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Abstract
Digital public displays are a popular means of communication nowa-
days. They are commonly used as information outlets at trac hubs,
shopping malls, or public places in general. They feature some key
advantages in comparison to other media types. For example, they
are more exible and more up-to-date than static paper-based ap-
proaches. Since they are always situated in a certain context, they can
disseminate information tailored to a specic location. Compared to
personal devices, that usually also have signicantly smaller screens,
digital public displays allow to distribute information within a spatial
frame of reference. Moreover, they are visually prominent and pro-
vide broad accessibility.
Clearly, showing users content that is relevant to them is an important
issue. For example, due to a lack of relevant content, many people
have developed a blindness towards public displays. Personal content
is often regarded as relevant, but that calls for certain means of pri-
vacy in turn. This thesis focuses on designing privacy-preserving per-
sonalized public display systems. It addresses three research questions:
(1) What are main privacy threats on public displays? (2) What are
countermeasures to those privacy threats? (3) How to support the de-
sign process of public displays?
Three tangible contributions address each research question: (1) The
STRIDED* privacy threat model for public displays is based on the re-
nowned STRIDE model by Microsoft and the OWASP application se-
iv
curity risks. The threat model helps to identify and prioritize pri-
vacy issues that personalized public display systems may be subject
to. Along with the threat model comes a design space for privacy de-
mands on public displays. (2) A list and classication of existing coun-
termeasures, which is based on an extensive literature survey. These
countermeasures can be used to address—at least some of—the pri-
vacy issues identied by the privacy threat model. Additionally, three
novel countermeasures add to the list of existingmeasures. (3) A novel
approach to engineer public display systems based on a realistic audiovisual
simulation and a state-transition graph. The approach has been inte-
grated in a holistic process, that provides a new methodology to de-
sign, prototype, and evaluate privacy-preserving personalized public
display systems. This includes a systematic analysis of existing con-
cepts to engineer public display systems, a novel approach that inte-
grates many of the benets of previous concepts, and an architecture
for a toolkit implementing the approach.
Designers and researchers can use these contributions to create pub-
lic displays, that do not pose a threat to the user’s privacy: The threat
model and the design space can be used to build privacy-aware public
display systems that align with users’ privacy perceptions and needs
more closely. The list of countermeasures—which is also represented
as a heatmap—allows designers and researchers of public display sys-
tems to quickly identify the most commonly used countermeasure
for a particular privacy threat. Finally, the integrated process can be
applied directly, since it has been realized and published as a pub-
licly available software toolkit. In conclusion, this thesis can thus con-
tribute towards simplifying and accelerating the development of
privacy-preserving personalized public display systems.
vZusammenfassung
Öentliche Bildschirme—Digital-Public-Displays— sind heutzutage
ein allgegenwärtiges Kommunikationsmedium. Sie werden oft als In-
formationsquellen an Verkehrsknoten oder in Einkaufshäusern sowie
öentlichen Plätzen imAllgemeinen genutzt. Verglichenmit anderen
Medien bieten sie viele Vorteile. Sie sind z.B. exibler und aktueller
als statischeDruckerzeugnisse. Da sie stets in einemörtlichen Kontext
eingebettet sind, können sie für diesen Ort maßgeschneiderte Infor-
mationen veröentlichen. Verglichen mit persönlichen Geräten, die
meist nur über kleinereBildschirme verfügen, könnenDigital-Public-
Displays Informationen innerhalb eines räumlichen Bezugsrahmens
verteilen. Zudem sind sie optisch auallend und leicht zugänglich.
Benutzern relevante Inhalte zu präsentieren ist zweifelsohne wichtig.
Da bisher aber relevante Inhalte oft fehlten, entwickelten Benutzer
eine Blindheit gegenüber öentlichen Bildschirmen. Persönliche In-
halte sind meist relevant, erfordern jedoch besondere Datenschutz-
maßnahmen. Diese Arbeit konzentriert sich auf den Entwurf person-
alisierter öentlicher Bildschirme, die die Privatsphäre schützen. Sie unter-
sucht dazu drei Forschungsfragen: (1) Was sind die größten Gefahren
für die Privatsphäre auf öentlichenBildschirmen? (2)WelcheGegen-
maßnahmen existieren für diese Gefahren? (3) Wie kann der Entwurf
öentlicher Bildschirme unterstützt werden?
Drei konkrete Beiträge widmen sich je einer Forschungsfrage: (1) Das
STRIDED*-Modell für Gefahren auf öentlichen Bildschirmen basiert auf
dem renommierten STRIDE-Modell von Microsoft und den OWASP-
Application-Security-Risks. Das Gefahren-Modell hilft dabei, Risiken
vi
für die Privatsphäre auf personalisierten öentlichen Bildschirmen
zu identizieren und zu priorisieren. Gemeinsammit demGefahren-
Modell wird auch ein Design-Space für die Anforderungen an die Pri-
vatsphäre auf öentlichen Bildschirmen vorgestellt. (2) Eine Liste mit-
samt einer Klassizierung existierender Gegenmaßnahmen, die auf einer
umfassenden Literatur-Recherche basiert. Diese Gegenmaßnahmen
adressieren — zumindest einige der — Risiken für die Privatsphäre,
die das Gefahren-Modell identiziert. Außerdem wird die Liste der
vorhandenen Gegenmaßnahmen um drei neue Verfahren erweitert.
(3) Ein neuer Ansatz für die Entwicklung öentlicher Bildschirme, der auf
einer realistischen audio-visuellen Simulation und einem Zustands-
übergang-Graphen basiert. Der Ansatz wurde in einen ganzheitlichen
Prozess integriert, der eine neue Methodik für den Entwurf, die pro-
totypische Umsetzung und die Evaluation von öentlichen Bildschir-
men darstellt. Diese Methodik umfasst eine systematische Analyse
vorhandener Konzepte für die Entwicklung solcher Bildschirme, ei-
nen neuen Ansatz, der viele Vorteile vorhergehender Konzepte ver-
eint, und die Architektur für ein Toolkit, das diesen Ansatz umsetzt.
Designer und Forscher können diese Ergebnisse nutzen, um Systeme
zu erstellen, die die Privatsphäre der Benutzer schützen: Das Gefah-
ren-Modell und der Design-Space erlauben es, öentliche Bildschir-
me zu entwerfen, die sich an der Auassung von Privatsphäre und den
Bedürfnissen der Benutzer orientieren. Die Liste der Gegenmaßnah-
men — die zudem auch in Form einer Heat-Map dargestellt wird —
erlaubt es Designern und Forschern, die für ein bestimmtes Risiko
am häugsten genutzte Gegenmaßnahme schnell zu identizieren.
Außerdem kann der integrierte Prozess direkt angewandt werden, da
er als öentlich verfügbare Software umgesetzt wurde. Zusammen-
fassend kann diese Arbeit dazu beitragen, die Entwicklung person-
alisierter öentlicher Bildschirme, die die Privatsphäre schützen, zu
vereinfachen und zu beschleunigen.
Nil desperandum.
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Remarks
According to the recommendations of the “PublicationManual of the
American Psychology Association,” this thesis includes citations em-
bedded within the original material [13, p. 173]. These embedded ci-
tations may have the same appearance as the genuine citations within
the body of this thesis. However, they should not be confused, as the
numbers of the embedded citations may not exist or match the actual
references in the appendix.
Unless otherwise specied, all gures are property ofMorinOstkamp.

1I
Introduction

31 Overview
The term “public display” describes a plethora of things. Verbalizing
it may help to recognize this: to display something publicly. Thus,
a public display may refer to a signpost, a stake, an artwork, or any
other object exposed in a public place. The termmay also relate to an
action, like the public display of love or aection expressed by a kiss
in public. In this thesis, however, a public display system (PDS) is a digital
appliance, most often a computer monitor of arbitrary size, showing
content of any kind. Figure 1.1 shows a number of examples.
Public displays turned into ubiquitous companions in the course of
the last years. Some readers, especially those who are actively en-
gaged in current research on such displays, may be very familiar with
statements like the last one. Many publications begin by stating this
observation, and even though this introduction may appear trite and
worn out, it is true though. Readers may put this thesis down for a
moment and take a look around: In all likelihood there are public dis-
plays around. The following three examples taken from the author’s
real everyday life may underpin this:
Getting to Work. It is 7:30 in the morning. Morin hastily leaves his
home to catch his train. Quite exhausted, he arrives at the sta-
tion, only to nd a public display telling him that his train will
4(a) Bulletin board (b) Guidance system (c) Phone booth
(d) Product promotion (e) Trac control (f) Ticket vending
Figure 1.1.: Examples of public displays as addressed in this thesis.
be 10 minutes late. Later on in the train, another public display
monitors the current speed, next stops, and connecting trains.
When the train arrives atMünsterCentral Station,Morin gets out
of the train, walks down the platform, and arrives at the entrance
hall. A large public display casts some news and ads in his direc-
tion. On his way out, he passes a telephone booth equipped with
a display that can be used to look up phone numbers or to send
text messages. But Morin notices those screens only marginally,
as he is in a hurry to catch his bus—in vain. A public display
at the bus stop says that the next bus will arrive in 20 minutes.
While waiting, Morin enjoys some artistic videos shown on pub-
lic screens in the vaudeville across the street. When the bus ar-
rives, Morin steps in and he directly peeks at the screenmounted
on the ceiling. It shows the current time as well as the following
stops, and Morin realizes that he will be late. Twenty minutes
5later, Morin arrives at the institute for Geoinformatics. While
rushing in, he does not even think about the two public displays
he has just passed: One of themwould have informed him about
a scheduled power outage and the other onewould have told him
a joke to cheer up his mood.
Getting Food. Around 1:00p.m. Morin is almost starving, as heworked
really hard allmorning tomake up for the lost time. He leaves his
oce and heads to the refectory. Right in themiddle of the foyer,
there are four large public displays hanging from the ceiling.
Two of them show an overview of the daily menu, while the re-
maining two advertise goods from the campus store and upcom-
ing events. Once Morin made up his mind about what to eat to-
day, he enters the dining hall. Public displays are mounted atop
of each counter, showing the names and photos of the dishes to
get there. Morin picks the counterwith themostmouth-watering
photo, only to nd that the actual serving has little resemblance
with that.
Shopping. After work, Morin decides to run some errands on his way
home. Surprisingly, there are no public displays to welcome him
at the entrance of the supermarket. Subconsciously, Morin no-
tices the lack of eye-catching ads with delight. He makes his way
to the cheese counter, preparing to wait in line. While waiting,
his eyes wander from the counter to the storeroomwith the large
window pane and—eventually—to the public display attached to
the top of that window pane. He did not notice it at rst glance
as its appearance is subtle. A static ad, looking like it was written
on chalk board, tells him to take advantage of a special deal on
Gouda. What a lucky coincidence, as this is Morin’s favorite kind
of cheese. Or maybe not a coincidence at all?
6Hopefully, these three authentic examples—not inspired by, but taken
from the author’s real life—illustrate how public displays have pro-
liferated our urban lives. Especially the last example shows how to
subtly blend in such displays to a specic situation.
The most profound technologies are those that disappear.
They weave themselves into the fabric of everyday life until
they are indistinguishable from it. —Mark Weiser [237]
This is what Weiser proclaims in his famous article [237] published
in 1991. Apparently, however, Weiser’s vision has not completely be-
come reality yet. Most public displays are not subtly integrated into
daily routines to let them disappear. In contrast, many public displays
struggle to catch our attention: Flamboyant colors, ashy animations,
and prominent placings are just three examples of employed means.
A probablywell-known place hosting this type of public displays is the
Times Square in New York City, see Figure 1.2. Hundreds of screens
in various shapes and sizes compete for attention. This development
is probably diametrically opposed to Weiser’s view of the future:
Most important, ubiquitous computers will help overcome
the problem of information overload. There is more in-
formation available at our ngertips during a walk in the
woods than in any computer system, yet people nd a walk
among trees relaxing and computers frustrating. Machines
that t the human environment instead of forcing humans
to enter theirs will make using a computer as refreshing as
taking a walk in the woods. —Mark Weiser [237]
7Researchers found that most people nowadays tend to see a cause of
information overload in public displays [154]. As a consequence of this
display-induced information overload, people apparently developed
an aversion towards such public displays. Based on these ndings,
Müller et al. coined the term display blindness [156].
Figure 1.2.: Public displays at the Times Square in New York City.
Picture taken by Stefan Adam.
Nevertheless, digital signage, which is a particular form of public dis-
plays, mainly focused on application scenarios related to advertise-
ment and product placement, continued to grow signicantly. Ac-
cording tomarket reports and experts reviews [3] and Lyle Bunn1, the
market for digital signage is forecasted to reach an estimated com-
pound annual growth rate (CAGR) of 8.94% from 2014 to 2020. Aside
1In his book on digital signage, JimmySchaeer calls Lyle Bunn “one of the better known
and better versed champions of the recent digital signage movement” [195, p. 5].
8from these gures beingmostly relevant to decisionmakers, end users
may notice this trend in their everyday lives, as more and more con-
ventional signage will be replaced by its digital counterpart.
This shift from analog to digital is fostered by prices on the decline
and fast-paced technological advances. While large, yet compact, com-
puter screens based on LED technology, for example, become less
expensive year by year, their visual delity is constantly increasing.
The calm and steady visual appearance of at screens (in contrast to
the ickering images of old-fashioned cathode-ray monitors) proba-
bly also gave some impetus to this development. Optimized power
consumption is another relevant topic addressed by current research:
Electronic ink, for example, is an approach that allows to drive tablet
devices, such as e-paper readers, for a long time. The same tech-
nology could be used to run less dynamic signage, as described in
the shopping example scenario above, without generating excessive
amounts of heat or consuming innumerable kilowatts.
This chapter contoured the ubiquitous proliferation of public displays
and introduced the term display blindness—Chapter 2 explains both
aspects inmore depth. The overall objective of this thesis is to address
the root of this blindness in order to mitigate its negative eects. Per-
sonal content is often regarded as a viable approach, but that calls for
certainmeans of privacy in turn. The intended audience of this thesis
can thus be broken down into the following four segments:
Researchers. Public displays have drawn the attention of numerous re-
searchers and research groups around the world. There is a large
body of research on personalized public displays, and an even
larger one on public displays in general. This thesis provides an
extensive review of related work in the context of personalization
and privacy by proposing an original classication scheme. This
classication scheme provides a new perspective on the domain
9and may support novice researchers in collecting and applying
related work. The thesis also contributes to the research com-
munity by proposing (i) an (interactive public display) privacy
threat model, (ii) a number of measures to counter the threats of
that model, and (iii) an integrated process for designing, proto-
typing, and evaluating privacy-preserving public display systems.
Designers. Public displays are basically monitors connected to com-
puters, running a special software to drive the content. Just like
any other software, it abides to a certain life cycle established by
the discipline of software engineering. Three important corner-
stones of this life cycle are design, implementation, and evalua-
tion. During the development of a public display system, these
three phases may be especially challenging. This thesis presents
an integrated process for designing, prototyping, and evaluating
privacy-preserving public displays, which may be used to sim-
plify these tasks. This thesis also provides tangible prototypes
that support designers of privacy-preserving public display sys-
tems in identifying and tackling possible privacy threats.
Privacy advocates. Theworld we live in is under constant change. Fast-
paced advances in technologies such as wireless communication
and shrinking form factors have led to a densely interconnected
web of things. Constant surveillance, e.g., by tracking someone’s
mobile phone or car, is notmerely a dystopian view of the future
anymore2. Moreover, privacy has become a controversially dis-
cussed topic in the general public initiated by the Snowden reve-
lations in mid 2013. Privacy advocates may benet from reading
this thesis, as it puts a special focus on privacy with regard to per-
sonalized public displays. One of its contributions is an (interac-
2In the year 2015, major car manufacturers already oer services like “BMW Assist,” or
“Mercedes-Benz mbrace,” that track the position of a car and place an emergency call
in case of an accident.
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tive public display privacy) threat model. This web-based appli-
cation is publicly available and may be used to analyze possible
privacy issues of of various systems in a “structured and system-
atic way,” cf. Section 11.3. The proposed set of countermeasures
may also be of interest to this audience.
Everyone. Admittedly, this may seem ashy at rst glance. However,
one particular argument that this thesis tried to put forward so
far is, that public displays have become a prevalent and ubiqui-
tous experience in urban life nowadays. The three examples pre-
sented above hopefully helped tomake this point: The examples
depict real scenarios, actually experienceable in the year 2015.
Thus, as public displays keep permeating urban environments,
everyone should be concerned about privacy issues with regard
to personalized public display systems and privacy in general.
This thesis may help readers to grasp the possibilities oered
by current technology and anticipate future developments. It
may help to understand the importance of privacy in our ev-
eryday life, that has been saturated with ubiquitous computing
devices— public displays being only one specic type:
Our most familiar ways of managing privacy depend
fundamentally on features of the spatial world and of
the built environment, whether that be the inaudibil-
ity of conversation at a distance, or our inability to see
through closed doors. We can also rely on others to
honor behavioral norms aroundphysical touch, eye con-
tact, maintenance of interpersonal space, and so on [6].
With information technology, our ability to rely on these
samephysical, psychological and socialmechanisms for
regulating privacy is changed and often reduced.
—Palen and Dourish [178]
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At the sidelines, this thesis strives to weaken a very common
refutation against any privacy issues uttered by the concerned:
“I have nothing to hide” [213].
[. . . ] The problem with the nothing to hide argument is
the underlying assumption that privacy is about hiding
bad things. [. . . ] [It] stems from a faulty “premise that
privacy is about hiding a wrong.”75 —Daniel Solove [213]
Thus, even readerswho think the topic covered in this thesis is no
concern of themmight reconsider their point of view eventually.
However, some readers may be tempted to stop reading at this point,
as their interests are in other topics covered by related work. For ex-
ample, if looking for literature on public displays or digital signage in
general, the comprehensive overview by Jimmy Schaeer [195] could
be a good start. Readers seeking for inspiration on new application
scenarios could enjoy the work by Florian Alt [5] about pervasive ad-
vertising on public displays.
The work by Marko Jurmu [109] is concerned with interactive multi-
purpose systems, while Simo Hosio focuses on social networking on
public displays. If the reader’s emphasize is on approaches towards
context-adaptive systems, the work of Jörg Müller [150] makes good
reading. If the impact of public displays on the communities they are
deployed in is of interest, see the work of Nemanja Memarovic [142].
The remainder of the rst part is structured as follows: First, there
is a look at the evolution of public displays and their concomitant
ubiquitous proliferation. Next, the motives that drive this thesis are
presented. Finally, the last section highlights the objectives, research
questions, and contributions.

13
2 The Evolution of
Public Displays
As explained in the previous chapter, the term public display may re-
fer to a number of things. In the context of this thesis, however, it
relates to digital computer screens or monitors. As with any technol-
ogy, these systems are subject to a fast paced development. Recent ad-
vances in processing speed, memory capacity, graphics, and network
infrastructure have had a signicant impact. Video games, for exam-
ple, looked way dierent ten years ago, so did videos on the Internet
with regard to quality. Another important landmark in the history of
public display probably is the advent of at screens, e.g., Plasma, LCD,
or LEDmonitors. In particular, this technology allowed for new form
factors, and the decreasing production costs paved the way for a true
permeation of such displays. At the time of writing this thesis, organic
display technologies (OLED) foreshadow the possibilities of the next
screen generation, e.g., curved high-resolution displays.
Due to these advances in technology introduced in the early years of
the twenty-rst century, this thesis focuses on public displays and cor-
responding scientic publications that appeared after the year 2000.
Similarly, Ardito et al. [15] narrowed down their survey on interac-
tion with large displays to the years 2000–2014 and only presented
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aggregated data on systems published prior to this timeframe. Nev-
ertheless, the history of public display reaches back to the early 1970s,
as described by Jimmy Schaeer [195, p. 41]. Readers interested in
more details may enjoy Schaeer’s book or the comprehensive break
down of the historical development presented by Davies et al. [62].
Clearly, public displays have become popular artifacts of our every-
day life. The examples and pictures provided in the previous chapter
tried to underpin this fact. To put this into numbers, Schaeer es-
timated that there had been about half a million public displays in
North America in the year 2008 [195, p. 43]. He also expected this
number to double until 2011. Section 2.1 addresses this ubiquitous
proliferation in more depth. This noticeable penetration may, how-
ever, have had impacts on society, as discussed in Section 2.2.
2.1. Ubiquitous Proliferation
Besides prominent places, such as the Times Square in New York City,
see Figure 1.2, or Shibuya Crossing in Tokyo, public displays have also
permeated other urban [164, 180] or rural areas [222]. The advent
of at and small screens propelled this trend, as public displays can
nowadays be installed even if there is little space available, such as in
subway train cabins or elevators.
This gain in technical exibility was accompanied by falling hard-
ware prices [195, p. 12]. This combination led to a noticeable increase
in public displays or digital signages in many countries around the
world. This increase was likely caused by operators following a “me-
too strategy” to catch up with the latest technological developments
introduced by competitors. In contrast to this evolution, however, the
application scenarios and use cases for public displays did not evolve
2.1. Ubiquitous Proliferation 15
in a comparable fashion. In their extensive review of research on per-
vasive displays, Davies et al. note that “the applications conceived for
public displays have shown remarkable resilience to change. [. . . ] It
appears that despite radical change in many application areas, poten-
tial display users are still drawn to the same set of applications that
were conceived over a decade ago” [62, pp. 92–93].
One particular use case for public displays has been without doubt
the most common one ever since: showing advertisements, as many
studies and observations conrm [5, 74, 98, 143, 164, 195, 230]. Us-
ing such displays for commercials may seem reasonable from an eco-
nomic point of view. Compared to other conventional ways of publi-
cation, e.g., analogous posters or bill-boards, their digital equivalents
can be remotely controlled, support other content types besides static
images, and allow for interaction. Moreover, the content shown on
public displays can be updated easily, with little delay, and at little
cost since no physical items have to be exchanged. This characteristic
led many operators of ticket vending machines or similar kiosk sys-
tems to repurpose their screens by showing advertisements in case of
inactivity, e.g., when no one is buying a ticket. As a consequence, cit-
izens were soon exposed to a plethora of digital advertisements, em-
ploying dierent visual and acoustic means to compete for attention.
A dystopian exaggeration of the real situation in 2002 is depicted in
themovie “Minority Report:” Personalized advertisements are spread
throughout an entire city and pursue themain character at every turn.
This is clearly not the reality of today, but the ctive character and real
citizens seem to have something in common: display blindness.
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2.2. Display Blindness
During the day, people are exposed to a ood of visual, acoustic, olfac-
tory, gustatory, or haptic stimuli. As the capacity of the brain is lim-
ited, not every impression is processed, but some are sorted out. This
ltering process is complex and may be inuenced by many things
or over a certain period of time—a detailed presentation is, however,
beyond the scope of this thesis. Pervasive advertising on public dis-
plays has been around for a relatively short period of time, compared
to other historic impacts. However, it may already have had an in-
uence on how people perceive public displays as noted by Müller et
al. [156]. In their study, they analyzed how people react to such dis-
plays and contents. Their results indicate, that people tend “to ignore
public displays when they expect nothing interesting to be presented”
[156]. This behavior seems to be related to the one observed in studies
on advertisements on websites, which is described by the term banner
blindness [41]. Similarly,Müller et al. coined the termdisplay blindness
to describe the phenomenon witnessed in their studies.
This raises the question about why people tend to expect the contents
of public displays to be uninteresting or even boring [156]. This ques-
tion can be looked at from two sides: the public display operator and
the public display user. The remainder of this section will describe
each point of view in more detail.
2.2.1. Operator’s Point of View
In the context of this description, the term operator represents mul-
tiple stakeholders as identied by Alt et al. [5, 7, 8]: display owner, space
owner, display provider, and content provider. These stakeholders may
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share a common interest in maximizing the number of users. The
following examples may help to clarify this.
Display owners usually buy and operate public displays for a certain
purpose, for example, advertising retail goods in their shops. Another
use case would be a public oce that strives to provide citizens with
answers to commonly asked questions prior to seeing a civil servant
in order to minimize waiting and processing times. These stakehold-
ers miss their goal if users do not look at their public displays due to
display blindness.
Sometimes, space owners and display owners may be the same per-
son, e.g., a store owner. Sometimes, however, these two stakeholders
may be separate persons. For example, innkeepers may rent public
displays (from display owners) and install them in their business as a
courtesy in order to enhance their customers’ experience. The neg-
ative perception of such displays as described by Müller et al. [156]
may in fact lead to the opposite eect.
Display providers are companies that sell public displays to other stake-
holders, for example, display owners or space owners. Display pro-
viders assemble the hardware and may also provide the software that
can be used to orchestrate the content presentation. Companies such
as Ströer, Wall, or VIDERO are examples of display provider. Since
their business is the sales of such systems, the phenomenon of dis-
play blindness may negatively impact their sales gures, as customers
could become reluctant to invest in more or newer public displays.
Content providers are in charge of aggregating, editing, and schedul-
ing the contents shown on public displays. Their main goal is to reach
as many users as possible since their payment is usually based on the
estimated amount of viewers (sometimes referred to as coverage orme-
dia penetration). Their business is comparable to the one of display
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providers, with regard to the marketing of public displays in various
locations, e.g., subway stations, doctor’s oces, or retails stores. Simi-
larly, their business can be negatively aected by display blindness.
In summary, each stakeholder introduced above may regard the phe-
nomenon of display blindness as a negative business impact. Conse-
quently, theymay strive to nd ways to alleviate this eect as noted by
Elhart et al.: “In order to make such displays more attractive, both re-
searchers and advertisers have recently begun to explore the concept
of interactive applications that allow passers-by to directly or indi-
rectly control a display’s content” [74]. The same authors also remark,
however, that harmonizing the interests of users and operators may
be challenging, as both parties may have opposing requirements. The
next section analyzes display blindness from the user’s perspective.
2.2.2. User’s Point View
A particular product, be it hardware or software, is usually designed
and built to fulll a specic purpose. Ideally, the individual purpose
corresponds to the user of that product. In that case the user’s require-
ments and the features of the actual product shouldmatchwell. When
talking about public displays, however, the people that actually inter-
act with these systemsmay not be the users whose requirements were
considered: The stakeholders introduced abovemay, for example, use
public displays to pursue a certain goal, such as advertising goods in
retail stores. To dierentiate between the stakeholders of public dis-
plays and the general public as the actual users of public displays, Alt
et al. refers to the latter group as viewers [5, 8], which implies a level
of passiveness. With regard to personalized public display systems,
however, this term may be less appropriate: As explained in the re-
mainder of this thesis, see Sections 3.1, 6.3, and 7.3, personalization
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always requires some form of interaction, which implies a certain de-
gree of activity. Thus, literature—including this thesis—often refers
to the general public as the users of such displays, as these people are
exposed to the contents of those systems andmay interact with them.
As mentioned above, research found that users tend to pay little at-
tention to public displays [98]. In their paper on display blindness,
Müller et al. [156] try to provide some psychological background on
the observed lack of attention:
In other [research] areas, lack of attention for aspects of the
environment has been explained by the fact that attention is
highly selective. The world provides far toomuch informa-
tion to be processed by an individual. This is especially true
for urban environments, where Milgram [6] showed that
many individuals experience information overload. Mil-
gram identied six common reactions to information over-
load, among them the allocation of less time to each input
and disregard of low-priority inputs. In their survey on in-
formation overload, Eppler and Mengis [2] dene the con-
cept as follows: “Information overload describes the situa-
tion when too much information aects a person and the
person is unable to recognize, understand or handle this
amount of information.” They conclude that when infor-
mation supply exceeds information-processing capacity, a
person has diculties in identifying relevant information.
He/she becomes highly selective and ignores large amounts
of information, has diculties in identifying relationships
betweendetails andoverall perspective andneedsmore time
to reach a decision. —Müller et al. [156]
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In summary, users may regard the phenomenon of display blind-
ness as a positive concept. It may help them to quickly dierentiate
between relevant and irrelevant information to eciently work on a
specic task at hand. Consequently, Alt et al. suggest “that interactiv-
ity has the potential to overcome this phenomenon [of display blind-
ness]” [11]. In a similar vein, Davies et al. conclude that in order “to
provide content [that is] relevant to passersby, displays must oer so-
phisticated personalization” [65]—one of the catalysts of this thesis.
Relevant content may help users to solve problems and execute tasks
eciently, while rebuilding their expectations of and regaining their
trust in public displays. Addressing the issue of display blindness is
thus a challenge both parties, i.e., operators as well as users, should
strive to take on.
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3 Motivation
The previous section discussed the phenomenon of display blindness,
which is rooted in the users’ negative experiences with public displays
or the shown contents, respectively. Yet, public displays do not have to
be solely annoying experiences after all, as hopefully illustrated by the
three examples presented in Chapter 1. Schmidt et al. consider public
displays to be one of six current technologies that are most likely to
become a ubiquitous experience within the next twenty years:
Whereas nowadays digital signage often shows mere adap-
tations of traditional content, networking capabilities aswell
as sensorswill allow content to be easily updated and adapted
to the audience, potentially making public displays a future
communication medium.3 A key challenge is to create a
pleasant and convenient user experience that fosters peo-
ple’s engagement with public displays.
—Schmidt et al. [199]
At rst sight, the swift proliferation of personal mobile devices, such
as smartphones,mayhave defeated the purpose of public displays. In-
formation can nowadays be pushed to the user’s device and can thus
be routed in a very directedmanner. Despite this development, public
displays may still serve a valuable purpose when “addressing groups
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of people that can be found in a certain location” [8]. Hamhoum and
Kray analyzed the use of public displays in such situations, e.g., sport
matches, festivals, fairs [89] and pilgrimages [90]. They point out that
using smartphones in crowded areas may actually be hazardous and
that the required technical infrastructure may not scale well enough
to serve all users simultaneously. The results of their studies indi-
cate, that dynamic signage systems may support users in these situ-
ations, alleviate the aforementioned problems, and actually increase
the overall safety.
It may thus be worthwhile for researchers to focus on public displays,
even though other ubiquitous technologies, such as the smartphone,
emerged in recent years. In any case, it is crucial to concentrate on
aspects of particular importance from the user’s point of view. Per-
sonalization appears to be an approach commonly regarded as en-
couraging. Section 3.1 discusses this approach in more depth. How-
ever, focusing on personalization alone may not suce since privacy
implications also appear to have amajor impact on public display sys-
tems as discussed in Section 3.2.
3.1. Addressing Display Blindness with Personalization
Personalization of public displays is a complex issue; there exists a
large body of research on this topic. Section 6.3 provides more de-
tails, for example, by introducing the three personalization usage models
as proposed by Davies et al. [64]. This section, however, tries to mo-
tivate how personalization can help to approach the eect of display
blindness in general. Though there are dierent approaches to per-
sonalizing public displays, e.g., user-generated content and emotional
binding, researchers seem to agree on the overall appropriateness of
the basic notion:
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To provide content relevant to passersby, displays must of-
fer sophisticated personalization. —Davies et al. [65]
Support for interaction and user-generated content repre-
sents a promising direction towards more valuable digital
public displays. —José et al. [108]
[. . . ] One of the key challenges with big displays is to pro-
vide interesting content and to design engaging activities.
User-generated content in public spaces with carefully tai-
lored interaction options could very well be the answer to
this challenge. —Hosio et al. [97]
We can even say that people wanted to see personalized
and situated content, i.e., content according to their prefer-
ences. [. . . ] This could be provided through a menu where
people could choose their preferred category [. . . ]. A more
advanced approach would be to use user proles to select
the information automatically. —Memarovic et al. [143]
The most noticeable dierence between the approaches may be the
content type. There are at least two manifestations: private content
(such as, e.g., messages [38, 101], calendars [49, 231], or directions [119,
167]) and user-generated content (such as, e.g., multi-media assets [7,
8, 108, 224], adaptive proles [6, 152], or community-related data [9,
48, 157]). In any case, users may have privacy demands for all content
types, so that a ne-grained dierentiation may thus not be required
in the context of this thesis.
Other research puts a special focus on emotional bindings between
public displays and their users. Such emotions can be triggered by
various stimuli, e.g., photos [76, 97, 128, 224], stories and texts [52, 131],
music [132], drawings [57], or opinions [22, 215]. They all allow users
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to shape their personality in the public. Creating emotional bindings
may actually increase the attractiveness of public displays since a sim-
ilar eect can be observed when looking at real (physical) assets:
Many people enjoy making a statement for others to see.
They carefully choose clothes, jewelry, and footwear to in-
dicate profession, interests, mood, or the music or subcul-
ture with which they identify. Houses, gardens, and cars are
all accoutrements of social status andobjects of conscious or
unconscious display. Even grati can be seen as a particu-
lar form of personalization in which disaected youths tag
locations with their personal messages. Display networks
might help channel this creativity and desire for personal-
ization. —Davies et al. [65]
Though personalization may help to mitigate the eects of display
blindness, it may not be sucient to focus on this approach only.
Müller et al., for example, discovered that the display location seems
to have an even more signicant inuence on viewing times than the
content itself [152]. Along the same lines, Davies et al. concede that
though they presented a suitable technical solution to personalization,
they failed to establish compelling use cases:
We do however note that we have not, to date, been able to
develop or demonstrate compelling uses for the technol-
ogy within the content of our public-display system. [. . . ]
[One] application was viewed most favorably by potential
users but even for this application it is not clear that a large
number of users would actually invest the time tomake use
of the system. —Davies et al. [63]
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In an opposite approach, Greenberg et al. [86] analyze how dark pat-
terns in the eld of proxemic interactionmay attract the users’ attention
to public displays. As the name implies, however, these dark patterns
(sometimes also called anti patterns) should be avoided, since some
users may not regard them as benecial despite their apparent eec-
tiveness. The pattern called “bait and switch” is an example:
The system baits the viewer with something that is (from
the viewer’s perspective) desirable, but the system then switches
it to something else after the person directs his or her atten-
tion to it and moves closer. —Greenberg et al. [86]
In conclusion, public displays should comprise multiple approaches
to mitigate the eects of display blindness in a multi-layered way. It
should, however, not trick the user or involve deception. One partic-
ularly promising cornerstone appears to be personalization. Show-
ing personalized content on a public display may, however, also raise
some privacy concerns: Depending on the type of personalization,
private or sensitive information could be shown and thus become
public. The next section discusses this aspect in more detail.
3.2. Preserving Privacy During Personalization
Ostensibly, personalization and privacy on public displays may seem
to be at odds with each other. This tension is also known as the per-
sonalization-privacy paradox [219]. Identifying specic reasons for this
paradox, however, may be challenging. Section 6.2 introduces the no-
tion of privacy in more depth. This section, however, underpins the
general motivation behind this thesis. Looking at the denition of
personalization may help to analyze the conict:
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per·son·al·ize. To design or tailor to meet an individual’s
specications, needs, or preferences: “a personalized search
engine;” “personalized learning.”—Dictionary.comUnabridged1
Depending on the individual user, a particular need or preference
may be a very personal or even intimate piece of information. For
example, large font sizes on public displays could indicate visual de-
ciencies or needs; automatically showing stock prices while approach-
ing a display could reveal certain interests or preferences. The person-
alization-privacy paradox thus delineates a clash of interests: Unveil-
ing personal information to systems may help to personalize those
systems and make them more comfortable; at the same time, this
comfort comes at the cost of decreased privacy.
This is, of course, just one facet of privacy as explained in Section 6.2.
There are also other, more subtle aspects that need consideration in
order to build privacy-preserving personalizedpublic display systems.
Davies et al. emphasize this in their research recommendations:
[. . . ] The requirement to decide when personalized content
can be presented without impacting on a viewer’s privacy
coupled with the need to manage the collection, storage
and exchange of data to facilitate this represent fundamen-
tal challenges to the adoption of pervasive display networks.
—Davies et al. [62]
Though it seems reasonable to make the “collection, storage and ex-
change of data” [62] a transparent process to the users, this may not
be possible in all situations. Some of these aspects may be very tech-
nical and laypeople may thus have a hard time understanding them.
Users may have to trust systems that process their personal data to
1personalization. Dictionary.com. Dictionary.com Unabridged. Random House, Inc.
http://dictionary.reference.com/browse/personalization, accessed: March 04, 2015.
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some degree. These systems should thus strive to preserve the user’s
trust, since “a wrong decision can negatively inuence the user’s ac-
ceptance of a system, cause frustration and, as a result, make users
abandon the system” [241]. Similarly, Huang et al. [99] also expect re-
sponsible privacy policies to have a signicant impact on the success
of public display applications.
In 2013, the personalization-privacy paradox regained public interest
fueled by the revelations of large-scale governmental surveillance. In
the following months, extensive media coverage and public discus-
sions raised the general privacy awareness. Yet, the public’s interest
started to decay over time, as it is the case for most political aairs.
Nevertheless, the incident may have had a subconscious impact on
the users’ general attitude towards privacy. For example, users may
have become more cautious about who actually possesses, i.e., stores,
their data and information. Davies et al. already anticipated this issue
one year earlier and proposed this design recommendation:
Tomaintain any semblance of privacy, an approach that re-
quires users to register with some sort of central server that
will subsequently track their movements in front of world-
wide displays is not an option. Instead, users should stay in
control of their data and decide for themselves when to per-
sonalize a particular display and what information to pro-
vide to support this. —Davies et al. [65]
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4 Objectives
The previous chapters presented observable facts and phenomenons,
i.e., the proliferation of public displays, the eect of display blindness,
and its psychological purpose of an information lter. Yet, there may
also be negative aspects to display blindness, so that all stakeholders of
public displays—operators as well as users—could benet from miti-
gating these unfavorable characteristics.
Personalization appears to be a promising approach to address dis-
play blindness [65, 97, 108, 143]. Yet, pursuing the idea of personal-
izing public displays alone, especially without considering the users’
demands for privacy, is not advisable [62, 65, 99, 241]. Thus, intrigued
by the personalization-privacy paradox [219], this thesis explores a
number of research questions as presented in Section 4.1. The an-
swers to those research questions lead to the scientic contributions
as summarized in Section 4.2. As already emphasized in the previ-
ous sections, the topics of privacy and personalization have a certain
complexity to themselves, see also Section 6.2 and 6.3. Scrutinizing
the interaction of bothwith respect to personalized public display sys-
tems may be even more complex. Section 4.3 thus outlines the scope
of this thesis and demarcates aspects that have been excluded. Finally,
Section 4.4 describes and visualizes the structure of this thesis.
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4.1. Research Questions
To break down the complex matter of privacy-preserving personal-
ized public display systems, this thesis subdivides the topic into three
more manageable research questions RQ1–RQ3. Each of these re-
search questions can be decomposed into a number of sub-questions,
that are supposed to clarify the overall intention.
RQ1: What are main privacy threats on public displays?
• Is there a privacy threat model for public displays?
• To what extend are existing models applicable?
• Which application scenario requires the most privacy?
RQ2: What are countermeasures to those privacy threats?
• How can countermeasures be compared and dierentiated?
• How to incorporate countermeasures into existing public displays?
• Do countermeasures impact the general public display usage?
RQ3: How to support the design process of public displays?
• What are common challenges to focus on?
• Can all steps be integrated in one process?
• Are Immersive Video Environments a valid methodology?
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4.2. Scientic Contributions
This thesis provides results to the research questions in form of three
tangible scientic contributions. They are presented in the remainder
of this section. Besides these three contributions, this thesis comprises
an extensive survey of recent literature on personalized public display
systems, see Section 7.5. This survey uses a novel classication scheme
to review 120 research projects on public displays. The scheme em-
ploys two established categorization dimensions: user values (applica-
tion scenarios) and personalization usage models. The contribution
of the survey provides insights in two domains: (i) the distribution
of application scenarios and types of personalization being applied;
and (ii) the distribution of privacy threats and proposed countermea-
sures. In both domains, the survey highlights apparent imbalances
and points out areas that have been well covered by research as well
as those that hold research opportunities.
C1: Privacy Threat Model
This contribution identies key privacy threats that public displays
may be subject to, and proposes a suitable threat model. A user study
is conducted to explore what possible privacy threats there are on
public displays. The results are mapped onto the STRIDE model [93].
C1 then proposes a generic privacy threatmodel for interactive public
displays based on an extended version of this model. This is an ap-
proach to a formal description of such systems, that can also be used
to compare and analyze various characteristics. C1 also contains a tan-
gible prototypical tool that incorporates the ndings, see Section 11.1.
Researchers and designers may use this tool to design and evaluate
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privacy-aware interactive systems. Furthermore, the tool is also used
to evaluate C1, see Section 12.1.
C2: Countermeasures
Based on an extensive survey of 120 publications, C2 provides insights
on countermeasures that may be applied to address some of the pri-
vacy threats identied by C1. Based on these ndings, C2 presents a
heat map of countermeasures, that visualizes the correlation between
each countermeasure and all privacy threats. Researchers interested
in privacy-preserving personalized public display systems as well as
designers of such systems can use this heat map to quickly gain in-
sights and draw conclusions. For example, researchers may focus on
the “white spots,” as they point to combinations of privacy threats and
countermeasures that have not been researched yet. Designers may
use the heat map as a reference when designing, prototyping, or eval-
uating privacy-preserving personalized public display systems. Once
they identied that their systemmay be subject to a particular privacy
threat, they can look for “the most common countermeasure.”
To contribute to this set of countermeasures, C2 also contains three
novel privacy-preserving approaches. Visual multiplexing allows for
transferring multiple pieces of information, e.g., images, from pub-
lic displays to smartphones, solely based on optical communication.
This approach avoids conventional data networks, such as WiFi or
3G, and may thus preserve the users’ privacy since no unique iden-
tiers, e.g., MAC addresses, are transferred over a traceable connec-
tion. Subsection 10.2.1 presents more details on this countermeasure.
Visual highlighting may be useful in situations, in which personaliza-
tion is based on ltering screen contents. A ight departure board
at an airport is an example: It might be sucient to personalize this
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large public display by highlighting one particular piece of informa-
tion, i.e., the user’s ight; the highlight is only shown on the user’s
smartphone and sensitive information, e.g., the nal destination, may
thus remain private. As with visual multiplexing, the data required
to realize the visual highlights is also transferred optically from the
public display to the smartphone. Subsection 10.2.2 discusses this ap-
proach in more depth. Visual interaction allows for communication in
the opposite direction, i.e., from the user’s smartphone to the public
display. The approach supports adaptive user interfaces that can be
tailored to suit a particular application scenario. Similar to the rst
two countermeasures, the necessary data is transferred based on op-
tical communication only. Tracking users may thus be more dicult
than in conventional (IP based) networks. Subsection 10.2.3 elaborates
this approach further.
In order to provide concrete scientic contributions and allow for
well-founded evaluations, see Section 12.2, each countermeasure has
been realized as a prototypical implementation, see Section 11.2.
C3: Process Integration
Based on the desire to provide tangible scientic contributions, C3
comprises a methodology and tools to support the design, prototyp-
ing, and evaluation of privacy-preserving personalized public display
systems, see Section 11.3. C3 proposes a novel method to engineer
such systems based on realistic audiovisual simulations and a state-
transition graph. C3 includes a systematic analysis of approaches to
engineer public displays, a novel approach that integrates many of
the benets of previous approaches, an architecture for a toolkit im-
plementing the approach, and an initial assessment of the approach
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based on an example scenario and experiences from using it, see Sec-
tion 12.3. Key benets of this approach include high re-usability of
simulated environments, reduced eort to simulate deployment sites
and scenarios, as well as support for a broad range of prototypes, e.g.,
of varying delity, and design and evaluation methods. C3 can thus
contribute towards simplifying and accelerating the development of
privacy-preserving personalized public display systems.
4.3. Scope
This thesis explores the design of privacy-preserving personalized
public display systems. The objective is to nd answers to the afore-
mentioned research questions and to transfer the outcomes into the
scientic contributions presented in the previous section. To remain
focused and concise, the breadth of this thesis had to be limited. Con-
sequently, other intriguing research questions are beyond its scope.
For example, the following aspects could be covered by future work
in this research domain, as it is not the focus of this thesis to (i) in-
vent new hardware, (ii) invent new evaluation methods, (iii) propose
software tools ready for production, (iv) propose novel public display
application scenarios, (v) propose a universal privacy threat counter-
measure, (vi) propose a nal denition of a threat model for public
displays, (vii) propose a nal denition of privacy, or to (viii) propose
a nal denition of context.
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4.4. Thesis Outline
This thesis is structured in four parts as visualized in Figure 4.1. Part I
introduces the overall topic, presents the evolution of public displays,
and motivates the research objectives. Part II lays out the scientic
foundation of this thesis. It presents the employed research method-
ology, introduces key concepts, e.g., denitions of context and pri-
vacy, and points to related work.
Part III constitutes themain body of this thesis: It addresses the overall
topic of designing privacy-preserving personalized public display sys-
tems. This part covers the research questions R1–R3 and provides the
scientic contributions C1–C3. Each scientic contribution is instan-
tiated in a prototypical implementation, which is evaluated in turn,
e.g., by expert reviews (C1, C3) or user studies (C2). Finally, Part IV re-
ects on all introduced approaches and contributions of Part III and
discusses the results with regard to the research objectives declared in
Part I as well as the scientic foundations of Part II. It also concludes
the thesis by summarizing the main results as well as scientic contri-
butions, and presents possible directions for future work.
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Figure 4.1.: Visual representation of the thesis structure. Part I intro-
duces the topic and motivates the work. Part II provides
the scientic foundation. Part III contains the research
questions RQ1–RQ3 and the scientic contributions C1–
C3 along with the corresponding approaches, prototypes,
and evaluations. Finally, Part IV concludes with reections
of the results and an outlook of future work.
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II
Methodology, Key Concepts,
and RelatedWork
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5 ResearchMethodology
In general, there are twowidespread approaches to research, i.e., qual-
itative and quantitative methodologies. According to Alt et al. [12], re-
search related to public displaysmainly uses one of at least three types
of studies for both methodologies: descriptive, experimental, and re-
lational studies. However, as Alt et al. note, the relational approach is
less frequently used in this domain, “because not many relationships
between dierent dependent variables are considered to be interest-
ing” [12]. Thus, this thesis focuses on the rst two approaches and
applies them as described in Table 5.1. The remainder of this chapter
explains how descriptive studies were used in the course of this thesis,
and how experimental studies were applied.
The rst research question (RQ1) is concerned with the main privacy
threats on public displays. Sections 2.2 and 3.1 point out, why there
should be a special focus on the actual users of public displays: Sys-
tems should be tailored to suit the users’ needs in order to re-establish
the users’ acceptance towards public displays. To address this spe-
cial focus, the answers to RQ1 are based on a user survey. Once the
threat model (C1) has been dened based on the results of the survey,
the model is evaluated by expert interviews. Such interviews relate
to the paradigm of “asking users,” as identied by Alt et al. [12]. The
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Table 5.1.: Study types applied in this thesis as identied and explained
by Alt et al. [12].
Explanation Application
Descriptive Objective
descriptions based
on observations,
interviews, focus
groups, or logs
Threat model (C1):
expert interview
Countermeasures (C2):
literature review
Process integration (C3):
expert interview
Experimental Exploration of
causality based on
eld or lab studies
Threat model (C1):
user study, survey
Countermeasures (C2):
lab and user studies
Process integration (C3):
user study
outcomes of the expert interviews may thus indicate whether the ex-
pectations of the actual users were met. Observing the actual users
during their interaction with the prototypical implementation would
have been another way to verify this. Such observations, however,
are beyond the scope of this thesis and thus constitute possible future
work, see Section 15.2. The user survey also contained an experimen-
tal study, that analyzes whether the users’ privacy demands correlate
to dierent application scenarios. Evaluating such a causality is part
of experimental research, as dened by Alt et al.[12].
The second research question (RQ2) strives to nd countermeasures
thatmay be applied to personalized public display systems in order to
mitigate possible privacy threats. The list of countermeasures (C2) is
the result of an extensive literature review that comprises 120 papers
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in the domain of personalized public display systems. C2 is thus based
on a descriptive observation. Other means of evaluation, e.g., expert
interviews, would have required signicantly more time, while pos-
sibly providing a less broad overview. Future work could, however,
evaluate particular countermeasures based on individual expert in-
terviews. The three novel countermeasures presented in Section 10.2
were evaluated in lab and user studies in order to assess and evaluate
their usability and technical feasibility.
Finally, the third research question (RQ3) analyzes how the scientic
contributions C1 and C2 could be incorporated and made available
as concrete results. The outcome is an approach towards a process
integration (C3). This approach comprises a new methodology, that
may be used by experts, such as system designers or researchers, to
design, prototype, and evaluate privacy-preserving personalized pub-
lic display systems. Consequently, C3 was evaluated based on expert
interviews and a user study.
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6 Key Concepts in
Public Display Systems
This chapter introduces key concepts, such as denitions of context
and privacy, and denes their perception and usage in the context of
this thesis. Some of the concepts are discussed controversially in lit-
erature. However, it is not the aim of this chapter to contribute yet an-
other conception to this discussion, but rather to present an overview
of common concepts that may help to work on the research questions
and scientic contributions presented in Chapter 4. First, Section 6.1
presents dierent notions of context, an important term that is re-
ferred to in the subsequent discussion of privacy in Section 6.2. Next,
Section 6.3 presents dierent approaches to personalization of public
displays. Afterwards, Section 6.4 highlights common design concepts,
e.g., design spaces, with regard to public display systems. Finally, Sec-
tion 6.5 denes the terms threat, threat model, and countermeasure.
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6.1. Context
It is important to dene the meaning of context in the frame of refer-
ence in this thesis, as it seems to have amajor impact on the particular
privacy requirements of individual users: “Privacy [. . . ] will be heavily
dependent upon the context in which it occurs” as noted by O’Neill
et al. [168]. For example, automatically showing photos of the user’s
last vacation may be innocuous in the case that possible bystanders
are friends or there are no bystanders at all. However, showing the
same photos may be embarrassing or inappropriate if colleagues or
business partners may see them, too.
The previous example indicates, that people and their correspond-
ing roles may be one important dimension of a particular context.
The denition of context presented by Dey may be more generic as
it comprises other dimension as well:
Context is any information that can be used to characterise
the situation of an entity. An entity is a person, place, or ob-
ject that is considered relevant to the interaction between a
user and an application, including the user and applications
themselves. —Dey [72]
Dey’s denition seems reasonable and applicable to many theoreti-
cal deliberations. At the same time, however, it is rather general and
less specic. Consequently, it may be too extensive in some situa-
tions. In terms of public displays, it remains unclear what “any infor-
mation” would be that characterizes the system in particular. Thus
Nissenbaum’s approach towards a denition of context with respect
to privacy could be regarded as more concrete:
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Contexts are structured social settings characterized by ca-
nonical activities, roles, relationships, power structures,
norms (or rules), and internal values (goals, ends, purposes).
[. . . ] Contexts are not formally dened constructs, but [. . . ]
are intended as abstract representations of social structures
experienced in daily life. —Nissenbaum [161, pp. 132]
Nissenbaum continues that her denition of context should not be
regarded as nal. She rather claims to “create a generalized snapshot
of a context based on attributes observed across concrete instances,
ultimately testable in the real world” [161, p. 134]. She also emphasizes
that the perception of a particular context may be dependent on the
country or geographic region, andmay even vary between individual
members of a society.
An important aspect of Nissenbaum’s perception of context is nesting:
One context can be embedded or incorporated into another context.
For example, consider the rst scenario (“Getting toWork”) presented
in Chapter 1: The public display in the entrance hall of the train sta-
tion, that shows promotions, may belong to a context entitled “ad-
vertisement in train stations,” which may be a subcategory of “adver-
tisement in public transport,” which may, in turn, belong to “general
advertisement.” Nestingmay thus help to generalize or to specify con-
texts and their related privacy requirements as necessary.
In her book, Nissenbaum establishes the notion of context-relative in-
formational norms to underpin her framework of contextual integrity
and her concept of privacy, see Section 6.2. Besides contexts, she
identies three parameters that appear to be key with respect to the
structure of these norms: actors, attributes, and transmission principles.
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There are three types of actors, i.e., “senders of information, recip-
ients of information, and information subjects” [161, p. 141]. In the
second example presented in Chapter 1 (“Getting Food”), the sender
of the information would be the company that operates the canteen,
the recipients would be all students or employees, and the informa-
tion subject would be the available foods. Here, the subject is an inan-
imate object, i.e., a dish, but it could also be a human being in another
scenario, e.g., a public display showing a patient’s vital parameters.
Nissenbaum’s idea of attributes relates to the type or nature of a par-
ticular information: “what it was about” [161, p. 143]. An attribute
would thus—from a technical point of view—correlate to the bare
data, e.g., the name or price of a dish. Yet, Nissenbaum refuses to
present a more precise denition of attributes and rather settles for
an intuitive sense.
Finally, the notion of transmission principles appears to be striking
for Nissenbaum’s framework of contextual integrity. She denes the
term as “a constraint on the ow (distribution, dissemination, and
transmission) of information from party to party in a context” [161,
p. 145]. Considering the shopping example presented in Chapter 1,
it is common practice for supermarkets to analyze their customers’
shopping preferences via loyalty cards, e.g., “Payback” or “Deutsch-
landCard.” Though customersmay not really appreciate this aggrega-
tion of data, they accept it and expect the operators to use the data for
internal purposes only and to keep the data condential. This expec-
tation would be breached, if the public display in the example would
use this aggregated data to advertise goods that particularly match an
individual user. In this case, the information that is expected to be
kept condential is made public, by showing it on the display.
Overall, these dimensions to context as proposed byNissenbaummay
well suit the requirements for describing privacy-preserving public
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display systems. A review of related work, see Chapter 7 as well as Sec-
tions 10.2 and 11.2, also suggests to add these aspects: location, form
factors, environmental factors, interaction,multi-display networks, and le-
gal constraints, as described in more detail in Chapters 9 and 10. The
term location is also used to refer to the spatial context of public dis-
plays, that has been attributed to be of particular importance [73, 178].
As mentioned above, there may be more approaches towards a de-
nition of context in the literature, for example, the one proposed by
Zimmermann et al. [247]. However, the aim of this section was not to
present a nal rationale, but to open the mind of the reader for this
complex aspect with regard to designing privacy-preserving person-
alized public display systems.
6.2. Privacy
To dene privacy in a canonical way is challenging. Nissenbaum pos-
tulates that “one point on which there seems to be near-unanimous
agreement is that privacy is a messy and complex subject” [161, p. 67].
Along the same lines, Langheinrich claims that “privacy is related to,
but not identical with: secrecy, solitude, liberty, autonomy, freedom,
intimacy, and personhood” [125]. Another closely related term to pri-
vacy is security. While both, privacy and security, are sometimes con-
fused or used as synonyms, drawing a sharp line between them ap-
pears to be a dicult task as well since “security is an integral part of
any privacy solution” [125]. Despite this apparent complexity, most
scholars agree, that privacy cannot be described adequately by a one-
dimensional spectrum ranging from public to private. Nissenbaum
refers to that notion as the public/private dichotomy [161, p. 89], which
she tries to disassemble in the course of her book [161, p. 232]. O’Neill
et al. also postulate that “any essentialist public/private dichotomy is
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over-simplistic” [168]. This thesis thus draws frommore nuanced ap-
proaches to privacy, as presented in the remainder of this section.
The appearance of technical devices sometimes initiated discussions
about possible (re-)denitions of privacy, as indicated by Langhein-
rich [125]. For example, around 1890, the emergence of the hand-held
photo camera sparked an approach towards such a denition. Appar-
ently, people were concerned about the impact of this device on their
everyday lives, as it was now possible for anyone to capture certain
moments, e.g., people walking down the street or attending gather-
ings, and preserve these moments in an objective way—regardless of
whether the people on the photograph would approve. One promi-
nent denition of privacy at that time was conceived by Warren and
Brandeis that denes privacy as “the right to be let alone” [236].
Westin interprets privacy as “the claim of individuals, groups, or in-
stitutions to determine for themselves when, how, and to what extent
information about them is communicated to others” [238]. His deni-
tion may be motivated by the advent of large mainframe computers
in the 1960s, as these computers were able to automatically evaluate
large amounts of data in new, previously unknown ways.
Such a change in expected or common behavior—often related to
technological advances—is a central aspect of Nissenbaum’s approach
to privacy introduced in the framework of contextual integrity. Nis-
senbaum’s notion of transmission principles, see Section 6.1, connes
the ow of information in a particular situation. If, for whatever rea-
son, information appears to owunexpectedly, i.e., against established
transmission principles or expectations, the involved parties may re-
gard this as a violation of their privacy. Langheinrich seconds this:
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Many people wish to control the ow of information about
themselves [. . . ]. Privacy is also about opportunistic data use
(i.e., data that has been given for one purpose is “recycled”
for another) or involuntary disclosures (e.g., someone who
is entitled to receive information in general should not have
gotten this information in a particular, unexpected situa-
tion). —Langheinrich [125]
In an attempt to structure possible “harms and problems” [212] of pri-
vacy breaches, Solove proposed a taxonomy of privacy “to guide the
law toward a more coherent understanding of privacy and to serve as
a framework for the future development of the eld of privacy law”
[212]. This indicates that Solove’s point of view is that of a jurisprudent
rather than the one of a researcher or system designer. Nevertheless,
Solove’s taxonomy may be useful to these people as well, as it names
concrete privacy issues to focus on. Table 6.1 shows Solove’s four gen-
eral categories along with their sixteen subcategories.
The rst three of the four general categories seem to have an appar-
ent relation to privacy on public displays, for example: Users might
feel under constant surveillance if pervasive public displays would be
able track them, e.g., via cameras. It may also be desirable to make
the data aggregation and identication of users a transparent process.
The most challenging issue with regard to privacy on public displays
might be cases of breached condentiality or information disclosure
in general, as the (large) screens may increase the accessibility of per-
sonal information. The suitability of the last general category may be
less apparent in the context of this thesis since invasions “do not al-
ways involve information” [212], but are “direct interferences with the
individual, such as intruding into her life or regulating the kinds of de-
cisions she canmake about her life” [213]. However, Solove also claims
that “spam, junk mail, [. . . ] and telemarketing are disruptive in a sim-
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Table 6.1.: Solove’s taxonomy of privacy [212].
General category Subcategory
Information collection Surveillance
Interrogation
Information processing Aggregation
Identication
Insecurity
Secondary Use
Exclusion
Information dissemination Breach of condentiality
Disclosure
Exposure
Increased accessibility
Blackmail
Appropriation
Distortion
Invasion Intrusion
Decisional interference
ilar way, as they sap people’s time and attention and interrupt their
activities” [212]. This, however, may relate to public displays, espe-
cially in terms of pervasive advertising and the dystopian prospect of
commercials depicted in themovie “Minority Report,” see Section 2.1.
Both, Solove and Nissenbaum agree that privacy may not be dened
as a sheer technical term, but as a notion deeply rooted in the soci-
ety it is used in: “Privacy cannot be understood independently from
society” [212], or as Nissenbaum puts it:
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According to the framework [of contextual integrity], nely
calibrated systems of social norms, or rules, govern the ow
of personal information in distinct social contexts [. . . ].
These norms [. . . ] dene and sustain essential activities and
key relationships and interests, [and] protect people and
groups against harm [. . . ]. —Nissenbaum [161, p. 3]
Apparently, there is a large interest in privacy “spanning disciplines
from philosophy to political science, political and legal theory, media
and information studies, and, increasingly, computer science and en-
gineering” [161, p. 67]. In stark contrast to this, however, the general
public does not seem to ascribe importance to privacy in equal mea-
sure. Section 7.2 presents evidence for this behavior based on scien-
tic results. Solove addresses the public’s attitude in his article about
the common “I’ve Got Nothing to Hide” argument [213]. According
to Solove, this belief is rooted in the aberrant understanding of peo-
ple that privacy is all about hiding something, e.g., bad habits, sexual
preferences, crimes, or other unlawful activities. But privacy is more
than that: It is the “plurality of privacy problems implicated by gov-
ernment data collection and use beyond surveillance and disclosure”
[213]. While referring to Jerey Reiman, Nissenbaum lists four types
of risks that may occur if people would be truly deprived of privacy:
risks of extrinsic and intrinsic losses of freedom, symbolic risks, and
risks of ‘psycho-political metamorphosis’ [161, p. 75]:
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Extrinsic losses of freedom occur when people curtail out-
ward behaviors that might be unpopular, unusual, or un-
conventional because they fear tangible or intangible re-
prisals, such as ridicule, loss of a job, or denial of benets.
Intrinsic losses of freedom are the result of internal cen-
sorship caused by awareness that one’s every action is be-
ing noted and recorded. [. . . ] Those being watched [. . . ]
are thus deprived of spontaneity and full agency as they
self-consciously formulate plans and actions from this third
party perspective. [. . . ] The symbolic risk of institutional
structures that deny individuals the capacity to withdraw is
that they deny them this expression of self-ownership.3 The
fourth risk [. . . ] [is] that if people are subjected to constant
surveillance, they will be stunted not only in how they act,
but in how they think. They will aspire to a middle-of-the-
road conventionality—to seek in their thoughts a “happy
medium.” —Nissenbaum [161, pp. 75-76]
In summary, privacy is substantial component of people’s everyday
life, because it allows them to act and evolve freely. People’s behavior
would change if they lost all their privacy, even though some would
deny such change and willingly relinquish their privacy in order to
pursue a higher goal, e.g., the ght against terror [213]. With the ongo-
ing proliferation of public displays throughout urban environments,
privacyneeds to be re-considered, as transmissionprinciples, i.e., gen-
erally accepted ows of information, may be about to change or they
already have. Thus, the research community as well as designers and
users of personalizedpublic display systemsmaybenet fromanover-
view of existing application scenarios (Section 7.3), possible privacy
threats (Section 10.1), applicable countermeasures (Section 10.2), and
uncovered areas remaining for future work (Section 7.5).
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6.3. Personalization
As discussed in Section 3.2, the verb “to personalize” means to ad-
just something to the specications, needs, or preferences of an indi-
vidual. Since this is a rather general denition with regard to public
displays, the term should be specied further. First of all, some pub-
lications refer to personalization as user modeling [5, 149, 155, 216, 228].
Furthermore, the point of view, see Section 2.2, should be consid-
ered: Display operators may without doubt personalize the outer ap-
pearance of public displays according to their needs, e.g., to match
their corporate identity. They may also decide on where public dis-
plays should be installed at, i.e., they may dene their location. When
talking about public displays, however, the term personalization does
most often not refer to the operator’s point of view, but to the user’s
point of view. From the user’s perspective, certain attributes of a pub-
lic display are usually immutable, e.g., the location, or the shape and
size—i.e., the physical attributes. In contrast, virtual attributes, fore-
most the display content, may sometimes be changed or manipu-
lated by the users. The scope of personalization ranges from gen-
eral pre-selected content to individual personal information. Sec-
tion 7.3 presents some projects that pursue the approach of personal-
izing public displays. Various sources can be exploited to obtain per-
sonalized information or personalized data. For example, one strand
of research analyzes the use of social networks [9, 96, 107], while an-
other strand focuses on other means, e.g., smartphones [97, 190, 203].
Another aspect worth consideration is the type of personalization.
Davies et al. [64] introduced three personalization usagemodels: walk-
by, longitudinal, and active personalization. Section 7.3 presents this
notion in more detail. In this thesis, personalized public displays are
systems, that can be adjusted to the specications, needs, or prefer-
ences of the users—in terms of viewers.
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6.4. Design
Public display systems consist of at least two components: hardware
and software. The hardware is dened, for example, by the actual
screen, protective casing, or various interfaces, such as keyboards or
cameras. The software is the second vital component, as it includes,
e.g., the content scheduling algorithm or the privacy-preserving logic
that protects the user’s sensitive information. Nowadays, of course,
the majority of public displays also require a network connection and
some type of backend that provides the actual contents. This part of
the system architecture, however, is very similar to other existing ser-
vices, e.g., customized RSS news feeds. Thus, this thesismentions that
part only on the sidelines.
When looking at the hardware and software components of public
displays, there are established design processes for each of them. The
discipline of software engineering, for instance, concentrates on “the
application of a systematic, disciplined, quantiable approach to the
development, operation, and maintenance of software” [1, p. 67]. To
achieve this goal, various models have been dened and extended
over the years. One of them is the spiral model by Boehm [29] intro-
duced in 1986. Figure 6.1 shows the model. There are four quadrants:
(i) determine objectives, (ii) identify and resolve risks, (iii) develop-
ment and test, and (iv) plan the next iterations. This thesis puts a spe-
cial focus on the second and third one, as its scientic contributions
help to identify (C1) and resolve (C2) privacy threats and present ways
to handle the development and test via integrated processes (C3).
A common saying is, however, that “the whole is greater than the sum
of its parts,” which is most often credited to Aristotle. With regard
to public displays, this saying could be interpreted in a way that de-
signing sturdy hardware and robust software separately from each
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Figure 6.1.: The spiral model by Boehm [29]. Graphic by [59].
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other would not be sucient in order to build a successful privacy-
preserving personalized public display system. As explained in Part III,
many aspects contribute to the design of such systems, many overar-
ching the hardware-software boundary.
One of the rst public displays, called “Hole-In-Space,” was setup in
1980 [12]. Alt et al. [12] state that despite a long-lived interest of sci-
ence in this topic, no commonly accepted design guidelines emerged.
Rather, there exists an amalgamation of approaches, that have been
applied in individual research projects. Thus, Alt et al. compiled a
list of these approaches along with common research questions, that
the approaches address. Table 6.2 summarizes their results by indicat-
ing combinations of research paradigms and research questions com-
monly found in literature.
Table 6.2.: Combinations of research paradigms and research ques-
tions according to Alt et al. [12]. The ‘x’ indicates that this
combinationhas been addressed in at least one publication.
DBR stands for deployment-based research.
Research question Research paradigm
Asking
users
Ethnog-
raphy
Lab
study
Field
study
DBR
Audience behavior x x x x x
User experience x x x
User acceptance x x x x
User performance x x x
Eectiveness x x x x
Privacy x x
Social impact x x
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Apparently, eld and lab studies seem to be well suited to provide an-
swers to most research questions. Regardless of the ongoing discus-
sion about varying validities or reliabilities of eld-based vs. lab-based
results, this thesis strives to ease the gap between both approaches:
The scientic contribution C3 proposes a way to merge the advan-
tages of both approaches in order to create reproducible, high-delity
simulations of interactive environments, see Sections 10.3 and 12.3.
In any case, each paradigm requires a concrete research method in
order to provide actual results. In this regard, Alt et al. [12] compiled
the following list: (i) interviews, (ii) questionnaires, (iii) focus groups,
(iv) observations, and (v) logging. Furthermore, (vi) rapid prototyp-
ing, (vii) literature reviews, as well as (viii) models and replicas can
be added to this list [174]. In particular, the scientic contribution C3
supports the methods of logging, rapid prototyping, and models and
replicas, see Sections 10.3 and 11.3.
6.5. Threats, Threat Models, and Countermeasures
To understand each of the terms introduced in this section, it is advis-
able to look at them in consecutive order as implied by the title of the
section. The word threat is probably well-known and unambiguous
in non-technical domains, as dened as follows, for example:
threat. A person or thing that is regarded as dangerous or
likely to inict pain or misery. —Dictionary.com Unabridged1
1threat. Dictionary.com. Collins English Dictionary — Complete & Unabridged 10th
Edition. HarperCollins Publishers. http://dictionary.reference.com/browse/threat, ac-
cessed: March 10, 2015.
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However, there are also technical denitions and standards that try
to be more specic or more general, depending on their origin and
purpose. The German Federal Oce for Information Security (BSI),
for example, interprets the term as follows:
[. . . ] [A] threat is a condition or an event which can neg-
atively aect the availability, integrity or the condential-
ity of information, which in turn results in damage to the
owner of the information. Basic threats can result from the
eects of force majeure, organisational shortcomings, hu-
man errors, technical failure or deliberate acts.
—German Federal Oce for Information Security [84, p. 39]
Overall, a threat is understood as something that is not desirable, and
that may stem from a plethora of origins. The latter characteristic in
particular renders comprehensive assessments challenging, for exam-
ple: Whomay threaten whom? Since technical threats play an impor-
tant role in todays society in terms of IT security, engineers are striv-
ing for systematic approaches towards assessing threats. One particu-
lar approach to this are threat models. Threat models are a standard
tool in software engineering. They are used to describe threats and
attackers to a software system:
[A threat model] refers to a systematic review of a system
design to discover and correct security problems at design-
level. It is used to understand a product’s threat environ-
ment anddefend against potential attacks. Threatmodeling
allows methodically identifying, evaluating and rating ap-
plication threats and vulnerabilities. By rating threats, one
can address threats with suitable countermeasures in an or-
der, starting with the threats that have greatest risk.
—Kaur and Kaur [111]
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Since software can take many dierent forms, it is very challenging
to cover all possible threats. However, there are (categories of) threats
that can be applied to most software systems. Hernan et al. [93] pro-
posed the STRIDE threat model that identies common threat cat-
egories and consolidates them in a single model. Each letter of the
acronym corresponds to a category of threats that a system may be
subject to, as explained below. Section 10.1 presents the rationale for
choosing STRIDE as the base for a privacy threat model for public
displays (C1). It also discusses alternative theoretical groundings and
proposes the the nal design of C1.
As part of the scientic contribution C1, this thesis identies one fur-
ther privacy-related aspect of relevance for public displays: decon-
textualization. This result is based on an extensive review of related
work (120 papers about personalized public displays published be-
tween 2000 and 2014, see Section 7.5). The remainder of this thesis
thus refers to the STRIDE model, that has been extended by decon-
textualization, as the STRIDED* model.
Spoong. In a spoong attack, attackers pretend to be someone else—
they spoof their identity. Shoulder-surng is one way to obtain
required credentials, e.g., passwords, which can be performed
quite easily in many usage scenarios for public displays, for ex-
ample, at outdoor ATMs [68]. Consequently, spoong is broadly
discussed in the literature. Though themain focus is on spoong
the users’ identity, this threat also exist in the reverse way: Com-
promised public display systemsmight pretend to be an author-
ity the user can trust.
Tampering. Tampering is a rather general threat, which almost all sys-
tems with public interfaces are vulnerable for. An example for
a tampered public display is a manipulated ATM, that is mis-
used to spy out the PINs of customers. This attack could eas-
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ily be extended to other public display applications in general,
for example, when users have to input their password via forged
keyboards. In addition to attacks that target the input on public
displays, tampering can also be used to manipulate the output
of information, for example, by obscuring parts of the screen or
injecting non-curated content.
Repudiation. Kohnfelder and Garg dene repudiation as “an untrusted
user performing an illegal operation without the ability to be
traced. [. . . ] [Repudiation] threats are associatedwith users (mali-
cious or otherwise) who can deny a wrongdoing without any way
to prove otherwise” [116]. Users could thus deny using the public
display for receiving or entering information, e.g., changes to an
itinerary or illegal contents. Vice versa, the public displays could
deny the reception or the presentation of information, e.g., re-
ceiving a le or showing wrong ight departure times.
Information Disclosure. If the users’ private or sensitive information be-
comes publicly available without their consent, this is called in-
formation disclosure. This threat can have various manifestations
and is thus extensively covered by related work. According to
Davies et al. [64], there are at least three dierent types of in-
formation disclosure: (i) location disclosure, (ii) content disclosure,
and (iii) use of display infrastructure. The rst type (i) addresses
the threat of tracking the users’ position while using a mobile
device with a public display, for example, via tracking the MAC
addresses of the smartphones or (at the side of the mobile ser-
vice provider) tracking the GSM cell towers. An example for the
second type (ii) would be users browsing their calendar without
noticing that another user is approaching. As a result, the other
user could get a glimpse of, e.g., possibly sensitive calendar items.
Finally, the third type (iii) is an amalgamation of the previous
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types, yet in an even wider scope. Only by using a personalized
public display system, e.g., explicit logins via username and pass-
word or implicit logins via proxemics, the identity and presence
of users can be tracked. A well-known example of this threat is
depicted in the dystopian view presented in themovie “Minority
Report.” People can be identied by public displays (exemplied
in the movie by advertising boards) even if they do not approve
of this. The third type of information disclosure is also compa-
rable to the telescreens described in George Orwell’s book “1984.”
Denial of Service A denial of service (DoS) attack usually oods or jams
the target with an excessive amount of (network) data. However,
the denition of this attack can also be broadened to include the
contents of public displays: (i) Attackers could block the system
by claiming interaction for a prolonged period of time so that
others cannot use the system anymore. (ii) The service oered
by the public display could be “ooded”with user generated con-
tent, so that real twitter feeds could be usurped by fakemessages,
for example. (iii) A denial of service attack can also threaten
users’ privacy more directly, for example, if the system ceases
to respond while users are interacting with it. The screen could
then freeze while showing sensitive personal information, and
the information would be publicly visible for an extended pe-
riod of time without users being able to remove it.
Elevation of Privilege. This category can bemapped to the security prop-
erty authorization, as suggested by Youn et al. [246]. Elevation of
privilege is sometimes also called escalation of privilege. It in-
cludes all types of attacks that exploit faulty software or design
aws in general to gain access to information or services that the
owner did not provide access to. Besides the abuse of software
or hardware errors, this attack can be extended, e.g., to include
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social engineering: Attackers could try to gain the victim’s trust
in order to obtain access to private or sensitive information.
Decontextualization. Information is always embedded in a certain con-
text [183] and may become meaningless, if the corresponding
context cannot be deduced. The lack of context leaves the inter-
pretation up to the individual recipient, and may result in vari-
ous diverging conclusions [37]. Often, the information shown on
public displays can be perceived by the active user, but also by
passersby, who may (consciously or unconsciously) draw conclu-
sions about the perceived information and the particular user.
These conclusions may be to the users’ advantage, but also to
their detriment. For example, a couple uses a public display in
front of a travel agency to look at oers. Though they cannot
aord the high priced trips, they look at the oers anyway. Pass-
ersby do not know that andmay conclude that the couple is quite
wealthy. In contrast, however, a male user checks his e-mails on
another public display. He could stumble across some spam e-
mails, that contain adult content. Passersby do not know that
those pictures are unwanted spam and may conclude that the
user actually requested the content.
Decontextualization can also occur in other application scenar-
ios. Li et al. [129], for example, report on a user study about
mobile projector-based interfaces for indoor navigation. The re-
sults of their study show that some users seem uncomfortable
when receiving navigational instructions on a publicly projected
screen. Apparently, some users fear that passersby could draw
(wrong) conclusions, for example, by inferring information from
the projected destination.
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The term countermeasure refers to all measures that can be put in
place (i) to avoid a threat being applied in an actual attack (referred to
as an applied threat [84, p. 38]) or (ii) to counter the eects of an applied
threat. Countermeasures also mitigate possible chances of successful
applications and its eects. Sometimes, such means are also called
safeguards [84] or security controls [227]. In most cases, it is yet impos-
sible to comprehensively identify all potential threats a system may
be subject to. Thus, it is even harder to compile an extensive list of
countermeasures. Furthermore, threats and corresponding counter-
measures are always linked to a very specic context, see Section 6.1.
Hence, it is dicult to provide specic design recommendation to
system designers and researchers with regard to threats and counter-
measures. Such recommendations are limited to very generic consid-
erations, for example, as pursued by the IT-Grundschutz Catalogues
published by the German Federal Oce for Information Security [84]
or the Open Web Application Security Project (OWASP) [227].
Ultimately, what constitutes a threat, a threat model, and a counter-
measure to a privacy-preserving personalized public display is highly
dependent on the very context of that system. As discussed in Sec-
tion 6.1, a plethora of attributes may contribute to the context, com-
prising, for example, users, locations, contents, means of interaction,
form factors, environmental factors, or legal constraints. Designing
a “secure” and privacy-preserving system thus clearly appears to be a
sophisticated task. This thesis thus strives to contribute to this chal-
lenge in three ways: (i) by providing a threat model (C1) that can be
used by system designers as well as researchers to systematically as-
sess major privacy threats; (ii) by presenting a list of common coun-
termeasures (C2) thatmaymitigate someprivacy risks; (iii) by propos-
ing means to integrate the ndings presented in this thesis into estab-
lished processes (C3).
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7 RelatedWork on
Public Display Systems
The design of privacy-preserving personalized public display systems
draws on several research areas. Chapter 6 introduced ve important
key concepts, that also help to structure the related work correspond-
ingly: First, Section 7.1 presents related work on context-aware public
display systems. The next Section 7.2 introduces publications with
regard to privacy on public displays. Then, Section 7.3 covers related
work concerned with personalizing such systems. Section 7.4 presents
approaches towards the design of public displays, e.g., by pointing to
design spaces and classication schemes. The subsequent Section 7.5
is dedicated to related work addressing possible threats, threat mod-
els, and countermeasures on public displays. The same section also
presents the results of an extensive literature review, that points to re-
search opportunities and contributes to the list of countermeasures
(C2). Finally, Section 7.6 highlights some existing toolkits and frame-
works, that designers and researchers of public displays may use at
various development stages. As privacy, threats, and countermeasures
are of special interest in the context of this thesis, the corresponding
Section 7.5 covers this topic extensively, while the remaining sections
highlight important related work briey and succinctly.
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7.1. Context
According to Dey, “a system is context-aware if it uses context to pro-
vide relevant information and/or services to the user, where relevancy
depends on the user’s task” [72]. Some terms in this denition might
require further explanation—one of them is context, see Section 6.1.
Numerous publications use such terms as context or context-aware.
Unfortunately, though, some of them do not dene their notion of
context, cf. [136, 138]. Context may, for example, relate to the content
and its viewers [196] or the public display itself [148]. Consequently,
these particular publications can only be located vaguely within the
eld of context-aware public display systems. Yet, the intention of
this section is to point out the breadth of approaches towards context-
aware public displays by highlighting a few particular publications.
Cardoso and José [44] introduce a framework for context-aware adap-
tion. The authors understand a context-aware public display to be
“able to deliver ‘the right information at the right time’ ” [44]. They
claim that most current public displays are context-related in terms
of installation site and expected audience only. Yet, basing context-
awareness on these two static attributes may not cater for the needs
of highly dynamic public places: “In order to be ecient, digital dis-
plays need to target their audience’s needs, expectations and tastes”
[44]. Their approach to target these needs is based onmapping digital
footprints to context-aware contents. Such footprints can be any traces
that users create while they interact with public displays—either im-
plicitly, e.g., by passing it or looking at it, or explicitly, e.g., by pressing
buttons. Along the lines of Cardoso and José, digital footprints—and
thus the contexts of public displays—comprise: presence, presence self-
exposure (e.g., proles maintained by the users), user suggested content,
and actionable (e.g., downloading, controlling, or rating contents).
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The public display presented by Kurdyukova et al. [122] pursues an
approach that focuses on social aspects, i.e., the “group context.” In
the authors’ believe, it is unrealistic that public displays could accom-
modate the needs of individuals with regard to content, for exam-
ple. They thus suggest to rather analyze groups of viewers in front of
the public displays and show content depending on, for example, the
group size, gender distribution, or apparent social inter-relations, e.g.,
whether individual members appear to be friends, acquaintances, or
strangers to each other. Furthermore, their system is able to detect
the emotions of the viewers and tag the shown content accordingly.
This way, the content is supposed to please particular social groups af-
ter a certain period of time. The approach presented by Kurdyukova
et al. thus employs the longitudinal personalization usage model as
introduced by Davies et al. [64].
Wißner et al. [241] extended the approach by Kurdyukova et al. [122].
Wißner et al. also try to infer the social context of public displays.
Their denition of social context comprises the gender of the view-
ers, whether viewers are arriving or leaving, the availability of mobile
devices, and two more complex attributes: the social inter-relations,
dened as alone, friend, acquaintance, and stranger, as well as the pri-
vacy level of the shown content, i.e., private and not private. Wißner
et al. point out that their approach may raise “issues with user trust”
[122], as it is vital that users trust in such adaptive systems and feel
comfortablewhile using them. If trust cannot be established andmain-
tained, the user’s acceptance towards public displaysmaywane: “There
is an enormous need for sophisticated trust management in ubiqui-
tous display environments in order to ensure that such environments
will nd acceptance among users” [241].
The PriCal system introduced by Schaub et al. [196] applies “context-
aware privacy” to prevent onlookers from glancing at users’ sensi-
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tive calendars. PriCal is also based on an analysis of the social con-
text, although this analysis considers less attributes than the previous
approaches: “Present persons are the main dynamic context feature
[. . . ]” [196]. Although this notion of context appears quite limited (with
regard to the inherent complexity as discussed in Section 6.1), the au-
thors acknowledge that “discriminant context features need to be tai-
lored to the respective application. [. . . ] Robust context detection and
adaptation is important for users to entrust such systems with their
personal information" [196]. In this regard, Schaub et al. seem to be
in complete agreement with Wißner et al. [241].
While the previously presented publications interpreted context in
particular with respect to group structures or shown content, Vande
Moere et al. focus on the “[. . . ] economic and urban context [. . . ]” [148]
that public displays are embedded in. Their work is concerned about
large-scale media facades, a particular type of public displays, and thus
touches upon various aspects of urban planning. Their understanding
of context is described as a threefold concept: “that what is in front of,
on and behind [emphasis added] the public display [. . . ]" [148]. Vande
Moere et al. suggest to make media architecture more responsive to
changes of context, for example, when new buildings are erected in
the vicinity of the public display system, which might impact the vis-
ibility of the system.
7.2. Privacy
There exists a large body of research on public displays and privacy.
This might not only indicate a particular interest of researchers, but
also a certain societal signicance, see Section 6.2. The remainder of
this section may thus not provide a fully comprehensive overview
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of related work in this domain, but it highlights some characteris-
tic publications: Firstly, there is a presentation about concepts that
aim at improving privacy in general. Secondly, there is an introduc-
tion to projects, that apply some of these concepts to specic appli-
cation scenarios. Next, there is a report on the commonly observed
fact that—despite the apparent importance of privacy—users do not
seem to value it much. Finally, the section concludes that a privacy
threat model (C1) may contribute to the research community and the
general public.
Brudy et al. introduce three methods to raise the user’s “awareness of
shoulder-surng moments” [40] while using displays in semi-public
settings. The system informs the user about passersby whomight cast
a glance towards the display by either showing a border around the
entire content, or showing a little 3Dmodel representing the position
and body orientation of the passerby at the bottom of the screen, or
by indicating the particular screen area that the passersby is probably
looking at. Besides these three approaches to raise the user’s aware-
ness, Brudy et al. also propose three protection measures, or safe-
guards as they call them. The rst approach lets the user move all
screen areas that contain sensitive information right in front of him,
so that the information is shielded by the user’s body. To do that,
it is sucient to perform a quick and unobtrusive gesture. Alterna-
tively, the rst approach lets the user hide all sensitive information
by turning away from the display. While the rst approach requires
the user to explicitly trigger an action, the second approach is more
implicit. The system uses a heuristic to identify personal and public
display contents. Whenever passerby are identied in the vicinity of
the display, the private parts are automatically hidden. An advantage
of this approach may be that the protection takes eect immediately
and does not require the user to react. However, a disadvantage could
be that the information the user is currently working on is automat-
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ically hidden. This may interrupt the user’s workow. To minimize
this interruption, Brudy et al. propose their concept of silhouette pro-
tection. This way, the system only hides the parts of the screen that
are not shielded by the user’s body, while the areas directly in front of
the user remain visible.
The SPIROS system introduced by Röcker et al. [185] does not focus on
semi-public settings, but on home environments. They introduce the
concept of a “private space” that spans the area around the user and
the public display. As soon as another person enters that private space,
the system tries to identify that person and its social relationship to
the user. The system then uses this information to adapt the visible
content automatically. SPIROS is thus comparable to the second ap-
proach presented by Brudy et al. Additionally, however, SPIROS also
considers the relationship between the persons in front of the dis-
play. Röcker et al. refer to this approach as “context-adapted privacy
protection,” which is based on ve levels of privacy: (i) “[. . . ] private
content [. . . ] [that] is meant for eyes of its owner only;” (ii) “[. . . ] infor-
mation which is meant for intimate circle of persons only;” (iii) “[. . . ]
information which is family-internal and potentially accessible by all
family members;” (iv) “[. . . ] family-internal information [is hidden]
[. . . ], but [. . . ] access to other personal information [is still allowed]
[. . . ]” [185]. Similar to Brudy et al., SPIROS employs a heuristic to
identify sensitive documents and applications, e.g., based on keywords.
SPIROSalso proposes a set of countermeasures akin to the approaches
presented by Brudy et al.: The systemmay display a message that in-
forms the user about possible privacy breaches or cover the sensitive
information; additionally, based on the desktop metaphor of popu-
lar operating systems at that time, SPIROS can minimize, hide, or
close all windows containing sensitive information. A year later, the
same authors evaluated their system in a formative user study [186].
Their results indicate that “users are in general willing to trust system-
7.2. Privacy 71
based protection mechanisms [. . . ]. The proposed combination of
pre-dened privacy proles [author’s note: presumably the counter-
measures mentioned above] and context-adapted information visu-
alization proofed [sic] to be a good trade-o between usability and
adequate privacy protection” [186].
Tacita [64] envisions the use of pervasive display networks and mo-
bile devices to provide privacy on personalized public displays. The
system is especially characterized by the fact, that no user proles are
stored within the infrastructure of the system. In contrast, the user’s
preferences are administered on the user’s mobile device. To do that,
themobile devicemonitors the user’s geospatial position viaGPS. The
device uses this information to retrieve a list of all available public
displays in the user’s vicinity. In a subsequent step, the mobile device
requests all displays to provide a list of personalizable aspects, e.g.,
cloud-based applications and contents. Based on these lists, the de-
vice computes the individual—personal—display assets to be shown.
Due to this architecture, users do not have “to have any form of trust
relationship with displays that they encounter in their travels” [64].
Still, users have to trust the underlying (network) infrastructure and
the software on their mobile devices.
While the approaches presented above strive to propose generally ap-
plicable privacy concepts, the following references to related work
exemplify concrete applications and use cases. Early work in this do-
main was executed by Shoemaker and Inkpen [205]. They introduced
the concept of single display privacyware, which they named in analogy
to the existing research on single display groupware. The dierence
between both strands of research is, that the latter one assumes that
users share all information on a public display in order to work on a
specic task. However, in application scenarios related to single dis-
play privacyware, as presented by Shoemaker and Inkpen, users may
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prefer that certain pieces of information are only visible to them for at
least three reasons: (i) to save limited screen real-estate; (ii) to reduce
the amount of available information to a minimum (cf. the awareness
overload problem); (iii) to retrieve additional context-related data. The
system is based on shutter glasses, that are synchronized to the frame
sequence of the actual display. Thus, users can only perceive frames
that contain their individual data. Due to this hardware setup, how-
ever, the systemmay not be suited to actually protect a user’s sensitive
information from other persons, as they could simply take o their
glasses and see all the information. This apparent caveat may be dis-
solved, however, by looking at the denition of privacy used by Shoe-
maker and Inkpen: “Privacy, limiting the availability of information
to a single user, serves to reduce the level of group awareness” [205].
Hence, their focus in not on protecting highly private information,
such as bank account information, but on increasing the eciency of
collaborative work on public displays.
Berger et al. [26] introduced symbiotic displays, that consist of pub-
lic displays and accompanying personal devices. The displays can be
used to show anonymized personal information, e.g., e-mails, while
sensitive information, such as names and dates, are blurred. The dis-
play of the personal device unveils the anonymized content. Thus,
as opposed to the approach by Shoemaker and Inkpen [205], sym-
biotic displays may actually be used to protect private information
from other users. To let the system automatically detect and blur
pieces of information, Berger et al. propose three levels of sensitiv-
ity: (i) maximum level of sensitivity, (ii) medium level of sensitivity,
and (iii) full text. In their prototypical implementation, “the majority
of the blurred words correspond to names, dates, locals, and num-
bers” [26]. They also point out that “the selection of the words be-
ing blurred was performed manually,” [26] as “marking content with
sensitivity levels may be dicult” [26]. They also suggest a number
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of approaches to facilitate this, such as analyzing the text grammar
structure or scanning for words that are not commonly used. Never-
theless, this essential part of the symbiotic display system remains a
challenging task.
PriCal is designed to be “an ambient calendar display that shows a
user’s schedule similar to a paper wall calendar” [196]. Comparable to
SPIROS, PriCal aims at providing context-adaptive privacy based on
sensing all persons in the proximity of the display. Using various sen-
sors, the system detects all persons entering an oce that is equipped
with PriCal. Based on a “hide then reveal strategy,” the system re-
moves all sensitive data from the public display as soon as new per-
sons appear. After the system was able to identify the person that just
appeared, it reveals appropriate sensitive data accordingly, i.e., based
on the (social) relation between the user and the person. Usersmay in-
dividually specify relations and the corresponding information to be
shown or hidden. Akin to Tacita, PriCal also avoids to store the user’s
preferences on a centralized server in order to create a trust relation-
ship between the users and the system. In contrast to Tacita, however,
PriCal keeps the individual informationwithin the systems infrastruc-
ture, i.e., on the individual public displays installed in the user’s oce.
The results of their user study imply “that context-adaptive privacy
mechanisms are perceived as useable and useful [. . . ]” [196].
Baldauf et al. [22] analyze the user’s privacy requirements for inter-
active opinion polls on public displays. It seems natural that there may
be special needs for privacy when casting a ballot, especially if ap-
plied in ocial votes or elections. Baldauf et al. present results of a
user study that analyzes two dimensions: the voting technique (“pub-
lic touch interface, personal smartphone by scanning aQR code, from
remote through a short Web address” [22]) and the type of poll ques-
tion (“general, personal, local” [22]). Their results indicate, that people
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prefer to vote publicly, i.e., by using a touchscreen, so that their vote
can be seen by others, which may spark social discourse. Apparently,
the type of question does not have an inuence on the favored voting
technique, but on the overall number of participants.
Similar to Baldauf et al., De Luca and Frauendienst [67] are also in-
terested in input methods for devices in public environments. They
claim that users are often required to enter information on public ter-
minals, e.g., public displays. Using a keyboard, for example, bears the
risk that passersby might acquire sensitive information via shoulder-
surng. They thus propose a system called PocketPIN, which lets users
input sensitive information, such as passwords, via personal mobile
devices, e.g., their smartphones. However, as it might be cumbersome
to ll in an entire form using such small devices, De Luca and Frauen-
dienst suggest to let users select which information they would prefer
to ll in securely on their devices. The remaining data can be entered
via the public interface of the display, e.g., the keyboard.
A dierent point of view is taken by Cao et al., as they are looking
into ways of “enhancing privacy in public spaces through crossmodal
displays” [43]. Their displays can be used by multiple users in par-
allel and support both public as well as personal information. The
approach is rooted in the psychological concepts of crossmodal atten-
tion, i.e., people’s ability to correlate multiple sensory impressions.
Their prototypical implementations, called CrossFlow and CrossBoard,
use crossmodal cues to point out relevant information to individual
users of public displays. CrossBoard highlights distinct pieces of in-
formation periodically. Each time the information that is particularly
relevant to certain users is highlighted, their personal mobile devices
vibrate. CrossFlow uses the same approach in the context of an ambi-
ent navigation system that projects a pattern of moving objects onto
a surface. CrossFlow is thus comparable to the Rotating Compass as
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presented by Rukzio et al. [189]. With regard to privacy, Cao et al.
point out, that their system does not “need to sense or track the users,
thereby maintaining user privacy” [43].
While scrutinizing the related work, it is also striking that users often
do not regard privacy as an important topic. The following excerpts
provide some evidence for this nding:
Our group appears to have a high tolerance for [perceived]
privacy intrusion, since more than 90% of the group wears
their badges regularly, and only one person has complained
about the web cameras (and even that person appears to
have grown used to them). —McCarthy et al. [139]
Overall, the number and range of comments about privacy
issues was remarkably small. The presentation here might
seem to make privacy a bigger issue than that which was
expressed in the data. —McDonald et al. [141]
Only one participant raised security or privacy concerns.
[. . . ] Our initial concerns relating to privacy or user’s re-
luctance to change their names do not appear to have been
founded. —Davies et al. [63]
Privacy is a factor that is mentioned often in the literature.
It was thus somewhat unexpected that it was onlymentioned
by a single user in the study, and did not correlate strongly
with display usage. [. . . ] Even when asked users stated that
privacy was less important. —Müller et al. [153]
The interviewees considered that, given the technology’s
characteristics, privacy was a question of personal choice,
and most weren’t concerned about it. —José et al. [107]
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Finally, Nissenbaum alsomentions similar “Puzzles and Paradoxes” in
her book [161]. She points at the apparent discrepancy between peo-
ple’s (theoretical) answers to questions about privacy and their (actual)
reactions, habits, and actions. She also argues that this behavior is
mainly due to a lack of knowledge or awareness:
One is a paradox, a stark contradiction at whose heart is
this: people appear to want and value privacy, yet simul-
taneously appear not to value or want it. [. . . ] What people
do counts more than what they say, and what they do ex-
presses quite the opposite of what is indicated by the polls.
[. . . ] On these grounds, computer scientist Calvin Gottlieb
concludes, “I now believe that most of the populace really
does not care all that much about privacy, although, when
prompted, many voice privacy concerns.” [. . . ] One rea-
son for this is that people often are not fully aware that at
certain critical junctures information is being gathered or
recorded. Nor do the fully grasp the implications of the in-
formational ecology in which they choose and act. Some
claim that it is unfair to characterize a choice as deliberate
when the alternative is not really viable; for instance, that
life without a credit card, without a telephone, or without
search engines requires an unreasonable sacrice.
—Nissenbaum [161, pp. 104–105]
The reviewof relatedwork presented in this section shows the breadth
of research on threats and privacy issues related to public displays.
However, there appears to be no universal threat model applicable to
public display systems specically, as none of the sources dene or
apply such a model. In her book, Nissenbaum mentions that “con-
cern over privacy has also reached the scientic world of technical
development and deployment, not only yielding a dedicated array of
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privacy preserving technologies but also leading to the adoption of
hardware and software design standards [. . . ]” [161, p. 7]. This the-
sis contributes to this adoption of software design standards as de-
scribed by Nissenbaum by proposing the privacy threat model (C1) as
described in Section 10.1.
7.3. Personalization
In an attempt to classify and dierentiate various approaches to per-
sonalization of public displays, Davies et al. [64] propose three per-
sonalization usage models. Table 7.1 presents each model in detail.
Walk-by and active personalization most often require means of in-
teraction. The design space of this interaction spans two dimensions,
as it can be either explicit or implicit, and direct or indirect: Explicit
interaction includes, e.g., the active selection of contents by pressing
buttons. Implicit interaction can be, for example, realized by analyz-
ing the user’s posture, gaze, or other subconscious behavior. Direct in-
teraction refers to situations in which the user gets in contact with the
actual public display, e.g., by using its touchscreen. Finally, indirect
interaction describes setups in which the user employs additional de-
vices, e.g., smartphones, to personalize the public display. Each type
of interaction, i.e., explicit, implicit, direct, or indirect, can be realized
via various technical means. Common examples aremice, keyboards,
touchscreens, speech or voice recognition, proxemics, and gestures.
Additionally, walk-by personalization also requires the public display
to be able to identify individual users. Various technicalmeans exist to
facilitate this identication, for example, face recognition via cameras,
Bluetooth or WiFi MAC address detection.
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Table 7.1.: Personalization usage models by Davies et al. [64].
Usage Model Denition
Walk-by “Viewers passing by a single display see content
that is relevant to them (as exemplied in the
2002 lm Minority Report in which the char-
acters are subject to personalised adverts as they
journey across the city)” [64].
Longitudinal “Users may express a preference to see person-
alised content and this is realised as an overall
shift in the programming for a given geographic
area such as a campus or shopping mall – typi-
cally over an extended period of time. The aim
of such a usage model is not to try and ensure
that any given display shows content for a spe-
cic user, but to try to ensure that, within a geo-
graphic region, the content viewers see is more
representative of their interests than would be
possible without personalisation” [64].
Active
personalization
“Users (inter-)actively engage with a display sys-
tem to control personalised applications on a
nearby display, e.g. to extend a mobile phone
display for better viewing of complex data” [64].
In contrast, longitudinal personalization does neither rely on identi-
fying individual users nor on explicit or direct interaction. This ap-
proach rather uses sensors, such as cameras or proxemic sensors, that
allow for detecting the overall interests, for example.
Rukzio et al. [190] present a matrix that correlates the number of per-
sons that use a public display with the number of persons thatmay see
the public display. Their matrix indicates what type of content—with
respect to personalized information—would be appropriate to show.
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For example, if a public display can be seen by a large number of per-
sons, they suggest to present “personalized information that can be
shown in public if no link to the initiator can be drawn [. . . ]” [190]. In
contrast to that, if only one person can see the public display, it would
be acceptable to present “personalized information that must not be
shown in public (e.g. automatic form lling of a form for ordering a
book which shows address and bank account)” [190].
7.4. Design
In comparison to other traditional disciplines, public displays “repre-
sent a young and exciting area of research” [62]. Hence, researchers
cannot draw on common or established methods, techniques, and
tools in order to investigate research questions. Davies et al. [62] see
three reasons for why researching public displaysmay be challenging:
No single goal. “Ads most likely strive to maximize public attention,
interactive games may want to create an engaging experience,
informative applications such as a public transport schedulemay
aim at maximizing usability and some displays may be designed
to fade into the background, just presenting ambient informa-
tion. Hence,metrics for display systems need to copewith dier-
ent content, situations and purposes if meaningful comparisons
are to be made” [62].
No models or simulations. People’s reactions to public displays are of-
ten of special interests to researchers and designers. In non-
trivial situations, however, such reactions cannot be described
in theoretical models since the behavior of individual users is
very hard to predict. Therefore, “display systems often need to
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be evaluated in the wild because there are no models or simula-
tions that can be used for experimentation” [62].
Extremely challenging eld studies. To evaluate public displays “in the
wild” requires many eorts: robust prototypes have to be built,
ethical regulations have to be obeyed, and consent of all stake-
holders, see Section 2.2.1, has to be reached, for example. This
usually requires a substantial amount of nancial investment.
Despite these diculties, researchers analyzedpublic displays inmany
respects. The remainder of this section focuses on common design
considerations, design spaces, and design analogies.
With regard to design considerations, Huang et al. [98] found that re-
search onpublic displays comprises (i) private use, (ii) semi-public use,
and (iii) public use. Similarly, Dix and Sas [73] identied the impor-
tance of the spatial context of a public display and introduced these
three degrees of publicness: (i) fully public, (ii) semi-public, (iii) semi-
private. Systems that fall into the rst category, are completely acces-
sible for everyone, e.g., outdoor installations. Systems of the second
category are only accessible to a certain group of people, e.g., employ-
ees or visitors of a company. The third category comprises systems
that are supposed to be accessible to a very limited group of users, e.g.,
authorized medical sta. In the same paper, Dix and Sas use a sim-
ilar threefold distinction to locate their work within a design space
spanned by the dimensions “input device” and “display possibilities:”
(i) personal, (ii) group, and (iii) public.
Similar to Dix and Sas, O’Neill et al. [168] propel the threefold no-
tion of information spheres: (i) private spheres, (ii) social spheres, as well
as (iii) public spheres. They “describe how information and services
may be classied according to the kinds of access to them that are re-
quired” [168]. The private sphere contains “completely private issues,
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services and information, access to which must be tightly controlled”
[168]. The social sphere “contain[s] information relevant to a group
of people. Social dynamics and constraints prohibit information in
a social sphere from being made completely public” [168]. O’Neill
et al. refrain from a very precise denition of public spheres. They
merely claim that “the public sphere is not simply a collection of so-
cial spheres” [168]. Yet, they exemplify that “[. . . ] a task such as looking
up the train timetables would be included in the public sphere” [168].
A very comparable approach is taken by Azad et al. [17]. They an-
alyzed the applicability of Hall’s proximity zones [88] to public dis-
plays. The results of their study indicate, that all four zones, i.e., the
(i) intimate zone, the (ii) personal zone, the (iii) social zone, and the
(iv) public zone, may also appropriately describe territoriality behav-
iors in front of public displays. They note, however, that “these zones
must bemodied to accommodate interactions around and on a large
display given the frequency and acceptability of people violating each
other’s personal and intimate zones” [17]. Such modications mainly
refer to an adjustment of the size of each zone.
Research on public displays frequently employs a public/private di-
chotomy, having a threefold or sometimes even ner level of gran-
ularity. This observation runs afoul of the conclusion presented in
Section 6.2. However, it is beyond the scope of this thesis to evaluate
whether the use of a public/private notion would be appropriate for
public displays. Yet, as O’Neill et al. conclude, “a successful system
[. . . ] would necessarily reect such aspects [‘the exibility of real-life
private/public distinctions’] of people’s everyday behaviour” [168].
Another strandof research scrutinizes the audience and its activities in
front of public displays. Kaviani et al. [112] partition the audience into
three groups: (i) actors, (ii) spectators, and (iii) bystanders. Members
of the rst group “feel encouraged by the display environment to take
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an active role in the content. Actors may control and/or manipulate
the content on these displays, e.g. by means of a hand held device,
and so they can change the ‘ow’ and ‘pace’ of the presented content
over time” [112]. People belonging to the second group “are mentally
engaged with the displayed content and surrounding environment,
but are not actively manipulating the content on the display” [112].
Finally, “bystanders are individuals who have no strong interest in the
presented content on the display installation” [112].
Brignull and Rogers [38] introduce three kinds of activities around
public displays: (i) peripheral awareness activities, (ii) focal awareness
activities, and (iii) direct interaction activities. People that can be as-
signed to the rst category are usually engaged in other (social) activ-
ities that take part in the vicinity of the public display and they do not
pay attention to the system, cf. the group of bystanders introduced
above. Members of the second group “are engaging in socializing ac-
tivities associated with the display—talking about, gesturing to and
watching the screen being used” [38]. This group resembles the spec-
tators introduced above. Finally, the third group contains actors, i.e.,
people that interact with the public display.
Beyer et al. [27] looked at the audience behavior around cylindrical
screens. Their work implies that many of the established assump-
tions for at systems do not hold for dierently shaped public dis-
plays. Regarding privacy, the fth design assumption they present is
especially interesting: “The position centrally in front of the display
is preferred” [27] by actors. Consequently, content at the outskirts of
the display may be perceived easily by spectators or bystanders.
The next part of this section focuses on design spaces in the domain
of public display systems. Müller et al. [151] propose a design space for
interactive public displays. It comprises two aspects: (i)mentalmodels
and (ii) interaction modalities. The mental models describe how peo-
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ple perceive displays in a particular application scenario. Müller et al.
report on these four commonmentalmodels: (a) posters, (b) windows,
(c) mirrors, and (d) overlays.
They describe a poster as “a piece of printed paper [. . . ], which can be
attached to walls or vertical surfaces. Though electronic posters al-
low for a more dynamic content, they often show a mere adaptation
of content created for their analog counterparts” [151]. Accordingly,
windows provide “the illusion of a link to a remote, often virtual, lo-
cation. In contrast to the poster, windowsmaywork in twoways: users
look inside, but windows oer the chance for the remote side to look
outside as well” [151].
The third model, mirrors, pursues “the metaphor of a mirror to en-
courage interaction” [151] as it has been proven that “making users a
part of the display has a strong potential to catch a user’s attention as
they pass by” [151]. Finally, overlays “are frameless in that they can
seamlessly integrate with the environment” [151], for example, by us-
ing projectors rather than computer displays.
The interaction modalities presented by Müller et al. are (1) pres-
ence, (2) body position, (3) body posture, (4) facial expression, (5) gaze,
(6) speech, (7) gesture, (8) remote control, (9) keys, and (10) touch. As
Müller et al. point out, these modalities are strongly related to the set
of available sensors, e.g., touch, RFID, cameras, or microphones, and
they are thus likely to change quickly as new technologies emerge.
Eventually, they propose a taxonomy of public displays by extending
their design space with another dimension: “type of supported inter-
action,” i.e., explicit or implicit interaction, see Section 7.3.
A particular aspect of a design space for public displays is concerned
with the phases of user interaction and possible transitions between
the phases. They are, for example, referred to as interaction phases
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[151] or interaction models [5]. Sometimes, these interaction phases cor-
relate to previously introduced design considerations. For example,
Brignull and Rogers introduced three activity spaces that can also be
found in their “model of public interaction ow” [38], as presented
above. The audience funnel, as described by Michelis and Müller [146],
is very frequently used in research and design processes. Figure 7.1
visualizes the audience funnel along with the honeypot eect, as intro-
duced below. The audience funnel characterizes the dierent phases
of interaction between public displays and their users. Depending
on the specic public display system at hand, each phase bears par-
ticular challenges with respect to increasing the number of interac-
tions. Their framework helps designers and researchers to identify
the phase in which most users apt to abandon interaction. Further-
more, the audience funnel also provides a metric, that allows for a
quantitative comparison of dierent public displays.
Figure 7.1.: Visualization of the audience funnel [146] (indicated by the
arrow) and the honeypot eect. Adapted from [151].
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As indicated by Figure 7.1, research observed a phenomenon called the
honeypot eect [38, 225] while analyzing people’s behavior in front of
and around public displays. Ten Koppel et al. describe this eect as
[. . . ] The social eect of people being attracted to the pub-
lic display by other people standing in close vicinity to it.
It creates a social atmosphere around the public display in
which people do not only signal their interest towards the
display but also express that they are open for social interac-
tion. Several eld studies on public displays [24, 26] reveal
that the honeypot eect is powerful in attracting users: once
there is an initial crowd, people will be attracted by it and
thereby again attract others [16]. —Ten Koppel et al. [225]
Thus, the honeypot eect ostensibly impacts the privacy of public dis-
play users, as other people may involuntarily tend to cast a glance
towards the display and the shown contents. Ten Koppel et al. also
discovered that the physical setup or constellation of public displays
impacts the magnitude of the honeypot eect. This should, in turn,
be considered when designing privacy-preserving public displays, see
Section 9.2. Further studies also indicated that users usually pile up
behind actors who are already engaged with the public display [17,
134]. This piling may raise privacy concerns, as actors—possibly han-
dling sensitive data—will most likely not be able to sense the arriving
spectators or bystanders without additional means, cf., e.g., the ap-
proach presented by Brudy et al. [40] in Section 6.2.
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Table 7.2.: Public display user values by Perry and O’Hara [183].
ID prex “AS-” omitted for brevity.
ID Category Description
A Access to
information
“[The] quick retrieval and [. . . ] incidental ac-
cess [to information]” [183] as well as the abil-
ity to “place information in contextually ap-
propriate locations associated with particular
tasks” [183].
A1 Retros-
pective
reminding
“This refers to the cuing of memories of past
events, places, time periods, activities and
people, etc.” [183].
A2 Prospective
reminding
“This refers to information displayed to re-
mind the person to do something at a future
point in time or when triggered by a particu-
lar context” [183].
A3 Display for
take away
“Displayed information for taking away and
use elsewhere. [. . . ] For common spaces, it
was common for printouts and contact cards
to be left out on a reception area table for vis-
itors to take away with them” [183].
A4 Quick
reference
“A common function of displayed informa-
tion was for referencing frequently required
or dicult to remember information [. . . ].
We commonly observed displayed lists of
phone numbers [. . . ]. Similarly, calendars and
diaries of events were also displayed” [183].
A5 Learning “Related to displaying information for quick
reference is the notion of displaying things to
learn. [. . . ] As an example of this, one of the
participants had pinned up her new fax num-
ber in an easy to see location to help her learn
it as she referred to it” [183].
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Table 7.2.: Public display user values by Perry and O’Hara [183]
(continued). ID prex “AS-” omitted for brevity.
ID Category Description
B Social
orientation
“[. . . ] We can deliberately manipulate
what our spaces visibly contain to present
a social image of ourselves for a variety of
purposes” [183].
B1 Identity and
image
“Displayed information provides impor-
tant information about identity of the
owner [. . . ]. The participants were very
aware of what their displays expressed
about themselves and what others might
think [. . . ]. Imagemanagementwas an im-
portant concern as to what was appropri-
ate and inappropriate to display” [183].
B2 Social grooming “Another reason for displaying informa-
tion was for social grooming and moti-
vational purposes [. . . ]. As well as the
value of the display to it [sic] owner there
were some interesting issues associated
with visibly demonstrating appreciation
for them” [183].
B3 Demonstrating
achievements
“There were several examples of individ-
uals, groups, and organisations display-
ing things to demonstrate their achieve-
ments. Certicates, exhibits, excellence
awards and patent awards were observed
in this kind of display behaviour” [183].
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Table 7.2.: Public display user values by Perry and O’Hara [183]
(continued). ID prex “AS-” omitted for brevity.
ID Category Description
C Co-ordination
and planning
“[Displays] also have a role in co-ordinating
the actions of dierent people within an or-
ganization. The key to understanding this
is how displays make information about
their creator’s current activities available to
others so they can align their own activities
with them accordingly. This may occur in-
formally [. . . ] or at an organisational level
with formal status” [183].
C1 Communication
and awareness
“Information is sometimes displayed [. . . ]
for communicating new information to
others [. . . ]. For example, ‘working at
home-contactable on 555 75654’ [, . . . ] in-
/out displays showed where people were,
their holiday schedules or more general
awareness information” [183].
C2 Conversational
resources
“[. . . ] A resource for initiating and scaold-
ing conversation. Visible information can
be seen by visitors and invites comment
[. . . ]” [183].
C3 Current and
past work
processes
“[. . . ] Displayed information associated
with current and past work, including
printouts, presentation slides, design
sketches, research results, and whiteboard
diagrams” [183].
C4 Planning and
information
overview
“[Displays] used specically for providing
an overview of certain information or ac-
tivities. Project timelines and schedules
were typical instances of this, as were ‘to-
do’ lists” [183].
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This section concludes by presenting a “taxonomy of visual display-
based activity in oce spaces” as proposed by Perry and O’Hara [183].
In their paper, the authors identied and evaluated analogue applica-
tion scenarios (or user values as they refer to them) in oce environ-
ments. Their ndings can likely be applied, however, to digital appli-
cation scenarios in other environments as well since the authors strive
to derive “implications for the design of digitally enhanced and net-
worked display technologies [. . . ] from the ndings [. . . ]” [183]. Fur-
thermore, Mark Weiser’s [237] vision of ubiquitous computing, i.e.,
computing devices that seamlessly blend into our everyday lives and
replace their analogue counterparts, support this presumption. More-
over, their application scenarios, as presented in Table 7.2, may be
used to cluster existing research projects. Section 7.5 pursues this ap-
proach to present relatedwork on threats, threatmodels, and counter-
measures. The taxonomy by Perry and O’Hara proposes these three
key application scenarios for displays: (AS-A) ready access to informa-
tion, (AS-B) social orientation, and (AS-C) co-ordination and planning.
7.5. Threats, Threat Models, and Countermeasures
As Section 6.5 indicated, a comprehensive analysis of threats, threat
models, and countermeasures for a particular (computer) systemmay
be painstaking. Public displays are usually complex systems, that are
dened by numerous aspects, such as the given application scenario
or the type of personalization. In general, the context of such systems
signicantly aects the list of impending threats and the set of suit-
able countermeasures. Thus—despite the heading of this section—, it
would be too short-sighted to merely focus on threats, threat models,
and countermeasures only.
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7.5.1. Literature Survey
To provide a holistic view on this topic, this thesis presents the results
of an extensive literature survey, that comprises 120 publications be-
tween the years 2000 and 2014. The results of the survey provide new
insights into two domains: (i) the distribution of application scenarios
and the types of personalization being applied; and (ii) the distribu-
tion of privacy threats as well as proposed countermeasures. In both
domains, this section points out areas that have been well covered by
research as well as those that require further work. For example, pri-
vacy threats that have not been evaluated in a particular application
scenario or that have not been addressed by any countermeasuremay
be of special interest to the research community, as theymay point to
research opportunities. Also, designers may use the ndings as a ref-
erence when designing, prototyping, or evaluating public display sys-
tems. This section may thus serve as a guide for researchers as well as
for designers of public displays, both striving for privacy-preserving
personalized systems.
Up to this point, this thesis illustrated the breadth of research on per-
sonalized public displays. This section surveys recent related work by
applying a novel classication scheme. The scheme is based on two
established categorization dimensions. The rst dimension spans the
user values, i.e., the twelve application scenarios as dened by Perry
and O’Hara [183], presented in Table 7.2. Clearly, it is impossible to
draw a sharp line between each of the twelve application scenarios,
as a surveyed project could be mapped to multiple applications or
it rather ts “in-between.” However, the objective of this section is
not to establish a normative denition of applications for personal-
ized public displays. It rather uses the application scenarios suggested
by Perry and O’Hara to cluster existing research projects to support
the two main goals of this section: (i) to provide an overview of re-
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search on personalized public display systems with a special focus on
privacy issues and potential countermeasures; and (ii) to identify ar-
eas for further work with regard to privacy threats in order to design
privacy-preserving personalized public display systems.
The second dimension of the classication scheme comprises the per-
sonalization usage models as introduced by Davies et al. [64], see Ta-
ble 7.1. This dimension may help to determine whether public dis-
plays of a certain personalization type are more or less likely to be
subject to certain privacy threats. A possible result of the analysis
could be, for example, that public displays that fall into the category
of active personalization are more prone to privacy threats than lon-
gitudinal systems, as the latter onesmay oer fewer publicly available
interfaces, such as keyboards or mice.
While early installations of public displays occurred in the late 1970s
[195], this survey focuses on publications and work between the years
2000 and 2014. The key reason for this is the pace of technological
development: Besides form factors, like screen sizes and shapes, there
has been a signicant progress in technology, especially with the ad-
vent or proliferation of the Internet. Additionally, various means of
interaction appeared in that time frame, e.g., smartphones or depth
cameras, such as Microsoft Kinect. As explained in Section 7.3, inter-
action is an important means to actually personalize systems. As a
nal remark, the survey does not include work related to media fa-
cades, as these instances of public displays are mostly used for artistic
installations and are usually not designed for personalization.
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7.5.2. Visualization of the SurveyedWork
This survey analyzed 120papers onpublic displays published between
2000 and 2014. Then, 68 out of 120 papers were selected for review,
focusing on those, which investigated personalized public display sys-
tems. Table 7.3 provides an overview of the results, i.e., all projects,
application scenarios, personalization usagemodels (P-Type), privacy
threats (see Section 6.5), and countermeasures. For brevity, counter-
measures are referenced by numbers. The corresponding names are
listed in Table 7.10.
The hive plot shown in Figure 7.2 supports the reader by (i) establish-
ing an overview of the resulting distribution in terms of application
scenarios (blue axis, 12 o’clock), privacy threats (green axis, 4 o’clock),
and countermeasures (gray axis, 8 o’clock), and by (ii) highlighting the
most signicant relations between individual items on the axes. The
size of an item on each axis corresponds to the number of papers that
fall into that category. For example, there are twelve papers in AS-C4
and six papers in AS-B3. Thus, the area of the bubble labeled AS-C4
is twice as big as the area of bubble AS-B3. The stroke width of each
link is directly related to the number of corresponding papers. For
example, the link between AS-A4 and I is almost twice as thick as the
link from AS-A5 to I (representing 20 vs. 11 papers). To reduce the vi-
sual clutter, links representing less than seven papers are grayed out,
where seven is the uppermedian of all link widths. The uppermedian
was chosen as it is more robust against discordant values and it repre-
sents an actual value contained in the underlying set of gures. As a
consequence, Figure 7.2 highlights links whose signicance is “above
average.” The median value of seven was also used to demarcate the
items with highest counts in the Tables 7.4, 7.8, and 7.9.
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Table 7.3.: Overview of the surveyed scientic work.
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Table 7.3.: Overview of the surveyed scientic work (continued).
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Figure 7.2.: Hive plot visualizing the surveyed scientic work with re-
gard to application scenarios, threats, and countermea-
sures. Red lines indicate research opportunities.
96
Figure 7.3.: Distribution of application scenarios and threat categories.
Red arrows indicate six research opportunities O1–O6.
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Figure 7.3 visualizes the harmonized distribution of each application
scenario to the privacy threats introduced by the STRIDED* model.
Total amounts of publications have been harmonized across major
application scenarios (i.e., A, B, and C, see Table 7.2) to compensate
for mixed sample sizes. On the ordinate (0–39), each column thus
represents the total number of publications that can be assigned to
a STRIDED* category; values indicated by individual column seg-
ments, however, do not represent absolute values to be directly re-
lated to Table 7.3, but relative values that allow for comparing publi-
cation counts. Red arrows indicate the six apparent research oppor-
tunities as discovered in this survey: (O1) tampering (T) with respect
to social grooming (AS-B2); (O2) tampering (T) with respect to cur-
rent and past working processes (AS-C3); (O3) tampering (T) with re-
spect to planning and information overview (AS-C4); (O4) decontex-
tualization (D*) with respect to demonstrating achievements (AS-B3);
(O5) decontextualization (D*) with respect to current and past working
processes (AS-C3); (O6) decontextualization (D*) with respect to plan-
ning and information overview (AS-C4). Figure 7.3 will be explained
in more depth when presenting and discussing the results on applica-
tion scenarios and threats.
7.5.3. Outcomes and Discussion
This subsection presents and discusses the outcomes of the survey
with respect to (i) application scenarios, (ii) personalizationusagemod-
els, (iii) threats, (iv) countermeasures, and (v) interrelations. The struc-
ture of each segment is derived from the structure implied by Fig-
ure 7.2: Items emphasized by color are addressed rst, followed by
the remaining (uncolored) items. Finally, this subsection highlights
research opportunities, also visualized in Figures 7.2 and 7.3.
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Application Scenarios
Outcomes. The analysis of the surveyed work reveals which of the
twelve application scenarios is mentioned most often, see Table 7.4.
The numbers of publications in each application scenario do not add
up to the total number of surveyed papers (68 publications were ex-
amined), since each paper may be assigned to more than one appli-
cation scenario. For example, Digieds [7] falls into the two categories
AS-A2 (prospective reminding) and AS-A3 (display for take away).
When analyzing the harmonized distribution of each application sce-
nario over the privacy threats introduced by the STRIDED* model,
a uniform distribution can be observed, see Figure 7.3. By compar-
ing the heights, i.e., the amount of publications, of each application
scenario per threat type, there appear equal amounts of publications
per threat. This is an example for the threat of spoong, i.e., the rst
column in Figure 7.3: There are 6 publications mentioning this threat
type in all application scenarios related to access to information (indi-
cated by ve blue segments). There are also six publications discussing
this threat type in all application scenarios related to social orientation
(indicated by three yellow segments). Finally, there are seven publi-
cations mentioning this threat type in all application scenarios about
co-ordination and planning (indicated by four purple segments).
Discussion. First of all, this dimension of the survey classication
scheme seems to suit the body of related work well, i.e., every public
display system referred to in a particular publication can be assigned
to either of the twelve categories. Yet, the total amount of publica-
tions addressing each of the three major application scenarios varies
signicantly. The application scenario access to information (AS-A)
has been applied 55 times, while social orientation (AS-B) has been
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Table 7.4.: Application scenarios ordered by their frequency of occur-
rence in literature. A rule separates the most frequent ap-
plication scenarios from the remaining ones.
ID Description Count
AS-A4 Quick reference 33
AS-C2 Conversational resources 30
AS-C1 Communication and awareness 28
AS-A2 Prospective reminding 26
AS-A1 Retrospective reminding 22
AS-B1 Identity and image 21
AS-A5 Learning 17
AS-C4 Planning and information overview 12
AS-C3 Current and past work processes 10
AS-B3 Demonstrating achievements 8
AS-A3 Display for take away 6
AS-B2 Social grooming 5
assigned 25 times, and co-cordination and planning (AS-C) has been
addressed 45 times. These aggregated gures are not shown in Ta-
ble 7.4. The sum of all totals exceeds the number of surveyed papers,
since papers may be assigned to more than one application scenario.
In particular, 33 publications are related to the application scenario
quick reference (AS-A4), and 30 publications analyze the use of con-
versational resources (AS-C2). In contrast, social grooming (AS-B2),
display for take away (AS-A3), and demonstrating achievements (AS-
B3) appear to be the three least covered application scenarios. This in-
dicates a special interest in public displays as a means for information
retrieval (AS-A) and collaborative work (AS-C1, AS-C2). Applications
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scenarios with aspects of social orientation (AS-B) seem to spark less
interest. Accordingly, the “most prominent” application scenarios are
highlighted in Table 7.4.
This nding goes alongwith the intuitive observation thatmost public
displays are nowadays used to disseminate information to the public,
for example, ight departure times at airports or news feeds in sub-
way stations, and to let people jointly work on a specic task, e.g., on
a mind map. In the light of ever growing numbers of social network
users, it is an interesting question why there is relatively little research
on the application scenario of social orientation on public displays.
Despite all privacy concerns, people tend to disclose sensitive infor-
mation on those platforms. It might thus be interesting to conduct
research in this area to see how personalized public displays may in-
uence social environments.
Harmonizing the varying sample sizes of each application scenario
reveals insightful results as well. Most privacy threats have been an-
alyzed with the same intensity in each application scenario. Ideally,
33 percent of each column in Figure 7.3 should be designated to one
of the three major application scenarios—which roughly is the case,
see percentages provided on p. 114. However, there are three excep-
tions that may be potential elds for further research: elevation of
privilege in AS-B (24.54 percent), repudiation in AS-A (26.10 percent),
and decontextualization in AS-A (26.45 percent). (These percentages
are not depicted in Figure 7.3.) In addition to these slight imbalances,
there are also research opportunities relating to combinations of ap-
plication scenarios and privacy threats that have not been covered yet.
These research opportunities will be discussed below in more detail.
According to the results presented in Subsection 10.1.1, users rank pri-
vacy asmost important for actions (application scenarios) that involve
personal messaging, browsing pictures, social networking, calendar-
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ing, andwatching videos. Compared to this ranking, the prioritization
based on the results of the survey highlight a number of matches and
mismatches, as shown in the Tables 7.5 and 7.6. The mapping of cal-
endaring to quick reference, for example, is based on a keyword anal-
ysis of the original denition proposed by Perry and O’Hara [183]. All
of the actions with presumably high demands for privacy (according
to the prioritization presented in Section 10.1) were covered—at least
partially—by the surveyed research. Yet, some aspects of certain ac-
tions, e.g., the aspect of social grooming while using social networks,
were not covered so far. Any of the combinations listed asmismatches
thus constitute unexplored research opportunities.
In the opposite direction, analyzing the ranking (Section 10.1) in the
light of the results of this survey also yields some interesting ndings.
Some of the proposed actions, such as browsing websites, checking
itineraries, getting directions, and using a map, can be mapped to the
application scenario quick reference (AS-A4). Though users do not
seem to require a high level of privacy for either of these actions, they
have been well covered by research. Future work may thus focus on
the remaining mismatches listed in Table 7.6 rst.
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Table 7.5.: Matches between application scenarios analyzed in the lit-
erature survey and actions with presumably high demands
for privacy.
Application scenario Action
Quick reference (AS-A4) Calendaring
Communication and awareness (AS-C1) Personal
messaging
Retrospective reminding (AS-A1)
Prospective reminding (AS-A2)
Identity and image (AS-B1)
Conversational resources (AS-C2)
Browsing
pictures,
watching
videos
Retrospective reminding (AS-A1)
Prospective reminding (AS-A2)
Identity and image (AS-B1)
Communication and awareness (AS-C1)
Conversational resources (AS-C2)
Social
networking
Table 7.6.: Mismatches between application scenarios analyzed in the
literature survey and actions with presumably high de-
mands for privacy.
Application scenario Action
Social grooming (AS-B2) Browsing
pictures,
watching
videos
Social grooming (AS-B2)
Demonstrating achievements (AS-B3)
Social
networking
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Personalization Usage Models
Outcomes. The survey indicates that the majority of public display
systems reported on in literature rely on active personalization, see
Table 7.7. Walk-by is the secondmost often used personalization usage
model, followed by systems employing the longitudinal approach.
Discussion. This dimension of the survey classication scheme also
ts well to the body of related work, i.e., every public display system
referred to in a particular publication can be assigned to either of the
three models. Table 7.7 indicates that the large majority of public dis-
plays apparently uses active personalization (A). This seems natural,
as many of the systems deployed in the real world commonly use in-
terfaces such as touchscreens, keyboards, or mice. These means of
interaction cater for active personalization, for example, by select-
ing preferred contents via the click of a mouse. In contrast, sensors
required for longitudinal (L) or walk-by (W) personalization are less
common, e.g., RFID, Bluetooth, or depth cameras. Future research
could thus shift its focus from active to longitudinal or walk-by per-
sonalization on public display systems.
Table 7.7.: Personalization usage models by frequency of occurrence.
ID Description Count
A Active personalization 59
W Walk-by 26
L Longitudinal 6
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Threats
Outcomes. The privacy threats mentioned in literature are summa-
rized in Table 7.8. The threat of information disclosure has been an-
alyzed most often, followed by the threats of denial of service and
spoong. A general observation of the survey is that earlier publica-
tions tend to focus more on the general feasibility and the technical
boundaries than on security or privacy. A large body of research is
concerned with evaluating the general use of public displays in var-
ious application scenarios [87, 139, 205], while another strand of re-
search analyzes the users’ reactions to this technology, see, e.g., rst
publications on Instant Places [107]. Subsequently, more nuanced anal-
yses in terms of security and privacy emerged in subsequent years,
see, e.g., follow-up publications of Instant Places [108].
Discussion. Figure 7.3 shows that a signicant amount of research
focused on the threats of information disclosure (39 publications), de-
nial of service (25 publications), and spoong (17 publications). These
“most imminent” privacy threats are listed at the top of Table 7.8. The
ndings generally align well with the prioritization of threats as pro-
posed in Section 10.1: The results suggest to primarily focus on threats
induced by information disclosure and spoong. This congruence in-
dicates that researchhas tackled the privacy threats users fear themost
on personalized public display systems.
However, there is also a partial mismatch between the prioritization
presented in Section 10.1 and the ndings of the survey. According
to the prioritization, denial of service has been rated second to last in
terms of privacy threats when designing personalized public display
systems. This survey revealed, however, that a signicant amount of
research has been spent on exactly this privacy threat. Future research
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could thus focus more on the remaining privacy threats according to
the prioritization in Section 10.1, i.e., repudiation (R, 13 publications
up to now) and decontextualization (D*, 12 publications up to now).
Table 7.8.: Privacy threats ordered by their frequency of occurrence
in literature. A rule separates the most frequent privacy
threats from the remaining ones.
ID Description Count
I Information disclosure 39
D Denial of service 25
S Spoong 17
E Elevation of privilege 15
T Tampering 13
R Repudiation 13
D* Decontextualization 12
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Countermeasures
Outcomes. The survey also provided insights into countermeasures,
that may be applied to counter some privacy threats. Table 7.9 lists all
of the surveyed countermeasures. The following paragraphs will ex-
plain each countermeasure inmore detail. A very common way to al-
leviate privacy risks for personalized public displays is to avoid show-
ing personalized content on the public display itself by using a 2nd
device (No. 8) instead. Examples of such a second device are smart-
phones [43] and wearable devices [26]. Restricting access (No. 17) to
public displays to certain locations (e.g., locked rooms [50]), groups
of users (e.g., family members or employees [138, 163]), or individual
users [139] is the second most often applied countermeasure.
Another very common approach is to let social protocols, conven-
tions, or norms (No. 11) take care of possible privacy threats [180]. For
example, social norms and goodmanners may imply that one should
exercise discretion, if a public display, e.g., an interactive kiosk, is al-
ready in use by another person. The terminal itself, however, does not
provide any means to account for such a situation. In case that public
displays allow users to post personal messages, e.g., texts or images,
such postings are very often moderated (No. 9) by sta [9]. Modera-
tors may quickly decide whether certain contents are inappropriate
(also based on context, which may be complicated for a machine or
algorithm) and delete it instantaneously.
Sometimes, privacy and security issues arise because of an inappro-
priate design applied in early stages of the system development. One
specic design aw for personalized public displays is an interaction
concept intended for single users only. Thus, applying an explicit
multi-user design (No. 15) as early as possible is often recommended
or applied [165]. A further common countermeasure is to employ
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trusted, external services (No. 12), e.g., Facebook, Twitter, or Google,
to take care of vital processes of a personalized public display, for ex-
ample, registering users or retrieving real names [97].
To do nothing (No. 1) or to refrain from any countermeasure on pur-
pose appears to be another approach often used [22, 215]. Countering
privacy issues with abstract representations of information (No. 18),
e.g., via color codes, regular patterns, or gurative metaphors, is an-
other means [60, 189]. Anonymizing users or their data (No. 10) may
also help to mitigate privacy risks. For example, users could contact
each other by box-numbers rather than phone numbers or e-mail ad-
dresses [7], or their identity would be indicated via silhouettes rather
than actual photographs [123].
The next countermeasure on the list corresponds to masking (No. 3)
sensitive content, for example, by blacking out specic screen regions
[40] or by using visual lters to completely block its perception [205].
Similar to countermeasure No. 15 is the approach to apply a mini-
mal data gathering design (No. 16) at early stages of the development
process. This way, the personalized public display tries to avoid un-
necessary data aggregations and oers its service while processing as
little data as possible [38, 64, 217].
Closely related to masking (No. 3) sensitive content is the approach
to minimize (No. 2) it. The dierence is, that the minimized content
is no longer visible to anybody (while masked content would still be
perceivable from close distance), but its presence can still be detected,
for example, indicated by an icon [40, 185]. One common way tomit-
igate privacy threats induced by tampering with hardware is to use
protective casing (No. 19) [50, 223].
The next countermeasure is very common as it is not limited to public
display systems, but can be applied to any kind of computing system:
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logging or auditing (No. 20). Systems equipped with this countermea-
sure meticulously record all kinds of events, for example, interaction
times or user input. This way, it might be possible to detect or moni-
tor a privacy breach and trace back its cause as well as to detect actual
user behavior in order to adapt accordingly [6, 50, 152].
To completely blind out personal data (No. 4) instead of masking or
minimizing it in threatening situations may be another means [40,
185]. To have users acknowledge (No. 21) certain contents may be a
countermeasure applicable to some privacy issues, such as repudia-
tion [50, 122, 152]. If users are able to explicitly assign, claim, or “carve
o” (No. 7) screen real estate to use it while interacting with a person-
alized public display, this may help to remedy possible privacy risks
such as denial of service or elevation of privilege [103, 231].
Another countermeasure reported on in literature is to require ex-
plicit UI interactions (No. 14). For example, after deleting a personal
text message on a public display, the system should not automatically
show the next message, as it is a common behavior of desktop e-mail
clients. Instead, it shouldwait for the user to explicitly request the next
message [49, 50]. In some situations, the users’ privacy may be at risk,
if the interaction itself can be observed by others, for example, since
using the system may be embarrassing [123, 205]. In those situations,
unobtrusive interaction (No. 25) may be a useable countermeasure.
Closely related to the countermeasure of removing all personal data
(No. 4) is to blind out all data (No. 5) [121]. The next countermeasure
proposes to raise the awareness (No. 6) for privacy threats, for exam-
ple, by indicating that someone else is looking at the public display
[40, 185]. In order to alleviate privacy threats induced by defamation
etc., it may be helpful to de-anonymize users (No. 22) [230].
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Table 7.9.: Countermeasures ordered by their frequency of occur-
rence in literature. A rule separates themost frequent coun-
termeasures from the remaining ones.
ID Description Count
8 2nd device 20
17 Restrict locations/groups/users 14
11 Let social protocols handle it 11
9 Moderation 10
15 Explicit multi-user design 10
12 Web-Of-Trust 8
1 Do nothing 9
18 Abstract presentation 8
10 Anonymize user data 7
3 Mask 6
16 Minimal data gathering design 6
2 Minimize 5
19 Protective casing 5
20 Logging/Auditing 5
4 Blind out personal data 4
21 Acknowledging 4
7 Assign/Claim/Carve 3
14 Require explicit UI interactions 3
25 Unobtrusive interaction 3
5 Blind out all data 2
6 Raise awareness 2
22 De-anonymize users 2
24 Human supervision 2
13 Plausible deniability 1
23 Restrict interaction 1
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Table 7.10.: Heat map visualizing the use of countermeasures in the
surveyed work to address privacy threats identied by the
STRIDED* model.
ID Description S T R I D E D*
1 Do nothing 2 2 3 7 3 3 3
2 Minimize 0 1 0 5 1 2 1
3 Mask 1 1 0 6 0 2 1
4 Blind out personal data 0 1 0 4 0 2 1
5 Blind out all data 0 0 0 2 0 2 1
6 Raise awareness 0 1 0 2 0 0 0
7 Assign/Claim/Carve 0 0 1 2 2 2 0
8 2nd Device 5 4 2 16 6 4 6
9 Moderation 6 3 5 8 7 3 5
10 Anonymize user data 2 2 3 7 4 0 1
11 Let social protocols handle it 5 4 5 7 8 6 4
12 Web-Of-Trust 7 4 3 6 5 3 4
13 Plausible deniability 1 1 0 1 1 0 1
14 Require explicit UI actions 1 1 1 3 2 1 0
15 Explicit multi-user design 3 2 1 5 7 6 2
16 Minimal data gathering design 5 2 2 3 5 2 2
17 Restrict locations/groups/users 3 2 4 11 6 3 2
18 Abstract presentation 1 2 2 7 3 1 0
19 Protective casing/restrict access 2 4 2 2 4 2 0
20 Logging/audit 3 2 3 2 2 2 0
21 Acknowledging 3 1 3 2 3 3 0
22 De-anonymize users 1 1 2 0 1 0 1
23 Restrict interaction 0 0 1 0 1 0 0
24 Human supervision 1 2 1 2 2 0 1
25 Unobtrusive interaction 1 0 1 3 1 2 1
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In some situations, it might be appropriate to use human supervision
(No. 24) in order to guarantee a proper and privacy-preserving use of
a personalized public display [38, 223]. Next, it might be advisable to
show other (unrelated) content besides the information actually re-
quested by users. This way, users may employ the principle of plau-
sible deniability (No. 13) to protect their privacy [64]. Finally, restrict-
ing interaction (No. 23) to a predened set of actions may be used to
counter certain privacy threats, such as denial of service [56].
Discussion. Based on the ndings reported above, it is possible to
derive a heat map of countermeasures, which is shown in Table 7.10.
This heat map visualizes the correlation between each of the twenty-
ve countermeasures and all of the seven privacy threats. Counting
the applications of one countermeasure to a privacy threat gives the
magnitude of that particular combination, which in turn determines
the applied color. For example, using a 2nd device (No. 8) has been
applied 16 times to alleviate the privacy threat of information disclo-
sure (I). Computing the magnitude for all other combination reveals
that 16 actually is the largest gure and is thus assigned to the darkest
shade of red. Themagnitude of 0 is assigned to the color white. All re-
maining magnitudes in between are assigned to their corresponding
colors in a linear fashion.
Researchers interested in personalized public display systems that re-
spect privacy as well as designers of such systems can use this heat
map to quickly gain insights and draw conclusions. For example, re-
searchers may focus on the “white spots,” as they point to combi-
nations of privacy threats and countermeasures that have not been
researched yet—or futile combinations. Designers may use the heat
map as a reference when designing, prototyping, or evaluating pub-
lic display systems. Once they identied that their system may be
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subject to a particular privacy threat, they can look for “the hottest
countermeasure,” i.e., the one with the largest magnitude, within the
corresponding column, i.e., either S, T, R, I, D, E, or D*, in Table 7.10.
The subset of the three most frequently applied countermeasures in
literature consists of: (i) using a 2nd screen (No. 8), (ii) restricting access
to certain locations, groups, or users (No. 17), and (iii) letting social
protocols, norms, or conventions handle possible conicts between
demands for privacy and personalization (No. 11).
Though Davies et al. [62, p. 91] put a special focus on the rst one
(No. 8) and Perry and O’Hara [183] recommend the last one (No. 11),
this particular subset of countermeasures seems to counteract the pur-
pose or the intention of using public displays to some degree. To use
another screen for showing sensitive content may indeed result in an
increase of the users’ privacy, as the content is not shown in pub-
lic anymore. However, one could argue that this increase has been
achieved by simply avoiding the usage of the public display.
Based on the denition of a public display, restricting access to certain
users, e.g., by locking it in a room [50], could render the public dis-
play a desktop computer screen, as it is not truly public anymore. Yet,
as with the public/private dichotomy introduced in Section 6.2, de-
marcating a display as private or public may be a complex topic, see,
e.g., literature byHuang andMynatt [99] on semi-public displays. Lastly,
though the application and evaluation of social protocols, norms, or
conventions as a means to counter privacy threats on personalized
public displays is an interesting strand of research [180], it may be
less suitable for real world deployments. For instance, trusting in so-
cial norms may be a proper design for a shopping mall information
kiosk, but it may be less appropriate when designing an ATM. All of
the “most often used” countermeasures discussed above are listed at
the top of Table 7.9.
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Interrelations and Research Opportunities
Outcomes. Aclose look at Figure 7.2 reveals a complete bi-directional
relationship between the colored items on each axis. The application
scenario AS-A4 (quick reference) is linked to the privacy threats I (in-
formation disclosure), D (denial of service), and S (spoong) on the
one hand, and to the countermeasures No. 8, 17, 11, 9, 15, 12, 1, 18, and
10 (see Table 7.10) on the other hand. Similarly, the privacy threat I
(information disclosure) is linked to all of the application scenarios
AS-A4, AS-C2, AS-C1, AS-A2, AS-A1, AS-B1, and AS-A5 on the one
side, as well as to the countermeasures No. 8, 17, 11, 9, 15, 12, 1, 18, and
10 on the other side. Finally, the countermeasure No. 8 (2nd device)
is linked to the privacy threats I (information disclosure), D (denial of
service), and S (spoong), as well as to the application scenarios AS-A4,
AS-C2, AS-C1, AS-A2, AS-A1, AS-B1, and AS-A5.
Thus far, this survey on personalized public display systems provided
insights into immediately observable facts and interrelations, e.g., the
total amount of papers concerned with a particular application sce-
nario or the relationship between a privacy threat and applicable coun-
termeasures. However, studying things that are less evident may also
yield interesting results. As mentioned in the previous subsection—
and as illustrated by red lines in Figure 7.2 as well as red arrows in
Figure 7.3—, some application scenarios are not linked to particular
privacy threats and vice versa. This signies that none of the surveyed
work is concerned with the specic combinations of application sce-
narios and privacy threats, as summarized in Table 7.11. Note that Fig-
ure 7.2 only visualizes these six research opportunities, i.e., the privacy
threats that have not been addresses in a specic application scenario,
in order to avoid visual clutter. Some weaker interrelations from Fig-
ure 7.2 were left out. Examples of such weaker interrelation would be
“all countermeasures that have not been tested against a certain pri-
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vacy threat” or “all countermeasures that have not been applied in a
certain application scenario.”
When looking at maximum and minimum numbers (see Figure 7.3),
it can be observed that there is less research on the privacy threat of
repudiation (R) with regard to application scenarios classied as ac-
cess to information (AS-A, 26 percent). Similarly, there are less pub-
lications investigating elevation of privilege (E) in the context of ap-
plication scenarios classied as social orientation (AS-B, 25 percent).
Finally, a comparatively small number of publications is concerned
with the threat of decontextualization (D*) with respect to application
scenarios related to access to information (AS-A, 26 percent). The per-
centages are not shown in Figure 7.3 for the sake of readability.
Table 7.11.: Research opportunities regarding privacy threats (T stands
for tampering; D* stands for decontextualization) and ap-
plication scenarios. The IDs correspond to the labeled ar-
rows in Figure 7.3.
Privacy
threat
Application
scenario
ID
T AS-B2 (social grooming) O1
AS-C3 (current and past working processes) O2
AS-C4 (planning and information overview) O3
D* AS-B3 (demonstrating achievements) O4
AS-C3 (current and past working processes) O5
AS-C4 (planning and information overview) O6
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Discussion. The complete bi-directional relationship between the
colored items shown in Figure 7.2 indicates that previous research has
independently addressed the privacy issues of most concern to users
of public display systems:
1. All of the “most imminent” privacy threats have been analyzed
in the “most prominent” application scenario AS-A4.
2. The “most imminent” privacy threat I has been analyzed in all
of the “most prominent” application scenarios.
3. All of the “most often used” countermeasures can be used to al-
leviate the “most imminent” privacy threat I.
4. The “most often used” countermeasure No. 8 can be used to al-
leviate all of the “most imminent” privacy threats.
5. The “most often used” countermeasure No. 8 can also be applied
to the “most prominent” application scenarios.
6. All of the “most often used” countermeasures can be applied in
the “most prominent” application scenario AS-A4.
As mentioned above, the analysis of privacy threats and applications
scenarios points to six research opportunities, labeled O1–O6 in Fig-
ure 7.3. The remainder of this section will explain each research op-
portunity in more detail.
O1. Third partiesmay tamperwith processes of AS-B2 (social groom-
ing) for a number of reasons. A very obvious motivation would be to
want to inuence the relationship between two people in a negative
way, possibly in order to take advantage of somebody. The Thank You
Board [157] is an example of such a social grooming application. Let
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us assume that Alice has lent Bob her car. Bob would like to send Al-
ice a grateful note via the Thank You Board. However, an attacker
could have obscured the display of the Thank You Board, so that not
all or even none of the notes can be seen. Alice may thus not get Bob’s
expression of thanks, which in turn may have a negative impact on
their relationship, e.g., Alice may refuse to lend things to Bob in the
future. It would thus be interesting to see in which ways tampering
could be used tomanipulate the social relations between users of per-
sonalized public displays. One interesting research question in this
direction could be how robust social bonds are to interpersonal fric-
tions induced by digital media.
O2/O3. The two application scenarios AS-C3 (current and past work
processes) as well as AS-C4 (planning and information overview) both
belong to the general category AS-C (co-ordination and planning).
This general category is strongly related to the research eld of CSCW.
A common assumption in this research area is, that users of such sys-
tems are somehow related to another. For instance, they are em-
ployed by the same company or are co-workers on the same project.
Based on this premise, the need for a tampering-resistant systemmay
be less apparent compared to scenarios in which complete strangers
share a public display. The MERBoard [100], for example, was de-
signed to facilitate ecient collaboration ofNASA employeesworking
on a specic project. As the targeted group of users was limited and
unlikely to sabotage the system, the project did not consider tamper-
ing as a threat. Following this argumentation, it may be acceptable to
not analyze tampering in these application scenarios. However, one
might also think of scenarios in which the premise stated abovemight
not hold. For example, guests or visitors can gain access to a pub-
lic display system, or frustrated employees can try to sabotage their
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companies from within. An interesting strand of research would thus
be to explore howpersonalized public displays could become resistant
to tampering in application scenarios related to CSCW, for example,
AS-C3 and AS-C4, or how intrusion (attempts) could be detected and
communicated to the users.
O4. Depending on a specic situation, AS-B3 (demonstrating achieve-
ments on personalized public displays) can be a sensitive topic. For
example, showing diplomas or PhD certicates to somebody may be
regarded as appropriate if it can be assumed that both parties are busi-
ness partners. In this case, the demonstration of achievements serves
a professional purpose, e.g., highlighting a person’s skills. Showing
the same information may be regarded as inappropriate, however,
if it could be assumed that both parties are friends and not business
partners. In this case, the demonstration of achievements can be per-
ceived as pretentious and inappropriate. Thus, an intriguing research
questions would be, whether and how the context can be communi-
cated to all users as well as onlookers or passersby of personalized
public displays. In contrast, it would be interesting to analyze ways
to properly shield personalized content from non-active users, e.g.,
onlookers or passersby, without a negative impact on the user expe-
rience of others. Such a negative impact is often seen when applying
visual privacy lters to laptop screens as they often reduce the visual
delity for users located right in front of the display as well.
O5/O6. As mentioned above, the application scenarios AS-C3 (cur-
rent and past work processes) and AS-C4 (planning and information
overview) both fall into the category of AS-C (co-ordination and plan-
ning), which is related to the eld of CSCW. Moreover, in the context
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of this domain, most users of personalized public displays are usu-
ally related to each other. Assuming a common ground of knowledge
or intentions, it seems understandable that previous research has not
focused on the privacy threat of decontextualization in these two par-
ticular application scenarios. Nevertheless, such situations can still oc-
cur. For example, two colleagues are using a public display to argue
about the budget for a project. In the course of using the display one
of themunwittingly brings up the budget plan of the previous project,
e.g., by accidentally selecting the wrong le. That plan may provide
signicantly higher sta costs than the plan they are currently work-
ing on. Without the proper context, the other colleaguemay be led to
think that his co-worker is now trying to compensate for these costs
in the current project, which might not be the case. An interesting
strand of research would be to evaluate how the threat of decontextu-
alization could be alleviated in these application scenarios. In contrast
to the situation outlined above for AS-B3, it may not be sucient to
simply shield particular pieces of information from the view of other
users, as these users may be the intended receivers, but they do not
know how to correctly interpret the information itself.
7.5.4. Limitations
Though this extensive survey of 120 papers on privacy and personal-
ized public displays was executed with great care, it is still subject to
some limitations. Though a large number of outlets was thoroughly
scanned, it is possible that some relevant work of the last 15 years is
not included. Additionally, the results might have been dierent, if
publications prior to the year 2000 had been included. The focus
was on work published after 2000 as prior publications often had a
strong technical mindset, and did not consider privacy aspects at all.
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The choice of another classication scheme, e.g., the “space of input
device and display possibilities” as proposed byDix and Sas [73], could
have had an impact on the overall ndings as well. In the same way,
visualizing and analyzing more missing relations in Figure 7.2 could
have yielded additional or other results. Finally, there is no statistical
analysis of the data collected about the surveyed papers due to small
sample sizes. Instead, there is a qualitative analysis, which led to the
insights reported above.
7.5.5. Summary
As this survey of literature shows, privacy on personalized public dis-
plays has gained interest between the years 2000 and 2014. Early
publications often focused on the technical feasibility and applica-
tion scenarios rather than on security and privacy aspects. However,
the awareness of privacy issues in the general public has increased
in recent years, e.g., in the aftermath of disclosures on governmen-
tal surveillance in 2013. Privacy has thus become a sensitive topic
regarding the design of public displays. To gain some insights into
this vast research area, this section surveyed 68 publications on per-
sonalized public display systems by applying a novel categorization
scheme. This scheme comprises the two dimensions of (i) application
scenarios and (ii) personalization usage models, which proved to be
useful to derive the ndings of this survey.
This section also presented and discussed the most prominent appli-
cation scenarios, themost commonpersonalization usagemodels, the
most imminent privacy threats, and themost often used countermea-
sures. The section identiedmatches andmismatches between the ac-
tual coverage of application scenarios in the literature and the users’
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actual privacy demands. In the course of analyzing the personaliza-
tion usage models, future privacy-related research opportunities in
longitudinal andwalk-bypersonalizationwere identied. This section
also pointed out privacy threats that may be interesting to look at in
the future, i.e., repudiation and decontextualization, as there appears
to be little coverage so far. The section thenpresented a heatmapof 25
countermeasures that can be applied to each threat category. Even-
tually, the section discussed the research opportunities identied in
the course of the survey: remaining analyses of privacy threats (i.e.,
tampering and decontextualization) in particular application scenar-
ios (i.e., social grooming, demonstrating achievements, current and
past work processes, and planning and information overview).
7.6. Toolkits and Frameworks
According toDavies et al., “pervasive [public] display research is still in
its infancy” [62]. The temporal distribution of publications presented
as part of the survey conducted by Ardito et al. [15] further underpins
this claim: Prior to the year 2000, their classication schemematches
only 14 papers in total; between 2001 and 2014, however, even indi-
vidual years trump this number. This infancy is probably most no-
ticeable with regard to established research methodologies and tools:
Pervasive displays represent a young and exciting area of
research. Inmany areas of computer science there are well-
accepted research tools and techniques that are used to help
answer common research questions. [. . . ] For researchers in
pervasive displays, however, the choice of tools and tech-
niques is much less obvious—there are no widely accepted
test data sets, tools or techniques. —Davies et al. [62, p. 69]
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A number of researchers acknowledged this lack of tools and tech-
niques. They thus worked on generally applicable toolkits for public
displays that can be employed in various research projects. The re-
mainder of this section rst focuses on these (tangible) toolkits before
addressing (more theoretical) frameworks for public displays.
The iScreen toolkit introduced by Handte et al. [91] is designed to sup-
port researchers in developing display prototypes that involve touch-
centric applications. They found that researchers often had to cus-
tomize integrated computer systems and their software to accommo-
date the needs of a specic research scenario. This includes the design
of suitable user interfaces, “glueing together” various pieces of soft-
ware, e.g., databases and front-ends, as well as protective software, that
restricts access to functions provided by the operating systems, for ex-
ample. Consequently, their iScreen tooolkit “[. . . ] aims at minimizing
the development eort by providing a set of reusable building blocks
for interactive applications” [91] in a generic and extendable way. The
toolkit comprises various user interface components, e.g., a touchable
keyboard, an HTML browser, or a calendar viewer, and means of in-
teraction, e.g., a camera or Bluetooth connectors.
A similar approach are PuReWidgets as proposed by Cardoso and José
[45]. This toolkit comprises a set of widgets, i.e., user interface el-
ements, and services that handle the user input via multiple means
of interaction. The authors aim at “[. . . ] the creation of a program-
ming toolkit that developers can incorporate into their public display
applications [. . . ]” [45] just as they would when developing a web ap-
plication based on external frameworks or libraries. This is achieved,
for example, by providing a high-level abstraction layer that hides the
technical characteristics of a specic interaction technique, e.g., Blue-
tooth, from developers or researchers.
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The Proximity toolkit byMarquardt et al. [133] is built around the prin-
ciples of proxemic relationships between users and public displays.
Examples of such relationships would be the user’s distance and ori-
entation towards a display. Marquardt et al. note that though prox-
emic interaction appears to be a very common way of human be-
havior, “only few ubiquitous computing (ubicomp) systems interpret
such proxemic relationships” [133]. They found that one reason is
rooted in the technical diculties developers and researches experi-
ence while developing public displays that support proxemic interac-
tion: A plethora of sensors, interfaces, and APIs render the develop-
ment a challenging task. The Proximity toolkit supports this process
with its components, for example, “tracking plug-in modules,” a “vi-
sual monitoring tool,” or an event-driven application programming
interface. This way, the toolkit allows for rapid prototyping of public
displays that incorporate proxemic relationships.
The SenScreen toolkit by Schneegass and Alt [200] focuses on sensor-
enabledmulti-display networks. Comparable to the PuReWidgets and
the Proximity toolkit, SenScreen strives to encapsulate the technical
details of various sensor sources, e.g., Microsoft Kinect, in a high-level
API. The aggregated and enriched sensor data is distributed to multi-
ple clients, e.g., public displays, via a central server. This allowsmulti-
display networks to react appropriately to user input, for example, in
cases where “multiple applications access the same sensor on a display
or where games run across multiple displays” [200].
While the previously presented toolkits provide general means to de-
velopers and researchers of public display, the approach presented by
Dang and André [61], called Environs, aims at very specic application
scenarios: “multi-display environment applications supporting inter-
active real-time portals” [61]. Real-time portals show (parts of) a pub-
lic display and let users (remotely) interact with the content shown on
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the portal or the public display, respectively. Smartphones or tablets
may be manifestations of such real-time portals. As there are many
devices, resulting in various hardware as well as software specica-
tions, the authors identied the need for a homogenous development
environment. Their approach thus “helps developers and designers
focus on application and presentation logic” [61] rather than on indi-
vidual engineering issues.
The term framework is very often used in literature about public dis-
plays. Many publications refer to a frameworkwhen describing a gen-
eral (theoretical) structure. This section, however, focuses on those
publications that propose a concept, which is actually applicable to
other public display systems. The following subsections break down
the related work into four parts: (i) design, (ii) content, (iii) interaction,
and (iv) social connections. Each subsection presents corresponding
frameworks in more depth.
7.6.1. Design
The paper by Vogel and Balakrishnan about interactive public ambient
displays [231] is often cited in literature. This is probably due to the
fact that it is an early publication in the eld of public displays that
covers fundamental design aspects and introduces novel interaction
concepts. One example is the interaction framework, that is based on
four phases: (i) ambient display, (ii) implicit interaction, (iii) subtle in-
teraction, and (iv) personal interaction. This interaction framework
addresses “[. . . ] sharable, interactive public ambient displays that sup-
port the transition from implicit to explicit interactionwith both pub-
lic andpersonal information” [231]. In a prototypical implementation,
they present techniques for each interaction phase so that designers
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and researchers may employ these (partially futuristic) proposals for
user interfaces and means of interaction in their own projects.
Memarovic et al. propose “a layered framework addressing the mul-
tifaceted issues facing community-supporting public display deploy-
ments” [145]. As the title implies, this framework focuses on public
displays and is thus called P-LAYERS, which stands for “public dis-
play layers.” As most of the framework authors tend to evaluate their
research on public displays in deployment-based studies [7, 9, 50, 52,
143, 224], they regard themselves as versatile and experienced in that
context. To help other researchers and designers address the chal-
lenges that arise when deploying public displays “in the wild,” they
developed the ve-layered framework as depicted in Figure 7.4.
Figure 7.4.: The P-LAYERS framework as presented in [145].
The vertical arrangement implies a sequential process that should be
completed from bottom to top: (i) The hardware should “[. . . ] fulll
requirements and expectations, both from users and the researchers”
[145]; (ii) the system architecture should consider the interactivity and
durability of the deployment; (iii) the content should be suitable—also
technically—and stem fromappropriate sources; (iv) the system inter-
action should cover three questions about “where to place the display,”
“which level of complexity is appropriate,” and “how [. . . ] interac-
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tion [should] be triggered” [145]; (v) the community interaction design
should ensure that users “[. . . ] understand themeaning of the applica-
tion” [145]. The framework may thus “provide useful support for re-
searchers/practitioners by alerting them to the diverse range of issues
they are likely to encounter with the development, deployment, and
maintenance of public display systems that aim at simulating com-
munity interaction” [145].
The APEX framework presented by Silva et al. [206] is an approach to-
wards model-based rapid prototyping of ubiquitous environments. It
enables designers, researchers, and users to experience an envisioned
system in a 3D simulation. The framework is based on three com-
ponents: (i) the virtual environment, (ii) the behavioral component,
and (iii) the communication/execution. The underlying model of the
framework is based on aColored Petri Net (CPN). This way, the frame-
work allows for a very precise simulation of the ubiquitous environ-
ment. Yet, the creation of such a virtual environment may be a com-
plex task, e.g., modeling all involved devices, and may thus demand
toomuchof “average” designers or researchers. An opposite approach
is based on miniature models as proposed by Nakanishi [159]: Minia-
ture models of real locations are used to facilitate rapid prototyping.
However, not all relevant aspects of an ubiquitous environment can be
addressed in a miniature model, which is why the author suggests to
analyze a corresponding virtual model as well. This virtual model can
then be used, for example, to assess the ideal positioning of interactive
devices, while the miniature model can be used to eliminate discrep-
ancies between the virtual and the real space, e.g., optical attenuation.
The approachmay be subject to some limitations, as the virtualmodel
and the miniature model may lack realism. Additionally, in terms of
handiness, the system requires designers and researchers toworkwith
two models rather than just one.
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Calderon et al. [42] introduce RED—the Really Easy Displays frame-
work. Their approach employs web technologies, e.g., JavaScript, to
rapidly prototype multi-display applications. Though RED focuses
on the interoperability between multiple displays with regard to con-
tent and interaction, it “can be limiting for applications outside the
common scenario of a mobile device interacting with situated dis-
plays” [42]. Similar to some toolkits presented above (cf. PuReWidgets
[45], Proximity toolkit [133], or SenScreen [200]), RED aims at higher-
level abstractions of various data streams and interaction modalities.
Ardito et al. propose a three-part framework for “highlighting factors
of interest and organizing a systematic approach to the evaluation”
[16] of public displays: (i) environmental factors, “which consider the
physical location where the display is installed (e.g. city street, mu-
seum hall, fair, train station). These factors include how the display is
positioned in the environment, for example whether it is in a very vis-
ible location, in a crowded place, etc.” [16]; (ii) software factors, “such
as interface design, functionality, speed of processing” [16]; (iii) hard-
ware factors, “such as the technology adopted, screen size, screen ori-
entation (tabletop vs. wall screen)” [16].
7.6.2. Content
Rogers et al. [187] present BluScreen, an auction-driven approach to
content delivery on public displays. The framework focuses on ad-
vertisements, that can be targeted at individual users. The system is
able to identify users based on the presence of their Bluetooth devices,
e.g., smartphones. A comparison of dierent “bidding strategies” indi-
cated, that their approach surpasses other (basic) approaches andmay
successfully “predict the arrival and departure of users” [187]. Though
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BluScreen is specialized on advertisements, it could also be used to
eciently schedule other types of content.
PEACH is also concerned with individual content in a very specic ap-
plication scenario. It is a “framework for museum visits, focusing on
aspects where adaptivity is central” [216]. PEACH addresses mobile
devices as well as public displays with a set of interactive and adaptive
components, i.e., (i) animated agents, (ii) adaptively generated videos,
and (iii) generated post-visit reections. The authors focus on mo-
bile devices, appropriate user interfaces, and ways of inuencing the
autonomous decisions of the system for future museum visits.
Another approach to realize context-aware adaptation of display con-
tent is presented by Cardoso and José [44]. As mentioned in Sec-
tion 7.1, their framework uses digital footprints “to deliver ‘the right
information at the right time’ ” [44]. Footprintsmay comprise all traces
that users create while interacting with public displays, for example,
by pressing buttons or by simply being present at a certain location.
As public displays usually have a large screen—so that it is visible from
afar and may be used by multiple users at the same time—arranging
and exploiting the available screen real estate is an important task.
Theweb-based framework for spatiotemporal screen real estate management
as presented by Lindén et al. [130] addresses this task. It allows for
“[. . . ] dynamic partitioning of the screen real estate into virtual screens
assigned for multiple concurrent web applications” [130]. The frame-
work is used, for example, in the UBI-hotspots [164, 165, 166]. A special
characteristic of the framework is that it can only accommodate web-
based public display applications.
The framework presented by O’Neill et al. [168], see Section 7.4, fo-
cuses on showing private data, e.g., patient records, in public spaces—
hospital waiting areas in this case. They propose to treat users as citi-
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zens, as system designers are not able to anticipate who exactly would
use their system:
We may know little or nothing about the users of a pub-
licly available, large-scale pervasive system, but there are a
number of things we can know about citizens. Such infor-
mation includes citizenship rights, how citizens view public
systems (e.g. TV, public transport etc), and what type of ac-
cess to public systems citizens prefer or require.
—O’Neill et al. [168]
This notion of citizens demarcates the rst dimension of their frame-
work. The second dimension comprises three information spheres,
i.e., (i) public, (ii) social, and (iii) private spheres, cf. Section 7.4. The
third dimension of the framework consists of spaces, which are in line
with the dimension of information spheres: (i) “public spaces are open
to everyone,mainly because they usually belong to the community it-
self, e.g. a town square is a public space” [168]; (ii) “private spaces are
spaces controlled by an individual, which can be used inwhatever way
the owner sees t. Private spaces promote a sense of security and pri-
vacy, such as a bedroom or a toilet” [168]; (iii) “social spaces are those
spaces that are neither private nor public. Examples of such spaces
include homes, cars, hospital treatment cubicles etc.” [168]. Accord-
ing to O’Neill et al., this “framework will not design systems for us but
it will support us in making design decisions” [168].
Finally, theWE-BAT framework presented by Elhart et al. [74] addresses
the issue of scheduling interactive and conventional applications, such
as advertisements, on public displays in a reasonable way. Sometimes,
public display stakeholders require content to be shown in a particular
order or within a specic (temporal) context. Thus, Elhart et al. iden-
tied common scheduling constraints and other requirements that
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contribute to their framework. The framework also provides a for-
mal notation and an API that developers may employ to build future
modular web-based public display systems.
7.6.3. Interaction
The audience funnel as introduced by Michelis and Müller [146] is a
framework often referred to in literature on public displays. It con-
tains elements related to the design of public displays in general, see
Section 7.4, and elements that address the interaction between users
and public displays. The framework dierentiates between the six in-
teraction phases as follows: (i) “everyone who happens to be present
in a certain vicinity of a public display can be called a passer-by” [146];
(ii) “as soon as a passer-by shows any observable reaction to the dis-
plays, such as looking at it, smiling or turning his head, he can be con-
sidered a viewer.” [146]; (iii) “as soon as the viewer shows any signs of
movement that is intended to cause some reaction by the display, we
can call him a subtle user” [146]; (iv) “[. . . ] after some initial subtle inter-
actions users usually tried to position themselves in the center of the
display [. . . ]. Such a user can be called a direct user” [146]; (v) “many
users started to interact with the other displays after a phase of di-
rect interaction with one display. Such a user can be called a multi-
ple user” [146]; (vi) “[. . . ] many users conducted follow-up actions [em-
phasis added] after direct or multiple interaction. For example they
took photos of themselves or their friends while interacting with the
displays [. . . ]” [146].
The peddler framework proposed by Wang et al. [235] builds upon the
audience funnel by Michelis and Müller [146]. Wang et al. incorpo-
rate three additional aspects: (i) continuous, ne-grained proxemic
measures (e.g., the user’s distance and orientation), (ii) reacquiring the
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user’s interest after phases of waning attention, and (iii) attentional
states, that relate to the user’s short-term interaction history. The ob-
jective of the peddler framework is “to lead the passerby into a more
attentive stage” [235]. This objective is aligned with the AIDA strategy,
i.e., to attract attention, maintain interest, create desire, and lead cus-
tomers to action [235]. Thus, the most apparent dierence to other
approaches is, that the peddler framework “models the display’s goals
as opposed to the user’s goals” [235].
The crossmodal display framework, as used in CrossFlow and Cross-
Board, by Cao et al. was already described in Section 7.2. However,
with regard to interaction, this framework allows multiple users to
interact in parallel since it draws on the users’ smartphones for indi-
vidual information delivery. Furthermore, the authors emphasize the
importance to balance the visibility of a public display and the ease of
accessing the shown information. Thus, CrossFlow and CrossBoard
make use of crossmodal cues to point out relevant information to in-
dividual users of public displays in an easily perceptible manner.
Another approach, also based on personal mobile devices, i.e., smart-
phones, is BlueTone as proposed by Dearman and Truong [69]. Blue-
Tone uses audio transmissions via Bluetooth to control public dis-
plays. The authors identied their system to be vulnerable to spoof-
ing, as attackers couldmanipulate the hardware components and pre-
tend to be the public display. Users would then send (personal) data
to the attackers rather than to the actual public display. Nevertheless,
BlueTone is designed as “[. . . ] a framework that supports opportunistic
interaction with public displays using any Bluetooth enabled mobile
phone” [69]. Dearman andTruong focus on this type of interaction, as
it allegedly allows for remote multi-user interaction without the need
of dedicated software on the users’ smartphones.
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The ContentCascade is an interactionmethod based on the content ex-
change framework presented by Raj et al. [184]. It allows to transfer
short summaries of contents from public displays to the users’ smart-
phones. This way, the system may help users to remember the seen
information when reading the summaries later on. Users trigger the
information transfer either explicitly, e.g., by clicking buttons, or im-
plicitly, by hovering in front of the public display, for example.
The framework introduced by Baldauf et al. focuses on “the camera-
based control of large markerless displays through smartphones in
real-time” [19]. Similar to the crossmodal display framework, Blue-
Tone, or the ContentCascade, this interaction method is also based
on smartphones. The framework incorporates fundamental aspects
of augmented reality (AR), as it uses them to overlay virtual buttons on
top of live video footage of public displays. Users may thus use their
smartphones as a Magic Lens [28] to augment their visual perception
of such displays. For example, this framework allows users to press
buttons on their smartphones rather than on the public display itself
to trigger actions. This way, the framework allows for remote inter-
action of multiple users in parallel. Similar to SenScreen [200], Envi-
rons [61], and RED [42], Baldauf et al. designed their framework to be
applicable in multi-display networks.
This subsection presented an overview of related work with regard
to interaction frameworks. Apparently, researchers have an inclina-
tion to use mobile devices, e.g., smartphones, to facilitate interaction
between users and public displays. As Dix and Sas note, “it is increas-
ingly rare to nd someone without a mobile phone [. . . ]” [73]. Dix
and Sas thus looked at possible synergies and opportunities of this
frequent combination of smartphones and public displays. They pro-
pose a framework that can be “used to analyse potential issues, prob-
lems and requirements in particular those involving conicts between
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individual interaction and ‘audience’ experience, where the audience
includes passers-by and bystanders around the public screen” [73].
Their framework analyzes existing design spaces and also contributes
their own design space, which partially draws on concepts introduced
above, e.g., the notion of spaces by O’Neill et al. [168]. Furthermore,
their framework presents two design strategies: (a) to hide personal
interaction on the one hand side and (b) to expose interaction on the
other hand side.
The rst one is especially interesting in terms of privacy as “one of the
most obvious uses of the personal device is simply to use it to display
parts of the content or interaction that we do not wish others to see
for reasons of privacy or intrusion” [73], cf. Table 7.9. Additionally,
this design strategy can be used to (a1) avoid information overload,
(a2) reduce resource conicts, (a3) restrict content, and to (a4) weave
“personal choice into public schedule” [73]. The second design strat-
egy is to “deliberately expose the eects of individual interaction” [73].
This strategy may help to (b1) negotiate control, (b2) select the audi-
ence, (b3) ensure accountability and auditability, as well as to (b4) cre-
ate enticement and engagement, which is similar to (b5) creating an
experience or performance that can be perceived (and possibly en-
joyed) by others.
7.6.4. Social Connections
As their name implies, public displays are usually installed in places
that are accessible to a broader audience, e.g., shopping malls, civic
centers, or airports. Naturally, people are likely to interact with each
other in such places—either explicitly or implicitly. Some researchers
thus analyzed aspects of public displays with regard to, for example,
social awareness, sparking conversation, or increase social cohesion.
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In doing so, many publications focus on one specic research objec-
tive or one particular implementation rather than on a generic frame-
work for social connections:
PlasmaPlaces [56], and in particularCHIplaceorCSCWplace, as presented
by Churchill et al., is a large web-based public display, designed to
raise people’s awareness of activities in online communities in real,
physical places. Their system is designed to spark and foster inter-
action between participants of scientic conferences. They identied
two main principles that support this objective: (i) “cooperation is the
main behavioral intent that must be supported” [56]; (ii) “identity and
social interaction are key elements underlying cooperation” [56]. Ac-
cording to their work, “these two elements can be supported via so-
cial, technical, and socio-technical means” [56]. PlasmaPlaces allow
users to quickly navigate within the available content that has been
collected from various sources, e.g., websites or blogs. After browsing
the content, the system also encourages users to perform follow up
actions (cf. the audience funnel in Figure 7.1) by pointing at further
community resources. Churchill et al. also present general ndings
with regard to the social surroundings of public displays: (i) “People
respondpositively to faces andother indications of communitymem-
ber identity, including names and contact information” [56]; (ii) “peo-
ple are attracted to large central displays as a focus of attention” [56].
Similarly, the Proactive Displays introduced byMcDonald et al. [141] or
the IntelliBadge presented by Cox et al. [60] facilitate social exchange
among conference attendees.
Besides these application scenarios, which are rooted in a scientic
context, there is also research about the social characteristics of pub-
lic displays in other domains. MobiComics [131], for example, is de-
signed to stimulate social interaction between people, who collab-
oratively work on a comic strip. A eld study showed that Mobi-
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Comics actually managed to spark interaction between users, while
it also raised concerns about the users’ privacy at the same time. My-
Position [230] is supposed to initiate civic discourse opportunistically.
Just like MobiComics, the system was also evaluated in a eld study:
Apparently, users actually prefer that others can see how they vote,
since this may help to engage a debate. Yet, this result likely depends
on the individual application scenario: People might be more con-
servative when casting a ballot on presidential elections, for example.
Finally, Böhmer andMüller propose social signs [32], an approach that
envisions public displays to autonomously draw on information from
social networks and to visualize this information. This way, the pub-
lic displays would be able to highlight unexpected or opportunistic
links between passersby, which could, in turn, increase social cohe-
sion. According to an online survey, most users would prefer to pub-
licly show their real names, their interests, their contact options, and
friends they have in common with other users. Yet, their study also
points out that some participants raised serious concerns about their
privacy: “Interestingly, the participants’ free text answers do not cor-
respond with our quantitative data. Most of them negatively criticize
the social signs due to privacy and security” [32]—this supports Nis-
senbaum’s observation of an apparent paradox of people’s demand
for privacy, cf. p. 76.
Besides these publications, that are concernedwith specic public dis-
play installations, there is also research on more generic frameworks
with regard to social connections. The remainder of this subsection
presents two examples. Brignull and Rogers [38], for instance, pro-
pose a framework that provides design implications for interactive
public displays. Their work draws from the opportunistic observa-
tion that most passersby apparently hesitate to interact with public
displays, due to, e.g., social embarrassment. Their approach strives to
mitigate possible (social) barriers and to encourage passersby to inter-
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act. The framework by Brignull and Rogers has been implemented
in a prototype called Opinionizer [38]. As mentioned in Section 7.4,
Brignull and Rogers introduce three activity spaces around public dis-
plays. In their conceptual framework, they point out that it is vital to
support people in transitioning between these activity spaces: “In par-
ticular, in crossing the threshold from peripheral to focal awareness
activities (e.g. from chatting to someone on the other side of the room
to deciding to move within view of the display to have a better look),
people need to be motivated” [38]. Eventually, the framework sug-
gests to present these ve key characteristics of an interactive public
display to potential users in a direct and intuitive way: (i) “how long an
interaction takes” [38]; (ii) “what they will get out of it” [38]; (iii) “what
steps are involved” [38]; (iv) “if it will be a comfortable experience”
[38]; and (v) “if there is a quick let out, where they canwalk away grace-
fully, without it disturbing the ongoing public activity” [38].
Memarovic et al. introduced the conceptual framework of Interacting
Places [144]. The framework focuses on “challenges and possibilities
for networked public display applications that aim at” [144] stimulat-
ing community interaction and place awareness (CIPA). Therefore, it
concentrates on four design aspects: Firstly, (i) content providers are
comparable to the stakeholders proposed by Alt et al. [5, 7, 8], see Sec-
tion 2.2.1. Besides content generated by people, for example, social
network posts, the denition by Memarovic et al. explicitly includes
content generated by services, such as weather forecast websites. Sec-
ondly, the aspect of (ii) content viewers includes the three categories
of unknown group of people, known group of people, and individ-
uals. Thirdly, the distribution of any kind of information is, accord-
ing to Memarovic et al., always delivered through (iii) communication
channels. Their notion of such a communication channel is driven
by a technical understanding as they refer to, for instance, e-mails
or instant messaging. The framework further dierentiates between
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inclusive and exclusive channels. The rst type of channel is “open-
for-everyone” [144], while the latter typemay be used, for example, to
deliver directed messages to specic recipients. In both ways, content
can be either targeted at people, e.g., individual users, or places, for
example, an entrance hall. Finally, an (iv) awareness diusion layer “de-
scribes how community awareness building happens both explicitly,
i.e., through content tailored towards a specic audience, and implic-
itly, by observing output for other people” [144]. To further underpin
this last (possibly abstract) design aspect, Memarovic et al. present the
following example:
[. . . ] While foreigners might not be able to understand that
“Barca” refers to a football club, or even a sports club al-
together, they might still realize that its community is very
active in a place due to the number ofmessages posted bear-
ing the “Barca” logo. Similar implications may be drawn
from the artwork and typography associated with the com-
munication: a visitor to a bar may not understand who is
posting what on a screen, but might perceive the design as
either very professional or very homely, thus getting a sense
for a very professional or very caring community, respec-
tively. —Memarovic [144]
Based on these four design aspects, the conceptual framework pre-
sented by Memarovic et al. may be used to analyze existing public
display systems with regard to social connections, as well as to sup-
port the design of future installations.
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8 Summary
This part laid out the scientic foundation of the thesis. Chapter 5 ex-
plained the design and use of the applied descriptive as well as exper-
imental researchmethodologies, see Table 5.1. Key concepts in public
display systems were presented in Chapter 6. There, the rst section
emphasized the importance of a common understanding of the term
context. Accordingly, the denition used throughout this thesis was
presented and located within related work. The next section exam-
ined existing notions of privacy. “One point on which there seems to
be near-unanimous agreement is that privacy is amessy and complex
subject” [161, p. 67]. Yet, it is important to establish a common ground
and understanding for further analyses and discussions, as presented
in the course of this thesis. Furthermore, a naive approach to pri-
vacy based on a public/private dichotomymay be unsuitable in most
public display application scenarios. To present more nuanced ap-
proaches to privacy, the section introduced Solove’s taxonomy of pri-
vacy [212] and Nissenbaum’s framework of contextual integrity [161].
Finally, the section tried to debunk the often used “I’ve got nothing to
hide” argument by showing that privacy is a substantial component of
people’s everyday life, because it allows them to act and evolve freely
while their individual personality remains untouched.
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The following section explained the term personalization by locat-
ing it within related work, highlighting dierent design perspectives,
and presenting possible sources of personalized data. The subsequent
section presented design aspects of public displays while considering
hardware as well as software components. The section also looked at
established (design) models in general and pointed out that there are
no such commonly accepted models with regard to public displays.
The next section introduced the concepts of threats, threat models,
and countermeasures. In the course of this section, the seven threat
categories addressed by STRIDED* were presented and explained.
STRIDED* is the privacy threat model that constitutes the rst sci-
entic contribution (C1) of this thesis.
Chapter 7 located the key concepts dened in the previous chapter
within related work. Section 7.1 presented examples of context-aware
public display systems. While presenting existing publications on pri-
vacy, Section 7.2 highlighted the fact that though privacy is regarded
as important and valuable in theory, the general public appears to feel
indierent about it at best. This ostensible paradox or contradiction
should be considered when designing privacy-preserving personal-
ized public display systems. The next section highlighted dierent
aspects of personalizing public displays and presented the personal-
ization usage model as proposed by Davies et al. [64]. The follow-
ing section discussed publications concerned with the design of pub-
lic displays. At the beginning, it referred to publications identifying
and addressing particular challenges that arise when designing public
display systems. This is followed by a comprehensive overview of ex-
isting design considerations, design spaces, and design analogies, such
as the audience funnel or the honeypot eect, for example. The sec-
tion concluded with the “taxonomy of visual display-based activity in
oce spaces” as presented by Perry and O’Hara [183].
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Section 7.5 presented another major contribution of this thesis: an
extensive literature survey. The survey comprised 120 publications
between the years 2000 and 2014. The results provided new insights
into two domains: (i) the distribution of application scenarios and the
types of personalization being applied; and (ii) the distribution of pri-
vacy threats as well as proposed countermeasures. The survey was
based on a novel classication scheme based on established concepts;
the scheme proved to be valid and useful to derive the ndings. With
regard to public displays, the results highlighted (i) most prominent
application scenarios (e.g., quick reference), (ii) most common per-
sonalization usage models (e.g., active personalization), (iii) most im-
minent privacy threats (e.g., information disclosure), and (iv) most of-
ten used countermeasures (e.g., to use a 2nd device). Additionally, the
list of existing countermeasures was also presented as a heat map. For
each STRIDED* privacy threat, this heatmap allows designers and re-
searchers to quickly nd the countermeasure, that has been usedmost
frequently—and that may thus be most suitable.
Chapter 7 concluded with an outlook of existing toolkits and frame-
works. This outlook was subdivided into four parts, each focussing
on (i) the design of public displays, (ii) the composition of shown con-
tents, (iii) the usage of interaction modalities, and (iv) the potential of
social connections. Section 7.6 points out that “pervasive [public] dis-
play research is still in its infancy” [62] and that “there are no widely
accepted test data sets, tools or techniques” [62] for researchers focus-
ing on public displays. This further emphasizes the signicance of the
third scientic contribution (C3) of this thesis, i.e., a process integra-
tion that comprises a methodology and tools to support the design,
prototyping, and evaluation of privacy-preserving personalized pub-
lic display systems: C3 and the other presented toolkits or frameworks
may catalyze future public display research and designs.
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9 Challenges
As explained in Section 7.4, research on public displays is a young dis-
cipline. This unfortunately implies that researchers may not resort
to established methods, models, or tools. Davies et al. [62] suppose
that the lack of a model for public displays is one reason for why re-
search on public displays remains challenging. The results of the ex-
tensive literature review presented in Section 7.5 allowed to identify
common design challenges that may serve a rst approach towards
such amodel for public displays. The relatedworkwas clusteredman-
ually according to the focus of each publication: Aspects that were
portrayed as challenges, issues, or central points were extracted, con-
solidated, and nally used to derive the eight challenges described in
Sections 9.1–9.8. As public display systems consist of at least two com-
ponents, i.e., software and hardware, it is vital that a holistic model
accounts for both components, cf. Section 6.4.
Naturally, this list is not nal, as further challenges may exist. How-
ever, it likely includesmajor aspectswith regard to the design of public
display systems. Future workmay extend this rst approach towards a
more comprehensivemodel for public displays. Section 7.6 presented
existing toolkits and frameworks that support the design process of
public displays systems. However, some of the challenges identied
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by themodel presented below are only partially addressed. This thesis
thus proposes a particular process integration (C3), see Section 10.3,
as an attempt to bridge this gap.
Finally, the challenges presented in the remainder of this chaptermay
contribute to an understanding of the context of a public display sys-
tem, cf. Section 6.1. Each challengemay be regarded as a dimension of
a design space that guides the process of identifying “any information
that can be used to characterise the situation of an entity” [72]: This
open and inclusive denition of context by Dey may be ambiguous
or of no avail in some situations. Designers of public display systems,
for example, could thus use the challenges as a guide. With regard to
Nissenbaum’s (social) notion of context as introduced in Section 6.1,
the challenges may also contribute to her framework of contextual
integrity: Dynamic environmental factors (see Section 9.4), user ac-
ceptance (see Section 9.7), and legal constraints (see Section 9.8) may
have an impact on her context-relative informational norms.
9.1. Situatedness
Public displays are always situated in a certain location [65]. Ojala
et al. emphasize that it is key to pinpoint ideal locations: “We have
discovered that location is central to the way people use [. . . ]” [164]
public displays. Likewise, Davies et al. note that “in addition to tai-
loring content to specic users, considerable value can be obtained
from ensuring displays evolve to provide content appropriate to their
situation. Ensuring the appropriateness of displays [. . . ] is a key chal-
lenge” [62]. Other publications second this opinion, e.g., Huang et al.
[98], Snowdon and Grasso [211], Alt et al. [8], or Perry and O’Hara
[183]. Clearly, the situatedness of public displays denes their physi-
cal location, but in most cases it also impacts the shown contents and
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oered services. For example, public displays installed at train sta-
tions usually show content related to rail trac, such as arrival and
departure times, or their contents are designed to entertain waiting
passengers. This characteristic constitutes a signicant advantage of
public displays over location-based services on personal devices such
as smartphones, for example. While such versatile devices may be
used in a plethora of scenarios by installing according apps, they may
also have some downsides.
Firstly, users have to be made aware of the (per se invisible) location-
based services, especially in case of rst time users, as their smart-
phones may not be congured yet. Moreover, users may refrain from
installing and using dedicated apps or applying special congurations
for various reasons, such as technical inexperience or potential costs,
like roaming fees, for example. Secondly, information provided by
a smartphone is not available instantaneously: Users have to take out
their smartphone, turn it on, enter a code to unlock it, nd and start
the corresponding application, wait for the application to load, and
nally navigate within the application to nd to the desired informa-
tion. Thirdly, the use of smartphones may be inappropriate or im-
possible in some situations, for example, when performing religious
acts [90] or due to insucient network coverage in subway stations or
remote rural areas [223, 224].
Often, prototypes of public displays have to be deployed at the in-
tended locations to truly analyze the situatedness of the nal system.
Such eld studies have certain advantages, for example, a high eco-
logical validity [12, 71], but also some drawbacks [71]: (i) The context
and conditions are not as controllable as in a lab, especially in terms
of repeatability; (ii) deployments require robust prototypical imple-
mentations that may operate independently for a certain period of
time [217]; nally, (iii) there may be organizational overheads, such
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as the need to transport the apparatus andmaterial—including devel-
opers, users, or study participants—to the deployment site. Instead of
eld studies, designers and researchers may resort to lab-based eval-
uations. Yet, this approach also has some disadvantages to it, for ex-
ample, the lack of realism, especially with regard to environmental or
societal aspects [71]. As suggested by Delikostidis et al. [71], the indi-
vidual optimum may lie somewhere in-between both extremes. The
challenge is thus to strike a balance.
With regard to the physical location of such displays, designers may
ponder dierent options to optimize the ow of huge crowds, espe-
cially in case of an emergency. The EyeCanvas [57] project compares
public displays in semi-public locations with installations in an open
community space. It also discusses the process and importance of
nding an appropriate installation site. The GAUDI system is an in-
door navigation system based on small public displays that are aware
of their individual location and may react accordingly if relocated.
[117, 119]. The PEACH project [216] provides historic information to
museum visitors according to their location within the exhibition.
SPAM [50] carefully integrates the location of the display in the de-
sign process, as the system may display sensitive patient data. The
situatedness of a public display is also addressed by the APEX frame-
work [206], the miniature models by Nakanishi [159], the concept of
digital footprints by Cardoso and José [44], the information spheres
by O’Neill et al. [168], PlasmaPlaces [56], and MyPosition [230].
9.2. Form Factors
As diverse as the application scenarios for public displays are the form
factors that go along with that diversity: Their sizes range from small
watches—actually used as public displays [179]—to huge facades [82].
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The latter ones may be so large, that users may not perceive the en-
tire display at once. The results of the eld study performed byHuang
et al. [98] indicates that “[. . . ] people seemed to linger at smaller dis-
plays for a longer period of time” [98]. Their results also provide some
insights with regard to interaction and privacy:
The use of a smaller display may also create a more pri-
vate or intimate settingwithin the greater public setting that
leads a viewer to feel less exposed and therefore encour-
ages a longer interaction and greater comfort with displays
within a public space. —Huang et al. [98]
Consequently, the form factor should match the particular applica-
tion scenario to optimize the experience for the user. A public dis-
play, for example, that should be used by multiple users in parallel
to browse photos should probably be larger than a regular desktop
monitor. Small displays may, however, provide some privacy when
handling sensitive personal data. Hence, the challenge is to carefully
dene the form factor as early as possible, in particular as this phys-
ical characteristic may not be changed easily in subsequent research
or design phases.
The CityWall [180] analyzes the inuence of the size of the system on
the audience’s interactional behavior. The design of the WrayDisplay
[222] incorporated the opinion of actual users about their preferred
form factors. From a slightly dierent perspective, SPRIOS [185] as
well as the approach by Brudy et al. [40] use varying (virtual) screen
sizes to enhance the user’s privacy and to protect sensitive personal
data from the glances of passersby. With regard to frameworks, the
APEX framework [206] addresses this challenge, as well as the minia-
ture models by Nakanishi [159] and the evaluation framework pro-
posed by Ardito et al. [16].
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9.3. Fixed Environmental Factors
Storz et al. [217] present a number of lessons learned from three long-
term deployments of public display systems. The summary of one
lesson is that “environmental challenges can be signicant” [217] and
that one should “never underestimate the impact of environmental
factors on a deployment” [217]. These factors include, for example,
objects such as furniture, vegetation, or buildings. Fixed environ-
mental factors are thus closely related to the rst challenge addressing
the situatedness of public displays. The emphasis, however, is dier-
ent: While the rst challenge focuses on the purpose of the display
in terms of content and services, this challenge points to the relation
to and possible issues with existing physical objects, cf. the evalua-
tion framework by Ardito et al. [16] as presented in Subsection 7.6.1.
For example, with regard to large-scale public displays, such as media
facades, there may be a sweet spot [176] due to technical or architec-
tural constraints. It is paramount to locate this sweet spot as early as
possible in the design process, so that it will not interfere with other
xed environmental factors, e.g., buildings or streets. Besides media
facades, Huang et al. [98] suggest that this challenge also applies to
other public displays:
[. . . ] The vast majority of large displays in public areas were
designed [. . . ] with less an a focus [sic] on how people would
bemoving within a space and how other activities within or
aspects of the spacemight aect use of the display. [. . . ] The
ultimate position and context of the display should be taken
into account during the design phase. —Huang et al. [98]
With regard to interaction, the analysis of xed environmental fac-
tors is also recommended to guarantee the accessibility of means of
interaction, e.g., keyboards or touchscreens, as they might be blocked
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by other objects. Accordingly, Memarovic et al. claim that “the loca-
tion and exact placement signicantly aects how users approach and
interact with a display” [145]. In a similar vein, Huang et al. suggest
to consider “how the surrounding environment can be designed or
taken advantage of to draw attention to the displays” [98]. It may be
challenging, however, to dene which xed environmental factors are
relevant and which might be neglected. Furthermore, it may be di-
cult to incorporate the identied factors appropriately in research or
design processes.
During the evaluation of the MobiDic public display system, Müller
et al. [153] reported on the observation that other objects, such as
kicker tables, could prevent passersby from using displays. In con-
trast to this, Steinberger et al. [215] exploit the xed environmental
factors that their public display voting system is exposed to in order
to foster user interaction. Further projects that consider other envi-
ronmental factors are, for example, MyPosition [230] (columns that
people tend to gather around), Proactive Displays [141] (coee tables
that conference attendees grab beverages at), or the Opinionizer [38]
(a bar ensuring a constant ow of people looking for beverages). Some
frameworks also address this challenge, for example, theAPEX frame-
work [206], Nakanishi’s miniature models [159], or PEACH [216].
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9.4. Dynamic Environmental Factors
External factors such as passersby, time of day, or the weather [164]
may induce eects on public displays. Which factors to account for in
particular may depend on the specic application scenario at hand.
Weather also aects [. . . ] use, even indoor[s] [. . . ]. After
mapping our logs of average daily temperatures andweather
conditions (sunny, cloudy, raining, snowing), we found that
sunnier and warmer days correlate with higher [. . . ] use in
terms of screen touches, services launched, and user inter-
action time. Our correlation analysis attributes about 10per-
cent of use variation to changes in ambient temperature
alone, discarding other variables such as time of day, day
of the week, or even location. —Ojala et al. [164]
The essence of this challenge may already be apparent: It may be de-
manding to identify all relevant factors and integrate them reasonably
in research or design processes. Due to the ever increasing plethora of
sensing devices and means of interaction, it is impossible to present a
comprehensive list of available technologies. This section may rather
provide some examples to indicate the breadth of this challenge.
Manypublic displays react to the user’s position or orientation in front
of the system. Some design models presented in Section 7.4 also in-
tegrate this concept, cf. the subtle interaction phase of the audience
funnel by Michelis and Müller [146]. A very common approach taken
by many researchers is to turn the user’s smartphone into a versatile
tracking device. In most cases, technologies such as Bluetooth, WiFi,
or NFC are used to sense the users, see [6, 108, 138, 140, 203], for ex-
ample. Frequently, the raw data about the user’s presence is enriched
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by additional logic in order to make sense at a higher level: The ap-
proach based on adaptive user proles as presented by Alt et al. [6], for
example, tracks the user’s position and aggregates this information
with additional data, such as point of sale visits, public display views,
event ratings, and coupon redemptions to draw further conclusions.
Similarly to this project by Alt et al., there are other systems that sense
and respond to individual users. The Proxemic Peddler byWang et al.
[235], for example, is built around the notion of proxemic interaction
and reacts to implicit as well as explicit user behavior. In contrast to
this, the approach proposed by Kurdyukova et al. [122] deliberately
ignores individual users, but rather analyzes and reacts to groups of
people. The authors underpin their design decision with the plausible
assumption thatmost public displays are installed in prominent, well-
frequented places. It is hence less likely that individual users will be
in the vicinity of the public display, but rather aggregations of people.
Someprojects use the sensor data to infer information about approach-
ing, viewing, and leaving users in order to implement privacy. SPIROS
[185] and the approach entitled Is Anyone Looking? [40], for example,
adapt the content shown to individual users as soon as additional users
appear. This way, these systems lower the chances for third parties to
cast glances at the possibly sensitive data of individual users.
Besides the frameworksmentioned above, there are also other frame-
works that account for dynamic environmental factors: PEACH [216]
adapts video presentations shown to visitors of en exhibition to their
individual preferences. Additionally, the system generates personal
“post-visit summaries that reect the individual interests of visitors
as determined by their behavior and choices during their visit” [216].
Theweb-based framework for spatiotemporal screen real estateman-
agement presented by Lindén et al. [130] dynamically adjusts the ar-
rangement of screen content according to the number of active users.
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9.5. Mobile Devices
A large body of research focuses on combining public displays and
mobile devices, ranging from custom devices [46] to smartphones
[15], for example: “As inherently personal devices,mobile phones pro-
vide an interesting complement to the public and shared nature of
public displays” [106] as found by José et al. This strand of research
decomposes into at least two areas: implicit and explicit interaction.
In terms of the former one, mobile devices are frequently used to
adapt public displays to the user’s location or behavior. Section 9.4
presents multiple examples of such systems. Besides implicit control,
some research projects also employ the user’s mobile device as an im-
plicit information storage, see the Notication Collage [87], for exam-
ple. This system allows users to retrieve information distributed by a
public display anywhere at an arbitrary point of time.
Similarly, research on explicit interaction between public displays and
mobile devices can also be subdivided into controlling and receiving.
Using smartphones, for example, to control public displays may have
some advantages over other means of interaction: Firstly, users are
familiar with mobile devices. For example, most people use their
smartphones frequently on a daily basis, i.e., about 60 minutes per
day [31, 73]. Secondly, display systems relying on this means of in-
teraction do not have to expose public interfaces, such as keyboards
or touchscreens, that may be subject to vandalism or may raise hy-
giene concerns. Thirdly, other means of interaction, e.g., gestures or
voice control, may induce privacy issues. It may be inappropriate,
for example, to have users enter sensitive data, e.g., passwords, by us-
ing salient gestures or their voice—both easily observable. The use
of personal mobile devices, as proposed by De Luca and Frauendi-
enst [67], for example, may thus alleviate the threat of information
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disclosure. Looking at these advantages, it appears natural that nu-
merous research projects let users explicitly control public displays
[20, 33, 131, 218] or media facades [34, 30, 83] via mobile devices.
Finally, users may use these devices to explicitly receive information
provided by public displays. The Rotating Compass, CrossFlow, or
CrossBoard, for example, issue tactile cues that convey navigational or
spatiotemporal information to the user. Multipleye [169, 172] is based
on the concept of visual multiplexing. Users can use their smart-
phones as a demultiplexer to select which information to show and
to access personalizedmultimedia content on public displays concur-
rently. Similarly, QR codes can be used to let users receive data by vi-
sual means only [58, 176, 172]. With regard to privacy, mobile devices
may also be benecial when receiving sensitive data from public dis-
plays. The approach presented by Berger et al. [26], for example, uses
wearable devices to let users securely receive sensitive data that has
been scrambled in the original content shown on the public display.
Despite these advantages, the interaction and communication between
public displays and mobile devices appears particularly challenging
due to two reasons: (i) The communication stack that is required to
facilitate the actual interaction, e.g., via WiFi or Bluetooth, adds some
extra complexity to the software system and the user interface; (ii) the
great diversity of mobile devices, in terms of, e.g., various operating
systems and screen sizes, canmake the testing process a daunting task.
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9.6. Multi-Display Networks
Multi-display networks introduce unique challenges to researchers as
well as designers [65, 217, 225]. In contrast to single displays, for ex-
ample, multi-display networks oer an extended set of possibilities: If
the system ensures continuity and synchronicity between all attached
displays, users may benet from a continuous experience throughout
a building, such as a museum [216] or a shopping mall [65], for in-
stance. Testing these large scale deploymentsmay be time consuming
and expensive, as deploying and updating the numerous installations
can take a signicant amount of time. Moreover, the acquisition as
well as the maintenance and management costs for display networks
can also be a major roadblock [217].
An early system based on networked public displays in an oce en-
vironment is UniCast, GroupCast, and OutCast [139]. The system spans
multiple application scenarios. For example, users may specify their
preferences, e.g., hobbies or other topics of interest, by using personal
UniCast displays; the GroupCast displays then show common inter-
ests of co-workers closely located to the display in order to spark con-
versations and foster social contacts.
In the following years, researchers looked at large-scale deployments
of multi-display networks. Storz et al. [217] report on their experi-
ences with three long-term public display systems, known as the e-
Campus system. They compiled a list of “learned lessons” that may
help other researchers or designers in implementing similar systems.
In particular, they point out that (i) “deployments are costly” [217],
(ii) “environmental challenges can be signicant” [217], (iii) mainte-
nance eorts should not be underestimated, and (iv) “content is king”
[217] at the same time as (v) “content is expensive” [217].
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The UBI-hotspots constitute another renowned long-term public dis-
play deployment [165, 166]. Ojala et al. [164] also mention the fact
that suchmulti-display networks occasion costs, e.g., formaintenance,
which the project needs to cover in some way, for example, by fol-
lowing their approach of showing paid advertisements. Furthermore,
they stress the importance of carefully choosing the location of each
display within the network, see Section 9.1. In particular, they point
to eects induced by the weather—even for indoor installations—and
the corresponding social milieu.
Davies et al. [64, 65] present a privacy-aware public display network
called Tacita. This system is built around the notion of trust rela-
tionships. The idea is that users do not have to trust an uncountable
number of display providers, but rather rely on trust relationships
established between them and particular application providers. The
authors argue, that this way, people would be more likely to accept
multi-display networks and make use of them. To further support
their case, Davies et al. [65] provide two example application scenar-
ios that outline the envisioned benets of interconnected pervasive
displays. However, it remains arguable whether users would actually
feel more comfortable with trusting application providers than dis-
play providers: In the aftermath of the Snowden revelations in 2013,
manyusers have becomemore skeptical in general when asked to pro-
vide private or sensitive information to computer systems. Moreover,
Tacita does not account for compromised network infrastructures.
Some frameworks also address the challenge of multi-display net-
works: PEACH [216] strives to provide visitors of a museum a con-
tinuous and homogeneous experience throughout an exhibition; the
fth phase of the audience funnel [146], i.e., multiple interaction (see
Section 7.4) is based on results gathered in eld studies:
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In a signicant number of cases, after exploring the interac-
tion with one screen, users went on to also explore the dif-
ferent eects shown on other screens. For example, when
they had passed a rst screen without stopping and then
started interaction at the second or third screen, they went
back to the rst screen and started interaction there. Many
users repeated this until they had explored all [. . . ] screens.
—Michelis and Müller [146]
9.7. Acceptance
Public displaysmay be either exposed to the general public on the one
hand side or dedicated audiences on the other hand side, depending
on the particular installation site, see Section 9.1. To increase the ac-
ceptance of public displays within a social milieu, it may be bene-
cial to let the people concerned participate in early design processes.
For example, they could determine well-suited locations or contents
[75, 164, 222]. Accordingly, Alt et al. [12] found that user acceptance is
one of “the most popular questions researchers tried to answer” [12]:
Often used in early stages of the development process, the
user acceptance investigates users’ motives and incentives
to interact with a display. It can be assessed qualitatively
based on subjective feedback, e.g., in focus groups to collect
the target group’s view and concerns [11] or quantitatively
based on questionnaires [23]. —Alt et al. [12]
Based on the MobiDic shopnder system, Müller et al. [153] analyzed
which factors may inuence the user’s acceptance of public displays
in two eld studies. In particular, they looked at these factors: (i) so-
cial contexts, (ii) privacy demands, (iii) the visibility of the displays,
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and the combined use of (iv) mobile phones. Memarovic et al. con-
ducted a eld study to explore the acceptance of autopoiesic content,
i.e., “self-generative content that is automatically created by match-
ing local context informationwith regular scheduled information into
content that is highly localized” [143]. With regard to privacy, Schmidt
et al. state that “user acceptance of technologies that invade privacy is
strongly correlated with the perceived value” [199]. Davis [66] iden-
tied two factors to have a major impact on people’s acceptance of
(software) systems: (i) perceived usefulness or “performance gains”
[66], and (ii) “beliefs about performance” [66]. Based on Davis’ work,
Huang et al. [100] designed and evaluated theMERBoard. Their eval-
uation indicates that a third factormight be of relevance: appropriabil-
ity, i.e., people’s competence to gauge whether a public display would
be “the right tool” to work on a specic task.
In conclusion, study results emphasize the importance of obtaining
the acceptance of all stakeholders, see Subsection 2.2.1, to built suc-
cessful public display systems [105, 221]. While this may particularly
apply to users, other stakeholders should not bemissed. Display own-
ers or space owners, for example, may require public displays to show
content based on specic scheduling rules [74]. They could thus be
more likely to accept systems that cater for this particular need. Simi-
lar to the rst challenge, see Section 9.1, however, this may be dicult:
Assessing the user acceptance likely requires actual (prototypical) sys-
tems to be deployed at the actual installation sites. This way, most
relevant aspects [71, 164] are likely captured.
In contrast to building and evaluating physical prototypes, Böhmer
andMüller [32] based the design of their social signs on the results of a
questionnaire. While thismay reduce costs, e.g., as no physical system
has to be built, deployed, andmaintained, the results may exhibit less
ecological validity, see Section 9.1 and Alt et al. [12].
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With a special focus on privacy, Schaub et al. [196] investigate the
user’s acceptance towards showing personal calendars on public dis-
plays. Their study results indicate, that users tend to accept such sys-
temswhen given the chance to ne-tune their individual privacy pref-
erences, e.g., by using a smartphone application as in the PriCal sys-
tem. Schaub et al. also report on an acclimation eect, i.e., “participants
appreciated the ambient nature of the displays but did not feel com-
pelled to explicitly interact with them” [196].
Similarly, Baldauf et al. [20] assessed the acceptance of their Video
Wall in a eld study. More specically, they tried to identify the most
accepted interaction mode in order to adjust further research in the
most purposeful way. When looking at ATMs—a very common and
specic type of personalizedpublic displays—DeLuca et al. [68] found
evidence that the time it takes to authenticate users may impact the
overall acceptance of the system.
Especiallywhendesigning (long-term) deployments of public displays,
it may be advisable to determine the user acceptance before actually
deploying the system. Prototypes may be one approach to this. Sim-
ilarly, Ojala et al. [165] evaluated the user acceptance of the rst UBI-
hotspots as the foundation of further work. P-LAYERS specically ad-
dress the issue of user acceptance: The framework identies contextual
acceptance to be key in designing community interaction.
9.8. Legal Constraints
In some situations, public displays may be subject to specic legal
constraints, for example, with regard to security, privacy, or contents.
Most probably, the context of a public display has an impact on which
constrains or regulations may apply, see Sections 6.1 and 7.1. Besides
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this dependency on context, the common ramications of jurisdic-
tion may add to the complexity of this challenge. Sometimes, statu-
tory provisions should be interpreted by experts, e.g., jurisprudents,
to avoid any misconceptions or law suits. Mediating between the de-
signers of public displays and those experts, however, may be a chal-
lenge itself: While lawyers, for example, may not be able to interpret
technical descriptions appropriately, designers may be overwhelmed
with juristic terms.
In case of very large public displays, such as media facades, legal con-
straintsmay applymore often as these displays are exposed to a broad
audience and may thus impact a lot of people [148, 176]. Yet, also
smaller systems may be subject to such legal regulations. The SPAM
system, as presented Cheverst et al. [50], for example, handles sensi-
tive patient records of people with a history of psychiatric conditions.
The authors interviewed the intended users, i.e., sta members, to
determine the specic legal constrains that apply in this context. Yet,
Cheverst et al. also point out that irresolvable problems may emerge:
“We will continue to attempt to meet some of the ethical and moral
dilemmas of designing in and for care settings through careful in-
volvement and acknowledgement of users in the design, deployment,
use and evaluation process” [50]. In a similar context, O’Neill et al.
[168] propose to use public displays in waiting areas at hospitals. Here,
the displays may soothe the temper of waiting patients by showing
information about expected waiting times and remaining treatments
or tests. With regard to medical records, O’Neill et al. identied the
classication between private and social information spheres, see Sec-
tion 7.4, to be challenging: “Indeed, our identication of the relevant
information sphere as socialmay raise ethical or legal questions about
the nature of patient records as private or social information” [168].
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Also in terms of ethics, Langheinrich et al. [126] present “a step-by-
step ethics process that aims at providing structured yet lightweight
guidance [. . . ], both stimulating the design of ethical user studies, as
well as providing continuous documentation” [126]. Their paper may
rather focus on research on public displays than on the deployment
of systems ready for the market. Nevertheless, their framework hints
at the intricacy and ramications of the topic.
Furthermore, this challenge may also appear in scenarios apart from
harsh or explicit statutory provisions. Hamhoum and Kray [90], for
example, looked at how to support pilgrims at religious sites with pub-
lic displays in unobtrusive ways. Even though there may not be a law
restricting the use of public displays in such scenarios, social norms
or expected behaviors may be major roadblock.
Finally, Storz et al. [217] also address this challenge in one of their
lessons learned from long-term public display deployments. The les-
son is entitled “follow the rules” and suggests to “anticipate and plan
for regulatory compliance issues” [217].
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10 Approaches
The introduction presented in Part I motivated the research ques-
tions and scientic contributions of this thesis. The overall objective
is to support the provision of relevant content on public displays in
order to address display blindness. One promising approach is per-
sonalization. However, studying the related work in this area leads to
the nding, that the design, prototyping, and evaluation of privacy-
preserving personalized public displays may be considered a dicult
task: At least eight challenges call for careful consideration. Speci-
cally, privacy on personalized public displays is a sensitive issue. The
following three sections address the research question proposed in
Section 4.1 with specic scientic contributions: Section 10.1 presents
a threat model (C1) that may be used to assess the privacy threats to
public display systems; the model also allows to compare dierent
systems. Section 10.2 presents three novel countermeasures (C2) to
privacy threats, i.e., visual multiplexing, visual highlighting, and vi-
sual interaction. To address the eight challenges and to consolidate C1
and C2 in an integrated process, Section 10.3 proposes a newmethod-
ology to design, prototype, and evaluate privacy-preserving person-
alized public displays (C3). Overall, C1–C3 strive to provide a holistic
approach to the complex issue of designing privacy-preserving per-
sonalized public display systems.
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10.1. Privacy Threat Model
As mentioned in Section 7.2, there appears to be no universal threat
model applicable to public displays. The general concept of threat
models, however, is well established in engineering and research, see
Sections 6.5 and 7.5. It thus seemed reasonable to use an approved
concept as the base of a privacy threat model for personalized public
display systems. Subsection 10.1.1 explains the selection of an appro-
priate theoretical grounding in depth. Afterwards, Subsection 10.1.2
presents details about the derived design of the privacy threat model.
10.1.1. Deriving a Theoretical Grounding
TheOpenWeb Application Security Project (OWASP) periodically is-
sues reports on the ten most critical (security) risks that web appli-
cations may be subject to. The goal of the project is to raise aware-
ness about possible risks by providing a concrete tool, i.e., the re-
ports, that various stakeholders, e.g., “developers, designers, archi-
tects, managers, and organizations” [227, p. 3], may use. Renowned
organizations reference the OWASP reports, for example, the Fed-
eral Trade Commission (FTC) [77]. The 2013 edition of the “OWASP
Top 10” [227] report contains a visualization about how attackers may
exploit security weaknesses in order to take advantage of certain tech-
nical and business impacts. This visualization is shown in Figure 10.1.
Together with concrete instances of threat agents, attack vectors, se-
curity weaknesses, security controls, technical impacts, and business
impacts this constitutes a threat model.
The stakeholders addressed by the project (not to be confused with
the stakeholders introduced in Subsection 2.2.1) may use this threat
model to guide their design and development processes to harden
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Figure 10.1.: Adapted visualization of application security risks as pre-
sented inOWASPTop 10 – 2013 [227, p. 5]. “Attackers can
potentially use many dierent paths through your appli-
cation to do harm to your business or organization. Each
of these paths represents a risk that may, or may not, be
serious enough to warrant attention” [227].
specic web applications. The OWASP reports propose sets of threat
agents, attack vectors, and so forth. However, the threatmodelmay be
adapted to the needs of a specic project, for instance, by adding new
threat agents to the list. Actually, this is what the 2013 report prompts
stakeholders to do:
In the long term, we encourage you to create an applica-
tion security program that is compatible with your culture
and technology. These programs come in all shapes and
sizes, and you should avoid attempting to do everything
prescribed by some process model. Instead, leverage your
organization’s existing strengths to do and measure what
works for you. —The OWASP Foundation [227]
Though the structure of the OWASP threat model may be applicable
to a privacy threat model for public display systems, some of the ac-
tual contents, for example, the attacks vectors, may be less suitable.
The remainder of this subsection thus explains how these contents
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were redened. There is a special focus on the attack vectors, i.e.,
what attacks can be performed, as they entail the security weaknesses
as well as the security controls.
Section 6.5 introduced the STRIDE threat model as proposed by Her-
nan et al. [93]. Due to its generic applicability, the STRIDE threat
model has been used successfully in other contexts [194]. To further
underpin the exibility and applicability of the model, the STRIDE
categories can be mapped to the six security properties of conden-
tiality, integrity, authentication, authorization, availability, and non-
repudiation [198, 246]. As the model has been successfully applied to
numerous contexts and scenarios, it may also be a good candidate to
serve as the grounding of a privacy threat model contentwise.
There are alternatives to STRIDE, for example, EBIOS1, SP 800-302,
Octave3, MEHARI4, ISO/IEC 270015, the Austrian IT Security Hand-
book6, or the IT-Grundschutz Catalogues by the German Federal Of-
ce for Information Security [84]. However, these alternatives are ei-
ther rather complex, less specic, or not available in English. More-
over, some are commercial products, that may not be used for free.
This further underpins the rationale for choosing STRIDE as the the-
oretical grounding for a privacy threat model for public displays.
A user study was carried out to evaluate the suitability of STRIDE as
the base of a privacy threatmodel. The study aimed at nding answers
to RQ1 (“What are main privacy threats on public displays?”) and its
1http://www.ssi.gouv.fr/guide/ebios-2010-expression-des-besoins-et-identication-
des-objectifs-de-securite, accessed: July 13, 2015
2http://csrc.nist.gov/publications/PubsSPs.html, accessed: July 13, 2015
3http://www.cert.org/resilience/products-services/octave, accessed: July 13, 2015
4https://www.clusif.asso.fr/en/production/mehari, accessed: July 13, 2015
5http://www.iso.org/iso/home/store/catalogue_ics/catalogue_detail_ics.htm?
csnumber=54534, accessed: July 13, 2015
6http://www.digitales.oesterreich.gv.at/DocView.axd?CobId=23263,
accessed: July 13, 2015
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three sub-questions (“Is there a privacy threat model for public dis-
plays?”, “To what extend are existing models applicable?”, and “Which
application scenario requires the most privacy?”), see Section 4.1. To
further support the evaluation of these questions, the ve hypotheses
listed in Table 10.1 were dened.
Table 10.1.: Hypotheses used in the user study about the suitability of
STRIDE as the base of a privacy threat model.
ID Hypothesis
H1 Information disclosure constitutes a major privacy threat on
public displays.
H2 Denial of service constitutes a minor privacy threat on
public displays.
H3 Users accept showing personalized content on public
displays automatically.
H4 Reading personal messages on public displays requires the
most privacy.
H5 Playing games on public displays requires the least privacy.
The rst two hypotheses are based on the assumption that revealing
personal information in public is naturally perceived as undesirable
(H1), while the consequences of unavailable systems are likely to be
underestimated by the participants (H2). H3 is motivated by the large
body of related work on this topic. H4 and H5 were dened follow-
ing discussions of typical public display applications and their rela-
tive sensitivity to privacy concerns: Personal messagesmay obviously
contain much private information [26], while games do usually not
contain much user-related content, except for, e.g., high score lists.
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Apparatus andMaterial
The study was carried out as an online survey available in English and
German. To develop a successful design, it is crucial to carefully as-
sess the user requirements, which is why an online survey was chosen.
This way, the design of the threat model would be aligned to the ex-
pectations of the actual users, and may be elevated from a mere soft-
ware engineering tool to an application design tool. The survey was
structured in ve parts as presented in Table 10.3.
Part 1 briefed the participants with a short introductory text. To avoid
setting participants in a privacy-drivenmindset, which could have bi-
ased the answers, the text did not put the focus of the study on “pri-
vacy” or “security,” bur rather on “using digital public displays” in gen-
eral. The introductory text also presented the common terms of par-
ticipating in such a study. Part 2 gathered demographic data about
the participants. All questions in this part were mandatory, but some
questions, for example, the gender, provided the option to explicitly
decline answering.
Part 3 assessed the participants’ everyday usage of technology. Each
question was mapped to one or more STRIDE categories. This al-
lowed to analyze the participants’ general attitude towards particular
privacy aspects and STRIDE categories [53] and could also be useful
to draw further conclusions in the evaluation. All questions in this
part were mandatory. Part 4 contained questions about the partici-
pants’ use of digital public displays. There was a pair of questions for
each STRIDE category, and an additional pair (P4.17–P4.18) for de-
contextualization. The questions P4.19 and P4.20 asked for the users’
acceptance towards showing personalized content automatically.
The questions in a pair were phrased inversely to allow for a more
precise assessment of the participants’ opinion and for the detection
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of randomly lled in surveys. The questions P4.1–P4.20 had to be an-
swered on a 5 point Likert scale, i.e., “strongly disagree,” “disagree,”
“neutral,” “agree,” and “strongly agree.” Question P4.21 asked for “the
biggest threat to your [the participants] privacy” as free text. Ques-
tion P4.22 asked to rate the importance of privacy on a 5 point Likert
scale, i.e., “very unimportant,” “unimportant,” “neutral,” “important,”
and “very important,” for the ten actions on interactive public displays
listed in Table 10.2. Theywere chosen based on the analysis on related
work [5, 26, 67, 69, 180, 195, 231], see Section 7.5, and are supposed
to take place in a well-frequented shopping mall. There was an ex-
ample of each action to avoid misinterpretations by the participants.
The questions P4.1–P4.20 and P4.22 were mandatory. Part 5 provided
space for written comments and general feedback.
Table 10.2.: Actions on interactive public displays used in the user
study about the suitability of STRIDE as the base of a pri-
vacy threat model.
ID Action
A1 Reading personal messages
A2 Browsing your calendar
A3 Browsing pictures
A4 Watching videos
A5 Browsing websites
A6 Using a map
A7 Getting directions
A8 Checking traveling plans
A9 Playing games
A10 Using social networks
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Participants
The surveywas disseminated via social networks, e-mails, and bulletin
boards. 118 participants answered all mandatory questions. There
were 95 male and 23 female participants, 32.6 years of age in aver-
age (s = 12.86,min = 14,max = 73). 111 participants lived in Germany and
106 chose the German version of the survey. 105 participants claimed
to own a smartphone; 94 of those participants strongly agreed to use
their smartphone for other things than placing calls. 12 participants
selected “middle education,” 44 “secondary education,” 50 “bachelor’s
or master’s degree,” and 9 “doctorate.” 3 participants preferred to not
disclose their level of education. All participants could take part in a
draw to win one of ve $25 app store vouchers after completing the
survey. Unfortunately, the amounts of male and female answers as
well as ages are not evenly distributed. Based on the analysis of distri-
bution in a histogram, four clusters (ranging from0–37, 38–51, 52–62,
and 63–99 years of age) were introduced for additional statistical anal-
ysis. Furthermore, most answers stem from regions in central Europe
(mainly Germany) and the United States only. Though this might not
aect the outcomes of the study negatively, it would have been inter-
esting to gain insights from other regions as well.
Procedure
The online survey was publicly available for ten days. The order of
the parts 1–5 was the same for all participants, while the order of ques-
tions P3.1–P3.13 and P4.1–P4.20 varied randomly for each participant.
The questions P4.21 and P4.22 were always asked last to avoid setting
participants in a privacy-driven mindset too early. Pre-tests showed
that participants required 10 minutes to ll in the survey in average.
Browser cookies were used to limit each participant to one trial only.
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Table 10.3.: Structure of the STRIDE study. Questions in parts 3 and
4 are mapped to corresponding STRIDE categories. For
the sake of brevity, the original expression “digital public
display” has been replaced by the abbreviation “DPD.”
ID Description/Question STRIDE
Part 1 Brieng
Part 2 Demographics (age, gender, residence, education,
smartphone usage, DPD usage, . . . )
Part 3 Technology in everyday lives
P3.1 I change some of my passwords from time to time. S
P3.2 I use dierent passwords for my accounts,
subscriptions etc.
S
P3.3 I use encryption for my private e-mails. I
P3.4 I electronically sign my private e-mails. T, R
P3.5 When entering the PIN for my credit or debit card,
e.g., at an ATM, I always check that no one is looking
over my shoulder.
S
P3.6 I always make sure that a website uses an encrypted
connection before I enter my username or password,
i.e., “https://” instead of “http://.”
S, T
P3.7 I frequently use the “incognito” or “private” mode of
my browser that prevents the sites I visit from
collecting information about me.
R, I, D
P3.8 I post messages, photos etc. on social networks, e.g.,
facebook or twitter, from time to time.
R, I
P3.9 I have an antivirus software installed on
my computer.
T, D, E
P3.10 I keep my software up to date in terms of security. T, E
P3.11 I use services such as Dropbox, iCloud, or Skydrive to
store my data in the cloud.
T, I, E
P3.12 I use public WiFi networks, a.k.a. Hot Spots. T, I, D, E
P3.13 I use public computer terminals (e.g., internet stations
at airports or other public buildings) to log in my
e-mail account, for example.
T, I, D, E
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Table 10.3.: Structure of the STRIDE study (continued).
ID Description/Question STRIDE
Part 4 STRIDE on DPDs
P4.1 I would enter my username and password on a DPD. S
P4.2 My username and password have to be processed
and stored securely.
S
P4.3 I do not mind if anyone catches what I input
on a DPD.
T (input)
P4.4 Some of my input on a DPD may be condential. T (input)
P4.5 I’m ne with user-contributed content on a DPD. T (output)
P4.6 I would prefer administrated content, i.e., content
selected by an editorial committee, only on a DPD.
T (output)
P4.7 I would prefer the DPD to keep a record of what has
been shown on the screen for a certain period of
time, e.g., 1 hour, 1 day, or 1 week.
R (output)
P4.8 I would prefer the DPD not to keep a record of what
content was shown when.
R (output)
P4.9 I would prefer the DPD to record who used it when
and how.
R (input)
P4.10 I would prefer the DPD to not keep records on who
used the system at what time and in which way.
R (input)
P4.11 While others are around, the DPD should only show
content that cannot be directly related to me.
I
P4.12 The DPD should not show personal content, e.g.,
e-mails, text messages, calendars, or traveling plans.
I
P4.13 If the DPD would become unresponsive while I am
interacting with it, I would feel uneasy.
D
P4.14 If the DPD would become unresponsive while I am
interacting with it, it would not aect me much.
D
P4.15 If I could gain access to another user’s content on a
DPD without their permission, I would not use the
system for my own content.
E
P4.16 If someone else could gain access to my content on
a DPD without my permission, I would use my own
content on the system.
E
P4.17 I do not mind if others see me using a DPD. D*
P4.18 While using a DPD, I prefer not to be observed
by others.
D*
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Table 10.3.: Structure of the STRIDE study (continued).
ID Description/Question STRIDE
P4.19 Personal content, e.g., e-mails, text messages,
calendars, or traveling plans should be shown
automatically on a DPD.
P4.20 A DPD should show personal content, e.g., e-mails,
text messages, calendars, or traveling plans
on demand.
P4.21 While using a DPD, I think the biggest threat to my
privacy would be . . .
P4.22 Imagine you were using a DPD in a well-patronized
shopping mall. How important is your privacy to
you while . . .
Part 5 Comments, debrieng
Results
The answers to questions with a 5 point Likert scale were mapped to
numeric values ranging from -2 (“strongly disagree” or “very unim-
portant”) to 2 (“strongly agree” or “very important”) with 0 as the neu-
tral element. The overall Likert score for each STRIDE category per
participant was computed by adding the Likert scores of the corre-
sponding question pairs. Averages of the positive and negative ques-
tions are not bound to aim towards zero, since they are not designed
as perfect mathematical counterparts. To the contrary, the average
scoresmay thus providemore dierentiated and reliable results. Also,
averaging Likert scores is common practice in literature. Finally, it
was also taken into account whether the individual question was neg-
atively or positively phrased. For example, there were two questions
related to spoong: P4.1 and P4.2. The overall score for spoong was
thus calculated as: LikertS = −P4.1 + P4.2. Consequently, the values for
the overall scores range from -4 to 4, while 0 still indicates the par-
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ticipant’s neutral attitude. Summing up the overall Likert scores of
all participants provide insights about the relevance of the particu-
lar STRIDE category, see Table 10.4. The (implicit) prioritization of
privacy threats on public displays (from most relevant to least rele-
vant threat) can thus be derived as: spoong, repudiation, decontex-
tualization, tampering, information disclosure, denial of service, and
elevation of privilege (SRD*TIDE).
Table 10.4.: Total Likert scores and relevance of P4.1–P4.16 and
P4.17–P4.18 (implicit prioritization).
ID Total Likert score Relevance
S 319 1
T input 41 5
output 35 6
R input 272 2
output 213 3
I 8 7
D -245 8
E -336 9
D* 48 4
52 participants provided free text answers to question P4.21, which
were mapped to the STRIDE categories and decontextualization by 7
raters (R1–R7). Krippendor’s alpha was used to calculate the inter-
rater reliabilities of all logical combinations (e.g., R1+R2, R1+R3, . . . ,
R1+R2+. . . +R7) and to nd the most meaningful ones, i.e., the combi-
nations with the highest alpha values. The STRIDE mappings of the
corresponding raters were then summed up and used to calculate the
overall relevance of each category, see Table 10.5. The (explicit) prior-
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itization of privacy threats on public displays (from most relevant to
least relevant threat) can thus be derived as: information disclosure,
spoong, elevation of privilege, tampering, decontextualization, de-
nial of service, and repudiation (ISETD*DR).
Table 10.5.: Ratings (R1–R7), sum, and relevance of each STRIDE cat-
egory according to P4.21 (explicit prioritization).
ID R1 R2 R3 R4 R5 R6 R7 Sum Relevance
S - - 18 20 - - - 38 2
T - - 8 - - 7 - 15 4
R 3 - 1 - - - - 4 7
I - - - - 35 35 - 70 1
D 2 - - 2 - 2 - 6 6
E 15 - - - 13 - - 28 3
D* 7 7 - - - - - 14 5
Figure 10.2 visualizes both, relative implicit and relative explicit re-
sults, in a juxtaposition. The values for the implicit prioritizationwere
calculated by dividing the corresponding total Likert scores in Ta-
ble 10.4 by 472. (There were 118 participants and two 5 point Likert
scales ranging from -2 to 2 for each STRIDE category, thus 472 =
2 ∗ 2 ∗ 118.) The values for tampering and repudiation are based on
the arithmetic means of the corresponding input and output values.
The percentages for the explicit prioritization were calculated like-
wise by dividing the corresponding total scores in Table 10.5 by 104.
(There were 2 raters classifying 52 answers, thus 104 = 2 ∗ 52.) The an-
swers with regard to the general acceptance of automatically showing
personalized content (P4.19–P4.20) result in a total Likert score of 102.
The 118 individual Likert scores for each action A1–A10 of question
P4.22 were summed up and ranked accordingly. Table 10.6 shows the
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results and the actions on public displays prioritized in regards to pri-
vacy demands. Privacy seems thus to be most important when read-
ing personal messages (A1), browsing pictures (A3), as well as using
social networks (A10).
Table 10.6.: Total Likert score and relevance of privacy in application
scenarios A1–A10.
Total Likert score Relevance
(A1) Messages 204 1
(A3) Pictures 154 2
(A10) Social networks 153 3
(A2) Calendar 131 4
(A4) Videos 104 5
(A5) Websites 53 6
(A8) Itineraries 26 7
(A7) Directions -39 8
(A6) Maps -57 9
(A9) Games -79 10
T-tests showed that the answers to P4.1–P4.20 are statistically mean-
ingful: The means of the answers dier signicantly from 0 (neu-
tral); the same applies to the prioritization of A1–A10. Oneway ANOVAs
did not conrm statistically signicant inuences of any demographic
data on the (implicit and explicit) prioritization of STRIDE categories
or on the prioritization of A1–A10 in terms of privacy demands.
However, some answers to questions about the participants’ everyday
usage of technology (Part 3) seem to have a signicant inuence on the
prioritization (note that d f 2 = 116 for oneway ANOVAs and d f 2 = 58
for linear mixed-eects models with Satterthwaite approximations):
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Figure 10.2.: Perceived (relative) relevance of STRIDE categories and
decontextualization (D*) based on Table 10.4 (implicit re-
sults) and Table 10.5 (explicit results). 1.0 corresponds to
“perceived as major privacy threat,” -1.0 corresponds to
“perceived as minor privacy threat.”
Participants that rate spoong as a major threat also tend to (i) only
use encrypted websites when entering passwords (F (1, 116) = 11.424,p =
0.001), (ii) change passwords from time to time (F (1, 116) = 5.373,p =
0.022), (iii) frequently use incognito browsing (F (1, 116) = 6.673,p =
0.011), (iv) make sure that no one is looking over their shoulder when
entering a PIN at an ATM (F (1,58) = 4.081,p = 0.048), and (v) use dif-
ferent passwords for dierent accounts (F (1, 116) = 3.911,p = 0.050).
Participants that rate tampering as a major threat also tend to (i) avoid
public WiFi networks (F (1, 116) = 7.757,p = 0.006), (ii) have anti-virus
software installed (F (1,58) = 5.714,p = 0.020), (iii) frequently use incog-
nito browsing (F (1, 116) = 5.113,p = 0.026), and (iv) avoid public com-
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puters for, e.g., checking their e-mails (F (1, 116) = 3.943,p = 0.049). Par-
ticipants that rate information disclosure as a major threat also tend
to (i) avoid public computers (F (1, 116) = 14.130,p < 0.001), (ii) avoid
public WiFi networks (F (1,58) = 8.326,p = 0.005), and (iii) only use en-
crypted websites when entering passwords (F (1, 116) = 4.941,p = 0.028).
Participants that rate repudiation as amajor threat also tend to (i) post
messages, photos etc. on social networks from time to time (F (1,58) =
8.839,p = 0.004) and (ii) avoid publicWiFi networks (F (1,58) = 6.711,p =
0.012). Participants that rate decontextualization as amajor threat also
tend to avoid public computers (F (1,58) = 9.026,p = 0.004).
Discussion
The results address RQ1 in two ways, i.e., explicitly and implicitly de-
ned threats. Question P4.21 investigates the rst ones by asking for
the “biggest privacy threats” while using digital public displays. Ques-
tions P4.1–P4.16 examine the latter ones by asking questions related
to each STRIDE category as well as decontextualization (P4.17–P4.18).
Both results will be discussed in more depth below.
First of all, though the answers to question P4.21 were provided as free
text, they did not reveal any other signicant threats than those cov-
ered by the STRIDE categories. Seven raterswere asked to identify the
corresponding STRIDE categories (and decontextualization), which
yielded reasonable inter-rater reliabilities, see Table 10.5. The inter-
pretation of the explicit prioritization supports H1, since information
disclosure has been declared the most signicant privacy threat on
public displays. The results also support H2, as denial of service is
not perceived as a major privacy threat. The verication of H1 thus
justies the large body of related work presented above and further
underpins the importance of further research in this domain.
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The results of questions P4.1–P4.16, which tried to implicitly assess the
relevance of each STRIDE category, also supportH2: Denial of service
is apparently not perceived as a main privacy threat on public dis-
plays, as it is ranked second to last. At the same time, however, the im-
plicit evaluation seems to disprove H1, because participants expressed
a (close to) neutral attitude towards this privacy threat. Spoong, re-
pudiation, decontextualization, and tampering appear to bemore im-
portant to the participants. This outcome could be a result of the
phrasing of the questions, which could have biased the participants.
For example, a more biased version of P4.11 would be: “strangers” in-
stead of “others;” “traced back” instead of “directly related.”
By looking at the total Likert scores, see Table 10.4, and the results of
the raters’ mappings, see Table 10.5, STRIDE may be a suitable base
for a privacy threatmodel for public displays. However, to further un-
derpin this base, the meaning of the letter D should be changed from
denial of service to decontextualization (referred to as D*), as the lat-
ter is perceived as a more prevalent privacy threat: LikertD = −245 can
be interpreted as “perceived as a subordinate privacy threat,” while
LikertD∗ = 48 can be interpreted as “perceived as a moderate privacy
threat.” There is also a signicant dierence between the total map-
ping scores in Table 10.5.
Furthermore, the ANOVAs showed that some of the participants’ self-
reported technology habits seem to have a signicant impact on the
prioritization of corresponding STRIDE categories. For example, par-
ticipants that tend to rate spoong as a major privacy threat also tend
tomake sure that no one is looking over their shoulder when entering
a PIN at an ATM and frequently use incognito browsing. This obser-
vation supports the premise that the denitions of these STRIDE cat-
egories match the participants’ understanding—“The STRIDE cate-
gories measure the right things.” To design interactive public displays
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tailored to the privacy demands of such users, designers could, for
example, equip ATMs with mirrors that help to see who is standing
behind you or avoid unnecessary data gathering, e.g., “autocomplet-
ing” forms, and explicitly advertise this frugality.
The magnitude of the total Likert score to the questions P4.19–P4.20
shows that users accept personalized content on public displays:
102 ÷ 472 = 0.22  0 indicates a positive attitude, which supports H3.
It further emphasizes the importance of a privacy threat model for
public displays to design privacy-aware systems. The answers to ques-
tion P4.22 indicate which actions on public displays have the highest
and which have the lowest privacy demands, see Table 10.6: Partic-
ipants have a high demand for privacy while reading personal mes-
sages (A1)—which supports H4; participants have the least demand for
privacy while playing games (A9)—which conrms H5.
The distribution of the remaining activities along this “dimension of
privacy demands” also reveals further interesting insights: Browsing
pictures (A3), e.g., looking at the latest Flickr photos or pictures that
someone shared with you on Facebook, seems to require a signicant
amount of privacy—even more than looking at personal calendars
(A2). In addition, participants desire a high degree of privacy while
using social networks (A10). Possible explanations for this observation
are manifold: First of all, social networking may include many types
of content, e.g., personal messages, appointments, photos, or videos.
Social networking could thus be regarded as a superset of the corre-
sponding individual actions A1, A2, A3, and A4. Also, it could prove
the importance of social networking activities in society nowadays.
Overall, the results to question P4.22 could be interpreted as pillars
spanning a design space for privacy demands on public displays. Pub-
lic display designers could use the ranking presented in Table 10.6 to
assess their users’ privacy requirements and create privacy-aware sys-
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tems. Designs that focus on threats and privacy in such a way could
positively aect user attitude and thus the overall display usage.
Limitations
This study may have been subject to some limitations. It was carried
out as an online survey to allow for an easy and widespread distri-
bution amongst participants. However, as demographic statistics re-
veal, this goal could only be achieved partially. To improve the lim-
ited sample size of the study, the survey could be conducted as a pen
and paper version, too. This way, evenmore opinions of older partici-
pants—less likely to ll in an online survey—could be reected. More-
over, a more equal distribution among female and male participants,
as well as countries and levels of education would have been desirable
to further reinforce the results of the study.
To remedy possible impacts of the phrasing of questions P4.1–P4.22
dierent sets of questions could have been used among all partici-
pants. This could also positively aect the overall Likert scores per
STRIDE category, as the additional scores would allow to assess the
importance of the categorymore precisely andwiden the scope of the
resulting Likert scale. For example, one 5 point Likert scale results in
a range between -2 and 2; two such scales result in a range between
-4 and 4 and so forth. With regard to the applicability of inferential
statistics, such an expansion could thus improve the normal distribu-
tion of the results. However, drafting multiple questions that assess
the relevance of each STRIDE category evenly turned out be a chal-
lenging task, as categories, such as denial of service, appear dicult
to ask for with varying wordings. Another culprit could be the map-
ping of the free text answers to the individual STRIDE categories. As
the analysis of Krippendor’s alpha revealed, taking the mappings of
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all seven raters into account simultaneously would have lead to statis-
tically unreliable results. Instead, pairs and triplets of most correlat-
ing raters were identied and used in the analysis. Training the raters
more intensely beforehand could have improved outcomes.
Summary
Auser studywas carried out to evaluate whether STRIDEmay serve as
the content-related base of a privacy threat model for public displays.
Regarding RQ1 and the rst two sub-questions, the results indicate
that STRIDE can be used to model main privacy threats. However,
the meaning of the letter D should be changed from denial of service
to decontextualization. Thus, the modied STRIDED* threat model
should be used for future analyses of interactive public displays in
terms of privacy. The study also identied the relative importance of
these privacy threats. There is an apparent discrepancy between the
participants’ explicit and implicit prioritization of those threat cate-
gories: ISETD*DR (explicit) vs. SRD*TIDE (implicit). Yet, the results
imply that public display designers should especially focus on privacy
threats induced by either information disclosure or spoong. The re-
sults also dene a design space for privacy demands while performing
certain actions on public displays. With regard to specic application
scenarios, public diplay designers can use this design space to build
privacy-preserving systems that align with users’ privacy perceptions
and needs. This addresses the third sub-question of RQ1.
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10.1.2. Derived Design
The previous subsection described how the theoretical grounding of
the privacy threat model for public displays was chosen: The OWASP
Top 10 report of 2013 [227] provides the structure that can be pop-
ulated with the contents of the STRIDED* model. The nal privacy
threat model for personalized public display systems is depicted in
Figure 10.3. It consists of six components: purpose objects, agents, threats,
weaknesses, eects, and countermeasures. The remainder of this sub-
section explains each component of the privacy threatmodel in depth.
Figure 10.3.: Final design of the privacy threatmodel for personalized
public display systems (C1).
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Purpose Objects
This component is not part of theOWASPmodel. It has been added to
the privacy threatmodel to allow for cyclic iterations, cf. the structure
of the composite pattern in software engineering [80, pp. 163]. Instances
of purpose objects can either be public display systems or counter-
measures. In most cases, the rst iteration of a threat model for a spe-
cic public display system starts with that public display system as the
root purpose object. The idea is that this public display system has a
certain purpose, e.g., providing users with navigational information.
In subsequent iterations, countermeasures are regarded as purpose
objects as they have the purpose to harden that particular public dis-
play against possible threats. These countermeasures may, however,
in turn be subject to certain attacks as well. Thus, the model accounts
for cyclic iterations.
Agents
The OWASP model refers to this component as threat agents. The
name has been altered in the nal privacy threat model to emphasize
the fact that also non-malicious, i.e., neutral or benign, usersmay pose
certain threats to public display systems. TheOWASPmodel does not
specify concrete agents, but rather provides a list of factors that can
be used to classify and weigh them, see Table 10.7. The weights can be
summed up to get the overall estimated “likelihood and impact level,”
see Table 10.8.
For example, an attacker with “no technical skills,” who may get “low
or no reward,” has “no known access” to the system, and belongs to the
group of “authenticated users,” e.g., being an employee, constitutes a
“low” threat, since the calculated weight computes to 1 + 1 + 0 + 6 = 8.
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Though the nal privacy threat model does not require this classi-
cation of threat agents, calculating the weights may help users to con-
centrate on the most dangerous agents or impending threats rst.
The proposed list of agents consists of the common “cast of charac-
ters” introduced by Bruce Schneier [201, pp. 23] as well as the stake-
holders proposed by Alt et al., see Subsection 2.2.1. Table 10.9 lists all
agents together with descriptions and examples.
Table 10.7.: Factors proposed by the OWASP model [226] to classify
and weigh threat agents. Weights printed in parentheses.
Factor Description
Skill level “How technically skilled is this group of attackers?
No technical skills (1), some technical skills (3), ad-
vanced computer user (4), network and program-
ming skills (6), security penetration skills (9)” [226].
Motive “How motivated is this group of attackers to nd
and exploit this vulnerability? Low or no reward (1),
possible reward (4), high reward (9)” [226].
Opportunity “How much opportunity does this group of attack-
ers have to nd and exploit this vulnerability? No
known access (0), limited access (4), full access (9)”
[226].
Size “How large is this group of attackers? Develop-
ers (2), system administrators (2), intranet users (4),
partners (5), authenticated users (6), anonymous In-
ternet users (9)” [226].
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Table 10.8.: Likelihood and impact levels of factors as proposed by the
OWASP model [226].
Calculated weight Description
0 to <3 Hight
3 to <6 Medium
6 to 9 Low
Table 10.9.: Agents of the privacy threatmodel for personalized public
display systems.
Name Description/Examples
Alice, Bob, . . . Benign users (with good intentions)
Marvin, Eve, . . . Malicious users (with bad intentions)
Carol, Dave, . . . Passersby or bystanders
(with neutral intentions)
Space owner Business owners, or municipalities
Display owner Business owners or municipalities
as well as companies, e.g., Wall or Ströer
Display provider Companies, e.g., Wall, Ströer, or JCDecaux
Content provider News agencies or TV stations
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Threats
The results of the user study presented in Subsection 10.1.1 suggest
to use STRIDED* as the list of threats for the privacy threat model
for personalized public display systems. Additionally, to account for
benign users, referred to as “Alice, Bob, . . . ,” the list contains an item
labelled “normal usage.” Table 10.10 presents all STRIDED* threats
along with descriptions and examples.
Table 10.10.: Threats of the privacy threat model for personalized
public display systems.
Name Description/Examples
Normal usage (i) Alice uses the system with good intentions, but
may still reveal private information unintention-
ally. (ii) Carol walks past Alice and catches some
piece of information. (iii) The barkeeper watches
Bob regularly check a gambling site and thus re-
frains from granting Bob any more credit.
Spoong (i) Marvin installs a fake keypad to get the users’
PIN numbers. (ii) Marvin puts a foil in front of
the screen of the public display that shows false
static content. (iii) Marvin pastes colored duct
tape on the screen tomake information disappear.
(iv) Marvin spoofs a static reference image next to
the display. (v) Marvin spoofs the display’s brand
name (to grain trust, for example). (vi) Marvin cre-
ates the illusion of a re next to the display (e.g., by
creating smoke), which causes Alice to rush away
without logging o. (vii) Marvin installs a fake
surveillance camera to create the illusion of secu-
rity, but uses that camera to spy on people’s inter-
actions. (viii) Marvin installs fake public displays
at a random sites (e.g., a fake ATM next to a bar).
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Table 10.10.: Threats of the privacy threat model for personalized
public display systems (continued).
Name Description/Examples
Tampering (i) Marvin manipulates an ATM keypad to get the
users’ PIN numbers. (ii) Marvin manipulates screens
so that they do not show information of specic
colors (e.g., omit all red bank account numbers).
(iii) Marvin injects delicate content onto Alice’s
screen. (iv) Marvin moves the public display to be
able to spy on the user’s input. (v) Marvin prevents
others to approach the public display once Alice be-
gan to use it. This way Alice will not be disturbed or
prevented from using the (manipulated) public dis-
play or Marvin may spy on her. (vi) Marvin fabri-
cates an audience that inuences Alice’s behavior to
his advantage. (vii) Marvin gains access to surveil-
lance cameras and uses the video feeds to spy on Al-
ice. (viii) Marvin deactivates any surveillance cam-
eras. (ix) Marvin trains the algorithm used to distin-
guish public from private data with false data, so that
Alice’s private information will be shown in public.
(x)Marvinmakes Alice believe (e.g., by false static sig-
nage or a fake story) that a (manipulated) public dis-
play can be used for a specic task (e.g., online bank-
ing). Alice might thus reveal her PIN. (xi) Carol is a
space owner. He is annoyed by the loud keyboard at-
tached to a public display and thus changes the key-
board. (xii) Carol is a space owner. He decides to
make changes to an output device (e.g., the screen)
so that it better suits his needs (e.g., more appealing).
(xiii) Carol is a space owner. Hemoves the public dis-
play for some reason. As a result, the screen can now
be observed in a reection (e.g., mirror or window).
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Table 10.10.: Threats of the privacy threat model for personalized
public display systems (continued).
Name Description/Examples
(Non-)Repudiation (i) Alice did not read Bob’s message, but
the audit trail claims that. (ii) A faulty al-
gorithm withholds Bob’s message from
Alice; a faulty algorithm creates a wrong
connection between Bob’s message and
Alice. (iii) Due to bad UI design, Al-
ice overlooks Bob’s message. (iv) Marvin
cannot be blamed for any type of attack
due to a lack of evidence or the purpose-
ful removal of such.
Information disclosure (i) Due to a bad or unsuited input device,
output device, or UI, Alice unintention-
ally shows private information in public.
(ii) Marvin exploits unsuited input/out-
put devices to gather sensitive informa-
tion (e.g., a PIN entered via gestures or
a screen that is too large). (iii) Mar-
vin spies on Alice’s screen content, e.g.,
via shoulder surng or surveillance cam-
eras. (iv) By using social engineering,
Marvin tricks Alice to provide some (pri-
vate/sensitive) data. (v) Marvin spies on
Alice’s input, e.g., via shoulder surng
or surveillance cameras. (vi) Marvin ob-
serves Alice using an ATM and thus con-
cludes that she’s got some cash after-
wards. (vii) Alice, Marvin, Carol, or the
content provider use keywords (acciden-
tally/intentionally) so that an algorithm
classies a particular content as public
though it contains (mostly) private/sen-
sitive information.
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Table 10.10.: Threats of the privacy threat model for personalized
public display systems (continued).
Name Description/Examples
Denial of service (i) Marvin causes the public display to
freeze, which may result in a prolonged
display/exposure of Alice’s private data.
(ii) Marvin or Carol block physical access
to input/output devices. (iii) Marvin over-
loads the public display (e.g., via external
user input), which in turn does not re-
spond to Alice’s actions (e.g., log out) any-
more. (iv) The display provider puts the
public display inmaintenancemode to in-
stall updates that x a broken algorithm or
UIs; the public display may then become
unavailable/unresponsive.
Elevation of privilege (i) Alice grants (more) rights to Bob/
Carol/Marvin by accident due to a badly
designed input device, automatic algo-
rithm, or UI. (ii) Marvin or Carol may con-
trol Alice’s session from afar due to an
inappropriate input device. (iii) Marvin
or Carol may read more than allowed to
due to an inappropriate output device (e.g.,
screen that is too large). (iv) Marvin pre-
tends to be a passerby rst. Once Alice
logged in the public display, Marvin takes
over her session forcefully. (v) By using
social engineering, Marvin tricks Alice to
give him more rights.
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Table 10.10.: Threats of the privacy threat model for personalized
public display systems (continued).
Name Description/Examples
Decontextualization (i) Alice or Carol observe Bob using a se-
cure input device. They thus falsely con-
clude that Bob hides something. (ii) Alice
or Carol draw conclusions based on shown
content out of context. (iii) Alice or Carol
see Bob using a public display in front of
a travel agency. They thus conclude that
Bob is about to go on a trip. (iv) Alice or
Carol see Bob using a public display while
Bob is surrounded by a group of soccer fans.
They thus conclude that Bob belongs to that
group. (v) Alice or Carol draw wrong con-
clusions by observing Bob using a specic
public display (e.g., using an ATM not to get
cash but to recharge a prepaid phone card).
(vi) Bob is unaware of the context of his own
information due to unsuited output devices
or unsuited content (e.g., not all content is
shown on a small screen). (vii) While Al-
ice reads something on a public display, the
content provider changes the content to,
e.g., adult contents, possibly by accident.
(viii) Alice, Marvin, Carol, or the content
provider use keywords (accidentally/inten-
tionally) so that an algorithm classies a par-
ticular content as public though it contains
(mostly) private/sensitive information.
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Weaknesses
The list of weaknesses has been compiled based on the extensive read-
ing of 120 related publications, see Subsection 7.5.1. Additionally, some
of the challenges introduced in Chapter 9 constitute weaknesses that
may be attacked by the previously introduced agents or threats. Ta-
ble 10.11 lists all weaknesses together with descriptions and examples.
Countermeasures
Based on the results of the extensive literature survey (see Subsec-
tion 7.5.1), the privacy threat model for personalized public displays
contains the countermeasures listed in Table 10.12. In addition to the
descriptions and examples provided here, Subsection 7.5.1 also elabo-
rates each countermeasure in detail, see pp. 106.
Eects
The technical impacts proposed by the OWASP model were consol-
idated with the business impacts [226]. The distinction has been re-
moved as it would have rendered the nal privacy threat model for
personalized public displays too technical and less concrete, as the
OWASP model does not provide specic examples for technical im-
pacts. The resulting list of eects is presented in Table 10.13, along
with descriptions and examples.
Relations
Theprivacy threatmodel for personalized public displays as presented
up to this point is complete and useable per se. Yet, it might be too
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abstract for some users in certain application scenarios. Designers of
a concrete public display system might feel overwhelmed, for exam-
ple, by the available options such as the weaknesses or countermea-
sures. The privacy threat model also contains individual relations be-
tween its components: To support and simplify the design process,
a relation constraints the list of available options. Benign users, for
example, may be less likely to purposely perform an attack based on
tampering. Thus, the corresponding threat of “tampering” would be
unavailable for the agents “Alice, Bob, . . . ,” cf. Figure 10.4.
These relations are based on the literature review, see Subsection 7.5.1,
in particular Table 7.3. For instance, the rst row (“Adaptive User Pro-
les” [6]) indicates that the countermeasure No. 20 (“logging/audit”)
may be useful for public displays used in an application scenario AS-
A2 (“prospective reminding”) tomitigate the threat of tampering. Eval-
uating and combining these implications for the remaining projects
resulted in the list of relations presented in the appendix, see pp. 444.
Figure 10.4 visualizes parts of the complex structure induced by these
relations. As the complete visualization could not be printed in this
thesis in a reasonable manner—it would be scattered across too many
pages—, Figure 10.4 only shows the rst purpose object (a public dis-
play), the agents, threats, andweaknesses; the eects and countermea-
sures are omitted. As mentioned above, these relations are a useful
but not an indispensable part of the privacy threat model. Obeying
the restrictions implied by the relations is not mandatory; the threat
model may thus be used without the relations. However, they may be
quite valuable with regard to the prototype presented in Section 11.1.
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Table 10.11.: Weaknesses of the privacy threat model for personalized
public display systems.
Name Description/Examples
Input device Keyboard, keypad, camera, touch-
screen, or motion tracking
Output device Visual (screens or signs), acoustic
(alarms or sounds), tactile (vibration
or cues)
Content/Information Public, personal, private, or sensi-
tive data
Fixed environmental
factors
Location, orientation, walls, build-
ings, signs, or vicinity (see Sec-
tion 9.3)
Dynamic environmental
factors
Audience, time, or weather (see Sec-
tion 9.4)
Surveillance cameras CCTV or IP cameras
Un-supervised/Un-logged
public display
A public display in a secluded part
of a lobby
Information delivery
protocol
Not restricted to technical terms
(e.g., HTTP), also includes organiza-
tional information workow
Algorithms Software used to choose screen
content (e.g., classication between
public and private content)
User interface (UI) The (graphical) user interface con-
sisting of widgets (e.g., buttons in a
browser window)
Usage/Use case scenario What the public display is used for,
i.e., its (main) purpose (e.g., getting
cash at an ATM)
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Table 10.12.: Countermeasures of the privacy threat model for per-
sonalized public display systems.
Name Description/Examples
Do nothing Refrain from any countermeasure
on purpose.
Minimize Minimize (as in Windows OS)
sensitive content.
Mask Mask sensitive content (e.g., blacken it).
Blind out
personal data
Hide all personal data, leave non-personal
data on screen.
Blind out all data Hide all data, even non-personal.
Raise awareness (i) Raise awareness for privacy threats, e.g., by
indicating that someone else is looking at the
public display. (ii) Show reference images of
how interfaces, e.g., keypads, should look like.
Assign/Claim/Carve Users are able to explicitly assign, claim, or
carve o screen real estate to use it exclusively
during interaction.
2nd device Mobile devices, e.g., smartphones, other dis-
plays, or other computing systems.
Moderation Human moderators may quickly decide
whether certain contents are inappropri-
ate (also based on context, which may be
complicated for a machine or algorithm).
Anonymize
user data
Users could contact each other by box-
numbers rather than phone numbers or e-
mail addresses, or their identity would be in-
dicated via silhouettes rather than
concrete photographs.
Let social
protocols
handle it
New (arriving) users would usually wait for
others to nish/leave a display before starting
to interact with the system themselves.
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Table 10.12.: Countermeasures of the privacy threat model for per-
sonalized public display systems (continued).
Name Description/Examples
Web-Of-Trust (i) Use external services, e.g., OpenID, Face-
book, Google, to authenticate users. (ii) Use
trusted hardware (e.g., TPM or Weighted
CompanionCubes). (iii) Performhardware or
software integrity checks.
Plausible
deniability
Show other (unrelated) content besides the
actually requested information. This way,
users may employ the principle of plausible
deniability (i.e., they may deny that they re-
quested the content) to protect their privacy.
Require explicit
UI actions
(i) After deleting a personal text message on
a public display, the system should not au-
tomatically show the next message (as it is a
common behavior of desktop e-mail clients).
Instead, it should wait for the user to ex-
plicitly request the next message. (ii) In-
teraction, especially gestures, should be un-
ambiguous. (iii) Provide previews of contents,
e.g., thumbnails.
Explicit
multi-user design
(i) Interaction concept and hardware should
be designed to support multi-user, e.g., avoid
touchscreens that can only handle one touch
event at a time. (ii) The system should be
able to react/handle varying numbers of si-
multaneous users, e.g., by analyzing dynamic
environmental factors. (iii) Implement auto-
logout functions.
Minimal data
gathering design
Avoid unnecessary data aggregations (e.g., IP
addresses, clear names, or locations) and oer
services that process as little data as possible.
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Table 10.12.: Countermeasures of the privacy threat model for per-
sonalized public display systems (continued).
Name Description/Examples
Restrict location/
groups/users
(i) Lock the system into rooms. (ii) Allow ac-
cess for stamembers only, e.g., via badges or
shared passwords. (iii) Allow access for indi-
vidual users, e.g., by using ngerprint sensors.
Abstract
presentation
Use color codes, patterns, or metaphors.
Protective
casing/restrict
access
(i) Lock system in (theft-proof) cabinets or
boxes. (ii) Provide shielding, e.g., keypad rub-
bers or screen lter. (iii) Make sure systems
cannot be moved etc. (iv) Build walls around
systems, e.g., as done for ATMs.
Logging/audit Meticulously record all kinds of events, e.g.,
interaction times or user input. This way, it
might be possible to detect or monitor a pri-
vacy breach and trace back its cause as well
as to detect actual user behavior in order to
adapt accordingly.
Acknowledging (i) Show previews of contents rst. Users may
then acknowledge their selection. (ii) Users
have to interact regularly to prevent auto-
logouts, i.e., they have to acknowledge that
the system is still used.
De-anonymize
users
To alleviate privacy threats induced by
defamation etc., it may be helpful to de-
anonymize users, e.g., by using signatures
(PGP, MIME, etc.) or providing explicit con-
text (show prole pictures next to comments).
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Table 10.12.: Countermeasures of the privacy threat model for per-
sonalized public display systems (continued).
Name Description/Examples
Restrict
interaction
Users are only allowed to perform predened
actions, e.g., by locking-down a browser to
kiosk mode.
Human
supervision
(i) Regular human inspections. (ii) Camera
surveillance. (iii) Hardware and software in-
tegrity checks. (iv) Monitoring changes to
xed environmental and dynamic environ-
mental factors. (v) Do not rely solely on al-
gorithms, e.g., for classication.
Unobtrusive
interaction
In some situations, the users’ privacy may be
at risk, if the interaction itself can be observed
by others, e.g., because using the system may
be embarrassing.
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Table 10.13.: Eects (of the threats) of the privacy threatmodel for per-
sonalized public display systems.
Name Description/Examples
Loss of condentiality Private or sensitive data becomes public,
includes company and personal data.
Loss of integrity Data or information has been changed
unauthorizedly, both input and output.
Loss of availability Data, information, or services become
unavailable (e.g., due to deletion or denial
of service attacks).
Loss of accountability Someone or something cannot be made
responsible for something they did.
Financial damage Loss of earnings (e.g., due to denial of ser-
vice attacks) or theft (e.g., abuse of credit
card information).
Reputation damage Publishing unfavorable data or informa-
tion (possibly in the name of someone
else) without consent.
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Figure 10.4.: Visualization of the relations between individual compo-
nents of the privacy threat model.
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Figure 10.4.: Visualization of the relations between individual compo-
nents of the privacy threat model (continued).
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Figure 10.4.: Visualization of the relations between individual compo-
nents of the privacy threat model (continued).
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Figure 10.4.: Visualization of the relations between individual compo-
nents of the privacy threat model (continued).
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Examples
In order to show how the presented privacy threat model may be ap-
plied, thus section reviews an example application in more detail. An
ATM (purpose object) could be attacked by Marvin (agent), possibly
applying a tampering attack (threat) that aims at the input devices of
the system (weakness); this may result in a loss of condentiality (ef-
fect) and could be remedied by protective casing (countermeasure).
In turn, this countermeasure (protective casing) could be attacked by
Marvin (agent), possibly applying a tampering attack (threat) that aims
at the input devices of the system (weakness); this may result in a
loss of integrity (eect) and could be remedied by human supervi-
sion (countermeasure). In turn, this countermeasure (human super-
vision) could be attacked byMarvin (agent), possibly applying a denial
of service attack (threat) that aims at the installed surveillance cameras
(weakness); this may result in a loss of availability and could be reme-
died by restricting access to certain locations/groups/users (counter-
measure). This scheme can be repeated until, for example, the most
impending privacy threats, i.e., spoong and information disclosure,
or all STRIDED* threats have been addressed.
This cyclic iteration can possibly be continued a couple of times until
no further reasonable concatenations of components come to mind.
Then, all remaining combinations, e.g., agents or threats, should be
considered. The underlying structure resembles something called a
“tree” in graph theory. This tree may grow rapidly both in width as
well as in depth, see Figure 10.4 and Section 11.1.
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10.2. Countermeasures
The review of related work about personalized public display systems
presented in Section 7.5 already addresses RQ2 (“What are counter-
measures to those privacy threats?”) by contributing a list of 25 coun-
termeasures. This list constitutes the major part of C2. To extend
this list of countermeasures, this section presents three novel privacy-
preserving approaches: visual multiplexing as described in Subsec-
tion 10.2.1, visual highlighting as explained in Subsection 10.2.2, and
visual interaction as introduced in Subsection 10.2.3. All three ap-
proaches rely on personal mobile devices, i.e., smartphones, as using
second devices turned out to be the most frequently used counter-
measure (No. 8), cf. Table 7.10.
Personalization has been identied to be a promising approach to-
wards display blindness, see Section 3.1. Subsection 2.2.2 and Sec-
tion 7.3 point out that personalizing public displays always requires
some sort of interaction. Interaction, in turn, is usually understood
as a reciprocal action or inuence between two parties. The ACM
SIGCHI curricula for human-computer interaction [2] contains an il-
lustration that visualizes this bidirectional relationship, see Figure 10.5.
The rst two countermeasures focus on the interaction directed from
the public display towards the user: Visual multiplexing allows for
transferring multiple pieces of information, e.g., images, from pub-
lic displays to smartphones solely based on optical communication.
Similarly, visual highlighting helps users to identify relevant pieces
of information on a densely populated public display; it also allows
users to interact with each other, for example, by pointing to specic
screen areas. The third countermeasure, i.e., visual interaction, even-
tually addresses the interaction directed from the user to the public
display. The approach supports adaptive user interfaces that can be
204
Figure 10.5.: The ACM Special Interest Group for Computer-Human-
Interaction (SIGCHI) identies sixteen topics that outline
the scope their concerns. This gure visualizes some of
these topics as well as their interrelationships, and indi-
cates the bidirectional nature of interaction between hu-
mans and computers: Humans process the information
shown in dialogs on computer screens, while the com-
puter reacts to the user’s input. This gure has been
adapted from [2, p. 16].
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tailored to suit a particular application scenario. The remainder of
this section elaborates on each countermeasure in more detail.
10.2.1. Visual Multiplexing
This approach is inspired by the notion of multiplexing in electrical
engineering. In this domain, multiple information signals, e.g., radio
signals, are transferred over a single carrier medium, such as the air
(electro magnetic waves, actually). The receiver can access individ-
ual information signals separately by demultiplexing the compound
signal. Visual multiplexing applies this scheme to public displays (as
senders) and mobile devices (as receivers) using visual information
transfer only. The concept is based on two components: (i) A soft-
ware multiplexer prepares the content, referred to as input images be-
low, for a conventional public display; (ii) a mobile application dis-
sects the components of the multiplexed information on the public
display. Users can use the demultiplexer to select which information
to show—they select their preferred information channel. Visual multi-
plexing may thus also help to reduce the information overload prob-
lem, see Chapter 1. The approach presented in this subsection com-
prises three multiplexing methods: frequency- (FDM), code- (CDM),
and time-division multiplexing (TDM), cf. [102]. The dierence be-
tween them is the dimension used to perform the actualmultiplexing.
Visual multiplexing on public displays and visual data transfer can of-
fer some advantages over other means of personalization, e.g., aug-
mented reality: (i) The public display and the user’s demultiplexer
are not connected via conventional data channels, such asWiFi, Blue-
tooth, or 3G. This prevents additional data fees, especially roaming
charges, and avoids any network setup, e.g., a Bluetooth pairing pro-
cess. (ii) Since there is no conventional data connection, the commu-
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nication between the public display and the demultiplexer is not easily
traceable. This better preserves the user’s privacy when using the sys-
tem compared to network connections. (iii) Public displays may serve
as highly visible indicators that specic information is available at a
particular location, overcoming the discoverability problem of other
technologies. (iv) Public displays can cater for peoplewith andwithout
multiplexing devices, thus providing support for a wider audience.
The remainder of this subsection presents related work on visual data
transfer and visual multiplexing of public displays. Afterwards, each
multiplexing method is explained in more detail. Subsection 11.2.1
presents prototypic implementations for each multiplexing method.
Finally, a user study was conducted to evaluate this countermeasure
and analyze the suitability of each multiplexing method with regard
to contents, feasibility, and workload. Subsection 12.2.1 reports on the
results of this user study.
Visual Data Transfer
QR codes are a common approach to transfer data visually to smart-
phones—usually links to websites, i.e., URLs. Users may scan the QR
code and then navigate to the referenced website in order to retrieve
related information. QR codes are well developed, broadly available,
and very robust. QR codes are two-dimensional matrix codes, com-
parable to Aztec Codes or Data Matrix. They are an improvement to
one-dimensional bar codes (e.g., EAN or UPC) that can only contain a
very limited amount of data, i.e., 12 digits in case of UPC. In contrast to
wireless technologies such as RFID or NFC, QR codes can be scanned
from a larger distance, given that the QR code is displayed in a su-
cient size. Hence, it is also possible to scan the codes in situations in
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which users cannot reach the public display. Such scenarios could in-
clude the separation of users and displays by barriers, e.g., shopping
windows, or situations in which additional hardware, i.e., RFID and
NFC readers, cannot be installed to the display (e.g., retail TV sets).
There are 40 dierent versions, called levels, in the current specica-
tion for QR codes. Each version species how many modules a code
may contain. A module, in turn, is one of the many black squares in-
side the QR code. In addition to the large number of specications,
there are four levels of error correction. At the highest error correc-
tion level, a QR code can still be read if 30% of its modules are cor-
rupted. On the other hand, however, higher error correction levels
reduce the overall amount of data that can be transferred in order
to maintain the required information redundancy. The lowest error
correction level, in contrast, maximizes the data capacity, while only
7% of the tag can be corrupted. The smallest QR code, a version 1
tag, is made up of 21 x 21 modules and can contain 25 alphanumeric
characters at the lowest error correction level. The biggest QR code, a
version 40 tag, can contain 4,296 alphanumeric characters at the same
error correction level.
The presented approach to visual data transfer is thus based on QR
codes, since they provide a comparably large data capacity and ro-
bustness. The latter is important because public displays may be in-
stalled outdoors andmay thus be exposed to unfavorable lighting con-
ditions or occlusion. Moreover, QR codes have become popular in re-
cent years: They are a common sight on posters, billboards, or prod-
uct wrappings. It can be assumed that people are aware of the concept
of scanning these codes with their smartphones. Visual multiplexing
as presented here requires a very lightweight infrastructure. Neither
the public display nor the user’s mobile device need to be equipped
with dedicated hardware. The data transfer between the public dis-
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play and the mobile device relies on visual means only. A special QR
code is shown on a public display, which usually does not require any
additional processing power. Since the data is transferred purely vi-
sually by scanning the QR code, bandwidth is not an issue and hence
there is no limit on the number of parallel users. The only require-
ment is the visibility of the QR code. Thus, the approach scales well
for large numbers of parallel users. A dedicated smartphone appli-
cation is needed to scan and decode the QR code. This application
could either be deployed separately or as an extension of commonly
available QR code apps. This way, one may use a single application
for all kinds of QR codes, including the one specied in this thesis.
Visual communication is also often used in research to transfer data
betweenpublic displays andpersonalmobile devices: Collomosse and
Kindberg [58] proposed Screen Codes. Their system manipulates the
brightness of the display content in a regular pattern. The resulting
image looks like a big QR tag superimposed on the actual content.
The generated patternmay change over time, thus allowing for a con-
stant data stream. This system is very similar to the CDM approach
presented below. However, rather than enriching the display content
with additional information (e.g., texts or primitive shapes), the CDM
approach actually transfers the entire information itself.
In contrast to Screen Codes, C-Blink [147] is a system that can be used
to transfer information fromauser’smobile device to a public display.
The screen of themobile device emits a specic color sequence that is
captured and tracked by a camera attached to the public display. This
allows the user to perform certain actions, such as pressing a button
or dragging an object. FlashLight [94] follows a similar approach. It al-
lows for bi-directional visual communication betweenmobile devices
and interactive tabletops. FlashLight uses RGB colors to transmit in-
formation from the tabletop to the mobile device and the mobile’s
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built-in ash light for the opposite direction. This approach, how-
ever, requires users to put their mobile devices directly on top of the
display surface, which limits its applicability to public displays.
It is also possible to combine visual andwireless communication. Sna-
pAndGrab [137] is an example system that realizes such an approach:
Users snap an image of content being shownon a public display, trans-
mit it wirelessly to the display, and then receive further information
on the content being photographed, which is again transmitted wire-
lessly. A disadvantage of this approach is the need for thewireless link,
which may incur delays and also transmission costs.
Another way to embed information in images is watermarking [158].
However, as Kamijo et al. [110] state, digital image watermarks may
have certain limits, e.g., small data capacities or limited error correc-
tion handling. Conventional methods may in particular impact the
overall readability negatively. Kamijo et al. thus propose to use invis-
ible ink. However, this ink requires special hardware, i.e., blacklight
cameras, and can only be applied to analogue print media. The sys-
tempresented byYamada andKamitani [245] can also be usedwithout
special hardware. In comparison to visual multiplexing, however, it is
restricted to small payloads (64 bits) and short distances between the
camera and the image.
There are also numerous radio-based communication technologies,
e.g., WiFi, Bluetooth, or NFC. Yet, some may have certain disadvan-
tages to them, for example: The senders and receivers need to be
turned on all the time, which may have a negative impact on the de-
vice’s battery. Moreover, the conguration and maintenance of such
technologies may be dicult to some users, while taking a picture is
probably a well-known task for most users.
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Multiplexing Public Displays
Most related work on multiplexing public displays focusses on time-
and space-division multiplexing (SDM), i.e., using the spatial position
of receivers to realize SDM [95] based approaches. Kim et al. [114]
proposed a generic dual-view application for a wide range of applica-
tion scenarios. Their approach exploits the characteristics of Twisted
Nematic (TN) LCDs and allows for SDM in its strict sense. Unlike the
approach of visual multiplexing presented in this thesis, their system
does not require a dedicated demultiplexer, as the demultiplexing is
done by varying the user’s viewing angle. However, their approach
only works on TN displays and does not allow for more than two par-
allel information transfers. Additionally, their system has to be cal-
ibrated prior to use and may compel the user to remain in a sweet
spot to optimize the viewing experience. This sweet spot is a com-
mon downside to many SDM based approaches, since the user may
not be able to change the viewing angle freely in some situations. This
may lead to crowding if many want to perceive the same information.
The system presented by Matusik et al. [135] follows a similar ap-
proach to show two dierent user interfaces at a time. Users can select
the shown interface by changing their viewing angle. The authors sug-
gest to use this system to provide two distinct views, e.g., a regular and
a zoomed view for imaging software, or a normal and an outline view
for web browsers. Their system could also be used to let the user tog-
gle between dierent information layers, e.g., map details, by simply
moving their head. Beyer et al. [27] examined the audience’s behav-
ior around cylindrical screens. Such screens also perform SDM, as the
user selects the content by looking at the screen from dierent angles.
Their work focuses on the inuence of the display shape on the user
and the user experience.
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Alt et al. [10] also use the similar term “space multiplexing” for their
approach to subdividing the display area of a public screen. Their
denition of SDM, however, diers considerably from the denition
used in information theory and in this thesis.
Sakurai et al. [192] focus on collaborative work on interactive multi-
touch tables with an emphasis on concealing information from indi-
vidual users. Their approach is based on polarization-division multi-
plexing, which requires users to wear special glasses. Their table top
display uses motors and projector-polarizers to adjust the projected
images according to the users’ positions. As a result, the system re-
quires a sophisticated setup less feasible for use in public displays.
Olivier et al. [167] also use the termmultiplexing to describe their sys-
tems called CrossBoard and CrossFlow. They emphasize the impor-
tance to balance the visibility of a public display and the ease of access-
ing the shown information. CrossBoard andCrossFlow thus use cross-
modal attention to highlight specic information shown on a pub-
lic display using TDM. The public display highlights distinct pieces
of information periodically, and each time the information relevant
for a user is highlighted, their smartphone vibrates. CrossFlow uses
the same approach in the context of an ambient navigation system
that projects a pattern of moving objects onto a surface. The Rotating
Compass [189] is a very similar system to support pedestrian naviga-
tion: Lights mounted as a circle on a oor board light up in a cyclic
manner. Every time the light pointing in the direction the user is sup-
posed to go lights up, the user’s smartphone vibrates. Thus, the Ro-
tating Compass also uses TDM to transfer individual information.
Alt et al. [10] also discuss TDM as an option. In contrast to the above
mentioned systems, the TDM approach presented in this thesis is de-
signed to operate at signicantly higher speeds. While there already
is a substantial body of research on visual multiplexing on public dis-
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plays following the SDMand—to a lesser degree—theTDMapproach,
this is not the case for FDM and CDM. Since the conventional (spatial)
handling of screen real estate is also well covered, visual multiplexing
focusses on the less examined FDM, CDM, and TDM. In addition, a
direct comparison for thesemethods is still missing, which is a further
contribution of this subsection.
Proposed Approach to Frequency-DivisonMultiplexing (FDM)
FDM [102] is used, e.g., in analogue radio broadcastings. In that do-
main, a low-frequency signal (e.g., music ranging from20–20,000Hz)
ismodulated onto a high-frequency carrier signal (e.g., FM radio rang-
ing from 88–108 MHz). Visual multiplexing does not directly adopt
this procedure, as both signals lie in the frequency range of visible
light (385–789 THz). Instead, the following strategy is proposed: Each
input image is converted to grayscale. The results are then tinted red,
green, andblue. The three tinted images are combined into one image
using additive colormixing. The nal result is displayed on the public
display. The demultiplexer only shows pixels that correspond to the
chosen information channel, i.e., pixels with a color value matching a
dened pattern. For example, if the user selects the red information
channel, only pixels with more than 50% of red will be shown.
Thismethod supports three input images. Figure 10.6a shows amulti-
plexed image createdwith FDM. The demultiplexed results are shown
in Figures 10.6b–d. The FDMmethod can performmultiplexing and
demultiplexing in real time (i.e., at 30 fps on an iPad 3, see Subsec-
tion 11.2.1), but the original color of the input images is lost. The
number of parallel information channels is limited to three due to
the number of basis vectors in the RGB color space [94, 169].
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Areas of public displays that have been visually multiplexed using
FDMmay have a distinct aesthetic look, cf. Figure 10.6. The apparent
randomcolor overlaysmay appear artistic and thus entice the viewer’s
perception of visual multiplexed public displays.
(a) (b) (c) (d)
Figure 10.6.: FDM example. (a) Multiplexed image; (b)–(d) demulti-
plexed information channels (red, green, and blue from
left to right).
Proposed Approach to Code-DivisonMultiplexing (CDM)
In contrast to FDM and TDM, CDM [102] does not use dierent fre-
quencies or time slots to transmit each information channel. Instead,
each information channel is encoded in a distinct way. This is simi-
lar to people talking in dierent languages. Each language represents
an independent code, that can only be understood by people talking
in the same language. Though the approach presented here encodes
every information channel with the same code, rather than using dis-
tinct codes, CDMmay still be regarded as an appropriate description
of this multiplexing method.
The CDM approach used in the user study (see Subsection 12.2.1) em-
ploys QR codes and QR tags in the following way: Each input image
is converted into grayscale, and scaled and cropped to 128 x 128 pixels
214
to reduce the data volume. Then, it is transposed from time-domain
into frequency-domain by applying a Fast Fourier Transform (FFT)
on every row. The upper halves of the resulting spectrums are cut o
to further reduce the data volume. Subsequently, the remaining spec-
trums are normalized to t a specic range. This range is dynamically
computed for every set of input images in order to optimize the image
quality while exploiting the maximum data capacity of QR tags. The
result is compressed using bzip2 and encoded with base64. The en-
coding avoids bytes, which cannot be represented as characters; those
characters would conict with the QR specications.
Next, all base64 encoded strings of all input images are concatenated
with a special delimiter. The concatenated string is used to gener-
ate a QR tag, as shown in Figure 10.7a. The demultiplexer scans the
QR tag, separates the information channels using the delimiter, picks
out the one selected by the user, and performs the aforementioned
steps in reverse order—here, a Fourier Synthesis is performed instead
of an Fast Fourier Transform. Since the dropped frequencies of the
spectrums cannot be recovered, they are not taken into consideration
when reconstructing the image with Fourier synthesis.
While this method supports any number of input images, the cur-
rent prototype (see Subsection 11.2.1) works best with three images as
the current QR specications limit the amount of data to 4,296 bytes.
Figure 10.7a shows a multiplexed image created with CDM. The de-
multiplexed results are shown in Figures 10.7b–d. One advantage of
this method is that it separates the individual information channels
precisely. FDM and TDMmay lack this precision due to non-optimal
camera optics, lighting conditions, or timing issues. Figure 10.6b il-
lustrates this aspect, as parts of Figure 10.6c shine through. A disad-
vantage of CDM is the processing time, since scanning and processing
the QR tag may take up a couple of seconds. In addition, the colors
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of each input image are lost. Finally, the resulting images may appear
blurry, due to the spectrum cut o. Based on a constructive review
comment, the CDM approach could be improved signicantly:
The encoding and decoding was described in enough de-
tail to replicate such a system—which I personally liked a
lot. Nevertheless, there were quite some confusing steps
[. . . ]. First and foremost, a 128 x 128 JPEG image can be
compressed to be less than 4 kB without the need to use
a rather complex FFT/DCT. Particularly, because JPEG al-
readymakes use of a DCT and a subsequent LZWcompres-
sion, I wondered whether the introduced encoding and de-
coding steps actually would lead to better results, and I have
mydoubts with that. Did the authors consider just sampling
down the image to 4 kB and encode that one into aQR code?
—Anonymous Reviewer at CHI 2013
Apparently, the results shown in Figure 10.8 have a higher visual -
delity. Most importantly, the JPEG compression allowed for colored
input images to be demultiplexed accordingly, see Figures 10.8e and
10.8f. Unfortunately, though, this enhancement was considered af-
ter the user study (see Subsection 12.2.1) had been carried out. The
results of the study thus reect the performance of the original ap-
proach based on FFT.
Proposed Approach to Time-DivisonMultiplexing (TDM)
Many current public displays already use TDM [102]: Cyclic program
loops are used to display blocks of information sequentially. The users
see dierent content depending on when they look at the screen. The
TDMapproach signicantly increases the speed atwhich the informa-
tion is changed by applying the following strategy: The multiplexer
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(a) (b) (c) (d)
Figure 10.7.: CDM example as used in the user study. (a) Multiplexed
image; (b)–(d) demultiplexed information channels.
(a) (b) (c) (d)
(e) (f)
Figure 10.8.: CDM example with JPEG algorithm. (a) Multiplexed im-
age; (b)–(d) demultiplexed information channels; (e) col-
ored input image; (f) demultiplexed colored image.
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produces a video le with a xed frame rate, e.g., 15 fps. Depending on
the frame rate, each input image is assigned a time slot with a certain
length. The prototypical implementation (see Subsection 11.2.1) uses
15 fps, and thus the length of each time slot is 1 ÷ 15 = 0.06 seconds.
The rst input image is used as the rst video frame, the second input
image is used as the second video frame, and so on. After the last in-
put image, a special synchronization frame (depicted as a red square
in Figure 10.9a) is added to the video. The resulting video is looped
continuously. The demultiplexer only shows each nth video frame,
depending on the information channel selected by the user. The syn-
chronization frame enables the demultiplexer to properly detect the
beginning respectively the end of a cycle. For example, if the user
picked information channel one out of four, the demultiplexer would
only show the 1st, 6th, 11th, 16th, . . . video frame.
While this method supports any number of input images, the current
prototype (see Subsection 11.2.1) works best with three images due to
some technical limitations as explained below. Figure 10.9a visualizes
how display content changes over time. The demultiplexed images
are shown in Figures 10.9b–d. The advantage of this method over
FDM or CDM is that it does not manipulate the original input images,
and thus retains their full color depth and resolution. Furthermore, it
is signicantly faster than CDM and could thus be used to visual mul-
tiplex multimedia content, e.g., videos. A disadvantage could be the
noticeable ickering on the public display, as it may distract passersby
[242]. Timing disparities between the public display and the mobile
device could also cause tearing: One part of the demultiplexed infor-
mation channel may contain parts of the previous or next channel,
depending on wether themobile device is ahead or behind time. This
can be countered by synchronization strategies, e.g., by estimating the
temporal middle of a frame.
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(a) (b) (c) (d)
Figure 10.9.: TDM example. (a) Multiplexed image (cyclic transition
over time); (b)–(d) demultiplexed information channels.
10.2.2. Visual Highlighting
One of the main application scenarios of pervasive displays is to re-
lay information to a—possibly large—number of people. Typical use
cases include conference information displays, digital signage to sup-
port navigation, as well as ight departure and arrival boards at air-
ports. In some scenarios, the target audience of such displays will be
under time pressure. At an airport, for example, some travelers may
be late and thus in a rush to get to their departure gate. Flight depar-
ture boards frequently show a very large number of ights and conse-
quently, nding the required information can be dicult, error prone,
and time consuming for a traveller. Similarly, in densely crowded ar-
eas with a high throughput of people, such as entrance halls at large
conferences, it may not be desirable to linger for long, and therefore
the information being displayed on a public display should be spot-
ted quickly. In such situations, it would be very benecial if the user’s
attention could be eciently directed to the one item amongst many
that is relevant to that individual person.
In another application scenario, a user might want to direct another
person’s attention to a specic piece of information shown on a public
display. One approach could be to roughly point at the corresponding
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screen area; another way could be to describe the particular informa-
tion or part of the display. In either case, itmay not be guaranteed that
the other person refers to the same piece of information at the end.
Moreover, other people, e.g., bystanders or passersby, may also see
the pointing gestures or overhear the oral description. This may not
be desirable with regard to the user’s privacy. It would thus be bene-
cial to direct someone’s attention to a specic spot in a precise and
discrete manner. Figure 10.10 shows a simple, analogous approach
to visual highlighting: a “guckrohr” (a German word which roughly
translates to a “looking pipe”), which is often found in zoos or parks
to direct the visitor’s focal attention towards, e.g., bird-nests.
In the past, a number of approaches have been proposed to address
this demand for personalizedhighlighting of information. Frequently,
they have been designed for public displays that are meant to serve
large amounts of users at the same time, such as CrossFlow and Cross-
Board [167] as well as the Rotating Compass [189]. While these ap-
proaches are based on crossmodal, i.e., tactile, cues emitted by per-
sonal mobile devices, visual highlighting is an alternative means that
relies solely on visual cues to direct a user’s attention to a specic
screen item amongst many. The approach presented in this subsec-
tion uses visual markers shown on a public display to visually high-
light items. The visual highlight is an overlay displayed on a personal
mobile device that is pointed towards a public display. This subsection
also proposes a set of criteria to classify and characterize highlighting
methods for public displays and apply them to contrast the approach
presented here with prior approaches.
The remainder of this subsection presents related work on previously
suggested classication schemes and on existing approaches to ad-
dress the issue of highlighting on public displays. Afterwards, the ap-
proach to visual highlighting as proposed in this thesis is introduced.
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Figure 10.10.: A cardboard cylinder used as a “guckrohr” to realize
analogous visual highlighting. The user’s focal atten-
tion is directed towards a predened spot, here a treetop
across the street. A similar concept is often used in zoos
or parks to point at bird-nests, for example.
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Subsection 11.2.2 presents a corresponding prototypical implementa-
tion. Next, a set of comparison criteria is proposed and motivated,
while means tomeasure and assess the impact of each criterion on vi-
sual highlighting are outlined. These comparison criteria are used to
compare and evaluate all approaches in Subsection 12.2.2. The same
subsection presents a user study, which assesses the raw performance
of the approach proposed in this thesis with regard to eciency, ef-
fectiveness, and robustness.
Classication Schemes
A number of schemes to classify and compare pervasive display sys-
tems has been proposed in the past. At a fundamental level, it is pos-
sible to categorize interaction with public displays as a special case of
proxemic interaction. Early work on proxemics was recently applied
to large-scale displays byMarquardt et al., who proposed the Proxim-
ity Toolkit [133]. This toolkit is based on a theory of proxemic inter-
action and allows for rapid prototyping of applications making use of
the ideas and concepts underlying proxemics.
Unlike this very generic approach, Müller et al. [151] dened a design
space for interactive public displays. The focus of their framework is
on forms of attraction, engagement, and interaction in the context of
pervasive displays. An alternative approach was presented by Huang
and Mynatt, who proposed a “design space of awareness applications
categorized by the group size they are designed to support and the
type of space in which they are meant to be viewed” [99]. The clas-
sication scheme proposed below complements and signicantly ex-
tends prior schemes incorporating additional criteria and appropriate
means to measure each dimension.
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Highlighting on Public Displays
CrossFlow and CrossBoard [167] are two systems that use crossmodal
cues to point out relevant information to individual users. The pub-
lic display highlights distinct pieces of information periodically, and
each time the user’s information is highlighted, the personal mobile
device signals this to the user by vibrating. This approach works with
any display size and type. According to Huang and Mynatt [99], this
system would suit large groups in public spaces. The two proposed
use cases are an indoor navigation system (CrossFlow) and a ight de-
parture board (CrossBoard). In these scenarios, the personal mobile
device is a smartphone that has been set up and paired for a Bluetooth
connection in advance. Unlike CrossFlow, which uses abstractmoving
patterns to indicate directions, the public display running CrossBoard
remains usable by users without a personal mobile device. These
users do not benet from personalized visual highlights, though.
The Rotating Compass [189] is based on the same principle as Cross-
Flow. The public display is designed to resemble a compass with a
needle rotating clockwise. Each time the compass needle points in
the direction in which the user is supposed to move, their personal
mobile device signals this through a tactile cue. This method can op-
erate with any size and type of display and—according to Huang and
Mynatt [99]—could be classied as being designed for large groups in
public spaces. The main use case scenario for the Rotating Compass
is an outdoor campus navigation system. The system relies on a pre-
congured and synchronized smartphone, and thus cannot be used if
the user does not carry a personal mobile device.
A dierent approach is used for the Interactive Ambient Public Dis-
plays proposed by Vogel and Balakrishnan [231], which is based on
a screen equipped with a body tracking system. The public display
10.2. Countermeasures 223
tracks the users’ position and posture in front of the display and uses
this information to select what information to show. Relevant infor-
mation for an individual is shown in an user proxy bar using noti-
cation ags. Interactive Ambient Public Displays are intended to be
used by pairs or small groups in private shared places, according to
the design space by Huang and Mynatt [99].
Visual data transmission between public displays and personal devices
is used in the ScreenCodes system [58]. Images shown on a public dis-
play are overlaid with a special semi-transparent barcode similar to a
QR tag. This allows for transmitting data to a personal mobile device
optically while leaving the actual screen content recognizable to users.
Thus, users without a personal mobile device can still use the public
display, even though they cannot take advantage of the additional ca-
pabilities of the system. Even though Screen Codes do not address
personalized visual highlights per se, it is mentioned as a reference
for visual data transfer from a public display to a personal device. The
system is designed to work with any type and size of public displays. It
may be classied as suitable for installations for large groups in public
spaces according to Huang and Mynatt [99].
SnapAndGrab is described byMaunder et al. [136]. It is built on a pub-
lic display and a private device, both communicating via Bluetooth.
This work aims to avoid the Bluetooth pairing process. To achieve
this, the user takes a regular photograph of a screen area containing
interesting information. They then use Bluetooth to send this pic-
ture to the public display that will accept the data transfer without
any prior conguration. Once the request for additional information
has been processed, additional information is sent back to the user’s
mobile device. This transmission does in turn not require any pre-
conguration. The key drawback is, however, that the user needs to
nd the actual information on the public display before being able to
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receiver further information. Referring to the design space by Huang
andMynatt [99], the system could be classied to handle large groups
in public spaces. The public display remains usable even if the user
does not have such a personal mobile device—though without the ad-
ditional information.
C-Blink [147] also uses the visual channel to enable interaction with a
public display. Themobile device uses its screen to emit a sequence of
colors that is then captured by a camera attached to the public display.
The public display processes the recorded sequence and decodes the
contained information, which could be, for example, the device ID
and the requested action, e.g., click, push, drag, or drop. Though C-
Blink also ts in the design space by Huang and Mynatt [99] for large
groups in public spaces, its basic design is less well suited for visual
highlighting on public displays, and will thus not be included in the
comparison presented in Subsection 12.2.2.
Proposed Approach to Visual Highlighting
The method introduced in this thesis shares the use of the optical
channel with some of the systems reviewed above, but does neither
require synchronizationwith the public display nor awireless connec-
tion. The proposed approach to personalized visual highlighting on
public displays uses a conventional public display and a personal mo-
bile device. Similarly to Screen Codes, it relies on special code tags to
transmit data through an optical channel. In contrast to Screen Codes,
the code tags do not span the entire screen in a semi-transparentman-
ner. Rather, a code tag is a composite of a regular QR tag framed by
an augmented reality (AR) marker as shown in Figure 10.11. The QR
tag contains information about the dierent visual highlights avail-
able for the current information shown on the public display.
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Additionally, the QR tag is surrounded by an AR tag. This tag helps
the personal mobile device to identify the position of the display in
space. By applying standard AR techniques, the personal mobile de-
vice can thus correctly render additional personalized information
(taken from the QR tag) onto the public display. This allows for per-
sonalized visual highlighting as shown in Figure 10.11: Users can use
the screen of their personal mobile devices to look at the public dis-
play. They can then see personally relevant information that is vi-
sually highlighted over the image of the public display as it is being
shown on their personal mobile device.
Azuma [18] denes augmented reality as a variation of virtual envi-
ronments and provides an overview of rst AR application scenar-
ios. Early work in this area, e.g., by Caudell and Mizel [47], used see-
through heads-up displays (HUD). Their system allowed to superim-
pose computer graphics on top of real world objects and xate their
location no matter how users moved their heads. More recently, AR
has become feasible for implementation on mobile phones [19, 20,
233]. A key metaphor in this area was proposed by Bier et al. [28]:
Toolglass and MagicLens. Users can look at virtual objects using spe-
cial lenses as visual lters. Each lens has a specic characteristic that
reveals, hides, or modies a particular information about the scruti-
nized object. The approach presented here could be seen as a Tool-
glass or MagicLens for public displays.
Moreover, the proposed approach operates on any type and size of
display and could be classied as being suitable for large groups and
public spaces, according to the design space by Huang and Mynatt
[99]. The public display remains usable even if the users do not have
a suitable personal mobile device.
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Figure 10.11.: Design of the visual highlighting approach. Two mo-
bile devices show dierent visual highlights on the same
public display.
Comparison Criteria
The proposed comparison criteria are motivated by the large body
of existing approaches to (visual) highlighting on public displays. The
following set of criteria is thus designed to be used as a universal tool
for comparing dierent approaches for visual highlighting on pub-
lic displays: Subsection 12.2.2 presents the results of a comparison
of existing approaches as well as the novel method proposed in Sub-
section 10.2.2; the results of this comparison are discussed in Sub-
section 14.2.2. The comparison criteria are broken down into two
sets. The rst one covers the prerequisites and the second one consid-
ers the actual performance analysis. The latter one is further broken
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down into four subsets, i.e., quality, quantity, reliability, and robust-
ness. Table 10.14 provides an overview of all comparison criteria.
Prerequisites. Each visual highlighting method may use a dierent
technical foundation. Thus, the technical prerequisites and system
requirements may vary as well. This set of criteria therefore takes the
following aspects into consideration: (i) the required equipment, such
as certain server ormobile technologies; (ii) the eort it takes to imple-
ment the visual highlighting, concerning software as well as hardware
setup; (iii) possible additional connectivity, e.g., WiFi, 3G, or Blue-
tooth data links; and nally, (iv) the necessary pre-use conguration,
such as the pairing of Bluetooth devices. This latter is an important
criterion, since it has a sizable impact on the instantaneousness and
operating costs of a specic visual highlighting method. The scale to
measure each criterion could be the cardinality of a list. For example,
the list LEquipment−A = {computer, touchscreen, webcam} contains all
three prerequisites for a specic public display systemA; thus, the car-
dinality of that list is |LEquipment−A | = 3. Another public display system
B could have more requirements; the cardinality of the correspond-
ing list would thus be higher: |LEquipment−B | > |LEquipment−A |. Whether
a higher or lower cardinality is “better” or “worse” likely depends on
the individual situation.
Performance. The second set of the comparison criteria analyzes
the performance of the individual visual highlighting method. It is
broken down into four subsets, each described in detail below.
Quality. These criteria cover quality aspects of the specic visual high-
lighting method. Quantifying them requires the specication of ap-
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propriate scales, which are shown in Table 10.14. These scales allow to
assess the impact of each criterion.
Clarity denes how easily the user can identify the highlighted infor-
mation. It gives information about whether the highlighting is unam-
biguous so that there is no doubt about what part of the public display
is highlighted and thus what part of the public display is declared as
relevant for the user.
Granularity denes how precisely the visual highlighting method can
highlight pieces of information. A system may only be capable of
highlighting rough areas, such as a whole line of text, or a systemmay
be more precise and highlight words or even individual pixels.
Duration denes whether themethod provides visual highlights at any
time for an arbitrary length or whether it is bound to timing slots.
Delay denes how well the timing of visual highlights corresponds to
the timing of the actual information shown on the public display. For
example, there could be delays that may cause areas to be highlighted
though the corresponding information has already disappeared. At
worst, such a delay would lead the user to use wrong information.
This criterion can be measured on a scale in seconds.
Readability denes the visual quality of the highlighted information
and how the visual highlighting method may inuence it positively
or negatively. For example, an information printed in small letters
could be zoomed in by the visual highlighting method and thus be-
come more readable than before. In contrast, highlighting done by a
colored backgroundmay lessen the visual contrast between the infor-
mation and the highlight, thus decrease the readability.
Interference denes the inuence of the visual highlighting method
on the entire public display. For example, if the method uses special
codes, like QR tags, that are shown on the public display, these codes
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have an impact on the visual impression of the public display for the
user. Thus, interference determines whether the system remains us-
able for viewers that do not use the visual highlighting capabilities.
Also, visual highlights in one part of the public display may inuence
other information shown in dierent parts of the same display. More-
over, interference includes distortions between individual highlights.
Quantity. This subset covers quantity aspects for visual highlighting
methods on public displays. As opposed to the previous subset, all the
proposed criteria can be measured objectively on metric scales. The
scalability of a visual highlighting method can also be described by
these comparison criteria.
Concurrent highlighting captures howmany distinct pieces of informa-
tion can be highlighted in parallel. This includes any upper or lower
limits and their possible causes.
Concurrent users captures how many users can be served at the same
time. This includes anyupper or lower limits and their possible causes.
The dierence between this criterion and the previous one is that
though the maximum number of concurrent highlights may be lim-
ited, the method may be able to handle more users at the same time.
This implies that two or more users would have to share the same vi-
sual highlight. This could be the case if two users are interested in the
same piece of information, for example, at an airport while looking
for their gate.
Time density captures how many sequential highlights can be shown
per time unit. This criterion correlates to the notion of resolution. It
encompasses the speed at which the system can operate so that the
users are still able to dierentiate and process the visual highlights.
This includes any upper or lower limits and their possible causes.
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Reliability and Robustness. The following set presents the criteria con-
cerned with the reliability and robustness of the methods.
Availability denes how available the system is to the user with respect
to conditions that have to be met so that the user may use the system.
Availability is not about the current prevalence or hardware require-
ments of the system. For example, a system could cycle through dif-
ferent states, but only allow the user to synchronize in one specic
state. Thus, the user may not use the visual highlighting while the
system is in one of the other statuses.
Correctness denes how well the method can guarantee that the visual
highlights t the actual content. For example, the actual visible con-
tent may change while the user uses the visual highlighting. The sys-
tem could continue to highlight the same region on the public display
even though the corresponding content has disappeared. The user
may now consider the wrong content to be relevant and pick up im-
proper information. This criterion is, however, not concerned about
the correctness of the actual visual information itself.
Environmental inuences denes which external factors inuence the
reliability and robustness of the visual highlighting methods. For ex-
ample, some visual highlighting methods require users to synchro-
nize to the system, i.e., to look at it at the right moment for a certain
period of time. If users fails to do so, they cannot use the visual high-
lights unless they synchronize rst.
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Table 10.14.: Proposed comparison criteria for visual highlighting on
public displays.
Comparison criterion Scale
(Technical) prerequisites
Required equipment Cardinality of a list
Eort Cardinality of a list
Connectivity Cardinality of a list
Pre-use conguration Cardinality of a list
232
Table 10.14.: Proposed comparison criteria for visual highlighting on
public displays (continued).
Comparison criterion Scale
Performance
Quality
Clarity Very ambiguous (1),
somewhat ambiguous (2),
not ambiguous (3)
Granularity Block (1), words (2), pixel (3)
Duration Occasional (1), periodic (2),
continuous (3)
Delay Seconds
Readability Reduces readability (1),
no inuence (2),
improves readability (3)
Interference Interferences with conventional
display use (1), interferences
between highlights (2),
no interferences (3)
Quantity
Concurrent highlights Integer
Concurrent users Integer
Time density Seconds
Reliability, robustness
Availability Occasionally available (1),
periodically available (2),
always available (3)
Correctness Rarely correct (1), mostly
correct (2), always correct (3)
Environmental inuences None (1), some (2), many (3)
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10.2.3. Visual Interaction
The countermeasures introduced above, i.e., visual multiplexing and
visual highlighting, address the communication directed from the
public display towards the user. Visual interaction, as presented in
this subsection, however, focusses on the inverse communication. As
reasoned in Section 10.2, bi-directional communication is essential
to interaction, which is—in turn—essential to personalization. As ex-
plained in Section 3.1, personalization is regarded as a promising ap-
proach to address the root of display blindness.
Interaction between users and public displays is not a new eld of
research. Numerous projects explored the applicability of various
means of interaction to let users control such systems. However, only
a few projects are concerned about the users’ privacy during interac-
tion. The related work presented in Section 7.5, Subsection 10.2.1, and
Subsection 10.2.2 may already point to this fallow research opportu-
nity; the related work presented below underlines this even more.
Section 6.2 presented arguments put forth by renowned authors that
emphasize the important role of privacy as a means to avoid grad-
ual changes in personality. In a nutshell, most people tend to adapt
their behavior to the expectations and practices of the society they live
in. Surveillance and data preservation are two examples of such prac-
tices that touch people’s privacy. It is important to point out, that this
adaptation may be a stealthy and subconscious process: Even though
people claim that curtailing their privacy for whatever reason, e.g., to
prevent terroristic attacks, would not impact their behavior or every-
day lives at all, it often still does nonetheless.
In the context of public display systems, people might be prone to
avoid interacting with such systems, since the underlying technology
might be regarded as a privacy impact. Avoiding interaction implies
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avoiding personalization. This runs afoul of the overall objective to
address the root of display blindness. Therefore, privacy is an impor-
tant aspect when designing means of interaction for public displays.
Visual interaction, as proposed as a countermeasure in this thesis (C2),
is an approach towards a privacy-preserving means of interaction.
Direct touch is a common type of interaction that lets users person-
alize the content of public displays. Besides that, interaction is also
frequently realized via smartphones that wirelessly connect to the dis-
plays. While the latter approach has many benets, for example, in-
creased exibility and scalability, there are also some drawbacks to it:
Many smartphone-based solutions for public display interaction re-
quire radio-based connections, e.g., Bluetooth or WiFi. A setup pro-
cess may be required prior interaction, which some users might ex-
perience as daunting or time-consuming. Also, certain connections,
such as 3G, may incur costs, e.g., roaming fees. Moreover, network-
based communication usually assigns a unique identier to each com-
munication participant, such as MAC addresses. Users and their de-
vices can thus be tracked whenever they are connected to such a net-
work, which may be regarded as a privacy threat.
Visual interaction addresses these challenges. The approach relies
on a lightweight hardware and software infrastructure: A mobile ap-
plication shows dynamically congured user interfaces and uses the
built-in ashlight of a smartphone to emit sequences of light signals.
Each sequence represents an action, e.g., selecting an item. A cam-
era attached to the public display captures the light signals and trans-
lates them into application-specic actions, e.g., keystrokes. The set
of available actions can be dynamically adapted. Visual interaction
can thus be used as a generic tool to implement remote interactions
with public displays via smartphones. The remainder of this subsec-
tion rst presents related work on immediate and remote interaction
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with public displays. Afterwards, the approach of visual interaction
is discussed in more depth. Based on a prototypical implementation
of the approach, as presented in Subsection 11.2.3, a study was car-
ried out to assess the properties and limitations of the approach, see
Subsection 12.2.3. The results provide evidence for the feasibility of
optical interaction between smartphones and public displays.
Immediate Interaction
This type of interaction most frequently relies on physical contact or
devices attached to the public display. This common type of interac-
tion often uses prevalent andwell-knowndevices such as keyboards or
touchscreens. Dynamo [103], for example, is a public interactive sur-
face, which multiple users can interact with in parallel via keyboards
and mice. Opinionizer [188] enables people to place comments on a
public screen via one public keyboard. The CityWall [180] can track
an arbitrary number of hands and ngers on top of its surface by us-
ing high-resolution and high-speed cameras. The UBI-hotspots [130]
can be controlled via touchscreens and can handle multiple users in
parallel due to a spatio-temporal screen real estate management.
All these systems use physical input devices, which suer from in-
herent problems: They have to be touched or pushed, for example,
and are thus subject to misuse and vandalism [148]. Also, most peo-
ple use their bare hands to control these devices. This raises hygiene
concerns [73, 120], as there may be a risk of spreading germs. Privacy
issuesmay also result from this interaction: Malevolent usersmay, for
example, spy on others while they type in their password [68].
Gestures could help to alleviate these problems. Vogel and Balakrish-
nan [231], e.g., investigated hand gestures to control personal content
on screen. Nancel et al. [160] compared dierent mid-air gestures in
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front of wall-sized displays. They suggest to avoid gestures performed
in free space as they tend to be less ecient and more fatiguing than
gestures on surfaces. WaveWindows [182] allowed users to interact via
waving or knocking. Study results indicate, however, that social inhi-
bition may prevent users from performing such gestures.
Gesture-based approaches may thus share common advantages and
drawbacks. In most cases, cameras track the gestures. These cameras
are usually secured in protective casings. Thus, there is no exposed
physical interface that could be vandalized. Moreover, gestures may
be well-suited in scenarios in which hygiene is an issue. However, ges-
tures are a quite novel approach. Many user may be unfamiliar with
this means of interaction and have diculties or even anxieties to use
it, e.g., due to a lack of unied gestures [120] that may confuse users
[234]. Finally, gesturesmay raise privacy concerns [182]. For example,
due to current technical limitations, gestures have to be quite distinct
and thus easily observable, so that they may be unsuited for sensitive
data, such as passwords [43, 123]. Thismay also cause social inhibition.
Remote Interaction
Remote interaction is an alternative means of interaction with public
displays. Though users do not have to bewithin arm’s reach of the dis-
play, the interaction is often limited to a short range, e.g., a fewmeters.
This constraint appears natural, as public displays are often situated at
specic locations [174], and larger distances between the display and
its users could negatively impact this characteristic. Sweep and point
and shoot [23] lets users select objects on screen and drag them around
via smartphones. Though the set of supported actions, e.g., select-
ing and activating objects, is comparable to the one presented in this
subsection, it only provides one generic action set.
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SnapAndGrab [137] facilitates bidirectional information transfer be-
tween public displays and smartphones. Users may send pictures of
interesting screen areas to the display, which responds with a down-
loadable “data package.” Crossmodal Displays [167], e.g., the Rotating
Compass [189], use smartphones to issue tactile cues when content is
shown that could be relevant to a specic user. The two approaches
presented by Boring et al. [33] and Baldauf et al. [21] let users employ
their smartphones to project interactions issued on the display of the
smartphone onto the public display. In contrast to visual interaction,
all system mentioned above require a network connection, e.g., 3G,
WiFi, or Bluetooth, between the public display and the smartphone.
Though theremay be some advantages to remote interaction in com-
parison to immediate interaction, there are also potential drawbacks:
The awareness of privacy issues in the general public has increased
in recent years, e.g., in the aftermath of disclosures on governmental
surveillance. Privacy has in turn become a sensitive topic with re-
spect to Internet-based communication. Interacting with public dis-
plays over the Internet may thus appear as a privacy threat to some
users. Optical communication could be a means to overcome this
issue. Screen Codes [58], for example, facilitate the transfer of data
from public displays to hand-held devices. In contrast to this unidi-
rectional approach, FlashLight [94] uses the smartphone camera to re-
ceive data and the built-in ashlight to send data to the public display.
A key dierence to visual interaction is that FlashLight requires the
smartphone to be placed right on top of the display surface. C-blink
[147] can be used to remotely control public displays via optical sig-
nals shown on the screen of a mobile phone. Yet, for some functions,
the system requires an additional network link. Moreover, C-blink is
limited to one generic action set, while visual interaction, as proposed
in this thesis, can be tailored to dierent application scenarios.
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Flashlight interaction [204] uses the ashlight of the smartphone in-
stead of its screen: Users control a cursor bymoving their smartphone
in front of the public display. This has some resemblance to the ap-
proach presented in this subsection. The dierence is, however, that
Flashlight interaction only supports one action set, i.e., pointing, click-
ing, and zooming, whereas visual interaction supports various action
sets that match individual application scenarios. Lumitrack [243] is an
optical motion tracking system that requires dedicated hardware to
project and detect special visual patterns, called m-sequences. SideBy-
Side [240] allows for multi-user interaction with handheld projectors.
The projected contents, e.g., animated characters, may interact based
on information transferred via infrared light.
Overall, the review of previous work shows that none of the proposed
remote interaction techniques are without issues. Compared tomany
of the conventional network-based communication approaches, sys-
tems based on optical communicationmay provide an increased pro-
tection of privacy, as the communication between public displays and
smartphones is local, ephemeral, and may be harder to capture if not
collocated. Most of the optical systems presented above do not re-
quire users to complete a coupling or pairing process, e.g., entering
credentials or exchanging security tokens. Users may thus interact in-
stantaneously with these systems. Pure optical communication also
avoids additional costs, especially roaming fees.
Proposed Approach to Visual Interaction
The basic design of the approach consists of two components: a public
display (CMP1) and a smartphone application (CMP2), see Figure 10.12.
The smartphone application allows to remotely control the public dis-
play via a user interface that is tailored to suit a specic application
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scenario, i.e., the application running on the public display. The ap-
pearance and behavior of the user interface depends on the specic
public display and is dynamically transferred from the public display
to the smartphone. The communication between both components is
based on optical means alone as explained below. The public display
is equipped with a camera, while the smartphone application requires
a built-in camera and ashlight to receive and transmit optical infor-
mation. In simplied terms, the smartphone is comparable to a TV
remote control, except that the UI of the remote is adaptable, and no
infrared (IR) light—and thus no special hardware—is used.
Figures 10.12a–d illustrate the basic design of the proposed approach
and visualize the workow, which was also implemented in the pro-
totype, see Subsection 11.2.3. In the sketched example, users can per-
form one of three actions by pressing the corresponding button (here,
represented as white, gray, and black) on their smartphone. However,
the user interface is not limited to this particularUI, itmerely serves as
an illustrative example. As depicted in Figure 10.12a, the smartphone
application dynamically retrieves data about the UI from the public
display via a QR code.
QR codes were chosen, since they can be easily integrated in exist-
ing public display software (e.g., as JPEG images) and can be scanned
reliably from various perspectives, see Subsection 10.2.1. Moreover,
many people are familiar with QR codes, as they are a common sight
on billboards, posters, etc., which could help to reduce the initial in-
teraction barrier from the user’s point of view. Since QR codes can
contain any type of data, they can also transfer data about a user inter-
face that suits a specic public display application. One way to convey
this data would be to use the XML User Interface Language (XUL7).
Figure 10.12b illustrates how the smartphone application extracts the
7https://developer.mozilla.org/de/docs/XUL, accessed: July 15, 2015
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UI as well as the corresponding coding scheme from the QR code.
Later, the coding scheme is used to encode light messages emitted by
the smartphone ashlight.
Figure 10.12e shows three examples for user interfaces suitable for
dierent scenarios: The colored buttons (top) let users select items
that they would like to get additional information about (for exam-
ple, pressing the white button would show world news, the gray but-
ton sport news, and the black button weather forecasts). The d-pad
(middle) could be used to let users move a game character. The verti-
cal slider (bottom) could be used to control the zoom level of a map.
As mentioned above, the design of the approach also lets users di-
rectly control an onscreen cursor or pointer, which is comparable to
the sweep method introduced by Ballagas et al. [23]. However, this
action set was not included in the prototype, since Ballagas et al. al-
ready conducted a similar study. When the user performs an action,
e.g., pressing the black button, the smartphone application optically
transfers this information to the public display by emitting a light sig-
nal, see Figure 10.12c. Eventually, the public display shows the selected
content, see Figure 10.12d.
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(a) (b) (c) (d) (e)
Figure 10.12.: The design of the visual interaction approach with its
components CMP1 and CMP2. (a) First, the smartphone
application (CMP2) photographs a QR code shown on
the public display (CMP1); (b) the QR code contains data
about the coding scheme and the UI; (c) the transmitted
UI is shown on the smartphone and the user interacts
with it. User actions are encoded using the transmitted
scheme and sent to the public display via the ashlight
of the smartphone. The camera of the public display
then captures the light signals; (d) the public display de-
codes the signal to identify the user action and triggers
the corresponding application-specic action; (e) three
examples for adaptive user interfaces, i.e., color code
buttons, d-pad, vertical slider (top to bottom).
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10.3. Process Integration
As presented in Chapter 9, there are at least eight challenges thatmake
the design of public display systems a complex task. In particular,
public displays often allow for interaction, for example, via touch-
screens, WiFi and Bluetooth interfaces, or body tracking cameras.
These means of interaction add complexity to the software that runs
the public display and to the user interfaces. As with any software,
public display systems need sound design and testing to guarantee
a certain level of reliability and to ensure a good user experience.
There are best practices and approaches, e.g., unit testing and partic-
ipatory design, to develop and test conventional software. Yet, many
of these practices only partially address key aspects of public displays,
i.e., their situatedness and their inherent interaction with the context
they are deployed in.
Alt et al. [12] compared various evaluationmethods for public display
systems and analyzed themwith respect to howwell they are suited to
answer specic research questions, for example, about the audience’s
behavior or the user acceptance. One aspect they highlighted is the
importance of ecological validity for public displays, which usually
comes at the expense of external or internal validity. This section thus
proposes a novel approach to increase the degree of situatedness in
lab-based public display studies.
The approach supports the design and evaluation of public display
systems at early development stages by combining panoramic images
or video footage with a light-weight, graph-based model to simulate
public displays. Subsection 11.3.1 presents the Immersive Public Display
Evaluation and Design (IPED) Toolkit as a prototypical implementation
of the approach. An Immersive Video Environment (IVE), see Subsec-
tion 11.3.2, allows users to experience the public display system as
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if they were exposed to a real, physical deployment. Benets of the
toolkit in terms of rapidly designing and evaluating public display sys-
tems with relatively little eort are shown.
10.3.1. Immersive Public Display Evaluation and
Design Toolkit
First, this subsection positions the proposed approach within related
work. In doing so, it addresses the design, prototyping, and evaluation
of public display systems. Afterwards, the actual approach towards a
process integration (C3) is proposed as the IPED Toolkit. The corre-
sponding prototype is presented in Section 11.3. Finally, Section 12.3
reports on experiences gathered from using the proposed approach
in a real application scenario; moreover, the same section reports on
results obtained from a user study, assessing the suitability of the pro-
posed approach to address each of the eight challenges.
Design of Public Display Systems
A fundamental property of signage in general is its legibility. Xie et al.
[244] investigated (static) emergency signage and its legibility. They
proposed and validated a geometrical model that captures relevant
aspects of sign visibility. Such an approach could be applied during
the design phase of a public display to assess and predict whether the
shown content can be perceived. The same is true for agent-based
models [181], which can simulate pedestrian movement in general,
but can incorporate visibility assessment as well. As such models of-
ten only rely on geometrical computations, combining themwith the
approach presented in this thesis would facilitate the investigation of
contextual factors as well.
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Stahl andHaupert [214] used 3Dmodels of intended deployment sites
inwhich they inject screen contents of existing public display systems.
This is similar to the approach proposed here. However, their system
lacks visual delity, does not incorporate sensor readings, and does
not easily support dierent scenes at the same location, for example,
daytime vs. nighttime. A (scaled-down) replica of a planned deploy-
ment site can also be used in the design phase. Hamhoum and Kray
[90] applied this approach to a public display system that supports
navigation at densely crowded sites. They were able to gather insights
into properties of the full-scale system, e.g., the relative density of
displays, based on the physical simulation. While the approach pro-
posed in this thesis could be used to design and evaluate the system
presented by Hamhoum and Kray, simulating the users’ locomotion
is still dicult.
Prototyping Public Display Systems
The Proximity Toolkit [133] is based on a theory of proxemic inter-
action. It allows for rapid prototyping of applications that use of the
ideas and concepts of proxemics, e.g., the user’s location and orienta-
tion in front of public displays. While this approach was successfully
used to prototype dierent public displays, it only focuses on one type
of interaction and does not consider contextual factors, display con-
tents, or the deployment location of the public display.
This last aspect is picked up on by Nakanishi [159], who proposed to
useminiaturemodels of real locations to facilitate frequent prototyp-
ing and testing. Not all relevant aspects can be covered in a miniature
model, which is why he suggested to analyze a corresponding virtual
model as well. This virtual model can then be used to assess the ideal
positioning of interactive devices, while the miniature model can be
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used to eliminate discrepancies between the virtual and the real space,
such as optical attenuation. His approach is subject to some limita-
tions, as the virtual model and the small scale physical model may
lack some realism. Moreover, in contrast to the approach presented
in this thesis, his system requires designers to work with two models
rather than just one.
Harrison and Massink [92] proposed stochastic models as a means of
prototyping and evaluating ubiquitous systems prior to deployment.
The idea is to reduce risks during the development, as some design
aws can be identied early. However, constructing usable models
of this type may require considerable eort and might not capture all
relevant contextual factors. In contrast, the approach proposed in this
thesis facilitates a rapid development of simulations and integrates
dierent contextual factors.
The APEX framework [206] is a related approach for model-based
rapid prototyping of ubiquitous environments. It enables users to
experience an envisioned system in a 3D simulation and is based on
three components: a virtual environment, a behavior, and a commu-
nication/execution. These components bear some resemblance to the
proposed architecture described below. However, the model of the
framework is based on a—potentially complex—Coloured Petri Net
(CPN) in contrast to the light-weight, graph-based model presented
in this thesis.
Evaluation of Public Display Systems
Alt et al. [12] presented a survey on how to evaluate public display
systems based on an extensive literature review, see Section 6.4. They
identied a set of typical research questions that often occur when
evaluating public displays and classied how such research questions
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could be evaluated. They also discussed external, internal, and ecolog-
ical validity and provided a small number of guidelines for studying
public display systems with users. Though they did not consider Im-
mersive Video Environments or formal models, they covered a broad
range of evaluationmethods and highlighted the relative benets and
drawbacks of dierent methods.
One of the most popular evaluation methods they identied was to
record all interactions, for example, via log les or video recordings.
This approach has been used in many dierent settings [65, 79, 217,
225], in particular in combination with extended deployments such
as reported for the WrayDisplay [223, 224], the Hermes system [51, 52,
75, 117, 220], SPAM [50], and MobiDiC [153]. A key advantage of an
approach based on recordings is a high degree of ecological validity,
since the interactive public display system is analyzed in its target en-
vironment. Drawbacks include privacy concerns, inherent limitations
in terms of what can be recorded, as well as the eort and time re-
quired for long-term deployments. The approach presented below
can make use of such recordings to simulate physical environments
in the lab and also supports recording interactions there.
Singh et al. [208] combined immersive video and surround audio
to create “a realistic simulation of a ubiquitous environment” [208].
The toolkit presented below was inspired by the design of Singh et al.
However, while Singh et al. focused on prototyping and evaluating
context-aware apps onmobile devices, the toolkit proposed here sup-
ports the design, prototyping, and evaluation of public display sys-
tems. All of the presented methods for design, prototyping, and eval-
uation of public displays have their strengths and weaknesses. Ta-
ble 10.15 summarizes the characteristics of eachmethod and contrasts
them with the approach described in this thesis.
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Table 10.15.: Overview of evaluation and design methods for public
display systems.
Author (system) Pros Cons
Marquardt
(Proximity Toolkit)
[133]
Rapid prototyping
possible
Limited interaction;
lack of context
Hamhoum & Kray
[90]
Supports
locomotion
Eort required to
construct physical
small-scale model
Harrison & Massink
(PEPA, Fluid Flow)
[92]
Prototyping and a
priori evaluation
based on stochastic
model
Eort required to
create model; may
require expert
knowledge; lack of
context
Nakanishi [159] Rapid prototyping
of interactive public
display systems
Requires analysis of
miniature and
virtual model rather
than just one;
interaction limited
Taylor
(WrayDisplay)
[223, 224],
Faisal
(Hermes)
[220, 117, 75, 51, 52],
Cheverst
(SPAM) [50],
Müller
(MobiDiC) [153]
Results with high
external and
internal validity
Inherent limitations
of logging; eort
and time required
for long-term
deployments
Stahl & Haupert
[214]
Rapid evaluation of
display and content
visibility
Limited coverage of
other design and
evaluation aspects
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Table 10.15.: Overview of evaluation and design methods for public
display systems (continued).
Author (system) Pros Cons
Silva et al.
(APEX) [206]
Precise (3D) model
of evaluated system
Based on (complex)
Coloured Petri Net
(CPN)
Singh et al. [208] Rapid and low
eort prototyping
of context-aware
mobile apps; no
physical
deployment needed
Applicable to
mobile apps only;
not accessible to
non-experts;
locomotion limited;
predened
locations; limited
applicability to
research questions
dened by
Alt et al. [12]
IPED Toolkit Rapid and low
eort prototyping
of interactive public
display systems;
accessible for
non-experts; no
physical
deployment needed
Locomotion
limited; predened
locations; limited
applicability to
research questions
dened by
Alt et al. [12]
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Core Elements
The approach to design, prototype, and evaluate public display sys-
tems as presented here aims at replicating real-world scenes in the lab.
A high degree of audiovisual delity can provide designers and par-
ticipants with an immersive experience similar to being in situ. The
approach consists of a number of core elements.
The central element is a state-transition graph that encapsulates the
dierent states which the simulated world can be in, e.g., locations
or daytime vs. nighttime. This graph-based approach was chosen
because of its light-weight and extensible characteristics. Moreover,
traversing the nodes in the graph mirrors the physical transition be-
tween locations and situations in the real world. Locations are usually
situated in a specic area of interest, i.e., the area where a public dis-
play system is meant to be deployed. It seems reasonable to focus on
these locations, as the inclusion of all possible locations would result
in a very large—and cumbersome—graph.
Instead, the approach focuses on decision points and places, which
have a specic relevance in the investigated application scenario (third
challenge, Section 9.3). Consider, for example, a public display that
facilitates the use of a public transport network in a city. It would be
reasonable to include locations that are served by public transport in
the graph, for example. A single physical location can be represented
by more than one node as explained below, e.g., to capture dierent
states or contexts of this location.
The edges in the graph represent transitions from one node to an-
other. As each node corresponds to a location or state, an edge ba-
sically determines whether it is possible to directly move from one
location or state to another, since one location can be represented
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by multiple nodes to encode dierent states (fourth challenge, Sec-
tion 9.4). In the public transportation scenario, an edge might con-
nect two nodes that represent two adjacent bus stops on a particular
bus route. Equally, an edge might connect nodes representing dier-
ent states of the same location, e.g., one node represents the location
while a bus arrives and another node represents the same location
with no buses at all.
The graph describes physical as well as logical connections, events,
and other links between dierent scenes. Designers can use this struc-
ture to describe specic use cases or scenarios for their public display
system. Users can experience the virtual world by moving through
the graph. Users can only be in one location or state at a time, i.e.,
they can only be at one node of the graph. The graph thus represents
the envisioned installation sites of public displays by connecting users,
displays, locations, and states.
The basic graph structure also provides a framework to organize and
attach audiovisual and other additional data to locations. Moreover,
it allows for the integration of public displays in the simulated world.
Audiovisual material, such as video footage, photographs, or audio
recordings, can be captured at the locations of interest and can then
be used to simulate locations and their states during design, prototyp-
ing, and testing. In the context of the public transportation scenario,
for example, several short video clips could be recorded at a bus stop
for each of the relevant states, e.g., one showing a bus arriving, one
showing the stop without a bus in sight, and one showing the bus de-
parting from the stop.
Further data can also be recorded on site, such as GPS and orientation
information or environmental factors, such as temperature or signal
strengths of cell towers. This data can be linked to a specic node
in the graph and can then be used during the development process.
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In the context of the bus stop scenario, the GPS and orientation data
could be used to design and evaluate the behavior of an augmented re-
ality application that visualizes actual bus routes and departure points
on the screen of the user’s smartphone, taking into account which in-
formation is being shown on a public display at the bus stop.
Public displays are specied within the frame of reference dened by
the visual data linked to a location. For example, regions in the footage
can be labeled as public displays. During the design, prototyping, and
evaluation, they can be replaced by the envisioned content. The pro-
posed approach does not specify how the content is generated, but
only how it is integrated in the simulated world. Content can be gen-
erated in a variety of ways, e.g., Wizard-of-Oz style (WoZ), static im-
agery, a functional system that serves content adapted to various loca-
tions, etc. The public displays can be placed via the frame of reference
within the visual data in dierent ways as well. A simple option is to
use the pixel-coordinates of a video frame or photograph. Alterna-
tively, a set of depth layers can be dened on top of a video scene or
photograph. Public displays could then be placed on a specic layer.
Finally, a 3Dmodel can be associatedwith the visualmaterial. This 3D
model describes all visible surfaces, e.g., walls or tables, geometrically;
public displays can then be attached to these surfaces.
For example, if the video footage shows the view from a bus stop look-
ing at buildings across the street, a simple 3Dmodel could include the
facades of those buildings. Public displays could then be attached to
one of the virtual facades at a particular location (rst and second chal-
lenge, Sections 9.1 and 9.3). The frame of reference is also important
to facilitate the interaction with simulated public displays: Within a
specic scene, the relative location of a person in front of a (virtual)
public display can also be specied within the given frame of refer-
ence. It is thus possible to realize distance- or orientation-based in-
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teraction with the virtual public display, see Subsection 11.3.2. For ex-
ample, the content of a time-table display at a bus stop may change
depending on how close a person stands to the display.
Creating Simulated Environments
Unlike fully synthetic simulations, e.g., 3D renderings based on tex-
tured geometric models, the proposed approach requires consider-
ably less eort to generate realistic simulationswhile providingmeans
to easilymodify and test key characteristics of a public display system.
The following paragraphs describe the process of creating such sim-
ulated worlds in more detail.
The creation of simulatedworlds consists of ve steps, see the boxes in
the middle row in Figure 10.13. If the simulated world should include
sensor data, e.g., GPS or compass information, three additional steps
have to be performed, see the boxes in the top rowof Figure 10.13. The
rst step is to identify decision points that have a specic relevance in
the analyzed application scenario. Looking at the public transporta-
tion scenario, for example, the relevant decision points could be the
stops of a particular bus line. The next step is to construct the graph
with its nodes and edges. A node represents a particular decision point
in a specic state. An edge represents a possible transition between
two decision points or a transition between two states of one particu-
lar decision point.
The third step is to record the actual decision point in situ. Depending
on the hardware being used and the goals being pursued, the record-
ing can be done with one or more (video) cameras, audio capturing
devices, or other sensors. Once the recording is complete, the footage
has to be post-processed. Thismay include steps such as adjusting the
resolution, performing panoramic stitching, format conversions, or
10.3. Process Integration 253
creating seamless video loops. The nal step is to link the recorded
footage to the corresponding nodes in the graph.
In case the recorded footage is complemented by sensor data, the
recording step has to be extended with appropriate devices, e.g., a
GPS tracker or a compass. This additional sensor data may also re-
quire post-processing, for example, to align the measured samples to
certain time codes in the video footage. Finally, the sensor data needs
to be linked to the corresponding nodes in the graph as well.
Integrating Public Display Systems
In order to integrate public display systems in the simulated world,
designers have to carry out ve steps that correspond to the ve steps
explained above. The steps are depicted in the boxes in the bottom
row in Figure 10.13. The rst step is to specify the placement of a
public display at designated decision points. This is important since
the placement may have some inuence on the actual video record-
ing, e.g., in terms of distance or perspective. The next step denes
the screen content and ways of interaction with the public display.
In terms of the local transportation scenario, this could be to dene
whether the simulated public displays show the bus schedule of a spe-
cic route or rather instructions on how to interact with this schedule.
The third step in the process is to create the screen content. This can
be done in dierent ways, for example, by using fully functional sys-
tems, prototypes of varying delity, or simple (static) mock-ups. The
fourth step is to dene the display overlays. This includes, for ex-
ample, to specify the exact position and spatial dimensions within
the frame of reference. Finally, the fth step links the overlays to
the nodes in the graph so that the simulated public display system
is shown whenever the user arrives at the corresponding node. In
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practice, most of the steps may take little time. Post-processing the
footage, for example, could only require to crop it so that it can be
looped innitely.
Figure 10.13.: Process of preparing the simulation environment and
integrating public display prototypes. The rst two rows
illustrate the construction of simulated environments;
the bottom row outlines how to integrate a public dis-
play into such environments.
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Example Application
The proposed approach can be applied to dierent phases of the de-
velopment. The following paragraphs review how it can be used dur-
ing the design, prototyping, and evaluation of public display systems.
Design. The design of an interactive public display system is a com-
plex task that is inuenced by many aspects such as, e.g., the location,
orientation, form factor, background, or content of the public display,
cf. the eight challenges introduced in Chapter 9. The approach pro-
posed in this thesis facilitates the manipulation of multiple param-
eters with ease and at low cost. In terms of the local transportation
example, it would be possible to adjust the height of a public display
eortlessly until it suits the needs of, e.g., physically impaired people.
Also, the visual appearance of a public display could be easily altered
in order to determine the size, color, or shape that attracts people the
most. The approach thus allows for user-centered design (UCD) or
participatory design, for example, by engaging multiple stakeholders
in discussions while experiencing the simulated environment. Sim-
ilarly, sensitive content, e.g., personalized information, can be ana-
lyzed and immediately revised in a realistic simulation of a public en-
vironment. This can also support the legal assessment prior to public
exposure. Thus, the proposed approach can help to address the rst
four, the sixth, and the eighth challenge.
Prototyping. Closely linked to the design process is the prototyp-
ing of a public display system. The proposed approach supports this
phase with realistic simulations of the behavior of interactive public
displays. Looking at the bus stop example, the approach could help
to prototype a multi-display network that is spread throughout the
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city to deliver up-to-date arrival and departure times. The graph of
the simulated world could be used to let users take a virtual walk—or
bus ride—through the city in order to test the interaction between the
users and the interactive public displays, e.g., via touch screens or dif-
ferent mobile devices. Thus, the proposed approach helps to address
the fth and sixth challenge.
Evaluation. The graph, which is at the heart of the proposed ap-
proach allows for manipulating various parameters such as the lo-
cation of the public display, its orientation, content, or interaction
mode. The approach can thus complement conventional controlled
lab tests or eld studies. Previous research shows that people who are
exposed to an IVE can actually feel immersed under certain condi-
tions [210]. This facilitates the evaluation of non-functional charac-
teristics of an interactive public display system. Regarding the public
transportation scenario, the proposed approach could thus be used to
evaluate how users perceive amulti-display network depending on its
presence at certain (sensitive) points of interest within the city.
10.3.2. Immersive Video Environment
Video- or photo-based environments have been used in the past to
evaluate situated technology, in particular mobile systems. Snowdon
and Kray [210], for example, used such an environment to assess a
mobile system that provides hikers with information about natural
environments. Even without sound or moving images—the simula-
tion used panoramic photographs only—they reported on a high de-
gree of immersion amongst the participants, evidenced by the way in
which they referred to objects depicted on the screens. In particular,
the language people used to describe the scene and to identify and
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locate objects shown on screen strongly resembled what they would
use if they actually were at the location in the real world.
For example, in some scenes participants would refer to objects as if
standing at the top of a hill looking down into a valley rather than just
describing what they see on a screen. It therefore stands to reason
that certain contextual factors, such as the structure of the environ-
ment where a public display is installed, can be replicated well inside
an Immersive Video Environment. Thus, it can also be used during
the development and evaluation of public displays when applying the
approach proposed in this thesis.
There are dierent approaches to realize visually convincing simula-
tions. One is to use virtual environments (VE), which are computer-
generated scenarios based on elaborated 3D models of given situa-
tions. Another approach is to use photographs or video footage to
generate an immersive experience. Each approach has dierent ad-
vantages and drawbacks. Synthetic 3D models allow for ne grained
details and interaction, while the actual modeling requires a lot of
work. While parts of the process can be automated, e.g., using 3D
scanners [104], the overall eort is still considerable.
Conversely, photographs or video footage provide realistic (audio-)
visual simulations and can be captured quite easily. Yet, interaction
with them is limited compared to a 3D model, in particular with re-
spect to locomotion, but sucient in the context of this thesis. Lee
et al. [127] propose a virtual reality environment to systematically
compare augmented reality applications. They show that such a sim-
ulation may provide a reasonable validity, as long as the latency of
the system is kept at a minimum. The idea presented by Lee et al. is
comparable to the one discussed in this thesis. The implementation,
however, diers as Lee et al. use computer generated graphics rather
than video footage.
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Locomotion is another factor contributing strongly to creating con-
vincing simulations. Dierent means exist to realize this, e.g., tread-
mills, gloves, artifacts, or gestures. Uni-, bi-, or omni-directional tread-
mills can be used to let users actually walk in a virtual environment
[55]. Schellenbach et al. [197] discovered that users’ walking patterns
on treadmillsmatch those of walking overground quite well, provided
that users are given enough time to get accustomed to the system.
Gloves allow for direct interaction andmanipulation of virtual objects
and can also provide haptic feedback [36]. Kim et al. [113] propose
a system that does not require users to wear gloves, but wrist-worn
sensors. These sensors optically analyze the pose of the user’s hand
and process the result into kinematics models. While these approach
can only mimic the original sensation, physical artifacts are another
means formanipulating a virtual environment that provide users with
an authentic haptic sensation [177]. Pushing physical buttons or turn-
ing knobs, e.g., will trigger certain actions in the virtual environment.
Gestures can also be used to manipulate virtual objects. Due to re-
cent advances in consumer electronics, such as the Kinect camera by
Microsoft, research on gestures has attracted a lot of attention. Ges-
tures have the potential to provide intuitive access to a virtual envi-
ronment, and have consequently been a subject of investigation in this
area [25, 160, 193, 232]. However, since humans perceive visual stim-
uli more pronounced than auditory or tactile ones [14], the approach
presented in this thesis focusses on the visual simulation within an
Immersive Video Environment.
As a survey of publications on mobile HCI during the last decade re-
vealed, there has been a shift from engineering-driven to empirical,
evaluation-based research [115]. An Immersive Video Environment
provides a way to control the context of use and thus can be used to
facilitate empirical research, e.g., for systems supportingmobile navi-
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gation [208, 210]. An Immersive Video Environment can also provide
a useful platform to investigate aspects pertaining to other types of
context-aware systems, such as display blindness or interaction blind-
ness [156, 164], with regard to public displays.
A common physical setup to realize an Immersive Video Environ-
ment is a CAVE. User studies demonstrated that users actually feel im-
mersed, i.e., they experience the situation as if it was real [210]. Given
these properties, it makes sense to also consider the use of Immersive
Video Environments to design, prototype, and evaluate public dis-
play systems. Kray and Delikostidis evaluated location-based services
(LBS) in-the-eld as well as in-the-lab, based on an Immersive Video
Environment, and compared both approaches [71, 70, 118].
While Immersive Video Environments are easy to create and very re-
alistic, they do not include semantic or geometric information. Move-
ment in the depicted 3D space and interaction with objects shown in
the footage is thus not realized easily. The approach presented in this
thesis combines gestural interaction with a mirror image of the user
that serves as an avatar within the video environment. It thereby en-
ables the intuitive selection of 3D locations shown in video environ-
ments as well as the placement of virtual objects inside the 3D space
depicted by the video footage.
Similar to the approach presented by Ahn et al. [4], the approach pro-
posed in this thesis uses the user’s mirror image as a video avatar. The
avatar can be used to navigate within the virtual environment and
to manipulate virtual objects. In contrast to previous work, this ap-
proach does not merely substitute a cursor with a mirror image. The
approach is focussed on providing an immersive experience by using
gestures in combination with the video avatar. It supports both the
creation of augmented scenes, where virtual objects are inserted into
video footage and the exploration of such scenes.
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Gotardo and Price [85] aimed at a similar workow and developed a
system that is comparable to the one presented here. However, their
approach is based on a more complex hardware setup. Moreover, the
user interface designed by Gotardo and Price is based on heads-up
displays rather than on gestures to let users select or scale objects, for
example. A purely gestural interface may be experienced as a more
natural way to interact with an Immersive Video Environment, both
by designers and participants. In addition, the system proposed here
allows for a quick and easy creation of scenes from video footage and
does not require custom and expensive hardware. Subsection 11.3.2
presents more details on the prototypical implementation.
261
11 Prototypes
As explained in Section 4.2, this thesis strives to provide tangible sci-
entic contributions. This chapter thus presents prototypical imple-
mentations of the privacy threat model (C1), see Section 11.1, the three
novel countermeasures (C2), see Section 11.2, and the process integra-
tion (C3), see Section 11.3. The underlying intention is twofold: Firstly,
this allows for a well-founded evaluation of the particular approach,
for example, based on user or eld studies, see Chapter 12. Secondly,
other researchers or designers of public display systems may directly
use the scientic contributions C1–C3, possibly serving as a spring-
board for future work.
11.1. Privacy Threat Model
Though the privacy threat model proposed in Section 10.1 is useable
per se, researchers as well as designers may be uncertain about how
to actually apply it. There might be the desire for a guided process,
that helps to govern the analysis of privacy threats in a systematic and
structured way. In order to address this desire, facilitate the evalu-
ation of the privacy threat model (C1), and to provide the model in
a tangible form, the ndings were incorporated in a web-based tool,
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called the Interactive Public Display Privacy Threat Model (IPDPTM).
Figure 11.1 shows a screenshot of the publicly available1 tool. As ex-
plained above, the prototypical manifestation of the privacy threat
model also allowed for a well-founded evaluation, see Section 12.1.
The tool can be used by researchers, developers, and designers of in-
teractive public displays to design privacy-preserving systems. Based
on technologies such as HTML5 and D32, it allows users to save, load,
and export threat models. Exported threat models can be re-used as
vector graphics in various types of software and documentations, e.g.,
functional specications. This way, the IPDPTM can be integrated
into existing processes, see also Sections 10.3 and 11.3. Furthermore,
the use of established technologies, such as D3, allows the tool to ex-
ibly adapt its behavior and appearance in specic application scenar-
ios. Figure 10.4, for example, was also created with the IPDPTM.
The web-based tool helps to structure all related entities by visualiz-
ing the results and providing textual examples. In doing so, the tool
guides the modeling process by showing all applicable options in a
certain situation. For example, all reasonable (i) threat types (depicted
as red squares in Figure 11.1) with regard to specic threat agents (de-
picted as purple squares in Figure 11.1) and all potential (ii) weaknesses
(depicted as yellow squares in Figure 11.1) according to that particular
threat type, as well as all possible (iii) eects (depicted as blue squares
in Figure 11.1) along with (iv) suitable countermeasures (depicted as
green squares in Figure 11.1), whichmay be used tomitigate that weak-
ness. The countermeasures proposed by the tool are based on the re-
view of related work, see Subsection 7.5.3.
In order to show only the relevant or applicable options, countermea-
sures to a specic threat and weakness, for example, the IPDPTM ana-
1http://ipdptm.se-labor.de, accessed: May 21, 2015.
2http://d3js.org, accessed: May 21, 2015.
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Figure 11.1.: Screenshot of the Interactive Public Display Privacy
Threat Model (IPDPTM).
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lyzes the relations dened by the privacy threat model. The complete
list of relations can be found in the appendix on pp. 444. Each bullet
point shown there directly correlates to one item in a JSON array that
is parsed by the IPDPTM. To account for situations in which the pre-
dened relationsmay not apply, usersmay add individual items, such
as threats, for example.
The following example illustrates the application of the prototype:
At rst, the web-based tool presents a default purpose object, named
“public display.” Users can now click on that purpose object to open
a context dialog. This dialog allows them to specify the name of the
node, e.g., “Mall Info Display” (cf. Figure 11.1), or to add an arbitrary
number of child nodes, i.e., threat agents. After adding the child nodes,
users may click on these child nodes in turn to open their context di-
alogues. Here, users can select the name of the threat agent from a
list of pre-dened options, e.g., “Alice, Bob, . . . ,” or they can specify a
custom name. To help users nd the desired list item, users can hover
their mouse over a particular item; a tooltip then provides some ex-
amples to guide users in their decision. Furthermore, users can also
add an arbitrary number of child nodes, i.e., threats.
After adding the threats, users can open the corresponding context
dialogues. Again, users can choose the name of the node from a pre-
dened list. This time, however, the available list items depend on the
name of the preceding threat agent, since not all agents can perform
each threat. Users can also add an arbitrary number of child nodes,
i.e., weaknesses. Users can now use the same process to name weak-
nesses and to add child nodes. Weaknesses, however, can have two
types of child nodes, i.e., eects and countermeasures. The former
ones can not have any child nodes in turn, but users can add another
purpose object as a child node to each countermeasure. This allows
for realizing the cyclic iterations described in Subsection 10.1.2.
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Combining the tools and processes presented in Sections 10.3 and 11.3
with the IPDPTM can result in a holistic tool for privacy-preserving
public display systems. That tool can be used by researchers and de-
signers to design and evaluate such systems.
11.2. Countermeasures
To contribute to the list of countermeasures identied in the review of
relatedwork, Section 10.2 proposed three novel countermeasures, i.e.,
visual multiplexing, visual highlighting, and visual interaction. This
section presents the prototypical implementations of each counter-
measure and discusses their individual characteristics.
11.2.1. Visual Multiplexing
As mentioned in Subsection 10.2.1, the concept of visual multiplex-
ing is based on two components, i.e., a software that multiplexes the
input images and a mobile application that demultiplexes the cor-
responding information channels. Accordingly, there are two pro-
totypical implementations—both called Multipleye—, one for each
component. The prototype for the multiplexer has been realized as
a public web application3. The prototype for the mobile application
has been realized as an iOS application, that runs on, e.g., iPhones
or iPads from Apple. The application is also publicly available4. The
three following subsections focus on the three presentedmultiplexing
methods, i.e., frequency-division multiplexing (FDM), code-division
multiplexing (CDM), and time-division multiplexing (TDM).
3http://www.multipleye.de, accessed: May 18, 2015.
4https://itunes.apple.com/td/app/multipleye/id441059663, accessed: May 18, 2015.
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Listing 11.1: FDMmultiplexer prototype: Algorithm used for additive
color mixing in PHP using the GD library. The multi-
plexed image is named $imageRGB.
for ( $w=0; $w < $width ; $w++) {
for ( $h=0; $h < $height ; $h++) {
$R = ( imagecolorat ( $imageRed , $w, $h ) >> 16) & 0xFF ;
$G = ( imagecolorat ( $imageGreen , $w, $h ) >> 8 ) & 0xFF ;
$B = imagecolorat ( $imageBlue , $w, $h ) & 0xFF ;
$rgb = imagecoloral locate ( $imageRGB , $R , $G, $B ) ;
imagesetpixel ( $imageRGB , $w, $h , $rgb ) ;
}
}
Frequency-DivisionMultiplexing (FDM)
Theweb application allows to specify up to three individual texts. Op-
tionally, users may rotate each text between -180° and 180°. Each text
is used to render one input image, i.e., a red, a green, and a blue one.
Eventually, the three input images are combined into the nal multi-
plexed image by using additive color mixing. The color mixing is im-
plemented with PHP and the GD library5, using the algorithm shown
in Listing 11.1. Figure 11.2 is a screenshot of the web application.
The mobile application uses OpenGL ES 2.0 to manipulate the live
camera video feed via a fragment shader. Users may select their de-
sired information channels by pressing one of the three correspond-
ing buttons at the bottom, see Figure 11.5. If the user selects the red
information channel (Figure 11.5a), for example, the fragment shader
turns on all pixels whose colors exceed a certain red threshold. All
pixels that fall below that threshold are turned o. Users may adjust
the threshold in the user interface (not depicted here); users may also
select whether the activated pixels should be tinted in the color of the
5http://php.net/manual/en/refs.utilspec.image.php, accessed: May 18, 2015.
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corresponding information channel or simply be black (also not de-
picted here). The corresponding algorithm is shown in Listing 11.2.
To adjust the mobile application to varying lighting conditions, e.g.,
outdoor vs. indoor use, users may calibrate the camera of the smart-
phone. This calibration causes the camera to re-focus once and set
the focus to xed afterwards. This prevents unwanted losses of focus.
Additionally, the calibration deactivates the built-in white balance in
order to avoid an unwanted preprocessing of the camera image.
Code-DivisionMultiplexing (CDM)
The web application, see Figure 11.3, allows to dene four input im-
ages. Users may upload arbitrary images, which will be resized and
cropped to 128 x 128 pixels. The rst version of the prototype (as used
in the evaluation, see Subsection 12.2.1) then performs the steps ex-
plained on pp. 213. It uses OpenCV6 and the Fast Fourier Transform
(FFT) algorithm provided by the C library FFTW7. Listing 11.3 shows
the algorithm written as pseudocode for the sake of brevity. Once the
strings for all input images have been created and concatenated to one
string, that string is used to create the QR code via a web service8.
The second version of the prototype (not used in the user study) pur-
sues a dierent approach. Rather than using an individual compres-
sion based on FFT, it employs the standard JPEG algorithm. As with
the rst version, the applied compression level is dynamically com-
puted for every input image to allow for the highest visual delity
while not exceeding the maximum QR code capacity.
6http://www.opencv.org, accessed: May 18, 2015.
7http://www.tw.org, accessed: May 18, 2015.
8http://goqr.me/api/doc, accessed: May 18, 2015.
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Listing 11.2: FDM demultiplexer prototype: Algorithm used to de-
multiplex individual information channels implemented
as an OpenGL ES 2.0 fragment shader.
i f ( channel == 1 ) {
i f ( p i xe lCo lo r . r > thresho ld ) {
i f ( tintCameraImage == t rue ) {
gl_FragColor = vec4 ( p ixe lCo lo r . r , 0 , 0 , p i xe lCo lo r . a ) ;
} else {
g l_FragColor = vec4 (0 , 0 , 0 , 0 ) ;
}
}
}
i f ( channel == 2 ) {
i f ( p i xe lCo lo r . g > thresho ld ) {
i f ( tintCameraImage == t rue ) {
gl_FragColor = vec4 (0 , p i xe lCo lo r . g , 0 , p i xe lCo lo r . a ) ;
} else {
g l_FragColor = vec4 (0 , 0 , 0 , 0 ) ;
}
}
}
i f ( channel == 3 ) {
i f ( p i xe lCo lo r . b > thresho ld ) {
i f ( tintCameraImage == t rue ) {
gl_FragColor = vec4 (0 , 0 , p i xe lCo lo r . b , p i xe lCo lo r . a ) ;
} else {
g l_FragColor = vec4 (0 , 0 , 0 , 0 ) ;
}
}
}
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Themobile application uses the ZBar bar code reader library9 to read
the QR codes generated by the web application. The QSUtilities10 are
used for the base64 decoding. Users may switch between the avail-
able information channels by pressing the corresponding buttons at
the bottom, see Figure 11.6. If the user selects the rst information
channel (Figure 11.6a), for example, the mobile application extracts
the corresponding substring from the string contained in the scanned
QR code. The rst version of the prototype then uses the algorithm
shown as pseudocode in Listing 11.4 to reconstruct the image. The
second version of the prototype uses the JPEG algorithms provided
by iOS to reconstruct the image.
Time-DivisionMultiplexing (TDM)
The web application, see Figure 11.4, allows to dene up to four input
images. Users may upload arbitrary images, which will be resized and
cropped to 500 x 500 pixels. Though the size of each input image
is not limited in theory, the prototype resizes and crops each input
image to generate multiplexed videos with a homogenous look. The
web application then uses FFmpeg11 and mpeg2theora12 to create
themultiplexed video. For the prototype, the speed is set to 15 frames
per second (fps), as the used iOS devices were equipped with cam-
eras that allow for a maximum speed of 30 fps. According to the
Nyquist–Shannon sampling theorem [229], this technical constraint
implies that the multiplexed video may run at a maximum framer-
ate of 15 fps. Despite these technical constraints, the current TDM
prototype already allows to watch four TV stations in parallel on one
9http://zbar.sourceforge.net, accessed: May 18, 2015.
10https://github.com/mikeho/QSUtilities, accessed: May 18, 2015.
11https://www.mpeg.org, accessed: May 19, 2015.
12http://v2v.cc/~j/mpeg2theora, accessed: May 19, 2015.
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Listing 11.3: CDMmultiplexer prototype: Algorithm used to compute
the FFT data as pseudocode.
for every row and column in image_data {
data [ column ] [ REAL ] = image_data [ row  width + column ] ;
data [ column ] [ IMAGINARY ] = 0 . 0 ;
computeFFT ;
for every value i i n lower h a l f of spectrum {
mat r i x [ i ] [ REAL ] = value [ REAL ] ;
mat r i x [ i ] [ IMAGINARY ] = value [ IMAGINARY ] ;
}
t ransposeMatr ix ;
}
cos_f f t_max = getMaximumCosValue ;
s i n_ f f t _max = getMaximumSinValue ;
f f t_max = MAX( cos_ff t_max , s i n_ f f t _max ) ;
f a c t o r = range / f f t_max ;
for every value i i n mat r i x
mat r i x [ i ] [ REAL ] = matr ix [ i ] [ REAL ]  f a c t o r ;
mat r i x [ i ] [ IMAGINARY ] = matr ix [ i ] [ IMAGINARY ]  f a c t o r ;
Listing 11.4: CDM demultiplexer prototype: Pseudocode algorithm
used to reconstruct images based on Fourier Synthesis.
for every row and column in image {
recoveredValue = COSINES [ row ] [ REAL ] + SINES [ row ] [ 0 ] ;
for every value in spectrum {
/ / Base tone ( over tones are ignored )
recoveredValue += COSINES [ row ] [ va lue ]  cos ( 2  PI  f ) ;
recoveredValue −= SINES [ row ] [ va lue ]  s in ( 2  PI  f ) ;
recoveredImage [ row ] [ column ] = recoveredValue ;
}
}
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display so that it is possible to make sense of the perceived content.
The screenshots in Figure 11.7 show four TV stations demultiplexed
from a special video: (a) a newscast, (b) a sportscast, (c) a talk show,
and (d) a movie.
Similar to the FDM prototype, the mobile application for the TDM
method uses OpenGL ES 2.0 to rapidly process the live camera video
feed. The algorithm shown inListing 11.5 is used to determinewhether
the current camera image is a red synchronization frame. To speed
up the analysis, the entire image is divided into 64 parts—8 rows and
8 columns—and only the four parts around the center of the image
are considered in the analysis, i.e., 6.25% of the entire image. The algo-
rithm computes the arithmetic means for each color, i.e., red, green,
and blue, within these four parts. Eventually, the computed means
are compared with the dened thresholds, which yields the nal re-
sult whether the current frame is a red synchronization frame. To
compensate for varying lighting conditions, e.g., outdoors vs. indoors,
users may specify the applied thresholds via the user interface.
If the current frame is not a synchronization frame, i.e., it contains
actual payload, the mobile application decides whether the current
frame belongs to the selected information channel. The algorithm
used for this is shown in Listing 11.6. To compensate for external en-
vironmental inuences, e.g., varying timings of display panels, users
may specify the accuracy threshold via the user interface. Higher
threshold values may cause the mobile application to show frames
that do not belong to the currently selected information channel, but
to the one before or after. Lower threshold values avoid this, but may
prevent the mobile application from recognizing the correct frames
at all. Besides these thresholds, users may congure the number of
available channels and set the frames per second via the user inter-
face (not depicted here).
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Listing 11.5: TDM demultiplexer prototype: Algorithm used to iden-
tify synchronization frames.
for ( i n t i =0 , i n t h=( height / 8 ) 4 ; h < ( height / 8 ) 6 ; h++) {
for ( i n t w=( width / 8 ) 4 ; w < ( width / 8 ) 6 ; w++) {
i ++;
b = ( b  ( i −1) + redP ixe lVa lue (w, h ) ) / i ;
g = ( g  ( i −1) + greenPixe lVa lue (w, h ) ) / i ;
r = ( r  ( i −1) + b lueP ixe lVa lue (w, h ) ) / i ;
}
}
i f ( r > rThreshold && g < gThreshold && b < bThreshold ) {
return t rue ;
}
return f a l s e ;
Listing 11.6: TDMdemultiplexer prototype: Algorithmused to extract
the information channel selected by the user.
i f ( isSyncFrame ) {
expectedTime = CurrentTime ( ) + ( 1 . 0 / fps  in format ionChannel ) ;
}
de l ta = fabs ( CurrentTime ( ) − expectedTime ) ;
i f ( de l ta < accuracyThreshold ) {
showFrame ( ) ;
} / / e l se sk ip t h i s frame .
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Figure 11.2.: FDM multiplexer prototype. This gure shows a screen-
shot of the web application. Users may dene up to three
individual texts as input images and download the multi-
plexed image. The image can then be imported into any
third party software that is used to run a public display.
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Figure 11.3.: CDMmultiplexer prototype. This gure shows a screen-
shot of the web application. Users may dene up to four
individual input images and download the multiplexed
image. The image can then be imported into any third
party software that is used to run a public display.
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Figure 11.4.: TDM multiplexer prototype. This gure shows a screen-
shot of the web application. Users may dene up to four
individual input images and download the multiplexed
video. The video can then be imported into any third
party software that is used to run a public display. This
screenshot shows the red video synchronization frame.
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(a) (b) (c) (d)
Figure 11.5.: FDM demultiplexer prototype. This gure shows screen-
shots of the mobile application. (a)–(c) Demultiplexed
red, green, and blue information channel; (d) original
camera image (no demultiplexing).
(a) (b) (c) (d)
Figure 11.6.: CDMdemultiplexer prototype. This gure shows screen-
shots of the mobile application. (a)–(c) Demultiplexed
rst, second, and third information channel; (d) original
camera image (no demultiplexing).
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(a) (b) (c) (d)
Figure 11.7.: TDM demultiplexer prototype. This gure shows screen-
shots of the mobile application. (a)–(d) Demultiplexed
rst, second, third, and fourth information channel.
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11.2.2. Visual Highlighting
Similar to the prototypes for visual multiplexing presented above,
the prototypical implementation for visual highlighting also consists
of two components, i.e., a web application and a mobile application.
Both components were integrated into the publicly available Multi-
pleye prototype, see p. 265. The web application allows users to up-
load an arbitrary background image, on which visual highlights can
be placed. The users may specify in which corner of the background
image the QR/AR tag should appear. This option was considered nec-
essary, as a particular background image could contain valuable infor-
mation in either corner, which should not be covered by the QR/AR
tag. Next, the usersmay dene the coordinates, dimensions, and color
of a rectangular highlight. A preview frame allows to align the high-
light quickly and precisely on top of a specic visual information.
Figure 11.8 shows a screenshot of the web application. In the screen-
shot, the user uploaded a background image that shows buildings and
streets of a city as a high-angle shot. Furthermore, the users placed a
red highlight on a building in the lower left corner of the background
image. Based on this user input, the web application compiles an im-
age that contains the background image and the specic QR/AR tag.
The user may download the compiled image and use it in any third-
party software to show it on a public display.
As the name implies, theQR/AR tag consists of two elements. The rst
element is a QR code that contains information about the highlights
specied by the user. The QR code shown in Figure 11.8 holds the
string “ARM0,-313.64,-137.2,98.64,79.2,0000.” The rst three letters
are used as magic bytes, that the mobile application uses to identify
valid QR/AR tags. The next pair of numbers, i.e., -313.64 and -137.2,
represents the X and Y coordinates of the highlight. The numbers are
negative, as the origin of the coordinate system they relate to is located
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in themiddle of the QR/AR tag (axes facing the default directions, i.e.,
X from left to right and Y from bottom to top). The units does not
directly relate to pixel coordinates of the chosen background image,
because the used augmented reality framework (see below) applies a
number of ane transformations, e.g., scaling. For the same reason,
the numbers specied in the UI do not match the numbers in the QR
code. The next pair of numbers, i.e., 98.64 and 79.2, relates to the
width and height of the highlight. The same information about the
coordinate system and the units applies here as well. The last string,
i.e., 0000, denes the color of the highlight, a deep red in this case.
The AR tag is a so called frame marker taken from the augmented
reality framework used in themobile application (see below). Theweb
application uses the same web service to generate the QR codes as the
CDM prototype described on pp. 267. Similar to the FDM prototype,
the prototypical implementation of the visual highlighting approach
uses the GD library to compile the QR/AR tag and embed it in the
background image uploaded by the user, see pp. 266.
The mobile application also uses the ZBar library (see p. 267) to scan
anddecode theQRcode contained in the previously describedQR/AR
tag. Once the coordinates of the highlight are extracted from the code,
themobile application uses the Vuforia augmented reality library13 to
render the highlight within a virtual 3D space. Currently, the Multi-
pleye prototype, i.e., the web application as well as the mobile appli-
cation, supports one rectangular highlight, although—in theory—the
number of arbitrarily shaped highlights is unlimited.
13http://www.vuforia.com, accessed: May 27, 2015.
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Figure 11.8.: Visual highlighting prototype. This gure shows an
edited screenshot of the web application. Users may
upload a background image, dene the position of the
overlay (white border added to improve readability in
monochrome printouts) as well as the QR/AR tag, and
download the nal image. The image can then be im-
ported into any third party software that is used to run a
public display.
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Figure 11.9.: Visual highlighting prototype. This gure shows an
edited screenshot of the mobile application. After scan-
ning the QR/AR tag, the red visual highlight appears in
the lower left corner (white border added to improve
readability in monochrome printouts).
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11.2.3. Visual Interaction
Subsection 10.2.3 introduced the design of the approach to visual in-
teraction, which consists of two components. Both components were
implemented as a prototype to evaluate the raw performance and
general applicability of the approach. The prototypical implementa-
tion is named Lichtblick, a German word that refers to the main char-
acteristic of the system to transfer data optically via light (Licht).
The rst component, the public display, can run any software to dis-
play arbitrary content. Lichtblick only requires a small extra piece of
software to run in the background (a daemon) that processes the cam-
era stream. The daemon is implemented in C++ and uses OpenCV14.
As soon as the daemon detects a particular light signal, it can trigger
the corresponding action in two ways: (i) sending the received data to
another process, e.g., the display software, via a TCP connection; or
(ii) triggering a keystroke, mouse click, etc. The exposure time of the
camera was set to aminimum so that the bit sequences of a light signal
can be separated most precisely. Consequently, each camera image is
quite dark for the human eye, see Figure 11.10a.
Once each camera image has been processed, i.e., gray-scale conver-
sion, smoothing, binary black and white transformation, and noise
reduction as depicted in Figure 11.10, the resulting image, shown in
Figure 11.10e, can be analyzed by the daemon. White pixels repre-
sent possible light sources, i.e., the user’s ashlight. The daemon then
evaluates the presence of each light source in consecutive frames and
deduces a stream of binary information, i.e., sequences of zeros and
ones, e.g., “10101010 01000111 10101011:” The string contains a start
code (SC), a payload (p), and an end code (EC) (spaces included for
readability only, see Table 11.1).
14http://opencv.org, accessed: May 28, 2015.
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(a) (b) (c)
(d) (e)
Figure 11.10.: Processing of the camera image performed in the vi-
sual interaction prototype. (a) Original camera image;
(b) gray-scale conversion; (c) smoothing; (d) binary black
and white transformation; (e) noise reduction, this is the
nal image used by the prototype.
Table 11.1.: Structure of a QR code with an example (concatenate table
cells as strings from left to right).
UI mode SC EC Adaptive UI data Frames per bit Camera fps
Values [A-Z][0-9] 8 bit 8 bit text integer integer
Example r 10101010 10101011 <vbox>
<button p="01000010"
class="white"/>
<button p="01010010"
class="gray"/>
<button p="01000111"
class="black"/>
</vbox>
3 30
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The second component, the smartphone application, is realized as
an Android application. The application continuously scans for QR
codes of a certain structure. Table 11.1 shows the structure (rst row)
as used in the prototype and also provides a concrete example (second
row). However, the actual structure is implementation specic and not
relevant to the general concept of optical interaction; it is thus not dis-
cussed in detail here.
The UImode denes how the public display should interpret the light
signals emitted by the smartphone. The display could, e.g., move the
mouse cursor according to themovement of the smartphone if the UI
mode is set to “c” (cursor); the UImode “r” (remote) tells the prototype
to handle light signals like keystrokes as emitted by a TV remote con-
trol, for example. The start code (SC) and the end code (EC) should
be dened so that their corresponding binary representationsmaynot
occur in the payloads (p) of the light signals. The adaptive UI data con-
tains information about how the user interface on the smartphone
should look like (here dened in XUL). The frames per bit species
for howmany frames a light source has to light up to be considered as
turned on. The camera fps denes the frame rate of the camera. Both,
frames per bit and camera fps have been added to provide more ex-
ibility with varying hardware setups and installation environments.
Once the application scanned aQRcode, it deduces the required com-
munication parameters, constructs the adaptive user interface (see
Figure 10.12e, for example) and continues to scan for updated codes.
A particular challenge while implementing the prototype was caused
by the fragmentation of Android devices and software versions. Vari-
ous manufacturers install dierent versions of the Android operating
system on their smartphones. Consequently, there is a broad range
of dierent hardware components with varying characteristics. Con-
trolling the ashlight of the camera precisely turned out to be an is-
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sue: Some devices allow applications to control the status of the ash-
light directly, i.e., with minimal delay; other devices, however, do not
provide this direct access, so that apps have to use the camera API
provided by Android. Although the latter may be a more general ap-
proach, it may cause problems with respect to performance, as the
additional software abstraction level appears to introduce delays. Sub-
section 12.2.3 reports on observations about this phenomenon.
11.3. Process Integration
As with the other approaches presented in this thesis, the scientic
contribution of a process integration (C3) was realized as a prototyp-
ical implementation for two reasons: Firstly, to provide tangible con-
tributions and secondly, to allow for a well-founded evaluation. The
remainder of this section thus presents the prototypes of the IPED
Toolkit and the Immersive Video Environment.
11.3.1. Immersive Public Display Evaluation and
Design Toolkit
The IPED Toolkit is an initial prototypical implementation of the ap-
proachproposed in Section 10.3. This subsection describes the toolkit,
its core elements, its design and evaluation processes, and the current
implementation in more depth. Figure 11.11 provides an overview of
the architecture and the components of the toolkit.
The core component maintains the state transition graph that denes
the simulated world and manages all information that is attached to
the graph. In particular, it contains the (video) footage that represents
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Figure 11.11.: Architecture of the IPED Toolkit. The I/O controller
wraps dierent means of interaction; the core contains
the graph and data dening the simulated world; the dif-
ferent public display systems (PDS) control the behavior
of the system simulated in the immersive environment.
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the real-world locations and their states as well as the positions of vir-
tual public displays. Optionally, it can store additional sensor data
that has been recorded at particular locations. Finally, it maintains
the user’s position in the simulated world.
The PDS (public display system) component controls the contents of
the virtual public displays that are embedded in the simulated world
and it reacts to any interaction. Content can be generated in dier-
ent ways, e.g., via a Wizard-of-Oz (WoZ) approach, i.e., that a human
“wizard” selects appropriate content in response to what a user does
in order to simulate a functional system. Alternatively, prototypes of
dierent degrees of sophistication can (semi-) automatically generate
the screen contents. Equally, it is possible to use a fully functional ver-
sion of a public display system to generate screen contents and react
to the user’s input. Content can be represented as, e.g., images, videos,
web pages, or screen casts (see p. 295). This way, it can be displayed
via standard web browsers within the overlays that represent virtual
public display systems.
The I/O controller encapsulates dierentmeans of interaction between
the simulated world and the public display systems. It incorporates a
console application that can be used to congure the simulatedworlds
and to control the user’s movements within those worlds. Addition-
ally, the I/O controller includes a simple mapping API that dierent
interactionmechanismsmayuse to control various aspects of the sim-
ulated worlds, such asmoving between locations and states or trigger-
ing specic actions, for example. The latter capability allows for inter-
action with public displays via proxemics: The user’s location in the
lab can be translated to the corresponding location in the simulated
world and thus trigger a reaction of the public display in turn.
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Users experience the system via an Immersive (Video) Environment,
see Figure 11.12 and Subsection 11.3.2. They can interact with the sys-
tem in a variety ofways. What they see is determined by their position
within the graph, which is managed by the core, and by the content
of simulated displays, generated by the PDS component. The overall
architecture thus decouples the simulated world, the display place-
ment and content, as well as the way in which people interact with a
public display system. This structure provides a high degree of exi-
bility with respect to designing such a system and modifying aspects
of it. It also facilitates the re-usability of components and the reuse of
simulated environments.
Figure 11.12.: Panoramic video footage presented in the Immersive
Video Environment. Three large screens show high-
denition video footage of the old train station in the
city of Münster (recorded in summer 2014). The virtual
public display in the center (left to the trac light) can
be positioned in the 3D space as indicated by the green
lines of the correlated coordinate system.
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The prototype of the IPED Toolkit is realized as a web application.
This platform was chosen for a number of reasons: Firstly, web de-
velopment and corresponding technologies made a lot of progress
within recent years. Browsers became more and more powerful and
a large (open source) community contributes a plethora of libraries
and frameworks that the prototype may prot from. Secondly, the
deployment of web-based applications is straightforward in compar-
ison to other approaches, e.g., Java, Grails, or Ruby. As the prototype
is publicly available on GitHub15, researchers or designers can simply
download the sources, launch the built-in web and database servers,
and start using the toolkit. The underlying technology, i.e., Node.js16,
keeps track of all dependencies and downloads missing packages au-
tomatically. Finally, as web applications became very popular and
commonwithin recent years,manydevelopers are likely familiarwith
the employed technologies and design patterns. They may thus be
able to customize the prototype to suit their individual needs.
To develop the prototype in a contemporary manner and to provide
a modern user experience, the project is built on a number of well-
established projects: The web server is implemented in Node.js, while
the transition graph ismaintained in a Neo4j17 database. In contrast to
other databases, such asMySQL or PostgreSQL, Neo4j stores data in a
graph-based model itself. Thus, it provides sensible methods to ma-
nipulate and traverse graph-based structures, i.e., the transition graph
of the the IPED Toolkit.
Furthermore, a professional technology stack was used to ensure a
constant level of code quality. For example, the Grunt18 task handler
rst checks all source code les for syntactical errors, then “beauties”
15https://github.com/sitcomlab/IPED-Toolkit, accessed: June 2, 2015.
16https://nodejs.org, accessed: June 2, 2015.
17http://neo4j.com, accessed: June 2, 2015.
18http://gruntjs.com, accessed: June 2, 2015.
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the sources, and nally merges all individual les into one le to re-
duce data transmission times. A continuous integration system, i.e.,
Jenkins19, automatically updates both production and development
servers. Overall, established design patterns were applied, in order
to guarantee reliable and readable source code that other researchers
and designers may easily adapt. To enforce these design patterns,
widespread frameworks such as Backbone.js20 and Require.js21 were
used. Finally, the prototypical implementation of the IPED Toolkit is
well-documented, for example, via automatically generated API spec-
ications. Tools such as Apiary22 or JSDoc23 are used to keep the doc-
umentation up to date.
The prototype of the IPED Toolkit consists of two web pages, each
addressing a specic task. The general concept is aligned with com-
mon content management systems, that provide dedicated views for
individual users: Editors use the backend to create andmanage actual
contents, i.e., locations, relations, and overlays; users may experience
the contents created by the editors in the frontend. Each component
is presented in more detail below.
19https://jenkins-ci.org, accessed: June 2, 2015.
20http://backbonejs.org, accessed: June 2, 2015.
21http://requirejs.org, accessed: June 2, 2015.
22https://apiary.io, accessed: June 2, 2015.
23https://github.com/jsdoc3/jsdoc, accessed: June 2, 2015.
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Backend
Editors, e.g., designers or researchers, can use the backend to manip-
ulate the transition graph. The main component of the backend is
a Leaet24 map, that visualizes all available situations and their cor-
relations, i.e., links between them. The backend provides a contem-
porary user interface based on technologies such as Bootstrap25 and
jQuery26. This user interface allows to create, edit, and delete situ-
ations, video footages, and overlays. Figure 11.13 is a screenshot of
the backend that shows information about a particular situation called
“Windthorststraße.” This situation is linked to three other situations
(that means that users can virtually walk to these locations), is based
on one video footage, and features one overlay (a public display in this
case, see Figure 11.15).
As explained in Subection 10.3.1 on pp. 249, the edges of the transi-
tion graph represent links between situations. In most cases, a link
corresponds to an actual path in the real world, that users may take to
get from one location to another. However, links can also be used to
model dierent states of a particular situation, e.g., daytime vs. night-
time. To create links between two situations, editors may right click
on the particular two locations and select the direction of the new
link. The IPED Toolkit supports both, uni-directional as well as bi-
directional links. Figure 11.14 is a screenshot that shows how an editor
creates a link from the situation with the arrow facing upwards to the
topmost situation.
Another feature of the backend is the ability to create overlays, e.g.,
virtual public displays, on top of the recorded video footage, see Fig-
ure 11.15. Editors can use the coordinate system indicated by the green
24http://leaetjs.com, accessed: June 2, 2015.
25http://getbootstrap.com, accessed: June 2, 2015.
26https://jquery.com, accessed: June 2, 2015.
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Figure 11.13.: Screenshot showing the backend of the IPED Toolkit
with the underlying map, a number of situations (blue
markers), links between these situations (blue lines), and
an open details pane on top of that map.
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Figure 11.14.: Screenshot showing how the backend of the IPED
Toolkit can be used to create links between situations.
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lines laid on topof the backgroundvideo to position the overlaywithin
a 3D space. To have the overlay blend in as seamlessly as possible, ed-
itors can translate, rotate, and scale the overlay in each of the three
dimensions. The 3D manipulation is based on three.js27, a powerful
JavaScript library.
Figure 11.15.: Screenshot of the IPED Toolkit showing how the back-
end can be used to create overlays on top of the recorded
video footage; here, the overlay is a public display show-
ing an advertisement for the public utility company
(Stadtwerke Münster).
27http://threejs.org, accessed: June 2, 2015.
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Frontend
While the backend is intended to be used by content editors, the fron-
tend presents the simulated environment to the user. One particular
advantage of the web-based approach is that the frontend can be dis-
played on dierent devices in various resolutions. Figure 11.12, for ex-
ample, shows the frontend running as a fullscreen application. Most
browsers can easily be put into fullscreen mode by pressing a ded-
icated key, e.g., F11 in Firefox. Since the frontend does not rely on a
particular displaymethod or resolution, it can be used inmultiple ap-
plication scenarios. For example, users may experience a public dis-
play system in a large-scale Immersive Video Environment, as shown
in Figure 11.12, or perceive a smaller experience on a laptop display.
This exibility allows researchers and designers to present their sim-
ulations outside their labs at, e.g., conferences or exhibitions.
Another feature of the frontend is that it allows third-party content
to be projected into the simulated environment, as depicted in Fig-
ure 11.16. The underlying technology is webRTC28, which allows for
real-time communications (RTC) between browsers. In the applica-
tion scenario depicted in Figure 11.16, the laptop runs a prototypical
implementation of a software that is designed to drive a public display.
The screen of that laptop is captured and transferred via webRTC, so
that it can be displayed at a specic location within the frontend. As
soon as the content shown on the laptop changes, these changes are
immediately reected in the simulation. Since the screen capturing
process is technology-agnostic, any software can be used to drive the
simulated content: still imagery, videos, websites, or native applica-
tions based on Java or C are just some examples.
28http://www.webrtc.org, accessed: June 2, 2015.
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Another feature builds on top of this: interactive sketching. Instead
of showing the prototype with three buttons, the laptop shown in
Figure 11.16b could run an arbitrary image processing or sketching
tool, such as Inkscape29 or Gimp30. The user can now draw arbitrary
sketches on a green canvas. The green parts of the background will be
removed in the frontend, so that only the drawn sketches remain visi-
ble. This technique is commonly known as green-screen compositing
or chroma-keying. The used JavaScript library Seriously.js31 provides
a fast an robust implementation for this.
Remote Control
The remote control is an additional web page to control the simulated
environment. The user interface is designed to be accessible on mo-
bile devices, e.g., tablets or smartphones, as well as on desktop com-
puters, see Figure 11.17. When conducting user studies, for instance,
the remote control allows experimenters to select locations or routes
represented by nodes and edges in the transition graph. As soon as
the experimenter selects the desired item, the simulation shown in
the frontend changes accordingly. The communication between the
remote control and the frontend is realized via WebSockets32.
More sophisticated approaches to control the simulated environment
are, for example, voice control or gestures. The rst approach was
developed and evaluated in the context of a bachelor thesis (T6, see
p. 443). Besides showing the general feasibility, the thesis contributed
a list of the most popular expressions people would use to control the
29https://inkscape.org/de, accessed: June 2, 2015.
30http://www.gimp.org, accessed: June 2, 2015.
31http://seriouslyjs.org, accessed: June 2, 2015.
32http://tools.ietf.org/html/rfc6455, accessed: June 2, 2015.
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(a)
(b)
Figure 11.16.: Projection of third party screen content into the simu-
lated environment. (a) Screenshot of the simulated envi-
ronment with a public display overlay showing the con-
tent of a remote laptop; (b) the remote laptop running
the actual prototype of a public display software.
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simulation via voice commands. Furthermore, the evaluation indi-
cated that using the voice control does not impose a signicantmental
or physical workload on the users. In contrast, being able to control
the simulation with words only—instead of pressing physical or vir-
tual buttons—helps to increase user’s the feeling of being immersed.
Another thesis analyzed the latter approach (T4, see p. 443). Speci-
cally, the thesis compared dynamic gestures with poses used to con-
trol Immersive Video Environments. Besides serving as a proof of
concept, the results indicate that gestures let users feelmore immersed
than poses. However, users also claimed that the usability of the sys-
tem appeared to be “better” when using poses. Ostensibly, this result
was related to the capability of the system to recognize and dierenti-
ate gestures quickly and reliably. Future studies may provide further
insights into this.
Example Scenario
The IPED Toolkit can be applied to dierent stages of the develop-
ment process of a public display system as illustrated in the following
example scenario, cf. Figure 10.13: A network of public displays is to
be installed at a large hospital in order to replace static signage. One
key function could be to provide individuals, e.g., patients, visitors, or
employees, with personalized directions.
Using the IPED Toolkit, the rst step would be to identify the sites in
which the system should be installed, e.g., where current static signage
is mounted. Next, the required video footage needs to be acquired.
One option would be to reuse existing footage that was previously
recorded, for example, via a public repository. However, since the
hospital is a very specic scenario, it is unlikely that suitable footage
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Figure 11.17.: Screenshot of the remote control web application. Users
may select a start location or a route and control some
settings of the simulated environment, for example, dis-
abling overlays.
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exists. Thus, the required footage would have to be recorded in situ.
Usually, a few minutes per site are sucient to create seamless loops.
After recording videos at the identied locations, the footage has to
be processed, e.g., for seamless looping. Most often, it is only nec-
essary to crop videos so that the beginning and the end of the clip
are visually similar. Then the graph that links the dierent sites and
recordings has to be constructed. The nodes of the graph correspond
to the decision points identied earlier. They are linked to the cor-
responding video footage. The edges between two nodes represent
physical or logical connections between decision points, i.e., adjacent
locations are most likely connected by an edge. Eventually, the graph
contains the required information for simulating the deployment site.
It can now be easily reused in other contexts as well, e.g., to develop
a public display system managing waiting times in the same hospital
or to develop an application in a more generic hospital scenario.
Once these steps are completed, the IPED Toolkit can be used to test
and discuss the placement, shape, or size of public displays at dierent
locations by overlaying the corresponding designs over the recorded
footage. Using the toolkit greatly simplies designing andprototyping
at this stage, as designers do not need to be at the actual deployment
sites. They can rather place (virtual) displays freely and rapidly with-
out physical eorts. The placement and conguration of each public
display is storedwith the corresponding node. This data can be reused
in dierent contexts as well, since the content of the displays is con-
trolled and generated independently.
As the development of the system progresses, designers and users can
use the toolkit to test, inspect, and discuss the system at various stages.
For example, at early stages, a static mock-up of the proposed dy-
namic signage system could be used to assess whether the interface
design ts the targeted installation site. Once a functional dynamic
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prototype exists, it can be connected to the display overlays within
the simulation to replace the static mock-ups for further analysis.
If there are multiple recordings for one location, e.g., representing
busy vs. quiet oce hours, these recordings can also contribute to the
evaluation of the systemprior to its actual deployment. In the hospital
scenario, it would be possible to test whether the content of the pub-
lic displays is unambiguous and thus suitable to guide visitors through
the building. This could be done by assessing the user’s performance
in terms of task completion times, i.e., how long it takes them to de-
termine which way they need to go at each display, or error rates, i.e.,
how often they take the wrong direction at a display.
Finally, the IPED Toolkit also supports the integration of dierent
means of interaction. In the hospital scenario, designers might want
to test an interface based on proxemics [133]: If a person steps closer
to a display, its content could change to provide more detailed direc-
tions for that person. Sensing the relative position of a person to a
screen in the lab can be achieved easily, e.g., by using depth cameras.
These sensors could then be connected to the prototype of the public
display system, which in turn adapts the screen content that is shown
in the simulation accordingly.
Once connected, a sensor is available at all simulated locationswithout
the need to physically deploy it multiple times—which would be nec-
essary for eld trials. Compared to designing, testing, and evaluating
public display systems in the real world, the toolkit can thus reduce
eort at several stages. It simplies the integration of sensors and al-
lows for covering large areas without the need for extensive hardware
deployments. At the same time, the toolkit can simulate and control
context realistically. It also facilitates the reuse of simulated installa-
tion sites and simulated displays. While the approach can thus com-
plement existing methods well, it is also subject to some limitations.
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For example, locomotion is only possible within very narrow limits,
as is the simulation of physical aspects, e.g., temperature, texture of
surfaces, or precipitation. Furthermore, appropriation and user ac-
ceptance can only be assessed in a limited way. The interaction with
passersby and other users is subject to constraints as well.
Summary
In its current version, the IPED Toolkit can simulate the following as-
pects that are relevant in the development of public display systems:
In terms of the actual display, the toolkit can incorporate the loca-
tion and orientation at a specic site (rst challenge, see Section 9.1),
the size, shape, and form factor (second challenge, see Section 9.2),
as well as the content (fth–eighth challenge, see Sections 9.5–9.8).
Contextual factors that can be simulated to some degree include vi-
sual environmental properties (third challenge, see Section 9.3), am-
bient noise, time of the day, and—in a limited way—passersby and
bystanders, as recorded in the footage. Some events, such as an ar-
riving bus or an opening door, can also be simulated (fourth chal-
lenge, see Section 9.4). However, quite a few contextual factors cannot
be simulated easily, for example, temperature, precipitation, or the
negotiation of a crowded place. The IPED Toolkit facilitates the in-
teraction with public displays via mobile devices (fth challenge, see
Section 9.5), gestures, and also via proxemic interaction—though the
range of locomotion is limited. In addition, it supports the rapid de-
velopment ofmulti-display networks (sixth challenge, see Section 9.6)
within the limitations outlined above.
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11.3.2. Immersive Video Environment
The approach towards a process integration as presented in this the-
sis uses on an Immersive Video Environment to simulate public dis-
play systems and their surroundings, see Figure 11.12. The IVE pre-
sented in this subsection is inspired by the system presented by Singh
et al. [209]. Panoramic video footage recorded at real-world locations
is played back in order to immerse users into these settings. Three
back-projection screens (219 cm wide, 164 cm high) are arranged in a
semi-circular manner, spanning a viewing angle of about 114 ◦. Each
screen is driven by a short-range back-projector. The resolution of
each projector is 1920 x 1080 pixels, resulting in an overall resolu-
tion of 5760 x 1080 pixels. The corresponding footage is recorded us-
ing three standard DLSR cameras (Canon EOS 550D) mounted on a
custom-made tripod. The angles between the cameras are adjusted to
match the angles of the three IVE screens. To minimize visible seams
between the three videos, the footage is post-processed using stan-
dard video editing software. A high quality surround audio recorder
(ZoomH2n) is used to capture ambient sounds in decent quality. Both,
audio and video material, is then played back on a single desktop PC,
equipped with a graphics card that can drive multiple displays.
Mirror Image Avatar
Subsection 10.3.2 introduced the approach of using amirror image of
the user as an avatar embedded in the Immersive Video Environment.
The main goals of the approach were to enable intuitive interaction
with video environments and to immerse people as much as possible
into the real world scene being shown. The aim was thus to enable
users to perform various actions in the simulated environment while
providing them with a strong feeling of presence. The basic idea is
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to create a realtime mirror image of the user and overlay it over the
video footage. Using a simple layer-based depth model and a small
set of gestures, users can place their mirror avatar inside the depicted
real-world scene and interact with the environment via the avatar, e.g.,
to place virtual objects. The prototypical implementation to this ap-
proach is presented below.
A live mirror image of the user constitutes the focal point of inter-
action, see Figure 11.18a–d. The background behind the user, which
is also captured by the camera pointed at the user, is eliminated in
real-time, e.g., using standard chroma-keying, see p. 296. The cut-out
mirror image serves as an avatar or proxy for the user: Its location in
3D space denes where interaction can take place.
Specically, the avatar denes the currently selected depth layer. Since
the user and the PC (or the depth camera) knowhow tall the user is, the
actual size of the avatar as depicted on screendenes its depth position
inside the video footage. The size of the avatar is used as a depth cue
to inform the user about the layers and objects that can be selected.
For example, by placing the avatar on the third layer, users can inter-
act with objects located on that layer and can inject additional virtual
objects in that layer. The remainder of this subsection describes the
gestures that can be used to control the avatar and the simulation.
Avatar Gestures. In order to move the avatar within the 3D space
dened by the video footage and the layer model, users can perform
a number of gestures. When one foot is placed in front of the other,
users can move their avatar along the X-, Y-, and Z-axes. To control
the movement in X- and Y-directions, users use a one-handed ges-
ture: By extending one arm in one of the cardinal directions, users can
specify in which direction the avatar should move, see Figure 11.19a.
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(a) (b)
(c) (d)
Figure 11.18.: Mirror image avatar example application. (a)Moving the
avatar using gestures; objects on the current depth layer
are highlighted; (b) pointing in the direction of objects
on the current depth layer selects them; (c) using ges-
tures to move and scale virtual objects, here a public dis-
play showing the current time; (d) moving the avatar to
experience the virtual environment, i.e., the virtual pub-
lic display reacts to the avatar.
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For example, extending the arm to the leftmoves the avatar in that di-
rection. Movement continues while the arm is extended; movement
stops when users bring their arm close to their bodies or when they
perform a dierent gesture.
(a) (b) (c)
Figure 11.19.: Key gestures used to control the avatar, interact with the
video scene, and to manipulate virtual objects. (a) Mov-
ing gestures; (b) scaling gesture; (c) switching gesture.
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A two-handed gesture controls movement along the Z-axis, i.e., the
depth. Putting bothhands closely together in front of the body shrinks
the avatar. This corresponds to moving it deeper into the image, i.e.,
it increases its distance to the camera. By spreading both arms, users
can increase the size of the avatar and thus decrease its distance to the
camera, see Figure 11.19b. The scaling stops when users either return
their arms to a relaxed position, or when they perform another ges-
ture. The size of the avatar determines which depth layer is selected:
The depth information specied for each layer and the actual height
of the user enables the system to compute the best match, i.e., to nd
the layer which corresponds best to the current size of the avatar.
An initial user study evaluated these gestures by comparing them to
an alternative set (T4, see p. 443). That second set allowed to con-
trol movement by walking in place while orienting one’s body in the
target direction. The key ndings are that participants were largely
successful in navigating the avatar to the target locations using either
set. A frequent observation was that people stop when their avatar
reached a street in order to avoid collisions with cars—this indicates
a high degree of immersion. The gesture set depicted in Figure 11.19
was ratedmore favorably than the comparison set. Overall, 70% of the
participants preferred the static gesture shown in Figure 11.19.
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Object Manipulation Gestures. In addition to moving the mirror
image avatar, a set of gestures was dened to select objects depicted in
the video footage, e.g., buildings or signs, to inject virtual objects, such
as public displays, new buildings, or audio sources, as well to move
and scale those objects. In addition, gestures to select content to in-
ject into the scene or other content-related activities can be dened.
For example, the prototypical implementation included gestures to
select items from a list of options in order to add them to the scene.
In order to select an object in the video footage, users rst need to
place their avatar on the corresponding layer. Users then select an
object by simply pointing in the direction of the object. The gestures
to place an object in 3D space are the same ones as those used formov-
ing the mirror image avatar. Users can switch between moving their
avatar and moving objects by putting their hand together, extending
their arms in front of them and thenmaintaining this pose for a short
time, see Figure 11.19c. Visual feedback indicates the switch from one
set of actions to another.
Experience Gestures. Once the video footage has been augmented
with a number of virtual objects, people can experience the new sce-
nario in the following way: They can interact with the objects aug-
menting the video scene bymoving theirmirror image avatar through
the 3D space dened by the video footage and the layer model. The
layer model provides means to, for example, measure the distance
to a public display and realize proxemic interaction [24]. This set of
gestures is similar to the avatar gestures presented above.
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12 Evaluation
The previous chapter presented the prototypical implementations of
the approaches presented in Chapter 10, i.e., the privacy threatmodel,
the three novel countermeasures, and the proposed process integra-
tion. The twofold rationale for these prototypes was to provide tangi-
ble scientic contributions, but also—more importantly—to use them
as the basis for a well-founded evaluation. This chapter reports on the
evaluation of the proposed approaches and their corresponding pro-
totypes. Section 12.1 presents the results of a user study with regard
to the privacy threat model (C1). Section 12.2 is divided into three
subsections, each concerned with one of the three proposed counter-
measures (C2), i.e., visual multiplexing, visual highlighting, and visual
interaction. Finally, Section 12.3 focuses on the evaluation of the sug-
gested process integration (C3).
All sections assess the suitability of each approach and report on qual-
itative results obtained from user studies or interviews. Besides this
evaluation, however, the sections also aim to assess the technical fea-
sibility of the proposed approaches, since this thesis strives to provide
concrete scientic contributions.
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12.1. Privacy Threat Model
The rst scientic contribution (C1) of this thesis is a privacy threat
model for interactive public displays, see Section 10.1. The proto-
typical implementation of that model was introduced in Section 11.1.
The purpose of the prototype is twofold: Firstly, it enables other re-
searchers and designers to directly apply the proposed privacy threat
model to their projects; secondly, it turns the theoretical model into
a concrete and tangible tool, that may be used to demonstrate and
evaluate the underlying concept. This section presents the results of
a qualitative as well as a quantitative evaluation of C1. The qualitative
evaluation is based on a semi-structured interview, while the quanti-
tative evaluation used a questionnaire.
The semi-structured interview was disseminated via e-mail to four
renowned experts (E1–E4) in the eld of public displays (E1: 2 journal
articles and 9 conference papers; E2: 2 journal articles, 11 conference
papers, and a dissertation; E4: 33 conference papers, 5 journal articles,
and 2 book chapters) and privacy research (E3: 34 conference papers,
and a dissertation). The experts were briey introduced to the topic
and then asked to look at the prototype of the privacy threat model.
They were then requested to answer three questions about (i) the ex-
tent of themodel, (ii) its usefulness to designers, and (iii) general com-
ments or remarks regarding themodel. The entire letter including the
three questions is included in the appendix on pp. 451.
In addition to the expert interviews, a paper-based questionnaire was
handed to twelve students (S1–S12), whoused the privacy threatmodel
in a seminar on location-basedprivacy. The seminarwas taught jointly
with the University of Minneapolis. Students and teachers from the
cities of Minneapolis and Münster collaborated throughout an entire
semester on multiple location-based services. For example, one sys-
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tem navigates users between two locations while avoid being tracked
by surveillance cameras (CCTV). The privacy threat model and its
prototype should be used to design these location-based systems.
The questionnaire contained ve questions: Similar to the questions
presented to the experts, the rst question was about the extent of the
model and the second question asked for the usefulness to design-
ers. The third and fth question tried to evaluate whether, and why,
students would have the feeling of an increased privacy if any of the
three countermeasures (C2, see Section 10.2) was applied. The fourth
question comprised a NASA TLX questionnaire to assess the perceived
workload and usability of the threatmodel. Table 12.1 summarizes the
corresponding results. Finally, there was space for general comments.
In addition to the questionnaire, the students were asked to use the
prototype of the privacy threat model to create models for the sys-
tems that they were to develop in the course of the seminar. As the
students worked in pairs, there are six resulting privacy threatmodels,
which are shown in Figure 12.1. Themodels were edited afterwards to
improve readability inmonochrome printouts. They are described in
the remainder of this section and Section 14.1 discusses the outcomes.
Overall, the answers provided by the experts were positive with re-
gard to the estimated extent of the threat model. Yet, the comments
also suggest ways to improve the model and indicate further research
directions, for example:
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In my opinion, the model is quite comprehensive and cov-
ers major potential attacks. The examples, e.g. for the
threats, are very helpful. Some of the threat categories are
slightly overlapping (e.g. in tampering/information disclo-
sure – I’m not quite sure whether there is partly a mixture
of action and result). One aspect that seems to be missing is
the combination or cooperation of threats or agents. Can I
model an attack where two malicious persons are involved
or an attack that combines two ormore weaknesses? I guess
that depends on the interpretation of child nodes. What
does the link between an agent and a threat exactly mean
(origin, exposed to?)? In case of a benign or amalicious user,
the meaning seems to be dierent. —Expert 1
The extent of the model seems reasonable. The most com-
mon threads [sic] are included. However, it would be great
if additional own threads [sic] could be added since public
display settings often have unique characteristics that may
introduce additional threads [sic]. A further aspect that I
consider as very important is the spatial arrangement of the
setting and the interaction. I would suggest to add such a
spatial component to the model. The orientation, distance
to other users and the display, as well as viewing angles are
important when displaying content on a public display.
—Expert 2
[. . . ] It does look comprehensive. —Expert 4
I think it’s okay.
—Expert 3 (English translation by the author of this thesis)
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The remarks on how the threat model and its prototype could sup-
port the design of privacy-preserving public displays were also pos-
itive. Again, the experts provided valuable suggestions about how to
improve the privacy threat model in future work, too:
The model denitely supports the “creators” of public dis-
play installations bymaking the potential attacks visible and
raising awareness. Onemight argue, that such a threatmod-
el looks the same for each interactive public display, i.e.
there is only one threat model (with potential attacks, in-
volved actors, etc.) for all displays. Which factors aect the
model for a specic installation? The type of application?
The available input possiblities [sic]? —Expert 1
I think the threat model can help designers of public dis-
plays to design privacy-preserving systems in terms of pro-
viding means to model threats in advance. It would be a
further benet for designers, if they could model their sys-
tem with the tool, and the threat model analyzes the the
model andnoties the designer of possible threats that need
to be addressed in the design (and this can then also be done
within the tool). —Expert 2
I also liked that the tooltips [. . . ] provided easily under-
standable examples. They denitely help to raise the user’s
understanding.
—Expert 3 (English translation by the author of this thesis)
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The fourth expert, however, articulated some concerns with regard to
the usability of the prototype and provided constructive advice:
[. . . ] I always get this feeling that I am not sure if the results I
get with themodel would actually apply to whatever system
I may be designing.
The second concern is that it feels awkward that I have to
create the entire model. It seems I am building the wall and
the cannons to destroy it. How can I ever know that I am
being comprehensive?
[. . . ] Putting my self [sic] in the shoes of someone creating
a display system that wants to use a tool that would help
to uncover system vulnerabilities, I would expect more. I
would probably expect to describe the key points of the sys-
tem, perhaps in a wizard-like questionnaire, and then be
pointed out with potential vulnerabilities. I would then de-
scribe existing or planned countermeasures until themodel
was “secure.” Basically, my point is that if I do not have ex-
pertise on threat models, this looks just like a drawing tool.
Apart from the semantics of the boxes and their possible re-
lationships, the application itself does not seem to be em-
bedded with the knowledge on the topic that would allow
me (the non-expert) to quickly discover the range of vul-
nerabilities in my current system design. [. . . ]
I think it needs to seek a better problem-solution t, but if
you get it right it would be a really helpful as a tool [sic].
—Expert 4
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Section 14.1 discusses the experts’ feedback as well as the students’
comments. The latter ones go along with the answers provided by
the experts: S4, S5, S7, and S9 explicitly deemed the privacy model as
“comprehensive,” while all remaining students used similar expres-
sions. Furthermore, S5 added that the model would need constant
updating, since “new threats may appear in the future.” S1, S2, S4–S8,
S10, and S12 explicitly said that the threatmodelmay actually support
designers of public display systems, for example:
The threat model can assist designers by providing a com-
plete set of threats, weaknesses and counter measures [sic].
This way designers can pay attention to circumstances they
might not have thought of. —Student 1
Designers are able to check if there are any threats for their
systems they did not think of in rst place. It is also possible
to lookup [sic] counter measures [sic]. —Student 5
Designers could test their design in a systematic way by us-
ing the model as a reference. —Student 12
The remaining three students did not address designers in particular,
but pointed to more general characteristics of the prototype:
It makes people think about the issues in a structured way.
—Student 3
One can draw up various scenarios and possible threats be-
forehand. Knowing as much as possible scenarios is essen-
tial for developing a system that covers most of the privacy
leaks. —Student 9
The model is a good way for visualizing a brainstorming. It
helps to see threats, weaknesses etc. —Student 11
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Finally, some students also provided general comments on the pri-
vacy threat model or its corresponding prototypical implementation,
for example:
It creates a coherent framework to analyze a system and re-
ect on potential privacy impacts. —Student 7
At the rst glance, the six threat models created by the students ex-
hibit two patterns, see Figure 12.1: breadth-rst and depth-rst. Fig-
ures 12.1a and 12.1b are examples for the rst one, while Figures 12.1c
and 12.1d are examples for the latter one. Disregarding the negligi-
ble right trunk, Figure 12.1e also resembles a depth-rst approach.
A closer look reveals, that the breadth-rst approaches include both,
malicious and benign users, i.e., Alice or Bob as well as Marvin or Eve.
In contrast, the depth-rst approaches start their privacy threat analy-
sis withmalicious users rst. The threatmodel depicted in Figure 12.1f
appears to be an exception, as it only features neutral threat agents.
Section 14.1 discusses this nding of the breadth-rst and the depth-
rst approach in more detail.
Another nding is that four threat models identify spoong as a ma-
jor privacy threat, and ve of the six threat models name informa-
tion disclosure as a potential privacy threat. Both ndings correspond
with the results presented in Section 10.1. Though the comments in-
dicated that the threat model was perceived as comprehensive, the
threat model shown in Figure 12.1f introduces a custom countermea-
sure, i.e., “check code etc.” It is used to mitigate the negative eect
of loss of condentiality caused by human failure (presumably pro-
gramming errors). Eventually, four of the six threat models introduce
a second purpose object, i.e., a countermeasure that may be subject to
a specic privacy threat in turn. However, only three of them present
a complete second iteration. Figure 12.1f stops right after dening the
second purpose object and after dening the specic threat.
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(a)
(b)
Figure 12.1.: The students’ privacy threat models. Created with the
IPDPTM and edited afterwards to improve readability.
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(c) (d)
Figure 12.1.: The students’ privacy threat models (continued).
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(e)
Figure 12.1.: The students’ privacy threat models (continued).
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(f)
Figure 12.1.: The students’ privacy threat models (continued).
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Table 12.1.: Results of the NASA TLX questionnaire (M: mental de-
mands, P: physical demands, T: temporal demands, PF:
performance, E: eorts, F: frustration).
M P T PF E F
1.33 -4.67 -1.17 -1.33 -1.17 -0.25
12.2. Countermeasures
Three novel countermeasures were proposed in Section 10.2, i.e., vi-
sual multiplexing, visual highlighting, and visual interaction. Sec-
tion 11.2 presented three prototypical implementations based on these
approaches. These prototypes were used to evaluate the approaches
as follows: Subsection 12.2.1 presents the results of a user study that
was carried out to assess each visual multiplexingmethod with regard
to perceived mental workload, suitable contents, and technical fea-
sibility. Subsection 12.2.2 focuses on the results of a user study con-
ducted to analyze the eciency, eectiveness, and robustness of visual
highlighting. Eventually, Subsection 12.2.3 reports on the results of a
study carried out to evaluate visual interaction with respect to maxi-
mumoperating distance, hardware impacts, andmulti-user potential.
12.2.1. Visual Multiplexing
Throughout the development of the prototype, allmultiplexingmeth-
ods were tested with dierent content types. These tests included
maps, photos, symbols, words, and short sentences. Figure 12.2 shows
some examples. During these tests, it became apparent that some
multiplexing methods worked well for certain content types, but not
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for others. The user study presented in this subsection was thus de-
signed to gain further knowledge on this issue. The aimwas to (i) com-
pare the raw performances of FDM, CDM, and TDM in terms of their
suitability for dierent content types and to (ii) deduce the charac-
teristics of each method based on these results. To focus on the raw
performance only, the study was lab-based and used the entire public
display for the multiplexed content, rather than only parts of it.
In order to produce results that provide answers towards RQ2 (“What
are countermeasures to those privacy threats?”) and its subquestion
“Do countermeasures impact the general public display usage?”, the
study aimed at the questions and hypotheses listed in Table 12.2. Fur-
thermore, general feedback on user satisfaction and usability, as well
as general comments on each multiplexing approach were recorded.
(a) Map (b) Photo (c) Symbol [54] (d) Word (e) Sentence
Figure 12.2.: Examples of content types used as input images in the
study about visual multiplexing.
Apparatus andMaterial
The study was conducted in a laboratory environment, having a 52”
LCD screen simulate a public display. The multiplexed content was
prepared as a slide show. Themobile device was an Apple iPad 3, run-
ning iOS 5.1.1 and version 2.2 of the prototype. The iPad 3 was cho-
sen over other devices as it provided superior processing power at the
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Table 12.2.: Questions and hypotheses used in the user study on
visual multiplexing.
ID Description
Q1 How well can users make use of visual multiplexing on
public displays?
Q2 Which multiplexing method is most suited for a specic
type of content?
H6 Symbols work well with all multiplexing methods (due to
their simple design and messages).
H7 Maps will be handled poorly by all multiplexing methods
(due to their high information density).
H8 TDM is the most accurate multiplexing method.
time the study was conducted. The study was based on a paper-based
questionnaire, that has been divided into ve parts: an introduction
with an initial demographic questionnaire and three further blocks in
identical order, one for each multiplexing method. Every block was
subdivided into ve sections, each featuring one content type, again
in identical order. A NASA TLX questionnaire was put at the end of
each section. The fth part of the questionnaire provided space for
any additional written feedback the participants wanted to give.
The ve content types depicted in Figure 12.2 were chosen based on
Schaeer’s [195] work, as they were considered as good examples for
the kind of content commonly shown on public displays. The study
material was created in the following way: All content types were pre-
pared as bitmaps of 500 x 500 pixels in size. Thirty roadmap tiles
were taken from OpenStreetMap1. The tiles show maps of randomly
picked places in Germany at zoom level 15 (see Figure 12.2a). Flickr2
1http://www.openstreetmap.de, accessed: January 22, 2013.
2http://ickr.com, accessed: January 22, 2013.
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served as a source for randomly picked photos. Thirty of the “most
recent photos and videos” were converted into tiles by clipping out
their centers (see Figure 12.2b). The symbols were taken from The
Noun Project3, a website that hosts black and white symbols depict-
ing objects. Thirty symbolswere randomly chosen and converted into
bitmaps with a white background (see Figure 12.2c). Thirty short Ger-
man words were randomly picked from a dictionary and thirty short
German sentences were built, each three to six words in length. The
words and sentences were rendered in a black 100 pt Helvetica font
on a white background (see Figures 12.2d and 12.2e).
Participants
In total, 21 people (16 male, 5 female) participated in the study. They
were recruited via e-mail, mailing lists, bulletin boards, and social net-
works. Their age ranged between 20 and 40 years. Participants in-
cluded students, oce workers, teachers, and PR managers.
Procedure
The study was conducted in German, with two experimenters present
in the room at all times. One experimenter lead the study, while
the other took notes on comments and actions. The study used a
within-subject design, thus every participant completed all 15 sections
(3 multiplexing methods × 5 content types). Participants completed
the study in approximately 15 minutes.
After the participantswerewelcomed, the experimenters briefed them
about the study and asked them to ll in the initial questionnaire gath-
ering demographic information. During the main part of study, the
3http://thenounproject.com, accessed: January 22, 2013.
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participants were told to stand approximately one meter in front of
the public display, while facing it frontally. As suggested by Boring
et al. [35], placing participants about 1.0–1.5 meters away from the
display provides a comparable viewing impression as if standing 3.0–
6.0 meters away from a typically larger public display.
In the main part of the study, participants had to carry out a number
of matching tasks grouped into three blocks, i.e., one for each of the
multiplexing methods. One experimenter set up the mobile device
in preparation for each block. Each block consisted of ve sections—
one for each content type—and for each of these sections, participants
had to rst perform amatching task and then to assess their workload
using the NASA TLX questionnaire.
Participants were asked to hold the mobile device towards the pub-
lic display and to look at the demultiplexed content. They were then
asked to match the shown content to one of six choices on the answer
sheet by marking the corresponding option. After the matching task,
the participants lled in a NASA TLX form. This procedure was re-
peated for all content types, and for all multiplexing methods. After
completing the main part, the experimenters asked participants for
any further comments they might want to provide, debriefed them,
and paid them a small sum of money for participating.
Results
Thedemographic questionnaire revealed that all participants owned a
mobile phone and had some experience with touch-enabled devices.
The participants’ age did not have a signicant eect on the number of
correct answers, as indicated by a oneway ANOVA (F (7,315) = 2.04,p >
0.161). There was also no correlation between the participants’ expe-
rience with mobile phones and the number of correctly recognized
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images (F (4,315) = 2.40,p > 0.337). Overall, the participants were able
to correctly identify 84.44% of all images.
Content Types. Figure 12.3 shows the correlation between the num-
ber of correct answers and the content types for each visualmultiplex-
ing method as well as in total. Overall, only 63.49% of all maps were
identied correctly. Most participants had diculties to distinguish
the maps shown with FDM (38.10% correct answers) and CDM (57.14%
correct answers). TDM performed signicantly better with 95.24% of
correct answers. In contrast to maps, users could recognize 98.41% of
all symbols in total. 52.38% of the words and 57.14% of the sentences
were recognized by the participants using FDM. 76.19% of the photos
were correctly identied if FDM was used, 95.24% if CDM was used,
and 100.00% if TDM was used. A oneway ANOVA supports a signi-
cant eect of the content type on the number of correctly identied
images (F (4,310) = 2.40,p < 0.001).
Multiplexing Methods. Figure 12.4 shows how many images were
identied correctly for each multiplexing method. It also breaks this
number down for every FDM information channel, since the study
randomly changed the FDM information channel for each partici-
pant, i.e., eight participants used the red, seven the green, and six the
blue information channel. The results are in favor of the red informa-
tion channel: 53.73% of the images were identied correctly, whereas
green and blue scored less, 20.90% respectively 25.37%.
To investigate this phenomenon further, the captured camera image
was analyzed using a typical TV test image (an EBU 75/75% test card4).
The test card was shown on the public screen and photographed with
4http://en.wikipedia.org/wiki/Test_card, accessed: May 20, 2015.
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the camera of the mobile device. The captured RGB values for the
red, green, and blue test bars were then analyzed. The camera ac-
tually produced the most accurate results for the red test bar: The
expected triple was (255, 0, 0) and the captured triple was (242, 31, 15).
Looking at the green test bar, the captured triples were signicantly
worse: (0, 255, 0) was expected, but the camera returned (0, 247, 153)
instead. The results for the blue test bar were better: (0, 0, 255) was
expected, but (0, 19, 255) was captured. A oneway ANOVA conrmed
the eect of the chosen FDM information channel on the number of
correctly recognized images (F (2, 102) = 3.09,p < 0.001).
Using FDM, only 63.81% of all answers were correct. Compared to
FDM, the results for CDM are better for photos, symbols, words, and
sentences. Using TDM, 99.05% of all maps, photos, symbols, words,
and sentences were recognized correctly. A oneway ANOVA arms a
signicant eect of the multiplexing method on the number of cor-
rectly identied images (F (2,312) = 3.03,p < 0.001).
Workload. The NASA TLX results relate to values on a scale from
1 (“very low”/“perfect”) to 20 (“very high”/“failure”). The participants
were told to interpret the question about temporal demands in such
a way that higher values are better (“the system is fast”) than lower
values (“the system is slow”). To harmonize this with the remaining
NASA TLX scores, the results for temporal demands were inverted.
Figure 12.5 shows the median values for all NASA TLX scores by con-
tent type. Figure 12.6 visualizes the median values for all NASA TLX
scores by multiplexing method.
An analysis of the NASA TLX results and the correct answers given
shows that in 79.37% of all cases participants that rated their perfor-
mance between 1 and 10 in the NASA TLX, had indeed given the cor-
rect answer. Only 9.84% believed to be right, when in fact, they were
328
wrong. When looking at the NASA TLX results by visual multiplexing
method and content type (not depicted), the CDM results are partic-
ularly striking, as the performance for maps is remarkably bad: Par-
ticipants claimed high demands for almost all categories (mental de-
mands: 11, temporal demands: 10, performance: 13, eort: 12, and
frustration: 9). In contrast, CDMwas favored for symbols (mental de-
mands: 3, temporal demands: 4, performance: 1, eort: 3, and frustra-
tion: 2) and words (mental demands: 3, temporal demands: 4, perfor-
mance: 1, eort: 3, and frustration: 2). This concludes the evaluation
of visual multiplexing as to presenting the results obtained from the
user study. Subsection 14.2.1 is going to discuss the presented results.
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Figure 12.3.: Correct answers by content type.
Figure 12.4.: Correct answers by method; FDM shows percentage of
correct answers per color channel.
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Figure 12.5.: NASA TLX medians by content type.
Figure 12.6.: NASA TLX medians by multiplexing method.
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12.2.2. Visual Highlighting
Subsection 10.2.2 proposed a set of comparison criteria, that can be
used to quantify the characteristics of dierent approaches towards
highlighting onpublic displays. Table 10.14 provides an overviewof all
criteria and the corresponding scales. The remainder of this subsec-
tion compares the approach presented in this thesis to other existing
approaches. Afterwards, this subsection presents the results of a user
study, which was conducted to assess the raw performance of visual
highlighting with regard to eciency, eectiveness, and robustness.
For a quick navigation within the provided data and to provide a sys-
tematic and equal comparison scheme to every approach, the nd-
ings are presented in Table 12.3 (quality), Table 12.4 (quantity), and
Table 12.5 (reliability and robustness). The ndings are also visual-
ized as a spider diagram in Figure 12.7. For the sake of readability,
this diagram only shows the comparison criteria, whose values dier
the most. One important result that can be drawn from the spider
diagram is that the area spanned by the prototype presented in Sub-
section 11.2.2 exceeds the areas spanned by all other projects. As larger
values correlate to better characteristics on the visualized axes, this in-
dicates that the approach to visual highlighting on public displays as
presented in this thesis surpasses all existing approaches with regard
to the given comparison criteria. The comparison table only contains
data for comparison criteria, whose values can be derived from the
original publications mentioned in the related work, see pp. 222.
In addition to the comparison presented above, a user study was car-
ried to assess the performance of the Multipleye prototype with re-
gard to visual highlighting. The focus of the study was in particular
on clarity, granularity, delay, readability, and correctness. However,
directly measuring these criteria appears challenging, which is why
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Table 12.3.: Comparison of highlighting approaches with regard to
quality (see Table 10.14 for units).
P
ro
je
ct
C
la
ri
ty
G
ra
n
u
la
ri
ty
D
u
ra
ti
o
n
D
el
ay
R
ea
d
ab
il
it
y
C
ro
ss
F
lo
w
[4
3
]
U
n
k
n
o
w
n
3
,a
n
ar
b
it
ra
ry
d
ir
ec
ti
o
n
2
,p
re
d
e
n
ed
b
y
ti
m
e
ta
ke
n
to
h
ig
h
li
gh
t
o
n
e
in
fo
rm
at
io
n
m
u
lt
ip
le
y
ed
b
y
am
o
u
n
t
o
f
d
is
ti
n
ct
in
fo
rm
at
io
n
1
1
C
ro
ss
B
o
ar
d
[4
3
]
U
n
k
n
o
w
n
3
,r
an
ge
s
fr
o
m
b
lo
ck
to
p
ix
el
2
,p
re
d
e
n
ed
b
y
ti
m
e
ta
ke
n
to
h
ig
h
li
gh
t
o
n
e
in
fo
rm
at
io
n
m
u
lt
ip
le
y
ed
b
y
am
o
u
n
t
o
f
d
is
ti
n
ct
in
fo
rm
at
io
n
1
2
R
o
ta
ti
n
g
C
o
m
p
as
s
[1
89
]
U
n
k
n
o
w
n
1,
o
n
e
d
ir
ec
ti
o
n
o
u
t
o
f
a
p
re
d
e
n
ed
,

n
it
e
an
d
d
is
ti
n
ct
se
t
o
f
d
ir
ec
ti
o
n
s
2
,p
re
d
e
n
ed
b
y
ti
m
e
ta
ke
n
to
h
ig
h
li
gh
t
o
n
e
d
ir
ec
ti
o
n
m
u
lt
ip
le
y
ed
b
y
n
u
m
b
er
o
f
d
is
ti
n
ct
d
ir
ec
ti
o
n
s
1
1
In
te
ra
ct
iv
e
A
m
b
ie
n
t
P
u
b
li
c
D
is
p
la
y
s
[2
3
1]
U
n
k
n
o
w
n
2
,r
an
ge
s
fr
o
m
b
lo
ck
s
to
w
o
rd
s
ac
co
rd
in
g
to
u
se
r’
s
p
o
si
ti
o
n
in
g
N
o
t
ap
p
li
ca
b
le
1
2
S
cr
ee
n
C
o
d
es
[5
8]
U
n
k
n
o
w
n
N
o
t
ap
p
li
ca
b
le
N
o
t
ap
p
li
ca
b
le
1
1
S
n
ap
A
n
d
G
ra
b
[1
3
6
,1
3
7]
U
n
k
n
o
w
n
N
o
t
ap
p
li
ca
b
le
3
10
(e
st
im
at
io
n
)
2
M
u
lt
ip
le
y
e
U
n
k
n
o
w
n
6
,p
ix
el
3
5
3
12.2. Countermeasures 333
Table 12.4.: Comparison of highlighting approaches with regard to
quantity (see Table 10.14 for units).
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Table 12.5.: Comparison of highlighting approaches with regard to re-
liability and robustness (see Table 10.14 for units).
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Figure 12.7.: Spider diagram showing selected results of the compari-
son shown in Table 12.3, Table 12.4, and Table 12.5. Lower
values are shown towards the center. For a detailed de-
scription refer to the corresponding table.
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surrogate values were used. Some of the surrogate values are aggre-
gations of the aforementioned criteria: The clarity and readability of
the approach could be consolidated in the term eectiveness; gran-
ularity and delay could be summarized as eciency; the correctness
of the system correlates to the robustness. Eventually, these surrogate
values were measured in the user study to nd answers to the ques-
tions listed in Table 12.6. The same table also introduces the formulas
used to calculate the values for eciency, eectiveness, eorts, and
performance (all values without units).
Achieved objective corresponds to the number of correctly identied
pieces of information, while dened objective refers to the maximum
number of pieces of information that had to be identied. The num-
ber of identied pieces of information can be measured objectively,
as can identication times. The subjective temporal demands were
thus left out of the NASA TLX questionnaire. Mental and physical de-
mands, however, can only be assessed via the participants’ subjective
gradings on such a questionnaire. There are 20 values to chose from
on a NASA TLX scale, so each step equals 0.05 = 5% (see denition of
eorts in Table 12.6), that add up to 100% from far left to right.
The robustness of the system was assessed by adding visual noise to
the contents shown on the public display. This noise was designed
as black, unevenly shaped ecks, spread throughout the content in a
random manner. Even though QR codes are designed to be resistant
to such noise, the ecks did not appear within the QR codes. The ra-
tionale for this is that the study aims to measure the robustness of vi-
sual highlighting on public displays rather than the robustness of QR
codes. In addition to the ecks, the icons were also randomly moved
out of the grid. Figure 12.8a shows normal example used in the study,
while Figure 12.8b shows the described visual noise.
12.2. Countermeasures 337
(a) Without visual noise
(b) With visual noise
Figure 12.8.: Grid of icons, which was used in the user study about the
performance of the prototypical implementation of vi-
sual highlighting.
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Table 12.6.: Research questions and calculations used in the user study
about the performance of the prototypical implementa-
tion of visual highlighting (VH).
ID Research question
Q3 Does VH have a positive eect on eciency when retrieving
information on public displays?
eciency = performanceeorts := EF1
performance = fastest identication time of all participantsmean identication time of one participant
eort = 0.05 ∗ mental demands+physical demands+endeavors3
Q4 Does VH have a positive eect on eectiveness when
retrieving information on public displays?
eectiveness = achieved objectivedened objective := EF2
Q5 Does VH have a positive eect on robustness when
retrieving information on public displays?
Apparatus andMaterial
A 52” LCD screen running at 1920 x 1080 pixels simulated a public
display. As Boring et al. [35] suggest, placing the participant about 1.0
to 1.5 meters away from this screen provides a comparable viewing
impression as if the participant stood 3.0 to 6.0 meters away from a
common public display. AMacmini showed a slideshowwith the pre-
pared content. Additionally, the Mac mini could be controlled by the
experimenter and the participant as explained below. Themobile de-
vicewas simulated by an iPad 2 running iOS 5.1. The tablet was chosen
over a phone-sized device to accommodate the additional timekeep-
ing controls used within the study (see below).
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The software on the personal mobile device was based on the pub-
licly available prototype, see Subsection 11.2.2. To allow for precise
timekeeping, a start and a stop button was added to the user interface
in order to control an internal stopwatch. Furthermore, the personal
mobile device was connected to the public display in order to control
the content as follows: At rst, the public display shows a black screen
only. As soon as the participant hits the start button, the stopwatch
starts and the public display reveals the actual content of the study.
When the participant hits the stop button, the stopwatch shows the
measured time and the public display turns black again. This prevents
the participants from searching after they stopped the stopwatch.
The study itself was designed as a questionnaire, which consisted of
two blocks: The rst block aimed at measuring the eciency and the
second block was designed to measure the eectiveness. Each block
was further subdivided into four sections. The rst two sections did
not use the personal mobile device, whereas the second two sections
did. To test for the robustness of the system, every other section used
visual noise. Thus, the conditions, i.e., visual highlighting and visual
noise, were counterbalanced. Table 12.7 gives an overview of the struc-
ture of the questionnaire and also provides an abbreviation for each
section for later reference.
Sections 1–4 contained eight tasks each, sections 5–8 contained one
task each. There was an example for every task at the beginning of
each section. To estimate the participants’ perceived eorts, a NASA
TLX sheet was included at the end of each section. Thus, a ques-
tionnaire consisted of 36 tasks and 8 NASA TLX sheets. Addition-
ally, demographic questions, for example, about the participants’ age,
gender, or experience with tablet computers, were asked in a pre-
questionnaire. To speed up the data gathering and subsequent evalua-
tion, the entire questionnaire was designed as a computer based form,
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that was either lled in by the experimenter or, in case of a NASATLX
sheet, directly by the participants.
The experimenter prepared 87 slides, each comparable to the ones
shown in Figure 12.8, except for a dierent set of icons. In all, 35 icons
were taken from a website5, each visualizing a commonly-known ob-
ject, e.g., a pencil, a heart, or a key. All icons were unied in size
(40 x 40 pixels) and randomly placed on the slides. Each slide also
showed a code tag in the upper left corner and a grid of varying icon
subsets, namely 30 icons, in the remaining space. An adjacent num-
ber, ranging from 1 to 30, identied every icon. Pre-tests revealed that
locating a particular icon amongst this number of icons represents a
reasonable challenge to the participants. The icon that the partici-
pants had to locate was randomly dened for each slide. Icons were
chosen over other content types, as icons resemble many public dis-
play scenarios, e.g., pedestrian navigation. Furthermore, it is bene-
cial for the study, as the distinctive shape of icons is clearly recogniz-
able, even for impaired, e.g., color blind, participants. Though there
may be many more types of visual noise that could appear on a pub-
lic display, the noise applied to the slides in the study should already
serve as a valid indicator for the robustness of the system.
Table 12.7.: Overview of the sections used in the user study.
Section Abbreviation Highlighting Noise
1, 5 HN no no
2, 6 HN no yes
3, 7 HN yes no
4, 8 HN yes yes
5http://thenounproject.com, accessed: May 27, 2015.
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Participants
The experimenter recruited 24 participants by e-mail, bulletin boards,
and social networks. 19 of themweremale, 5 female. Their age ranged
between 20 and 40 years with an average of 27.5 years (s = 5.56). The
participants were students, oce workers, teachers, and PRmanagers.
Procedure
One experimenter conducted the study indoors in a lab environment.
Due to the within-subject design, every participant completed all 36
tasks and lled in all 8 NASA TLX sheets. On average, a participant
completed the study in 20 minutes. At the beginning of each session,
the participants were briefed and asked to answer the questions in the
pre-questionnaire. The experimenter prepared the tablet device as
required for each section, so that the device could be used either for
timekeeping purposes or as the personal mobile device used for the
visual highlighting. Afterwards, the experimenter explained each fol-
lowing task to the participant and asked for further questions.
The procedure for sections 1 (HN) and 2 (HN) was as follows: The
participants were shown the rst of 16 icons (8 per section) that they
were to locate. Once they memorized the icon, they could press the
start button on the tablet device to start the stopwatch and uncover the
public display. In these two sections, the participants only used their
bare eyes to complete the task and did not use visual highlighting. As
soon as the participants spotted the location of the icon, they pressed
the stop button in order to stop the stopwatch and cover the public
display again. The tablet device then showed the measured time in
secondswith an accuracy of a hundredth of a second. The participants
reported the number they identied next to the searched icon to the
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experimenter. If the number was correct, the experimenter recorded
the time according to the tablet device and prepared the system for
the next task. If the number was wrong, the participants had to redo
the task again, but the stopwatch was not reset. This way, only correct
answers were collected. Once the participants nished a section, they
lled in the NASA TLX sheet.
The procedure for sections 3 (HN) and 4 (HN) was comparable to the
procedure of the previous two sections, except for that the partici-
pants now used the tablet device as their personal mobile device for
visual highlighting to complete the task. Therefore, the participants
held the tablet in such away that they could see the content of the pub-
lic display on the screen of the tablet. As soon as the visual highlight-
ing appeared, the participantsmemorized the corresponding number
and pressed the stop button. The study proceeded as described above.
The procedure for sections 5 through 8 was as follows: The experi-
menter set a timer for 20 seconds. Once these 20 seconds elapsed, an
alarmwould sound, telling the experimenter and the participants that
the task has ended. As soon as the participants started the timer, the
content of the public display was revealed. As soon as the participants
located the requested icon, they called out the according number. If
that numberwas correct, the experimentermoved on to the next icon.
If the number was wrong, the participants had to keep searching. At
the end of the task, i.e., after 20 seconds, the number of correctly iden-
tied icons was recorded. Once the participants nished each section,
they lled in the NASA TLX sheet. The dierences between sections
5 through 8 is in the varying use of visual highlighting and the ap-
plied visual noise, see Table 12.7 for reference. At the end, the par-
ticipants were asked for any additional or concluding comments and
were debriefed. The experimenter compensated all participants for
their time by paying them a small amount of money.
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Results
The results of the pre-questionnaire showed that only 8.33% of the
participants owned a tablet device. 29.17% claimed to be unfamiliar
with such a device, 50% of the participants said that they had at least
some experience. In contrast to the acquaintance with a tablet device,
72% of the participants stated to be quite familiar with touchscreens.
Eciency. An analysis of the recordedmeasurements reveals an ap-
parent learning eect for the rst three icons. Thus, these values were
suppressed in the further evaluation. The corrected mean values cal-
culate to: 2.38 seconds for section HN and 1.74 seconds for section
HN, see Table 12.8. A oneway ANOVA conrmed a medium eect of
the section on the required time (F (3,624) = 2.62,p < 0.0001, r = 0.43).
Eectiveness. In average, the participants located 4.54 symbols in
section HN and 4.88 symbols in section HN, see Table 12.9. Thus,
the applied visual noise roughly reduces the speed by 1 symbol per
minute (0.333 symbols in 20 seconds). Using visual highlighting, par-
ticipants were able to locate about twice as many symbols: 10.71 sym-
bols in sectionHNand 11.79 symbols in sectionHN. AonewayANOVA
conrmed a large eect of the section on the number of located sym-
bols (F (3,96) = 2.71,p < 0.0001, r = 0.94). According to a Tukey-HSD
post-hoc analysis, the visual noise has a signicant inuence on the
results of the study between sections HN and HN (MD = −0.83,p =
0.000). However, there is no signicant inuence on the results be-
tween sections HN and HN (MD = −0.33,p = 0.799).
Workload. Looking at the sections about eciency, the NASA TLX
records show comparable values for mental demands: 3.71 (HN), 5.00
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(HN), 3.08 (HN), and 3.29 (HN), see Table 12.10. Performance, ef-
forts, and frustration also only showminor dierences. The recorded
values about eectiveness, however, reveal a noticeable dierence in
mental demands: Visual highlighting reduces the mental demands to
about half asmuch as in sections without that approach, i.e., 8.75 (HN)
and 8.50 (HN) in contrast to 3.13 (HN) and 3.42 (HN). The results for
eorts and frustration behave the other way around: 10.83 (HN) and
10.04 (HN) in contrast to 3.96 (HN) and 3.83 (HN) for eorts, 4.96
(HN) and 4.75 (HN) in contrast to 1.96 (HN) and 2.00 (HN) for frus-
tration. This concludes the evaluation of visual highlighting as to pre-
senting the results obtained from the study. Subsection 14.2.2 is going
to discuss the presented results.
Table 12.8.: Results of the eciency block (unit: seconds, EF1: e-
ciency, see Table 12.6).
Section x M s min max EF1
HN 2.38 1.90 1.44 1.05 11.62 2.85
HN 3.22 2.64 2.20 0.87 17.05 1.91
HN 1.74 1.55 0.66 0.93 4.72 3.55
HN 1.69 1.58 0.45 0.96 3.76 3.80
Table 12.9.: Results of the eectiveness block (unit: number of icons,
EF2: eectiveness, see Table 12.6).
Section x M s min max EF2
HN 4.54 5 1.69 7 1 0.65
HN 4.88 5 1.04 6 3 0.70
HN 10.71 11 1.33 13 8 1.53
HN 11.79 12 0.83 13 10 1.68
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Table 12.10.: Results of the NASA TLX questionnaire (M: mental de-
mands, P: physical demands, PF: performance, E: eorts,
F: frustration).
Section M P PF E F
HN 3.71 2.42 14.63 7.63 3.29
HN 5.00 3.04 14.63 7.17 3.04
HN 3.08 6.00 15.04 6.04 3.25
HN 3.29 4.96 15.38 6.29 2.54
HN 8.75 2.58 9.54 10.83 4.96
HN 8.50 2.96 10.21 10.04 4.75
HN 3.13 3.67 15.75 3.96 1.96
HN 3.42 3.41 16.08 3.83 2.00
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12.2.3. Visual Interaction
To assess the general feasibility and baseline performance of Licht-
blick, which constitutes the prototypical implementation of the ap-
proach to visual interaction as presented in Subsection 11.2.3, a lab-
based study was conducted. Table 12.11 lists the characteristics that
the study focused on in particular.
Table 12.11.: System characteristics addressed by the study.
ID Description
Q6 Maximum operating distance
Q7 Hardware impacts, e.g., smartphone brand
Q8 Multi-user potential
Apparatus andMaterial
The systemwas tested in a lab environment. The rst component, i.e.,
the public display, was simulated by a generic TFT. The specic char-
acteristics of the display have little impact on the performance of the
system, as it is merely used to display QR codes besides regular con-
tent. The camera used to capture the light signals was a Sony EyeToy,
with a resolution of 640 x 480 pixels and a framerate of 30 fps. This
camera was chosen since it is an aordable consumer product with
sucient characteristics, that supports the idea of a lightweight and
simple deployment. The test environment was a standard oce with
overhead lighting (uorescent lamps) and shut blinds to ensure con-
trolled conditions throughout the test. The second component, i.e.,
the smartphone application, was tested on the following, opportunis-
tically chosen devices: Samsung Nexus S (D1), Samsung Galaxy Beam
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(D2), HTC Legend (D3), HTC Desire (D4), and HTC One S (D5). The
devices were running Android versions from 2.2 up to 4.1.
Procedure
To evaluate the maximum operating distance (Q6), the smartphones
were positioned in front of the public display at a distance of 10 cm.
The ashlight then emitted a specic test light signal 15 times in a row
with a break of 1 second in between transmissions. The daemon pro-
cess of the public display logged the recognized light signals to a le.
At the end of a test, the experimenter counted the number of cor-
rectly (and incorrectly) recognized light signals, i.e., ideally 15 (or 0)
signals. Afterwards, the distance between the camera and the smart-
phone was increased by 10 cm. The measurement was repeated until
further increases did not change the observed results.
To evaluate the impact of dierent hardware congurations (Q7) on
the number of correctly recognized light signals, each smartphone
(D1–D5) was positioned 70 cm in front of the camera. This distance
was chosen as it turned out to be half of the maximum operating dis-
tance (see below).
The test for themulti-user potential of the system (Q8) was conducted
as follows: The smartphones D1 and D2 were positioned 70 cm in
front of the camera and 30 cm apart from each other. Both smart-
phones then simultaneously emitted their unique light signal 15 times
in a row. After counting the correctly and incorrectly recognized light
signals per smartphone, the distance between the devices was reduced
by 10 cm and the test was repeated until both were directly adjacent
to each other.
348
Results
Lichtblick correctly recognized 11 to 15 light signals (73%–100%) if the
smartphone was held at distances between 10 and 140 cm to the dis-
play. The number of incorrectly recognized light signals is between 0
and 2 (0%–13%). The systemdid not recognize any light signals (correct
or incorrect) at distances greater than 140 cm. Figure 12.9 visualizes
these results for the maximum operating distance (Q6). The counts
do not add up to 15 if neither a correct nor an incorrect signal was
detected. Table 12.12 summarizes the results for correctly and incor-
rectly recognized light signals emitted by each of the ve smartphones
(Q7): D1 and D2 provided the best recognition rates. The test results
for the multi-user potential (Q8) are shown in Table 12.13: The detec-
tion rate of incorrectly interpreted signals is less or equal to 6%. This
concludes the evaluation of visual interaction as to presenting the re-
sults obtained from the study. Subsection 14.2.3 is going to discuss the
presented results.
Table 12.12.: Recognition of signals emitted by smartphone D1–D5.
D1 D2 D3 D4 D5
Correct 80% 93% 33% 33% 53%
Incorrect 0% 0% 33% 20% 20%
Table 12.13.: Recognition of two signals (D1, D2) in parallel.
30 cm 20 cm 10 cm 0 cm
Correct 86%, 86% 93%, 100% 86%, 100% 73%, 93%
Incorrect 0%, 6% 0%, 0% 0%, 0% 0%, 0%
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Figure 12.9.: Number of detected signals as a function of distance.
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12.3. Process Integration
Though the IPEDToolkit and the Immersive VideoEnvironment pre-
sented in Section 11.3 may not yet fully implement the approach pro-
posed in Section 10.3, preliminary versions were used in a number
of dierent contexts for initial evaluations. In addition, immersive
environments have been successfully used in the past to evaluate var-
ious systems, see Subsection 10.3.2. This supports the idea of apply-
ing such an approach in the development process of public display
systems. Finally, applying the proposed approach to an example sce-
nario, as described on pp. 298, can also provide evidence for its useful-
ness in the context of developing public display systems. The follow-
ing subsections evaluate both components of the process integration
(C3) in more detail.
12.3.1. Immersive Public Display Evaluation and
Design Toolkit
The evaluation of the IPEDToolkit is based on a long-termuser study.
This study was embedded in a seminar on “interactive public display
systems” held in the summer term 2014. Nine students designed, de-
veloped, and evaluated a public display system. The students could
freely choose an application scenario and should consider it with re-
gard to the eight challenges introduced in Chapter 9. They were in-
structed to use the IPED Toolkit in all stages of the development pro-
cess. At the end of the seminar, the students were asked to (anony-
mously) ll in a questionnaire to assess the suitability of the IPED
Toolkit with regard to the eight challenges and perceived workload.
The questionnaire was divided into eight parts, one part for every
challenge. Each part contained a NASA TLX and an UMUX question-
12.3. Process Integration 351
naire. The NASA TLX was expected to provide insights into the per-
ceived mental, physical, and temporal demands, as well as the per-
ceived performance, eorts, and frustration. The UMUX scores allow
for identifying the challenges that the toolkit is more suitable for, and
those challenges that the toolkit might be less suitable for. Finally, the
students were asked to create screenshots of the virtual environment
that they have created for their public display systems. At the end of
the questionnaire, there was space for optional comments.
The students decided to design an indoor navigation and informa-
tion system for the university. Users were able to search for lecture
halls and seminar rooms in twoways: They could either enter a search
phrase, e.g., the room number, or log into the interactive public dis-
play via their university account and select a course from their indi-
vidual schedule. Once a lecture hall or seminar room was selected,
the route from the users current position to the requested location
was calculated and shown on an interactive map.
Table 12.14 presents the results of the NASA TLX questionnaires. The
range of eachNASATLX scale reached from -10 (“very low”/“perfect”)
to 10 (“very high”/“failure”), with zero as the neutral element. The in-
dividual results of all nine students were used to calculate the average
score. The UMUX scores shown in Table 12.15 were calculated accord-
ing to Finstad [78]. Some students also provided comments that sup-
port the proposed approach and its prototypical implementation:
The systemmay be used to quickly test various types of dis-
plays in varying situations. Testing occasions little costs.
—Student 4 (English translation by the author of this thesis)
Very supportive when designing a public display system.
—Student 5 (English translation by the author of this thesis)
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Figure 12.10 shows three screenshots created by the students. As the
questionnaires were lled in anonymously, it is not possible to re-
late the screenshots either to the comments presented above nor to
the NASA TLX or UMUX scores. The background video footage was
recorded by the students. It shows the entrance to the main lecture
hall. There is a real public display is mounted on the wall next to the
entrance, which can thus be seen in the recorded video footage. Fig-
ure 12.10a depicts the envisioned design of a public display mounted
on the wall right next to the entrance. Figure 12.10b shows a public
display, which is mounted on a special stand. This display is located
underneath the public display, that already exists in the physical lo-
cation. In contrast to the two designs presented above, Figure 12.10c
includes static signage, i.e., amap and a banner, in addition to the pub-
lic display system that was to be designed by the students. Just as the
rst example, all objects were placed next to the entrance door.
Table 12.14.: Results of the NASA TLX questionnaires (averaged
scores) concerning the eight challenges introduced in
Chapter 9 (M: mental demands, P: physical demands, PF:
performance, E: eorts, F: frustration).
Challenge M P T PF E F
Situatedness -2.11 -8.78 -0.56 -0.33 0.11 2.22
Form factors -3.44 -9.33 0.78 -0.89 0.44 -0.33
Fixed e. f. -3.11 -9.11 0.78 -2.33 -1.00 -1.89
Dynamic e. f. -0.78 -8.89 0.56 -1.44 -1.78 -1.11
Mobile devices -1.22 -7.67 0.44 -0.56 -1.11 0.33
Multi-display n. -1.33 -8.11 -0.22 -0.89 -3.00 -0.33
Acceptance -2.67 -8.67 -1.67 -4.33 -3.44 -2.11
Legal constraints -1.44 -8.78 -1.11 -2.22 -2.11 -1.67
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(a)
(b)
(c)
Figure 12.10.: Screenshots of the public display systems created by the
students with the IPED Toolkit.
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Table 12.15.: Results of theUMUXquestionnaires concerning the eight
challenges introduced in Chapter 9.
Challenge UMUX score
Situatedness 55.56
Form factors 58.33
Fixed environmental factors 53.24
Dynamic environmental factors 51.39
Mobile devices 57.41
Multi-display networks 54.63
Acceptance 54.17
Legal constraints 54.63
This concludes the evaluation of the IPEDToolkit as to presenting the
results obtained from the study. Subsection 14.3.1 is going to discuss
the presented results.
12.3.2. Immersive Video Environment
Early versions of the IPED Toolkit and the IVE were demonstrated to
dierent user groups on a number of occasions, e.g., a regional trade
fair focused on smart cities. The demonstration included the gesture-
based control mechanism described in Subsection 11.3.2. Themecha-
nism enabled users to place various objects, including public displays,
inside an urban scene that was depicted by captured video footage.
While the interactionmechanism caused some issues, e.g., sensors not
recognizing people and their gestures correctly, the general principle
of augmenting video footage with objects to discuss, design, and ex-
perience public displays, for example, was easy to grasp for the par-
ticipants. This is in line with observations from a series of lab-based
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demonstrations with dierent audiences. The observations provide
initial evidence that the approach proposed in this thesis is also acces-
sible to non-experts. At another occasion, the IVE was demonstrated
to a group of people working on a project about new digital signage
that should be installed in the city of Münster. The members of the
group had various backgrounds, from, e.g., urban planning tomarket-
ing, and can be considered experts in their respective elds. Overall,
the reactions to the IVEwere positive and encouraging, especiallywith
regard to the perceived level of immersion. For instance, one person
warned her colleagues about an approaching bus: “Watch out, the bus
is coming!” (English translation by the author of this thesis). Another
person uttered his excitement about the visual impression: “This al-
lows to get a good impression about how it [the new digital signage
system] would actually appear” (English translation by the author of
this thesis). All members of the groupwalked around inside the IVE to
experience the simulated environment from dierent perspectives.
Afterwards, a semi-structured interview, focusing on the six questions
presented below, was conducted with all experts at the same time in
a separate room. As the interview was administered in German, the
questions and answers presented below were translated by the author
of this thesis. The rst question asked “how well the position of dis-
plays could be estimated and grasped” by using the Immersive Video
Environment. “I think it is very realistic” was the reply of the rst
expert. The second expert agreed: “Really well. I think this is also
interesting to the planers [of another department], since it’s always
extremely dicult to work on models, as no one is able to imagine
how it will eventually look like. I think it’s extremely important to use
such a tool to visualize the design [of a project] and to include this
visualization in political discussion, for example. I think this is way
better than anything else we have today to visualize changes to the
urban scenery.”
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The second question asked whether it would be possible to “test and
evaluate dierent form factors, e.g., the size, shape, or color, of such a
system.” The rst expert immediately replied: “Yes, absolutely. It was
really impressive regarding the perceived perspective.” The second
expert second this: “Absolutely.”
The third question tried to evaluate whether “the system would be
suitable to represent networks, i.e., installations at dierent locations,
of such systems.” In turn, the rst expert wanted to know whether the
system could show visual transitions between individual locations. As
she was told that this is planned for a subsequent version, her answer
was yes. The second expert elaborated this point a bit more: “If that
was the case [referring to transitions], yes, because right now I think
it’s hard to imagine that. Individual situations can be simulated well,
but I don’t see how networks could be visualized.” The third expert
added: “To do that, it is important to be able to move towards some-
thing and to see the perspectival changes.” In response to that, the rst
expert said: “Well, it would be possible to arrange the individual shots
in such a way that the background of the rst shot becomes the fore-
ground in the second shot. This would help people to recognize that
the drug store, which used to be in the background in the rst shot,
for example, is now closer to the user. This might help to understand
the correlations between individual shots.”
The fourth question was about legal constraints: “Do you think that
legal constraints could also be evaluated and assessed?” The second
expert replied: “Yes, sure. I really think this is possible. For example,
there are many issues related to trac: ‘Would moving ads disturb
drivers?’ or ‘where should this street sign be placed so that it can be
seen by all drivers?’ It’s always about those questions.” The fourth ex-
pert noted that besides trac, this would also apply to legal constraints
from an artistic perspective.
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“How well could this tool be integrated in existing workows?” was
the fth question. “Well, it’s a visual inspection, which allows to see
how something appears. One can draw further conclusions based on
that.” responded the rst expert. The second expert elaborated fur-
ther: “I think it would be extremely helpful if we could say ‘we looked
at this [scenario] and now go ahead and have a look at the situation
[simulation].’ Especially with regard to the ow of trac and pedes-
trians, such a system would be extremely useful. How would plazas
look and feel like?” Building on this, the rst expert added: “A possi-
ble extension would be to have something like a time line. This way,
it would be possible to track and visualize the ow of pedestrians over
a certain period of time, e.g., 24 hours. Such a time lapse could allow
to identify all paths.” Once more, the interviewer asked whether the
demonstrated system would actually be able to support or accelerate
workows and processes. The second expert stated: “Yes, absolutely,
because [the system and its video footage] allows for a better percep-
tion than a plan. A plan may not consider the actual ow of people, as
people don’t follow a plan. This allows to capture reality and thus to
increase safety in trac.”
Finally, the sixth question asked: “Was there something that disrupted
you? Did you feel ill? Did you fail to recognize something? Is there
something that might lessen the overall experience?” The st expert
explained: “Well, I think the seams between the camera images ap-
peared odd. They should be [more precisely] aligned to the edges of
the projection screens. Besides that, I found it [the simulation] very
realistic. It’s almost like being there. Probably, the sound also plays an
important role. You should also be able to actually smell the exhaust
gases [laughs].” The fourth expert asked: “Would it also be possible
to have projections [overlays, e.g., simulated public displays] actually
appear behind pedestrians, for example?” The fth expert consented:
“If there was something disturbing, then that. It appeared as if things
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were simply pasted on top of everything.” The rst expert agreed:
“In the right moment, if there is nothing in front [of the overlay], it
worked better. The question is, whether it would be acceptable to only
use still imagery [instead of videos] and include some subtle move-
ment. Of course, it wouldn’t be the same thing.”
At the end of the interview the rst expert said: “I think it was re-
ally impressive that the displays could be moved and scaled while the
video was playing in the background.” This was second by the sixth
expert: “I also think it was really impressive, especially when this dove
shot past me!”
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13 Summary
This part focused on the design of privacy-preserving personalized
public display systems. Chapter 9 introduced eight challenges that
appear to have an impact on the design process of such systems. These
challenges may serve as a rst approach towards a model for public
displays, which Davies et al. [62] identied to be missing. In turn,
the approaches and prototypes presented in the subsequent chapters
tried to address these design challenges.
Chapter 10 presented the theoretical approaches to the scientic con-
tributions C1, C2, and C3 as introduced in Section 4.2. At rst, Sec-
tion 10.1 proposed the STRIDED* privacy threatmodel for public dis-
plays (C1), that is based on the renowned STRIDEmodel byMicrosoft
and theOWASP application security risks. The threatmodel helped to
identify and prioritize privacy issues that personalized public display
systems may be subject to: The results suggest that designers should
focus on threats induced by spoong and information disclosure rst.
The next Section 10.2 set out to extend the list of countermeasures
(C2) derived from an extensive literature review, as presented in Sec-
tion 7.5. However, to address all identied threats would have ex-
ceeded the scope of this thesis signicantly. Thus, this thesis focused
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on three novel countermeasures that allow for bi-directional inter-
action between users and public displays: visual multiplexing, visual
highlighting, and visual interaction. All three countermeasures use
optical means of communication based on mobile devices, as the lit-
erature review indicates that using such a second device is the coun-
termeasure used most frequently.
Finally, Section 10.3 presented an approach to consolidate the pre-
viously presented ndings into a holistic process (C3). Researchers
and designers of public display systems may build on this process
and integrated it into existing structures. The approach consists of
the IPED Toolkit and an Immersive Video Environment. Researchers
and designers may use the toolkit to create simulations of public dis-
play systems with respect to the eight design challenges. The Immer-
sive Video Environment, in turn, lets users experience the simulations
created with the IPED Toolkit.
After the theoretical grounding to all approaches was laid out, Chap-
ter 11 presented their prototypical implementations. The purpose of
these prototypes was twofold: They should provide a solid basis for
the subsequent evaluation as well as tangible scientic results (proof of
concept). Thus, the privacy threat model was implemented as a pub-
lic web application; the countermeasures visual multiplexing and vi-
sual highlighting are incorporated in a publicly available smartphone
application that is accompanied by a corresponding web page; and -
nally, the IPED Toolkit became a software suite, which is available on
a public source code hosting platform.
Based on these prototypes, Chapter 12 evaluated the approaches and
their corresponding prototypes in user studies, surveys, and expert
interviews. The next part of this thesis discusses the results obtained
from the evaluation and draws nal conclusions.
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14 Discussion
This thesis provides threemajor scientic contributions as introduced
in Section 4.2: (C1) a privacy threat model that researchers and de-
signers of public displays can use to identify privacy issues; (C2) a set
of countermeasures that address—at least some of—the issues iden-
tied by the model; and (C3) a methodology and tools that support
the design, prototyping, and evaluation of privacy-preserving per-
sonalized public display systems. The preceding part presented the
proposed approaches, that address the scientic contributions listed
above. Once the theoretic foundation was laid out in Chapter 10, each
approach was realized as a prototype, see Chapter 11. This prototype
was then used to evaluate the individual approach, for example, via
user studies in Chapter 12. This chapter reects on these evaluations
and discusses the results obtained. First, Section 14.1 considers the
feedback on the privacy threat model gathered from the experts and
the students. Afterwards, Section 14.2 examines the study results for
the three countermeasures visual multiplexing, visual highlighting,
and visual interaction. Section 14.3 then reviews the evaluations of
the IPED Toolkit and the Immersive Video Environment—both parts
of the process integration. Finally, Section 14.4 takes one step back
and discusses all approaches and contributions as a whole.
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14.1. Privacy Threat Model
The evaluation of the privacy threatmodel was based on a semi-struc-
tured expert interview, and a questionnaire lled in by students. The
students also created threat models with the prototype presented in
Section 11.1. Generally speaking, the answers provided by the experts
as well as the students are promising; no expert pointed towards an
apparent lack of threats, for example. “This is obviously a quick re-
sponse from someone who has not really thought about it for a while,
but it does look comprehensive.” Even though this comment by the
fourth expert seems to be ad-lib, his expertise reinforces the signi-
cance and positive tenor of his statement. “The threat model is com-
prehensive enough now, but new threats may appear in the future.”
This comment by the fth student emphasizes an important fact: The
threat model should not be considered as a static concept, that—once
dened—will never change; it rather needs constant maintenance.
The comment of the second expert, however, may indicate an usabil-
ity issue with the current prototype: The expert suggests that it should
be possible to add individual threats to the threat model. In fact, users
already may add unique items, e.g., threats, via the user interface, see
pp. 264. Similarly, the rst expert remarked, that it would be advisable
to allow for combinations of threats or threat agents. This comment
might also stem from a shortcoming in the user interface, as both, the
theoretical model as well as the prototypical implementation, do not
prevent users from adding arbitrary numbers of child nodes.
The same expert also commented that the meaning of the links be-
tween threat agents and threats remains unclear. This issue might be
alleviated by adding labels to the links, similar to the labels shown in
Figure 10.3. To better account for benign or malicious threat agents,
for examples, the model could use variations of these labels, for ex-
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ample, “. . . accidentally applying a . . . ” or “. . .willfully applying a . . . .”
Furthermore, the rst expert also speculates that there only is a lim-
ited set of threat models for all public displays. Based on this assump-
tion, it would be an intriguing idea to compile a pool of threat mod-
els that designers may draw from. In the long run, this pool might
help to design privacy-preserving public display systems. The sec-
ond expert seconds this idea as he expects the privacy threat model
to help designers consider privacy threats in advance, i.e., prior to de-
ployment. In the same vein, the fourth expert remarks that all pri-
vacy threats might bear a certain resemblance. The envisioned pool
of threat models would thus not necessarily grow unlimitedly.
Another important aspect is picked up by the second expert: “the spa-
tial arrangement of the setting and the interaction.” The relevance of
this particular aspect is explained in Section 9.1. However, represent-
ing the situatedness in a (theoretical) modelmay be a challenging task,
cf. the APEX framework presented in Subsection 7.6.1. Instead, this
aspect is addressed by the IPED Toolkit, which allows to place public
display systems within recorded video footage in a realistic manner.
This way, such systems can be designed in an intuitive way.
With regard to supporting the design process of public displays, the
experts attested the suitability of the approach to pursue this objec-
tive. The rst and second expert, however, recommended to better
guide users while using the prototype. One approach could be to lead
users through a series of steps in a user interface. This concept is of-
ten referred to as a wizard. This wizard collects key data about a spe-
cic public display system and then automatically creates the rudi-
ment of a corresponding threat model. The necessary information,
i.e., the implied interrelations, could be drawn from the results of the
literature survey as presented in Subsection 7.5.3. The same approach
would also address some concerns uttered by the fourth expert.
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The third and twelfth student emphasized the suitability of the system
to support the design process in a “structured” and “systematic” way.
These remarks indicate that the structure of the underlying concept
is clear, reasonable, and comprehensible. The third expert empha-
sized the helpfulness of the tooltips guiding users through the design
process. Certainly, students may tend to be less skeptical or sincere
about tools they are supposed to use in a seminar, since they are con-
cerned that genuine comments could be to their detriment. However,
the students’ feedback still indicates a general—positive—tenor.
As described in Section 12.1, there are at least two approaches to creat-
ing privacy threat models for public displays with regard to a specic
application scenario, i.e., breadth-rst and depth-rst. The former
covers as many threat agents, threats, or weaknesses at once, while
focusing on one level only: It does not consider possible threats that
the chosen countermeasure may be subject to. The latter approach,
in contrast, addresses one particular threat agent, agent, or weakness,
in depth and considers at least one more level.
Both approaches may be valid and reasonable. Which one to chose
probably depends on the individual application scenario at hand. For
example, the breadth-rst approach might be suitable when starting
to design a public display system from scratch; breadth-rst allows
to quickly get an overview of all possible privacy threats. The depth-
rst approach, however, may be particularly suitable for subsequent
development steps, for example, when improving an existing system
for a specic application scenario. Either way, the threat models de-
signed by the students turned out to be quite small, i.e., narrow as well
as shallow. One reason for this could be the students’ limited knowl-
edge and experience in the domain of privacy and security.
Finally, the results of the NASA TLX show that most perceived de-
mands are low, i.e., below the neutral element. The only exception
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are the perceivedmental demands, see Table 12.1. This might indicate
that designing a threat model may be perceived a complex task. This
could also correlate with the students’ knowledge and experience. To
gain more insights into this, a subsequent study could compare the
baseline, i.e., designing a threat model without the prototype, with
the results obtained when using the prototype.
14.2. Countermeasures
This thesis proposed three countermeasures to address a number of
privacy threats on public displays. Each countermeasure was imple-
mented in a prototype, as presented in Section 11.2. This way, the
proposed approaches can actually be applied by designers and re-
searchers; at the same time, this also allows for a well-founded eval-
uation of the portrayed approaches. Section 12.2 reports on the re-
sults of that evaluation. The following subsections discuss the results
with regard to each countermeasure: Subsection 14.2.1 focuses on vi-
sualmultiplexing, Subsection 14.2.2 addresses visual highlighting, and
Subsection 14.2.3 concentrates on visual interaction, eventually.
14.2.1. Visual Multiplexing
In general, users seem to be able to make use of visual multiplexing
on public displays, since the overall positive study results were fur-
ther backed up by the participants’ feedback. For example, the sixth
participant said: “Black and white images and texts were generally
quite readable;” the fourteenth participant commented: “Finding the
right answer was quite easy, except for the maps.” Some participants
even declared they would immediately install the software on their
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mobile phones if such a system was actually deployed. Other par-
ticipants proposed possible use case scenarios, in which the system
could provide a certain level of privacy or security on public displays.
In their opinion, the CDM approach could be extended to actually
use dierent codes to encode individual information for specic au-
diences. Some participants actually enjoyed the tests and even chal-
lenged themselves to predict the correct answers without using the
mobile device.
In summary, the outcomes could thus be interpreted as evidence for
users being able to use visual multiplexing well (Q1, see Table 12.2).
However, two comments were raised about the usability in terms of
holding up a mobile device in front of your head in public: “I usually
don’t walk around the city with my mobile at hand” (eighteenth par-
ticipant); “The iPadmay be too heavy for this purpose” (twentieth par-
ticipant). One participant stated that the prototypical operating range
between the public display and the mobile device was too small.
Q2 focused on the suitability of each multiplexing method for spe-
cic content types. H6 expected symbols to work best with any mul-
tiplexing method and the results support this. This might be due to
the characteristics inherent to symbols, since they are designed to be
easily recognizable and unambiguous. Their simple structures, large
unicolored areas, andhigh contrasts facilitate good readability inmost
situations, even if partially obscured. This is probably also why FDM
works best with this content type.
Though the characteristics of images showing words may seem sim-
ilar to those that show symbols—and both should thus produce the
same FDM results—, the study revealed that theremay be dierences.
One explanation could be that words have signicantly smaller uni-
colored areas than symbols in most cases, cf. Figure 12.2c and 12.2d,
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for example. Overall, the results for sentences are very comparable to
those for words, see Figure 12.3.
In contrast to symbols, H7 expected the results for maps to turn out
less satisfying. The study results supported this hypothesis. An ex-
planation for this observation could be that—in most cases—maps
hold considerably more information in the same area than symbols.
For example, compare the details in Figure 12.2a to the details in Fig-
ure 12.2c. As explained in Subsection 10.2.1, FDM and CDMmanipu-
late the input images in the process of generating a multiplexed im-
age. As a result, the demultiplexed information channels may lack
some details. TDM, however, does not alter the input images and
thus retains their full information, which corresponds to the results
of the study. The content type considered last were photographs. In
this case, photos worked well with all analyzedmultiplexingmethods:
90.48% of all photos were recognized correctly.
While in theory, FDM should work as well as the other multiplexing
methods, it turned out that in practice this was not the case. The re-
sults of the NASATLX scores do not provide any striking information
either: There are onlyminor dierences in themedian values, see Fig-
ure 12.6. However, the results of the test with a TV test card shed some
light on the study results. Since the RGB values for green contain too
many parts of blue, the demultiplexer erroneously assumes that parts
of the green information channel belong to the blue channel. As a re-
sult, the information channels cannot be demultiplexed precisely and
the individual images may interfere with each other.
The CDM results are considerably better than those for FDM formost
content types, see Figure 12.4. Yet, the poor results for maps, cf. Fig-
ure 12.3, correspond to the outcomes of the NASA TLX scores: Partic-
ipants reported high mental demands and eorts. They also tended
to believe their answer was wrong and felt thus more frustrated than
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they felt using any other multiplexing method. Especially with re-
gard to the rst prototypical implementation as used in the study, cf.
pp. 267, CDMmay have an impact on the quality of the demultiplexed
image depending on the structure of the image: Horizontal patterns
can be reconstructed well, whereas vertical patterns appear to be af-
fected notably. This is probably why CDM performs poorly on maps,
as they may contain dense horizontal as well as vertical patterns.
TDM returned good results overall, just a single participant identied
a wrong demultiplexed map. All other content types were identied
perfectly. This result thus provides strong support for H8. Figure 14.1
visualizes the superior image quality TDM produced. Motivated by
the positive study results, the capabilities of the method were exam-
ined even further. Since TDM can be implemented to run in near
realtime, a subsequent experiment used multimedia content, i.e., TV
streams, as inputmaterial. Four dierent TV showswere captured and
multiplexed with TDM, see Figure 11.7. Using the approach explained
above, the demultiplexed videos ran in slow-motion due to the ad-
ditionally injected video frames of the other information channels.
Thus, when multiplexing four videos, plus the additional synchro-
nization frame, their speed is reduced by a factor of ve. In a second
iteration, the objective was to preserve the original playback speed of
each video. The multiplexer was programmed to only use every fth
frame of the input videos. The demultiplexed videos then actually ran
at the desired speed, but motions appeared somewhat choppy since
only every fth frame was used. To overcome these issues, higher
frame rates are required for displays as well as cameras embedded in
mobile devices. At 100 fps, for example, the information channels, in-
cluding the synchronization frame, could be transmitted very quickly.
Each information channel could then be demultiplexed with 25 fps,
which would ensure smooth playback.
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The mental demand for all tested multiplexing methods appears to
be reasonable, as do temporal demand, performance, eort, and frus-
tration, see Figure 12.5 and Figure 12.6. There is neither a signicant
variance of means for each visual multiplexingmethod, nor for every
content type. The system enables users to precisely judge their own
performance, since the self-assessed NASA TLX performance corre-
sponds to correctly respectively falsely given answers.
Recognizing demultiplexed maps imposed the highest demands on
the participants. Especially when looking at maps multiplexed via
CDM, participants reported feeling frustrated and having to invest
quite some eort to complete the corresponding tasks. The NASA
TLX based self-assessment of their performance also tends towards
failure. In contrast to this, symbols could be easily recognized with
low eort by all participants using any multiplexing method.
Quite unexpectedly, it turns out that CDM is slightly better in terms
of NASA TLX scores than TDM. Comparing the performance of both
methods, the opposite seemsmore likely: Even thoughTDMachieves
8.57 percentage points more than CDM, cf. Figure 12.4, participants
ostensibly tend to prefer CDM. A closer look at the comments pro-
vides some insight: The ickering TDM video seems to be perceived
as distracting and annoying. Coincidentally, the NASA TLX scores for
TDM about spent eorts and the user’s frustration are slightly higher
than the ones for CDM, as depicted in Figure 12.6. However, partici-
pants felt most condent about their answer when using TDM, which
can also be seen in Figure 12.6. In summary, the NASA TLX analy-
sis showed that only very few participants consider the multiplexing
methods as being frustrating and arduous; themajority felt successful
and not frustrated while using the visual multiplexing prototype.
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Figure 14.1.: Study participant using the TDM prototype. The public
display currently shows a dierent video frame than the
one selected by the user.
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Limitations
Like any other study, the experiment carried out was subject to some
limitations. The study was conducted indoors in a controlled lab en-
vironment, which avoided some issues facing public displays, e.g., re-
ections or glare. Nevertheless, many public displays are installed in
indoor locations, and poor indoor results would have predicted even
poorer outdoor results. Furthermore, only one specic monitor was
used as a public display and one specic device as a mobile demul-
tiplexer in order to limit the number of variables. The results might
have varied if a range of screens and devices had been used. Mobile
devicewith smaller screensmay also impact the users’ ability to recog-
nize images. The results for each FDM information channel may also
dier due to varying camera characteristics. The impact of hardware
choices and combinations should thus be analyzed more thoroughly
in subsequent studies.
The selection of content typeswas limited to those inspired by Schaef-
er [195] and could be extended as well. The relatively small number
of participants may also have an impact on the results of the study,
particularly when looking at the ages and the participants’ expertise
with mobile phones.
Counter-balanced situations, e.g., based on latin square, would have
allowed to test for sequence and training eects, as well as fatigue.
Mixed linear models might be more suited than ANOVAs with regard
to possible correlations between a participant’s answers.
The study omitted scenarios in which the screen area is subdivided to
suit the number of information channels, since there already is a large
amount of research on this issue. This scenario would also contrast
the presented motivation of reducing information overload, and has
some inherent scalability problems.
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Furthermore, the study did not investigate scenarios, in which infor-
mation is delivered on a mobile device only, i.e., without public dis-
plays. Such scenarios would eschew the benets of public displays,
e.g., its situatedness, and suer from scalability issues in very crowded
settings, e.g., with respect to bandwidths or connectivity in general.
If frame rates of the camera could be signicantly raised, more in-
formation channels could be transferred using the TDM approach.
Also, the same number of information channels could be transferred
less obtrusively. For example, instead of having time slots of equal
length, there could be shorter and longer time slots. Depending on
this length, there could be more salient as well as rather unobtrusive
information channels. A TDM equipped public display operating at
a speed of, e.g., 100 fps would reduce the length of each time slot
to 0.01 seconds. The main information channel would be assigned
98 frames, so that it would be seen for 0.98 seconds. The remain-
ing 0.02 seconds could be used for an additional information channel
and the synchronization frame. Probably, users would hardly notice
the ickering of the display and they could thus watch the main in-
formation channel with their bare eyes without interruption. Even
if the ickering remains noticeable, it may render the display more
interesting and thus alleviate display blindness [242]. Yet, the actual
impact of such subliminal stimuli should be investigated, as theymay
still cause brain activity [39].
Currently, the FDM demultiplexer assumes a constant number of in-
formation channels and the TDMdemultiplexer requires the number
of information channels to be set manually. However, the TDM con-
guration could be automated in subsequent work, for example, by
inferring the number of information channels based on the length
and interval of the synchronization frame. The CDM approach al-
ready scales automatically, as the number of information channels is
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conveyed in the QR tag. In terms of scalability, it should be noted
once more that the amount of concurrent users is not limited, i.e., an
innite number of people can use the system at the same time.
After completing the study, the CDM prototype could be improved
by using an optimized JPEG algorithm rather than using the naive im-
plementation presented in Subsection 10.2.1, pp. 213. As this increases
the visual quality of the demultiplexed images signicantly, it would
be interesting to repeat the user study with the new prototype. The
outcomesmay vary, especially with regard tomaps, which performed
poorly in the rst study.
14.2.2. Visual Highlighting
The evaluation of the visual highlighting approach presented in Sub-
section 12.2.2 comprises two parts: (i) a comparison of the proposed
approach with existing approaches, based a set of criteria introduced
in Subsection 10.2.2; and (ii) an user study, that assessed the raw per-
formance of visual highlighting with regard to eciency, eective-
ness, and robustness. The remainder of this subsection discusses the
results of both parts.
Comparison of Existing Approaches
The analysis of visual highlightingmethods on public displays reveals
some shortcomings in four areas: (i) setup eorts, (ii) number of con-
current highlights, (iii) number of concurrent users, and (iv) imposed
time constraints. While some of the presented work addresses these
issues to a certain extend, none provides a solution to all of them.
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In terms of setup eorts, CrossFlow andCrossBoard [43], for example,
require a special software on the user’s personal mobile device, that
has been paired and synchronized to the public display in advance.
Screen Codes [58] and SnapAndGrab [136] on the other hand do not
require this previous synchronization, but are less functional for high-
lighting in return, i.e., they cannot point out the relevant information
to the user. The approach proposed in this thesis and its prototypical
implementation called Multipleye can be used on any public display
with any type of hardware and software. The application for the per-
sonal mobile device can be used without prior network conguration
or synchronization, i.e., noWiFi, 3G, or Bluetooth setup are required.
When looking at the number of concurrent highlights, CrossFlow and
the Rotating Compass [189] can only handle one highlight at a time.
Also the Interactive Ambient Public Displays [231] can only handle as
many concurrent highlights as the number of concurrent users, which
is assumed to be two or three. As for Multipleye, the number of con-
current highlights is limited by the size of the code tag and the res-
olution of the camera that is used to scan the code tag. Preliminary
tests have shown that two to four concurrent highlights are feasible
with current technologies, e.g., standing 2 m in front of a 24” display
showing a code tag of 512 x 512 pixels.
Considering the number of concurrent users, InteractiveAmbient Pub-
lic Displays do oer highly personalized information, but can only
handle two or three users simultaneously. Screen Codes and Sna-
pAndGrab are more capable approaches in this respect as they can
handle arbitrary numbers of users in parallel. Yet, Screen Codes can
only carry one piece of information at a time and SnapAndGrab re-
quires the user to actively select the desired information. Multipleye
performs the actual visual highlighting on the user’s personal mobile
device, and does not require the public display to provide processing
14.2. Countermeasures 377
power, bandwidth or any other kind of capacity. Thus, the number of
concurrent Multipleye users is not limited by technical constraints.
Regarding time constraints, the reviewed approaches dier strongly.
CrossFlow and the Rotating Compass require users to sync to the sys-
tem rst. Thus, it is not possible to use the system spontaneously.
The duration of this synchronization process depends on the length
of each highlighting cycle, which is in turn predened by the total
number of highlights and the time users need to sense and process the
crossmodal cue. In contrast, Interactive Ambient Public Displays can
be used instantaneously but can only serve a limited number of users
at the same time. Multipleye can be used in a exible and unrestricted
manner. Firstly, users can aim their mobile devices at the public dis-
play to scan the visual tag at any time. Secondly, they can decide on
how long the visual highlighting remains visible, as it is rendered on
the personal mobile device and not on the public display itself. This
also avoids possible interferences between dierent visual highlights
or the actual information shown in the public display. Table 14.1 shows
the benets and drawbacks of the approach proposed in this thesis.
When visualizing the comparison between the systems using the spi-
der diagram shown in Figure 12.7, a number of observations can be
made. Firstly, the systems cover dierent points on the axes of sev-
eral dimensions, e.g., granularity and concurrent highlights, whereas
they are very similar in terms of concurrent users. Some dimensions,
e.g., readability and interference, are less fully explored and indicate
where further research might be needed.
User Study
The study did not analyze the eect of the participants’ age on any
of the measured variables, since the population was too small to gen-
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erate reliable results. The reported learning eects in the rst three
sections are plausible, since the participants had to complete the par-
ticular tasks for the rst time. This eect could have been avoided
by showing the participants a number of training slides rst or by
permuting the order of appearance. Yet, the reported results are still
valid, since the learning eect can easily be suppressed while not vio-
lating the integrity of the data.
Eciency. According to the calculated eciency values, visual high-
lighting improves the participants’ performance signicantly, espe-
cially when the content of the public display is visually distorted: 1.91
(HD) in contrast to 3.80 (HD) is almost twice as ecient. Yet, accord-
ing to the NASA TLX records for physical demands, the downside of
the presented approach is that the participants have to hold up a per-
sonal mobile device. Whether the gain of eciency justies the addi-
tional physical eorts depends on the context the system is used in.
Eectiveness. Visual highlighting more than doubles the eective-
ness of the participants: 1.68 (HD) /0.70 (HD) = 2.40, cf. Table 12.8.
Apparently, the stress that the participants experienced during the last
four sections shifted their focus from physical demands towards ef-
forts and frustration: Even though the participants had to hold up the
same personal mobile device as before, the NASA TLX records for
physical demands only show minor dierences while the values for
eorts almost tripled, cf. Table 12.10.
Workload. The analysis of NASA TLX scores does not reveal any in-
consistencies. The participants felt lower mental demands, general
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eorts, and frustration when using visual highlighting, while the con-
dence in their performance increased. However, the tablet caused a
noticeable increase of the physical demands. It has yet to be decided
whether the advantages outweigh the shortcomings. The use of mo-
bile phones would likely reduce physical demands.
Robustness. In contrast to the assumptions, the applied visual dis-
tortions did not have a strong eect on the recorded results. There
are statistical signicant dierences, but they are of minor relevance
only, e.g., less than 1 second time dierence, cf. Table 12.8. Overall,
the system performed robustly and correctly in the given scenario.
Limitations
Though the study was designed to provide valid results, there may be
some limitations to it. The study was conducted indoors, in a con-
trolled lab environment, which may not be authentic for public dis-
plays. Still, the outcomes may be regarded as useful, as poor indoor
results would have predicted even worse outdoor results. The study
also used one specic display and one specic personalmobile device.
In addition, the study focused on the raw performance of the system
and the immediate impact on the user. Thus, it suppressed the time
it takes users to take out and activate their personal mobile device.
The participants’ and the experimenter’s reaction timemay also have
inuenced the measured times. However, it can be assumed that this
reaction time is relatively small compared to the overallmeasurement
and can thus be neglected. Based on pre-tests, the number of wrong
answers was neglected, due to their low occurrence. Finally, the rel-
atively small sample of participants may also have had an impact on
the results of the study.
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Table 14.1.: Synopsis of the benets and drawbacks of the visual high-
lighting prototype.
Benets Drawbacks
No conventional data
connection, required; thus, no
transmission charges and
instant-on functionality.
The amount of transferable
data is limited to the QR code
specications.
Depending on the situation, the
best suited type of visual
highlight can be chosen, e.g.,
rectangles, circles, and arrows.
–
Visual highlights work
independently of each other
and do not interfere with the
conventional information on
the public display since the
highlighting is done on the
user’s personal mobile device.
The code tag takes up a certain
amount of screen real estate.
Strong correlation between
public display contents and
visual highlights, as the code
tags are directly embedded in
the corresponding screens.
–
– Users may be unaware of the
advanced display capabilities,
as QR tags are common on
posters and bill boards.
The code tag does not change
quickly over time, thus causing
a calm visual impression.
This calmness restricts the
number of concurrent
highlights due to the limited
amount of transferable data.
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14.2.3. Visual Interaction
A lab-based study, presented in Subsection 12.2.3, evaluated the char-
acteristics of the approach and the prototype. The study focused on
the three questions Q6–Q8 as listed in Table 12.11. The remainder of
this subsection addresses each question in more depth.
MaximumOperating Distance (Q6)
The evaluation of the baseline performance of Lichtblick provides ev-
idence that the concept is a technical feasible approach to short-range
optical interaction between public displays and smartphones. Users
may use their smartphone to remotely control interactive public dis-
plays up to a distance of 140 cm. This rangemay be sucient formany
use cases, e.g., interacting with street maps. Yet, there may also be ap-
plication scenarios which require users to stand farther away from the
public display, e.g., when interacting with a very large media facade.
However, it is very likely that this limitation is specic to the imple-
mentation of the prototype and the hardware used. It could thus be
overcome with an optimized algorithm or more powerful hardware,
e.g., cameras with higher resolutions.
Hardware Impacts (Q7)
The analysis shows that the overall recognition of the system varies
considerably depending on the used smartphone. As mentioned in
the Subsection 11.2.3, the fragmentation of the Android device mar-
ket poses signicant challenges when trying to precisely control the
ashlight of the smartphone. One way to compensate for hardware
and software inconsistencies could be to decrease the transfer speed
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of Lichtblick adaptively until a communication could be established.
Anotherway could be to increase the capture rate of the camera, which
would decrease the transmission times of longer data streams in turn.
The results of the IEEE Visible Light Communication Interest Group1
show that higher speeds are achievable in principle. Either way, min-
imizing the number of incorrectly recognized light signals, i.e., false
positives, would be highly desirable. The results of Q6 indicate that
even the naive prototypical implementation can already handle trans-
mission errors quite well, see Figure 12.9: only 13% of all tested light
signalswere interpreted erroneously, i.e., the public display performed
an unwanted action. Additional logic, e.g., cyclic redundancy checks,
could be added to avoid such misinterpretations.
Multi-User Potential (Q8)
Public displays are usually exposed to a broad audience. It is thus
often necessary to handle multiple users in parallel. The test of the
multi-user potential of Lichtblick provides some initial indication that
the system scales well in setups with parallel users. The proposed
approach could be regarded as an add-on to any third party soft-
ware, that drives public displays. This third party software, in turn,
would need to be able to handle simultaneous multi-user input rea-
sonably well. It would thus be interesting to repeat the study based on
real application scenarios and hardware setups. Moreover, the multi-
user potential may be correlated to the actual application: Fast-paced
gamesmight have dierent timing requirements thanmap-based col-
laborations, for example.
Besides discussing the results of the three questions that guided the
evaluation, further conclusions can be drawn. The remainder of this
1http://www.ieee802.org/15/pub/IGvlc.html, accessed: March 6, 2015.
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subsection discusses the outcomes of the study with regard to privacy
and real-world deployments.
Privacy
The ability of Lichtblick to construct arbitrary user interfaces that are
tailored to a specic application scenario provides designers of public
displays great exibility in terms of interaction. An interesting feature
of Lichtblick is its ability to assign individual—and possibly secured—
user interfaces to dierent users without having to identify the users.
For example, two players of a game could receive control of dierent
entities in the game that require dierent controls.
However, there may be privacy issues with regard to optical interac-
tion between public displays and smartphones. The emitted light sig-
nals are visible to everyone in the vicinity. In principle, the communi-
cation between the smartphone and the public display could thus be
overheard by a third party. Yet, the design of Lichtblick could be eas-
ily extendedwith existing encryption techniques, e.g., PGP, to counter
such a threat: The public key of the display could be included in the
QR code and the app could transfer its public key within the very rst
light signal. An even simpler approach could be to randomly change
the payloads for each action of an action set. This wouldmake it more
dicult for attackers to reconstruct the triggered actions.
Besides the obvious blinking of the ashlight, the interaction between
users and the public display is quite apparent, as users have to stand
in close proximity to the displays while holding up their smartphone.
This may hinder people to interact due to social inhibitions. Finally,
the system—inparticular its hardware—could be amended to use non-
visible light, such as infrared (IR), to hide the interaction fromonlook-
ers. This would also reduce the risk of disturbing other people with
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the blinking ashlight. Moreover, infrared light would address the
privacy issue of capturing people in front of the public display: Both
components of the systemwould be sensitive to invisible light only, so
that faces, cars, or other object could not be traced. However, the spe-
cial hardware requirements would conict with the initial lightweight
design principle.
Real-World Deployments
Reective surfaces, such as window panes, may interfere with the op-
tical interaction. A simple approach to lter these “ghost signals”would
be to detect all light signals with very similar timings and to ignore
all but the brightest one. Naturally, the lab-based evaluation did not
provide any insights on such challenges that comewith real-world de-
ployments. Nevertheless, the results can be used as rst insights into
the general feasibility and as a baseline for further studies.
The latency between the emission of and the actual reaction to light
signals may have an impact on the available action sets. The proto-
type requires 2.4 seconds to transmit one command, which might be
a reasonable latency for selecting items via buttons, see Figure 10.12e
(top), and adjusting values via sliders, see Figure 10.12e (bottom). How-
ever, controlling games via the d-pad, see Figure 10.12e (middle), may
require more direct means of interaction.
Likewise, it would be interesting to investigate some usability aspects,
such as fatigue: Holding up the smartphone for a prolonged period of
time may become inconvenient. In turn, some application scenarios
could be less suitable than others, e.g., playing a game, which requires
constant interaction, compared to selecting items, which rather re-
quires sporadic interaction.
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It would thus be interesting to investigate whether other media, such
as audio beyond the perceivable spectrum [162] would be more suit-
able. Higher transmission rates, e.g., 56 kbit/s might be achieved by
using a technique similar to old modems. Additionally, users would
be able to hold their smartphones in arbitrary positions, as no com-
ponent, e.g., the ashlight, would have to face the public display. This
could likely increase ergonomic aspects of the system.
Other application scenarios that may benet from Lichtblick could
be, for example: (i) Restaurants that let customers place orders via in-
teractive public displays. Customers would only have to touch their
own smartphone rather than the surface of the display before touch-
ing their food. (ii) Passengers in metro stations, who use Lichtblick to
instantaneously interact with large entertainment displays, typically
mounted out of reach behind the tracks. (iii) Hospitals could oper-
ate indoor navigation systems based on Lichtblick. This way, the sys-
tem does not have to be touched and can thus poses no risk of trans-
mitting germs via touch. As a novel approach to optical interaction
between public displays and smartphones, Lichtblick thus oers in-
teresting and unique features that provide a number of benets in
dierent settings.
Limitations
The study was carefully designed to provide valid results. Yet, there
may be some limitations to it. For example, the study was conducted
indoors, in a controlled lab environment, which may not be authen-
tic for public displays. Still, the outcomes may be regarded as useful,
as poor indoor results would have predicted even worse outdoor re-
sults. The study also used one specic monitor as the public display.
Varying the used hardware components may lead to dierent results.
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Furthermore, the prototype which was used in the study is based on a
very naive image processing algorithm. An optimized version might
yield better results in terms of recognition rates. In a similar vein, the
camera which is used to receive the light signals of the smartphone
could be replacedwith amodel that allows to capture images at higher
frame rates. This could either be done to increase the transfer speed of
the system, or to improve the recognition rate without inuencing the
speed. In both cases, using a higher resolution than 640 x 480 pixels
likely provides better results.
Optimizing the binary codes, i.e., the payload, may also hold potential
for improvement. The codes used in the study were quite long, i.e.,
8 bit (see Table 11.1), which is a common size for primitive data types,
for example, a byte in Java. The optical communication between the
smartphone and the public display, however, may possibly work with
even less bits, for example, a nibble, which consists of four bits. Opti-
mizing the code by reducing the size each light signal may improve
the recognition rate as well as the transmission speed. Finally, the rel-
atively small sample of participants may also have had an impact on
the results of the study.
14.3. Process Integration
Section 10.3 presented the scientic contribution of a process integra-
tion (C3), that incorporates the privacy threat model (C1), the coun-
termeasures (C2), and the identied design challenges. This contribu-
tion consists of the IPED Toolkit and the Immersive Video Environ-
ment. The corresponding prototypes were presented in Section 11.3
and evaluated in Section 12.3. The following subsections discuss the
results presented above.
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14.3.1. Immersive Public Display Evaluation and
Design Toolkit
Alt et al. [12] identied a number of research questions that appear to
be of relevance in public display research. The approach presented in
this thesis can help—at least to somedegree—to address some of these
questions related to user performance (e.g., task completion times or
error rates), user experience (e.g., analyzing dierent interaction tech-
niques), user acceptance (e.g., using a virtual prototype to support fo-
cus group discussions with a more realistic feel of the system), pri-
vacy (e.g., estimating threats such as shoulder surng while entering
data), and social impact (e.g., how to foster social interaction between
strangers using the system for a specic task). The approach is less well
suited to answer questions relating to audience behavior (requires real
audiences in real settings) and display eectiveness (often assessed by
observing people’s behavior in real settings).
The current IPED Toolkit implementation does not support 3D aug-
mentation of video footage. It only allows for placing 2D representa-
tions of displays within the simulation. These 2D representations can
be panned, scaled, rotated, and skewed to create the illusion of per-
spective and depth. A further limitation is the lack of sophisticated
transitions between locations. Instead of “teleporting” users between
recorded locations, smooth transitions, e.g., similar to Street View2,
might help users to create a mental map of the simulated area.
However, these drawbacks and limitations are outweighed by the ben-
ets of the proposed approach. Compared to a design, prototyping,
and evaluation process based on eld studies, the approach would fa-
cilitate reproducibility while providing a high degree of visual real-
ism. It thus oers a way to optimize the trade-o between internal
2http://maps.google.com, accessed: March 30, 2014.
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and ecological validity. In the context of the local transportation sce-
nario, for example, it would be interesting to analyze people’s perfor-
mance while using dierent versions of the system, such as dierent
UI implementations, in a stressful situation, e.g., shortly before a bus
arrives. While it would be dicult to repeatedly expose participants
to this situation in a real environment, the proposed approach can
easily facilitate this while immersing people in a realistic audiovisual
simulation of the intended deployment site. At the same time, the ef-
fort required to carry out such a study is greatly reduced compared
to a conventional eld study: There is no need to transport people or
equipment to study sites, for example.
While some aspects, such as appropriation or the impact of unfore-
seen factors, can only be fully assessed in eld studies, the approach
presented in this thesis can thus complement such studies in the ways
described above, particularly at the early stages of the development
when a functional version of a public display system is not available
yet. Compared to lab-based studies, the approach increases the visual
realism while providing means to record a variety of factors at the
same level of detail.
The proposed approach also facilitates the integration and interaction
withmobile devices by connecting the devices to a public display sys-
tem via the state-transition graph (fth challenge, Section 9.5). Devel-
opers can thus develop, test, and amend their software more rapidly
as these steps can be carried out in the lab rather than at a (remote) de-
ployment site. Multi-display setups can be simulated cost-eciently,
since the array of required devices is purely virtual (sixth challenge,
Section 9.6). Furthermore, it is possible to change many characteris-
tics, e.g., the form factor (second challenge, Section 9.2) or the position
and rotation quickly and easily. This way, the (physical) eort as well
as costs for development and user studies can be reduced.
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Since the approach can simulate the appearance of public display sys-
tems realistically, even technically less savvy people, who are not in-
volved in the actual development, can experience and use the system
at early development stages prior to its actual installation. Design-
ers can pinpoint possible design issues early on, e.g., by varying cer-
tain characteristics such as the display form factor (second challenge,
Section 9.2) or bymodifying certain environmental factors (third and
fourth challenge, Sections 9.3 and 9.4). This may positively inuence
the user acceptance once the system is deployed. Similarly, designers
might be able to assess legal constraints (eighth challenge, Section 9.8),
e.g., legibility or distraction caused by displays.
Based on these considerations and the gathered experiences with us-
ing the approach, it can be inferred that it rather complements than
replaces existing approaches to designing and evaluating public dis-
play systems. As previous work has pointed out [12], eld studies are
necessary to fully assess audience behavior, appropriation, or social
impact, for example. Lab-based studies are very well suited to rig-
orously test hypotheses while exerting full control over a large num-
ber of variables. The proposed approach oers a middle-ground that
combines aspects of both eld as well as lab studies and may oer
some key benets particularly during the early development of public
display systems. Initial experiences also suggest that this way of pro-
totyping public display systems is accessible to designers and laypeo-
ple. In addition, the approachwould lend itself well for a combination
with model-driven approaches such as the ones introduced by Harri-
son and Massink [92] or Silva et al. [207]. Assessing the qualities and
possibilities of such a combination, however, requires further studies.
Whether prototyping and deploying public displays systems in the
virtual world is actually faster than a quick and dirty deployment at
actual installation sites does not only depend on the target locations,
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but also on the authoring tools available to designers. The current
version of the IPED Toolkit provides only basic support and usability,
so that the assessment of the eciency of the proposed approachmay
be limited. Nevertheless, once deployment areas have been recorded
and the corresponding graph has been created, it can be easily re-used
to design and develop further public displays. For example, testing
an alternative system to the public display for which the simulated
environmentwas originally created, would simply require connecting
the new public display system to the existing simulation.
The NASA TLX scores seem to speak out in favor of the IPED Toolkit.
As explained in Subsection 12.3.1, zero represents the neutral element
in the middle of each scale. With regard to the results, most scores
tend towards a positive rating of the prototype: The perceived de-
mands were low and the participants also felt successful in assessing
the specic challenges. With regard to the perceived level of frustra-
tion, however, the situatedness of public display systems appears to
be an exception. The NASA TLX score computes to 2.22, which is
signicantly above the neutral threshold. One reason might be that
students felt frustrated about how overlays could be handled in the
evaluated prototype. According to the comments gathered at the end
of the questionnaire, the user interface seemed to be cumbersome,
which might have led to poor results. However, the UMUX score for
the same challenge contrasts the NASA TLX score: According to Ta-
ble 12.15, situatedness is ranked third. This result may relativize the
negative NASA TLX score to some extend.
The perceived mental demands for the second challenge, i.e., form
factors, seem to be the lowest. This goes alongwith the highest UMUX
score of 58.33. Apparently, the evaluated prototype actually helps
users to design, prototype, and evaluate public display systems in a
simulated environment with respect to size, shape, or color. In con-
14.3. Process Integration 391
trast to this, dynamic environmental factors appear to require the
most perceived mental demands. This observation is further backed
up by the lowest UMUX score of 51.39. This outcome may have been
expectable, as certain factors, such as social inhibition, may not be
simulated in a lab-based environment, as explained at the beginning
of this subsection. With regard to the NASA TLX results for perceived
performance, the challenges of acceptance and xed environmental
factors may be assessed the best. While this outcome speaks out in fa-
vor of the concept of the approach, the corresponding UMUX scores
indicate that the prototypical implementation still bears some poten-
tial for improvement.
Limitations
As with any user study, this experiment may have been subject to
some limitations. First of all, students may tend to be less skeptical
or sincere about tools they are supposed to use in a seminar, since
they are concerned that genuine comments could be to their detri-
ment. However, the students’ feedback still indicates a general ten-
dency. Furthermore, the small sample size of nine students may have
had an impact on the overall outcome. It would thus be interesting
to repeat the study with more participants or with participants that
have another social background, e.g., experts in urban planning. Fi-
nally, the results may also be tied to the chosen application scenario,
i.e., an indoor navigation and information system for the university
campus. There probably are individual characteristics to every appli-
cation scenario. Thus, future work could systematically analyze dif-
ferent application scenarios and compare the obtained results.
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14.3.2. Immersive Video Environment
Based on experiences gathered so far, specic drawbacks and advan-
tages of the Immersive Video Environment can be identied. One
key limitation is the lack of support for locomotion. This is an inher-
ent problem of virtual environments and has been a research subject
for a long time [55, 197]. While omnidirectional treadmills are a still
very expensiveway to address this, using photos or videos to construct
simulations further limits user movement, as only the recorded views
can be experienced without distorting images. Consequently, the ap-
proach proposed here is better suited to investigate scenarios where
locomotion is not essential.
In terms of privacy analysis, the proposed approach can be used to
carry out controlled studies, e.g., simulating shoulder surng in a spe-
cic situation. It is, however, not well suited to assess audience be-
havior, display eectiveness, or social impact as those aspects heavily
depend on various characteristics of the actual installation site.
Furthermore, the prototypical implementation suers from a num-
ber of limitations. For example, the movement of the mirror image
avatar is not restricted, so that users can place it in physically impos-
sible positions, e.g., oating above ground; this could break the im-
mersion. Finally, both the avatar and virtual objects are simply over-
laid over the video footage: Moving objects such as cars that intersect
with these simply disappear behind them regardless of where they are
supposed to be in the 3D space dened by the video. This is another
aspect that can negatively aect immersion.
Most of these limitations can be addressed by improving the current
implementation. A more sophisticated and robust gesture recogni-
tion system would allow for rotation gestures and enable multi-user
interaction. Video scenes recorded by a moving camera constitute a
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more dicult problem that is not easily overcome. One option would
be to have a dynamic layer model that changes over time as the cam-
era moves; this might, however, complicate interaction, e.g., objects
disappearing during interaction, and also induce nausea.
Amore sophisticated layermodel could also specify permissible loca-
tions of the avatar on each layer to prevent avatars from being moved
to physically impossible locations. Realizing physically correct occlu-
sions involving the avatar would require a deeper analysis of the video
and a more sophisticated spatial model.
Finally, several limitations relate to the used gestures. While the ges-
tures were learned quickly by the participants and positively received
in the user study, further studies are required to identify the most
immersive or intuitive set of gestures. So far, only a subset of all the
gestures, i.e., movement control, was assessed. In addition, it was not
tested whether the use of devices, e.g., mobile phones, to carry out
certain actions, such as injecting virtual objects, would be more im-
mersive or intuitive—neither on their own nor in combination with
gestures. Further studies on these aspects are desirable as well.
Generally speaking,mirror image avatars could also be usedwith pho-
tographs or 3D virtual environments. Using video footage of the user
was expected to let the real-time motion of the avatar blend better
with the genuine movement occurring in the recorded video footage;
it would thus create a strong sense of presence and immersion. Us-
ing 3D virtual environments would allow for correct occlusions but
constructing realistic virtual worlds requires a lot of eort. Compared
to a desktop scenario, in which users would place objects and experi-
ence augmented video scenes, it can be argued that the gesture-based
approach combined with a large screen provides a more realistic and
immersive experience. Initial informal feedback from people seeing
the system in action as well as observations from the initial user study
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on the movement gestures seem to conrm this. Yet, it would be ad-
visable to carry out a series of user studies to investigate these aspects
in more detail. Further studies are also needed to identify the most
suitable gesture sets for dierent tasks.
According to the experts’ answers gathered in the semi-structured in-
terview, see Subsection 12.3.2, the situatedness of public displays can
be simulated quite well in the Immersive Video Environment. The
second expert points out that the perceived experience may serve as
the basis for discussion with other project partners in a way that can-
not be achieved when using conventional plans or sketches. The ex-
perts also attested the appropriateness of the Immersive Video Envi-
ronment to design, prototype, and evaluate the form factor as well as
legal aspects of public display systems.
As already mentioned, smooth transitions between individual loca-
tions appear to be a key aspect, that should be investigated further
in the subsequent development. The rst three experts agreed that
multi-display networks could only be addressed adequately if users
were able to understand the transitions and thus build amentalmodel
of the simulated display network. There are multiple approaches to
this, for example, by using a technique similar to Street View (see
above) or recording pre-dened transitions. The latter one would
yield better visual results, while the user’s degree of freedom might
be limited, as it is not likely that all possible transitions could be taken
into consideration in advance.
The experts agree that the proposed approach and prototype could be
integrated well into existing workows. Once more, the experts em-
phasize that the proposed approach could be used as a basis for discus-
sionwith other people, such as citizens. The prototypewas envisioned
to become a powerful visualization tool, here to analyze trac ows,
that could be used to facilitate citizen engagement. However, the ex-
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perts also said that the visual representation should be optimized in
order to provide a realistic impression of the simulated environment.
This could be achieved by using specialized camera equipment rather
than the DIY approach presented in Subsection 11.3.2, for example.
14.4. Summary
Each of the previous sections focused on one scientic contribution
(C1–C3) and discussed it in detail. This section takes a step back and
looks at all contributions from a higher perspective. Overall, privacy
gained interest in society as well as in science in the last years, see p. 9
and p. 119. At the same time, public displays proliferated in urban
environments and became a ubiquitous experience. However, some
of the advantages oered by this technology lie fallow, since people
tend to actively ignore public displays—the phenomenon is referred
to as display blindness. One cause for this blindness towards public
displays is the lack of relevant content. Personalized content is re-
garded as relevant and may thus be suited to address the root of this
phenomenon and the negative eects for all stakeholders. Yet, per-
sonal content on public displays calls for certain means of privacy in
turn. It is thus timely and reasonable to address the design of privacy-
preserving personalized public display systems in this thesis.
Even though privacy constitutes amajor aspect of personalized public
display systems, some issues lay beyond the scope of this thesis. For
example, further research could focus on how to actually implement
and perform personalization, or how to acquire and interpret data
for personal proles. A further interesting strand of research could
analyze people’s reactions to privacy breaches: What would be the
consequences if private or sensitive information became public un-
intentionally? What would be people’s reactions, with regard to the
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user whose information has been disclosed as well as bystanders? In
the long term, new social conventions—or transmission principles,
according to Nissenbaum—could emerge.
Form a similar perspective, it would be interesting to analyze whether
and how society would adapt to personalized information on public
display systems. The following scenario is an example: Nowadays,
non-personalized public displays are used to inform travelers about
arriving, departing, and delayed trains at train stations. All travelers
waiting at the same platform receive the same information about a
delayed train simultaneously. Reactions of individual persons, such
as sighing or cursing, are thus comprehensible for others. If the same
information would have been communicated through a privacy-pre-
serving personalized public display, however, the individual reaction
might not be as reasonable and the public could be confused. A similar
eect could be observed when people started to use barely noticeable
headsets to place calls with their mobile phones. Bystanders were led
to think that the person soliloquizes. Further elaboration on such in-
triguing aspects is clearly beyond the scope of this thesis. Thus, the
remainder of this section focuses on the scientic contributions C1–
C3 with regard to privacy.
The privacy threatmodel (C1) is a novel approach to systematically as-
sess and evaluate privacy issues for public display systems. It is based
on established concepts, for example, STRIDE, OWASP, or the stake-
holders proposed by Alt et al. [5, 7, 8], see Subsection 2.2.1. This ren-
ders themodel robust as the underlying components are actually used
in production environments: STRIDE has been used byMicrosoft for
many years. In comparison to alternatives such as EBIOS, SP 800-30,
or OCTAVE (see Subsection 10.1.1), the proposed threatmodel ismore
compact, concrete, and comprehensible. Moreover, it is not based on
commercial products and may thus be used for free. This way, it sup-
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ports designers, researchers, as well as laypeople in the complex task
of designing privacy-preserving personalized public display systems.
For this purpose, the theoretical model was also implemented as a
public prototype. Eventually, the privacy threat model also allows for
a systematic comparison of dierent systems or approaches along a
unied set of criteria. In this regard, the privacy threat model consti-
tutes a major scientic contribution. A shortcoming of such a privacy
threat model could be that it constraints people in the design process:
People might be tempted to focus on the items covered by the model
only and avoid “thinking out of the box,” considering, e.g., individual
threats. Instead, the model should be regarded as a starting point that
creates a common basis for further discussion and evaluation.
Privacy is an essential requirement for the personalization of pub-
lic displays; personalization is the key to relevant content on pub-
lic displays; and relevant content, in turn, is expected to pave the
way for accepted and successful public displays. The list of existing
countermeasures and the three novel approaches as proposed in this
thesis thus constitute a signicant scientic contribution (C2). Based
on an extensive literature survey, the existing countermeasures were
sighted, clustered, and nally condensed to a useable form. The cor-
responding heat map further helps to identify applicable counter-
measures and to compare dierent approaches systematically. Be-
sides providing a common ground for discussion, the list of counter-
measures and the heat map thus support designers in creating actual
privacy-preserving systems. Still, there are also possible issue with re-
gard to C2. For example, the list of countermeasures could become
incomplete and might require updating. Furthermore, the heat map
could be inaccurate, i.e., it suggests a less well suited or even an inap-
propriate countermeasure. As with the privacy threat model, users—
designers and researchers—might be tempted to refer to the list or
heat map unreectingly.
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Nevertheless, the heat map also revealed an apparent paradox: Pub-
lic display systems tend to avoid showing personalized content on
the public display itself. On the contrary, this information is often
shown on second devices, such as smartphones instead. This either
indicates that public displays are inappropriate for personalized con-
tent per se, or that research mainly avoided this sensitive issue so far.
The three novel countermeasures address this paradox and further
broaden the spectrum of available means for privacy: The person-
alized content is actually shown on the public display, but a second
device, i.e., a smartphone, provides access to it. The three counter-
measures were designed as generic means, as they are not tailored to
a specic application scenario, cf. Table 7.2. Along with their proto-
typical implementations, the novel countermeasures thus constitute
another considerable scientic contribution of this thesis. However,
the study results indicate that some are more suitable for certain ap-
plication scenarios than others. This observation is likely caused by
current technological constraints, such as frame rates, for example.
It might thus be interesting to harness upcoming technological ad-
vances in future work.
Finally, Davies et al. [62] note that research on public display systems
is still in its infancy. Thus, there is a lack of establishedmethods, tools,
and techniques that researchers may reach for. The three contribu-
tions presented in this thesis strive to compensate for this lack. In-
tegrating the proposed methodology and tools into a holistic process
(C3) may foster the advent of new application areas, cf. [62, pp. 92–
93]. The Immersive Video Environment allowsmultiple stakeholders,
including laypeople, to simultaneously design and experience public
display systems in a high-delity simulation. This characteristic fos-
ters interdisciplinary communication and the exchange of ideas. In
comparison to deploying prototypes in situ, the approach proposed
in this thesis allows for rapid prototyping at signicantly lower costs.
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The mirror image avatar further helps to reduce interaction barri-
ers and entice people to interact. Though this sounds promising and
benecial, future work should evaluate the prerequisites that need to
be met so that the general public—laypeople in particular—can use
the methodology proposed in this thesis in a sensible way: A certain
level of privacy-awareness might be necessary in order to understand
the underlying concepts and to use the proposed methods and tools
to somebody’s advantage. Today’s society, for example, seems to be
privacy-agnostic at best: The “I’ve got nothing to hide” argument [213]
appears in most public discussions about privacy at some point. It
might thus be desirable to establish a profound societal understanding
of privacy as early as possible. One approach would be, for example,
to interweave this sensitive issue in school education.
There is also room for improvements, for example, with regard to
transitions or locomotion. The rst one could help people to create a
mental map of the simulated environment while wandering around.
The latter could increase the sense of immersion for application sce-
narios in which locomotion is of importance. Along the same lines,
it should be pointed out that the Immersive Video Environment may
not be capable of simulating all relevant environmental aspects: The
audience behavior or the social surrounding in general can likely be
assessed in situ only. Though C3 can be applied and used as it is, com-
bining it with other frameworks, e.g., P-LAYERS, may provide addi-
tional input or guidance for designers and researchers. Future work
could analyze which frameworks are compatible and supplemental.
The individual components of C3 could benet from a community-
driven development, since the source codes are publicly available3.
Thus, the software components as well as the underlying concepts can
be extended continuously based on a collaborative process.
3https://github.com/sitcomlab/IPED-Toolkit, accessed: July 15, 2015
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15 Conclusion
As explained in Section 4.2, this thesis provides the three main con-
tributions C1–C3. Each contribution is summarized in the remain-
der of this section, together with further contributions that emerged
from the work and results presented in this thesis. Table 15.1 presents
an overview of all research questions and the corresponding scientic
contributions. Table 15.2 summarizes the practical contributions of
this thesis. Moreover, future work that may be inspired by the out-
comes presented in this thesis or that might exceed the scope of this
thesis is also discussed.
15.1. Contributions
This thesis evaluated the applicability of the STRIDE threat model to
public displays in terms of privacy. The study results indicate that
STRIDE can be used to model major privacy threats. However, the
meaning of the letter D should be changed from denial of service to
decontextualization. Thus, the modied threat model can be used for
future analysis of interactive public displays with regard to privacy.
The results also identied the relative importance of these privacy
threats. There is an apparent discrepancy between the participants’
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explicit and implicit prioritizations of those threat categories. Yet, the
results imply that public display engineers should especially focus on
privacy threats induced by either information disclosure or spoong.
The privacy threat model thus constitutes the scientic contribution
C1 to the rst research question.
The results presented in the context ofC1 also dene a design space for
privacy demands on public displays. Engineers of public displays can
use this design space to build privacy-aware public display systems
that align with users’ privacy perceptions and needsmore closely. Re-
sults from a preliminary qualitative evaluation indicate that the threat
model is comprehensive and supports the design and engineering
process of privacy-aware interactive systems.
Based on an extensive literature survey, this thesis compiled a list of 25
existing countermeasures that can be used to address—at least some—
of the privacy issues identied by C1 above. This list of countermea-
sures, which constitutes C2, is also represented as a heat map, that
allows designers and researchers of public display systems to quickly
identify the most commonly used countermeasure for a particular
privacy threat. Additionally, this thesis presented and evaluated three
novel countermeasures, i.e., visual multiplexing, visual highlighting,
and visual interaction, that add to the list of countermeasures (C2).
Visual multiplexing comprises three techniques: frequency-division
multiplexing (FDM), code-division multiplexing (CDM), and nally
time-division multiplexing (TDM). Using a prototypical implemen-
tation realizing all three methods, a user study was carries out to con-
trast the approaches when applied to ve dierent types of content.
The results indicate that participants were able to use the system suc-
cessfully with little training and manageable workload. There seem
to be dierences between the three multiplexing methods in terms
of success rate and suitability for dierent content types. Of the ve
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content types, symbols worked best and maps showed the worst per-
formance. Overall, the results provide initial evidence that all three
visual multiplexing methods enable multiple users to concurrently
access personalized multimedia content in a privacy-preserving way
on public displays.
Existing approaches to visual highlighting on public displays suer
from one or more of four issues: (i) setup eorts, (ii) number of con-
current highlights, (iii) number of concurrent users, and (iv) imposed
time constraints. This thesis introduced an approach to address these
issues. The approach uses composite visual tags and personal mo-
bile devices to visually highlight personally relevant information. The
thesis also proposed a set of comparison criteria, which can be used to
compare visual highlighting on public displays and to further explore
the design space. The results of a user study found that the approach
to visual highlighting has genuine potential to help users locate infor-
mation on public displays in a privacy-preserving way. The results
showed a signicant gain of speed, up to twice as fast as conventional
systems. The analysis of the eciency of the system indicates that
user may benet from visual highlighting in situations in which time
is of importance. The results overall suggest that participants were
able to use the system successfully with little training and manage-
able workload. The system appears to be robust and work correctly
even in situations with visual distortions on the public display.
This thesis also presented a novel approach for privacy-preserving
interaction between public displays and smartphones based on short-
rangedoptical communication. The overall feasibility of the approach
was demonstrated by evaluating a prototype in a lab-based study. In
comparison to existing approaches, the system oers a number of ad-
vantages, e.g., bidirectional communication that is independent from
external radio-based network infrastructures, e.g., Bluetooth or WiFi.
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The approach thus avoids additional costs, especially roaming fees,
and setup overheads, e.g., pairing processes. Users may thus use the
system in a direct and instantaneous manner. Assuming a secure way
of processing the camera images, tracking users is also harder in com-
parison to network-based approaches since there are no unique iden-
tiers, e.g., IP addresses, for the users’ devices. Using the approach,
public displays can oer interactivity without exposing easily break-
able input devices, e.g., keyboards, that could be the victim of vandal-
ism or potentially unhygienic. Due to the lightweight hardware and
software requirements, the proposed approach can be easily and cost
eciently applied to existing public display installations. The system
can be used in multi-user environments and supports a broad range
of application scenarios due to dynamically dened user interfaces.
Moreover, this thesis proposed a novel approach to engineer public
display systems based on realistic audiovisual simulations and a state-
transition graph. The approach has been integrated in a holistic pro-
cess, which constitutes C3. Researchers and designers of public dis-
plays can directly apply this process. In this context, the key contri-
butions include a systematic analysis of approaches to engineer public
display systems, a novel approach that integrates many of the bene-
ts of previous approaches, an architecture for a toolkit implement-
ing the approach, and an initial assessment of the approach based on
an example scenario and rst experiences from using the prototype.
Key benets of the proposed approach include high re-usability of
simulated environments, reduced eort to construct deployment sites
and scenarios, as well as support for a broad range of prototypes, e.g.,
of varying delity, and design and evaluation methods. This work
can thus contribute towards simplifying and accelerating the devel-
opment of privacy-preserving public display systems.
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This thesis also proposed a novel approach to interact with video en-
vironments in an immersive and intuitive way. Using an avatar, users
can move inside the footage in three dimensions and place virtual
objects inside the video scene. Knowledge about the height of the
user and the layer model enable the system to place the video avatar
in three dimensions. Besides privacy-preserving public displays, the
system can be used for various applications, for example, the pro-
totyping and evaluation of ubiquitous and situated systems: An IVE
could be used as a means to prototype augmented reality applica-
tions. The initial prototype—though limited—used web technolo-
gies to illustrate the feasibility of the approach. A study provided ini-
tial evidence for a high degree of immersion and the usability of the
proposed approach.
Finally, this thesis identied six research opportunities, which are also
based on the outcome of the literature survey. Future work in the do-
main of privacy-preserving public displays could thus focus on these
threats and application scenarios by Perry and O’Hara [183]: tam-
pering with regard to “social grooming,” “current and past working
processes,” and “planning and information overview”(O1–O3); as well
as decontextualization with regard to “demonstrating achievements,”
“current and past working processes,” and “planning and information
overview” (O4–O6).
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Table 15.1.: Scientic contributions to the research questions that
guided this thesis.
ID Research question and scientic contributions
RQ1 What are main privacy threats on public displays?
This thesis proposes a privacy threat model (C1) based on
the STRIDED* model that addresses most privacy issues
and also prioritizes the privacy threats: information dis-
closure and spoong should be addressed rst. Moreover,
C1 also spans a design space for privacy-sensitive applica-
tion scenarios: Reading personal messages, browsing pho-
tos, and using social networks requires the most privacy on
public displays.
RQ2 What are countermeasures to those privacy threats?
This thesis provides a classication of existing countermea-
sures in literature (C2). This classication is based on a
list obtained from an extensive literature survey. In addi-
tion to the existing countermeasures, this thesis proposed
three novel approaches to facilitate privacy-preserving, bi-
directional communication between users and public dis-
plays: (i) visual multiplexing, (ii) visual highlighting, and
(iii) visual interaction. With regard to visual highlighting,
this thesis also contributes a set of comparison criteria.
RQ3 How to support the design process of public displays?
This thesis proposes a methodology to design, prototype,
and evaluate privacy-preserving personalized public dis-
play systems (C3): a novel method to engineer such sys-
tems based on realistic audiovisual simulations and a state-
transition graph; a systematic analysis of approaches to en-
gineer public displays; and an architecture for a toolkit;
common design challenges that may be used to guide the
design process of public display systems.
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Table 15.2.: Practical contributions to the research questions that
guided this thesis.
ID Research question and practical contributions
RQ1 What are main privacy threats on public displays?
This thesis provides the privacy threat model (C1) as a pub-
licly available prototype.
RQ2 What are countermeasures to those privacy threats?
This thesis presents a heat map of countermeasures, which
is based on the classication of countermeasures (C2). De-
signers and researchers of privacy-preserving personalized
public display systems can use this heat map for identify
the most commonly used countermeasures with regard to
a specic privacy threat. Furthermore, the novel coun-
termeasures of visual multiplexing and visual highlighting
have been implemented in publicly available prototypes.
RQ3 How to support the design process of public displays?
This thesis realizes realistic audiovisual simulations of pub-
lic display systems based on an Immersive Video Environ-
ment (IVE). To allow for natural interaction with this sim-
ulation, this thesis implemented and evaluated the concept
of mirror image avatars. The architecture of the underly-
ing toolkit has been implemented as the publicly available
IPED Toolkit.
408
15.2. FutureWork
A phenomenon frequently observed in science is that providing an
answer to a particular question leads to more questions in turn. Con-
sequently, based on the scientic contributions provided by this the-
sis, new research potentials may open up. Future work may draw
from these potentials to push the knowledge in the domain of privacy-
preserving public display systems even further. First of all, subse-
quent work could address the six research opportunities as identied
above. Similarly, it would be desirable to update the literature survey
with recent publications, in order to keep track of the most recent ad-
vances. Furthermore, applying a dierent classication scheme, e.g.,
the “space of input device anddisplay possibilities” as proposed byDix
and Sas [73], to the same body of work could yield further interesting
results in terms of privacy on personalized public display systems.
With regard to the privacy threat model and its prototype, the re-
sults of the literature survey could be used to realize a wizard that
guides users through the design process of a privacy-preserving pub-
lic display system. It would also be interesting to repeat the user study
with a baseline, i.e., the perceived mental demands when not using
the model and prototype proposed in this thesis. Additionally, future
work could look into countermeasures and focus on evaluating the
proposed threat model in real world scenarios more thoroughly. The
web-based tool, which provides C1 in a tangible way, could also be
extended, improved, and evaluated.
Based on the results on visual multiplexing, several promising areas
for further research emerged. A logical next step would be to evaluate
the approach in the real world rather than in the lab, and to compare
it with solutions that rely solely on mobile phones, such as in naviga-
tion scenarios, for example. Another aspect worthy of further investi-
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gation is to onlymultiplex parts of the screen and leave the remaining
areas untouched. This would enable anyone to access information on
the screen, while providing those with demultiplexing devices with
personalized content. A further interesting line of research relates
to non-destructive visual multiplexing methods. There, additional
information is embedded without rendering the screen content un-
readable to the human eye. The concept of steganography would be
comparable to this approach. The collaborative newspaper by Lander
et al. [124] is another example. Finally, there is room to optimize the
multiplexing methods from a technical perspective.
Subsequent work on visual highlighting could analyze the overall per-
formance of the system instead of the raw performance as evaluated
in this thesis. It could be investigated how to reduce the size of the
QR tag and how to increase the operating range. An updated version
of the QR code technology, called iQR codes, may allow for multi-
ple parallel visual highlights in a single iQR tag. This way, the pre-
sented approach could provide a number of individual personalized
visual highlights. Finally, analyzing dierent types of visual high-
lights, e.g., magnifying glasses or sh eyes instead of colored rectan-
gles, may open up interesting research areas.
Based on the encouraging results on visual interaction, several areas
for further research emerged: As the prototypical implementation
presented in this thesis is quite naive, it would be interesting to in-
corporate more robust approaches to optical data transfer [94, 147].
Based on this enhanced prototype, it would be intriguing to analyze
real-world deployments in varying application scenarios. One partic-
ular aspect would be to explore the potential of adaptive (XUL-based)
user interfaces and to evaluate varying action sets in dierent appli-
cation scenarios. Future research could also focus on how to increase
transfer speeds, e.g., based on concepts by Haas and colleagues [202].
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In addition to expanding the existing version of the IPED Toolkit,
there are a number of further directions for future research. One of
them relates to simulating movement within the IVE, e.g., via a tread-
mill and footage ofmovement, and with extending the eld of view of
the IVE, i.e., by using head-mounted displays. Closely linked to this
aspect is the investigation of dierent ways to visualize movement,
e.g., via dierent cinematographic transitions or via footage of actual
movement. A further interesting line of work concerns the way in
which dierent people can interact with the system, e.g., groups of
designers discussing alternatives or end-users providing input during
the early stages of a participatory design. Finally, and possibly most
importantly, there is a need to systematically compare dierent de-
sign and evaluationmethods for public display systems via controlled
user studies. In particular, it would be very valuable to clearly establish
similarities and dierences between eld studies and studies carried
out in the IVE, e.g., with respect to quantifying the impact of dierent
contextual factors. The IPED Toolkit and the Immersive Video Envi-
ronment could also be evaluated by more users with a broader range
of expertise in varying application scenarios, for example at design
workshops withmultiple stakeholders. Similar user studies could also
explore the characteristics ofmirror image avatars as ameans of inter-
action in simulated environments. Similar studies could compare the
avatars to alternative input means, e.g., 3D controllers. Furthermore,
it could be investigated how mobile devices could be integrated into
the system, e.g., as a secondary controller to let users select content.
Eventually, it would be intriguing to integrate all the proposed ap-
proaches and countermeasures in a single holistic tool. This way, the
design process of privacy-preserving public display systems could be
streamlined in a well-integrated, universal process.
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Privacy Threat Model Relations
The following list contains all identied relations between the com-
ponents of the privacy threat model for personalized public displays,
see Subsection 10.1.2, pp. 190. Each relation is structured as follows:
({<agent 1>, <agent 2>, . . . }, {<threat 1>, <threat 2>, . . . }, {<weakness 1>,
<weakness 2>, . . . }, {<eect 1>, <eect 2>, . . . }, {<countermeasure 1>,
<countermeasure 2>, . . . }). Sets of similar components are marked
by brackets (e.g., {<A4>, <A5>}), while brackets around sets containing
only one element are optional (e.g., {<A4>} = <A4>). Due to the chosen
implementation of the prototype (see Section 11.1), the threats had to
be subdivided according to the agents: The symbol <T0.1> stands for
the threat “normal usage” that can only be applied by agent No. 1, i.e.,
“Alice, Bob, . . . ,” see Table 10.9. Thus, the number behind the decimal
point may be neglected when interpreting an individual relation.
• (<A1>, <T0.1>, {<W1>, <W2>, <W3>, <W10>, <W11>}, {<E1>, <E2>,
<E3>, <E4>, <E5>, <E6>}, {<C1>, <C14>, <C15>, <C3>, <C10>,
<C19>, <C23>, <C22>, <C10>, <C14>, <C18>, <C21>, <C7>, <C14>,
<C21>, <C6>, <C2>, <C3>, <C4>, <C5>, <C5>, <C9>, <C14>, <C24>,
<C4>, <C5>, <C15>, <C21>, <C6>, <C14>, <C21>})
• (<A3>, <T0.2>, <W2>, {<E1>, <E6>}, {<C1>, <C23>, <C3>, <C10>,
<C19>, <C23>, <C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C15>,
<C20>, <C24>, <C17>, <C19>, <C13>, <C22>, <C2>, <C3>, <C4>,
<C5>, <C5>, <C9>, <C14>, <C24>, <C4>, <C5>, <C15>, <C21>,
<C6>, <C14>, <C21>})
• ({<A4>, <A5>}, <T0.3>, <W2>, {<E1>, <E6>}, {<C1>, <C23>, <C3>,
<C10>, <C19>, <C23>, <C2>, <C8>, <C10>, <C12>, <C15>, <C25>,
<C15>, <C20>, <C24>, <C17>, <C19>, <C13>, <C22>, <C2>, <C3>,
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<C4>, <C5>, <C5>, <C9>, <C14>, <C24>, <C4>, <C5>, <C15>,
<C21>, <C6>, <C14>, <C21>})
• (<A2>, <T1.1>, <W1>, {<E1>, <E4>, <E5>, <E6>}, {<C1>, <C8>,
<C12>, <C24>, <C20>, <C24>, <C17>, <C19>, <C12>, <C20>,
<C24>, <C19>, <C6>, <C23>, <C14>, <C15>})
• (<A2>, <T1.2>, <W2>, {<E2>, <E3>, <E4>, <E5>, <E6>}, {<C1>,
<C8>, <C12>, <C24>, <C20>, <C24>, <C17>, <C19>, <C12>, <C20>,
<C24>, <C19>, <C6>, <C12>, <C22>, <C10>, <C18>})
• (<A2>, <T1.3>, <W3>, {<E2>, <E4>, <E5>, <E6>}, {<C1>, <C8>,
<C12>, <C12>, <C22>})
• (<A2>, <T1.4>, <W4>, {<E1>, <E3>, <E5>, <E6>}, {<C1>, <C24>,
<C20>, <C24>, <C17>, <C19>, <C12>, <C22>, <C17>, <C19>,
<C20>, <C24>, <C17>, <C19>, <C6>})
• (<A2>, <T1.5>, <W5>, {<E1>, <E3>, <E5>, <E6>}, {<C1>, <C17>,
<C23>, <C15>, <C20>, <C24>, <C17>, <C19>, <C6>, <C2>, <C3>,
<C4>, <C5>, <C5>, <C9>, <C14>, <C24>, <C4>, <C5>, <C15>,
<C21>})
• (<A2>, <T1.6>, <W6>, {<E1>, <E5>, <E6>}, {<C1>, <C24>})
• (<A2>, <T1.7>, <W11>, {<E1>, <E2>, <E4>, <E5>, <E6>}, {<C1>,
<C24>, <C20>, <C24>, <C12>, <C22>, <C17>, <C19>, <C20>,
<C24>, <C15>, <C20>, <C24>, <C17>, <C19>, <C6>})
• (<A2>, <T2.1>, <W1>, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>}, {<C1>,
<C8>, <C12>, <C24>, <C20>, <C24>, <C17>, <C19>, <C12>, <C20>,
<C24>, <C19>, <C6>})
• (<A2>, <T2.2>, <W2>, {<E2>, <E3>, <E4>, <E5>, <E6>}, {<C1>,
<C8>, <C12>, <C24>, <C20>, <C24>, <C17>, <C19>, <C12>, <C20>,
<C24>, <C19>, <C6>})
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• (<A2>, <T2.3>, <W3>, {<E2>, <E6>}, {<C1>, <C8>, <C12>})
• (<A2>, <T2.4>, <W4>, {<E1>, <E4>, <E5>, <E6>}, {<C1>, <C17>,
<C19>, <C20>, <C24>})
• (<A2>, <T2.5>, <W5>, {<E1>, <E3>, <E5>, <E6>}, {<C1>, <C15>,
<C20>, <C24>})
• (<A2>, <T2.6>, <W6>, {<E1>, <E4>, <E5>, <E6>}, {<C1>, <C24>})
• (<A2>, <T2.7>, <W7>, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>}, {<C1>,
<C24>, <C20>, <C24>, <C17>, <C19>, <C17>, <C19>, <C20>,
<C24>})
• (<A2>, <T2.8>, <W9>, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>},
{<C1>, <C3>, <C10>, <C19>, <C23>, <C10>, <C18>, <C2>, <C8>,
<C10>, <C12>, <C15>, <C25>, <C5>, <C9>, <C14>, <C24>})
• (<A2>, <T2.9>, <W11>, {<E1>, <E5>, <E6>}, {<C1>, <C20>, <C24>,
<C17>, <C23>, <C3>, <C10>, <C19>, <C23>, <C12>, <C22>, <C17>,
<C19>, <C6>, <C6>, <C14>, <C21>})
• ({<A3>, <A5>}, <T2.10>, <W1>, {<E1>, <E2>, <E3>, <E4>, <E5>,
<E6>}, {<C1>, <C8>, <C12>, <C24>, <C20>, <C24>, <C17>, <C19>,
<C12>, <C20>, <C24>, <C19>, <C6>})
• ({<A3>, <A5>},<T2.11>, <W2>, {<E1>, <E2>, <E3>, <E4>, <E5>,
<E6>}, {<C1>, <C8>, <C12>, <C24>, <C20>, <C24>, <C17>, <C19>,
<C12>, <C20>, <C24>, <C19>, <C6>})
• ({<A3>, <A5>}, <T2.12>, <W4>, {<E1>, <E2>, <E3>, <E4>, <E5>,
<E6>}, {<C1>, <C17>, <C19>, <C20>, <C24>})
• (<A1>, <T3.1>, {<W8>}, {<E2>, <E4>, <E5>, <E6>}, {<C1>, }), (<A1>,
<T3.1>, {<W8>, <W9>, <W10>}, {<E2>, <E4>, <E5>, <E6>}, {<C1>,
<C8>, <C12>, <C14>, <C15>, <C12>, <C22>, <C10>, <C18>, <C2>,
<C8>, <C10>, <C12>, <C15>, <C25>, <C17>, <C19>, <C7>, <C14>,
Privacy Threat Model Relations 447
<C21>, <C5>, <C9>, <C14>, <C24>, <C4>, <C5>, <C15>, <C21>,
<C6>, <C14>, <C21>})
• (<A2>, <T3.2>, <W7>, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>},
{<C1>, <C20>, <C24>})
• (<A1>, <T4.1>, {<W1>, <W2>}, {<E1>, <E5>, <E6>}, {<C1>, <C3>,
<C10>, <C19>, <C23>}), (<A1>, <T4.1>, {<W10>}, {<E1>, <E5>,
<E6>}, {<C1>, <C4>, <C5>, <C15>, <C21>, <C6>, <C14>, <C21>})
• (<A2>, <T4.2>, {<W1>, <W2>}, {<E1>, <E5>, <E6>}, {<C3>, <C10>,
<C19>, <C23>})
• (<A2>, <T4.3>, {<W3>}, {<E1>, <E5>, <E6>}, {<C1>, <C6>, <C2>,
<C3>, <C4>, <C5>})
• (<A2>, <T4.4>, {<W4>}, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>},
{<C1>, <C13>}), (<A2>, <T4.4>, {<W4>, <W5>, <W11>}, {<E1>, <E2>,
<E3>, <E4>, <E5>, <E6>}, {<C1>, <C17>, <C17>, <C19>, <C6>})
• (<A2>, <T4.5>, {<W6>}, {<E1>, <E5>, <E6>}, {<C1>, <C24>, <C20>,
<C24>, <C17>, <C12>, <C20>, <C24>, <C3>, <C10>, <C19>, <C23>,
<C10>, <C18>, <C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C20>,
<C24>, <C17>, <C19>, <C7>, <C14>, <C21>, <C6>})
• (<A2>, <T4.6>, {<W11>}, {<E1>, <E5>, <E6>}, {<C1>, <C17>, <C3>,
<C10>, <C19>, <C23>, <C13>, <C6>})
• ({<A1>, <A2>, <A3>, <A7>}, <T4.7>, {<W9>}, {<E1>, <E5>, <E6>},
{<C1>, <C5>, <C9>, <C14>, <C24>, <C4>, <C5>, <C15>, <C21>})
• ({<A1>, <A3>, <A4>, <A5>}, <T5.1>, <W1>, {<E1>, <E2>, <E5>,
<E6>}, {<C1>, <C17>, <C14>, <C15>, <C3>, <C10>, <C19>, <C23>,
<C17>, <C19>, <C13>, <C22>})
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• ({<A1>, <A3>, <A4>, <A5>}, <T5.2>, <W2>, {<E1>, <E6>}, {<C1>,
<C17>, <C3>, <C10>, <C19>, <C23>, <C10>, <C18>, <C2>, <C8>,
<C10>, <C12>, <C15>, <C25>, <C17>, <C19>, <C13>, <C22>, <C10>,
<C14>, <C18>, <C21>, <C7>, <C14>, <C21>, <C2>, <C3>, <C4>,
<C5>, <C4>, <C5>, <C15>, <C21>, <C6>, <C14>, <C21>})
• ({<A1>, <A3>, <A4>, <A5>}, <T5.3>, <W4>, {<E1>, <E2>, <E5>,
<E6>}, {<C1>, <C17>, <C3>, <C10>, <C19>, <C23>, <C10>, <C18>,
<C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C17>, <C19>, <C13>,
<C22>, <C10>, <C14>, <C18>, <C21>, <C7>, <C14>, <C21>, <C2>,
<C3>, <C4>, <C5>, <C4>, <C5>, <C15>, <C21>, <C6>, <C14>,
<C21>})
• ({<A1>, <A3>, <A4>, <A5>}, <T5.4>, <W5>, {<E1>, <E2>, <E5>,
<E6>}, {<C1>, <C17>, <C3>, <C10>, <C19>, <C23>, <C10>, <C18>,
<C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C17>, <C19>, <C13>,
<C22>, <C10>, <C14>, <C18>, <C21>, <C7>, <C14>, <C21>, <C2>,
<C3>, <C4>, <C5>, <C4>, <C5>, <C15>, <C21>, <C6>, <C14>,
<C21>})
• ({<A1>, <A3>, <A4>, <A5>}, <T5.5>, <W11>, {<E1>, <E2>, <E5>,
<E6>}, {<C1>, <C17>, <C3>, <C10>, <C19>, <C23>, <C10>, <C18>,
<C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C17>, <C19>, <C13>,
<C22>, <C10>, <C14>, <C18>, <C21>, <C7>, <C14>, <C21>, <C2>,
<C3>, <C4>, <C5>, <C4>, <C5>, <C15>, <C21>, <C6>, <C14>,
<C21>})
• (<A1>, <T5.6>, {<W2>}, {<E2>, <E5>, <E6>}, {<C1>, <C8>, <C12>,
<C10>, <C18>, <C2>, <C8>, <C10>, <C12>, <C15>, <C25>, <C22>,
<C5>, <C9>, <C14>, <C24>, <C6>, <C14>, <C21>}), (<A1>, <T5.6>,
{<W2>, <W3>}, {<E2>, <E5>, <E6>}, {<C1>, <C22>, <C10>, <C14>,
<C18>, <C21>, <C7>, <C14>, <C21>})
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• (<A7>, <T5.7>, <W3>, {<E2>, <E5>, <E6>}, {<C1>, <C22>, <C10>,
<C14>, <C18>, <C21>, <C7>, <C14>, <C21>})
• ({<A1>, <A2>, <A3>, <A7>}, <T5.8>, {<W9>}, {<E1>, <E5>, <E6>},
{<C1>, <C5>, <C9>, <C14>, <C24>})
• (<A1>, <T6.1>, {<W1>}, {<E1>, <E2>, <E5>, <E6>}, {<C1>, <C23>,
<C14>, <C15>}), (<A1>, <T6.1>, {<W9>, <W10>}, {<E1>, <E2>, <E5>,
<E6>}, {<C1>, <C12>, <C20>, <C24>, <C22>, <C10>, <C14>, <C18>,
<C21>, <C7>, <C14>, <C21>, <C6>, <C6>, <C14>, <C21>})
• ({<A2>, <A3>}, <T6.2>, {<W1>}, {<E1>, <E2>, <E3>, <E4>, <E5>,
<E6>}, {<C1>, <C23>, <C14>, <C15>}), ({<A2>, <A3>}, <T6.2>,
{<W2>}, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>}, {<C1>, <C2>, <C8>,
<C10>, <C12>, <C15>, <C25>})
• (<A2>, <T6.3>, {<W4>}, {<E1>, <E2>, <E3>, <E4>, <E5>, <E6>},
{<C1>, <C17>}), (<A2>, <T6.3>, {<W5>}, {<E1>, <E2>, <E3>, <E4>,
<E5>, <E6>}, {<C1>, <C17>}), (<A2>, <T6.3>, {<W11>}, {<E1>, <E2>,
<E3>, <E4>, <E5>, <E6>}, {<C1>, <C24>, <C17>, <C23>, <C3>,
<C10>, <C19>, <C23>, <C15>, <C20>, <C24>, <C17>, <C19>, <C7>,
<C14>, <C21>, <C6>, <C2>, <C3>, <C4>, <C5>, <C4>, <C5>, <C15>,
<C21>})
• (<A2>, <T7.1>, {<W1>, <W2>}, {<E1>, <E2>, <E3>, <E5>, <E6>},
<C1>)
• ({<A2>, <A3>}, <T7.2>, {<W4>}, {<E1>, <E2>, <E3>, <E5>, <E6>},
{<C1>, <C17>, <C19>}), ({<A2>, <A3>}, <T7.2>, {<W5>}, {<E1>, <E2>,
<E3>, <E5>, <E6>}, {<C1>, <C17>})
• (<A2>, <T7.3>, <W9>, {<E1>, <E2>, <E3>, <E5>, <E6>}, {<C1>,
<C4>, <C5>, <C15>, <C21>})
• ({<A4>, <A5>, <A6>}, <T7.4>, {<W9>, <W10>}, {<E1>, <E2>, <E3>,
<E5>, <E6>}, {<C1>, <C4>, <C5>, <C15>, <C21>})
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• ({<A1>, <A2>, <A3>, <A4>, <A5>, <A6>, <A7>}, {<T0.1>, <T0.2>,
<T0.3>, <T1.1>, <T1.2>, <T1.3>, <T1.4>, <T1.5>, <T1.6>, <T1.7>,
<T2.1>, <T2.2>, <T2.3>, <T2.4>, <T2.5>, <T2.6>, <T2.7>, <T2.8>,
<T2.9>, <T2.10>, <T2.11>, <T2.12>, <T3.1>, <T3.2>, <T4.1>,
<T4.2>, <T4.3>, <T4.4>, <T4.5>, <T4.6>, <T4.7>, <T5.1>, <T5.2>,
<T5.3>, <T5.4>, <T5.5>, <T5.6>, <T5.7>, <T5.8>, <T6.1>, <T6.2>,
<T6.3>, <T7.1>, <T7.2>, <T7.3>, <T7.4>}, {<W1>, <W2>, <W3>,
<W4>, <W5>, <W8>, <W10>, <W11>}, {<E1>, <E2>, <E3>, <E4>,
<E5>, <E6>}, {<C11>})
• ({<A1>, <A2>, <A3>, <A4>, <A5>, <A6>, <A7>}, {<T0.1>, <T0.2>,
<T0.3>, <T1.1>, <T1.2>, <T1.3>, <T1.4>, <T1.5>, <T1.6>, <T1.7>,
<T2.1>, <T2.2>, <T2.3>, <T2.4>, <T2.5>, <T2.6>, <T2.7>, <T2.8>,
<T2.9>, <T2.10>, <T2.11>, <T2.12>, <T3.1>, <T3.2>, <T4.1>,
<T4.2>, <T4.3>, <T4.4>, <T4.5>, <T4.6>, <T4.7>, <T5.1>, <T5.2>,
<T5.3>, <T5.4>, <T5.5>, <T5.6>, <T5.7>, <T5.8>, <T6.1>, <T6.2>,
<T6.3>, <T7.1>, <T7.2>, <T7.3>, <T7.4>}, {<W1>, <W6>, <W9>,
<W11>}, {<E1>, <E2>, <E3>, <E5>, <E6>}, {<C16>})
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Dear . . . ,
the Situated Computing Lab at Münster University is working on an
Interactive Public Display Privacy Threat Model. This work is part
of Morin Ostkamp’s PhD. Morin is interested in designing "privacy-
preserving personalized public display systems". One of his research
questions is: "How to support the design process of public displays to
foster privacy-preserving systems?" His vision is to develop a holis-
tic toolkit, that is based on a public display model, a threat model,
and a set of privacy-preserving countermeasures. Designers of public
display systems may integrate that toolkit into their workow to de-
sign, prototype, and evaluate public display systems, that do not pose
a threat to the user’s privacy.
We have built a web application that implements a rst version of the
threat model. We recognize you as an expert in the domain of public
displays and privacy and are thus interested in your opinion of our
work. We kindly ask you to spend approximately 10 minutes to go
to http://ipdptm.se-labor.de, experience our prototype, and answer
these three questions afterwards:
1. What do you think about the extend of the threat model? Is it
comprehensive or are we missing something important, e.g., a
particular agent or a particular threat?
2. How can the threat model help designers of public displays to
design privacy-preserving systems?
3. What are your comments or remarks that youwould like to share
with us in regards to the (interactive) threat model?
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We highly appreciate your feedback and are looking forward to hear-
ing from you.
Kind regards,
. . .
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