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Nonlinear Control of a Multi-Link Aerial System
and ASEKF-based Disturbances Compensation
Jose J. Castillo Zamora1,∗, Juan Escareno2, Islam Boussaada1,3, Joanny Stephant2, Ouiddad Labanni-Igbida2
Abstract—The actual paper presents the modeling and control
of a multi-link unmanned aerial system whose dynamics is com-
puted by means of the Euler-Lagrange energy-based approach.
The aforementioned system is subjected to lumped disturbances
which comprise external disturbances and parametric uncertain-
ties. An Augmented-State Extended Kalman Filter intended to
estimate endogenous and exogenous uncertainties is conceived
and trajectory-tracking controller fulfilling Lyapunov asymptotic
stability is synthesized. A simulation stage is conducted to validate
the effectiveness of the proposal.
Index Terms—Multi-Link Unmanned Aerial System,
Augmented-State Extended Kalman Filter, Disturbances
Estimation/Compensation, Nonlinear Control, Multi-cargo
Aerial Transportation.
I. INTRODUCTION
AMID the current technological surge related to interactiveUAS have enlarged the application spectrum. It includes
high-precision weather monitoring, swarm-based remote sens-
ing, search and rescue, reconnaissance, parcel delivering,
homeland security and surveillance, precision agriculture,
disaster assessment, and infrastructure inspection [1], [2], [3].
The wide variety of prior works on aerial transportation
witnesses the evolution on this field ranging from single [4],
[5], [6] to multi-drone configurations [7], [8]. The latter reveals
plenty of scientific and technological challenges with enormous
potential regarding the industrial sector.
The research reported in [4] addresses aerial cargo transporta-
tion as a disturbed navigation case and thus a robust controller
is used to fulfill the trajectory-tracking objective. Similarly,
[5] exposes a robust trajectory-tracking strategy applied to
a quadrotor. In the former, the cargo is acquired by a fully
actuated one degree-of-freedom (DOF) robotic arm while in
the latter it is considered as a free-swinging load.
Regarding flight performance of cable- and rod-suspended
loads aerial transport, the knowledge or estimation of parasitic
dynamics exerted on the rotorcraft remains a priority, as in [6]
where a Learning Automata methodology is implemented for
estimation purposes. In order to cope with multiple cargo a
logical solution is to use multiple vehicles [7], [8].
Limited transport capacity of a single vehicle can be overcome
through an alternative inter-linked configuration composed by
several aerial sub-systems. While multi-linked aerial systems
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concept has a great promise, it also comes with complex issues
in terms of mechanics, dynamic couplings, synchronization,
and collective interaction [1], [2], [3], [9], [8]. An interesting
feature of this concept is the enhanced shape adaptability similar
to that of snake-like amphibious robots [10], [11], and to that
of the serial manipulator robots [12], [13].
Parallel robots have been recently integrated to aerial robots
([14], [15]). Inspired on the advantages of these kind of
manipulators, the authors of [16] propose an aerial system
having three quadrotors acting as the actuators. It is also
presented, the dynamic model of the robot whose validation is
carried out at numerical level.
To the best of our knowledge few works have been reported
in literature regarding multi-link aerial systems for cargo
transportation. In [17] a dual-rotor multi-link aerial system
exhibiting an in-flight morphing capacity via the pose control
is introduced. Prior work of these authors includes a multi-
rotor aerial vehicle with two-dimensional multi-links to perform
maneuvers withing cluttered spaces [18]. Likewise, in [19], is
addressed the path planning strategy in continuity to [17], [18].
An alternative perspective is adopted by [20] which addresses
the transportation problem considering multiple cargo morphing
aerial robot to successfully cope with the center of gravity
(CoG) shifting resulting from the loads/vehicles motion.
Taking inspiration from serial configurations as manipulators
robots or trains, the authors of [21] and [22] detail the modeling
and control of an aerial serial kinematic chain of n quadrotors
liked via n−1 rigid rods. Respectively, it is presented a robust
control strategy to solve the problem of multi-cargo acquisition
and transportation, and the implementation of a linear Kalman
filter (LKF) considering an augmented state to enhance the
robustness of the transportation task control while tracking
a time-based trajectory. In this case, the augmented state
stands for the inter-vehicle dynamic couplings and disturbances
coming from loads motion.
Multi-sensor fusion based on extended Kalman Filter (EKF)
has been used for pose estimation of aerial systems to ensure a
smooth and reliable aerial transformation [23]. In some works,
efforts are focused to estimate the surrounding environment
influence. Wind effects are estimated by observers, stochastic
or deterministic as ([24], while [25] presents an estimation
strategy to compensate the external wrench exerted on the
aerial multi-link robot while estimating external forces.
Different state-estimation techniques as sliding-mode based
observers [26] are also used to improve the performance of the
system, however, due to its performance the Kalman Filter is
widely used [27], [28], [29], [30], [31], [32], [33], [34], [35].
In this paper, we consider a multi-link aerial system that
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is intended to track a time-based trajectory while rejecting
parametric and external disturbances during a multiple-load
transportation task. The main contributions of the actual work
are listed below:
• The presentation of an alternative concept of aerial multi-
link rotorcraft meant to transport multiple cargo.
• The control synthesis considering the longitudinal dynam-
ics is detailed and applied to the proposed flying robot in
presence of structured and unstructured uncertainties.
• Since the aerial system is nonlinear, an augmented-state
extended Kalman-Filter (AS-EKF) is implemented. The
model’s covariance matrix structure is deduced based on
the uncertainties characterization/profile with respect to
the full nonlinear model.
• A detailed numerical study is conducted to evaluate the
effectiveness of the proposed overall control-estimation
strategy. A realistic scenario is considered including
sensors operational specifications in terms of noise and
faults.
The paper is outlined as follows: Section II presents
the specifics of the proposed aerial system. The dynamic
model is explained throughout the Section III. Section IV
is devoted to the mathematical model extension which defines
the augmented state-space representation to introduce Section
V entails the model’s uncertainties analysis that shapes the
AS-EKF estimation algorithm. The Lyapunov-based control
strategy is proposed in Section VI and it is validated via
numerical simulation in Section VII. The set of results are
discussed in Section VIII, while concluding remarks alongside
forthcoming research are presented in Section IX. Finally,
within the Appendix section, pertinent system properties and the
linearization regarding the observability analysis are presented.
II. SYSTEM DESCRIPTION
The system proposed herein consists in three quadrotors
physically interlinked through two rods (Fig.1). Aerial trans-
portation, manipulation and deployment is possible through
1-DoF robotic manipulators, whose joints are located at the
CoG of the rods [16], [21], [22].
For pedagogical purposes, we restrict our analysis to the
longitudinal dynamics (see Fig.2) where di with i = 1,2,3
stands for the aerial subsystems, l j ∈ IR+ corresponds to the



















Figure 2: Longitudinal simplified scheme of the multi-link
system
jth-link and p j indicates the pendulum-like robotic-arm system
whose length is denoted as lp j with j = 1,2.
The attitude of the ith-vehicle is denoted by θi ∈ IR, while
Θ j ∈ IR represents the jth-linkage’s attitude between the ith
and (i−1)th rotorcrafts w.r.t. the x-axis of the inertial frame.
The rods interlinking the rotorcrafts are assumed rigid with
mass ml ∈ IR+ and length ll ∈ IR+, thus its moment of inertia
corresponds to Il = mll2l /12. The j
th massless rod pendulum
carries a mass mp j ∈ IR+ whose angular displacement is β j ∈ IR.
The mass of a single rotorcraft is denoted as mr ∈ IR+
and moment of inertia Ir ∈ IR+. The force fi ∈ IR, drives
the ith vehicle within the longitudinal space. In fact, the
rotorcrafts serve as the actuators thus they are considered
in the Lagrangian-based modeling of the system [21], [22].
The reference tracking point of the system w.r.t. the inertial
frame corresponds to the CoG of the d2 rotorcraft whose
position is denoted as ξ r2 =
[
x z
]T ∈ IR2, moreover, from




and those of the rigid links, ξ l j =
[
xl j zl j
]T ∈ IR2, and the
payloads, ξ p j =
[
xp j zp j


































where S() = sin() and C() = cos().
By differentiating Eqs .(1), (2) and (3) w.r.t. time and assuming
the parameters of the system to be time-invariant, it is
straightforward to compute the velocity of each component.
III. DYNAMICAL MODEL
To compute the dynamics of the system by the means of
the Euler-Lagrange formalism, the total kinetic, K ∈ IR+,
and potential, U ∈ IR, energies define the Lagrangian L =
K −U ∈ IR in such a manner that the term K comprises
the translational and rotational energies of the quadrotors, the
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links and the payloads, and the term U gathers the potential



















































()ξ̇ () and g ∈ IR+ is the gravity acceleration.







L = τqi (4)
implies the definition of a vector q ∈ IR6 of generalized
coordinates qi ∈ IR (with i = 1,2, ...,6) that for this specific
case of study: q1 = x, q2 = z, q3 = Θ1, q4 = Θ2, q5 = β1 and
q6 = β2. The term τqi ∈ IR stands for the external forces/torques.
The equations of motion of the system are comprised in the
expression of the form:
M (q) q̈+C (q, q̇) q̇+G(q) = τ (5)
where the inertial matrix M (q) ∈ IR6×6 and the vector of




m11 0 m13 m14 m15 m16
0 m22 m23 m24 m25 m26
m31 m32 m33 0 m35 0
m41 m42 0 m44 0 m46
m51 m52 m53 0 m55 0






0 m22 m23 m24 m25 m26
]T
(7)
and the Coriolis and centripetal effects matrix C (q, q̇) ∈ IR6×6
is computed such that it satisfies Ṁ (q) =C (q, q̇)+C (q, q̇)T .
Due to the symmetry property of M (q), it is sufficient to define
the elements below, where ϑ j = Θ j −β j.
m11 = 3mr +2ml +mp1 +mp2 m22 = m11
m13 = ll [mr +0.5(ml +mp1)]SΘ1 m15 =−mp1 lp1Cβ1
m14 =−ll [mr +0.5(ml +mp2)]SΘ2 m16 =−mp2 lp2Cβ2
m23 = ll [mr +0.5(ml +mp1)]CΘ1 m25 = mp1 lp1Sβ1
m24 =−ll [mr +0.5(ml +mp2)]CΘ2 m26 = mp2 lp2Sβ2
m33 = l2l [mr +0.25(ml +mp1)]+ Il m35 =−0.5mp1 ll lp1Sϑ1
m44 = l2l [mr +0.25(ml +mp2)]+ Il m46 = 0.5mp2 ll lp2Sϑ2
m55 = mp1 l
2
p1 m66 = mp2 l
2
p2
The vector τ =
[
τx τz τΘ1 τΘ2 τβ1 τβ2
]T ∈ IR6 in Eq.(5) is
composed by the control inputs produced by the quadrotor
and manipulator arm actuators uτ ∈ IR6 and the disturbances
ρ =
[
ρx ρz ρΘ1 ρΘ2 ρβ1 ρβ2
]T ∈ IR6 caused by external un-
modeled phenomena, in this sense τ = uτ +ρ where the vector
of control inputs uτ depends on the geometry of the system,
the forces f1, f2, f3 exerted by the vehicles, the orientation of
the aircrafts θ1, θ2, θ3 and the torques τs1 , τs2 ∈ IR produced
by the servomotors to manipulate the robotic arms, moreover,
we assume that the dynamics of the actuators (aircrafts and
servomotors) is significantly faster than that of the overall




f1Sθ1 + f2Sθ2 + f3Sθ3
















By following Eq.(4) and taking into account θi instead of qi,
the rotational motion equation of the rotorcrafts is defined as
Irθ̈i = τri as we consider a frictionless motion between the
inter-connected elements. τri ∈ IR is the control torque of the
ith vehicle.
IV. MODEL EXTENSION: AUGMENTED STATE
REPRESENTATION
Based on Eq. (5), the dynamics of the multi-link system is
expressed as
q̈ = M (q)−1 [uτ +ρ −C (q, q̇) q̇−G(q)] (9)







M (q)−1 [uτ +ρ −C (q, q̇) q̇−G(q)]
]
(10)
where 0 ∈ IR6 is the zero vector and χ = [qT q̇T ]T ∈ IR12
that can be extended to include the external disturbances such









with χ e =
[
qT q̇T ρ T
]T ∈ IR18. Notice that q, q̇ and ρ are
functions of time and that the dynamics of the disturbances is
modeled as a random walk process with zero mean (Gaussian)
ϑ (t) =
[
ϑx ϑz ϑΘ1 ϑΘ2 ϑβ1 ϑβ2
]T ∈ IR6. For instance, such
system can be rewritten in the form:













where 0 ∈ IR6×6 and I ∈ IR6×6 stands for the zero and the
identity matrices, respectively, and U = uτ −G(q) ∈ IR6.
Assuming that the parameters of the system in the vector
γ = [γ1 . . . γ9]T =
[
mr ml mp1 mp2 ll lp1 lp2 Il g
]T ∈ IR9 are
subjected to some degree of uncertainty, the performance of the
system is degraded as a consequence. Even when the gravity
acceleration is not a parameter of the system, a deviation from
the nominal value is considered. The influence of parametric
uncertainties is modeled as a noisy Gaussian signal with zero
FOR REVIEW AT IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 4
mean α =
[
αmr αml αmp1 αmp2 αll αlp1 αlp2 αIl αg
]T ∈ IR9
within the system dynamics in Eq.(12) as follows:
χ̇ e = F(χ e,U)+ Jϑ +Zα (15)
The influence of the parametric deviation is weighted by
Z ∈ IR18×9 that contains the partial derivative of the function













This definition implies the computation of the partial derivatives
and their evaluation at each time step and at the current χ e
and U. In this regard, the dynamics of q and that of ρ , as







= 0′ ∈ IR6×9 (17)
On the other hand, the dynamics of q̇ does not allow one to
compute the partial derivatives with that easiness. The definition
of q̈ established in Eq.(9) implies the computation of the inverse
of the inertia matrix M (q) which is computed considering its
adjugate, AM ∈ IR6×6, and its determinant dM ∈ IR+:
M (q)−1 = d−1M A
T
M (18)
Thus, Eq.(9) can be rewritten as follows:
q̈ = d−1M A
T
Mv (19)
where v = U + ρ −C (q, q̇) q̇. Such substitutions ease the
expression manipulation regarding the computation of M (q)−1
and the derivatives within the software used. Thus, the partial











































































































We found the advantage of such definition of Z in the
computation of the partial derivatives AMγ , dMγ and vγ as they
are straightforward to be easily manipulated within the software
environment. Thus, the most relative expensive computational
task to be developed at each loop is the computation of
M (q)−1. Moreover, one possible solution to this issue can
be to implement the definition given in Eq.(18) in a user
defined function for evaluation only.
The two noise signals in Eq.(15) can be regrouped into one
single vector ω =
[
α T ϑ T
]T ∈ IR15 therefore, Eq.(15) can
be rewritten as:




] ∈ IR18×15. The observation model of the





k +V k (28)
with Yek ∈ IR12, V k =
[
vxk vzk . . . vβ̇2k







implying that the q and q̇ are available but noisy since the
vector V k corresponds to the sensor Gaussian noise variances.
V. UNCERTAINTIES ESTIMATION ALGORITHM
Due to the high non-linearity and couplings of the dynamics,
the discretization process becomes complex and highly compu-
tationally expensive. A continuous - discrete Augmented State
EKF is thus conceived. In this regard, the prediction phase is
executed considering a continuous time representation of the
system (Eq.(27)) meanwhile, Eq.(28) is used in the correction
phase [35], [36]. Moreover, the system is considered to be
observable at a given operation point (Appendix B).
The signals noises ω and V k previously introduced in
Section III, stand for uncorrelated white Gaussian random
processes with zero mean, i.e. E
[
ω (t)V k (t)T
]
= 0∗ ∈ IR15×12,
E [ω (t)] = 0 and E [V k (t)] = 0. The process covariance matrix









= MWM T (30)
where W = E
[
wwT
] ∈ IR15×15 is a diagonal matrix
containing the variances of the process noise signals.




















defined by the variances of the noisy sensors.
The prediction phase of the AS-EKF is thus described by:
˙̂χ e (t) =F(χ̂ e,U) (31)
Ṗ(t) =Fχe (χ̂ e,U)P(t)+P(t)FTχe (χ̂
e,U)+Q(t) (32)
with






computed by the same procedure used to define Z. Notice that
χ̂ e = χ̂ e (t) and U = U(t).
The set of differential equations in Eqs.(31) and (32) is solved
via numerical methods to find χ̂ e (t) and P(t) [36]. For the
first iteration, the initial values of χ̂ e (t) and P(t) are given as
χ̂ e0 and P0, respectively.
In order to adopt the values obtained during the prediction phase









































Figure 3: Control block diagram
χ̂ ek|k−1 = χ̂
e (tk) and Pk|k−1 = P(tk) for ulterior computations.






















where I′ ∈ IR18×18 is the identity matrix. Thus, the estimation










The sub-index k|k is omitted from here until the end of the
document for sake of simplicity in the expressions.
VI. CONTROL
The control of the overall ML-UAS implies two different
control loops: one related to the flying chain and the second
one referred to the control of the aircrafts (inner control loop).
For a proper identification, a block diagram is presented in Fig.
3. The estimation of the disturbances is added to the control
loop as shown meanwhile, the estimation of the states is used
to close the loop when a given sensor fails (doted arrow).
A PD control law with disturbances compensation:
uτ =KPe+KV ė+M (qd) q̈d +C (qd , q̇d) q̇d +G(qd)− ρ̂ (38)
where KP > 0∈ IR6×6 and KV > 0∈ IR6×6 are diagonal matrices
that stand for the proportional and derivative gains, respectively,
is applied to the system. The vectors e = qd − q ∈ IR6 and
ė = q̇d − q̇ ∈ IR6 depend on the desired position qd and the
desired velocity q̇d and correspond to the position and velocity
errors, respectively.
The stability of the close loop system is studied via a Lyapunov
based-method considering the properties of the system exposed
in Appendix A.
A. Lyapunov Stability Analysis
By considering the control law in Eq.(38), taking into account
the model of the system introduced in Eq.(5) and assuming
















]T ∈ IR12 of Eq.(39) is located at ėe = 0
although the vector ee can take different values. In order to
ensure globally asymptotically stability of the system, the
uniqueness of the equilibrium point is mandatory. In this regard
and according to [37], the matrix KP can be selected such that
λmin (KP)> kg + kM ‖q̈d‖max + kC2 ‖q̇d‖2max (40)
The constants kg, kM and kC1 are defined in the Appendix A.
To perform the stability analysis, let it exist a constant ε ∈ IR+
such that it defines the matrices KV and KP as follows:
λMax (KV )≥ λmin (KV )> kh1 + εb






λmin (KV )− kh1 − εb
] + kh2










λMax (KV )+ kC1 ‖q̇d‖max + kh1
] ∈ IR+ (42)
b =λMax [M (q)]+
√
6 kC1 ∈ IR+ (43)




ėT M (q) ė+
1
2
eT KPe+ εfth (e)T M (q) ė (44)
with fth (e) the hyperbolic tangent function (see Appendix A).
Since M (q) and KP are positive definite matrices by definition
and as KP satisfies Eq.(41), it is trivial to conclude that
ėT M (q) ė ≥ λmin [M (q)]‖ė‖2 (45)
eT KPe ≥ λmin (KP)‖e‖2 (46)
∀ q, e, ė ∈ IR6. Moreover, given the properties of the system
in Appendix A, it is possible to obtain that:
εfth (e)T M (q) ė ≥−ελMax [M (q)]‖e‖‖ė‖ (47)





]T [ λmin (KP) −ελMax [M (q)]




Concluding that V (t,e, ė) is a radially unbounded positive
definite function.
The time derivative of the Lyapunov candidate function
V̇ (t,e, ė) ∈ IR in Eq.(44) along the trajectories of the closed
loop system can be expressed as:
V̇ =− ėT KV ė− εfth (e)T KPe+ εfth (e)T [C (q, q̇)−KV ] ė−
ėT h(e, ė)− εfth (e)T h(e, ė)+ ε ḟth (e)T M (q) ė (48)
From Appendix A, it is possible to establish that:
−ėT KV ė ≤−λmin (KV )‖ė‖2
ε ḟth (e)T M (q) ė ≤ ελMax [M (q)]‖ė‖2
−εfth (e)T KPe ≤−ελmin (KP)‖fth (e)‖2
εfth (e)T KV ė ≤ ελMax (KV )‖ė‖‖fth (e)‖






−ėT h(e, ė)≤ kh1 ‖ė‖2 + kh2 ‖ė‖‖fth (e)‖
−εfth (e)T h(e, ė)≤ εkh1 ‖ė‖‖fth (e)‖+ εkh2 ‖fth (e)‖2
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with RM (ε) ∈ IR2×2 being
RM (ε) =
⎡



















thus V̇ (t,e, ė) is a global definite negative function if the matrix
RM (ε) is definite positive which is guaranteed if the first
element of the matrix and its determinant are strictly greater







λmin (KV )− kh1 − εb
] + kh2 (51)
λmin (KV )> kh1 + εb (52)
With a proper selection of a constant ε the matrices KP
and KV can be computed such that V (t,e, ė) is a radially
unbounded positive definite function and V̇ (t,e, ė) is a globally
negative definite function, concluding that the V (t,e, ė) is a
strict Lyapunov function thus the system possesses globally
asymptotically stability [37].
B. Inner Control Loop
The desired thrust and attitude of the vehicles are computed
according to Eqs.(8) and (38). Having in mind the over-
actuation of the ML-UAS is over-actuated since it has 6 DOFs
and 8 real control inputs ( fi, θid and tβ j ); the desired orientation
angle of the UAVs is established to be θ1d = θ2d = θ3d = θd ,
to avoid the prescribed condition. This assumption can be




( f1 + f2 + f3)Sθd
( f1 + f2 + f3)Cθd
ll
2 ( f1 − f2)CΘ1−θd
ll






Thus, the desired orientation of the UAVs is defined as:
θd = tan−1 (ux/uz) (54)
Notice that uz > 0 as it tends to the total desired thrust.
The ith vehicle is driven to θd via a PD controller of the form:
uθi = Kpθ eθi +Kvθ ėθi (55)
with Kpθ ,Kvθ > 0 ∈ IR the proportional and derivative gains
and eθi , ėθi ∈ IR the position and velocity errors of the ith
vehicle. The stability proof is available at [38].
























⎥⎦ ∈ IR3 (56)
To validate the proposal, a detailed simulation was conducted
within a close-to-reality scenario.
VII. NUMERICAL SIMULATIONS
The current section is devoted to validate the effectiveness of
the AS-EKF and the proposed control strategy. In this regard,
the aerial robotic system was intended to follow a prescribed


























The vectors q̇d and q̈d were computed by differentiation of
Eq.(57) w.r.t. time. Moreover, three sensors were considered
to fail during the simulation. The x, Θ̇1 and β2 sensors faults
occur at t = 29, t = 55 and t = 78, respectively. The total
simulation time was 100 s with a sampling time dt = 0.01.
The properties of the system parameters as well as those of the
sensors and the disturbances used for simulation are presented






) −0.55 cos( tπ33) −0.5sin( tπ45) 0.75]T
with the corresponding units.
The initial conditions of the overall system were all set to 0,





10 10 10 10 1 1
10 500 100 100 1 1
10 100 250 100 1 0
0† 10 100 100 250 0 1
1 1 1 0 3 0




where I† ∈ IR12×12 and 0† ∈ IR6×12 are the identity and zero
matrices, respectively.
Finally, the gain matrices in Eq.(38), were
chosen to be KP = diag{8, 10, 19, 19, 7, 7} and
Table I: Simulation parameters
Parameters properties
Parameter Nominal value Variance
mr 0.653 kg 0.0011111
ml 0.10 kg 0.0000693
mp1 0.272 kg 0.0002775
mp2 0.383 kg 0.0002775
ll 1.25 m 0.000544
lp1 , lp2 0.5 m 0.0002775
Il 0.172 kg m2 0.000100
g 9.81 m s−2 0.004900
Sensors properties
Sensor Variance Sensor Variance
x 2.3×10−4 ẋ 5×10−4
z 3.5×10−4 ż 6.5×10−4
Θ1, Θ2 2.6×10−4 Θ̇1, Θ̇2 1.7×10−4




ρΘ1 , ρΘ2 1×10−4
ρβ1 , ρβ2 7×10−5
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Figure 4: Translational behavior of the ML-UAS.
Figure 5: Position and pose evolution of the ML-UAS
KV = diag{8, 15, 25, 25, 12, 12}. The gains in Eq.(55)
were set to Kpθ = 7 and Kvθ = 10.
VIII. SIMULATION RESULTS
During the study conducted, we simulated the system with
and without the AS-EKF. The corresponding results are label
as ”Sw” and ”Swo”, respectively. In this vein, we added sensor
faults to both systems to consider a more realistic scenario.
”S fw” and ”S
f
wo” are the corresponding labels for the cited cases.
The translational behavior of the flying system under the pre-
scribed simulation conditions, alongside the desired trajectory,
is depicted in Fig. 4.
The system without the AS-EKF clearly presents a deviation
from the desired trajectory in comparison with the system
where the estimation strategy is implemented. In the presence of
sensors faults, the Kalman Filter provides enough information
to keep the system performing (relatively) near the desired
operational profile which does not occur in the S fwo case. In
this regard, Figs. 5 and 6 provide a comparison of the written
herein. The background color changes stand for sensor faults.
With base on Figs. 5 and 6, the implementation of the AS-EKF
improves the performance of the system nevertheless, the usage
of several sensors and data fusion techniques can boost the
performance of the system specially when subjected to sensors
failures. It is worth to mention that the estimation strategy
herein is devoted to the rejection of model uncertainties and
external disturbances however closing the loop with the states
estimation computed by the AS-EKF could be used as a last
safety measure to prevent a worst system response as shown.
From Fig. 6, one can relate the presence of noise in the velocity
estimation to the failure of the Θ̇1 sensor which affects the
Figure 6: Velocities of the ML-UAS.
Figure 7: Disturbances estimation.
orientation of the link as well (Fig. 5). In this matter, the
performance of the system when the estimation is used to
close the loop differs from that of the system without the EKF
in which the error is evidently greater.
Concerning the disturbances estimation and the corresponding
errors, Figs. 7 and 8 depicts, respectively, the results obtained
during the simulation. Notice that only few point of the
available data were considered due to the highly noisy signals.
According to Figs. 7 and 8, the estimation strategy provides
an acceptable computation of time-independent and slow time-
varying disturbances, as the parameters uncertainties. The
results suggest that ρz and ρβ1 are estimated with less accuracy
as their dynamics are relatively fast in comparison with the
others. One must notice that the lose of sensors has a significant
impact in the estimation over ρx, ρz, ρΘ1 and ρΘ2 (for instance)
as less information is available to develop the estimation
properly in addition with the highly coupled dynamics.
On matters of aircrafts performance, the results are depicted in
Fig. 9. The UAVs are observed to perform within the operational
range of attitude and exerted thrust even when the fault of the
x sensor makes θd to oscillate. The thrust is also affected by
the lose of sensors yet the vehicles are capable of keeping the
system in track.
A video regarding the results of a detailed simulation of differ-
ent scenarios is available at https://youtu.be/Nx01w0 taoM.
IX. CONCLUDING REMARKS
The dynamics of a novel multi-link unmanned aerial system
for multiple payload transportation was obtained via the Euler-
Lagrange formalism. Based on the non linear and the highly
coupled dynamics and under the assumption of the existence of
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Figure 8: Disturbances estimation errors
parametric uncertainties and external unmodeled disturbances,
an Augmented State Extended Kalman Filter was conceived
to overcome such issues that degrade the performance of the
system in order to accomplish the trajectory tracking goal.
The Filter characterization takes into consideration the systems
parameters uncertainties and it was proved to be efficient
via close-to-reality simulations in which, the estimation was
observed to be accurate enough to overcome the issues
produced by the uncertainties of the systems parameters and the
external disturbances. In matters of sensors fault the estimation
strategy allowed to keep the system in operation closer to the
desired trajectory than in the case where any information was
used to close the loop.
Robust navigation strategies which take into consideration
worst-case scenarios are left for upcoming studies, in this
regard, different disturbance estimators are also considered to be
applied over the multi-link system to compare their performance
in those matters concerned to disturbances rejection.
The extension of the theory inhere introduced to a 3 dimensional
space and substituting the quadrotors for convertible VTOL
vehicles are left for future works as well as the practical
implementation of the approach.
APPENDIX A
PROPERTIES OF THE SYSTEM
According to [37], the elements that compose the dynamical
model introduced in Eq.(5) possess a set of properties which
are presented in this appendix.
1) The inertia matrix M (q) is a symmetric positive definite
matrix that satisfies the following:
a) M (q)≥ ϑI ∀ q ∈ IR6 with ϑ ∈ IR+.
b) λMax [M (q)]≤ ς ∀ q ∈ IR6 with ς ∈ IR+
c) ||M (x)z−M (y)z|| ≤ kM||x−y|| ||z|| ∀x, y, z∈ IR6
and kM ∈ IR+.
d) ||M (x)y|| ≤ k′M||y|| ∀x, y ∈ IR6 and k′M ∈ IR+
2) The centripetal effects and Coriolis terms matrix
C (q, q̇) can be non-unique nevertheless the vector
C (q, q̇) q̇ is unique. Additionally, this matrix satisfies
the following properties:
a) C (q,0) = 0 ∀ q ∈ IR6.
b) ∀q,x,y ∈ IR6, ‖C (q,x)y‖ ≤ kC1 ‖x‖‖y‖ where
kC1 ∈ IR+
Figure 9: Aircrafts performance
c) ∀v,w,x,y,z ∈ IR6 and kC1 ,kC2 ∈ IR+, it holds
that ‖C (x,z)w−C (y,v)w‖ ≤ kC1 ‖z−v‖‖w‖ +
kC2 ‖x−y‖‖w‖‖z‖
3) The gravitational terms vector G(q) holds the proper-
ties listed next.
a) ∀τt ∈ IR+,
∫ τt
0 G(q)
T q̇dt = U (q(τt))−U (q(0))
b) ∀τt ∈ IR+ and kU = minq [U (q)] ∈ IR+,∫ τt
0 G(q)
T q̇dt +U (q(0))≥ kU .









d) ‖G(q)‖ ≤ k′ ∀q with k′ ∈ IR+.
4) The residual dynamics h(e, ė) ∈ IR6 is a vector associ-
ated to the dynamics of the robot and the position and
velocity errors defined as:
h(e, ė) =[M (qd)−M (qd − e)] q̈d +G(qd)−G(qd − e)
+ [C (qd , q̇d)−C (qd − e, q̇d − ė)] q̇d
Such vector satisfies that ∀e, ė ∈ IR6 and kh1 ,kh2 ∈ IR+,
‖h(e, ė)‖ ≤ kh1 ‖ė‖+ kh2 ‖fth (e)‖ where
fth (e) =
[
tanh(ex) . . . tanh
(
eβ2
)]T ∈ IR6 (60)
is the hyperbolic tangent function which has the following
properties for ∀ e, ė:
‖fth (e)‖ ≤ ‖e‖ ‖fth (e)‖ ≤
√
6
‖fth (e)‖2 ≤ fth (e)T e
∥∥ḟth (e)∥∥≤ ‖ė‖
APPENDIX B
LINEARIZATION FOR SYSTEM OBSERVABILITY
As the dynamics of the system is highly non linear and
coupled, a linearization of Eq.(12) is needed to prove local
observability at a given operational point χ e,U. Notice that the
observation equation (Eq.(28)) is already linear. In this sense,
considering a Taylor series approximation and neglecting the
high-order terms, the linearization of Eq.(12) is given in the
form
Δχ̇ e = Ael Δχ
e +Bel ΔU (61)
such that Δχ̇ e = χ̇ e−F(χ e,U) ∈ IR18, Δχ e = χ e−χ e ∈ IR18,
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where χ e ∈ IR18 and U ∈ IR6 represent the operational point at
which the linearization is made and Ael ∈ IR18×18, Bel ∈ IR18×6.
Since the observability proof implies only the knowledge of Ael
and Cek , we exclusively present the expression that describes
Ael for its ulterior evaluation. Following the same procedure
introduced in Section III to redefine Z as in Eq.(26). From the










































] ∈ IR6×18 (65)
To extend the definition of the partial derivative in Eq. (64), let
one recall q̈ given in Eq. (19), such that the partial derivatives
can be rewritten as:
∂ q̈
∂ q̇
=−M (q)−1 Cq̇ ∂ q̈∂q = Q̈q
∂ q̈
∂ρ


























































Such that Ael evaluated at χ
e
,U is defined as:
Ael =
⎡
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[8] J. Alvarez-Muñoz, J. Castillo-Zamora, J. Escareno, I. Boussaada,
F. Méndez-Barrios, and O. Labbani-Igbida, “Time-delay control of a
multi-rotor vtol multi-agent system towards transport operations,” in
2019 International Conference on Unmanned Aircraft Systems (ICUAS).
IEEE, 2019, pp. 276–283.
[9] A. Fotouhi, H. Qiang, M. Ding, M. Hassan, L. G. Giordano, A. Garcia-
Rodriguez, and J. Yuan, “Survey on uav cellular communications:
Practical aspects, standardization advancements, regulation, and security
challenges,” IEEE Communications Surveys & Tutorials, 2019.
[10] K. Low, T. Hu, S. Mohammed, J. Tangorra, and M. Kovac, “Perspectives
on biologically inspired hybrid and multi-modal locomotion,” Bioinspi-
ration & biomimetics, vol. 10, no. 2, p. 020301, 2015.
[11] J. Tang, B. Li, Z. Li, and J. Chang, “A novel underwater snake-like robot
with gliding gait,” in 2017 IEEE 7th Annual International Conference
on CYBER Technology in Automation, Control, and Intelligent Systems
(CYBER). IEEE, 2017, pp. 1113–1118.
[12] Y. S. Hagh, R. M. Asl, and V. Cocquempot, “A hybrid robust fault
tolerant control based on adaptive joint unscented kalman filter,” ISA
transactions, vol. 66, pp. 262–274, 2017.
[13] S. Refoufi and K. Benmahammed, “Control of a manipulator robot by
neuro-fuzzy subsets form approach control optimized by the genetic
algorithms,” ISA transactions, vol. 77, pp. 133–145, 2018.
[14] P. Londhe, Y. Singh, M. Santhakumar, B. Patre, and L. Waghmare,
“Robust nonlinear pid-like fuzzy logic control of a planar parallel (2prp-
ppr) manipulator,” ISA transactions, vol. 63, pp. 218–232, 2016.
[15] L. Angel and J. Viola, “Fractional order pid for tracking control of a
parallel robotic manipulator type delta,” ISA transactions, vol. 79, pp.
172–188, 2018.
[16] D. Six, S. Briot, A. Chriette, and P. Martinet, “The kinematics, dynamics
and control of a flying parallel robot with three quadrotors,” IEEE
Robotics and Automation Letters, vol. 3, no. 1, pp. 559–566, 2018.
[17] M. Zhao, T. Anzai, F. Shi, X. Chen, K. Okada, and M. Inaba,
“Design, modeling, and control of an aerial robot dragon: A dual-rotor-
embedded multilink robot with the ability of multi-degree-of-freedom
aerial transformation,” IEEE Robotics and Automation Letters, vol. 3,
no. 2, pp. 1176–1183, 2018.
[18] M. Zhao, K. Kawasaki, K. Okada, and M. Inaba, “Transformable
multirotor with two-dimensional multilinks: modeling, control, and
motion planning for aerial transformation,” Advanced Robotics, vol. 30,
no. 13, pp. 825–845, 2016.
[19] M. Zhao, F. Shi, T. Anzai, K. Chaudhary, X. Chen, K. Okada, and
M. Inaba, “Flight motion of passing through small opening by dragon:
Transformable multilinked aerial robot,” in 2018 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS). IEEE, 2018, pp.
4735–4742.
[20] T. Anzai, M. Zhao, X. Chen, F. Shi, K. Kawasaki, K. Okada, and
M. Inaba, “Multilinked multirotor with internal communication system
for multiple objects transportation based on form optimization method,”
in Intelligent Robots and Systems (IROS), 2017 IEEE/RSJ International
Conference on. IEEE, 2017, pp. 5977–5984.
[21] J. Castillo-Zamora, J. Escareno, I. Boussaada, O. Labbani, and K. Ca-
marillo, “Modeling and control of an aerial multi-cargo system: Robust
acquiring and transport operations,” in 2019 18th European Control
Conference (ECC). IEEE, 2019, pp. 1708–1713.
[22] J. J. Castillo-Zamora, J. Escareno, J. Alvarez, J. Stéphant, and I. Bous-
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