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Abstract—In this work, conditional entropy is used to quantify
the information loss induced by passing a continuous random
variable through a memoryless nonlinear input-output system.
We derive an expression for the information loss depending on
the input density and the nonlinearity and show that the result is
strongly related to the non-injectivity of the considered system.
Tight upper bounds are presented, which can be evaluated with
less difficulty than a direct evaluation of the information loss,
which involves the logarithm of a sum. Application of our results
is illustrated on a set of examples.
I. INTRODUCTION
Information processing, in the sense of changing the infor-
mation of or retrieving information from a signal, can only
be accomplished by nonlinear systems, while causal, stable,
linear systems do not affect a signal’s entropy rate [1], [2,
pp. 663]. As a consequence, in the past information-theoretic
measures in system analysis were almost exclusively used for
highly nonlinear, chaotic systems, mainly motivated by the
works of Kolmogorov [3], [4] and Sinai [5]. On the con-
trary, linear systems and relatively simple nonlinear systems
(e.g., containing static nonlinearities) usually lack information-
theoretic descriptions and are often characterized by second-
order statistics or energetic measures (e.g., transfer function,
power spectrum, signal-to-distortion ratio, mean square error
between input and output, correlation functions, etc.).
In this work, we characterize the amount of information
lost by passing a signal through a static nonlinearity. These
systems, although simple, are by no means irrelevant in
technical applications: One of the major components of the
energy detector, a low-complexity receiver architecture for
wireless communications, is a square-law device. Rectifiers,
omnipresent in electronic systems are another example for
static nonlinearities, which further constitute the nonlinear
components in Wiener and Hammerstein systems. This work
thus acts as a first step towards the goal of a comprehensive
information-theoretic framework for more general nonlinear
systems, providing an alternative to the prevailing energetic
descriptions. While an analysis of information rates will be
left for future work, this paper is concerned with zeroth-order
entropies only.
Information loss can most generally be expressed as the
difference of mutual informations,
I(Xˆ;X)− I(Xˆ ;Y ) (1)
where the random variables (RV) X and Y are two descrip-
tions for another RV Xˆ . In words, the difference in (1) is the
information lost by changing the description from X to Y (cf.
Fig. 1). This kind of information loss is of particular interest
for learning/coding/clustering (e.g., word clustering [6]) and
triggered the development of optimal representation tech-
niques [7]. Generally, changing the description from X to Y
does not necessarily imply that the information loss is non-
negative. In the special case that Y is a function of X – the
case we are concerned with – the data processing inequality
states that information can only be lost [8, pp. 35]. In other
words, the difference in (1) is non-negative.
In case Xˆ is identical to the RV X itself, the information
loss simplifies to (cf. proof of Theorem 1)
H(X |Y ) (2)
i.e., to the conditional entropy of X given the description
Y . This equivocation, as Shannon termed it in his seminal
paper [1], was originally used to describe the information
loss for stochastic relations between the RVs X and Y . In
contrary to that, we are concerned with deterministic functions
Y = g(X).
To our knowledge, little work has been done in this regard.
Some results are available for the capacity of nonlinear chan-
nels [9], [10], and recently the capacity of a noisy (possibly
nonlinear and non-injective) function was analyzed [11], [12].
Considering deterministic systems, we found that Pippenger
used equivocation to characterize the information loss induced
by multiplying two integer numbers [13], while the coarse
observation of discrete stochastic processes is analyzed in [14].
An analysis of how much information is lost by passing a
continuous RV through a static nonlinearity cannot be found
in the literature.
Aside from providing information-theoretic descriptions for
the nonlinear systems mentioned above, our results also apply
to different fields of signal processing and communication
theory. To be specific, the information loss may prove useful
to compute error bounds for the reconstruction of nonlinearly
distorted signals [8, pp. 38] and in capacity considerations for
nonlinear channels. To give another example, according to [11]
the capacity of a noisy function G(·) (a noisy implementation
of the determinisitic function g(·)), is given as the maximum
of
H(X |Y ) + I(G(X);Y ) (3)
over all (discrete) distributions of X . In this work, we give an
expression for the first part of this equation, assuming that X
is a continuous RV.
After introducing the problem statement in Section II, an
expression for the information loss is derived and related to
Xˆ∆xˆ → 0
Q(·) g(·) Y
X
I(Xˆ;X)
I(Xˆ;Y )
Fig. 1. Equivalent model for computing the information loss of an
input-output system with static nonlinearity g(·). Q(·) is a quantizer with
quantization step size ∆xˆ. Note that X can be modeled as the sum of Xˆ and
an input-dependent finite-support noise term N as in [15].
the non-injectivity of the system in Section III, while bounds
on the information loss are presented in Section IV. Section V
illustrates the theoretical results with the help of examples.
This is an extended version of a paper submitted to an IEEE
conference [15].
II. PROBLEM STATEMENT
We focus our attention on a class of systems whose input-
output behavior can be described by a piecewise strictly
monotone function. While this excludes functions which are
constant on some proper interval (e.g., limiters or quantizers,
for which it can be shown that the information loss becomes
infinite), many well-behaved functions can be interpreted in
the light of the forthcoming Definition. Take, e.g., the function
g(x) = cos(x) for some X = [0, Lpi). While the function is
clearly not monotone on X , it is strictly monotone for all
Xi = [(i − 1)pi, ipi), i = 1, . . . , L. As it turns out, piecewise
strict monotonicity does not rule out functions whose deriva-
tive is zero on a finite set. In addition to that, neither continuity
nor differentiability are requirements imposed by Definition 1,
but only piecewise continuity and piecewise differentiability.
Definition 1. Let g: X → Y , X ,Y ⊆ R, be a bounded, sur-
jective, Borel measurable function which is piecewise strictly
monotone on L subdomains Xl
g(x) =


g1(x), if x ∈ X1
g2(x), if x ∈ X2
.
.
.
gL(x), if x ∈ XL
(4)
where gl: Xl → Yl are bijective. We assume that the sub-
domains are an ordered set of disjoint, proper intervals with⋃L
l=1 Xl = X and xi < xj for all xi ∈ Xi, xj ∈ Xj whenever
i < j. We further require all gl(·) to be differentiable on the
interval enclosure of Xl.
Note that X does not need to be an interval itself. Strict
monotonicity implies that the function is invertible on each
interval Xl, i.e., there exists an inverse function g−1l : Yl → Xl,
where Yl is the image of Xl. However, the function g(·)
needs not be invertible on X , i.e., it can be non-injective.
Equivalently, the images of the intervals, Yl, unite to Y ,
but need not be disjoint. Let g(·) describe the input-output
behavior of the system under consideration (see Fig. 1).
As an input to this system consider a sequence of in-
dependent samples, identically distributed with continuous
cumulative distribution function (CDF) FX(x) and probability
density function (PDF) fX(x). Without loss of generality, let
the support of this RV be X , i.e., fX(x) is positive on X and
zero elsewhere.
As an immediate consequence of this system model, the
conditional PDF of the output Y given the input X can be
written as [16]
fY |X(x, y) = δ(y − g(x)) =
∑
i∈I(y)
δ(x − xi)
|g′ (xi)| (5)
where δ(·) is Dirac’s delta distribution, I (y) = {i : y ∈ Yi}
and xi = g−1i (y) for all i ∈ I (y). In other words, {xi} is the
preimage of y or the set of roots satisfying y = g(x). The
marginal PDF of Y is thus given as [2, pp. 130], [16]
fY (y) =
∑
i∈I(y)
fX(xi)
|g′ (xi)| . (6)
III. INFORMATION LOSS OF STATIC NONLINEARITIES
In what follows we quantify the information loss induced
by g(·), and we show that this information loss is identical
to the remaining uncertainty from which interval Xl the
input x originated after observing the output y. The main
contribution of this work is thus concentrated in the following
two Theorems.
Lemma 1. Let g: X → Y and f : Y → Z be measurable
functions. Further, let X be a continuous RV on X and Y =
g(X). Then,
E {f(y)} =
∫
Y
f(y)fY (y)dy =
∫
X
f(g(x))fX(x)dx. (7)
Proof: The proof is based on the fact that for a measurable
g(·) [2, pp. 142, Theorem 5-1]
E {g(x)} =
∫
X
g(x)fX(x)dx. (8)
Lemma 1 follows from (8) since for measurable g(·) and f(·)
the composition (f ◦ g)(·) = f(g(·)) is also measurable.
Theorem 1. The information loss induced by a function g(·)
satisfying Definition 1 is given as
H(X |Y ) =
∫
X
fX(x) log

∑i∈I(g(x)) fX (xi)|g′(xi)|
fX (x)
|g′(x)|

 dx. (9)
Proof: Using identities from [8] and the model in Fig. 1
the conditional entropy H(X |Y ) can be calculated as
H(X |Y ) = lim
Xˆ→X
(
H(Xˆ |Y )−H(Xˆ|X)
)
= lim
Xˆ→X
(
H(Xˆ)−H(Xˆ |X)−H(Xˆ) +H(Xˆ|Y )
)
= lim
Xˆ→X
(
I(Xˆ ;X)− I(Xˆ;Y )
)
. (10)
where Xˆ is a discrete RV converging surely to X . This
auxillary RV is necessary to ensure that the (discrete) entropies
we use are well-defined. Here, motivated by the data process-
ing inequality [8, pp. 34], we have related the conditional
entropy to a difference of mutual informations, which we
have introduced as the most general notion of information loss
in Section I. In addition to that, the mutual information has
the benefit that it is defined for general joint distributions [8,
pp. 252], which eliminates the requirement for a discrete Xˆ .
For the mutual information between X and Xˆ we can write
with [8, pp. 251]
I(Xˆ,X) =
∫
X
∫
X
f
XˆX
(xˆ, x) log
(
fX|Xˆ(xˆ, x)
fX(x)
)
dxdxˆ.
(11)
Similarily, with Lemma 1 (the logarithm and all PDFs are
measurable) we get for I(Xˆ, Y )
I(Xˆ ;Y ) =
∫
X
∫
X
f
XˆX
(xˆ, x) log
(
f
Y |Xˆ(xˆ, g(x))
fY (g(x))
)
dxdxˆ.
(12)
After subtracting these expressions according to (10) we
can exchange limit and integration (see Appendix). In the
limit the conditional PDFs assume f
X|Xˆ(xˆ, x) = δ(x − xˆ)
and fY |Xˆ(·, ·) = fY |X(·, ·), thus (5), and using these we
obtain (13) at the bottom of the next page. Since the integral
over xˆ is zero for xˆ 6= x due to δ(x − xˆ), only the term
satisfying xk = x remains from the sum over Dirac’s deltas
in the denominator; this term cancels with the delta in the
numerator. Integrating over xˆ and substituting (6) for fY (·)
finally yields
H(X |Y ) =
∫
X
fX(x) log

∑i∈I(g(x)) fX (xi)|g′(xi)|
fX (x)
|g′(x)|

 dx (14)
and completes the proof.
Note that for Xˆ → X both I(Xˆ ;X) and I(Xˆ;Y ) diverge
to infinity, but their difference not necessarily does. Further,
if for all y = g(x) the preimage is a singleton (|I (g(x)) | = 1
for all x ∈ X ), g(·) is injective (thus bijective by Definition 1)
and the information loss H(X |Y ) = 0.
In Theorem 1 we provided an expression to calculate the
information loss induced by a static nonlinearity. The follow-
ing Theorem is of a different nature: It gives an explanation
of why information is lost at all. Considering non-injective
functions g(·) satisfying Definition 1, multiple input values
may lead to the same output – the preimage of y may contain
multiple elements. Given the output, the input is uncertain only
w.r.t. which of these elements has been fed into the system
under consideration. Due to the piecewise strict monotonicity
of g(·) each subdomain contains at most one element of the
preimage of y. Therefore, the information loss is identical to
the uncertainty about the interval Xl from which the input
x originated given the output value y. Before making this
statement precise in Theorem 2, let us introduce the following
Definition:
Definition 2. Let W be a discrete RV with |W| = L mass
points which is defined as
W = wi if x ∈ Xi (15)
for all i = 1, . . . , L.
In other words, W is a discrete RV which depends on the
interval Xl of x, and not on its actual value. As an immediate
consequence of this Definition we obtain
Pr(W = wi) = p(wi) =
∫
Xi
fX(x)dx (16)
i.e., the probability mass contained in the i-th interval.
In accordance with the model in Fig. 1 and the reasoning in
the Appendix, one can think of W as Xˆ when the quantization
bins are identical to Xl. While in Theorem 1 we required Xˆ
to converge to X surely, the next Theorem shows that indeed
such a convergence is not necessary as long as the quantization
bins are chosen appropriately. This fact will then establish the
link between the non-injectivity, piecewise strict monotonicity
on intervals, and information loss. We are now ready to state
the main Theorem:
Theorem 2 (Main Theorem). The uncertainty about the input
value x after observing the output y is identical to the
uncertainty about the interval Xl from which the input was
taken, i.e.,
H(X |Y ) = H(W |Y ). (17)
Proof: Permitting continuous observations Y of a discrete
random variable W , i.e., Y ⊆ R, we can write for the
conditional entropy [17], [18]
H(W |Y ) =
∫
Y
H(W |Y = y)fY (y)dy (18)
= −
∫
Y
L∑
i=1
p(wi|y) log p(wi|y)fY (y)dy. (19)
The conditional probability of W given Y , p(wi|y) =
Pr(W = wi|Y = y), can be calculated from (15) as
p(wi|y) =
∫
Xi
fX|Y (x, y)dx (20)
=
1
fY (y)
∫
Xi
fY |X(x, y)fX(x)dx (21)
=
1
fY (y)
∑
k∈I(y)
∫
Xi
δ(x− xk)
|g′(xk)| fX(x)dx (22)
where we made use of (5) and exchanged the order of summa-
tion and integration. Due to piecewise strict monotonicity of
the function g(·), each interval contains at most one element
of the preimage of y. Thus, if i ∈ I (y), this element is given
by g−1i (y) and
p(wi|y) = 1
fY (y)
∫
Xi
δ(x− g−1i (y))
|g′(g−1i (y))|
fX(x)dx (23)
=
fX(g
−1
i (y))
|g′(g−1i (y))|fY (y)
. (24)
Conversely, if i /∈ I (y), we obtain p(wi|y) = 0.
We are now ready to compute the conditional entropy of W
given Y , i.e., the uncertainty about the interval from which x
was drawn:
H(W |Y ) = −
∫
Y
L∑
i=1
p(wi|y) log p(wi|y)fY (y)dy (25)
= −
∫
Y
∑
i∈I(y)
fX(xi)
|g′(xi)| log
(
fX(xi)
|g′(xi)|fY (y)
)
dy
(26)
where we used xi = g−1i (y). We can now substitute x =
g−1l (y) for all l = 1, . . . , L where in each Xl only a single
root remains. With gl(x) = g(x) on Xl we thus obtain
H(W |Y ) = −
∑
l
∫
Xl
fX(x)
|g′(x)| |g
′(x)| log

 fX (x)|g′(x)|
fY (g(x))

 dx
=
∫
X
fX(x) log

∑k∈I(g(x)) fX (xk)|g′(xk)|
fX (x)
|g′(x)|

 dx
(27)
where we replaced fY (g(x)) by (6) and collapsed the sum of
integrals over Xl to a single integral over X . Since this result
is identical to (9), i.e.,
H(W |Y ) = H(X |Y ) (28)
the proof is complete.
The information loss induced by a function satisfying Def-
inition 1 is thus only related to the roots of the equation
y = g(x). Conversely, if the interval Xl of x is known, the
exact value of x can be reconstructed after observing y:
H(X |Y ) = H(X,W |Y ) (29)
= H(X |W,Y ) +H(W |Y ) (30)
= H(X |W,Y ) +H(X |Y ) (31)
and thus H(X |W,Y ) = 0.
Aside from the properties of conditional entropies (non-
negativity [8, pp. 15], asymmetry in its arguments, etc.) the
information loss has an important property concerning the
cascade of deterministic, static systems, which is not shared
by the conditional entropy in general. For such a cascade (see
X g(·) h(·) Z
Y
H(X|Y ) H(Y |Z)
H(X|Z)
Fig. 2. Cascade of systems
Fig. 2), which in the static case is equivalent to a composition
of the implemented functions, we can prove the following
Theorem:
Theorem 3. Consider two functions g: X → Y and h: Y → Z
satisfying Definition 1 and a cascade of systems implementing
these functions, as shown in Fig. 2. Let Y = g(X) and Z =
h(Y ). Then, the information loss induced by this cascade, or
equivalently, by the composition (h ◦ g)(·) = h(g(·)) is given
by:
H(X |Z) = H(X |Y ) +H(Y |Z) (32)
Proof: The proof starts by expanding H(X,Y |Z)
H(X,Y |Z) = H(X |Y, Z) +H(Y |Z)
= H(X |Y ) +H(Y |Z)
since X → Y → Z forms a Markov chain and thus X and Z
are independent given Y [8]. Further, H(X,Y |Z) = H(X |Z)
since Y is a function of X . Thus,
H(X |Z) = H(X |Y ) +H(Y |Z) (33)
and the proof is complete.
Extending Theorem 3, we obtain the following Corollary:
Corollary 1. Consider a set of functions gi: Xi−1 → Xi,
i = 1, . . . , N , each satisfying Definition 1, and a cascade of
systems implementing these functions. Let Xi, i = 1, 2, . . . , N ,
denote the output of the ith constituent system and, thus, the
input of the (i+1)th system. Given the input of the first system,
X0, we have
H(X0|XN ) =
N∑
i=1
H(Xi−1|Xi). (34)
Proof: The Corollary is proved by repeated application
of Theorem 3.
This result does not imply that the order in which the
functions can be arranged has no influence on the information
loss of the cascade, as one would expect from stable, linear
systems. Illustrative examples showing that this does not hold
can be found, e.g., in [19]. Moreover, calculating the individual
information losses requires in each case the PDF of the input
H(X |Y ) = lim
Xˆ→X
(
I(Xˆ;X)− I(Xˆ ;Y )
)
=
∫
X
∫
X
fX(x)δ(x − xˆ) log

 δ(x− xˆ)fY (g(x))
fX(x)
∑
k∈I(g(x))
δ(xˆ−xk)
|g′(xk)|

 dxˆdx (13)
to the function under consideration. While this does not seem
to yield an improvement compared to a direct evaluation of (9),
Theorem 3 can be used to bound the information loss of the
cascade efficiently whenever bounds on the individual infor-
mation losses are available. We will introduce such bounds in
the next Section.
IV. UPPER BOUNDS ON THE INFORMATION LOSS
In many situations it might be inconvenient, or even impos-
sible, to evaluate the information loss (9) analytically since it
involves the logarithm of a sum, for which only inequalities
exist [8]. Therefore, one has to resort to numeric integration
or use bounds on the information loss which are simpler to
evaluate. In this Section we derive an upper bound which
requires only minor knowledge about the function g(·) –
namely, the number of intervals L – and we show that this
bound is tight.
Theorem 4. The information loss induced by a function g(·)
satisfying Definition 1 can be upper bounded by the following
ordered set of inequalities:
H(X |Y ) ≤
∫
Y
fY (y) log (|I (y) |) dy (35)
≤ log
(
L∑
l=1
∫
Yl
fY (y)dy
)
(36)
≤ logL (37)
Bound (35) holds with equality if and only if
∑
k∈I(g(x))
fX(xk)
|g′(xk)|
|g′(x)|
fX(x)
(38)
is piecewise constant. If this expression is constant for all
x ∈ X , bound (36) is tight. Bound (37) holds with equality
if and only if additionally Yl = Y for all l = 1, . . . , L, and
thus (38) evaluates to L.
Proof: The proof relies upon Theorem 2, where we
established H(X |Y ) = H(W |Y ) and thus
H(X |Y ) =
∫
Y
H(W |Y = y)fY (y)dy. (39)
The first inequality, based upon the maximum entropy property
of the uniform distribution [8, pp. 29], becomes an equality if
p(wi|y) = 1|I(y)| for all i ∈ I (y), such that H(W |Y = y) =
log (|I (y) |). Combining this with (24) we have
p(wi|y) = fX(g
−1
i (y))
|g′(g−1i (y))|fY (y)
=
1
|I (y) | (40)
Performing multiplicative inversion and inserting (6) we obtain
|I (y) | = fY (y) |g
′(g−1i (y))|
fX(g
−1
i (y))
(41)
=
∑
k∈I(y)
fX(xk)
|g′(xk)|
|g′(g−1i (y))|
fX(g
−1
i (y))
(42)
for all y ∈ Y and all i ∈ I (y) ⊆ {1, . . . , L}. Since generally
|I (y) | is piecewise constant and independent of i as long as
i ∈ I (y), it is immaterial which i from I (y) is chosen. Thus,
one can exchange g−1i (y) by x and I (y) by I (g(x)), which
proves the requirement of the first bound.
The second inequality is due to Jensen [8, pp. 27]. Equality
is achieved if |I (y) | is constant for all y ∈ Y , or equivalently∑
k∈I(g(x))
fX(xk)
|g′(xk)|
|g′(x)|
fX(x)
= const. (43)
for all x ∈ X .
If the requirements for equality in (35) and (36) are met,
the information loss is given as H(X |Y ) = log(|I (y) |) for
any y ∈ Y . Thus, the last bound, (37), is tight if and only if
|I (y) | = L for all y ∈ Y . This requires that Yl = Y for all
l = 1, . . . , L and completes the proof.
An example of a function g(·) for which (38) is piecewise
constant assumes on each interval Xl the cumulative distri-
bution function FX(x), possibly modified with a sign and an
additive constant. In other words, for all l = 1, . . . , L
gl(x) = blFX(x) + cl (44)
where bl ∈ {1,−1} and cl ∈ R are arbitrary constants. Such a
function h: X → Y is depicted in Fig. 3. The constants cl and
the probability masses in each interval are constrained if (38)
shall be constant. As a special case, consider this constant
to be equal to L, which guarantees tightness in the largest
bound (37). In order that appropriate constants cl exist, all
intervals Xl have to contain the same probability mass, i.e.,∫
Xl
fX(x)dx =
1
L
. (45)
Since equal probability mass in all intervals is a necessary, but
not a sufficient condition for equality in (37) (cf. Fig. 3), the
constants cl have to be set to
cl = −
l−1∑
i=1
∫
Xi
fX(x)dx = − l− 1
L
(46)
where we assume that the intervals are ordered and where bl =
1 for all l. A function g: X → Z satisfying these requirements
is shown in Fig. 3.
Another example of a function satisfying the tightness
conditions of Theorem 4 is given in Example 1 of Section V.
V. EXAMPLES
In this Section, the application of the obtained expression
for the information loss and its upper bounds is illustrated.
Unless otherwise noted, the logarithm is taken to base 2.
A. Example 1: Even PDF, Magnitude Function
Consider a continuous RV X with an even PDF, i.e.,
fX(−x) = fX(x). Let the support X = R and let this RV
be the input to the magnitude function, i.e.,
g(x) = |x| =
{
−x, if x < 0
x, if x ≥ 0 . (47)
xFX(x), g(x), h(x)
1
Z
Y1 Y2
Y3
X1 X2 X3
b
b
b
Fig. 3. Piecewise strictly monotone functions with L = 3 satisfying conditions of Theorem 4. The function in blue, h: X → Y , renders (38) piecewise
constant but not constant due to improper setting of the constants cl. Tightness is achieved in the smallest bound, (35), only. The function in red, g: X → Z ,
satisfies all conditions (i.e., (38) is constant and Zl = Z for all l) and thus achieves equality in the largest bound (37). Note that the subdomains Xl are
chosen such that each subdomain contains the same probability mass.
The magnitude function is piecewise strictly monotone on
X1 = (−∞, 0) and X2 = [0,∞), and with L = 2 we obtain
the largest bound from Theorem 4 as
H(X |Y ) ≤ log 2 = 1. (48)
Both intervals are mapped to the positive (non-negative) real
axis, i.e., Y1 ∪ {0} = Y2 = Y = [0,∞), which implies that
the second bound in Theorem 4 also yields H(X |Y ) ≤ 1. The
magnitude of the first derivative of g(·) is equal to unity on
both X1 and X2. There are two partial inverses mapping Y to
the subdomains of X :
x1 = g
−1
1 (y) = − y = −g(x), and (49)
x2 = g
−1
2 (y) = y = g(x). (50)
Thus for all x ∈ X we have |I (g(x)) | = 2, which renders
the smallest bound of Theorem 4 as H(X |Y ) ≤ 1. Combin-
ing (47) with the two partial inverses, we obtain for x ∈ X1:
x1 = x, and (51)
x2 = − x. (52)
Conversely, for x ∈ X2 we have x1 = −x and x2 = x. Using
this in (9) we obtain the information loss
H(X |Y ) =
∫
X1
fX(x) log
(
fX(x) + fX(−x)
fX(x)
)
dx∫
X2
fX(x) log
(
fX(−x) + fX(x)
fX(x)
)
dx
= log 2
∫
X
fX(x)dx = 1
which shows that all bounds of Theorem 4 are tight in this
example.
The conditional entropy is identical to one bit. In other
words, if an RV with an even PDF (thus, with equal probability
masses for positive and negative values) is fed through a
magnitude function, one bit of information is lost. Despite
the fact that this result seems obvious, this is the first time
that it is derived for a continuous input to the best knowledge
of the authors.
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Fig. 4. Piecewise strictly monotone function of Example 2
B. Example 2: Zero-Mean Uniform PDF, Piecewise Strictly
Monotone Function
Consider an RV X uniformly distributed on [−a, a], a ≥ 1,
and a function g(·) defined as:
g(x) =
{
x2, if x < 0
x, if x ≥ 0 . (53)
This function, depicted in Fig. 4, is piecewise strictly mono-
tone on (−∞, 0) and [0,∞). We introduce the following
partitioning:
X1 = [−a, 0)→ Y1 = (0, a2] (54)
X2 = [0, a]→ Y2 = [0, a] (55)
Since the function is not differentiable, we define |g′(·)| in a
piecewise manner by the magnitude of the first derivatives of
gl(·):
|g′(x)| =
{
2|x|, if x < 0
1, if x ≥ 0 (56)
The two partial inverses on Y2 are given by
x1 = −√y = −
√
g(x) =
{
x, if x < 0
−√x, if x ≥ 0 and (57)
x2 = y = g(x) =
{
x2, if x < 0
x, if x ≥ 0 (58)
while on Y\Y2 = (a, a2] only the root x1 exists (i.e., this
image is mapped to bijectively). Noticing that the information
loss on the corresponding preimage Xb = [−a,−√a) is zero,
we can write for the conditional entropy:
H(X |Y ) =
∫
X1\Xb
fX(x) log

 fX (x)2|x| + fX(x2)
fX (x)
2|x|

 dx
+
∫
X2
fX(x) log

 fX (−
√
x)
2
√
x
+ fX(x)
fX(x)

 dx
(59)
Since fX(x) = 12a for all x, x
2
, and −√x in the designated
integration ranges, we obtain
H(X |Y ) =
∫ 0
−√a
1
2a
log (1 + 2|x|) dx
+
∫ a
0
1
2a
log
(
1 +
1
2
√
x
)
dx
=
4a+ 4
√
a+ 1
8a
log(2
√
a+ 1)
− log(2
√
a)
2
− 1
4
√
a ln 2
where ln is the natural logarithm. For a = 1 this approximates
to H(X |Y ) ≈ 0.922 bits. The information loss is slightly
less than one bit, despite the fact that two equal probability
masses collapse and the complete sign information is lost.
This suggests that by observing the output part of the sign
information can be retrieved. Looking at Fig. 4, one can see
that for the subdomain located on the negative real axis, i.e.,
for X1, more probability mass is mapped to smaller outputs
than to higher outputs. Thus, for a small output value y it
is more likely that the input originated from X1 than from
X2 (and vice-versa for large output values). Mathematically,
this means that despite p(w1) = p(w2) = 0.5, we have
p(w1|y) 6= p(w2|y), which according to Theorem 2 plays a
central role in computing the conditional entropy H(X |Y ).
By evaluating the bounds from Theorem 4 we obtain
H(X |Y ) ≤ 1 +
√
a
2
√
a
≤ log
(
3
√
a+ 1
2
√
a
)
≤ 1 (60)
which for a = 1 all evaluate to 1 bit. The bounds are not tight
as the conditions of Theorem 4 are not met in this case.
C. Example 3: Normal PDF, Third-order Polynomial
Finally, consider a Gaussian RV X ∼ N (0, σ2) and the
function
g(x) = x3 − 100x (61)
depicted in Fig. 5. An analytic computation of the information
loss is prevented by the logarithm of a sum in (9). Still, we
will show that with the help of Theorem 4 at least a bound
on the information loss can be computed.
Judging from the extrema of this function, three piecewise
monotone intervals can be defined. Further, the domain which
x
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− 10√
3
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3
Fig. 5. Third-order polynomial of Example 3
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Fig. 6. Information loss of Example 3
is mapped bijectively can be shown to be identical to Xb =(
−∞,− 20√
3
]
∪
[
20√
3
,∞
)
and contains a probability mass of
Pb = 2FX
(
− 20√
3
)
= 2Q
(
20√
3σ
)
(62)
where Q(·) is the Q-function. With this result and the fact that
Pb =
∫
Xb
fX(x)dx =
∫
Yb
fY (y)dy (63)
for a bijective mapping g(·) between Xb and Yb we can upper
bound the information loss by Theorem 4:
H(X |Y ) ≤
∫
Y
fY (y) log(|I (y) |)dy (64)
=
∫
Y\Yb
fY (y) log 3dy = (1− Pb) log 3 (65)
since |I (y) | = 1 if y ∈ Yb and |I (y) | = 3 if y ∈ Y \ Yb. In
Fig. 6, this bound is illustrated together with the results from
numerical integration of (9) and from Monte-Carlo simulations
of the information loss.
VI. CONCLUSION
We presented an analytic expression for the information
loss induced by a static nonlinearity. It was shown that this
information loss is strongly related to the non-injectivity of the
system, i.e., to the fact that a particular output can result from
multiple possible inputs. Conversely, given a certain output,
the input to the system under consideration is uncertain only
with respect to the roots of the equation describing the system.
The information loss can be utilized, e.g., for estimating the
reconstruction error for nonlinearly distorted signals.
Since the obtained expression involves the integral over the
logarithm of a sum, bounds on the information loss were
derived which can be computed with much less difficulty.
In particular, it was shown that the information loss for a
piecewise strictly monotone function is upper bounded by the
logarithm of the number of subdomains, and that this bound
is tight.
Generalizations of these results to rates of information loss
and nonlinear systems with memory, as well as the extension
to discrete random variables are the object of future work.
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APPENDIX
We have yet to show that in the proof of Theorem 1 limit
and integration can be exchanged. Since both I(Xˆ;X) and
I(Xˆ ;Y ) are an expectation over the same joint PDF (cf. (11)
and (12)), we can express their difference as a single integral.
Splitting the logarithm of a product in a sum of logarithms,
we obtain
H(X |Y ) = lim
Xˆ→X
(
I(Xˆ;X)− I(Xˆ ;Y )
)
= lim
Xˆ→X
[∫∫
f
XˆX
(xˆ, x) log
(
fY (g(x))
fX(x)
)
dxˆdx
+
∫∫
f
XˆX
(xˆ, x) log
(
fX|Xˆ(xˆ, x)
f
Y |Xˆ(xˆ, g(x))
)
dxˆdx
]
.
Note that the integration ranges have been omitted due to space
limitations. The first double integral can be reduced to a single
integral and taken out of the limit, since the logarithm does
not depend on xˆ. For the second integral we first invoke the
method of transformation (e.g., [2]) to obtain
fY |Xˆ(xˆ, g(x)) =
∑
i∈I(g(x))
f
X|Xˆ(xˆ, xi)
|g′(xi)|
=
fX|Xˆ(xˆ, x)
|g′(x)|
∑
i∈I(g(x))
|g′(x)|fX|Xˆ(xˆ, xi)
|g′(xi)|fX|Xˆ(xˆ, x)
Using this result in the integral above and splitting again the
logarithm, one obtains (66). Note that one element in the sum
in the logarithm is identical to one, since the preimage of g(x)
contains x. All other elements of the sum are non-negative, so
the integral is taken over a positive function.
Now let Xˆ approach X in a special way: As depicted
in Fig. 1, Xˆ is a (non-uniformly) quantized version of X .
We perform the limit as a sequence of refinements of the
partitioning, such that eventually the step sizes approach zero.
X can thus be viewed as the sum of Xˆ and a signal-dependent
noise term N with support ∆xˆ. The subscript xˆ indicates the
dependence of the quantization step size on the quantization
bin, i.e., the non-uniformity of the quantizer. Let Q(Xˆ) denote
the discrete values Xˆ can assume. We then obtain for the
conditional PDF of X given Xˆ
f
X|Xˆ(xˆ, x) =
fX(x)χ{|x−Q(xˆ)|<∆xˆ
2
}
FX(Q(xˆ) +
∆xˆ
2 )− FX(Q(xˆ)− ∆xˆ2 )
(67)
where χ{·} is the indicator function, assuming one whenever
the condition in the argument is fulfilled and zero otherwise.
The refinement of the partitioning suggests a converging
sequence of functions as the argument of the integral in (66).
At some point in the sequence we can assume that, for all
x, the partitioning is so fine that no two elements of the
preimage of g(x) lie in the same quantization bin. This is
trivially fulfilled if the end points of all intervals Xl (cf.
Definition 1) are quantization thresholds. In this case the sum
in the logarithm in (66) is identical to one, which renders
the argument of the integral zero. Since any refinement of
a partitioning does not change existing, but only adds new
quantization thresholds, the integral remains zero.
While this analysis yields yet another proof for Theorem 1,
it also allows us to upper bound the argument of the second in-
tegral in (66) by the zero function. Thus, invoking Lebesgue’s
dominated convergence theorem allows us to exchange limit
and integration.
REFERENCES
[1] C. E. Shannon, “A mathematical theory of communication,” Bell Systems
Technical Journal, vol. 27, pp. 379–423, 623–656, Oct. 1948.
[2] A. Papoulis and U. S. Pillai, Probability, Random Variables and Stochas-
tic Processes, 4th ed. McGraw Hill, 2002.
[3] A. N. Kolmogorov, “A new metric invariant of transient dynamical
systems and automorphisms in Lebesgue spaces,” Dokl. Akad. Nauk.
SSSR, vol. 119, pp. 861–864, 1958.
[4] ——, “Entropy per unit time as a metric invariant of automorphisms,”
Dokl. Akad. Nauk. SSSR, vol. 124, pp. 754–755, 1959.
[5] Y. Sinai, “On the concept of entropy for a dynamic system,” Dokl. Akad.
Nauk. SSSR, vol. 124, pp. 768–771, 1959.
[6] I. S. Dhillon, S. Mallela, and R. Kumar, “A divisive information-theoretic
feature clustering algorithm for text classification,” Journal of Machine
Learning Research, vol. 3, pp. 1265–1287, Mar. 2003.
[7] N. Tishby, F. C. Pereira, and W. Bialek, “The information bottleneck
method,” in Proc. Allerton Conf. on Communication, Control, and
Computing, Sep. 1999, pp. 368–377.
[8] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed.
Wiley Interscience, 2006.
[9] P. Zillmann and G. P. Fettweis, “On the capacity of multicarrier trans-
mission over nonlinear channels,” in Proc. IEEE Vehicular Technology
Conf. (VTC), Stockholm, Jun. 2005, pp. 1148–1152.
[10] I. Abou-Faycal and J. Fahs, “On the capacity of some deterministic non-
linear channels subject to additive white Gaussian noise,” in Proc. IEEE
Int. Conf. on Telecommunications (ICT), Doha, Nov. 2009, pp. 63–70.
H(X |Y ) =
∫
fX(x) log
( |g′(x)|fY (g(x))
fX(x)
)
dx − lim
Xˆ→X
∫∫
f
XˆX
(xˆ, x) log

 ∑
i∈I(g(x))
|g′(x)|fX|Xˆ(xˆ, xi)
|g′(xi)|fX|Xˆ(xˆ, x)

 dxˆdx (66)
[11] F. Simon, “Capacity of a noisy function,” in Proc. IEEE Information
Theory Workshop (ITW), Dublin, Aug.-Sep. 2010.
[12] B. Nazer and M. Gastpar, “Computation over multiple-access channels,”
IEEE Trans. Inf. Theory, vol. 53, no. 10, pp. 3498–3516, Oct. 2007.
[13] N. Pippenger, “The average amount of information lost in multiplica-
tion,” IEEE Trans. Inf. Theory, vol. 51, no. 2, pp. 684–687, Feb. 2005.
[14] S. Watanabe and C. T. Abraham, “Loss and recovery of information by
coarse observation of stochastic chain,” Information and Control, vol. 3,
pp. 248–278, 1960.
[15] B. C. Geiger, C. Feldbauer, and G. Kubin, “Information loss in static
nonlinearities,” submitted to a conference, 2011.
[16] A. Chi and T. Judy, “Transforming variables using the Dirac generalized
function,” The American Statistician, vol. 53, no. 3, pp. 270–272, Aug.
1999.
[17] M. Feder and N. Merhav, “Relations between entropy and error proba-
bility,” IEEE Trans. Inf. Theory, vol. 40, no. 1, pp. 259–266, Jan. 1994.
[18] J. T. Chu and J. C. Chueh, “Inequalities between information measures
and error probability,” J. Franklin Inst., vol. 282, pp. 121–125, Aug.
1966.
[19] D. H. Johnson, “Information theory and neural information processing,”
IEEE Trans. Inf. Theory, vol. 56, no. 2, pp. 653–666, Feb. 2010.
