Polar harmonic Maa{\ss} forms and holomorphic projection by Males, Joshua et al.
ar
X
iv
:2
00
9.
04
95
5v
1 
 [m
ath
.N
T]
  1
0 S
ep
 20
20
POLAR HARMONIC MAASS FORMS AND HOLOMORPHIC PROJECTION
JOSHUA MALES, ANDREAS MONO, AND LARRY ROLEN
Abstract. Recently, Mertens, Ono, and the third author studied mock modular analogues of Eisenstein
series. eir coefficients are given by small divisor functions, and have shadows given by classical Shimura
theta functions. Here, we construct a class of small divisor functions σsm2,χ and prove that these generate the
holomorphic part of polar harmonic (weak) Maaß forms of weight 3
2
. To this end, we essentially compute
the holomorphic projection of mixed harmonic Maaß forms in terms of Jacobi polynomials, but without
assuming the structure of such forms. Instead, we impose translation invariance and suitable growth con-
ditions on the Fourier coefficients. Specializing to a certain choice of characters, we obtain an identitiy
between σsm2,1 and Hurwitz class numbers, and ask for more such identities. Moreover, we prove p-adic
congruences of our small divisor functions when p is an odd prime. If χ is non-trivial we rewrite the
generating function of σsm2,χ as a linear combination of Appell-Lerch sums and their first two normalized
derivatives. Lastly, we offer a connection of our construction to meromorphic Jacobi forms of index −1
and false theta functions.
Keywords and phrases: Harmonic Maaß forms, Hurwitz class numbers, Holomorphic projection, Jacobi polyno-
mials, Shimura theta function, Small divisor function, Mixed harmonic Maaß forms, Partial theta functions, Appell-
Lerch sums
1. Introduction and statement of results
A recent paper by Mertens, Ono, and the third author [17] defined and investigated a new type of
mock modular form. eir construction is motivated by work of Hecke [12], whose results imply that
the functions
1
2
L (1− k, φ) +
∑
n≥1

∑
d|n
φ(d)dk−1

 qn, ∑
n≥1

∑
d|n
φ
(n
d
)
dk−1

 qn
are holomorphic weight k modular forms on Γ0(N) with Nebentypus φ if k > 2, where φ is any
primitive Dirichlet character of modulus N satisfying φ(−1) = (−1)k . Here and throughout, we let
τ = u + iv ∈ H and q := e2πiτ . e notation L(s, φ) refers to the Dirichlet L-function of φ. Mertens,
Ono, and the third author focussed on the case k = 2, and to this end defined a different class of twisted
and restricted versions of classical divisor sums
σk−1(n) :=
∑
d|n
dk−1.
Since σk−1(n) is a Fourier coefficient of the classical holomorphic Eisenstein series Ek for even k ≥ 2,
they called these “mockmodular Eisenstein series”. Following the seing of [17], letψ be any non-trivial
Dirichlet character of modulusMψ > 1, define the set of admissible “small” divisors
Dn :=
{
d | n : 1 ≤ d ≤ n
d
and d ≡ n
d
(mod 2)
}
,
and the small divisor function
σsm1,ψ(n) :=
∑
d∈Dn
ψ
((
n
d
)2 − d2
4
)
d.
In addition, let
λψ :=
1− ψ(−1)
2
∈ {0, 1}
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depending on the parity of ψ, let χ−4 be the unique odd character of modulus 4, and we recall Shimura’s
theta function
θψ(τ) :=
1
2
∑
n∈Z
ψ(n)nλψqn
2
.
en the main result of [17] states that the function
E+(τ) := 1
θψ(τ)

αψE2(τ) +∑
n≥1
σsm1,ψ(n)q
n


can be completed to a polar harmonicMaaß form ofweight 32−λψ onΓ0(4M2ψ)with Nebentypusψ·χ
λψ
−4,
where αψ is an implicit constant to ensure a certain growth condition. at is, it has the transformation
and analytic properties of a harmonic Maaß form, but it may have poles on the upper half plane arising
from the θψ(τ) in the denominator. Additionally, the authors presented some special choices of ψ where
their polar harmonic Maaß forms happen to have no poles on H, and offer a p-adic property of E+ for
primes p > 3.
A natural question is whether there are more classes of small divisor functions for which a similar
phenomenon to the seing of [17] appears. Our two main results give such generalizations. We let χ be
a second Dirichlet character of modulusMχ and define our small divisor function by
σsm2,χ(n) :=
∑
d∈Dn
χ
( n
d
− d
2
)
ψ
( n
d
+ d
2
)
d2.
We stipulate that ψ is odd and fixed throughout, and thus omit the dependency of σsm2,χ on ψ. We more-
over define F(τ) := F+(τ) + F−(τ), where
F+(τ) := 1
θψ(τ)
∑
n≥1
σsm2,χ(n)q
n, F−(τ) := i
π
√
2
∫ i∞
−τ
θχ (w)
(−i (w + τ)) 32
dw.
We obtain the following result.
eorem 1.1 If χ is even and non-trivial then the function F is a polar harmonic Maaß form of weight 32
on Γ0(4M
2
χ) ∩ Γ0(4M2ψ) with Nebentypus χ · (ψ · χ−4)−1. Its shadow is given by 12π θχ.
e assumption that χ is non-trivial essentially avoids the constant term in the Fourier expansion of
F , which in turn ensures the growth condition required by the definition of harmonic Maaß forms. In
addition, there is no constant term in the shadow of F . If χ is trivial and we would just subtract the
constant term arising from F− (to keep the growth properties of F ), then the shadow of F would be
given by the partial theta function
1
2π
∑
n≥1
qn
2
=
1
2π
θ
1
(τ)− 1
4π
,
and hence would not be modular anymore. In [5] it is proved that all one-dimensional partial theta
functions are (strong) quantum modular forms, firstly introduced by Zagier in [23].
Furthermore, such partial theta functions are related to Appell-Lerch sums of level 2, to meromorphic
Jacobi forms, and closely to false theta functions as well. An exposition on the former two connections
was given by Bringmann, Zwegers, and the third author in [6]. To state their results, let ζ := e2πiz , and
ϑ(z; τ) :=
∑
n∈Z
q
n2
2 ζn = −iζ− 12 q 18
∞∏
j=0
(
1− qj+1) (1− ζqj) (1− ζ−1qj+1)
be the standard Jacobi theta function of index and weight 12 . e second equality is the Jacobi triple
product identity, from which we deduce that ϑ(z; τ) has zeros precisely in Zτ +Z as a function of z and
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all zeros are simple. Moreover, leing ℓ ∈ N, the Appell-Lerch sum of level ℓ is defined by
Aℓ(w, z; τ) := e
πiℓw
∑
n∈Z
(−1)ℓnqℓn(n+1)2 e2πinz
1− e2πiwqn .
e results of [6] can be specialized to our seing and read as follows.
Proposition 1.2 ([6, Corollaries 1.2 and 1.5]) (i) We have
∑
n≥1
qn
2
= −
∫ 1
2
− 1
2
e2πi(2t)A2
(
t− τ
2
, 0; τ
)
dt.
(ii) LetD1(τ) be the residue andD2(τ) be the (−2)-th coefficient of 1ϑ(z;τ)2 expanded in z around 0. en
it holds that
D1(τ)
∑
n≥1
qn
2
+ 2D2(τ)
∑
n≥1
nqn
2
=
∫ 1
2
− 1
2
e2πi(2t)
ϑ
(
t− τ2 ; τ
)2dt,
and the functions D1(τ), D2(τ) are known to be quasimodular forms.
Zwegers provided the non-holomorphic completion of Aℓ to a two-variable Jacobi form of weight 1
and matrix index
(−ℓ 1
1 0
)
, see [26, eorem 4].
Moreover, a third perspective arises from the close relation between partial and false theta functions.
Bringmann and Nazaroglu described the completion of false theta functions to functions with certain
Jacobi transformation properties in a recent paper [4]. In particular, their result includes the completion
for ∑
n∈Z
sgn(n)q
n2
2 e2πinz,
where sgn(0) := 0.
In our simpler case, including the possibility of χ = 1 relaxes the growth condition imposed on
ordinary Maaß forms (as mentioned above). It turns out that the proof strategy of eorem 1.1 still
applies if we adjust the holomorphic part. Being more precise, we define G(τ) := G+(τ) + G−(τ),
where
G+(τ) := 1
θψ(τ)

1
2
∑
n≥1
ψ(n)n2qn
2
+
∑
n≥1
σsm2,1(n)q
n

 ,
G−(τ) := i
π
√
2
∫ i∞
−τ
θ
1
(w)
(−i (w + τ)) 32
dw,
and complete the picture (regarding even χ) by the following result.
eorem 1.3 e function G is a polar harmonic weak Maaß form of weight 32 on Γ0
(
4M2ψ
)
with Neben-
typus (ψ · χ−4)−1. Its shadow is given by 12πθ1.
From an abstract point of view the relaxed growth property of G translates to a weaker growth prop-
erty of its shadow. Especially, the shadow remains to be holomorphic at the cusps but does not vanish
there anymore.
Rouse and Webb showed in [20] that the only modular forms on Γ0(N) with integer Fourier coef-
ficients and no zeros on H are eta quotients. In addition, Mersmann and Lemke-Oliver completed the
classification of theta functions which may be wrien as such an eta quotient. We cite their results in
the formulation of [17, eorem 1.2].
eorem 1.4 ([15], [16]) e only nontrivial primitive characters ψ for which θψ is an eta quotient are
contained in the set of Kronecker characters
Ψ :=
{(
D
·
)
: D ∈ {−8,−4,−3, 2, 12, 24}
}
.
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Combiningeorems 1.1, 1.3, and 1.4 immediately yields the following corollary. (Recall that there is
no odd character of modulus 2.)
Corollary 1.5 If ψ ∈ Ψ \ {(2· )} is odd then F+ and G+ are mock theta functions.
e result ofeorem 1.4 motivates us to investigate the odd choices ψ ∈ Ψ\{(2· )} in greater detail.
To this end, letH(n) be the Hurwitz class number, counting the weighted number of classes of positive
definite binary quadratic forms of discriminant −n. Phrased in todays terminology, Zagier discovered
in [22] that
H+(τ) := − 1
12
+
∑
n≥1
H(n)qn.
can be completed to a harmonicweakMaaß formH(τ) := H+(τ)− 14G−(τ) of weight 32 onΓ0(4). To see
this, onemay rewrite G− as in Lemma 4.1 below, and compare [2,eorem 6.3] for instance. e function
H is then oen called Zagier’s weight 32 non-holomorphic Eisenstein series. A standard computation using
the Sturm bound yields the following.
Corollary 1.6 Let ψ = χ−4. en we have∑
n≥1
σsm2,1(8n)q
8n = −4θψ(τ)
∑
n≥1
H(8n− 1)q8n−1.
Or in other words, by definition of ψ = χ−4 and θψ ,
σsm2,1(8n) = −4
∑
j≥1
(2j−1)2<8n
(−1)j−1(2j − 1)H (8n− (2j − 1)2) .
In addition, we note that both the coefficients of θψH+ and the values of σsm2,1 grow at most polyno-
mially. Based on the observations from the preceeding discussion we inquire the following.
estion For every ψ ∈ Ψ \ {(2· )}, do there exist numbers 0 6= C, t ∈ Q, such that
C · G+(tτ)
generates a linear combination of Hurwitz class numbers on some arithmetic progression?
In the course of proving eorem 1.1 and eorem 1.3 we compute the holomorphic projection of a
product similar to the structure of mixed harmonic Maaß forms. However, we just rely on translation
invariance and impose suitable growth conditions on the coefficients to ensure convergence. e result-
ing expression can be wrien in terms of a particular class of Jacobi polynomials P(a,b)r (sometimes also
referred to as hypergeometric polynomials.). For r ∈ N0, these polynomials are defined by
P(a,b)r (z) :=
Γ(a+ r + 1)
r! Γ(a+ b+ r + 1)
r∑
j=0
(
r
j
)
Γ(a+ b+ r + j + 1)
Γ(a+ j + 1)
(
z − 1
2
)j
=
Γ(a+ r + 1)
r! Γ(a+ 1)
2F1
(
−r, a+ b+ r + 1, a+ 1, 1− z
2
)
,
which can be found in [11, item 8.962] for example. Here, 2F1 denotes the usual Gauß hypergeometric
function. en we have the following result.
Proposition 1.7 Let kf ∈ R \N, kg ∈ R \ (−N), such that κ := kf + kg ∈ Z≥2. Let α(m), β(n) be two
complex sequences of at most polynomial growth asm,n→∞. Define1
f(τ) :=
∑
m≥1
α(m)mkf−1Γ(1− kf , 4πmv)q−m, g(τ) :=
∑
n≥1
β(n)qn.
en the weight κ holomorphic projection of fg is given by
πκ (fg) (τ) = −Γ(1− kf )
∑
m≥1
∑
n−m≥1
α(m)β(n)
(
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1
)
qn−m.
1e function Γ(s, z) denotes the incomplete Gamma function, which will be introduced in Section 2.
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We provide two proofs of this result, which correspond to either definition of the Jacobi polynomials.
e first one relies on identities of the Gauß hypergeometric function, while the second one relies on
two Lemmas from [18].
Remarks (1) Assuming the framework of mixed harmonic Maaß forms, some variants of this result
appear in [13, eorem 3.5], and [18, eorem 4.6]. Moreover, if kg = 2− kf , then Pa,b0 (z) = 1.
erefore, workingwith regularized holomorphic projection, our result includes [17, Proposition
2.1].
(2) Note that the summation conditions imply −1 < 1 − 2m
n
< 1. e asymptotic behavior of the
Jacobi polynomials inside (−1, 1) is well known and can be found in [11, item 8.965] for instance.
(3) One may choose various other special values of half integral kf , kg , which simplify the Jacobi
polynomial and then the whole factor
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1.
is idea leads to other choices of polynomials P
(
n
d
, d
) ∈ Q[X,Y ] than d2 in the definition of
σsm2,χ such that
πκ

∑
n≥1
∑
d∈Dn
χ
( n
d
− d
2
)
ψ
( n
d
+ d
2
)
P
(n
d
, d
)
qn
+
∑
n≥1
∑
m≥1
α
(
m2
)
β
(
n2
)
m2(kf−1)Γ(1− kf , 4πm2v)qn2−m2

 = 0.
We demonstrate during the proofs of eorem 1.1 and 1.3 how to rewrite the corresponding
generating functions suitably.
(4) One may use Proposition 1.7 in the form of Corollary 4.2 below and additionally assume a mod-
ular product of weight greater or equal to 3, in which case the holomorphic projection will be
a cusp form. We will utilize this observation during the proof of eorem 1.8. Furthermore, in-
voking the fact that spaces of ordinary cusp forms are spanned by Poincare´ series, one arrives at
an identity between a spectral and a Fourier expansion.
A second application of Proposition 1.7 arises from p-adic properties ofF+ and G+. Mertens, Ono and
the third author proved such a property for their mock modular Eisenstein series E+, c. f. [17, eorem
1.4]. More precisely, the idea is to inspect the iterated action of the U -operator( ∑
n≫−∞
α(n)qn
)∣∣∣ U(p) := ∑
n≫−∞
α(pn)qn
on θψ
(
p2aτ
) E+(τ) for every a ∈ N and p > 3 prime. (e notation∑n≫−∞ is explained in Lemma
2.7.) en they show that this is congruent to some meromorphic modular form of weight 2. In our case
eorems 1.1 and 1.3 imply that the products θψ(τ)F(τ) and θψ(τ)G(τ) are modular of weight 3 with
Nebentypus χ or trivial Nebentypus respectively. erefore, we find a different result.
eorem 1.8 Let a, b, p ∈ N and suppose that p is an odd prime. en we have(
θψ
(
p2aτ
)F+(τ)) ∣∣∣ U (pb) ≡ 0 (mod pmin(a,b)),
and (
θψ
(
p2aτ
)G+(τ)) ∣∣∣ U (pb) ≡ 0 (mod pmin(a,b)).
e third remark on page 3 in [17] states that “the generating function of σsm1,ψ can be given in terms
of Appell-Lerch sums as studied by Zwegers” in [25], [26] (see also [19, Lemma 2]). is remark applies
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verbatim to the generating function of σsm2,χ as well, and we present a strategy which applies to both
generating functions. LetDz :=
1
2πi
d
dz
, giving
(DjzAℓ)(w, z, τ) = e
πiℓw
∑
n∈Z
nj
(−1)ℓnqℓn(n+1)2 e2πinz
1− e2πiwqn .
for every integer j ≥ 0. en we have the following result.
Proposition 1.9 Suppose that χ is non-trivial and even. Additionally assume Mψ | Mχ. en we have
that∑
n≥1
σsm2,χ(n)q
n
=
1
2
Mχ−1∑
b=1
χ(b)
Mχ−1∑
c=0
ψ(b+ c)qc(c+2b−Mχ) (MχDz + c)2A1
(
2Mχcτ, z, 2M
2
χτ
) ∣∣∣
z=(2(b+c)−Mχ)Mχτ+ 12
.
Lastly, it is also likely that the function σsm2,χ can be viewed as a Siegel theta li in the following way. A
recent paper of Bruinier and Schwagenscheidt [8] investigated the Siegel theta li on Lorentzian laices,
and its connection to coefficients of mock theta functions. In an isotropic laice of signature (1, 1), for
example, they obtained a formula for the Siegel theta li of a particular weakly holomorphic modular
form evaluated at a certain point in the Grassmanian in terms of the sum∑
r∈Z
r≡1 (mod 2)
H(4m− r2).
Furthermore, in [1], Alfes-Neumann, Bringmann, Schwagenscheidt, and the first author considered the
same li on a laice of signature (1, 2), but with the inclusion of an iterated Maass raising operator
acting on the weakly holomorphic modular form. ere, we obtained an expression of the form (see
[1, Example 1.2]) ∑
n,m∈Z
n≡D (mod 2)
(
4D − 10n2 − 10m2)H (D − n2 −m2) .
e quadratic form in the Hurwitz class number is explained by the signature being (1, 2) in this case,
and the addition of the polynomial is a consequence of the iterated Maass raising operators.
In view of Corollary 1.6, our smallest divisor function seems to lie at the interface of these two sit-
uations, i.e. it is natural to expect that it can be realized as a theta li in signature (1, 1) where the li
includes iterated Maass raising operators. Perhaps this phenomenon can also be extended to further
classes of small divisor functions - the theta li construction allows one to choose many examples of
mock theta functions of appropriate weight, not just the generating function for Hurwitz class numbers.
e paper is organized as follows. e upcoming section briefly recaps the overall framework and
collects some basic properties, which we require later. e aim of Section 3 is to present two proofs of
Proposition 1.7. Combining the results of Section 2 and 3 enables us to prove our two maineorems in
Section 4. Some modifications of the computations during Section 4 prove eorem 1.8, and we devote
Section 5 to them. Finally, the purpose of Section 6 is to prove the remaining Propositions 1.2 and 1.9.
Acknowledgements
e authors would like to thank Michael Mertens particularly, whose comments significantly im-
proved this paper. Furthermore, wewould like to thankKathrin Bringmann formany valuable comments
on an earlier version of this paper.
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2. Preliminaries
2.1. Growth conditions and modular forms. To describe our various modular objects, we first re-
quire some terminology on growth conditions.
Definition 2.1 Let
f(τ) :=
∑
n∈Z
cf (n)q
n
with some complex coefficients cf (n). en we say that
(i) the function f is holomorphic at i∞ if cf (n) = 0 for every n < 0.
(ii) the function f is ofmoderate growth at i∞ if f ∈ O (vm) as v →∞ for somem ∈ N. In other words
f grows at most polynomially.
(iii) the function f is of governable growth at i∞ if there exists Pf ∈ C
[
q−1
]
such that for some δ > 0
we have
f(τ)− Pf (τ) ∈ O
(
e−δv
)
, v →∞.
e polynomial Pf is called the principal part of f . Equivalently, f is permied to have a pole at i∞.
(iv) f is of linear exponential growth if f(τ) ∈ O (eδv) as v →∞ for some δ > 0.
ese conditions can be phrased at all other cusps via suitable scaling matrices. To define the slash-
operator, we take the principal branch of the holomorphic square root throughout.
Definition 2.2 Let k ∈ 12Z, φ be a Dirichlet character, and γ =
(
a b
c d
) ∈ SL2(Z). en the slash operator
is defined as
(f |kγ) (τ) :=
{
φ(d)−1(cτ + d)−kf(γτ) if k ∈ Z,
φ(d)−1
(
c
d
)
ε2kd (cτ + d)
−kf(γτ) if k ∈ 12 + Z,
where
(
c
d
)
denotes the extended Legendre symbol, and
εd :=
{
1 if d ≡ 1 (mod 4),
i if d ≡ 3 (mod 4).
for odd integers d.
For the sake of completeness, we define the variants of modular forms appearing in this paper.
Definition 2.3 Let f : H→ C be a function, Γ ≤ SL2(Z) be a subgroup, φ be a Dirichlet character, and
k ∈ 12Z. en we say that
(i) e function f is a modular form of weight k on Γ with Nebentypus φ if
(a) for every γ ∈ Γ and every τ ∈ H we have (f |kγ) (τ) = f(τ),
(b) f is holomorphic on H,
(c) f is holomorphic at every cusp.
We denote the vector space of functions satisfying these conditions byMk(Γ, φ).
(ii) If in addition f vanishes at every cusp, then we call f a cusp form. e subspace of cusp forms is
denoted by Sk(Γ, φ).
(iii) e function f is a weakly holomorphic modular form of weight k on Γ with Nebentypus φ if f
satisfies the conditions (a) and (b) from (i) and has poles at the cusps. e vector space of such functions
is denoted byM !k(Γ, φ).
Furthermore, we recall the following fact which we require throughout.
Lemma 2.4 e following are true
θψ ∈
{
M 1
2
(Γ0(4M
2
ψ), ψ) if λψ = 0,
S 3
2
(Γ0(4M
2
ψ), ψ · χ−4) if λψ = 1.
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A proof can be found in [14, eorem 10.10] for instance.
Finally, Corollary 1.6 follows directly from the following result.
Lemma 2.5 (Sturm bound) Let f, g ∈Mk (Γ0(N), φ), k > 1, and
m := [SL2(Z) : Γ0(N)] = N
∏
p|N
(
1 +
1
p
)
.
Define
B :=
⌊
km
12
⌋
,
and denote by cf (n), cg(n) the coefficients of the q-expansions of f and g respectively. If cf (n) = cg(n)
for all n ≤ B then f = g.
A proof can be found in [21, Corollary 9.20].
2.2. Harmonic Maaß forms and shadows. We define our main objects of interest.
Definition 2.6 Let k ∈ 12Z, and choose N ∈ N such that 4 | N whenever k 6∈ Z. Let φ be a Dirichlet
character of modulus N .
(i) A weight k harmonic Maaß form on a subgroup Γ0(N) with Nebentypus φ is any smooth function
f : H→ C satisfying the following three properties:
(a) For all γ ∈ Γ0(N) and all τ ∈ H we have (f |kγ) (τ) = f(τ).
(b) e function f is harmonic with respect to the weight k hyperbolic Laplacian on H, explicitly
0 = ∆kf :=
(
−v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
))
f.
(c) e function f has at most governable growth at all cusps.
We denote the vector space of such functions byHk(Γ0(N), φ).
(ii) If we relax the growth condition in (c) to linear exponential growth then we call f a harmonic weak
Maaß form. e vector space of such forms is denoted by H !k(Γ0(N), φ).
(iii) A polar harmonic (weak) Maaß form is a harmonic (weak) Maaß form with isolated poles on the
upper half plane.
Remark If we restrict the growth condition (c) to moderate growth at all cusps, then f is a classicalMaaß
wave form2.
During the following summary, wemay assume that φ is trivial for simplicity, since the generalization
to a nontrivial Nebentypus is immediate.
Bruinier and Funke observed in [7] that the Fourier expansion of a harmonic Maaß form3 naturally
splits into two parts. One of them involves the incomplete Gamma function
Γ(s, z) :=
∫ ∞
z
ts−1e−tdt,
defined for Re(s) > 0 and z ∈ C. It can be analytically continued in s via the functional equation
Γ(s+ 1, z) = sΓ(s, z) + zse−z,
and has the asymptotic behavior
Γ(s, v) ∼ vs−1e−v, |v| → ∞
for v ∈ R. We state their result in the formulation of [2, Lemma 4.3].
2Usually, classical Maaß wave forms are permied to have non-zero eigenvalue as well.
3Be aware that their terminology refers to our harmonic Maaß forms as “harmonic weak Maaß forms” instead.
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Lemma 2.7 Let k ∈ 12Z \ {1} and f ∈ H !k(Γ0(N)). en f has a Fourier expansion of the shape
f(τ) =
∑
n≫−∞
c+f (n)q
n + c−f (0)v
1−k +
∑
n≪∞
n 6=0
c−f (n)Γ(1− k,−4πnv)qn.
In particular, if f ∈ Hk(Γ0(N)) then f has a Fourier expansion of the shape
f(τ) =
∑
n≫−∞
c+f (n)q
n +
∑
n<0
c−f (n)Γ(1− k,−4πnv)qn.
e notation
∑
n≫−∞ abbreviates
∑
n≥mf for somemf ∈ Z. e notation
∑
n≪∞ is defined analogously,
and similar expansions hold at the other cusps.
We follow the following terminology from [2, Definition 4.4].
Definition 2.8 We refer to the functions
f+(τ) :=
∑
n≫−∞
c+f (n)q
n, f−(τ) := c−f (0)v
1−k +
∑
n≪∞
n 6=0
c−f (n)Γ(1− k,−4πnv)qn
as the holomorphic part of f and to f− as its non-holomorphic part.
In the same paper, Bruinier and Funke introduced the operator
ξk := 2iv
k ∂
∂τ
= ivk
(
∂
∂u
+ i
∂
∂v
)
.
We summarize its relevant properties.
Lemma 2.9 Let f be a smooth function on H. en the ξ-operator satisfies the following properties.
(i) We have ξk(f) = 0 if and only if f is holomorphic.
(ii) e slash operator intertwines with ξk, i. e. , we have
ξk (f |kγ) = (ξkf) |2−kγ
for every γ ∈ SL2(Z) if k ∈ Z or γ ∈ Γ0(4) if k ∈ 12Z \ Z respectively.
(iii) e kernel of ξk restricted to Hk(Γ0(N)) or H
!
k(Γ0(N)) is precisely the space M
!
k(Γ0(N)) in both
cases.
(iv) Let f ∈ H !k(Γ0(N)). Assuming the notation of Lemma 2.7 we have
ξkf(τ) = ξkf
−(τ) = (1− k)c−f (0) − (4π)1−k
∑
n≫−∞
c−f (−n)n1−kqn ∈M !2−k (Γ0 (N)) ,
and in particular if f ∈ Hk(Γ0(N)) then
ξkf(τ) = −(4π)1−k
∑
n≥1
c−f (−n)n1−kqn ∈ S2−k (Γ0 (N)) .
In addition, we have ξk : H
!
k(Γ0(N))։M
!
2−k (Γ0 (N)).
e first item is simply a reformulation of the Cauchy-Riemann equations and the second one is
induced by the corresponding well known property for the Maaß lowering operator
Lk := v
2 ∂
∂τ
=
1
2
v2
(
∂
∂u
+ i
∂
∂v
)
.
We fix some more terminology, following [2, Definition 5.16] and the second remark aerwards.
Definition 2.10 (i) A function f is called a mock modular form if f is the holomorphic part of a har-
monic Maaß form for which f− is nontrivial.
(ii) If f ∈ H !k(Γ0(N)) then we refer to the form (ξkf) as the shadow of f+.
(iii) In particular, f is called a mock theta function if f is a mock modular form of weight 12 or
3
2 , whose
shadow is a linear combination of unary theta functions.
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Remark ere is a second perspective, following [24, §5]. Knowledge of the weight k holomorphic part
f+ and its modular completion g, the shadow of f+, gives rise to the non-holomorphic part via
f−(τ) = 2k−1i
∫ i∞
−τ
g (−τ)
(−i (w + τ))k
dw,
see the first remark aer [2, Definition 5.16] and also [2, Lemma 5.17]. In other words, if g is a cusp form
of weight 2− k then this integral provides an inverse operator to ξk , assuming knowledge of f+.
Moreover, we study the following objects, which were introduced first in [10, Section 7.3]. However,
we follow the definition given in [2, Section 13.2].
Definition 2.11 (i) A mixed harmonic Maaß form of weight (k1, k2) is a function h of the shape
h(τ) =
n∑
j=1
fj(τ)gj(τ),
where fj ∈ Hk1 and gj ∈M !k2 for every j.
(ii) Analogously, a mixed mock modular form of weight (k1, k2) is a function h of the shape
h(τ) =
n∑
j=1
fj(τ)gj(τ),
where each fj is a mock modular form of weight k1 and gj ∈M !k2 for every j.
We extend the last result of Lemma 2.9 to mixed harmonicMaaß forms. It suffices to consider products
involving the non-holomorphic part of a mixed harmonic Maaß form.
Lemma 2.12 Let kf , kg ∈ R, κ := kf + kg , and let α(m), β(n) be two complex sequences. Define
f(τ) :=
∑
m≥1
α(m)mkf−1Γ(1− kf , 4πmv)q−m, g(τ) :=
∑
n≥1
β(n)qn.
en
ξκ (fg) (τ) = −(4π)1−kf vkg
∑
m≥1
α(m)qm
∑
n≥1
β(n)qn.
Proof: We have
(fg)(τ) =
∑
m≥1
∑
n≥1
α(m)mkf−1Γ(1− kf , 4πmv)β(n)qn−m
and
∂
∂v
Γ(a, v) = −va−1e−v.
We compute that ξκ (Γ(1− kf , 4πmv)qn−m) equals
ivκ
{
Γ(1− kf , 4πmv)2πi(n −m)qn−m
−i
[
−(4πmv)−kf e−4πmv4πmqn−m + Γ(1− kf , 4πmv)(−2π(n −m))qn−m
]}
= −vkg(4πm)1−kf e−4πmvqn−m = −vkg(4πm)1−kf qme−2πinτ ,
and infer
(ξκ (fg)) (τ) = −(4π)1−kf vkg
∑
m≥1
∑
n≥1
α(m)β(n)qmqn,
as claimed. 
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2.3. Holomorphic projection. We introduce the holomorphic projection operator. Its origin lies in
the search for an operator which preserves the (regularized) Petersson inner product. Although this
can be derived implicitly from the Riesz representation theorem, an explicit description comes in handy
quite oen. ere are two explicit variants of a definition which correspond to the study of the classical
and regularized Petersson inner product respectively.
Definition 2.13 Let f : H→ C be a translation invariant function and k ∈ Z≥2.
(i) If f has at most moderate growth towards the cusps then the weight k holomorphic projection of f is
defined by
(πkf) (τ) :=
(k − 1)(2i)k
4π
∫
H
f (x+ iy) yk
(τ − x+ iy)k
dxdy
y2
,
whenever the integral converges absolutely.
(ii) If f has governable growth towards the cusps we write
f(τ) =
∑
n∈Z
c(n, v)qn
and require c(n, v) ∈ O (v2−k) as v → 0 uniformly for all n > 0. Let Pf be the principal part of f .
en the regularized holomorphic projection of f is defined by(
π
reg
k f
)
(τ) := Pf
(
q−1
)
+
∑
n≥1
cnq
n,
where
cn :=
(4πn)k−1
Γ(k − 1) lims→0
∫ ∞
0
c(n, v)vk−2−se−4πnvdv.
Both definitions agree if f has moderate growth at the cusps thanks to the following result.
Lemma 2.14 (Lipschitz summation formula) For any r ∈ N we have that∑
j∈Z
1
(w + j)r
=
(−2πi)r
(r − 1)!
∑
j≥1
jr−1e2πijw.
A short proof is due to Zagier and can be found in [9, p. 16]. We demonstrate the agreement of
both definitions in the case of moderate growth during the proof of Proposition 1.7. We summarize two
further properties of the holomorphic projection operator, both of which are proven in [3, Section 3] for
instance.
Lemma 2.15 Let f : H→ C be a translation invariant function of moderate growth such that the integral
defining πkf converges absolutely, and k ∈ Z≥2. en πk enjoys the following properties.
(i) If f is holomorphic then πkf = f .
(ii) e slash operator and πk commute. erefore if f is modular with some Nebentypus φ (but not neces-
sarily holomorphic), then
πkf ∈
{
Mk (Γ0 (N) , φ) if k ∈ Z≥3,
M2 (Γ0 (N) , φ)⊕M0 (Γ0 (N) , φ) · E2 if k = 2.
Remark Analogous properties hold for the regularized projection operator as well, namely the first item
is identical and one obtains weakly holomorphic (quasi-)modular forms in the second item, compare
[2, Section 10.2] for example.
3. Two proofs of Proposition 1.7
During the first proof of Proposition 1.7, we appeal to the following technical results.
Lemma 3.1 (i) If Re(b),Re(a+ b) > 0 and Re(c+ s) > 0 then∫ ∞
0
Γ(a, cz)zb−1e−szdz =
caΓ(a+ b)
b(c+ s)a+b
2F1
(
1, a+ b, b+ 1;
s
s+ c
)
.
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(ii) e hypergeometric function 2F1 satisfies
2F1(a, b, c; z) = (1− z)c−a−b 2F1(c− a, c− b, c; z),
and
2F1(a, b, c; z) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)2F1(a, b, a+ b− c+ 1; 1− z)
+ (1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1(c− a, c− b, c− a− b+ 1; 1 − z).
e first identity is [11, item 6.455]. Both hypergeometric transformations can be found in [11, page
1008].
First proof of Proposition 1.7: e q-expansion of (fg) (τ) is given by
(fg)(τ) =
∑
m≥1
∑
n≥1
α(m)β(n)mkf−1Γ(1− kf , 4πmv)qn−m,
and fg is obviously translation invariant. Moreover, fg decays exponentially towards the cusps, since
Γ(1− kf , 4πmv)qn−m ∼ (4πmv)−kf e−2π(m+n)v , v →∞,
and the coefficients are of at most polynomial growth by assumption. Hence, we may choose either
definition of πκ and need to calculate
πκ (fg) (τ) =
(κ− 1)(2i)κ
4π
∫
H
(fg) (x+ iy) yκ
(τ − x+ iy)κ
dxdy
y2
.
e integral converges since κ − 2 ≥ 0, and converges absolutely if κ > 2. Using the translation
invariance of fg, we rewrite the integral over H as∫
H
(fg) (x+ iy) yκ
(τ − x+ iy)κ
dxdy
y2
=
∫ ∞
0
∫ 1
0
(fg) (x+ iy)yκ−2
∑
j∈Z
1
(τ − x+ iy + j)κ dxdy,
and consequently
πκ (fg) (τ) =
(κ− 1)(2i)κ
4π
∑
m≥1
∑
n≥1
α(m)mkf−1β(n)
×
∫ ∞
0
∫ 1
0
Γ(1− kf , 4πmy)yκ−2
∑
j∈Z
1
(τ − x+ iy + j)κ e
2πi(n−m)(x+iy)dxdy.
By the Lipschitz summation formula and then Lemma 3.1 (i), we infer that πκ (fg) (τ) equals
(κ− 1)(2i)κ
4π
(−2πi)κ
(κ− 1)!
∑
m≥1
∑
n≥1
α(m)mkf−1β(n)
×
∫ ∞
0
Γ(1− kf , 4πmy)yκ−2
∫ 1
0
∑
j≥1
jκ−1e2πij(τ−x+iy)e2πi(n−m)(x+iy)dxdy
=
(κ− 1)(2i)κ
4π
(−2πi)κ
(κ− 1)!
∑
m≥1
∑
n−m≥1
α(m)mkf−1β(n)(n −m)κ−1
×
∫ ∞
0
Γ(1− kf , 4πmy)yκ−2e−4π(n−m)ydy qn−m
=
Γ(kg)
(κ− 1)!
∑
m≥1
∑
n≥m+1
α(m)β(n)
(n −m)κ−1
nkg
2F1
(
1, kg , κ; 1 − m
n
)
qn−m.
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Finally, we apply the hypergeometric transformations from Lemma 3.1 (ii). Explicitly,
2F1
(
1, kg, κ; 1 − m
n
)
=
(κ− 1)
kf − 1 2
F1
(
1, kg, 2− kf ; m
n
)
+
Γ(κ)Γ(1− kf )
Γ(kg)
(
1− m
n
)1−κ (m
n
)kf−1
=
(κ− 1)
kf − 1
(
1− m
n
)1−κ
2F1
(
1− kf , 2− κ, 2− kf ; m
n
)
+
Γ(κ)Γ(1 − kf )
Γ(kg)
(
1− m
n
)1−κ (m
n
)kf−1
.
us, we arrive at
Γ(kg)
(κ− 1)!
(n−m)κ−1
nkg
2F1
(
1, kg , κ; 1 − m
n
)
=
Γ(kg)
(κ− 1)!
(
nkf−1
(κ− 1)
kf − 1 2F1
(
1− kf , 2− κ, 2− kf ; m
n
)
+
Γ(κ)Γ(1 − kf )
Γ(kg)
mkf−1
)
= −Γ(1− kf )
(
nkf−1
Γ(kg)
(κ− 2)! Γ(2− kf ) 2F1
(
2− κ, 1− kf , 2− kf , m
n
)
−mkf−1
)
= −Γ(1− kf )
(
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1
)
,
and ultimately obtain
πκ (fg) (τ) = −Γ(1− kf )
∑
m≥1
∑
n−m≥1
α(m)β(n)
(
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1
)
qn−m,
as desired. 
Second proof of Proposition 1.7: One copies the first proof until the application of the Lipschitz summa-
tion formula, which produced the expression
πκ (fg) (τ) =
(κ− 1)(2i)κ
4π
(−2πi)κ
(κ− 1)!
∑
m≥1
∑
n−m≥1
α(m)mkf−1β(n)(n −m)κ−1
×
∫ ∞
0
Γ(1− kf , 4πmy)yκ−2e−4π(n−m)ydy qn−m.
en, one shows the following two identities. e first relies on the fact that κ = kf+kg is an integer.
(i) Define the homogeneous polynomial
Pa,b(X,Y ) :=
a−2∑
j=0
(
j + b− 2
j
)
Xj(X + Y )a−j−2 ∈ C[X,Y ]
of degree a− 2. en we have∫ ∞
0
Γ(1− kf , 4πmy)yκ−2e−4πrydy
= −(4π)1−κm1−kf Γ(1− kf )(κ− 2)!
rκ−1
(
(r +m)1−kgPκ,2−kf (r,m) −mkf−1
)
.
A proof can be found in [18, Lemma 4.7].
(ii) If b 6= 1, 2 then the polynomial Pa,b(X,Y ) from the first item satisfies
Pa,b(X,Y ) =
a−2∑
j=0
(
a+ b− 3
a− 2− j
)(
j + b− 2
j
)
(X,Y )a−2−j(−Y )j .
A proof can be found in [18, Lemma 5.1].
Next, one proceeds by writing
πκ (fg) (τ) = −Γ(1− kf )
∑
m≥1
∑
n−m≥1
α(m)β(n)
(
n1−kgPκ,2−kf (n−m,m)−mkf−1
)
qn−m,
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according to the first identity, and then writing
n1−kgPκ,2−kf (n−m,m) =
κ−2∑
j=0
(
kg − 1
κ− 2− j
)(
j − kf
j
)
nkf−1−j(−m)j
=
Γ(kg)n
kf−1
(κ− 2)! Γ(1− kf )
κ−2∑
j=0
(
κ− 2
j
)
1
j + 1− kf
(
−m
n
)j
= nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
,
by virtue of the second identity. Summing up, one obtains
πκ (fg) (τ) = −Γ(1− kf )
∑
m≥1
∑
n−m≥1
α(m)β(n)
(
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1
)
qn−m,
as claimed. 
4. Proof of Theorem 1.1 and Theorem 1.3
We collect the results needed to prove eorem 1.1 and eorem 1.3. We begin by rewriting the
definitions of F− and G−.
Lemma 4.1 We have
F−(τ) = 2
Γ
(−12)
∑
m≥1
χ(m)mΓ
(
−1
2
, 4πm2v
)
q−m
2
,
and
G−(τ) = 2
Γ
(−12)
∑
m≥1
mΓ
(
−1
2
, 4πm2v
)
q−m
2 − 1
2πv
1
2
.
Proof: We compute
− (2π)− 12 i
∫ i∞
−τ
θχ (w)
(−i (w + τ)) 32
dw = − (2π)− 12 i
∑
m≥1
χ(m)
∫ i∞
2iv
e2πim
2(z−τ)
(−iz) 32
dz
= (2π)−
1
2
∑
m≥1
χ(m)
(∫ ∞
2v
x−
3
2 e−2πm
2xdx
)
q−m
2
=
∑
m≥1
χ(m)m
(∫ ∞
4πm2v
t−
1
2
−1e−tdt
)
q−m
2
,
and the first claim follows directly, since 2
Γ(− 12)
= − 1√
π
. To prove the second claim, it remains to
separate the constant term of θ
1
, and next to calculate
i
π
√
2
∫ i∞
−τ
1
2
(−i (w + τ)) 32
dw = − 1
2π
√
2
∫ ∞
2v
t−
3
2 dt = − 1
2πv
1
2
,
as asserted. 
In addition, we have the following immediate corollary of Proposition 1.7.
Corollary 4.2 Let f(τ) := f+(τ)+ f−(τ) be the spliing of f into its holomorphic and non-holomorphic
part. Assume the notation and hypotheses as in Proposition 1.7. en
πκ (fg) (τ)
=
(
f+g
)
(τ)− Γ(1− kf )
∑
m≥1
∑
n−m≥1
α(m)β(n)
(
nkf−1P(1−kf ,1−κ)κ−2
(
1− 2m
n
)
−mkf−1
)
qn−m.
Moreover, we combine the properties of the slash-operator, the shadow operator, and of the holomor-
phic projection operator. is yields a third preparatory result.
Proposition 4.3 ([17, Proposition 2.3]) Let f : H → C be a translation invariant function such that
|f(τ)|vδ is bounded on H for some δ > 0. If the weight k holomorphic projection of f vanishes identically
for some k > δ + 1 and ξkf is modular of weight 2− k for some subgroup Γ < SL2(Z), then f is modular
of weight k for Γ.
POLAR HARMONIC MAASS FORMS AND HOLOMORPHIC PROJECTION 15
Proof: is is a straightforward adaption of [3, Proposition 3.5]. Let γ ∈ Γ. en the modularity of ξkf
implies that
ξk ((f |kγ)− f) = (ξkf) |2−kγ − ξkf = 0.
Hence, (f |kγ)− f is holomorphic. is yields
(f |kγ)− f = πκ ((f |kγ)− f) = πκ (f) |kγ − πκ (f) ,
and by assumption the right hand side vanishes. is proves the claim. 
Remark e subtle growth conditions are required to include the case π2, and are clearly satisfied if
we deal with higher weight holomorphic projections, in which case the integral defining πk converges
absolutely.
Proof of eorem 1.1: We need to check the three conditions required by the definition of a harmonic
Maaß form.
(a) e transformation law. First, we compute
n
1
2P(−
1
2
,−2)
1
(
1− 2m
n
)
−m 12 = n 12
(
1
2
+
m
2n
)
−m 12 =
(
m
1
2 − n 12
)2
2n
1
2
.
Comparing our initial seing with Proposition 1.7 and Lemma 2.12, we need to switch to squares
above. By virtue of Lemma 4.1 and the definition of θψ, we have the coefficients
α
(
m2
)
=
2
Γ
(−12)χ(m), β
(
n2
)
= ψ(n)n.
We rewrite the generating function of σsm2,χ as(F+θψ) (τ) =∑
n≥1
σsm2,χ(n)q
n =
∑
n≥1
∑
d∈Dn
χ
( n
d
− d
2
)
ψ
( n
d
+ d
2
)
d2qn
=
∑
d≥1
∑
j≥d
j≡d (mod 2)
χ
(
j − d
2
)
ψ
(
j + d
2
)
d2qdj
=
∑
m≥1
∑
n−m≥1
χ(m)ψ(n) (n−m)2 qn2−m2 ,
and apply Corollary 4.2 to obtain
π3 (Fθψ) (τ) =
(F+θψ) (τ)−∑
m≥1
∑
n−m≥1
χ(m)ψ(n) (m− n)2 qn2−m2 = 0.
Furthermore, we apply Lemma 2.12, obtaining
ξ3 (Fθψ) (τ) = −(4π)−
1
2
2
Γ
(−12)v
3
2
∑
m≥1
χ(m)qm
2
∑
n≥1
ψ(n)nqn
2
=
1
2π
v
3
2 θχ(τ)
|θψ(τ)|2
θψ(τ)
.
We observe that ξ3 (Fθψ) (τ) is modular of weight −1 for Γ0(4M2χ) ∩ Γ0(4M2ψ) with Nebentypus
χ · ψ−1 · χ−1−4. Indeed, for any γ =
(
a b
c d
) ∈ Γ0(4M2χ) ∩ Γ0(4M2ψ) we have
ξ3 (Fθψ) (γτ) = 1
2π
v
3
2
|cτ + d|3χ(d)(cτ + d)
1
2 θχ(τ)
∣∣∣ψ(d)χ−4(d)(cτ + d) 32 θψ(τ)∣∣∣2
ψ(d)χ−4(d)(cτ + d)
3
2 θψ(τ)
= χ(d)ψ(d)−1χ−1−4(d)(cτ + d)
−1ξ3 (Fθψ) (τ).
Finally, Proposition 4.3 applies directly, because the growth conditions are met thanks to absolute con-
vergence. We deduce that Fθψ is modular of weight 3 with respect to the same data, as desired.
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(b) Harmonicity. Clearly, F+ is holomorphic away from the zeros of θψ. Hence, the Cauchy-Riemann
equations imply∆ 3
2
F+ = 0 directly. e computation for F− is standard, so we only sketch its results.
It holds that (
∂
∂u
+ i
∂
∂v
)
Γ
(
−1
2
, 4πm2v
)
q−m
2
= − i
2
e−2πm
2(iu+v)
π
1
2mv
3
2
,
(
∂2
∂u2
+
∂2
∂v2
)
Γ
(
−1
2
, 4πm2v
)
q−m
2
=
3
4
e−2πm2(iu+v)
π
1
2mv
5
2
,
(
∆ 3
2
F−
)
(τ) = −v2
(
3
4
e−2πm2(iu+v)
π
1
2mv
5
2
)
+
3i
2
v
(
− i
2
e−2πm2(iu+v)
π
1
2mv
3
2
)
= 0,
and thus∆ 3
2
F = 0 away from the zeros of θψ.
(c) e function F is of at most governable growth. We have
Γ
(
−1
2
, 4πm2y
)
q−m
2 ∼ (4πm2v)− 32 e−2πm2v, v →∞,
and hence the function F− decays exponentially towards the cusps. e case of F+ is slightly more
delicate, because θψ is a cusp form. However, the generating function of σ
sm
2,χ vanishes at q = 0 and
investigating the orders, we see that q = 0 is a removable singularity of F+. Summing up, the required
growth condition is clearly met choosing a suitable constant principal part PF . An analogous argument
holds at all other cusps.
Altogether, this completes the proof, since the shadow is a byproduct of the first item. 
Proof of eorem 1.3: e proof of eorem 1.3 uses the same ideas as the proof of eorem 1.1, so we
just emphasize the differences. Recall from Lemma 4.1 that
G−(τ) = 2
Γ
(−12)
∑
m≥1
mΓ
(
−1
2
, 4πm2v
)
q−m
2 − 1
2πv
1
2
.
erefore, to compute π3(θψG−), it suffices to deal with the second term. We see that
−θψ(τ)
2πv
1
2
is translation invariant, vanishes at i∞, and has a removable singularity at all other cusps. Hence the
integral defining its weight 3 holomorphic projection exists and converges absolutely. e computation
begins exactly as in the proof of Proposition 1.7 and we employ the Lipschitz summation formula. is
yields
π3
(
−θψ(τ)
2πv
1
2
)
= −2(2i)
3
8π2
∑
n≥1
ψ(n)n
∑
j∈Z
∫ ∞
0
∫ 1
0
y
1
2 e2πin
2(x+iy)
(τ − x+ iy + j)3 dxdy
= −8π
∑
n≥1
ψ(n)n
∑
j≥1
j2
∫ ∞
0
∫ 1
0
y
1
2 e2πi(n
2(x+iy)+j(τ−x+iy))dxdy
= −8π
∑
n≥1
ψ(n)n5
(∫ ∞
0
y
1
2 e−4πn
2ydy
)
qn
2
= −1
2
∑
n≥1
ψ(n)n2qn
2
,
which also appeared in [18, Lemma 4.4] in the framework of mixed harmonic Maaß forms. Furthermore,
it follows by Corollary 4.2 (with identical parameters of the Jacobi polynomial as in the proof ofeorem
1.1) that
π3 (Gθψ) (τ) =
(G+θψ) (τ)−∑
m≥1
∑
n−m≥1
ψ(n) (m− n)2 qn2−m2 − 1
2
∑
n≥1
ψ(n)n2qn
2
.
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In addition, we note that∑
n≥1
σsm2,1(n)q
n =
∑
d≥1
∑
j≥d
j≡d (mod 2)
ψ
(
j + d
2
)
d2qjd =
∑
m≥1
∑
n≥m+1
ψ(n)(n −m)2qn2−m2 ,
where we substituted d = n −m, j = n +m in the last equation. Collecting these observations and
inserting the definition of G+, we obtain
π3 (Gθψ) (τ) = 0.
Moreover,
ξ3 (Gθψ) (τ) = 1
2π
v
3
2 θψ(τ)
∑
m≥1
qm
2
+
1
4π
v
3
2 θψ(τ) =
1
4π
v
3
2
|θψ(τ)|2
θψ(τ)
∑
m∈Z
qm
2
,
which is modular of weight −1 on Γ0
(
4M2ψ
)
⊆ Γ0(4) with Nebentypus (ψ · χ−4)−1 by the same
argument as in the proof of eorem 1.3. is establishes weight 3 modularity of Gθψ via Proposition
4.3 again.
Additionally, we clearly have
∆ 3
2
(
− 1
2πv
1
2
)
= 0,
and hence harmonicity is preserved. Finally, we observe that the presence of the term (2π)−1 Im(τ)−
1
2
is the only obstacle to governable growth at the cups different from i∞. Instead, the function G− is of
linear exponential growth at those cusps. e growth properties of G+ towards all cusps agree verbatim
with F+. Summing up, this establishes the eorem. 
5. Proof of Theorem 1.8
Proof of eorem 1.8: We prove the first claim. On one hand, by the same computation as during the
proof of eorem 1.1 we infer
π3
(
θψ
(
p2aτ
)F(τ)) = θψ (p2aτ)F+(τ) +∑
r≥1

 ∑
m,n≥1
(pan)2−m2=r
χ(m)ψ(n) (m− pan)2

 qr =: g(τ).
Invoking eorem 1.1 and the properties of holomorphic projection we deduce that g is a modular form
of weight 3 on Γ0(4M
2
ψp
2a) ∩ Γ0(4M2χ) with Nebentypus χ. However, clearly −I ∈ Γ0(N) for every
level N and hence g vanishes identically (recall that χ is assumed to be even throughout).
On the other hand, the inner sum can be rewrien as a sum over small divisors of r. To this end, the set
of admissible small divisors is given by
Dr(p) :=
{
d | r : 1 ≤ d ≤ r
d
, d ≡ r
d
(mod 2), d+
r
d
≡ 0 (mod 2pa)
}
,
and exactly as in the proof of eorem 1.1 we see that∑
m,n≥1
(pan)2−m2=r
χ(m)ψ(n) (m− pan)2 =
∑
d∈Dr(p)
χ
( n
d
− d
2
)
ψ
( n
d
+ d
2pa
)
d2.
If we apply the operator U(pb) to g then we need to replace r by pbr everywhere above. is produces
the condition
d+
pbr
d
≡ 0 (mod 2pa)
in the set of admissible small divisors, which eventually forces
d ≡ 0 (mod pmin(a,b)),
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since d is a divisor of r. Combining, we arrive at
0 = g(τ) = g(τ)
∣∣∣ U(pb) ≡ (θψ (p2aτ)F+(τ)) ∣∣∣ U(pb) (mod pmin(a,b)),
as claimed.
e proof of the second claim is completely analogous. e character χ is trivial, Mχ = 1, and one
can remove the condition d ≡ r
d
(mod 2) from the definition of the set of admissible small divisors.
However, this does not affect the rest of the proof and we provided the necessary computations during
the proof of eorem 1.3 essentially. 
6. Proof of Proposition 1.2 and of Proposition 1.9
Proof of Proposition 1.9: e first step is to apply geometric expansion. We compute∑
n≥1
σsm2,χ(n)q
n =
∑
m≥1
∑
n−m≥1
χ(m)ψ(n) (n−m)2 qn2−m2 =
∑
m≥1
∑
s≥1
χ(m)ψ(m+ s)s2qs
2+2ms
=
∑
s≥1
∑
a≥0
Mχ−1∑
b=0
χ(b)ψ(s + b)s2qs
2+2(aMχ+b)s − χ(0)ψ(s + b)s2qs2
=
Mχ−1∑
b=1
χ(b)
∑
s≥1
ψ(s + b)s2
qs
2+2bs
1− q2Mχs ,
where we have used the assumptionMψ |Mχ aer the substitutionm = aMχ + b and the assumption
that χ is non-trivial in the last equation. e second step is to convert the sum in s to a sum over Z
instead of N. Note that
2
∑
s≥1
ψ(s + b)s2
qs
2+2bs
1− q2Mχs =
∑
s≥1
ψ(s+ b)s2
qs
2+2bs
1− q2Mχs +
∑
s≤−1
ψ(−s+ b)s2 q
s2−2bs
1− q−2Mχs
=
∑
s≥1
ψ(s+ b)s2
qs
2+2bs
1− q2Mχs +
∑
s≤−1
ψ(s − b)s2 q
s2+2Mχs−2bs
1− q2Mχs ,
using that ψ is odd. e key observation is
Mχ−1∑
b=1
χ(b)
∑
s≤−1
ψ(s − b)s2 q
s2+2Mχs−2bs
1− q2Mχs =
Mχ−1∑
b=1
χ(Mχ − b)
∑
s≤−1
ψ(s − (Mχ − b))s2 q
s2+2bs
1− q2Mχs
=
Mχ−1∑
b=1
χ(b)
∑
s≤−1
ψ(s+ b)s2
qs
2+2bs
1− q2Mχs .
using that χ is even. us, we have
∑
n≥1
σsm2,χ(n)q
n =
1
2
Mχ−1∑
b=1
χ(b)
∑
s∈Z
ψ(s+ b)s2
qs
2+2bs
1− q2Mχs ,
since the constant term in s vanishes as well. e third step is to substitute s = nMχ + c to isolate ψ
from its s-dependency (recallMψ |Mχ), geing
∑
n≥1
σsm2,χ(n)q
n =
1
2
Mχ−1∑
b=1
χ(b)
Mχ−1∑
c=0
ψ(b+ c)
∑
n∈Z
(nMχ + c)
2 q
(nMχ+c)2+2b(nMχ+c)
1− q2Mχ(nMχ+c) ,
from which we read off the claim. 
Proof of Proposition 1.2 (i): We provide a purely computational proof. To this end, let
J(τ) :=
∫ 1
2
− 1
2
e2πi(2t)A2
(
t− τ
2
, 0; τ
)
dt.
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We split the sum defining A2 into its positive, constant, and negative summands (with respect to the
summation variable n). Next, we note that |e±2πitqn∓ 12 | < 1 for every n ≥ 1 and t ∈ R, which enables
us to apply geometric expansion, which yields∑
n≥1
qn(n+1)
1− e2πi(t− τ2 )qn
=
∑
n≥1
∑
j≥0
qn(n+1)+jne2πij(t−
τ
2 ),
∑
n≤−1
qn(n+1)
1− e2πi(t− τ2 )qn
= −
∑
n≥1
qn
2
e−2πi(t−
τ
2 )
1− e−2πi(t− τ2 )qn
= −
∑
n≥1
∑
j≥0
qn
2+jne−2πi(1+j)(t−
τ
2 ).
We collect all terms, geing
J(τ) =
∑
n≥1
∑
j≥0
∫ 1
2
− 1
2
e2πi(2t)e2πi(t−
τ
2 )qn(n+1)+jne2πij(t−
τ
2 )dt+
∫ 1
2
− 1
2
e2πi(2t)e2πi(t−
τ
2 )
1
1− e2πi(t− τ2 )
dt
−
∑
n≥1
∑
j≥0
∫ 1
2
− 1
2
e2πi(2t)e2πi(t−
τ
2 )qn
2+jne−2πi(1+j)(t−
τ
2 )dt.
efirst term vanishes and the third term reduces to the case j = 2. Moreover, the second term simplifies
to ∫ 1
2
− 1
2
e2πi(2t)e2πi(t−
τ
2 )
1− e2πi(t− τ2 )
dt =
∫ 1
2
− 1
2
−e2πit+πiτ − e
3πiτ
e2πit − eπiτ − q − e
2πi(2t)dt = −q,
and we arrive at
J(τ) = −q −
∑
n≥1
qn
2+2n+1 = −
∑
n≥1
qn
2
,
as claimed. 
Proof of Proposition 1.2 (ii): We follow the original proof. Let z∗ = − τ2 − 12 and Pz∗ be the fundamental
parallelogram around 0. en Pz∗ contains no other zeros of ϑ(z; τ)
2. In the notation of [6] we set
ϑ+−2,0,1(z; τ) :=
∑
n≥1
qn
2
ζ2n,
and the idea is to evaluate the integral
I(τ) :=
∫
∂Pz∗
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
dz
in two different ways. On one hand, the Laurent expansion of 1
ϑ(z;τ)2
with respect to z around 0 has the
shape4
1
ϑ(z; τ)2
=
D2(τ)
(2πiz)2
+
D1(τ)
2πiz
+O(1),
and thus
I(τ) = 2πiRes
(
0,
ϑ+−2,0,1( · ; τ)
ϑ( · ; τ)2
)
= 2πi
d
dz
(
z2
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
)∣∣∣∣∣
z=0
= D1(τ)ϑ
+
−2,0,1(0; τ) +D2(τ)
(
1
2πi
d
dz
ϑ+−2,0,1(z; τ)
) ∣∣∣∣∣
z=0
= D1(τ)
∑
n≥1
qn
2
+ 2D2(τ)
∑
n≥1
nqn
2
.
On the other hand, the integrand is one-periodic in z, and hence the integrals along the vertical edges
cancel each other. Moreover, we have the elliptic transformation property
ϑ(z + λτ + µ; τ) = (−1)λ+µe−πi(λ2τ+2λz)ϑ(z; τ)
4See [6, equation (2.5)].
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for any λ, µ ∈ Z. Combining yields
I(τ) =
∫ z∗+1
z∗
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
dz −
∫ z∗+τ+1
z∗+τ
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
dz
=
∫ z∗+1
z∗
(
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
− ϑ
+
−2,0,1(z + τ ; τ)
ϑ(z + τ ; τ)2
)
dz
=
∫ z∗+1
z∗
(
ϑ+−2,0,1(z; τ)
ϑ(z; τ)2
− e2πi(τ+2z)ϑ
+
−2,0,1(z + τ ; τ)
ϑ(z; τ)2
)
dz.
e last step is to compute
ϑ+−2,0,1(z; τ) − qζ2ϑ+−2,0,1(z + τ ; τ) =
∑
n≥1
qn
2
ζ2n −
∑
n≥1
q(n+1)
2
ζ2(n+1) = qζ2.
Hence,
I(τ) = q
∫ z∗+1
z∗
e2πi(2z)
ϑ(z; τ)2
dz =
∫ 1
2
− 1
2
e2πi(2t)
ϑ
(
t− τ2 ; τ
)2dt.
e second claim can be found in [6, p. 8] and in [2, Corollary 2.36] for instance. 
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