Abstract. Fáry's theorem states that every plane graph can be drawn as a straightline drawing. A plane graph is a graph embedded in a plane without edge crossings. In this paper, we extend Fáry's theorem to non-planar graphs. More specifically, we study the problem of drawing 1-plane graphs with straight-line edges. A 1-plane graph is a graph embedded in a plane with at most one crossing per edge. We give a characterisation of those 1-plane graphs that admit a straight-line drawing. The proof of the characterisation consists of a linear time testing algorithm and a drawing algorithm. We also show that there are 1-plane graphs for which every straight-line drawing has exponential area. To our best knowledge, this is the first result to extend Fáry's theorem to non-planar graphs.
Introduction
Since the 1930s, a number of researchers have investigated planar graphs. Kuratowski [10] gave an elegant characterisation of planar graphs, which can be drawn in a plane without edge crossings. A beautiful and classical result, known as Fáry's Theorem, asserts that every plane graph has a planar straight-line drawing [7] .
Since then, many straight-line drawing algorithms for plane graphs have followed [5, 11] . In 1960s, the first algorithm for constructing a planar straight-line drawing was given by Tutte [14] . In 1980s, an efficient algorithm for constructing a planar straightline drawing was given by Chiba et al. [2] . In 1990s, de Fraysseix et al. [4] showed that a quadratic area planar straight-line grid drawing could be efficiently obtained. Indeed, straight-line drawing is the most popular drawing convention in Graph Drawing [5, 11] .
More recently, researchers have investigated graphs that are "almost" planar, in some sense. An interesting example is 1-planar graphs, that is, graphs that can be drawn in a plane with at most one crossing per edge. Some mathematical results for 1-planar graphs are known [1, 3, 12, 13] ; in particular, Pach and Toth [12] proved that a 1-planar graph with n vertices has at most 4n − 8 edges, which is a tight upper bound. Korzhik and Mohar [9] proved that testing whether a graph is 1-planar is NP-complete.
In this paper, we study straight-line representation of 1-plane graphs, and give a characterisation of those 1-plane graphs that admit a straight-line drawing; in a sense this is an extension of Fáry's Theorem. The characterisation is simply stated in terms of two forbidden subgraph. The proof of the characterisation is essentially a description of a linear time algorithm that takes a 1-plane graph without the forbidden substructures as input, and computes a straight-line drawing.
Fundamentally, there are two 1-plane graphs that cannot be drawn with straight-line edges. One is a 1-plane graph consisting of a path of length 3, called the bulgari graph (see Figure 1(a) ). The other is a 1-plane graph consisting of two paths of length two, called the gucci graph (see Figure 1(b) ). We also give an exponential lower bound for the area of a straight-line 1-planar grid drawing (see the Appendix 1 for a proof). In a grid drawing of a graph, every vertex has integer coordinates. The following theorems summarise the main results of this paper. Theorem 1. A 1-plane graph G admits a straight-line 1-planar drawing if and only if G contains neither the bulgari graph nor the gucci graph. Furthermore, there is a linear time testing algorithm to test such conditions, and a linear time drawing algorithm to construct such a drawing.
Theorem 2. For all k > 1, there is a 1-plane graph G k with 2k vertices and 2k − 2 edges such that any straight-line 1-planar grid drawing of G k has area at least 2 k−1 .
To our best knowledge, this is the first result to extend Fáry's theorem to non-planar graphs. Furthermore, compared to the known mathematical results [1, 3, 12, 13] and hardness results [9] on 1-planar graphs, our results are constructive.
Preliminaries
A topological graph G = (V, E) is a representation of a simple graph in the plane where each vertex is a point and each edge is a Jordan curve between the points representing its endpoints. A geometric graph is a topological graph whose edges are represented by straight-line segments.
Two edges cross if they have a point in common, other than their endpoints. The point in common is a crossing. To avoid some pathological cases, some constraints apply: (i) An edge does not contain a vertex other than its endpoints; (ii) No edge crosses itself; (iii) Edges must not meet tangentially; (iv) No three edges share a crossing.
A 1-planar graph is a graph in which every edge contains at most one crossing. A 1-plane graph is a 1-planar topological graph, i.e., a 1-planar graph embedded in the plane.
Suppose that G is a topological graph. The graph that is obtained by replacing every crossing point of G with a vertex is the planarisation of G and is denoted by G * . The vertices of G * arising from crossings in G are called crossing vertices. The neighborhood N (u) of a vertex u in a planar graph is the circular list of vertices adjacent to u, in clockwise order. If G is a topological graph and γ is a crossing vertex of G * , then the neighborhood N (γ) of γ consists of a 4-tuple (a, b, c, d) where the edges (a, c) and (b, d) in G cross at γ.
Necessity of the Main Theorem
We first prove the necessity of Theorem 1 in the following Lemma. Lemma 1. Neither the bulgari graph nor the gucci graph admit a straight-line 1-planar drawing.
Proof. Consider the planarisation of the bulgari graph: there is one cycle of length three, and one of the vertices of this 3-cycle is a crossing γ. In any straight-line drawing of the bulgari graph, this 3-cycle forms a triangle, and the interior angle of this triangle at γ must be less than π. However, this interior angle is formed by three of the four angles formed by the edges that cross at γ. This is clearly impossible.
A similar argument applies to the gucci graph, using the fact that the four angles in a straight-line quadrilateral add to 2π.
One can use Lemma 1 to show that certain graphs cannot admit a straight-line 1-planar drawing. A useful example is the bad K4 graph in Figure 1 (c).
Lemma 2. The bad K4 graph does not admit a straight-line 1-planar drawing.
Based on Lemma 1, we can give a linear time testing algorithm. Theorem 3. There is a linear time algorithm to test whether a 1-plane graph G has the bulgari or the gucci subgraph.
Proof. We can check the neighborhood of each crossing, and test whether it contains the bulgari graph or the gucci graph. Since the number of crossings is linear, the algorithm runs in linear time.
We next prove the sufficiency of Theorem 1 by presenting a drawing algorithm. The overall algorithm consists of two steps: an augmentation step and a drawing step. We first present a linear time augmentation algorithm in Section 4. Then we present a linear time drawing algorithm in Section 5.
Augmentation Algorithm
The purpose of this Section is to show that we can augment a 1-plane graph G by adding edges without crossings, while preserving the straight-line drawability of G.
Red-maximal 1-plane graphs and red augmentation
Suppose that G is a 1-plane graph. The edges of G that have no crossing are called red edges. We say that a 1-plane graph is red-maximal if there is no non-incident pair of vertices a, b that share a face. That is, the addition of any edge makes a crossing. The red-maximal 1-plane graphs have nice properties (see Lemma 4) , which are helpful for the drawing algorithm in Section 5.
A red augmentation
is a 1-plane graph with V = V + , E ⊆ E + , such that no edge in E + − E has a crossing. The following theorem summarises the main result of this Section.
Theorem 4.
Suppose that G is a 1-plane graph with no bulgari or gucci subgraph. Then there is a red-maximal red augmentation G + of G with no bulgari or gucci subgraph. Furthermore, G + can be computed in linear time.
The proof of Theorem 4 consists of an algorithm that adds edges, one at a time. We firstly consider pairs a, b of nonadjacent vertices such that a and b are endpoints of two edges that cross, that is, a and b have a common crossing vertex γ as a neighbor in G * . The pair a, b may lie on a number of faces of G * . We choose one of these faces, and route the edge (a, b) in this face. The second step is to add edges between any remaining pair of nonadjacent vertices that share a face. The description of the augmentation process occupies the remainder of this Section.
The first step: adding edges around crossings
The aim of this Section is to present an algorithm that takes a 1-plane graph G with no bulgari or gucci subgraphs, and adds edges until each crossing is surrounded by a 4-cycle. More precisely, we prove the following Lemma.
Lemma 3. Suppose that G = (V, E) is a 1-plane graph, with no bulgari or gucci subgraph. Then there is a red augmentation G of G such that -G has no bulgari or gucci subgraph, and -for each crossing γ, the neighborhood N (γ) of γ in the planarisation G * of G induces a complete subgraph of size 4 in G .
The proof of Lemma 3 has two parts. For the first part, we need to define some notation.
Suppose that G is a 1-plane graph, and γ is a crossing between edges (a, c) and
in the clockwise order of edges around γ, as in Figure 2 (a); in this case we say that γ is clockwise with respect to the (ordered) pair (a, b). In Figure 3 (a), the crossing γ is anticlockwise with respect to the pair (a, b).
Further, there may be two possible ways to add the edge (a, b), as in Figure 3 . One of these augmentations introduces a bulgari subgraph, the other does not. It is easy to distinguish between these two augmentations: if γ is anticlockwise with respect to (a, b), then a bulgari subgraph is created if and only if the 3-cycle (a, b, γ) is clockwise, and vice versa. In other words, the augmentation avoids a bulgari subgraph if and only if the 3-cycle (a, b, γ) has the same orientation as the crossing γ with respect to (a, b).
We next show that it is always possible to route (a, b) such that the 3-cycle (a, b, γ) has the same orientation as the crossing γ with respect to (a, b), that is, such that the neighborhood of γ does not contain a bulgari subgraph.
Assume without loss of generality that γ is clockwise with respect to (a, b), as in Figure 2 (a). We define a curve r(a, γ, b) that is arbitrarily close to the edges (a, γ) and (γ, b), as in Figure 2 (b). Note that r(a, γ, b) begins at a such that it is immediately before the edge (a, γ) in the clockwise order of edges around a. At the other end, it is immediately after b in the clockwise order of edges around b. Since G is 1-planar, the curve r(a, γ, b) does not cross any edge of G (the edges (a, c) and (b, d) cross at γ and so have no other crossing). We route the edge (a, b) on the curve r(a, γ, b); we denote the resulting graph by G + γ (a, b).
Proposition 1.
Suppose that G is a 1-plane graph with no gucci and no bulgari subgraph, and γ is a crossing in G between the edges (a, c) and
1-plane graph with no gucci subgraph, and the induced subgraph of the neighborhood N (γ) of γ does not contain a bulgari subgraph.
Proof. Adding (a, b) using the curve r(a, γ, b) clearly does not introduce any edge crossing, and so G + γ (a, b) is a 1-plane graph. Further, because no new crossing is added, we cannot introduce a gucci subgraph. From the discussion above, the 3-cycle (a, b, γ) is clockwise if and only if γ is clockwise, and so G + γ (a, b) has no bulgari subgraph induced by the neighborhood of γ.
Note that Proposition 1 is not enough to prove Lemma 3. There may be another crossing vertex γ that has a and b as neighbors. The problem is that G + γ (a, b) may contain a bulgari subgraph in the neighborhood of γ , as in Figure 2 (c). To solve this problem, for each pair a, b we must choose a crossing γ in a careful way to avoid all bulgari subgraphs.
Let Γ ab denote the set of crossings that have both a and b as a neighbor. Next we show how to choose γ ∈ Γ ab such that G + γ (a, b) does not contain a bulgari subgraph.
Proposition 2. For every pair a, b of nonadjacent vertices in G such that Γ ab is nonempty, there is a crossing vertex γ ∈ Γ ab such that G + γ (a, b) has no bulgari subgraph.
Proof. Let H ab be the subgraph of G * induced by {a, b} ∪ Γ ab . To show that such an appropriate crossing vertex exists, we need to examine the structure of H ab . Now each crossing in Γ ab is either clockwise or anticlockwise with respect to (a, b). First assume that there is at least one clockwise crossing vertex and at least one anticlockwise crossing vertex in Γ ab . Consider the clockwise circular order γ 0 , γ 1 , . . . , γ k−1 of crossing vertices of Γ ab around a. This is a circular order, so there is an index i such that γ i is clockwise and γ i+1 is anticlockwise (index arithmetic is modulo k). Then the cycle (a, γ i , b, γ i+1 ) in G * must be on the outside face of H ab ; otherwise G would contain a gucci subgraph. This implies that there is only one such index i; assume without loss of generality that i = k − 1. This is illustrated in Figure 4 (c). Now γ 0 is anticlockwise and γ k−1 is clockwise; let j be the largest index such that γ j is anticlockwise. That is, for all s such that j < s < k, γ s is clockwise. If there were an index t such that 0 < t < j and γ t is clockwise, then the subgraph induced by the neighborhoods of γ t and γ j would be a gucci subgraph. Thus we can assume that for all 0 < t < j, γ t is anticlockwise. We can deduce that routing (a, b) on the curve r(a, γ j+1 , b) (or, equivalently, on the curve r(a, γ j , b)) does not introduce a bulgari subgraph.
A similar argument applies to the case where all crossings in Γ ab are clockwise, and the case where all crossings in Γ ab are anticlockwise.
One can repeatedly apply adding edges using the methods defined in the proof of Propositions 1 and 2 to give an augmentation such that each crossing is surrounded by a 4-cycle. No new crossings are introduced, and thus no gucci subgraphs are introduced. Further, by Proposition 2, no bulgari subgraphs are introduced.
This completes the proof of Lemma 3.
The second step: triangulating remaining faces
Suppose that a and b are two nonadjacent vertices in G after the first step is applied, as defined in the previous Section. Further suppose that a and b that share a face f . We can add the edge (a, b) inside f , without crossing any edge. The graph remains 1-plane. From Lemma 3, Γ ab is empty, thus no bulgari or gucci subgraph is introduced by adding the edge (a, b).
Continuing this operation, we can ensure that every face with no crossings is a triangle.
The algorithm for computing the augmentation
Methods for computing the augmentation G + are described in the previous two Sections. However, it is not immediate that G + can be computed efficiently. In this Section we describe a method to compute G + in linear time. Note that a 1-plane graph has a linear number of crossings; thus there are a linear number of pairs of vertices a, b such that Γ ab is nonempty. We can make a list L of these pairs in linear time by examining the neighborhood of each crossing vertex. Further, for each specific pair {a, b} ∈ L, we can construct the set Γ ab of crossings whose neighborhoods contain both a and b.
The main difficulty is in finding the appropriate crossing γ ∈ Γ ab as in Proposition 2 such that G + γ (a, b) has no bulgari subgraph. From the proof of Proposition 2, we require a sorted list L ab of crossings in Γ ab in clockwise order as the crossings appear around a.
We need to create L ab for each pair a, b of vertices with Γ ab = ∅. Note that in the input 1-plane graph G, a list N (x), in clockwise order, of edges around each vertex x is already available. Thus one can traverse N (a) in clockwise order, and place each crossing encountered into a list L ab for some vertex b. It is clear that this traversal takes time proportional to the degree of a. Performing such a traversal for each vertex a in G takes linear time.
This completes the proof of Theorem 4.
In this Section, we present a linear time algorithm for drawing 1-plane graphs with straight-line edges. The input of the drawing algorithm is a red-maximal augmentation G + with no bulgari or gucci subgraph.
Properties of red-maximal 1-plane graphs
We first prove properties of red-maximal 1-plane graphs, which are helpful for the drawing algorithm. Proof. Part (a) of the Lemma is straightforward. For part (b), suppose that the pair x, y of vertices of N (γ) is nonadjacent. Since G + is 1-plane, there is exactly one face of G * in which x, γ, and y occur consecutively. One can join x and y, routing the edge through this face. This proves part (b).
Next we consider parts (c) and (d). Suppose that f is an internal face of G * . First we note an important property of internal faces. Suppose that the pair x, y are two nonconsecutive vertices on f that are not crossing vertices. Then there is an edge joining x and y, routed on the outside of f ; if not, then the red-maximality of G would require joining x to y inside f .
We can deduce that no internal face of G * has more than 4 vertices of G + , that is, more than 4 non-crossing vertices. For suppose that there were 5 such vertices; this implies that there are at least 5 non-consecutive pairs of non-crossing vertices. It is clear that if these 5 edges are routed outside f then at least one of them has at least two crossings, contradicting 1-planarity.
Thus, if f has no crossing vertices, then f has either 3 or 4 vertices. If it has 4 vertices, then the important property above implies that it forms the bulgari graph. Thus part (c) of the Lemma follows.
To prove (d) we show that an internal face f cannot have more than one crossing vertex. For suppose that f has two crossing vertices γ 1 and γ 2 . There are two paths on f between γ 1 and γ 2 ; each of these paths contains at least one non-crossing vertex. From the important property above, there is an edge joining these two non-crossing vertices, routed on the outside of f . It is easy to see that such an edge creates the bulgari graph. Since f contains one crossing vertex and at most 4 non-crossing vertices, part (d) follows.
To prove part (e), note that a crossing on the outside face would induce bulgari or gucci graph. Part (f) can be proved using the same argument as for part (d).
Decomposition of biconnected graphs into triconnected components
Since the red-maximal augmentation G + is biconnected in general, we use the SPQR tree [6] , which represents a decomposition of biconnected graphs into triconnected components. In fact, we use a slight modification of the SPQR tree without Q-nodes, called the SPR tree in this paper. We first define basic terminologies. For details, see Appendix 2.
Each node ν in the SPR tree is associated with a graph called the skeleton of ν, denoted by σ(ν). There are three types of nodes ν in the SPR tree: (i) S-node: σ(ν) is a simple cycle with at least 3 vertices; (ii) P-node: σ(ν) consists of two vertices connected by at least 3 edges; (iii) R-node: σ(ν) is a simple triconnected graph.
We treat the SPR tree as a rooted tree by choosing a node ν * as its root. Let ρ be the parent of ν. The graph σ(ρ) has exactly one virtual edge e in common with σ(ν). We denote the graph formed from σ(ν) by deleting its parent virtual edge as σ − (ν). Let G − (ν) denote the subgraph of G which consists of the vertices and real edges in the graphs σ − (µ) for all descendants µ of ν, including ν itself. When G is a plane graph, we also treat σ − (ν) and G − (ν) as plane graphs induced from the embedding of G.
Algorithm for constructing a straight-line 1-planar drawing
We now present the main theorem of this Section.
Theorem 5. Let G + be a red-maximal augmentation with no bulgari or gucci subgraph. Then there is a linear time algorithm to construct a straight-line 1-planar drawing of G + .
Proof. We prove the theorem by presenting a divide-and-conquer algorithm that constructs a straight-line drawing of G + using the SPR tree. We first remove the crossing edges from G + , and construct the SPR tree of the remaining planar subgraph G . We choose a node ν * whose skeleton contains the vertices on the outer face as a root. We recursively draw G , together with the deleted crossing edges, with straight-line edges in a top-down manner along the SPR tree rooted at ν * . At each step of the recursion, we process each node ν in the SPR tree as follows:
1. Construct a convex drawing D ν of σ(ν). 2. Re-insert crossing edges on the corresponding face in D ν with straight-line edges. 3. For each child µ of ν, replace the virtual edges in D ν with a convex drawing of σ(µ).
We repeat this procedure recursively, until we process all the leaf nodes.
Since each face of D ν is drawn as a convex polygon, we can re-insert the crossing edges with straight-lines, without introducing any new crossings. To draw σ(µ) each child without any new crossings recursively, we define a drawing area for each child node µ, and a convex polygon P µ for the boundary of a convex drawing of σ(µ).
In fact, we process each node ν differently, based on its type:
-R-nodes and S-nodes: The first task is to draw σ(ν) as a convex drawing. The second task is to define a drawing area for each child node µ for drawing σ(µ) recursively, after inserting the crossing edges.
-P-nodes: The main task is to determine a drawing area for each child node µ and a convex polygon P µ for σ(µ).
Based on the properties of red-maximal graphs G + in Lemma 4, we have the following observations, which simplify the drawing algorithm.
-The root node ν * of the SPR tree is either a R-node or an S-node. The outer face of σ(ν * ) is either a 3-cycle for R-node, or a 4-cycle (it induces a 4-clique with a crossing in G + ) for an S-node. -The outer face of σ(ν) of a R-node is a 3-cycle.
-The skeleton σ(ν) of an S-node is either a 3-cycle or a 4-cycle.
Based on the observation, we can define convex polygon P ν for ν as follows (see Figure 5 ): (i) R-node ν: either a triangle or a rhombus; (ii) S-node ν: either a triangle or a trapezoid. More specifically, we process each node ν as follows:
(i) R-node ν: We first draw σ(ν) (or σ(ν) − ) as a convex drawing D ν using the algorithm by Chiba et al [2] . Since σ(ν) (resp., σ(ν) − ) is a triconnected (resp., internallytriconnected) planar graph, it admits a convex drawing [2] . In fact, the algorithm requires a convex polygon P ν for the boundary of D ν as an input. We define a convex polygon P ν as follows:
-root R-node ν * : We define a triangle P ν * , since the outer face of σ(ν * ) is a 3-cycle. -non-root R-node ν: We define a convex polygon P ν with one of the following three shapes.
• left triangle (see Figure 5 (a)) or right triangle (see Figure 5 (b)): We use this shape when the edge e = (s, t), which corresponds to the separation pair (s, t), exists as a real edge in G (for example, ν is a child of a P-node). In this case, we define P ν using the outer face of σ(ν) including e.
• rhombus shape (see Figure 5 (c)): We use this shape, when e = (s, t) is a virtual edge introduced in the decomposition. In this case, we define P − ν using the outer face of σ(ν)
− without e. Next we re-insert the crossing edges in the corresponding face in D ν with straightlines. After inserting crossing edges, we can define a drawing area and a convex polygon P µ for drawing σ(µ) of each child node µ recursively.
(ii) S-node ν: We first draw σ(ν) as a convex polygon. Based on the observation, we have the following two cases to define a convex polygon P ν :
-root node ν * : Since the outer face of σ(ν * ) is a 4-cycle, we define a rectangle for P * ν .
-S-node ν with parent P-node: Since the σ(ν) of a non-root S-node is either a 3-cycle or a 4-cycle, we define either a triangle or a trapezoid for P ν .
Then add the crossing edges, and define a drawing area and a convex polygon P µ for drawing σ(µ) of each child node µ recursively.
(iii) P-node ν: For P-nodes, the main task is to define a drawing area and a convex polygon P µ for drawing σ(µ) of each child node µ recursively. For R-node child µ, we define P µ as either a triangle or a rhombus. For S-node child µ, we define P µ as either a triangle or a trapezoid.
Note that when we define a drawing area and convex polygon for the children of P-node, we should draw σ(µ), based on the ordering of virtual edges in σ(ν) to avoid edge crossings. Let l 1 , l 2 , ..., l k , e, r k+1 , r k+2 , ..., r m be the ordering of virtual edges in σ(ν), where e is the real edge. Denote the corresponding ordering of the children of a P-node ν as µ 1 , µ 2 , ..., µ k , µ k+1 , µ k+2 , ..., µ m .
We first draw σ(µ 1 ) with a convex polygon P µ1 , and re-insert crossing edges in the drawing D µ1 . Then, we can define a drawing area for σ(µ 2 ) with a convex polygon P µ2 , and re-insert crossing edges in the drawing D µ2 . We repeat this process until we process σ(µ k ). Similarly, we can process µ k+1 , µ k+2 , ..., µ m symmetrically.
More specifically, based the ordering, we define a left triangle (or a left trapezoid) for µ 1 , µ 2 , ..., µ k , and a right triangle (or a right trapezoid) for µ k+1 , µ k+2 , ..., µ m to avoid edge crossings. Figure 6 shows an example. There is one special case for defining a triangle shape for a child S-node µ: If there is a deleted crossing edges between the two adjacent child S-nodes µ k and µ k+1 of a P-node, then we add the real edge e in the ordering between l k and r k+1 , and treat the case as described above.
We now briefly discuss the correctness and time complexity of the algorithm. It is clear that the resulting drawing D + is a straight-line drawing of G + without producing any further crossings. Since the convex drawing algorithm draws σ(ν) of R-nodes ν with straight-line edges such that each face is drawn as convex polygon, we can re-insert the crossing edges in the corresponding face with straight-lines, without introducing any further crossings.
Since we define a drawing area and a convex polygon P µ for the boundary of σ(µ), for each child node µ of ν, after the crossing edge re-insertion step, we can draw each σ(µ) without introducing any new crossings. Note that there are no crossing edges between σ(µ i ) and σ(µ j ), where µ i and µ j are children of ν, since otherwise they are connected by the corresponding 4-cycle of the crossing edges, due to Lemma 4.
When we replace each virtual edge, which corresponds to a child µ of ν, in the convex drawing D ν of σ(ν), we can define a convex polygon P µ for the boundary of σ(µ) flat enough not to create any new crossings.
It is clear that the overall algorithm runs in linear time, since the SPR tree can be constructed in linear time [6] , and the convex drawing algorithm by Chiba et al. [2] runs in linear time. This completes the proof of Theorem 5.
An example of each step of the drawing algorithm is shown in Appendix 3.
The topological graph G k consists of two paths (a 1 , a 2 , . . . , a k ) and (b 1 , b 2 , . . . , b k ) . For each i = 1, 2, . . . , k − 1, edge (a i , a i+1 ) crosses (b i , b i+1 ) at γ i , and the (ordered) neighborhood of γ i is (b i , a i , b i+1 , a i+1 ) . Figure 7 illustrates G 6 . A straight-line drawing of G 4 is in Figure 8 . Now consider G 3 , illustrated in Figure 9 . Note that the triangle ∆(γ 1 , a 2 , b 2 ) completely contains the triangle ∆ (γ 2 , a 3 , b 3 ). We next show that the area of ∆(γ 1 , a 2 , b 2 ) is at least twice the area of ∆ (γ 2 , a 3 , b 3 ). To show this, extend the segment b 2 b 3 to meet the segment a 1 a 2 at b 3 , and extend the segment a 2 a 3 to meet the segment b 1 b 2 at a 3 . The two triangles ∆(b 2 , a 3 , b 3 ) and ∆(b 2 , a 3 , a 2 ) share a common base b 2 a 3 , however the height of ∆(b 2 , a 3 , b 3 ) is less than the height of ∆(b 2 , a 3 , a 2 ). Thus
These two triangles share the triangle ∆(γ 2 , b 2 , a 3 ), and so we can deduce that
However, it is clear that Area(∆(b 2 , a 3 , b 3 )) is less than Area(∆(b 2 , a 3 , b 3 )), and thus
Also, ∆(γ 2 , b 2 , a 2 ) and ∆(γ 2 , a 3 , b 3 ) are disjoint and both inside ∆(γ 1 , a 2 , b 2 ). Thus
One can continue this argument to G k to show that
and the Lemma follows.
Since the red-maximal augmentated graph is biconnected in general, we use a decomposition of biconnected graphs into triconnected components [8] . First we review the definition of triconnected components, defined by Hopcroft and Tarjan [8] . If G is triconnected, then G itself is the unique triconnected component of G. Otherwise, let u, v be a cut-pair of G. We split the edges of G into two disjoint subsets E 1 and E 2 , such that |E 1 | > 1, |E 2 | > 1, and the subgraphs G 1 and G 2 induced by E 1 and E 2 only have vertices u and v in common. Form the graph G 1 from G 1 by adding an edge (called a virtual edge) between u and v that represents the existence of the other subgraph G 2 ; similarly form G 2 . We continue the splitting process recursively on G 1 and G 2 .
The process stops when each resulting graph reaches one of three forms: a triconnected simple graph, a set of three multiple edges (a triple bond), or a cycle of length three (a triangle). The triconnected components of G are obtained from these resulting graphs: (i) a triconnected simple graph; (ii) a bond, formed by merging the triple bonds into a maximal set of multiple edges; (iii) a polygon, formed by merging the triangles into a maximal simple cycle. For details, see [8] .
It was shown that one can define a tree structure from the triconnected components as follows [8] . The tree has a node for each triconnected component of G. The edges of the tree are defined by the virtual edges, that is, if two triconnected components have a virtual edge in common, then the nodes that represent the two triconnected components are joined by an edge that represents the virtual edge.
In fact, there are a few variations on the tree structure. In this paper, we use the basic terminologies from the SPQR tree, a data structure defined by Tamassia and Di Battista [6] . The SPQR tree has a node for each triconnected component of G (S-, P-, and R-nodes), and a node for each edge of G (Q-nodes). The edges of the SPQR tree are defined by the virtual edges, as described above. Each node ν in the SPQR tree is associated with a graph, called the skeleton of ν, and is denoted by σ(ν) = (V ν , E ν ) (V ν ⊆ V ), corresponds to a triconnected component.
There are four types of node ν in the SPQR tree that are based on the types of their skeletons:
An example of each step of the drawing algorithm is shown in Figure 10 . Figure 10(a) shows a red maximal augmentation graph G + , and Figure 10 (b) shows a planar subgraph G . Figure 10(c) shows the SPR tree of G , where the root is an S-node. We first draw the root S-node as a convex polygon as shown in Figure 10(d) . Then we re-insert the crossing edge and define convex polygons for child nodes, as shown in Figure 10 (e). Figure 10(f) shows the final drawing of G + . Another example of the drawing algorithm is shown in Figure 11 . Figure 11 (a) shows a red maximal augmentation graph G + , and Figure 11 (b) shows a planar subgraph G . Figure 11(c) shows the SPR tree of G , where the root is an R-node. We first draw the root R-node as a convex polygon as shown in Figure 11(d) . Then we re-insert the crossing edge and define convex polygons for child nodes, as shown in Figure 11 (e). Figure 11(f) shows the final drawing of G + . Fig. 11 . (a) a red maximal augmentation graph G + ; (b) planar subgraph G ; (c) the SPR tree of G ; (d) drawing the root R-node as a convex polygon; (e) re-insert the crossing edge and define convex polygons for child nodes; (f) the final drawing of G + .
Another example of the drawing algorithm is shown in Figure 12 . Figure 12 (a) shows a red maximal augmentation graph G + , and Figure 12 (b) shows a planar subgraph G . Figure 12(c) shows the SPR tree of G , where the root is an R-node. We first draw the root R-node as a convex polygon as shown in Figure 12(d) . Then we re-insert the crossing edge and define convex polygons for child nodes, as shown in Figure 12 (e). Figure 12(f) shows the final drawing of G + . Fig. 12 . (a) a red maximal augmentation graph G + ; (b) planar subgraph G ; (c) the SPR tree of G ; (d) drawing the root R-node as a convex polygon; (e) re-insert the crossing edge and define convex polygons for child nodes; (f) the final drawing of G + .
