In this paper we consider the Nonnegative Matrix Factorization (NMF) problem: given an (elementwise) nonnegative matrix V ∈ R m×n + find, for assigned k, nonnegative matrices W ∈ R m×k + and H ∈ R k×n + such that V = W H. Exact, non trivial, nonnegative factorizations do not always exist, hence it is interesting to pose the approximate NMF problem. The criterion which is commonly employed is I-divergence between nonnegative matrices. The problem becomes that of finding, for assigned k, the factorization W H closest to V in I-divergence. An iterative algorithm, EM like, for the construction of the best pair (W, H) has been proposed in the literature. In this paper we interpret the algorithm as an alternating minimization procedureà la Csiszár-Tusnády and investigate some of its stability properties. NMF is widespreading as a data analysis method in applications for which the positivity constraint is relevant. There are other data analysis methods which impose some form of nonnegativity: we discuss here the connections between NMF and Archetypal Analysis.
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Introduction
The approximate Nonnegative Matrix Factorization (NMF) of nonnegative matrices is a data analysis technique only recently introduced [9, 14] . Roughly speaking the problem is to find, for a given nonnegative matrix V ∈ R m×n + , and an assigned k, a pair of nonnegative matrices W ∈ R m×k + and H ∈ R k×n + such that, in an appropriate sense, V ≈ W H. In [9] EM like algorithms for the construction of a factorization have been proposed. The algorithms have been later derived in [10] by using an ad-hoc auxiliary function, a common approach in deriving EM algorithms. In [14] the connection with the classic alternating minimization of the I-divergence [1] has been pointed out but not fully investigated. In this paper we pose the NMF problem as a minimum I-divergence problem that can be solved by alternating minimization and derive, from this point of view, the algorithm proposed in [9] . There are alternative approaches to approximate nonnegative matrix factorization. For instance, recently, see [2] , results have obtained for the approximate factorization of symmetric nonnegative matrices, where the approximation takes place w.r.t the Frobenius norm. This approach is clearly of a different nature than the one in the present paper.
Although only recently introduced the NMF has found many applications as a data reduction procedure and has been advocated as an alternative to Principal Components Analysis (PCA) in cases where the positivity constraint is relevant (typically image analysis). The title of [14] is a clear indication of this point of view, but a complete analysis of the relations between NMF and PCA is still lacking. Our interest in NMF stems from the system theoretic problem of approximate realization (or order reduction) of Hidden Markov Models. Partial results have already been obtained [5] .
This paper is organized a follows. In section 2 we pose the approximate nonnegative matrix factorization problem, define the I-divergence between matrices and discuss the solution proposed in [9, 10] . In section 3 we pave the way for the alternating minimization algorithm presenting the properly lifted version of the minimization problem and solving the two partial minimizations in the style of Csiszár and Tusnády [1] . In section 4 we construct the alternating minimization algorithm and compute the iteration gain. One of the advantages of working with the lifted problem is that it sheds a better light also on the derivation of the algorithm via auxiliary functions given in [10] . In section 5 we will use the results of section 3 to construct a very natural auxiliary function to solve the original problem. A discussion of the convergence properties of the algorithm is given in section 6. In the concluding section 7 we establish a connection between the approximate NMF problem and the Archetypal Analysis algorithm of Cutler and Breiman [3] .
The present paper is an extended version of [6] , which also appeared as the preprint [7] .
Preliminaries and problem statement
The NMF is a long standing problem in linear algebra [8, 12] . It can be stated as follows. Given V ∈ R m×n + , and 1 ≤ k ≤ min(m, n), find a pair of matrices W ∈ R m×k + and H ∈ R k×n + such that V = W H. The smallest k for which a factorization exists is called the positive rank of V , denoted prank(V ). This definition implies that rank(V ) ≤ prank(V ) ≤ min(m, n). It is well known that prank(V ) can assume all intermediate values, depending on V . Examples for which nonnegative factorizations do not exist, and examples for which factorization is possible only for k > rank(V ) are easily constructed [8] . The prank has been characterized only for special classes of matrices [12] and algorithms for the construction of a NMF are not known. The approximate NMF has been recently introduced in [9] independently from the exact NMF problem. The setup is the same, but instead of exact factorization it is required that V ≈ W H in an appropriate sense. In [9] and in this paper the approximation is to be understood in the sense of minimum I-divergence. For two nonnegative numbers p and q the I-divergence is defined as
with the conventions 0/0 = 0, 0 log 0 = 0 and p/0 = ∞ for p > 0. From the inequality x log x ≥ x − 1 it follows that D(p||q) ≥ 0 with equality iff p = q. For two nonnegative matrices M = (M ij ) and N = (N ij ) of the same size the I-divergence is defined as
Again it follows that D(M ||N ) ≥ 0 with equality iff M = N . For nonnegative vectors or tensors of the same size a similar definition applies. The problem of approximate NMF is to find for given V and a fixed number k (often referred to as the inner size of the factorization) arg min
It is not immediately obvious that the problem has a solution. Let us state that as the first result.
Proposition 2.1
The minimization problem (1) has a solution.
The proof of this proposition however makes use of properties that will be derived in later sections and is therefore deferred to section 4. Notice that, if we decrease the inner size from k to k − 1, then the optimal solution in the latter case will result in a divergence that is greater than or equal to the former. This follows from the fact that we can trivially embed the factorization problem with inner size k − 1 into the case of inner size k, simply by adding an arbitrary last column to the optimal W and a last zero row to the optimal H for the case of inner size k − 1. Unfortunately, unlike the SVD of a matrix, the best approximations with increasing k are not embedded one into another. Increasing k computations are to be carried out from scratch.
Although, according to proposition 2.1, a solution to the minimization problem exists, it will certainly not be unique. In order to rule out too many trivial multiple solutions, we impose the condition that H is row stochastic, so j H lj = 1 for all l. This is not a restriction. Indeed, first we exclude without loss of generality the case where H has one or more zero rows, since we would then in fact try to minimize the I-divergence with inner size smaller than k. Let h be the diagonal matrix with elements 
Let us now show that there exists a pair of matrices (W, H) for which He = e and D(V ||W H) is finite. First we exclude the case where V contains zero rows or zero columns. Put W = 1 k V ee ⊤ and H = 1 e ⊤ V e e ⊤ V . Note that indeed He = e and that W e = V e and that all elements of H and W , and hence those of W H are strictly positive. Therefore D(V ||W H) is finite. If V happens to have a row only containing zeros, we could apply the above procedure in an adapted form.
To carry out the maximization numerically, in [9, 10] an iterative algorithm is proposed. Denoting by W n and H n the matrices at step n, we present the update equations
There is only a partial justification for this algorithm given in [10] , although the update steps (3) and (4) are like those in the EM algorithm, known from statistics, see [4] . Likewise the convergence properties of the algorithm are unclear. In the next section we will cast the maximization problem in a different way that provides more insight in the specific form of the update equations.
We will now reduce the minimization problem to a problem with a probabilistic interpretation. LetV =
W . Using the assumption He = e, we obtain the relation
Hence, since the number e ⊤ V e is known, minimizing D(V ||W H) is equivalent to minimizing D(V ||W H) and D(e ⊤ V e||e ⊤ W e). The optimal solutions W * and W * are related by W * = e ⊤ V eW * and we also have e ⊤ W e = e ⊤ V e. We see that, in order to find a minimum of D(V ||W H), we may assume that both e ⊤ V e and e ⊤ W e are equal to one. This, together with the assumption that He = e, enables us to give the problem a probabilistic interpretation. Indeed since we now also have e ⊤ W He = 1, we have
which can be interpreted as the Kullback-Leibler divergence between (finite) probability measures. This will be exploited in later sections. We will use the same notation D(·||·) for I-divergence between matrices (or tensors) and for the Kullback-Leibler divergence between two probability measures. This shouldn't cause any confusion, since the probability measures involved can always be represented by matrices or tensors. Because we insist on the probabilistic interpretation of all the results, we will from now on change notations accordingly and denote the V matrix by P and likewise W and H by Q − and Q + respectively. For typographical reasons we often, but not always, denote the entries of P by P (ij) instead of P ij and likewise for other matrices. In the new notation the problem is therefore to find
In this context we rewrite the update equations (3) and (4) in terms of the current notation. Using the relations P =
n we obtain from (3) and (4)
It follows that the iterative algorithm is invariant under normalization.
Lifted version of the problem
In this section we lift the I-divergence minimization problem to an equivalent minimization problem where the 'matrices' (we should speak of tensors) have three indices.
Set up
We introduce the following sets
Notice that Q is the class of m × n matrices Q with e ⊤ Qe = 1 that admit exact NMF of size k.
The following observation (taken from [11] ) motivates our approach.
Lemma 3.1 P can be factorized as P = Q − Q + with inner size k iff P ∩Q = ∅, so iff there exists a P ∈ P and Q ∈ Q such that P = Q.
Proof. Obviously, P ∩ Q = ∅ is sufficient for the factorization of P . Conversely, if we have P = Q − Q + with inner size k, then the tensor P given by P(ilj) = Q − (il)Q + (lj) clearly belongs to P. As in section 2 we can w.l.o.g. assume that Q + e = e, so that P belongs to Q as well.
For a probabilistic interpretation of this lemma, and of the results below, we assume (without loss of generality) that P represents the joint distribution of a three dimensional random vector. Suppose that Y − and Y + are finite valued random variables defined on a probability space (Ω, F , P) whose joint distribution is given by P(Y − = i, Y + = j) = P (ij). Then the content of the lemma is that there exists a k-valued random variable X such that Y − and Y + (all random variables defined on a suitable enlargement of the given probability space, again denoted by (Ω, F , P)) are conditionally independent given X iff P = Q − Q + . In the notation that we used in the proof of lemma 3.1 we have P(Y − = i, X = l, Y + = j) = P(ilj). It therefore follows that Q − (il) = P(Y − = i, X = l) and that Q + (lj) = P(Y + = j|X = l). Hence, the matrix Q − gives the joint distribution of Y − and X, whereas the matrix Q + can be interpreted as the set of conditional distributions of Y + given X. To see the conditional independence relation, we rewrite
in equivalent form as
which is nothing else but
Having shown that an exact factorization of a given matrix P as Q − Q + has a counterpart in terms of tensors, we show in the next proposition that the original minimization of D(P ||Q − Q + ) over nonnegative matrices Q − and Q + is equivalent to a double minimization over the sets P and Q. The proof however requires results of subsection 3.2 and will therefore be given at the end of that subsection.
Proposition 3.2 Let P be given. The function (P, Q) → D(P||Q) attains a minimum on P × Q and it holds that
Remark 3.3 Let P * and Q * be the minimizing elements in proposition 3.2. If there is l 0 such that ij P * (il 0 j) = 0, then all Q * (ilj) are zero as well. Similarly, if there is l 0 such that ij Q * (il 0 j) = 0, then all P * (ilj) are zero as well. In each (and hence both) of these cases we have an approximate factorization Q * − Q * + of P of inner size less than k (delete the column corresponding to l 0 from Q * − and the corresponding row of Q * + ), that is such that D(P ||Q * − Q * + ) = min Q∈Q D(P ||Q). This motivates us to consider the following two partial minimization problems. In the first one we minimize for given Q ∈ Q the I-divergence D(P||Q) over P ∈ P. In the second problem we minimize for given P ∈ P the I-divergence
Two partial minimization problems
Let us start with the first problem. The unique solution P * = P * (Q) can easily be computed analytically and is given by
where Q(ij) = l Q(ilj). We also adopt the convention to put P * (ilj) = 0 if Q(ij) = 0, which ensures that, viewed as measures, P * ≪ Q.
We give a probabilistic interpretation of this result. Suppose that one is given three random variables Y − , X, Y + , defined on a probability space (Ω, F , Q), with law
For convenience we identify Ω as the set of all triples (i, l, j) and F as 2 Ω . And for ω = (i, l, j) we have the identity mapping (Y − , X, Y + )(ω) = (i, l, j). Hence the distribution of the triple of random variables (
The above minimization problem corresponds to finding the best approximating model P * , a probability measure on (Ω, F ), in the sense that it minimizes the Kullback-Leibler divergence D(P||Q) under the restriction that the marginal distribution of Y = (Y − , Y + ) is described by the matrix P . Let P * denote the distribution of (Y − , X, Y + ) under P * . From equation (7) it follows that
Note that the conditional distribution of X given Y under P * is equal to the conditional distribution under Q. Below we will see that this is not a coincidence.
Remark 3.4
As a side remark notice that the minimization of D(Q||P) over P ∈ P for a given Q ∈ Q yields the same solution P * . This is not relevant for what follows. Now we turn to the second partial minimization problem. The unique solution Q * = Q * (P) to this problem can also be easily computed analytically and is given by
with the convention that Q * + (lj) = 0 if ij P(ilj) = 0. Again we give an interpretation in probabilistic terms. In the same terminology that we used before, we have that any Q corresponds to a probability measure Q under which Y − and Y + are conditionally independent. The minimization problem can therefore be cast as finding the best approximation Q of a given probability measure P, in the sense of minimizing D(P||Q), that makes Y − and Y + conditionally independent given X. Equations (8) and (9) can then be interpreted as
and
We see that the optimal solution Q * is such that the marginal distributions of (X, Y − ) under P and Q * coincide as well as the conditional distributions of Y + given X under P and Q * . Again, this is not a coincidence, as we will explain below.
We now state for the two partial minimization problems above the so called Pythagorean rules.
Lemma 3.5 For fixed P and Q * = Q * (P) it holds that for any Q ∈ Q
whereas for fixed Q and P * = P * (Q) it holds that for any P ∈ P
where Q is given by Q(ij) = l Q(ilj).
Proof. To prove the first relation we first introduce some notation. Let P(il·) = j P(ilj), P(·lj) = i P(ilj) and P(j|l) = P(·lj)/ j P(·lj). For Q we use similar notation and so we have Q(il·) = Q − (il) and Q(j|l) = Q + (lj)/ j Q + (lj) and Q * − (il) = P(il·) and Q * + (lj) = P(j|l). Consider
On the other hand we have
The first assertion follows. The second Pythagorean rule follows from
With the aid of lemma 3.5, more precisely the relation (12), we can now prove proposition 3.2.
Proof of proposition 3.2. With P * = P * (Q), the optimal solution of the partial minimization over P, we have
It follows that inf P∈P ,Q∈Q D(P||Q) ≥ min Q∈Q D(P ||Q).
Conversely, let Q in Q be given and let Q be defined by Q(ij) = l Q(ilj) . From
Finally we show that we can replace the infima by minima. Let Q * − and Q * + be such that (Q − , Q + ) → D(P ||Q − Q + ) is minimized (there existence is guaranteed by proposition 2.1). Let Q * be a corresponding element in Q and P * = P * (Q * ). Then D(P * ||Q * ) = D(P ||Q * − Q * + ) and the result follows. For a probabilistic interpretation of the Pythagorean rules of lemma 3.5 and an explanation of the form of the solutions P * and Q * , we use a general result (lemma 3.6 below) on the I-divergence between two joint laws of a random vector (U, V ). We will apply this lemma by relating U and V to X, Y − and Y + . We denote the law of (U, V ) under probability measures P and Q by P U,V and Q U,V . The conditional distributions of U given V are summarized by the matrices P U|V and Q U|V , with the obvious convention P U|V (ij) = P(U = i|V = j) and likewise for Q U|V .
Lemma 3.6 It holds that
where
If moreover V is bivariate, V = (V 1 , V 2 ) say, and U and V 2 are conditionally independent given V 1 under Q, then one also has
Proof. This follows from elementary manipulations.
We now apply this lemma to the first partial minimization problem. Choose
, let P be given by P ∈ P and Q by Q. Then the distribution of Y under P is given by the matrix P . Hence (13) takes the form
Therefore, the first minimization problem is equivalent to the minimizing of E P D(P X|Y ||Q X|Y ), which happens if the conditional distribution of X given Y under the optimal P * = P * (P) is the same as under Q. We have already seen that this is indeed the case. But then we can also have for arbitrary Q the identity
Applying (13) to the right hand side of (16) together with the fact that under P and P * the marginal distributions of Y coincide, we see that this is nothing else but D(P||P * ). Since D(P * ||Q) = D(P ||Q Y ), we can rewrite (15) as the decomposition (11) .
The treatment of the second minimization problem is less straightforward, but follows a similar pattern. Our point of departure is again equation (13), combined with the refinement of (14) . We now make the choice U = Y + , V 1 = X and V 2 = Y − . Since under any Q corresponding to Q ∈ Q, we have conditional independence of Y − and Y + given X, we have
Hence the minimization problem here is to minimize the I-divergence between the distributions of (Y − , X) under P and Q and the I-divergence between the conditional probability measures P Y+|X and Q Y +|X . So we take Q * such that this happens and the minimum value then becomes E P D(P Y+|X,Y− ||P Y+|X ). Note that X has the same distribution under P and Q * . Therefore we have
In the right hand side of (17) we can, by conditional independence, replace
. By yet another application of (13) 
Alternating minimization algorithm
The results of the previous section are aimed at setting up an alternating minimization algorithm for obtaining min Q D(P ||Q), where P is a given nonnegative matrix. In view of proposition 3.2 we can lift this problem to the P × Q space. Starting with an arbitrary Q 1 ∈ Q with strictly positive elements, we adopt the following recursive scheme
We have in view of equation (12) the two identities
. We are interested in the update gain
Proposition 4.1
The update gain at each iteration of the algorithm (18) in terms of the matrices Q n is given by
Proof. The two Pythagorean rules from lemma 3.5 now take the forms
Addition of these two equations results in
from which the result follows.
The procedure outlined in equation (18) will be made explicit, using equations (7), (8) and (9) . Since it is our aim to apply the above results to the problem as sketched in section 2, we will also give the explicit form of the minimization algorithm in the original terms. From (18) we get Q n+1 = Q * (P * (Q n )) and combining this with the substitution of (7) into (8) we obtain the following formulas. Let Q n − and Q n + correspond to Q n .
These are exactly the formulas (5) and (6) of section 2 which we wanted to derive.
We close this section with the proof of proposition 2.1 in which we use the result of proposition 4.1.
Proof of proposition 2.1. We have already seen in section 2 that there exists a pair W, H with W e = V e and He = e for which the divergence is finite. Next we show that we can restrict ourselves to minimization over a compact set K of matrices. Specifically, we will show that for all positive matrices W and H, there exist positive matrices W ′ and
We choose for arbitrary W 0 and H 0 the matrices W 1 and H 1 according to (3) and (4). It follows from proposition 4.1 that in-
. Moreover, it is immediately clear from (3) and (4) that we have W e = V e and He = e. Hence, it is sufficient to confine search to the compact set L where He = e and W e = V e.
Fix a pair of indices i, j. Since we can compute the divergence elementwise we have the trivial estimate
Hence to find the minimum of d ij , it is sufficient to look at x ≥ ε. Let ε 0 > 0 and such that ε 0 < min{V ij : V ij > 0}. Let G be the set of (W, H) such that (W H) ij ≥ ε 0 for all i, j with V ij > 0. Then G is closed. Take now K = L ∩ G, then K is the compact set we are after. Clearly the map (W, H) → D(V ||W H) is continuous on K and thus attains its minimum.
Auxiliary functions
The choice of an algorithm for recursive minimization can often be justified by using auxiliary functions. For the problem of minimizing the divergence D(V ||W H), choices of such functions can be found in [10] and they are analogous to functions that are used when studying the EM algorithm, see [15] . The finding of auxiliary functions is usually based on ad hoc reasoning, like for instance finding Lyapunov functions for studying stability of solutions to differential equations. We show in this section that the lifted version of the divergence minimization problem leads in a natural way to useful auxiliary functions. Let us first explain what is meant by an auxiliary function.
Suppose one wants to minimize a function x → F (x), defined on some domain. We call a function (x,
If we define (assuming that the arg min below exists and is unique)
then we have
and hence the value of F decreases by replacing x with x ′ . Therefore we can base a recursive procedure to find the minimum of F on the recipe (22) by taking x = x n and x ′ = x n+1 . The problem in general is to find a suitable auxiliary function G, one that preferably allows for a simple computation or characterization of the minimum of G(x, ·).
We consider now the minimization of D(P ||Q) and its lifted version, the minimization of D(P||Q) as in section 3. In particular, we consider the recursive minimization scheme given by (18). Let Q n − and Q n + denote the current values in the update procedure. In the notation of section 3 we also consider the corresponding Q n and P n = P * (Q n ), the minimizer of the divergence D(P||Q n ). In the alternating algorithm, the new iterate Q n+1 is found by minimizing
We will show that the function G defined by
is an auxiliary function for minimizing D(P ||Q). Using the decomposition of the divergence in equation (13) and interpreting the P * , Q ′ as the laws of a random vector (X, Y ) under corresponding measures P * , Q ′ , we can rewrite the function G as
Now we use the properties of P * as given in section 3.2. Under P * and under Q the conditional laws of X given Y are the same, whereas the marginal law of Y under P * is given by P . Therefore we can rewrite (23) as
We obtain immediately from equation (24) 
, precisely the two properties that define an auxiliary function.
In [10] one can find auxiliary functions for the original problem D(V ||W H) separately for minimization over H for fixed W and for minimization over W for fixed H. These are connected to the above function G as follows. First we make the dependence of G on Q − , Q + , Q [10] , where they are given in an explicit form, but where no rationale for them is given.
We emphasize that the construction of an auxiliary function for a minimization problem is by no means artificial, as soon as one is able to turn to a lifted version of the problem as in our case.
For the different auxiliary functions as introduced above, we will compute the update gains for recursive minimization and compare these to the gain in the previous section, providing another interpretation for this gain. 
Proof. We prove (27) first. The other two follow from this. Let Q − and Q + be arbitrary for the time being. We give a rather explicit expression of the difference
Now we exploit the specific expressions for the optimizing Q 
.
Observe that ij P * (ilj) is the same as ij Q ′ (ilj). Formula (27) now follows.
The other two follow in the same way by noticing that optimization of G 
Proof. Write
and use equations (23) and (27).
We return to the update formula (19). A computation shows the following equalities.
In equation (31) we recognize the second term in the auxiliary function, see (24). Equation (32) corresponds to equation (27) of lemma 5.1 and we see that formula (19) is indeed the same as (30) .
The algorithm (20), (21) is to be understood by using these two equations simultaneously. As an alternative one could first use (20) to obtain Q n+1 − and, instead of using Q n − , feed this result into (21) to obtain Q n+1 + . If we do this, we can express the update gain of the first partial step, like in the proof of corollary 5.3, by adding the result of equation (25) to the second summand of (24), with the understanding that Q ′ is now given by the Q n+1 (ij)Q n (lj). The update gain of the second partial step is likewise obtained by combining the result of (26) and the second summand of (24), with the understanding that now Q is to be interpreted as given by the Q n+1 (ij)Q n (lj). Of course, as another alternative, the order of the partial steps can be reversed. Clearly, the expressions for the update gains for these cases also result from working with the auxiliary functions G − Q and G + Q , the equations (25) and (26) and proceeding as in the proof of corollary 5.3.
Convergence properties
The main result of this paper is the next theorem. Proof. First we show that we can apply theorem 3 of Wu [15] , that states that all possible limit points of the algorithm are local minima of D(P || ·). To verify the conditions of this theorem, it is sufficient to show that the maximizing pair (Q * − , Q * + ) of the partial minimization of D(P||Q) is unique (this corresponds to Wu's function Q(φ|φ ′ )). We use the Pythagorean rule (10) to observe that the partial minimization of D(P|| ·) yields a unique maximizer Q * , in the sense that for any other minimizer Q ′ we have identically Q ′ (ilj) = Q * (ilj). As a matter of fact, we have the stronger property that also the elementwise decomposition We can therefore apply theorem 3 of Wu [15] , to conclude that all limit points of the algorithm are local minima.
The next thing we show is that the Q n − and Q n + form convergent sequences. We start with equation (19). By summing over n we obtain
It follows that ∞ k=1 D(P k ||P k+1 ) and ∞ k=1 D(Q k+1 ||Q k ) are finite. Now we use that fact that for any two probability measures, the Kullback-Leibler divergence D(P||Q) is greater than or equal to their Hellinger distance H(P, Q), which is the L 2 distance between the square roots of corresponding densities w.r.t. some dominating measure, see [13, p. 368 ]. In our case we have H(Q k , Q k+1 ) = ilj ( Q k+1 (ilj) − Q k (ilj))
2 . So we obtain that
We therefore have that the tensors Q n form pointwise a Cauchy sequence and hence have a limit Q ∞ . We will show that Q ∞ belongs to Q. Since the Q n (ilj) converge to limits Q ∞ (ilj), by summation we have that the marginals Q n − (il) = Q n (il·) converge to limits Q ∞ (il·) (we use the notation of the proof of lemma 3.5), and likewise we have convergence of the marginals Q n (·lj) to Q ∞ (·lj) and Q n (·l·) to Q ∞ (·l·). Hence, if Q ∞ (·l·) > 0, then the Q 
Relation with other minimization problems
Other data analysis methods proposed in the literature enforce some form of positivity constraint and it is useful to investigate the connection between NMF and these methods. An interesting example is the so called Archetypal Analysis (AA) technique [3] . Assigned a matrix X ∈ R m×n and an integer k, the AA problem is to find, in the convex hull of the columns of X, a set of k vectors whose convex combinations can optimally represent X. To understand the relation between NMF and AA we choose the L 2 criterion for both problems. 
||V − W H||
where the minimization is constrained to the proper set of matrices. The solution to the AA problem is given by the pair of column stochastic matrices (A, B) of respective sizes k × n and m × k such that ||X − XBA|| is minimized (the constraint to column stochastic matrices is imposed by the convexity). Since ||X − XBA|| = ||I − BA|| X T X the solution of the AA problem is AA and NMF can therefore be viewed as special cases of a more general problem which can be stated as follows. Given any matrix P ∈ R m×n + , any positive definite matrix Σ, and any integer k, find the best nonnegative factorization P ≈ Q 1 Q 2 (with Q 1 ∈ R m×k + , Q 2 ∈ R k×n + ) in the L 2 sense, i.e.
(Q 1 , Q 2 ) = arg min Q1,Q2 ||P − Q 1 Q 2 || Σ .
