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Abstract
Tracking an unknown and time-varying number of targets (e.g., speakers) in indoor
environments using audio-visual (AV) modalities has received increasing interest in
numerous fields including video conferencing, individual speaker discrimination, and
human-computer interaction.
The audio-visual sequential Monte Carlo probability hypothesis density (AV-SMC-
PHD) filter is a popular baseline for multi-target tracking, offering an elegant frame-
work for fusing audio-visual information and dealing with a varying number of speakers.
However, the performance of this filter can be adversely affected by the weight degener-
acy problem, where the weights of most of the particles may become very small, while
only few remain significant, during the iteration of the algorithm.
To address this issue, this thesis proposes the AV-SMC-PHD filter by incorporating
particle flows defined in terms of the ordinary differential equation and the Fokker-
Planck equation. This thesis considers both zero and non-zero diffusion particle flows
(ZPF/NPF), and developed two new algorithms, AV-ZPF-SMC-PHD and AV-NPF-
SMC-PHD, where the speaker states from the previous frames are also considered for
particle relocation. The particle flow migrates particles from the prior distribution to
the posterior distribution, using a homotopy function which defines the flow in synthetic
time. The proposed methods can mitigate the particle degeneracy of the AV-SMC-PHD
filter and improve tracking accuracy.
Another issue is that the performance of the multi-speaker tracking algorithms is often
degraded by mis-detection and clutter in the measurements. To address this issue,
this thesis proposes an intensity particle flow (IPF) SMC-PHD filter based on the
intensity function derived from the measurements, informed by the clutter density and
the detection probability. The IPF-SMC-PHD filter improves tracking accuracy, but
induces a high computational overhead, due to the requirement for computing the sum
of the likelihood intensity functions and the third-order differentiation of the likelihood
density. As a result, the computational complexity of IPF is proportional to the cube
of the number of measurements.
To address this problem, this thesis proposes a labelled particle flow (LPF) algorithm
where particle labels are estimated from the measurements from multiple sensors and
then used to update particles and estimate speaker states. Since the LPF only uses
the first differentiation of the likelihood density and replaces the clustering step by
the sum of particle states, LPF offers a higher computational efficiency as compared
with other particle flow methods where a clustering method is often used to estimate
the target states. All the proposed methods are extensively evaluated using different
datasets, such as AV16.3, AVDIAR and CLEAR. The results show that the weight
degeneracy problem has been mitigated by our proposed methods which offer higher
tracking accuracy than the baseline methods in a variety of scenarios such as occlusion
and rapid movements of the speakers.
Key words: Audio-visual speaker tracking, particle flow, random finite set, PHD filter,
SMC implementation, multi-speaker tracking.
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Chapter1
Introduction
This introductory chapter first presents tracking problems and motivation of this thesis
in Section 1.1. Then, Section 1.3 specifies the contribution of our work. Finally, outline
of the thesis is given in Section 1.4.
1.1 Speaker Tracking and Motivation
Multi-speaker tracking in enclosed spaces has received much interest in the fields of
computer vision and signal processing, driven by applications such as automatic camera
steering in video conferencing [98], individual speaker discriminating in multi-speaker
environments [156], acoustic beamforming [174], audio-visual speech recognition [131],
video indexing and retrieval [121], human-computer interaction [148], and surveillance
and monitoring [60] in security applications. In real life, multi-speaker tracking is still a
challenging task, as several distinctive issues influence the tracking process, including:
How to deal with unreliable measurements and How to track multiple targets.
Speaker tracking algorithms published earlier are either visual-only or audio-only since
this information is readily available in the real-world scenarios. The video-only tracking
[141, 29] is normally reliable and accurate when the targets are in the camera field of
view. However, when the targets are occluded or when they disappear from the camera
field of view, visual tracking becomes unreliable. Audio tracking is not restricted by
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these problems [47] and can track the occluded speakers. However, speakers are not
always detectable when strong background noise and room reverberations are presented
or when the speakers are silent. To mitigate the impact of unreliable measurements,
the complementarity between different modalities can be exploited. For example, based
on audio information, speakers can be tracked when they are visually occluded, while
based on visual information, speakers can be tracked when audio information becomes
unreliable due to the presence of background noise. Although other multi-modal in-
formation, such as thermal vision and laser rangefinders, can also be applied to solve
this problem, audio-visual sensors have been widely used due to the low cost and the
convenience in their installation [162]. Therefore, this thesis focuses on audio-visual
data for multi-speaker tracking in this thesis.
Based on the audio-visual data, multi-target tracking (MTT) refers to the problem of
jointly estimating the number of targets and their trajectories with a random number of
measurements. In the past decades, several popular MTT methods have been proposed,
such as the joint probabilistic data association filter (JPDAF) [26], multiple hypothesis
tracking (MHT) [16] and random finite set (RFS) [113]. JPDAF and MHT, as well
as many traditional MTT solutions, are formulated via data association followed by
filtering.
The JPDAF and MHT algorithms use a state-space approach based on the Bayesian
framework. One of the most well-known filters is the Kalman filter (KF), which is
proposed for linear motion and Gaussian noise models [8]. For the non-linear motion,
the decentralized Kalman filter (DKF) [152], [157] and extended Kalman filter (EKF)
[55], [115] are proposed with the first-order Taylor expansion and have been used to
track multi-speaker [158, 55]. The particle filter, a sequential Monte Carlo (SMC)
method, is a class of approximate numerical solutions to the Bayes recursion. The
particle filter can be applied to nonlinear non-Gaussian dynamic and observation models
[3]. Compared to the KF, the particle filer is more robust for nonlinear models as it
can approach the Bayesian optimal probability distributions with a sufficiently large
number of particles [4]. It has been widely employed for speaker tracking problems [24],
[50], [162]. For example, in [24], independent audio and video measurements are fused
for simultaneous tracking of multiple speakers with a particle filter.
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Data association is used to associate each measurement with an appropriate target.
In MHT and JPDA, this refers to the partitioning of the measurements and clutters.
These filters use the data association to estimate the state of the targets with the mea-
surement history. MHT uses the unique-neighbour data association to associate each
measurement to one of the existing tracks. A primary advantage of MHT methods is
that multiple hypotheses of the association between target states and the measurements
can be maintained. However, the number of hypotheses grows exponentially over time
[126]. In JPDA, all measurements are used for updating target states and the posterior
target distribution is approximated in terms of separate distributions for each target
[9], [143], which results in an increased computational cost.
Instead of focusing on the data association problem, the RFS technique directly seeks
optimal estimates of the multi-target state [112] and then tracks an unknown and
time-varying number of targets without the data association [167]. The RFS method
provides the foundation for the development of a variety of filters such as the Gaussian
mixture (GM) probability hypothesis density (PHD) filter [164], the sequential Monte
Carlo (SMC) PHD filter [166], the cardinalized PHD filter [110], and the generalized
labelled multi-Bernoulli (GLMB) RFS [84]. The SMC-PHD filter, also known as the
particle PHD filter, uses a set of random particles to estimate the posterior density
and is widely applied to multi-target tracking. For audio-visual speaker tracking, the
AV-SMC-PHD filter is proposed, which employs surviving, spawned and born particles
to model the speaker states and estimate the number of speakers with particle weights
[82]. Audio information is applied to propagate the born particles and to re-allocate
the surviving and spawned particles, which has a lower computational cost than the
use of visual information. This method, however, suffers from the weight degeneracy
problem and curse-of-dimensionality. The weight degeneracy issue arises when most of
the particles have negligible weights while only a few particles have significant weights
during iterations. With the curse-of-dimensionality, the importance weights are more
likely to degenerate in high-dimensional spaces. Therefore, the computational cost of
the AV-SMC-PHD filter increases dramatically as the dimensionality of the state space
increases.
To address above problems, several versions of the SMC methods have been proposed
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with optimal proposal distributions, such as the auxiliary particle filter [130], the un-
scented particle filter [161], the auxiliary SMC-PHD filter [172] and the unscented
auxiliary cardinalized PHD filter [27]. They exploit the most recent measurements or
the unscented transformation to approximate the optimal proposal distribution and
minimize the variance of the importance weights. Another well-known technique is
the resample-move algorithm [56], based on the Markov Chain Monte Carlo method
(MCMC) [15]. Traditionally, MCMC has been employed in sampling from the com-
plex distributions occurring in statistical physics [117]. The stationary distribution of
the Markov chain is used to estimate the posterior density. The particles generated
by a proposal density can be accepted or rejected. If accepted, the chain is moved via
the Metropolis-Hastings steps [57]. Depending on the length of the constructed Markov
chain and the space exploration methodology, MCMC can provide an accurate estimate
of the posterior distribution. However, this method tends to be processing-intensive
due to the evaluation of the likelihood density and the lengths of the chain.
Bridging densities [33, 82, 180] can be regarded as one of the early attempts to address
the weight degeneracy problem using a progressive update. Despite its theoretical
elegance and promising performance, the practical implementation of this approach
involves a complicated approximation of the optimal bridging densities and requires a
large number of intermediate sampling stages. Most bridging densities are based either
on the modification of the Gaussian framework or on a solution of several integrals
over an adjoin-state space which increases the computational cost, especially when
a high-dimensional space. For example, the mean-shift method is incorporated into
the AV-SMC-PHD filter and shifts the particles toward a close local maximum of the
likelihood density, rather than the peak of the posterior density.
1.2 Aims and Objectives
To address the weight degeneracy problem, this thesis proposes to improve the SMC-
PHD filter by incorporating particle flows defined in terms of the ordinary differential
equation and the Fokker-Planck equation in pseudo-time [31]. The particle flow mi-
grates particles from the prior distribution to the posterior distribution, using a ho-
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motopy function which defines the flow in synthetic time. The density can control the
gradient of the particle flow with a pseudo-time parameter. In terms of the different
assumptions for solving the homotopy function, zero diffusion particle flow (ZPF) [21]
and non-zero diffusion particle flow (NPF) have been developed in the literature [34],
and this thesis has adapted these filters and proposed AV-ZPF-SMC-PHD filter and
AV-NPF-SMC-PHD filter.
The particle flow method is originally proposed for single-target tracking. Three main
problems are often experienced when it is used for multi-target tracking. 1. The particle
flow assumes that the targets are always detected. When the target is undetected, its
particles are modified towards other targets. 2. The particle flow assumes that each
target only has one measurement. However, in practice, due to the reflections from
the walls and objects within the enclosure, the speaker may create multiple audio
measurements. Since only one of these measurements is considered by the particle
flows, the particle flow density may not be accurate. 3. An additional association
method between measurements and targets is used. The data association, which is
graciously avoided in the filtering process, is implemented by an external algorithm.
The external association methods may undermine the strength of the PHD filter.
To address these problems, this thesis presents two different algorithms, namely the
intensity particle flow (IPF) and the labelled particle flow (LPF). The intensity par-
ticle flow is implemented by the intensity function with the clutter density and the
detection probability, and the particle flow is calculated by the different measurements
associated with the same speaker. Therefore, IPF achieves a higher tracking accuracy
without the association function, albeit at a higher computational overhead. The la-
belled particle flow is implemented by an approximated labelling function, which leads
to a lower running time. Compared to other particle flows, LPF can be calculated with
measurements from multiple sensors, such as microphones and cameras in this thesis.
All methods proposed throughout this thesis are extensively evaluated under different
scenarios of multi-speaker tracking using different state-of-art datasets, and the results
show their advantages over several baseline methods.
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1.3 Contributions
The major contributions of this thesis are summarised as follows:
(1) This thesis proposes a new multi-speaker tracking method to address the weight
degeneracy issue, based on particle flow [32, 62, 21]. The particles are migrated from
the prior distribution to the posterior distribution using a homotopy function, which
defines the flow in synthetic time and is incorporated for particle update at each time
frame [35]. This thesis considers ZPF and NPF. The ZPF is easy to implement [43]
and more widely used [75, 25, 95], as compared with NPF. However, NPF provides
slightly better tracking accuracy than ZPF. To demonstrate the advantages of the
proposed method, this thesis considers a recent baseline, i.e. audio-visual SMC-PHD
(AV-SMC-PHD) filter introduced in [81], and developed two new algorithms, namely,
AV-ZPF-SMC-PHD and AV-NPF-SMC-PHD. There are several main improvements of
our proposed methods over the baseline method. First, both the direction of arrival
(DOA) and color histograms are used for deriving the particle flow. When speakers
are not detected with the DOA information or the color histograms, particle states
can still be updated with particle flow. Second, the speaker states and weights in the
previous frames are used for relocating particles in terms of DOA, in order to reduce
the adverse impact of acoustic noise on particle relocation. Third, this thesis performs
extensive experiments on the AV16.3 [89], AVDIAR [54] and CLEAR [125] datasets,
and compare the proposed method with several baseline methods including the PF-PF
[95], ZPF-GPF-PHD filter [180], sparse-AVMS-SMC-PHD filter [81], auxiliary SMC-
PHD filter [172], and a deep learning based face detector [68]. The preliminary results
of this work were presented in LVA/ICA 2017 and ICASSP 2017 conference papers and
IEEE Transactions on Multimedia 2019 shown in Appendix C.
(2) A more realistic and complex scenario is considered in our particle flow, where
speakers may not be detected, and each speaker may have several measurements. Since
the particle flow was proposed originally for single-target tracking, it is only calculated
with the measurements near targets. When the speaker is undetected, its particles
may be moved towards other speakers, especially when occlusion occurs. To address
this problem, this thesis proposes the particle flow with the random finite set theory
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for multi-speakers as intensity particle flow (IPF). Compared to the baseline NPF,
the detection probability and clutters are considered for updating the particle states
and weights. This thesis also provides a computationally cheaper alternative to the
Gaussian density and reduce the computational cost of IPF. The proposed particle flow
is used to improve the AV-NPF-SMC-PHD filter by mitigating the weight degeneracy
problem, which leads to the AV-IPF-SMC-PHD filter. This thesis performs extensive
experiments on the simulated data, and real data including AV16.3 [89] and LOCATA
datasets [104]. The preliminary results of this work were presented in ICASSP 2018
conference papers shown in Appendix C.
(3) Our investigations are developed to optimize the proposed AV-NPF-SMC-PHD fil-
tering algorithm aiming at further improving its estimation accuracy and computational
efficiency. To improve the tracking accuracy, the label information about particles are
used for the update of particles and the particle flows. With the label information,
the prior density can be estimated more accurately than the baseline method. Apart
from that, the clustering step often used in PHD filtering for grouping particles can
be removed and this further decreases the computational cost of the IPF method. A
novel sampling method is used to select a set of particles from all the particles using
the audio and visual label information. Therefore, the particle flow is only used to
the selected particles rather than all particles to reduce the computational cost. The
performance of all proposed approaches is extensively studied under different scenarios
of multi-speaker tracking. They compare favourably with existing tracking techniques.
The preliminary results of this work were presented in ICASSP 2019 conference papers
shown in Appendix C.
1.4 Outline of the Thesis
The thesis is organized as follows: The background knowledge and a literature review of
the related work are introduced in Chapter 2. Audio-Visual modalities, target tracking,
particle flow, datasets and performance metrics used throughout the thesis are described
in detail. Chapter 3 presents our proposed AV-ZPF-SMC-PHD algorithm and AV-NPF-
SMC-PHD algorithm. In Chapter 4, intensity particle flow and AV-IPF-SMC-PHD
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filter are proposed. In Chapter 5, label information about the particles is integrated into
the proposed AV-LPF-SMC-PHD filtering algorithm. Chapter 6 concludes the thesis
with recommendations for future work. Proof related to the particle label selection is
given in Appendix A. Lists of acronyms and mathematical symbols are also appended
to improve the readability of the thesis in Appendix B. List of my journal publications
and conference publications in my PhD study is appended in Appendix C.
Chapter2
Literature Survey and Background
Knowledge
Multiple speakers tracking has been studied for over 30 years, and applied within var-
ious disciplines, including meeting recording, speaker identification, computer vision,
autonomous vehicles and monitoring. Researchers have proposed several tracking algo-
rithms based on the different filters and theories. In this section, we focus on presenting
the existing methods for multiple speakers tracking and discuss their benefits and draw-
backs. First, this thesis introduces the modalities that can be used in speaker tracking
in Section 2.1. Moreover, visual cues, audio cues and modality fusion are discussed in
detail. Section 2.2 presents a review of the various methods relevant to mutli-target
tracking and audio-visual speaker tracking problems in the literature. Besides, the
baseline method, namely AV-SMC-PHD filtering used throughout this thesis, is dis-
cussed in detail. Section 2.3 presents a review of particle flow which is used to address
the weight degeneracy problem. Section 2.4 reviews the datasets used for the evalu-
ation of multi-target tracking algorithms. The performance metrics used to measure
the performance of multi-target tracking methods are discussed in Section 2.5. Finally,
closing remarks are given in Section 2.6.
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2.1 Tracking Modalities
The performance of multi-speaker tracking can be affected by the measurements taken
by different senors such as cameras, microphones, radar and depth sensor. As the audio
and visual sensors is easy to set up, the audio and visual information is widely used for
speaker tracking. In this section, the visual cues and audio cues used for multi-speaker
tracking are discussed.
2.1.1 Visual Cues
Visual multi-target tracking in an image sequence is a popular research area. However,
several challenging situations, such as occlusion or fast movement frequently happens
in real life scenarios. To address these problems, several visual features are used in
existing tracking systems. In this subsection, the visual features, i.e., color, contour,
texture and motion [176], scale-invariant feature transform, neural network learned
features and their limitations are discussed in detail.
Color features are commonly used to distinguish targets and other objects of interests
in target tracking. Several approaches have been proposed to track the target with color
features. For example, based on the Gaussian distribution, the color mixture model
is used to track and segment targets in [137]. With the color information, targets can
be easily detected and tracked if the representative colors of the target are sufficiently
distinct from others or the background. Color histogram, as a popular color feature,
forms the basis of a set of deterministic and data-driven methods, which can be used
as a representation to localize the target. Moreover, the histogram of possible targets
is taken at the initialization step as reference images and then used in the tracking or
detection step [87]. The color histogram can be built for any color space, which is often
chosen from the three-dimensional spaces such as RGB or HSV [150]. In our study,
HSV is chosen since it is observed to be more robust to illumination variation than
RGB.
The contour-based methods are proposed to track the target contour by employing
shape matching or contour-evolution techniques [179]. In representing contours, active
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models such as snakes, active geodesic contours and meshes can be used [171]. However,
the tracked target may be occluded by objects or other targets. To handle occlusion
of speakers, parts of the body, such as the upper body [118], are tracked instead of the
whole bodies.
Texture feature, such as cloth texture [122], is commonly used since it represents the
intensity variation of a surface with quantifiable properties [48], [149], [173]. The tex-
ture feature has been used in a classification method with Gabor wavelet [114]. The
Gabor wavelet can be used as an orientation or line detector to characterize the under-
lying texture information [177]. Local features of speakers, as one of the most popular
texture features, are also widely used for detection, recognition and tracking [177]. Lo-
cal binarized pattern (LBP) with the adaptive threshold [123] is an efficient texture
descriptor defined as a greyscale invariant texture measure. The main benefit of LBP
is its tolerance to illumination changes and its computational simplicity.
Motion cue of human presence has also been used for tracking, especially in indoor en-
vironments. By using foreground detection, the motion cue can be extracted. However,
when the target is stationary, the motion cue becomes unreliable, and the tracking with
such a cue tends to fail [129]. Optical flow, defined as the motion of points, is used to
separate moving objects from the background [39]. With the optical flow, targets are
tracked by identifying a few particularly trackable feature points.
The scale-invariant feature transform (SIFT) [106] is also widely used as a feature for
tracking, where visual data are transformed into scale-invariant coordinates relative
to local features. The SIFT feature offers reliable matching between different views
of an object and is invariant to translation, clutter, lighting, and occlusion. However,
the SIFT matching rate and recognition performance can be dramatically decreased in
noisy environments with non-rigid targets [71].
Recently, the techniques based on deep learning have drawn significant attention to the
segmentation of objects from images and tracking in video [69, 169, 124]. For person
detection, such as pedestrian detection, a convolutional neural network (CNN) [120]
and a Faster R-CNN [154] have offered higher levels of accuracy than the traditional
machines learning method, such as classical support vector machine (SVM) [153]. Fast
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R-CNN is composed of two cascaded sub-systems. The first sub-system is used to detect
candidate regions in the image and the second sub-system is a boosted forest classifier
for classification. Recently, a tiny face detector is proposed in [68], where separate
detectors are trained at different scales and features are extracted from multiple layers
of a single deep feature hierarchy. The encoding of scale is also explored in existing
pre-trained deep networks. With high accuracy of detection, CNN based face detectors
are widely used for multi-speaker tracking.
Although it is straightforward to train person detectors with visual cues, the tracking
system often faces three main problems: 1. Illumination changes. Most of the visual
features could not be extracted without a lighting source. For inadequate or excessive
light, the visual cues will not provide accurate information. 2. Limitation of the sensing
field. A camera can only record a limited area of the real world. When the target walks
out of the camera view or the target is occluded, the visual cues become unreliable.
3. Similar appearance problem. When the speakers wear similar clothes, the color or
texture cues may become unreliable.
2.1.2 Audio Cues
The audio source localization methods can be classified into three categories [19]: beam-
forming, super-resolution spectral estimation and time delay estimation.
Beamforming can be used to localize or to extract sound sources, such as multiple
speakers in a cocktail party environment. However, beamforming based source local-
ization has a high computational cost since it needs to search over a highly nonlinear
surface [132]. Apart from that, when the target is moving, the tracking accuracy of the
beamforming method tends to decrease [42]. Beamforming methods are not suitable for
localizing a speaker in an indoor environment since it is not robust to modelling errors
caused by room reverberation [18], [132]. Many beamforming methods, such as delay
and sum (DS), geometric source separation (GSS) [128] and minimum variance distor-
tionless response (MVDR) [59], require the target source direction of arrival (DOA).
The DOA is estimated by determining the time delay of arrival (TDOA) between the
different microphones in the array. The estimation techniques such as the coherent sig-
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nal subspace (CSS) [168], the MUltiple SIgnal Classification (MUSIC) algorithm [146]
and steered-response power phase transform (SRP-PHAT) [42] have been used to locate
speakers with background noise, reverberation and possible movement of the sources
[132]. The estimation quality of the DOA is mainly influenced by three factors [133]:
1. The DOA is sensitive to background noise and prone to erroneous measurements,
especially for signals with low-energy speech and silence. 2. The reverberation level
of the room may cause spurious measurements due to reflections from the walls and
objects within the enclosure. 3. The number of microphones should be larger than the
number of simultaneous sources present in the scene.
The super-resolution process [1] is based on the spatio-spectral correlation matrix de-
rived from the signals recorded by the microphone array. The exact knowledge of
the matrix is unknown and estimated from the observed data. Moreover, the super-
resolution method assumes that the sources and noise are statistically stationary, and
the parameters to be estimated, such as location are assumed to be fixed [94]. Although
the super-resolution process has been successfully used in a variety of array processing
applications, this method is less robust to source and sensor modelling errors than the
beamforming method, especially for speech sources.
The TDOA is proposed to estimate the relative time-delay between the wavefront
arrivals at microphone arrays in order to locate the speaker. Compared with the other
two methods, it is computationally more efficient. However, the accuracy of TDOA
decreases in the far-field scenario [13].
2.1.3 Modality Fusion
In multi-speaker tracking, either a single or multiple modality data is used. The single
modality refers to only one type of sensory data used in the tracking system, such as
visual modality or audio modality. For multi-modality system, more than one modali-
ties, for example, both audio and video, are used. With a single modality, the targets
may not be detected. Multi-modality fusion provides an effective solution to improve
the tracking performance. When one of the modalities become unreliable, the tracking
algorithm still update the states of targets with other the modalities. For example,
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Henschel et al. [63] propose a detection method by fusing the head and full-body de-
tectors. Ma et al. [107] present a similar idea by modelling the deformable spatial
relationship and addressing the weighted labelling problem. Zhou et al. [182] propose
a GM-PHD filter to fuse multiple features, such as the histogram of oriented gradient
and spatial-colour appearances. Khalid et al. [72] fuse the outputs of a few trackers by
hierarchically clustering the trackers in terms of their spatio-temporal agreement.
Different from the above fusion methods, the Generalized Covariance Intersection (GCI)
method fuses multi-target densities with various forms from different sensors with un-
known correlation [159, 11]. However, for visual tracking, the established formulation
with the conventional GCI is prone to misdetection, and the computational cost is high.
To address these problems, Fu et al. [49] proposed a fusion centre with virtual and real
zones to select the valid Gaussian components.
2.2 Multi-Speaker Tracking
As the multi-speaker tracking problem is a special case of multi-target tracking and
speaker tracking, this section presents a brief review of the literature in multi-speaker
tracking algorithms and audio-visual speaker tracking algorithms relevant to the thesis.
This includes random finite set, probability hypothesis density, sequential Monte Carlo
approaches, and AV-SMC-PHD filter.
2.2.1 Multi-Target Tracking
Multi-target Tracking is categorized into three methods as data association filter (JPDAF)
[26], multiple hypothesis tracking (MHT) [16] and random finite set (RFS) [113]. The
JPDAF and MHT methods require an extra step of data association. Hence here this
thesis focus on RFS.
This thesis assumes that the target dynamics and measurements are described as a
Markov state-space signal model:
{m˜jk}N˜kj=1 = Fm˜
(
{m˜jk−1}
N˜k−1
j=1 , τk
)
, (2.1)
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Zk = Fz
(
{m˜jk}N˜kj=1, ςk
)
+ k, (2.2)
where m˜jk ∈ RM represents the state vector for the jth target at time k, and ˜ is used
to distinguish the target state from the particle state used later. LetZk denote the set of
measurements at time k, defined as [{m˚ok}Oko=1, {m˘uk}Uku=1] for audio-visual measurements,
where Ok and Uk are the number of audio ˚ and visual ˘ measurements, respectively.
The state m˜jk = [x
j
k, y
j
k, x˙
j
k, y˙
j
k]
T consists of positions [xjk, y
j
k] and velocities [x˙
j
k, y˙
j
k], while
the measurement is a noisy version of the position. Hence M = 4. For 3D calculations,
the target state is set as m˜jk = [x
j
k, y
j
k, w
j
k, x˙
j
k, y˙
j
k, w˙
j
k]
T , where [xjk, y
j
k, w
j
k] is the 3D
position of the jth target and [x˙jk, y˙
j
k, w˙
j
k] is the target velocity. In Eq. (2.1) and Eq.
(2.2), τk and ςk are system excitation and measurement noise terms, respectively. The
clutter term is shown as k. The transition model and nonlinear measurement model
are shown as Fm˜ and Fz, respectively.
One of the major issues in multi-target tracking is how to perform an optimal asso-
ciation between multiple measurements and multiple targets. The existing tracking
methods can be divided into two kinds: oﬄine and online. Oﬄine tracking uses the
past, current and future detections to formulate an optimisation problem. Shen et al.
[147] consider the multi-target tracking problem as a submodular maximization prob-
lem to find the most related tracklets for trajectory generation. Lan et al. [86] use
the interactions between non-associable tracklets to facilitate multi-target tracking and
use the efficient quadratic pseudo-Boolean optimization to address the binary labelling
problem. Kim et al. [83] use a bilinear long short-term memory (LSTM) to encode
jointly the appearance and motion information for target tracking. For online tracking
methods, only the past and current detections are used to estimate the target states.
For addressing the multiple measurements problem, several audio-visual multi-speaker
tracking methods were proposed in the recent past [24, 51, 67, 56]. Based on the Markov
chain Monte Carlo, these papers proposed to use approximate inference of the speaker
distribution. The MCMC approach has advantages over the particle filter due to its
efficient sampling mechanism. Gilks et al. proposed to use MCMC approach after the
resampling step of the particle filter to diversify particles for multiple measurements
[56]. However, for multi-speaker tracking, only a few high-weight particles will be
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retained after resampling due to the weight degeneracy problem. These MCMC based
particle filters may miss the speakers, especially for a larger number of measurements.
Sequential Markov chain Monte Carlo (SMCMC) [79] is proposed to avoid resampling
by sampling directly from the target distribution using rejection sampling. SMCMC
based particle filters cannot estimate the number of the speakers. The number of
speakers should be given as an initial parameter. However, in the real-world, the
number of speakers is unknown and varying.
Recurrent neural networks (RNNs) have been used to encode long-term dependencies
across motion, appearance and interaction models to track multiple targets [142]. Zhou
et al. [181] proposed a deep continuous conditional random field with unary and asym-
metric pairwise terms to model the multi-target appearances and inter-object relations.
Chen et al. [105] use deep neural networks to develop a scoring function for candidate
selection and adopt person re-identification features for data association.
Discriminative correlation filters (DCFs) have been successfully exploited in multi-
target tracking applications due to their high computational efficiency. For example,
integrate correlation filters (ICFs) uses a confidence-based relative motion network to
perform a two-step data association, where CFs are employed as a verifying step to
confirm the target estimation [127]. Yang et al. [178] and [175] use multiple single
object trackers based on the kernelized correlation filters (KCFs) in parallel for fast
tracking. However, the above approaches can be sensitive to false positives, when CFs
are performed with unreliable references or labels.
Random Finite Set
In classical Bayesian filters, it is often assumed that the target generates one measure-
ment, the number of targets is unchanged, all targets are all detected, and there is no
clutter. In practice, one often encounters the situation with the variable number of
targets, undetected targets, noisy measurements, and clutters. The theory of random
finite sets (RFS) is a natural representation of multi-target states and measurements
that enables multi-target filtering by the propagation of the multi-target posterior den-
sity [113]. The main idea of the RFS approach is to consider the collection of targets
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as a set-valued state and the collection of measurements as a set-valued measurement.
Therefore, the RFS can handle the problem of estimating multiple targets in the pres-
ence of clutters and uncertainty by modelling these set-valued entities as random finite
sets [163].
Due to the unknown and time-varying number of targets, the size of the state set
is time-varying. The multi-target states and measurements are described as follows.
Given the RFS of a set of targets Mk−1 at time k− 1, the multi-target state at time k
is modelled by [108],
Mk = Sk (Mk−1) ∪Bk(Mk−1) ∪ Γk, (2.3)
Zk = Θk(Mk) ∪Ck, (2.4)
where ‘∪’ denotes union, Sk(Mk−1) is the RFS of targets that have survived at time k,
Bk(Mk−1) is the RFS of targets spawned from the previous set of targets Mk−1 and Γk
is the RFS of the new targets that appear at time k [166]. The target RFS encapsulates
all aspects of multi-target motion such as the time-varying number of targets, individual
target motion, target birth, spawning, and target interactions. The RFSs of the mea-
surements generated by the targets and clutter are denoted by Θk(Mk) and Ck. The
measurement RFS encapsulates all sensor characteristics such as measurement noise,
sensor field of view and false alarms. The details on how Sk (Mk−1), Bk(Mk−1), Γk,
Θk(Mk) and Ck, are calculated by individual target state, target births, deaths and
clutters are available in [58, 109, 111]. However, the RFS approach is computationally
intractable since multiple integrals are involved in the recursion of the multi-target
posterior.
PHD filter
The PHD filter is a computationally cheaper alternative to the RFS which is the first-
order approximation of the RFS and propagates only the first order moments instead
of the full multi-target posterior [166, 112]. The PHD filter propagates the intensity
function of the multi-target posterior. The integral of the intensity function on any
region of the state space gives the expected number of targets, which can be used to
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estimate the states of individual targets [113]. The PHD filter has two iterative steps:
prediction step and update step.
In the prediction step, the PHD of the jth target at time k is defined as [113]
Ψjk|k−1
(
mjk
)
= ξk
(
mjk
)
+
∫
φk|k−1
(
mjk|mjk−1
)
Ψjk−1
(
mjk−1
)
dmjk−1, (2.5)
where ξk
(
mjk
)
is the intensity function of the birth RFS Γk, and φk|k−1
(
mjk|mjk−1
)
is the analogy of the state transition probability [113]
φk|k−1
(
mjk|mjk−1
)
= pS,k
(
mjk−1
)
fk|k−1
(
mjk|mjk−1
)
+ βk|k−1
(
mjk|mjk−1
)
, (2.6)
where pS,k
(
mjk−1
)
is the survival probability for the targets still existing at time k and
fk|k−1
(
mjk|mjk−1
)
is the single-target state transition density. The intensity function
of spawn is denoted by βk|k−1
(
mjk|mjk−1
)
for the target spawned at time k. The
update step is defined as [113]
Ψjk
(
mjk
)
=
[
1− pD,k
(
mjk
)]
Ψjk|k−1
(
mjk
)
+
∑
zk∈Zk
pD,k
(
mjk
)
hk
(
zk|mjk
)
Ψjk|k−1
(
mjk
)
κk (zk) +
∫
pD,k
(
mjk
)
hk
(
zk|mjk
)
Ψjk|k−1
(
mjk
) , (2.7)
where pD,k(m
j
k) is detection probability and hk
(
zk|mjk
)
is the single-target likelihood
defining the probability that zk is generated by a target state m
j
k. The intensity of
clutter RFS Ck is defined as κk (zk) which is κk (zk) = ψu(zk), where ψ is the average
number of clutter points and u(zk) is the probability distribution of each clutter point.
SMC-PHD filter
To obtain a numerical solution for the integrals in PHD recursion, the SMC method has
been proposed which approximates the PHD with a set of random samples (particles)
[166]. Suppose that at time step k − 1, the PHD Ψjk−1(mjk−1) is approximated by
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{
wik−1,m
i
k−1
}Nk−1
i=1
of Nk−1 particles and their corresponding weights as [166]
Ψjk−1(m
j
k−1) ≈
Nk−1∑
i=1
wik−1δ
(
mjk−1 −mik−1
)
, (2.8)
where δ is the Dirac delta function.
The SMC-PHD filter has two steps: the prediction step and the update step as PHD
filter. Prediction of the PHD Ψjk|k−1
(
mjk
)
is obtained with particles {mjk−1}
Nk−1
i=1 and
their weights {wjk−1}
Nk−1
i=1 . Here, Nk−1 particles of Mk are first drawn from importance
sampling qk (·|Mk−1,Zk) to propagate the particles from time step k− 1. The particle
set is obtained by the proposal distribution qk(m
i
k|k−1|mik−1,Zk),
mik|k−1 ∝ qk(·|mik−1,Zk), (2.9)
Their weights are
ωik|k−1 =
psφk(m
i
k|k−1|mik−1)ωik−1
qk(m
i
k|k−1|mik−1,Zk)
, where i = 1, ..., Nk−1, (2.10)
where φk(m
i
k|k−1|mik−1) is the transition distribution and ps is the survival distribution.
Since the proposal distribution is normally assumed to be the same as the transition
distribution [139, 91, 102], Eq. (2.10) can be simplified as:
ωik|k−1 = psω
i
k−1, (2.11)
NB particles are drawn from the new born importance function pk (·|Zk) to model the
state of new targets appearing in the scene [166]
mik|k−1 ∝ pk(·|Zk), (2.12)
Their weights are
ωik|k−1 =
γk(m
i
k|k−1)
NBpk(m
i
k|k−1|Zk)
, where i = Nk−1 + 1, ..., Nk−1 +NB, (2.13)
where γk is the probability of new born targets, whose integral approximates the average
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number of targets in the state space. The number of surviving particles at time k−1 is
denoted by Nk−1. The NB born particles sampled from the measurements for the born
targets at each iteration are added into the particle set and the number of the particles
grows over time to make the PHD filter inefficient.
The update step of the PHD recursion is obtained by updating the weight of the
predicted particles when the likelihood hr,ik
(
zrk|xik
)
is available. Then vk|k−1 (mk) is
substituted into Eq. (2.7) and the predicted weights
{
wik|k−1
}Nk−1+NB
n=1
are updated
according to [166]
ωik =
[
1− piD,k +
Rk∑
r=1
piD,kh
r,i
k
κk +
∑Nk
i=1 p
i
D,kh
r,i
k ω
i
k|k−1
]
ωik|k−1, (2.14)
where piD,k is detection probability and κk is clutter density. These two parameters
should be given in the baseline SMC-PHD filter. However, in the real world, these two
parameters are varying and unknown. In the case that the parameter changes smoothly
or is simply time-invariant, the historical data in the past frames can be used to estimate
the unknown piD,k and κk. In the case that the parameters are strongly time-variant,
only a few of the latest observations can be used to estimate the parameters [138].
Based on the online estimating method, piD,k and κk can be estimated by the newest
measurements [170, 99].
The number of targets is estimated as the sum of the weights,
N˜k =
Nk∑
i=1
ωik, (2.15)
The states and weights of the targets {m˜jk, ω˜jk}N˜kj=1 can be calculated using e.g. K-
means clustering method [2] or multi-expected a posterior (MEAP) [91, 92]. Due to
the weight degeneracy problem, only a few particles have high weights over several
iterations. The low weight particles should be removed and the particles with high
weights should be duplicated in order to concentrate the particles on the zones around
the estimated targets, which is called the resampling step. After the update step, the
resampling is performed when the effective sample size (ESS) [85] is smaller than half
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of the number of particles. In the resampling step, Nk particles are resampled from{
wik/Ξk,x
i
k
}Nk−1+NB
i=1
where Ξk is the total mass and Ξk =
∑Nk−1+NB
i=1 w
i
k. Therefore,
the complexity of the SMC-PHD filter increases linearly with the number of targets.
After the resampling step, new weights of the set
{
wik,x
i
k
}Nk
i=1
are normalized to preserve
the total mass.
2.2.2 Audio-Visual Speaker Tracking
The measurements (either audio [116] or visual [28]) used in the multi-speaker track-
ing, often contain noise, clutter and misdetection [81, 164]. To address this problem,
different modalities can be exploited jointly for their complementarity. For example,
speakers can be tracked using audio information, if they are visually occluded, likewise,
they can be tracked with visual information, when the audio information becomes unre-
liable, e.g. due to the presence of acoustic noise. This thesis will focus on audio-visual
sensors, as in [102], due to their widespread use, low cost, and easy installation [162].
In the past decade, many approaches have been developed using audio-visual infor-
mation [12], [14], [24], [50], [52], [64], [66], [148], [156], [157], [162]. Beal et al. [12]
use the graphical models to fuse audio and visual measurements and to track speak-
ers in a noisy environment. Audio and video measurements are modelled jointly with
their mutual dependencies and the model parameters are learned using the expectation-
maximization algorithm from a sequence of audio-visual data. Talantzis et al. [156],
[157] use three hierarchical Kalman filters to track speakers using multiple microphones
and cameras. The audio and video streams are separately tracked by two different local
Kalman filters. Then, the outputs of these two local filters are fused under an extra
Kalman filter. Unlike Talantzis et al. [156, 157], Vermaak et al. [162] use particle
filters to respectively estimate the predictions from audio and visual measurements,
respectively. The fusion of audio-visual information is performed at the feature level.
This means that the speaker states estimated from audio and visual modalities are
independent. These works [12], [156], [157], [162] cannot directly handle the tracking
problem for multiple speakers.
Bernardin et al. [14] have proposed two multi-modal systems with a joint probabilistic
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data association filter to detect speech and determine active speaker states. A particle
filter is applied with foreground, colour, upper body detection and a blob tracker.
Then, audio and visual tracks are fused using a finite state machine. Unlike Bernardin
et al. works, Perez et al. [50], [52] fuse the audio and visual measurement using a
measurement model before applying a particle filtering framework. These methods
can track multiple speakers jointly with their speaking activity based on a mixed-state
dynamic graphical model. Heuer et al. [64] use a particle filter based on a multi-
modal fusion approach and a Gaussian mixtures model. The hidden Markov model
is also proposed for multi-speaker tracking [148], which is based on iterating decoding
scheme to fuse audio and visual cues. Although these works [14], [50], [52], [64] [148]
are capable for multiple speaker tracking, they cannot deal with an unknown and
time-varying number of speakers. Also, their models normally detect a single speaking
activity rather than a simultaneous speaking activity from multiple speakers.
Ban et al. [5, 7, 6, 93] use the von Mises distribution to model audio-source directions
of arrival with circular random distribution and a variational approximation of the
filtering distribution to address the combinatorial explosion of associating observed
variables with latent variables. An audio-source birth method that favors smooth source
trajectories is used both to initialize the number of active sources and to detect new
sources. Although this method can estimate the unknown and the time-varying number
of speakers and the estimated source trajectories are smooth, it relies on an additional
training process for the audio-visual measurement model and the tracking accuracy is
affected by the selection of the training data.
To handle a varying number of speakers tracking, particle filter [24, 80, 135, 134] and
the RFS theory [66] have been used to integrate audio and visual cues with a sequential
Monte Carlo implementation. Qian et al. [136, 134] propose a novel 3D audio-visual
speaker tracking method based on the particle filter, where visual measurements (RGB
and depth information) are used to guide the acoustic processing by constraining the
acoustic likelihood on the horizontal plane defined by the predicted height of a speaker.
The greedy data association is used to combine visual observations, color-based and
acoustic measurements to track the position of multiple simultaneous speakers. The
random finite set formulation enables their framework to track a varying number of
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targets.
2.2.3 AV-SMC-PHD Filter
In [81], the SMC-PHD filter has been recently used for audio-visual multi-speaker
tracking. The fusion of audio-visual information is applied in the prediction and update
steps, respectively.
The DOA lines, as the audio information, provide the approximate direction of the
sound sources emanating from the speakers. The DOA line is drawn from the centre of
the microphone array to a point in the image frame estimated by the projection of DOA
to a 2D image plane [80]. The sam-spare-mean (SSM) method [88] is used to estimate
the DOAs of the speakers. The SSM method is a two-step method. First, a sector-based
combined detection and localization are applied, where each sector corresponds to a
specific direction. Second, the active sources are searched in these sectors in terms of
the sound energy presented. This thesis has omitted the details of this method, which
can be found in [88]. The surviving particles are relocated around the DOA lines.
If the DOA line is available at time k, the perpendicular Euclidean distance from the
particles to the DOA line can be calculated and denoted as d´ik [81]. The movement
distance dik is calculated as:
dik =
d´ik∑Nk−1
i=i d´
i
k
d´ik, (2.16)
Then, the distance dik is applied to relocate the surviving particles {mik|k−1}
Nk−1
i=1
around the DOA line [81]:
mik|k−1 ⇐mik|k−1 + okdik, (2.17)
where ok = [cos(θ
o
k), sin(θ
o
k), 0, 0]
T and θok is the corresponding oth DOA angle.
The visual information is used to calculate the likelihood for updating ωik and the
particle weights by Eq. (2.14). The likelihood distribution is assumed to be Gaussian
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Algorithm 1 AV-SMC-PHD Filter
Input: {mik−1, ωik−1}Nk−1i=1 , NB, Zk, k and DOA lines.
Output: {m˜jk, ω˜jk}N˜kj=1, and {mik, ωik}Nki=1.
Initialize: τk, qk, φk|k−1, pk, γk, κk, PD,k, Fm˜, Fz, T and speaker histograms.
Run:
Step 1: Propagation step
Propagate surviving particles {mik|k−1}
Nk−1
i=1 .
Step 2: Particle birth and relocation step
if DOA lines exist then
Calculate dk by Eq. (2.16).
Concentrate particles around the DOA line by Eq. (2.17).
if new speaker then
Sample NB born particles {mik|k−1, ωik|k−1}
Nk−1+NB
i=Nk−1+1 uniformly around the
DOA line.
end if
end if
Calculate {ωik|k−1}
Nk−1
i=1 .
Step 3: Prediction step
{mik|k−1, ωik|k−1}Nki=1 = {mik|k−1, ωik|k−1}
Nk−1
i=1 ∪ {mik|k−1, ωik|k−1}
Nk−1+NB
i=Nk−1+1.
Step 4: Update step
Estimate colour likelihood.
Step 5: Estimation step
Update {ωik|k−1}Nki=1 to obtain {ωik}Nki=1 by Eq. (2.14) and calculate N˜k =
∑Nk
i=1 ω
i
k.
Set {mik}Nki=1 as {mik|k−1}Nki=1.
Get {m˜jk, ω˜jk}N˜kj=1 by the k-means or the MEAP method
if ESS < Nk/2 then
Resample {mik, ωik}Nki=1.
end if
and derived from the color histogram [81]:
hi,rk =
1
σ˘k
√
2pi
exp
{
−
Dr(mik|k−1, s
r)
2σ˘2k
}
, (2.18)
where σ˘2k is the variance of noise for the visual likelihood, r is the index of the reference
color histogram in the AV-SMC-PHD filter. Here, Dr(mik|k−1, s
r) is the Bhattacharyya
distance between the rth color histogram of the reference speaker sr and the color
histogram for the candidate speaker at the state mik|k−1 [81]. Other steps follow the
conventional SMC-PHD filter. The pseudo code of AV-SMC-PHD filter is given in
Algorithm 1, where T is the length of a frame.
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Although the AV-SMC-PHD filter has improved the tracking accuracy with audio-visual
data [81], there are three major limitations. The first one is the weight degeneracy
problem, as illustrated in Fig. 2.1, where ten particles are shown in blue solid circles,
with their weights indicated by the size of the circles, and the prior density and the
likelihood as the red and green solid lines, respectively. At the top of the figure, the
propagated particles are given. After the relocation step, most of the particles converge
to the area around the peak of the prior density. In the prediction step, the weights of
the particles are adjusted. According to the Bayes’ theorem, the posterior density is
proportional to the multiplication of the prior density with the likelihood density, and
its estimation becomes less accurate when no particles are around the posterior density.
As a result, only a small number of particles have high weights after the update step.
In addition, the color histograms of the speakers’ faces were used as measurements for
particle update. The weights of the particles may decrease sharply when the speakers
do not face the camera, and this can lead to unreliable tracking results.
Finally, the particles are relocated based on the DOA lines via Eq. (2.16) and Eq.
(2.17), and thus they could be migrated from the undetected speaker to the clutter or
other speakers, when the DOA estimation is corrupted by background clutter.
Figure 2.1: Illustration of the weight degeneracy problem. The particles are shown
as the blue balls whose sizes indicate their weights. The prior density and likelihood
density are represented by the red solid and green solid lines, respectively.
2.3 Particle Flow
In the last decades, the Monte Carlo based filters, such as the SMC-PHD filter have
been widely used for tracking with non-linear model and non-Gaussian noise. However,
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they suffer from the problem of the particle degeneracy, i.e. after the update step, only
a few particles have high weights, and most of the particles have low weights. The
main reason of the weight degeneracy problem is that the importance sampling may
fail to adequately sample in the regions of higher probability if the peaks of the prior
density and likelihood density are different, especially when the number of the states
gets sufficiently large. There are several methods which gradually include measurements
and lead to a more equitable distribution of the particle weights [33, 82, 180, 130, 161,
172, 27]. However, they are achieved by assuming the Gaussian distribution for the
transition and the likelihood density. Recently, Duam and Huang [32, 35, 33] proposed
the log homotopy based particle flow methods. This idea is to gradually move the
samples from the prior density towards the regions of the higher probability mass of
the posterior density. As a result, the re-sampling of particles, which is an extra step
for introducing randomness and making the Monte Carlo error larger on average, is
not needed. Continuous deformation of the prior density into the posterior density is
achieved via a ‘flow’ that is specified through a partial differential equation (PDE).
Khan et al. [77, 76, 73, 77] have proposed alternative exact particle flow approaches by
combining the log-homotopy based flow with solution of the Fokker-Planck equation.
By minimizing the cost function of the Fokker-Planck equation via the regularized
alternating least squares, the weight degeneracy problem is addressed by their log-
homotopy based particle flow. However, based on the exact flow, Khan et al. still
assume the prior density and likelihood density are Gaussian.
In particle flow, a homotopy function is used to define a continuous deformation from
the log prior distribution to the log posterior distribution. The log homotopy between
the two distributions is given by [35],
log(Ψik,λ) = log(g
i
k) + λ log(h
i
k)− logKik, (2.19)
where Kik is an unknown normalization constant independent of Zk. The pseudo time is
denoted by λ, which is a step size parameter taking values from set [0,4λ, 24λ, · · · , Nλ4λ],
where Nλ4λ = 1 and Nλ is the number of pseudo time steps. In fact, λ can also be
variable step sizes as in [95, 21]. Eq. (2.19) represents the evolution of the particles
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from the prior density gik to the posterior density. When λ = 0, Ψ
i
k,λ represents the
prior density gik at time k. When λ is varied to 1, Ψ
i
k,λ is translated into the normalized
posterior density [32]. The particle flow obeys the Ito stochastic differential equation
(SDE) [35]:
4mik|k−1 = f ik(mik|k−1, λ)4λ+ υikwik, (2.20)
where f ik ∈ RM is the particle flow vector which moves the particle mik|k−1 with the
distance 4mik|k−1 at λ, wik ∈ RM is the Wiener process with the diffusion coefficient
υik. The evolution of the density Ψ
i
k,λ is given by a Fokker-Planck equation, which is
also known as a Kolmogorov forward equation,
∂Ψik,λ
∂λ
= −∇Ψik,λ · (f ik,λΨik,λ) +
1
2
[∇Ψik,λ]TQik,λΨik,λ∇Ψik,λ, (2.21)
where Qik,λ is the diffusion tensor and ∇ is the spatial vector derivative of the density
Ψik,λ, ∇ =
∂Ψik,λ
∂mi
k|k−1
, formulated as.
∂Ψik,λ
∂λ
= Ψik,λ
(
log hik(x)−
∂ logKik(λ)
∂λ
)
. (2.22)
By combining equations Eq. (2.21) and (2.22), the generic flow equation is given as
log hik(x)−
∂ logKik(λ)
∂λ
= −f ik,λ ·∇ log Ψik,λ−∇Ψik,λ ·f ik,λ +
[∇Ψik,λ]TQik,λΨik,λ∇Ψik,λ
2Ψik,λ
.
(2.23)
2.3.1 Zero Diffusion Particle Flow
If the diffusion term Qik,λ is assumed to be zero but the flow is allowed to be compress-
ible, Eq. (2.23) becomes
log hik(x)−
∂ logKik(λ)
∂λ
= −f ik,λ · ∇ log Ψik,λ −∇Ψik,λ · f ik,λ. (2.24)
For a given value of λ, ∂ logK(λ)∂λ is constant, which is therefore ignored in the subsequent
analysis. One solution to Eq. (2.24) assumes that the prior density and likelihood
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density are both Gaussian,
log gik = log cP −
1
2
(mik −mik)TP ik−1(mik −mik)
log hi,rk = log cR −
1
2
(zrk − Fz(mik))TR−1(zrk − Fz(mik)),
(2.25)
where cP and cR are the normalization constants associated with the prior density and
the likelihood density. The zero diffusion flow f ik,λ is derived as,
f ik,λ =
dmik
dλ
= Aikm
i
k + b
i
k, (2.26)
where
Aik = −
1
2
Cik
(
λH ikP
i
k(H
i
k)
T +R
)−1
H ik, (2.27)
bik =
(
I + 2λAik
) [(
I + λAik
)
CikR
−1zrk +A
i
km¯
i
k
]
, (2.28)
Cik = P
i
k(H
i
k)
T , (2.29)
where P ik is the covariance matrix of the prediction error for the particle state m
i
k,
m¯ik is the mean of the states over the particle set, R is the covariance matrix of
the measurement noise, I is the identity matrix, and H ik is a Jacobian matrix [74].
Details about ZPF are given in [35]. ZPF has been widely used for its simplicity.
For nonlinear problems, this flow can be used to linearize the measurement equation
for each particle with an extended Kalman filter or an unscented Kalman filter. The
main critical parameters in ZPF are the number of particles and the tolerance for the
step-size selection. As a result, only little effort is required for parameter tuning.
2.3.2 Non-Zero Diffusion Particle Flow
For more general non-Gaussian problems, the non-zero diffusion particle flow is pro-
posed. Different from ZPF, the particle flow equation used in NPF is derived by
retaining the diffusion term, as detailed in [34]. Based on the Fokker-Planck equation
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[70], f ik is calculated by the partial differential equation:
∇ log(hik) =−∇2 log(ψ´ik)f ik −∇f ik∇ log(ψ´ik)
−∇(div(f ik)) +
1
2ψ´ik
∇(div(Qik∇ψ´ik)),
(2.30)
where ∇ is the spatial vector differentiation operator ∂
∂mi
k|k−1
and div(.) is the diver-
gence operator [46], e.g. div(f ik) =
∑M
l=1
∂f ik
∂εl
where εl ∈ RM is the lth basis vector and
Qik is the diffusion matrix. In ZPF, Q
i
k = 0. Due to the involvement of the differentia-
tion∇f ik and the divergence div(f ik), the complexity for calculating f ik is high. In NPF
[34], for simplifying the solution of Eq. (2.30), Qik is set as∇ log(ψ´ik)∇f ik+∇(div(f ik))
and Eq. (2.30) becomes:
f ik = −[∇2 log ψ´ik]−1(∇ log hik), (2.31)
where
∇2 log ψ´ik ≈ −(P ik|k−1)−1 + λ∇2 log hik, (2.32)
As compared to ZPF, the prior density and likelihood function in NPF need to be
sufficiently smooth [78], and the performance NPF tends to be more sensitive to the
choice of parameters e.g. the pseudo-time step size. However, once properly tuned, NPF
offers a lower computational cost and slightly better performance than ZPF. Therefore,
NPF is also implemented in this work. It is worth noting that, other ideas are emerging
to address the issues in NPF. For example, stochastic particle flow based on Langevin
diffusion, has been proposed in [38], and the Gromov's method has been used to reduce
sensitivity to parameter choice of NPF in [37]. These new developments make NPF an
increasingly attractive choice.
2.4 Relevant Datasets
Several datasets are presented in the literature that combine multiple audio or video
sources for tracking. This thesis mainly uses two kinds of dataset, audio-only dataset
and audio-visual dataset.
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For audio-only data, there are very few publicly available datasets, and the ground-truth
target position data is often not provided or lies in a range of several centimetres. Re-
cently, two audio datasets, SMARD [10] and LOCATA [97] are published. In SMARD,
the single-channel and multi-channel audio are recorded. The recordings are conducted
in a low-reverberant room using different microphone arrays and targets. However, this
dataset only considers a single source scenario. The LOCATA dataset provides a large
data corpus on sound source localization and tracking. It contains real-world multi-
channel audio recordings, obtained by hearing aids (Dummy), microphones integrated
into a robot head (Benchmark2), a plana (Dicit) and a spherical microphone array
(Eigenmike) in an enclosed room (7.1m×9.8m×3m) with 4, 12, 15 and 32 microphones,
respectively. The audio signals, including measurement and ambient noise, are recorded
at 48 kHz which are synchronized with the ground-truth positional data acquired by
the OptiTrack system. This dataset includes six tasks. In task 1, 3 and 5, there is only
one target, not ideal for evaluating multi-target tracking systems. In task 2, the targets
are not moving, which is not challenging for our method. In task 6, the microphone
array is moving, which is complex for multi-target tracking. This thesis only tests our
method on task 4, where the targets are moving, and the microphone array is static.
In this task, each microphone array takes three recordings of two moving targets. The
measurements, i.e. DOA lines, are estimated by the MUSIC algorithm [44] for each
frequency bin and block size of 100 frames. The MUSIC resolution is 5◦ in azimuth.
The azimuth of DOA lines is shown in radian. The step-size between consecutive blocks
is ten frames.
One of the most challenging datasets which consist of real-world data with both audio
and video sequences is AV16.3 corpus, which is developed by IDIAP research institute
[90]. The corpus AV16.3 has many sequences for different scenarios where speakers are
moving and speaking at the same time while being recorded by three calibrated video
cameras and two circular eight-element microphone arrays. The physical setup of the
corpus is illustrated in Figure 2.2.
Recordings in the AV16.3 include overlapped speech, close and far locations, small
and large angular separations, object initialization, partial and total occlusion and
illumination. The AV16.3 dataset provides the calibration information of the cameras
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Figure 2.2: Physical setup of the AV16.3 corpus. Two circular microphone arrays are
placed on the table and three cameras are located in different positions on the walls.
to map the audio information from the physical space to the image plane. The audio
and video were recorded independently from each other. The video and audio signals
are recorded by three calibrated video cameras at 25 Hz and two circular eight-element
microphone arrays at 16 kHz, respectively.
The size of each image frame is 288x360. All algorithms are tested with all three
different camera angles of five sequences: s 1, 24, 25, 30 and 45, which correspond to
the cases of one to three speakers and are the most challenging sequences in term of
movements of the speakers and occlusions. Figure 2.3 shows nine frames from AV16.3.
Frames (a-c) show the view recorded by different camera. Frames (d-i) show the frames
of different sequences. In frame (d), only one speaker walks, In frame (h) and frame
(i), the random walk of three speakers is shown. Some challenging situations such
as rotation of the head, two-speaker occlusions, contiguous faces, and three-speaker
occlusions are given respectively, in (e), (f), (g) and (h) which make tracking much
more complicated than an ordinary case.
Apart from AV16.3, there are some other datasets used to evaluate audio-visual multi-
speakers. The main characteristics of these audio-visual dataset are shown in Table
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.3: Some frames from the AV16.3 dataset. The first row shows the views of
three different cameras. The second and third rows show the frames from single-speaker,
two-speaker and three-speaker sequences.
2.1. Different from the AV16.3 dataset, the speakers in the AVDIAR dataset [54] talk
one by one. There are six microphones mounted on Sennheiser Triaxial MKE 2002.
Two of them are on the left and right ears, and the other four are on each side of the
head. However, since the details of the microphone positions are not provided, only
the microphones on the left and right ears are considered. Another issue is that the
calibration information of the cameras is not available. The AVDIAR provides training
data to learn a mapping as in [54]. This dataset includes 23 sequences. Each image
frame is of 1920x1200 pixels. The audio and video were recorded at 48 kHz and 25
Hz, respectively, which were synchronized by an external trigger controlled by software.
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Table 2.1: Data details and main characteristics of the relevant audio-visual datasets.
Dataset AV 16.3 AVDIAR CLEAR AVTRACK-1 SPEVI
Number of cameras 3 1 6 2 1
Number of microphones 16 6 8 4 2
Number of speakers 3 4 5 2 5
Frame size 360*288 1920*1200 360*288 360*288 360*288
Video sampling rate 25 25 15 25 25
Audio sampling rate 16k 44k 44k 44.1k 44.1k
Number of sequence 45 23 25 4 3
There are 12 different participants, and up to 4 people are recorded in each sequence.
AVTRACK-1 [53] and AVASM [40] are provided by the same institution as for AV-
DIAR. However, they are less challenging than AVDIAR. AMI [23] and MVAD [22],
which are designed for speaker diarization, are not used in our tests since the speakers
are mostly static or with small movements. In SPEVI [155], audio signals were recorded
with linear microphone arrays. Since the calibration information and training set are
not available, this dataset is also not chosen.
CLEAR (CLassification of Events, Activities and Relationships) is an international ef-
fort to evaluate systems that are designed for perceiving identities of people, activities,
interactions and relationships in human-human communication, and related scenar-
ios [119], [151]. This database features recordings of multiple users in realistic small
meeting scenarios, captured in a variety of smart rooms equipped with a multitude
of audio-visual sensors. It offers five calibrated and synchronized visual streams, four
from cameras mounted in the room corners and one panoramic ceiling-mounted cam-
era, as well as synchronized audio streams from a minimum of four microphone arrays
on the walls. The speakers are mostly seated around the table and speaking one by
one. The CLEAR dataset is chosen for our experiments since it has the largest number
of speakers among these datasets. Although our proposed algorithms could be used in
other scenarios such as sport-video analysis and smart surveillance systems, due to the
lack of suitable datasets, such scenarios are not considered here.
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2.5 Performance Metrics
Performance evaluations and comparison with existing methods are an important factor
in the development of new algorithms and techniques. There are no standard protocols
to measure the performance of multi-target tracking methods, so several metrics have
been proposed in the literature.
The Optimal Sub-pattern Assignment (OSPA), effective sample size (ESS), and dis-
tance between particles and ground truth speaker state are used in this thesis to eval-
uate the performance of the proposed and baseline algorithms. The OSPA [140] is
defined as,
OSPA({m˜jk}N˜kj=1, {m˜j˜k}N˜kj˜=1) =
a
√√√√√√√ minpi∈ΠN˜k,N˜k
N˜k∑
j=1
d
(c)
(m˜jk, m˜
pi(j)
k )
a + ca(N˜k − N˜k)
N˜k
, (2.33)
where {m˜1k, ..., m˜N˜kk } is the set of ground truth speaker states, {m˜1k, ..., m˜N˜kk } is the set
of the estimated speaker states and ΠN˜k,N˜k is the set of maps pi : 1, ..., N˜k → 1, ..., N˜k.
Here the state cardinality estimation N˜k may not be the same as the ground truth
N˜k. The OSPA error given in Eq. (2.33) is for N˜k ≤ N˜k. If N˜k < N˜k, then
OSPA({m˜jk}N˜kj=1), {m˜j˜k}N˜kj˜=1) = OSPA({m˜
j˜
k}N˜kj˜=1, {m˜
j
k}N˜kj=1)). The function d¯(c)(·) is de-
fined as min(c, d¯(·)) where c is the cut-off value, which determines the relative weighting
of the penalties for the cardinality and localization errors and a is the metric order which
determines the sensitivity to outliers. A lower OSPA implies a better performance. The
OSPA metric differs from other metrics as it considers not only the position estimation
of the speaker, but also the estimation of the number of speakers in the evaluation of
the tracking results. As OSPA measures the error based on these two terms, state (po-
sition estimation) and cardinality (number of speaker estimation), it causes ambiguities
about how much error is coming from each term to the final error.
ESS is widely applied to evaluate the severity of weight degeneracy problem [96, 103, 21],
which is given by
ESS =
(
∑Nk
i=1 ω
i
k)
2∑Nk
i=1 (ω
i
k)
2
. (2.34)
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When ESS is small, e.g. ESS< Nk/2, the resampling step is performed with the uniform
weights. When ESS is high, more particles are used to estimate the posterior density
with an increased accuracy. As the label information for each particle is unavailable,
the minimal distance dm(m
i
k|k−1) between each particle and speaker is used:
dm(m
i
k|k−1) = min
j˜∈Nk
∥∥∥mik|k−1 − m˜j˜k−1∥∥∥
2
. (2.35)
Since this thesis assumes the prior density and the likelihood are Gaussian, the speaker
density should be Gaussian. This thesis assumes the particles are accurately labelled
if the target density is Gaussian and Root Mean Squared Error (RMSE) is used to
evaluate the performance of the labelling. As the number of the speakers and their
labels is unknown, this thesis uses the mean RMSE for the all particles,
RMSE =
∑Nk+NB
i′
√∑
i∈Λ(i′)|ωik−Gi′k (mik)|2
|Λ(i′)|1
Nk +NB
, (2.36)
where ‖.‖1 and ‖.‖2 are the L1 and L2 norm, respectively. The Gaussian distribution
is denoted by G, which is fitted as the particle set Λ(i′).
As a summary, four metrics were introduced which evaluate the methods from their own
perspectives. If an unknown and variable number of targets needs to be tracked, then
the OSPA metric is suitable as it considers both position estimation and the estimated
number of targets in the performance evaluation. To see how well the particle flow or
resmapling step mitigates the weight degeneracy problem, the ESS is used to measure
its performance. The distance dm and RMSE are used to show the performance of the
relocation step and labelling step, respectively.
2.6 Chapter Summary
In this chapter, a review has been provided on modalities, existing tracking techniques,
datasets and performance metrics that have been developed over the past few decades.
As a visual feature, colour information is used for easy implementation, and face de-
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tection is used for high accuracy. As an audio feature, the sam-spare-mean method is
employed to extract DOA information from circular microphone arrays.
In a broad survey of the multi-speaker tracking methods, technical background of the
multi-target methods such as, random finite set, PHD filter, SMC-PHD filter and AV-
SMC-PHD filter used throughout this thesis is introduced with their basic mathe-
matical, statistical concepts and definitions, which are required for understanding the
mathematics and techniques behind the proposed tracking algorithms.
To address the weight degeneracy problem, technical background of the particle flow
such as ZPF and NPF used throughout this thesis is discussed. The ZPF is easy
to implement. NPF does not assume any particular form of the prior density and
likelihood function and offers slightly better performance than ZPF.
To perform a quantitative evaluation of the proposed algorithms, both audio and video
sequences are required, together with the calibration information on the cameras and
microphone arrays (e.g. circular arrays). Apart from AV16.3, this thesis has also ex-
plored the suitability of several other publicly available audio-visual datasets. This
thesis has considered our requirements when choosing datasets. For example, the cal-
ibration information should be provided for the projection of the audio data from the
physical space to the image plane. Besides, the dataset should contain some challenging
situations, e.g., the number of speakers changes and some speakers are occluded. For
these reasons, this thesis has chosen AV16.3, AVDIAR and CLEAR datasets in our
evaluations.
There is no commonly agreed protocol in the literature for quantitative evaluations of
tracking methods. This thesis has discussed several performance metrics which will be
used to make comparisons between the proposed and baseline methods.
So far, a comprehensive overview of multi-speaker tracking problems and several exist-
ing multi-speaker tracking techniques have been provided. Besides, modalities, datasets
and performance metrics have been discussed. Our contributions to multi-speaker
tracking problems are presented in the following chapters.
Chapter3
Audio-Visual Particle Flow SMC-PHD
Filtering for Multi-Speaker Tracking
SMC-PHD filtering is a popular method used recently for audio-visual (AV) multi-
speaker tracking. However, due to the weight degeneracy problem as discussed on
Section 2.2, the posterior distribution is represented poorly by the estimated proba-
bility, when only a few particles are present around the peak of the likelihood density
function. In this chapter, a new framework is proposed where particle flow (PF) is used
to migrate particles smoothly from the prior to the posterior probability density. This
chapter considers both zero and non-zero diffusion particle flows (ZPF/NPF), and de-
veloped two new algorithms, AV-ZPF-SMC-PHD and AV-NPF-SMC-PHD, where the
speaker states from the previous frames are also considered for particle relocation. The
proposed algorithms are compared systematically with several baseline tracking meth-
ods using the AV16.3, AVDIAR and CLEAR datasets, and are shown to offer improved
tracking accuracy and average effective sample size (ESS).
3.1 Introduction
Speaker tracking may be achieved in a single modality domain through video or audio.
However, in visual tracking, the tracking result is often affected by occlusions and the
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limited field of view of cameras [28], while in audio tracking, speakers are not always
detectable when strong background noise and room reverberations are present in the
measurements or when the speakers are silent. To address this problem, the AV-SMC-
PHD filter [81] is proposed to fuse audio and visual measurements for multi-speaker
tracking. The audio information used is the DOA, e.g. the approximate direction of
the speakers with respect to a microphone array. Color histogram has been used as
the visual information. As shown in Section 2.2.3, AV-SMC-PHD filter suffers from the
weight degeneracy problem, visual misdetection problem and speaker silent problem.
In this chapter, this thesis proposes a new method to address the weight degeneracy
issue, based on particle flow [32, 62, 21]. Different from the above-mentioned tech-
niques in Section 1.1, such as the popular particle re-sampling technique, our method
aims to improve the effective sample size with a particle relocation strategy designed
using particle flow. More specifically, the particles are migrated from the prior to the
posterior distribution, using a homotopy function which defines the flow in synthetic
time and incorporated for particle update at each time frame [35]. This thesis also
develops two new algorithms, namely, AV-ZPF-SMC-PHD and AV-NPF-SMC-PHD.
To our knowledge, it is the first time that particle flow is combined with audio-visual
SMC-PHD filter for multi-speaker tracking.
This chapter provides a comprehensive treatment of the proposed methods together
with extensive experimental results. First, DOA and color histograms are both used
for deriving the particle flow. When speakers are not detected with the DOA infor-
mation or the color histograms, particle states can still be updated with particle flow.
Second, the speaker states and weights in the previous frames are used for relocating
particles in terms of DOA, in order to reduce the adverse impact of acoustic noise on
particle relocation. Third, this thesis performs extensive experiments on the AV16.3
[89], AVDIAR [54] and CLEAR [125] datasets, and compare the proposed method with
several baseline methods including the PF-PF [95], ZPF-GPF-PHD filter [180], sparse-
AVMS-SMC-PHD [81] filter, auxiliary SMC-PHD filter [172], and a deep learning based
face detector [68].
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3.2 Proposed AV Particle Flow SMC-PHD Filter
In this section, this thesis proposes an AV particle flow SMC-PHD filter, where the
particle flow is used for particle migration before the update step of the AV-SMC-PHD
filter (i.e. Step 4 of Algorithm 1). Furthermore, the measurements zrk used in particle
flow Eq. (2.28) and update step Eq. (2.14) are replaced by the candidate speaker
states, calculated in terms of DOA and color histograms. The speaker states in the
previous frames are also used to relocate surviving particles with DOA at Step 2 of
Algorithm 1. This allows performance benchmarking with the baseline method in [81],
to show the advantage of our proposed method. However, to show the flexibility of the
proposed method, this thesis has also considered other type of visual measurements
such as those obtained by a state-of-the-art deep learning based face detector, in our
experiments.
3.2.1 Particle Flow for AV-SMC-PHD Filter
This thesis considers both ZPF and NPF in our proposed algorithms. As the number
of speakers and the labels of the particles are unknown and time-varying, this the-
sis assumes that the number of particle flows is identical to the number of candidate
speakers N˜k|k−1. The particles are clustered for the particle flow based on candidate
speaker states m˜jk|k−1, as discussed in Section 3.2.2. However, in practice, some parti-
cles are created due to clutter and noise. This thesis assumes that each flow will only
be influenced by the particles in the neighborhood of m˜jk|k−1 within certain distance
ξf , ∥∥∥mik|k−1 − m˜jk|k−1∥∥∥2 < ξf . (3.1)
The flow will be applied to the set of particles, {mik|k−1, ωik|k−1}i∈Λ(m˜j
k|k−1)
, where
Λ(m˜jk|k−1) is a subset of [1, · · · , Nk], determined via Eq. (3.1), in terms of the threshold
ξf . A high ξf may lead to an inaccurate estimation of the variance of the speaker
states, while a low ξf may result in an insufficient number of particles for estimating
the variance of the target state. In practice, ξf is set according to the variance of the
measurement noise, estimated empirically in our experiments. The mean state m¯k|k−1
40 Chapter 3. Audio-Visual Particle Flow SMC-PHD Filtering for Multi-Speaker
Tracking
of this particle set is given by:
m¯k|k−1 =
∑
i∈Λ(m˜j
k|k−1)
(
ωik|k−1Fm
(
mik−1
))
∑
i∈Λ(m˜j
k|k−1)
ωik|k−1
. (3.2)
The covariance matrix Pk|k−1 of this particle set is given by:
Pk|k−1 =
∑
i∈Λ(m˜j
k|k−1)
(
ωik|k−1e(m
i
k−1)e(m
i
k−1)
T
)
∑
i∈Λ(m˜j
k|k−1)
ωik|k−1
, (3.3)
where
e(mik−1) = Fm
(
mik−1
)− m¯k|k−1. (3.4)
For the ith particle in the subset Λ(m˜jk|k−1), P
i
k|k−1 and m¯
i
k|k−1 in Eq. (2.27) and Eq.
(2.28) are set as Pk|k−1 and m¯k|k−1, respectively.
Zero Diffusion Particle Flow
For ZPF, the particle flow is calculated by Eqs. (2.26)-(2.29) and the measurement
model H ik for the ith particle is calculated as,
H ik =
∂Fz(m
i
k, ςk)
∂mik
∣∣∣∣
mi
k|k−1
. (3.5)
As the measurement is replaced by the candidate speaker state, H ik ∈ R4×4 is taken as
an identity matrix. The flow f ik,λ of the particle set {mik|k−1}i∈Λ(m˜j
k|k−1)
is calculated
via Eq. (2.26) and applied for migrating the particles. The parameters Aik and b
i
k are
derived according to Eq. (2.27) and Eq. (2.28). Since the particle states have been
updated, the weights of {mik|k−1}i∈Λ(m˜j
k|k−1)
may have a poor representation of the prior
distribution. As the weights are inversely proportional to the proposal distribution as
Eq. (2.10), the weights should be adjusted by:
ωik|k−1 ⇐
qk(m
i
k|k−1|m˜jk|k−1)|det(I + ∆λAik(λ))|
qk(m
i
k|k−1 +4λf ik,λ|m˜jk|k−1)
ωik|k−1, (3.6)
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where the proposal distribution qk(m
i
k|k−1|m˜jk|k−1) ∝ N (m˜jk|k−1,Σ2q), Σq is the covari-
ance of the proposal distribution [3, 45], and det is a determinant. The choice of the
step of the pseudo time 4λ dictates a trade-off between the computational cost for
calculating the particle flow, and the accuracy for estimating the posterior probability.
Although det(I + ∆λAik(λ)) is a constant for the particles in the same set Λ(m˜
j
k|k−1),
it may be different for particles in different set Λ(m˜jk|k−1) and thus improves the
estimate of the particle weights [96].
Non-zero Diffusion Particle Flow
For NPF, the particle flow f ik,λ is calculated by Eq. (2.31), where ∇ log hik and
∇2 log hik are calculated as
∇ log hik =
∇hik
hik
, (3.7)
∇2 log hik =
∇2hik
hik
− (∇ log hik)(∇ log hik)T . (3.8)
When hik is Gaussian, this thesis has∇ log hik = P−1k|k−1(mik|k−1−m¯k|k−1) and∇2 log hik =
P−1k|k−1[100]. The weight is adjusted by:
ωik|k−1 ⇐
qk(m
i
k|k−1|m˜jk|k−1)|det(I +∇f ik,λ)|
qk(m
i
k|k−1 +4λf ik,λ|m˜jk|k−1)
ωik|k−1, (3.9)
where
∇f ik,λ =

f ik,λ−f ik,λ−4λ
4λf ik,λ
λ 6= 0
0 λ = 0.
(3.10)
The particle state mik|k−1 is updated by:
mik|k−1 ⇐mik|k−1 +4λf ik,λ. (3.11)
The pseudo code of particle flow is given in Algorithm 2, where {m˜jk|k−1}
N˜k|k−1
j=1 is the
candidate speaker state which replaces zrk in Eq. (2.28). After applying Algorithm 2,
ωik|k−1 will be updated to ω
i
k by Eq. (2.14). The particle flow step is also illustrated
in Fig. 3.1. The particles are moved towards the peak of the likelihood. As a result,
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Figure 3.1: Illustration of the particle flow processes. The particles are shown as the
blue balls whose sizes indicate their weights. The prior density and likelihood density
are represented by the red solid and green solid lines, respectively.
Algorithm 2 Particle Flow for the AV-SMC-PHD Filter
Input: {mik|k−1, ωik|k−1}Nki=1 and {m˜jk|k−1}
N˜k|k−1
j=1 .
Output: {mik|k−1, ωik|k−1}Nki=1.
Initialize: ξf , 4λ, Nλ, R, e, Fz, ςk and Σq.
Run:
for each m˜jk|k−1 do
Select particle set Λ(m˜jk|k−1) according to Eq. (3.1).
Calculate m¯k|k−1 and Pk|k−1 by (3.2) and Eq. (3.3),
respectively.
Set m¯ik|k−1 = m¯k|k−1 and P
i
k|k−1 = Pk|k−1.
for i ∈ Λ(m˜jk|k−1) do
for λ ∈ [0,4λ, 24λ, · · · , Nλ4λ] do
if Zero diffusion particle flow then
Evaluate flow f ik,λ by Eqs. (2.26)-(2.29).
Update the particle weights by Eq. (3.6).
end if
if Non-zero diffusion particle flow then
Evaluate flow f ik,λ by Eq. (2.31).
Update the particle weights by Eq. (3.9).
end if
Update mik|k−1 by Eq. (3.11).
end for
end for
end for
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most of the particles are localized between the two peaks of the prior density (red line)
and the likelihood density (green line). This means that the shifted particles provide
an improved local characterization of the posterior density.
3.2.2 Candidate Speaker States
This subsection will explain how the candidate speaker states are estimated using audio-
visual information e.g. DOA and color histograms. It is worth noting that our proposed
tracking framework is flexible and can be adapted easily to accommodate other audio-
visual information, such as face detector [68], as considered in our experiments. The
DOA information can be obtained by either a circular array (as in our work) or a linear
array.
Figure 3.2: Illustration for the choice of the speaker (red point) near the DOA line
(yellow line).
As the DOAs are determined by the relative delay between the pairs of microphone
signals [81], it only shows the approximate direction θok of the sound sources with
respect to the microphones. In practice, the rectangular coordinate [xok, y
o
k] of m˚
o
k can
be transformed from polar coordinate [rok, θ
o
k], where r
o
k is the Euclidean distance from
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the nearby speaker state at the previous frame to the microphone position,
rok =
∥∥∥[x˜jˆk−1, y˜jˆk−1]T − [xmic, ymic]T∥∥∥
2
, (3.12)
where [x˜jˆk−1, y˜
jˆ
k−1] are the states of the nearby speaker of the DOA lines. As shown
in Figure 3.2, θok and θ˜
j
k−1 are the azimuths of the DOA lines and speaker [x˜
j
k−1, y˜
j
k−1],
respectively. The nearby speaker, with the minimum included angle θok− θ˜jk−1 is chosen
by
jˆ = argmin
j
∣∣∣θok − θ˜jk−1∣∣∣
= argmin
j
∣∣∣tan(θok − θ˜jk−1)∣∣∣ (3.13)
Based on the trigonometric formulae [20], Eq. (3.13) becomes,
jˆ = argmin
j
∣∣∣∣∣ tan(θok)− tan(θ˜
j
k−1)
1 + tan(θok) tan(θ˜
j
k−1)
∣∣∣∣∣ (3.14)
Since tan(θ˜jk−1) =
y˜jk−1−ymic
x˜jk−1−xmic
,
jˆ = argmin
j
∣∣∣∣∣ y˜
j
k−1 − ymic − (x˜jk−1 − xmic) tan θok
x˜jk−1 − xmic + (y˜jk−1 − ymic) tan θok
∣∣∣∣∣, (3.15)
where [x˜jk−1, y˜
j
k−1]
T and [xmic, ymic]
T are the positions of the jth speaker state at the
previous frame m˜jk−1 and the state of microphone array mmic, respectively. |.| is the
absolute value operator and ‖.‖2 is L2 norm, respectively. They both correspond to
the center of the microphone array. Here, the aim is to find the index of the speaker,
i.e. jˆ, which gives the minimum tangent value of the angle between the DOA θok and
the direction of each target speaker. Then m˚ok is given by:
m˚ok = [r
o
k cos θ
o
k + xmic, r
o
k sin θ
o
k + ymic, 0, 0]
T . (3.16)
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The weight ω˚ok of m˚
o
k is given by,
ω˚ok = N (θok|arcsin(
y˜jk−1 − ymic
rok
), σ2o), (3.17)
where σ2o is the variance of the DOA angle distribution. The candidate speaker states
{m˜jk|k−1}
N˜k|k−1
j=1 can be calculated as
m˜jk|k−1 =

ω˚oˆkm˚
oˆ
k+ω˘
u
km˘
u
k
ω˚oˆk+ω˘
u
k ,
if du,oˆm ≤ ξm
m˘uk , if d
u,oˆ
m > ξm
, (3.18)
where
du,oˆm =
∥∥∥[˚xoˆk, y˚oˆk]T − [x˘uk , y˘uk ]T∥∥∥
2
, (3.19)
where ω˘uk is the weight for m˘
u
k , which can be obtained by CAMShift [17] or face detector
[68]. The position [x˘uk , y˘
u
k ]
T is taken from m˘uk . As the association between m˚
oˆ
k and m˘
u
k
is unknown and time-varying, this thesis assumes N˜k|k−1 is equal to the number of the
speakers detected, and o is the index of the DOA line that is closest to m˘uk .
oˆ = argmin
o
du,om . (3.20)
In practice, m˚oˆk and m˘
u
k may represent different speaker states. To address this issue,
the distance du,oˆm is compared with a threshold value ξm. If d
u,oˆ
m ≤ ξm, m˜jk|k−1 is
estimated in terms of the DOA and color histograms. When the speakers go out of the
view of the camera or are visually occluded, muk will become inaccurate. In this case,
the DOA lines near the speaker will be used to calculate the candidate speaker states
which are then used to calculate the likelihood as:
hi,jk ∝ N (m˜ik|k−1 − m˜jk|k−1|0,Σh), (3.21)
where Σh is the covariance of the likelihood and h
i,r
k in Eq. (2.14) is replaced by h
i,j
k .
As a result, the particle weights are likely to retain high values even when the speakers
do not face the camera. If du,oˆm > ξm, m˜
j
k|k−1 is only estimated by the uth color
histograms.
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The pseudo code for calculating the candidate speaker state is given in Algorithm 3,
which, together with Algorithm 2, can be plugged into Step 4 of Algorithm 1.
Algorithm 3 Candidate Speaker States
Input: DOA lines, reference color histograms, {m˜jk−1}
N˜k−1
j=1 and {mik|k−1, ωik|k−1}Nki=1.
Output: {m˜jk|k−1}
N˜k|k−1
j=1 .
Initialize: mmic, ξm and σo.
Run:
for each DOA line indexed by o do
Calculate θok from the DOA line [81].
Select the nearby speaker m˜jˆk−1 as Eq. (3.13).
Calculate rok and ω˚
o
k as Eq. (3.12) and Eq. (3.17), respectively.
Calculate m˚ok as Eq. (3.16).
end for
j = 0
for each reference histogram indexed by u do
if the uth reference histogram is detected then j = j + 1.
Calculate m˘uk and ω˘
u
k by CAMShift [17].
Select the nearby m˚oˆk as Eq. (3.20).
Calculate m˜jk|k−1 as Eq. (3.18).
end if
N˜k|k−1 = j.
end for
3.2.3 Relocating Particles
Due to the presence of noise and clutter in acoustic measurements, the DOAs estimated
are not always reliable. To address this issue, this thesis also considers the speaker state
{m˜jk−1}
N˜k−1
j=1 at the previous time frame k − 1.
After calculating dik by using Eq. (2.16), the movement distance d
i
k is updated as
dik ⇐

(1− ω˜jˆk)dik + ω˜jˆk
∥∥∥4m˜ik|k−1∥∥∥2 dik ≤ ξd
ω˜jˆk
∥∥∥4m˜ik|k−1∥∥∥2 dik > ξd
, (3.22)
where
4m˜ik|k−1 = Fm˜(m˜jˆk−1, τk)−mik|k−1, (3.23)
jˆ = argmin
j
∥∥∥Fm˜(m˜jk−1, τk)−mik|k−1∥∥∥
2
, (3.24)
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where jˆ ∈ {1, ..., N˜k−1} is the index of the speaker closest to the ith particle. The
threshold ξd is used to control the movement distance d
i
k, in order to reduce the effect
of noise in DOA estimate. When the DOA estimates are noisy, this thesis relocates
the particles in terms of the motion model, otherwise, in terms of the DOA and the
speaker states in the previous frames. In our work, ξd is set empirically according to the
variance of the DOA estimates. As the particles are located near the DOA lines, the
relocation step is applied only when Uk 6= N˜k−1, where Uk and N˜k−1 are the number of
audio measurements at time k and the number of speakers at time k − 1, respectively.
The DOAs are also applied to detect new speakers in Step 2 in Algorithm 1. Comparing
the number of visual measurements Ok with N˜k−1, the PHD filter is able to identify
the appearance and disappearance of speakers. If Ok = N˜k−1, the number of speakers
remains unchanged. If Ok < N˜k−1, the speakers may walk out of the camera view, or
be occluded by other speakers. If Ok > N˜k−1, new speakers may appear in the scene,
and hence new born particles are created.
3.3 Experimental Evaluations
The proposed algorithms are evaluated using real AV data. First, this thesis briefly
discusses the parameter set up. Then this thesis shows the improvement achieved by the
particle flow, the candidate speaker states and the novel localization method. Finally,
this thesis compares the proposed methods with several recent baselines.
3.3.1 Parameter Settings
In this subsection, this thesis discusses the setting of five important parameters, i.e.
pseudo time λ, the number of particles Nk, and three thresholds ξf , ξm, and ξd.
This thesis only shows the experiments based on ZPF, as these are similar to NPF.
Other parameters are given as in the baseline method SMC [81]. The parameters used
for detecting the DOAs are set the same as in [41]. The initial distributions of the
particles are randomly sampled in the tracking area. If the particles move out of the
tracking area, these particles are resampled. Resampling is performed when ESS is
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smaller than N/2. The order parameter a in OSPA is set to 2. These parameters are
chosen empirically based on our earlier studies [102, 103]. All experiments are run on
a computer with Intel i7-3770 CPU with a clock frequency of 3.40 GHz and 8G RAM.
Each experiment is repeated 50 times, and the average results are presented.
Pseudo Time
The pseudo time λ in the particle flow is increased incrementally from 0 to 1, with a
step size ∆λ, which is either fixed as in [36] or varied as in [96, 21]. Six situations
are considered. Here, his thesisThave tested three fixed step sizes, i.e. ∆λ = 0.1,
0.01 and 0.001, and three varied: ∆λ = 0.0385 × 1.2λ×Nλ , 2.4 × 10−9 × 1.2λ×Nλ , and
1.3 × 10−80 × 1.2λ×Nλ . In both cases, the number of steps Nλ is chosen as 10, 100,
1000, respectively. sequence 01 (camera 1) from the AV16.3 dataset is used since there
is only one speaker and it is easy to see the impact of different pseudo times.
Table 3.1: Running time (s) and tracking accuracy in OSPA of ZPF versus λ steps on
the sequence 01 (camera 1) of the AV 16.3.
step type fixed varied
Nλ 10 100 1000 10 100 1000
time (s) 9.03 11.64 23.99 9.05 11.68 23.98
average OSPA 8.82 7.32 7.12 8.54 7.32 7.12
Table 3.1 shows the running time and OSPA of ZPF versus the step type and Nλ. It
can be seen that a smaller step size ∆λ leads to a smaller OSPA but with a longer
running time. The fixed time step and varied times step have the similar OSPA and
computational cost. For the case of Nλ = 100 with a fixed time step size and δλ = 0.01,
a good balance between OSPA at about 7.3 and running time at about 11.6s is achieved,
therefore, this is used later in our experiments.
Number of Particles Nk
A large Nk can alleviate the weight degeneracy problem [30], but induce extra compu-
tational cost. Here Nk is set from 10 to 1000. sequence 01 (camera 1) of the AV16.3
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dataset is used. During the iterations of the algorithm, if Nk is greater than a preset
value, the particles with low weights are removed from the particle set. If Nk is smaller
than the preset value, the particles with high weights are duplicated and added into
the particle set. The results are shown in Table 3.2. It can be seen that with the
increase in the number of particles, OSPA is reduced while the computational cost is
increased. When Nk is larger than 50, the OSPA becomes stabilized at approximately
7 and the further improvement is small. For example, compared to the case Nk = 50,
using Nk = 500, an OPSA of only 3.1% lower was achieved, at a cost of nearly ten
times computational load. If Nk is smaller than 50, e.g. Nk = 10, OSPA is 37.0471,
implying a higher tracking errors. Therefore, Nk = 50 is used later in our experiments.
Table 3.2: Running time (s) and OSPA of ZPF versus the number of particles on the
sequence 01 (camera 1) of the AV 16.3.
Nk 10 50 100 500 1000
time (s) 2.51 11.63 22.25 111.95 245.40
average OSPA 37.05 7.32 7.22 7.09 6.84
Thresholds ξf , ξm, and ξd
The parameters ξf , ξm, and ξd are used, respectively, to guide the selection of parti-
cles into Λ(m˜jk|k−1), to obtain the states for the candidate speakers, and to relocate
the particles in the relocation steps. This thesis has tested different values for these
parameters ranging from 1 to 288 (for the image height at 288). When each parameter
is varied separately, the other two are fixed as 25. Since these thresholds were used for
different purposes, this thesis has chosen different sequences and frames for the tests,
i.e. all the frames in sequence 45 (camera 1) for ξf , frames 500-1000 of sequence 45
(camera 1) for ξm, and frames 280-500 of sequence 24 (camera 1) for ξd, all from the
AV16.3 dataset.
The results are shown in Tables 3.3. When ξf is increased to 25, the OSPA is decreased
but the running time is increased since more particles are considered in the particle
flow. However, with a further increase in ξf , the performance in terms of OSPA starts
to degrade, because the particles of the different speakers may be selected into the
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same set Λ. When ξm is increased, OSPA is first decreased from 38.6 to 34.8 and then
remains stable. When ξd is increased, the OSPA is decreased from 22.3 to 20.8 and
then remains almost unchanged at 20.8. Therefore, for the AV16.3 dataset, this thesis
sets ξf , ξm, and ξd empirically as 25 in our experiments. Note that the running time
of our proposed algorithm is not dependent on ξm and ξd, since only the DOA lines
near the particles are considered.
Table 3.3: Running time (s) and OSPA of ZPF versus ξf , ξm and ξd on the sequence
45 (camera 1) of the AV 16.3.
1 10 25 50 100 288 distance (pixel)
ξf
96 286 348 394 493 673 time (s)
26.5 23.8 19.3 24.8 28.5 36.5 OSPA
ξm
146 146 146 146 146 146 time (s)
38.6 34.8 31.6 31.6 31.6 31.6 OSPA
ξd
52.1 52.1 52.1 52.1 52.1 52.1 time (s)
22.3 21.5 20.8 20.8 20.8 20.8 OSPA
3.3.2 Comparison with the Baseline Methods
In this subsection, this thesis shows the improvement achieved by the particle flow, the
novel relocation method and the candidate speaker state. First, this thesis compares
between particle flows and SMC. Second, particle flows with candidate speaker state
and color histograms are compared, respectively. Each speaker state estimation is
calculated by 50 particles. Third, this thesis compares between our proposed relocation
method with the relocation method in SMC [81]. When a new speaker is detected, 50
particles are created and added into the PHD filter. The parameters for the particle
flow are set empirically, i.e. 4λ = 0.01 and Nλ = 100. The detail about choosing 4λ
is given in Section 3.3.1.
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Particle Flow for Weight Degeneracy Problem
To evaluate the particle flow, ZPF, NPF and SMC are compared. Firstly, this thesis
only updates the particle states by SMC in the frames 270-286 for sequence 24 on
camera 1. In the frames 0-270, there is no speaker or only one speaker, and the
weight degeneracy issue does not usually occur. Therefore, these frames are not used
for demonstrating the weight degeneracy effect. Note, however, that this thesis has in-
cluded the results for all the frames in Section 3.3.3, with a varying number of speakers
from 0 to 3. Until frame 286, there are two speakers and most of the particles can
track the speakers. In frame 287, the ESS of SMC is smaller than Nk/2 and SMC is
encountered with the weight degeneracy problem. Then this particle set is separately
updated by ZPF, NPF and the baseline SMC. In these filters, the candidate speaker
state is used. In SMC, this thesis assumes hi,jk ∝ N (mik|k−1 − m˜jk|k−1,R). The likeli-
hood hi,rk and z
r
k in Eq. (2.14) are replaced by h
i,j
k and m˜
j
k|k−1. ESS is calculated at
each pseudo time step.
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Figure 3.3: The ESS and OSPA of ZPF, NPF and SMC in the frame 287 of sequence
24 (camera 1) changes with respect to λ.
Fig. 3.4 shows how the particles are modified by these filters from λ = 0 to λ = 1.
As an example, the first, second and third rows, show the tracking results of NPF,
ZPF, and SMC, respectively, for frames 287 and 288. The green lines show the motion
trails of the particles. Note, the face images were actually cropped manually from the
video signal to visualize the distribution of the particles around the face area, which is
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very small in the whole image plane. For NPF and ZPF, three figures are shown for
λ = 0, 0.5 and 1, respectively. SMC at the third row is shown as the baseline method,
where only the predicted and updated results are shown as there is no particle flow
step in this filter. Compared to SMC, NPF and ZPF give more accurate estimates
for the speaker states. Before resampling, SMC has only four particles located on the
speaker's face and the speaker in frame 287 is not well tracked.
Figure 3.4: The motion trails of the particles for the second speaker by NPF, ZPF and
SMC. The columns show the results for λ = 0, 0.5, 1 respectively in the frame 287 and
288 for sequence 24.
In Fig. 3.3(a), this thesis shows the variation of ESS of NPF, ZPF and SMC from
λ = 0 to λ = 1. As the baseline SMC does not use the particle flow, its ESS only has
values at the beginning and end of the update step, as shown by the green dashed line.
At the beginning of the update step, the ESS of the three filters is about 45, which
is lower than Nk/2, shown in the pink dash-dot line. Using NPF and ZPF, the ESS
is increased to 57 and 58, respectively, and therefore the particles do not need to be
resampled. When λ < 0.5, the improvement of ESS given by NPF is higher than that
given by ZPF. In Fig. 3.3(b), the OSPAs of the three filters are shown at each λ. After
the update step, the OSPAs of NPF and ZPF are both decreased to 12. This shows
that ZPF and NPF provide more accurate estimate of the speaker state than SMC.
When λ = 0.95, the OSPA of ZPF increases slightly, due to the measurement errors.
Fig. 3.5 shows the average OSPA and the number of speakers for the frames 287-500.
It can be observed that ZPF and NPF give a smaller average OSPA than SMC. Due
to the presence of occlusion from frames 300 to 500, the OSPAs for all methods have
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increased. At frame 345, ZPF and NPF give an average OSPA at about 19.3 and 18.9,
respectively, resulting in a 24% and 29% performance improvement over SMC thanks
to the more accurate estimate of the number of speakers offered by the particle flow.
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Figure 3.5: The average OSPA of SMC, ZPF and NPF and the estimated number of
speakers in the frames 287-500 of sequence 24 (camera 1).
Particle Relocation Methods
Here the baseline SMC and SMC with the novel particle relocation methods are com-
pared. To show the OSPAs of these two filtering algorithms, this thesis rans experiments
in frames 280-500 of sequence 24 camera 1 which involves two speakers and visual oc-
clusion. Fig. 3.6(a) shows the average OSPA. For convenience, the novel method in
which the particles are relocated with the previous speaker states are abbreviated as
Previous states. The average OSPA error is 20.8 for the novel method and 22.6 for
the baseline method SMC. This means that the novel relocation method offers an 8%
improvement over the baseline method.
Apart from that, Fig. 3.6(b) shows the distance measure in terms of Eq. (2.35). The
average is 6.77 for the novel method and 10.78 for the baseline method. The novel
relocation method offers 37% improvements. The running time of the novel relocation
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Figure 3.6: Comparison of the OSPA error (a) and the minimal distance dm (b) between
the novel relocation method with the speaker states at the previous time frame and the
baseline relocation method of SMC.
step (0.0529s) is higher than that of the baseline method (0.0218s), however, the running
time of the overall algorithms are similar.
Candidate Speaker States
To show the impact of using the candidate speaker states m˜jk|k−1, ZPF is compared
with the filter in our earlier work [102]. Although both methods use ZPF, DOA lines
are used only in the update step of ZPF, rather than in that of the filter in [102]. Other
steps and parameters of these filters are the same. The frames 500-1000 of sequence 45
are used to test both methods since in these frames the speakers go out of the view of
cameras which represents a challenging tracking scenario.
Fig. 3.7(a) shows the average OSPA for this sequence, which is 38.6 for the filter in
[102] and 31.6 for ZPF. This means that the proposed relocation method offers 19%
improvements over the filter in [102]. In the frames 620-700, the average OSPA error
is 21.6 for ZPF, and 38.2 for the filter in [102]. When filters, such as ZPF, accurately
estimate the number of speakers in Fig. 3.7(b), they have a low OSPA in Fig. 3.7(a).
Fig. 3.7(b) shows that ZPF offers more accurate estimates for the number of speakers
than the filter in [102], especially for the frames 620-700. Therefore, that ZPF has the
highest accuracy among all filters. The average running time of ZPF and the filter in
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Figure 3.7: Comparison of ZPF and the filter in [102] in terms of OSPA and the number
of speakers.
[102] are 146.8s and 143.5s, respectively. This means the use of audio information leads
to only 2.3% increase in running time.
Clutter and Noise
This thesis also evaluates the performance of our proposed filter in different levels of
clutter and noise, as compared with SMC, using sequence 45 of the AV16.3 dataset. Fig.
3.8 shows a frame of sequence 45 with clutter and noise. Gaussian noise ςk ∝ N (0,σς)
and random clutter are added to the visual detection, where σς is the covariance matrix
of noise. The clutter is shown in green stars. The visual detection without noise is
shown in red points and its noise version in yellow diamonds. Table 3.4 shows the
OSPA for different levels of noise with σς set from 0 to 30 pixels and the different
number of clutter with Nc set from 0 to 50. This thesis observes that particle flow gives
a smaller OSPA, as compared with SMC, confirming that particle flow can improve the
performance of SMC in different levels of noise. The positions of clutter are randomly
set in the tracking area. The OSPA of three filters slightly increases with the level of
clutter due to the RFS model used, however, the ZPF and NPF offer 32% and 24%
improvement, respectively, even when Nc = 50.
Comparison with Face Detector
Here this thesis compares the performance difference for using color histogram versus
using measurements obtained by a face detector, e.g. the convolutional neural networks
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Figure 3.8: The clutter and noise in Frame 325 of sequence 45. The measurements,
their noisy versions, and the clutter are shown in red points, yellow diamonds, and
green stars, respectively.
Table 3.4: The experimental results for NPF, ZPF and SMC with different levels of
noise and different number of clutter in terms of the OSPA error on the sequence 45
(camera 1) of AV 16.3.
Method σς Nc
0 10 20 30 0 5 10 50
NPF 19.41 23.54 26.71 32.94 19.41 19.75 21.81 24.37
ZPF 19.33 23.55 25.51 31.42 19.33 19.47 20.06 21.86
SMC 29.46 31.52 39.12 39.94 29.46 29.57 30.14 32.07
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(CNNs) based face detector (Tiny) [68]. To distinguish the filters with face detectors
from the filters with color histogram, ZPF, PPF, GPF, SMC and NPF with the face
detector are renamed as AFZPF, AFPPF, AFGPF, AFSMC and AFNPF, respectively,
where AF means both audio measurements (i.e. DOA) and visual measurements (ob-
tained by face detector) are used in these algorithms. The frames 250-300 and 530-580
of the sequence 45 camera 1 are used for evaluations since unreliable detection and
occlusion happen in these frames. The OSPA and ESS of the different filters are shown
in Table 3.5 where ESS is not available for the Tiny face detector. AFZPF offers the
lowest OSPA and highest ESS among all the filters except AFPPF, since the number of
speakers is given in AFPPF. With the zero-diffusion particle flow, the OSPA of AFZPF
is 51% and 12% lower than those of AFSMC and Tiny detector when speakers are oc-
cluded. This thesis also tests these filters on frames 350-400 of the sequence 45 camera
1 where occlusion does not happen. The face detector gives a lower OSPA than the
filters with color histogram, while it gives a similar OSPA to AFZPF, i.e. ZPF with
face detector.
Table 3.5: Experimental results for ZPF, NPF, AFZPF, AFPPF, AFGPF, AFSMC,
AFNPF, and Tiny face detector in terms of the OSPA error and ESS for on the sequence
45 (camera 1) of AV 16.3.
Frame ZPF NPF AFZPF AFPPF AFGPF AFSMC AFNPF Tiny
250-300 29.4 29.6 21.6 23.8 23.6 24.3 23.7 43.9 OSPA
82 73 86 90 65 34 81 - ESS
530-580 24.6 25.8 20.9 23.2 22.8 26.5 22.7 39.5 OSPA
96 78 98 99 76 45 95 - ESS
350-400 18.7 19.7 17.2 17.5 17.3 17.7 17.3 17.7 OSPA
115 94 117 118 90 52 115 - ESS
3.3.3 Comparison with Other Audio-Visual Algorithms
In this subsection, the proposed algorithms ZPF and NPF are compared with several
baselines, including PPF [96], GPF [180], SMC [81], ASMC [81] and SMS algorithms
[81]. Although Gebru et al. [54] also presented an audio-visual Bayesian framework,
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this thesis does not consider this in our experiments, since it does not apply any particle
flow or PHD filter. The same zero diffusion flow is used in PPF and GPF, as in our
proposed ZPF.
In the PPF, the number of speakers is given when the particles are created due to the
use of the particle filter framework. However, this information is unknown and time
varying in our audio-visual tracking problem. Therefore, the following two situations
are considered. For the AV16.3 dataset, the speakers utter together and continuously,
therefore the number of speakers is the same as the number of estimated DOA lines. For
the AVDIAR dataset, as the speakers are talking one by one, the number of speakers
is given before running the algorithm.
GPF is integrated with zero diffusion flow [180]. Based on the Gaussian mixture model,
each particle has one dependent variance. Other parameters are the same as in ZPF.
The NPF used is based on [100]. This thesis sets 4λ = 0.01 and Nk = 50, as already
tested in the experiments shown in Section 3.3.1. To allow for fair comparison, the
same measurements were used in all the filters compared.
Table 3.6 reports the average OSPA over 50 random tests. All the frames of the 12
sequences have been used in these tests, where the number of speakers is varying with
time. It can be observed that, using ZPF and NPF, about 31% reduction in tracking
error has been achieved as compared with SMC. Compared with the ASMC filter, ZPF
and NPF both give about 20% reduction in OSPA.
To show how significant the difference is among the results of the tested algorithms in
Table 3.6, the ANOVA based F-test [65] is applied and the significance test results are
given in Table 3.7. As the degree of freedoms for all the significance tests is (1, 22) and
the significance value is 5%, the corresponding critical value Fcrit for (1, 22) is 4.30 in
terms of the F -distribution table [65] where the F-value is the ratio of the between-
group variability to the within-group variability. The p-value is the probability of a more
extreme result than the value achieved when the null hypothesis is true. According to
the test, the results are considered as statistically significant if F -value > Fcrit and
p-value is less than the significance value (0.05). It can be seen that the improvements
of ZPF and NPF, over SMC, SMS and ASMC are statistically significant. However, the
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Table 3.6: The experimental results for ZPF, SMS, PPF, GPF, SMC, ASMC and NPF
in terms of the OSPA error on the AV 16.3.
Seq ZPF SMS PPF GPF SMC ASMC NPF
24(1) 12.35 14.50 12.18 13.00 17.71 14.68 13.32
24(2) 13.24 15.35 13.12 15.13 19.83 16.15 13.20
24(3) 13.15 15.72 13.02 15.22 18.94 15.24 13.23
25(1) 15.94 17.17 14.90 18.28 19.13 16.21 15.96
25(2) 15.21 15.39 13.08 15.58 18.47 15.67 15.29
25(3) 16.22 17.62 14.98 18.62 21.61 17.95 16.29
30(1) 15.82 19.27 15.29 18.89 25.22 22.84 15.76
30(2) 13.43 16.16 13.86 16.12 19.37 16.17 13.41
30(3) 16.01 19.67 15.61 19.03 25.31 21.75 15.93
45(1) 17.60 23.40 24.50 23.12 29.46 26.07 17.65
45(2) 18.55 23.16 22.26 22.71 29.47 25.97 18.60
45(3) 19.54 23.80 24.34 23.76 28.43 26.41 19.50
Avg 15.59 18.43 16.43 18.28 22.75 19.59 15.68
60 Chapter 3. Audio-Visual Particle Flow SMC-PHD Filtering for Multi-Speaker
Tracking
difference between ZPF and PPF is not significant. Nonetheless, in ZPF, the number of
speakers is estimated, while in PPF, this is given as prior information. The difference
between ZPF and NPF is also not significant.
Table 3.7: Significance test for ZPF, SMS, PPF, GPF, ASMC and NPF on the AV
16.3.
Method ZPF SMS PPF GPF ASMC NPF
ZPF - 5.84 0.33 5.10 7.14 0.01 F
- 0.024 0.057 0.034 0.014 0.921 p-value
NPF 0.01 5.64 0.027 4.89 6.98 - F
0.921 0.027 0.610 0.038 0.015 - p-value
SMC 23.84 6.92 11.6 7.27 2.8 23.7 F
7e-07 0.015 0.003 0.013 0.1082 7e-05 p-value
As shown in Table 3.8, ZPF has a lower computational cost than GPF. Although ZPF
and GPF use the same initial number of particles, the number of particles is drastically
varying and a few particles are added in the update step of the GPF. For further
understanding, this thesis calculates the total number of particles used in the update
step of ZPF and GPF. In the update step of ZPF, the number of particles is 108, while
in GPF, it is 463. The computational complexities are shown in the last line of Table
3.8. The complexity (Com) of SMC, SMC and ASMC is the lowest at UkNk. The
complexity of ZPF, PPF and NPF does not depend on the number of measurements.
Table 3.8: Computational cost (s/sequence) comparison for ZPF, SMS, PPF, GPF,
ASMC and NPF on the AV 16.3.
Seq ZPF SMS PPF GPF SMC ASMC NPF
24 234.5 146.2 211.3 435.3 80.6 102.5 174.6
25 236.0 147.2 210.6 435.5 83.6 105.2 175.7
30 235.1 146.8 211.7 436.8 83.7 105.4 174.9
45 347.8 208.5 315.9 655.3 124.3 172.9 264.6
Time 263.4 162.2 237.4 490.7 93.1 121.5 197.5
Com NkNλ UkNk NkNλ UkNkNλ UkNk UkNk NkNλ
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To show the performance of the proposed method on other datasets rather than AV16.3,
this thesis selects sequence 32 (four speakers) and 09 (three speakers) from the AVDIAR
dataset [54], and the frames 100-170 (four speakers) and frames 180-250 (five speakers)
of sequence UKA from the CLEAR dataset [125]. Their average errors are summarised
in Table 5.6. Our proposed ZPF and NPF methods offer a similar OSPA which is
the lowest OSPA among all the filters except PPF. Note that the number of speakers
is given to PPF as a priori. However, as the speakers are talking one by one, the
performance difference among the compared filters is not significant. The OSPA of all
the methods is increased with the increase in the number of speakers.
Table 3.9: Experimental results for ZPF, SMS, PPF, GPF, SMC and NPF in terms
of the OSPA error for sequence 09 and 32 of the AVDIAR dataset and frames 100-170
and frames 180-250 of sequence UKA 20060726 of the CLEAR dataset.
Filters sequence 09 sequence 32 frames 100-170 frames 180-250
ZPF 13.72 14.37 28.62 31.57
SMS 13.95 14.90 29.35 36.68
PPF 11.68 12.14 24.21 26.65
GPF 13.82 14.78 30.25 37.84
SMC 14.96 16.86 31.58 38.61
NPF 13.80 14.42 28.60 31.55
3.4 Chapter Summary
This chapter has presented a new method for mitigating the particle degeneracy issue in
SMC-PHD filtering, and implemented both the zero-flow and non-zero flow algorithms
for audio-visual multi-speaker tracking. The advantages of the proposed algorithms
are demonstrated as compared with several audio-visual tracking baselines, in terms of
ESS and OSPA. The computational cost of the AV-NPF-SMC-PHD filter is lower than
that of the AV-ZPF-SMC-PHD filter, while the AV-ZPF-SMC-PHD filter is easier to
implement. Apart from that, the speaker states and weights in the previous frames have
been used for relocating particles with DOA lines. The proposed relocation method
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offers a lower OSPA than the baseline methods.
Chapter4
Intensity Particle Flow for SMC-PHD
filter
In Chapter 3, non-zero diffusion particle flow (NPF) has emerged as a useful tool to
mitigate the weight degeneracy problem in sequential Monte Carlo based probability
hypothesis density (SMC-PHD) filter for multi-target tracking. However, NPF is cal-
culated for each particle with only a single measurement, resulting in running a data
association algorithm between measurements and particles. When the target disap-
pears from the scene, the particles may be associated with other targets or clutters
leading to degradation in tracking performance. To address these limitations, this the-
sis proposes an intensity particle flow (IPF) algorithm based on the clutter intensity
and detection probability without using data association. With the clutter density, the
particles associated to the clutters are given a low value weight and further removed
from the particle set after the updating step. The particles associated to the undetected
speakers can keep the high weights based on the detection probability. Therefore, the
undetected speakers can be tracked even when measurements include clutters. By em-
ploying a novel birth model, the computational cost of the proposed method can be
further reduced.
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4.1 Introduction
Based on Bayes recursion, the particle flow often uses only a single measurement to
update the particles, as a result, data association between the measurements and the
particles is required. By duplicating the particles, particle flow is independently cal-
culated for each individual measurement and particle, which, however, induces a high
computational cost. Moreover, in the ZPF-SMC-PHD [102, 103], NPF-SMC-PHD [100],
GPF-PHD [180] and δ-GLMB particle [145] filters, the clutter density and detection
probability have been used to update the weights of the particles, but not their states,
and this may degrade the tracking performance.
In this chapter, this thesis proposes a new filter called intensity particle flow SMC-PHD
filter (IPF-SMC-PHD), where the intensity function of the clutter and the probability
of target detection are used to update both the states and the weights of the particles.
More specifically, the standard Bayes recursion of NPF is replaced by the intensity
recursion associated with the multi-target posterior. Based on the differentiation of
the intensity function with respect to the synthetic time and particle state, the inten-
sity particle flow is calculated by the intensity function of the clutter, the probability
of target detection and multi-target likelihood. Compared with ZPF and NPF, IPF
can mitigate the clutters and mis-detection problem via replacing the data associa-
tion based likelihood function by the multi-target likelihood. This thesis demonstrates
the performance of the IPF-SMC-PHD filter on simulated data and real data, such
as the LOCATA dataset and AV16.3 dataset, which show the significantly improved
tracking accuracy by our proposed filter as compared with several baseline methods for
multi-target tracking with clutters, mis-detection and data association uncertainty.
4.2 Intensity Particle Flow
To address the limitations of NPF, this thesis proposes to exploit both the clutter den-
sity and the detection probability in terms of the intensity function. First, the intensity
function based on the log-homotopy function is calculated. Then, the differentiation of
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the intensity functions is calculated with respect to the synthetic time and the particle
state, respectively. Finally, the equations and complexity analysis of IPF are given.
4.2.1 Intensity Function with the Log-Homotopy
Based on the log-homotopy function, the motion of the particles from the prior to the
posterior densities is modelled, similar to the idea used in ZPF [31]. This thesis develops
a similar idea for the calculation of the intensity function of the SMC-PHD filter. For
each particle, the thesis takes the natural logarithm of both sides of Eq. (2.7),
ln(Ψik) = ln(
(
1− piD,k + piD,kCik
)
Ψik|k−1)
= ln(1− piD,k + piD,kCik) + ln(Ψik|k−1),
(4.1)
where
Cik =
Rk∑
r=1
hi,rk
κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1
. (4.2)
Based on the log-homotopy function which relates the prior to the posterior intensity
function, Eq. (4.1) becomes
ln(Ψik,λ) = λ ln(1− piD,k + piD,kCik) + ln(Ψik|k−1), (4.3)
When λ = 0, Ψik,λ represents the prior intensity function Ψ
i
k|k−1. When λ is varied to
1, Ψik,λ is translated into the normalized posterior intensity function Ψ
i
k.
4.2.2 Differentiation of the Intensity Function on the Synthetic Time
Since the Fokker-Planck equation [70] relates the motion of a particle with the evolution
of the density for its position, it is used to calculate the particle flow f ik,
∂Ψik,λ
∂λ
=
div[Qik∇Ψik,λ]
2
− div (f ikΨik,λ) , (4.4)
where Qik is the covariance matrix of the process noise, and div is the divergence
operator [46], e.g. div(f ik) =
∑M
l=1
∂f ik
∂εl
where εl ∈ RM is the lth basis vector. The
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spatial vector differentiation operator ∂
∂mi
k|k−1
is denoted by ∇. The differentiation of
Ψik,λ with respect to λ is given as
∂Ψik,λ
∂λ . Differentiating Ψ
i
k,λ with respect to λ based
on Eq. (4.3) becomes
∂Ψik,λ
∂λ
= Ψik,λ ln(1 + p
i
D,kC
i
k − piD,k). (4.5)
Based on Eq. (4.4), Eq. (4.5) becomes:
ln(1 + piD,kC
i
k − piD,k) =
div[Qik∇Ψik,λ]
2Ψik,λ
−
div
(
f ikΨ
i
k,λ
)
Ψik,λ
. (4.6)
Computing the divergence of f ikΨ
i
k,λ using the calculus as in [34] leads to:
div
(
f ikΨ
i
k,λ
)
= Ψik,λ(div(f
i
k) +∇ ln(Ψik,λ)f ik). (4.7)
As a result, Eq. (4.6) becomes
ln(−piD,k + piD,kCik + 1)
=
div[Qik∇Ψik,λ]
2Ψik,λ
− div(f ik)−∇ ln(Ψik,λ)f ik.
(4.8)
Differentiating Eq. (4.8) with respect to mik|k−1, Eq. (4.8) becomes
∇ ln(−piD,k + piD,kCik + 1) +∇(∇ ln(Ψik,λ)f ik)
=∇(div[Q
i
k∇Ψik,λ]
2Ψik,λ
)−∇(div(f ik)),
(4.9)
where ∇(∇ ln(Ψik,λ)) is the second differentiation of ln(Ψik,λ) with respect to mik|k−1,
∇(∇ ln(Ψik,λ)f ik) =∇ ln(Ψik,λ)∇(f ik,λ) +∇(∇ ln(Ψik,λ))f ik. (4.10)
Based on the non-zero particle flow [34, 100], there is a diffusion matrix Qik such that
∇(div[Q
i
k∇Ψik,λ]
2Ψik,λ
) =∇(div(f ik)) +∇ ln(Ψik,λ)∇(f ik,λ). (4.11)
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Then, Eq. (4.9) is simplified as:
∇(∇(ln Ψik,λ))f ik,λ = −∇ ln(−piD,k + piD,kCik + 1). (4.12)
If ∇(∇(ln Ψik,λ)) is invertible, f ik,λ is calculated as:
f ik,λ = −(∇(∇(ln Ψik,λ)))−1Bik, (4.13)
where
Bik =∇ ln(−piD,k + piD,kCik + 1) =
∇piD,k(Cik − 1) +∇CikpiD,k
1− piD,k + piD,kCik
, (4.14)
where Cik is a scalar, f
i
k,λ ∈ RM×1 and Bik ∈ RM×1. As piD,k is normally set as a
constant pD,k for different particles [91, 165] and ∇piD,k = 0, Bik is calculated as:
Bik =
∇CikpD,k
1− pD,k + pD,kCik
. (4.15)
4.2.3 Differentiation of the Intensity Function on the Particle State
Based on Eq. (4.3), the particle flow can be calculated by the differentiation of the
intensity function on the particle state. Differentiating ln(Ψik,λ) with respect to m
i
k|k−1,
∇ ln(Ψik,λ) is calculated as:
∇ ln(Ψik,λ) = λBik +∇ ln(Ψik|k−1), (4.16)
and
∇(∇ ln(Ψik,λ)) = λ∇(Bik) +∇(∇ ln(Ψik|k−1)). (4.17)
Based on (4.17), (4.13) becomes
f ik,λ = −(λ∇(Bik) +∇(∇ ln(Ψik|k−1)))−1Bik, (4.18)
68 Chapter 4. Intensity Particle Flow for SMC-PHD filter
where
∇(Bik) =
piD,k(1− piD,k + piD,kCik)∇2Cik − (piD,k)2∇Cik(∇Cik)T
(1− piD,k + piD,kCik)2
, (4.19)
∇Cik =∇
Rk∑
r=1
hi,rk
κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1
=
Rk∑
r=1
∇hi,rk
κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1
,
(4.20)
and
∇2Cik =
Rk∑
r=1
∇(∇hi,rk )
κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1
, (4.21)
where κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1 is a normalizing constant for particles. As shown in
Eq. (4.18), the particle flow procedure requires ∇(∇ ln(Ψik|k−1)). If the particle state
intensity function is Gaussian, ∇(∇ ln(Ψik|k−1)) is calculated as
∇(∇ ln(Ψik|k−1))
=∇(∇ ln(e
− 1
2
(mi
k|k−1−mik|k−1)T (P ik|k−1)−1(mik|k−1−mik|k−1)√
(2pi)M |P ik|k−1|
))
=∇(∇(−1
2
(mik|k−1 −mik|k−1)T (P ik|k−1)−1
(mik|k−1 −mik|k−1)− ln
√
(2pi)M |P ik|k−1|))
=− 1
2
∇(((P ik|k−1)−1 + ((P ik|k−1)−1)T )(mik|k−1 −mik|k−1))
=− 1
2
((P ik|k−1)
−1 + ((P ik|k−1)
−1)T ),
(4.22)
where M is dimensionality of the particle state, mik|k−1 is the mean value of m
i
k|k−1
and P ik|k−1 is the covariance matrix. As P
i
k|k−1 is a symmetric matrix, (P
i
k|k−1)
−1 =
((P ik|k−1)
−1)T . Therefore, ∇(∇ ln(Ψik|k−1)) is given by:
∇(∇ ln(Ψik|k−1)) = −(P ik|k−1)−1, (4.23)
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where the covariance matrix P ik|k−1 of the prediction error for the prior distribution can
be estimated by the Kalman filter or by a clustering method. P ik|k−1 is an invertible
matrix since the dimensions of the particle state are independent. For the Kalman filter,
P ik|k−1 is independently updated for each particle. When the dynamic model is not
linear, the extended Kalman filter or the unscented Kalman filter [160] can be used to
estimate P ik|k−1, where the computational complexity is O(M3) [61]. For the clustering
method, this thesis can choose, e.g. the k-means method, to cluster the particles, and
estimate the mean and covariance matrix for each cluster. Its computational complexity
is only O(M2).
The computational complexity of the IPF is linear with respect to the number of
measurements, the number of particles and the number of flow update steps Nλ. The
most computationally intensive part of IPF is Eq. (4.15), which has a complexity of
O(M3). The computational complexity of the update step of IPF is the same as that
of the ZPF and NPF.
4.3 IPF-SMC-PHD Filter
This section uses the IPF to improve the NPF-SMC-PHD filter considering the fact
that the diffusion matrices of NPF and IPF are the same. The IPF can be used to
replace the NPF in the state update step, before updating the weights.
4.3.1 IPF in IPF-SMC-PHD Filter
The IPF is used to update the states of the particles, in particular, the surviving
particles, after the prediction step and before the update step. However, the born
particles are created based on the measurements, therefore, they will not be adjusted
by the particle flow.
After applying Eq. (2.9) and Eq. (2.10), the particle set is obtained as {mik|k−1, ωik|k−1}
Nk−1
i=1 .
In the NPF-SMC-PHD filter, the particle flow is calculated according to
f ik,λ = −(λ∇(Bik)− (P ik|k−1)−1)−1Bik, (4.24)
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and
Cik =
Rk∑
r=1
hi,rk
κk +
∑Nk−1+NB
i=Nk−1+1 S
i,r
k +
∑Nk−1
i=1 h
i,r
k ω
i
k|k−1
, (4.25)
where Si,rk is the birth intensity function for the ith particle and the rth measurement
at k. With a Gaussian likelihood model, the particle flow Eq. (4.24) for particle motion
may be derived analytically. The differentiation of the likelihood hi,rk with respect to
mik|k−1 is calculated as follows:
∇hi,rk = −hi,rk R−1(mik|k−1 − zrk), (4.26)
∇(∇hi,rk ) = hi,rk (Di,rk −R−1), (4.27)
Di,rk = R
−1(mik|k−1 − zrk)(mik|k−1 − zrk)T (R−1)T . (4.28)
With the increment of λ, the change rate of 4mik|k−1 decreases. If
∥∥∥4mik|k−1∥∥∥ is
smaller than the sensor resolution em where ‖.‖ is an L2 norm, mik|k−1 would be almost
unchanged. Therefore, the particle flow step is terminated, if
∥∥∥4mik|k−1∥∥∥ < em. Then
the particle weight is updated by Eq. (2.14), where ∇f ik,λ is calculated as,
∇f ik,λ = λA∇(∇(Bik))ABik −A∇(Bik), (4.29)
where
A = (λ∇(Bik)− (P ik|k−1)−1)−1, (4.30)
∇(∇(Bik)) =
piD,k∇3Cik
1− piD,k + piD,kCik
− (p
i
D,k)
2(2∇2Cik ⊗∇Cik +∇Cik ⊗ I)
(1− piD,k + piD,kCik)2
+
2(piD,k)
3∇Cik ⊗∇Cik ⊗∇Cik
(1− piD,k + piD,kCik)3
,
(4.31)
where ⊗ is outer product.
∇3Cik =
Rk∑
r=1
(∇3hi,rk )
κk +
∑Nk
i=1 p
i
D,kh
i,r
k Ψ
i
k|k−1
. (4.32)
Although the differential equations such as Eqs. (4.29)-(4.32) look complex, some
elements in these equations, such as 1−piD,k+piD,kCik, can be stored and repeatedly used.
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For further reducing the computational cost, ∇f ik,λ can be calculated approximately
as,
∇f ik,λ =

(f ik,λ−f ik,λ−4λ)f ik,λT
4λ‖f ik,λ‖2
λ 6= 0
0 λ = 0
. (4.33)
The pseudo code of IPF in the IPF-SMC-PHD filter is shown in Algorithm 4. If the
measurement and state spaces are discrete, such as in visual tracking, the differential
equations such as ∇f ik,λ and ∇(Bik) can be calculated in terms of the gradient.
Algorithm 4 Intensity Particle Flow Step in the IPF-SMC-PHD Filter
Input: {mik|k−1, ωik|k−1,P ik|k−1}
Nk−1
i=1 , {Srk}Rkr=1 and Zk.
Output: {mik, ωik}Nk−1i=1 .
Initialize: R, pD,k, 4λ, κk, υik, ∂m and wik.
for λ ∈ [0,4λ, 24λ, · · · , Nλ4λ] do
for Each surviving particle do
Calculate the likelihood density hi,rk .
Calculate ∇hi,rk ,∇(∇hi,rk ) by Eq. (4.26) and Eq. (4.27).
Calculate particle flow by Eq. (4.24).
Calculate 4mik|k−1 by Eq. (2.20).
if
∥∥∥4mik|k−1∥∥∥ < em then
Break out of the loop.
end if
Update each particle state by Eq. (3.11).
Update the weights of the particles {ωik|k−1}
Nk−1
i=1 to obtain {ωik}Nk−1i=1 by Eq.
(2.14) and Eq. (4.33).
end for
end for
Set {mik}Nk−1i=1 as {mik|k−1}
Nk−1
i=1 .
4.3.2 Birth Model
In the NPF-SMC-PHD filter [102], the birth particles are generated for each measure-
ment [139], no matter whether a new target appears or not. When no target appears,
the new born particles are associated with the survival targets, and this can be compu-
tationally inefficient. To address this issue, the particle weights are associated with the
prior density, and the born particles near the surviving targets are given low weights
in our birth model.
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For each zrk ∈ Zk, NB newborn particles are generated. In total, NB ∗Rk particles are
created and the born particle set is {mi,rk , ωi,rk }
Nk−1+NB ,Rk
i=Nk−1+1,r=1. For each z
r
k, the state of
the born particle is created in terms of the Gaussian model,
mi,rk|k−1 ∼ N (zrk,R), (4.34)
where R is the covariance matrix of the measurements. The particle weights ωi,rk|k−1 are
calculated as
ωi,rk|k−1 =
Si,rk
NB
, (4.35)
Si,rk = γk(m
i,r
k|k−1) ∗max(0, 1−
Nk−1∑
i=1
hi,rk ω
i,r
k|k−1), (4.36)
where
∑Nk−1
i=1 h
i,r
k ω
i,r
k|k−1 is the probability of the rth measurement created by the target
state mik|k−1, and γk(m
i,r
k|k−1) is the probability density function of the born particle
mi,rk|k−1. Since the estimation of the number of targets obtained from the particle
weights is unstable in the SMC-PHD filter [139],
∑Nk−1
i=1 h
i,r
k ω
i,r
k|k−1 may be greater
than 1, especially when two targets occlude each other. Here this section assumes
that each measurement represents only one target. The probability Si,rk , which uses
max(0, 1 −∑Nk−1i=1 hi,rk ωi,rk|k−1), represents the probability of the measurements created
by the new target.
Since the born particles represent the new detected targets, this thesis assumes pD = 1
for the born particles and the particle state remains unchanged in the update step. The
weights of the born particles are updated as:
ωi,rk =
hi,rk ω
i
k|k−1
κk +
∑Nk
j=1 p
i
D,kh
i,r
k ω
i
k|k−1
. (4.37)
The pseudo code of the IPF-SMC-PHD filter is given in Algorithm 5. Compared to
Algorithm 1, the main changes are at the birth step and IPF step. Apart from that, the
pruning step are used to remove the repeated particles. The particles with the same
states could be accurately approximated by a single particle. Hence, in practice the
weights of these particles can be merged into one. In the clustering step, the cluster is
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Algorithm 5 IPF-SMC-PHD Filter
Input: {mik−1, ωik−1,P ik−1}Nk−1i=1 and Zk.
Output: {m˜jk, ω˜jk,P ik−1}N˜kj=1, {P ik}Nki=1 and {mik, ωik}
Nk−1
i=1 .
Initialize: k, qk, ps, φk, pk, κk, pD,k, 4λ, Nλ, υik, wik, R, ∂m and NB.
Run:
Propagate surviving particles {mik|k−1}
Nk−1
i=1 by Eq. (2.9).
Calculate the particle weight {ωik|k−1}
Nk−1
i=1 by Eq. (2.11).
for Each measurement zrk do
Sample NB born particles around measurements by Eq. (4.34).
Calculate Si,rk by Eq. (4.36).
Calculate particle weight ωi,rk|k−1 by Eq. (4.35).
end for
for Each born particles do
Update the weights of the particles ωi,rk by Eq. (4.37).
mi,rk = m
i,r
k|k−1
end for
Calculate {mik, ωik}Nk−1i=1 by the IPF as the Algorithm 4.
Combine all the particles: {mik, ωik}Nki=1 = {mik, ωik}Nk−1i=1 ∪ {mi,rk , ωi,rk }
Nk−1+NB ,Rk
i=Nk−1+1,r=1.
if There are two particles with same states, mik|k−1 = m
i
′
k|k−1 where i ∈ {1, ..., Nk}
and i
′ ∈ {i+ 1, ..., Nk} then
ωik|k−1 = ω
i
k|k−1ω
i
′
k|k−1.
ωi
′
k|k−1 = 0.
end if
Calculate the estimated number of targets N˜k =
∑Nk
i=1 ω
i
k.
Cluster particles and get {m˜jk, ω˜jk}N˜kj=1 by the k-means method or the MEAP method
if ESS < Nk−1/2 then
Resample {mik, ωik}Nki=1.
end if
for Each cluster do
Calculate mk and Pk by Eq. (3.2) and Eq. (3.3).
Set P ik = Pk.
end for
Slot the particles {mik, ωik}Nki=1 based on the particle weights.
Remove the Nk −Nk−1 low weight particles from {mik, ωik}Nki=1.
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denoted as {mik|k−1, ωik|k−1}i∈Λ, where Λ is a subset of [1, · · · , Nk] containing the index
of particles belonging to the same cluster. The mean state m¯k|k−1 of this particle set
is given by:
m¯k|k−1 =
∑
i∈Λ
(
ωik|k−1m
i
k|k−1
)
∑
i∈Λ ω
i
k|k−1
. (4.38)
The covariance matrix Pk|k−1 of this particle set is given by:
Pk|k−1 =
∑
i∈Λ
(
ωik|k−1e(m
i
k|k−1)e(m
i
k|k−1)
T
)
∑
i∈Λ ω
i
k|k−1
, (4.39)
where
e(mik|k−1) = m
i
k|k−1 − m¯k|k−1. (4.40)
For the ith particle in the subset Λ, m¯ik|k−1 and P
i
k|k−1 are set as m¯k|k−1 and Pk|k−1,
respectively.
4.4 Experimental Evaluation
This thesis evaluates the performance of the IPF-SMC-PHD filter using both simulated
data and real data, as compared with the NPF-SMC-PHD [100], ZPF-SMC-PHD [103],
SMC-PHD [165], auxiliary SMC-PHD (ASMC-PHD) [172], GPF-PHD [180], GLMB
[84] and δ-GLMB filters [145]. For the simulated data, this thesis considers a large
number of clusters and undetected targets based on the Gaussian likelihood which
may lead to severe particle degeneracy for the NPF-SMC-PHD filter due to the pres-
ence of clutter and mis-detection. For real data, this thesis considers two datasets for
multi-speaker tracking, respectively, the LOCATA dataset, which includes audio-only
recordings, and the AV16.3 dataset which includes both audio and video recordings.
4.4.1 Synthetic Data
In this simulation, this section constructs a multi-target tracking scenario, based on
the setup proposed in [96]. The tracking region is 40m × 40m. Each target follows a
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constant dynamic model, Fm˜ =
I2 4kI2
02 I2
 where I2 and 02 denote the 2×2 identity
and zero matrices. The sampling period 4k is 1. The position of the sensor is at the
origin of the coordinate system.
At each time step, a detector is used to report the measurements Zk, which can be
seen as a union of clutter and target measurements. The index of measurement in Zk
is irrelevant. For the measurement parameters, R is set as
25I2 02
02 25I2
. The noise is
white Gaussian τk ∼ N(0, 10) and ςk ∼ N(0, 5). The clutter is created and spread ran-
domly in the tracking area. There are 4 targets and their states are [12, 6, 0.001, 0.001]T ,
[32, 32, 0.001, 0.005]T , [20, 13, 0.1, 0.01]T , and [15, 35, 0.002, 0.002]T . The covariance ma-
trix is 120

0.33 0 0.5 0
0 0.33 0 0.5
0.5 0 1 0
0 0.5 0 1
.
4.4.2 Parameter Settings
The proposed IPF-SMC-PHD filter is compared with the NPF-SMC-PHD [100], ZPF-
SMC-PHD [103], ASMC-PHD [172], GPF-PHD [180], SMC-PHD [165], GLMB [84] and
δ-GLMB filters [145] filters. The parameters for all the compared PHD filters are the
same and given as in [82]. For the GLMB filters, the parameters are given as in [84].
For all the compared filters, the new birth model, which has been discussed in Section
4.3.2, is used and the particle flow is only used to modify the survival particle state
to reduce the computational cost. this thesis assumes the proposed distribution qk is
equal to the transport distribution φk. The birth probability pk is 0.5. The detection
probability pD,k and clutter density κk are constant and chosen based on extensive
experimental studies and are found to be adequate for following simulations. For each
target, This thesis generates 50 particles. The maximum number of particles is 200.
For the ZPF, NPF and IPF step, λ takes values from the set [0,4λ, 24λ, · · · , Nλ4λ]
and Nλ4λ = 1, where Nλ = 30 and4λ = 1/30. The covariance matrix and mean value
of the prior distribution are estimated by the particle sets. Resampling is performed
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when the ESS is smaller than Nk/2. 100 independent runs were performed for each
compared filter.
The simulation is implemented in Matlab. The filters are tested on a computer with
Intel i7-3770 CPU with a clock frequency of 3.40 GHz and 8G RAM. The operating
system was Windows 7.
4.4.3 Tracking in the Presence of Clutter
In the first experiment, this thesis only considers the presence of clutter. All targets
are detected with the measurements consisting of clutter. Therefore this thesis sets
piD,k = 1 and add 20 random clutters into the measurements. In total, there are 800
clutters for all the 40 frames. The clutter states are randomly created in the tracking
area. Based on [165], this thesis sets κk = 0.0125. One example of simulated trajectories
is shown in Fig. 4.1. The crosses are the starting positions of the four targets and the
solid lines are their trajectories. The target states are perturbed by Gaussian noise,
where the standard deviation of the measurement noise is 0.01. The blue circles show
the positions of clutter. The order of targets and clutter are randomly given to the
filters.
The number of targets estimated by the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-
PHD and SMC-PHD filters is given in Fig. 4.2. As the results are obtained as the
average over 100 runs, the number of estimated targets is not an integer. The number
of active targets is 4. Our proposed IPF-SMC-PHD filter outperforms the NPF-SMC-
PHD filter in terms of the estimated number of targets. The IPF-SMC-PHD filter can
give a correct estimate of the number of targets with the sum of the particle weights
at the first frame and retains this result until the final frame.
The NPF-SMC-PHD and IPF-SMC-PHD filters give similar performance, except for
frame 12 when two targets are close to each other. The NPF-SMC-PHD filter may
estimate them as one target. At most of the frames, the SMC-PHD filter over-estimates
the number of targets, since some clutters are estimated incorrectly as targets. In ZPF-
SMC-PHD filter, the particles that are located around the nearby measurements may
be considered as clutters. As a result, there may be only a few particles near the targets
4.4. Experimental Evaluation 77
Figure 4.1: The ground-truth trajectories of targets and the position of clutter.
and the sum of particle weights could be lower than 0.5. Therefore, the ZPF-SMC-PHD
filter tends to under-estimate the number of targets.
Fig. 4.3 shows the OSPA at each time step for the various tracking algorithms com-
pared. The OSPA of all the compared filters is increased when the number of targets
is not accurately estimated. For example, the OSPA of the SMC-PHD filter is high
at the first 3 frames. Among the compared methods, the IPF-SMC-PHD filter gives
the lowest OSPA, i.e. the smallest average tracking error. The SMC-PHD filter has a
slightly larger OSPA and average error, due to the inaccurate estimate in the number
of targets. Although the IPF-SMC-PHD and NPF-SMC-PHD filters give the same
estimate in the number of targets from frame 15 to frame 40, the IPF-SMC-PHD filter
still gives a lower OSPA, since the particle distribution in the IPF-SMC-PHD is closer
to the posterior distribution.
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Figure 4.2: The number of targets estimated by the IPF-SMC-PHD, NPF-SMC-PHD,
ZPF-SMC-PHD and SMC-PHD filters when there are 20 clutter.
The proposed method is also compared with GPF-PHD, ASMC-SMC-PHD, GLMB and
δ-GLMB filters, designed to mitigate the weight degeneracy problem. The average and
standard deviation of OSPA and time cost are given in Table 4.1. The IPF-SMC-PHD
filter improves the estimation accuracy by 12.2%, 25.7%, 48.5%, 26.7%, 36.6% and 8.4%
over the NPF-SMC-PHD, ZPF-SMC-PHD, SMC-PHD GPF-PHD, ASMC-SMC-PHD
and GLMB filters, respectively. However, as the IPF considers multiple targets, the
time cost of the IPF-SMC-PHD filter is increased 12% as compared with NPF-SMC-
PHD filter, since the IPF considers more information, such as the detection probability
and all the measurements, than the NPF. As compared to the other particle flow
methods, such as the ZPF-SMC-PHD filter and NPF-SMC-PHD filter, the standard
deviation of the OSPA for our proposed filters is slightly lower. Although the δ-GLMB
filter has the lowest OSPA and the lowest standard deviation of OSPA, the computing
time is 7.3 times higher than the IPF-SMC-PHD filter.
4.4.4 Tracking in the Presence of Undetected Targets
This experiment considers the presence of disappearing targets, where the targets may
not be detected with 20% probability. Therefore this section sets piD,k = 0.8. One trial
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Figure 4.3: The OSPA of the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-PHD and
SMC-PHD filters when there are 20 clutter.
is shown in Fig. 4.4, where the trajectories of four targets are shown as the color-coded
solid lines and the blue circles represent clutter. The positions of undetected targets
are shown as the black asterisks. There are 2 random clutter in measurements and this
thesis sets κk = 0. Other parameters are the same as in the first experiment.
The number of targets estimated by the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-
PHD and SMC-PHD filters are given in Fig. 4.5. The ground-truth number of targets is
4. Our proposed IPF-SMC-PHD filter gives a more accurate estimate of the number of
targets than the NPF-SMC-PHD filter, due to the fact that the detection probability is
considered. At most of the frames, the SMC-PHD filter under-estimates the number of
targets, especially when some targets disappear, while ZPF-SMC-PHD over-estimates
the number of estimated targets. This means when the targets disappear, the ZPF-
SMC-PHD filter may treat the clutter as the targets.
Fig. 4.6 shows OSPA at each time step for the various tracking algorithms. For all the
compared filters, when the number of targets is accurately estimated, OSPA is low. For
example, the OSPA of the SMC-PHD filter is the highest among all the filters, since
the estimation of the number of targets given by this method is less accurate. From
the frame 5 to 10, the OSPA of the NPF-SMC-PHD filter increases, since the targets
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Table 4.1: Simulation time, average OSPA and standard deviation of OSPA for the IPF-
SMC-PHD, NPF-SMC-PHD, ZPF-SMC-PHD and SMC-PHD filters on the simulated
data.
Algorithm Time(s) Avg. OSPA Std. dev.
IPF-SMC-PHD 65.7789 3.8863 1.527
ZPF-SMC-PHD 62.8198 5.2307 2.247
NPF-SMC-PHD 58.5676 4.4267 2.072
SMC-PHD 9.5529 7.5496 1.235
GPF-PHD 350.5448 5.3047 1.947
ASMC-PHD 36.2547 6.1287 1.6757
GLMB 153.6417 4.2447 0.9277
δ-GLMB 482.5714 3.7068 1.7208
are not detected.
The average and standard deviation of OSPA and time cost of the compared filters
are given in Table 4.2. The IPF-SMC-PHD filter improves the estimation accuracy
by 8%, 27%, 33%, 27%, 37% over the NPF-SMC-PHD, ZPF-SMC-PHD, SMC-PHD,
GPF-PHD and ASMC-PHD filters, respectively. As the IPF considers multiple mea-
surements, the time cost of the IPF-SMC-PHD filter is 35% higher as compared with
that of the NPF-SMC-PHD filter. With the mapping function, GLMB filter gives the
lowest standard deviation of the OSPA, while δ-GLMB gives the lowest OSPA at 7.0026
while the time cost is nearly 5 times higher than that of the IPF-SMC-PHD filter.
4.4.5 Tracking on the LOCATA Dataset
In this subsection, our proposed IPF-SMC-PHD filter and baseline methods are tested
on an audio dataset, LOCATA [104]. The results in Table 4.3 show the OSPA averaged
over each recording for task 4. In total, there are twelve recordings. For convenience,
the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-PHD and SMC-PHD filters are ab-
breviated as IPF, NPF, ZPF and SMC respectively. IPF filter has the lowest OSPA
among all filters, offers performance improvements relative to the SMC, ZPF and NPF
filters by 29%, 17% and 29% respectively. However, the running time of the IPF is
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Figure 4.4: The ground-truth trajectories of targets and the position of undetected
targets.
about 6.1s per frame, nearly 2 times of the running time of the baseline SMC filter.
The average OSPAs of the ZPF and NPF filter are similar at about 3.7, but the NPF
(2.4s) runs faster than the ZPF (5.9s). The recording 3 for each microphone array, in
which the two targets frequently occlude, is the most challenging and has the high-
est OSPA. Dummy and Dicit arrays have worse performance than others, since the
Dummy and Dicit arrays have only two to three microphones in the vertical direction.
Especially for the Dummy arrays, there are only four microphones in total and echo
appears near the walls and floor. Therefore the OSPA of the Dummy array remains
the highest among all the OSPAs of the different filters and approximately constant for
the different recordings.
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Table 4.2: Simulation time and average OSPA of the IPF-SMC-PHD, NPF-SMC-PHD,
ZPF-SMC-PHD and SMC-PHD filters on the simulated data.
Algorithm Time(s) Avg. OSPA Std. dev.
IPF-SMC-PHD 3.87 7.8659 2.248
ZPF-SMC-PHD 3.56 10.7617 3.581
NPF-SMC-PHD 2.86 8.5535 3.415
SMC-PHD 0.45 11.8482 7.2820
GPF-PHD 7.01 10.8214 2.944
ASMC-PHD 0.92 11.2254 3.254
GLMB 6.20 8.8264 1.368
δ-GLMB 18.64 7.0026 1.928
Table 4.3: The OSPA of the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-PHD, SMC-
PHD filters and MUSIC algorithm in terms of the OSPA error on the LOCATA task
4.
Array Recording IPF NPF ZPF SMC MUSIC
1 1.084 1.178 1.190 1.247 1.875
Benchmark2 2 1.079 1.165 1.187 1.242 1.753
3 1.093 1.205 1.201 1.253 1.897
1 4.826 5.893 5.894 7.089 10.357
Dicit 2 4.543 5.407 5.824 6.580 10.182
3 5.405 6.777 6.874 7.860 11.057
1 4.833 5.894 5.897 7.091 10.360
Dummy 2 4.591 5.603 5.608 6.736 9.848
3 5.310 6.507 6.502 7.895 11.490
1 1.465 1.559 1.463 1.568 2.288
Eigenmike 2 1.295 1.461 1.564 1.616 2.212
3 1.399 1.503 1.542 1.656 2.429
Average OSPA 3.077 3.679 3.729 4.319 6.312
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Figure 4.5: The number of targets for the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-
PHD and SMC-PHD filters for visible and invisible targets.
4.4.6 Tracking on AV16.3
In this subsection, our proposed method is tested on the AV16.3 dataset. The proposed
algorithm is compared to the baselines, which include AV-NPF-SMC-PHD [100], AV-
ZPF-SMC-PHD [102], GPF-PHD [180] and sparse-AVMS-SMC-PHD (SAVMS-SMC-
PHD) algorithms [81]. Note, the GPF-PHD filter is not originally proposed for target
tracking [180]. In this chapter, the GPF-PHD filter is modified and used as the AV-
GPF-PHD filter for the AV data. Based on the Gaussian mixture model, each particle
has one dependent variable for calculating zero-diffusion particle flow. The ESS for
the GPF-PHD filter is calculated after pruning [180]. Other parameters are the same
as the AV-SMC-PHD filter. Gebru et al. [54] also present an audio-visual Bayesian
framework. As it does not apply any particle flow or PHD filter, it is not considered in
our experiments.
Table 4.4 reports the average OSPA over 10 random tests. For convenience, the AV-IPF-
SMC-PHD, AV-NPF-SMC-PHD, AV-ZPF-SMC-PHD, SAVMS-SMC-PHD, AV-GPF-
PHD and AV-SMC-PHD filters are abbreviated as IPF, NPF, ZPF, SMS, GPF, SMC
respectively. The average error for the IPF filter is 13.07. With the contribution of
the particle flow, 16% reduction in tracking error has been achieved compared with the
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Figure 4.6: The OSPA of the IPF-SMC-PHD, NPF-SMC-PHD, ZPF-SMC-PHD and
SMC-PHD filters for visible and invisible targets.
baseline SMC filter.
To this end, the ANOVA based F-test [65] is applied to the results in Table 4.4, and
obtain the significance test results, as shown in Table 4.5. The significance value is set
at 5% and the degree of freedoms in these tests at (1, 22). In terms of the F -distribution
table [65], the F-value, which is the ratio of the between-group variability to the within-
group variability, i.e. Fcrit for (1, 22) is 4.30. The p-value is, when the null hypothesis
is true, the probability of a more extreme result than the value achieved (i.e. the
actual results). According to the test, the results obtained are considered statistically
significant if F -value > Fcrit and p-value is smaller than the significant value (0.05).
It can be seen that the improvements of the IPF, over other filters are statistically
significant.
Since the measure and state spaces are discrete for audio-visual tracking, ∇f ik,λ could
be calculated by the gradient method to reduce the computational cost. As shown in
Table 4.6, the IPF filter only increases 12% and 58% average computational cost of the
NPF and SMC filter, respectively. The computational cost of NPF and ZPF filters are
similar, about 210s. The GPF filter has the highest computational cost. Although all
the filters use the same initial number of particles, a few particles are duplicated in the
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Table 4.4: The OSPA of the AV-IPF-SMC-PHD, AV-NPF-SMC-PHD, AV-ZPF-SMC-
PHD, SAVMS-SMC-PHD, AV-GPF-PHD and AV-SMC-PHD filters in terms of the
OSPA error on the AV 16.3.
Sequence Cam IPF NPF ZPF SMS GPF SMC
1 10.65 13.32 12.35 14.50 13.92 17.71
24 2 11.75 13.20 13.24 15.35 14.58 19.83
3 11.64 13.23 13.15 15.72 15.09 18.94
1 12.57 15.96 15.94 17.17 18.20 19.13
25 2 11.86 15.29 15.21 15.39 15.14 18.47
3 11.52 16.29 16.22 17.62 17.95 21.61
1 12.68 15.76 15.82 19.27 18.50 25.22
30 2 12.57 13.41 13.43 16.16 15.19 19.37
3 13.25 15.93 16.01 19.67 18.51 25.31
1 16.02 17.65 17.60 23.40 23.12 29.46
45 2 16.36 18.60 18.55 23.16 21.71 29.47
3 15.96 19.50 19.54 23.80 21.96 28.43
Average OSPA 13.07 15.68 15.59 18.43 17.82 22.75
update step of the GPF filter [180]. For all filters, the computation cost of tracking
on sequence 45 is the highest among all sequences, since the maximum number of the
targets is three in sequence 45.
4.5 Chapter Summary
This chapter has presented a novel IPF-SMC-PHD filter for multi-target tracking, where
particle flow with the intensity function of the clutter and the probability of detection
is used to update both the states and the weights of the particles. The intensity
recursion is used to replace the standard Bayes recursion of particle flow. Based on
the differentiation of the intensity function with respect to the synthetic time and
particle state, the intensity particle flow has been used to update the particle states and
weights for multi-target tracking. Compared with ZPF and NPF, IPF can mitigate the
86 Chapter 4. Intensity Particle Flow for SMC-PHD filter
Table 4.5: Significance test for the AV-IPF-SMC-PHD, AV-NPF-SMC-PHD, AV-ZPF-
SMC-PHD, SAVMS-SMC-PHD, AV-GPF-PHD and AV-SMC-PHD filters on the AV
16.3.
method IPF NPF ZPF SMS GPF
IPF - 9.70 8.55 22.46 19.78 F
- 0.0500 0.0079 0.0010 0.0002 p-value
NPF 9.70 - 0.01 5.64 3.81 F
0.0500 - 0.9211 0.0266 0.0638 p-value
ZPF 8.55 0.01 - 5.84 4.00 F
0.0079 0.9211 - 0.0244 0.0580 p-value
Table 4.6: Computational cost in seconds comparison per sequence (s/sequence)
for the AV-IPF-SMC-PHD, AV-NPF-SMC-PHD, AV-ZPF-SMC-PHD, SAVMS-SMC-
PHD, AV-GPF-PHD and AV-SMC-PHD filters on the AV 16.3.
Sequence IPF NPF ZPF SMS GPF SMC
24 129.3 120.7 203.5 146.2 286.8 80.6
25 130.4 120.5 201.7 147.2 287.4 83.6
30 131.5 121.7 204.5 146.8 288.6 83.7
45 197.9 163.8 268.0 208.5 386.3 124.3
Average time 147.2 131.7 219.4 162.2 313.3 93.1
clutters and misdetection problem by considering all the measurements in each particle
flow. The IPF-SMC-PHD filter based on the Gaussian model has been tested on the
simulated data, LOCATA and AV16.3 datasets. The experimental results show that
the proposed filter offers a higher tracking accuracy than a number of baseline methods,
including recent methods NPF-SMC-PHD, and ZPF-SMC-PHD, especially when the
targets disappear or there is a larger number of clutter.
Chapter5
Labelled Particle Flow for SMC-PHD
Filter
In Chapter 3 and 4, particle flows, including NPF and IPF, have been used to address
the weight degeneracy problem of the SMC-PHD filter. NPF is originally proposed for
single target tracking and is calculated only by the measurements near the particle,
assuming that the target is detected. To address this problem, IPF is purposed for
multi-speaker tracking based on intensity function. However, due to the reason that
measurements are considered for each particles, the computational cost is high. To
address this issue, this chapter proposes a new method where the labels of the particles
are estimated using the likelihood function, and the particle flow is calculated in terms
of the selected particles with the same labels. As a result, the particles associated
with detected speakers and undetected speakers are distinguished based on the particle
labels. With this novel method, named as AV-LPF-SMC-PHD, the speaker states can
be estimated as the weighted mean of the labelled particles, which is computationally
more efficient than using a clustering method as in the AV-NPF-SMC-PHD filter. The
proposed algorithm is compared systematically with several baseline tracking methods
using the AV16.3, AVDIAR and CLEAR datasets, and are shown to offer improved
tracking accuracy with a low computational cost.
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5.1 Introduction
Although the NPF has successfully mitigated the weight degeneracy problem of the
AV-SMC-PHD filter, it was assumed that the speakers are always detectable, and each
speaker generates only one measurement. This is because the particle flow method was
proposed originally for single-target tracking, and adapted for multi-target tracking
in the AV-NPF-SMC-PHD filter. Therefore, the particle flow is only calculated by
the audio-visual measurements near the particles. The particles associated with the
occluded speakers may be incorrectly migrated towards other speakers or clutter by
NPF. As illustrated in Fig. 5.1, there are two speakers, where the speaker with a
white shirt occludes another speaker with a yellow shirt. One hundred particles are
generated shown in blue dots. When λ = 0, the particles are located nearby two
speakers. With the particle flow, most of the particles are migrated from the occluded
speaker towards the detected speaker. When λ = 1, most of the particles are around
the detected speaker and therefore given high weights, which mitigates the weight
degeneracy problem. However, only a small number of particles are located near the
occluded speaker, which can be easily missed.
Figure 5.1: Illustration of the non-zero diffusion particle flow on the frame 376 for
sequence 45 (camera 3) of the AV 16.3 dataset. The particles are shown as the blue
dots.
Apart from that, a clustering step, e.g. the k-means or the MEAP method, is applied
for estimating the speaker state. However, the performance of the k-means is affected
by the initialised random seed. Inappropriate choice of initial seeds may degrade the
performance of the AV-NPF-SMC-PHD filter.
This chapter proposes a labelled particle flow (LPF) SMC-PHD filter for audio-visual
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multi-speaker tracking, where the particle labels are estimated based on the likelihood
function, and further used to calculate the particle flow. This is different from the
techniques mentioned above, such as the AV-NPF-SMC-PHD and ZPF-delta-GLMB
filters, where the particle flow is calculated with the homotopy of Bayesian equation.
The particle labels are used to distinguish particles associated with different audio mea-
surements, visual measurements and the speakers. The particles with same labels are
used to estimate the particle covariance matrix and are updated by the associated audio
and visual measurements in particle flow. Aprt from that, the labelled particle flow is
proposed to update labelled particles with a novel audio-visual likelihood function. The
particle flow can be calculated when the speaker is silent or occluded. With the label
information, the clustering step often used in the PHD filter to estimate the speaker
states can be exempted, and simply replaced by the mean of the labelled particles.
5.2 Audio-Visual Labelled Particle Flow SMC-PHD Fil-
ter
To address the above problems, a new method based on the particle labels is pro-
posed. The idea is to estimate the particle labels based on the likelihood function, and
then calculate the particle flow in terms of the selected particles with the same labels.
Therefore, the particles associated with detected speakers and undetected speakers are
distinguished based on the particle labels. This novel method for calculating the par-
ticle flow in terms of particle labels named as AV-LPF-SMC-PHD, offers significant
improvement over AV-NPF-SMC-PHD in terms of tracking accuracy. Apart from that,
with particle labels, the k-means clustering method can be replaced by the weighted
mean of labelled particles, which is computationally more efficient. The speaker dy-
namics and observations are described as:
{m˜jk}N˜kj=1 = Fm˜
(
{m˜jk−1}
N˜k−1
j=1 ,Υk
)
, (5.1)
{z˚ok}N˚ko=1 = F˚z
(
{m˜jk}N˜kj=1, Ψ˚k
)
+ ˚k, (5.2)
{z˘uk}N˘ku=1 = F˘z
(
{m˜jk}N˜kj=1, Ψ˘k
)
+ ˘k, (5.3)
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where m˜jk ∈ RM is the state vector of the jth speaker at time k, ˜ is used to dis-
tinguish the speaker state from the particle state used later, and N˜k is the number of
speakers at time k. Let {z˚ok}N˚ko=1 and {z˘uk}N˘ku=1 denote the set of N˚k audio and N˘k visual
measurements at time k, respectively where o and u are used to represent the index of
the audio and visual measurements, respectively. Different from [101], the speakers are
represented as the bounding boxes. The state m˜jk = [x
j
k, y
j
k, x˙
j
k, y˙
j
k, w
i
k, l
i
k]
T consists of
positions [xjk, y
j
k], velocities [x˙
j
k, y˙
j
k] and size [w
i
k, l
i
k], while the measurement is a noisy
version of the position. The system excitation is defined as Υk. The measurement
noise and clutter terms are denoted as Ψ˚k and ˚k for audio measurements, and Ψ˘k and
˘k for visual measurements, respectively. The transition model is denoted as Fm˜. The
nonlinear measurement models for audio and visual information are denoted as F˚z and
F˘z, respectively.
5.2.1 Particle Label Estimation
To accurately identify the particles associated with undetected or occluded speakers,
their labels in the prediction step are calculated. The particle label is defined as lik =
[aik, v
i
k, t
i
k]
T , where aik ∈ {0, ...N˚ ik}, vik ∈ {0, ...N˘ ik} and tik ∈ {0, ...N˜ ik} are the index of
audio measurement, visual measurement and speaker associated with the ith particle at
frame k, respectively. The label aik = 0 and v
i
k = 0 means that the speaker associated
with the ith particle is not detected by audio sensor and visual sensor, respectively.
The label tik = 0 means the ith particle is associated with a new born speaker and
tik is calculated when the speaker states are estimated, which will be discussed in
Section 5.2.3. For example, aik = 2, v
i
k = 0, t
i
k = 1 means that the candidate speaker
associated with the ith particle is the 1st speaker and is only detected by the 2nd audio
measurement in time k.
In the prediction step, the labelled particle is represented as {mik, ωik−1, lik−1}Nk−1i=1 where
aik and v
i
k in l
i
k−1 are calculated as,
aik = Hr˚iD
(1− P˚ iD,k) arg max
o
(˚ri,ok h˚
i,o
k|k−1), (5.4)
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vik = Hr˘iD
(1− P˘ iD,k) arg max
u
(r˘i,ok h˘
i,u
k|k−1), (5.5)
where
P˚ iD,k =
∑
z˚ok∈Z˚k
P˚ iD,k−1h˚
i,o
k|k−1
κ˚k(z˚
o
k) +
∑Nk
i=1 h˚
i,o
k|k−1
, (5.6)
P˘ iD,k =
∑
z˘ok∈Z˘k
P˘ iD,k−1h˘
i,u
k|k−1
κ˘k(z˘
u
k ) +
∑Nk
i=1 h˘
i,u
k|k−1
, (5.7)
where h˚i,ok|k−1 and h˘
i,u
k|k−1 are the oth audio and uth visual likelihood of the ith particle
mik|k−1, respectively. The audio and visual likelihood densities can be calculated by dif-
ferent detectors, such as face detector or body detector. In this chapter, the audio and
visual likelihood density are given by N (˚Fz(mik|k−1)|z˚ok, Ψ˚) and N (F˘z(mik|k−1)|z˘uk , Ψ˘),
respectively, where zok is calculated in terms of DOA information [41] and z
u
k is calcu-
lated by a convolutional neural network face detector [68]. The Heaviside step function
is denoted by H
HX(Y ) =
 0, X ≤ Y1, X > Y (5.8)
r˚iD and r˘
i
D are random values from 0 to 1 and they are used to determine whether the
particle is detected. For example, if r˚iD ≤ 1 − P˚ iD,k, Hr˚iD(1 − P˚
i
D,k) = 0 and the ith
particle is undetected by audio measurement while if r˚iD > 1− P˚ iD,k, Hr˚iD(1− P˚
i
D,k) = 1
and the ith particle is detected by audio measurement. Since the r˚iD and r˘
i
D are
valued in terms of uniform distributions, the probabilities for Hr˚iD
(1 − P˚ iD,k) = 1 and
Hr˘iD
(1 − P˘ iD,k) = 1 are 1 − P˚ iD,k and 1 − P˘ iD,k, respectively. The parameters r˚i,ok and
r˘i,ok are also random values from 0 to 1 and they are used to select the audio and
visual measurements associated with the ith particle. The index of audio and visual
measurement with high likelihood density has a high probability to be set as aik and v
i
k
proved in Appendix A.
The new born particles are created based on measurements and hence they are only
used to represent the detected speakers. Therefore, P˚ iD,k = 1 and P˘
i
D,k = 1, and in this
case, aik and v
i
k are calculated as,
aik = arg max
o
(r(1)˚hi,ok|k−1), (5.9)
92 Chapter 5. Labelled Particle Flow for SMC-PHD Filter
vik = arg max
u
(r(1)h˘i,uk|k−1). (5.10)
Fig. 5.2 represents the label space of lik ∈ R(N˚k+1)×(N˘k+1)×(N˜k+1). Each point in this
space represents a candidate speaker. For each layer tik, there are four areas denoted
by a, b, c and d. The particles in the area a, b and c are associated with the speakers
detected by audio-visual measurement, visual measurement and audio measurement,
respectively. The particles in the area d is associated with the undetected speaker.
Figure 5.2: Illustration of the label space. Yellow area (a) represents the speakers
detected by the audio measurement and visual measurement. Red area (b) represents
the speakers detected only by the visual measurement while green area (c) represents
the speakers detected only by the audio measurement. Blue area (d) represents the
speakers undetected.
5.2.2 AV labelled particle flow
In the AV-NPF-SMC-PHD filter, it is assumed that all speakers are detected, however,
this can be violated when occlusion happens. To address this problem, the audio-visual
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likelihood is defined based on the particle labels which are then used to calculate the
particle flow, leading to the proposed LPF method. Different strategies are used to
update born particles, survival particles associated with detected speakers and survival
particles associated with undetected speakers. This helps reduce the computational cost
of LPF. Since the born particles (tik−1 = 0) are created based on measurements and
the importance density at k, the posterior density is only calculated by the likelihood
density and importance density. The particle flow will not be used to update the new
born particles.
For survival particles associated with detected speaker, i.e. tik−1 > 0 and a
i
k + v
i
k > 0
as shown in Section 5.2.1, where aik and v
i
k are the index of the audio and visual mea-
surements associated with the ith particle, respectively, the audio and visual likelihood
densities of the ith particle, i.e. h˚i,ok|k−1 and h˘
i,o
k|k−1 are normalised based on the particle
labels, as follows,
h˚ik =
h˚
i,aik
k|k−1
κ˚ik +
∑Nk+NB
i′=1 δaik
(ai
′
k )˚h
i′,aik
k|k−1ω
i′
k|k−1
, (5.11)
h˘ik =
h˘
i,vik
k|k−1
κ˘ik +
∑Nk+NB
i′=1 δvik
(vi
′
k )h˘
i′,vik
k|k−1ω
i′
k|k−1
, (5.12)
where δ is the Dirac delta function.
δX(Y ) =
 1, X = Y0, X 6= Y (5.13)
δ is used to select the i′th particle associated with the same measurements as the ith
particle. The audio and visual clutter densities of the ith particle are denoted by κ˚ik and
κ˘ik, respectively. Based on the novel audio and visual likelihood densities, the labelled
particle flow f ik is calculated by the partial differential equation:
f ik = −[−(P ik|k−1)−1 + λ∇2 log hik]−1(∇ log hik), (5.14)
where
hik = (1−H0(aik) +H0(aik )˚hik)(1−H0(vik) +H0(vik)h˘ik). (5.15)
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Applying Eq. (5.8) to H0(a
i
k) and H0(v
i
k), the Eq. (5.15) can be simplified as,
hik =

h˚ikh˘
i
k , if a
i
k > 0 and v
i
k > 0.
h˚ik , if a
i
k > 0 and v
i
k = 0.
h˘ik , if a
i
k = 0 and v
i
k > 0.
0 , if aik = 0 and v
i
k = 0.
(5.16)
The covariance matrix P ik|k−1 of the i-th particle is calculated as
P ik|k−1 =
∑Nk
i′=1 s
i,i′
k [ω
i
k|k−1e(m
i
k|k−1)e(m
i
k|k−1)
T ]∑Nk
i′=1 s
i,i′
k (t
i′
k )ω
i
k|k−1
, (5.17)
where
si,i
′
k = δaik
(ai
′
k )δvik
(vi
′
k )δtik−1
(ti
′
k−1), (5.18)
e(mik|k−1) = m
i
k|k−1 −
∑Nk
i′=1 s
i,i′
k
(
ωi
′
k|k−1m
i′
k|k−1
)
∑Nk
i′=1 s
i,i′
k ω
i′
k|k−1
. (5.19)
In the particle flow, the particle weight is modified as,
ωik|k−1 ⇐
φ
(
mik|mik−1
) |det(I +∇λ∇f)|
φ
(
mik|k−1|mik−1
) ωik|k−1. (5.20)
For the survival particles associated with undetected speakers i.e. tik−1 > 0, a
i
k = 0 and
vik = 0, there is no measurement associated with the particles. In this case, P
i
D,k is 0
and the particle weight remains unchanged.
After the particle flow, the particle weights ωik|k−1 are updated to ω
i
k as follows,
ωik =
 ωik|k−1, if tik−1 > 0 and aik + vik = 0hikωik|k−1, if otherwise. (5.21)
5.2.3 Estimating Speaker States
In the baseline AV-NPF-SMC-PHD filter, the k-means algorithm was applied to esti-
mate the speaker states following the update step. However, k-means often converges
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to local optimum and the result is sensitive to the choice of the initial seeds. Inappro-
priate initial seeds may degrade the estimation accuracy, especially for estimating the
states of the occluded speakers. In addition, the clustering step also has increased the
computational cost. Here, in our proposed method, instead of applying the k-means
clustering, the speaker states are estimated by weighting the particles in terms of their
labels.
As shown in Fig 5.2, the particles with the same particle labels are used to estimate the
same candidate speaker. However, since the measurement associated with survival par-
ticles is also used to create new born particles by Eq. (2.12), the state of the candidate
speaker which has been estimated by survival particles may be repeatedly estimated
by the birth particles. Therefore, the state of the candidate speaker associated with
the ith particle with the set of particles, {mi′k , ωi
′
k }i′∈Λ(i) is calculated, where Λ(i) is a
subset of [1, · · · , Nk +NB].
For the ith survival particle, the particle set {mi′k , ωi
′
k }i′∈Λ(i) is determined as follows,
H
ti
′
k−1
(−1)(δ0(Hi′(Nk))si,i
′
k + δ1(Hi′(Nk))δvik
(vi
′
k )δaik
(ai
′
k )) = 1, (5.22)
where H
ti
′
k−1
(−1) means that the particle has not yet been used. If the i′th particle
is a survival particle, i′ ≤ Nk, δ0(Hi′(Nk)) = 1 and δ1(Hi′(Nk)) = 0, while if the i′th
particle is a new born particle, i′ > Nk, δ0(Hi′(Nk)) = 0 and δ1(Hi′(Nk)) = 1. When
the particle label sets of the i′th particle and the ith particle are identical, si,i
′
k is 1.
For birth particles (i > Nk), the particle set is determined via (5.23),
H
ti
′
k−1
(−1)δ1(Hi′(Nk))δvik(v
i′
k )δaik
(ai
′
k ) = 1. (5.23)
Finally, {mi′k , ωi
′
k }i′∈Λ(i) is the set of the survival particles and the born particles that
have the same label as the i′th particle. To avoid the same i′th particle being repeatedly
selected into the different sets Λ(i), ti
′
k−1 is set as −1 after Eq. (5.22) and Eq. (5.23),
meaning that this particle has already been used. The state of the candidate speaker
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is estimated with the particle set as follows,
m˜jk=
∑
i′∈Λ(i) ω
i′
km
i′
k
ω˜jk
, (5.24)
where
ω˜jk =
∑
i′∈Λ(i)
ωi
′
k , (5.25)
where ω˜jk is the weight of the candidate speaker. If the weight is lower than a threshold
ξ (0 < ξ < 1), the state will be considered as noise or clutters, otherwise, as the speaker.
When the noise level of the measurements is high, ξ should be set as a low value. In our
experiment, ξ is set as 0.5. The labels of the speakers are set as ajk = a
i
k and v
j
k = v
i
k.
Finally, the visual detection probability is updated as follows,
P˚ iD,k = max
(
wikl
i
k
wik−1l
i
k−1
, 1
)
, (5.26)
where [wik, l
i
k] are the weight and length of the bounding box of the ith particle at
time k, respectively. The wikl
i
k and w
i
k−1l
i
k−1 are the areas of the ith particle at k and
k − 1, respectively. When the speaker associated with the ith particle is occluded,
the area of the bounding box will be degraded and P˚ iD,k may become smaller than
1. However, when the speaker moves away from the camera, the bounding box size
decreases, which may be incorrectly classified as the occlusion. To avoid this problem,
the visual detection probability is updated in terms of the aspect ratio of the bounding
box,
P˚ iD,k =
min
(
lik
wik
,
lik−1
wik−1
)
max
(
lik
wik
,
lik−1
wik−1
) . (5.27)
When the aspect ratio of the bounding box changes sharply, the speaker associated
with the ith particle is occluded. Since the speakers walk frequently towards or away
from the cameras in the AV16.3 dataset, Eq. (5.27) is used in our experiments. Finally,
tik is set as the index of speaker j. The pseudo-code of the AV-LPF-SMC-PHD filter is
presented in Algorithm 6.
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Algorithm 6 AV-LPF-SMC-PHD Filter
1: Input: {mik−1, ωik−1, lik−1, P˚ iD,k−1, P˘ iD,k−1}Nk−1i=1 , NB, k, {z˚ok}N˚ko=1 and {z˘uk}N˘ku=1.
2: Output: {mik, ωik, lik, P˚ iD,k, P˘ iD,k}Nki=1 and {m˜jk, ω˜jk, l˜jk}N˜k,j=1
3: Initialize: Υk, φk|k−1, pk, γk, Ψ˘ and Ψ˚.
4: Run:
5: Nk = Nk−1
6: Predict survival particles and create birth particles.
7: for i ∈ {Nk + 1, ..., Nk +NB} do
8: Calculate aik and v
i
k by Eq. (5.9) and Eq. (5.10), receptively.
9: Set tik−1 = 0 and ω
i
k = h
i
kω
i
k|k−1.
10: end for
11: for i ∈ {1, ..., Nk +NB} do
12: Calculate aik and v
i
k by Eq. (5.4) and Eq. (5.5), receptively.
13: if tik−1 > 0 and a
i
k + v
i
k > 0 then
14: Calculate the audio-visual likelihood hik by Eq. (5.15).
15: Calculate the covariance matrix by Eq. (5.17).
16: for λ ∈ [0,4λ, 24λ, · · · , Nλ4λ] do
17: Evaluate flow f ik by Eq. (5.14).
18: Update 4mik|k−1 by Eq. (2.20).
19: end for
20: Re-calculate the particle weights by Eq. (5.20).
21: end if
22: Update particle weights by Eq. (5.21).
23: end for
24: j = 1
25: for i ∈ {1, ..., Nk +NB} do
26: if tik−1 6= −1 then
27: Select the particle set {mi′k , ωi
′
k }i′∈Λ(i) by Eq. (5.22) and (5.23).
28: Estimate the speaker weight by Eq. (5.25).
29: if ω˜jk > ξ then
30: Estimate the speaker state by Eq. (5.24).
31: Set a˜jk = a
i
k, v˜
j
k = v
i
k and t˜
j
k = j.
32: Set ti
′
k−1 = −1 for i′ ∈ Λ(i).
33: j = j + 1
34: end if
35: end if
36: end for
37: if ESS < Nk/2 then
38: Re-sample {mik, ωik}Nki=1.
39: end if
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5.3 Experimental Evaluations
This section presents experimental evaluations of the proposed algorithms as compared
with baseline algorithms. This section starts with a description of the experimental
setup, datasets and performance metrics, before giving the analysis and comparison of
the results.
5.3.1 Parameter Settings
Compared to the baseline methods NPF and ZPF, LPF uses a smaller number of
parameters and thresholds. In this section, the setting of particle flow, including the
threshold Ξ is discussed, and other parameters are given as in the baseline methods.
The initial distributions of the particles are randomly sampled in the image frame.
When the particles move out of the image frame, they will be removed from the particle
set. The transition model is defined as
Fm˜ =

1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

. (5.28)
The DOAs of the speakers are used as the audio information in our experiments. It can
be obtained by either a circular array (as in AV16.3) or a linear array. As the DOAs
are determined by the relative delay between the pairs of the microphone signals [81],
it shows only the approximate direction θok of the sound sources with respect to the
microphones. The rectangular coordinate [xok, y
o
k] of m˚
o
k can be transformed to polar
coordinate [rok, θ
o
k], where r
o
k is the Euclidean distance from the state of the nearby
speaker at the previous frame to the microphone position,
rok =
∥∥∥[x˜jˆk−1, y˜jˆk−1]T − [xmic, ymic]T∥∥∥
2
, (5.29)
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where
jˆ = argmin
j
∣∣∣∣∣ y˜
j
k−1 − ymic − tan θok(x˜jk−1 − xmic)
x˜jk−1 − xmic + tan θok(y˜jk−1 − ymic)
∣∣∣∣∣ , (5.30)
where [x˜jk−1, y˜
j
k−1]
T and [xmic, ymic]
T are the positions of the jth speaker at the previous
frame and the position of the microphone array mmic, respectively. Face detection is
used to provide the visual information in our experiment. The visual measurement
model is defined as,
F˘z =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (5.31)
For survival particles, the proposal distribution qk
(
mik|k−1|mik−1,Zk
)
and the transi-
tion distribution φ(mik|k−1|mik−1) are both simplified as N (mik|k−1|Fm˜mik−1,Υk).
For birth particles, when the number of detected faces or DOA lines is greater than
that of the estimated speakers Nk−1, LPF considers there are new speakers appearing.
The birth density γk(m
i
k|k−1) is given as
γk(m
i
k|k−1) =
 1, if xik|k−1 < 60 or xik|k−1 > 3000.8, otherwise (5.32)
The new speakers often appear at the edge of the image frame, and the birth density
at the edge has a high value. The number of new birth particles NB is set as 50 for
each speaker. For particle flow, the pseudo time λ is increased incrementally from 0 to
1, with a step size ∆λ, set as ∆λ = 0.01 in our experiment.
The threshold ξ is used to detect the candidate speaker with a high weight. Different
values are tested from 0 to 1 in the frames 200-320 and frames 870-910 for sequence
24 (camera 3) and frames 200-400 and frames 500-900 for sequence 45 (camera 3). In
sequence 45, there are three speakers, while in sequence 24, there are two speakers.
The occlusion mainly happens in frames 870-910 for sequence 24 and frames 500-900
for sequence 45 (camera 1), and the speakers are undetected in other frames. The
results are shown in Table 5.1. The value of ξ does not affect the running time of
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the proposed algorithm. When ξ has a low value such as 0.1, LPF over-estimates
the number of the estimated speakers than the ground truth, since some clutters are
estimated as the speaker. LPF would under-estimate the number of speakers than the
ground truth when ξ has a high value such as 0.9, since candidate speakers with noisy
measurements are not estimated as speakers. If the number of speakers is accurately
estimated, our proposed method would give the lowest OSPA. At the frames 200-320
of sequence 24 and frames 200-400 of sequence 45, speakers are away from each other,
OSPA gives the lowest value and the number of speakers can be accurately estimated at
ξ = 0.5. When the occlusion frequently happens e.g. at frames 500-900 of sequence 45
and frames 870-910 of sequence 24, the weight of the occluded speaker becomes small
and our proposed method offers the lowest OSPA at ξ = 0.4. Apart from that, Table
5.1 shows that the computational cost is not affected by the value of the ξ. Therefore,
it is reasonable to set ξ between 0.4 and 0.5 for AV16.3. Since the occlusion does not
frequently happen in AV16.3, ξ is set as 0.5 in our experiment.
Table 5.1: Running time (s) and OSPA of LPF versus ξ on the AV 16.3.
Sequence 24 Sequence 45
ξ 200-320 870-910 200-400 500-900
0.1
17.4 5.8 44.2 8.8 time (s)
24.8 25.8 36.1 38.1 OSPA
3.6 2.9 4.9 4.2 Nk
0.3
17.4 5.8 44.2 8.8 time (s)
19.5 20.4 32.9 34.2 OSPA
2.9 2.6 4.3 3.7 Nk
0.4
17.4 5.8 44.2 8.8 time (s)
17.2 17.6 31.4 31.6 OSPA
2.1 2.1 3.4 3.2 Nk
0.5
17.4 5.8 44.2 8.8 time (s)
16.8 19.6 29.8 33.7 OSPA
2.0 1.8 3.2 2.5 Nk
0.7
17.4 5.8 44.2 8.8 time (s)
18.6 21.8 30.8 35.8 OSPA
1.8 1.7 3.0 2.4 Nk
0.9
17.4 5.8 44.2 8.8 time (s)
23.8 27.7 36.7 38.9 OSPA
1.5 0.8 2.4 2.0 Nk
Resampling is performed when ESS is smaller than N/2. The order parameter a in
OSPA is set to 2. These parameters are chosen empirically based on our earlier studies
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[102, 103, 101]. All experiments are run on a computer with Intel i7-3770 CPU with a
clock frequency of 3.40 GHz and 8G RAM. Each experiment is repeated 50 times, and
the average results are presented.
5.3.2 Comparison with the Baseline Methods
This subsection shows the improvement achieved by our proposed ideas using frames
from an example sequence, i.e. the frames 630-700 of sequence 45 (camera 3), as they
contain some challenging situations.
First, this section compares our proposed particle label estimation method with the
two particle-speaker association baselines, i.e. the particle-speaker association method
in NPF using the measurements near the particles, and the particle-speaker association
method in delta-GLMB based on all the measurements. Second, this section compares
our proposed labelled particle flow, with two baseline methods, i.e. zero diffusion
particle flow and non-zero diffusion particle flow. Third, this section compares our
state estimation method based on the particle labels, with the k-means and and MEAP
clustering methods for state estimation.
Labelling Particles
This section compares the particle label estimation method in LPF, with the particle-
speaker association methods used in NPF and delta-GLMB. Fig. 5.3 shows an example
for sequence 45 (camera 3), where at frame 640, a speaker with a black shirt begins
walking into the frame, and the speaker with a white shirt then occludes the speaker
with a yellow shirt. The initial particles are spread randomly and in the same way for
all the filters.
Fig. 5.4 shows the particle labels estimated for the frame 660 for sequence 45 (camera
3) where the speaker in yellow shirt is occluded. Note, the face images were cropped
manually from the video signal to visualise the distribution of the particles around
the face area, which is very small in the whole image plane. The particles of the new
speaker with the black shirt can be accurately labelled by the filters as it only has a
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Figure 5.3: Frames 640 (a), 660 (b) and 670 (c) for sequence 45 (camera 3) in the
AV16.3 dataset. There are three speakers. One of them is walking into the scene and
the speaker with the yellow shirt is occluded in frame 660.
nearby measurement, which is not shown in Fig. 5.4. For better visualisation, only
the particles with high weights are plot. The green asterisks and red asterisks show
the particles associated with the speaker with a white shirt and the occluded speaker
with yellow shirt, respectively. Since the speaker in yellow shirt is occluded by another
speaker, only one face can be detected in frame 660. In NPF, the particle flow is
calculated with the audio-visual measurements near the particle, and the particles are
classified based on the distance from the particles to the measurements. Therefore, the
particles associated with the occluded speaker are labelled as the particles associated
with the front speaker, and as a result, there are only green asterisks in Fig. 5.4(a). In
GLMB (Fig. 5.4(c)), the labels of the particles are given when they are created, and
the undetected speaker is considered. Therefore, nearly half of the particles are shown
as the red asterisks, and there is a clear boundary between the two groups of particles.
In our proposed LPF (Fig. 5.4.b), due to the random values in Eq. (5.5) and Eq. (5.4),
the green particles and red particles are mixed. As a result, most of the particles can
still track their associated speakers.
Fig. 5.5 shows the RMSE of NPF, GLMB and LPF, respectively, for frames 630-700
of sequence 45 (camera 3). The initial particle sets for the three filters are the same
at frame 630. Apart from that, RMSE is calculated before the update step. The only
factor that affects the RMSE is the method for associating the particles of these filters.
For better visualisation, only log(RMSE) is plot.
In the beginning, the RMSE of the compared filters is similar. Since the speakers have
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Figure 5.4: The labelled particles of NPF (a), LPF (b) and GLMB (c) at frame 660 for
sequence 45 (camera 3). The particles of the front speaker and occluded speaker are
shown as the green and red asterisks, respectively.
a long distance to other speakers, the label of particles can be accurately estimated
by the nearby measurements in NPF. At frames 650 - 660, the occlusion happens and
log(RMSE) of NPF increases to -12.70, since NPF can not accurately label the particles
for the occluded speaker. However, with our proposed LPF, log(RMSE) is about -18.89,
resulting in a 48% performance improvement over NPF thanks to the particle labels
estimated by Eq. (5.4) and Eq. (5.5). GLMB gives an RMSE similar to LPF, as GLMB
can estimate the particle labels accurately based on the Bernoulli filter.
630 640 650 660 670 680 690 700
Frame
-22
-20
-18
-16
lo
g(
RM
SE
) NPF
GLMB
LPF
Figure 5.5: log(RMSE) of NPF, GLMB and LPF at the frames 630-700 for sequence
45 (camera 3).
Particle Flows
To evaluate the particle flow, ZPF, NPF, GLMB and LPF are compared. To allow
for a fair comparison, the speakers are estimated by the k-means method. Fig. 5.6
shows how the particles are modified by these filters from λ = 0 to λ = 1. The three
figures in each row are shown for λ = 0, 0.5 and 1, respectively. The rows show the
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tracking results of ZPF, NPF, GLMB and LPF, respectively. The particle flow of ZPF
and GLMB is calculated based on the zero diffusion flow, while the particle flow of the
NPF and GLMB is calculated based on the non-zero diffusion flow. The green asterisks
show the front speaker and the red asterisks show the occluded speaker. Since ZPF and
NPF are only calculated based on the measurements near the particles without the label
information, there are only green asterisks for ZPF and NPF. Compared to the NPF
and ZPF, LPF gives more accurate estimates for the speaker states, and more particles
are located nearby the occluded speakers. Although GLMB uses the particle label
information to update the particle weights, it assumes the speaker is always detected,
and the particle flow is also modified towards the nearby measurements.
Figure 5.6: The motion trails of the particles by ZPF, NPF, GLMB and LPF. The
columns show the results for λ = 0, 0.5, 1 respectively in the frame 660 for sequence 45.
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Fig. 5.7 shows the variation of ESS of NPF, ZPF and LPF from λ = 0 to λ = 1 on
the frame 660 for sequence 45 (camera 3). At the beginning of the update step, one of
the speakers is occluded, and the filters encounter with the weight degeneracy problem.
Using ZPF, NPF, GLMB and LPF, the ESS is increased to 71.9, 71.7, 77.1 and 79.3,
respectively. In NPF and ZPF, the particles associated with the occluded speaker
are modified towards the front speaker with a white shirt. The number of particles
associated with the front speaker is increased and the average weight of these particles
is decreased. Therefore, ESS of the NPF and ZPF at λ = 1 is only increased by 10.6%
and 10.3% as compared with the ESS at λ = 0. Although GLMB uses particle labels
to update the particle weights, the particle flow of GLMB updates the particle states
with the measurements. The particles of GLMB are modified towards the detected
speakers. The improvement of ESS achieved by LPF is the highest among the tested
filters. With the label information, the LPF provides an ESS that is 11% higher than
its baseline NPF.
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Figure 5.7: The ESS and OSPA of ZPF, NPF, GLMB and SMC in the frame 660 for
sequence 45 (camera 3) changes with respect to λ.
Fig. 5.8 shows the average OSPA for the frames 630-700 of sequence 45. It can be
observed that LPF gives the smallest average OSPA. Due to the presence of occlusion
from frames 645 to 660, the OSPAs for NPF and ZPF have increased. OSPA of the
LPF remains low in most of the frames. At frame 660, LPF gives an average OSPA
at about 13.5, resulting in a 29%, 28% and 6% performance improvement over ZPF,
NPF and GLMB, respectively, thanks to the more accurate estimate of the number of
speakers offered by the label information, as shown in Fig. 5.9.
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Figure 5.8: The OSPA of ZPF, NPF, GLMB and LPF for sequence 45 (camera 3) for
frames 630-700.
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Figure 5.9: The number of speakers estimated by ZPF, NPF, GLMB and LPF for
sequence 45 (camera 3) for frames 630-700.
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Clustering
Here our approach for estimating the speaker states using the labels estimated is com-
pared with k-means and MEAP clustering, at frame 660 for sequence 45. Clutter is
added with a clutter rate ranging from 0 to 50, including both audio clutter and visual
clutter. The clutter is randomly distributed over the measurement space. Fig. 5.10
shows the frame 660 of sequence 45 with audio clutters and visual clutters. The visual
measurements and clutters are shown in the red and blue boxes, respectively, while the
audio measurements and clutters are shown in the yellow and green lines, respectively.
The number of visual and audio clutters is same for each experiment, and the clutters
and measurements are the same for these methods.
Table 5.2 shows the OSPA and computational time with respect to different number of
clutters. Our proposed method is computationally most efficient. This is because its
computational complexity is only O(Nk) while the k-means clustering and MEAP is
a time-consuming iterative procedure. Our proposed method offers the lowest OSPA.
When there is no clutter, our proposed method can reduce the OSPA by approximately
5% and 3% as compared with k-means and the MEAP method, respectively. However,
the advantage of our proposed method in terms of OSPA tends to decrease with the
growing number of clutters. The reason is that some particles may be associated with
clutter, which increases the risk of generating false particle flows.
Table 5.2: Running time (s) and OSPA of k-means, MEAP and our estimation method
changes with number of clutters at frame 660 of sequence 45 of AV 16.3.
Num. of clutters 0 10 20 30 40 50
k-means
0.4 0.73 0.8 1.08 1.65 1.82 time (s)
13.5 15.6 20.4 24.8 31.3 36.2 OSPA
MEAP
0.38 0.63 0.75 0.89 1.32 1.37 time (s)
13.2 14.5 19.8 24.6 31.3 36.2 OSPA
Our method
0.31 0.32 0.32 0.32 0.33 0.33 time (s)
12.8 14.1 18.6 22.5 30.4 36.2 OSPA
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Figure 5.10: The clutter at frame 660 of sequence 45. The face detection, DOA lines,
visual clutters, and the audio clutters are shown in the red boxes, yellow lines, blue
boxes and green lines, respectively.
5.3.3 Comparison with other Audio-Visual Algorithms
In this subsection, the proposed algorithm LPF is compared with several baselines,
including ZPF [102], NPF [100], GLMB [144], GPF [180] and SMS algorithms [81].
GPF, GLMB and ZPF are implemented by the zero diffusion particle flow. LPF and
NPF are implemented by the non-zero diffusion particle flow. Although the particle
flow is not used in the SMS, the weight degeneracy of SMC filter is address by the
mean-shift method. Table 5.3 reports the average OSPA. It can be observed that using
LPF about 24% reduction in tracking error has been achieved as compared with NPF.
The advantage of LPF is clear on sequence 45, where occlusion happens frequently.
To show the difference among the results of the tested algorithms in Table 5.3, the
ANOVA based F-test [65] is presented in Table 5.4. The significance value is set as 5%,
and the degree of freedoms for all the significance tests is (1, 22). The corresponding
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Table 5.3: The OSPA of LPF, NPF, ZPF, GPF, GLMB and SMS running on the AV
16.3 on the AV 16.3.
Seq (Cam) LPF NPF ZPF GPF GLMB SMS
24 (1) 10.13 12.32 12.99 13.00 10.66 14.50
24 (2) 10.34 13.20 13.82 15.13 11.98 15.35
24 (3) 9.38 13.23 14.01 15.22 11.62 15.72
25 (1) 12.04 15.96 16.80 18.28 13.43 17.17
25 (2) 12.35 15.29 15.88 15.58 12.94 15.39
25 (3) 12.13 16.29 17.56 18.62 14.45 17.62
30 (1) 12.64 15.76 17.15 18.89 13.55 19.27
30 (2) 10.24 13.41 14.22 16.12 11.68 16.16
30 (3) 12.44 15.93 17.63 19.03 16.38 19.67
45 (1) 13.12 17.65 19.33 23.12 18.14 23.40
45 (2) 14.24 18.60 20.85 22.71 20.35 23.16
45 (3) 14.12 19.50 21.35 23.76 20.36 23.80
Avg. OSPA 11.93 15.60 16.80 18.28 14.63 18.43
critical value Fcrit is 4.30 in terms of the F -distribution table [65]. Note that the F-
value is the ratio of the between-group variability to the within-group variability. The
p-value is the probability of a more extreme result than the value achieved when the
null hypothesis is true. According to the test, the results are considered as statistically
significant if F -value > Fcrit and p-value is less than the significance value (0.05). It can
be observed that the improvements of LPF over ZPF, NPF and GLMB are statistically
significant.
Table 5.4: Significance test on the AV 16.3 for the difference between LPF, and NPF,
ZPF, GPF, GLMB and SMS, respectively.
Method NPF ZPF GPF GLMB SMS
LPF
21.4 28.12 33.15 6.21 36.08 F
0.0001 2.5e-05 8.60e-06 0.021 4.80e-06 p-value
Table 5.5 shows Frame rate per sequence per Speaker (FPSS) and computational com-
plexities of the compared algorithms. As shown in Table 5.5, LPF and NPF have a
similar computational cost. Although LPF calculates the particle labels, LPF saves
the cost at the clustering step. Since GLMB considers not only the particle labels but
also the label history, the particles of GLMB may have multiple labels. However, the
particles of LPF have only one label. Therefore, the number of particle flows in GLMB
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is greater than that in LPF, which leads to a higher computational cost. Although LPF
and GPF use the same initial number of particles, the number of particles is drastically
varying since a few particles are added in the update step of the GPF [180]. Therefore,
LPF runs faster than the GPF. The FPSS of LPF is about 25 % higher than that of
NPF. As the complexity of LPF does not depend on the number of measurements, LPF
is computationally more efficient than GLMB.
Table 5.5: Frame rate per sequence (FPS) and frame rate per sequence per Speaker
(FPSS) comparison for LPF, NPF, ZPF, GPF, GLMB and SMS on the AV 16.3.
Seq LPF ZPF NPF GPF GLMB SMS
24 6.72 4.02 5.52 1.21 2.21 6.53
25 6.63 3.83 5.21 1.03 1.95 6.35
30 6.75 3.96 5.40 1.11 2.01 6.48
45 4.51 2.64 3.53 0.74 1.34 4.32
FPSS 6.15 3.61 4.92 1.02 1.88 5.92
Com NkNλ NkNλ NkNλ NkUkNλ NkUkNλ UkNk
To show the performance of the proposed method on other datasets rather than AV16.3,
sequence 32 (four speakers) and 09 (three speakers) are selected from the AVDIAR
dataset [54], and the frames 100-170 (four speakers) and frames 180-250 (five speakers)
for sequence UKA from the CLEAR dataset [125]. Their average errors are summarised
in Table 5.6. Our proposed LPF offers the lowest OSPA among all the filters. However,
as the speakers are talking one by one, the performance difference among the compared
filters is not significant. The OSPA of all the methods is increased with the increase in
the number of speakers.
5.4 Conclusion
This chapter have presented a novel AV-LPF-SMC-PHD filter for audio-visual multi-
speaker tracking using particle labels. Specifically, the particle audio and visual labels
are independently estimated based on the likelihood density and detection probability.
Based on our proposed label space, the undetected speakers are estimated by the audio
and visual label. Then the particles associated with the detected speaker are selected
and updated by the labelled particle flow with our proposed audio-visual likelihood,
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Table 5.6: Experimental results for LPF, NPF, ZPF, GPF, GLMB and SMS, in terms
of the OSPA error for sequence 09 and 32 of the AVDIAR dataset and frames 100-170
and frames 180-250 for sequence UKA 20060726 of the CLEAR dataset.
Filters sequence 09 sequence 32 frames 100-170 frames 180-250
LPF 11.75 12.32 24.53 26.65
ZPF 13.72 14.37 28.62 31.57
SMS 13.95 14.90 29.35 36.68
PPF 11.68 12.14 24.21 26.65
GPF 13.82 14.78 30.25 37.84
GLMB 11.74 12.25 24.67 26.98
NPF 13.80 14.42 28.60 31.55
which considers four different situations for multi-speaker tracking. Finally, the clus-
tering step is replaced by the weighted mean of the selected particles. The proposed
algorithm has been tested on the AV16.3, AVDIAR and CLEAR datasets and compared
with other particle flow methods, PHD filters and GLMB filter. The experimental re-
sults show that the proposed filter offers a higher tracking accuracy than the baseline
method with a lower computational cost.
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Chapter6
Conclusions and Future Research
The problem of tracking a variable number of speakers in an indoor environment with
audio and visual information has been studied in this thesis. This chapter presents
a summary of the main contributions of this thesis. Based on the discussion on the
limitation of our proposed methods, some potential directions for future work are also
suggested.
6.1 Conclusions
SMC-PHD filter has been used to track a variable number of speakers based on au-
dio and visual measurements. The main technical challenge is the weight degeneracy
problem, which has been mitigated by the particle flow in this thesis.
This thesis has presented the following three main contributions in Chapters III, IV
and V, respectively:
(1) The ZPF and NPF are used to mitigate the weight degeneracy problem of SMC-
PHD filter with audio and visual information.
(2) The intensity particle flow is proposed to improve the performance of NPF-SMC-
PHD filter for high-level clutters and misdetection.
(3) The label information is used to improve the performance of AV-NPF-SMC-PHD
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filter in terms of estimation accuracy and computational cost for audio and visual
multi-speaker tracking.
In the following subsections, these contributions will be elaborated in more detail.
6.1.1 Audio-Visual Particle Flow SMC-PHD Filtering for Multi-Speaker
Tracking
SMC-PHD filter has been regarded as an effective method to track a variable number of
speakers. With audio-visual measurements, AV-SMC-PHD filter improves the tracking
performance in the case of challenging situations like the limited field of view of cameras.
However, AV-SMC-PHD filter usually suffers from weight degeneracy, which causes a
low effective sample size and as a result, only a few particles are present around the
peak of the posterior density.
To address this issue, this thesis proposed a novel approach where particle flow is used
to migrate the particles smoothly from the prior to the posterior density based on the
audio-visual information. This work has considered two kinds of particle flow, zero
diffusion particle flow and non-zero diffusion particle flow. Then this thesis has devel-
oped two new algorithms, AV-ZPF-SMC-PHD and AV-NPF-SMC-PHD. The direction
of arrival and colour histograms are both used for deriving the particle flows. When
the speakers are undetected by DOA or colour histograms, the particle flow still can
be updated by the candidate speaker states.
A novel relocation step is used to improve particle flow SMC-PHD filter. The speaker
states and weights in the previous frames are used for relocating particles in terms of
DOA to reduce the adverse impact of acoustic noise on particle relocation. As the
experiments show, our proposed methods can mitigate the weight degeneracy problem
of the SMC-PHD filter. They offer a higher tracking accuracy as compared to the
baseline methods.
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6.1.2 Intensity Particle Flow for SMC-PHD Filter
The non-zero diffusion particle flow has been applied to mitigate the weight degener-
acy problem of the SMC-PHD filter. The particle states are smoothly migrated from
the prior density to the posterior density before the update step of the PHD filter.
However, NPF is calculated for each particle with an extra data association function
between measurements and particles. In this case, NPF does not work on the unde-
tected targets. When the target disappears from the scene or is occluded, the particles
may be associated with other targets or clutters, leading to degradation in tracking
performance.
To address these limitations, this thesis has proposed an intensity particle flow method
without using data association. Compared to the baseline NPF, which only consid-
ers the measurement near particles, IPF is calculated by all the measurements in the
tracking area. Based on the intensity function, IPF considers the clutter intensity and
detection probability. For the high level of clutters and undetected targets, the particle
flow particularly trusts the measurements and decrease the movement distance of the
particles. The proposed IPF is implemented without tuning several thresholds.
This thesis further proposed the IPF-SMC-PHD filter for audio speaker tracking and
audio-visual speaker tracking. To decrease the computational cost, this thesis proposed
a novel birth model based on measurements and the particle flow is only applied on the
survival particles. Experimental evaluations on simulated data and real data such as
the AV16.3 and LOCATA datasets show the significantly improved tracking accuracy
by our proposed filter as compared with several baseline methods.
6.1.3 Labelled Particle Flow for SMC-PHD Filter
Our third contribution is that this thesis proposed a new framework, called AV-LPF-
SMC-PHD filter, for audio-visual multi-speaker tracking. The particle flow assisted
by the label information is used to migrate particles smoothly from the prior to the
posterior probability. The particle labels are used to distinguish particles associated
with different audio measurements, the visual measurements and the speakers. The
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particles with same labels are used to estimate the particle covariance matrix and are
updated by the associated audio and visual measurements in the particle flow.
Apart from that, the LPF is proposed to update particles with a novel audio-visual
likelihood function. The particle flow can be calculated when the speaker is silent
or occluded. Moreover, the clustering step used in the PHD filter to estimate the
speaker states can be replaced by taking the mean of the labelled particles. The novel
method does not need to know the number of speakers before the clustering step.
The proposed algorithm (AV-LPF-SMC-PHD) is compared systematically with several
baseline tracking methods using the AV16.3, AVDIAR and CLEAR datasets. The
proposed algorithm (AV-LPF-SMC-PHD) has a higher tracking accuracy with a lower
computational cost than several baseline tracking methods.
6.2 Future Research
There are several possible extensions to the proposed works based on the problems and
limitations of the proposed methods. This section proposes some directions for further
improvements.
6.2.1 Audio-Visual Speaker Tracking
Audio information has improved the tracking performance for some challenging sit-
uations, such as occlusion. However, the accuracy of audio data is severely affected
by acoustic noise and interference. When speakers are not occluded, visual detection
methods based on deep neural networks offer very high accuracy. Face, body, or upper
body detectors can be applied to the visual data to provide more accurate positional in-
formation about speakers. The estimated position may be similar to the ground-truth.
In this case, incorporating the audio measurements, the audio-visual measurement er-
ror could be even increased, and thus the tracking accuracy may be decreased. One
possible direction is to use an extra audio conditional distribution, such as Laplace
distribution, or recurrent neural network (RNN) network to calculate the probability
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of occlusion, which can then be used to adjust the weights associated with the audio
and visual information in the likelihood function.
6.2.2 Multiple Target Tracking
Although the SMC-PHD filter is a popular solution for multi-target tracking, many
parameters, such as the clutter density and birth density, should be given at the ini-
tial step. This information is unknown and variable when running the filter. If the
parameters are not accurately estimated, and the tracking accuracy of the SMC-PHD
filter could be decreased. In my experience, the estimation of the detection probability
affects the performance of the SMC-PHD filter. A self-adaptive method or an extra dis-
tribution could be used to update the detection probability based on the target states,
weights and label information.
Recently, Siamese network based target tracking has received much interest and ben-
efited from current deep and sophisticated network architectures. However, Siamese
tracks are only proposed for single target. If the PHD filter can be used to fuse two
CNN blocks of the Siamese network, Siamese tracks may be extended for multi-target
tracking.
6.2.3 Particle Flow
Based on the particle flow equations, particles are migrated smoothly from the prior
to the posterior probability density. Although our proposed methods work fine for
our simulated data and real data, it is not clear whether the particle flows, especially
for NPF, are deterministic. The non-deterministic particle flow may lead to inherent
uncertainties in the update step. In a recent work [96], invertible ZPF has been proposed
as a deterministic flow. However, related researches on NPF are limited. Theoretically,
the non-diffusion part of the NPF may initiate the non-deterministic flows that pose
problems for real-life applications.
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AppendixA
Proof of the particle label
For the convenience of expression, some complex symbols are redefined in this appendix.
Audio likelihood h˚i,ok|k−1 and visual likelihood h˘
i,u
k|k−1 are both denoted as {hz}Nz=1, where
z is the index of the measurement and N is the number of measurements. The maximun
value of {hz}Nz=1 is hζ and arg maxz∈{1,...,N}(hz) = ζ. The parameter rz is defined as a
random value from 0 to 1 and z1 and z2 are two different indexes of the measurement.
The probability of rz1hz1 ≥ rz2hz2 is defined as P (rz1hz1 ≥ rz2hz2) where z1 ∈ {1, ..., N}
and z2 ∈ {1, ..., N}. If hz1 ≥ hz2 ,
P (rz1hz1 ≥ rz2hz2)
=P (rz1
hz1
hz2
≥ 1) + P (rz1 h
z1
hz2
≥ rz2 |rz1 < h
z2
hz1
)P (rz1 <
hz2
hz1
)
=
hz1 − hz2
hz1
+
1
2
hz2
hz1
= 1− h
z2
2hz1
≥ 1
2
.
(A.1)
If hz1 < hz2
P (rz1hz1 ≥ rz2hz2) = 1− P (rz1hz1 < rz2hz2)
= 1− 1 + h
z1
2hz2
<
1
2
.
(A.2)
The probability of arg max(rzhz) = z1 is
P (arg max(rzhz) = z1) =
∏
16z6N
P (rz1hz1 ≥ rzhz). (A.3)
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If z1 6= ζ, the probability of arg max(rzhz) = ζ is
P (arg max(rzhz) = ζ) =
∏
16z6N
P (rζhζ ≥ rzhz). (A.4)
To compare P (arg max(rzhz) = ζ) and P (arg max(rzhz) = z1), P (r
ζhζ ≥ rzhz) and
P (rz1hz1 ≥ rzhz) is compared. If hζ ≥ hz > hz1 ,
P (rζhζ ≥ rzhz) ≥ 1
2
, (A.5)
P (rz1hz1 ≥ rzhz) < 1
2
, (A.6)
and
P (rζhζ ≥ rzhz) ≥ 1
2
> P (rz1hz1 ≥ rzhz). (A.7)
If hζ ≥ hz1 ≥ hz,
P (rζhζ ≥ rzhz)− P (rz1hz1 ≥ rzhz)
=1− h
z
hζ
− 1 + h
z
hz1
≥ 0.
(A.8)
Therefore, P (rζhζ ≥ rzhz) always has a larger value than P (rz1hz1 ≥ rzhz), where z1 6=
ζ. Based on Eq. (A.3) and Eq. (A.4), P (arg max(rzhz) = ζ) > P (arg max(rzhz) = z1),
where z1 6= ζ and 1 6 z1 6 N , which means that arg max(rihi) has the high probability
to be equal to the index of the high likelihood ζ.
AppendixB
List of Acronyms, Nomenclature and
Glossary
Acronyms
AMI Augmented Multi-party Interaction
ANOVA Analysis of Variance
ASMC-PHD Auxiliary Sequential Monte Carlo Probability Hypothesis Den-
sity
AV Audio-Visual
Av-GM-PHD Audio-Visual Gaussian Mixture Probability Hypothesis Den-
sity
AV-IPF-SMC-
PHD
Audio-Visual Intensity Particle Flow Sequential Monte Carlo
Probability Hypothesis Density
AV-LPF-SMC-
PHD
Audio-Visual Labelled Particle Flow Sequential Monte Carlo
Probability Hypothesis Density
AV-NPF-SMC-
PHD
Audio-Visual Non-Zero Diffusion Particle Flow Sequential
Monte Carlo Probability Hypothesis Density
AV-SMC-PHD Audio-Visual Sequential Monte Carlo Probability Hypothesis
Density
AV-ZPF-SMC-
PHD
Audio-Visual Zero Diffusion Particle Flow Sequential Monte
Carlo Probability Hypothesis Density
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AVMS-SMC-
PHD
Audio-Visual Mean-shift Sequential Monte Carlo Probability
Hypothesis Density
CLEAR Classification of Events, Activities and Relationships
CNN Convolutional Neural Network
CSS Coherent Signal Subspace
DCF Discriminative Correlation Filter
DKF Decentralized Kalman Filter
DOA Direction of Arrival
DS Delay and Sum
EKF Extended Kalman Filter
ESS Effective Sample Size
HSV Hue-Saturation-Value
ICF Integrate Correlation Filter
IPF Intensity Particle Flow
JPDA Joint Probabilistic Data Association
KCF Kernelized Correlation Filter
KF Kalman Filter
KL Kullback-Leibler
KLD Kullback-Leibler divergence
GCI Generalized Covariance Intersection
GLMB Generalized Labelled multi-Bernoulli
GM Gaussian Mixture
GM-PHD Gaussian Mixture Probability Hypothesis Density
GPF-PHD Gaussian particle flow implementation of PHD filter
GSS Geometric Source Separation
LBP Local pattern binarized
LPF Labelled particle flow
LSTM Long Short-Term Memonory
MCMC Markov Chain Monte Carlo
MEAP Multi-Expected a Posterior
MHT Multiple Hypothesis Tracking
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MTT Multi-target Tracking
MUSIC Multiple Signal Classification
MVDR Minimum Variance Distortionless Response
NPF Non-Zero Diffusion Particle Flow
NPF-SMC-PHD Non-Zero Diffusion Particle Flow Sequential Monte Carlo Prob-
ability Hypothesis Density
OSPA Optimal Subpattern Assignment
OSPA-T Optimal Subpattern Assignment for Tracks
PF Particle Flow
PT Partially Tracked
PHD Probability Hypothesis Density
R-CNN Region Convolutional Neural Network
RFS Random Finite Set
RGB Red-Green-Blue
RMSE Root Mean Squared Error
SDE Stochastic Differential Equation
RNN Recurrent neural networks
SIFT Scale-invariant Feature Transform
SMC Sequential Monte Carlo
SMC-PHD Sequential Monte Carlo Probability Hypothesis Density
SNR Signal-to-Noise Ratio
SPEVI Surveillance Performance Evaluation Initiative
SRP-PHAT Steered Response Power with the Phase Transform
SSM Sam-Spare-Mean
SVM Support Vector Machine
TDOA Time Difference of Arrival
ZPF Zero Diffusion Particle Flow
ZPF-SMC-PHD Zero Diffusion Particle Flow Sequential Monte Carlo Probabil-
ity Hypothesis Density
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Nomenclature
Symbols
mjk State vector for the jth target at time k.
Zk Set of measurements at time k.
{m˚ok}Oko=1 The audio measurement set at time k.
{m˘uk}Uku=1 The visual measurement set at time k.
[xjk, y
j
k] Position of m
j
k.
[x˙jk, y˙
j
k] The velocities of m
j
k.
τk System excitation.
ςk Measurement noise.
k Clutter term.
Fm˜ Transition model.
Fz Measurement model.
Mk RFS of targets at time k.
Sk RFS of survival targets.
Bk RFS of targets spawned from the previous set of targets Mk−1.
Γk RFS of the new targets that appear at time k.
Θk RFS of the measurements generated by the targets Mk.
Ck RFS of clutter or false alarms.
Ψjk|k−1 PHD of jth target at k.
ξk Intensity function of the birth RFS Γk.
φk|k−1 Analogy of the state transition probability.
pS,k Survival probability for the targets still existing at time k.
fk|k−1 Single-target state transition density.
βk|k−1 Intensity function of spawn.
pD,k Detection probability.
hk Likelihood density.
κk Intensity of clutter.
ψ Average number of clutter points.
u Probability distribution of each clutter point.
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mik State of ith particle at time k.
wik Weight of ith particle at time k.
Nk Number of particles at time k.
δ Dirac delta function.
qk Importance sampling function.
φk Transition distribution.
ps Survival distribution.
NB Number of the new born particles.
pk (·|Zk) New born importance function.
γk Probability of new born targets.
Ξk Total mass.
d´ik Perpendicular Euclidean distance from the particles to the
DOA line.
dik Movement distance.
θok Corresponding oth DOA angle.
i Index of particles.
j Index of targets.
o Index of audio measurements.
u Index of visual measurements.
σ˘2k Variance of noise for the visual likelihood.
r Index of the reference color histogram.
Dr Bhattacharyya distance between the uth reference color his-
togram and the color histogram for the candidate speaker.
T Length of a frame.
Kik Unknown normalization constant.
λ Pseudo time.
Nλ Number of pseudo time steps.
gik Prior density.
wik Wiener process.
υik Diffusion coefficient.
Qik,λ Diffusion tensor.
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∇ Spatial vector derivative of the density Ψik,λ.
P ik Covariance matrix of the prediction error.
R Covariance matrix of the measurement noise.
I Identity matrix.
H ik Jacobian matrix.
Qik Diffusion matrix.
{m˜1k, ..., m˜N˜kk } Set of ground truth speaker states.
{m˜1k, ..., m˜N˜kk } Set of the estimated speaker states.
ΠN˜k,N˜k Set of maps pi : 1, ..., N˜k → 1, ..., N˜k.
N˜k State cardinality estimation.
ξf Certain distance.
Λ A subset of [1, · · · , Nk].
m¯k|k−1 Mean state.
[xok, y
o
k] Rectangular coordinate.
[rok, θ
o
k] Polar coordinate.
ξm Threshold value for representing different speaker states.
ξd Threshold value for relocating particles.
ε Basis vector.
M Dimensionality of the particle state.
f ik,λ Particle flow of ith particle at time k and pseudo time λ.
lik Particle Label vector.
aik Index of audio measurement associated with the ith particle.
vik Index of visual measurement associated with the ith particle.
tik Index of speaker associated with the ith particle.
h˚i,ok oth audio likelihood of the particle m
i
k.
h˚i,uk uth visual likelihood of the particle m
i
k.
Ψ˚k Audio measurement noise.
˚k Audio clutter terms.
Ψ˘k Visual measurement noise.
˘k Visual clutter terms.
P˚ iD,k Audio detection probability.
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P˘ iD,k Visual detection probability.
r Random value between 0 and 1.
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Glossary
Analysis of variance (ANOVA): A statistical method used to test a hypothesis
concerning the means of three or more populations
Bayesian framework: A framework that allows you to compute the revised proba-
bility of an event that occurred before another event when the events are dependent
Data: Measurements or observations for a variable
Dataset: A collection of data values
F test: A statistical test used to compare two variances or three or more means
Histogram: A graph that displays the data by using vertical bars of various heights
to represent the frequencies of a distribution
Monte Carlo method: A simulation technique using random numbers
Multi-modal: A data set with three or more modes
Null hypothesis: A statistical hypothesis that states that there is no difference be-
tween a parameter and a specific value or that there is no difference between two
parameters
Outlier: An extreme value in a data set
Parameter: A characteristic or measure obtained by using all the data values
Random sample: A sample obtained by using random or chance methods
Random variable: A variable whose values are determined by chance
Variable: A characteristic or attribute that can assume different values
Variance: The average of the squares of the distance that each value is from the mean
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