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ABSTRACT 
Speech identification is a very interesting topic nowadays with important applications 
in the security systems, where reliable and safe speech identification should be 
performed. Unfortunately, a lot of distortion factors make this process extremely 
difficult to perform. It is not always possible that only the voice of the person that is 
to be identified is recorded. It is very often the case, that multiple voices are 
recorded. Then, the recognition system should know, whether it is possible to 
identify the voice from one speaker, or the energies of all of the speakers are equal, 
and no recognitions could be preformed. In this case, our spectral transform 
algorithm comes into play. When the recorded mixture of voices is spectrally 
transformed, it is possible that the target speaker can be identified. Our spectral 
technique includes LPC coefficient extraction, then a model of the target speaker is 
developed. This model contains all of the spectral features, which we expect from 
the source talker. Finally, a optimization of the conversion LPC spectrum to LPC 
coefficients is performed, so that the model of the spectrum of the voice from the 
target talker minimally differs from the optimized one. Gong this way it is possible to 
identify the target talker form a voice record, containing voices of more than one 
speaker. 
I. INTRODUCTION 
Speech overlap is the simultaneous occurrence of speech from more then one 
speakers. It has some very bad effects in the work of speech recognition systems. 
Speech overlap detection is one of the main areas in speech and speaker indexing. 
In speaker indexing, speech signal is partitioned into segments where each segment 
is uttered by only one speaker. So, parts of speech that include two or more 
speakers simultaneously should be determined before any following processes. 
Speaker overlap detection is also useful in some other speech processing 
applications including speech and speaker recognition. In this paper the methods, a 
new method for speech identification and overlap detection is introduced. There are 
some traditional methods for performing the upper such as Spectral Auto-Correlation 
Peak Valley Ratio (SAPVR) and the K-nearest method (KNN) [1] [2] [3] [8]. They 
have some advantages in the area of blind source separation, i.e. when we have a 
mixture of two or more apriori unknown speech signals. There are also some new 
methods for overlap detection and speaker indexing, such as the ones, which use 
high-order statistics. This paper concerns about the case, when it is possible to 
record samples of the speech of each speaker, which voice is then mixed with the 
others. Is it clear to see, that when some information about the speakers is available, 
the method, proposed in this paper, performs much better than the others. 
11. GENERAL DESCRIPTION OF THE PROPOSED SPECTRAL 
TRANSFORM TECHNIQUE (STF) 
The description of the algorithm goes as following. First, some speech of each 
speaker is recorded. Everyone of the speakers therefore says one and the same 
sentence of speech which is the recorded. Then the voices of the speakers are 
recorded as they speak simultaneously, each of them saying one and the same 
sentence, which is the hardest possible case. The speakers are situated at 1 meter 
distance to each other. This is done for recognition sake. The algorithm for overlap 
detection is implemented in a system, that is embedded in a small robot, together 
with a microphone. The position of the robot is then fixed, so that he is forced to 
record and process a voice from only one speaker. This means that the robot is 
designed to understand the speech of only one speaker at a time, while the other 
are talking and so producing overlapping. So the robot records then the speech from 
each speaker, as the others are talking. After that each speech signal is processed 
as follows. First, its spectral features are extracted, i.e. its Fourier spectrum is 
evaluated [4,7]: 
+00 
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in the continuous way, where w is the frequency, and t denotes the time, and 
S(n) = ~ IS(k)ei2JmkIN (2), 
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where n is the discrete frequency, k is the discrete time, N is the number of 
samples. 
The algorithm uses windowing of the signal, before the spectral features extraction, 
for some very well known reasons. After the spectrum is available, for the spectrum 
of each windowed part the LPC coefficients are evaluated. The evaluation of the 
LPC coefficients is done by the well known way. The coefficients of the predicting 
filter are evaluated [5]: 
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Where r; are the coefficients of the autocorrelation matrix and are evaluated as 
follows: 
NF-l-
r. = I S(n)* S(n - i) (5) 
l 
n=l 
Where S(n) - are the values of the speech signal in one window, with h(n)being the 
window function: 
S(n) = S(n)* h(n) (6), (4) 
( 2nn ) h(n) = 0,54 -0,46*cos (7). NF-J 
Then again, the Fourier spectrum is evaluated, but not for the speech signal, but for 
the LPC coefficients. This means that the LPC coefficients are vied as a sampled 
signal and its spectrum is evaluated. Then, 
a mean arithmetic value of all of the LPC-spectra of all speakers is evaluated. The 
for each recorded from the robot overlapped speech, the Fourier spectrum is found. 
Then the spectrum is processed with the average LPC coefficients, and then the new 
averaged speech signal is evaluated [5]: 
1 M 
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With M being the number of speakers. 
This procedure is repeated for each position of the robot, i.e. for the recorded signal 
of each speaker, while the others are talking and thus causing overlapping. Finally, 
the speech signal of the speaker, speaking alone, is compared to the processed by 
the algorithm overlapped signal for the particular speaker. Then the mean square is 
evaluated. This mean square error is then compared to the existing methods [6,8]: 
1 N-1 2 
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Where S(n) is the processed speech signal. 
It can be observed, that the error is much smaller with the proposed method, 
because of the information about the speakers, that we apriori have. The other 
methods have bigger errors, for they are working with blind source separation. 
Ill. Evaluation of the algorithm and results 
One of the signals of the speakers is given at fig.1, and it's Fourier spectrum at fig.2 
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Fig.2 The Fourier spectrum of 
speech signal of the same speaker 
as in fig.1 
The LPC coefficients of the upper signal are shown at fig 3, and its spectrum at figA 
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Fig.3 The LPC coefficients of the 
speech of the speaker from fig 1. 
Fig.4 The Fourier spectrum of 
LPC coefficients from fig.3 
The average spectrum of the coefficients is shown at fig. 5 
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Fig.5 The average of the LPC coefficients of all speakers 
The results for the mse, compared to the other methods are given at table 1 [1]. 
overlapped voices/ method SAVPR Third Order Moment Method STF 
female - female 2.4 - 2.4 1.9-2.1 1.1 - 1.2 
female - male 2.5 - 1.9 2.1-1.8 1.2 - 1.3 
male-male 2.2 - 1.9 2.0 - 1.8 1.0-1.1 
single vowels 5.2 - 5.3 5.2 - 5.0 2.5 -2.6 
Table 1 
IV. CONLUSION 
The proposed spectral transform technique clearly showed that it performs much 
better than the other blind source separation algorithms, for it uses some apriori data 
for the speakers, with voices cause overlap. On direction for future work of the 
authors is to implement the proposed technique without having the apriori 
information, and compare the results. 
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