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A nonempty set of words in a binary Hamming space Fn is called
an r-identifying code if for every word the set of codewords within
distance r from it is unique and nonempty. The smallest possi-
ble cardinality of an r-identifying code is denoted by Mr(n). In
this paper, we consider questions closely related to the open prob-
lem whether Mt+r(n +m) Mt(m)Mr(n) is true. For example, we
show results like M1+r(n + m)  4M1(m)Mr(n), which improve
previously known bounds. We also consider codes which iden-
tify sets of words of size at most . The smallest cardinality of
such a code is denoted by M()r (n). We prove that M
()
r+t (n +
m) M()r (n)M()t (m) is true for all  r + 3 when r  1 and
t = 1. We also obtain a result M1(n + 1) (2 + εn)M1(n) where
εn → 0 when n → ∞. This bound is related to the conjecture
M1(n + 1) 2M1(n). Moreover, we give constructions for the best
known 1-identifying codes of certain lengths.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Karpovsky, Chakrabarty and Levitin introduced identifying codes in [13] for locating malfunction-
ing processors in multiprocessor architectures. The research of identifying codes is also inspired by
applications to sensor networks and alarm systems [14]. Nowadays identifying codes are an actively
studied topic of its own with different types of questions investigated [4,11,17,19]; the updated bibli-
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278 G. Exoo et al. / Advances in Applied Mathematics 42 (2009) 277–289ography of identifying codes can be found from [16]. Identifying codes have been considered in many
different graphs; in this paper we consider the binary Hamming spaces (i.e. binary hypercubes)—one
of the graphs studied in the seminal paper [13].
We denote by Fn the binary Hamming space of dimension n, i.e., the n-fold Cartesian product of
the binary ﬁeld F = {0,1}. The (Hamming) distance between two vectors (called words) x and y in
Fn is the number of the coordinate places where they differ, it is denoted by d(x,y). The weight of
a word x, w(x), is the number of its nonzero coordinates. The (Hamming) ball of radius r centered
at x ∈ Fn is Br(x) = {y ∈ Fn | d(x,y) r}. The cardinality of the r-radius Hamming ball in the space of
dimension n is denoted by V (n, r). For x ∈ Fn we also use the notation Sr(x) = {y ∈ Fn | d(x,y) = r}.
A code of length n is a nonempty subset of Fn . Let C ⊆ Fn be a code. The I-set of a word x ∈ Fn
(with respect to the code C ) is deﬁned to be
Ir(C;x) = Br(x) ∩ C .
Moreover, for X = {x1, . . . ,xk} ⊆ Fn
Ir(C; X) =
k⋃
i=1
(
Br(xi) ∩ C
)
and Ir(C; ∅) = ∅. We often drop C from these notations if it is clear from the context.
Deﬁnition 1. A subset C ⊆ Fn is called an (r, )-identifying code if for all X, Y ⊆ Fn, X 	= Y and
|X | , |Y |  we have
Ir(C; X) 	= Ir(C; Y ).
If  = 1, then we simply say that C is an r-identifying code.
Let A, B ⊆ Fn. If for all x,y ∈ B (x 	= y) we have Ir(A;x) 	= Ir(A;y), then we say that the set A
r-identiﬁes the set B or the set B is r-identiﬁed by the set A.
The idea of an (r, )-identifying code is that by knowing Ir(X) we are able to uniquely determine
X provided that |X | . For example, in [13] a multiprocessor system based on Fn is studied. Proces-
sors are labeled by the words of Fn. Suppose X ⊆ Fn is an unknown set of malfunctioning processors,
|X | . Processors belonging to an (r, )-identifying code check their r-radius neighbourhood and
give us Ir(X). Hence, we can determine X .
Notice that the previous deﬁnition requires that for all X ⊆ Fn and 1  |X |   we have
Ir(C; X) 	= ∅, since Ir(∅) = ∅. The deﬁnition of r-separating codes is similar to the identifying codes,
but here we allow Ir(x) = ∅ for one x ∈ Fn.
The optimal, that is, the smallest possible cardinality of an r-identifying code of length n is denoted
by Mr(n). When   2, we use the notation M()r (n) for the optimal cardinality of an (r, )-
identifying code of length n. Notice that M0(n) = M()0 (n) = 2n.
Let us remark that a code C ⊆ Fn is (r, )-identifying if and only if for all X, Y ⊆ Fn, X 	= Y ,
|X |, |Y |  we have
Ir(C; X) 
 Ir(C; Y ) 	= ∅
where the notation A 
 B denotes the symmetric difference of sets A and B, that is, A 
 B = (A \
B) ∪ (B \ A).
A subset C ⊆ Fn is called an r-covering code (or an r-covering) if for all x ∈ Fn there is c ∈ C such
that d(x, c)  r (i.e., |Ir(C;x)|  1). Moreover, if a code C ⊆ Fn has the property that for all x ∈ Fn
there are at least μ codewords at distance at most r from x (i.e., |Ir(C;x)|  μ), then C is called a
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K (n, r). The vast topic of covering codes have been considered, for instance, in [5].
Let C1 ⊆ Fn and C2 ⊆ Fm be two codes, then their direct sum
C1 ⊕ C2 =
{
(a,b) = a1 . . .anb1 . . .bm
∣∣ a= a1 . . .an ∈ C1, b= b1 . . .bm ∈ C2}
is a code in Fn+m .
Let C ⊆ Fn and x ∈ Fn . We denote C +x= {c+x | c ∈ C} where the summation c+x is done bitwise
modulo two.
In [2], the question whether
Mr+t(n +m) Mr(n)Mt(m) (1)
holds is mentioned as an open problem. In [8] the result is proved for r = t = 1. In Section 2 of this
paper, we consider the problems closely related to the conjecture (1) in a general case. In particular,
we show that Mr+1(n+m) 4Mr(n)M1(m) and also present some numerical improvements on known
bounds on Mr(n). It is also open if it is true that
M()r+t (n +m) M()r (n)M()t (m). (2)
The question (2) is proven to be true in Section 3 when t = 1, r  1 and  r+3. In [9] the inequality
(2) has been proven in the case r = t = 1.
In [2], it is also asked whether M1(n + 1)  2M1(n) is true. In the last section, we show that
M1(n + 1) (2+ εn)M1(n) where εn → 0 as n → ∞.
The next easy lemma is needed in the sequel.
Lemma 2. For x,y ∈ Fn we have
∣∣B1(x) ∩ B1(y)∣∣= {n+ 1 if x= y,2 if 1 d(x,y) 2,
0 otherwise.
2. New code constructions for r-identifying codes
In this section, we will present some direct sum constructions for (r + t)-identifying codes. The
motivation for this comes from the conjecture (1). Before we move on to the constructions of identi-
fying codes, we consider a structure of these codes.
Theorem 3. Let C ⊆ Fn be an r-identifying code. Assume that x ∈ Fn and (⋃ri=r−k+1 Si(x)) ∩ C is the empty
set, where k is an integer such that 1 k r. Then the set (
⋃k
i=1 Sr+i(x)) ∩ C r-identiﬁes the set
⋃k
i=1 Si(x).
Proof. Assume that y ∈⋃ki=1 Si(x). Let us ﬁrst show that Ir(y) ∩ (⋃ki=1 Sr+i(x)) is nonempty. Assume
to the contrary that Ir(y) ∩ (⋃ki=1 Sr+i(x)) = ∅. Then, by the assumption (⋃ri=r−k+1 Si(x)) ∩ C = ∅, it
follows that
Ir(y) = Ir(y) ∩ Br−k(x) = Ir(x),
which is a contradiction since it was assumed that the code C is r-identifying.
Now it remains to be shown that the words in
⋃k
i=1 Si(x) are uniquely r-identiﬁed by the code-
words in (
⋃k
i=1 Sr+i(x)) ∩ C . Assume to the contrary that there exist words y1 and y2 in
⋃k
i=1 Si(x)
such that Ir(y1) ∩ (⋃ki=1 Sr+i(x)) = Ir(y2) ∩ (⋃ki=1 Sr+i(x)). Then, by the assumption, it follows that
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(
Ir(y1) ∩
(
k⋃
i=1
Sr+i(x)
))
∪ (Ir(y1) ∩ Br−k(x))
=
(
Ir(y2) ∩
(
k⋃
i=1
Sr+i(x)
))
∪ (Ir(y2) ∩ Br−k(x))= Ir(y2),
which is again a contradiction with the fact that the code C is r-identifying. 
Choosing k = 1, we obtain the following essential consequence.
Corollary 4. Let C ⊆ Fn be an r-identifying code. Then for all x ∈ Fn there exists c ∈ C such that d(c,x) = r or
r + 1.
In the subsequent considerations we refer to the following condition for a given code C :
∀x,y ∈ Fn: It(C;x) \ It−1(C;y) 	= ∅. (3)
We will use the following notations:
• The optimal cardinality of a t-identifying code satisfying the condition (3) is denoted by M̂t(n).
• The optimal cardinality of a t-identifying code which is also (t − 1)-separating and satisﬁes the
condition (3) is denoted by M̂t,t−1(n).
• The optimal cardinality of a t-identifying code such that for every x ∈ Fn there exists a codeword
exactly at distance t from x is denoted by M ′t(n).• We denote by M ′′1(n) the optimal cardinality of a 1-identifying and 2-fold 1-covering code. We
have M ′′1(n) 2M1(n). Namely, if C ⊆ Fn is a 1-identifying code, then |{x ∈ Fn | |I1(C;x)| = 1}||C |. Hence, we need to add at most |C | codewords to the code C to get a 2-fold 1-covering.
Theorem 5. For r  0 and t  1 we have
Mr+t(n +m)
{
Mr(n)M̂t,t−1(m),
M ′r(n)M̂t(m)
(4)
and
Mr+1(n +m) M ′r(n)M ′′1(m). (5)
Moreover,
M ′r(n)
⎧⎨⎩
2Mr(n),
2r+1Mr(n − r − 1),
Mr(n) + 2r K (n − r, r).
(6)
Especially,
Mr+t(n +m) 2Mr(n)M̂t(n), (7)
Mr+1(n +m) 4Mr(n)M1(m). (8)
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a t-identifying and (t − 1)-separating code satisfying the condition (3). We will ﬁrst show that C =
C1 ⊕ C2 ⊆ Fn+m is an (r + t)-identifying code. It is easy to see that C is an (r + t)-covering code, this
implies that Ir(X) = ∅ if and only if X = ∅. Therefore, in order to prove that C is (r + t)-identifying, it
is enough to show that Ir+t(x) 
 Ir+t(y) 	= ∅ for all x,y ∈ Fn+m (x 	= y). Let x= (x1,x2), y= (y1,y2) ∈
Fn+m, where x1,y1 ∈ Fn and x2,y2 ∈ Fm, moreover x 	= y.
• Suppose ﬁrst x1 	= y1. Then there exists c1 ∈ Ir(C1;x1) 
 Ir(C1;y1). Without loss of general-
ity we may assume that c1 ∈ Ir(C1;x1) \ Ir(C1;y1). Since the code C2 satisﬁes the condition
(3), there exists a codeword c2 ∈ C2 such that c2 ∈ It(C2;x2) \ It−1(C2;y2). Hence, we have
d((c1, c2), (x1,x2)) r + t and d((c1, c2), (y1,y2)) r + 1+ t.
• Suppose then x1 = y1. By Corollary 4, there exists c1 ∈ C1 such that d(c1,x1) = r or r+1. Assume
ﬁrst that d(c1,x1) = r. Since C2 is a t-identifying code and x2 	= y2, there exists a codeword
c2 ∈ C2 such that c2 ∈ It(x2) 
 It(y2). Therefore, (c1, c2) ∈ Ir+t(x) 
 Ir+t(y). Assume then that
d(c1,x1) = r + 1. Since C2 is also a (t − 1)-separating code and x2 	= y2, there exists a codeword
c2 ∈ C2 such that c2 ∈ It−1(x2)
 It−1(y2). Hence, (c1, c2) ∈ Ir+t(x)
 Ir+t(y). Thus, we have proved
that C1 ⊕ C2 is an (r + t)-identifying code. This proves the ﬁrst part of (4).
Let C3 ⊆ Fn be an r-identifying code such that for every x ∈ Fn there exists a codeword exactly
at distance r from it and C4 ⊆ Fm a t-identifying code satisfying the condition (3). Showing that
C3 ⊕ C4 ⊆ Fn+m is an (r + t)-identifying code is similar to the proof described above. However, in
the second part of the proof we can assume that there always exists a codeword c1 ∈ Fn such that
d(x1, c1) = r.
Let us now move on to the inequality (5). It is easy to see that 1-identifying and 2-fold 1-covering
code satisﬁes the condition (3) for t = 1, hence M̂1(n)  M ′′1(n). Therefore, the result immediately
follows from (4).
In (4) and (5) we need estimates on M ′r(n) which are given in (6). Let us prove the ﬁrst upper
bound M ′r(n) 2Mr(n). Let C ⊆ Fn be an r-identifying code attaining Mr(n) and e ∈ Fn be a word of
weight 1. We will show that the code C ′ = C ∪ (C + e) is an r-identifying code such that for every
x ∈ Fn the set Sr(x)∩C ′ is nonempty. Since C is an r-identifying code, the code C ′ is also r-identifying.
Thus, it remains to prove that for every x ∈ Fn the set Sr(x) ∩ C ′ is nonempty.
Assume then x ∈ Fn . If the set Sr(x)∩ C 	= ∅, then trivially Sr(x)∩ C ′ 	= ∅. Assume now that Sr(x)∩
C = ∅. Consider then the word y= x+e. By Theorem 3, we know that Ir(C;y)∩ Sr+1(x) 	= ∅. Therefore,
there exists a codeword c ∈ C such that
d(x, c) = r + 1 and d(y, c) = r.
Now we have for the codeword c+ e ∈ C ′ that
d(x, c+ e) = d(x+ e, c) = d(y, c) = r.
Thus, Sr(x) ∩ C ′ 	= ∅ and the claim M ′r(n) 2Mr(n) follows.
The second estimate for M ′r(n) comes from the following observation. If C ⊆ Fn−r−1 is an r-
identifying code, then Fr+1 ⊕ C is an r-identifying code by [8, Theorem 4] and it clearly also has
the property that every word is covered (by a codeword) exactly at distance r.
For the last inequality for M ′r(n) we take the union of an r-identifying code C1 ⊆ Fn and C2 ⊕ Fr,
where C2 ⊆ Fn−r is an r-covering code. As above, we get a desired code.
Inequalities (7) and (8) are the corollaries of inequalities (4)–(6). 
The inequalities (4) resembles the conjecture (1), although here we needed, in order to prove the
theorem, to require more than just r- and t-identifying from the underlying codes. However, it should
be noted that there exist optimal t-identifying codes which automatically are (t − 1)-separating and
satisfy the condition (3). For example, the words 0000,0011,0100,0110,1000, and 1001 in F4 form an
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the optimal 3-identifying code formed by the words 000010,001111,010100,011001,101000,110011,
and 111110 in F6.
In [3, Theorem 3] it is proved that when 1 t <m r we have
Mr+t(n +m) 2mMr(n). (9)
Assume ﬁrst t = 1. Since C = Fm \ {1m} is clearly a 1-identifying and 0-separating code satisfying
the condition (3), we have, by (4), that Mr+1(n + m)  (2m − 1)Mr(n). Using (8) we obtain further
improvements to (9). Namely, by [7] we know that M1(m)  92 · 2
m
m+1 < 2
m−2 − 1 when m  18 and,
by the tables of [3], this also holds for m 8.
In the next theorem we improve (9) using (7) when t  2 and m  2t . We give an upper bound
for M̂t(m) using a method inspired by Delsarte and Piret [5, p. 320].
Theorem 6. Let m 2t.
Mr+t(n +m) 2
⌈
2m
min
{(m
t
)
,2
(m−1
t
)}2m ln 2⌉Mr(n).
Proof. We ﬁrst prove that there exists a t-identifying code in Fm satisfying the condition (3) of cardi-
nality
K 
⌈
2m
min
{(m
t
)
,2
(m−1
t
)}2m ln 2⌉.
Then by combining this result with (7) we get the desired inequality.
We ﬁrst need two preliminary observations. If x,y ∈ Fm and x 	= y, then by [5, Theorem 2.4.8]
|Bt(x) 
 Bt(y)| 2
(m−1
t
)
. If x,y ∈ Fm (here x can be equal to y), then |Bt(x) \ Bt−1(y)|
(m
t
)
because
|Bt(x)| − |Bt−1(y)| =
(m
t
)
.
Let C be a subset of Fm . Denote by Pt(C) the number of (unwanted) pairs {x,y} (x,y ∈ Fm) such
that
It(C;x) \ It−1(C;y) = ∅, if x= y, (10)
or
It(C;x) \ It−1(C;y) = ∅ or It(C;x) 
 It(C;y) = ∅, if x 	= y. (11)
We further denote by CK the set of all codes of size K in Fm . Now we have
∑
C∈CK
Pt(C) =
∑
C∈CK
∑
x∈Fm
∑
y∈Fm
(10) and (11)
1
=
∑
x∈Fm
∑
y∈Fm
∑
C∈CK
(10) and (11)
1

∑
x∈Fm
∑
y∈Fm
x	=y
(
2m −min{|Bt(x) 
 Bt(y)|, |Bt(x) \ Bt−1(y)|}
K
)
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∑
x∈Fm
(
2m −min{|Bt(x) \ Bt−1(x)|}
K
)

∑
x∈Fm
∑
y∈Fm
(
2m −min{2(m−1t ), (mt )}
K
)
 22m
(
2m −min{2(m−1t ), (mt )}
K
)
.
Choose now
K =
⌈
2m
min
{
2
(m−1
t
)
,
(m
t
)} ln 22m⌉.
Then, using the fact that (1− 1/x)x < 1/e for x 1, we have
∑
C∈CK Pt(C)
|CK | 
22m
(2m−min{2(m−1t ),(mt )}
K
)(2m
K
)
= 22m
K−1∏
i=0
2m −min{2(m−1t ), (mt )}− i
2m − i
 22m
(
1− min
{
2
(m−1
t
)
,
(m
t
)}
2m
)K
< 1.
The previous inequality now implies that there exists C ∈ CK such that Pt(C) = 0. This means that C
is a t-identifying code satisfying the condition (3). 
Assume then that in the previous theorem we have m = 2t . Using Stirling’s inequality (see
[5, Section 2.4]) we have M̂t(m) < 2.24 ·m3/2. By [1, Section 3], we also know that a t-identifying code
in Fm is always (t − 1)-separating. Therefore by (4), Mr+t(n+m) < 2.24 ·m3/2Mr(n) when m = 2t . On
the other hand, by [13, Theorem 1(1)] we know that Mt(m)m, so the coeﬃcient which we have is
at most 2.24m1/2 times bigger than what it could be at the best if the conjecture (1) holds.
2.1. Bounds using locating-dominating codes
In what follows, we develop further the direct sum approach with the aid of r-locating-dominating
codes. It is a class of codes introduced by Slater (see [6,18]) closely related to identifying codes; a code
C ⊆ Fn is r-locating-dominating if Ir(C;x) is nonempty and Ir(C;x) 	= Ir(C;y) for all non-codewords
x,y ∈ Fn \ C .
Theorem 7. Let C1 ⊆ Fn be a 1-identifying code which is also a 2-fold 1-covering and has the property that it
is k-locating-dominating for all 1 k r + 1 n− 2. Let C2 ⊆ Fm be an r-identifying code. Then C1 ⊕ C2 ⊆
Fn+m is an (r + 1)-identifying code.
Proof. It is clear that C1 ⊕ C2 is an (r + 1)-covering. Let x = (x1,x2),y = (y1,y2) ∈ Fn+m, where
x1,y1 ∈ Fn, x2,y2 ∈ Fm, and x 	= y.
(1) If x2 = y2, then x1 	= y1 and thus, there is c1 ∈ I1(C1;x1)
 I1(C1;y1). Without loss of generality
we may assume that c1 ∈ I1(C1;x1) \ I1(C1;y1). Suppose c2 ∈ Ir(C2;x2) and d(c2,x2) d(c,x2) for all
c ∈ Ir(C2,x2).
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Constructions for 1-identifying and 2-fold 1-covering codes. Codewords are the binary representations of the numbers
n |C | Codewords
7 38 84 7 53 15 89 68 8 119 76 34 59 6 112 32 74 45 38 127 97 82 67 22 60 95 102 69 111 17 104 51 120 61 90 24
25 62 65 43
8 70 208 118 128 232 92 215 114 108 66 63 205 204 74 209 24 181 142 231 9 90 101 42 189 15 220 167 6 131 34 75
51 244 203 149 127 110 154 129 85 44 64 164 69 241 226 173 25 155 214 186 121 178 37 56 97 234 20 190 22
228 43 48 199 169 249 255 19 31 115 140
10 249 334 793 723 447 197 569 385 139 450 107 466 430 829 250 487 70 649 1003 171 403 322 401 959 865 561
674 344 939 406 871 935 15 621 790 692 432 705 315 832 35 249 483 452 40 309 359 777 797 976 429 479
773 1014 864 222 601 605 433 272 369 926 213 617 512 517 888 152 109 374 671 582 332 588 932 500 727 8
550 1021 886 763 28 524 786 164 714 712 768 337 883 114 505 276 143 702 488 762 127 89 818 629 1010 179
559 652 1002 224 751 37 667 529 853 328 258 323 632 22 527 826 966 23 564 819 1011 973 142 231 707 163
349 65 952 631 474 680 86 681 133 489 647 801 211 453 238 475 812 112 168 934 26 75 57 189 858 689 710
908 183 852 405 855 936 917 538 814 165 414 558 162 62 384 351 988 985 903 130 5 922 876 220 602 720
694 1020 638 34 69 247 396 262 508 642 106 899 265 252 539 740 669 523 356 442 68 778 446 660 60 610
1013 546 749 410 383 975 592 656 290 19 308 362 304 567 847 157 100 287 921 297 395 969 737 283 606
295 891 144 494 205 933 376 779 230 200 455 792 579 113 736 301
• If d(x2, c2) = r, then (c1, c2) ∈ Ir+1(C1 ⊕ C2;x) \ Ir+1(C1 ⊕ C2;y).
• If 0 d(c2,x2) r − 1, then, by Corollary 4, there is c′2 ∈ C2 such that d(c′2,x2) = r + 1. If x1 ∈ C1
(or similarly if y1 ∈ C1), then (x1, c′2) ∈ Ir+1(C1 ⊕ C2;x) \ Ir+1(C1 ⊕ C2;y).
Suppose then x1,y1 /∈ C1 and denote h = d(c2,x2). Because C1 is (r − h + 1)-locating-dominating
there is c′1 ∈ Ir−h+1(C1;x1) 
 Ir−h+1(C2;y1), and we have (c′1, c2) ∈ Ir+1(C1 ⊕ C2;x) 
 Ir+1(C1 ⊕
C2;y).
(2) Assume then that x2 	= y2. Because C2 is an r-identifying code there exists c2 ∈ Ir(C2;x2) 

Ir(C2;y2). Without loss of generality, we may assume that c2 ∈ Ir(C2;x2) \ Ir(C2;y2). Because C1 is
2-fold 1-covering, there exists c1 ∈ I1(C1;x1) such that d(c1,y1) 1. Now (c1, c2) ∈ Ir+1(C1 ⊕ C2;x) \
Ir+1(C1 ⊕ C2;y). 
The condition that the identifying code C1 is a 2-fold 1-covering increases the cardinality only
slightly (see [8]). The extra requirement that C1 is also k-locating-dominating for 1 k n − 2 is not
demanding cardinalitywise either. Indeed, the best known 1-identifying codes which are also 2-fold
1-coverings given in Table 1, are immediately k-locating-dominating for all 1 k n − 2 as well.
However, although we have the following result, Example 9 shows that not every 1-identifying and
2-fold 1-covering code is k-locating-dominating for all 3 k n − 3.
Theorem 8. Let n  4. A 1-identifying code C ⊆ Fn is always 1-locating-dominating, 2-locating-dominating
and (n − 2)-locating-dominating.
Proof. It is clear by the deﬁnition that 1-identifying code is also 1-locating-dominating. By [12] we
know that 1-identifying code is also (n − 2)-identifying and hence also (n − 2)-locating-dominating.
Let x,y ∈ Fn be two different non-codewords. We will show that I2(x) 
 I2(y) is nonempty. There
is c ∈ I1(x) 
 I1(y). Without loss of generality we may assume c ∈ I1(x) \ I1(y). If d(c,y) > 2 we are
done. Suppose then d(c,y) = 2, this implies d(x,y) = 1 or 3.
(a) Suppose d(x,y) = 3. Because n 4, there is z ∈ S1(x) \ S2(y). There is a codeword c′ ∈ C such
that d(c′, z) 1 and hence d(c′,y) 3. Thus, c′ ∈ I2(x) \ I2(y).
(b) Suppose d(x,y) = 1. If there is c′ ∈ (C ∩ S2(x)) \ S1(y), then we are done. Thus, suppose that if
c′ ∈ S2(x)∩C, then d(c′,y) = 1. Denote by z the unique word in (S1(c)∩ S1(y))\{x}. Now I1(z) = I1(c)
unless there is a codeword c∗ (c∗ 	= c) such that d(c∗, z) = 1 and so d(c∗,y) = 2 and d(c∗,x) = 3. 
Example 9. The code F6 \ ({000000,100000} ∪ {(0,v) ∈ F6 | w(v) = 3} ∪ {(1,u) ∈ F6 | w(u) = 3}) is
1-identifying and 2-fold 1-covering but it is not 3-locating-dominating. However, the smallest known
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for all 1 k 4.
In Theorem 7, we could let k run until n − 1, or even more. If k  n, then C1 = Fn \ {0}, and if
k = n− 1, then the code C1 can be (at the best) a half space as the following theorem shows.
Theorem 10. The code C = {0} ⊕ Fn−1 ⊆ Fn is k-locating-dominating for all 1 k n− 1. When k = n− 1,
the code C is optimal.
Proof. For all 1 k n − 1 and x ∈ Fn−1 we have
Ik
(
C; (1,x))= Ik−1(C; (0,x))= {0} ⊕ (Fn−1 ∩ Bk−1(x)).
Hence, it is clear that for all 1 k n− 1 and x,y ∈ Fn \ C, x 	= y we have Ik(x) 	= Ik(y).
Let us then prove the optimality for k = n−1. Let C ⊆ Fn be any (n−1)-locating-dominating code.
Let us consider a word x and its complement word x + 11 . . .1. One of them has to be a codeword
otherwise these two words cannot be separated. Because this is true for all words, at least half of the
words belong to the code. 
2.1.1. Constructions using computer search
To obtain good codes (see Table 1) satisfying the conditions of C1 in Theorem 7, we use com-
puter search described below. The emphasis is to ﬁrst ﬁnd good 1-identifying codes that are 2-fold
1-covering and then test that they are k-locating-dominating for k = 1,2, . . . ,n− 2.
In [9], we describe methods for constructing identifying codes via computer. When the extra con-
ditions for a covering code are added, the problem becomes more complicated.
The ﬁrst thing one might try, as we did, would be to modify the objective function and use a
randomized search that minimized some increasing function of the number of unidentiﬁed words
and the number of uncovered words. This will produce codes for very small values of n (up to 7, or
perhaps 8).
For larger values of n, a variation on randomized search was found to be far more effective. The
method proceeds in two phases. First, we construct an identifying code using one of the techniques
described in [9]. We do this for a code that has enough codewords so that the probability that a
random code is 2-fold 1-covering is reasonably high (i.e., high enough so that if we construct a few
hundred identifying codes, some of them may will be 2-fold 1-covering).
Then we begin phase two, during which we shrink the size of the code. To shrink the code we
look for three things:
• Codewords that can be removed, leaving a code that is both 1-identifying and 2-fold 1-covering.
• Codewords that can be removed, leaving a code that can be made 1-identifying and 2-fold
1-covering by swapping one other codeword with a non-codeword.
• Codewords that can be removed, leaving a code that can be made identifying and 2-fold
1-covering by larger sets of codewords with sets of non-codewords.
In a typical trial of phase two, we ﬁnd a few codewords in the ﬁrst category at the beginning of
the run, enabling us to shrink the code somewhat. For example, in the case of a 1-identifying, 2-fold
1-covering code for n = 10, we might begin with a code of size 300 (far larger than the previous best
code of size 256). Then we shrink the code by removing codewords of the ﬁrst type, until the code
size is roughly 280. Next we remove codewords of type two, which reduces the size of the code to
approximately 260. Then words of the third type would used down to 249 (our new best). The sizes
of the set of codewords and non-codewords used might range from 2 to 4. We emphasize that this is
a typical run, and the numbers would vary greatly from run to run.
By a computer it can be checked that the codes (obtained by the binary representation of the set of
integers) of Table 1 satisfy also the property that they are k-locating-dominating for all 1 k n− 2.
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of cardinality 128 [8] is k-locating-dominating for all k = 1, . . . ,7. Hence, we can apply these codes to
Theorem 7 and we get the following theorem.
Theorem 11. M4(n)  38M3(n − 7), M5(n)  70M4(n − 8), M6(n)  128M5(n − 9) and M7(n) 
249M6(n − 10).
We get for example, that M5(27) 70M4(19) 58450 and M5(28) 70M4(20) 120400, where
M4(19)  835 and M4(20)  1720 are due to [3]. The previously best known bounds are 83840 and
167680, respectively.
The codes of the table are also useful for bounding M1(n) from above. Namely, it has been proved
in [8] that if a code C ⊆ Fn is 1-identifying and 2-fold 1-covering then the code D = {(π(u),u,u+v) |
u ∈ Fn,v ∈ C} ⊆ F2n+1 is 1-identifying and 2-fold 1-covering. Here π(u) = 0 if the weight of the
word u is even and otherwise π(u) = 1. Combined this result with the codes from our table, we get
improvements on the previous records.
Theorem 12. M1(17) 17920 and M1(21) 254976.
The best previous upper bounds for the cardinalities of 1-identifying codes of lengths 17 and 21
are 18558 and 262144, respectively, these results are from [3].
3. Codes identifying sets of vertices
In this section, we consider the question (2) when t = 1 and r  1, and show that it holds when
 r + 3.
Lemma 13. Suppose r  1 and  2. Let C ⊆ Fn be an (r, )-identifying code. Then for all x ∈ Fn and for
every e ∈ S1(x) there is no set of size at most −2, not containing x, that r-covers the set (C ∩ Sr(x)) \ Br(e).
Proof. If for some x ∈ Fn and e ∈ S1(x) there is a set Y ⊆ Fn such that |Y |  − 2 and Y r-covers a
set (C ∩ Sr(x)) \ Br(e). Then Ir(Y ∪ {x,e}) = Ir(Y ∪ {e}), which is impossible. 
Theorem 14. Let r be a positive integer and suppose   r + 3. Let C1 ⊆ Fn1 be a (1, )-identifying code
and C2 ⊆ Fn2 be an (r, )-identifying code. Then C1 ⊕ C2 ⊆ Fn1+n2 is an (r + 1, )-identifying code.
Proof. We use repeatedly the fact [15] that |I1(C1;x)|  2 − 1 for all x ∈ Fn. Let X, Y ⊆ Fn1+n2 ,
X 	= Y . By [10] we know that we only need to consider the case where |X | =  and either |Y | =  or
|Y | =  − 1 and Y ⊆ X . Now X = {x1, . . . ,x} and Y = {y1, . . . ,yk}, where k =  or  − 1. Moreover,
xi = (xi1,xi2) for i = 1, . . . ,  and y j = (y j1,y j2) for j = 1, . . . ,k where xi1,y j1 ∈ Fn1 and xi2,y j2 ∈ Fn2 .
Let us denote for h = 1,2, Xh = {xih | i = 1, . . . , } and Yh = {yih | i = 1, . . . ,k}.
Suppose ﬁrst that X2 	= Y2. Then there is c2 ∈ Ir(C2; X2) 
 Ir(C2; Y2). Without loss of generality
we may assume, that c2 ∈ Ir(C2;x12) \ Ir(C2; Y2). Moreover, |I1(C1;x11)|  2 − 1 >   |Y1|. Thus,
there is c1 ∈ I1(x11) such that d(c1, Y1) 1. Hence, (c1, c2) ∈ Ir+1(X) \ Ir+1(Y ).
(1) Suppose then X2 = Y2. Without loss of generality we may assume x1 = (x11,x12) ∈ X \ Y .
Suppose ﬁrst |Y2 \ {x12}|  − 2.
Then by Lemma 13 we know that there is c2 ∈ (Sr(x12)∩ C2) \ Ir(Y2 \ {x12}). Denote by Y ∗1 = {yi1 ∈
Y1 | yi2 = x12}. If (here we use Lemma 2) 2|Y ∗1 | + |Y1 \ Y ∗1 | < 2 − 1  |I1(C1;x11)|, then there is a
codeword c1 ∈ I1(C1;x11) such that d(c1, Y ∗1 )  2 and d(c1, Y1 \ Y ∗1 )  1. Hence, (c1, c2) ∈ Ir+1(X) \
Ir+1(Y ). It remains to check two cases (1) |Y ∗1 | =  and (2) |Y ∗1 | =  − 1 and |Y1 \ Y ∗1 | = 1. In both
cases, we have c2 ∈ (Sr(x12) ∩ C2) \ Ir(Y2 \ {x12}).
(1) Suppose |Y ∗1 | = . This means X2 = Y2 = {x12}. Because X 	= Y , we must have X1 	= Y1 and hence,
there is c1 ∈ I1(X1) 
 I1(Y1). Now (c1, c2) ∈ Ir+1(X) 
 Ir+1(Y ).
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again that there is c′2 ∈ (Sr(x22) ∩ C2) \ Ir(x12), because  − 2 1.
If X1 	= Y1, then there is c1 ∈ I1(X1) 
 I1(Y1). Because X2 = Y2 we can assume without loss of
generality that c1 ∈ I1(xk1) for some xk1 ∈ X1 \ Y1. Depending on whether xk2 = x12 or xk2 = x22
we get either (c1, c2) or (c1, c′2) ∈ Ir+1(X) \ Ir+1(Y ).
Suppose then X1 = Y1. Recall that |Y ∗1 | =  − 1. Now X2 = Y2 = {x12,x22} and (x11,x22) ∈ Y \ X
and (x11,x12) ∈ X \ Y . Denote by X∗1 = {xi1 ∈ X1 | xi2 = x22}. If 2|X∗1 | + |X1 \ X∗1 | < 2 − 1 |I1(C1;x11)|, then as above for Y ∗1 we found a solution. Hence, the only possibility which is left
is |X∗1 | =  − 1. If there is c1 ∈ (I1(x11) \ {x11}) \ I1(Y1 \ {x11}), then (c1, c2) ∈ Ir+1(X) \ Ir+1(Y ).
Suppose then |I1(Y1 \ {x11}) ∩ (I1(x11) \ {x11})| = 2( − 1) (this cannot be more) and suppose also
|I1(x11) \ {x11}| = 2( − 1) (this cannot be less). Now d(yi1,y j1) = 4 for all yi1,y j1 ∈ Y1 \ {x11},
when i 	= j. Hence, I1(yi1) ∩ I1(y j1) = ∅, and because  4, for all words yk1 ∈ Y1 \ {x11} there is
a codeword c′1 ∈ (I1(yk1) \ {yk1}) \ I1(Y1 \ {yk1}) such that d(c′1,x11) = 3. Because (yk1,x22) ∈ X \ Y
and (yk1,x12) ∈ Y \ X, we have (c′1, c′2) ∈ Ir+1(X) 
 Ir+1(Y ).
(2) Suppose ﬁnally, X2 = Y2 and |Y2| = . Because X 	= Y there is x1 = (x11,x12) ∈ X \ Y . We
also have (y11,x12) ∈ Y , where y11 	= x11, and because |Y2| =  there does not exist another yk such
that yk2 = x12. There exists c2 ∈ Ir(C2;x12) \ Ir(C2; Y2 \ {x12}). Let h = d(x12, c2) where 0  h  r.
Because n1  2( − 1)  2r + 4, there is z ∈ Fn1 such that d(x11, z) = r − h and d(y11, z) = min{r −
h+d(x11,y11),n1}. If d(x11,y11) 3, then I1(z) ⊆ Ir−h+1(x11) \ Ir−h+1(y11). Moreover, |I1(z)| 2−1.
Hence, there is cz ∈ I1(z) such that d(x11, cz) r−h+1, d(y11, cz) r−h+2 and d(cz, Y1 \{y11}) 1.
Now (cz, c2) ∈ Ir+1(X) \ Ir+1(Y ).
Suppose then 1  d(x11,y11)  2. Then there is z ∈ Fn1 such that d(x11, z) = max{r − h −
d(x11,y11) + 1,0} and d(y11, z) = r − h + 1. Now∣∣I1(C1; z)∣∣− ∣∣Br−h+1(y11) ∩ I1(z)∣∣− ∣∣Y1 \ {y11}∣∣  − r − 2 1,
because by the assumption  r+3. Hence, there exists cz ∈ I1(C1; z) such that d(cz,x11) r−h+1,
d(cz,y11) = r − h + 2, and d(cz, Y1 \ {y11}) 1. Thus, (cz, c2) ∈ Ir+1(X) \ Ir+1(Y ). 
Corollary 15.When  r + 3, then
M()r+1 (n +m) M()1 (n)M()r (m).
4. A direct sum of 1-identifying code and F
In [2] it has been stated as an open problem whether M1(n + 1)  2M1(n) holds, from there
it also follows that M1(n + 1)  3M1(n). The next theorem shows that M1(n + 1)  (2 + εn)M1(n)
where εn → 0 as n → ∞.
Theorem 16. Assume n 2. Then we have
M1(n + 1)
(
2+ 1
n + 1
)
M1(n).
Proof. Let C ⊆ Fn be an optimal 1-identifying code attaining M1(n). Deﬁne
C1 =
{
x
∣∣ x ∈ C, ∣∣I1(x)∣∣= 1} and N1 = {x ∣∣ x ∈ Fn, x /∈ C, ∣∣I1(x)∣∣= 1}.
Clearly, |C1 ∪ N1|  M1(n). Assume ﬁrst |C1|  M1(n)/(n + 1). Let D1 = C ⊕ F ⊆ Fn+1. Denote Ol =
Fn ⊕ {l} where l ∈ F. Assume x = (x′,a) ∈ Fn+1 with x′ ∈ Fn and a ∈ F. Since C is 1-identifying, the set
I1(D1;x) can coincide only with the I-sets of words in Oa+1. If |I1(C;x′)|  2, then the word x is
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can now be assumed that |I1(C;x′)| = 1.
Assume x′ ∈ N1, i.e. I1(C;x′) = {x′ +e}, where e ∈ Fn is a word of weight 1. The only word in Oa+1
which 1-covers the codeword (x′ + e,a) is the word (x′ + e,a + 1). However, |I1(C;x′ + e)| 2 and
therefore, as above, it can be said that x is uniquely identiﬁed. If x′ ∈ C1, then clearly, I1(D1; (x′,a)) =
I1(D1; (x′,a+1)). But such a problematic case can be solved by adding one codeword to the code D1.
Thus, we have
M1(n + 1)
(
2+ 1
n+ 1
)
M1(n).
Assume then |C1| > M1(n)/(n + 1). Let z ∈ Fn be a word of weight 1. Consider then a code D2 ⊆
Fn+1 deﬁned as
D2 =
(
C ⊕ {0})∪ ((C + z) ⊕ {1}).
Assume x = (x′,a) ∈ Fn+1 with x′ ∈ Fn and a ∈ F. If |I1(C;x′)|  2, then, as above, the word x is
uniquely identiﬁed by its I-set I1(D2;x).
Assume now that x′ ∈ C1, i.e. I1(C;x′) = {x′}. The only word in Oa+1 which 1-covers the codeword
(x′,a) is the word (x′,a + 1). However, |I1(D2; (x′,a + 1)) ∩ Oa+1| 2 since |I1(D2; (x′ + z,a + 1)) ∩
Oa+1| = 1 and the underlying code C is 1-identifying. Therefore, as before, it can be deduced that x
is uniquely identiﬁed by its I-set I1(D2;x).
Assume then x′ ∈ N1, i.e. I1(C;x′) = {x′ +e}, where w(e) = 1. Again it suﬃces to consider the word
(x′ +e,a+1). If I1(D2; (x′,a)) = I1(D2; (x′ +e,a+1)), then I1(D2; (x′ +e,a+1))∩Oa+1 = {(x′,a+1)}.
Since I1(D2; (x′,a))∩ Oa = {(x′ +e,a)}, we have d((x′,a), (x′ +e+z,a+1)) = 1. Thus, I1(D2; (x′,a)) =
I1(D2; (x′ + e,a+ 1)) if and only if e= z. The code D2 can clearly be made 1-identifying by adding a
codeword to the set for each one of these problematic cases. Moreover, there exists a word e′ ∈ Fn of
weight 1 such that
∣∣{x ∈ Fn ∣∣ x /∈ C, I1(x) = {x+ e′}}∣∣ |N1|
n
.
If we now choose z= e′ , then we have, by the previous considerations, that
M1(n + 1) 2M1(n) + |N1|
n
 2M1(n) + M1(n) − |C1|
n
 2M1(n) +
M1(n) − M1(n)n+1
n
=
(
2+ 1
n + 1
)
M1(n). 
Acknowledgments
We would like to thank the authors of [3] for sending us the copy of their inspiring work.
References
[1] U. Blass, I. Honkala, S. Litsyn, On binary codes for identiﬁcation, J. Combin. Des. 8 (2) (2000) 151–156.
[2] U. Blass, I. Honkala, S. Litsyn, Bounds on identifying codes, Discrete Math. 241 (1–3) (2001) 119–128.
[3] I. Charon, G. Cohen, O. Hudry, A. Lobstein, New identifying codes in the binary Hamming space, European J. Combin., in
press.
[4] I. Charon, O. Hudry, A. Lobstein, Extremal cardinalities for identifying and locating-dominating codes in graphs, Discrete
Math. 307 (3–5) (2007) 356–366.
[5] G. Cohen, I. Honkala, S. Litsyn, A. Lobstein, Covering Codes, Elsevier, Amsterdam, 1997.
[6] C.J. Colbourn, P.J. Slater, L.K. Stewart, Locating dominating sets in series parallel networks, in: Sixteenth Manitoba Confer-
ence on Numerical Mathematics and Computing, Winnipeg, MB, 1986, Congr. Numer. 56 (1987) 135–162.
G. Exoo et al. / Advances in Applied Mathematics 42 (2009) 277–289 289[7] G. Exoo, V. Junnila, T. Laihonen, S. Ranto, Locating vertices using codes, submitted for publication.
[8] G. Exoo, T. Laihonen, S. Ranto, Improved upper bounds on binary identifying codes, IEEE Trans. Inform. Theory 53 (11)
(2007) 4255–4260.
[9] G. Exoo, T. Laihonen, S. Ranto, New bounds on binary identifying codes, Discrete Appl. Math. 156 (2008) 2250–2262.
[10] A. Frieze, R. Martin, J. Moncel, M. Ruszinkó, C. Smyth, Codes identifying sets of vertices in random networks, Discrete
Math. 307 (9–10) (2007) 1094–1107.
[11] S. Gravier, J. Moncel, Construction of codes identifying sets of vertices, Electron. J. Combin. 12 (2005) R 13, 9 pp. (elec-
tronic).
[12] I. Honkala, On the identifying radius of codes, in: I. Honkala, T. Harju (Eds.), Proceedings of the Seventh Nordic Combina-
torial Conference, TUCS General Publications, Turku, 1999.
[13] M.G. Karpovsky, K. Chakrabarty, L.B. Levitin, On a new class of codes for identifying vertices in graphs, IEEE Trans. Inform.
Theory 44 (2) (1998) 599–611.
[14] M. Laifenfeld, A. Trachtenberg, T.Y. Berger-Wolf, Identifying codes and the set cover problem, in: Proceedings of the 44th
Annual Allerton Conf. on Communication, Control and Computing, Monticello, USA, 2006.
[15] T. Laihonen, Sequences of optimal identifying codes, IEEE Trans. Inform. Theory 48 (3) (2002) 774–776.
[16] A. Lobstein, Identifying and locating-dominating codes in graphs, a bibliography, published electronically at http://perso.
enst.fr/~lobstein/debutBIBidetlocdom.pdf.
[17] D.L. Roberts, F.S. Roberts, Locating sensors in paths and cycles: The case of 2-identifying codes, European J. Combin. 29 (1)
(2008) 72–82.
[18] P.J. Slater, Dominating and reference sets in a graph, J. Math. Phys. Sci. 22 (1988) 445–455.
[19] Y. Xiao, C. Hadjicostis, K. Thulasiraman, The d-identifying codes problem for vertex identiﬁcation in graphs: Probabilistic
analysis and an approximation algorithm, in: COCOON 2006 (12th Annual International Computing and Combinatorics
Conference), Taipei, 2006.
