It has been shown by Albuquerque and Majid that a class of unital k-algebras, not necessarily associative, obtained through the Cayley-Dickson process can be viewed as commutative associative algebras in some suitable symmetric monoidal categories. In this note we will prove that they are, moreover, commutative and cocommutative weak braided Hopf algebras within these categories. To this end we first define a Cayley-Dickson process for coalgebras. We then see that the k-vector space of complex numbers, of quaternions, of octonions, of sedenions, etc. fit to our theory, hence they are all monoidal coalgebras as well, and therefore weak braided Hopf algebras.
and it can be easily checked that indeed σ is an algebra involution of A .
And this process can continue, and so we can construct new algebras from old ones. As we have already pointed out this procedure is called the Cayley-Dickson process, and an involution algebra obtained in this way is called a Cayley-Dickson algebra. In addition, the starting k-algebra in the chain produced by this process will be called the input involution algebra.
From now on we will consider only Cayley-Dickson algebras obtained from the input involution algebra (k, Id k ), where k is a field of characteristic different from 2. One have that the addition of k is done componentwise and the multiplication is given by (α, β)(γ , δ) = (αγ − δβ, αδ + γ β), for all α, β, γ , δ ∈ k. Consequently, for k = R, the real number algebra, we obtain R = C, the complex number algebra. Moreover, the involution of C is defined by σ (α, β) = (α, −β), the conjugate of a complex number, and this justifies our notation for an element lying in the image of an arbitrary algebra involution map.
Hamilton has observed that a complex number can be thought as α + iβ, by identifying (α, It is clear that a basis of A is {a, vb | a, b ∈ B}, where B is a k-basis of A. We will refer to it as being the canonical basis of A . Thus k identifies with k [i] , modulo the relations i 2 = −1 and αi = iα, for all α ∈ k. Furthermore, k [i] is an involution algebra via σ defined by σ (α + iβ) = α − iβ, for all α, β ∈ k. By analogy with the R-case it is called the complex number algebra over the field k. And so on, one can obtain the k-algebras k := H (quaternions), k = O (octonions), k := S (sedenions), etc. Note that the quaternions were invented by Hamilton [8] and can be viewed as a non-commutative extension of the complex number algebra, the octonions were discovered independently by Graves (a friend of Hamilton) in 1843 and Cayley in 1845 and can be viewed as a non-associative extension of the quaternions, while the sedenions form the first algebra in this chain having zero-divisors. Also, all these algebras have been intensively used in quantum mechanics, physics, computer graphics, bioinformatics, orbital control theory, signal processing, etc.
The remarkable thing is the fact that all the Cayley-Dickson algebras obtained from the input involution algebra (k, Id k ) are commutative and associative, but as braided monoidal algebras. This fact has been explained by Albuquerque and Majid in [2] . They actually proved that for any algebra defined by the Cayley-Dickson process with the input data (k, Id k ), there exists a natural number n and a 2-cochain F on the group G = (Z 2 )
an involution algebra, to k F [G] , a deformation by F of the group algebra associated to G. Now, k F [G] has a natural commutative algebra structure within the category of G-graded vector spaces equipped with a certain braided monoidal structure defined by F , and so we get that all the Cayley-Dickson algebras presented above are commutative and associative braided monoidal algebras. The twist deformation theory was invented by Drinfeld [6, 7] in connection with his treatment of the Knizhnik-Zamolodchikov system of partial differential equations. Namely, any twist F ∈ H ⊗ H on a bialgebra H produces a new monoidal structure on the category of representations of H , denoted 
is a bialgebra and has a natural algebra structure in M k [G] . Hence, if 
, with G and F constructed directly from G and F , respectively. Consequently, any Cayley-Dickson algebra constructed from the input data (k, Id k ) has this form and, moreover, at each step G and F can be explicitly computed from the previous ones. More details will be given in Section 2.
Since k [G] has also a natural coalgebra structure in M k [G] , and so for any 2-cochain 
with F as in the algebra case, and that in the inductive step the (involution coalgebra) isomorphism (k 
Preliminary results

Braided monoidal categories
A monoidal category is a category C together with a functor ⊗ : C × C → C, called the tensor product, an object 1 ∈ C called the unit object, and natural isomorphisms a : ⊗•(⊗×Id) → ⊗•(Id×⊗) (the associativity constraint), l : ⊗ • (1 × Id) → Id (the left unit constraint) and r : ⊗ • (Id × 1) → Id (the right unit constraint). In addition, a has to satisfy the pentagon axiom, and l and r have to satisfy the triangle axiom. We refer to [11, 13] for a detailed discussion. In the sequel, for any object X ∈ C we will identify 1 ⊗ X ∼ = X ∼ = X ⊗ 1 using l X and r X , respectively.
In a monoidal category, say C, we can define algebras and coalgebras. Namely, an algebra in C is an object A of C endowed with a multiplication m A : A ⊗ A → A and unit morphism η A : 1 → A such that m A is associative up to the associativity constraint a of C and
Similarly, a coalgebra in C is an object C of C together with a comultiplication morphism C : C → C ⊗ C and counit morphism ε C : C → 1 such that C is coassociative up to the associativity constraint a and (
. A prebraiding on a monoidal category C is a natural transformation c : ⊗ → ⊗•τ , satisfying some hexagon axioms (see for example [11, 13] 
The associativity constraints a of Vect G are in a one-to-one correspondence with the normalized 3-cocycles φ on G with coefficients in k * , this means, with k-linear
for all x, y, z, t ∈ G. Through this correspondence an associativity constraint for Vect G is obtained as
The left and right constraints of Vect cf. [9, 10] . This means, with pairs (φ, R) consisting of a normalized 3-cocycle φ on G with coefficients in k * and a map R : 
for all x, y, z ∈ G, is a normalized 3-cocycle on G. In the case that G is abelian the pair determined by φ F −1 and the map R F −1 : 
for any homogeneous elements a, b, c ∈ A.
As it was pointed out in [2] , one can always construct non-associative quasialgebras from a group
Proposition 2.1. (See [2, Corollary 2.4].) Let G, k and F be as above and denote by k F [G] the k-vector space k[G] endowed with the multiplication
. Now all the algebras obtained through the Cayley-Dickson process with the input data (k, 
is an involution algebra isomorphic to the complex number algebra over k. In general, the algebra
In particular, since xy = yx we get that
Proposition 2.3. (See [2, Proposition 4.1].) Let G be an abelian group and F a 2-cochain on G such that k F [G]
is a standard involution algebra. Take G := G × Z 2 and define the 2-cochain F on G by
the involution algebra corresponding through the Cayley-Dickson process to the standard involution algebra k F [G].
Proof. We also recall that the isomorphism is produced by the k-linear morphism that takes 
. Therefore, according to the general multiplication rule we have
for all δ ∈ k, so if we denote k := −ji we then have
and that {1, i, j, k} is a k-basis for H. Using (1.1)-(1.3), we deduce that the multiplication of H is associative and completely determined by the fact that i, j and k commute with any scalar, and by the relations
The involution σ on H is given by
On the other hand, the complex number algebra 
A straightforward computation ensures us that 2 ( F −1 ) is trivial, and therefore H is an associative unital algebra. It is, moreover, a Z 2 × Z 2 -graded algebra. To find its grading we have to transport the canonical
. This is done explicitly by the two correspondences below,
Clearly, H is not a commutative k-algebra, i.e., a commutative algebra in k M; once more, the characteristic of k is different from 2. Nevertheless, H is commutative as an algebra in the braided strict monoidal category Vect Z 2 ×Z 2 , cf. Proposition 2.1. Note that the braiding on Vect 
and so on. We know that
where ( x × y) · z is the mixed double product of the vectors x, y and z (see [1, 3] ). We have that φ is a coboundary but non-trivial 3-cocycle, so that O is a (Z 2 )
3 -graded quasialgebra with associator φ, thus an algebra in a non-strict monoidal category.
We should notice that the (Z 2 ) 3 -grading of O can be obtained through the isomorphisms considered above. Namely, we have the following correspondences: 6 , e 7 := (1, 1, 1).
According to [1, 3] , the braiding produced by F comes out as
so the braided monoidal structure of Vect
The Cayley-Dickson process for coalgebras
We will construct coassociative cocommutative coalgebras in braided monoidal categories by using a so called Cayley-Dickson process for coalgebras. Note that it is not the formal dual process of Cayley and Dickson for k-algebras presented in Introduction, and so the main results of this section cannot be obtained by "dualizing" some similar results obtained in [2] for (not necessarily associative) unital k-algebras. This is why most of the results will be presented with detailed proofs.
Starting with the pair (k, Id k ), considered now as an involution coalgebra, we will see that any coalgebra obtained through the Cayley-Dickson process for coalgebras is isomorphic, as an involution coalgebra, with a certain standard involution coalgebra built, again, on k [G] , where G is a finite direct sum of a family of copies of Z 2 . Consequently, we will obtain that all the Cayley-Dickson algebras considered in Section 2 (and so the complex number algebra, the quaternions, the octonions, the sedenions, etc.) have also coalgebra structures in the braided monoidal categories where they lie.
We start by describing coalgebras in a category of graded vector spaces. 
, and
• ε(C x ) = 0, for all x ∈ G, x = e, and
where we make the convention that all the tensor product elements that appear in the expressions of Proof. The fact that ε F is a counit for F follows directly from definitions and the fact that F (e, x) = F (y, e) = 1, for all x, y ∈ G. The commultiplication F is coassociative up to the reassociator φ :=
for all x ∈ G. In order to see that k F [G] is braided cocommutative recall first that we need G abelian in order to have Vect
for any M, N ∈ Vect G and homogeneous elements m ∈ M and n ∈ N, respectively. We then compute
for all x ∈ G, and the latest expression is just F (x). 2
The presence of |G| in the definition of F , and implicitly in the one of ε F , is required by the inductive process that we will next describe. 
Lemma 3.4. We have that σ is indeed a coalgebra involution of C .
Proof. Since σ is a coalgebra involution of C we have that
We then compute:
for all c ∈ C , and, similarly, We take now the (trivial) involution k-coalgebra (C, σ ) = (k, Id k ) and apply to it the CayleyDickson process for coalgebras described above. Somehow to our surprise it comes out that (C , σ ) is isomorphic to (k 
and
We also have that ε F , the counit of F , is uniquely determined by ε F (0) = 2 and ε F (1) = 0. The above isomorphism μ is, moreover, an involution coalgebra isomorphism. Indeed, this follows easily from σ
It is clear that
k = k[i] := k ⊕ ik, the k-vector space of complex numbers over k. Since the comul- tiplication of k is k (α) = α ⊗ 1 = 1 ⊗ α, for all α ∈ k, we get that the comultiplication of k[i] is given by (1) = 1 2 (1 ⊗ 1 − i ⊗ i) and (i) = 1 2 (1 ⊗ i + i ⊗ 1).F (μ(1)) = σ F (0) = 0 = μ(1) = μ(σ (1)) and σ F (μ(i)) = σ F (1) = −1 = μ(−i) = μ
(σ (i)).
We conclude that k[i] is both an algebra and a coalgebra in the strict monoidal category of Z 2 -graded vector spaces, and so it has both a k-algebra and a k-coalgebra structure. 2
The following result justifies the presence of |G| in the definition of the coalgebra structure of k 
then k F [ G] is a standard involution coalgebra isomorphic to (k
Proof. Denote by ν the k-linear isomorphism defined in the proof of Proposition 2.3 (ν maps x to (x, 0), and vx to (x, 1)) and view it as a k-linear isomorphism from k
. We shall prove that ν is an involution coalgebra isomorphism, too. To this end, we use the definition of F to compute
for all x ∈ G, where F is the comultiplication of k F [G] . Likewise, we compute
. So ν is a coalgebra isomorphism. It is, moreover, an involution coalgebra isomorphism because of
which hold for all x ∈ G. It remains to show that σ F is an involution for the coalgebra k
as needed. By a similar computation to the one above we get that
Using F (e, e) = 1 one can easily check that
for all x ∈ G. Thus we have proved that σ F is a coalgebra morphism from k
F is an involution, so our proof is finished. 2
We next determine the graded coalgebra structure of the quaternions and octonions, by using the results in Propositions 3.2 and 3.7, and the (coassociative) k-coalgebra structure of the complex numbers over k, k [i] , from Lemma 3.6. As before, k is a field of characteristic different from 2.
Corollary 3.8. The space of quaternions H is a Z 2 × Z 2 -graded coalgebra via the structure
(1 ⊗ e n + e n ⊗ 1 + e n+1 ⊗ e n+2 − e n+2 ⊗ e n+1 ), ε(e n ) = 0, for all n ∈ {1, 2, 3}, where we denote (i, j, k) = (e 1 , e 2 , e 3 ) and always reduce the indices of e s modulo 3.
Proof. As in Section 2 we identify
as involution coalgebras. Note that the above isomorphisms coincide with the ones constructed when we have computed the algebra structure of the quaternions (so they are both involution algebra and involution coalgebra isomorphisms), and that all the involution coalgebra morphisms σ , σ , etc. considered above coincide, as k-linear maps, with the involution morphisms corresponding to the algebra case; for this reason we kept the same notation for them.
The 2-cochain F on G = Z 2 × Z 2 was explicitly computed in Section 2. It is a 2-cocycle, so Vect Z 2 ×Z 2 is a strict monoidal category. Therefore H is a Z 2 × Z 2 -graded coalgebra and, consequently, a usual (coassociative) k-coalgebra. Now, its coalgebra structure will be computed with the help of
Keeping in mind the coalgebra structure of k
and the shape of F in Section 2, we compute ( (
Obviously ε(1) = 4 and ε(i) = ε(j) = ε(k) = 0, and this completes the Z 2 × Z 2 -graded coalgebra structure of H. By the general theory presented in this section we have that H is, furthermore, a cocommutative coalgebra in Vect Z 2 ×Z 2 . Once more, remark that even if Vect Z 2 ×Z 2 is a strict monoidal category, its braided structure is not, see Section 2. 2
In a similar manner we can compute the graded coalgebra structure of the octonions. if n = 1,
Moreover, O is a braided cocommutative coalgebra.
Proof.
As before, all we have to do is to transfer the (Z 2 )
3 -graded coalgebra structure with associator
Namely, if we set (Z 2 ) 3 = { e 0 , . . . , e 7 } as in Section 2 then, as we have seen, the isomorphism between O and k[Z 2 × Z 2 × Z 2 ] is produced by the correspondences 1 = e 0 → e 0 , i = e 1 → e 1 , j = e 2 → e 2 , −k = −e 4 → e 4 , l = e 3 → e 3 , li = −e 7 → e 5 , lj = −e 5 → e 6 , −lk = −e 6 → e 7 . Now, by the coalgebra structure of k In a similar manner one can compute (e n ) for 2 n 7, we leave the details to the reader. It can be easily checked that ε(e 0 ) = 8 and ε(e n ) = 0, for 1 n 7, so we have completely described the braided cocommutative coalgebra structure of the space of octonions O. 2
Thus all the algebras and coalgebras corresponding through the Cayley-Dickson process for algebras, respectively for coalgebras, to the input data (k, Id k ) are commutative algebras, respectively cocommutative coalgebras, in some suitable braided monoidal categories of graded vector spaces. We will see in the next section that they are, moreover, commutative and cocommutative weak Hopf algebras in the braided monoidal categories where they lie.
The weak braided Hopf algebra structure of k F F [G]
Throughout this section G is an abelian group and F ∈ (G × G) * is a 2-cochain on G, so that 
for all x, y, z, t ∈ G.
Proof. Since the category Vect
G φ is not in general strict monoidal, the multiplication of the tensor product G-quasialgebra A ⊗ A is given by the following composition:
Keeping in mind the monoidal structure of Vect G φ , a straightforward computation leads us to the formula in statement, we leave the verification to the reader.
For the particular case when φ = 2 (F −1 ) and R = R F −1 we have, due to the general case, that
as claimed, so our proof is finished. 2 Proof. For all x, y ∈ G we compute:
as needed. Thus the proof is finished. 2
We have Weak bialgebras and weak Hopf algebras were introduced in [5] . The generalization of this notion to the symmetric monoidal setting is immediate. As in, for instance [4] , we assume that C is a symmetric monoidal category but not strict monoidal. We then have the following concept of a weak braided bialgebra. Definition 4.3. Let C be a symmetric monoidal category. A weak braided Hopf algebra in C is an object H of C having an algebra structure (H, m, η) and a coalgebra structure (H, , ε) such that : H → H ⊗ H is multiplicative, where H ⊗ H has the tensor product algebra structure, and the following relations hold: One can prove now the key result of this section. 
Proposition 4.5. If G is an abelian group and F
as required. In a similar manner we compute that
and so the proof is finished. 2
We will see next that k
is, furthermore, a weak braided Hopf algebra within Vect
Toward this end we first recall that for a coalgebra C and an algebra A in an arbitrary monoidal category C, the convolution algebra between C and A is the set Hom(C , A) of morphisms in C from Proof. We have to prove that (4.4)-(4.6) hold for our structures. Indeed, (4.4) is satisfied since
for all x ∈ G. Similarly, we compute that
for all x ∈ G, so (4.5) holds. We finally compute that
for all x ∈ G, and this proves (4.6). 2
We can prove now the main result of this paper. Proof. From the above results we know that if the two processes have the same input data (k, Id k ) then they produce the same k-vector spaces, and that all these vector spaces are group algebras corresponding to a finite direct sum of a family of copies of Z 2 . So they are of the form k F F [G] , for a certain abelian group G and a 2-cochain F ∈ (G × G) * on G, which we have seen that are commutative and cocommutative weak braided Hopf algebras.
The only thing that remains to be showed is the fact that in the inductive process the comultiplication of A behaves well with the relations (1.1)-(1.3) that define the multiplication of A . In other words, according to Proposition 3.7, we have to verify that, for all x, y ∈ G, the following relations hold:
F (x, x)F (x, y) F (xy, 1) = F (x, 0) • F (y, 1) , 1) • F (y, 0) , and that −F (x, x)F (y, x) F (yx, 0) = F (x, 1) • F (y, 1) .
We only prove the first equality. The other two can be checked in a similar way, so they are left to the reader.
Using the form of F from the proof of Proposition 3.7 and the formula for the corresponding multiplication of the tensor product algebra for all x, y ∈ G, and thus the first compatibility relation is verified. 2
We end by reviewing the commutative and cocommutative weak braided Hopf algebra structure of the complex number algebra, and of quaternions and octonions, respectively.
• The complex number algebra over k, k [i] , is a weak Hopf algebra in the usual sense [5] , because in this situation the symmetric monoidal structure of Vect Z 2 is given by the trivial coboundary abelian 3-cocycle of Z 2 . The algebra structure is determined by i 2 = −1, and the coalgebra structure is the one in Lemma 3.6. Its antipode is the identity map.
• The space of quaternions is an associative k-algebra and a coassociative k-coalgebra but not a weak Hopf algebra in the sense of [5] . It is a weak braided Hopf algebra in the sense of [4] since in this situation even if the monoidal structure of Vect Z 2 ×Z 2 is trivial, the symmetric monoidal structure is not. Recall that the algebra structure of H was described in Section 2, while the coalgebra structure was computed in Corollary 3.8. Its antipode coincides with the identity map.
• The k-vector space of octonions O is perhaps the most interesting example. It has a weak braided
Hopf algebra structure in the sense of [4] via the algebra structure presented in Section 2 and coalgebra structure from Corollary 3.9. The antipode of O is given by the identity morphism.
And the procedure can continue. Tedious but straightforward computations can give us the weak braided Hopf algebra structure of the sedenions or of an another Cayley-Dickson (co)algebra of higher dimension obtained through one of the precesses described above, from the input data (k, Id k ).
It should also be pointed out that Clifford algebras produce another examples of weak braided Hopf algebras. Actually, in a forthcoming paper we will introduce a Clifford process for coalgebras and then we will show how this process provides a weak braided Hopf algebra structure on Clifford algebras.
