We examine in this paper the nature of the intriguing small-frequency spacings that have been reported in the pulsation spectra of rapidly pulsating hot B subdwarf stars. It has been said that these mysterious and puzzling spacings should not be present if current models of these stars and their pulsations are any guide to reality. They lead to highly accurate fits to observed frequency data and have been suggested to contain valuable ( but still encoded ) information about the inner structure of sdB stars. The empirical relation that leads to such high-accuracy fits involves a zero-point frequency, two small-frequency spacings (a factor of 15-30 smaller than the so-called large-frequency spacing for acoustic modes in the asymptotic regime), and two sets of integers, all optimized to best match the observed frequencies. After investigating its true nature, we have to report that this empirical relation contains, in fact, no physical information and is a purely numerical artifact. In particular, we show that the two best-fit frequency spacings used in the proposed relation correspond basically to the largest common denominators between the real frequency spacings in the observed sequence: one acting on a coarse scale and the other on a finer scale. As common denominators, the numerical values of these spacings depend sensitively on the signal-to-noise ratio (S/ N ) of the observations and cannot therefore represent intrinsic properties of a pulsating star. We suggest that, for the time being, progress on the front of the asteroseismology of sdB stars might still best be done with the help of physical models such as those pioneered by Brassard et al. Subject headingg s: stars: horizontal-branch -stars: interiors -stars: oscillations -subdwarfs 1. ASTROPHYSICAL CONTEXT Over the last decade, we and our collaborators have invested considerable efforts to assess and exploit the asteroseismological potential of rapidly oscillating subdwarf B (sdB) stars, also known as V361 Hya variables or, more commonly, EC 14026 stars after the prototype EC 14026À2647 ( Kilkenny et al. 1997 ). These exhibit low-amplitude, multiperiodic luminosity variations with periods that cover the 80-600 s range, but that are found, more typically, in the 100-200 s interval (5-10 mHz in frequency). The luminosity variations are readily explained in terms of lowdegree, low-order acoustic mode oscillations (see, e.g., Charpinet et al. 1997) .
ASTROPHYSICAL CONTEXT
Over the last decade, we and our collaborators have invested considerable efforts to assess and exploit the asteroseismological potential of rapidly oscillating subdwarf B (sdB) stars, also known as V361 Hya variables or, more commonly, EC 14026 stars after the prototype EC 14026À2647 ( Kilkenny et al. 1997 ). These exhibit low-amplitude, multiperiodic luminosity variations with periods that cover the 80-600 s range, but that are found, more typically, in the 100-200 s interval (5-10 mHz in frequency). The luminosity variations are readily explained in terms of lowdegree, low-order acoustic mode oscillations (see, e.g., Charpinet et al. 1997) .
In order to exploit fully the potential of EC 14026 stars, we have favored a multifaceted approach that combines high-sensitivity observations with detailed modeling techniques. For instance, we have pursued follow-up high-speed photometric observations of several known pulsators at the 3.6 m Canada-France-Hawaii Telescope (CFHT ) in order to uncover as many pulsation modes as possible. We thus found that, due to the increased sensitivity, we could usually uncover k10 modes as compared to the 2-4 modes typically detected in discovery runs on smaller telescopes. We have also gathered high-S/N spectroscopic observations and combined them with local thermodynamic equilibrium (LTE) and non-LTE model atmosphere calculations in order to derive reliable and homogeneous time-averaged atmospheric parameters for the pulsators. We do this because the input from spectroscopy provides essential information for discriminating between several potential different asteroseismological solutions.
We have also invested considerable energy into the development of appropriate numerical tools dedicated to the asteroseismological interpretation of the frequency data. This includes the computations of state-of-the-art stellar models that incorporate radiative levitation-a key ingredient in the asteroseismology of sdB stars-as well as the calculations of nonadiabatic frequencies and other pulsation properties. Likewise, we have developed efficient algorithms to identify modes automatically and best match observed frequencies with computed frequencies, as well as other algorithms to search efficiently and objectively for the optimal model(s) in parameter space. We have perfected considerably our art on this particular front, since we can now investigate several hundred thousand (even a few million) models in a typical asteroseismological exercise, whereas we could only consider a few thousands a few years ago.
Our approach, which combines independent time-averaged spectroscopy and the so-called forward approach in asteroseismology, has started to pay dividends, since we have been able to carry out full asteroseismological exercises for several EC 14026 stars now. Our first successful analysis has been presented by Brassard et al. (2001) , who were able to reproduce the 13 frequencies observed in PG 0014+067 with an average dispersion of 0.8%, a remarkable achievement, dare we say, by current asteroseismological standards. Brassard et al. were then able to infer several fundamental structural parameters of PG 0014+067, the ultimate goal of sdB asteroseismology. Mode identification came as a byproduct of the method. This was followed by the similarly successful analyses presented by Charpinet et al. (2003) on PG 1047+003 (19 frequencies reproduced with an average dispersion of 0.8%), Charpinet et al. (2005c) on PG 1219+534 (nine frequencies recovered at 0.6%, on the average), Charpinet et al. (2005a) on Feige 48 (four frequencies, at 0.005%), Randall et al. (2006) on EC 20117À4014 (three frequencies, at 0.0004%), and Charpinet et al. (2006) on PG 1325+101 (12 frequencies, at 0.5%). The fact that the frequencies are usually not recovered at the precision of the measurements (except in the case of EC 20117À4014, which involved only three observed frequencies) is indicative that our current best equilibrium models for sdB stars are not perfect. Our results, however, clearly show that the current input physics is fundamentally sound, while there remains room for improvements.
Recent work by others in the field has caught our attention and merits further study because it could have an impact on the perceived way of best carrying out sdB asteroseismology. Indeed, in their analysis of newly obtained Whole Earth Telescope ( WET ) frequency data on PG 0014+067 ( Kawaler et al. 2006; Vuckovic et al. 2006a Vuckovic et al. , 2006b ) have proposed a numerical recipe to fit 11 observed frequencies in that star at a much higher (0.02% vs. 0.8%) level of accuracy than was obtained in Brassard et al. (2001) . Their recipe involves a zero-point frequency, two small-frequency spacings (compared, e.g., to the mean spacings between the observed frequencies), and two sets of integers, all optimized to best fit the data. While the authors freely admit that their phenomenological model is founded only on numerics, they strongly imply that some new physics could be hidden behind it all, particularly in their small-frequency spacings. Given their success at providing empirical fits to observed frequency data at a significantly higher level of accuracy than has been possible before with our physical models, this clearly deserves additional investigation.
Our own progression on the way to successful asteroseismology of sdB stars has been mostly hard work based on standard tools provided by model atmosphere, stellar structure, and stellar pulsation theory. It could be argued, however, that sometimes nature may reveal unexpected shortcuts that can potentially lead to spectacular breakthroughs at the price of very little work. In this connection, the above-mentioned discovery of intriguing smallfrequency spacings in the pulsation spectrum of not only PG 0014+067 but also of several other EC 14026 stars by the WET collaboration merits particular attention. Indeed, Kawaler et al. (2006) and Vuckoviv et al. (2006a Vuckoviv et al. ( , 2006b suggested that these peculiar and unexpected regularities in the observed frequency spectra of such stars may contain valuable asteroseismological information, still encoded and yet to be tapped. If true, this could change our comprehension of sdB asteroseismology. To our knowledge, nobody has yet come up with a credible interpretation for these small-frequency spacings, and we thought that we would give it a trial in this investigation. This issue is particularly important to us because of our interest in using detailed physical models, and the opportunity small-frequency spacings could present for the development of those models, should they prove to be anything more than numerical artifacts.
SMALL-FREQUENCY AND SMALL-PERIOD SPACINGS IN PULSATION SPECTRA: SIMPLE NUMERICAL EXPERIMENTS
In an attempt to understand the nature of the puzzling small characteristic frequency spacings reported by Kawaler et al. (2006) and Vuckovic et al. (2006a Vuckovic et al. ( , 2006b in real pulsating sdB stars, we first examine in this section if such spacings could not also be found in the frequency spectrum of a typical equilibrium model à la Brassard et al. (2001) . They should not be, according to the WET authors.
As an illustrative example, we start with the list of the 30 theoretical periods (frequencies) given in Table 4 of Charpinet et al. (2005c) . These are the computed nonadiabatic eigenfrequencies for the optimal stellar model found by Charpinet et al. (2005c) to account for the nine observed oscillations that they discovered in the pulsating sdB star PG 1219+534. They correspond to all pulsation modes in the period range from 70 to 250 s and with degree index l ¼ 0, 1, 2, and 3. For the convenience of the reader, we reproduced these values in Table 1 , in order of increasing frequency. We note that these modes are all low-order acoustic modes, and that the nine observed frequencies are well matched to nine of these theoretical frequencies with an average dispersion of 0.6%.
For future reference, we also note that the computed largefrequency spacing for this model of PG 1219+534 is 1.567 mHz. We recall that this quantity corresponds to the difference in frequency between two consecutive radial order acoustic modes (jÁkj ¼ 1) with the same value of l as predicted for chemically homogeneous stars in the asymptotic limit of high radial order (k 31). While stars in general, and PG 1219+534 in particular, are not chemically homogeneous, and while the pulsations of interest here correspond to low-order modes far from the asymptotic regime, the large-frequency spacing remains a fundamental characteristic of a stellar model. In this context, Charpinet et al. (2000) have discussed, among many other things, the approach to the asymptotic regime on the acoustic branch in representative models of EC 14026 pulsators (see, e.g., their Fig. 10 ).
We next treat our list of 30 frequencies as ''observational'' data and seek potential common frequency spacings that could be present in the sequence. A standard way of doing this is to finely sample several values of frequency spacing in a given range and, for each trial, apply a K-S test ( Kolmogorov-Smirnov) to obtain the probability Q that a given spacing is due to chance (see, e.g., Press et al. 1986) . It is generally accepted that a probability Q equal to or less than 0.001 implies a spacing that is significant. We carried out such a procedure for our sequence of 30 ''observational'' frequencies, and our results are summarized in Figure 1 . That figure illustrates the distribution of the probability Q (on a logarithmic scale) in terms of frequency spacing in the range 0.0-0.5 mHz.
In particular, it shows a very strong signal corresponding to a frequency spacing of 0.0598 mHz. The latter has a probability Q ¼ 10 À8:5 . The next logical step is to ask, on the basis of a frequency spacing of 0.0598 mHz: how well can we reproduce our 30 ''observational'' frequencies? The answer to that question is provided in Figure 2 , where we compare the input frequency sequence (the 30 line segments) with a phenomenological model using the basic frequency spacing of 0.0598 mHz. Here, to drive our point even more strongly, we make no attempt at finding the best zero-point frequency in the model sequence, nor do we use any sort of optimization. We hence adopt the very simple numerical recipe given by
where n is the predicted model frequency (in millihertz), 4.5 is the minimum frequency shown in Figure 2 , and n is an integer varying from 0 upward. This very simple ''model'' sequence is shown twice in the figure, through what looks like, at first sight, two dotted horizontal lines. In fact, each dot along a line indicates a predicted frequency according to the numerical recipe provided by equation (1). The smallness of the basic frequency spacing used in the phenomenological model is quite striking on the scale shown in Figure 2 . We recall, in this context, that the line segments are representative of the low-order, low-degree frequency spectrum of a typical EC 14026 star, a mixture of modes with l ¼ 0, 1, 2, and 3. In addition, we point out that the basic frequency spacing of 0.0598 mHz is some 26 times smaller than the large acoustic frequency spacing for a physical model representative of PG 1219+534. The density of predicted frequencies on the basis of the simple recipe provided by equation (1) is hence so large that, as can be inferred from Figure 2 , model frequencies are bound to fall on or very near ''observed'' frequencies. There is more to it, however, than the density argument. Indeed, the basic spacing of 0.0598 mHz is not a random number, but corresponds essentially to the largest common denominator 1 between the actual frequency differences in the sequence of 30 input frequencies. This spacing is a purely numerical property with no particular physical meaning. It is this quantity that couples the ''observed'' and model sequences here. With this common denominator at play, the frequencies to be reproduced become simply, in a first approximation, the sum of a zero-point frequency plus multiples of the common denominator.
A detailed examination of the results reveals that 30 frequencies out of our dense model spectrum fall, on the average, within 0.15% of the 30 input frequencies with the worst deviation reaching 0.37%. Had we adjusted the zero-point frequency through some optimization method, we would have obtained even better results (see below). We note that the achieved average dispersion of 0.15% is some 4 times better than was obtained by Charpinet et al. (2005c) in their analysis of PG 1219+534 and, furthermore, that this was accomplished for 30 frequencies compared to their nine frequencies. However, this apparently better result is misleading: while Charpinet et al. (2005c) used detailed physical models that allowed them to determine several fundamental structural parameters of PG 1219+534 through asteroseismology, equation (1) has, in fact, no asteroseismological information to reveal whatsoever.
We also must point out that by plotting the full model spectrum as we did in Figure 2 , we did not exploit fully graph psychology had our intention been to impress the reader with how ''well'' our phenomenological model could reproduce the 30 input frequencies. Instead, we would have shown only the actual model frequencies that best fit the 30 input frequencies. To get a flavor for the effect, please concentrate only on the 30 line segments in Figure 2 and the 30 associated large dots. One gets the distinct impression of an excellent fit, especially in view of the irregular spacings. Yet, this would have been a rather questionable way of presenting the results.
It is interesting to continue this discussion by asking ourselves if this exercise of finding common frequency spacings could not be extended to period spacings. If, as we argue, these common denominators are pure numerical artifacts and have no physical meaning, then surely equivalent results should be obtained for period spacings as well, since the K-S code cannot evidently distinguish frequencies from periods. This is indeed the case, as shown in Figure 3 , where, this time, we show the results of our search for common period spacings from our list of 30 input periods (see Table 1 ). The K-S test reveals a few strong signals, but one in particular with a Q probability of 10 À5:4 corresponding to a period spacing of 0.21 s.
Following our previous discussion concerning frequency spacings above, we compare in Figure 4 our distribution of 30 input periods (the vertical line segments) with the ''predictions'' of the following very simple numerical relation:
where Å n is the predicted model period (in seconds), 60.0 is the minimum period shown in Figure 4 , and n is an integer varying from zero upward. The model spectrum is plotted twice as before, but its density is so large that we retained only one point out of four because the discrete distribution would have appeared as a continuum at the finite resolution of this figure. Not surprisingly now, the 30 input periods are all very well recovered by equation (2), and the average dispersion is only 0.06%, with a worst case deviation of 0.10%. Again, had we elected to show only the 30 best matches to the 30 input periods (and see how the large dots in the figure fall right on the line segments), Figure 4 would have left a very strong, perhaps overwhelming, sense of a ''perfect'' fit. Hence, there are small-frequency spacings and small-period spacings in the pulsation spectra of a typical physical model of a rapidly oscillating sdB star. But these are purely numerical artifacts, simply common denominators of the real frequency and period spacings.
To conclude this section, we briefly turn to observational data (as opposed to a model), and we show that, again, not only smallfrequency spacings but also small-period spacings can easily be found in the pulsation spectra of well-observed EC 14026 stars. This is summarized in Table 2 , where we indicate our results of simple K-S tests for four well-studied objects. Column (1) gives the name of the star, column (2) lists the number of observed frequencies (periods), column (3) gives the value of the frequency spacing (in millihertz), column (4) gives the corresponding probability Q, column (5) gives the period spacing (in seconds), and 
log Q (4)
log Q Å column (6) gives its associated probability Q. Note that when the input spectrum is a bit complicated, in particular when there are closely spaced frequencies ( periods) such as for PG 1047+003, for example, there are many possibilities for common spacings. Note further that the frequencies spacings listed in Table 2 are quite comparable to those found in Table 3 of Kawaler et al. (2006) .
The numerical exercises discussed in this section about small common frequency spacings and small common period spacings set the stage for a more detailed discussion to follow involving optimized empirical fits. However, at this point and as a matter of general philosophical argumentation, it is very difficult to imagine that both types of spacings, in frequency and period space, could be related simultaneously to p-mode pulsations and, more generally, to basic stellar structure.
COMMON SPACINGS GENERATED BY OPTIMIZED NUMERICAL FITS TO OBSERVED FREQUENCY SPECTRA
The numerical recipe proposed by Kawaler et al. (2006) and Vuckovic et al. (2006a Vuckovic et al. ( , 2006b ) takes the form
where f 0 is a zero-point frequency, is a small-frequency spacing, Á is a large-frequency spacing, i is an unrestricted integer ( but taken from zero upward), and j is another integer but constrained to the values of À1, 0, and +1. It is not obvious a priori why j was restricted to these values by Kawaler et al., but it will become clear just below that this was just sufficient for the case of PG 0014+067. The form of the equation was inspired from what one would approximately get in the limiting case of asymptotic p-mode pulsations for a chemically homogeneous star undergoing firstorder solid-body rotation. Assuming a mixture of even and odd values of the degree l, the coefficient would be equal to half of the large-frequency spacing already mentioned above, and the coefficient Á would be identified to 1/P rot , where P rot would be the rotation period. Also, the integer j would not be limited to the l ¼1 case in that interpretation. However, any contact with pulsation physics stops here because the spacings involved as well as the zero-point frequency have nothing to do with pulsation theory but are only numerical coefficients determined by optimizing the numerical recipe provided by equation (3) We felt that it would be enlightening to examine, side by side, the full frequency spectrum generated by equation (3) with the values of the 11 frequencies actually retained by Kawaler et al. (2006) from observations. There are several incorrect entries in both Table 1 of Kawaler et al. (2006) and in Table 6 of the refereed version (Vuckovic et al. 2006b ), the latter table essentially unchanged from the former. We provide the correct numbers in Table 3 (see the top 11 rows of that table). The differences are small, and have no consequence for our needs here. In the end, taking the original 11 input frequencies at face value (first column of Table 3 ), and using properly equation (3), we find that the proposed numerical recipe recovers the 11 input frequencies with an average dispersion of 0.0012 mHz (0.02%) and with a rms dispersion of 0.0015 mHz.
We illustrate, in Figure 5 , the numerical frequency spectrum produced by equation (3). This spectrum is plotted twice, in the form of consecutive small dots giving each a ''predicted'' frequency. As can be seen from the figure, the numerical recipe proposed by the WET team generates a set of equally spaced triplets, themselves made of three equally spaced components. To better understand this distribution, it is convenient to transform equation (3) into a slightly different form involving now a very small spacing defined as ¼ Á À and a new unrestricted integer defined as n ¼ i þ j. Since the index i clearly has no physical content (see Table 3 , where i jumps from 0 to 3, 7, 8, 9, 10, and 14), it can readily be replaced by another unrestricted integer. Hence, if we use the new relation,
we produce a numerical frequency spectrum that is identical to that shown in Figure 5 . The advantage of the new recipe is that it provides a more direct way of interpreting what is seen in Figure 5 : the small spacing (0.09037 mHz) corresponds to the frequency difference between two consecutive triplets, and the very small frequency spacing (0.01085 mHz) corresponds to the spacing between two consecutive components of a triplet. Of course, there is no more physical content in the very small frequency spacing than in the former large-frequency spacing Á. 2 Also, contrary to 2 In some circumstances, could be associated with the rotation frequency of a star, but that is beside our main argumentation here, and furthermore, there is usually no need to best fit frequencies to recognize rotational splitting in EC 14206 stars. the index i, our new index n takes on an obvious meaning: it is simply the multiple of the common frequency spacing associated with a given observed frequency, very much like our own equation (1). We listed the values of n in Table 3 . Figure 5 illustrates-in a rather striking way, we believe-our thesis that the small-frequency spacings advocated by the WET collaboration are nothing more than the largest common denominators between the actual frequency spacings in the observational data (represented here by the 11 vertical line segments). For instance, if we forget for a brief moment the fine structure associated with the term, it is evident that a change of jÁnj ¼ 1 corresponds indeed to the largest possible spacing common to all observed frequencies: a simple common denominator. Considering now the full recipe, it is clear that the small-frequency spacing best adjusts the numerical frequencies on a gross scale, while the very small frequency spacing acts on a fine scale. In fact, it is essentially because of the presence of a triplet of relatively nearby frequencies ( f 4 ¼ 6:6328, f 5 ¼ 6:6465, and f 6 ¼ 6:6599 mHz; see Table 3 ) that the term involving in equation (4) is necessary. Not only is that extra term needed to account for the triplet, however, but it also allows fine tuning of the other frequencies (by adjusting j to either À1, 0, and +1, so as to pick the best component of a triplet) as can clearly be seen in the figure. Figure 5 also reveals why the WET recipe restricts the values of j to À1, 0, and +1. It is simply that this choice is sufficient for the data of PG 0014+067. By allowing j to also take on values of À2 and +2, say, the recipe would generate a series of quintuplets instead of triplets. The quintuplets would again be separated from each other by , while two adjacent components of a quintuplet would be separated by . As it turns out, including the extra values of j ¼ À2 and +2 would simply have increased the density of the numerically generated frequency spectrum without in any way improving the fit to the actual observed frequencies. So these extra values are not needed. Finally, we also indicated by large dots in the middle of the line segments in Figure 5 those 11 frequencies among the dense numerical spectrum that best fit the observations. Making abstraction of the faint dotted lines, one gets a very strong impression of an excellent fit to an irregularly spaced frequency spectrum. The fit is indeed excellent, but this could be quite misleading.
We can also raise other objections against any hope of finding a physical interpretation for the small-frequency spacings discussed by the WET team. For instance, the recipe they proposed for PG 0014+067 (our eq. [3]) is highly specialized to the specific set of the 11 observed frequencies they retained. In this connection, suppose now that frequencies f 1 , f 2 , f 3 , f 7 , and f 11 were the only modes with amplitudes large enough to have been detected. With differences between adjacent frequencies corresponding to Án ¼ 3 ( f 2 À f 1 ), 3 ( f 3 À f 2 ), 3 ( f 7 À f 3 ), and 6 ( f 11 À f 7 ), the WET method would have led to a small-frequency spacing 3 times larger than the basic spacing that is supposed to contain physical information. By the same token, if, in the future, higher sensitivity observations were to reveal many more additional frequencies, it is clear that the WET recipe would adjust to the increased number of input frequencies and produce different ''fundamental'' spacings, since, once again, these are only common denominators. Obviously, the intrinsic properties of a star cannot depend on the sensitivity with which it is observed, and it follows that the frequency spacings found by the WET team cannot contain any physical information about that star.
A direct consequence of this dependence on the sensitivity of the observations is that the WET method, while providing highly accurate fits for a given set of observed frequencies, is of little value when additional frequencies appear. For instance, one may ask: if higher sensitivity observations were to reveal extra frequencies, would the WET recipe be able to account for them? In other words, is there any predictive power in the method? If there is physics involved, the answer ought to be yes, but if only numerics is involved, one would only expect a degradation of the overall fit. It so turns out that there are at least three other frequencies in the observed spectrum of PG 0014+067 whose existence cannot be questioned in any way (since they have been picked in two or three different sets of 4 m telescope data), and that were not considered in the WET investigation. There is a common frequency at 5.780 mHz in both the WHT data of Jeffery et al. (2005) and the CFHT data of Charpinet et al. (2005b) . There is also a common frequency uncovered independently by Jeffery et al. (2005) and Charpinet et al. (2005b) , although they differ by 3 cycles day À1 in values. We pick the value of Jeffery et al. (2005) , 8.588 mHz, on the grounds of their better resolution. Finally, there is also a common frequency of 9.971 mHz detected in three different 4 m telescope data sets, that is, those of Jeffery et al. (2005) , Charpinet et al. (2005b) , and Brassard et al. (2001) . If we apply the WET numerical recipe to these three other frequencies (our eqs. [3] or [4]), we find that the difference between the observed frequency and the predicted one is 0.027, 0.033, and À0.008 mHz, respectively, for frequencies 5.780, 8.588, and 9 .971 mHz. The details of these three extra fits are provided in the bottom three rows of Table 3 . These differences are much larger than those featured in the same table for the 11 original input frequencies. We let the reader draw his /her own conclusion.
DISCUSSION
There is further enlightenment to be gained with respect to the WET numerical method by ''playing'' with the list of 30 theoretical frequencies introduced in x 2. We recall that these correspond to all pulsation modes in the period interval 70-250 s with values of the degree index l ¼ 0, 1, 2, and 3 computed from the seismic model of PG 1219+534 as presented by Charpinet et al. (2005c) . If, for the sake of argument, we suppose that all these frequencies had been detected in a typical EC 14026 pulsator, then we could attempt to fit them with the WET numerical recipe provided by equation (3) or, equivalently, by its more practical counterpart equation (4). By optimizing the format of the fit provided by equation (4) to our set of 30 ''observed'' frequencies, we easily determine that the best-fit values of the free parameters are f 0 ¼ 5:10607, ¼ 0:05989, and ¼ 0:01250 mHz. Note that, in this operation, we allowed the j index to vary between À2 and +2. Note further that our optimized value of the small spacing is quite comparable to the spacing picked up earlier in x 2 with the help of a K-S test.
The results of this numerical game are presented in Table 4 , where the 30 input frequencies are compared to the calculated frequencies coming from equation (4) with the above parameters. The computed frequencies are in excellent agreement with the input values. To be quantitative, the observed values are recovered with an average dispersion of 0.0023 mHz (0.026%) and with a rms dispersion of 0.0028 mHz. Taking into account the fact that the range of input frequencies is some 6.5 times wider than the range used by the WET authors for PG 0014+067 (see Table 3 ), and also taking into account the fact that there were 30 input frequencies as opposed to only 11, then we can claim an overall fit that is just as impressive.
Suppose now that all the modes with l ¼ 3 in our original list of 30 input frequencies had not been detected, presumably due to geometric cancellation effects on the visible disk of the star. This would leave us with a shortened list of 22 observed frequencies. Applying again our equation (4) to that new list and repeating the optimization exercise implied by that approach, we then find the results summarized in Table 5 . Again, the input frequencies are all very well recovered, this time with an average dispersion of 0.0020 mHz (0.024%) and with a rms dispersion of 0.0025 mHz. Note that we restricted the range of the j index from À1 to +1 in this second numerical experiment, since this was deemed sufficient. The best-fit parameters in this experiment, however, have changed significantly from above, with values now given by f 0 ¼ 5:09200 mHz, ¼ 0:03568 mHz, and ¼ 0:01063. While not much attention should be given to the zero-point frequency (since it is simply equal to the lowest observed frequency but with a small adjustment), all of the potential physics suggested by the WET collaboration is contained in the small-frequency spacing and the very small spacing . The very fact that the inferred values of these spacings depend on visibility arguments or, more generally, on sensitivity levels, implies that they cannot reveal the physical nature of the model star used here or of pulsating sdB stars generally.
We would also like to point out that equation (4) is not fundamental in its essence: i.e., there exists no physical argument to limit the number of adjustable frequency spacings to only two. Hence, we could easily devise a numerical recipe that would provide still better fits to observed frequency data than those obtained by the WET group. For example, we could introduce a third frequency spacing, let us call that one the extremely small frequency spacing, that would allow for ''hyperfine'' adjustments to the observed frequencies. Of course, by adding more free parameters to the numerical recipe than before, one would be bound Note.-Theoretical frequencies from the seismic model of PG 1219+534 for acoustic modes with l ¼ 0, 1, 2, and 3 and computed frequencies from an optimized fit based on eq. (4). Note.-Theoretical frequencies from the seismic model of PG 1219+534 for acoustic modes with l ¼ 0, 1, and 2, and computed frequencies from an optimized fit based on eq. (4).
to find better fits. This underscores the numerical nature (as opposed to physical nature) of the WET formula and the lack of physical information in the fitted frequency spacings.
CONCLUSION
In this paper, we investigated the nature of the intriguing smallfrequency spacings that have been reported in the pulsation spectra of rapidly oscillating hot B subdwarfs by the WET collaboration ( Kawaler et al. 2006; Vuckovic et al. 2006a Vuckovic et al. , 2006b ). Those were uncovered from an empirical fit designed to reproduce with high accuracy the values of the observed frequencies in stars of the kind. To our knowledge, no one had yet proposed an explanation for the existence of these puzzling regularities. Since it has been suggested that they could contain potentially interesting asteroseismological information, we felt that it would be important to scrutinize and, if possible, explain the basic nature of these frequency spacings.
Our investigation strongly suggests that the numerical recipe proposed by the WET collaboration for fitting observed frequencies in EC 14026 stars is prone to yielding physically meaningless values. The two derived frequency spacings from such a recipe correspond essentially to common denominators between the real observed frequency differences: one acting on a coarse scale and the other on a fine scale. These common denominators are purely numerical properties. They are highly specific to a given observed frequency distribution, thus leading to highly accurate fits, but they do depend on the sensitivity of the obtained data sets and have no predictive power. Hence, they cannot hide intrinsic properties of a pulsating star. We predict that no progress on the front of the asteroseismology of subdwarf B stars will ever come out of such an approach. Instead, we suggest that progress on the front of the asteroseismology of sdB stars might still best be done with the help of physical models such as those pioneered by Brassard et al. (2001) .
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