In this paper, we will give a simple symmetric random walk analogue of Lévy's Theorem. We will take a new definition of a local time of the simple symmetric random walk. We apply a discrete Itô formula to some absolute value like function to obtain a discrete Tanaka formula. Results in this paper rely upon a discrete Skorokhod reflection argument. This random walk analogue of Lévy's theorem was already obtained by G.Simons([14]) but it is still worth noting because we will use a discrete stochastic analysis to obtain it and this method is applicable to other research. We note some connection with previous results by Csáki, Révész, Csörgő and Szabados. Finally we observe that the discrete Lévy transformation in the present version is not ergodic. Lastly we give a Lévy's theorem for simple nonsymmetric random walk using a discrete bang-bang process.
Introduction
The following celebrated Lévy's Theorem( [8] , [12] ) is well known:
where W t is a Brownian motion, M t = max 0 s t W s and L t =the local time of W t at 0=(lim →0 (1/2 ) t 0 1 (− , ) (W s )ds). First this paper shows that there exists a simple symmetric random walk analogue of this theorem. Second we remark that Discrete Lévy's transformation is not ergodic on path space, while the question (the original Lévy's transformation is ergodic or not) is still open. Last we give the Lévy's theorem for a simple nonsymmetric random walk, using a discrete bang-bang process.
Facts
Let Z t be a simple symmetric random walk, that is, Z t = ξ 1 +ξ 2 +· · · ξ t , Z 0 = 0 where ξ 1 , . . . , ξ t are i.i.d. with P (ξ i = 1) = P (ξ i = −1) = 1/2. We put M t = max 0 s t Z s , while the local time of Z t at 0 up to the time t is defined as:
Then we obtain the following theorem: Theorem 1.
where x := max (x − 1, −x) (a quasi-absolute value function)
Before proving this theorem, we prepare a discrete Itô formula for the simple symmetric random walk. This formula was obtained in [5] when the author studied a derivative pricing in a discrete time model.
(q.e.d.)
Remark 1.
Let Z (p) t be a simple nonsymmetric random walk,that is, Z
In this case, Itô's formula is the same as in the simple symmetric random walk case, as follows:
Remark 2.
Szabados ( [15] ) obtained the following discrete version of Itô formula.
The following is Szabados's version of the discrete Itô formula.
Using this formula and limiting procedure, Szabados proved Itô's formula for Brownian motion in the following form:
f (W s )ds and investigated some consequences. We note that this paper's version of discrete Itô formula also yields Itô formula f ( So if we consider the limit case, both discrete versions of Itô's formula give the same result. But within the discrete case there exist some differences because this paper's version gives the Doob Meyer decomposition of f (Z t ), while Szabados's version does not give it in general.
Proof of Theorem 1.
Applying f (x) = x to discrete Itô formula, we have that
We note that
Here we will show that
So we have that
we remark thatẐ · is clearly a simple symmetric random walk. On the other hand, we have that
So the uniqueness of following discrete Skorokhod Equation gives a proof of this theorem. Let us define the following three path spaces:
2 If we use gambling terminology, a simple symmetric random walk Zt is the amount of money which a gambler A makes after t times "red or black" play with equal probability if his each bet is 1 $. Let us assume that the gambler A continue to play "red" continuously. Consider another gambler B whose i-th play is "black " if Z i−1 0, "red" if Z i−1 1 with his each 1 $ bet. ThenẐt is the amount of money which the gambler B makes after t times play and clearly it is also a simple symmetric random walk. Given f ∈ Ω 1 and x ∈ Z, there exist unique g ∈ Ω 2 and h ∈ Ω 3 such that f (s), 0) ). We can easily see that g(t) and h(t) satisfy both conditions above. We will prove the uniqueness. Supposeĝ(t),ĥ(t) satisfy the above conditions.
Then g(t) −ĝ(t) = h(t) −ĥ(t) for all t
0. If there exists t 1 ∈ N such that g(t 1 ) −ĝ(t 1 ) > 0, we set t 2 = max{t < t 1 
|g(t) −ĝ(t) = 0, t ∈ N ∪ {0}} Then g(t) >ĝ(t)
0 for all t 2 < t t 1 and hence by the above conditions h(t 1 ) = h(t 2 ) = 0. Sinceĥ is increasing, we have that 0 < g(
Remark 3. This precise random walk analogue of Lévy's theorem was already obtained by G. Simons([14] ). He gave a proof of this theorem by similar discussions but without a discrete stochastic calculus.
Remark 4.
Saisho and Tanemura( [13] ) displayed similar discrete Skorokhod equations through their research about Pitman type theorem for one dimensional diffusions.
Similarly, we have the following facts. We put
Then we have also the following theorem. ζ(x, t) = {i|i t, Z i = x} and then they showed that
Theorem 2.
Csáki and Révész([1]) obtained a "nearly true " Lévy's theorem for a simple symmetric random walk using ζ(x, t). We remark that their version of a discrete Tanaka Meyer formula is also different from this paper's version but we point out that applying this paper's version of discrete Itô formula to f (y) = |y − x|, this version of discrete Tanaka Meyer formula is very easily obtained. Here we also note that Miyazaki and Tanaka ([10] , [16] ) also researched a random walk analogue of Pitman' s theorem.
Remark 5.
This kind of problem is also related to the so called Lévy's transformation: 
= 0) is a discrete bang-bang process which is defined as follows:
the transition probability p(x, y) of J 
Proof of Theorem 3.
We consider the following stochastic difference equation:
By the definition of J
, applying the discrete Itô formula, we get that
Here we note that 
Z (p)
s .
