Many experiments have examined how the visual information used for action control is represented in our brain, and whether or not visually-guided and memory-guided hand movements rely on dissociable visual representations that are processed in different brain areas (dorsal vs. ventral). However, little is known about how these representations decay over longer time periods and whether or not different visual properties are retained in a similar fashion. In three experiments we investigated how information about object size and object position affect grasping as visual memory demands increase. We found that position information decayed rapidly with increasing delays between viewing the object and initiating subsequent actions -impacting both the accuracy of the transport component (lower end-point accuracy) and the grasp component (larger grip apertures) of the movement. In contrast, grip apertures and fingertip forces remained well-adjusted to target size in conditions in which positional information was either irrelevant or provided, regardless of delay, indicating that object size is encoded in a more stable manner than object position. The findings provide evidence that different grasp-relevant properties are encoded differently by the visual system. Furthermore, we argue that caution is required when making inferences about object size representations based on alterations in the grip component as these variations are confounded with the accuracy with which object position is represented. Instead fingertip forces seem to provide a reliable and confound-free measure to assess internal size estimations in conditions of increased visual uncertainty.
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Introduction
It is well-known that the planning, execution, and control of goal-directed hand movements relies on the availability of visual information (Jeannerod, 1984; Jeannerod et al., 1981; Milner and Goodale, 1995; Winges, Weber, and Santello, 2003; Woodworth, 1899) . In order to successfully grasp an object, visual information about the object's position in the workspace, as well as its orientation, size, and shape must be processed and subsequently transformed into motor coordinates to perform the intended movement. Yet, successful reaching and grasping is obviously not limited to situations in which we are able to see the target object. In many everyday situations we are able to safely grasp objects without looking at them. When object vision is absent, motor programming has to rely on stored visual representations of the target object. To date, there is a vast amount of research examining how visually-guided movements differ from their memory-guided counterparts (for review see Heath et al., 2010) . Most studies report relatively consistent alterations in movement kinematics when vision of the object is prevented, with memory-guided movements typically being slower, less accurate, and more variable than their visually-guided counterparts (e.g., Elliott and Lee, 1995; Hesse and Franz, 2010; Wing, Turton, and Fraser, 1986) . There is, however, far less consensus about (a) how long accurate visual representations persist (e.g., Elliott et al., 1991; Elliott and Madalena, 1987; Goodale et al., 2005; Hesse and Franz, 2009; Westwood et al., 2003) and (b) if dissociable neural substrates underpin visually-guided and memory-guided hand movements (e.g., Connolly et al., 2003; Fiehler et al., 2011; Himmelbach et al., 2009; Lacquaniti et al., 1997; Singhal et al., 2013) .
Regarding a possible functional dissociation between visuallyguided and memory-guided grasping movements, Milner and Goodale (1995, 2006) suggested that interposing even brief delays between viewing an object and performing an action on this object causes a shift from direct visuomotor control (executed by dorsal stream areas) to a perceptual control mode primarily relying on ventral stream processing (see also, Westwood and Goodale, 2003; Westwood et al., 2003 
