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Einleitung
Es seien E ein reeller Banachraum, IR der Bereich der reellen Zahlen,
F  G  IRE und f : G! E. Ferner sei die Dierentialgleichung
u
0
= f(t; u) (1)
gegeben. Wir interessieren uns f

ur Bedingungen, unter denen gilt:
Ist u : [; T )! E eine L

osung von (1) mit (; u()) 2 F , so ist
(t; u(t)) 2 F f

ur  < t < T .
Solche F nennen wir positiv invariant.
Nagumo [16] gab 1942 hinreichende und notwendige Bedingungen f

ur die
positive Invarianz abgeschlossener Teilmengen von IR  IR
n
, wenn die
rechte Seite f in (1) stetig ist. Es besteht der Eindruck, da diese grund-
legende Arbeit eine Zeit lang unbekannt blieb. Eine Reihe von Arbeiten
(unabh

angig von Nagumo) erschien in den 60er und 70er Jahren: Bony
[5], Brezis [6] und Redheer [19] (vgl. auch Crandall [7], Hartman [10]
und Yorke [33]) behandelten den endlichdimensionalen Fall.
Bei der

Ubertragung dieser Resultate auf nicht notwendig endlichdimen-
sionale E traten Komplikationen auf. Redheer und Walter [20] (vgl.
auch Volkmann [27],[26]) arbeiteten mit F = IR  M , wobei M  E
eine Distanz-Menge ist, d.h. zu x 2 E existiert min
y2M
kx   yk. Solche M
sind stets abgeschlossen; die Umkehrung gilt aber im allgemeinen nicht.
Ergebnisse f

ur abgeschlossene M  E bzw. F  IR  E ndet man bei
Volkmann [28] bzw. bei Volkmann und Yiping Lin [30].
F

ur die Notwendigkeit der Bedingungen ben

otigt man die Existenz von
L

osungen der Dierentialgleichung (1).
2 EINLEITUNG
Falls dimE <1 ist, gen

ugt die Stetigkeit der rechten Seite f . F

ur belie-
bige E sind weitere Voraussetzungen an f erforderlich, welche das Vor-
handensein einer L

osung garantieren (vgl. das Beispiel von Dieudonne
[9]).
In dieser Arbeit werden wir unter anderem die positive Invarianz von
F  G  IRE (G oen, F relativ abgeschlossen in G) charakterisieren,
wenn E ein beliebiger Banachraum ist, und f : G ! E stetig und -
Lipschitzsch ist, wobei  das Kuratowskische Nichtkompaktheitsma ist.
In Kapitel 1 werden wir die Hilfsmittel bereitstellen, insbesondere die
Eigenschaften des Nichtkompaktheitsmaes.
Dann geben wir in Kapitel 2 die angek

undigte Charakterisierung posi-
tiver Invarianz (Satz 2.2) an. Dabei werden wir von den Bedingungen
von Nagumo ausgehen. Eine Konstruktion, die auf Okamura [17] zur

uck-
geht, ist grundlegend f

ur den Beweis. Die lokale Kompaktheit des IR
n
steht uns nicht zur Verf

ugung. Daher m

ussen wir mit geeigneten Mitteln
und

Uberlegungen arbeiten. Wir benutzen das Kuratowskische Nichtkom-
paktheitsma (es geht analog mit dem Hausdorschen) und ein Ergebnis
von Ambrosetti [1] (Lemma 1.4). F

ur Existenzzwecke ziehen wir einen
Satz von Szua [23] heran. Satz 2.6 stellt eine unmittelbare Erweiterung
von Satz 2.2 dar.
In Kapitel 3 werden wir zun

achst (im Bezug auf Nagumo) die hinrei-
chende Bedingungen bei Redheer und Walter [20], Volkmann [28], und
Volkmann und Yiping Lin [30] er

ortern. Dann dehnen wir das Ergeb-
nis in [28] auf bestimmte Teilmengen von IR  E aus. Als Anwendung
betrachten wir ein Beispiel f

ur E = `
1
.
Schlielich zeigen wir in Kapitel 4, da die Invarianzaussage eines Satzes
von Max M

uller [15] f

ur eine Klasse von Banach-Verb

anden gilt, deren
Eigenschaften von Shizuo Kakutani [11] untersucht wurden. Wir gehen
wie bei Walter [32] vor; an entscheidender Stelle benutzen wir eine Fol-
gerung aus dem Hahn-Banachschen Trennungssatz. Dann betrachten wir
die Existenzaussage des M

ullerschen Satzes.
Kapitel 1
Hilfsmittel und Bezeichnungen
Es bezeichne E einen reellen Banachraum, IR den Bereich der reellen
Zahlen,  das Nullelement von E, ; T reelle Zahlen mit  < T .
F

ur f : IRE ! E und C  IRE schreiben wir
f [C] = ff(t; x) : (t; x) 2 Cg:
Wir setzen
A+B = fa+ b j a 2 A; b 2 Bg und A = fa j a 2 Ag
f

ur A;B  E;  2 IR.
S(x; r) = fy 2 E j kx  yk  rg;

S
(x; r) = fy 2 E j kx  yk < rg
f

ur r > 0.
diam(B) = supfkx  yk j x; y 2 Bg, falls B 6= ; ist, diam ; = 0.
convB bedeutet die abgeschlossene konvexe H

ulle von B.
Bekanntlich ist eine Teilmenge B des Banachschen Raumes E relativ
kompakt genau dann, wenn f

ur jedes  > 0 endlich viele Kugeln mit
Radius  existieren, so da deren Vereinigung B

uberdeckt. Falls B nur
beschr

ankt ist, gibt es eine positive untere Schranke f

ur solche .
Denition 1.1 Es sei B die Familie der beschr

ankten Teilmengen von
E. Dann ist das Kuratowskische Nichtkompaktheitsma  : B ! [0;1)
deniert f

ur B 2 B durch
(B) = inff > 0 : B 
n
[
i=1
B
i
; n 2 IN; diam(B
i
)  ; i = 1; : : : ; ng:
4 KAPITEL 1. Hilfsmittel und Vorbereitung
Das Kuratowskische Nichtkompaktheitsma des Banachraumes IR  E
mit der Norm k(t; x)k = maxfjtj; kxkg bezeichnen wir auch mit . Statt
 kann auch das \Hausdorsche" Nichtkompaktheitsma genommen wer-
den. In manchen F

allen ist es sogar von Vorteil (vgl. [22]).
Lemma 1.2 Es gelten:
(i) (B) = 0() B kompakt (B 2 B).
(ii) (B) = jj(B) und (A+B)  (A)+(B) (A;B 2 B;  2 IR).
(iii) A  B =) (A)  (B); (A [ B) = maxf(A); (B)g
(A;B 2 B).
(iv) (A) = (A); (convB) = (B) (A;B 2 B).
(v) (J B) = (B) f

ur nichtleere, beschr

ankte Intervalle J  IR und
B 2 B.
(vi) (
S
0h
B) = h(B) (B 2 B; h;  2 IR)
F

ur den Beweis verweisen wir auf [3], [8], [22].
Satz 1.3 Es seien J = [   `
1
;  + `
2
]  IR; a 2 E; r > 0;
f : J  S(a; r) ! E stetig und kf(t; x)k  c. Ferner sei k  0, so da
(f [J  B])  k(B) f

ur B  S(a; r) gilt. Dann hat das Anfangswert-
problem
u() = a; u
0
= f(t; u)
eine L

osung auf [ b
1
; +b
2
], wobei b
1
 minf`
1
;
r
c
g und b
2
 minf`
2
;
r
c
g
gilt.
Den Beweis f

ur eine L

osung nach rechts ndet man in [23]. F

ur die L

osbar-
keit nach links ist die Transformation t!  t anwendbar.
Wir werden folgendes Resultat von Ambrosseti [1] ben

otigen, welches eine
Verallgemeinerung des klassischen Satzes von Arzela und Ascoli darstellt.
Lemma 1.4 Es seien W eine gleichgradig stetige und beschr

ankte Funk-
tionenfamilie auf dem kompakten Interval J  IR mit Werten in E;
W(t) = fw(t) j w 2 Wg f

ur t 2 J . Dann gilt:
(W) =  (fw(t) j w 2 W ; t 2 Jg) = supf(W(t)) j t 2 Jg:
Kapitel 2
Charakterisierung von positiver Invarianz
Denition 2.1 Es seien F  G  IRE und f : G! E. Dann heit F
positiv invariant bez

uglich der Dierentialgleichung u
0
= f(t; u(t)), falls
f

ur jede L

osung u : [; T )! E mit (; u()) 2 F gilt:
(t; u(t)) 2 F (  t < T ):
f : G ! E heit -Lipschitzsch, wobei  das Kuratowskische Nichtkom-
paktheitsma ist, wenn es ein k  0 gibt, so da gilt:
(f [B])  k(B) f

ur beschr

ankte B  G.
Wir geben nun die angek

undigten hinreichenden und notwendigen Be-
dingungen f

ur die positive Invarianz an.
Satz 2.2 Es seien ; 6= F  G  IRE, G oen, F relativ abgeschlossen
in G und f : G! E stetig und -Lipschitzsch.
Dann gilt: F ist genau dann positiv invariant, wenn es zu jedem (; a) 2 F
eine oene Umgebung 
 in G und eine Funktion V : 
! [0;1) gibt, so
da gilt:
(1) V ist stetig in 
.
(2) jV (t; x)   V (t; y)j  kx  yk ( (t; x) ; (t; y) 2 
 ).
(3) V (t; x) = 0 ( (t; x) 2 
 \ F ).
(4) V (t; x) > 0 ( (t; x) 2 
 n F ).
(5) D
+
[f ]
V (t; x) = lim
h!0+
1
h
(V (t+ h; x+ hf(t; x))  V (t; x))  0
( (t; x) 2 
 ).
6 KAPITEL 2. Charakterisierung von positiver Invarianz
Beweis: F

ur die Hinl

anglichkeit der Bedingungen sei F nicht positiv in-
variant. Dann gibt es ein (t
0
; x
0
) 2 F und eine L

osung u : [t
0
; T )! E von
u
0
= f(t; u(t)) mit u(t
0
) = x
0
und (t
1
; u(t
1
)) 2 G n F f

ur ein t
1
2 (t
0
; T ).
Wegen der Abgeschlossenheit von F in G und der Stetigkeit von u exi-
stiert
t
2
= maxft j t
0
 t < t
1
; (t; u(t)) 2 F g:
Zu (t
2
; u(t
2
)) 2 F existiert eine Umgebung 
 und eine Funktion V wie
in der Voraussetzung. Es folgt V (t
2
; u(t
2
)) = 0 und V (t; u(t)) > 0 f

ur
t 2 (t
2
; t
1
], (t; u(t)) 2 
. Andererseits folgt aus (5) und (2), da V (t; u(t))
in t monoton fallend ist. Das ist ein Widerspruch.
F

ur die Notwendigkeit sei (; a) 2 F und k  0 die Konstante f

ur die
-Lipschitzsche Voraussetzung. Dann gibt es `; c > 0, so da 2` 
1
k+1
und kf(t; x)k  c auf  = f(t; x) : j t  j  `; kx  ak  6c `g  G ist.
Wir setzen 
 = f(t; x) : j t  j < `; kx  ak < c `g.
F

ur zwei beliebige Punkte P = (t
P
; x
P
) und Q = (t
Q
; x
Q
) in 
, so da
t
P
 t
Q
, denieren wir die Okamurasche Funktion D(P;Q) wie folgt:
Wir teilen das Intervall [t
P
; t
Q
] durch t
1
; t
2
; : : : ; t
n 1
, so da t
i 1

t
i
, t
0
= t
P
und t
n
= t
Q
. P
i
= (t
i
; x
i
) und Q
i
= (t
i
; x
i
) seien Punkte
von 
 auf derselben Hyperebene t = t
i
derart, da Q
i 1
und P
i
auf einer
in 
 laufenden Integralkurve liegen, P
0
= P und Q
n
= Q.
D(P;Q) := inff
n
X
i=0
kx
i
  x
i
k; n 2 IN; P
i
= (t
i
; x
i
) und
Q
i
= (t
i
; x
i
) wie obeng:
Wegen der L

osbarkeit nach beiden Seiten und der Konstruktion von 

existiert eine f

ur t 2 [   `;  + `] in 
 laufende Integralkurve, die durch
(; a) geht (Satz 1.3). Also wird das Inmum nicht

uber die leere Menge
gebildet.
Eigenschaften von D(P;Q) und deren Beweise ndet man in Lemma 2.5.
F

ur X = (t; x) mit t < t
P
erweitern wir D(P;X) durch
D

(P;X) =
(
D(P;X) fur t  t
P
;
kx  x
P
k+ c(t
P
  t) fur t < t
P
)
:
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D

(P;X) ist dann eine stetige Funktion von (P;X) f

ur P 2 
; X 2 
.
D

(P;X) erf

ullt als Funktion von X (1), (2) und (5) (vgl. Lemma 2.5).
Nun denieren wir V (t; x) = inf
P2F
1
D

(P; (t; x)), wobei F
1
= F \ 
.
Die letztere Menge ist nicht leer, da z. B. (; a) darin liegt. Wir werden
nachweisen, da V (t; x) die gew

unschten Eigenschaften besitzt.
Zun

achst zeigen wir f

ur (t; x) 2 
: V (t; x) = 0 () (t; x) 2 F
1
. Damit
werden (3) und (4) bewiesen.
((=): Einfach. Denn
0  V (t; x) = inf
P2F
1
D

(P; (t; x))  D

((t; x); (t; x)) = 0:
Also gilt (3).
(=)): V (t; x) = 0. Wir werden nun zeigen, da (t; x) 2 F
1
gilt.
Es sei P
j
= (t
P
j
; x
P
j
) 2 F
1
eine minimierende Folge, d. h. D

(P
j
; (t; x))

1
2j
(j 2 IN).
Fall 1. Es gibt eine Teilfolge (t
P
m
)  (t
P
j
) mit t
P
m
> t. Dann gilt nach
Denition von D

:
kx
P
m
  xk+ c(t
P
m
  t) = D

(P
m
; (t; x)) 
1
2m
:
Also konvergieren P
m
gegen (t; x). Wegen der Abgeschlossenheit von F
in G ist dann (t; x) 2 F . Da (t; x) 2 
 ist, erhalten wir (t; x) 2 F
1
.
Fall 2. Es sind fast alle t
P
j
 t. O.B.d.A. seien alle t
P
j
 t, da die
endlichen Ausnahmen uninteressant f

ur den Grenz

ubergang sind. Dann
gilt f

ur beliebiges, aber festes j 2 IN:
D

(P
j
; (t; x)) = D(P
j
; (t; x)) 
1
2j
:
Nach Denition von D(P
j
; (t; x)) existiert eine Zerlegung Z =
ft
0
; : : : ; t
n
g von [t
P
j
; t] mit zugeh

origen fx
P
j
= x
0
; x
0
; x
1
; x
1
; : : : ; x
n
; x
n
=
xg, so da gilt:
n
X
i=0
kx
i
  x
i
k  D(P
j
; (t; x)) +
1
2j

1
2j
+
1
2j

1
j
:
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Dabei gibt es L

osungen u
i
(t) auf [t
i 1
; t
i
] mit u
i
(t
i 1
) = x
i 1
und
u
i
(t
i
) = x
i
f

ur i = 1; 2; : : : ; n. Wir setzen u
0
(t
0
) = x
P
j
= x
0
und
u
n+1
(t
n
) = x = x
n
. Es sei U
j
(t) die Funktion, die auf (t
i
; t
i+1
] mit u
i+1
(t)

ubereinstimmt, f

ur i = 0; 1; 2; : : : ; n   1. Es sei U
j
(t
0
) = x
P
j
. Dann hat
U
j
(t) h

ochstens n Unstetigkeitsstellen.
Wir setzen
v
j
(t) =
X
tt
i 1
(u
i
(t
i 1
)  u
i 1
(t
i 1
)) fur i = 1; 2; : : : ; n+ 1:
Dann ist w
j
(t) = U
j
(t) + v
j
(t) stetig und st

uckweise dierenzierbar.
w
j
(t
n
) = w
j
(t) = x. Auerdem ist
dist(F
1
; (t
P
j
; w
j
(t
P
j
)))  kw
j
(t
P
j
)  x
P
j
k = kw
j
(t
0
)  U
j
(t
0
)k
= kv
j
(t
0
)k
 k
n+1
X
i=1
(u
i
(t
i 1
)  u
i 1
(t
i 1
))k

1
j
:
Also,
dist(F
1
; (t
P
j
; w
j
(t
P
j
)) 
1
j
:
Wir setzen w
j
(t) nach links bis ( `) mit einer L

osungkurve fort, die bei
(t
P
j
; (U
j
+ v
j
)(t
P
j
)) beginnt. Diese L

osungskurve verl

auft m

oglicherweise
auerhalb 
, bleibt aber in  nach Konstruktion. Damit erhalten wir f

ur
beliebiges j 2 IN:
w
j
(t) =
8
>
>
>
>
<
>
>
>
:
U
j
(t) + v
j
(t) = x+
R
t
t
f(s; U
j
(s)) ds
fur t 2 [t
P
j
; t ]
x+
R
t
P
j
t
f(s; U
j
(s)) ds+
R
t
t
P
j
f(s; w
j
(s)) ds
fur t 2 [   `; t
P
j
]
9
>
>
>
>
=
>
>
>
;
: (2.1)
Wegen (fw
j
j j 2 INg) = 0 (Lemma 2.3), existiert eine gleichm

aig kon-
vergente Teilfolge von w
j
. Ohne Einschr

ankung seien w
j
!
glm
w (j !
1). Auerdem gilt wegen t
P
j
2 [   `; t ] f

ur alle j 2 IN , da o.B.d.A.
t
P
j
! t
?
2 [   `; t ] (j !1).
KAPITEL 2. Charakterisierung von positiver Invarianz 9
Aus dist(F
1
; (t
P
j
; w
j
(t
P
j
))) 
1
j
und der gleichm

aigen Konvergenz von
w
j
folgt f

ur (j !1); da dist(F
1
; (t
?
;w(t
?
))) = 0 gilt.
Also ist (t
?
; w(t
?
)) 2 F
1
. Mit w
j
konvergiert auch U
j
gleichm

aig gegen
w, da v
j
gleichm

aig gegen Null konvergiert. Aus ( t
P
j
! t
?
;
w
j
!
glm
w ; U
j
!
glm
w) und (2.1) folgt:
w(t) =
(
x+
R
t
t
f(s; w(s)) ds f ur t 2 [t
?
; t ]
x+
R
t
?
t
f(s; w(s)) ds +
R
t
t
?
f(s; w(s)) ds f ur t 2 [   `; t
?
]
)
:
Da die L

osungskurve (t; w(t)) die Punkte (t
?
; w(t
?
)) 2 F und (t; x) ver-
bindet, t
?
 t und F positiv invariant ist, gilt (t; x) 2 F . Da (t; x) 2 

ist, erhalten wir (t; x) 2 F
1
.
V (t; x) ist stetig in 
. Dazu sei  > 0. Dann existiert ein
^
P 2 F
1
derart,
da
D

(
b
P ; (t; x))  V (t; x) + 
ist. Auerdem gilt
V (s; y)  D

(
b
P ; (s; y))
f

ur alle (s; y) 2 
. Also erhalten wir (vgl. Beweis von Lemma 2.5) :
V (s; y)  V (t; x)  D

(
b
P ; (s; y)) D

(
b
P ; (t; x)) +   kx  yk+ cjt  sj+ ;
wenn s 2 (t  h; t+ h), wobei 0 < h < jt  t
b
P
j.
Analog existiert ein P

2 F
1
mit
D

(P

; (s; y))  V (s; y) + 
und wir erhalten
V (t; x)  V (s; y)  kx  yk+ cjt  sj+ 
f

ur s 2 (t  h; t+ h), wobei 0 < h < jt  t
P

j. Insgesamt ist
jV (t; x)  V (s; y)j  kx  yk+ cjt  sj+ 
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f

ur s 2 (t h; t+h) mit 0 < h < minfjt  t
P

j; jt  t
b
P
jg. Daraus folgt die
Stetigkeit von V (t; x).
F

ur s = t folgt aus dem Obigen:
jV (t; y)  V (t; x)j  kx  yk+ ;
also (2).
Schlielich zeigen wir (5) D
+
[f ]
V (t; x)  0.
Zun

achst gilt f

ur beliebige P 2 
 (vgl. Beweis von Lemma 2.5) :
D

(P; (t + h; x+ hf(t; x)))  D

(P; (t; x))  hkr(h)k
mit r(h)! 0 (h& 0):
Es sei nun  > 0. Dann gibt es wie vorher ein P () mit D

(P (); (t; x)) 
V (t; x) + . Auerdem gilt immer V (t+ h; x+ hf(t; x)) 
D

(P (); (t+ h; x+ hf(t; x))). Es folgt
V (t+ h; x+ hf(t; x)))  V (t; x)
 D

(P (); (t+ h; x+ hf(t; x)) D

(P (); (t; x)) + 
 hkr(h)k+ 
Da  > 0 beliebig ist, erhalten wir:
V (t+ h; x+ hf(t; x)))  V (t; x)  hkr(h)k
Daraus folgt (5).
Lemma 2.3 Es gilt (fw
n
jn 2 INg) = 0.
Beweis: Wir erinnern an (2.1):
w
n
(t) =
8
>
>
>
>
<
>
>
>
>
:
U
n
(t) + v
n
(t) = x+
R
t
t
f(s; U
n
(s)) ds
fur t 2 [t
P
n
; t ]
x+
R
t
P
n
t
f(s; U
n
(s)) ds+
R
t
t
P
n
f(s; w
n
(s)) ds
fur t 2 [   `; t
P
n
]
9
>
>
>
>
=
>
>
>
>
;
: (2:1)
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Wegen f beschr

ankt, ist die Familie W = fw
n
j n 2 INg beschr

ankt und
gleichgradig stetig. Nach Lemma 1.4 ist dann :
(W) = (fw
n
(t) j n 2 IN ; t 2 [   `; t]g) = (W(J)), wobei
J = [   `; t ].
Es seien
B = fw
n
(t)jn 2 IN; t 2 [   `; t
p
n
]g;
C = fU
n
(t)jn 2 IN ; t 2 [t
p
n
; t ]g;
A = fv
n
(t)jn 2 IN ; t 2 [t
p
n
; t ]g und
H = fU
n
(t) + v
n
(t)jn 2 IN ; t 2 [t
p
n
; t ]g:
Dann gilt:
H  C +A; also (H)  (C) + (A) = (C);
da (A) = 0 ist ( Lemma 2.4).
Es folgt (W(J)) = (B [H) = maxf(B); (H)g  maxf(B); (C)g.
Wir haben den Beweis beendet, wenn wir gezeigt haben: (C) = 0 und
(B) = 0.
Es sei c 2 C. Dann ist c = U
n
(t) f

ur ein n 2 IN und f

ur ein t 2 [t
p
n
; t ].
Nach der Riemann-Integral Darstellung in (2.1) gilt dann:
c = U
n
(t) 2 x  ( t  t
p
n
)conv(f [J  C] [ fg) A:
Also,
C  x 
1
[
n=1
( t  t
p
n
)conv(f [J  C] [ fg) A:
Nach Lemma 1.2 folgt (C)  2`(f [JC])  2`k(JC) = 2`k(C) 
k
k+1
(C) (nach Wahl von 2` am Anfang des Beweises von Satz 2.2). Also,
(C) = 0.
Nun sei b 2 B. Dann ist b = w
n
(t) f

ur ein n 2 IN und f

ur ein t 2 [ `; t
p
n
].
Wieder nach (2.1) gilt dann:
b = w
n
(t) 2 x  ( t  t
p
n
)conv(f [J  C] [ fg)
  (t
p
n
  (   `))conv(f [J B] [ fg):
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Also,
B  x 
1
[
n=1
( t  t
p
n
)conv(f [J  C] [ fg)
 
1
[
n=1
(t
p
n
  (   `))conv(f [J B] [ fg):
Es folgt
(B)  2`(f [J  C]) + 2`(f [J B])
 2`k(J  C) + 2`k(J B)
= 2`k(C) + 2`k(B)
= 2`k(B) (da (C) = 0):
Wegen 2` 
1
k+1
folgt (B) = 0.
Lemma 2.4 Es gilt (A) = 0 , wobei A = fv
n
(t)jn 2 IN; t 2 [t
p
n
; t]g.
Beweis: Da (v
n
) Treppenfunktionen sind, gilt f

ur ein festes n 2 IN:
A
n
= fv
n
(t)jt 2 [t
p
n
; t]g ist eine endliche Menge. Nun sei  eine beliebige
positive reelle Zahl. Da (v
n
) gleichm

aig gegen Null konvergieren, gibt es
ein n
0
(), so da f

ur alle n  n
0
() gilt:
kv
n
(t)k 

2
(t 2 [t
p
n
; t]):
Das bedeutet A
n
 S(;

2
) (n  n
0
()).
Ferner ist [
n
0
()
n=1
A
n
als endliche Vereinigung von endlichen Mengen wieder
endlich und jeder Punkt ist eine Kugel mit Radius kleiner als

2
. Insgesamt
endlich viele Kugeln mit Durchmesser kleiner oder gleich 

uberdecken
A. Daraus folgt die Behauptung.
Lemma 2.5 F

ur D(P;Q) gelten folgende Eigenschaften:
(i) D(P;Q)  0.
(ii) D(P;R)  D(P;Q) +D(Q;R), wenn t
P
 t
Q
 t
R
.
(iii) jD(P;Q) D(
b
P ;
b
Q)j 
kx
P
  x
b
P
k+ kx
Q
  x
b
Q
k+ c

jt
P
  t
b
P
j+ jt
Q
  t
b
Q
j

.
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(iv) Ist t
P
= t
Q
, so ist D(P;Q) = kx
P
  x
Q
k.
(v) D(P;Q) = 0, wenn P und Q auf einer in 
 laufenden Integralkurve
liegen.
(vi) D(P;X) erf

ullt als eine Funktion von X = (t; x) die Bedingungen
(1), (2) und (5) in Satz 2.2.
(vii) Wir erweitern D(P; (t; x)) f

ur t < t
P
:
D

(P; (t; x)) =
(
D(P; (t; x)) fur t  t
P
;
kx  x
P
k+ c(t
P
  t) fur t < t
P
)
:
Dann ist D

(P; (t; x)) stetig in (P; (t; x)) 2 
  
 und erf

ullt als
Funktion von (t; x) auch (1), (2) und (5).
Beweis: Die Ungleichungen (i) - (iii) ergeben sich unmittelbar aus der
Denition und der Dreiecksungleichung. Sie h

angen nicht von Besonder-
heiten von f ab. (iv) und (v) sind einfach. F

ur (vi) gilt: Aus (iii) folgen
(1) und (2). Wir zeigen (5) f

ur (t; x) 2 
 .
Es sei (s; u(s)) eine L

osungskurve durch (t; x). Es sei  > 0 derart, da
(t + h; u(t + h)) 2 
 und (t + h; x + hf(t; x)) 2 
 f

ur 0 < h <  gilt.
Bekanntlich ist u(t + h) = x + hf(t; x) + hr(h) mit r(h) ! 0 (h & 0).
Nach (ii) gilt:
D(P; (t+ h; u(t+ h)))  D(P; (t; u(t))) +D((t; u(t)); (t+ h; u(t+ h))):
Nach (v) ist der letzte Ausdruck gleich Null, da eine verbindende L

osungs-
kurve existiert. Also,
D(P; (t + h; u(t+ h))) D(P; (t; u(t)))  0:
Damit erhalten wir mit (2):
1
h
(D(P; (t + h; x+ hf(t; x)))  D(P; (t; x)))

1
h
(D(P; (t + h; u(t+ h))) D(P; (t; x))) + kr(h)k
=
1
h
(D(P; (t + h; u(t+ h))) D(P; (t; u(t)))) + kr(h)k
 kr(t; h)k :
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Daraus folgt (5).
F

ur (vii) zeigen wir zun

achst die Stetigkeit von D

(P; (t; x)).
Fall 1. t < t
P
.
F

ur 0 < h <
t
P
 t
3
gilt: Es sei s 2 (t   h; t + h); t
b
P
2 (t
P
  h; t
P
+ h).
Dann ist
jD

(
b
P ; (s; y)) D

(P; (t; x))j
= j ky   x
b
P
k+ c(t
b
P
  s)  kx  x
P
k   c(t
P
  t) j
 ky   xk+ kx
b
P
  x
P
k+ cjt
b
P
  t
P
j+ cjt  sj:
Fall 2. t
P
< t.
F

ur 0 < h <
t t
P
3
gilt: Es sei s 2 (t   h; t + h); t
b
P
2 (t
P
  h; t
P
+ h).
Dann ist
jD

(
b
P ; (s; y)) D

(P; (t; x))j
= jD(
b
P ; (s; y)) D(P; (t; x))j
 kx
P
  x
b
P
k+ kx  yk+ c

jt
P
  t
b
P
j+ js  tj

wegen (iii).
Fall 3. t
P
= t.
Dann ist D

(P; (t; x)) = D(P; (t; x)) = kx
P
  xk. Ist t
b
P
 s, so gilt:
jD

(
b
P ; (s; y)) D

(P; (t; x))j
= jD(
b
P ; (s; y)) D(P; (t; x))j
 kx
P
  x
b
P
k+ kx  yk+ c

jt
P
  t
b
P
j+ js  tj

wegen (iii). Ist t
b
P
> s, so gilt:
jD

(
b
P ; (s; y)) D

(P; (t; x))j
= j ky   x
b
P
k+ c(t
b
P
  s)  kx
P
  xk j
 kx
P
  x
b
P
k+ kx  yk+ c

jt
P
  t
b
P
j+ js  tj

:
Damit ist D

(P; (t; x)) stetig in beiden Variablen, erst recht in (t; x), also
(1).
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(2) folgt aus dem Obigen, wenn man s = t setzt. Und zwar f

ur alle
(t; x); (t; y) 2 
.
F

ur t
P
 t folgt (5) aus der entsprechenden Eigenschaft von D(P; (t; x)).
F

ur t < t
P
und 0 < h < t
P
  t gilt:
D

(P; (t+ h; x+ hf(t; x))) D

(P; (t; x)) =
kx+ hf(t; x)  x
P
k+ c(t
P
  (t+ h))  kx  x
P
k   c(t
P
  t) 
hkf(t; x)k   ch:
Wegen kf(t; x)k  c folgt (5).
Im folgenden erg

anzen wir einen Satz von Yiping Lin und P. Volkmann
[30]. Zun

achst nennen wir eine Funktion  : [0;1)  [0;1) ! [ 1;1]
eine Eindeutigkeitsfunktion, falls aus  > 0,  : [0; ] ! [0;1) stetig,
(0) = 0, und D
+
(t)  (t; (t)) (0  t < ) folgt: (t) = 0 auf [0; ].
Dabei ist D
+
die obere Dini Ableitung.
Satz 2.6 Es seien ; 6= F  G  IRE, G oen, F relativ abgeschlossen
in G und f : G ! E stetig und -Lipschitzsch. Dann gilt: F ist genau
dann positiv invariant, wenn es zu jedem (; a) 2 F eine oene Umgebung

 in G , eine Funktion V : 
 ! [0;1) und eine Eindeutigkeitsfunktion
 gibt, so da gilt:
(1) V ist stetig in 
.
(2) jV (t; x)   V (t; y)j  kx  yk ( (t; x) ; (t; y) 2 
 ).
(3) V (t; x) = 0 ( (t; x) 2 
 \ F ).
(4) V (t; x) > 0 ( (t; x) 2 
 n F ).
(5) D
+
[f ]
V (t; x) = lim
h!0+
1
h
(V (t+ h; x+ hf(t; x))  V (t; x)) 
(t  ; V (t; x))( (t; x) 2 
 mit t   ).
Beweis: Die Hinl

anglichkeit (die allgemeiner als in Satz 2.2 ist) ergibt
sich aus [30] (vgl. dazu Satz 3.1 im n

achsten Kapitel).
F

ur die Notwendigkeit liefert der Beweis von Satz 2.2 eine Eindeutigkeits-
funktion, n

amlich   0.

Kapitel 3
Hinreichende Bedingungen f

ur positive Invarianz
Folgenden Satz ndet man in [30]. Es geht um eine Verallgemeinerung
der Hinl

anglichkeit der Bedingungen von Nagumo.
Satz 3.1 Es seien ; 6= F  G  IRE, G oen, F relativ abgeschlossen
in G und f : G ! E. Dann ist F positiv invariant, falls es zu jedem
(; a) 2 F eine oene Umgebung 
 in G , eine Funktion V : 
! [0;1)
und eine Eindeutigkeitfunktion  gibt, so da gilt:
(1) V ist stetig in 
.
(2) jV (t; x)   V (t; y)j  kx  yk ( (t; x) ; (t; y) 2 
 ).
(3) V (t; x) = 0 ( (t; x) 2 
 \ F ).
(4) V (t; x) > 0 ( (t; x) 2 
 n F ).
(5) D
+
[f ]
V (t; x) = lim
h!0+
1
h
(V (t+ h; x+ hf(t; x))  V (t; x)) 
(t  ; V (t; x))( (t; x) 2 
 mit t   ).
Einer Bemerkung aus [30] folgend, zeigen wir nun, wie Resultate von
[20], [28] als Spezialf

alle von Satz 3.1 aufgefat werden k

onnen, falls die
vorkommenden Eindeutigkeitsfunktionen nicht von t abh

angen.
Zun

achst sei M

= fx 2 E j dist(M;x)  g f

ur  > 0 und M  E.
Ferner sei '(t; s) = '(s) eine von t unabh

angige Eindeutigkeitsfunktion.
F

ur x 2 E ist dist(M;x) = inffkx  yk : y 2Mg.
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Satz 3.2 Es seien ; 6= M  N  E, N oen, M abgeschlossen in N ,
f : (; T )  N ! E. Dann ist F = (; T ) M positiv invariant , falls
eine der folgenden Bedingungen (A), (B) erf

ullt ist:
(A) (Volkmann).
(A.1) lim
h&0
1
h
dist(M;x+ hf(t; x)) = 0 (x 2M;  < t < T ).
(A.2) kf(t; x)  f(t; y)k  '(kx  yk) (x 2 N nM; y 2M;  < t < T ).
(A.3) lim
h&0
'(s+ h)  '(s) (s > 0).
(B) (Redheer und Walter).
M ist eine Distanz-Menge und es gelten (A.1) und (A.2).
Beweis. Es sei G = (; T )N und (; a) 2 F  G  IRE.
Wir denieren V : G ! [0;1) durch V (t; x) = dist(M;x). Dann erf

ullt
V (t; x) die Bedingungen (1) bis (4) in Satz 2.6. Wir zeigen (5) D
+
[f ]
V (t; x)
 '(V (t; x)) f

ur (t; x) 2 G, t  . Falls (t; x) 2 (; T )  M ist, gilt
V (t; x) = 0. Dann ist f

ur gen

ugend kleines h > 0:
V (t+ h; x+ hf(t; x)) = dist(M; x+ hf(t; x)):
Wegen (A.1) folgt dann (5).
Es sei nun (t; x) =2 (; T ) M . Dann ist V (t; x) = dist(M;x) =  > 0.
Also ist x 2 RandM

. Es sei r > 0 mit S(a; 2r)  N .
Dann gilt f

ur den Fall (A) folgende Formel (vgl. [28]):
(C) lim
h&0
1
h
dist(M

; x+ hf(t; x))  '()
( < t < T; x 2 RandM

; kx  ak < r ).
Ferner ist
V (t+ h; x+ hf(t; x)) = dist(M; x+ hf(t; x))
 dist(M

; x+ hf(t; x)) + V (t; x) :
Mit (C) folgt dann (5) f

ur (t; x) 2 
 = (; T )

S
(a; r).
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F

ur den Fall (B) existiert ein y 2M mit
kx  yk = dist(M;x) = V (t; x) :
Dann ist
V (t+ h; x+ hf(t; x)) = dist(M; x+ hf(t; x))
 dist(M; y + hf(t; y)) + kx  yk
+ hkf(t; x)  f(t; x)k

(A:2)
dist(M; y + hf(t; y)) + V (t; x)
+ h'(kx  yk) :
Mit (A.1) folgt dann (5).
Bemerkung 3.3 Falls '(s) = Ls f

ur ein L  0 ist, setzen wir
V (t; x) = e
 Lt
dist(M;x):
Dann sind die Bedingungen (1) bis (5) in Satz 2.2 erf

ullt, insbesondere
gilt
(5) D
+
[f ]
V (t; x)  0:
Nun erweitern wir den Invarianzsatz in [28] auf bestimmte Teilmengen
von IRE, die nicht notwendig der Form J M sind (J  IR; M  E).
Zun

achst sei A die Familie der nichtleeren, abgeschlossenen Teilmengen
von E. F

ur A;B 2 A ist die Hausdormetrik
H(A;B) = maxfsup
b2B
dist(A; b); sup
a2A
dist(B; a)g :
Wir bemerken, da H(A;B) =1 m

oglich ist.
F

ur F  IRE setzen wir F (t) = fx 2 E j (t; x) 2 F f

ur ein t 2 IRg  E.
Nun sei F (t) 2 A f

ur alle t 2 (; T ). Dann gilt H(F (t)

; F (t)) = . Wir
nennen F (t) stetig, wenn aus t
n
! t
0
(n!1) in (; T ) folgt
H(F (t
n
); F (t
0
))! 0 (n!1):
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In diesem Fall ist H(F (t); F (t+ h)) <1 f

ur hinreichend kleines jhj.
Wir werden folgende Ungleichung ben

otigen:
dist(A; x)  dist(B; x) +H(A;B) (x 2 E; A;B 2 A) : (3.1)
Dazu sei  > 0. Dann gibt es ein b 2 B mit kb  xk < dist(B; x) + .
Zu diesem b existiert ein a 2 A mit
ka  bk < dist(A; b) +   H(A;B) +  :
Es folgt
dist(A; x)  ka  xk  ka  bk+ kb  xk  H(A;B) + + dist(B; x) + :
Daraus ergibt sich (3.1).
Satz 3.4 Es sei F  G  (; T )  E, F (t) 2 A; F (t) stetig, F (t
1
) 
F (t
2
) f

ur t
1
 t
2
(t
1
; t
2
; t 2 (; T )) und f : G! E.
Ferner seien folgende Bedingungen erf

ullt:
(1) lim
h&0
1
h
dist(F (t); x + hf(t; x)) = 0 ((t; x) 2 F;  < t < T ).
(2) kf(t; x)  f(t; y)k  '(t; kx   yk) mit einer Eindeutigkeitsfunktion
', welche zus

atzlich
(3) lim
h&0
'(t; s+ h)  '(t; s) ( < t < T; s > 0) gen

ugt.
Dann ist F positiv invariant.
Beweis. Angenommen, F sei nicht positiv invariant. Dann gibt es eine
L

osung u : [; ) ! E mit (; u()) 2 F , aber (t
0
; u(t
0
)) 2 GnF f

ur ein
t
0
2 (; ). Wir setzen  = maxft j   t < t
0
; (t; u(t)) 2 Fg. Dann ist
(; u()) 2 F und (t; u(t)) 2 GnF fur t 2 (; t
0
] : (3.2)
Es sei r > 0 und o.B.d.A. (sonst wird t
0
verkleinert)
[; t
0
)

S
(u(); 2r)  G und ku(t)  u()k < r ( < t < t
0
):
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Dann erhalten wir mit der Methode in [28] (ein Lemma aus [4] wird
benutzt), da f

ur  > 0 gilt:
lim
h&0
1
h
dist(F (t)

; q + hf(t; q))  '(t; )
(3.3)
( < t < t
0
; q 2 F (t)

; kq   u()k < r) :
Nun setzen wir (t) = dist(F (t); u(t)) f

ur t 2 [; t
0
). Dann ist () = 0
und wegen (3.1) gilt f

ur jhj klein genug:
j(t)  (t+ h)j = jdist(F (t); u(t))  dist(F (t+ h); u(t+ h))j
 ku(t)  u(t+ h)k+H(F (t); F (t+ h)) :
Daraus folgt die Stetigkeit von (t), da u(t) und F (t) stetig sind. Wir
zeigen, da D
+
(t)  '(t; (t)) f

ur t 2 [; t
0
) gilt. F

ur t =  und h > 0
ist
( + h) = dist(F ( + h); u( + h))
 dist(F (); u( + h)) ; da F ()  F ( + h)
 dist(F (); u() + hf(; u()) + o(h) ; (h& 0) :
Wegen (1) folgt dann D
+
()  '(; ()).
F

ur t 2 (; t
0
) ist nach (3.2) (t) =  > 0, d.h. u(t) 2 F (t)

. Also
(t+ h) = dist(F (t+ h); u(t+ h))
 dist(F (t); u(t+ h))

(3:1)
dist(F (t)

; u(t+ h)) +H(F (t)

; F (t))
= dist(F (t)

; u(t+ h)) + 
 dist(F (t)

; u(t) + hf(t; u(t))) + o(h) +  (h& 0) :
Mit (3.3) erhalten wir dann D
+
(t)  '(t; (t)), da ku(t)   u()k < r
ist. Weil ' eine Eindeutigkeitsfunktion ist, ergibt sich dann (t)  0, d.h.
(t; u(t)) 2 F f

ur t 2 [; t
0
). Das ist ein Widerspruch zu (3.2).
Beispiel 3.5 Es seien E = l
1
(der Raum der beschr

ankten reellen Fol-
gen), geordnet durch K = fx = (x
n
)
n2IN
2 l
1
j x
n
 0; n 2 INg,
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v; w : (; T ) ! E stetige Funktionen mit v(t) monoton fallend und
w(t) monoton wachsend. Ferner seien v(t)  w(t) f

ur t 2 (; T ) und
F = f(t; x) :  < t < T; v(t)  x  w(t)g.
f : G ! E gen

uge den Bedingungen in Satz 3.4 mit G = (; T )  E.
Dann ist F positiv invariant.
Es ist klar, da F (t) 2 A und F (t
1
)  F (t
2
) f

ur t
1
 t
2
(t; t
1
; t
2
2 (; T )).
Wir zeigen die Stetigkeit von F (t).
Es sei s; t 2 (; T ) mit o.B.d.A. s  t. Dann ist F (s)  F (t). Es folgt
dist(F (t); x) = 0 (x 2 F (s)).
Also gilt
H(F (s); F (t)) = maxf sup
y2F (t)
dist(F (s); y); sup
x2F (s)
dist(F (t); x)g
= sup
y2F (t)
dist(F (s); y) :
Nun sei y 2 F (t) beliebig, aber fest.
Dann ist v
k
(t)  y
k
(t)  w
k
(t) (k 2 IN). Wir setzen
x
k
=
8
>
<
>
:
v
k
(s) falls v
k
(t)  y
k
 v
k
(s)
y
k
falls v
k
(s)  y
k
 w
k
(s)
w
k
(s) falls w
k
(s)  y
k
 w
k
(t) :
Dann ist x = (x
k
)
k2IN
in F (s). Ferner gilt
jx
k
  y
k
j =
8
>
>
>
>
>
<
>
>
>
>
>
>
:
jv
k
(s)  y
k
j  jv
k
(s)  v
k
(t)j;
falls v
k
(t)  y
k
 v
k
(s);
0 ; falls v
k
(s)  y
k
 w
k
(s);
jw
k
(s)  y
k
j  jw
k
(t)  w
k
(s)j;
falls w
k
(s)  y
k
 w
k
(t) :
Es folgt:
dist(F (s); y)  kx  yk  maxfkv(s)  v(t)k; kw(s)  w(t)k g:
Da y 2 F (t) beliebig ist, erhalten wir:
H(F (s); F (t)) = sup
y2F (t)
dist(F (s); y)
 maxfkv(s)  v(t)k; kw(s)  w(t)kg :
Wegen v; w stetig folgt die Behauptung.
Kapitel 4
Ein Invarianz-Satz in Banach-Verb

anden
Volkmann [29] dehnte einen Satz von Max M

uller [15] (vgl. auch [18]) auf
die Banachr

aume c
0
und l
p
(1  p <1) aus und gab ein Beispiel daf

ur,
da der Satz nicht f

ur beliebige geordnete Banachr

aume gilt. Walter [32]
behandelte den Fall E = l
1
.
Nun zeigen wir, da die Invarianzaussage des Satzes f

ur gewisse Banach-
Verb

ande gilt. Dann gehen wir auf die Existenzaussage des Satzes ein.
Zun

achst heit eine Teilmenge K von E ein Kegel, wenn gilt:
K ist abgeschlossen,K+K  K; K  K (  0) und K\( K) = fg.
E
0
bezeichnet den topologischen Dual von E. Wir setzen
K
0
= f' 2 E
0
: '(x)  0 (x 2 K)g:
Wir versehen E mit der ( reexiven, antisymmetrischen, transitiven )
Ordnung , deniert durch
x  y () (y   x) 2 K:
E heit ein Banach-Verband, wenn zus

atzlich gilt :
(i) x _ y = supfx; yg und x ^ y = inffx; yg existieren f

ur alle x; y 2 E,
(ii) jxj = x _ ( x)  y _ ( y) = jyj impliziert kxk  kyk (Monotonie
der Norm).
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Ist

uberdies kx _ yk = maxfkxk; kykg f

ur alle x; y 2 K, so nennt man E
einen (AM-) Banach-Verband (vgl. [21]).
Im folgenden sei E stets ein (AM-) Banach-Verband mit Einheit, d.h. es
existiert ein p 2 Int K mit [ p; p] = S(; 1).
Beispiele sind L
1
(); C[a; b]; l
1
.
Wir setzen
H = f' 2 E
0
: '(p) = 1g und H
0
= H \K
0
:
Dann ist H
0
konvex und kompakt bez

uglich der (schwach-*) Topologie
(E
0
; E). Nach einem Satz von Krein-Milman ist die Menge X der Ex-
tremalpunkte von H
0
nicht leer und H
0
= convX , wobei der Abschlu
bez

uglich (E
0
; E) ist. Die Elemente von X sind Verbandshomomorphis-
men (vgl. [14], [11], [21]), d.h. f

ur x; y 2 E gilt:
(iii) '(x _ y) = maxf'(x); '(y)g und '(x ^ y) = minf'(x); '(y)g
(' 2 X).
F

ur C[a,b] k

onnen wir X = [a; b] setzen, wenn wir s 2 [a; b] als Auswer-
tungsfunktional betrachten, d.h. '
s
(x) = x(s) (x 2 C[a; b]) (vgl. Taylor
[24], s. 186). Somit bedeutet (iii) f

ur x; y 2 C[a; b] :
(x _ y)(s) = maxfx(s); y(s)g und (x ^ y)(s) = minfx(s); y(s)g (s 2 [a; b]):
Folgendes Lemma ist wichtig f

ur unsere Betrachtung.
Lemma 4.1 Es sei x
1
2 EnK. Dann existiert ein '
1
2 X mit '
1
(x
1
) <
0.
Beweis: Nach einem Trennungssatz (Hahn-Banach) f

ur konvexe Mengen
(vgl. z.B. [21]) existiert ein ' 2 E
0
mit '(x
1
) < c < '(x) (x 2 K). Wegen
 2 K ist dann '(x
1
) < c < '() = 0. Ferner gilt f

ur x 2 K : '(nx) 
c (n 2 IN). Daraus ergibt sich, da ' 2 K
0
ist.
Da '(p) > 0 ist, gilt '
0
=
1
'(p)
' 2 H
0
und '
0
(x
1
) < 0.
Es sei nun  > 0 mit '
0
(x
1
) +  < 0. Da '
0
2 convX bez

uglich (E
0
; E)
ist, existiert ein '

2 convX mit
j'

(x
1
)  '
0
(x
1
)j  
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Es folgt '

(x
1
) < 0. Ferner gilt :
'

(x
1
) =
n
X
i=1

i
'
i
(x
1
) mit '
i
2 X; 
i
 0;
n
X
i=1

i
= 1:
O.B.d.A. '
1
(x
1
) < 0.
Die Funktion P (t; x) = supfv(t); inffw(t); xgg ist wohldeniert f

ur
t 2 [; T ]; x 2 E, wobei v; w Funktionen von [; T ] in E sind. Im folgenden
sei D 2 fD
+
; D
+
; D
 
; D
 
g eine beliebige, aber feste Dini-Ableitung.
Wir setzen J = [; T ] und C(J;E) bezeichnet den Raum der stetigen
Funktionen von J in E.
Satz 4.2 Es seien v; w 2 C(J;E); v(t)  w(t) (t 2 J); F = f(t; x) :
t 2 J; v(t)  x  w(t)g; f : F ! E: Ferner gelte f

ur t 2 J; ' 2 X:
(1) D'(v(t))  '(f(t; z)) f

ur v(t)  z  w(t); '(z) = '(v(t)),
(2) D'(w(t))  '(f(t; z)) f

ur v(t)  z  w(t); '(z) = '(w(t)).
Dann ist F positiv invariant bez

uglich u
0
= f(t; P (t; u)) (3).
Beweis: Angenommen, F sei nicht positiv invariant. Dann gibt es eine
L

osung u : [a; b) ! E von (3) mit (a; u(a)) 2 F und (t
1
; u(t
1
)) =2 F f

ur
ein t
1
2 (a; b). Es gilt dann w(t
1
) u(t
1
) =2 K bzw. u(t
1
)  v(t
1
) =2 K. Es
sei etwa w(t
1
) u(t
1
) =2 K. Dann gibt es nach Lemma 4.1 ein ' 2 X mit
'(w(t
1
)  u(t
1
)) < 0 (4).
Da w(a) u(a) 2 K gilt, also '(w(a) u(a))  0, existiert ein t
0
2 [a; t
1
)
mit '(w(t
0
)  u(t
0
)) = 0 und '(w(t)   u(t)) < 0 (t 2 (t
0
; t
1
]).
F

ur beliebiges aber festes t 2 (t
0
; t
1
) sei z = P (t; u(t)). Dann ist v(t) 
z  w(t) und '(z) = '(w(t)) (wegen (iii)). Damit gen

ugt z den Bedin-
gungen von (2). Es folgt D'(w(t))  '(f(t; z)) = D'(u(t)).
F

ur h(t) = '(w(t)   u(t)) gilt dann:
h(t
0
) = 0 und Dh(t)  0 fur t 2 (t
0
; t
1
):
Also ist h wachsend und h(t
1
)  0 im Widerspruch zu (4).
Entsprechend verf

ahrt man, wenn u(t
1
)   v(t
1
) =2 K ist, und damit ist
der Satz bewiesen.
26 KAPITEL 4. Ein Invarianz-Satz in Banach-Verb

anden
Aus der Monotonie der Norm (ii) von E folgt :
  x  y impliziert kxk  kyk
Somit ist der Ordnungskegel K normal im Sinne von Krein [12].
Nun erg

anzen wir die Invarianz mit der Existenz einer L

osung wie ur-
spr

unglich in [15].
Satz 4.3 Es seien v; w 2 C(J;E); v(t)  w(t) (t 2 J),
F = f(t; x) : t 2 J; v(t)  x  w(t)g; (; c) 2 F; f : J  E ! E stetig
mit
(f [B])  k(B) fur ein k  0 (B  F ): (4.1)
F

ur t 2 J; ' 2 X gelte (1), (2) in Satz 4.2. Dann existiert eine L

osung
u : J ! E des Anfangswertproblems
u
0
= f(t; u(t)); u() = c; (t 2 J) (4.2)
mit
(t; u(t)) 2 F (t 2 J): (4.3)
Beweis: Aus der Verbandseigenschaft (i) folgt
jP (t; x)  P (s; y)j  jv(t)  v(s)j + jw(t)  w(s)j + jx  yj
fur (s; y); (t; x) 2 J E:
Mit der Monotonie der Norm (ii) ergibt sich die Stetigkeit von P (t; x)
und kP (t; x)  P (t; y)k  kx  yk, also (P (B))  l
1
(B) f

ur ein l
1
 0
und f

ur beschr

ankte B  J E.
Also ist g(t; x) = f(t; P (t; x)) stetig und (g(B))  l
2
(B) f

ur ein l
2
 0.
Damit ist g(t; x) beschr

ankt, da F beschr

ankt ist, wegen der Normalit

at
von K.
Nach Satz 1.3 existiert dann eine L

osung u : J ! E von u
0
= g(t; u),
u() = c. Der Rest folgt aus Satz 4.2, d.h. es gelten (4.2) und (4.3).
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Wir wenden uns nun einem Existenzsatz von Lemmert, Schmidt, Volk-
mann [13] zu, der die Normalit

at des Kegels K ber

ucksichtigt.
Zun

achst heit g(t; x) quasimonoton wachsend bez

uglich x (im Sinne von
[25], vgl. auch [31]), wenn gilt:
x; y 2 E; x  y; ' 2 K
0
; '(x) = '(x) =) '(g(t; x))  '(g(t; y)):
Der Kegel K heit regul

ar, wenn aus
x
1
 x
2
 : : :  y
in E die Konvergenz kx
n
 x
0
k ! 0 gegen ein Grenzelement x
0
2 E folgt.
Satz 4.4 Es seien die Voraussetzungen in Satz 4.3 erf

ullt und anstatt
(4.1) gelte:
f(t; P (t; x)) ist quasimonoton wachsend bez

uglich x und K ist regul

ar.
Dann existiert eine u : J ! E, die (4.2) und (4.3) gen

ugt.
Beweis: Nach [13] hat u
0
= f(t; P (t; u)); t 2 J; u() = c, eine L

osung,
wenn f(t; P (t; x)) quasimonoton wachsend bez

uglich x ist, und K regul

ar
mit Int K 6= ; ist.
Regul

are Kegel sind stets normal; die Umkehrung mu nicht immer gel-
ten. Nach Krein [12] ist eine monoton wachsende, schwach konvergente
Folge (x
n
)  E (d.h. es existiert ein z 2 E mit '(x
n
) ! '(z) f

ur alle
' 2 E
0
) bereits Norm-konvergent, wenn K normal ist. Damit k

onnen wir
folgende Charakterisierung angeben.
Bemerkung 4.5 Ein normaler Kegel ist genau dann regul

ar, wenn gilt:
Aus x
1
 x
2
 : : :  y in E folgt die schwache Konvergenz einer Teilfolge
von (x
n
).
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