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LOCAL CHARACTERIZATIONS FOR DECOMPOSABILITY OF
2-PARAMETER PERSISTENCE MODULES
MAGNUS BAKKE BOTNAN, VADIM LEBOVICI, AND STEVE OUDOT
Abstract. We investigate the existence of sufficient local conditions under
which representations of a given poset will be guaranteed to decompose as
direct sums of indecomposables from a given class. Our indecomposables of
interest belong to the so-called interval modules, which by definition are in-
dicator representations of intervals in the poset. In contexts where the poset
is the product of two totally ordered sets (which corresponds to the setting of
2-parameter persistence in topological data analysis), we show that the whole
class of interval modules itself does not admit such a local characterization,
even when locality is understood in a broad sense. By contrast, we show that
the subclass of rectangle modules does admit such a local characterization,
and furthermore that it is, in some precise sense, the largest subclass to do so.
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1. Introduction
Recent work by Botnan and Crawley-Boevey [4] shows that pointwise finite-
dimensional (pfd) representations of posets over an arbitrary field k decompose as
direct sums of indecomposables with local endomorphism ring. Here we are in-
terested in posets that are finite products of totally ordered sets X1 × · · · × Xd,
equipped with the product order. This choice is motivated by applications in topo-
logical data analysis (TDA), where representations of such posets (typically Rd)
arise naturally. While a poset of this form is usually of wild representation type
(at least when d > 1), we are only interested in a subclass of its indecomposable
representations, called interval modules, which by definition are indicator represen-
tations kI of intervals (i.e. connected convex subsets) I of X1 × · · · × Xd. Here,
connectivity and convexity are understood in the product order, see Figure 1 for
an example where d = 2.
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Figure 1. An interval I ⊂ R2 and its associated interval module kI .
These indecomposables play a key role in TDA. Indeed, given a pfd representa-
tion M , the collection of the supports of the interval summands appearing in its
direct-sum decomposition can be used as a descriptor of M—called its barcode—and
thereby also as a descriptor of the data from which the representation originates.
This descriptor is purely geometric by nature, therefore easy to interpret for prac-
titioners, and efficient to encode and manipulate on a computer. Furthermore, its
stability properties, proven in the TDA literature [9, 12], make it a relevant choice
to derive consistent estimators in statistical analysis.
From the computational point of view, one would like to be able to determine
quickly whether a given representationM ofX1×· · ·×Xd admits interval summands
in its decomposition, and if so, whether it admits only such summands—in which
case it is called interval-decomposable. An obvious solution for this consists in
decomposing M then checking its summands one by one, however this quickly
becomes time-consuming in practice. As a workaround, one seeks to find local, easily
checkable conditions. Such local conditions are useful not only for computations,
but also for the mathematical analysis of practical data science scenarios: indeed,
by determining which types of indecomposables might appear, they help assess
the difficulty of these scenarios from the TDA perspective. Here, locality can be
understood in many different ways, depending on the application, however in its
broadest sense it can be thought of as taking restrictions of M to strict product
subsets of X1 × · · · ×Xd, i.e. subsets of the form X ′1 × · · · ×X ′d where X ′1 ⊆ X1,
· · · , X ′d ⊆ Xd, and X ′1 × · · · ×X ′d 6= X1 × · · · ×Xd. As for the condition itself, it
may also vary from one application to the other, however a default option is to ask
the restrictions of M to be themselves interval-decomposable.
In this work we restrict the focus to the case where d = 2. Note that the case
d = 1 is already known, and in fact the question of finding local conditions for
interval-decomposability is trivial in that case because every pfd representation
decomposes entirely into interval summands, without any further conditions [8].
In the case d = 2 however, we show (Theorem 2.7) that no local condition such
as above exists to characterize interval-decomposability, at least when the product
subsets on which restrictions are taken are assumed to be finite of bounded size
(which is what happens in practical scenarios).
This negative result motivates the search for ‘reasonable’ subclasses of indecom-
posables, among the interval modules, which would enjoy a local characterization.
One such subclass was identified in [4, 7]: it consists of the so-called block mod-
ules, which are indicator representations of upper-right or lower-left quadrants, or
of horizontal or vertical infinite bands, in X1 ×X2. Although fairly restricted, this
class of indecomposables appears in various applications of TDA, most notably in
the study of Reeb graphs and their approximations from data via a concept called
level-set persistence [2, 6].
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Here, we enlarge the class of indecomposables of interest to include all the indi-
cator representations of axis-aligned rectangles in X1 ×X2. Such indecomposables
are called rectangle modules. They can easily be characterized locally among the
interval modules, since an interval module over X1 × X2 is a rectangle module
if and only if all its restrictions to squares {x1, x′1} × {x2, x′2} ⊆ X1 × X2 are.
More generally, we prove (Theorem 2.9) that a pfd representation of X1 ×X2 de-
composes as a direct sum of rectangle modules if and only if all its restrictions
to squares {x1, x′1} × {x2, x′2} ⊆ X1 × X2 do. We also prove (Theorem 2.8) that
the rectangle modules are, in some precise sense, the largest subclass of interval
modules that can be characterized locally, at least as far as restrictions to squares
are concerned. Theorems 2.8 and 2.9, taken together, settle our initial question in
that setting, and they generalize results previously obtained under the constraint
that the sets X1, X2 be finite [5]—this constraint is lifted here and replaced by a
much milder assumption.
The next section states our question and results formally, reviews the state of
the art, and provides a brief outline of the paper.
2. Main question and results
2.1. Preliminaries. Our exposition uses the language of topological data analysis
to talk about representations. Here we spend a few paragraphs defining our terms.
2.1.1. Persistence modules. A persistence module over a poset (P,4) is a functor
M : (P,≤) → Vec where Vec denotes the category of vector spaces over a fixed
field k. Morphisms between persistence modules are natural transformations be-
tween functors.
As Vec is an abelian category, so is the category Per(P,4) := Fun((P,4),Vec)
of persistence modules over (P,4). More precisely, kernels, cokernels and images,
as well as products, direct sums and quotients of persistence modules are defined
pointwise at each index p ∈ P , and the category of persistence modules admits a
zero object 0, the persistence module whose spaces and internal morphisms are all
equal to 0.
For every p ∈ P , we denote the vector space of M at p by Mp := M(p), and for
every p 4 q the linear map of M from p to q by ρqp := M(p 4 q) : Mp −→ Mq.
We say that M is pointwise finite-dimensional (pfd) if for every p ∈ P , Mp is
finite-dimensional. The support of M is the set of indices p ∈ P for which Mp 6= 0.
A morphism f : M → N between two persistence modules over P is a monomor-
phism (resp. epimorphism) if for every p ∈ P , fp : Mp → Np is injective (resp.
surjective). A morphism between two persistence modules is an isomorphism if is
it both a monomorphism and an epimorphism.
2.1.2. Decomposability. A persistence module over (P,4) is said to be decompos-
able if it decomposes as direct sum of at least two nontrivial persistence modules.
Otherwise, it is said to be indecomposable. The endomorphism ring End(M) :=
Hom(M,M) is local if θ or IdM − θ is invertible for all θ ∈ End(M). It is easy to
see that if M has a non-trivial decomposition then End(M) is not local. The pfd
persistence modules over (P,4) form a Krull-Schmidt subcategory of Per(P,4):
Theorem 2.1 ([4]). Every pfd persistence module M over (P,4) decomposes as
a direct sum of indecomposable modules with local endomorphism rings. By Azu-
maya’s theorem [1] this decomposition is essentially unique.
2.1.3. Product posets. In the paper we focus on persistence modules over product
posets. Given two totally ordered sets (X,≤X) and (Y,≤Y ), their product (X×Y,≤)
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is the cartesian product X × Y equipped with the product order ≤ defined by
(2.1) ∀s, t ∈ X × Y, s ≤ t⇐⇒ sx ≤X tx and sy ≤Y ty,
where the coordinates of a point u ∈ X × Y are denoted by (ux, uy). We simply
use the notation X × Y instead of (X × Y,≤) as the only order considered on the
cartesian product X × Y will be the product order.
A persistence module M over a product poset X × Y is called a 2-parameter
persistence module, or a persistence bimodule for short. Any two comparable points
s ≤ t in X × Y yield a square Qts := {s, (sx, ty), (tx, sy), t} and an associated
commutative diagram (which is the restriction of M to Qts):
(2.2)
M(sx,ty) Mt
Ms M(tx,sy)
ρt(sx,ty)
ρ
(tx,sy)
s
ρ
(sx,ty)
s
ρt(tx,sy)
2.1.4. Intervals, rectangles, blocks. Product posets admit notable classes of inde-
composable persistence modules, defined here. We say that S ⊆ X × Y is convex
if for every p 4 q ∈ S we have s ∈ S for all s ∈ P such that p 4 s 4 q. Such a
convex S is an interval if it is also connected, i.e. for every p, q ∈ S there is a finite
sequence (pi)i∈J0,nK of points of S such that p = p0 ⊥ · · · ⊥ pn = q, where ⊥ is
the binary relation defined by p ⊥ q if and only if p and q are comparable (p 4 q
or q 4 p). We write Conv(X × Y ) (resp. Int(X × Y )) for the set of convex (resp.
interval) subsets of X × Y .
To any convex set S ⊆ X × Y we associate a persistence module kS , called the
indicator module of S, defined as follows:
(2.3) kS(p) =
{
k if p ∈ S,
0 else,
and
(2.4) kS(p ≤ q) =
{
Idk if p and q ∈ S,
0 else,
and by convention we set k∅ = 0. When S is an interval, kS is called an interval
module, and it is indecomposable because its endomorphism ring End(kS) is iso-
morphic to k (by connectivity of S) and thus local. Otherwise, kS decomposes as
the direct sum of the indicator modules of its connected components.
We call rectangle any product I × J of two intervals I ⊆ X and J ⊆ Y , and
we write Rec(X × Y ) for the set of rectangles of X × Y . Note that rectangles
are intervals by definition, and we call rectangle modules their associated interval
modules.
A block is any rectangle B = I × J that satisfies either of the following (non-
exclusive) conditions:
• I is coinitial1 in X and J is coinitial in Y—B is then called a birth quadrant ;
• I is cofinal in X and J is cofinal in Y—B is then called a death quadrant ;
• I is both coinitial and cofinal in X—B is then called a horizontal band ;
• J is both coinitial and cofinal in Y—B is then called a vertical band.
We write Blc(X × Y ) for the set of blocks of X × Y . Blocks are rectangles by
definition, and we call block modules their associated rectangle modules.
1Given a poset (P,4), a subset Q ⊆ P is coinitial if every p ∈ P admits a q ∈ Q such that
q 4 p, and cofinal if every p ∈ P admits a q ∈ Q such that q < p.
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X × Y
S
Q
Figure 2. An example of S ∈ S (the solid blue polygon) and
Q ∈ Q (the four dots arranged in a square) such that S ∩ Q is
convex but not connected in Q.
2.2. Local characterization. Our aim is to work out a local condition that char-
acterizes the decomposability of pfd persistence bimodules over a given class of in-
terval modules. We specify this class of interval modules via the set S ⊆ Int(X×Y )
of their supports, and we write 〈S〉 for the set of all pfd persistence bimodules that
are obtained (up to isomorphism) as direct sums of such interval modules:
〈S〉 :=
{
M ∈ Per(X × Y ) |M '
⊕
S∈S
kmSS where
∑
S3t
mS <∞ for all t ∈ X × Y
}
.
Note that the class 〈S〉 still makes sense when S ⊆ Conv(X × Y ), however in that
case kS for S ∈ S may not be indecomposable.
Locality is understood as taking restrictions to a collection Q of strict subsets
of X × Y , called the test subsets. Given Q ∈ Q, let S|Q := {S ∩Q |S ∈ S} be the
set of intervals in S restricted to Q. Note that S|Q ⊆ Conv(Q), since convexity is
preserved under taking restrictions. However, it may not be the case that S|Q ⊆
Int(Q), since connectivity is not always preserved under taking restrictions—see
Figure 2 for an example. Nevertheless, we still have2:
〈Int(X × Y )|Q〉 = 〈Int(Q)〉.
Throughout the paper, our test subsets will be product subsets of X×Y , i.e. subsets
of the form X ′×Y ′ where X ′ ⊆ X and Y ′ ⊆ Y , and we denote by PSub(X×Y ) the
set of such subsets. While intervals of X × Y may still not restrict to intervals on
product subsets (see again Figure 2), rectangles and blocks do restrict to rectangles
and blocks respectively, so for any Q ∈ PSub(X × Y ) we have:
Rec(X × Y )|Q = Rec(Q),
Blc(X × Y )|Q = Blc(Q).
Main question. Which classes of intervals S ⊆ Int(X×Y ) and collections of test
subsets Q ⊆ PSub(X × Y ) yield the following equivalence for any pfd persistence
bimodule M (where M|Q denotes the restriction of M to Q)?
(2.5) M ∈ 〈S〉 ⇐⇒ ∀Q ∈ Q, M|Q ∈ 〈S|Q〉.
Remark 2.2. By additivity of the restriction functor, the direct implication in (2.5)
is always true.
The converse implication in (2.5) holds trivially when the poset X×Y itself is in-
cluded in the collection Q. However, as mentioned previously, the point is precisely
2This is easily proven by double inclusion. Given an interval S ⊆ X×Y , the restriction S|Q is
convex in Q therefore kS decomposes as the direct sum of the indicator modules of its connected
components in Q. Conversely, given an interval S′ of Q, the set S = {s ∈ X × Y | p 4 s 4
q for some p, q ∈ S′} is an interval of X × Y that restricts to S′ on Q.
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to avoid using X × Y as a test subset. Our aim is to find local characterizations
that use as few or as small test subsets as possible, since these characterizations
are likely to be the easiest ones to check in practice.
In the following, unless otherwise mentioned, the class S of intervals under con-
sideration will be either Int(X × Y ) itself, or Rec(X × Y ), or Blc(X × Y ). A
pfd persistence bimodule M is said to be interval-decomposable (resp. rectangle-
decomposable, block-decomposable) if M ∈ 〈Int(X × Y )〉 (resp. M ∈ 〈Rec(X × Y )〉,
M ∈ 〈Blc(X × Y )〉).
2.3. State of the art. The following instances of our main question have been
investigated in previous work.
2.3.1. Case S = Blc(X×Y ). The following local characterization of block-decomposable
pfd bimodules was given in [7] in the special case where X × Y = R2, then gener-
alized to arbitrary products of totally ordered sets in [4]:
Theorem 2.3 ([7, 4]). For any pfd persistence module M over X × Y :
M ∈ 〈Blc(X × Y )〉 ⇐⇒ ∀Q ∈ PSub2(X × Y ),M|Q ∈ 〈Blc(Q)〉.
Here, PSubm(X×Y ) denotes the collection of all finite product subsets of X×Y
of size m ×m. In other words, the elements of PSub2(X × Y ) are the 2 × 2 grids
in X × Y , called squares in the following. These are the smallest grids that yield
2-parameter restrictions, in this respect they are the smallest possible non-trivial
test subsets.
2.3.2. Case S = Rec(X × Y ). The following local characterization of rectangle-
decomposable pfd bimodules was given in [5] in the special case where X × Y is
finite:
Theorem 2.4 ([5]). Suppose X and Y are finite. Then, for any pfd persistence
module M over X × Y :
M ∈ 〈Rec(X × Y )〉 ⇐⇒ ∀Q ∈ PSub2(X × Y ),M|Q ∈ 〈Rec(Q)〉.
Again, the test subsets are the squares in X × Y .
2.3.3. Case S = Int(X × Y ). It was also shown in [5] that, when X × Y is finite,
Theorem 2.4 cannot be extended to the full class of interval-decomposable modules,
even if the squares are replaced by (strict) product subsets of arbitrary sizes for the
tests:
Theorem 2.5 ([5]). Suppose X and Y are finite with |X| ≥ 3 and |Y | ≥ 3, and
let 2 ≤ m < min(|X|, |Y |) be an integer. Then, there is no Q ⊆ PSub≤m(X × Y )
such that, for any pfd persistence module M over X × Y :
M ∈ 〈Int(X × Y )〉 ⇐⇒ ∀Q ∈ Q, M|Q ∈ 〈Int(Q)〉.
Here, PSub≤m(X × Y ) denotes the collection of all product subsets of X × Y of
size at most3 m×m. The assumption 2 ≤ m < min(|X|, |Y |) forces the collection
to contain the squares and only strict subsets of X × Y .
3This means that each product subset X′ × Y ′ considered satisfies |X′| ≤ m and |Y ′| ≤ m.
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2.3.4. Case Rec(X × Y ) ( S ( Int(X × Y ). This intermediate scenario was also
studied in [5] under the assumption that X×Y is finite, and the following negative
result was derived:
Theorem 2.6 ([5]). Suppose X and Y are finite with |X| ≥ 2, |Y | ≥ 2, and
(|X|, |Y |) 6= (2, 2). Then, there is no S ⊆ Int(X × Y ) such that S|Q ) Rec(Q) for
all Q ∈ PSub2(X × Y ) and, for any persistence module M over X × Y :
M ∈ 〈S〉 ⇐⇒ ∀Q ∈ PSub2(X × Y ), M|Q ∈ 〈S|Q〉.
This result means that, in some sense, the class of rectangle-decomposable mod-
ules is the largest one that can be characterized locally using the squares as test
subsets.
2.4. Our results. We generalize the negative results from [5] to arbitrary products
of totally ordered sets:
Theorem 2.7 (extends Theorem 2.5). Suppose |X| ≥ 3 and |Y | ≥ 3, and let
2 ≤ m < min(|X|, |Y |) be an integer. Then, there is no Q ⊆ PSub≤m(X × Y ) such
that, for any pfd persistence module M over X × Y :
M ∈ 〈Int(X × Y )〉 ⇐⇒ ∀Q ∈ Q, M|Q ∈ 〈Int(Q)〉.
Theorem 2.8 (extends Theorem 2.6). Suppose |X| ≥ 2 and |Y | ≥ 2, such that
(|X|, |Y |) 6= (2, 2). Then, there is no S ⊆ Int(X × Y ) such that S|Q ) Rec(Q) for
all Q ∈ PSub2(X × Y ) and, for any persistence module M over X × Y :
M ∈ 〈S〉 ⇐⇒ ∀Q ∈ PSub2(X × Y ), M|Q ∈ 〈S|Q〉.
Note that, in both theorems, only the converse implication fails, as the direct
implication always holds (Remark 2.2).
We also generalize the positive result from [5] to arbitrary products of totally
ordered sets that admit countable coinitial subsets:
Theorem 2.9 (extends Theorem 2.4). Suppose that X and Y each admit a count-
able coinitial subset. Then, for any pfd persistence module M over X × Y :
M ∈ 〈Rec(X × Y )〉 ⇐⇒ ∀Q ∈ PSub2(X × Y ),M|Q ∈ 〈Rec(Q)〉.
The hypothesis of the theorem is fairly mild, being satisfied e.g. by arbitrary
subsets X,Y of R endowed with the canonical order. The hypothesis implies that
the product poset X × Y is codirected and admits a countable coinitial subset as
well, which is instrumental when considering inverse limits of exact sequences in
our proof.
As in the finite setting [5], our analysis uses the following alternative local char-
acterization for rectangle-decomposability:
Definition 2.10 (Weak exactness). A persistence module M over X×Y is weakly
exact if, for every s ≤ t ∈ X ×Y , the following conditions hold in the commutative
diagram (2.2):
Im ρts = Im ρ
t
(tx,sy)
∩ Im ρt(sx,ty),
Ker ρts = Ker ρ
(tx,sy)
s + Ker ρ
(sx,ty)
s .
This condition is a weakened version of the so-called strong exactness condition
that was proven to be equivalent to block-decomposability in [7]. Here we show
that the weakened condition is equivalent to rectangle-decomposability—this is the
central result of the paper:
Theorem 2.11. Suppose that X and Y each admit a countable coinitial subset.
Then, a pfd persistence module M over X ×Y is weakly exact if, and only if, M is
rectangle-decomposable.
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Since this result holds in particular for persistence modules indexed over squares,
it ensures that a pfd persistence module over a square is weakly exact if, and only
if, it is rectangle-decomposable. This implies Theorem 2.9.
2.5. Paper outline. Our approach to proving Theorem 2.11 uses functorial filtra-
tions and is therefore radically different from the one adopted in the finite setting [5],
which is based on mere rank arguments. Our proof is outlined in Section 3 and
then developed in Sections 4 through 8.
By contrast, our proofs of Theorems 2.7 and 2.8 adopt and extend the scheme
used in the finite setting [5], based on embeddings of a certain indecomposable of
the quiver Dn. They are given in Section 9.
Finally, in Section 10 we use Theorem 2.11 to prove a continuous version of the
so-called pyramid basis theorem from level-sets persistence [2], as an illustration of
the practical benefits of our main result.
3. Overview of the proof of Theorem 2.11
It is easy to verify that rectangle modules are examples of weakly exact pfd persis-
tence modules. Moreover, since being weakly exact is invariant under taking locally
finite direct sums, any pfd persistence module that is rectangle-decomposable is also
weakly exact. For the converse statement we follow the same approach as in [7],
with some major adjustements at key steps due to the weaker notion of exactness
used in our algebraic local condition (Definition 2.10). First, we define, for each
rectangle R ∈ X × Y , a submodule MR of M called the rectangle filtrate of R,
which captures the elements of M whose lifespan is exactly R. The structure of
MR is that of a direct sum of mR copies of kR, where mR is the multiplicity of R
in the rectangle-decomposition of M . Second, we prove that these filtrates are in
direct sum, and that they also cover M . The details are given below:
Functorial filtration and counting functor (Section 4). The first step toward
defining rectangle filtrates consists in constructing a family of submodules
(
V ±R
)
R
,
called the functorial filtration of M . This family is defined from the images (captur-
ing the elements born on the boundary of R) and kernels (capturing the elements
dying on the boundary of R) of certain internal morphisms of M . The functorial
filtration has been used in the 1-d setting [8] then for block-decomposable modules
in the 2-d setting [7]. We recall its definition in Sections 4.2 and 4.3.6.
The second step toward defining rectangle filtrates is to associate, to each rec-
tangle R, a functor CR called counting functor, whose purpose is to count the
multiplicity of the summand kR in the direct-sum decomposition of any pfd bi-
module (Section 4.3.6). Note that the counting functor was already introduced for
arbitrary rectangles in [7], not just for blocks, so this part of our analysis is mostly
recalled from [7] for completeness.
Definition of rectangle filtrates (Section 5). Once the functorial filtration and
counting functor have been defined, the construction of the rectangle filtrate MR,
when R is a block, boils down to choosing an arbitrary vector space complement in a
certain inverse limit. In the case of a general rectangle R however, a condition (5.1)
linking images and kernels must be satisfied for the vector space complement to
yield a valid rectangle filtrate. Unfortunately, this linking condition does not auto-
matically hold (Example 5.3). The workaround is to define the rectangle filtrate MR
from its analogue computed on the submodule V +R , which we prove to be weakly
exact (Proposition 5.4) and to satisfy the linking condition (5.1) (Lemma 5.5).
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Rectangle filtrates play their role (Section 6). We then verify that, in the
rectangle-decomposable case, the rectangle filtrate associated to each rectangle R
does capture the elements of M whose lifespan is exactly R (Lemma 6.2).
Rectangle filtrates are in direct sum (Section 7). The proof of this fact is
a straightforward adaptation of the proof of [7, Proposition 6.6]: we first reduce
the question to the case where all the rectangles share the same upper right corner,
then we prove the result in this case.
Rectangle filtrates cover M (Section 8). By contrast, the proof of this fact
differs significantly from the block-decomposable case [7]. Given a fixed index
t ∈ X × Y , we consider the restriction of M to a certain finite grid called the
t-skeleton of M , which captures all the information about kernels and images of
internal morphisms from or to Mt. By invoking the finite case (Theorem 2.4), we
can decompose this restriction into a direct sum of rectangle filtrates. We then
prove that any rectangle of the t-skeleton appearing in the decomposition of the
restriction may be injectively mapped to a rectangle of X × Y containing t with
isomorphic counting functor (Lemma 8.7). This yields the result by studying the
dimension of the sum of rectangle filtrates.
4. Functorial filtration and counting functor
4.1. Preliminaries. To set up the functorial filtration technique, we need a char-
acterization of rectangles in X × Y using the notion of cuts. A cut c of a totally
ordered set X is a partition of X into two (possibly empty) sets (c−, c+) such that
x < x′ for all x ∈ c− and x′ ∈ c+. We call c− the lower part and c+ the upper part
of c. For instance, c− = (−∞, 1] and c+ = (1,+∞) define a cut of R. One can
easily see that any interval I in a totally ordered set (X,≤) can always be written
as I = c+ ∩ c− for two cuts c and c of X (see [8, Sec. 3]).
Any rectangle R can then be written as R = ( c+ ∩ c−) × (c+ ∩ c−), with two
cuts of X called the left cut c and the right cut c , and with two cuts of Y called
the top cut c and the bottom cut c. Defined this way, each edge of R may or may
not belong to R depending on the nature of the cut defining it.
Moreover, any block B can also be written B = ( c+ ∩ c−)× (c+ ∩ c−) with:
• c+ = c+ = ∅, if B is a birth quadrant, or
• c− = c− = ∅, if B is a death quadrant, or
• c− = c+ = ∅, if B is a horizontal band, or
• c− = c+ = ∅, if B is a vertical band.
Moreover, to fix some vocabulary, we say that a point s ∈ X × Y lies
• below (resp. above) R, if it is smaller (resp. greater) than or equal to every
point of R in the product order, and
• before (resp. after) R, if it is smaller (resp. greater) than or equal to at
least one point of R in the product order.
4.2. Pointwise filtration. Let R = ( c+ ∩ c−)× (c+ ∩ c−) be a rectangle of X ×
Y . To define the rectangle filtrate associated to R, we will follow the ”functorial
technique” inspired by [14], introduced in the 1-d case by [8] and generalized for
the 2-d case in [7]. This technique consists in constructing families of spaces from
images – capturing elements born on the boundary of R – and kernels – capturing
elements dying on the boundary of R. We write out here the definitions already
written in [7] for completeness, and one may also read [7, Example 3.3] for an
enlightening example.
10 MAGNUS BAKKE BOTNAN, VADIM LEBOVICI, AND STEVE OUDOT
Remark 4.1. In [7], the definitions and the results are proven for the poset R2, but
the proofs can be straightforwardly adapted to the case X × Y ⊆ R2, by writing
X × Y instead of R2. From now on, we will therefore cite the results of [7] without
mentionning that one should straightforwardly translate the proofs.
These spaces are first constructed pointwise, so fix t ∈ R. We start by defining
horizontal and vertical contributions:
(4.1)
Im+c,t(M) =
⋂
x∈ c+
x≤tx
Im ρt(x,ty) Im
−
c,t(M) =
∑
x∈ c−
Im ρt(x,ty)
Ker+c ,t(M) =
⋂
x∈c+
Ker ρ
(x,ty)
t Ker
−
c ,t(M) =
∑
x∈c−
x≥tx
Ker ρ
(x,ty)
t
Im+c,t(M) =
⋂
y∈c+
y≤ty
Im ρt(tx,y) Im
−
c,t(M) =
∑
y∈c−
Im ρt(tx,y)
Ker+c,t(M) =
⋂
y∈c+
Ker ρ
(tx,y)
t Ker
−
c,t(M) =
∑
y∈c−
y≥ty
Ker ρ
(tx,y)
t
with the convention that Im−c,t = 0 when c
− = ∅ and Ker+c,t = Mt when c+ = ∅.
See Figure 3 for an illustration.
c+c−
c+
c−
Mt
⋃
Im ρts
⋃
Im ρts
c+c−
c+
c−
Mt
⋂
Im ρts
⋂
Im ρts
c+
c−
c+c−
Mt
⋃
Ker ρut
⋃
Ker ρut
c+
c−
c+c−
Mt
⋂
Ker ρut
⋂
Ker ρut
Figure 3. From top to bottom and from left to right: the spaces
Im−c,t, Im
+
c,t, Ker
−
c,t and Ker
+
c,t.
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We omit to precise the module from which is it computed if it is clear from the
context.
Intuition 4.2. The space Im+c,t(M) captures the elements of Mt born horizontally
before or exactly on the boundary of R. The space Im−c,t(M) captures the ele-
ments of Mt born horizontally strictly before R. The space Ker
+
c ,t(M) captures
the elements of Mt dead horizontally after R, and Ker
−
c ,t(M) the elements dying
horizontally in R. Similar intuitions hold for vertical images and vertical kernels.
We verify now that working with the extension of M at infinity instead of M
does not change the filtrations.
Proposition 4.3. Consider the extension M˜ of M at infinity. Then,
(i) M˜ is pfd and weakly exact, and
(ii) For every t ∈ R, then
Im±c,t(M˜) = Im
±
c,t(M) Im
±
c,t(M˜) = Im
±
c,t(M),
Ker±c ,t(M˜) = Ker
±
c ,t(M) Ker
±
c,t(M˜) = Ker
±
c,t(M),
and in particular
V ±R,t(M˜) = V
±
R,t(M).
Proof. Direct verification. 
Note that in the previous proposition, the rectangle R under consideration is a
rectangle of the poset X × Y and not of the wider poset X˜ × Y˜ . In other words,
R may be infinite on some of its sides but may not contain the points (±∞, ·) or
(·,±∞). In the rest of the article, points and cuts under consideration are always
those of X × Y and not of X˜ × Y˜ , so working with the extension or with the base
module is equivalent. Throughout the exposition, we often work with the extension
in the proofs to simplify the use of the realization lemma (Lemma 4.4) below.
As a consequence of pointwise finite dimensionality, horizontal and vertical fil-
trations are in fact just regular kernels and images of internal morphisms of M , as
the next lemma shows.
Lemma 4.4 (Realization). [7, Lemma 3.1] Extend M at infinity, and let t ∈ R.
Then,
Im+c,t = Im ρ
t
(x,ty)
for some x ∈ c+ ∩ (−∞, tx] and any lower x ∈ c+,
Im−c,t = Im ρ
t
(x,ty)
for some x ∈ c− ∪ {−∞} and any greater x ∈ c−,
Ker+c ,t = Ker ρ
(x,ty)
t for some x ∈ c+ ∪ {+∞} and any lower x ∈ c+,
Ker−c ,t = Ker ρ
(x,ty)
t for some x ∈ c− ∩ [tx,+∞) and any greater x ∈ c−,
and similar statements for vertical cuts.
Remark 4.5. When working with a finite number of persistence bimodules, one can
realize the filtration spaces of all the modules with only one index x, by replacing
the respective realizing indices of the modules by their minimum or their maximum
depending on the nature of the filtration space computed.
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Now we combine these horizontal and vertical contributions in the following way:
(4.2)
Im+R,t = Im
+
c,t ∩ Im+c,t,
Im−R,t = (Im
−
c,t + Im
−
c,t) ∩ Im+R,t,
= Im−c,t ∩ Im+c,t + Im−c,t ∩ Im+c,t,
Ker+R,t = (Ker
+
c ,t + Ker
−
c,t) ∩ (Ker−c ,t + Ker+c,t),
= Ker+c ,t ∩Ker+c,t + Ker−c ,t + Ker−c,t,
Ker−R,t = Ker
−
c ,t + Ker
−
c,t,
where equalities between formulas come from the inclusions Im−c,t ⊆ Im+c,t and
Ker−c,t ⊆ Ker+c,t. It is immediate from the definitions that Im−R,t ⊆ Im+R,t and
Ker−R,t ⊆ Ker+R,t.
Intuition 4.6. These spaces capture the elements of Mt which
• Im+R,t: are born below R,
• Im−R,t: are born strictly below R,
• Ker+R,t: are greater than t, and are dead after R,
• Ker−R,t: are greater than t, and die inside R.
Indeed, by weak exactness of M , to capture the elements of Mt born before R, it
is enough to consider the intersection of horizontal and vertical images. Similarly,
to capture the elements dying in R it is enough to consider the elements dying
horizontally and vertically in R.
We can finally define the functorial filtration as
V +R = Im
+
R,t ∩Ker+R,t,
V −R = Im
+
R,t ∩Ker−R,t + Im−R,t ∩Ker+R,t
(4.3)
and since Im−R,t ⊆ Im+R,t and Ker−R,t ⊆ Ker+R,t we also have V −R,t ⊆ V +R,t.
Intuition 4.7. The space V +R,t captures the elements of Mt born before R and dead
outside R. The space V −R,t captures the elements born before R and dying striclty
in R or born strictly before R and dead outside R. Therefore, the elements of V +R,t
which are not in V −R,t have lifespan exactly R.
Note that the filtrations V ±R are submodules of M|R, as shown by the transporta-
tion lemma stated below.
Lemma 4.8 (Transportation). [7, Corollary 3.5, Lemma 4.1] Extend M at infinity,
and let s ≤ t be in R. Then,
ρts(Im
±
R,s) = Im
±
R,t,
(ρts)
−1(Ker±R,t) = Ker
±
R,s,
ρts(V
±
R,s) = V
±
R,t.
We can extend naturally V ±R (without changing notations for convenience) to
X × Y to define a submodule of M by declaring
(4.4) V ±R,t =

⋃
s≤t
s∈R
ρts(V
±
R,s) (t ∈ R+)
0 (t 6∈ R+)
,
where R+ = {t ∈ X × Y | ∃s ∈ R, s ≤ t}.
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Remark 4.9. We have the following equality:
˜V ±R (M) = V
±
R (M˜).
Indeed, by Proposition 4.3, the equality holds pointwise in R. By uniqueness of
the extension defined by (4.4), the equality holds pointwise for all t ∈ X × Y , and
since the extension at infinity consists just in letting the spaces be 0 at infinity, the
equality holds everywhere in X˜ × Y˜ .
It appears now clearly that to define the rectangle filtrate associated to R, we
must look for a submodule which is pointwise a vector space complement of V −R,t
in V +R,t. However, choosing it pointwise would not ensure the resulting family of
vector spaces to be a persistence module. The idea introduced in [8], and used also
in [7] to solve this problem is the following one:
Idea of the proof.
(Step 1) to take the respective inverse limits V±R of the systems of vector spaces V ±R
on R (see Section 4.3.6),
(Step 2) to find a vector space complement of V−R in V+R ,
(Step 3) to transport it back into M by the limit maps.
4.3. Decomposable case. Before taking care of the steps enumerated previously
and explaining how we manage to define a submodule, we ask the following question,
whose answer will be crucial in Section 6:
Question 4.10. If M is a pfd persistence bimodule that decomposes as M '⊕
i∈I kRi where I is a set and the Ri’s are rectangles, which summands does V
±
R
capture and under what form ?
4.3.1. A relation on rectangles. To state the answer, we first have to define a binary
relation on rectangles in X × Y . For R = ( c+ ∩ c−) × (c+ ∩ c−) and R′ = ( c′+ ∩
c′ −)× (c′+ ∩ c′−) two rectangles, we write R′ σ R if the following three conditions
hold:
(i) c′− ⊆ c−,
(ii) c′− ⊆ c−,
(iii) and one of the following three conditions:
(a) c′ − ( c−, or
(b) c′
− ( c−, or
(c) c′ − ⊆ c− and c′− ⊆ c−.
We write also R′ σ˚ R if R′ σ R and R′ 6= R, i.e if R′ σ R and at least one of the
above inclusions is strict. See Figure 4 for an illustration.
4.3.2. Answer to Question 4.10.
Lemma 4.11 (Characterization of V ±R in the decomposable case). Assume that M
decomposes as M '⊕i∈I kRi , where I is a set and the Ri’s are rectangles. Then,
(4.5) V ±R '
⊕
j∈J±R
kRj∩R+ ,
where J+R = {i ∈ I|Ri σ R} and J−R = {i ∈ I|Ri σ˚ R} are sets.
Remarks 4.12.
(1) This result is the mathematical transcription of Intuition 4.7.
(2) The inclusion J−R ⊆ J+R ensures that V −R ⊆ V +R .
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R
R1
R3
R2
R4
R5
Figure 4. Illustration of the relation on rectangles : R1σ R,
R2 σ˚ R, R3σ R, R4 σ˚ R, R5σ R.
(3) This lemma also implies that:
(4.6) V +R /V
−
R '
⊕
i∈I
Ri=R
kR,
which corroborates the fact that the counting functor captures the right
multiplicity for rectangle summands.
Example 4.13. Take the same notations as in Figure 4 and take for base module
M = kmR ⊕ km1R1 ⊕ km2R2 ⊕ km3R3 ⊕ km4R4
with m,m1,m2,m3 and m4 are integers. Then Lemma 4.11 states that
V +R = k
m
R ⊕ km2R2∩R+ ⊕ k
m4
R4∩R+
and
V −R = k
m2
R2∩R+ ⊕ k
m4
R4∩R+ .
To prove this lemma, we start by showing the result in the case of a rectangle
module (Lemma 4.14) and then we prove the general case using the additivity of
the filtration (Proposition 4.15).
4.3.3. Case of a rectangle module.
Lemma 4.14. Let R and R′ be two rectangles of X × Y . Then,
• V +R (kR′) =
{
kR′∩R+ if R′ σ R
0 else,
• V −R (kR′) =
{
kR′∩R+ if R′ σ˚ R
0 else.
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Proof. Note that for all t 6∈ R′∩R+, either t /∈ R′, so V ±R,t(kR′) = 0 since kR′,t = 0,
or t /∈ R+, so V ±R,t(kR′) = 0 by definition of the extension (4.4). In both cases,
kR′∩R+,t = 0 by definition. Equalities are then clear because both sides vanish.
It then remains to prove that the equalities hold for t ∈ R′ ∩ R+. Since the
extension defined by equation (4.4) is unique, and since extending (kR′∩R+)|R to
X × Y gives kR′∩R+ , submodules V ±R and kR′∩R+ are equal if they coincide over
R.
We are only left to prove the equality for t ∈ R′ ∩R. We only have to compute
the filtration in each possible case. For images, we get:
if c′− ( c− , then Im+c,t = Im
−
c,t = k,
if c′− = c− , then Im+c,t = k and Im
−
c,t = 0,
if c′− ) c− , then Im+c,t = Im
−
c,t = 0,
(4.7)
and similar equalities for Im±c,t. For kernels, we get:
if c′ − ( c−, then Ker+c ,t = Ker
−
c ,t = k,
if c′ − = c−, then Ker+c ,t = k and Ker
−
c ,t = 0,
if c′ − ) c−, then Ker+c ,t = Ker
−
c ,t = 0,
(4.8)
and similar equalities for Ker±c,t.
Result for V +R (kR′). If R
′ σ R, then by definition of R′ σ R and equations (4.7)
and (4.8), we have:
• c′− ⊆ c−, so Im+c,t = k, and
• c′− ⊆ c−, so Im+c,t = k, and
• either
 c′ − ( c−, so Ker−c ,t = k, or
 c′
− ( c−, so Ker−c,t = k, or
 c′ − ⊆ c− and c′− ⊆ c−, so Ker+c ,t = Ker+c,t = k.
In any case, Im+R,t = Ker
+
R,t = k, and thus finally V
+
R,t = k.
If R′σ R, then again by definition of R′ σ R and equations (4.7) and (4.8), we
have either:
• c′− ) c−, so Im+c,t = 0, or
• c′− ) c−, so Im+c,t = 0, or
• the following three properties
 c′ − ⊇ c−, so Ker−c ,t = 0, and
 c′
− ⊇ c−, so Ker−c,t = 0, and
 c′ − ) c− or c′− ) c−, so Ker+c ,t = 0 or Ker
+
c,t = 0.
In any case, Im+R,t = 0 or Ker
+
R,t = 0, and thus V
+
R,t(kR′) = 0.
Result for V −R (kR′). If R
′ σ˚ R, then in particular R′ σ R, so Im+R,t = Ker
+
R,t = k
by what precedes. Since in addition R′ 6= R, we have by equations (4.7) and (4.8)
that either:
• c′− ( c−, so Im−c,t = k, or
• c′− ( c−, so Im−c,t = k, or
• c′ − ( c−, so Ker−c ,t = k, or
• c′− ( c−, so Ker−c,t = k.
In any case, Im−R,t = Ker
+
R,t = k or Im
+
R,t = Ker
−
R,t = k, and thus V
−
R,t = k.
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If R′ ˚σ R, then either R′σ R, and therefore V −R,t ⊆ V +R,t = 0 by the previous
study, or R′ = R, and then Im−c,t = 0, Im
−
c,t = 0, Ker
−
c ,t = 0, Ker
−
c,t = 0, hence
finally V −R,t = 0. 
4.3.4. Additivity of the filtration. If M,N are two pfd and weakly exact persistence
modules, then a direct verification shows that M ⊕N is also pfd and weakly exact.
Moreover, the filtration is additive, as shown by the following proposition:
Proposition 4.15 (Additivity of V ±R ). Let M,N be two pfd and weakly exact
persistence bimodules and R be a rectangle. Then,
V ±R (M ⊕N) ' V ±R (M)⊕ V ±R (N).
Proof. In this proof, we will consider extensions of the modules M , N and M ⊕N
at infinity to simplify the use of the realization lemma. Note that there is a natural
isomorphism M˜ ⊕N ' M˜ ⊕ N˜ .
Denote ρts : Ms →Mt and pits : Ns → Nt the respective internal morphisms of M
and N . The internal morphisms of M⊕N are then (ρ⊕pi)ts : (M⊕N)s → (M⊕N)t.
The module M can naturally be seen as a subdmodule of M⊕N by identification
with M ⊕ 0. The submodule V ±R (M), that is a submodule of M , can therefore also
naturally be seen as a submodule of M ⊕ N . Similarly, V ±R (N) can be naturally
seen as a submodule of M ⊕ N . We implicitely make these identifications in the
rest of the proof, which leaves us to prove the following equality of submodules of
M ⊕N :
(4.9) V ±R (M ⊕N) = V ±R (M)⊕ V ±R (N),
which we can show pointwise over X × Y .
Moreover, as explained in the proof of Lemma 4.14, since V ±R (M), V
±
R (N) and
V ±R (M ⊕N) are all defined as extensions from R to X ×Y by (4.4), and since such
an extension is unique, showing the equality pointwise for t ∈ R yields the result.
Let then t ∈ R. We first prove that
(4.10) Ker±R,t(M ⊕N) = Ker±R,t(M)⊕Ker±R,t(N).
The functor Ker+c ,t is a filtered limit, and the functor Ker
−
c ,t a filtered colimit,
therefore they both commute with biproducts. Hence,
Ker±c ,t(M ⊕N) = Ker±c ,t(M)⊕Ker±c ,t(N),
Ker±c,t(M ⊕N) = Ker±c,t(M)⊕Ker±c,t(N).
(4.11)
First, by definition:
(4.12) Ker−R,t(M ⊕N) = Ker−R,t(M)⊕Ker−R,t(N).
Moreover, one can compute:
Ker+c ,t(M ⊕N) + Ker−c,t(M ⊕N) = Ker+c ,t(M)⊕Ker+c ,t(N) + Ker−c ,t(M)⊕Ker−c ,t(N)
= (Ker+c ,t(M) + Ker
−
c ,t(M))⊕ (Ker+c ,t(N) + Ker−c ,t(N)),
(4.13)
and symmetrically
(4.14)
Ker−c ,t(M⊕N)+Ker+c,t(M⊕N) = (Ker−c ,t(M)+Ker+c ,t(M))⊕(Ker−c ,t(N)+Ker+c ,t(N)).
Taking the intersection of the last two equations and using Lemma A.1 yields finally:
(4.15) Ker+R,t(M ⊕N) = Ker+R,t(M)⊕Ker+R,t(N).
Hence the proof of equation (4.10).
DECOMPOSABILITY OF 2-PARAMETER PERSISTENCE MODULES 17
The functor Im+c,t is a filtered limit, and the functor Im
−
c,t a filtered colimit.
Same for Im±c,t. Therefore, all these functors commute with biproducts, and a
proof similar to the one for kernels — using additivity and Lemma A.1 — yields
now:
(4.16) Im±R,t(M ⊕N) = Im±R,t(M)⊕ Im±R,t(N).
From equations (4.10) and (4.16), we can now compute for (•,N) ∈ {−,+}2,
Ker•R,t(M ⊕N) ∩ ImNR,t(M ⊕N) = (Ker•R,t(M)⊕Ker•R,t(N)) ∩ (ImNR,t(M)⊕ ImNR,t(N))
(Lemma A.1) = (Ker•R,t(M) ∩ ImNR,t(M))⊕ (Ker•R,t(N) ∩ ImNR,t(N)),
hence the result. 
4.3.5. Proof of Lemma 4.11.
Proof. Suppose that there is a persistence module isomorphism ϕ : M →⊕i∈I kRi .
We extend the modules M and
⊕
i∈I kRi at infinity in this proof to use the realiza-
tion lemma, without changing notations for convenience. Then, the isomorphism
ϕ extends clearly to an isomorphism between the extensions.
Writing for any s ≤ t, ρts : Ms → Mt and ρ˜ts :
⊕
i∈I kRi,s →
⊕
i∈I kRi,t the
internal morphisms, we have the following commuting squares
(4.17)
Ms Mt
⊕
i∈I
kRi,s
⊕
i∈I
kRi,t
ρts
ϕs ϕt
ρ˜ts
and ρts = ϕ
−1
t ◦ ρ˜ts ◦ ϕs. We can then compute images and kernels:
Im ρts = ϕ
−1
t (Im ρ˜
t
s)
Ker ρts = ϕ
−1
s (Ker ρ˜
t
s).
(4.18)
Let us show that
(4.19) V ±R (M) = ϕ
−1(V ±R (
⊕
i∈I
kRi)),
so that proving the result on the decomposition yields the result on M itself. We
can show this equality pointwise since V ±R (M) and V
±
R (
⊕
i∈I kRi) are persistence
bimodules, and ϕ−1 is a morphism of persistence bimodules.
Let t ∈ X × Y . For any two subspaces A,B of ⊕i∈I kRi,t, we have
(4.20) ϕ−1t (A ∩B) = ϕ−1t (A) ∩ ϕ−1t (B),
and even
(4.21) ϕ−1t (A+B) = ϕ
−1
t (A) + ϕ
−1
t (B),
since ϕ−1t is a linear isomorphism for all t ∈ X×Y . Now using the realization lemma
(Lemma 4.4), we can express V ±R,t(M) and V
+
R,t(
⊕
i∈I kRi) as a finite number of
intersections and sums of images and kernels of internal morphisms of (the extension
at infinity of) respectively M and
⊕
i∈I kRi . It follows then from equations (4.18),
(4.20), (4.21) and the definition of V ±R that V
±
R,t(M) = ϕ
−1
t (V
±
R,t(
⊕
i∈I kRi)), which
concludes the proof of equation (4.19).
Suppose now that M =
⊕
i∈I kRi . We will show that
(4.22) V ±R (
⊕
i∈I
kRi) =
⊕
i∈I
V ±R (kRi),
which can be proved pointwise, so let t ∈ X × Y .
18 MAGNUS BAKKE BOTNAN, VADIM LEBOVICI, AND STEVE OUDOT
By additivity (Proposition 4.15), we have:
(4.23) V ±R (
⊕
i∈I
kRi) = V
±
R (
⊕
i∈J
kRi)⊕ V ±R (
⊕
i∈J′
kRi),
where J = {i ∈ I | t ∈ Ri} and J ′ = I \ J . For every j′ ∈ J ′, kRj′ ,t = 0. Therefore,
we first have that
⊕
j′∈J′ kRj′ ,t = 0, so
(4.24) V ±R,t(
⊕
j′∈J′
kRj′ ) = 0,
and second that V +R,t(kRj′ ) = 0, so
(4.25)
⊕
j′∈J′
V +R,t(kRj′ ) = 0.
Meanwhile, since Mt is finite dimensional,
⊕
i∈I kRi,t is too, thus J is finite.
We can then use additivity of V ±R again (Proposition 4.15) on the finite direct sum⊕
j∈J kRj to compute:
V ±R (
⊕
i∈I
kRi)
Eq. (4.24)
= V ±R (
⊕
j∈J
kRj )
Prop. 4.15
=
⊕
i∈J
V ±R (kRi)
Eq. (4.25)
=
⊕
i∈I
V ±R (kRi),
and thus by the result for rectangle modules (Lemma 4.14), we can write:
(4.26) V ±R (
⊕
i∈I
kRi) =
⊕
i∈J±R
kRi∩R+ ,
where J+R = {i ∈ I|Ri σ R} and J−R = {i ∈ I|Ri σ˚ R} are sets. Hence the result. 
4.3.6. Point independant filtrations. Back to the definition of rectangle filtrates,
and more precisely to (Step 1) of page 13. Define the following inverse limits4:
(4.27) V±R = lim←−
t∈R
V ±R,t.
and denote pit : V+R −→ V +R,t the natural maps given by the limit. Note that we can
make the following identification
V−R =
⋂
t∈R
pi−1t (V
−
R,t) ⊆ V+R .
We also define the counting functor CR associated to a rectangle R, as it is
done in more details in [7, Section 4] by taking the inverse limit of the system of
quotients V +R,t/V
−
R,t with transition maps given by the naturally defined quotient
maps ρ¯ts : V
+
R,s/V
−
R,s → V +R,t/V −R,t.
(4.28) CR(M) := lim←−
t∈R
V +R,t/V
−
R,t.
This space counts the multiplicity of the rectangle summand kR in the case of a
decomposable module as shown by the following lemma:
4Strictly speaking, we use the opposite ordering on R, to fit with the convention of [10,
Chap. 0, 13.1]. This switch in the ordering is implicit in the rest of the paper.
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Lemma 4.16. [7, Lemma 4.2] Assume M is a pfd and weakly exact persistence
bimodule that decomposes as a direct sum of rectangle modules. Then, for any
rectangle R, the multiplicity of the summand kR in the decomposition of M is
given by dimCR(M).
5. Definition of the rectangle filtrates
Let R = ( c+ ∩ c−) × (c+ ∩ c−) be a rectangle of X × Y . As explained in [7,
Section 5], not every vector space complement of V−R in V+R will give a submodule
of M with support exactly R, unlike in the 1-d setting [8]. However, a direct
adaptation of the proof of [7, Proposition 5.3] (more precisely the case of death
quadrants) yields that, under condition (5.1) below, one can find a suitable vector
space complement (Proposition 5.1).
However, condition (5.1) does not hold in the weakly exact setting as shown
by Example 5.3. To solve this issue, we work inside the module V +R , considering
it as our base module. The advantage of this is that condition (5.1) is satisfied
inside V +R . In Section 5.2, we prove that V
+
R is weakly exact, which allows us to
define its own filtration called double filtration in Section 5.3. We then verify that
the module V +R satisfies condition (5.1), which finally allows us to define rectangle
filtrates inside it in Section 5.4.
5.1. Defining a submodule.
Proposition 5.1. Suppose that
(5.1) ∀s ∈ R, Ker+c ,s ∩Ker+c,s ⊆ Im+R,s .
Then, there is a vector space complement MR of V−R in V+R such that the family of
subspaces defined by
MR,t :=
{
pit(MR) if t ∈ R,
0 else,
defines a submodule MR of M .
Proof. Exactly as in [7, Proposition 5.3], given a fixed rectangle R, whatever choice
of vector space MR we make such that V+R = MR ⊕ V−R , the following properties
will be satisfied:
• For any s ≤ t lying both in R, ρts(MR,s) ⊆ MR,t because ρts ◦ pis = pit by
definition of pi.
• For any s ≤ t such that s 6∈ R and t ∈ R, ρts(MR,s) = 0 ⊆MR,t.
It only remains to show that ρts(MR,s) = 0 for all s ≤ t with s ∈ R and t 6∈ R.
A straightforward adaptation of the proof of [7, Proposition 5.3] yields the result.
We write this adaptation for the sake of completeness. We will enforce
(5.2) pis(MR) ⊆ Ker+c ,s ∩Ker+c,s
for every s ∈ R, which will imply that
ρts(pis(MR)) ⊆ ρts(Ker+c ,s ∩Ker+c,s) = 0
for every t ≥ s with t 6∈ R.
Let then K+R,s := Ker
+
c ,s ∩Ker+c,s for each s ∈ R and consider the inverse system
formed by these vector spaces with transition maps ρus for s ≤ u ∈ R. Since
K+R,s ⊆ Im+R,s by condition (5.1) and K+R,s ⊆ Ker+R,s by definition, we have that
K+R,s ⊆ V +R,s and so the inverse limit K+R of the system can be identified as follows
K+R = lim←−
s∈R
K+R,s =
⋂
s∈R
pi−1s (K
+
R,s) ⊆ V+R .
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We claim now that V−R + K+R = V+R . Indeed, this equality holds at every index
s ∈ R because K+R,s ⊆ Im+R,s:
V +R,s = Im
+
R,s ∩(Ker−R,s +K+R,s)
= Im+R,s ∩Ker−R,s +K+R,s
= V −R,s +K
+
R,s.
In other words, at every index s ∈ R, we have the following exact sequence:
0 −→ V −R,s ∩K+R,s
α7→(α,−α)−−−−−−−→ V −R,s ⊕K+R,s
(α,β)7→α+β−−−−−−−−→ V +R,s −→ 0.
Since each space V −R,s ∩ K+R,s is finite-dimensional, the Mittag-Leffler condition is
satisfied by this system of exact sequences, and since by assumption X × Y is di-
rected and admits a countable coinitial subset5 , by [10, Chap. 0, Proposition 13.2.2]
the limit sequence is exact. Moreover, since lim←− V
−
R,s ∩K+R,s = V−R ∩K+R inside V+R ,
and the canonical morphism V−R ⊕ K+R → lim←− V
−
R,s ∩ K+R,s is an isomorphism, we
obtain the following exact sequence:
0 −→ V−R ∩ K+R
α7→(α,−α)−−−−−−−→ V−R ⊕K+R
(α,β) 7→α+β−−−−−−−−→ V+R −→ 0
which implies that V−R + K+R = V+R , as claimed earlier. We can then choose our
vector space complement MR inside K+R, which ensures that pis(MR) ⊆ K+R,s for
every s ∈ R. 
Note that we can even show that the submodule MR defined here is isomorphic
to a power of kR:
Lemma 5.2. If condition (5.1) is satisfied, then the submodule MR is isomorphic
to a direct sum of dimCR(M) copies of the rectangle module kR.
Proof. The proof is strictly identical to the one of [7, Lemma 5.5] in the exact case
since the proof of this last lemma relies only on [7, Lemma 5.2] that holds in the
weakly exact setting. 
In the strongly exact setting, a link between horizontal images and vertical ker-
nels and conversely holds ([7, Lemma 3.6]), allowing one to treat each block type
separately: blocks for which condition (5.1) is satisfied, and those for which a simi-
lar condition is satisfied. Proposition 5.1 or a similar proof allows then one to prove
the existence of rectangle filtrates ([7, Proposition 5.3]).
However, in the weakly exact setting, neither [7, Lemma 3.6] nor even just con-
dition (5.1) hold anymore as shown by the following example:
Example 5.3. Let M = kR′ be a rectangle module where R
′ = ( c′+ ∩ c′ −) ×
(c′+ ∩ c′−) has a finite bottom right corner i.e c′ 6= ∅ and c′ 6= ∅. Let R be
another rectangle with R = ( c+ ∩ c−) × (c+ ∩ c−). Suppose for convenience that
c+ = c′
+
= c− = c′− = ∅. Meanwhile, suppose c′ − ( c− and c′+ ( c+. See
Figure 5 for an illustration. Then given t ∈ R′, we have Im+R,t = 0, Ker+c ,t = k, and
Ker+c,t = k, and thus condition (5.1) is not satisfied.
5With the implicit opposite ordering to fit the convention of [10, Chap. 0, 13.1], the assump-
tion that X × Y is codirected and admits a countable coinitial subset becomes that X × Y is
directed and admits a countable cofinal subset, which is exactly the assumption for [10, Chap. 0,
Proposition 13.2.2].
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R
t
R′
Figure 5. Framework for Example 5.3
5.2. Weak exactness of V +R . In general, a submodule of a weakly exact persis-
tence bimodule does not have to be weakly exact, nevertheless here V +R is.
Proposition 5.4. V +R is weakly exact.
Proof. In this proof, we work with the extension of M at infinity without changing
notations for convenience. We will add a tilde to denote the restrictions of the
internal morphisms of M to the submodule V +R . Let s ≤ t be in X × Y , denote
a = (tx, sy) and b = (sx, ty) and consider the following commutative square
(5.3)
V +R,b V
+
R,t
V +R,s V
+
R,a
ρ˜tb
ρ˜bs
ρ˜as
ρ˜ta
Let us first show that Im(ρ˜ts) = Im(ρ˜
t
b) ∩ Im(ρ˜ta), i.e
(5.4) ρts(V
+
R,s) = ρ
t
a(V
+
R,a) ∩ ρtb(V +R,b).
If s /∈ R, then one of a or b must not be either, and the equality is trivially true
since both sides are 0.
If s ∈ R, then V +R,t = ρts(V +R,s), V +R,t = ρta(V +R,a) and V +R,t = ρtb(V +R,b) either by
the transportation lemma (Lemma 4.8) if t ∈ R, or by definition of the extension
(4.4) if not. It follows that ρts(V
+
R,s) = V
+
R,t = ρ
t
a(V
+
R,a) ∩ ρtb(V +R,b).
Let us now show the property on kernels, namely Ker ρ˜ts = Ker ρ˜
a
s + Ker ρ˜
b
s, or
equivalently:
(5.5) Ker ρts ∩ V +R,s = Ker ρas ∩ V +R,s + Ker ρbs ∩ V +R,s.
The first inclusion Ker ρ˜ts ⊇ Ker ρ˜as + Ker ρ˜bs is clear by the commutativity of the
diagram, so let us show the other inclusion Ker ρts ∩V +R,s ⊆ Ker ρas ∩V +R,s + Ker ρbs ∩
V +R,s. For this, we let z ∈ Ker ρts ∩ V +R,s. The following diagram will help picturing
the various spaces involved in this proof.
M(x,ty) Mb Mt
M(x,sy) Ms Ma
M(x,y) M(sx,y) M(tx,y)
By the realization lemma (Lemma 4.4), we can find x ∈ (−∞, sx] and y ∈
(−∞, sy] such that Im+R,s = Im ρs(x,sy) ∩ Im ρs(sx,y). This yields Im+R,s = Im ρs(x,y) by
weak exactness of M , and we can thus find u ∈M(x,y) such that z = ρs(x,y)(u).
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Now note that since ρt(x,y)(u) = ρ
t
s(z) = 0, we have that
(5.6) u ∈ Ker ρt(x,y) = Ker ρ(tx,y)(x,y) + Ker ρ
(x,ty)
(x,y)
by weak exactness. It follows that
(5.7) z ∈ ρs(x,y)(Ker ρ(tx,y)(x,y) ) + ρs(x,y)(Ker ρ
(x,ty)
(x,y) )
and we can find z′ ∈ ρs(x,y)(Ker ρ(tx,y)(x,y) ) and z′′ ∈ ρs(x,y)(Ker ρ
(x,ty)
(x,y) ) such that z =
z′ + z′′. Note that z′, z′′ ∈ Im ρs(x,y) = Im+R,s.
Meanwhile, we have z′ ∈ Ker ρas . Indeed, z′ ∈ ρs(x,y)(Ker ρ(tx,y)(x,y) ) ⊆ ρs(x,y)(Ker ρa(x,y)) ⊆
Ker ρas . Similarly, z
′′ ∈ Ker ρbs.
We also have z′, z′′ ∈ Ker+R,s. Indeed, ρas(z′′) = ρas(z) and ρas(z) ∈ Ker+R,a by
the transportation lemma (Lemma 4.8) since z ∈ V +R,s ⊆ Ker+R,s . Thus, z′′ ∈
(ρas)
−1(Ker+R,a), so again by this lemma z
′′ ∈ Ker+R,s. Moreover, since z ∈ Ker+R,s
we also have z′ = z − z′′ ∈ Ker+R,s.
Thus, we have proved that z = z′ + z′′ with z′ ∈ Ker ρas ∩ Im+R,s ∩Ker+R,s =
Ker ρas ∩ V +R,s and similarly z′′ ∈ Ker ρbs ∩ V +R,s, which concludes the proof of the
inclusion Ker ρts ∩ V +R,s ⊆ Ker ρas ∩ V +R,s + Ker ρbs ∩ V +R,s, hence the proof of the
lemma. 
5.3. Double filtration. Since V +R is weakly exact, we can compute its functorial
filtration to construct the double filtration:
(5.8) W±R (M) := V
±
R (V
+
R ),
where we will omit to indicate the module M since it is the only one for which we
will use the double filtration. Define also its associated inverse limits, denoted by
W±R := lim←−t∈RW
±
R,t, with natural maps p˜it :W+R →W+R,t for t ∈ R.
The following lemma ensures that V +R satisfies condition (5.1).
Lemma 5.5. For t ∈ R, we have
(i) Im+c,t(V
+
R ) = Im
+
c,t(V
+
R ) = V
+
R,t,
(ii) Im−c,t(V
+
R ) = Im
−
c,t(V
+
R ) = 0,
(iii) Ker±c ,t(V
+
R ) = Ker
±
c ,t(M) ∩ V +R,t,
(iv) Ker±c,t(V
+
R ) = Ker
±
c,t(M) ∩ V +R,t.
In particular, V +R satisfies condition (5.1) for the rectangle R.
Proof. By the realization lemma (Lemma 4.4) in the module V +R , there exist x ∈
(−∞, tx] ∩ c+ such that Im+c,t(V +R ) = ρt(x,ty)(V +R,(x,ty)). Since (x, ty) ∈ R, we can
use the transportation lemma (Lemma 4.8) to get ρt(x,ty)(V
+
R,(x,ty)
) = V +R,t. Hence
the first point, the other equality being similar.
The second point follows directly from the fact that the support of V +R is included
in R+.
The last two points are direct consequences of the realization lemma (Lemma 4.4).
Let us show that
Ker±c ,t(V
+
R ) = Ker
±
c ,t(M) ∩ V +R,t,
the vertical case being similar. To do so, we consider the extensions of V +R and M
at infinity, and we change the notations in this proof to distinguish the bimodules
from their extensions. For any t ≤ u, denote the respective internal morphisms of
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the modules by:
ρut : Mt −→Mu
ρ˜ut : M˜t −→ M˜u
piut : V
+
R,t(M) −→ V +R,u(M)
piut :
˜V +R,t(M) −→ ˜V +R,u(M).
We can apply the realization lemma to M˜ and ˜V +R (M) to find x− ∈ [tx,+∞)∩ c−
and x+ ∈ [tx,+∞] ∩ c+ such that:
Ker±c ,t(
˜V +R (M)) = Kerpi
(x±,ty)
t ,(5.9)
Ker±c ,t(M˜) = Ker ρ˜
(x±,ty)
t .(5.10)
By Remark 4.9, we can identify pist and (ρ˜
s
t )|V +R,t(M˜), thus we have:
(5.11) Ker±c ,t(
˜V +R (M)) = Kerpi
(x±,ty)
t = Ker(ρ˜
(x±,ty)
t )|V +R,t(M˜).
Therefore, we have:
Ker±c ,t(V
+
R (M))
Prop. 4.3
= Ker±c ,t(
˜V +R (M))
Eq. (5.11)
= Ker(ρ˜
(x±,ty)
t )|V +R,t(M˜)
= Ker ρ˜
(x±,ty)
t ∩ V +R,t(M˜)
Eq. (5.10)
= Ker±c ,t(M˜) ∩ V +R,t(M˜)
Prop. 4.3
= Ker±c ,t(M) ∩ V +R,t(M),
hence the result. 
We can then compute the rest of the filtration thanks to Lemma 5.5:
Corollary 5.6. For t ∈ R, we have
Im+R,t(V
+
R ) = V
+
R,t,
Im−R,t(V
+
R ) = 0,
Ker+R,t(V
+
R ) = Ker
+
c,t(M) ∩Ker+c ,t(M) ∩ V +R,t + Ker−c,t(M) ∩ V +R,t + Ker−c ,t(M) ∩ V +R,t,
Ker−R,t(V
+
R ) = Ker
−
c,t(M) ∩ V +R,t + Ker−c ,t(M) ∩ V +R,t,
and also
W+R,t = Ker
+
R,t(V
+
R ),
W−R,t = Ker
−
R,t(V
+
R ).
5.4. Definition of rectangle filtrates. Since V +R satisfies condition (5.1) by
Lemma 5.5, we can construct a rectangle filtrate MR inside this module for any
rectangle R by Proposition 5.1. Then, MR is a submodule of V
+
R , which is itself a
submodule of M , so MR is a submodule of M .
A priori, we only have that MR captures the elements of V
+
R whose lifespan is
exactly R by Lemma 4.16 and Lemma 5.2, but not necessarily the elements of M
with this property.
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6. Rectangle filtrates play their role.
In this section we prove that rectangle filtrates play their expected role in the
case of a decomposable module. In other words, we prove that in a rectangle
decomposable module M , for any rectangle R, each rectangle filtrate MR captures
the elements whose lifespan is exactly R in M and not only in V +R .
First, note that the multiplicity associated to a rectangle R in the base module
and the multiplicity of the same rectangle in the filtration V +R associated to this
very rectangle R are equal:
Lemma 6.1. Suppose that M decomposes as a direct sum of rectangle modules.
Then, for any rectangle R the multiplicity of the summand kR in the decomposition
is given by dimCR(V
+
R ).
Proof. By Lemma 4.11, V +R is itself rectangle decomposable, and the multiplicity of
the summand kR in the decomposition of V
+
R is the same as in the decomposition
of M . Moreover, by Lemma 4.16, the multiplicity of the summand kR in the
decomposition of V +R is given by dimCR(V
+
R ), hence the result. 
We can now prove that rectangle filtrates play their expected role:
Lemma 6.2 (Rectangle filtrates capture rectangle summands). Suppose that M
decomposes as M '⊕i∈I kmiRi , where I is a set and the Ri’s are distinct rectangles.
Then, for all i ∈ I,
MRi ' kmiRi
Proof. Since the filtrates are constructed in V +R , Lemma 5.2 yields
(6.1) MRi ' kdimCRi (V
+
R )
Ri
.
Now, by Lemma 6.1, we have mi = dimCRi(V
+
R ), hence the result. 
7. Rectangle filtrates are in direct sum
Proposition 7.1. The submodules (MR)R: rectangle are in direct sum.
Proof. Let (Ri)i∈J1,nK be a finite family of pairwise distinct rectangles, and write
Ri = ( c
+
i ∩ ci −) × (ci+ ∩ ci−). We show that the submodules (MRi)i∈J1,nK are in
direct sum. It is enough to show it pointwise, so let t ∈ X×Y , and let z = ∑ni=1 zi
with zi ∈MRi,t. Suppose that z = 0, and let us show that zi = 0 for all i ∈ J1, nK.
Since zi = 0 for every i such that t /∈ Ri, we can assume without loss of generality
that t ∈ Ri for every i ∈ J1, nK.
Case where all rectangles have the same upper right corner. Suppose that
the multiset {(c1 , c1), · · · , (cn , cn)} of upper right corners is a singleton. Then, since
the rectangles Ri’s are pairwise distinct, they have pairwise distinct bottom left
corners. Therefore, they behave as if they were pairwise distinct birth quadrants, so
the proof of [7, Proposition 6.6] can be adapted in a straightforward way, replacing
the words ”birth quadrants” by ”rectangles with the same upper right corner”. We
write the proof here for the sake of completeness.
All we need to prove is that there is at least one of the Ri’s (say R1) whose
corresponding subspace MR1,t ⊆ Mt is in direct sum with the ones of the other
rectangles in the family. The result follows then from a simple induction on the
size n of the family.
Up to reordering, we can assume that R1 has the rightmost left cut and, in case
of ties, that it also has the topmost bottom cut among the rectangles with the same
left cut. Formally, R1 is the rectangle whose bottom left corner is maximal in the
lexicographical order on the multiset of bottom left corners {( c1, c1), · · · , ( cn, cn)}
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induced by the total order on cuts given by inclusion on their lower parts (Propo-
sition A.2). It follows that R1 contains none of the other rectangles. Those can
be partitioned into two subfamilies: the ones (say R2, · · · , Rk) contain R1 strictly,
while the others (Rk+1, · · · , Rn) neither contain R1 nor are contained in R1. See
Figure 6 for an illustration. We analyze the two subfamilies separately.
Rk+1
R1
Rk
R3
Rn
R2
MtR˜
R
Figure 6. Rectangles partitioned into two subfamilies.
For every i ∈ J2, kK, we have both c+i ⊇ c+1 and c+i ⊇ c+1 , moreover we have either
c+i ) c
+
1 or c
+
i ) c
+
1 or both. It follows that Im
+
ci,t ⊆ Im+c1,t and Im+ci,t ⊆ Im
+
c1,t
,
moreover either Im+ci,t ⊆ Im−c1,t or Im+ci,t ⊆ Im
−
c1,t
or both. Hence,
Im+Ri,t = Im
+
ci,t ∩ Im+ci,t ⊆ Im
+
c1,t ∩ Im−c1,t + Im
−
c1,t ∩ Im+c1,t = Im
−
R1,t
.
Summing over i = 2, · · · , k we obtain:
(7.1)
k∑
i=2
Im+Ri,t ⊆ Im−R1,t .
For every i ∈ Jk + 1, nK, we have c+i ) c+1 and c+i ( c+1 . Let R˜ = ⋂ni=k+1Ri —
this rectangle neither contains R1 nor is contained in it. Let now R be the smallest
rectangle containing both R1 and R˜ — this rectangle strictly contains them both.
It follows, using the same argument as in the case i ∈ J2, kK:
(7.2) Im+R1,t ∩
(
n∑
i=k+1
Im+Ri,t
)
⊆ Im+R1,t ∩ Im+R˜,t = Im
+
R,t ⊆ Im−R1,t .
Combining (7.1) and (7.2), we obtain:
MR1,t ∩
(
k∑
i=2
MRi,t +
n∑
i=k+1
MRi,t
)
⊆ Im+R1,t ∩
(
k∑
i=2
Im+Ri,t +
n∑
i=k+1
Im+Ri,t
)
=
k∑
i=2
Im+Ri,t + Im
+
R1,t
∩
(
n∑
i=k+1
Im+Ri,t
)
⊆ Im−R1,t .
Meanwhile, we have MR1,t ⊆ V +R1,t, therefore:
Im−R1,t ∩MR1,t = Im−R1,t ∩V +R1,t ∩MR1,t = V −R1,t ∩MR1,t = 0.
Hence the result.
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General case. Order the multiset (c1 , c1)  · · ·  (cn , cn) of upper right corners
by the lexicographical order  induced by the total order on cuts given by inclusion
on their lower parts (Proposition A.2). Let then (d1 , d1) ≺ · · · ≺ (dk , dk) be the
distinct elements in the ordered sequence. In particular, (dk , dk) is the upper right
corner of rectangles with the rightmost right cut and, in case of ties, the topmost
top cut. Let now J = {i ∈ J1, nK, (ci , ci) = (dk , dk)} and let us show that for all
j ∈ J , zj = 0. A direct recursion will then yield zi = 0, for all i ∈ J1, nK.
By maximality of (dk , dk) in the lexicographical order on upper right corners,
there exists u ∈ dk − × dk− \ (
⋃
l 6=k(dl
− × dl−). Therefore, for j /∈ J , we have
u /∈ Rj , so MRj ,u = 0, and thus ρut (zj) = 0. Hence,
(7.3) 0 = ρut (z) =
n∑
i=1
ρut (zi) =
∑
j∈J
ρut (zj).
Moreover, for all j ∈ J , t ∈ Rj and u ∈ Rj , thus ρut|Rj is injective by [7, Lemma 5.5].
Therefore, it only remains to show that, for all j ∈ J , ρut (zj) = 0.
Since the elements {ρut (zj)}j∈J belong to rectangles with same upper right cor-
ner, the first case ensures that they belong to spaces in direct sum, and thus equa-
tion (7.3) yields ρut (zj) = 0 for all j ∈ J , which concludes the proof. 
8. Rectangle filtrates cover M
In this section we show that the direct sum of MR, for R ranging over all rect-
angles in X × Y , covers the base module M (Proposition 8.1). Theorem 2.9 will
then be a corollary of this result together with Lemma 5.2.
Proposition 8.1. The bimodule M decomposes as
M =
⊕
R: rectangle
MR.
The outline of the proof is the following: in Section 8.1 we consider the restriction
of M to a finite grid called t-skeleton, which captures all the information on kernels
and images accessible from a fixed index t ∈ X ×Y . We then invoke the finite case
Theorem 2.4 to decompose this restriction as a direct sum of its rectangle filtrates
using also Lemma 5.2 and Proposition 7.1. We then prove in Section 8.2 that any
rectangle of the t-skeleton appearing in the decomposition of the restriction may be
injectively mapped to a rectangle of X × Y containing t with isomorphic counting
functor (Lemma 8.7). This yields the result by studying the dimension of the sum
of rectangle filtrates, as proved in Section 8.3.
8.1. The t-skeleta. For t ∈ X × Y , we will call t-skeleton any finite grid given by
the following lemma.
Lemma 8.2. There exists a finite grid G = (xi, yj)(i,j)∈J−Lh,KhK×J−Lv,KvK ⊆ X×Y
such that defining x−Lh−1 = y−Lv−1 = −∞ and xKh+1 = yKv+1 = +∞ we have
(i) t = (x0, y0),
(ii) for all i ∈ J0,KhK, we have Ker ρ(xi,ty)t ( Ker ρ(xi+1,ty)t and same for vertical
kernels.
(iii) for all i ∈ J−Lh, 0K, we have Im ρt(xi−1,ty) ( Im ρt(xi,ty) and same for vertical
images.
(iv) for all x ∈ [tx,+∞], there exists i ∈ J0,Kh + 1K such that Ker ρ(x,ty)t =
Ker ρ
(xi,ty)
t and same for vertical kernels.
(v) for all x ∈ [−∞, tx], there exists i ∈ J−Lh − 1, 0K such that Im ρt(x,ty) =
Im ρt(xi,ty) and same for vertical images.
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Proof. Since M is pfd, the function x ∈ [tx,+∞] 7→ dim(Ker ρ(x,ty)t ) takes a finite
number of values 0 = n0 < n1 < · · · < nKh < nKh+1 = dim(Mt). This function
is also increasing, so fixing x0 = tx and xKh+1 = +∞, we can find real numbers
x0 < x1 < · · · < xKh < xKh+1 such that dim(Ker ρ(xi,ty)t ) = ni for all 0 ≤ i ≤
Kh + 1. We can define similar real numbers for vertical kernels: ty = y0 < y1 <
· · · < yKv < yKv+1 = +∞ such that dim(Ker ρ(tx,yj)t ) = n˜j where (n˜j)j∈J0,Kv+1K
are the distinct dimensions of vertical kernels.
Similarly, since M is pfd, x ∈ [−∞, tx] 7→ dim(Im ρt(x,ty)) takes a finite number of
values 0 = m−Lh−1 < m−Lh < · · · < m−1 < m0 = dim(Mt). This function is also
increasing, so fixing x−Lh−1 = −∞ we can find real numbers x−Lh−1 < x−Lh <
· · · < x−1 < x0 = tx such that dim(Im ρt(xi,ty)) = mi for all i ∈ J−Lh − 1, 0K. We
can define similar real numbers for vertical images: −∞ = y−Lv−1 < y−Lv < · · · <
y−1 < ty such that dim(Im ρt(tx,yj)) = m˜j where (m˜j)j∈J−Lv−1,0K are the distinct
dimensions of vertical images.
Define finally the finite grid G := {(xi, yj), (i, j) ∈ J−Lh,KhK× J−Lv,KvK}. It
remains to show that this grid satisfies the required properties.
First, (i) comes from x0 = tx and y0 = ty.
Second, (ii) and (iii) are clear from the construction of the grid: spaces associated
to indices are ordered by inclusion and they are distinct if indices are distinct
because then their dimensions are distinct.
Third, (iv) and (v) are also clear from the construction of the grid: every possible
horizontal or vertical kernel and image has been represented by an index in the
grid. 
Remark 8.3. Note that the statements (ii) and (iii) ensure that the indices i given
in (iv) and (v) – realizing kernels and images of the base module inside the grid –
are unique.
Example 8.4 (Example of a t-skeleton). In this example, we use the setting of
Figure 7. Let M be the pfd weakly exact persistence module defined by the direct
sum of rectangle modules associated to rectangles R1, R2 and R3. We drew on
this figure the grid constructed in Lemma 8.2. Note that, in the construction of
the grid, one has an infinite number of possible choices for some of the vertices.
However, not for all of them. For instance, since vertical kernels have a dimension
growth exactly on the top boundary of R3, the value y1 has to be chosen exactly
on this boundary.
8.2. Rectangles of the t-skeleta. In this section, G = (xi, yj)(i,j)∈J−Lh,KhK×J−Lv,KvK
will denote a fixed grid given by Lemma 8.2, and MG := M|G.
Lemma 8.5. Let c˜ be a cut of (xi)i∈J−Lh,KhK such that tx ∈ c˜−. Then, there exists
a unique cut c of X such that tx ∈ c− and Ker±c˜ ,t(MG) = Ker±c ,t(M). Moreover,
c˜− ⊆ c− and the map c˜ 7→ c is injective. A similar result holds for vertical cuts
and vertical kernels.
Proof. Any cut c˜ of (xi)i∈J−Lh,KhK such that tx ∈ c˜− can be denoted by c˜− =
(xi)i∈J−Lh,khK with kh ∈ J0,KhK. This implies
Ker−c˜ ,t(M
G) = Ker ρ
(xkh ,ty)
t ,(8.1)
Ker+c˜ ,t(M
G) = Ker ρ
(xkh+1,ty)
t(8.2)
with possibly xkh+1 = +∞.
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t = (x0, y0)
(tx, y1)
(tx, y2)
(tx, y3)
(tx, y−1)
(tx, y−2)
(x1, ty) (x2, ty)(x−3, ty) (x−2, ty) (x−1, ty)
R1
R2
R3
Figure 7. Example of a choice of a grid construction as in
Lemma 8.2. Dashed lines denote open boundaries and dashed rect-
angles denote infinite sides. The initial point t is denoted by a disk,
while crosses denote the points of the constructed grid.
Existence. Define the cut c of X by
c− := (−∞, xkh ] ∪
{
x ∈ [xkh , xkh+1), Ker ρ(x,ty)t = Ker ρ
(xkh ,ty)
t
}
,
c+ := X \ c−,
(8.3)
and notice that tx ∈ c−, and even c˜− ⊆ c−.
Let us show that Ker±c˜ ,t(M
G) = Ker±c ,t(M). By the realization lemma (Lemma 4.4)
applied to M , we can find x ∈ c− such that Ker−c ,t(M) = Ker ρ(x,ty)t . Since
xkh ∈ c−, we can even choose x in c− ∩ [xkh ,+∞), which implies by definition
of c that Ker ρ
(x,ty)
t = Ker ρ
(xkh ,ty)
t . Hence,
Ker−c ,t(M) = Ker ρ
(x,ty)
t = Ker ρ
(xkh ,ty)
t = Ker
−
c˜ ,t(M
G).
Similarly, by the realization lemma (Lemma 4.4) we can find x ∈ c+ ∪ {+∞}
such that Ker+c ,t(M) = Ker ρ
(x,ty)
t . Since x ∈ c+ ∪ {+∞}, by definition of c , we
have
(8.4) Ker ρ
(xkh ,ty)
t ( Ker ρ
(x,ty)
t .
Moreover, since xkh+1 ∈ c+ ∪ {+∞}, we can choose x ∈ c+ ∩ (−∞, xkh+1] in the
realization lemma, and in this case
(8.5) Ker ρ
(x,ty)
t ⊆ Ker ρ
(xkh+1,ty)
t .
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Lemma 8.2 ensures that Ker ρ
(x,ty)
t is equal to a kernel of the grid, and also that
kernels of the grid are strictly ordered, thus by equations (8.4) and (8.5), we deduce
(8.6) Ker ρ
(x,ty)
t = Ker ρ
(xkh+1,ty)
t ,
and it finally follows by (8.2) and (8.6) that
(8.7) Ker+c ,t(M) = Ker ρ
(x,ty)
t = Ker ρ
(xkh+1,ty)
t = Ker
+
c˜ ,t(M
G).
Uniqueness. Let another cut d of X be such that tx ∈ d− and
(8.8) Ker−c ,t(M) = Ker
−
d ,t(M) = Ker ρ
(xkh ,ty)
t ,
(8.9) Ker+c ,t(M) = Ker
+
d ,t(M) = Ker ρ
(xkh+1,ty)
t .
Note that we have in particular
xkh ∈ d−,(8.10)
xkh+1 ∈ d+.(8.11)
Indeed, if for instance xkh ∈ d+, then since also xkh < xkh+1, we could take the
realization Ker+d ,t(M) = Ker ρ
(xkh ,ty)
t . However, Ker
+
d ,t(M) = Ker ρ
(xkh+1,ty)
t )
Ker ρ
(xkh ,ty)
t , a contradiction. Showing that xkh+1 ∈ d+ is symmetric.
The last four equations imply d = c . Indeed, if by contradiction d 6= c , then
there are two possible cases: either d− ( c− or c− ( d−.
Case d− ( c−. Then, d+∩ c− 6= ∅, and thus by Lemma 4.4 we can take a realiza-
tion Ker+d ,t(M) = Ker ρ
(x,ty)
t with x ∈ d+ ∩ c−. Since xkh ∈ d−, and x ∈ d+, we
have x ∈ (xkh ,+∞). Therefore, x ∈ (xkh ,+∞) ∩ c−, so Ker ρ(x,ty)t = Ker ρ
(xkh ,ty)
t
by definition of c . However, by equation (8.9), Ker+d ,t(M) = Ker ρ
(xkh+1,ty)
t )
Ker ρ
(xkh ,ty)
t , a contradiction.
Case c− ( d−. Similar to the previous one. We have d− ∩ c+ 6= ∅, and thus
by Lemma 4.4 we can take a realization Ker−d ,t(M) = Ker ρ
(x,ty)
t with x ∈ d− ∩
c+. Since xkh ∈ d+, and x ∈ d−, we have x ∈ (−∞, xkh+1). Therefore, x ∈
(−∞, xkh+1) ∩ c+, so Ker ρ(x,ty)t = Ker ρ
(xkh+1,ty)
t by definition of c . However, by
equation (8.8), Ker−d ,t(M) = Ker ρ
(xkh ,ty)
t ( Ker ρ
(xkh+1,ty)
t , a contradiction.
Injectivity. Let c˜ 6= c˜′ be two cuts of G with tx ∈ c˜ and tx ∈ c˜′ . Write
c˜− = (xi)i∈J−Lh,khK,(8.12)
c˜′ − = (xi)i∈J−Lh,k′hK.(8.13)
Write also c and c′ the respective cuts associated to c˜ and c˜′ by the previous
construction.
Since c˜ 6= c˜′ , the indices delimiting the cuts must differ: say for instance kh <
k′h, the other case being similar. Then, it is clear from the definition (8.3) that
xk′h ∈ c′ − \ c−, and therefore c 6= c′ . 
A similar result holds for images, as shown by the following lemma:
Lemma 8.6. Let c˜ be a cut of (xi)i∈J−Lh,KhK such that tx ∈ c˜+. Then, there exists
a unique cut c of X such that tx ∈ c+ and Im±c˜,t(MG) = Im±c,t(M). Moreover,
c˜+ ⊆ c+ and the map c˜ 7→ c is injective. A similar result holds for vertical cuts
and vertical images.
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Proof. Write the cut c˜ of (xi)i∈J−Lh,KhK such that tx ∈ c˜+ as c˜+ = (xi)i∈J−lh,KhK
with −lh ∈ J−Lh, 0K. This implies
Im+c˜,t(M
G) = Im ρt(x−lh ,ty)
,(8.14)
Im−c˜,t(M
G) = Im ρt(x−lh−1,ty)
.(8.15)
with possibly x−lh−1 = −∞. We can now define the cut c of X by
c+ :=
{
x ∈ (x−lh−1, x−lh ], Im ρt(x,ty) = Im ρt(x−lh ,ty)
}
∪ [x−lh ,+∞),
c− := X \ c+,
(8.16)
and notice that tx ∈ c+, and even c˜+ ⊆ c+. The rest of the proof is symmetric to
the one for kernels (Lemma 8.5). 
We can now construct an injection between rectangles of the t-skeleta and rect-
angles of the original poset X × Y with same filtration spaces.
Lemma 8.7. For any rectangle R˜ = ( c˜+ ∩ c˜−)× (c˜+ ∩ c˜−) of G such that t ∈ R˜,
there is a unique rectangle R = ( c+ ∩ c−)× (c+ ∩ c−) of X × Y , such that:
Im±
R˜,t
(MG) = Im±R,t(M),
Ker±
R˜,t
(MG) = Ker±R,t(M),
(8.17)
and in particular
(8.18) dimMR = dimM
G
R˜
.
Moreover, R˜ ⊆ R, and the map R˜ 7→ R is injective.
Proof. For each cut c˜ composing R˜, we can apply Lemma 8.5 and Lemma 8.6 to
find a cut c satisfying the corresponding wanted equality on kernels or images.
Defining R = ( c+ ∩ c−) × (c+ ∩ c−) yields the existence of a rectangle of X × Y
satisfying (8.17). Uniqueness, inclusion and injectivity are also direct consequences
of Lemma 8.5 and Lemma 8.6.
Equation (8.18) is now a consequence of equation (8.17). Indeed, (8.17) yields
V +
R˜,t
(MG) = V +R,t(M), thus also W
±
R˜,t
(MG) = W±R,t(M) by the computations of the
double filtration (Corollary 5.6). Therefore, dimCR(V
+
R (M)) = dimCR˜(V
+
R˜
(MG)),
hence the result since the counting functor has the same dimension as the rectangle
filtrates (Lemma 5.2). 
8.3. Proof of Proposition 8.1. We are now ready to prove that the direct sum
of rectangle filtrates covers the base module M .
We will show the result pointwise, so let t ∈ X × Y and let us show that
(8.19) Mt =
⊕
R: rectangle
MR,t.
Take a t-skeleton G given by Lemma 8.2, and denote MG := M|G. Notice that,
since t ∈ G by (i) of Lemma 8.2, we have
(8.20) Mt = M
G
t .
Moreover, since MG is still pfd and weakly exact, it decomposes as a direct sum of
rectangle modules by Theorem 2.4:
(8.21) MG '
⊕
j∈J˜
(kG
R˜j
)
mR˜j ,
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where the rectangles R˜j are pairwise distinct rectangles of the grid G, and where
the integers mR˜j > 0 are the multiplicities of the rectangle modules k
G
R˜j
in the
decomposition.
By Lemma 6.2 applied to the persistence bimodule MG on the product poset G,
we have for each j ∈ J˜ , that MG
R˜j
' (kG
R˜j
)
mR˜j . Now, since the MG
R˜j
’s are in direct
sum by Proposition 7.1, we deduce that⊕
j∈J˜
(kG
R˜j
)
mR˜j '
⊕
j∈J˜
MG
R˜j
.
Therefore, for every s ∈ X × Y , we have the following equality of finite dimensions
dim(MGs ) = dim(
⊕
j∈J˜
(kG
R˜j ,s
)
mR˜j ) = dim(
⊕
j∈J˜
MG
R˜j ,s
),
and the inclusion of persistence bimodules
⊕
j∈J˜M
G
R˜j
⊆MG yields then
MG =
⊕
j∈J˜
MG
R˜j
.
Besides, since t ∈ G, we can consider the subset J := {j ∈ J˜ , t ∈ R˜j}, so that
(8.22) MGt =
⊕
j∈J
MG
R˜j ,t
.
Meanwhile, writing {Ri}i∈I the set of rectangles ofX×Y containing t, Lemma 8.7
yields an injection ι : J ↪→ I, such that
(8.23) dimMRι(j) = dimM
G
R˜j
.
We can thus compute the finite dimensions:
dim(Mt)
Eq. (8.20)
= dim(MGt )
Eq. (8.22)
= dim(
⊕
j∈J
MG
R˜j ,t
)
=
∑
j∈J
dim(MG
R˜j ,t
)
Eq. (8.23)
=
∑
j∈J
dim(MRι(j),t)
= dim(
⊕
j∈J
MRι(j),t),
and conclude by the inclusion
⊕
j∈JMRι(j),t ⊆ Mt that
⊕
j∈JMRι(j),t = Mt. Fi-
nally, we have
Mt =
⊕
j∈J
MRι(j),t ⊆
⊕
R: rectangle
MR,t ⊆Mt,
which concludes the proof of equation (8.19). Hence the result.
9. Negative results
9.1. Proof of Theorem 2.7. Given an integer m ≥ 2, consider the following
persistence module over the poset J1,m + 1K2, where ιi : k ↪→ km denotes the
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injection into the i-th axis of km, and δm : t ∈ k 7→ (t, . . . , t) ∈ km denotes the
injection into the diagonal:
(9.1) Nm :=
k km km km km
0 k km km km
. . . km km
0 0 k km
0 0 0 k
ι1
ι2
ι2
ιm
ιm
δm
This persistence module was proven in [5] to have the following properties:
Proposition 9.1 ([5]). For m ≥ 2, the persistence module Nm satisfies:
(i) Nm is indecomposable with local endomorphism ring, in particular it is not
interval-decomposable;
(ii) for any strict subgrid X ′×Y ′ ( J1,m+1K2, the restriction Nm|X′×Y ′ belongs
to 〈Int(X ′ × Y ′)〉.
These two properties follow intuitively from the fact that Nm is the embedded
image of the following indecomposable representation of the quiver Dm into the
grid J1,m+ 1K2:
k
ι1 // km
k
ι2
44
. . .
k
ιm
JJ
k
δm
OO
Suppose now that X × Y is a product of two arbitrary totally ordered sets
such that |X| ≥ 3 and |Y | ≥ 3, and let m be an integer such that 2 ≤ m <
min(|X|, |Y |). Note that PSubm(X × Y ), the set of grids of size at most m ×m
included in X × Y , is a subset of PSub(X × Y ) \ {X × Y }. In this setting, there
are two poset injections J1,m+ 1K ↪→ X and J1,m+ 1K ↪→ Y , and we can consider
their product ψ : J1,m + 1K2 ↪→ X × Y , still a poset injection. We extend the
indecomposable module Nm from (9.1) to a persistence module over X × Y by
taking its left Kan extension M along ψ. In the context of persistence modules
over posets, left Kan extensions are simply ”ceiling” modules [3, Sec. 2.5], more
precisely, for all t ∈ X × Y we have:
(9.2) Mt = lim−→N
m
|ψ≤t '
N
m
max(ψ≤t)
if ψ≤t 6= ∅,
0 otherwise,
where ψ≤t denotes the downset {u ∈ J1,m + 1K2 | ψ(u) ≤ t}. Similarly, internal
morphisms for s ≤ t in X×Y are given by the universality of colimits, therefore they
either correspond to internal morphisms of Nm or are set to zero. Theorem 2.7
follows then from the next proposition, whose proof is the same as the proof of
Proposition 9.1 given in [5]:
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Proposition 9.2. For m ≥ 2, the persistence module M satisfies:
(i) M is not interval-decomposable;
(ii) M|X′×Y ′ ∈ 〈Int(X ′ × Y ′)〉 for any grid X ′ × Y ′ ∈ PSubm(X × Y ).
9.2. Proof of Theorem 2.8. After setting up some notations in Section 9.2.1, we
will identify an interval in S that is not a rectangle (Section 9.2.2), then construct a
persistence moduleM overX×Y from this interval (Section 9.2.3), and finally prove
in Section 9.3 that M is not interval-decomposable despite satisfying M|Q ∈ 〈S|Q〉
for every square Q ∈ PSub2(X × Y ).
9.2.1. Intervals of a square. For s ≤ t inX×Y , call a := s, b := (sx, ty), c := (tx, sy)
and d := t, and recall from Section 2.1.3 that Qts denotes the square {a, b, c, d}
of X × Y . The set of intervals of Qts is then:
Int(Qts) = {{a}, {b}, {c}, {d}, {a, b}, {a, c}, {b, d}, {c, d}, {a, b, c}, {b, c, d}, {a, b, c, d}},
and there are only two intervals of the square which are not rectangles, called
respectively bottom hook and top hook :
h1(Q
t
s) = {a, b, c}, h2(Qts) = {b, c, d}.
Hence, for a square Q of X × Y , the condition S|Q ) Rec(Q) implies either
that h1(Q) ∈ S|Q or h2(Q) ∈ S|Q.
9.2.2. An interval in S that is not a rectangle. Assume that |X| ≥ 2 and |Y | ≥ 2,
and that (|X|, |Y |) 6= (2, 2). Without loss of generality, one can assume that |X| ≥ 3
and |Y | ≥ 2. In that case, there exists x1 < x2 < x3 in X and y1 < y2 in Y such
that:
G := {(xi, yj)}(i,j)∈{1,2,3}×{1,2} ⊆ X × Y.
Let S ⊆ Int(X × Y ) be such that S|Q ) Rec(Q) for all Q ∈ PSub2(X × Y ).
Denoting for readability Q0 := Q
(x3,y2)
(x1,y1)
the outermost square of G, we have S|Q0 )
Rec(Q0). Therefore, either h1(Q0) ∈ S|Q0 or h2(Q0) ∈ S|Q0 . One can assume
without loss of generality that h2(Q0) ∈ S|Q0 , the other case being dual. By
definition of S|Q0 , there is some interval S ∈ S such that h2(Q0) = S ∩ Q0. In
particular, we have (x1, y1) /∈ S while (x1, y2), (x3, y1) and (x3, y2) are in S, thus
S is not a rectangle.
9.2.3. Building the counter-example. Consider the following partition of conv(G),
which is the convex hull of G in X × Y (i.e. the set of points z ∈ X × Y such
that (x1, y1) ≤ z ≤ (x3, y2)):
P1 := ({x1} × [y1, y2]) ∩ S,
P0 := ({x1} × [y1, y2]) \ P1,
P3 := ((x1, x3)× (y1, y2]) ∩ S,
P2 := ((x1, x3)× [y1, y2]) \ P3,
P4 := {x3} × [y1, y2].
(9.3)
See Figure 8 (left) for a graphical representation of this partition, and Table 1 for
a summary of the comparability of the various sets in the partition. Consider the
subposet P of X × Y defined as follows:
(9.4) P := {(x1, y1), (x1, y2), (x2, y1), (x2, y2), (x3, y2)} = G \ {(x3, y1)},
34 MAGNUS BAKKE BOTNAN, VADIM LEBOVICI, AND STEVE OUDOT
k k2 k
k0 k
( 11 ) ( 1 0 )
Idk
Idk( 10 )
P1
P0
P4
P3
P2
Figure 8. A graphical representation of the partition of the con-
vex hull conv(G) (left), superimposed with its associated mod-
ule M (right). The regions P0, P1, P2, P3, P4 of conv(G) are rep-
resented respectively by the black dashed line segment, the blue
segment, the red region (including the bottom red segment), the
orange region and the green segment. The nodes of the grid G are
represented as gray crosses.
s ∈
t ∈
P0 P1 P2 P3 P4
P0 ≤ ≤   
P1 ≤  
P2   
P3  
P4 ≤
Table 1. Summary of the comparability of the sets partition-
ing conv(G) defined in (9.3). For 0 ≤ i, j ≤ 4, an empty cell
indicates that there is no s ∈ Pi and t ∈ Pj such that s ≤ t.
On the contrary, a symbol ≤ indicates that there is such s and t,
and a symbol  refines this last case by indicating that such s
and t can in addition (though it is not necessary) satisfy sx < tx
and sy < ty, or in other words that there exists a non-degenerate
square of X×Y with bottom-left corner in Pi and top-right corner
in Pj . The correctness of this table is proven in Appendix A.3.
whose Hasse diagram is:
(x1, y2) (x2, y2) (x3, y2)
(x1, y1) (x2, y1)
,
and define a persistence module M˜ over P by the following diagram:
k k2 k
0 k
( 11 ) ( 1 0 )
( 10 )
.
For any t ∈ conv(G), call pi(t) the unique i ∈ J0, 4K such that t ∈ Pi. A direct
inspection — eased by Table 1 — yields that pi : conv(G)→ P is a poset morphism.
Therefore, one can define the persistence module M over conv(G) as the pullback
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of M˜ along pi. In other words, for any s ≤ t in conv(G), one has:
Mt := M˜pi(t),
M(s ≤ t) := M˜(pi(s) ≤ pi(t)).
(9.5)
We consider in fact the extension of M to X×Y , still denoted by M , with internal
spaces set to be zero outside conv(G) and its internal morphisms to be the obvious
ones. See Figure 8 (right) for a graphical representation of M . Theorem 2.8 follows
then from the next proposition:
Proposition 9.3. The persistence module M satisfies:
(i) M is not interval-decomposable;
(ii) M|Q ∈ 〈S|Q〉 for any square Q ∈ PSub2(X × Y ).
9.3. Proof of Proposition 9.3. We first show thatM is not interval-decomposable.
Let θ ∈ End(M). For s ≤ t in conv(G) such that pi(s) = pi(t), i.e located in the
same set Pi, we have that M(s ≤ t) = IdMt by definition, so the naturality of θ
yields a commutative square:
Ms Mt
Ms Mt
Id
θs θt
Id
,
and θs = θt in that case. Moreover, since M vanishes outside conv(G), so does θ.
Thus, any θ ∈ End(M) is entirely determined by its values on the subposet P of X×
Y defined by (9.4). Since M|P is isomorphic to M˜ , which has an endomorphism
ring isomorphic to k by a direct verification, the persistence bimodule M itself has
endomorphism ring isomorphic to k, which is local, hence M is indecomposable.
Since it is not of pointwise dimension 0 or 1 either, it is not interval-decomposable.
We now prove that the restriction M|Q to any square Q of X × Y belongs
to 〈S|Q〉. By hypothesis, we have S|Q ⊇ Rec(Q), so for M|Q to belong to 〈S|Q〉
it is sufficient (though not necessary) that M|Q be rectangle-decomposable. Note
also that Q can be written as Q = Qts, for two points s and t in X × Y . Since
degenerate squares yield 1-parameter persistence modules, which are known to be
interval-decomposable, we are left with the case where sx < tx and sy < ty.
Assume first that s 6∈ conv(G) or t 6∈ conv(G). We claim that M|Qts is rectangle-
decomposable in this case. Indeed, as any other pfd representation of the square,
M|Qts is interval-decomposable, and it is then sufficient to prove that the inter-
val summands of M|Qts cannot be hooks. Assuming without loss of generality
that t 6∈ conv(G) (the other case being similar), we have that at least one point
among (sx, ty) and (tx, sy) does not belong to conv(G), for otherwise we would
have x1 ≤ tx ≤ x3 and y1 ≤ ty ≤ y2 hence t ∈ conv(G). Thus, M|Qts has at least
two zero internal spaces, which implies that its interval summands cannot be hooks.
This proves our claim, and so M|Qts ∈ 〈S|Qts〉.
Assume now that both s and t are in conv(G). Several cases are to be considered,
corresponding to the cells containing the symbol  in Table 1:
Case s ∈ P0.
• If (sx, ty) ∈ P0, then Ms = M(sx,ty) = 0 and no hooks can appear in the
interval-decomposition of M|Qts , which is therefore rectangle-decomposable.
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• If (sx, ty) ∈ P1, then M|Qts is of one of the three forms:
k k2
0 k
( 11 )
( 10 )
k k2
0 k2
( 11 )
Idk2
k k
0 k
Idk
Idk
which happen when t ∈ P3 for the first two with (tx, sy) ∈ P2 for the first
and (tx, sy) ∈ P3 for the second, and when t ∈ P4 for the last one. The
first one is rectangle-decomposable. For the last two, we have s 6∈ S (since
s ∈ P0) while the points (sx, ty), (tx, sy) and t are in S, hence h2(Qts) ∈
S|Qts . Since the modules are clearly interval-decomposable with interval
summands being rectangles or top hooks, we do have that M|Qts belongs
to 〈S|Qts〉.
Case s ∈ P1. The restriction M|Qts is then of one of the following forms:
k k2
k k2
( 11 )
( 11 )
Idk Idk2
k k
k k
Idk
Idk
Idk Idk
which happen respectively when t ∈ P3 for the first and t ∈ P4 for the second.
They are both clearly rectangle-decomposable.
Case s ∈ P2.
• If t ∈ P2, then M|Qts is of the form:
k k
k k
Idk
Idk
Idk Idk ,
which is clearly rectangle-decomposable.
• If t ∈ P3, then M|Qts is of one of the following forms:
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(tx, sy) ∈ P2 (tx, sy) ∈ P3
(sx, ty) ∈ P2
k k2
k k
( 10 )
Idk
Idk ( 10 )
k k2
k k2
( 10 )
( 10 )
Idk Idk2
(sx, ty) ∈ P3
k2 k2
k k
Idk2
Idk
( 10 ) (
1
0 )
k2 k2
k k2
Idk2
( 10 )
( 10 ) Idk2
which are all rectangle-decomposable except when (sx, ty) and (tx, sy) are
both in P3 where a top hook summand appears. In that case, s 6∈ S. In
fact, s ∈ P2 with sy 6= y1 since (tx, sy) ∈ P3. Meanwhile, the points (sx, ty),
(tx, sy) and t are in S. Hence, h2(Q
t
s) ∈ S|Qts and we do have MQts ∈ 〈S|Qts〉.• If t ∈ P4, then M|Qts is of one of the following forms:
k k
k k
Idk
Idk
Idk Idk
k2 k
k k
( 1 0 )
Idk
( 10 ) Idk
which happen respectively when (sx, ty) ∈ P2 and (sx, ty) ∈ P3 and are
both rectangle-decomposable.
Case s ∈ P3. Then M|Qts is of one of the following forms:
k2 k2
k2 k2
Idk2
Idk2
Idk2 Idk2
k2 k
k2 k
( 1 0 )
( 1 0 )
Idk2 Idk
which happen respectively when t ∈ P3 and t ∈ P4 and are both rectangle-
decomposable.
Thus, we have shown that M is indecomposable, while M|Q ∈ 〈S|Q〉 for every
square Q of X × Y . This concludes the proof.
10. Application: continuous pyramid basis theorem
It was shown in [6] that one can associate a persistence module over a certain
pyramid-shaped poset to a continuous function f : X → R. Specifically, one con-
siders the relative homology of pre-images of the following pairs of open intervals
in R:
((x, y), ∅) ((x,∞), (y,∞))
((−∞, y), (−∞, x)) (R, (−∞, x) ∪ (y,∞)).
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See figure 9 for a depiction of the construction and the associated pyramid. After
re-indexing, and reversing the order of the horizontal axes, we can identify the
pyramid with
(10.1) P = {(x, y) ∈ (−1, 1)2, |x|+ |y| ≤ 1} \ {(x, y) ∈ (−1, 1)2, x+ y = −1} .
We shall refer to the resulting persistence module (in homology dimension i) over P
as the (continuous) homology pyramid. Note that the homology pyramid is trivial
on the boundaries y = x+ 1 and y = x− 1, as the corresponding vector spaces are
given by the relative homology of preimages of pairs of the form ((x,∞), (x,∞))
and ((−∞, x), (−∞, x)), respectively.
Let Q ⊆ R2. A persistence module M ∈ Per(Q) is strongly exact if for any s ≤ t
in Q, such that (sx, ty) and (tx, sy) are also in Q, the following sequence is exact:
Ms
ρ
(tx,sy)
s ⊕ρ(sx,ty)s−−−−−−−−−−−→M(sx,ty) ⊕M(tx,sy)
ρt(sx,ty)−ρ
t
(tx,sy)−−−−−−−−−−−→Mt.
It follows from the relative Mayer–Vietoris sequence that the homology pyramid is
strongly exact over P.
a3
a2
a1
−∞
−∞
+∞+∞
Hi
(
X, f−1(−∞, a1) ∪ f−1(a3,+∞)
)
a3
a2
a1
Hi
(
f−1(a1,+∞), f−1(a3,+∞)
)
a3 a3
a2 a2
a1a1
Hi
(
f−1(−∞, a3), f−1(−∞, a1)
)
Hi
(
f−1(a1, a3), ∅
)
Figure 9. In dark grey, the homology pyramid of [2, p. 6,7] (up to rotation).
In [2] the authors prove, under the assumption that f is of Morse type, that
the homology pyramid decomposes into a direct sum of interval modules, where
the intervals are intersections of blocks in (−1, 1)2 with P. This is known as the
pyramid basis theorem. A crucial property of functions of Morse type is that suffices
to consider a finite pyramidal diagram. In [5, Sec. 6], this is utilized to give a new
proof of the pyramid basis theorem using Theorem 2.4. The goal of this section is to
prove a pyramid basis theorem in the continuous case using the general rectangle-
decomposition result Theorem 2.9. In particular, this allows us to dispense with
the assumption that f is of Morse type. We show the following:
Theorem 10.1 (Continuous pyramid basis theorem). Let M ∈ Per(P) be pfd,
strongly exact and trivial when restricted to indices on the boundary components
y = x+ 1 and y = x− 1. Then M is interval-decomposable, where the intervals are
intersections of P with blocks in (−1, 1)2.
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We will use the following notation:
:=
{
(x, y) ∈ (0, 1)2, x+ y ≤ 1} = {(x, y) ∈ (−1, 0)2, x+ y > −1}
:=
{
(x, y) ∈ (0, 1)2, x+ y > 1} = {(x, y) ∈ (−1, 0)2, x+ y ≤ −1}
= ∪ = ∪ .
Furthermore, we shall let = P and
= ∪ = ∪ .
Remark 10.2. In the following we shall make use of results from [4] and [7]. The re-
sults were originally formulated for persistence modules over R2, over T := {(x, y) ∈
R2, x + y > 0} and over T := {(x, y) ∈ R2, x + y ≥ 0}. These results do how-
ever apply verbatim in the settings of , , and after applying the following
isomorphism of posets:
ϕ : (x, y) ∈ 7→
(
tan
(pi
2
(x+ 1)
)
, tan
(pi
2
(y + 1)
))
∈ R2.
Remark 10.3. Following [4, Sec. 5.2], we define a block B in to be a subset of
the form B′ ∩ where B′ is a block of . We say that B is a birth quadrant if B′
is a birth quadrant, and similarly for death quadrants, and horizontal and vertical
bands. Furthermore, B is called a strict birth (death) quadrant if B′ is a birth
(death) quadrant but not a block of any other type. The reader may verify that the
right Kan extension of kB along the inclusion i : ↪→ satisfies Rani(kB) ' kB′
for every block B.
Remark 10.4. Dualizing each internal space and each internal morphism of a per-
sistence module M over P yields a persistence module DM over Pop, the opposite
category of P. Dualization defines a contravariant functor D : Per(P)→ Per(Pop)
which sends strongly exact modules to strongly exact modules, and which satisfies
DDM 'M for any pfd persistence module M .
10.1. Proof of Theorem 10.1: Part 1. We know from [4, Thm. 1.4] that the
restriction of M to , denoted by M | , decomposes as
(10.2) M| '
⊕
B∈B1
kB ,
where B1 is a multiset of blocks in . Denote by db ⊆ B1 the subset of strict death
quadrants in B1. Dually, the restriction of M to decomposes as
(10.3) M| '
⊕
B∈B2
kB ,
where B2 is a multiset of blocks in . Let bb ⊆ B2 denote the subset of strict
birth quadrants in B2. Note that D is a strict death quadrant in if and only
if its support is bounded from above by some x ∈ . Dually, a birth quadrant B
in is a strict birth quadrant if and only if it is bounded from below by some
x ∈ . In either case, there is enough space around their supports to extend them
to summands of M . In particular, if D ∈ db, then the inclusions and projection
maps
kD
i1−→M| j1−→ kD
such that j1 ◦ i1 = idkB , extend to
kD
i−→ P j−→ kD
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such that j ◦ i = idkD . In the latter case D is seen as a subset of P. Doing this for
every strict death quadrant yields:
M ' N ′ ⊕
⊕
D∈db
kD.
Iterating the above argument in the dual setting of strict birth quadrants in
yields:
M ' N ⊕
⊕
B∈bb
kB ⊕
⊕
D∈db
kD.
It remains to show that N decomposes into a direct sum of interval modules, where
the intervals are intersections of P with blocks in (−1, 1)2.
10.2. Proof of Theorem 10.1: Part 2. From this point on we shall assume that
bb = db = ∅. The proof proceeds as follows: extend M to a persistence module M˜
defined over the rectangular box B := (−1, 1)2 such that this extension is weakly
exact and pfd. Applying Theorem 2.11 then yields the desired result.
Extension. Define the persistence module M˜ over B as follows:
(1) extend M| by a right Kan extension along ϕ : ↪→ ,
(2) and then further extend by a left Kan extension along ψ : ↪→ ,
(3) and finally let the restriction of M˜ to B − be the trivial module.
The two first steps involve Kan extensions which can be computed pointwise along
a full functor. It follows from [13, Corollary 3.6.9] that M˜ | ∼= M . Furthermore,
the third step is well-defined as the restrictions of M to the boundary lines y = x+1
and y = x− 1 are trivial by assumption.
Remark 10.5. The inclusion of posets ↪→ is initial in the sense of [11, Sec. IX.3].
Therefore, we have by [11, Sec. IX.3, Thm. 1] that
M˜| := RanϕM ' Ran M| ,
where Ran denotes the right Kan extension along the inclusion ↪→ . Similarly,
one has:
M˜| ' Lan M| ,
where Lan denotes the right Kan extension along the inclusion ↪→ .
It remains to show that M˜ is pfd and weakly exact.
Lemma 10.6.
(i) Let N ∈ Per ( ) be a pfd and strongly exact persistence persistence mod-
ule, and assume that N has no summand of the form kD where D is a
strict death quadrant in . Then the persistence module Ran N is pfd and
strongly exact.
(ii) Let N ∈ Per ( ) be a pfd and strongly exact persistence module, and assume
that N has no summand of the form kB where B a strict birth quadrant in
. Then the persistence module Lan N is pfd and strongly exact.
Proof. We prove the first result, the second being dual. By [4, Thm. 1.4], we have
that:
N '
⊕
B∈B
kB .
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where B is a multiset of blocks of which, by assumption, does not contain a strict
death quadrant. By Remark 10.3 we have that Ran kB ' kB′ where B = B′ ∩ ,
and thus
N ′ := Ran N '
⊕
B∈B
Ran kB '
⊕
B′∈B′
kB′ ,
where B′ is the multiset of blocks in such that B = {B′ ∩ , B′ ∈ B′}. Here
we have used that right Kan extensions commute with direct products, and that
direct products and direct sums coincide when working in the pfd setting; see e.g.
[3, Rk. 2.16] for more details. Since each kB′ is strongly exact, so is necessarily N
′.
Clearly, N ′| is pfd since N
′
| ' N . Suppose for the sake of contradiction that
there exists a point p ∈ such that N ′p is infinite-dimensional. Since N ′ decomposes
into block modules, there must exist an infinite number of blocks B′ ∈ B′ such that
p ∈ B′. Since B does not contain a strict death quadrant, neither does B′. That is,
every block in B′ is either a birth quadrant, a horizontal band, or a vertical band.
In either case, if p ∈ B′, then B must necessarily contain at least one of the two
line segments
([px, 0)× {py}) ∩ and ({px} × [py, 0)) ∩ .
Hence, either there exists an infinite number of blocks B ∈ B such that
([px, 0)× {py}) ∩ ⊆ B,
or there exists an infinite number of blocks B ∈ B such that
({px} × [py, 0)) ∩ ⊆ B.
We conclude that dimNq = ∞ for all q ∈ ([px, 0)× {py}) ∩ or dimNq = ∞ for
all q ∈ ({px} × [py, 0)) ∩ . This contradicts the assumption that N is pfd.

By the previous lemma we have that M˜| ∼= Ran M | and M˜| ∼= Ran M |
are pfd and strongly exact. We now show that M˜| is strongly exact. Note that
once this is established the result follows, as any commutative square containing
a 0 vector space in the top-left corner, or in the bottom-right corner, satisfies the
weak exactness condition. This is a simple consequence of commutativity.
The module M˜| is strongly exact since M| is. It remains to show the
strong exactness for squares induced by pairs of points s, t ∈ B such that (sx, ty)
and (tx, sy) are in , with either:
(1) s ∈ and t ∈ ,
(2) s ∈ and t ∈ ,
(3) s ∈ and t ∈ ,
(4) and the dual cases: s ∈ , s ∈ or s ∈ with t ∈ .
We prove the first three cases, the latter three being dual.
The first two cases are symmetric by inverting the roles of abscisses and ordinates,
so let us prove the first one. If s ∈ and t ∈ , then one may find sx ≤ x ≤ tx
such that (x, sy) and (x, ty) are in , yielding a commutative diagram:
(10.4)
M˜(sx,ty) M˜(x,ty) M˜t
M˜s M˜(x,sy) M˜(tx,sy)
.
Here the two smaller squares belong to regions where M˜ is strongly exact, and a
simple diagram chase shows that the outer square is strongly exact.
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The third case follows similarly by finding sx ≤ x ≤ tx such that (x, ty) ∈
and (x, sy) ∈ . Since (sx, ty) ∈ and (tx, sy) ∈ , we again get a commutative
diagram like the one in (10.4).
11. Conclusion
In this paper we have provided a local characterization of pfd rectangle-decomposable
modules in the plane. We have also shown that it is not possible to move beyond in-
tervals of rectangular shape when considering square ”test subsets”. The following
questions are natural to consider:
(1) Allowing for test subsets of other shapes than squares, is it possible to
locally characterize interval-decomposability beyond rectangles?
(2) Do the results generalize to persistence modules over Rn? The injective and
projective persistence modules can be characterized locally by considering
the multi-graded betti numbers. Is there a more general class of interval-
decomposable modules which can be locally characaterized?
(3) Is it possible to move beyond indecomposables which are pointwise 0- or
1-dimensional? Can one determine ”locally” if M decomposes into a direct
sum of indecomposables belonging to a certain predefined class of indecom-
posables?
(4) Does Theorem 2.11 hold without the assumption that X and Y both ad-
mit a countable coinitial subset? That is indeed the case in the block-
decomposable case[4, Thm. 1.3]. We state this as a conjecture
Conjecture 11.1. Theorem 2.11 holds verbatim for totally all totally or-
dered sets X and Y .
Appendix
A.1. A lemma of linear algebra.
Lemma A.1. Let E be a k-vector space and E1, E2 be two subspaces of E such
that E = E1⊕E2. Let A1, B1 two subspaces of E1, and A2, B2 two subspaces of E2.
Then,
(A1 ⊕A2) ∩ (B1 ⊕B2) = (A1 ∩B1)⊕ (A2 ∩B2),
Proof. The inclusion ⊇ is clear. We will then show the other one. Let x ∈ (A1 ⊕
A2) ∩ (B1 ⊕ B2). There exist (a1, a2) ∈ A1 × A2 and (b1, b2) ∈ B1 × B2 such
that x = a1 + a2 = b1 + b2. Since a1, b1 ∈ E1 and a2, b2 ∈ E2, then the unicity of
the decomposition of x in E1 ⊕E2 yields a1 = b1 ∈ A1 ∩B1 and a2 = b2 ∈ A2 ∩B2
thus x ∈ (A1 ∩B1)⊕ (A2 ∩B2). 
A.2. Cuts are totally ordered.
Proposition A.2. In a totally ordered set, the set of all cuts c can be totally
ordered in two canonical ways: inclusion on the lower part c−, or inclusion on the
upper part c+. The two orders are opposite from each other.
A.3. Proof of the correctness of Table 1.
Lemma A.3. For t ∈ conv(G) and s ∈ conv(G) ∩ S, if s ≤ t, then t ∈ S.
Proof. Since t ∈ conv(G), we have that t ≤ (x3, y2) and thus s ≤ t ≤ (x3, y2) with
the points s and (x3, y2) belonging to S. Hence, t ∈ S by convexity of S. 
We may now prove the correctness of Table 1.
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Proof of the correctness of Table 1. The only thing to prove is the correctness of the
empty cells of the table. When s ∈ S and t 6∈ S, empty cells in the table are proven
by Lemma A.3. The only remaining non trivial case — all others are directly implied
by the definitions of the partition — is when s ∈ P1 and t ∈ P2 with ty = y1. In that
case, for s and t to be comparable it would require sy = y1 and hence s = (x1, y1)
since already sx = x1 by definition of P1. However, we have (x1, y1) 6∈ S, thus in
particular (x1, y1) 6∈ P1. Hence s and t are incomparable. 
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