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We demonstrate a total charge parity measurement by detecting the radio frequency signal that
is reflected by a lumped element resonator coupled to a single InAs nanowire double quantum
dot. The high frequency response of the circuit is used to probe the effects of the Pauli exclusion
principle at interdot charge transitions. Even parity charge transitions show a striking magnetic
field dependence that is due to a singlet-triplet transition, while odd parity transitions are relatively
insensitive to magnetic field. The measured response agrees well with cavity input-output theory,
allowing accurate measurements of the interdot tunnel coupling and the resonator-charge coupling
rate gc/2pi ∼ 17 MHz.
Double quantum dots (DQD) allow single electrons to
be trapped in a fully tunable double well confinement
potential [1] and have been used to study the crossover
from weak to strong coupling in an artificial molecule [2],
spin physics associated with the Pauli exclusion princi-
ple [3, 4], and quantum control of both charge and spin
states [5–8]. Traditional quantum dot experiments mea-
sure the response due to a low frequency (f < 500 Hz)
electrical excitation, allowing the energy level spectrum
to be probed in a manner that is analogous to optical
spectroscopy of atomic systems [9].
A number of novel phenomena have been studied in the
high frequency response of mesoscopic systems, including
a violation of Kirchhoff’s laws at GHz frequencies [10–15].
In this regime, the electrical response can be character-
ized by a “mesoscopic admittance”, Y (ω) = R−1eff +iωCeff ,
where the effective resistance Reff and capacitance Ceff
are influenced by electronic tunneling and the density of
states at the Fermi level [16]. Coupling the electric field
of a microwave cavity to the dipole moment of a qubit
has allowed the exploration of cavity quantum electro-
dynamics in a solid state environment, opening up new
avenues of research in mesoscopic physics [17–20]. How-
ever, the interplay of spin and charge has not yet been
examined in measurements of the mesoscopic admittance
of DQD devices.
In this Letter, we probe spin-dependent effects in the
radio frequency (rf) response of a DQD and develop a
method for measuring the total charge parity of a DQD.
We perform charge sensing by coupling a rf lumped ele-
ment resonator to a single InAs DQD [14]. The signal re-
flected by the resonator is a sensitive probe of the charge
state of the sample, allowing a determination of the abso-
lute charge number [21]. We show that the charge sens-
ing signal at interdot charge transitions is sensitive to the
total charge parity of the DQD at high magnetic fields,
where the total charge parity refers to whether or not the
total electron number is even or odd. The magnetic field,
temperature, and tunnel coupling dependence of the re-
flected rf signal agrees well with cavity input-output the-
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Figure 1. (Color online) (a) A DQD is defined along the
length of a ∼50 nm diameter InAs nanowire using an array
of bottom gate electrodes. (b) A SEM image of a typical
device. The internal charge state of the DQD is probed by
measuring the signal reflected by a lumped-element resonator
that is coupled to the source contact of the nanowire. A
bias tee allows for dc transport measurements. (c) The phase
response of the reflected signal, ∆Φ, measured as a function
of the gate voltages VLP and VRP, determines the DQD charge
stability diagram. The dashed lines are included as guides to
the eye.
ory, and gives a resonator-charge coupling rate of gc/2pi
∼ 17 MHz [22, 23].
Previous experiments probed spin-dependent effects in
dc transport [8]. Here we examine the dynamical re-
sponse of a DQD defined in a single InAs nanowire at rf
frequencies of ∼ 0.5 GHz [Fig. 1(a)]. Samples are fabri-
cated by dispersing InAs nanowires on an oxidized, high
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Figure 2. (Color online) The mesoscopic admittance of the DQD is sensitive to the total charge parity. (a) For B = 0 mT,
a phase response is detected at all interdot transitions. (b) At B = 200 mT, the resonator is insensitive to charge dynamics
at even parity charge transitions (circled in red). (c) Energy level diagram near the (1,0)↔(0,1) charge transition. Charge
dynamics in the double dot lead to an effective ac susceptibility, χ, which is maximal at  = 0. The ac susceptibility is largely
insensitive to magnetic field. (d) Energy level diagram near an even parity charge transition, e.g. (2,0)↔(1,1). Pauli exclusion
prohibits triplet tunneling near  = 0, however singlet state tunneling is allowed. At large magnetic fields, the T+ triplet state
becomes the ground state and the ac susceptibility is greatly reduced, quenching the phase response of the resonator.
resistivity silicon substrate that is pre-patterned with lo-
cal gate electrodes [24–27]. The nanowire is separated
from the gate electrodes by a 20 nm thick layer of SiNx
and electron beam lithography is used to define source
and drain contacts to the wire. A scanning electron mi-
croscope (SEM) image of a finished sample is shown in
Fig. 1(b). The sample is connected to a lumped element
circuit consisting of a 110 nH surface mount inductor
and its parasitic capacitance, resulting in a resonance
frequency fc = ωc/2pi ≈ 560.9 MHz.
The sample is probed using rf-reflectometry [28–30].
Figure 1(c) displays the phase shift of the reflected sig-
nal, ∆Φ, as a function of left and right plunger gate volt-
ages (VLP and VRP), with no external magnetic field ap-
plied, B = 0 T. The measured phase shift reflects the
charge stability diagram of a DQD [1], with charge sta-
bility islands labeled (NL, NR), where NL (NR) are the
number of electrons in the left (right) dot. When the
DQD is deep in Coulomb blockade, the charge number is
fixed, and the DQD is electrically decoupled from the res-
onator. At dot-lead and interdot charge transitions, the
resonator’s electric field induces charge dynamics, which
in turn affect the amplitude and phase of the reflected rf
signal [16]. We note that left dot charging transitions are
much fainter due to a slower tunneling rate and a smaller
capacitive coupling to the rf resonator [21]. The absence
of charge transitions in the lower left corner of Fig. 1(c)
indicates that the DQD is emptied of all free electrons,
resulting in a (0,0) charge state. We focus on rf spec-
troscopy of the device; dc transport measurements from
similar devices have been presented elsewhere [21, 26, 27].
Radio frequency measurements of the charge stabil-
ity diagram display a striking magnetic field dependence
that is entirely absent in earlier experiments using a low
frequency quantum point contact (QPC) charge detec-
tor [7, 8]. Figure 2(a) shows the charge stability dia-
gram, measured from the phase shift of the rf signal, for
the first several charge transitions at B = 0 T. Each
interdot charge transition is visible, consistent with dc
transport measurements on GaAs DQD devices [8]. In
contrast, Fig. 2(b) shows the results from measurements
taken with B = 200 mT. Here the phase response is en-
tirely suppressed at even parity interdot charge transi-
tions (circled in red), while odd parity interdot charge
transitions are essentially unaffected. The magnetic field
dependence of the phase shift is measured as a function of
detuning, , at an odd parity transition in Fig. 2(c) and
an even parity transition in Fig. 2(d) [31]. The phase
3shift is largely insensitive to field at the odd transition,
while the signal at the even parity transition quickly di-
minishes in intensity with increasing magnetic field and
also shifts to more positive values of detuning.
The charge parity dependence of this measurement
may be explained considering the energy level diagram
of a few-electron DQD [7]. At an odd parity interdot
transition, the DQD forms a charge qubit, where the ad-
ditional electron can occupy either the left or right dot.
Figure 2(c) shows the energy eigenstates of a charge qubit
as a function of detuning, . Odd parity transitions are
defined by two spin degenerate charge states which hy-
bridize into ground (excited) eigenstates, denoted g (e)
in Fig. 2(c). Interdot tunnel coupling, tc, results in an
energy splitting of 2tc at  = 0. When the thermal energy
is less than the tunnel coupling, kBT  2tc, the ground
state is occupied with unit probability. Here kB is Boltz-
mann’s constant. The resonator is sensitive to the charge
susceptibility of the DQD, χ, which is determined by the
curvature of the energy levels [14]. A nonzero magnetic
field lifts the Kramer’s degeneracy, but does not change
the charge susceptibility of the ground state, resulting in
no magnetic field dependence of the interdot signal. The
right panel of Fig. 2(c) displays the measured magnetic
field dependence of the (1,0)↔(0,1) transition, showing
that it is largely insensitive to magnetic field. The slight
magnetic field dependence below 25 mT is attributed to
a superconducting-normal transition in the solder and Al
bond wires that form part of the resonator circuit.
In contrast, Fig. 2(d) shows the energy level diagram
at an even parity transition. There are three spin triplet
states (T+, T−, and T0), in addition to ground and ex-
cited spin singlet states, denoted Sg and Se [7]. At B =
0 and  = 0, the ground state is a spin singlet, which has
a non-zero charge susceptibility. Triplet tunneling at an
interdot charge transition is forbidden due to the Pauli
exclusion principle and the large exchange splitting of a
doubly occupied quantum dot. As a result, the triplet
energy levels are flat and have zero charge susceptibility.
As the magnetic field is increased, the system’s ground
state transitions from a spin singlet to a spin triplet state,
locking the system in a state with zero charge susceptibil-
ity. This transition is thermally broadened, and there is
a smooth decrease in the signal with increasing magnetic
field, as shown in the right panel of Fig. 2(d).
A quantitative model for the response of the resonator
may be developed using cavity input-output theory [20,
22, 23]. The rf signal reflected by the device is given by:
R = 1 +
iκ
∆c/~− i(κ+ κi)/2 + geffχ (1)
where κ is the cavity decay rate caused by coupling to
the cavity port, κi is the decay rate due to internal loss
mechanisms, and ∆c = h(fc − fo) is the detuning of the
resonator from the measurement frequency fo. The effec-
Figure 3. (Color online) Maximum phase shift, ∆Φmax, plot-
ted as a function of magnetic field for various temperatures.
(a) Phase shifts extracted from data similar to Fig. 2(d), for
temperatures from 35 to 400 mK. Fits to Eqn. 3 are overlaid.
(b) Relevant energy levels plotted as a function of magnetic
field; the ground state is outlined in blue. A thermally broad-
ened suppression of the phase shift occurs as T+ becomes
the system’s ground state. (c) Electron temperature, Te, ex-
tracted from the fits to the data in (a) as a function of the
mixing chamber temperature, Tmix. The electron tempera-
ture saturates at ∼ 130 mK.
tive resonator – charge coupling rate is geff = (2tc/Ω)gc,
where Ω =
√
4t2c + 
2 and gc is the bare coupling rate.
The zero temperature charge susceptibility of the quan-
tum dot is given by χ(T = 0) = geff/(iΓ/2−∆/~), where
∆ = Ω−hfo, and Γ is the charge relaxation rate. No term
in Eqn. 1 depends on the magnetic field, confirming the
magnetic field independence of odd parity transitions.
At zero temperature and magnetic field, Eqn. 1 is
equally valid for even and odd parity transitions. We
may extend Eqn. 1 to the case of finite field and tem-
perature by replacing the zero temperature value of χ
with its thermal average. We calculate this quantity for
the case of an even parity transition by identifying the
charge susceptibility of the five relevant spin and charge
states [see Fig. 2(d)], namely, χ(Sg) = −χ(Se) = χ and
χ(T±,0) = 0. With this, the thermally averaged suscep-
tibility becomes
〈χ〉 = χ
[
eΩ/2kBTe − e−Ω/2kBTe
Z(B, Te)
]
(2)
where Z(B, Te) is the partition function over the five rel-
4evant states. The reflection coefficient is now given by:
R(B, Te) = 1 +
iκ
∆c/~− i(κ+ κi)/2 + geff 〈χ〉 . (3)
We reduce the number of free parameters in Eqn. 3
by first fitting the resonator response as a function of
frequency, which determines fc = 560.9 MHz, κ/2pi =
3.14 MHz, and κi/2pi = 1.02 MHz. Assuming Γ/2pi = 1
GHz from previous measurements [6], this leaves gc, tc
and Te as the only unknown parameters.
We make quantitative comparisons with Eqn. 3 by
measuring the maximal phase response as a function of
magnetic field and temperature. We fit these data, which
are shown in Fig. 3(a), by first convolving Eqn. 3 with
a Gaussian of width 21 µeV [20] and then numerically
computing the maximal phase shift. The convolution
accounts for inhomogeneous broadening of the interdot
charge transition due to charge fluctuations [5, 6]. For
these fits, gc and tc are held constant across all data sets
[32]. We extract a resonator – charge coupling rate of
gc/2pi = 16.7 MHz and the tunnel coupling tc/h ∼ 8.1
GHz. The resonator – charge coupling rate is compara-
ble with values observed in similar systems [19, 20]. The
electron temperature, Te, is also extracted for each value
of the mixing chamber temperature, Tmix, as shown in
Fig. 3(c). The electron temperature tracks the mixing
chamber temperature at high temperatures, and satu-
rates around 130 mK, in agreement with other measure-
ments on the same cryostat.
We now focus on the B = 0 phase response at even par-
ity transitions. Figure 4(a) displays the observed phase
response at the (2,0)↔(1,1) charge transition for differ-
ent values of VM, which sets the interdot tunneling rate.
Interdot tunnel coupling decreases as VM is made more
negative. We find that the measured phase shift first in-
creases in amplitude and then vanishes rapidly. We fit
these data using the procedure outlined above, with gc
= 16.7 MHz and Te = 130 mK. The extracted values of
tc/h are shown in Fig. 4(b) and display a nearly mono-
tonic dependence on VM, starting at 13 GHz for the most
positive gate voltages and reaching 250 MHz for the most
negative gate voltage. The ability to measure such small
tunnel couplings highlights an advantage of this scheme
over alternative methods that are limited to tc  kBT
[6, 33].
In the zero temperature limit, the maximum phase
response occurs as the tunnel coupling approaches the
resonator frequency, tc/h ∼ fc. At tunnel couplings
much smaller than the resonator frequency, motion of
the charge is highly nonadiabatic and the response is
suppressed. However, in contrast to studies involving
high frequency superconducting cavities [19, 20], our res-
onator (at 560.9 MHz) represents an energy scale that is
small compared to both the typical tunnel coupling and
the thermal energy scale. As such, the finite temperature
plays a larger role in determining the thermally averaged
Figure 4. (Color online) Phase response as a function of in-
terdot tunnel coupling. (a) Phase response at the (2,0)↔(1,1)
charge transition for middle gate voltages ranging from -1230
to -1470 mV. Each trace has been vertically offset by 0.3◦ for
clarity. (b) The tunnel coupling extracted from the plots in
(a). No signal is observable below a middle gate voltage of
-1470 mV. (c) The maximum phase shift measured for each
curve in (a) as a function of the extracted tunnel coupling.
The solid line shows the theoretical response due to thermal
mixing of the states at 130 mK; there is a strong suppression
of the signal as the tunnel coupling approaches the thermal
energy scale.
interaction between the resonator and the sample than
does the finite resonator frequency. To illustrate this,
Fig. 4(c) shows the maximum phase shift, ∆Φmax, ex-
tracted for each curve in Fig. 4(a). It is clear that the
suppression of the resonator response takes place at tc/h
≈ 2–3 GHz, which is large compared to fc. Predictions
from the cavity input-output formalism are shown for
comparison and agree well with the experimental data.
In conclusion, we have performed sensitive measure-
ments of the charge state in an InAs nanowire DQD using
rf-reflectometry on a coupled lumped element resonator.
We can directly determine the total charge parity of the
DQD at finite magnetic fields due to the different charge
susceptibilities of singlet and triplet spin states. This
measurement technique may be useful for determining
which interdot charge transitions will exhibit Pauli block-
ade in dc transport, particularly in high effective mass
systems, such as Si/SiGe quantum dots, where it is not
always feasible to reach the (0,0) charge state. The mag-
netic field, temperature, and tunnel coupling dependence
of the reflected rf signal agree well with cavity input-
output theory, and gives a resonator-charge coupling rate
of gc/2pi ∼ 17 MHz. Moreover, the phase response of the
resonator can be used to extract the interdot tunnel cou-
pling, even when the temperature is the dominant energy
scale.
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