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10 Geometric spaces from arbitrary convex
polytopes
Fiammetta Battaglia
Abstract
We associate a geometric space to an arbitrary convex polytope. Our construc-
tion parallels the construction by D. Cox of a toric variety as a GIT quotient [8].
The spaces that we obtain are endowed with a natural stratification and perfectly
mimic the features of toric varieties associated to rational convex polytopes.
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Introduction
The goal of this paper is to construct geometric spaces from nonrational nonsimple
polytopes that generalize toric varieties. To each n-dimensional convex polytope ∆
there corresponds a unique fan, generated by the 1-dimensional cones dual to the facets
of the polytope. The polytope ∆ is rational if these 1-dimensional cones are generated
by vectors lying in a lattice L. The polytope ∆, in a neighboorhood of a p-dimensional
face F , is the product of F by a cone over an (n − p − 1)-dimensional polytope ∆F .
The face F is regular if ∆F is a simplex, singular otherwise. The polytope ∆ is simple
if all of its vertices are regular, which implies that all of its faces are also regular.
A simple nonrational convex polytope can always be perturbed into a rational one,
combinatorially equivalent. This is not true in the nonsimple case: there are nonsimple
convex polytopes that are not even combinatorially equivalent to rational ones (the
first example, due to M. Perles, was published in the book by B. Gru¨mbaum [11], see
also [23] and [19]).
A rational convex polytope in a lattice L gives rise to a toric variety X, acted on
by the torus dC/L ≃ (C∗)n, where d = L⊗Z R. There is a one-to-one correspondence
between p-dimensional orbits of the torus and p-dimensional faces of the polytope.
The orbit corresponding to the interior of the polytope, dC/L ≃ (C∗)n, is open and
dense; its compactification X is obtained by gluing, to the n−dimensional orbit, the
smaller orbits corresponding to the other faces of the polytope. The gluing pattern
reflects the combinatorics of the polytope. This subdivision in orbits yields a natural
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2stratification of X: the union of the orbits corresponding to the regular faces is the set
of rationally smooth points of X, whilst the orbits corresponding to the singular faces
are the singular strata.
We are interested in the following problem: is there an analogue of this construction
for nonrational polytopes and what are the spaces we end up with?
When dealing with nonrational polytopes, the first step is to replace lattices with
quasilattices, this was first done by E. Prato in [18], in order to generalize to nonrational
simple convex polytopes the Delzant procedure [9]. A quasilattice Q in a vector space
d is a Z-submodule of d generated by a finite set of spanning vectors of d, it is an
important notion in the physics of quasicrystals ([21],[22]). We will also need the notions
of quasitorus and quasifold, introduced in [18]. Quasifold is a generalization of manifold
and orbifold: the local models are quotients of manifolds modulo the smooth action of
discrete groups, not necessarily finite. Therefore a quasifold might be non Hausdorff;
by compact space we shall always mean a space such that each open covering admits
a finite subcovering. Quasitorus is a natural generalization of torus, an example, using
the above notations, is d/Q.
Let us now go back to the problem posed above: let d be an n-dimensional real vector
space, we consider a dimension n, nonrational, nonsimple convex polytope ∆ ⊂ d∗,
together with the following data: a quasilattice Q in d and a set of generators of the
1-dimensional dual cones, contained in Q – in the rational case, given ∆ in L, the
generators are chosen to be primitive in L. We then consider the complex quasitorus
dC/Q. We prove that, to each choice of generators and quasilattice Q, there corresponds
a space X∆, acted on continuosly by the quasitorus dC/Q. As in the rational case there
is a one-to-one correspondence between p-dimensional orbits of the quasitorus and
p-dimensional faces of the polytope. The space X∆ is the compactification of the n-
dimensional complex quasitorus dC/Q, obtained by gluing, to the open and dense orbit
corresponding to the interior of the polytope, the smaller orbits corresponding to the
other faces of the polytope. This defines a stratification of X∆: the orbits corresponding
to the singular faces are the singular strata, they are complex quasifolds, isomorphic to
(C∗)p modulo the action of a discrete group; the maximal stratum, given by the union
of the orbits corresponding to the regular faces, has the structure of an n-dimensional
complex quasifold. We obtain in fact a complex stratification by quasifolds, that is,
in a neighborhood of the stratum corresponding to a singular face F , the space X∆
is biholomorphic to the twisted product, under the action of a discrete group, of the
stratum itself by a complex cone over the space X∆F ; when the polytope is rational we
recover the stratified structure of the toric variety, since the twisting group is in this case
finite. We therefore observe on the space X∆ two different kinds of singularities: the
stratified structure ofX∆ and the quasifold structure of the strata, due to nonsimpleness
and nonrationality respectively. Let us see how these two features of ∆ intervene in
the quotient construction that produces our space X∆.
In [8] D. Cox constructs the toric variety corresponding to a rational convex polytope
∆ in a lattice L as the categorical quotient of a suitable open subset Cd∆ of C
d, modulo
the action of a subtorus of (C∗)d, where d is the number of facets of the polytope, or,
in other terms, the number of 1-dimensional cones in the dual fan. The open subset
Cd∆ can be defined, in purely combinatorial terms, for any convex polytope. In order to
3construct, in our setting, a suitable subgroup NC of C
d, we adopt the generalization of
the Delzant procedure given in [18]. The groupNC thus obtained is the complexification
of a nonclosed subgroup N of (S1)d, namely NC = exp(in)N , where n = Lie(N). In
the simple case the orbits of exp(in) are closed; the geometric quotient, Cd∆/NC, gives
a rationally smooth toric variety in the rational case and an n–dimensional compact
complex quasifold in the nonrational case – this was proved, jointly with Elisa Prato,
in [4]. But in the nonsimple case there are nonclosed exp(in)-orbits. To controle their
behavior we make use of suitable functions on Cd of the kind
d∑
k=1
|zk|ck ,
ck ∈ R. These functions turn out to be an essential tool and play the role of the rational
functions used by Cox in his paper. We are then able to generalize the notion of cate-
gorical quotient: the space X∆ is finally defined to be the quotient C
d
∆//NC. Remark
that there are two distinct ways in which NC-orbits are nonclosed, on one hand N itself
is a nonclosed subgroup of (S1)d; on the other hand, since the polytope is nonsimple,
there are nonclosed exp(in)-orbits: the two kind of singularities of X∆ described above
– quasifold structure of strata and stratification – are a direct consequence of this fact.
We continue by considering the symplectic quotient corresponding to ∆, with the
same choice of generators and quasilattice. This is a space stratified by symplectic
quasifolds [1]. We prove that X∆ is homeomorphic to its symplectic counterpart, M∆,
that such homeomorphism is compatible with the stratifications of X∆ andM∆ and its
restriction to each stratum is a diffeomorphism, with respect to which the symplectic
and complex structures of strata are compatible. In particular the space X∆ is compact
and its strata are in fact Ka¨hler quasifolds.
In conclusion these results, which were announced in [2], enable us to associate a
geometric space to an arbitrary convex polytope, generalizing the construction of a toric
variety from a rational polytope; indeed, in the case of a rational polytope ∆ in a lattice
L, with the choice of primitive generators, our space X∆ is the toric variety associated
to the pair (∆, L). The geometry and topology of our spaces and the connection with
the combinatorics of the associated polytopes are natural questions related to our work.
An initial step towards a better understanding of these different aspects, that we are
pursuing, is the study of cohomological invariants of our spaces. A first result in this
direction can be found in [3].
Acknowledgments. We would like to thank the referee of the research announce-
ment relative to the present paper, [2], for her/his helpful remarks.
1 Singularity types
Before going into the core of the paper, we recall in this section the necessary notions,
they can all be found in detail in the references.
41.1 Quasifolds
For the detailed definitions of real quasifolds and related geometrical objects we refer the
reader to the original article by E. Prato [18] and to the Appendix of the joint paper
with E. Prato [6], where some of the definitions were reformulated. The definition
of complex quasifold can be derived naturally from that of real quasifold, a version
based on [18] was given jointly with E. Prato in [4]. The definitions of quasitori and
their Hamiltonian actions were introduced in [18], an extension of these notions to the
complex set up was then given in [4].
Let us briefly recall the definition of complex quasifold. Let V˜ be a complex quasifold
and let Γ be a discrete group acting on V˜ by biholomorphims in such a way that the set
of points where the action is not free, is closed and has minimal real codimension ≥ 2.
This implies that the action is free on an open, dense and connected set. The quotient
space V˜ /Γ is a quasifold model. Two models V˜ /Γ and W˜/∆ are biholomorphic if there
exists a homeomorphism f : V˜ /Γ → W˜/∆ that lifts to a biholomorphism f˜ : V˜ → W˜ .
Let X be a topological space, a complex quasifold chart on X is an open subset V ⊂ X,
homeomorphic to a model V˜ /Γ. Given a pair of intersecting charts a suitable notion
of holomorphic change of charts is defined, if satisfied the two charts are said to be
compatible. A topological space is endowed with the structure of a complex quasifold if
it is covered by a collection A = {Vα ≃ V˜α/Γα | α ∈ A} of compatible complex charts.
Geometric objects on quasifolds, like differential forms, are defined on each V˜α with
the additional conditions that they descend to the quotient V˜α/Γα and that, when
charts are overlapping, they glue suitably by means of the changes of charts.
As mentioned in the introduction quasilattices are very important:
Definition 1.1 (Quasilattice) Let d be a real vector space of dimension n. A quasi-
lattice Q in d is a Z-submodule of d, generated by a set of generators of d.
Notice that if rank(Q) = n then Q is a lattice.
Definition 1.2 (Quasitorus, quasi-Lie algebra, exponential[18, 4]) Let d be a
vector space of dimension n and let dC = d + id its complexification. Let Q be a
quasilattice in d. The quotient D = d/Q (respect. DC = dC/Q) is an n-dimensional
quasitorus (respect. complex quasitorus) with quasi-Lie algebra d (respect. dC). The
quasitorus D (respect. DC) is a real (respect. complex) quasifold covered by one chart.
The corresponding projection d → D (respect. dC → DC) is the exponential mapping
and we denote it by exp (respect. expC).
Notice that when Q is a true lattice then the quasitorus d/Q is a torus.
Example 1.3 Consider the quasilattice Z+αZ in R, with α ∈ R\Q. A basic example
of real quasifold is E. Prato’s quasicircle: the real quasitorus D1α = R/Z + αZ [18].
Notice that, if α is taken in Q, then D1α is either an orbifold or S
1. A basic example of
complex quasifold is the complexification
(
D1α
)
C
of D1α, this is the complex quasitorus
given by C/(Z+ αZ).
51.2 Complex stratifications
We recall the definition of decomposition and stratification by quasifolds (cf. [1]).
Definition 1.4 Let X be a topological space. A decomposition of X by quasifolds is
a collection of disjoint, locally closed, connected quasifolds TF (F ∈ F), called pieces,
such that
1. The set F is finite, partially ordered and has a maximal element;
2. X =
⋃
F TF ;
3. TF ∩ T F ′ 6= ∅ iff TF ⊆ T F ′ iff F ≤ F ′;
4. the piece corresponding to the maximal element is open and dense in X.
The space X is then said to be an m-dimensional space decomposed by quasifolds, where
m is the dimension of the maximal piece. We call the maximal piece the regular piece
and the other pieces singular.
A mapping from a decomposed space X to a decomposed space X ′ is smooth (respect. a
diffeomorphism) if it is a continuos mapping (respect. a homeomorphism) that respects
the decomposition and is smooth (respect. a diffeomorphism) when restricted to pieces.
A stratification is a decomposition that satisfies a local triviality condition.
Let L be a space decomposed by quasifolds. A cone over L, denoted by C(L), is
the space [0, 1)× L/ ∼, where two points (t, l) and (t′, l′) in [0, 1)×L are equivalent if
and only if t = t′ = 0. The decomposition of L induces a decomposition of the cone.
Now let t be a point in a quasifold T and let B ≃ B˜/Γ a local model of T containing t.
The decomposition of L induces a decomposition of the product B˜ × C(L). Suppose,
in addition, that Γ acts freely on B˜ and that the space L is endowed with an action
of Γ that preserves the decomposition; then the product B˜ × C(L) is acted on by Γ
and the quotient (B˜ ×C(L))/Γ inherits the decomposition of B˜×C(L). Moreover the
quotient (B˜ × C(L))/Γ fibers over B with fiber C(L).
Definition 1.5 Let X be an m-dimensional space decomposed by real quasifolds, the
decomposition of X is said to be a stratification by quasifolds if each singular piece T ,
called stratum, satisfies the following conditions:
1. let r be the real dimension of T , for every point t ∈ T there exist: an open neigh-
borhood U of t in X; a local model B ≃ B˜/Γ in T containing t and such that Γ
acts freely on B˜; a (m− r− 1)-dimensional compact space L, called the link of t,
decomposed by quasifolds; an action of the group Γ on L, preserving the decom-
position of L and such that the pieces of the induced decomposition of B˜×C(L)/Γ
are quasifolds; finally a homeomorphism h : (B˜ × C(L))/Γ −→ U that respects
the decompositions and takes each piece of (B˜ × C(L))/Γ diffeomorphically into
the corresponding piece of U ;
2. the decomposition of the link L satisfies condition 1.
6The definition is recursive and, since the dimension of L decreases at each step, we end
up, after a finite number of steps, with links that are compact quasifolds.
Remark 1.6 Notice that, if the discrete groups Γ’s are finite for any possible F , t ∈ TF
and B, then the twisted products B˜×C(L)/Γ become trivial and the singular strata turn
out to be smooth manifolds, since Γ’s act freeely. Therefore our stratification satisfies
in this case the local triviality condition of the classical definition of stratification,
morover, strata are smooth, with the only possile exception of the principal stratum,
that might be an orbifold.
We can then ask that the stratification be endowed with a global complex structure [2],
namely strata are complex quasifolds and the complex structure of each stratum is com-
patible with the stratification, these are very strong requirements that are not usually
satisfied, for example complex stratifications are usually far from being holomorphi-
cally locally trivial, however, toric varieties and our toric spaces satisfy the following
definition:
Definition 1.7 (Complex stratification) The stratified space X is endowed with a
complex structure if the following conditions are satisfied:
1. for each link L there exist: a compact space Y stratified by quasifolds; a smooth
surjective map s : L −→ Y ; a 1-parameter subgroup S of a real torus, acting
smoothly on L, with 0-dimensional stabilizer, such that, for each y ∈ Y , the fiber
s−1(y) is diffeomorphic to the quotient of S by the stabilizer of S on the fiber
itself;
2. each piece of the stratified spaces X, C(L)’s and Y ’s is endowed with a complex
structure;
3. the natural projection C(L) \ {cone pt} −→ Y , induced by s, when restricted
to each piece, is holomorphic, with fiber over each y ∈ Y biholomorphic to the
quotient of SC by the stabilizer on the fibre itself;
4. the space X is locally biholomorphic to the product B˜ × C(L)/Γ, that is the
identification mapping h is a biholomorphism when restricted to pieces. We call
Y complex link and C(L) complex cone over Y .
2 The construction of the quotient
In this section we describe the subsequent steps that lead to the construction of the
quotient space associated to a convex polytope ∆.
2.1 The open subset Cd∆ in C
d
Let d be a real vector space of dimension n, and let ∆ be a convex polytope of dimension
n in the dual space d∗. Let d be the number of facets of ∆, write ∆ as intersection of
half spaces
∆ =
d⋂
j=1
{ µ ∈ d∗ | 〈µ,Xj〉 ≥ λj } (1)
7where X1, . . . ,Xd are the chosen generators of the 1-dimensional cones of the fan dual
to ∆; the coefficients λj ’s are uniquely determined by the Xj ’s. For each open face F
of ∆ we denote by IF the subset of {1, . . . , d} such that
F = {µ ∈ ∆ | 〈µ,Xj〉 = λj if and only if j ∈ IF }. (2)
The n-dimensional open face of ∆ corresponds to the empty set. A partial order on
the set of all faces of ∆ is defined by setting F ≤ F ′ (we say F contained in F ′) if
F ⊆ F ′. The polytope ∆ is the disjoint union of its faces. Let rF = card(IF ); we have
the following definitions:
Definition 2.1 A p-dimensional face F of the polytope is said to be singular if rF >
n− p, regular if rF = n− p.
Remark 2.2 Let F be a p-dimensional singular face in d∗, then p < n−2. For example:
a polytope in (R2)∗ is simple; the singular faces of a nonsimple polytope in (R3)∗ are
0-dimensional.
Now let K be one of the following sets C,C∗,R,R∗, all of them considered naturally
immersed in C. Let J be a subset of {1, . . . , d} and let Jc be its complement. We
denote by
KJ = {(z1, · · · , zd) ∈ Cd | zj ∈ K if j ∈ J, zj = 0 if j /∈ J}. (3)
We have Kd = KJ × (K)Jc . Let z ∈ Kd, we denote by zJ its projection onto the factor
KJ . By T J we denote the subtorus {(t1, . . . , td) ∈ T d | tj = 1 if j /∈ J}. Let F be
a p-dimensional face and let IF be the corresponding set of indices. To lighten the
notation we shall omit the I and simply write KF , KF
c
, TF ,...,instead of KIF , KIFc ,
T IF .
Let us denote by Cd∆ the open subset of C
d given by
Cd∆ = ∪F∈∆CF × C∗F
c
(4)
Notice that in the definition of the open subset Cd∆ only the combinatorics of the
polytope intervenes. Moreover, the open subset Cd∆ coincides with the one defined in
[8] for the rational case.
2.2 The group NC
It is in the definition of the group acting on Cd∆ that nonrationality comes in. In order
to obtain the group we adopt a generalization to nonrational polytopes [18] of the
Delzant procedure [9]. Let Q be a quasilattice in the space d containing the elements
Xj (for example SpanZ{X1, · · · ,Xd}) and let {e1, . . . , ed} denote the standard basis of
Rd; consider the surjective linear mappings
π : Rd −→ d
ej 7−→ Xj ,
πC : C
d −→ dC
ej 7−→ Xj , (5)
8when no ambiguity can arise we shall drop the subscript C. Consider the quasitorus
d/Q and its complexification dC/Q. Each of the mappings π and πC induces a group
homomorphism,
Π : T d = Rd/Zd −→ d/Q
and
ΠC : T
d
C = C
d/Zd −→ dC/Q.
We define N to be the kernel of the mapping Π and NC to be the kernel of the mapping
ΠC. The mapping ΠC defines the isomorphism
T dC/NC −→ dC/Q (6)
Remark 2.3 As in the simple case [4], we have, for the complexified group NC, the
polar decomposition, namely:
NC = NA, (7)
where A = exp(in): every element w ∈ NC can be written uniquely as x exp(iY )
where x ∈ N and Y ∈ n. This follows from the definition of N and NC, indeed
NC = { exp(Z) | Z ∈ Cd and πC(Z) ∈ Q }. Write Z = X + iY , then πC(Z) ∈ Q if
and only if π(X) ∈ Q and π(Y ) = 0, which implies (7).
Notice that neither N nor NC is a torus unless Q is a lattice.
The next statement will be of great help when analysing the local structure of our
space. Define I to be the set of subsets I of {1, . . . , d} such that {Xj | j ∈ I} is a basis
of d and I ⊂ Iµ for a vertex µ of ∆. If a vertex µ is non singular then Iµ itself is in I.
Define the group
ΓI = N ∩ T I ,
observe that ΓI is discrete by (9). We are now able to state a Lemma, which was
proved in the simple case in [4, Lemma 2.3]. The proof goes through with no changes,
we briefly recall it for completeness.
Lemma 2.4 Let I ∈ I. Then we have that
1. T d
C
/T I
C
≃ NC/ΓI ;
2. NC = ΓI exp (n+ in);
3. given any complement bC of C
I in Cd, we have that
nC = {Z − π−1I (π(Z)) | Z ∈ bC }.
Proof. 1. The natural group homomorphism NC −→ T dC/T IC induces an isomorphism
T d
C
/T I
C
≃ NC/ΓI .
2. Every element in NC can be written in the form exp (Z), where Z ∈ Cd is such
that π(Z) ∈ Q. Then Z − π−1I (π(Z)) ∈ nC, and exp (π−1I (π(Z))) ∈ ΓI . The group
ΓI ∩ exp (nC) is not necessarily trivial, so the decomposition need not to be unique.
3. Split V ∈ nC as V = Z1+Z2 according to Cd = CI ⊕bC, then π(V ) = 0 implies that
Z1 = −π−1I (π(Z2)). ⊓⊔The following corollary is important, it means that the action
of N on Cd is not far from being proper:
9Corollary 2.5 Let I ∈ I and let {cm} ∈ N be a sequence, then there exists a subse-
quence {ck} such that for each k the element ck = γkbk with γk ∈ ΓI , bk ∈ N and the
sequence {bk} is converging to an element b ∈ N .
Proof. By Lemma 2.4 the sequence cm can be written as
cm = γ
′
m
(
exp(−π−1I (π(Ym))) exp(Ym)
)
,
with Ym ∈ RIc , therefore there exists a subsequence Y ′k ∈ RI
c
such that Yk − Y ′k ∈
ZI
c
and Y ′k is convergent in R
Ic . Therefore ck = γkbk with γk ∈ ΓI and bk =
exp(−π−1I (π(Yk))) exp(Yk) convergent in N by continuity. ⊓⊔
2.3 The exp(in)-orbits
Let z be a point in Cd∆, we say that the A-orbit Az is closed if it is closed in C
d
∆.
The first step towards the construction of our toric space as quotient is given by the
following theorem:
Theorem 2.6 (Closed orbits) Let z ∈ Cd∆. Then the A-orbit through z, Az, is
closed if and only if there exists a face F such that z is in (C∗)F
c
. Moreover, if Az is
nonclosed, then its closure contains one and only one closed A-orbit.
Proof. Working on the proof of [8, Thm 2.1] did help us to find an argument for the
proof of the first part of our statement. Let z ∈ (C∗)F c . We want to prove that Az is
closed in Cd∆. Observe first that Az ⊂ (C∗)F
c
. Since Cd∆ = ∪G(CG× (C∗)G
c
), it suffices
to prove that Az is closed in the open subset CG × (C∗)Gc for each face G of ∆ such
that Az ⊂ CG × (C∗)Gc , namely for each face G such that IF ⊆ IG, that is such that
G ⊆ F . Let us consider first the case of G properly contained in F . Let ξ ∈ F \G and
η ∈ G: the coefficients
cj = 〈ξ,Xj〉 − 〈η,Xj〉
have the following properties:
cj = λj − λj = 0, for j ∈ IF
cj = 〈ξ,Xj〉 − λj > 0 for j ∈ IG \ IF .
We define on the subset CG × (C∗)Gc the continous function
P (w) = Πdj=1|wj |cj (8)
The function P is well defined. We prove that P is invariant under the action of NC.
The function P is clearly invariant under the action of N , we need to prove that it is
invariant under the action of A = exp(in). Consider the exact sequence:
0 −→ n ι−→ Rd pi−→ d −→ 0 (9)
and the dual sequence
0 −→ d∗ pi∗−→ (Rd)∗ ι∗−→ n∗ −→ 0 (10)
10
Let X ∈ n and a = exp(i(ι(X)), then
aw = (e−2pi〈ι(X),e
∗
1〉w1, · · · , e−2pi〈ι(X),e∗d〉wd)
and
P (aw) = e
−2pi
∑d
j=1
(〈ξ,Xj〉−〈η,Xj 〉)〈ι(X),e∗j 〉Πdk=1|wk|ck
Notice that
d∑
j=1
(〈ξ,Xj〉 − 〈η,Xj〉)〈ι(X), e∗j 〉 = 〈X, ι∗(
d∑
j=1
〈π∗(ξ − η), ej〉e∗j )〉.
Therefore, since
∑d
j=1〈π∗(ξ − η), ej〉e∗j ∈ Imπ∗, by (10) we obtain
i∗
 d∑
j=1
〈π∗(ξ − η), ej〉e∗j
 = 0
and therefore
P (aw) = P (w).
Remark that P (z) 6= 0 and define the subset Pz = {w ∈ CG × (C∗)Gc |P (w) = P (z)}.
The set Pz is closed, is contained in C
F × (C∗)F c and the orbit Az is contained in Pz,
since the function P is A–invariant. It follows that Az is contained in Pz and therefore
in CF × (C∗)F c . We prove that this implies
Az = Az.
Let w be a point in the closure of Az in CG× (C∗)Gc , then w ∈ CF × (C∗)F c and there
exists a sequence Yn ∈ n such that the sequence exp(iYn)z converges to w. Therefore,
for j /∈ IF ,
lim
n→+∞
e−2pi〈ι(Yn),e
∗
j 〉zj = wj.
This implies that there exists Y ′ ∈ RF c such that
lim
n→+∞
e−2pi〈ι(Yn),e
∗
j 〉 = e−2pi〈Y
′,e∗j 〉
and
wj = e
−2pi〈Y ′,e∗j 〉zj .
Now remark that (π ◦ ι)(Yn) = 0, which gives∑
j∈IF
〈ι(Yn), e∗j 〉Xj = −
∑
j /∈IF
〈ι(Yn), e∗j 〉Xj . (11)
Let
dF = Span{Xj | j ∈ F}.
The sequence
∑
j∈IF
〈ι(Yn), e∗j 〉Xj is in dF , by (11) it converges to −
∑
j /∈IF
〈Y ′, e∗j 〉Xj ,
which must therefore lie in dF . Let Y
′′ ∈ RF such that∑
j∈IF
〈Y ′′, e∗j 〉Xj = −
∑
j /∈IF
〈Y ′, e∗j 〉Xj ,
11
and set Y = Y ′ + Y ′′ ∈ Rd. It follows that π(Y ) = 0, therefore Y ∈ n and
w = exp iY z.
The above argument also proves that Az is closed in CF × (C∗)F c .
Now consider a point z such that z /∈ (C∗)Gc for any face G of ∆. Here suggestions
for the proof come from an argument by I. Musson [16] used by Cox in his proof. Take
a face F such that
z ∈ CF × (C∗)F c .
Then F must be singular, otherwise we would have z contained in (C∗)G
c
for some face
G containing F . Therefore there exist coefficients yk not all zero such that∑
k∈IF
ykXk = 0.
We want to prove that the coefficients yk can be chosen so that there exists a j ∈ IF
with the property that:
zj 6= 0, yj > 0
Let Iz = {k ∈ IF | zk = 0} and take
E = ∩k∈Iz{ξ ∈ ∆ | 〈ξ,Xk〉 = λk}, (12)
then either E = F or F ⊂ E: if E = F then {Xk | k ∈ Iz} span dF , therefore we
can find an index j with the required properties; if F ⊂ E then any j ∈ IE \ Iz, which
is nonempty by our hypothesis on z, satisfies the required properties. Let yk be the
chosen coefficients for k ∈ IF , set yk = 0 for k /∈ IF and let
Y = (y1, . . . , yd),
since π(Y ) = 0 we have that Y ∈ n. Remark now that
lim
t→+∞
exp(itY )z /∈ Az,
the orbit is therefore nonclosed.
Now we want to prove that Az contains one and only one closed orbit. Let E be
the face defined by (12), then Iz ⊂ IE, moreover {Xk | k ∈ Iz} span dE. For each
j ∈ IE \ Iz we can therefore find yjk ∈ R such that:
yjj = 1
yjk = 0, k /∈ Iz, k 6= j∑d
k=1 y
j
kXk = 0
Let Y j = (yj1, . . . , y
j
d), we have that π(Y
j) = 0, therefore Y j ∈ n. Therefore
lim
t→+∞
(
Πj∈IE\Iz exp(itY
j)
)
z = zEc
implies that the closure of the orbit Az contains the orbit AzEc, which is closed.
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Suppose now that there is another closed orbit, Au, in Az. Then we have u ∈ CGc
for some face G such that F ⊆ G. If E 6= G we can take ξ ∈ E\E∩G and η ∈ G\E∩G.
We can then construct a function P as in (8) with coefficients
cj = 〈ξ,Xj〉 − 〈η,Xj〉.
We have
cj = λj − λj = 0, for j ∈ IE ∩ IG
cj = 〈ξ,Xj〉 − λj > 0 for j ∈ IG \ (IE ∩ IG).
cj = λj − 〈η,Xj〉 < 0 for j ∈ IE \ (IE ∩ IG).
Remark that Iz ⊂ IE ∩ IG. The function P is well defined on the orbits Az and Au,
it is A-invariant and therefore constant and nonzero on the A-orbit Az. This implies
that IG = IG ∩ IE. Taking P−1 proves that IE = IG ∩ IE. It follows that E = G.
In order to procede we rely on the following statement that will be proved later on,
in Corollary 3.10.
Let G be a face of ∆ and let w ∈ (C∗)G, then there exist a unique point w0 in Aw
and a unique point ξ ∈ G such that
〈ξ,Xj〉 − λj = |w0j |2, j = 1, . . . , d
Now let Aw and Au be two closed orbits in Az and let (w0, ξ) and (u0, η) as in the
statement right above. Suppose that the two orbits do not coincide, therefore (w, ξ) 6=
(u, η). Let P be the function given in (8), with coefficients cj = 〈ξ,Xj〉 − 〈η,Xj〉.
The function P is well is constant and nonzero on Az and hence by continuity on the
orbits Au and Aw. It follows that P (u0)/P (w0) = 1. Now let J+ = {j | cj > 0} and
J− = {j | cj < 0}, we have
1 = P (u0)/P (w0) = (Πk∈J+|u0k/w0k|ck)(Πk∈J− |u0k/w0k|ck)
now notice that
cj = |w0j |2 − |u0j |2
which leads to a contradiction, therefore J+ = J− = ∅ and |w0j |2 = |u0j |2 for all
j ∈ {1, . . . , d}, which implies w0 = u0, since they lie in the closure of the same A−orbit.
⊓⊔
2.4 The quotient by the nonclosed group NC
Theorem 2.6 allows us to define on the open set Cd∆ the following equivalence relation:
two points z and w are equivalent with respect to the action of the group NC,
z ∼N w, (13)
if and only if (
N(Az)
)
∩
(
Aw
)
6= ∅, (14)
where the closure is meant in Cd∆.
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Proposition 2.7 The relation defined by (14) is an equivalence relation.
Proof. The relation defined in (14) is symmetric: let z and w such that z ∼N w,
then
(
N(Az)
)
∩
(
Aw
)
6= ∅. Remark first that Az is a union of A−orbits and that
N(Az) is also a union of A−orbits: for the first claim take u ∈ Az, then there exists
a sequence ak ∈ A such that akz −→ u, then, since the action is continuos, for each
a ∈ A akaz −→ au, therefore Au ⊂ Az; for the second claim take u ∈ N(Az) then
there exists c ∈ N and u′ ∈ Az such that u = cu′, but, for what we have just observed,
the whole orbit Au′ is contained in Az, therefore the whole orbit Au is contained in
N(Az). It follows that the intersection
(
N(Az)
)
∩
(
Aw
)
is a union of A−orbits. Let
Au ⊂
(
N(Az)
)
∩
(
Aw
)
, then there exists c ∈ N such that Au is an A-orbit in c(Az),
therefore A(c−1u) is an A−orbit in Az ∩ c(Aw), hence
(
N(Aw)
)
∩
(
Az
)
6= ∅. This
proves that the relation is symmetric. We prove now that the relation is transitive.
Remark first that if Au is in the intersection
(
N(Aw)
)
∩
(
Az
)
6= ∅, then its closure
also lies in the intersection, by Theorem 2.6 Au contains one and only one closed A-
orbit. Let z ∼N v and v ∼N w. The closed orbit in N(Az) ∩ Av and the closed orbit
in N(Aw) ∩ Av coincide since they both lie in Av, therefore z ∼N w. ⊓⊔We define the
space X∆ to be the quotient of C
d
∆ by the equivalence relation just defined, we denote
the quotient by
X∆ = C
d
∆//NC.
Notice that, if the polytope is simple, then Cd∆ = ∪F∈∆(C∗)F and the quotient X∆ is
just the orbit space endowed with the quotient topology.
Remark 2.8 The construction of the quotient can be carried out for any convex poly-
tope, rational or not. If we start with a rational polytope in a lattice L and we choose
the primitive generators of the 1-dimensional cone in the dual fan, then the above
quotient is the toric variety associated to the polytope in L [8]. In general there are
many toric spaces associated to a given convex polytope, depending on the choice of
quasilattice and generators. See the model example of the unit interval and the family
of toric spaces associated to it [18]. There are applications in which it is natural to
consider a rational polytope in a quasilattice [5, 7].
3 The structure of the quotient X∆
3.1 The decomposition and the structure of the pieces
The decomposition in pieces of the quotient X∆ reflects the geometry of the polytope
∆. The indexing set F for the decomposition of X∆ is given by the set of the singular
faces of the polytope ∆, with the partial order defined in Section 2.1, with the addition
of a maximal element. The maximal piece is
Tmax = ∪F reg(CF × (C∗)F c)/NC = ∪F reg(C∗)F c/NC.
Then there is a piece TF for each singular face F of ∆:
TF = {z ∈ Cd∆ | Az ∩ (C∗)F
c 6= ∅}//NC.
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Theorem 2.6 implies that the space X∆ is given by the union of the regular and singular
pieces. The structure of X∆ as decomposed space and the properties that characterize
X∆ as a toric space associated to ∆ are described in this section:
Theorem 3.1 (Quasifold structure of strata) The subset TF of X∆ corresponding
to a p-dimensional singular face of ∆ is a p-dimensional complex quasifold. The subset
Tmax is an n-dimensional complex quasifold. These subsets give a decomposition by
complex quasifolds of X∆.
Proof. Regular piece Consider the regular piece Tmax. The proof that it is an n-
dimensional complex quasifold goes very similarly to the proof, given in [4, Thm2.2],
that the space correponding to a simple polytope, with a given choice of normals and
quasilattice, is an n-dimensional complex quasifold. Notice that ∪F reg(C∗)F c is covered
by the sets V̂I = (C
I × (C∗)Ic)∩
(
∪F reg(C∗)F c
)
, with I ∈ I. Let V˜I ⊂ CI be the image
of the natural projection mapping from
(
CI × (C∗)Ic
)
∩
(
∪F reg(C∗)F c
)
to CI . Consider
the mapping
pI : V˜I −→ V̂I
defined by
(pI(z))j =
{
zj if j ∈ I
1 if j ∈ Ic
The mapping pI induces a homeomorphism
φI : V˜I/ΓI −→ V̂I/NC.
The proof that φI is a homeomorphism, as well as the proof that the charts
(V̂I/NC, φI , V˜I/ΓI) give an atlas of the regular piece, go along the lines of the proof
of [4, Thm.2.2], we will not repeat the argument here.
Singular pieces Let F be a singular face, we want to characterize those points z which
are equivalent, with respect to (14), to points in (C∗)F
c
. Let Ih, with h = 1, . . . ,mF ,
be the subsets of IF such that
F = ∩j∈Ih{ξ ∈ ∆ 〈ξ,Xj〉 = λj}
From the proof of Theorem 2.6 it follows that
{z ∈ Cd∆ | Az ∩ (C∗)F
c 6= ∅} = ∪mFh=1(C∗)I
c
h .
Moreover, if we set πh : (C
∗)I
c
h −→ (C∗)F c , for a given NC-invariant subset U of (C∗)F c
we have that:
{z ∈ Cd∆ | Az ∩ U 6= ∅} = ∪mFh=1π−1h (U). (15)
This, together with Theorem 2.6, implies that the inclusion mapping
(C∗)F
c →֒ ∪mFh=1(C∗)I
c
h
induces a homeomorphism when passing to the quotient by NC, where on the left
we consider the geometric quotient and on the right the quotient by the equivalence
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relation (14). We can therefore identify the piece TF with the orbit space (C∗)F c/NC.
To conclude the proof of the theorem we need to show that the (C∗)F
c
/NC is a complex
quasifold of dimension p, where p is the dimension of F . Choose an I ∈ I such that
card(IF ∩ I) = n− p and denote by
ΓˇI = ΓI/(ΓI ∩ TF ). (16)
The action of ΓˇI on (C
∗)I\I∩IF is well defined. Now consider the mapping pF :
(C∗)I\I∩IF −→ (C∗)F c defined by
(pF (z))j =

zj if j ∈ I \ I ∩ IF
1 if j ∈ (I ∪ IF )c
0 if j ∈ IF
The mapping pF induces a bijective continuos mapping
φF : (C
∗)I\I∩IF /ΓˇI −→ (C∗)F c/NC. (17)
The mapping φF is also open since the mapping
C(I∪IF )
c × (C∗)I\I∩IF −→ (C∗)F c
(w, z) 7−→ (exp(w) exp(π−1I (π(w)))pF (z)
is not only surjective but has surjective differential at every point. Therefore φF is a
homeomorphism and (C∗)I\I∩IF /ΓˇI gives a chart covering the p-dimensional complex
quasifold TF . ⊓⊔
Corollary 3.2 The singular stratum TF corresponding to a singular face F can be
identified with the orbit space (C∗)F
c
/NC, which is precisely, by (6), the DC-orbit cor-
responding to the face F . The maximal stratum is the union of the orbits of DC cor-
responding to the regular faces, in particular, it contains the orbit corresponding to the
interior of the polytope.
Proof. See proof of Theorem 3.1.
Corollary 3.3 The projection mapping Cd∆ −→ Cd∆//NC is open.
Proof. The statement can be easily proved by making use of (15).
Proposition 3.4 The n-dimensional complex quasitorus DC acts continuosly on X,
with a dense open orbit. Moreover the restriction of the DC-action to each piece of the
space X is holomorphic.
Proof. The proof is a simple consequence of Corollary 3.2, see also the proof of the
analogous result in [4, 1]. The dense open orbit is the one corresponding to the interior
of the polytope.
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3.2 Building blocks: links and complex cones
Consider the singular p-dimensional piece TF . We show that all of the points of TF
have the same link. We first describe this link on the polytope ∆. Let F : dF →֒ d be
the inclusion mapping. Define
Σ⋄F =
⋂
j∈IF
{ µ ∈ d∗ | 〈µ,Xj〉 ≥ λj }.
By projecting Σ⋄F onto d
∗
F we obtain the cone
ΣF = 
∗
F (Σ
⋄
F ), (18)
it is an (n − p)-dimensional cone in d∗F with vertex ∗F (F ). If G is a q-dimensional
face of ∆ containing F , then ∗F (G) is a (q − p)-dimensional face of ΣF . By slicing the
cone ΣF with a hyperplane transversal to its faces we obtain a polytope ∆F which is
the link of the face F . Each face of ∆ containing F gives rise to a face of ∆F . More
precisely: for each j ∈ IF we can find an sj ∈ (0, 1] such that, taken X0 =∑j∈IF sjXj,
the intersection
∆F = ΣF ∩ {ξ ∈ d∗F | 〈ξ,X0〉 =
∑
j∈IF
λjsj + 1}
is a nonempty convex polytope of dimension (n−p−1). Let G be a q-dimensional face
of ∆ properly containing F , then
∗F (G) ∩ {ξ ∈ d∗F | 〈ξ,X0〉 =
∑
j∈IF
λjsj + 1}
is a (q − p − 1)-dimensional face of ∆F , which is singular in ∆F if and only if G
is singular in ∆. The complex spaces corresponding to these newly defined convex
polyhedra are the building blocks of our stratified space. For each point in TF the cone
C(L) of Definition 1.5 will be the complex space corresponding to the polyhedral cone
ΣF , whilst the space Y of Definition 1.7 will be the complex space corresponding to
∆F . Let us now construct these spaces. Recall that dF = Span{Xj | j ∈ F}. Notice
first that QF = dF ∩ Q is a quasilattice. Consider the convex polyhedral cone ΣF ,
together with the normals Xj , with j ∈ IF , and the quasilattice QF . We have the short
exact sequence
0 // nF
ιF //
RF
piF // dF
// 0 (19)
then
NF = Ker(TF −→ dF /QF ).
Remark that NF = N ∩ TF with dimNF = rF − n+ p. With the procedure described
in Section 3 we construct the quotient
C(LF ) = C
F
ΣF //N
F
C = C
F//NFC
this is a space decomposed by complex quasifolds, the decomposition is the one induced
by that of ΣF in regular and singular faces. Remark that ΣF is not a polytope, it is
17
a polyhedral cone, but the construction described in the previous sections applies with
no changes; notice also CFΣF = C
F .
Now let ann(X0) be the annihilator of X0 and let
ann(X0)

 kF // (dF )
∗
be the natural inclusion. Then k∗F projects dF onto the (n − p− 1)-dimensional space
(ann(X0))
∗ ≃ dF /〈X0〉. We continue to denote by ∆F the polytope ∆F viewed in the
subspace ann(X0):
∆F =
⋂
j∈IF
{ ξ ∈ ann(X0) | 〈ξ, k∗F (Xj)〉 ≥ λj − 〈ξ0,Xj〉 } (20)
where ξ0 is a point in the affine hyperplane with which we cut ΣF . Now apply the
construction described in Section 3 to the polytope ∆F , with the choice of normals
k∗F (Xj) and quasilattice QF,0 = k
∗
F (dF ∩Q). We obtain the exact sequence
0 // nF0
ιF,0 //
RF
k∗F ◦piF // (ann(X0))
∗ // 0 (21)
Let s = Span{s′1, . . . , s′d} where s′j = sj if j ∈ IF and s′j = 0 otherwise. It is easy to
check that
n
F
0 = n
F ⊕ s.
The subgroup of TF that we need is then
NF0 = Ker
(
TF −→ (ann(X0))∗/QF,0
)
.
Remark that
NF0 /N
F ≃ exp(s).
Notice that the polytope ∆F , obtained by slicing the cone ΣF , is combinatorially equiv-
alent to ΣF \ {cone point}, therefore CF∆F does not depend on the choice of X0, whilst
the group NF0 does. The space corresponding to ∆F with this set of data is the space
X∆F , decomposed by complex quasifolds, given by the quotient
CF∆F //(N
F
0 )C
Lemma 3.5 The natural mapping
sF : C
F
ΣF //N
F
C \ {[0]} −→ CF∆F //(NF0 )C
satisfy Definition 1.7.
Proof. We have already observed that (NF0 )C/N
F
C
≃ exp(sC), therefore the continuos
mapping sF is surjective, with fibre isomorphic to the quotient of the complex group
exp(sC) by the stabilizer of exp(sC) on the fiber itself. Moreover s naturally respects
the decomposition and is holomorphic when restricted to each piece. ⊓⊔
Remark 3.6 The coefficients sj can always be chosen in such a way that the group
exp(s) is compact or acts freely on CF , nonetheless, since from the examples it is clear
that there are choices of s that are natural (see [1, Example 3.6]), we prefer to have
freedom of choice on the coefficients and to leave Definition 1.7 as it is, with no stronger
requirements on the action of S.
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3.3 Holomorphic local triviality
Let us first define and analyse closely the candidate product space. The action of
the finitely generated group ΓˇI on the product (C
∗)I\(I∩IF ) × (CF //NF
C
) is defined by
[γ](z, [w]) = (γz, [γw]). Observe that the action is well defined and it is free on the first
factor. Now define on the product (C∗)I\(I∩IF )×CF the following equivalence relation:
(w1, z1) ∼1 (w2, z2) (22)
if and only if there exists γ ∈ ΓI such that
γw1 = w2
and
γz1 ∼NF z2.
It is easy to check that(
(C∗)I\(I∩IF ) × CF //NFC
)
/ΓˇI ≃ (C∗)I\(I∩IF ) ×CF / ∼1 (23)
Consider now the action of the quotient group NC/N
F
C
on the product (C∗)F
c ×
(CF //NF
C
) defined by
[g] · (w, [z]) = (gw, [gz])
where g ∈ NC, w ∈ (C∗)F c and z ∈ CF . On (C∗)F c×CF define the following equivalence
relation:
(w1, z1) ∼2 (w2, z2) (24)
if and only if there exists g ∈ NC such that
gw1 = w2
and
gz1 ∼NF z2.
It is easy to check that(
(C∗)F
c × CF //NFC
)
/(NC/N
F
C ) ≃
(
(C∗)F
c × CF
)
/ ∼2 (25)
We want to prove the following
Lemma 3.7 The spaces (
(C∗)I\(I∩IF ) × CF
)
/ ∼1
and (
(C∗)F
c × CF
)
/ ∼2
are diffeomorhic as decomposed spaces, moreover the diffemorphism is a biholomor-
phism when restricted to the pieces.
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Proof. First of all remark that, since the projection CF −→ CF //NF
C
is open by
Corollary 3.3, we have that the projections
(C∗)I\(I∩IF ) × CF −→
(
(C∗)I\(I∩IF ) × CF
)
/ ∼1
and
(C∗)F
c × CF −→
(
(C∗)F
c × CF
)
/ ∼2
are both open. The candidate diffeomorphism between the spaces in the statement is
the mapping f defined by f([w, [z]]) = [w + 1, [z]] where w ∈ CI\I∩IF , z ∈ CF and
1 ∈ C(I∩IF )c is defined by
1j = 1 for j /∈ I ∪ IF 1j = 0 for j ∈ I ∪ IF . (26)
It is easy to check that f is bijective, in particular injectivity is due to the fact that
NC ∩ T I∪IF = ΓINFC .
It is also a straightforward check to prove that f is continuous. The key point is to
prove that f is open. Let U be an open subset of (C∗)F
c ×CF , saturated with respect
to ∼2 and let W × 1× V be contained in U , with W an open subset of (C∗)I\I∩IF and
V an open subset of CF , invariant under the actions of NF and ΓI . In order to prove
that f is open it suffices to prove that
NC (W × 1× V )
is open (it is obviously contained in U). Consider the mapping
W × V × C(I∩IF )c −→ (C∗)F c × CF
((w, z), V ) 7−→ exp(V ) exp(π−1I (π(V ))(w, 1, z)
(27)
the image of this mapping is a subset of NC(W × 1× V ), since by Lemma 2.4
exp(V ) exp(π−1I (π(V )) ∈ NC.
We prove that it is exactly NC(W×1×V ): take an element g ∈ NC, then, by Lemma 2.4,
there exist γ ∈ ΓI and Z ∈ CIc such that g = γ exp(Z) exp(π−1I (π(Z)). Split Z =
Z1 + Z2 according to the decomposition C
Ic = C(I∪IF )
c × CIF \(IF∩I), then
g = γ exp(Z1) exp(π
−1
I (π(Z1))) exp(Z2) exp(π
−1
I (π(Z2)).
Now observe that
exp(Z2) exp(π
−1
I (π(Z2)) = exp(Z2) exp(π
−1
I∩IF
(πF (Z2))
is an element of NF
C
and recall that the open subset V is invariant by the action of NF
C
and by the action of ΓI . Therefore g(w, 1, z) = exp(Z1) exp(π
−1
I (π(Z1))(w
′, 1, z′) with
(w′, z′) ∈ W × V . This proves our assertion that the saturated of W × 1 × V under
the action of NC is exactly the image of the mapping (27), on the other hand it is easy
to check that the differential of the mapping (27) is never zero, its image is therefore
open. It is now straightforward to check that the restriction of f to the pieces is a
biholomorphism. ⊓⊔
We are now ready to prove the local holomorphic triviality of our decomosition:
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Lemma 3.8 (Holomorphic local triviality) Recall that TF ≃ (C∗)I\I∩IF /ΓˇI and
that ((C∗)F
c×CF )//NC is an open subset of X∆ containing TF . There exists a mapping
hF from
(
(C∗)I\(I∩IF ) × CF //NF
C
)
/ΓˇI onto ((C
∗)F
c×CF )//NC, which is a homeomor-
phism and a biholomorphism restricted to the pieces of the respective decompositions.
Proof. By (23, 25) and Lemma 3.7 it suffices to prove that the mapping
hF : (C
∗)F
c × CF / ∼2 −→ ((C∗)F c × CF )//NC
is a homeomorphism and a biholomorphism restricted to the pieces of the respec-
tive decompositions. Consider two points (w, z) and (w′, z′) in (C∗)F
c × CF . Then
(w′, z′) ∼N (w, z) if and only if there exists an element g ∈ NC and a face G in ∆ such
that (g(w′ + z′))Gc = (w, z)Gc , if and only if gw
′ = w and (gz′)Gc = zGc if and only if
gw′ = w and gz′ ∼NF z if and only if (w′, z′) ∼2 (w, z). It is then easy to check that
the mapping hF is a homeomorphism and a biholomorphism when restricted to pieces.
⊓⊔
3.4 The interplay with the symplectic setup
In this section we will prove the statement that was used in the proof of Theorem 2.6.
Moreover, in order to conclude that Cd∆//NC is a complex stratified space, we need to
prove that the spaces CF //NF
C
are cones over a compact stratified space L satisfying the
definition of link, moreover all of the mappings involved have to satisfy the requirements
of the Definitions 1.5,1.7. General results, for example on bundles, are not of immediate
application to our spaces because of their topology; therefore, although a description
of the building bloks of our stratification can be given within our set up (see the first
row of diagram 37), we make use of the interplay with the symplectic quotients in order
to give a neat description of the link LF and of XΣF as a real cone over it. Hence,
before going on to describe the cone XΣF , we will briefly recall from [1] the symplectic
construction for the nonsimple case (cf. [18] for the simple case).
Consider the convex sets ∆, ΣF and ∆F . We have already defined the groups N ,
NF and NF0 = N
F exp(s). We briefly recall the construction of the moment mappings
relative to these polyhedral sets. A moment mapping with respect to the standard
action of the torus T d on Cd is given by
Υ(z) =
d∑
j=1
(|zj |2 + λj)e∗j , (28)
where the λj’s are given in (1). Analogously we consider the mappings on C
F given by
ΥF (z) =
∑
j∈IF
(|zj |2 + λj)e∗j , (29)
and
ΥF,0(z) =
∑
j∈IF
(|zj |2 + λ′j)e∗j , (30)
with λ′j = λj − 〈ξ0,Xj〉.
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A moment mapping with respect to the induced Hamiltonian action of N on Cd is
then: Ψ∆ : C
d → n∗ given by
Ψ∆ = ι
∗ ◦Υ.
In the same manner the mappings
ΨΣF = ι
∗
F ◦ΥF
and
Ψ∆F = ι
∗
F,0 ◦ΥF,0
are moment mappings relative to the Hamiltonian action of the (rF−n+p)-dimensional
group NF on CF and to the Hamiltonian action of the (rF − n + p + 1)-dimensional
group NF0 on C
F respectively. The explicit expression of these moment mappings are
Ψ∆ : C
d −→ n∗
z 7−→ ∑dj=1 (|zj |2 + λj) ι∗(e∗j )
ΨΣF : C
F −→ n∗F
z 7−→ ∑j∈IF |zj |2ι∗F (e∗j ) (31)
and finally
Ψ∆F : C
F −→ n∗F ⊕ R
z 7−→ (∑j∈IF |zj |2ι∗F (e∗j ),∑j∈IF sj|zj |2 − 1) (32)
Where in (32) we have identified (n ⊕ s)∗ ≃ n∗ ⊕ R. The symplectic quotient corre-
sponding to ∆ is then the reduced space
M∆ = Ψ
−1
∆ (0)/N,
whilst for ΣF and ∆F we have
MΣF = Ψ
−1
ΣF
(0)/NF
and
M∆F = Ψ
−1
∆F
(0)/NF0
respectively. These symplectic quotients are spaces stratified by symplectic quasifolds,
they are endowed with the continuos effective Hamiltonian action of the quasitori d/Q,
dF /QF and (ann(X0))
∗/QF,0 respectively. The quasitori act smoothly on the strata,
with moment mappings given by the restriction to the strata of the mappings Φ∆ =
(π∗)−1◦Υ, ΦΣF = (π∗F )−1◦ΥF and Φ∆F = (π∗F ◦kF )−1◦ΥF,0 respectively. The constants
in (28,29,30) have been chosen in such a way that the images of the mappings Φ∆, ΦΣF
and Φ∆F are respectively ∆, ΣF and ∆F [1].
In order to relate the complex and symplectic quotients we need to prove the fol-
lowing statement, which is an adaptation to our case of the results contained in [12,
Appendix 1], to which we refer for further details.
Lemma 3.9 The mapping Ψ∆ : C
d −→ n∗ satisfies the following properties:
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1. Ψ−1∆ (0) ⊂ ∪F (C∗)F
c
; morover, for each face F , the set (C∗)F
c
intersects Ψ−1∆ (0)
in at least one point;
2. let z be any point in Cd∆, then Ψ(Az) is a cone, which is open as a subset of a
suitable linear subspace of n∗; the cone depends only on the set Iz = {j | zj = 0};
3. let z ∈ Cd∆, then there exists an a ∈ A such that Ψ∆(az) = 0 if and only if
z ∈ (C∗)F c for some face F of ∆;
4. Ψ∆ is a proper mapping, in particular Ψ
−1
∆ (0) is compact.
Proof. Let z ∈ Cd. We have that Ψ(z) = 0 if and only if ι∗(∑dj=1(|zj |2 + λj)e∗j ) = 0
if and only if, by (10), there exists a (unique) point ξ ∈ d∗ such that
π∗(ξ) =
d∑
j=1
(|zj |2 + λj)e∗j
if and only if for every k = 1, · · · , d we have
〈ξ,Xk〉 = |zk|2 + λk,
if and only if ξ ∈ ∆. This implies point 1.
Denote by αk the elements of n
∗ given by αk = −2πι∗(e∗k). Consider the stabilizer
of A at z, given by exp(i(n ∩ RIz)) and let r be the orthogonal complement of n ∩RIz
in n. Finally consider the subset of n∗ given by Span{αk | k /∈ Iz}. Now remark that
Span{αk | k /∈ Iz} ≃ ann(n ∩ RIz) ≃ r∗
where ann(n ∩RIz) denotes the annihilator of n∩RIz . The subset Ψ(Az) of n∗ can be
identified with the image of the mapping
r −→ r∗
Y 7−→ ∑k/∈Iz eαk(Y )|zk|2αk + λ (33)
where λ =
∑d
k=1 λkι
∗(e∗k). Remark now that the mapping above is the Legendre trans-
form of the function
Fz : r −→ R
Y 7−→ ∑k/∈Iz eαk(Y )|zk|2 + λ(Y ) .
It is easy to check that the Hessian of Fz is positive definite, since the αk’s generate
r∗, therefore Fz is strictly convex. This implies that the image of the mapping (33),
namely Ψ(Az), is the open convex cone in Span{αk | k /∈ Iz} given by
{
∑
k/∈Iz
tkαk + λ | tk > 0}
moreover r is mapped diffeomorphically onto the open cone by the mapping (33). This
proves point 2.
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Now we are able to prove point 3: let z ∈ (C∗)F c for some F in ∆. By point (i)
there exists a point w in (C∗)F
c
such that the A-orbit Aw intersects the zero set Ψ−1(0),
therefore the cone in n∗ corresponding to the orbit w must contain 0. But by point (ii)
this holds also for the orbit Az. By the same kind of argument we can deduce that, if
z is not in (C∗)F
c
for some face F , then the A-orbit Az does not intersect the zero set
Ψ−1(0).
In order to prove the last point of our statement, let us first prove that the zero
set is compact. As we have already remarked Ψ(z) = 0 if and only if Υ(z) ∈ Ker(ι∗).
Therefore Ψ−1(0) = Υ−1(Im(Υ) ∩ Kerι∗). But Im(Υ) ∩ Kerι∗ = {ξ ∈ (Rd)∗ | 〈ξ, ek〉 ≥
λk, k = 1 · · · , d}∩ Im(π∗). This can be deduced from the definition of Υ together with
(10). Therefore Im(Υ) ∩ Ker(ι∗) is exactly π∗(∆), in particular it is compact. This
implies, since Υ is proper, that Ψ−1(0) is compact.
Observe now that, since ι∗ is a linear projection and Im(Υ) is the positive orthant
shifted by λ, we have that Im(Υ) ∩ (ι∗)−1(η) is compact for every η ∈ n∗. And again
properness of Υ implies that Ψ is also proper. ⊓⊔
Corollary 3.10 Let F be a face of ∆, let r be the orthogonal complement of n ∩ RF
in n and let z be a point in (C∗)F
c
. Then there exists a unique point x ∈ Ψ−1(0), a
unique point ξ ∈ F and a unique Y ∈ r such that
Az ∩Ψ−1(0) = {x},
exp(iY )z = x
and
〈ξ,Xj〉 − λj = |xj |2, j = 1, . . . , d
Proof. The argument is the same used in [4, Remark 3.3]. Suppose we have two
points of intersection: x1 and x2, then there is an a ∈ A such that ax1 = x2, but either
a is in the stabilizer of x1, and therefore x1 = x2, or a is not in the stabilizer of x1. In
this case it moves x1 out of Ψ
−1(0), contradiction. ⊓⊔
Corollary 3.11 Let z be a point in Cd∆, then there exists a unique point x ∈ Ψ−1(0)
such that Az ∩Ψ−1(0) = {x}.
Proof. The statement follows by Corollary 3.10 and by Theorem 2.6 ⊓⊔The inclusion
mapping Ψ−1∆ (0) →֒ Cd∆ induces a mapping
χ∆ : Ψ
−1
∆ (0)/N −→ Cd∆//NC (34)
between the two quotients. By Corollary 3.11 we can also define the surjective mapping
Ξ∆ : C
d
∆ −→ Ψ−1(0)
z −→ Az ∩Ψ−1(0). (35)
This implies that χ∆ is bijective and χ
−1
∆ ([z]) = [Ξ∆(z)].
Lemma 3.12 Suppose that the mapping χ∆ is a homeomorphism and take a converging
sequence zn −→ z in Cd∆, then the sequence Ξ∆(zn) converges to Ξ∆(z).
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The proof is direct and is left to the reader.
Lemma 3.13 Let TF be a singular stratum, corresponding to the singular face F . The
complex and symplectic quotients that express the singular stratum in the symplectic
and complex setup are naturally isomorphic.
Proof. Let I be such that card(I ∩ IF ) = n− p and let aij be the d×n matrix of the
projection π : Rd −→ d with respect to the standard basis and the basis {Xj | j ∈ I}.
Then recall that the stratum TF , given by the quotient
(
Ψ−1(0) ∩ (C∗)F c
)
/N , can be
identified with the quotient B˜F /ΓˇI\(I∩IF ), where
B˜F = {z ∈ (C∗)I\(I∩IF ) |
∑
h∈I
ahk(|zh|2 + λh)− λk) > 0, k ∈ (I ∪ IF )c}.
We have to prove that the mapping (χF )loc in the following diagram is a diffeomor-
phism:
(C∗)I\(I∩IF )/ΓˇI\(I∩IF )
φF // (C∗)F
c
/NC
B/ΓˇI\(I∩IF )
(χF )loc
OO
φsF // Ψ−1(0) ∩ (C∗)F c/N
χF
OO
(36)
The mapping χF is induced by the inclusion of Ψ
−1(0)∩ (C∗)F c into (C∗)F c ; the home-
omorphism φF was defined in (17); the homeomorphism φ
s
F is defined by φ
s
F ([x]) =
[x+ x˜], where x˜ ∈ C(I∪IF )c is given by
x˜k =
√∑
h∈I
ahk(|xh|2 + λh)− λk)
[1]; The mapping (χF )loc is the diffeomorphism that sends z ∈ B to
− exp(π−1I (π(X))I\(I∩IF )x
where
Xk = − 1
2π
log(
∑
h∈I
ahk(|xh|2 + λh)− λk)
for k ∈ (I ∪ IF )c and Xk = 0 otherwise. ⊓⊔
We prove now for the symplectic case an analogous of Lemma 3.7:
Lemma 3.14 The quotients
(B˜F ×Ψ−1(0)/NF )/ΓˇI
and (
(Ψ−1(0) ∩ (C∗)F c)×Ψ−1ΣF (0)/NF
)
/(N/NF )
are diffeomorphic.
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Proof. The action of N/NF is defined as follows: consider [g] ∈ N/NF and (x, [z]) ∈
(Ψ−1(0)∩ (C∗)F c)×Ψ−1ΣF (0)/NF , then [g](x, [z]) = (gx, [gz]). It easy to check that this
action is well defined. Consider now the mapping:
(B˜F ×Ψ−1(0)/NF )/ΓI\(I∩IF ) −→ Ψ−1(0) ∩ (C∗)F
c ×Ψ−1ΣF (0)/NF /(N/NF )
[x, [z]] 7−→ [x+ φF (x), [z]]
It is straightforward to check that this mapping is bijective and continuos. The argu-
ment for the proof that it is closed is also straightforward, it is is a direct consequence
of Corollary 2.5. ⊓⊔
3.5 The main results
We will complete in this section the proof of the two theorems below, they will be
proved together as proofs are entangled. We shall procede by induction on the depth
of the polytope ∆, combining the complex and symplectic setup. As final result we
obtain not only the proof that our decomposed space is indeed a stratification but also
the prove that X∆ is naturally isomorphic to its symplectic counterpart M∆.
Theorem 3.15 (X∆ is a stratified space) Let d be a real vector space of dimension
n, and let ∆ ⊂ d∗ be a convex polytope. Choose inward-pointing normals to the facets
of ∆, X1, . . . ,Xd ∈ d, and let Q be a quasilattice containing them. The quotient
X = Cd∆//NC is a complex stratified space, in particular for each singular face F of
the polytope ∆ there exist a compact link LF and a complex link YF satisfying the
requirements of the definitions 1.5,1.7.
Theorem 3.16 (The complex and symplectic quotients are isomorphic) Let
d be a vector space of dimension n, and let ∆ ⊂ d∗ be a convex polytope. Choose
inward-pointing normals to the facets of ∆, X1, . . . ,Xd ∈ d, and let Q be a quasilattice
containing them. Then the mapping
χ∆ : Ψ
−1
∆ (0)/N −→ Cd∆//NC
is an equivariant homeomorphism with respect to the actions of D and DC respectively.
The restriction of χ∆ to each stratum is a diffeomorphism of quasifolds. Moreover the
induced symplectic form on each stratum is compatible with its complex structure, so
that strata have the structure of Ka¨hler quasifolds.
Proof. of Theorems 3.15,3.16 We start by giving:
• a description of the real link LF ;
• a characterization of the quotient CF//(NF
C
) as a real cone over LF ;
• a diffeomorphism between complex and symplectic quotients at the cone level.
We first define the notion of depth of ∆. Let F be a singular face of the polytope ∆.
We call singularity depth of F the minimum integer m such that there exists a sequence
of faces F0 < · · · < Fj < · · · < Fm such that F0 = F , Fm is regular and Fj is singular
26
for all 0 ≤ j < m. By definition the singularity depth of regular faces is set to be 0. We
define the singularity depth of a polytope to be the maximum singularity depth attained
by its faces. We then procede by induction on the polytope depth. Suppose that ∆ has
depth 0, namely ∆ is a simple polytope. In this case, treated in [4], the complex quotient
is a geometric quotient and the mapping χ∆ : Ψ
−1(0)/N −→ Cd∆/NC is proved to be
an equivariant diffeomorphism such that the induced symplectic structure on Cd∆/NC is
Ka¨hler. Continuity of χ∆ is straightforward; bijectivity of χ∆ follows from Lemma 3.9.
The mapping χ∆ is then computed explicitly on the local charts and turns out to be a
local diffeomorphism, which implies that its inverse is also continous.
Suppose now that Theorems 3.15,3.16 hold for polytopes of depth less than or equal
to n−1, we want to prove that they hold for polytopes of depth n. Consider a polytope
∆ of depth n. Let F be a p-dimensional singular face and let ΣF and ∆F be the convex
sets associated to F as described in (18) and (20). Notice that, in order to do so, we
have to choose a suitable vector X0 ∈ dF . Consider the following diagram:
(C
F
//NF
C
)\{[0]}
q2 //
s
))
/.-,()*+2
C
F
∆F
//NF
C
exp(is)
/.-,()*+1
q1 // C
F
∆F
//NF0 C
(Ψ−1
ΣF
(0)/NF )\{[0]}
χΣF
OO
p2 //
s′
55
(Ψ∆F )
−1(0)/NF
χ′∆F
OO
p1 // (Ψ∆F )
−1(0)/NF0
χ∆F
OO
(37)
Consider first the diagram /.-,()*+1 . The mapping χ∆F is a diffeomorphims by the in-
duction hypothesis. Proposition 2.7 can be applied in order to define the quotient
CF∆F //N
F
C
exp(is): two points z and w in CF∆F are equivalent if and only if
NF
(
AF exp(is)z
)
∩ (AF exp(is)w) 6= ∅.
It was proved in [1] that the quotient (Ψ∆F )
−1(0)/NF is the link and in particular it is a
space stratified by quasifolds of real dimension 2n−2p+1. The inclusion (Ψ∆F )−1(0) →֒
CF∆F induces the continuos mapping χ
′
∆F
, which is bijective by Lemma 3.9, the in-
verse mapping being induced by the surjective mapping Ξ∆F : C
F
∆F
−→ (Ψ∆F )−1(0).
Lemma 3.12 implies that the mapping χ′∆F is a diffeomorphism. It is easy to check
that diagram /.-,()*+1 is commutative.
Consider now Diagram /.-,()*+2 . The mapping q2 is the natural projection, the mappings
χΣF is defined by (34) and χ
′
∆F
is defined right above. We need to prove that χΣF is
a diffeomorphism of stratified spaces. Let x ∈ Ψ−1ΣF (0), x 6= 0, we prove first that the
mapping p2 that makes the diagram commute is given by:
p2([x]) = [x/|x|s]
where
|x|s =
√√√√√ d∑
j=1
sj|x|2j .
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Let z ∈ CF such that
{x} = Ψ−1ΣF (0) ∩ Az
therefore
χ−1ΣF ([z]) = [x].
Notice that z ∈ CF∆F , since the set of points in CF which are not equivalent to 0 under
∼NF are given exactly by CF∆F . Recall that the closure of the orbit A exp(is)z, in
CF∆F , is a union of orbits. From Lemma 3.9 the set Ψ∆F (A exp(is)z) in n
∗
F ⊕ R is
given by the union of the cones images of these orbits. The closure of Ψ∆F (A exp(is)z)
is a polyhedral cone in n∗F ⊕ R, whose cone point is (0,−1) by (32). Notice that
(0,−1) /∈ Ψ∆F (A exp(is)z) but the half line [0,−(1 − t)), t > 0, connecting the cone
point with the origin, is contained in Ψ∆F (A exp(is)z). Now observe that the points
of the set A exp(is)z corresponding to the half line [0,−(1− t)) are exactly those given
by A exp(is)z ∩ Ψ−1ΣF (0). This implies that χ−1ΣF projects the orbit A exp(is)z onto the
curve in Ψ−1ΣF (0)/N
F given by [
√
tx/|x|s], with t > 0. Therefore p2([x]) = [x/|x|s] and
the quotient XΣF = C
F //NF
C
is a real cone over the quotient CF∆F //N
F
C
exp(is), which
is the link of each point lying in the orbit TF . Since ΣF , without the cone point, has the
same depth of ∆F , the mapping χΣF is a diffeomorphism away from the cone point by
the induction hypothesis. The argument above shows that the mapping χΣF extends
continuously to the cone point, thus giving a diffeomorphism of decomposed spaces (for
a different proof see Remark 3.19).
We have thus proved all the three items above. Now we need to prove that
• The complex and symplectic quotient are diffeomorphic.
We work on the next diagram in order to check that the natural mapping
χ∆ : Ψ
−1(0)/N −→ Cd∆//NC,
for a polytope of depth n, is a diffeomorphism such that the symplectic structure of
each stratum of Ψ−1(0)/N induces, via χ∆, a Ka¨hler structure on the corresponding
stratum of Cd∆//NC.
First of all it is easy to check that the mapping χ∆ is continuos and bijective, the
inverse mapping χ−1∆ is induced by Ξ∆. We need to prove that the inverse of χ∆ is also
continuos. This is true around regular points by the quoted result on simple polytopes
[4, Thm.]. Consider the following diagram, which describes the local trivializations of
the complex and symplectic quotients and their relationship:
(C∗)F
c
×(CF //NF
C
)
N
C
/NF
C
// ((C∗)F
c
×(C)F )//NC
Ψ−1(0)∩(C∗)F
c
×Ψ−1
ΣF
(0)/NF
N/NF
OO
h′ // (Ψ−1(0)∩(CF×C∗)F
c
)/N
χ∆
OO
(38)
We require the diagram to be commutative, this defines the mapping h′: more precisely,
given (x, z) ∈
(
Ψ−1(0) ∩ (C∗)F c
)
× Ψ−1ΣF (0), there exists a unique a ∈ A such that
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a(x + z) ∈ Ψ−1(0), the mapping h′ takes [x, [z]] to [a(x + z)]. In order to prove that
χ∆ is closed it is enough to prove that h
′ is continuos.
Consider a closed subset C of the quotient (Ψ−1(0) ∩ (CF × C∗)F c)/N and let C˜
be the N -invariant closed subset of Ψ−1(0) ∩ (CF × (C∗)F c) that projects onto C.
We want to prove that the inverse image C1, via the mapping h
′, of C, is closed
in
(
Ψ−1(0) ∩ (C∗)F c ×Ψ−1ΣF (0)/NF
)
/(N/NF ). Let C˜1 be the N -invariant subset of
(Ψ−1(0)∩(C∗)F c)×Ψ−1ΣF (0) that projects onto C1. We prove that C˜1 is closed. Let (x, z)
be in the closure of C˜1, then there exists a sequence (xn, zn) ∈ C˜1 converging to (x, z).
Let G and Gn be the faces of ∆ such that x+z ∈ CGc and xn+zn ∈ CG
c
n and let r and
rn the orthogonal complement in n of n∩RG and n∩RGn respectively. Then there exists
a sequence Yn ∈ rn such that exp(iYn)(zn + xn) ∈ C˜. The sequence exp(iYn)(zn + xn)
is in Ψ−1(0), therefore it admits a converging subsequence, that we denote again by
exp(iYn)(zn + xn). Let w1 + w2 ∈ CF × (C∗)F c be its limit and let Y ∈ r such that
exp(iY )(x + z) ∈ Ψ−1(0). Notice first that for j /∈ IF the sequence exp(〈Yn, ι∗(e∗j )〉)
converges to exp(〈Y, ι∗(e∗j )〉) and (w1 +w2)j = exp(〈Y, ι∗(e∗j )〉)((x+ z)j). Observe now
that there exists a face H such that (w1 + w2) ∈ (C∗)Hc . We have
IH ⊂ IG ⊂ IF .
Suppose that IH is a proper subset of IG. Then take ξ ∈ H \ G and η ∈ G: the
coefficients
cj = 〈ξ,Xj〉 − 〈η,Xj〉
have the following properties:
a) cj = λj − λj = 0, for j ∈ IH
b) cj = 〈ξ,Xj〉 − λj > 0 for j ∈ IG \ IH .
We define on the subset CH × (C∗)Hc the continous function
P (z) = Πdj=1|zj |cj
We have that
lim
n
P (exp(iYn)(xn + zn)) = P (w1 + w2) 6= 0
on the other hand the function P is invariant under the action on NC, therefore
lim
n
P (exp(iYn)(xn + zn)) = limn
P (xn + zn) = P (x+ z) = 0.
It follows that H = G and w1 + w2 = exp(iY )(x + z). This proves that x + z ∈ C˜1 is
closed and therefore h′ is continous. ⊓⊔
Corollary 3.17 The space X∆ is compact.
Remark 3.18 Theorem 3.16 improves the result of local triviality that was found in
[1]: diagram (38) implies that the link does not depend on the point but just on the
stratum, moreover the local trivialization is of the form
(B˜F × C(LF ))/Γˇ.
where B˜F /Γˇ is a chart that covers the whole stratum TF .
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Remark 3.19 We can date back to the work [14] the study of the relationship between
symplectic and complex quotients. We have given a direct and self contained proof of
the fact the two quotients are homeomorphic, to us one of the hardest points in the
proof is to show that the mapping χ−1∆ is continous. This has been proved by F.
Kirwan in [15], in the case of a reductive group acting on a compact Ka¨hler manifold
with finite isotropy and in broad generality by F. Loose and P. Heinzner in [13]. In the
case of a torus acting on a vector space, with homogeneous moment mapping, the result
was proved by A. Neeman by showing that the zero set of the moment mapping is a
deformation retraction of the vector space [17]. Based on Neeman’s result, G. Schwarz,
in his review [20], gave a proof for the general case of reductive groups. We point out
that Neeman’s result apply directly to our context in the case of the cone XΣF , since
the proof is based on estimates and computations at the Lie algebra level.
Remark 3.20 Observe that the quotient X∆, together with its complex structure,
only depends on our choice of generators of the fan and on the choice of quasilattice,
whilst the symplectic structure depends of course on the polytope, as in the rational
case.
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