Abstract-In the present contribution, a complexity measure is proposed to assess surface electromyography (EMG) in the study of muscle fatigue during sustained, isometric muscle contractions. Approximate entropy (ApEn) is believed to provide quantitative information about the complexity of experimental data that is often corrupted with noise, short data length, and in many cases, has inherent dynamics that exhibit both deterministic and stochastic behaviors. We developed an improved ApEn measure, i.e., fuzzy approximate entropy (fApEn), which utilizes the fuzzy membership function to define the vectors' similarity. Tests were conducted on independent, identically distributed (i.i.d.) Gaussian and uniform noises, a chirp signal, MIX processes, Rossler equation, and Henon map. Compared with the standard ApEn, the fApEn showed better monotonicity, relative consistency, and more robustness to noise when characterizing signals with different complexities. Performance analysis on experimental EMG signals demonstrated that the fApEn significantly decreased during the development of muscle fatigue, which is a similar trend to that of the mean frequency (MNF) of the EMG signal, while the standard ApEn failed to detect this change. Moreover, fApEn of EMG demonstrated a better robustness to the length of the analysis window in comparison with the MNF of EMG. The results suggest that the fApEn of an EMG signal may potentially become a new reliable method for muscle fatigue assessment and be applicable to other short noisy physiological signal analysis.
INTRODUCTION
Localized muscle fatigue is a complex process due to various physiological and psychological phenomena. Surface electromyography (EMG) has been widely used to detect the occurrence and development of muscle fatigue. 8 Typically, during a sustained isometric contraction, there is an increase in the amplitude of the low frequency band and a relative decrease in the higher frequency band, which is called EMG spectrum compression. Therefore, a spectral variable derived from the EMG signal, such as the mean frequency (MNF), is frequently used to track muscular changes. 9, 27 Several alternative EMG spectral-based fatigue indices have been proposed to complement MNF, including changes in quartile or decile frequencies, 23 mode frequency 13 (frequency at the highest spectrum peak), and half-width 28 (spectral width at half maximum amplitude). Derivation of meaningful, statistically significant spectral variables requires assumptions regarding the characteristics of the signal. 17 In particular, the signal must have time-invariant (stationary) or periodic frequency content within the analysis window; otherwise, the resulting spectrum will make little physical sense. Unfortunately, EMG activity can only be assumed to be locally stationary for a period of 0.5-1.5 s when the contraction level is higher than 50% of the maximal voluntary contraction (MVC). 18 Moreover, in the un-fatigued state, inconsistent results have been reported: the MNF could increase, decrease, or remain constant with an increasing force level. 2, 13, 18 Electromyography signals demonstrate high complexity, and mechanisms underlying the generation of EMG signals seem to be nonlinear or even chaotic in nature. 22, 37, 41 Therefore, nonlinear time series analysis methods have been employed to derive alternate EMG-based fatigue indices. These tools may be able to provide additional information about the fatigue process. Yassierli and Nussbaum indicated that a fractal-based fatigue index had sensitivity comparable to that of traditional EMG measures. 45 Similar results were also found by Ravier et al., who used another two fractal indicators. 35 Erfanian et al. investigated the chaotic behavior of the evoked EMG signal when the quadriceps muscles in paraplegic subjects were stimulated via percutaneous intramuscular electrodes. 10 They found that the correlation dimension (CD) of the evoked EMG increased as the muscle became more fatigued. Stylianou et al. tested the correlation integral (CI) of the EMG obtained from subjects performing isometric maximum contractions until failure in elbow flexion. 40 The results showed that the CI is more sensitive to changes in the surface EMG signal during fatigue than the spectral variables. Recurrence plot (RP) analysis is another nonlinear tool for the analysis of random, chaotic, and periodic time series. The variables extracted from the plots were recurrence%, which quantifies the signal correlations in higher dimensional space, and determinism%, which quantifies the number of rule-obeying structures present in the signal. 46 Webber et al. demonstrated that during fatiguing contractions of the biceps brachii at heavy loads, the determinism% of EMG increased sooner and exhibited larger changes than that of the median frequency of power spectrum. 42, 43 Slack and Ma explored to combine dynamically embedded matrix and Shannon entropy method for analyzing muscle fatigue within the muscles predominantly used during microsurgery. 39 The Shannon entropy index is slightly more robust because the coefficient of variation in the proposed method has lower variability than the conventional method of mean frequency analysis.
Though these nonlinear measures have achieved some success in quantifying EMG muscle fatigue, a very large dataset is usually necessary in order to attain reliable and convergent values in calculation, which may induce spurious results when applied to short or irregular sequences of real experimental data. 20 When dealing with surface EMG of muscle fatigue, another problem is the unavoidable noise. To solve the problems of short data and noisy recordings in physiological signals, Pincus developed approximate entropy (ApEn) to measure the system complexity, which is applicable to noisy and short datasets. 29 Given N points and tolerance r, ApEn(m,r,N) is approximately equal to the negative average natural logarithm of the conditional probability that two sequences similar for m points within the tolerance remain similar at the next point. ApEn has shown potential application to a wide range of physiological and clinical signals, such as hormone pulsatility, genetic sequences, respiratory patterns, heart rate variability, electrocardiogram, and electroencephalography. 5, 7, 16, 21, [30] [31] [32] In the study of EMG signals, Ahmad and Chappell investigated the approximate entropy feature of the EMG data before, during, and after a muscle contraction. 1 They found that there are distinct drops in the ApEn value at the start and end of a contraction, and a high approximate entropy in the middle. These important findings could be extended to feature extraction for an EMG control system based on pattern recognition. Radhakrishnan et al. chose ApEn as the discriminating statistic for contraction segments interspersed in a uterine electromyography, which are possibly nonlinear. 34 Nevertheless, ApEn values often increase up to a critical tolerance r and then decrease with increased r, which makes it difficult to interpret a signal's complexity and decreases its differentiation capability. In addition, ApEn suggests more similarity than is present and, thus, is biased. To be free of the bias caused by self-matching, Richman and Moorman developed another related measure of time series regularity named sample entropy (SampEn). 36 However, SampEn(m,r,N) is not defined if no template and forward match occurs in the case of small tolerance r and data length N.
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In this study, we propose an improved fuzzy approximate entropy (fApEn) that measures time series complexity. Compared with the standard ApEn, fApEn showed better monotonicity, relative consistency, and more robustness to noise when characterizing signals with different complexities. Moreover, for fApEn, there is no such restriction of the tolerance r, as in the calculation of SampEn. The fApEn was then applied to characterize local muscle fatigue EMG signals. The rest of this article is organized as follows. Section ''Methods'' introduces the improved fApEn based on the fuzzy membership function and the test signals. Section ''Experimental Protocol'' presents the EMG experimental protocol. Section ''Results'' first makes a wide comparison of fApEn and standard ApEn with regard to their ability to capture the degree of time series complexity on the test signals and then reports the results of applying fApEn to characterize local muscle fatigue from EMG signals. Finally, section ''Discussion and Conclusions'' includes the discussion and the future research consideration.
METHODS

Standard ApEn
For a time series T containing N data points {u(i):1 £ i £ N}, the following vector sequence can be formed 29 
X
Here, X i m represents m consecutive u values, commencing with the ith point. The distance d ij m between X i m and X j m is defined as
For each vector X i m , a measure that describes the similarity between the vector X i m and the other vector X j m can be constructed as
where H is the Heaviside function
The symbol r in Eq. (3) represents a predetermined tolerance value, which is defined as
where k is a constant (k > 0), and std(AE) represents the standard deviation of the time series. By defining
The ApEn value of the time series can be calculated as ApEnðm; rÞ ¼ lim
For practical applications, a finite time series consisting of N data points is used to estimate the ApEn value of the time series, which is defined as ApEnðm; r; NÞ ¼ / m ðrÞ À / mþ1 ðrÞ ð 8Þ
In the definition of ApEn, 29 the similarity of vectors is based on the Heaviside function shown in Eq. (4). The main feature of this Heaviside function is that it provides a step function that converts the input into activity equal to 0 or 1. This function is discontinuous because there is a ''break'' in it when its value goes from 0 to 1. This leads to a type of conventional two-state classifier, which judges an input pattern by whether it satisfies certain precise properties required by membership to a given class. The contributions of all the data points inside the boundary are treated equally, while the data points just outside the boundary are ignored. As a result, the distance d ij m that is just greater than the tolerance r is not considered in C r m (i) (or C r m+1 (i)) and those less than the tolerance r are treated equally. As a result, the ApEn may not be sensitive to minor changes in signal complexity.
Fuzzy Approximate Entropy
In the physical world, however, boundaries between classes may be ambiguous, and it is difficult to determine whether an input pattern completely belongs to a class. The concept of ''fuzzy sets'' introduced by Zadeh proposes a means of characterizing such input-output relations in an environment of imprecision. 47 By introducing the ''membership degree'' with a fuzzy function u Z (x), which associates each point x with a real number in the range [0, 1], Zadeh's theory provided a mechanism for measuring the degree to which a pattern belongs to a given class: the nearer the value of u Z (x) to unity, the higher the membership grade of x in the set Z. In fApEn, we employ the fuzzy membership function u(d ij m , r) to obtain a fuzzy measurement of the similarity between X i m and X j m based on their shapes. As a result of the new similarity index based on the fuzzy membership function, as the hard boundary of the Heaviside function softens, the points approach each other and become more similar.
According to the new similarity index discussed above, the fuzzy approximate entropy is defined as follows. For the same time series T mentioned previously, the vector sequence takes a form similar to that of the definition of ApEn
However, X i m is generalized by removing a baseline
Then, the distance d ij m between the two vectors X i m and X j m is defined as
Given r, the similarity degree D ij m between X i m and X j m is determined by a fuzzy membership function
The function B r m is determined by
Similarly, from the vector sequence {X i m+1 } and the function / m+1 (r), we can define the measure fApEn(m,r) of the time series as fApEnðm; rÞ ¼ lim
Finally, for finite datasets, fApEn can be estimated from the statistic fApEnðm; r; NÞ ¼ / m ðrÞ À / mþ1 ðrÞ ð16Þ
In practice, a Gaussian function, Sigmoid function, bell-shape function, or any other fuzzy membership function that possesses the following desired properties can be chosen to describe the two vectors' similarities: (1) continuity, so that the similarity does not change abruptly; and (2) convex, so that self-similarity is the maximum. In the present study, the results were reported when the following Gaussian function was employed as the fuzzy membership function for the fApEn calculation.
However, the results when using Sigmoid function, bell-shape function were similar to that of Gaussian function. As suggested by Pincus, 29 the vector dimension m is set to 2 to calculate both the fApEn and ApEn.
Simulated Signals
The ability of the proposed method to capture different degrees of complexity was tested on several types of simulations to reproduce both stochastic and deterministic short time series. The simulated signals include independent, identically distributed (i.i.d.) Gaussian and uniform noise, a chirp signal, MIX processes, Rossler equation, and Henon map. Informally, the MIX(P) time series of N points, where P is between 0 and 1, is a sine wave, where N 9 P randomly chosen points have been replaced with random noise. 36 The Rossler equation is given by Rossler
We used 4th order Runge-Kutta method with step size of 0.005 and integration interval of [0 10] to generate the series for R = 0.7, 0.8 and discard the initial 5000 points for eliminating the transient behavior. The y values were recorded at intervals of Dt = 2. The respective system dynamics with three different C values are given by a twice-periodic, fourtimes-periodic, and chaotic limit cycle with increasing complexity. 29 A parameterized version of the Henon map is given by
Time series for x i were obtained for C = 0.8, 0.9, and 1.0 with increasing complexity. 29 Series of Henon map with three different control parameters were generated by 3000 iterations and the first 1000 iterations of the Henon variable x were discarded before accepting the data.
EXPERIMENTAL PROTOCOL
The EMG signals analyzed in this article were recorded on biceps muscle during the static voluntary isometric contractions of 12 healthy human subjects (eight males and four females, age: 30.2 ± 4.9). None of them had history of any neuromuscular disorder and each gave written informed consent prior to the experiment. A pair of surface EMG self adhesive conductive gel electrodes (Axon Systems, Inc., New York, USA), with their centers 25 mm apart from each other, were placed longitudinally on abrased, clean skin, immediately under the thickest point of the biceps. The EMG reference electrode was placed on the proximal head of the ulna. When the experiment began, the subject was asked to perform an elbow flexion against the lever arm to 80% of his/her maximal voluntary contraction (MVC) and maintain this value through visual feedback of the torque reading on the screen. The test was stopped when the torque dropped to approximately 70% of the MVC, which indicates the muscle is fatigued. The gain of the EMG signal was 1000 with a 10-400 Hz bandwidth. Signals from the EMG electrodes were sampled at 1 kHz and stored in the computer for further analysis.
RESULTS
Greater Parameter Selection Freedom
In the first simulation, the input series were separately obtained as a realization of Gaussian and uniform noise. Figures 1 and 2 depict the performances of ApEn, SampEn, fApEn on i.i.d Gaussian and uniform noise, respectively. Two short data lengths, i.e., N = 50 and 100, were considered for each noise type. For both noise types, SampEn gave no entropy values when the tolerance r was smaller than about 0.1 for N = 100, as shown in the right panels of Figs. 1 and 2 , and 0.15 for N = 50 in the left panels. Therefore, the calculation of SampEn is confronted with the parameter limitation, and as the length of the dataset decreases, the minimum tolerance r needed increases. However, this problem does not affect the calculation of ApEn and fApEn. Due to the lack of entropy values for comparison, we just consider ApEn and fApEn for the remainder.
Relative Consistency and Monotonicity
An essential feature of the complexity measures is their relative consistency. That is, if a series is more complex than another, then it should have higher entropy statistics for all tested conditions. Graphically, plots of fApEn as a function of r for different series should not cross over one another. We first tested this expectation using the realizations of the MIX(P) process, where the degree of complexity could be specified. The strategy was to compare MIX(0.3), MIX(0.5), and MIX(0.7) series. The expected result was that fApEn(MIX(0.3)) should be less than fApEn(MIX(0.5)), while fApEn(MIX(0.5)) should be less than fApEn(MIX(0.7)). Figure 3 shows the test results with 100-point realizations of the MIX(P) process for fApEn and standard ApEn. Obviously, for each tolerance value r, the fApEn of MIX(0.3) was significantly and strictly lower than that of MIX(0.5), while MIX(0.5) was lower than MIX(0.7), which demonstrated the relative consistency of fApEn in the test. However, for ApEn, the plots of the three series cross over several times and the entropy values were almost equal in some range of r, which indicates the loss of relative consistency of ApEn in the test. The lack of relative consistency of ApEn was studied by Chen et al. using Gaussian noise and a chirp signal. 6 We also tested the performance of fApEn using Gaussian noise and a chirp signal. Figure 4 Fig. 4b were similar to those of Chen et al., i.e., the complexity value of ApEn for the chirp signal is larger than the white noise signal when r is lower than 0.15. However, the fApEn could distinguish the complexity of the pair series correctly with relative consistency. We also test the pair series with shorter data lengths. For ApEn, it was found that as the length decreases, the value of r at the cross point of the pair plots increases. This means that the ApEn could not distinguish the complexity of the pair series for smaller r. However, the fApEn is still possessed relative consistency even when the data length is shortened to N = 100 for the Gaussian noise and chirp signal.
Observing the plots from Figs. 1 to 4, no matter which signal was considered, the fApEn values monotonically decreased as r increased (with a slight violation for the two noise series with rather short length N = 50 and small tolerance r). However, ApEn values often abruptly increased up to a critical r and then decreased as r increased. The lack of monotonicity of ApEn leads to the difficulty of interpreting a signal's complexity and reduced its differentiation capability.
Robustness to Noise
In this section, we assess the performance of fApEn against noise contamination, which is a key feature of practical application to noisy data sets. This property of both fApEn and standard ApEn was tested using two low-dimensional nonlinear deterministic systems: the Rossler attractor and the Henon map. Noise was superimposed on each time series through the addition of i.i.d. Gaussian white noise with different noise levels (NL).
For each system, the statistics of both fApEn and standard ApEn were calculated for time series with different lengths as r varied from 0.01 to 1. The more complex Rossler and Henon systems produce larger entropy values, which are true to both fApEn and standard ApEn if N and r are large enough. However, when the values of N and r were small, the complexity measured by the conventional ApEn tilted and the results were even worse when noise was superimposed. Figures 5 and 6 show entropy values of the Rossler system and Henon map contaminated with noise (NL = 0.1). The series length of the Rossler equation was N = 500 for the calculation of entropy values in this test and N = 100 for the Henon map. It was found that fApEn distinguished both Rossler and Henon systems in the whole span as r ranged from 0.01 to 1 in steps of 0.01. However, the ApEn could only distinguish the Henon map contaminated by noise with a noise level of 0.1 for r ranging from about 0.1 to 0.6, and failed for Rossler system, independent of the value of r. Figures 7 and 8 show the performances of the two entropy statistics that distinguish Rossler and Henon systems at different noise levels (r = 0.1). fApEn could correctly distinguish the series generated by both Rossler equation and Henon map with different control parameters C until the noise level increased to 0.5. However, it was difficult for ApEn to distinguish Rossler system contaminated by noise for r = 0.1 and N = 500. For the Henon system, ApEn could differentiate the system complexity only when the superimposed noise level was less than 0.2. Thus, fApEn showed better robustness to noise contamination in distinguishing the nonlinear system dynamics.
Performance on EMG Signal
To demonstrate the potential applicability of our proposed method, the fApEn and ApEn of EMG signals were tested as indicators of local muscle fatigue during sustained isometric contraction. The EMG signal is the electrical manifestation of the neuromuscular activation associated with muscle contraction. 44 Figure 9a shows a typical raw EMG signal acquired from subject 3. The reduced variation between slow and fast twitching motor units and the firing synchronization suggest that the complexity of the EMG signal decreases as the muscle transitions from fresh to fatigue state. Therefore, it is expected that the values of both fApEn and ApEn decrease as muscle fatigue develops.
In order to monitor the changes of fApEn and ApEn of EMG over time, the EMG signal was first segmented into consecutive, 50% overlapped epochs. For each epoch, the EMG signal was normalized and a value for the fApEn and ApEn was calculated according to (16) and (8) show the time courses of the two measures for subject 3 when the epoch length was fixed to 500 ms. It is observed that the fApEn decreased significantly during the development of muscle fatigue. Mean frequency so far has been hailed as the gold standard for muscle fatigue assessment by using EMG under 'static' conditions. 26 The slope and intercept of the linear regression for the time course of MNF has served as important quantitative fatigue indices. 12, 44 In order to further examine the effectiveness of the fApEn statistic for muscle fatigue assessment, the MNF analysis was also applied to the EMG signals for comparison. The time course of the MNF of subject 3 with 500 ms epoch is shown in Fig. 9d . The linear regressions of fApEn and MNF values are also superimposed on the graphs. A similar time-decrease trend between fApEn and MNF was observed. Figure 10 compares the values of the slope and intercept obtained by the fApEn and MNF methods for different epoch lengths, for the same subject. Table 1 shows the coefficients of determinism (r 2 ) of the fApEn and MNF regression lines. To quantify these results, the coefficient of variation (CoV: standard deviation over absolute mean) of the estimates of the slope and intercept obtained by the two methods for different epoch lengths was used. The CoVs of slope and intercept for the fApEn and MNF methods for each subject are also shown in Table 1 . The average CoVs of the slope for the fApEn and MNF methods were 0.019 and 0.0456, respectively. For the intercepts the corresponding average CoVs were 0.0018 and 0.0054. The results of average CoVs show that the time course of the fApEn variable exhibits lower dependence on the size of the analysis window. To assess the statistical significance of the results, simple paired Students t statistic test was performed for all subjects. The tests rejected the null hypothesis (at 5% significance level) of equal means for both CoV slope (H = 1) and CoV intercept (H = 1), which confirms that the fApEn and MNF methods are statistically different. The results suggest that the fApEn analysis is a better choice for the estimation of the slope and intercept of the regression line, a process commonly used to quantify EMG manifestations of muscle fatigue.
DISCUSSION AND CONCLUSIONS
In this study, we aimed to characterize the complexity changes of local muscle fatigue. Approximate entropy is a widely used method to provide a general understanding of the complexity of a time series and is theoretically related to Kolmogoro-Sinai entropy. Its popularity stems from the fact that it can be applied to both short and noisy data recordings, and it is relatively easy to use. Consequently, it has been widely utilized in processing various biological data including EMG signals. However, the ApEn is a biased statistic, and the shorter the data set is, the more distorted the entropy measures will be due to the excessive ''contamination'' of self-similarity scores from identical vector pairs. Sample entropy was developed to overcome the self-match problem associated with ApEn. However, SampEn often fails in the practical applications because the value is undefined when the tolerance r is small. In addition, the lack of relative consistency and monotonicity in ApEn causes difficulty in interpreting the signal's complexity and reduces its differentiation capability. Lu et al. recently advocated finding the maximum ApEn by assessing all values of r from 0 to 1 to interpret the signal's complexity 25 and proposed a method to select the maximum ApEn value for a given signal. However, the procedure of finding the maximum ApEn is cumbersome and time consuming with additional computational burden. In this contribution, by employing fuzzy membership function, fuzzy approximate entropy was proposed as an improved method to quantify the time series complexity. fApEn changes the rule that determines vector similarity in ApEn and SampEn, which are both based on a Heaviside function. Unlike the hard and discontinuous boundary of a Heaviside function, the soft and continuous boundary of a fuzzy membership function makes the fApEn statistics decrease smoothly and monotonically when there is a slight increase in the tolerance r. Moreover, the fApEn statistic also shows better relative consistency and robustness to noise, and a shorter data length is needed to distinguish different processes. Therefore, the fuzzy approximate entropy statistic provides an improved evaluation of time series complexity, and can thus be more conveniently and powerfully applied to noisy physiological signals with short data length. Frequency analysis of EMG signals in particular has been recognized as a useful tool to measure local muscle fatigue. Due to the reduction in the muscle fiber conduction velocity and increased motor unit synchronization and recruitment, there is a significantly lower shift of the fatigue EMG power spectrum. 8 Pincus has already found that there is often a relationship between entropy and the power spectrum measure, where larger entropy corresponds to broader banded spectra, and smaller entropy corresponds to more peaked spectra. 31 In this study, when the fApEn was applied to EMG analysis during the static isometric fatigue, the results were consistent with the Pincus' conclusion. That is, both fApEn and MNF decrease significantly with the development of local muscle fatigue. However, the standard ApEn could not detect the complexity change in the EMG signal with two values close to zero. This may be due to the following two factors. First, EMG is a complex physiological signal with broad band width (10-500 Hz), which results in fewer template matches of vectors X i m and X j m . The most template matches of the different EMG epoch signal come from the self-match, which leads to the smallest difference between C r m (i) and C r m+1 (i). Then, according to its definition, the distance d ij m is less than the tolerance r of the obtained template match and is equally treated in C r m (i) (or C r m+1 (i)) independent of the difference between the vectors X i m and X j m . Compared with the most commonly used frequency variable MNF, the fApEn measure is shown to perform significantly better, in terms of robustness against the size of the analysis window. The EMG frequency spectrum character analysis is based on the assumption that EMG signal is a linear stationary stochastic process. However, it has been recently recognized that EMG signals exhibit high-dimensional nonlinear characteristics. 22, 37, 41 On the other hand, fApEn is applicable to both noisy and non-stationary time series, irrespective of whether their origin is linear stochastic or nonlinear deterministic.
14 Therefore, the nonlinear characteristics of EMG fatigue could be revealed by using fApEn analysis while not captured by the linear transform spectrum variable MNF. Our results are in accordance with the recurrence quantification analysis of EMG by Webber et al., correlation integral analysis by Stylianou et al., and dynamically matrix analysis by Slack and Ma. 39, 40, 42, 43 All these nonlinear measures show better performances in terms of sensitivity or robustness when they are applied to characterize the EMG signals in fatigue.
In the above-mentioned nonlinear methods, the RQA is a popular tool applied to EMG analysis. 11, 24, 42, 43 As mentioned before, fApEn (or ApEn) is a nonlinear measure obtained through the direct signal estimation, capable of quantifying the complexity (or the regularity) of the signal pattern. One weakness of ApEn still existing in fApEn is that the standard deviation (std) used to determine the tolerance r for std becomes undefined for non-Gaussian distribution signals. On the other hand, the RQA is another tool to quantify the complexity even in rather short time series independent of limiting constraints, such as data set size, data stationarity, and assumptions regarding statistical distributions of data. As a signal grows in complexity, recurrence in the pattern of the signal occurs less often. 46 RQA, specifically the variable determinism%, has been applied to detect an increase in the regularity of surface EMG with time as muscle motor unit synchronization occurs and force is produced. 11 It has also been used to assess changes in fatigue resistance of paraspinal muscles in participants receiving physical therapy services for back pain. Following physical therapy, determinism% indicated less motor unit recruitment, indicative of increased fatigue resistance in participants who, more importantly, reported less pain. 24 These results and our findings demonstrated that an increase in the RQA variable determinism% while decrease in the fApEn, is well correlated with muscular fatigue. Another important difference between fApEn and RQA is the embedding dimension selection. In RQA EMG analysis, the embedding dimension is always equal to or larger than 10.
11,24,42,43 Figure 11 shows the fApEn (m,r,100) on the Gaussian and uniformed distributed noises with different dimension m = 2, 10, and 20. Another input parameter r varies from 0.01 to 1.0 in steps of 0.01. With the increase of dimension, the range of fApEn values tends to zero for both sequences. Figure 12 depicts the time course of fApEn with dimension m = 2, 10, and 20 for the EMG signal shown in Fig. 9a . The decrease trend of fApEn becomes more and more flat with the increase of dimension and it could hardly find any decrease trend of fApEn when the dimension m sets to 20. Thus, Pincus' suggestion of setting the dimension as 2 or 3 for ApEn estimation is still effective for EMG fApEn analysis. 29 In the present work, the proposed fApEn was only applied to an EMG signal during static isometric contractions. Although the fatigue analysis of the EMG signal detected during constant-force isometric contractions has been useful in a number of applications, it is evident that the isometric contractions are not typical in most daily activities. 15, 19 Wavelet and Cohen class time-frequency representations have been adopted as the primary techniques to analyze dynamic tasks. 3, 4 To reduce the variability of the instantaneous spectral estimates by the above techniques, the EMG of a dynamic contraction is always assumed to be quasi-stationary or quasi-cyclostationarity. 4 However, as mentioned before, such an assumption is not needed for the fuzzy approximate entropy measure. In the next step, the fApEn analysis of the EMG signal during dynamic contraction and its comparison with instantaneous spectral variables should be considered to extend its applicability in sports medicine, ergonomics, and rehabilitation.
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