Abstract-In this paper, we propose bit-by-bit iterative decoding for expediting the convergence of Repeat Accumulate (RA) decoders. In a conventional RA decoder, the repeat and accumulate component decoders are operated iteratively, to facilitate near-capacity communication. However, whenever one decoder is activated, the other is kept idle. The outputs of the active component decoder are stored until its operation is completed, whereupon the outputs are forwarded to the other decoder all at once and the activation of the decoders is swapped. The proposed bit-by-bit RA decoder expedites this process by allowing both component decoders to operate simultaneously, continuously exchanging outputs without buffering. We present both EXtrinsic Information Transfer (EXIT) charts and Bit Error Ratio (BER) results, which demonstrate that the proposed bit-by-bit RA decoder requires fewer decoding iterations to converge, at the cost of a slightly increased complexity per decoding iteration. Overall, we demonstrate that in a range of practical scenarios, the proposed bit-by-bit RA offers gains of up to 0.86 dB, without imposing any additional decoding complexity and without requiring any additional transmission-energy, -bandwidth or -duration.
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I. INTRODUCTION

R
EPEAT Accumulate (RA) codes [1] have been proposed as a class of low-complexity "turbo-like" channel codes, which facilitate near-capacity communication. An RA encoder may be considered to be a special case of a self-concatenated convolutional encoder [2] , [3] , which comprises a serial concatenation of a repetition encoder, a pseudo-random interleaver [4] and a Unity-rate Recursive Convolutional (URC) encoder [5] , [6] . More specifically, this URC encoder is also known as an accumulator in the special case, where its output bits are obtained as a cumulative modulo-2 sum of its input bits [7] . However, regardless of the URC encoder design, the term 'RA code' is used instead of 'self-concatenated code' throughout this paper, owing to its greater familiarity. Accordingly, the RA decoder comprises a corresponding serial concatenation of Soft-Input Soft-Output (SISO) repeat and URC decoders [8] - [10] , which iteratively exchange increasingly-reliable soft information through an interleaver and a deinterleaver [1] .
Owing to its relatively low complexity and its suitability to parallel processing, the operation of the repeat decoder can typically be completed in significantly less time than that required for the URC decoder. This is because the URC decoder employs the trellis-based Logarithmic Maximum A posteriori Probability (Log-MAP) algorithm [11] , which has a relatively high complexity and is not well suited to parallel processing. A number of techniques have been proposed for increasing the parallelism of the Log-MAP algorithm, which could be applied to RA decoders to mitigate the corresponding bottleneck. In [12] , the parallelism of the Log-MAP algorithm was increased by decomposing the trellis into K number of sub-trellises and performing the Log-MAP algorithm on each in parallel, hence reducing the corresponding processing time by a factor of 1/K. Other approaches include pipelining the operations of the Log-MAP algorithm [13] , so that different operations are performed in parallel, in different parts of the decoding hardware. Similarly, the radix-4 technique can be employed for processing two trellis stages at a time [13] . Furthermore, some of the Log-MAP calculations can be replaced with lowercomplexity approximations [11] , so that a greater number of these calculations can be performed in parallel using the same amount of hardware. However, the increased parallelism and reduced processing time offered by these techniques is typically achieved at the cost of either increasing the number of decoding iterations required or degrading the error correction performance [8] , [9] .
While the above-mentioned papers have proposed techniques for increasing the parallelism of the Log-MAP algorithm, they all consider the corresponding SISO component decoder to be activated alternately with the turbo-like code's other SISO component decoder. More specifically, although soft information outputs may be generated throughout the operation of the active SISO component decoder, these are buffered for forwarding to the other SISO component decoder on a frame-by-frame basis, rather than on a bit-by-bit basis. As a result, this other decoder must remain idle throughout the operation of the active decoder. The other decoder is only activated when the operation of the first SISO component decoder is completed, whereupon it is provided with all of the soft information within the buffer at once. Likewise, the first decoder must remain idle, while the second decoder is active, for the same reason. This motivated the bit-by-bit exchange of soft information in the work of [14] - [17] . More specifically, [14] proposed a decoder for turbo product codes, which performs the decoding of the code's rows in parallel with the decoding of its columns. Soft information is exchanged between the two decoding processes following the completion of each row and each column, rather than following the completion of all rows and all columns, in a serial manner. Similarly, [15] , [16] proposed a decoder for turbo convolutional codes, which performs the decoding of both SISO component decoders in parallel. Again, soft information is exchanged between the two components on a bit-by-bit basis, rather than a frame-by-frame basis. This work was further refined in [17] , which proposed an interleaver design that mitigates contention during the bit-by-bit exchange of soft information. Each of the above-mentioned approaches was successful in increasing the degree of parallelism of the various turbo-like codes, hence reducing the associated processing time required. However, in each case, this was achieved at the cost of incurring a reduced error correction performance and/or an increased memory or complexity requirement.
Against this background, this paper proposes a technique for expediting the iterative decoding convergence of RA decoders. More specifically, we propose a bit-by-bit iterative decoding algorithm, which allows the repeat decoder and the URC decoder to operate in parallel. In contrast to the bit-by-bit and parallel iterative decoding algorithms mentioned above, ours actually reduces the number of decoding iterations required for achieving convergence, as well as improving the associated error correction performance. This is achieved using a novel technique, which allows the URC decoder to generate soft information at every stage of both its Forward Recursion (FR) and its Backward Recursion (BR), in contrast to the approach of [15] , [16] . Furthermore, we enable the repeat decoder to process each piece of soft information as soon as it is generated by the URC decoder, rather than buffering it until the operation of the URC decoder is completed, as in a conventional frameby-frame RA decoder. Likewise, we provide the URC decoder with each resultant piece of soft information as soon as it is generated by the repeat decoder, potentially to be used by the URC decoder within the same FR or BR. A novel technique is proposed for significantly reducing the complexity of each decoding iteration, which avoids generating soft information that will not be used before it is replaced with more reliable updated soft information. Furthermore, we propose a novel EXtrinsic Information Transfer (EXIT) chart based analysis [18] technique, which demonstrates that each decoding iteration of our proposed bit-by-bit RA decoder is equivalent to two iterations of the conventional frame-by-frame RA decoder.
Note that rather than using the above-described serially concatenated interpretation of RA decoders [1] , many previous contributions [19] - [21] have used an alternative factor graph based interpretation, which operates on the basis of message passing [22] . Furthermore, serial update schedules [23] - [28] have been proposed for performing URC decoding within the factor graph using a FR and a BR. This approach has been shown to reduce the required number of decoding iterations by up to 50% [26, Figure 6 ], compared to the parallel update schedule that is conventionally adopted for message passing. However, these serial update schedules do not benefit from the further complexity reductions that are offered by bit-by-bit decoding, as in the proposed approach. Instead, these schedules wait until the URC decoder's FR and BR have been completed, before operating the repeat decoder on the whole frame at once, in a frame-by-frame manner. Furthermore, these schedules have only been applied to the special case of URC decoders, where the corresponding encoder is a two-state accumulator. This is because accumulators avoid short cycles in the factor graph, which severely degrade the message passing performance [22] . By contrast, the proposed approach imposes no restrictions on the design of the URC decoder.
The rest of this paper is organized as follows. In Section II, we contrast the operation of the proposed bit-by-bit RA decoder to that of a conventional frame-by-frame RA decoder. Section III proposes a technique for reducing the complexity of the proposed bit-by-bit RA decoder, although we show that this still results in a slightly higher decoding complexity per iteration than the conventional frame-by-frame RA decoder. Section IV provides our EXIT chart analysis [18] for characterizing the reduced number of decoding iterations required for achieving convergence in the proposed bit-by-bit RA decoder. Owing to its reduced number of iterations, we show that the proposed bit-by-bit RA decoder has a lower complexity than the conventional frame-by-frame RA decoder, despite having a slightly higher per-iteration complexity. Overall, we demonstrate that in a range of practical scenarios, the proposed bitby-bit RA offers gains of up to 0.86 dB, without imposing any additional decoding complexity and without requiring any additional transmission-energy, -bandwidth or -duration. Finally, we conclude in Section V that improved RA decoding is facilitated by our novel bit-by-bit iterative decoding algorithm, our novel technique for complexity reduction and our novel EXIT chart analysis technique.
II. BIT-BY-BIT ITERATIVE DECODING
This section commences by providing an overview of RA encoding and decoding in Section II-A. Following this, our bitby-bit RA decoding algorithm is proposed in Section II-B.
A. System Overview
As shown in Fig. 1 , the RA encoder comprises a repeat encoder, a pseudo-random interleaver π [4] and a URC encoder [6] . During the encoding process, each of the L number of bits in the message vector , as shown in Fig. 1 . As it will be justified in Section IV-A, three different RA code parametrizations are considered in this paper, namely the combinations of R = 1/2-, 1/3-and 1/4-rate repetition codes with M = 8-, 4-and 2-state URC codes, respectively. The M = 8-, 4-and 2-state URC codes generate the bits of w according to respectively, where ⊕ represents modulo-2 addition and we assume w k|k<1 = 0. Note that these M = 8-and 4-state URC codes would result in short cycles within a factor graph interpretation of the RA decoder, resulting in poor message passing performance [22] . Fig. 1 demonstrates the combination of the R = 1/3-rate repetition encoder with the M = 4-state URC code, for the case of an L = 2-bit message vector and the interleaver π = [2, 4, 1, 6, 5, 3] .
We use Binary Phase Shift Keying (BPSK) for modulating the bit vector w onto an Additive White Gaussian Noise (AWGN) channel. In the receiver, soft decision BPSK demodulation [6] is employed for recovering the vector of Logarithmic Likelihood Ratios (LLRs)w = [w k ] LN k=1 , which pertain to the bits of w. As shown in Fig. 1 , these LLRs are provided as inputs to the Log-MAP URC decoder. In both frame-by-frame and bitby-bit RA decoders, the Log-MAP URC decoder and the repeat decoder are operated iteratively. In each iteration, the Log-MAP URC decoder uses an FR and a BR for generating the vector of extrinsic LLRs (eLLRs)z e = [z
k=1 [5] , [9] , which pertain to the bits of z. The eLLRs in this vector are rearranged by the deinterleaver π −1 , to obtain the vector of a priori , which pertain to the bits of y. More specifically, the eLLRỹ e k pertaining to a particular bit y k is obtained as the sum of the aLLRs that pertain to the other repetitions of that bit, according tõ
The eLLRs in the vectorỹ e k are rearranged by the interleaver π to obtain the vector of aLLRsz
As shown in Fig. 1 , these aLLRs are then input to the Log-MAP URC decoder. Once the iterative decoding process has converged, the repeat decoder adds together particular combinations of the aLLRs to produce the vector of a poste-
, which pertain to the bits of x. More specifically, the a posteriori LLRx j pertaining to a particular bit x k is obtained as the sum of the aLLRs that pertain to all repetitions of that bit, according tõ
Note that in the bit-by-bit decoder, the deinterleaver π −1 , the repeat decoder and the interleaver π are amalgamated to form an equivalent interleaver Π, as will be detailed in Section II-B.
B. Bit-by-Bit RA Decoding Algorithm
In contrast to the alternated operation of the two SISO component decoders in the frame-by-frame RA decoder, the proposed bit-by-bit RA decoder enables both component decoders to operate simultaneously. This is facilitated by using concurrent read and write memory, the equivalent interleaver Π and an bit-by-bit Log-MAP URC decoder, as discussed in the following subsections. These discussions are aided by the timing diagrams of Figs. 2 and 3, which exemplify the values that are input, stored, loaded and output by each component during one iteration of the frame-by-frame and bit-by-bit RA decoders of Fig. 1 , respectively. Note that in the frame-by-frame RA decoder timing diagram of Fig. 2 , the Log-MAP URC decoder is active in the first eleven Time Slots (TSs), while the repeat decoder is active in the twelfth TS, when it performs all processing of (1) in parallel. By contrast, in the bit-by-bit RA decoder timing diagram of Fig. 3 , the Log-MAP URC decoder and the equivalent interleaver Π are both active in all ten TSs.
1) Concurrent Read and Write Memory:
In an RA decoder, each SISO component decoder uses a memory to store LLRs until its decoding algorithm is ready to use them. In the frameby-frame RA decoder of Fig. 1 , only one SISO component decoder is active at a time, as exemplified in Fig. 2 . During this time, the active SISO component decoder reads aLLRs from its memory, as required by its decoding algorithm. In response, it generates eLLRs, which are interleaved and written to the memory of the other SISO component decoder, as shown in Fig. 1 . Once the operation of the first SISO component decoder is completed, the other decoder becomes active and the roles of the memories are swapped. Owing to this, the memories in the frame-by-frame RA decoder are never read and written at the same time, allowing read or write memory to be used. This is exemplified in Fig. 2 , where the aLLRs are never stored in a particular component's memory during a TS, in which aLLRs are read from that memory.
By contrast, both SISO component decoders are active all of the time in the bit-by-bit RA decoder of Fig. 1 , requiring both decoders to use concurrent read and write memory. More specifically, throughout the bit-by-bit RA decoding process, one SISO component decoder reads the aLLRs from its own memory and writes the eLLRs into the memory of the other SISO component decoder. Meanwhile, the other SISO component decoder will be doing the same, causing both memories to be read and written concurrently. This is exemplified in Fig. 3 , where the aLLRs are frequently stored in a particular component's memory during a TS, in which the aLLRs are read from that memory. Note that at the beginning of iterative decoding, the concurrent read and write memories of both SISO component decoders are filled with zero-valued LLRs.
2) Equivalent Interleaver:
In the proposed bit-by-bit RA decoder, the deinterleaver π −1 , the repeat decoder and the interleaver π are combined to form an equivalent interleaver Π, as mentioned above. In contrast to a stand-alone repeat decoder, the equivalent interleaver is aware of where each aLLR is positioned within the vectorz a . As it will be described below, this knowledge may be exploited to reduce the complexity of the equivalent interleaver.
The equivalent interleaver is specifically configured to maintain the relationships that are created between the aLLRs ofz a and the eLLRs ofz e , when employing a separate deinterleaver, repeat decoder and interleaver. More specifically, each aLLR in the vectorz a is obtained by deinterleaving, adding and interleaving (N − 1) of the eLLRs in the vectorz e , as exemplified in Fig. 1 . Note that the particular set of (N − 1) eLLRs depends on the design of the interleaver π. Conversely, each eLLR in the vectorz e contributes to the summations that provide (N − 1) of the aLLRs in the vectorz a , again depending on the design of the interleaver π. For example, both the frame-by-frame and bit-by-bit RA decoders of 
For example, the equivalent interleaver of (3) is reminiscent of the operation of a variable node in a factor graph interpretation of the RA code. More specifically, the k th aLLRz a k is obtained by summing all of the relevant eLLRs, except for the corresponding onẽ z e k [22] .
In the proposed bit-by-bit RA decoder, the equivalent interleaver Π operates in a reactive manner. More explicitly, whenever an updated eLLR valuez e k is received, the equivalent interleaver stores it in its concurrent read and write memory. At the same time, the (N − 1) eLLRs with the indices in the k th column of Π may be loaded from the concurrent read and write memory. Together with the eLLRz e k , these (N − 1) eLLRs allow the computation of new values for the (N − 1) aLLRs having the indices in the k th column of Π. These (N − 1) aLLRs may then be input to the Log-MAP URC decoder and stored in its concurrent read and write memory. In the example of Fig. 1, whenever However, in the bit-by-bit RA decoder, the eLLRsz e k are generated in a particular order by the Log-MAP URC decoder, which is dictated by its FR and BR, as it will be described in Section II-B3. Likewise, the aLLRsz a k are read from the Log-MAP URC decoder's concurrent read and write memory in that same order. Owing to this, when the equivalent interleaver receives an eLLR, it is unnecessary for it to update all (N − 1) of the corresponding aLLRs, because some of these will be replaced before they are used by the Log-MAP URC decoder. In the example of Fig. 3 
. Likewise,z a 1 is not generated during TS 2, because it will not be used by the Log-MAP URC decoder until TS 1 of the next decoding iteration. In this way, the complexity associated with generating unnecessary aLLRs can be eliminated from the equivalent interleaver. As mentioned above, this complexity reduction is facilitated by informing the equivalent interleaver of where each aLLR that it generates is positioned within the vectorz a , as well as by informing the equivalent interleaver of the order in which the aLLRs are used by the Log-MAP URC decoder.
3) Bit-by-Bit Log-MAP URC Decoder: Similarly to the Log-MAP URC decoder of a conventional frame-by-frame RA decoder, the proposed bit-by-bit RA decoder operates on the basis of an FR and a BR. More specifically, an FR is performed during the first half of each decoding iteration, which corresponds to TSs 1 to 5 in the examples of Figs. 2 and 3. During this time, the Log-MAP URC decoder loads and processes a single aLLRz [11] , which is stored in memory. Note that these data dependencies of α k upon α k−1 dictate the requirement for the forward state metrics to be calculated using an FR. Likewise, a BR is performed during the second half of each decoding iteration, when the LLRs are loaded and processed in descending order of index k, as exemplified in TSs 6 to 10 of Figs. 2 and 3. Each step of the BR has to calculate and store the vector β k−1 of M backward state metrics, which are obtained by combining β k withz a k andw k . Note that depending on how the URC code is terminated, α 0 and β LN are initialized with values that remain constant throughout the iterative decoding process [11] .
In the frame-by-frame RA decoder, the Log-MAP URC decoder is only able to generate and output eLLRs during the BR, as shown in Fig. 2 . This is because each eLLRz e k is obtained by loading and combiningw k , α k−1 and β k [11] , but the backward state metrics β k are not available until the BR is started. By contrast, the Log-MAP URC decoder of the proposed bit-by-bit RA decoder is able to generate and output eLLRs during both the FR and the BR, as shown in Fig. 3 . This is made possible in the FR because we propose to generate the eLLRz e k by loading and combiningw k and α k−1 with the backward state metrics β k that were generated and stored during the previous decoding iteration. Note that before iterative decoding begins, all backward state metrics are initialized with zero values.
Note that in the proposed bit-by-bit RA decoder, the Log-MAP URC decoder has the opportunity to generate and output each eLLRz e k during each FR and during each BR. Therefore, it can be said that the eLLR vectorz e is updated in each half-iteration of the bit-by-bit RA decoder, where alternate half-iterations comprise a FR or a BR. Likewise, since the equivalent interleaver operates in a reactive manner, generating aLLRs as soon as it is provided with eLLRs, it can be said that the aLLR vectorz a is also updated in each half-iteration. By contrast, the vectorsz e andz a are only updated once per iteration in the frame-by-frame RA decoder. Therefore, each bit-by-bit half-iteration may be deemed to correspond to one frame-by-frame iteration and hence we surmise that each bitby-bit iteration corresponds to two frame-by-frame iterations. These relationships will be demonstrated with the aid of our EXIT chart analysis in Section IV-A.
Note that as in the equivalent interleaver Π of Section II-B2, the Log-MAP URC decoder can facilitate a complexity reduction by exploiting the knowledge of the interleaver design π. More specifically, it is unnecessary for the Log-MAP URC decoder to generate a particular eLLRz e k during its FR, if it would be superseded by the updated version of that eLLRz e k generated during the BR. This happens when the corresponding aLLRs generated by the equivalent interleaver Π in response tõ z e k would not be used by the Log-MAP URC decoder before they are replaced in response to the generation ofz e k during the BR. Likewise, it is unnecessary for the Log-MAP URC decoder to generate a particular eLLRz e k during its BR, if it would be superseded by the eLLRz e k generated during the FR of the next decoding iteration. For example, in TS 4 of Fig. 3 , it is unnecessary for the Log-MAP URC decoder to generate the eLLRz e 4 . This is because this eLLR would allow the equivalent interleaver Π to update the aLLRsz a 2 andz a 1 , as described in Section II-B2. However, these aLLRs would not be used by the Log-MAP URC decoder until the end of its BR, in TS 10 and TS 1 of the next decoding iteration, respectively. However before this, the Log-MAP URC decoder has a second opportunity to updatez e 4 in TS 8. It is this version of the eLLR z e 4 that is used by the equivalent interleaver Π to update the aLLRsz a 1 andz a 2 , ready for TSs 10 and 1. Note that since there is no need to generatez e 4 during TS 4, there is also no need to load β 4 for that purpose during that TS. Furthermore, since no eLLR is output during TS 4, the equivalent interleaver Π is not operated during that TS and there is no new input for the Log-MAP URC decoder to store in TS 5, as shown in Fig. 3 . Likewise, there is no need for the Log-MAP URC decoder to generate the eLLRz e 3 during TS 9 because it is superseded by thez e 3 generated during TS 3 of the next decoding iteration.
III. COMPLEXITY ANALYSIS
In this section, we characterize and compare the computational complexity per iteration of the frame-by-frame and bitby-bit RA decoders. This analysis will be used for making fair comparisons between the frame-by-frame and bit-by-bit RA decoders in Section IV. As described in Section II-B, a complexity reduction is facilitated for the proposed bit-by-bit RA decoder, if the equivalent interleaver Π and Log-MAP URC decoder are able to exploit knowledge of the interleaver design π. Owing to this, it is not necessary to generate all aLLRs and eLLRs during the operation of the bit-by-bit RA decoder. We commence in Section III-A by characterizing the average number of LLRs are generated during each TS of each decoding iteration. Then, Section III-B quantifies and compares the computational complexity of the frame-by-frame and bitby-bit RA decoders in terms of the number of Add, Compare and Select (ACS) operations [9] that they perform in each decoding iteration.
A. Complexity Reduction
As described in Section II-B2, whenever an eLLRz e k is provided for the equivalent interleaver Π, it has the opportunity to update the (N − 1) aLLRs having the indices in the k th column of Π. However, it is sufficient for the equivalent interleaver Π to update at most one of these aLLRs, namely that specificz a k which will be used first by the Log-MAP URC decoder. This is because the updatedz a k will lead to better opportunities to update the other (N − 2) aLLRs, before they are used by the Log-MAP URC decoder. More specifically, the other (N − 2) indices in the k th column of Π also appear in the k th column, owing to the symmetry within the equivalent interleaver. Owing to this, whenz a k is used by the Log-MAP URC decoder, it will input the corresponding eLLR z e k to the equivalent interleaver Π, granting it the opportunity to update the other (N − 2) aLLRs. Note that owing to the symmetry of the equivalent interleaver, this approach will never miss an opportunity to update an aLLR that is used by the Log-MAP URC decoder and hence it does not compromise the error correction capability of the bit-by-bit RA decoder. In the example of Fig. 3 , the equivalent interleaver Π is provided with z e 1 in TS 1, giving it the opportunity to updatez a 2 andz a 4 . Of these, it isz a 2 that is used first by the Log-MAP URC decoder, in TS 2. In response, the Log-MAP URC decoder providesz e 2 to the equivalent interleaver Π, giving it a better opportunity to updatez a 4 , ready to be used by the Log-MAP URC decoder in TS 4. Therefore, even though the opportunity to updatez a 4 was not exploited in TS 1, the error correction capability of the bitby-bit RA decoder is not compromised, sincez a 4 is updated in TS 2, ready to be used in TS 4.
Like the equivalent interleaver Π, the Log-MAP URC decoder has the opportunity to generate an eLLR in each TS of each decoding iteration. However, in some TSs it is not necessary for the Log-MAP URC decoder to generate any eLLRs. In these TSs it is therefore also unnecessary for the equivalent interleaver Π to generate any aLLRs, since there is no new extrinsic information to base these on. This situation happens when the Log-MAP URC decoder has the opportunity to generate an eLLRz e k , but all (N − 1) of the indices in the k th column of Π are situated behind the index k in the direction of the current recursion. In this case, none of the corresponding (N − 1) aLLRs would be used by the Log-MAP URC decoder before the current recursion is completed. Nor would they be used before the eLLRz e k is updated again during the opposite recursion, when there is a better opportunity to update these aLLRs. This explains why the Log-MAP URC decoder does not exploit the opportunity to updatez e 4 in TS 4 of Fig. 3 and why the equivalent interleaver Π does not update any aLLRs in this TS, as discussed in Section II-B2. More specifically, this is because the corresponding aLLRsz Based on these observations, we can quantify the average number of LLRs that the equivalent interleaver Π and the Log-MAP URC decoder generates during each TS of each decoding iteration. Since the Log-MAP URC decoder and the equivalent interleaver Π will each generate either one or zero LLRs during each TS, the average number is given by the fraction of TSs in which one eLLR and one aLLR are generated. During the FR, the k th column of Π is associated with the generation of an eLLR and an aLLR, if at least one of its (N − 1) elements has a higher value than k. Therefore, the specific fraction of columns in Π that are of this type gives the average number of eLLRs and aLLRs that are generated during each TS of the FR. When employing a random interleaver design π, the expected value for this fraction is given by
as derived in Appendix A. Owing to the symmetry of the situation, the corresponding fraction for the BR will have the same value. Therefore, P a quantifies the average number of eLLRs that the Log-MAP URC decoder generates during each TS of each decoding iteration, as well as the average number of aLLRs that the equivalent interleaver Π generates. Note that we have P a → N −1 N for long messages, where L → ∞.
B. Add, Compare, and Select Operations
The computational complexity of the frame-by-frame and bit-by-bit RA decoders can be quantified using the number of operations that are performed during each decoding iteration. Both decoders operate solely on the basis of additions, subtractions and max * operations [9] , where
The logarithmic term on the right hand side of (5) may be approximated using an 8-entry Look-Up- Table ( LUT) [9] . In this case, each max * operation can be considered to comprise five ACS operations [9] . More specifically, a first ACS operation may be employed for simultaneously calculating max(a, b) and −|a − b|. Three ACS operations may be employed to max(a, b) . Similarly, each addition and each subtraction employed by the frameby-frame and bit-by-bit RA decoder may be considered to comprise a single ACS operation. Table I quantifies the computational complexity of the bit-bybit and frame-by-frame RA decoders per message bit per decoding iteration, when employing the particular combinations of R-rate repetition codes and M -state URC codes, as it will be justified in Section IV. The quantities of Table I were obtained by counting the number of operations performed per message bit per iteration in optimized implementations of the bit-by-bit and frame-by-frame RA decoders. Note that for each combination of R and M , the bit-by-bit RA decoder requires more ACS operations than the frame-by-frame RA decoder. This is because in the bit-by-bit RA decoder, the equivalent interleaver Π and the Log-MAP URC decoder each generate an average of around (N − 1)/N LLRs in each TS, where N = 1/R. By contrast, in the frame-by-frame RA decoder, both the repeat and the URC decoder each generate an average of only about 1/2 an LLR in each TS. This is because around half of the TSs are dedicated to performing the Log-MAP URC decoder's FR, which does not generate any eLLRs, as exemplified in Fig. 2 . Despite its higher complexity per message bit per iteration, we will show in Section IV that the bit-by-bit RA decoder has a lower complexity overall, since it requires fewer decoding iterations to converge.
IV. RESULTS
In this section, the EXIT charts [6] of frame-by-frame and bit-by-bit RA decoders are characterized and compared in Section IV-A. Then, the Bit Error Ratio (BER) performances of these schemes are compared in Section IV-B.
A. EXIT Charts
EXIT charts [6] may be used for characterizing the iterative decoding convergence of iterative decoders, considering the evolution of the Mutual Information (MI) I(z a ; z) and I(z e ; z) of the aLLRs and eLLRs, respectively. The EXIT chart of the frame-by-frame RA decoder may be obtained in the conventional manner, by plotting the inverted EXIT function of the repeat decoder together with the EXIT function of the Log-MAP URC decoder, as shown in Fig. 4(a)-(e) . Here, Fig. 4(a) shows that the R = 1/2-rate repetition code's EXIT function has a complementary shape to that of the M = 8-state frameby-frame URC code described in Section II-A. This allows the creation of an open EXIT chart tunnel at low E b /N 0 values, which facilitates iterative decoding convergence to a low BER. Likewise, Fig. 4(b) and (d) show that the R = 1/3-and R = 1/4-rate repetition codes have EXIT functions that complement those of the M = 4-and M = 2-state frame-by-frame URC codes, respectively. Indeed, our experiments revealed that other combinations of R = 1/2, 1/3, and 1/4 with M = 2, 4 and 8 offered inferior matches between the repetition and URC EXIT functions, requiring higher E b /N 0 values to create open EXIT chart tunnels. This motivates the selected combinations of R and M , as described in Section II-A. Fig. 4(a)-(e) show that the frame-by-frame RA decoder's iterative decoding trajectory offers a perfect match with the corresponding EXIT functions, for all the parametrizations and E b /N 0 values considered, as may be expected. Note that these trajectories were obtained using a message length of L = 10 6 , to eliminate the variation that occurs from frame-to-frame, when employing shorter message lengths L.
By contrast, the EXIT functions and trajectories of the bit-bybit RA decoder cannot be obtained in the conventional manner, owing to its unique operation. Instead, the bit-by-bit RA decoder's iterative decoding trajectory is obtained by measuring the MIs I(z a ; z) and I(z e ; z) simultaneously, following the completion of the BR at the end of each decoding iteration. While the iterative decoding trajectory of the bit-by-bit RA decoder can be seen to offer a perfect match with the repetition code's EXIT function, it consistently and significantly overshoots that of the frame-by-frame URC code, as shown in Fig 4(a) -(e). This may be explained by the observation that each bit-by-bit decoding iteration can be thought of as being approximately equivalent to two frame-by-frame decoding iterations, as described in Section II-B3. This observation is supported by the so-called 'half-iteration' trajectories, which are also plotted in Fig 4(a) -(e) for the bit-by-bit RA decoder. These half-iteration trajectories were obtained by measuring the MIs I(z a ; z) and I(z e ; z) simultaneously, following the completion of not only each BR, but also each FR. Accordingly, it may be observed that each pair of steps in the half-iteration trajectory reaches the same point in the EXIT chart as a single step in the bit-by-bit RA decoder trajectory. However, it may also be observed that this half-iteration trajectory offers a good match with the EXIT functions of both the repetition code and the frame-by-frame URC code. This confirms that each bitby-bit half iteration is equivalent to a single frame-by-frame iteration and hence that each bit-by-bit iteration is equivalent to two frame-by-frame iterations. Owing to this , Fig 4(a) -(e) show that the proposed bit-by-bit RA decoder is capable of achieving iterative decoding convergence using significantly fewer decoding iterations than that required by the frame-by-frame RA benchmarker, in all the scenarios considered. This reduction in the required number of decoding iterations more than compensates for the bit-by-bit RA decoder's slightly increased complexity per decoding iteration, hence offering a significantly reduced overall complexity, as described in Section III-B. The EXIT function of the bit-by-bit URC code cannot be plotted in the conventional manner, since this overlooks the memory that is maintained between the operation of the bit-bybit Log-MAP URC decoder in successive decoding iterations. While the outputs of the conventional frame-by-frame Log-MAP URC decoder depend only on its inputs, those of the bit-by-bit Log-MAP URC decoder additionally depend also on the results calculated during previous decoding iterations and stored in memory. For example, during the bit-by-bit Log-MAP URC decoder's FR, the backward state metrics calculated during the previous decoding iteration are loaded from memory, as described in Section II-B3. Fig. 4(a) -(e) provide predictions for the EXIT function of the bit-by-bit RA decoder, which attempt to model the effect of this memory. These are motivated by the observation that each bit-by-bit decoding iteration can be thought of as being approximately equivalent to two frame-by-frame decoding iterations. More specifically, each point in the predicted bit-by-bit Log-MAP URC decoder's EXIT function is obtained by modeling two iterations of the frame-by-frame RA decoder. This is exemplified by the dashed line in Fig. 4(a . This point represents the observation that if the repeat decoder produces aLLRs having the MI I(z a ; z) = 0.4, then the bit-by-bit URC decoder will produce eLLRs having the MI I(z e ; z) = 0.7. This process may be repeated to obtain the other points in the predicted bit-by-bit URC code's EXIT function, corresponding to other values of I(z a ; z). As shown in Fig. 4(a) -(e), the approach advocated offers a good, albeit imperfect, match with the bitby-bit RA decoder's iterative decoding trajectory in all the cases considered. Note that this analysis reveals that bit-by-bit decoding magnifies the EXIT chart tunnel of the RA decoder. More specifically, if the frame-by-frame RA decoder has an open EXIT chart tunnel, then that of the bit-by-bit RA decoder will be wider, expediting the iterative decoding convergence. However, if the frame-by-frame RA decoder has a closed EXIT chart tunnel, then the same is true for the bit-by-bit RA decoder, as exemplified in Fig. 4(c) . Owing to this, it will be shown in Section IV-B that the bit-by-bit and frame-by-frame RA decoders converge to the same BER performance, although the bit-by-bit decoder requires fewer decoding iterations to achieve this. Fig. 5 contrasts the BER performance of the frame-by-frame and of the proposed bit-by-bit RA decoders, when employing the parametrizations of Section IV-A, but with the aid of a more practical message length of L = 10 3 bits. During the simulation of the frame-by-frame and bit-by-bit RA decoders, both the BER and the cumulative computational complexity was recorded following each decoding iteration. This facilitated a three-dimensional plot of the BER versus complexity and E b /N 0 . The plots of Fig. 5 were obtained by taking slices through this 3-D plot at particular values of computational complexity and interpolating, which facilitates fair comparisons. These particular values of computational complexity were specifically chosen so that they facilitate 3, 6, and 30 iterations of the frame-by-frame RA decoder.
B. BER Performances
As shown in Fig. 5(a)-(c) , the proposed bit-by-bit RA decoder offers superior BER performance to that of the frameby-frame benchmarker, for all the parametrizations and for all the complexity limits considered. In particular, when employing the lowest considered complexity limit, the bit-by-bit RA decoder offers 0.72 dB, 0.83 dB, and 0.86 dB gain for the R = 1/2-, 1/3-, and 1/4-rate parametrizations, respectively. Note that this is achieved 'for free', since the comparisons are fair in terms of their overall decoding complexity, as well as in terms of their transmission energy, bandwidth and duration. However, the attainable gains diminish as the complexity limit is increased. This may be expected, because the bit-by-bit RA decoder's EXIT chart tunnel opens at the same E b /N 0 value as that of the frame-by-frame benchmarker, as discussed in Section IV-A. Owing to this, similar BER performances are achieved, provided the complexity limit is sufficiently high for both schemes to achieve iterative decoding convergence.
V. CONCLUSION
In this paper, we have proposed a novel bit-by-bit iterative decoding technique, which was shown to expedite the convergence of RA decoders. In a frame-by-frame RA decoder, the repeat and accumulate component decoders are operated iteratively, with one component decoder kept idle, whenever the other is activated. The proposed bit-by-bit RA decoder expedites this process by allowing both component decoders to operate simultaneously, exchanging outputs continuously without buffering. In contrast to previous bit-by-bit iterative decoding techniques, ours reduces the number of decoding iterations required to achieve convergence and improves the associated error correction capability. Furthermore, we have proposed a novel technique for reducing the complexity of our bit-by-bit RA decoder. We have also proposed a novel EXIT chart analysis technique, which demonstrates that each decoding iteration of our bit-by-bit RA decoder is equivalent to two iterations of the conventional frame-by-frame RA decoder. Overall, we have demonstrated that in a range of practical scenarios, the proposed bit-by-bit RA decoder offers gains of up to 0.86 dB, without imposing any additional decoding complexity and without requiring any additional transmissionenergy, -bandwidth or -duration.
APPENDIX A DERIVATION OF (4) We are interested in the situation where at least one of the (N − 1) elements in the k th column of the equivalent interleaver Π has a higher value than k. When the interleaver π adopts random designs according to the uniform interleaver distribution [1] , the fraction of columns that are of the type described above will vary from design to design. The expected value for the fraction of columns that are of the type described above across all random designs is given by
where Pr N −1 n=1 Π n,k > k is the probability that the k th column of Π is of the type described above. This fraction may be obtained as one minus the fraction of columns that are not of the type described above, according to
where Pr N −1 n=1 Π n,k < k is the probability that the k th column of Π is not of the type described above. This probability is given by
For cases where k ≥ N , we have
Meanwhile, for cases where k < N, we have Pr N −1 n=1 Π n,k < k = 0. Substituting these results into (7) yields
Substituting m = k − 1 into the index of the summation in (13) gives
Applying the identity n m=k m k = n + 1 k + 1 to (14) gives
Finally, applying the identity n k = n! k!(n−k)! to (15) and simplifying it yields (4).
