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Abstract
The study presented in this document is the result of three years of re-
search into the complex world of Molecular Dynamics applied to biological
cell membranes.
The simulation of biological tissues involves not only an excellent knowledge
of the numerical calculus and its related tools, but a profound comprehension
of the biological and medical literature associated with the phenomenon.
By the other hand, the use of high performance facilities is essential for the
computation of the Molecular Dynamics models in order to obtain results in
acceptable times, so the latest technological advances have played a decisive
and important part in this field of research.
The presented obtained results about shock wave interaction with biological
membranes, as well as the air flow through the alveolar surface, are part of
a new line of research usually known as ”virtual experimental”. This name
comes from the fact that any physical or chemical situation can be re-created
into a computer system to calculate its propagation in time.
The results of the interaction of shock waves with biological cell mem-
branes have been particularly satisfactory and they have opened a new line of
investigation into cancer research. A numerical proportional relation between
the shock wave impulse and the value of lateral diffusion (from 9.80 to 12.84
10−7 · cm2
s
), as well as the simulation of the transient provoked by the wave
into a NPT ensemble are a successful achievement.
Other computations of this type of interaction have been simulated into an
NVE ensemble as well, however the obtained results for the lateral diffusion,
in the order of 10−7 · cm2
s
, showed no trend regarding the shock wave and the
transient effect could not be simulated.
On the other hand, the recreation of the air flow through the alveolar
surface is an initial step into the solution of all the controversy surrounding
this extremely complex system known as alveolar surface network. An alveolar
membrane of around 7 nm has been successfully simulated in agreement with
Scarpelli’s experiments.
This lipid-protein membrane model simulated can serve as a virtual exper-
iment in order to solve the controversy about the alveolar surface. It points
to the possibility of air flow through a stable two-layered DPPC phospholipid
structure either from a numerical or physical and biological point of view and
the existence of an alveolar membrane at the end of the bronchial tubes.
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Executive summary
The interaction of lasers, ultrasonics, extracorporeal shock waves or photoa-
coustics on biological tissues, cells or macromolecules are of great interest to
science and medical applications and, even though many experimental stud-
ies have been done in this field for more than 20 years, there is still much
to understand and, in addition, the effects of these interactions are not well
understood, yet.
There is a variety of situations in medicine which suggest the application
of different waves to provoke an interaction with the biological system. A few
examples of these kinds of situation are:
• Bone surgery [1] and pseudarthrosis [2] and [3].
• Cancer treatment [4] and [5].
• Selective cell killing [6].
• Lithotripters to disintegrate kidney stones [7] [8].
• Ophthalmology [9].
• Shock wave interaction with biological cells [10] [11] [12].
• Molecular delivery [13]
The first study in this project is focused on the interaction of shock waves
with cell membranes in order to provide, in long term, important informa-
tion for cancer treatment, with anti-cancer agents, implying a mass transport
through the cell membrane, or without it.
Biological cell membranes are neither completely rigid nor fluid, but they
are characterised by a delicate balance between rigidity and fluidity. The prop-
erties of a biological membrane are the result of a precise detailed composition
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of a double layer (bilayer) which contains phospholipids of various types as
well as different proteins and other components.
The mass transport through a biological cell membrane occurs naturally
and it can be measured using different techniques [14]. However, in the case of
cancer treatment, it is rather interesting to increase the uptake of anti-cancer
agents by the tumour cells in order to decrease their growth. When applying
shock waves to these cells, a transient permeability of the membrane occurs,
so the uptake of other macromolecules as anti-cancer agents can be increased,
consequently, decreasing the tumour growth [15].
The term shock wave is often used to describe the pressure waves generated
by extracorporeal shock wave lithotripters and pulsed lasers [16].
It has been demonstrated that short laser pulses can generate different kinds
of shock waves into living structures [17] [18] and, at about the same time, the
biomedical research community also became aware of the potential damage
those stress waves could generate during medical applications of pulsed, high-
power lasers [19].
On the other hand, the use of shock waves in cancer treatment is a promis-
ing method to decrease cancer tumour growth and the comprehension of this
process is fundamental to decrease other and possibly more harmful effects
[20].
The study of the membrane requires such sophisticated physicochemical
techniques that researchers have chosen to perform investigations on synthetic
models. However, in order to precisely analyse this extremely complicated pro-
cess, computer simulations provide an unique tool to understand biomembrane
properties from an atomistic perspective with a level of detail that is missing
in any other technique.
An alternative to the Monte Carlo analysis has arisen, achieving an ex-
cellent conformity with experimental results. Molecular Dynamics simulation
studies on simple model membranes consisting of phospholipid bilayers in the
biologically relevant fluid phase have permitted new applications to membrane
systems of a considerable degree of complexity. These complex systems usu-
ally consist of the introduction of other molecules, such as solutes, membrane
peptides or proteins into a simple phospholipid bilayer model [21].
As the modelling of these molecular structures and the simulation of exter-
nal shock wave influences can be computed using Molecular Dynamics tech-
niques, the physical and structural properties of those systems along a time
2
scale can be examined and analysed.
The simulation of shock waves applied to biological cell membranes using
computer science techniques is quite a new and original subject in the research
community. This makes it rather difficult to find any literature about it, so
the research must be started almost from its basic physics.
As an essential feature of the whole dynamical structure which is the cell
membrane, the fluidity is relevant to its proper functioning and particularly to
the functioning of the proteins bounded to or embedded in it. The proteins,
as well as the surrounding phospholipids, are thought to be freely diffusing
in the plane of the membrane and this process is of considerable interest and
importance for the understanding of the functions of biological membranes
[22].
Regarding to this phenomenon, and even though there is a article [23]
which has described a numerical scheme for a particular case, there is not any
complete and detailed study about it. One relevant issue, the explanation of
the effects of the shock wave on cancer chemotheraphy is still a matter to
understand and the presented numerical approach becomes the first numerical
proper study about it (See chapter 4).
On the other hand, there are other biological membranes which have been
studied. In the case of the lungs, and after years of controversy, diverse models
for the alveolar surface have been published.
In any case, it is accepted that single layer phospholipid membranes em-
bedded into pulmonary fluid and alveolar gas form liquid-air interfaces or sacs
similar to air bubbles in water [24]. These kind of membranes found in the
lungs are part of the so-called pulmonary alveoli, which consist of an extracel-
lular matrix surrounded by capillaries.
The alveoli permit an air flow through the phospholipid layer thanks to
the presence of pulmonary surfactant, a protein which decreases the surface
tension of watery fluids letting the gas penetrate into the blood and producing
the so-called gas exchange.
There is not numerical study about the behaviour of these alveolar struc-
tures and how the gas flow happens through the membrane. However, it is
possible to find plenty of experimental studies about the alveolar structure [25]
and set up a virtual experiment using computer techniques in order to obtain
a detailed description of this phenomenon.
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The existence of an alveolar membrane at the end of the bronchial tubes is
a missing detail in the experimental work as it can not be identified because
of the modifications produced by the experimental analysis, only a virtual
experiment could show this structure (See chapter 5).
The Molecular Dynamics method provides a precise and extraordinary
technique to analyse, examine and comprehend all these processes from a
molecular level as will be shown in detail within this document.
The aim of the present research is to contribute to the understanding of
shock wave interaction and mass flow through biological membranes using
advanced Molecular Dynamics modelling techniques.
The objectives for this PhD project are listed below:
1. To develop computer models for different membranes with several types
of phospholipid molecules (POPC, POPE, DMPC and DPPC). The in-
clusion of other molecules, such as proteins, and their repercussion in the
membrane will be studied.
2. To develop computer models for investigating the interaction of a shock
wave with the cell membranes providing detailed information about this
phenomenon and its application in cancer chemotherapy.
3. To provide information to the computational science community and to
medical practitioners, as well as biologists, about the shock waves on
biological membranes.
4. To perform extensive simulated studies and analysis of the results for
ranges of parameters involved in the modelling process in other to com-
pare different Molecular Dynamics ensembles which lead to different re-
sults.
5. To develop Molecular Dynamics models to study the mass flow through
biological cell membranes setting up virtual experiments for the alveolar
surface.
4
Chapter 1
Introduction
Even though the flow and mass transport through a biological membrane is a
process which can be studied using CFD techniques, because of the dimensions
and time scales involved in the studied processes, important details could be
missed.
When, rather than trying to get a mean value to characterise the flow
through the membrane in terms of mass transport, a detailed study of the
movement of the particles is necessary, Molecular Dynamics techniques provide
an alternative of the Monte Carlo analysis, so, instead of probability ranges,
an explicit numerical solution is achieved.
Within this document, and by using the Molecular Dynamics methodology,
several studies with different medical applications will be presented.
The first study will be focused on the interaction of shock waves with cell
membranes and the influence of that interaction on permeability and diffusion;
the second study will be based in alveolar membrane gas flow.
1.1 Biological membranes and permeability.
The basic composition and structure of a biological membrane is a phospholipid
bilayer [26] often described as a ”fluid mosaic” [27]. This is a two dimensional
fluid, along the cell surface, composed of freely diffusing phospholipids with
embedded proteins, which may function as channels or transporters across
the membrane and other complex molecules such as cholesterol, glycolipids,
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carbohydrates and filaments of cytoskeleton (See figure 1.1) which can have
different diverse functions such as the formation of microdomains [21].
Figure 1.1: Fluid mosaic model.
The phospholipids have a hydrophilic head and a hydrophobic tail. In the
case of biological cell membrane bilayers, the polar heads are placed in contact
with the extracellular fluid and the intracellular cytoplasm, both rich in water
(more than 80%), while the non-polar tails point inwards avoiding contact with
fluid, as shown in figure 1.1. According to the fluid mosaic model [27], this
structure is fluid, so the molecules can move around the membrane surface.
As the cell cannot survive as a closed system, the molecules must enter
and leave the cell through the plasma membrane. This process implies an ion
concentration balance between the inside and the outside of the cell in order
to obtain osmotic equilibrium.
The phospholipid bilayer, said to be semi-permeable, is the major route of
water [28]. The osmotic balance has to be achieved by special proteins embed-
ded into the membrane which serve as active channels for diverse molecules
which can be pumped in or out of the cell.
When a molecule or ion crosses the membrane without input of metabolic
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energy, it is said to be transported passively by moving down a concentration
or electrochemical gradient. Another name for this process is diffusion.
The passive transport through the cell membrane or diffusion process is
driven by the kinetic theory of matter. According to this theory, matter is
composed of small components (atoms or molecules), all in random motion.
The energy of these particles is called kinetic energy, proportional to their
temperature and velocity. The motion theoretically stops when temperature
reaches absolute zero, which means there is no kinetic energy.
The diffusion process is balanced within the biological system, and the flow
of substances between the inside and outside of the membrane therefore occurs
naturally. However, in the case of medical treatments, an artificial increase of
that flow can be of vital importance.
Regarding this effect, it is known that thermal fluctuations in the lipid
bilayer can make a molecule cross the membrane into the biological cell without
involving a diffusion process. In this case, and due to transients effects [29],
the permeability could be increased to two orders of magnitude [30].
Diffusion and thermal fluctuation processes are not mutually exclusive and
both can drive a molecule through the membrane, but, in order to get a sig-
nificant increase of the permeability, the focus is on the artificial provocation
of that thermal fluctuation.
By the other hand, the lateral diffusion in lipid membranes has been stud-
ied for at least 40 years, the mechanism by which lipids diffuse is not well
characterized or understood. Several theories exist [31] [32] relating to their
lateral diffusion and one might expect that this diffusion is similar to that of
an ideal fluid on a two-dimensional surface.
Both permeability and lateral diffusion are strongly affected by the amount
and distribution of free volume or area in a membrane (space not occupied
by phospholipids) and it is reasonable to expect that the changes in these
properties are somehow coupled [33].
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1.2 Shock wave interaction with biological mem-
branes.
The effects of shock waves on cells and tissue have been a recurrent theme of
investigation involving researchers in ultrasonics, photoacoustics, lithotripsy or
laser-tissue interactions [34], where the term ”shock wave” is often used to de-
scribe the pressure waves generated by extracorporeal shock wave lithotripters
(ESW) and pulsed lasers (LSW) [16], which, as well as ultrasounds, can in-
crease the permeability of the cell membrane [35].
A shock wave is defined as a discontinuity in pressure, density, particle
velocity and internal energy, otherwise the more general term stress wave would
be used [36].
As more than 80% of blood consists of water, those shock waves can be
considered into an aqueous system and treated as underwater shock waves
in three dimensions, i.e. reflection, refraction and diffraction, which at non-
normal incidence cannot lead to larger values of the pressure, particle velocity
or partial displacement [37].
LSW, which van be generated by ionization of the medium (optical break-
down), ultraviolet radiation (ablation) or rapid heating of the absorbing medium
below ablation threshold [38], have unique optical properties which make them
much more interesting than other sources for the generation of shock wave and
tissue interaction, namely, as spatial and temporal coherency, minimum angu-
lar beam divergence, polarisation and monochromaticity. Beneficially, they do
not produce those tensile components observed in ESW [11].
Furthermore, as a source of radiant energy of extremely high instantaneous
power [37], LSW can be used for other purposes such as selective cell killing
based on the radiation absorption of the different particles which make up the
laser target [6].
An LSW can be generated by optical breakdown, ablation and rapid heating
of an absorbing medium. Their characteristics depend on the laser parameters,
namely, wavelength, pulse duration and fluence [35] which cause an impulse
to the targeted tissue and a change in the linear momentum of the particles
as will be explained within this document in the numerical definition of the
shock wave.
The laser-tissue effects are usually divided into photochemical, photother-
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mal and photomechanical effects.
The photomechanical effects include a wide number of phenomena, such
as ablation, plasma, cavitation, micro-jet formation or shock wave generation.
These effects are not completely independent because the expansion of the
membrane and cavitation can lead to the generation of shock waves, and cav-
itation in the proximity of a solid boundary can lead to micro-jet formation
[36].
Cavitation occurs when the water phase changes into vapour, which can be
produced by LSW as they increase the pressure value, and the vaporisation-
energy threshold can be exceeded by the current temperature and density.
From this point of view, a decrease in cavitation would produce a decrease
in the cell damage and an improvement of the cell membrane recovery after
the shock. This is why the use of low pressure waves below the vaporisation
threshold, i.e. where the thermoelastic expansion is the dominant effect, would
be less dangerous for the tissues than high pressure waves which move at
supersonic speed inducing additional vaporisation effects [39].
However, the generation of the shock wave requires a fast energy rise to
provoke discontinuity in pressure, density, particle velocity and internal energy
[40]. This effect can be achieved by the use of different lasers [37].
The process of a macromolecule introduction into a biological cell due to
an LSW exposure would be as follows:
1. Show wave generation and high particle velocity rise.
2. Cell membrane permeability transiently increases.
3. Uptake of the macromolecule.
4. Cell membrane recovery.
1.3 Cancer treatment.
The application of shock waves to biological tissues is a promising method for
cancer treatment as they have the capability of retarding a tumour growth
either alone or when increasing the uptake of anticancer agents through the
cell membrane [16].
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This effect has been demonstrated in several experimental studies, where it
was clearly detected that, after shock wave exposures, the macromolecules of
anticancer were introduced into the cells as their proliferation was decreased
[4].
On the other hand, as cancer can be considered to be a disease of a series
of genes, an important application for this method is gene therapy, where a
nucleotide can be delivered into the cell by targeting a fundamental molecular
defect [41].
Other important applications for this intracellular macromolecular delivery
technique in cancer therapy involve the use of ribosome-activating proteins [42].
In any case, ESW chemotheraphy is a promising method for cancer treat-
ment [20] as it increases the uptake of antibiotic agents into the cells. How-
ever, LSW treatment, in addition to possessing unique optical properties such
as spatial and temporal coherency, minimum angular beam divergence, polar-
ization and monochromaticity, may also provide a source of radiant energy of
extremely high instantaneous power [37].
One of the many interesting effects induced by LSW that have been ob-
served is the permeabilization of the plasma membrane [36]. Experiments have
shown that LSW can also permeabilize the stratum corneum in vivo. The
change of permeability is transient and the barrier function of the stratum
corneum recovers within a few minutes.
The increased permeability allows macromolecules to diffuse through the
stratum corneum into the viable epidermis and dermis. Furthermore, the LSW
do not appear to adversely affect the viability or damage the structure of the
skin [36].
In the case of use of bleomycin, an anticancer agent, it is clearly detected
that after shock wave exposures it is introduced into the cells and their prolif-
eration is found drastically suppressed [4]. bleomycin was introduced into the
cancer cell through the process of perforations.
A extensive numerical study of these processes using Molecular Dynamics
techniques has been done all along this PhD. That includes the modelling,
equilibration, shock wave implementation and simulation for all the cases.
Even though the distribution of the phospholipids in the cell membranes
does not seem to be random, a membrane can contain more than a 100 differ-
ent species of these molecules. Therefore, a extremely precise modelling of this
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kind of tissue is rather complicated and would reach the limits of Molecular
Dynamics , however, simplier cases with only one specie were succesfully per-
formed and the transient effect was simulated and numerically analysed (See
4.1.4).
1.4 The alveolar surface.
Alveolus-alveoli comes from the Latin word ”alveus”, which mean ”little cav-
ity”. In anatomy, it refers to a structure with the form of a hollow cavity.
In the case of the lung, the pulmonary alveoli, appearing at the end of the
respiratory bronchioles, make gas exchange possible within the blood.
The way to the actual accepted model started with Von Neergaard [43],
who introduced the concept that the force required to move gas into and out
of the lungs is determined in part by surface tension at the interface between
alveolar tissue and alveolar gas.
He also noted bubbles during deflation to low lung volumes but concluded
that bubbles could not exist in vivo and rejected them categorically.
Pattle’s discovery of lung surfactant [44] [45] was based essentially on the
resistance of the lung bubbles to the foam and the low stable surface tension
of the bubble films. Ideas recovered by Scarpelli [46] [47] were later used to
develop the bubble films model.
However, Pattle considered that the surfactant was derived from the normal
open alveolar lining and that bubble formation was an artifact of his laboratory
manipulations, therefore he rejected that the bubbles existed in situ. These
was reported subsequently by a few other investigators [48].
Finally, the characterisation of the bubble films [25] found in the alveolar
structures revealed their properties:
1. Structural stability.
2. Natural formation.
3. Close apposition and potential mobility.
4. Low surface tension [49], [50] and [51].
5. Architectural position as alveolar infrastructure [52].
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The studies in this matter are extremely complex and a definition of the
agglomeration of bubble films in situ is needed. The liquid channels have been
used to identify them in the experimental process [48].
The experiments were confirmed later after further expositions of the com-
plexities of the surface network into the different publications:
1. Bubble and bubble foam film structure was validated for all kind of
alveoli in vivo and in vitro [48] [53] [54] [55].
2. No evidence of free gas or open surfaces [53] [54].
3. Conducting airways from trachea to bronchioles contained free gas [53]
[54].
4. Bubble films in fresh lung tissue were fluid [54].
5. The physical properties of the local fluid substrate that governed the
bubble formation were relatively less significant [56] [55].
6. The liquid transfer between film channels was in the order of seconds [54]
[55].
7. The studies of air drying revealed apparent continuity of the film liquid
channels [48] [54] [55].
8. Bubble film conformations in situ were destroyed by analysis techniques,
which explains, in part, why they have not yet been recognised [55].
In addition, the origin and transfer of forces involved in the respiration
process have been assessed over the past century using all kind of measurements
from gas flow or transpulmonary pressure to lung volume [57]. Even though
such studies of the lung did not provide direct information about forces or
transduction of forces operating at the cellular and subcellular levels, they
yield an assumption of a continuous open layer for the alveolar surface layer.
This approach generated a variety of models to explain its mechanical be-
haviour [58] [59] [60] [61] [62] [63], but the models and their derivative theories
cannot be sustained for a number of reasons [25] [64] [53] [54] [55]:
1. There is no documented continuous open surface layer in vivo yet.
2. Traditional laboratory methods destroy conformation of surfaces.
3. The idea that surfactants of the surface liquid form a single layer film
at the open gas-liquid interface, lowering surface tension to near zero is
tenuous [65] [46].
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4. Normal bubble films have not been considered.
After all those studies and results, Scarpelli concluded that the alveolar
surface liquid resides in continuous interconnected channels next to the alveolar
bubble films into the so-called alveolar surface network or infrastructure [25].
The alveolar surface network is the agglomeration of gas bubbles, called
foam, that aerates and mechanically supports the terminal lung units from
respiratory bronchioles to alveolar sacs [25].
All these studies led to different models in order to explain the alveolar
structure and operation and they are shown below.
• The bubble model [66].
Widespread accepted for over 40 years, it works on the principle that the
alveoli are normally covered with liquid forming an air-liquid interface
with the alveolar gas, the only place where surfactant is assumed to be
located as a surface of constant thickness.
However, since the only stable liquid-gas interface, according to basic
physics, is the sphere, this model could not explain alveolus as non-
spherical structures.
• The morphological model [67].
Starting from the point of surfactant thickness variation all along the
alveolar surface, morphological studies led to the definition of concave
fluid free areas as well as convex areas with excess of fluid.
This model led to a self-regulating alveolar fluid control to resolve the
accumulation of surfactant in the convex areas.
• The foam model [68].
The alveolar surface, defined as an agglomeration of bubbles, fills the
bronchioles end in the form of alveolar sacs. These are complete surfac-
tants containing films which surround units of alveolar gas.
This is opposite to the other two models which accept bubble segments
or one-sided bubbles.
• The geodesic model.
Opposite to the bubble model, where a continuous lining for the alveolar
surface was implicit, a solid phase of DPPC is assumed. The surface ac-
tivity of these lipids, identified in the lung in 1946 [69], was demonstrated
in the 1920s [70].
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In the process of expiration, the lipids of the membrane can come to-
gether in order to generate a solid geodesic dome rigid structure [71]
while they can expand in inhalation.
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Chapter 2
Molecular Dynamics method
The forms of matter which can be studied may be large, or they may be far
too small to be seen by the most high-powered microscopes available. Such
is the realm of Molecular Dynamics , the study and simulation of molecular
motion.
Molecular Dynamics exists as well at the borders between physics and
chemistry providing understanding regarding the properties of matter, includ-
ing phenomena such as the liquefaction of gases, in which one phase of matter
is transformed into another.
This method, which makes it possible to define matter at an atom level,
considers any material, tissue or molecule as a sum of particles.
It was English chemist John Dalton (1766-1844) who first recognised that
nature is composed of tiny particles. This concept was adopted from the Greek
philosopher Democritus (470-380 BC), who proposed that matter is formed out
of tiny units he called ”atomo” (unable to be cut).
Molecular Dynamics is a form of computer simulation, wherein atoms and
molecules are allowed to interact for a period of time under known laws of
physics. It represents an interface between laboratory experiments and theory,
and can be understood as a ”virtual experiment” which, nowadays, is regarded
as a well accepted tool, alternative to Monte Carlo method, for studying a wide
variety of phenomena.
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2.1 Description.
As its name suggests, Molecular Dynamics , from the dynamics point of view,
can be the study of why objects move as they do into a potential field. Mean-
while, as it is thermodynamically affected, it will give information about the
relationships between heat, work and energy.
By solving Newton’s equations of motion numerically and applying them
to a finite number of particles into a system, once you know the properties of
the particles for a particular time t0, their evolution can be integrated in time
and space as an initial value problem. This approach provides a suitable tool
for the study of many processes when the dynamics of every single particle
can be obtained for each time step into the Molecular Dynamics volume, and
further calculations and analysis can be done.
The particles in the system, assumed as spheres, can have different numer-
ical properties depending on the kind of Molecular Dynamics simulation to be
carried out. In the case of atomic models into an electrostatic field, a particle
is defined by its position, velocity, radius, mass, charge and bonds.
f(k) =
2√
pi
· 1
(kB · T ) 32
· √k · e−(
k
kB ·T ) (2.1)
The chemical structure of the molecules can be obtained from their crystal
structure, providing the relative position of the atoms in a particular molecule
and a random Boltzman distribution (Equation 2.1) can be used to generate
the initial velocities field.
Once the properties of the particles for a particular time are known, the
interactions among them can be calculated.
2.2 Equations.
The potential function presented as an equation 2.2 can be used to determine
the force applied to each atom, as forces and potentials can be related by the
equation 2.3.
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U(~R) =
∑
i k
bonds
i · (ri − r0)2 +
∑
i k
angles
i · (Θi −Θ0)2
+
∑
i k
dihedrals
i · [1 + cos(ni · φi + δi)] +
∑
i k
impropers
i · (ωi − ω0)2
+
∑
i
∑
i 6=j 4 · ij ·
[(
σij
rij
)12
+
(
σij
rij
)6]
+
∑
i
∑
i 6=j
qi·qj
·rij
(2.2)
The total value of the potential, U(~R), is the sum of 6 terms, where ”bonds”
counts each covalent bond in the system, ”angles” are the angles between each
pair of covalent bonds sharing a single atom at the vertex, and ”dihedral”
describes atom pairs separated by exactly three covalent bonds with the central
bond subject to the torsion angle, ”improper” dihedral refers to a geometry
of four planar, covalently bonded atoms and the last two terms calculate the
values for van der Walls interaction and electrostatic potential respectively
[72].
~Fi = mi · d
2~ri
dt2
= −~∇U(~R) (2.3)
This scheme leads to a set of coupled 2nd order differential equations that
can be propagated in time using the verlet algorithm [73] described in equation
2.4.
x(∆t) = x(0) + x˙(0) ·∆t+ x¨(0) · ∆t2
2
+O(∆t3)
x˙(∆t) = x˙(0) + [x¨(0) + x¨(∆t)] · ∆t
2
+O(∆t3)
(2.4)
As the second time derivative depends on the first, the x˙(∆t) can be de-
termined iteratively using equation 2.4, losing reversibility, though.
2.3 Ensembles.
The equations of motion are not modularly invariant, which makes the simu-
lation dependent of the Molecular Dynamics cell definition, but, in the case of
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isobaric schemes, modular invariance can be incorporated into a fully flexible
cell [73].
The temperature can be related to the velocity field using the Boltzman
constant as equation 2.5 points out.
Ec =
∑
i
1
2
·mi · v2i =
3
2
·N · kB · T (2.5)
Using a modified Nose-Hoover method [73] in which Langevin dynamics are
used to control fluctuations, combined with a method of temperature control,
a constant particle number, pressure and temperature (NPT) ensemble can be
simulated.
P =
N · kB · T
V
(2.6)
This NPT ensemble makes it possible to set to a target value both the
temperature and pressure values, as the boundary dimensions of the system are
allowed to change and the pressure is related to the volume through equation
2.6.
In this way, the Langevin piston Nose-Hoover method is a combination
of the Nose-Hoover constant pressure method [74] with Langevin dynamics
volume fluctuation control which carries out an isobaric-isothermal (NPT) en-
semble [75]. The Langevin equation for a cubic cell results in:
r˙i =
pi
mi
+ 1
3
· V˙
V
· ri
p˙i = fi − 13 · V˙V · p
V¨ = 1
W
· [P (t)− Pext]− γ · V˙ +R(t)
(2.7)
where, the γ is the collision frequency and R(t) is a random force taken
from a Gaussian distribution with zero mean and variance [75] as a result of
solvent interaction.
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The Langevin equation can be integrated using the Bru¨nger−Brooks−Karplus
(BBK) method, which refers to a natural extension of the Verlet method for
the Langevin equation and can be expressed as:
rn+1 = rn +
1−γ·∆t
2
1+γ·∆t
2
· (rn − rn−1)
+ 1
1+γ·∆t
2
·∆t2 ·
[
M−1 · F (rn) +
√
2·γ·kB ·T
∆M
· Zn
] (2.8)
where, Zn is a Gaussian random value of zero mean and variance 1 set for
each dimension [72].
When there is no pressure or temperature control, and the equations are
followed as described in section 2.2, the ensemble is called microcanonical or
NVE, as the number of particles, the volume and the energy are kept constant.
2.4 Bonded interactions.
The first four terms of the potential equation refer to different molecular in-
teractions described in figure 2.1, namely: bonded, rotation, dihedral and
improper.
Figure 2.1: Molecular structures.
The molecular different structures, namely:
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• Bonds: Covalently bonded atoms.
• Angles: Two bonds which share a common atom form an angle.
• Dihedrals: Two angles which share a common bond form a dihedral.
• Impropers: Any planar group of four atoms forms an improper.
depend on the relations between the particles part of model which have to
be defined for the Molecular Dynamics model before undertake the simulation.
2.5 Non bonded interactions.
The fifth and sixth terms in the potential equation define the non-bonded
interaction of the particles in the Molecular Dynamics model. These are van
der Waals and electrostatic.
These kinds of interaction are calculated using a non-bonded pair list which
contains all pairs of atoms for which non-bonded interactions should be cal-
culated. The search for pairs of atoms which should have their interactions
calculated is an expensive operation, so the pair list is only calculated period-
ically in order to reduce computation time.
Van der Waals interactions, often truncated at a cutoff distance abruptly,
can be calculated using a smooth switching function shown in figure 2.2. This
function will be used to truncate the van der Waals potential energy smoothly
at the cutoff distance, otherwise the energy may not be conserved.
However, the handling of electrostatics is slightly more complicated due to
the incorporation of multiple time stepping for full electrostatic interactions.
There are two cases to consider, one where full electrostatics are employed and
the other where electrostatics are truncated at a given distance.
When electrostatics are truncated at the cutoff distance, all electrostatic
interactions beyond a specified distance are assumed to be zero, so rather than
having a discontinuity in the potential at the cutoff distance, a shifting function
is applied to the electrostatic potential as pointed out in figure 2.3. The shifting
function shifts the entire potential curve so that the curve intersects the x-axis
at the cutoff distance.
In the case of full electrostatics, the interactions are not truncated at any
distance. The cutoff parameter represents the local interaction distance. Out-
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Figure 2.2: Switching function.
Figure 2.3: Electrostatic potential.
side this distance, interactions will be calculated only periodically to save cal-
culation time.
In the case of our simulations the value of the cut-off distance has been
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set to 10 A˚ following the instructions written in NAMD package manual and
tutorials [72].
2.6 Limitations.
The limitations of the Molecular Dynamics method are very well documented
from a theoretical point of view.
The first limitation is about the potential function, shown in equation 2.2,
which has several options. In particular, different forms for the van der Waals
interactions and the dihedrals are in common use [76].
Another limitation of the Molecular Dynamics calculations is about the
maximum time step that can be used for the integration of the equations of
motion, which is limited to a few microseconds. This means a rather computa-
tionally expensive integration to obtain only a few nanoseconds of simulation.
Likewise, the size of the model increases the time per integration step, so it
must be limited to a few nanometres in order to decrease the simulation time
and to not cause impractical delays.
Finally, the major limitation is the classical treatment of the system, which
makes it impossible to consider chemical reactions without describing at least
part of the system dynamically, but that is currently of no consequence in
simulations of phospholipid systems [76].
From a practical point of view, it is not at all trivial to choose the volume
of the system, usually a cube, when carrying out an NVE ensemble, as the
properties of the constituents in the model are usually available in the bulk,
but they are not for the Molecular Dynamics cell which has dimensions in the
order of a few nanometres.
This can be expressed as follows: The population of the planet Earth is
about 6,450 million people, who live in about 149 million km2. Cranfield
University campus area is about 3 km2, so its whole population should be
6450·3
149
≈ 130 people. However, in Cranfield University Annual Report 2007,
you can read that the number of students on Campus is 1,548, which is a
distance away from our bulk interpolation, particularly when the non-student
population is not included in this number.
That makes it necessary to find a way to carry out other ensembles where
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the dimensions of the cell can be adjusted and, at the same time, set other
magnitudes to target values [75].
2.7 Computations.
NAMD 1 [72], a parallel Molecular Dynamics code designed for high-performance
simulation of large biomolecular systems, has been used to execute the different
simulations of the membrane models (See chapter 3).
The velocity verlet 2.4 integration method is used to advance the positions
and velocities of the atoms in time, and by using periodic boundary conditions,
strong artefacts from the presence of boundary planes [76] are avoided.
The local interactions (bonded, van der Waals and electrostatic interactions
within a specified distance) are calculated at each time step, but the longer
range interactions (electrostatic interactions beyond the specified distance) are
computed periodically less often.
This way of computation reduces the cost of computing the electrostatic
forces over several time steps and a smooth splitting function is used to separate
a quickly varying short-range portion of the electrostatic interaction from a
more slowly varying long-range component.
As the fastest motions within the lipid bilayer, which include diffusion and
orientational correlation of water, occur on a time scale up to a few picoseconds
(ps) [76], a time step set to 1 femptosecond (fs) is a fair value, while non bonded
interactions are calculated every 2 fs and full electrostatics every 4 fs.
This triple time step procedure is used to reduce the computational cost
to acceptable values, so longer computations can be achieved.
In order to run a Molecular Dynamics simulation, the parameters for the
potential function and the initial values must be provided. In the case of
NAMD, the values for the parameters can be obtained from the different pub-
lications into Prm format files; The initial values for position and velocity of
the atoms can be read from generated Pdb format files and the structure def-
inition of the molecules involved has to be described into Psf format files (See
1NAMD was developed by the Theoretical and Computational Biophysics Group in the
Beckman Institute for Advanced Science and Technology at the University of Illinois at
Urbana-Champaign.
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http://www.ks.uiuc.edu/Training/Tutorials for more information).
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Chapter 3
Biological membrane modelling
The study of the biological membranes using Molecular Dynamics techniques
has been getting extremely good results in the field of biology for a few years
as a result of the technological advances in the computer industry, which let
the researchers run models with thousands of particles in acceptable times.
In this chapter, different models will be presented: Models for biological
cell membranes, as described in section 1.1, using different kind of lipids; a
model for the alveolar surface, which, even though it consists mainly of a
lipid membrane, cannot be referred to as a bilayer but a completely different
structure from a biological point of view (See section 1.4).
All these models will be used in the next chapters for the Molecular Dy-
namics simulations presented in this document.
3.1 Generation of the models.
The generation of the Molecular Dynamics models for the membranes is a
difficult process which needs to be studied carefully as the results are highly
affected by the initial positions of the particles involved.
It is possible to use an external plugin included into the VMD package called
”membrane” (See Membrane plugin) to generate the hydrated membrane and
more water can be added later using another included package called ”Solvate”
(See Solvate plugin).
25
This way of generation worked fairly well for the POPC models used in this
study as the position of the particles and the generation of the water layers
have a previous development in order to find the conformation of this king of
biological structures.
By the other hand, if it is not possible to find previous models made by
other authors or the these plugins can not produce the desired model, then, it
will have to be done manually placing the molecules in their position. It usually
requires some programming and developing in order to do the generation and,
probably, different attempts until a valid model is found.
This last way of doing Molecular Dynamics with biological membranes re-
quires the exact definition of the position for all the particles in the model.
They can be set to match experimental values of thickness and area per lipid
as possible, but a general rule can not be concluded from that advice as some-
times giving higher values for this these parameters before the minimization
and equilibration process makes the particle find their natural position easily
avoiding steric effects.
3.2 The cell membrane.
3.2.1 POPC bilayer.
Even though the distribution of the lipids in the cell membranes does not seem
to be random, a single membrane can contain more than a 100 different species
of these molecules. The reason for this heterogeneity is not known. However
some can be considered: Generation of a stable membrane for the embedded
proteins, their shape steadies the curvature, biosynthetic pathways, regulatory
agents, enzyme activities, cell growth regulation... [77]
The POPC molecule [78] [79] [80] consists of a complex structure of 134
atoms including Carbon, Hydrogen, Nitrogen, Oxygen and Phosphorus.
The lipid heads have been properly hydrated using water molecules [81].
The model for fluid water has the following characteristics (See Solvate plugin):
• Irregularly-shaped volumes, adapted to the structure.
• Minimal boundary-distance is guaranteed.
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(a) POPC phos-
pholipid.
(b) Disordered fluid water.
Figure 3.1: 3D structure of the molecules involved in the POPC bilayer.
• It is generated as disordered (fluid) water, not a grid of water molecules
(i.e., ice).
• The positions of all water molecules are minimised.
For the studies on POPC, a rectangular lattice of hydrated lipids was gen-
erated using VMD package [82]. The model consists of 21,555 atoms with 66
POPC bilayer lipids and 4,237 water molecules.
The lipid tails, pointing inside the lipid membrane, are almost fully ex-
tended in order to reduce the minimisation time. The distance between the
layers was set around the membrane thickness and the lattice period was set
around the lipid membrane density.
To make the generated structure more realistic, some disorder was intro-
duced into the position of each lipid in the membrane plane and more disorder
was caused by a short (1ps) minimisation in the vacuum, eliminating possible
steric collisions among the lipid atoms (See Membrane plugin).
You can find much more detailed information about the computational
set-up of this membrane in Appendix I at the end of this document.
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Figure 3.2: Molecular Dynamics model for the POPC membrane.
3.2.2 Other bilayers.
With the same model for the water used in subsection 3.2.1, another four
different models of hydrated cell membranes were developed. The 3D structure
of the lipids used for the bilayers is shown in figure 3.3.
Adjusting the thickness and area per lipid as much as possible for each bi-
layer, a lattice with constant separation among the lipids was used as an initial
condition this time. A small displacement between the layers was introduced
to stabilise the membrane across the minimisation process and a random roll
around the intrinsic axis of each single lipid was produced.
All these models consisted of 128 phospholipids (2 x 64) with 12,173 molecules
of water.
The figure 3.4 represents the model of the bilayer for the DMPC lipid.
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(a) DMPC. (b) DPPC. (c) POPE.
Figure 3.3: 3D structure of the lipids involved in the different bilayers.
The figure 3.5 represents the model of the bilayer for the DPPC lipid.
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Figure 3.4: Molecular Dynamics models for the DPMC bilayer.
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Figure 3.5: Molecular Dynamics models for the DPPC bilayer.
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Figure 3.6: Molecular Dynamics models for the POPE bilayer.
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The figure 3.6 represents the model of the bilayer for the POPE lipid.
3.3 The alveolar surface.
Even though the alveolar surface consists mainly of DPPC, unsaturated phos-
phatidylcholine(PC) and phosphatidylglycerol(PG), cholesterol and proteins
[83], and apart from all the controversy commented on in section 1.4 and
chapter 5, it can be considered as a DPPC layer where the hydrophilic tails of
the lipids are in contact with the gas, while the hydrophilic heads are usually
hydrated by fluid.
The fluid will not be modelled this time and the hydrophilic heads of two
alveolar DPPC layers will be in contact while the gas will be placed in contact
with the hydrophobic tails. This structure can not be considered as a bilayer
at all as each layer belongs to a different alveolus.
The surfactant is a protein embedded in the alveolar layers which has two
main characteristics: Rapid adsorption to an air-water interface to form surface
active films and reduction of the surface tension facilitating the gas flow throw
the DPPC layers.
(a) DPPC phospholipid. (b) Surfactant. (c) Air particles.
Figure 3.7: 3D structure of the molecules involved in the alveolar surface.
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In order to obtain more realistic results (See 1.4), these types of proteins
have been included into the simulation model. The structure of the molecules
involved in the Molecular Dynamics model are shown in figure 3.7.
Figure 3.8: Molecular Dynamics model for the alveolar surface.
The model (Figure 3.8) consists of 790 air particles [84], 2 DPPC layers
[78] [79] [80] with 64 molecules each and 16 molecules of surfactant [85] [86],
which have been randomly embedded into the layers removing the overlapping
lipids. The made model has an area of 10 x 8 nm.
You can find much more detailed information about the computational
set-up of this membrane in Appendix II at the end of this document.
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Chapter 4
Shock wave interaction with a
biological membrane
This part of the document will present how the Molecular Dynamics tech-
niques can be used to analyse the interaction of a single shock wave with a
biological cell membrane. Two different ensembles, the NPT and NVE, will
be highlighted.
The NPT ensemble will simulate the transient process of the lipid mem-
brane after the shock wave application, while the NVE ensemble will not be
sensitive to that.
On the other hand and as it would be expected, many more Molecular
Dynamics simulations have been performed during the time spent on this
doctoral study in other to achieve a precise comprehension and tune up of
this bioengineering phenomenon, sometimes with greater accuracy than others.
With these simulations, several tries with cell membrane bilayers of DPMC,
DPPC and POPE were computed using Cranfield University HPC facilities
when available. Their computational cost made the tune up impossible, so the
results were not as satisfactory as the researcher would have wished.
By the other hand, a lot of time was used to generate appropriate Molecular
Dynamics models of the different membranes. In this process, the initial area
per lipid, the separation and thickness of the layers or the number of molecules
make the simulation success or fail.
In case of failure, the membrane does not stay together any more and
the lipids separates mixed with the other molecules in the model after the
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application of the shock wave. This kind of result does not make any sense if
the whole cell membrane, as a sphere-shaped structure, is taking into account.
4.1 The NPT ensemble
This computation was the initial idea for the study of the shock wave interac-
tion with the biological cell membrane and it was made with a 32 bit single 3.00
GHz processor desktop computer with 1.00 GB of RAM. This is a very limited
resource for a Molecular Dynamics simulation, nevertheless, as it is said in
Spain, ”La paciencia es la madre de la Ciencia” (Patience is the mother of
science), and the computations were successfully computed after some time.
The NPT ensemble for a POPC membrane, which will be described next,
achieved rather good results which were validated and published in the Inter-
national Journal for Numerical methods in Fluids, 2007.
4.1.1 Minimisation.
In the case of molecular systems, the number of local minima and the cost
of computations make the search for the energy minimum completely unap-
proachable. However, a local minimum in the neighbourhood of the x-ray
structure used as the initial position for the atoms can be easily examined.
This process can be performed in order to relieve strain in experimentally
obtained conformations [87]. Therefore before carrying out the simulation, a
minimisation can be computed to reach an initial equilibrium range for the
system.
This process is based in a sophisticated conjugate gradient and line search
algorithm performance, which can select successive search directions from the
initial gradient and eliminate repeated minimisation along the same directions.
Once a minimum is rigorously bounded, the conversion can be made using a
golden section search or, when gradient information is available, a quadratically
convergent method.
For this simulation, the minimisation was done for 50 ps in three stages
described as follows:
1. Minimisation for 1000 femptoseconds (fs).
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(a) Initial condition. (b) End of minimisation, after 50 ps.
Figure 4.1: NPT minimisation.
2. Temperature increasing for 1000 fs.
3. Pressure increasing for 3000 fs.
4. Volume equilibration for 45000 fs.
4.1.2 Shock wave implementation.
A study of cell permeability suggested that the use of shock waves may be a way
to introduce macromolecules and small polar molecules into the cell cytoplasm
as they may increase the membrane lipids’ diffusion. In this study, each shock
wave source leads to a different shock wave form, so it was uncertain which
shock wave parameters were important for the uptake as it did not depend on
the peak pressure of the shock waves [13].
It was concluded that the impulse (Ip) of the shock wave, rather than the
peak pressure, was the dominant factor for increasing the diffusion into living
cells. This impulse can be mathematically defined as:
Ip =
∫ 2·Rt
0
P · dt (4.1)
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Therefore, a single shock wave, applied downwards to a part of the water
layer, can be characterised by an impulse which can be expressed with an
increase in the velocity (Vz) that will lead to a change in the momentum of
the upper water layer.
Vz =
Ip
M
· A (4.2)
Using this value of velocity (Vz) [23], several simulations have been per-
formed with impulses in the range of 0.0 to 40.0 Pa · s. These values are
comparable to those provoked by lasers in different experiments and published
by other authors [13] [88].
In water, the rise time of a shock wave is a few picoseconds, corresponding
to a shock front thickness of a few nanometers [31], however, from experimen-
tal studies it is known the shock wave has a rise time of about 30 ns after
propagation of a distance of 800 µm [36].
In any case, those values are in an order of magnitude over the time and
scale limits of the Molecular Dynamics simulations undertaken in this study,
therefore the whole wave will not fit into the simulations which run for around
0.3 ns in a model of around 0.1 nm, but a part of the front wave at the very
top of the model will be included.
4.1.3 Simulation.
Once the model is minimised and the shock wave calculated, the latest coordi-
nates and velocities of the atoms just after the impulse can be used as initial
conditions for the simulation.
In the case of having a null impulse (Ip = 0.0Pa · s), a standard Molecular
Dynamics simulation, which will serve to compare and validate the experiment,
is computed (Figure 4.2).
As the stability of the lipid bilayer system is susceptible to the starting
conditions [89], analysis of the variables result of the calculation is needed to
verify its reliability. In this simulation, the stability is assured as the quantities
of the variables involved just fluctuate around certain values in their range as
will be described within this document. The simulations run for 200 ps and
their reliability will have to be validated.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.2: NPT simulation without shock-wave.
The simulations for positive values of the shock wave, which have also been
calculated, are original, so they will not serve for calculus validation, but for
increasing our knowledge in this interaction which is not yet well understood.
The membrane remains stable for all the intensities of the shock wave from
Ip = 8 to 40 Pa · s as it can be seen in figure 4.3.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.3: NPT simulation with a shock-wave of Ip = 40 Pa · s.
4.1.4 Analysis.
It is often supposed that determining the bilayer structure by diffraction means
doing crystallography, however, fully hydrated lipid bilayers are not even close
to being in a crystalline state. The contrast is strongest for bilayers that are
in the fluid phase where the hydrocarbon chains are disordered in contrast to
the nearly all-trans chains in lipid crystals.
These differences are not surprising since there is much more water in fully
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hydrated lipid bilayers. This substantially alters the balance of interaction
energies of the bilayers compared to the nearly dry crystalline state and also
allows for increased fluctuations [90].
According to the kinetic theory of matter, all the particles in the model
must be in constant motion and their position, calculated by solving the equa-
tions exposed at the beginning of the document, changes all along the simula-
tion time.
After the simulations are computed, the results can be processed and anal-
ysed. In a step further, some different regressions have been calculated in order
to obtain the trend which is chosen from linear, exponential, logarithmic or
double-log functions.
Kinetic energy.
As the shock wave generates a sudden increment in the velocity value of the
upper water layer, the kinetic energy (Ek), which is calculated using equation
4.3, will be increased proportionally to the intensity of the impulse.
Ek =
∑
i
1
2
·mi · v2i (4.3)
The produced system imbalance lasts only for a few picoseconds. After
that, the values come back to equilibrium and fluctuate in their range until
the end of the simulation. This behaviour of the membrane points out the
transient effect of the shock wave which will be noticed in other values as well,
as discussed in subsequent sections.
The maximum values for this variable occur when the shock wave is applied
and they are shown in the table below.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 20,218.3 20,570.4 21,939.8 24,202.7 27,358.9 31,408.6
Table 4.1: NPT kinetic energy (kcal
mol
).
An obvious trend, proportional to the impulse, can be easily observed in
figure 4.5. This trend has also been analysed and adjusted to an exponent
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Figure 4.4: NPT kinetic energy representation.
Figure 4.5: NPT kinetic energy trend.
function, which is the best fit for the obtained results.
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Temperature.
As it was set out in equation 2.5, the temperature and the velocity of a Molec-
ular Dynamics system are related through the Boltzman constant, so the rep-
resentation of this value will have a behaviour rather similar to the case of
kinetic energy.
As it was concluded from the analysis of the kinetic energy, the values come
back to equilibrium after a few picoseconds and keep on fluctuating in their
range until the end of the simulation in an Molecular Dynamics equilibrium
state.
Figure 4.6: NPT temperature representation.
The representation of this variable for the time of the simulation can be
seen in figure 4.6.
The trend of the maximum of the temperature is shown in figure 4.7 while
the maximum values for this variable occur when the shock wave is applied
and they are shown in the table below.
An obvious trend proportional to the impulse can be easily observed in
figure 4.7 and it has also been calculated. The exponential function is the best
fit for the obtained results.
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Figure 4.7: NPT temperature trend.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 314.7 320.2 341.5 376.7 425.8 488.8
Table 4.2: NPT temperature (K).
Thickness of the membrane and area per lipid.
The thickness of the membrane is changing all along the simulation as the
particles are in continuous movement and the dimensions of the model vary.
It can be measured by calculating the difference between the maximum and
the minimum positions of the lipid phosphorous atoms for each time step.
The obtained values, shown in table 4.3, do not point to any significant
repercussion derived from the shock wave as they keep on fluctuating in their
range around 38 A˚.
Even though, we can not conclude the increase of the impulse generates
a decrease in the value of the thickness as the mean values slightly fluctuate
fairly unordered, the range, defined as the difference between the maximum
and the minimum value, seems to experiment an increase proportional to the
impulse as shown in table 4.3. An explanation for this behaviour can be in
the excitement the shock wave produces into the particles as it elevates their
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Figure 4.8: NPT thickness trend representation.
Figure 4.9: NPT thickness trend.
velocity.
The area per lipid is calculated as the area of the lipids in the plane of the
bilayer divided by the total number of lipids.
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Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 41.54 41.35 41.84 42.18 41.47 42.48
Minimum 36.51 35.83 36.00 36.75 35.30 34.95
Mean value 38.87 38.42 38.29 39.62 37.90 37.30
Range 5.02 5.52 5.84 5.43 6.18 7.53
Table 4.3: NPT thickness (A˚).
Even though the value of the area per lipid fluctuates all along the simu-
lation because of the lipid movement and lateral diffusion (which will be dis-
cussed later), its mean value is not considerably affected by any of the shock
waves calculated and an almost horizontal trend is obtained.
Figure 4.10: NPT area in the plane of the bilayer representation.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 62 63 57 61 59 60
Minimum 45 46 46 47 46 46
Mean value 54 53 51 57 54 54
Table 4.4: NPT area per lipid (A˚2).
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Figure 4.11: NPT area in the plane of the bilayer trend.
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Volume of model.
As the velocity of the particles is affected by the shock wave, the volume of
the model changes just after the shock experiencing an increase proportional
to the shock wave.
Figure 4.12: NPT volume of the model representation.
This behaviour, represented in figure 4.12, is derived from the NPT ensem-
ble used for this simulation, since, as explained in the methodology chapter,
this Molecular Dynamics scheme makes it possible to control both values, i.e.
the temperature and the pressure, as the boundary dimensions of the sys-
tem are allowed to change and the pressure is related to the volume through
equation 2.6.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 225,029 225,971 227,947 233,150 240,267 251,810
Table 4.5: NPT volume of the model (A˚3).
By the other hand, this observed increment of the volume and recover to
the equilibrium state (See figure 4.12) can be considered as the numerical rep-
resentation of that transient found in experiments presented by other authors
[37].
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Figure 4.13: NPT volume of the model trend.
Order parameter.
The deuterium-order parameter (Scd) is a measure of the average methylene
group orientation with respect to the bilayer normal [91]. This quantity char-
acterises the order of the lipid bilayers.
In the case of Molecular Dynamics simulations, it can be calculated using
equation 4.4. The obtained values are shown in table 4.6.
Scd =
1
2
· (3 · cos(β − 1)) (4.4)
β is the angle between a vector normal to the bilayer and the plane formed
by carbon and deuterium atoms (C-H bonds).
Following equation 4.4, Scd have been calculated for all the lipids and time
steps along the simulation from the average orientation of the C-H bonds.
Even though this value fluctuates all along the simulation because of the
lipid tails fluctuation, its mean value is not affected by any of the shock waves
calculated and an almost horizontal trend around 0.2 is obtained, which is the
usual value in this kind of simulation.
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Figure 4.14: NPT order parameter representation.
Figure 4.15: NPT order parameter trend.
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Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 0.23 0.23 0.23 0.23 0.23 0.23
Minimum 0.19 0.19 0.20 0.18 0.18 0.19
Mean value 0.20 0.20 0.21 0.20 0.20 0.21
Table 4.6: NPT order parameter.
51
Lateral diffusion.
As the biological cell membrane is a complex system composed of several
molecules and the basic composition of which is a fluid lipid bilayer, those
lipids have the ability to move laterally through the membrane surface. This
process is called lateral diffusion.
Experimentally, there is a clear discrepancy between lipid lateral diffusion
measured on short length scales and values obtained on longer scales using
other techniques. The long range diffusion can be an order of magnitude
smaller [92] and its mathematical expression can be written as:
D = lim
t→∞
1
2 · df ·
d
dt
[ri(t)− ri(0)]2 (4.5)
, where index ”i” refers to each lipid in the model. The coefficient is
calculated as the average of the diffusion of the center of mass of each lipid.
This behaviour of the lipids implies a lateral motion can be quantified
through the long time mean square displacement coefficient or MSD yielding
a simulated diffusion coefficient (D) defined in equation 4.5.
Figure 4.16: NPT mass centre of the lipids trajectory.
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Figure 4.17: NPT lateral diffusion trend.
This diffusion process makes possible a motion of the entire lipid bilayer
with respect to the centre of mass of the system (including the water molecules)
and even motion of the monolayers with respect to each other [93] during the
simulation. The trajectory of the centres of mass of the lipids has been tracked
in order to calculate the MSD for the different impulses.
From other experimental results, it is known that, in the case of self-
diffusion coefficients for water across pure ordered-phase phosphatidylcholine
membranes, the values are in the order of 10−7 cm
2
s
corresponding to a fluid
bilayer. However, that value can be increased at the phase transition by two
orders of magnitude [94]. This is different from air-water interfaces where a
singularly high permeability to water occurs at the phase transition only [30].
In general, the translational diffusion coefficients have been found experi-
mentally in the range from 10−7 cm
2
s
to 10−12 cm
2
s
, bearing in mind this last one
is effectively immobile for these experiments.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 9.80 11.12 12.14 12.63 13.41 12.84
Table 4.7: NPT lateral diffusion (10−7 · cm2
s
).
As explained, even though the mechanism by which lipids diffuse is cur-
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rently not well characterised or understood [91], a translational lateral diffu-
sion coefficient can be calculated from the slope of the linear regression of the
MSD. Once the MSD is calculated, the diffusion coefficient can be obtained
using equation 4.5 as shown in table 4.7.
On the other hand, these values point out a proportional relation between
the impulse of the shock wave and lateral diffusion of the lipids.
4.1.5 Validation.
In order to validate the Molecular Dynamics results, a comparison will made
with values obtained by other authors, which, experimental or not, will give
an idea of the reliability of the calculations in this study.
The mean values of the thickness are between 37 and 40 A˚ (38.87 A˚ without
shock wave) as shown in table 4.3.
A perfect agreement is obtained with other experimental [95] (35 - 41 A˚)
and computational [95] (38.0±1.0 A˚) results for POPC lipid bilayers, all of
them in the same range.
Thickness Experimental Computations Obtained result
A˚ 35 - 41 38.0±1.0 38.87
Table 4.8: Thickness.
The area per lipid in the plane of the bilayer has an increasing trend along
the simulation, with very low values at the beginning, which, by the other
hand, are affected by the shock wave. Therefore, in order to compare these
with results provided by other authors, the last part of the computation must
be considered where the maximum values are obtained and the lipids reached
final and more stable positions.
The presented values in table 4.4 are between 59 - 63 A˚2 (62 A˚2 in the
case of no shock wave). These results are in accord with those presented by
other authors, either experimentally [95] (63 - 66 A˚2) or computationally [96]
(63.5±0.3 A˚2), [95] (64.5±1.0 A˚2), [97] (66.4±1.0 A˚2) obtained.
It is considered that a value of 0.2 is the normal order of magnitude for the
deuterium order parameter in the case of lipid bilayers with plenty of examples
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Area per lipid Experimental Computations Obtained result
A˚2 63 - 66 63.5±0.3 62
Table 4.9: Area per lipid.
given in the literature. The presented numbers, in table 4.6, also agree with
other simulations for POPC bilayers [96].
As was explained in subsection 4.1.4, the value of the lateral diffusion in
the case of lipid bilayers can be quite flexible depending on the time scale (long
term and short term measurements) and the phase of the lipids.
In any case, this study’s values, in the order of 10−7 · cm2
s
(9.8 for the case of
no shock wave) are fairly matching the results presented by other authors either
in the experimental [94] ( 1.0 - 100.0 ·10−7 · cm2
s
), [98] (6.34 - 9.00 ·10−7 · cm2
s
),
[99] (1.0 - 40.0 ·10−7 · cm2
s
) or computational [100] (4.0 - 4.5 ·10−7 · cm2
s
) fields.
Lateral diffusion Experimental Computations Obtained result
·10−7 · cm2
s
6.34 - 9.0 4.0 - 4.5 9.80
Table 4.10: Lateral diffusion.
As the reader can imagine at this point, the values of the lateral diffusion
of the lipids are quite difficult to precise as they occurs at a rather small time
scale, so getting values into the order of magnitude of other experiments or
computations is considered a fair agreement.
4.2 The NVE ensemble
Using the Cranfield University HPC facilities another Molecular Dynamics
study over the POPC lipid membrane was launched and successfully computed.
On this occasion, the more powerful resources made possible to undertake a
more ambitious computation.
The front-end machines consist of 8 X Sun UltraSPARC IIIcu processors
running at 900MHz each with 16GB of shared memory, while the main machine
was a Sun Fire 15000 Enterprise server with72 UltraSPARC IIIcu processors
running at 1.2GHz each with 288GB shared memory available.
55
This time it was decided to run an NPT minimisation followed by an NVE
ensemble for the simulation stage to achieve a better understanding of the
physical phenomenon in a constant volume and energy computation.
4.2.1 Minimisation.
As explained in subsection 4.1.1, a local minimum in the neighbourhood of the
initial position for the atoms can be easily examined in order to relieve strain
in experimentally obtained conformations [87].
(a) Initial condition. (b) End of minimisation, after 200 ps.
Figure 4.18: NVE minimisation.
In this case, it was possible to undertake a longer minimisation which lasted
for 200 ps and was divided into three stages:
1. Minimisation for 1000 femptoseconds (fs).
2. Temperature increasing for 1000 fs.
3. Pressure increasing for 3000 fs.
4. Volume equilibration for 195000 fs.
A rather long volume equilibration was chosen for this ensemble in the
NPT minimisation stage as the volume would be kept constant all along the
simulation.
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4.2.2 Shock wave implementation.
As explained for the NPT ensemble in subsection 4.1.2, a single shock wave
characterised by an impulse which was implemented as a change in the mo-
mentum of the upper water layer.
Using equation 4.2 to calculate the velocities of the particles after the shock
wave was applied, several simulations had been performed with impulses in the
range of 0.0 to 40.0 Pa · s.
4.2.3 Simulation.
Once the model is minimised and the shock wave applied, the simulation starts
by using the latest coordinates and velocities of the atoms as initial conditions
for the simulation (See subsection 4.1.3).
The microcanonical or NVE ensemble, i.e. the one decided upon for this
experiment, is treated with more detail in section 2.3. There is no pressure or
temperature control in this case, and the equations are applied as described in
section 2.2.
The number of particles, the volume and the energy are kept constant all
along the simulation, which means that it will not be possible to simulate the
transient effects, but a rather stable simulation could be expected after the
state reached in the minimisation process, which was much longer than in the
case of the NPT ensemble. The simulations were run for 300 ps.
The membrane remains stable for all the intensities of the shock wave from
Ip = 8 to 40 Pa · s. The representation of the Molecular Dynamics calculation
can be seen in figures 4.19 and 4.20 without any lost of structure in the lipid
membrane.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.19: NVE simulation without shock-wave.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.20: NVE simulation with a shock-wave of Ip = 40 Pa · s.
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4.2.4 Analysis.
After the simulations are computed, the results can be processed and analysed
in the same way as for previous calculations, as can be seen in subsection 4.1.4.
As could already be assumed, the obtained volume curve will not be anal-
ysed as it has no bearing at all in the case of an NVE ensemble.
Kinetic energy.
The shock wave generates a sudden increment in the kinetic energy (Ek), which
can be calculated using equation 4.3.
The produced imbalance is kept all along the simulation, therefore the
transient effect, one of the most important characteristics of this process, is
missing in this ensemble.
Figure 4.21: NVE kinetic energy representation.
The values obtained for the kinetic energy are shown in table 4.11. In this
case, the NVE ensemble keeps the energy of the system fluctuating into its
range at some point between the minimisation state and the artificial state
generated by the change of the momentum provoked by the single shock wave
application.
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Figure 4.22: NVE kinetic energy trend.
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 3546.7 3506.3 3705.3 3775.9 3896.4 4284.2
Table 4.11: NVE kinetic energy (kcal
mol
).
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Temperature.
As set out in equation 2.5, the temperature and the velocity of a Molecular
Dynamics system are related through the Boltzman constant, so the represen-
tation of this value will have a behaviour rather similar to the case of kinetic
energy.
Figure 4.23: NVE temperature representation.
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Figure 4.24: NVE temperature trend.
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From figure 4.23 it can be seen how the NVE ensemble keeps the tempera-
ture fluctuating at some point between the minimisation state and the artificial
state generated by the shock wave application.
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 316.0 329.8 387.1 482.1 613.4 779.6
Mean value 302.6 307.2 322.0 347.3 384.4 435.0
Table 4.12: NVE temperature (K).
The obtained results are shown in table 4.12. These values do not make any
sense for the case of a biological system because the temperature stabilises at
values much higher than those accepted by any living organism and the NVE
ensemble does not permit any control over it.
Thickness of the membrane and area per lipid.
As explained in subsection 4.1.4, the thickness of the membrane can be cal-
culated in the Molecular Dynamics simulations for each time step. Their
representation is shown in figure 4.25.
Figure 4.25: NVE thickness representation.
The obtained values are shown in table 4.13
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Figure 4.26: NVE thickness trend.
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 49.45 50.59 51.05 53.29 51.95 51.38
Minimum 44.98 44.64 43.79 44.24 43.72 41.10
Mean value 46.97 47.10 47.03 48.00 47.17 47.61
Range 4.47 5.95 7.25 9.05 8.23 10.27
Table 4.13: NVE thickness (A˚).
The representation of the area in the plane of the bilayer is shown in figure
4.27.
In this case, it has been found that a positive trend for this area in the
plane of the bilayer and, following the obtained the results, it would be con-
siderately affected by the application of a shock wave. This is because the
NVE ensemble let the temperature stabilyse at higher values with no transient
effect, so temperature related values, like this area, are numerically affected.
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Figure 4.27: NVE area in the plane of the bilayer representation.
Figure 4.28: NVE area in the plane of the bilayer trend.
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Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 53.74 53.13 56.14 57.21 59.04 64.91
Minimum 46.07 46.00 46.12 44.08 45.59 47.07
Mean value 50.28 49.56 50.57 50.9 52.2 56.44
Table 4.14: NVE area per lipid (A˚2).
Order parameter.
The deuterium-order parameter (Scd) characterises the order of the lipid bi-
layers as described in subsection 4.1.4.
Figure 4.29: NVE order parameter representation.
Their representation in figure 4.29 shows a normal Molecular Dynamics
simulation fluctuation and a logical descending trend. The obtained values are
shown in table 4.15.
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Figure 4.30: NVE order parameter trend.
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 0.23 0.23 0.23 0.23 0.21 0.22
Minimum 0.21 0.20 0.20 0.18 0.17 0.15
Mean value 0.22 0.22 0.21 0.21 0.19 0.20
Table 4.15: NVE order parameter.
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Lateral diffusion.
This behaviour of the lipids, explained in subsection 4.1.4, is represented in
figure 4.31.
Figure 4.31: NVE mass centre of the lipids trajectory.
Figure 4.32: NVE lateral diffusion trend.
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Even though the values are in the order of magnitude of other published
results, it was not possible to find a sensible trend for the lateral diffusion in
the case of the launched NVE ensemble.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 3.56 2.62 5.04 5.92 17.93 10.89
Table 4.16: NVE lateral diffusion (10−7 · cm2
s
).
4.2.5 Validation.
As shown in the first study, presented in chapter 4.1, these Molecular Dynamics
results can be validated by comparison with values obtained by other authors.
The thickness mean values are between 47 and 48 A˚ (46.97 A˚ without shock
wave) as shown in table 4.13.
Other experimental [95] (35 - 41 A˚) and computational [95] (38.0±1.0 A˚)
results for POPC lipid bilayers have slightly lower values, therefore thicker
values are being obtained and they cannot be adjusted as the NVE ensemble
does not allow that over the volume of the control cell.
Thickness Experimental Computations Obtained result
A˚ 35 - 41 38.0±1.0 47
Table 4.17: Thickness.
The obtained values for the area in the plane of the bilayer are shown in
table 4.14 are between 49 - 56 A˚2 (50.28 A˚2 in the case of no shock wave). These
results are lower than those presented by other authors, either experimentally
[95] (63 - 66 A˚2) or computationally [96] (63.5±0.3 A˚2), [95] (64.5±1.0 A˚2),
[97] (66.4±1.0 A˚2) obtained.
Area per lipid Experimental Computations Obtained result
A˚2 63 - 66 63.5 - 64.5 ±0.3 50.28
Table 4.18: Area per lipid.
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The same NVE limitations are being experienced again. As well as with
the thickness value, this ensemble does not provide any adjustment for the
volume of the cell.
As shown in the case of the NPT ensemble, the lipids find their place along
the simulation resulting in an area increase and a thickness reduction. This
process cannot occur in the case of the microcanonical ensemble as the volume
remains constant.
As the reader will have already noticed, after briefly looking into section
4.2.1, a extremely long NPT minimisation process was computed to improve
the volume equilibration. However, the results are not satisfactory.
It is considered that a value of 0.2 is the normal order of magnitude for the
deuterium order parameter in the case of lipid bilayers with plenty of examples
in the literature. The presented numbers, in table 4.15, also agree with other
simulations for POPC bilayers [96].
As explained in subsection 4.1.4, the value of the lateral diffusion in the
case of lipid bilayers can be quite flexible depending on the time scale (long
term and short term measurements) and the phase of the lipids.
The obtained values, in the order of 10−7 · cm2
s
are in agreement with results
presented by other authors either in the experimental [94] ( 1.0 - 100.0 ·10−7 ·
cm2
s
), [98] (6.34 - 9.00 ·10−7 · cm2
s
), [99] (1.0 - 40.0 ·10−7 · cm2
s
) or computational
[100] (4.0 - 4.5 ·10−7 · cm2
s
) field.
Lateral diffusion Experimental Computations Obtained result
·10−7 · cm2
s
6.34 - 9.0 4.0 - 4.5 3.56
Table 4.19: Lateral diffusion.
It can be concluded, therefore, that the geometrical adjust limitation of the
NVE ensemble does not make it possible to validate this simulation.
4.3 NPT and NVE ensembles comparison
As it has been discussed in previous sections 4.1 and 4.2, two different lots of
simulations, one using a NPT ensemble and another one using a NVE ensemble,
have been successfully computed for the study of the interaction of shock waves
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with a biological cell membranes. This section is going to be used to compare
the obtained results for both computations.
The NPT ensemble let pressure and temperature be set up to target values,
while the NVE ensemble makes volume and energy constant all along the
simulation. The main difference, from the biological point of view, lies on
the possibility of simulating the transient occurred as the shock wave impacts
the membrane [13], which is possible using the NPT ensemble as the volume
adapts to pressure and temperature conditions.
4.3.1 Thickness of the membrane.
A table with the results obtained for the thickness with both ensembles is
presented next:
NPT
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 41.54 41.35 41.84 42.18 41.47 42.48
Minimum 36.51 35.83 36.00 36.75 35.30 34.95
Mean value 38.87 38.42 38.29 39.62 37.90 37.30
Range 5.02 5.52 5.84 5.43 6.18 7.53
NVE
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 49.45 50.59 51.05 53.29 51.95 51.38
Minimum 44.98 44.64 43.79 44.24 43.72 41.10
Mean value 46.97 47.10 47.03 48.00 47.17 47.61
Range 4.47 5.95 7.25 9.05 8.23 10.27
Table 4.20: NPT and NVE thickness comparison (A˚).
It is observed that higher values appear for the NVE ensemble. This effect
occurs because there is not volume fluctuation in that kind of computations
as it remains constant. That is opposite to the NPT ensemble, where the
volume fluctuation is not restricted and the molecules move in order to find
their equilibrium position for the pressure and temperature conditions set at
the beginning of the simulation.
That is the reason why experimental [95] (35 - 41 A˚) and computational
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[95] (38.0±1.0 A˚) results for POPC lipid bilayers do not agree with this NVE
simulations, which yield thicker values, while the NPT ensemble results agree
with those results presented by other authors.
Even though, we can not conclude the increase of the impulse generates a
decrease in the value of the thickness as the mean values just slightly fluctuate,
the range, defined as the difference between the maximum and the minimum
value, seems to experiment an increase proportional to the impulse as shown
in table 4.3. An explanation for this behaviour can be in the excitement the
shock wave produces into the particles as it elevates their velocity.
4.3.2 Area per lipid.
A table with the results obtained for the area per lipid with both ensembles
can be seen next:
NPT
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 62 63 57 61 59 60
Minimum 45 46 46 47 46 46
Mean value 54 53 51 57 54 54
NVE
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 54 53 56 57 59 65
Minimum 46 46 46 44 46 47
Mean value 50 50 51 51 52 56
Table 4.21: NPT and NVE area per lipid comparison (A˚2).
The values obtained for the NPT ensemble are higher than the ones ob-
tained for the NVE ensemble. This difference occurs because in the case of
the NPT ensemble the dimensions of the Molecular Dynamics simulation box
can fluctuate in order to maintain pressure and temperature set to their target
values and, therefore, letting the lipids move to find their location along the
simulation, expanding the dimensions in the XY plane if necessary.
As in the case of the thickness, the values for the NPT ensemble, between 59
- 63 A˚2 (62 A˚2 in the case of no shock wave), are in accord with those presented
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by other authors, either experimentally [95] (63 - 66 A˚2) or computationally
[96] (63.5±0.3 A˚2), [95] (64.5±1.0 A˚2), [97] (66.4±1.0 A˚2) obtained, while the
values presented for the NVE ensemble are slightly lower.
4.3.3 Order parameter.
A table with the results obtained for the order parameter with both ensembles
are shown next:
NPT
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 0.23 0.23 0.23 0.23 0.23 0.23
Minimum 0.19 0.19 0.20 0.18 0.18 0.19
Mean value 0.20 0.20 0.21 0.20 0.20 0.21
NVE
Impulse (Pas) Ip=0 Ip=8 Ip=16 Ip=24 Ip=32 Ip=40
Maximum 0.23 0.23 0.23 0.23 0.21 0.22
Minimum 0.21 0.20 0.20 0.18 0.17 0.15
Mean value 0.22 0.22 0.21 0.21 0.19 0.20
Table 4.22: NPT and NVE order parameter comparison.
In the case of the order parameter, the values are in the same order for
both ensembles (around 0.2), so the lipid membrane agrees with the values
presented by other authors in both cases.
4.3.4 Lateral diffusion.
A table with the results obtained for the lateral diffusion with both ensembles
are presented next:
Lower values are observed for the NVE ensemble, and then again, it can be
concluded that the fluctuations of the dimensions of the Molecular Dynamics
box in the case of the NPT ensemble are the reason for this difference as the
dimensions expands in order to set pressure and temperature to their target
values giving the lipids more space for lateral diffusion.
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NPT
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 9.80 11.12 12.14 12.63 13.41 12.84
NVE
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 3.56 2.62 5.04 5.92 17.93 10.89
Table 4.23: NPT and NVE lateral diffusion comparison (10−7 · cm2
s
).
4.4 Other bilayers
Fortunately, the author has had the chance to use the Cranfield University
HPC facilities for these lots of computations, which model are described in
subsection 3.2.2, otherwise it would have been impossible to undertake such a
task.
As presented in section 4.2, this system consisted of front-end machines of
8 X Sun UltraSPARC IIIcu processors running at 900MHz each with 16GB
of shared memory, while the main machine was a Sun Fire 15000 Enterprise
server with 72 UltraSPARC IIIcu processors running at 1.2GHz each with
288GB shared memory available.
After the disappointment with the NVE ensemble, it was decided to come
back to the NPT ensemble for this group of studies.
4.4.1 Minimisation.
Similar processes, as explained in subsection 4.1.1, have been repeated. In this
case the stages for the NPT ensemble are:
1. Minimisation for 1000 femptoseconds (fs).
2. Temperature increasing for 1000 fs.
3. Pressure increasing for 3000 fs.
4. Volume equilibration for 45000 fs.
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4.4.2 Shock wave implementation.
A single shock wave characterised by an impulse in the range of 0.0 to 40.0
Pa · s is applied in the same way as was explained in subsection 4.1.2.
4.4.3 Simulation.
The simulations, undertaken in the same way as in subsection 4.1.3, were
computed for 200 ps and they will be discussed all along the next subsections.
Representations for the DMPC bilayer.
The membrane remains well-shaped for all the intensities of the shock wave
from Ip = 8 to 40 Pa · s as it can be seen in figure 4.34.
76
(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.33: DMPC simulation without shock-wave.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.34: DMPC simulation with a shock-wave of Ip = 40 Pa · s.
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Representations for the DPPC bilayer.
(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.35: DPPC simulation without shock-wave.
The membrane does not remain well-shaped for this lot of simulations and
the lipids rotate into a rather horizontal position, so the values of the thickness,
area per lipid and order parameter, as well as, lateral diffusion will not be
affected as we will see later.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.36: DPPC simulation with a shock-wave of Ip = 40 Pa · s.
Representations for the POPE bilayer.
The membrane remains well-shaped for all the intensities of the shock wave
from Ip = 8 to 40 Pa · s as it can be seen in figure 4.38.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.37: POPE simulation without shock-wave.
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(a) t=0.1 ps. (b) t=25 ps.
(c) t=50 ps. (d) t=75 ps.
Figure 4.38: POPE simulation with a shock-wave of Ip = 40 Pa · s.
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4.4.4 Results.
After the computation of the simulations, the post-processing of the results
were made. The representation of the obtained values are presented below.
We are not going to show all the results discussed in previous sections as
they have been analyzed for the other membrane simulations and the conclu-
sions would be similar, however, the results for the key parameters will be
presented next and discussed at the end of this section.
Results for the DMPC bilayer.
Thickness of the membrane.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 45.06 45.30 45.05 46.76 45.61 43.45
Minimum 37.64 37.67 37.48 37.41 38.12 37.29
Mean value 41.95 42.21 42.08 42.76 42.05 40.66
Table 4.24: DMPC bilayer thickness (A˚).
Area per lipid.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 54 55 53 53 54 54
Minimum 47 47 45 47 47 46
Mean value 50 49 48 50 50 49
Table 4.25: DMPC bilayer area per lipid (A˚2).
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Order parameter.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 0.23 0.24 0.25 0.25 0.24 0.25
Minimum 0.21 0.21 0.21 0.21 0.21 0.21
Mean value 0.22 0.23 0.23 0.23 0.23 0.23
Table 4.26: DMPC bilayer order parameter.
Lateral diffusion.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 10.71 7.48 7.23 5.16 10.53 10.68
Table 4.27: DMPC bilayer lateral diffusion (10−7 · cm2
s
).
Results for the DPPC bilayer.
Thickness of the membrane.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 49.07 44.23 46.10 53.47 44.10 56.17
Minimum 38.12 36.39 37.93 36.87 38.41 38.06
Mean value 42.78 39.43 41.27 43.73 41.40 45.47
Table 4.28: DPPC bilayer thickness (A˚).
Area per lipid.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 74 77 77 78 78 77
Minimum 58 59 59 60 59 58
Mean value 66 67 69 70 69 68
Table 4.29: DPPC bilayer area per lipid (A˚2).
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Order parameter.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 0.15 0.16 0.16 0.16 0.16 0.16
Minimum 0.09 0.09 0.11 0.10 0.09 0.10
Mean value 0.12 0.12 0.12 0.12 0.11 0.12
Table 4.30: DPPC bilayer order parameter.
Lateral diffusion.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 193.61 254.35 290.61 268.17 215.59 191.37
Table 4.31: DPPC bilayer lateral diffusion (10−7 · cm2
s
).
Results for the POPE bilayer.
Thickness of the membrane.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 59.26 58.38 60.04 58.05 55.96 57.91
Minimum 50.92 50.97 51.17 51.32 50.17 50.88
Mean value 55.69 55.01 55.68 54.53 52.62 54.44
Table 4.32: POPE bilayer thickness (A˚).
Area per lipid.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 46 52 44 48 49 46
Minimum 40 39 38 41 41 38
Mean value 43 47 41 44 45 42
Table 4.33: POPE bilayer area per lipid (A˚2).
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Order parameter.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Maximum 0.21 0.21 0.21 0.21 0.22 0.22
Minimum 0.16 0.15 0.15 0.17 0.16 0.16
Mean value 0.18 0.18 0.18 0.18 0.18 0.18
Table 4.34: POPE bilayer order parameter.
Lateral diffusion.
Impulse (Pa · s) Ip = 0 Ip = 8 Ip = 16 Ip = 24 Ip = 32 Ip = 40
Lateral diffusion 1.68 5.31 2.74 7.87 6.85 6.49
Table 4.35: POPE bilayer lateral diffusion (10−7 · cm2
s
).
4.4.5 Discussion.
Even though we would not like to considered this as a validation, a discussion
of the obtained results for this group of simulations will be discussed here.
The transient effect is well simulated for all these calculations as can be
seen in the representation of its associated values, such as kinetic energy, tem-
perature and volume. Consistently, the figures show an increase proportional
to the impulse and a positive trend.
In the case of the DMPC bilayer, the thickness values are around 40 and 43
A˚ (41.95 A˚ without shock wave) which agrees fairly well with other reported
experimental values [101].
On the other hand, the area per lipid, i.e. between 48 and 50 A˚2 (50 A˚2
without shock wave) is slightly low when compared with other reported values
[91], which implies an overgenerous density while the order parameter and
diffusion results, around 0.2 and 10−7 · cm2
s
, can be well accepted.
However, in the case of the DPPC bilayer, the results became unacceptable,
as thickness values, around 39 and 46 A˚ (42.78 A˚ without shockwave), disagree
with results presented by other authors [102], and the same occurs with the
area per lipid, between 66 and 69 A˚2 (66 A˚2 without shock wave) [93]. The
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values for the order parameter and the lateral diffusion made no sense. This
computation must be considered unsuccessful.
The case of the POPE bilayer is much better. However the values of thick-
ness between 52 and 56 A˚ (55.69 A˚ without shock wave) and area per lipid
between 41 and 47 A˚2 (43 A˚2 without shock wave) are slightly different from
results published by other authors [96]. On the other hand, the order param-
eter is slightly low and, even though the lateral diffusion can be considered
acceptable as it is in the usual order of magnitude, it is not consistent.
As it can be seen the results for lateral diffusion are well accepted as long
as the values are in the order of magnitude of 10−7 · cm2
s
, which occurs for
the case of DMPC and POPE bilayers. However, in the case of the DPPC
bilayer, the results, 2 orders of magnitude over this value, must considered
unacceptable. No trend for the values of lateral diffusion has been found in
this lot of computations.
In conclusion, the Molecular Dynamics computations can be rather sensi-
tive to initial conditions, so the analysis of the generated model and its related
values is quite important in order to achieve precise, useful results. Neatness in
the Molecular Dynamics model which is going to be used for the calculations
is, therefore, essential.
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Chapter 5
Mass flow through the alveolar
surface
From an experimental point of view, the structure of the alveoli and the way
this gas exchange is done, are still matters of research and controversy. This
is mostly, because the microscopic studies require fixation of tissues using
different acids which alters their morphology.
Tannic acid is used in the case of visualising lipid structures, this acid may
cause surface-active phospholipid (SAPL) migration [103] which introduces
even more confusion regarding the alveolar structure.
During recent decades, several models have been developed in order to
explain the alveolar structure and operation.
• The bubble model [66].
Widespread accepted for over 40 years, it works on the principle that the
alveoli are normally covered with liquid forming an air-liquid interface
with the alveolar gas, the only place where surfactant is assumed to be
located as a surface of constant thickness.
However, since the only stable liquid-gas interface, according to basic
physics, is the sphere, this model could not explain alveolus as non-
spherical structures.
• The morphological model [67].
Starting from the point of surfactant thickness variation all along the
alveolar surface, morphological studies led to the definition of concave
fluid free areas as well as convex areas with excess of fluid.
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This model led to a self-regulating alveolar fluid control to resolve the
accumulation of surfactant in the convex areas.
• The foam model [68].
The alveolar surface, defined as an agglomeration of bubbles, fills the
bronchioles end in the form of alveolar sacs. These are complete surfac-
tants containing films which surround units of alveolar gas.
This is opposite to the other two models which accept bubble segments
or one-sided bubbles.
• The geodesic model.
Opposite to the bubble model, where a continuous lining for the alveolar
surface was implicit, a solid phase of DPPC is assumed. The surface ac-
tivity of these lipids, identified in the lung in 1946 [69], was demonstrated
in the 1920s [70].
In the process of expiration, the lipids of the membrane can come to-
gether in order to generate a solid geodesic dome rigid structure [71]
while they can expand in inhalation.
In order to study the mass flow through this biological membrane, a Molecu-
lar Dynamics model made by DPPC phospholipids, pulmonary gas and surfac-
tant can simulate the behaviour of an alveolar surface with Molecular Dynam-
ics precision. This could bring some more light into this extremely complex
and spellbinding subject.
Unfortunately, the Cranfield University HPC facilities were not available
for this experiment and a 1.86 GHz 64 bit single processor desktop computer
with 3.25 GB of RAM had to be used.
Using an NPT minimisation followed by an NVE simulation ensemble,
the alveolar surface model described in section 3.3 was computed in order to
analyse the respiration process through the alveola and will be described later.
This computational scheme allows the target values, pressure and tempera-
ture, to be set at the minimisation process to compute the simulation into the
microcanonical ensemble with volume and energy conservation guaranteed.
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5.1 Minimisation.
As well as in the case of the POPC model, section 4.1.1, and in order to relieve
strain in experimentally obtained conformations [87], an initial minimisation
of the model is computed before carrying out the simulation.
The process has been done for 50 ps in three stages described as follows:
1. Minimisation for 6 ps.
2. Temperature and pressure increment for 4 ps.
3. Volume equilibration for 40 ps.
The conditions inside the lung have been recreated following a well pub-
lished transpulmonary Pressure-Volume function [104], which is the represen-
tation of the mathematical general expression shown in equation 5.1.
P =
k1
VM − V +
k2
Vm − V + k3 (5.1)
This is a hyperbolic-sigmoid function derived from data of human subjects
covering from Total Lung Capacity (TLC) to Residual Volume (RV) irrespec-
tive of the interpretation of inflection points below the Functional Residual
Capacity (FRC) with an esophageal balloon. The human constants have been
evaluated using least-squares non-linear regression.
As this ensemble will allow the setting of the pressure variables of the model
to chosen target values, as explained in 2.3, the quantities obtained from this
curve will be used for the NPT ensemble, in order to carry out the three
minimisations of the model. In this case, the calculations have been done for
the values at the extreme of the respiration process (minimum and maximum
pressure) and for atmospheric pressure. Their representation is shown in figure
5.2.
In doing so, it is possible to analyse the behaviour of the model for different
conditions and compare the results. This will provide more information about
the process, rather than running a single simulation.
The representation of the minimisations for the different conditions of pres-
sure are shown in figure 5.2. It can be seen that none of the air particles crosses
the membrane in this process.
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Figure 5.1: Transpulmonary pressure-volume function.
5.2 Simulation.
Once the model is minimised for all the chosen conditions, the latest coordi-
nates and velocities of the atoms for the simulation can be used.
As has been pointed before, the stability of the lipid bilayer system is
susceptible to the starting conditions [89] and an analysis of the variables
result of the calculation is needed to verify its reliability.
This computation scheme of different minimisation processes will make
possible a better analysis of the calculation as more results will be obtained
and compared with values published by other authors.
91
(a) Initial condition. (b) End for minimum pressure.
(c) End for atmospheric pressure. (d) End for maximum pressure.
Figure 5.2: Alveolar surface minimisations.
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(a) Initial condition. (b) End of simulation.
Figure 5.3: Alveolar surface simulation for minimum pressure.
(a) Initial condition. (b) End of simulation.
Figure 5.4: Alveolar surface simulation for atmospheric pressure.
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(a) Initial condition. (b) End of simulation.
Figure 5.5: Alveolar surface simulation for maximum pressure.
5.3 Analysis.
5.3.1 Temperature and energies.
The representation of the energies does not provide interesting results for the
analysis, but for the reliability of the simulation.
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Figure 5.6: Alveolar surface temperature.
Figure 5.7: Alveolar surface electrostatic energy.
95
Figure 5.8: Alveolar surface kinetic energy.
Figure 5.9: Alveolar surface total energy.
The different representations show a smooth progressive function for all the
variables involved.
This is all fine from the numerical point of view and it indicates a successful
experiment. On the other hand, if the lipid membrane were not kept stable,
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the curves on the graphics would jump into random shapes and a membrane
break would be observed in the 3D representations of the simulation.
The results have to be checked in order to ensure agreement with the phys-
ical process though.
5.3.2 Thickness of the membrane and area per lipid.
The representation of the thickness (figure 5.10) and the total area in the plane
of the bilayer (figure 5.11) are shown for each time step. A normal evolution
of the values is observed.
Figure 5.10: Alveolar surface film thickness.
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Figure 5.11: Alveolar surface area in the plane of the layers.
The obtained values are shown in tables 5.1 and 5.2.
Minimum pressure Atmospheric pressure Maximum pressure
Maximum 73.17 71.00 72.96
Minimum 59.73 61.48 58.85
Mean value 66.36 65.42 65.23
Table 5.1: Alveolar surface thickness (A˚).
Minimum pressure Atmospheric pressure Maximum pressure
Maximum 76.73 80.01 83.22
Minimum 64.10 66.89 60.35
Mean value 71.07 75.64 76.29
Table 5.2: Alveolar surface area per lipid in the plane of the layers.
These values will allow the comparison of the computation with other values
later, as it will be explained in section 5.4.
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5.3.3 Lateral diffusion and mass flow.
The permeation process of molecules across lipid bilayers is an interesting topic
for study with Molecular Dynamics , as the equilibrium concentration in the
membrane is too low to be detected experimentally [76].
The results for each time step have been represented in figure 5.12. A
normal lateral diffusion of the lipids is observed in the trace of the centre of
mass, while its permeability to air is confirmed.
Figure 5.12: Alveolar surface centre of mass.
The obtained values are shown in tables 5.3 and 5.4.
Minimum pressure Atmospheric pressure Maximum pressure
Lateral diffusion 11.45 14.77 18.08
Table 5.3: Alveolar surface lateral diffusion (10−7 · cm2
s
).
As a preferential flow for the air particles has not been defined, there is not
conclusion about the direction of the mass flow which is not the objective of
this simulation. The initial velocity values has been set to random values and
the particles flow in any direction.
It has been observed an inverted flow for the case of maximum pressure
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Figure 5.13: Alveolar surface flow through the membrane.
Minimum pressure Atmospheric pressure Maximum pressure
Maximum 16 10 6
Minimum -6 -9 -17
Mean value 5 1 -5
Difference 22 19 23
Table 5.4: Alveolar surface mass flow.
(-5), contrasting with the case of minimum pressure (+5) which does not yield
any conclusion as the aim of this simulation is to observe the stability of this
kind of membrane for the experimental conditions pointing to the possibility
of its existence in the human body.
5.4 Discussion.
The validation of the results obtained for the alveolar surface is slightly more
complicated than those undertaken in previous chapters because of the con-
troversy all around this biological structure.
A value for the thickness of this membrane can be obtained from the
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Scarpelli studies [25] which point to a value of 7 nm agreeing with the pre-
sented computations (65.42 A˚ for the case of atmospheric pressure).
The area in the plane of the bilayer is affected by the temperature and,
as an NVE ensemble has been used, there is no control for this value after
the minimisation process. In order to compare the results the beginning of the
simulation must be focused on when the temperature is in the corporeal range.
In any case, the obtained values, around 70 A˚, are in fair agreement with
those presented by other authors for DPPC bilayers [105] [106] [107] [108] [109]
and monolayers [110].
The lateral diffusion seem to be slightly high compared with the values
presented by other authors for DPPC bilayers [100]. However, it must be
taken into account that this is not a bilayer, as heads of the phospholipids are
pointing inwards and instead of water, air molecules are placed on and under
the DPPC layers.
On the other hand, the obtained value for atmospheric pressure, 14.77·10−7 cm2
s
,
agrees with other studies for DPPC monolayers [110].
5.5 Conclusions.
This Molecular Dynamics calculation has successfully simulated the inter-
alveoli gas exchange, becoming a numerical recreation of the operation of the
pulmonary membranes.
As it was presented, two DPPC layers placed head to head representing
the membranes of two alveoli, two groups of air particles in contact with their
hydrophobic tails and embedded surfactant into the membranes, can generate
a stable physical system.
The obtained geometrical properties of this system are in fair agreement
with other studies as it is pointed out in section 5.4.
A permeability to air of the membranes has been observed through this
lipid-surfactant system permitting a gas exchange. The air particles can cross
through the DPPC membrane allowing the respiration process.
Therefore, a numerical recreation virtual experiment for a pulmonary mem-
brane behaviour has been computed using Molecular Dynamics techniques and
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the obtained results can explain behaviours which might fit into a biological
scheme lighting a possible procedure to explain missing data in experimental
analysis.
This lipid-protein membrane model numerically demonstrates the possibil-
ity of air flow through a stable two-layered DPPC phospholipid structure either
from a numerical or physical and biological point of view and the existence of
an alveolar membrane at the end of the bronchial tubes.
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Chapter 6
Concluding overview
The studies on biological membranes include a wide variety of phenomena
which can be approached using diverse techniques whether experimental or
not. In this document, the Molecular Dynamics method has been successfully
applied to simulate different situations of interest regarding the flow and mass
transport through a biological membrane.
Several studies over a variety of phospholipid membranes with and without
embedded proteins have been successfully computed and the simulation of the
shock wave interaction was properly introduced, as described in Chapter 4,
and published (See at the end of the bibliography section).
It was also possible to undertake the simulation of mass transport through a
biological membrane. This calculation, described in chapter 5, was successfully
computed and published.
In the first of the studies, a scheme of NPT minimisation, shock wave appli-
cation and NPT simulation has been followed. This study has been validated
by comparing the obtained results with others from different authors in both
the experimental and computational fields.
The important conclusion of all those calculations is that an interaction of
shock waves with biological cell membranes can generate a permeability for a
limited short period of time or transient in which a proportional increase of the
lateral diffusion is observed. Even though it has been proved experimentally,
a numerical demonstration had not been demonstrated until this study.
Other effects of the interaction of the shock wave with the cell membrane
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have been observed in the analysis of several variables such as kinetic energy,
temperature, thickness, area, volume and order parameter.
As it was expected, an increase in the kinetic energy, temperature and
volume proportional to the impulse could be observed for the NPT ensemble
in an interval of a few picoseconds after the application of the shock wave. This
phenomena comes from the change in the momentum of the water molecules
of the top water layer.
It is precisely this temporal increase of the volume, the key process for the
increase of permeability across the cell membrane as both permeability and
lateral diffusion are strongly affected by the amount and distribution of free
volume or area in a membrane (space not occupied by phospholipids) and it is
reasonable to expect that the changes in these properties are somehow coupled
[33].
In the case of the thickness, only an increase in the fluctuation range seems
to be related to the impulse of the shock wave, however, as in the analysis of
the area and the order parameter, the value does not seem to be affected by
the shock wave in long term and the molecules come back to their equilibrium
position.
In the second of the studies over the interaction of shock waves with biolog-
ical cell membranes, the Molecular Dynamics scheme was completely different
as the NPT ensemble is used only in the minimisation process and the simu-
lation is made as microcanonical (NVE).
This kind of simulation does not allow change on the control volume along
the simulation, which remains constant. That is why it has not been possible to
simulate the transient process, the obtained results could not be validated and
no conclusion can be derived from the resulting lateral diffusion parameters.
Advice against using the NVE ensemble for this kind of simulation is, therefore,
strongly recommended.
Many more simulations and results have been presented within this docu-
ment, see chapter 4.4. Unfortunately, their computational cost made it practi-
cally impossible to have a proper tune up of the models. Nevertheless, a brief
discussion of the obtained results can be read in subsection 4.4.5.
The last of the studies about the alveolar surface refers to another biological
structure. In this case, there is no shock wave interaction and the interest of
this research is focused on the mass transport through lipid membranes.
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This lipid-protein membrane model can serve as a virtual experiment in
order to solve the controversy about the alveolar surface. It points to the
possibility of air flow through a stable two-layered DPPC phospholipid struc-
ture either from a numerical or physical and biological point of view and the
existence of an alveolar membrane at the end of the bronchial tubes.
More aspects of these phenomena and their conclusions can be found in
the author’s publications referenced in appendix III.
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Chapter 7
Future work
The calculations presented in this document are just a few possibilities of
what Molecular Dynamics can do at the present time and it is hoped that
other researchers will be encouraged to continue with even more experiments to
increase this precious knowledge about these fascinating biological phenomena.
Their applications and importance go beyond our actual imagination.
Technical advances and faster computers will make possible more precise,
long and complex Molecular Dynamics models, simulations and analysis, in-
creasing knowledge about the studied processes. At the same time, there is
plenty of options for future work, comprising:
1. Introduction of other biological structures into the cell membrane model,
such as proteins, cholesterol, glycolipids, carbohydrates or filaments of
cytoskeleton in other to analyse its behaviour and influence in the mem-
brane processes and cancer chemotherapy.
2. Simulation of microvilli: Formation, behaviour, evolution, affection and
relation to the disease of cancer. It seems so be quite related to cancer
cells as it grows widely on these ones.
3. Longer computations and richer models will allow the study of more
precise and larger time scale processes. The previous small high perfor-
mance facilities of Cranfield University have been widely improved, so
longer time scale cellular processes could be studied and more relevant
results about this matter could be obtained. Unfortunately, there was
not a chance to use it during this PhD and take advantage of the latest
Molecular Dynamics hardware and software implementations, the relia-
bility of calculations and the precision of the models will be improved.
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4. Simulation of one or more whole cells as spherical-shaped structures will
allow the study of the interaction among the cells and bulk properties
analysis, as well as a detailed study of the cell behaviour or a group of
cells.
5. Simulation of mass flow across the alveolar membrane at differential pres-
sure and introduction of preferential flows in order to achieve a more
realistic idea of the respiration process.
6. Studies about the shock wave effect on gas diffusion across membranes.
7. More detailed models of biological fluids including the different molecules
involved and their interaction with the cell membrane can be generated.
In this study, it was necessary to use simplified models for the fluids in
order to save computation time and a detail analysis of the behaviour
of its components is missing. By the other hand, modelling of biological
fluids, such as blood or air, will allow more precise calculations and better
approximations to the processes involved.
8. Pre-processing can be achieved by generating more utilities to build the
Molecular Dynamics models. This initial task usually requires the gen-
eration programs for the generation of the particular model as there is
not a general computer package for that task.
9. Post-processing algorithms can be developed in order to calculate more
results from the Molecular Dynamics simulations and studied processes.
This task is usually complicated because of the size of the result files,
which need long time to be processed. Further calculations can be made
in order to get more information from the obtained results, this is per-
meability, shear strengths, local pressure, cavitation, shock wave dam-
age thresholds, shock wave representation. These calculations often need
longer Molecular Dynamics simulations, in the order of ns, to get accept-
able values.
10. Analysis of other different processes into the biological world will allow
the execution of Molecular Dynamics virtual experiments in order to
compare with experimental results.
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Appendix I.
Computational set-up for the
POPC bilayer
The Molecular Dynamics model for the POPC bilayer, described in subsection
3.2.1, has been generated using VMD package [82].
Into the list of software utilities provided by this package, known as plu-
gins, there is one called membrane. This is a collection of routines which
can be executed into de VMD tcl/tk console to generate a hydrated phospho-
lipid bilayer (See http://www.ks.uiuc.edu/Research/vmd/plugins/membrane
for more details).
Let’s generate a hydrated POPC bilayer of 50 x 50 A˚ perpendicular to Z
axe into the needed NAMD files (”POPCMembrane.pdb” and ”POPCMem-
brane.psf”). The tcl/tk code for that would be:
package r e q u i r e s membrane
membrane − l POPC −x 50 −y 50 −o POPCMembrane
In any case, it is usually desired to include more water molecules into
the model in order to get some matter to propagate a shock wave, a few
amstrongs would be enough. This can be done using another VMD plu-
gin called solvate, which has been implemented into the VMD GUI (See
http://www.ks.uiuc.edu/Research/vmd/plugins/solvate for more details).
But before doing this, it is necessary to calculate the boundaries of the
model, so you will know the maximum and minimum coordinates of the gener-
ated model and you will be able to add more water over and underneath your
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bilayer. That can be obtained with the next tcl code with the model loaded
into VMD:
s e t everyone [ a tomse l ec t top a l l ]
s e t o u t f i l e [ open Geom. r e s w]
puts $ o u t f i l e [ measure minmax $everyone ]
puts $ o u t f i l e [ measure cent e r $everyone ]
, which generates a file called ”Geom.res” with the minimum, maximum
and center XYZ coordinates of your Molecular Dynamics box.
Solvate could be used to generate two layers of water of 50 A˚ at both
sides of the membrane. That would be from minimum Z to minimum Z - 50
and from maximum Z to maximum Z + 50. It is usually desirable to use a
margin of about 5 A˚ in the X and Y axes to get the water layers into the
area of the membrane. In any case, the particles will find their place after the
minimisation process.
Once your membrane is generated and properly hydrated, the minimisation
process, described in subsection 4.1.1, can be computed. The configuration file
for that would be:
s t r u c t u r e ”POPCmembrane . p s f ”
coo rd ina t e s ”POPCmembrane . pdb”
temperature 0
parameters ” p a r a l l 2 7 l i p i d . prm”
paraTypeCharmm on
outputEnerg ies 10
outputTiming 100
xstFreq 100
dcdFreq 100
wrapAll on
wrapNearest on
t imestep 1
nonBondedFreq 2
fu l lE l e c tFr equency 4
stepsPerCyc le 20
swi t ch ing on
swi tchDis t 8 .5
c u t o f f 10 .0
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p a i r l i s t d i s t 11 .5
c e l l B a s i s V e c t o r 1 56 .0 0 .0 0 .0
c e l l B a s i s V e c t o r 2 0 .0 55 .0 0 .0
c e l l B a s i s V e c t o r 3 0 .0 0 .0 95 .0
c e l l O r i g i n −23.0 −22.0 1 .0
margin 5
Pme on
PmeGridsizeX 10
PmeGridsizeY 10
PmeGridsizeZ 10
exc lude sca led1−4
1−4 s c a l i n g 1 .0
langev in on
langevinDamping 10
langevinTemp 310
langevinHydrogen no
langev inP i s ton on
langev inPi s tonTarget 1 .01325
langev inP i s tonPer iod 200
langevinPistonDecay 100
langevinPistonTemp 310
useGroupPressure yes
u s e F l e x i b l e C e l l yes
useConstantRatio yes
binaryoutput o f f
outputname ”POPCMembrane minimisat ion ”
# run one step to get in to s c r i p t i n g mode
minimize 0
langev inP i s ton o f f
minimize 1000
output ”POPCMembrane minimisat ion MinAll”
run 1000
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output ”POPCMembrane minimisat ion Heat”
langev inP i s ton on
run 3000
output ”POPCMembrane minimisat ion Langevin ”
run 45000
output ”POPCMembrane minimisat ion Equi l ”
(The cell parameters, this is CellBasis and CellOrigin, should be changed to
the particular case. They refer to the boundaries of the model which can be
obtained as described before into a ”Geom.res” file).
The file ”par all27 lipid.prm” contains the necessary parameters for the
potential function and it can be freely downloaded from Internet.
(See http://mackerell.umaryland.edu/CHARMM ff params.html)
As NAMD [72] package let define the initial velocities of the particles using
a Pdb format file, reading the final velocities of the particles from the gener-
ated file after the minimisation process, ”POPCMembrane minimisation.vel”
in our example, and conveniently changing the values for the Z direction as de-
scribed in subsection 4.1.2, a velocity file for the simulation process described
in subsection 4.1.3, called ”POPCMembrane.vel”, can be created.
Therefore, the launch of the NPT simulation into NAMD can be undertaken
using the next configuration file, where ”POPCMembrane minimisation.coor”
and ”POPCMembrane minimisation.xsc” are result files from the minimisation
process:
s t r u c t u r e ”POPCMembrane . p s f ”
coo rd ina t e s ”POPCMembrane minimisat ion . coor ”
v e l o c i t i e s ”POPCMembrane . v e l ”
extendedSystem ”POPCMembrane minimisat ion . xsc ”
parameters ” p a r a l l 2 7 l i p i d . prm”
paraTypeCharmm on
outputEnerg ies 10
outputTiming 100
xstFreq 100
dcdFreq 100
wrapAll on
wrapNearest on
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t imestep 1
nonBondedFreq 2
fu l lE l e c tFr equency 4
stepsPerCyc le 20
swi t ch ing on
swi tchDis t 8 .5
c u t o f f 10 .0
p a i r l i s t d i s t 11 .5
margin 2
Pme on
PmeGridsizeX 10
PmeGridsizeY 10
PmeGridsizeZ 10
exc lude sca led1−4
1−4 s c a l i n g 1 .0
langev in on
langevinDamping 1
langevinTemp 310
langevinHydrogen no
langev inP i s ton on
langev inPi s tonTarget 1 .01325
langev inP i s tonPer iod 200
langevinPistonDecay 500
langevinPistonTemp 310
useGroupPressure yes
u s e F l e x i b l e C e l l yes
useConstantRatio yes
binaryoutput o f f
outputname ”POPCMembrane s imu la t i on ”
f i r s t t i m e s t e p 50000
run 200000
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After the computation, the results can be calculated from the position of
the particles for each time step. These values can be obtained from the tcl/tk
console into VMD (See http://tcl.sourceforge.net for more details about tcl/tk
programming language). With the model loaded into VMD, which can be done
using:
mol d e l e t e a l l
menu animate on
mol load ps f ”POPCMembrane . p s f ” pdb ”POPCMembrane . pdb”
animate read dcd ”POPCMembrane minimisat ion . dcd”
or
mol d e l e t e a l l
menu animate on
mol load ps f ”POPCMembrane . p s f ” pdb ”POPCMembrane . pdb”
animate read dcd ”POPCMembrane s imu la t i on . dcd”
,the code to obtain the position of the particles for each time step would
be:
pbc unwrap −a l l
s e t Atom [ atomse l ec t top a l l ]
s e t FrameN [ mol in fo top get numframes ]
s e t o u t f i l e [ open Resu l t s . i dc w]
puts $ o u t f i l e ” [ $Atom num] $FrameN”
f o r { s e t FrameI 0} {$FrameI<$FrameN} { i n c r FrameI 1} {
s e t Frame [ atomse l ec t top a l l frame $FrameI ]
puts $ o u t f i l e [ $Frame get
{ resname segname r e s i d name index x y z } ]
$Frame d e l e t e
}
c l o s e $ o u t f i l e
This last tcl/tk code generates a file called ”Results.idc” which contains
the position of each particle for all the time step along the computation.
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Appendix II.
Computational set-up for the
alveolar surface
In the case of the alveolar surface, there was not any pre-built package or
plugin that could be used to generate the model as it was a very particular
case: The phospholipid heads pointing inwards, layers of air molecules and
surfactant proteins embedded into the membranes.
Reading the phospholipid molecule from a pdb file int a Pdb programming
structure. The C++ code made to generate the lattice of phospholipids into
a pdb file is shown next:
void Latt i ceGenerator (TPdb ∗Pdb)
{ const i n t n i=Pdb−>Atom−>Count ;
// Number o f atoms o f the l i p i d
const i n t nj=EditInt1−>Value ;
// Number o f l i p i d s in X axe l a t t i c e
const i n t nk=EditInt2−>Value ;
// Number o f l i p i d s in Y axe l a t t i c e
double AX,AY,AZ,KZ=1.0 ,WX2,WY2, ZMin1 , ZMin2 ;
FILE ∗ f r e s ;
i n t i , j , k , l ;
S t r ing Line ;
AX=Pdb−>Atom−>MaxX−Pdb−>Atom−>MinX ;
// Wide o f the l i p i d
AY=Pdb−>Atom−>MaxY−Pdb−>Atom−>MinY ;
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// Length o f the l i p i d
AZ=Pdb−>Atom−>MaxZ−Pdb−>Atom−>MinZ ;
// Height o f the l i p i d
WX2=0.5∗ double ( nj )∗AX;
// Hal f the t o t a l wide o f the l a t t i c e
WY2=0.5∗ double ( nk )∗AY;
// Hal f the t o t a l l ength o f the l a t t i c e
f r e s=fopen ( FileName , ”w” ) ;
// Open r e s u l t pdb f i l e
ZMin1=Pdb−>Atom−>MinZ ;
// I n i t i a l minimum Z of the l i p i d
f o r ( l =0; l <2; l++)
{ Pdb−>Atom−>Rotate ( 1 8 0 . 0 , 0 . 0 , 0 . 0 ) ;
// Lip id r o t a t i o n . Heads po in t ing inward
Pdb−>Atom−>I n i t i a t e ( ) ;
// Center the l i p i d to the coo rd inate o r i g i n
ZMin2=Pdb−>Atom−>MinZ ;
// Current minimum Z of the l i p i d
f o r ( k=0;k<nk ; k++)
// Loop over the l i p i d s in X axe
{ f o r ( j =0; j<nj ; j++)
// Loop over the l i p i d s in Y axe
{ Pdb−>Atom−>Rotate ( 0 . 0 , 0 . 0
, double ( random ( 3 6 0 ) ) ;
// Inc lude some d i s o r d e r
f o r ( i =0; i<ni ; i++)
// Loop over the atoms o f the l i p i d
{ Line=Pdb−>Atom−>LineStr ( i ,
,Pdb−>Atom−>ValueX−>Value [ i ]
−WX2+AX∗double ( j )
,Pdb−>Atom−>ValueY−>Value [ i ]
−WY2+AY∗double ( k )
,Pdb−>Atom−>ValueZ−>Value [ i ]
−(AZ−ZMin1+ZMin2)∗KZ∗double ( l ) ) ;
// Ca l cu la te the new coo rd ina t e s o f the
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// l i p i d t r a n s l a t e d in to the l a t t i c e
f p r i n t f ( f r e s ,”% s\n” , Line ) ;
// Pr int the l i n e to the pdb r e s u l t f i l e
}
}
}
Pdb−>Atom−>Rotate ( 1 8 0 . 0 , 0 . 0 , 0 . 0 ) ;
Pdb−>Atom−>I n i t i a t e ( ) ;
// Take the l i p i d to i t s o r i g i n a l p o s i t i o n to
// proce s s the next one
}
f p r i n t f ( f r e s ,”% s ” ,”END” ) ;
f c l o s e ( f r e s ) ;
// Close r e s u l t pdb f i l e
}
Similar processes can be use to include the air particles and the proteins
into the model.
In the first case, the air particles, the boundaries of the model must known
before hand, which can be calculated once you load your pdb modelinto VMD
using the next code into the tcl/tk console and obtaining the consequent
”Geom.res” file:
s e t everyone [ a tomse l ec t top a l l ]
s e t o u t f i l e [ open Geom. r e s w]
puts $ o u t f i l e [ measure minmax $everyone ]
puts $ o u t f i l e [ measure cent e r $everyone ]
For the second case, the proteins inclusion, it is desirable to have a routine
to merge the proteins and the membranes and remove the lipids that overlap
with the protein groups.
(See ”http://www.ks.uiuc.edu/Research/vmd/plugins/membrane” for de-
tails about this process)
In order to generate the psf structure file for NAMD from your generated
pdb file, VMD provides a psf generator which is possible to use into the tcl/tk
console. The code is:
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package r e q u i r e ps fgen
topology t o p a l l 2 7 p r o t l i p i d . r t f
segment U {pdb FileName . pdb}
coordpdb FileName . pdb U
regene ra t e ang l e s d i h e d r a l s
guesscoord
writepdb AlveolarMembrane . pdb
w r i t e p s f AlveolarMembrane . p s f
e x i t
Once you get the pbd and the psf files of your model you can start your
calculation. The minimisation process can be launched using the next config-
uration file:
s t r u c t u r e ”AlveolarMembrane . p s f ”
coo rd ina t e s ”AlveolarMembrane . pdb”
temperature 0
parameters ” p a r a l l 2 7 p r o t l i p i d . prm”
parameters ” Air . prm”
paraTypeCharmm on
outputEnerg ies 10
outputTiming 100
xstFreq 100
dcdFreq 100
wrapAll on
wrapNearest on
t imestep 1
nonBondedFreq 2
fu l lE l e c tFr equency 4
stepsPerCyc le 20
swi t ch ing on
swi tchDis t 8 .5
c u t o f f 10 .0
p a i r l i s t d i s t 11 .5
c e l l B a s i s V e c t o r 1 102 .0 0 .0 0 .0
c e l l B a s i s V e c t o r 2 0 .0 80 .0 0 .0
c e l l B a s i s V e c t o r 3 0 .0 0 .0 167 .0
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c e l l O r i g i n −8.0 −9.0 −14.0
margin 10
Pme o f f
PmeGridsizeX 100
PmeGridsizeY 80
PmeGridsizeZ 160
exc lude sca led1−4
1−4 s c a l i n g 1 .0
langev in on
langevinDamping 10
langevinTemp 307
langevinHydrogen no
langev inP i s ton on
langev inPi s tonTarget 1 .01325
langev inP i s tonPer iod 200
langevinPistonDecay 100
langevinPistonTemp 300
useGroupPressure yes
u s e F l e x i b l e C e l l yes
useConstantRatio yes
binaryoutput o f f
outputname ”AlveolarMembrane minimisat ion ”
# run one step to get in to s c r i p t i n g mode
minimize 0
langev inP i s ton o f f
minimize 6000
output ”AlveolarMembrane minimisat ion MinAll”
run 2000
output ”AlveolarMembrane minimisat ion Heat”
langev inP i s ton on
run 2000
output ”AlveolarMembrane minimisat ion Langevin ”
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run 40000
(The cell parameters, this is CellBasis and CellOrigin, should be changed to
the particular case. They refer to the boundaries of the model which can be
obtained as described before into a ”Geom.res” file).
The file ”par all27 prot lipid.prm” contains some of the parameters for the
potential function and it can be freely downloaded from Internet.
(see http://mackerell.umaryland.edu/CHARMM ff params.html)
”Air.prm” contains the parameters used for the simulation of the air par-
ticles [84]. This last file is shown next.
NONBONDED
!V( Lennard−Jones ) = Eps , i , j [ ( Rmin , i , j / r i , j )∗∗12
! − 2(Rmin , i , j / r i , j )∗∗6 ]
!
! e p s i l o n : kca l /mole , Eps , i , j = s q r t ( eps , i ∗ eps , j )
!R: Kb∗Na=8.314472 J/K/mol
! Air : 103 .3∗R∗0.2388459E−03 = 0.2051 Kcal/mol
! Rmin/2 : A, Rmin , i , j = Rmin/2 , i + Rmin/2 , j
!
! atom ignored e p s i l o n Rmin/2 ignored eps ,1−4 Rmin/2,1−4
!
AirT 0 .0 −0.2051 1 .8000
The launch of the NVE simulation into NAMD can be undertaken using the
next configuration file, where ”AlveolarMembrane minimisation.coor”, ”Alve-
olarMembrane minimisation.vel” and ”AlveolarMembrane minimisation.xsc”
are result files from the minimisation process:
s t r u c t u r e ”AlveolarMembrane . p s f ”
coo rd ina t e s ”AlveolarMembrane minimisat ion . coor ”
v e l o c i t i e s ”AlveolarMembrane minimisat ion . v e l ”
extendedSystem ”AlveolarMembrane minimisat ion . xsc ”
parameters ” p a r a l l 2 7 p r o t l i p i d . prm”
parameters ” Air . prm”
paraTypeCharmm on
outputEnerg ies 10
outputTiming 100
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xstFreq 100
dcdFreq 100
wrapAll on
wrapNearest on
t imestep 1
nonBondedFreq 2
fu l lE l e c tFr equency 4
stepsPerCyc le 20
swi t ch ing on
swi tchDis t 8 .5
c u t o f f 10 .0
p a i r l i s t d i s t 11 .5
c e l l B a s i s V e c t o r 1 106 .0 0 .0 0 .0
c e l l B a s i s V e c t o r 2 0 .0 81 .0 0 .0
c e l l B a s i s V e c t o r 3 0 .0 0 .0 163 .0
c e l l O r i g i n −7.0 −8.0 −13.0
exc lude sca led1−4
1−4 s c a l i n g 1 .0
useGroupPressure yes
binaryoutput o f f
outputname ”AlveolarMembrane s imu la t i on ”
f i r s t t i m e s t e p 50000
run 250000
(The cell parameters, this is CellBasis and CellOrigin, should be changed to
the particular case. They refer to the boundaries of the model which can
be obtained as described before into a ”Geom.res” file after the minimisation
process).
After the computation, the results can be calculated from the position of
the particles for each time step. These values can be obtained from the tcl/tk
console (See http://tcl.sourceforge.net for more details about tcl/tk program-
ming language). With the model loaded into VMD, which can be done using:
mol d e l e t e a l l
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menu animate on
mol load ps f ”AlveolarMembrane . p s f ”
pdb ”AlveolarMembrane . pdb”
animate read dcd ”AlveolarMembrane minimisat ion . dcd”
or
mol d e l e t e a l l
menu animate on
mol load ps f ”AlveolarMembrane . p s f ”
pdb ”AlveolarMembrane . pdb”
animate read dcd ”AlveolarMembrane s imu la t i on . dcd”
,the code to obtain the position of the particles for each time step would
be:
pbc unwrap −a l l
s e t Atom [ atomse l ec t top a l l ]
s e t FrameN [ mol in fo top get numframes ]
s e t o u t f i l e [ open Resu l t s . i dc w]
puts $ o u t f i l e ” [ $Atom num] $FrameN”
f o r { s e t FrameI 0} {$FrameI<$FrameN} { i n c r FrameI 1} {
s e t Frame [ atomse l ec t top a l l frame $FrameI ]
puts $ o u t f i l e [ $Frame get
{ resname segname r e s i d name index x y z } ]
$Frame d e l e t e
}
c l o s e $ o u t f i l e
This last tcl/tk code generates a file called ”Results.idc” which contains
the position of each particle for all the time step along the computation.
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