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Abstract
We present a point value characterization for elements of the elemen-
tary full Colombeau algebra Ge(Ω) and the diffeomorphism invariant full
Colombeau algebra Gd(Ω). Moreover, several results from the special al-
gebra Gs(Ω) about generalized numbers and invertibility are extended to
the elementary full algebra.
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1 Introduction
Colombeau algebras [4] are spaces of generalized functions which serve to extend
the theory of Schwartz distributions such that these can be multiplied, circum-
venting the well-known impossibility result by Schwartz [22]. These commuta-
tive and associative differential algebras provide an embedding of the space of
distributions as a linear subspace and the space of smooth functions as a faithful
subalgebra.
For Schwartz distributions a concept of point values was introduced [16], but
an arbitrary distribution need not have a point value in this sense at every point.
Furthermore, it is not possible to characterize distributions by their point val-
ues. Colombeau-type algebras of generalized functions are usually constructed
as nets of smooth functions, which means that a given point can be inserted into
each component of the net in order to give a generalized point value. This is not
sufficient for uniquely characterizing a generalized function, though: there ex-
ist nonzero generalized functions that evaluate to zero at every classical point.
However, with the introduction of generalized points one can obtain a point
value characterization theorem. Note that for holomorphic generalized func-
tions a stronger results holds, which states that such a function is zero already
if its zero set has positive measure [11]. Point values for Colombeau generalized
functions were first introduced for Gs(Ω), the special Colombeau algebra on an
open set Ω ⊆ Rn [18], and later on also for the special Colombeau algebra on
a manifold [15]. In the context of p-adic Colombeau-Egorov type generalized
∗University of Vienna, Faculty of Mathematics, Nordbergstr. 15, A-1090 Vienna, Austria,
eduard.nigsch@univie.ac.at
1
functions it was first claimed that classical points suffice to characterize a func-
tion [1], but this claim was shown to be invalid later on and a characterization
using generalized points was given in [17].
The aim of the present work is to introduce generalized points, numbers, and
point values for the elementary full algebra Ge(Ω) [4] and the diffeomorphism
invariant full algebra Gd(Ω) [8]. Both algebras are presented in a unifying frame-
work in [9]. Our main result is a point value characterization theorem for each
algebra (Theorems 12 and 31) which states that two generalized functions are
equal if and only if they have the same generalized point value at all generalized
points.
Let us mention some applications generalized numbers and point values have
found so far. First, when one does Lie group analysis of differential equations in
generalized function spaces, point values allow to transfer the classical procedure
for computing symmetries to the generalized case [14]. Second, consider map-
pings from the space of generalized points into the space of generalized numbers.
For such mappings a discontinuous differential calculus was constructed, featur-
ing a fundamental theorem of calculus, notions of sub-linear, holomorphic, and
analytic mappings, generalized manifolds, and related results [2]. Using point
values, elements of Gs can be regarded as such mappings. From this viewpoint
their local properties can be analyzed [19]. Moreover, point values have re-
peatedly turned out to be indispensable tools for doing analysis in algebras of
generalized functions (cf., e.g., [6, 7, 20, 23]).
2 Preliminaries
The number n ∈ N will always denote the dimension of the underlying space Rn.
∂Ω denotes the topological boundary of a set Ω. For A ⊆ Rn we write K ⊂⊂ A
if K is a compact subset of A◦. Nets (here with parameter ε) are written in
the form (uε)ε. The class with respect to any equivalence relation is denoted
by square brackets [. . . ]. A family of objects xi indexed by i ∈ I is written as
{xi}i∈I or simply {xi}i when the index set is clear from the context. We use
Landau notation: for expressions f(ε) and g(ε) depending on and defined for
small ε we write f(ε) = O(g(ε)) (always for ε→ 0) if and only if ∃C > 0 ∃ε0 > 0
∀ε < ε0: |f(ε)| < C |g(ε)|. Bη(x) resp. Bη(K) denotes the metric ball of radius
η around x ∈ Rn resp. a set K, dist denotes the Euclidean distance function
on Rn. For a function f(ϕ, x) of a variable ϕ and an n-dimensional real variable
x = (x1, . . . , xn), d2f denotes the total differential of f with respect to x and
∂if its partial differential with respect to xi. For the derivative of a function γ
depending on t ∈ R we will write γ′. An n-tuple α = (α1, . . . , αn) ∈ Nn0 is called
a multi-index; we use the notation |α| = α1 + . . . + αn, xα = x
α1
1 · · ·x
αn
n , and
∂αf = ∂α11 . . . ∂
αn
n . A strictly decreasing sequence (xn)n∈N converging to x0 is
denoted by xn ց x0. A function between finite dimensional real vector spaces
is said to be smooth if it is infinitely differentiable. The action of a distribution
u ∈ D′(Ω) on a test function ϕ ∈ D(Ω) is written as 〈u, ϕ〉.
2.1 Calculus on convenient vector spaces
The construction of the diffeomorphism invariant full algebra Gd(Ω) as defined
below requires calculus on infinite-dimensional locally convex spaces as an in-
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dispensable prerequisite. The theoretical framework chosen for this by Grosser
et al. [9] is smooth calculus on convenient vector spaces, which is presented by
Kriegl and Michor [13] using functional analysis and by Fro¨licher and Kriegl [5]
using category theory. For a detailed exposition of what is needed for the dif-
feomorphism invariant full algebra we refer to [9], Section 2.2. Whenever we
encounter smoothness on a subset of a locally convex space (or an affine sub-
space thereof) we endow it it with the initial smooth structure.
A sesquilinear form on a complex locally convex space is smooth if and
only if it is bounded; this easily results from an adaptation of [13] Section 5 to
antilinear maps.
Although the differential is at first only defined for mappings having as
domain open subsets of locally convex spaces with respect to a certain topology
( [13] Theorem 3.18) this definition can be easily extended to maps defined on
affine subspaces, as is remarked in the proof of Proposition 28. Properties like
the chain rule and the symmetry of higher derivatives remain intact.
2.2 Colombeau Algebras
We will now give the definitions of the special algebra Gs(Ω) and the full algebras
Ge(Ω) and Gd(Ω) on an arbitrary open subset Ω ⊆ Rn.
The special Colombeau algebra Gs(Ω) ( [9] Section 1.2) consists of nets of
smooth functions on Ω indexed by I := (0, 1]. Such a net (uε)ε ∈ C∞(Ω)I is said
to be moderate if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∃N ∈ N such that supx∈K |∂
αuε(x)| =
O(ε−N ), or negligible if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∀m ∈ N : supx∈K |∂
αuε(x)| =
O(εm). Gs(Ω) then is the quotient of EsM (Ω) (the set of moderate nets) modulo
N s(Ω) (the set of negligible nets).
The full algebras Ge(Ω) and Gd(Ω) require some auxiliary definitions. For
q ∈ N0 let Aq(Ω) be the set of all test functions ϕ ∈ D(Ω) having integral 1,
if q ≥ 1 additionally satisfying
∫
xαϕ(x) dx = 0 for all multi-indices α with
1 ≤ |α| ≤ q. Let A0q(Ω) be defined in the same way but with integral 0. For
any subset M ⊆ Ω define A0,M (Ω) as the set of those elements of A0(Ω) with
support in M . Aq(Ω) and A0q(Ω) are endowed with the initial topology and
the initial smooth structure with respect to the embedding in D(Ω) or D(Rn).
Let U(Ω) be the set of all pairs (ϕ, x) ∈ A0(Rn)×Ω satisfying suppϕ+ x ⊆ Ω.
Furthermore, let C∞b (I ×Ω,A0(R
n)) be the space of those mappings which are
smooth from I×Ω into A0(Rn) such that for any compact set K ⊂⊂ Ω and any
α ∈ Nn0 the set {∂
αφ(ε, x) | ε ∈ I, x ∈ K} is bounded in D(Rn). For ε ∈ R+
let Sε : D(Rn) → D(Rn) be the mapping given by (Sεϕ)(y) := ε−nϕ(y/ε) and
set S(ε)(ϕ, x) := (Sεϕ, x) for (ϕ, x) ∈ D(Rn) × Rn. For x ∈ Rn denote by
Tx : D(Rn) → D(Rn) the mapping given by (Txϕ)(y) := ϕ(y − x) and define
T : D(Ω) × Rn → D(Ω) × Rn by T (ϕ, x) := (Txϕ, x). For a map R we will
frequently write Rε instead of R ◦ S(ε).
For Ge(Ω) ( [9] Section 1.4), the base space Ee(Ω) is the set of all functions
R : U(Ω) → C which are smooth in the second variable. R is called moder-
ate if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∃N ∈ N ∀ϕ ∈ AN (R
n): supx∈K |∂
αR(Sεϕ, x)| =
O(ε−N ) and negligible if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∀m ∈ N ∃q ∈ N ∀ϕ ∈ Aq(R
n):
supx∈K |∂
αR(Sεϕ, x)| = O(εm). The corresponding sets EeM (Ω) of moderate
and N e(Ω) of negligible functions give rise to the differential algebra Ge(Ω) :=
EeM (Ω)/N
e(Ω). Distributions u ∈ D′(Ω) are embedded via the linear injective
mapping ι : D′(Ω) → EeM (Ω) given by ι(u)(ϕ, x) := 〈u, Txϕ〉 for (ϕ, x) ∈ U(Ω).
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The derivations of Ge(Ω) which extend the distributional ones are given by
(DiR)(ϕ, x) := (∂iR)(ϕ, x) for R ∈ EeM (Ω) and i = 1, . . . , n.
For Gd(Ω) ( [9] Chapter 2), we take the base space Ed(Ω) := C∞(U(Ω)).
A map R ∈ Ed(Ω) is called moderate if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∃N ∈ N ∀φ ∈
C∞b (I × Ω,A0(R
n)): supx∈K |∂
αR(Sεφ(ε, x), x)| = O(ε−N ) and negligible if it
is moderate and ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∀m ∈ N ∃q ∈ N ∀φ ∈ C
∞
b (I × Ω,Aq(R
n)):
supx∈K |∂
αR(Sεφ(ε, x), x)| = O(εm). The corresponding sets EdM (Ω) of mod-
erate and N d(Ω) of negligible functions give rise to the differential algebra
Gd(Ω) := EdM (Ω)/N
d(Ω). The embedding (denoted by ι as well) of distributions
u ∈ D′(Ω) is given by ι(u)(ϕ, x) := 〈u, Txϕ〉 for (ϕ, x) ∈ U(Ω). The derivations
which extend the distributional ones are given by (DiR)(ϕ, x) := (∂iR)(ϕ, x).
A constant in one of the preceding differential algebras (as in any differential
ring) is an element whose derivations are all zero ( [12] Chapter I Section 1).
Remark 1. (i) In all definitions of moderateness and negligibility above and
below, when expanding the Landau Symbol in expressions of the form
|f(ε)| = O(ε−N ) into ∃C > 0 ∃η > 0 ∀ε < η: |f(ε)| < Cε−N (resp. εm
for negligibility) one can without loss of generality fix C = 1 without
changing the definitions.
(ii) In the definitions of negligibility one can disregard the derivatives and only
consider α = 0 if one presupposes the tested element to be moderate ( [9]
Theorems 1.2.3, 1.4.8, and 2.5.4).
3 Previous results in the special algebra Gs(Ω)
We first recall the definition of generalized points, numbers, and point values for
Gs(Ω). Two results justify these definitions: first, the ring of constants in Gs(Ω)
equals the space of generalized numbers. Second, two generalized functions are
equal if and only if they have the same point values.
Definition 2 ( [9] Definition 1.2.31). Generalized numbers in the Gs-setting
are defined by
CM := {(rε)ε ∈ C
I | ∃N ∈ N : |rε| = O(ε
−N )},
CN := {(rε)ε ∈ C
I | ∀m ∈ N : |rε| = O(ε
m)},
C˜ := CM/CN .
Definition 3 ( [9] Definition 1.2.44). Generalized points in the Gs-setting are
defined by
ΩM := {(xε)ε ∈ Ω
I | ∃N ∈ N : |xε| = O(ε
−N )},
(xε)ε ∼ (yε)ε :⇔ ∀m ∈ N : |xε − yε| = O(ε
m),
Ω˜ := ΩM/ ∼,
Ω˜c := {x˜ = [(xε)ε] ∈ Ω˜ | ∃K ⊂⊂ Ω ∃η > 0 ∀ε < η : xε ∈ K}.
Clearly C˜ can be seen as a subset of Gs(Ω).
Proposition 4 ( [9] Proposition 1.2.35). Let Ω ⊆ Rn be connected and u˜ ∈
Gs(Ω). Then Du˜ = 0 if and only if u˜ ∈ C˜.
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Definition 5. Let u˜ = [(uε)ε] ∈ Gs(Ω) and x˜ = [(xε)ε] ∈ Ω˜c. Then the
generalized point value of u˜ at x˜ defined by u˜(x˜) := [(uε(xε))ε] is a well-defined
element of C˜.
Theorem 6 ( [9] Theorem 1.2.64). Let u˜ ∈ Gs(Ω). Then u˜ = 0 in Gs(Ω) if and
only if u˜(x˜) = 0 in C˜ for all x˜ ∈ Ω˜c.
4 Point values in Ge(Ω)
It was asserted by Grosser et al. ( [9] Section 1.4.2) that results concerning
point values obtained in the special algebra can be recovered in the full algebra
Ge(Ω). This section explicitly states these results and their proofs for Ge(Ω),
which should not be regarded as a mere technical exercise but as an essential
building step if one aims to obtain the corresponding results in Gd(Ω), where in
addition one needs to incorporate smoothness into the proofs presented here.
After recalling the definition of generalized numbers in the Ge-setting we will
define a suitable space of generalized points.
Definition 7 ( [9] Definition 1.4.19). Generalized numbers in the Ge-setting
are defined by
CM (n) := {r : A0(R
n)→ C | ∃N ∈ N ∀ϕ ∈ AN (R
n) :
|r(Sεϕ)| = O(ε
−N )},
CN (n) := {r : A0(R
n)→ C | ∀m ∈ N ∃q ∈ N ∀ϕ ∈ Aq(R
n) :
|r(Sεϕ)| = O(ε
m)},
C˜(n) := CM (n)/CN (n).
Definition 8. Generalized points in the Ge-setting are defined by
ΩM (n) := {X : A0(R
n)→ Ω | ∀ϕ ∈ A0(R
n) ∃ε0 > 0 ∀ε < ε0 :
(Sεϕ,X(Sεϕ)) ∈ U(Ω) and
∃N ∈ N ∀ϕ ∈ AN (R
n) : |X(Sεϕ)| = O(ε
−N )},
ΩN (n) := {X ∈ ΩM (n) | ∀m ∈ N ∃q ∈ N ∀ϕ ∈ Aq(R
n) :
|X(Sεϕ)| = O(ε
m),
Ω˜(n) := ΩM (n)/ΩN (n),
Ω˜c(n) := {X˜ ∈ Ω˜(n) | for one (thus any) representative X of X˜
∃K ⊂⊂ Ω ∃N ∈ N ∀ϕ ∈ AN (R
n)
∃η > 0 ∀ε < η : X(Sεϕ) ∈ K}.
We write X ∼ Y if X − Y ∈ ΩN (n). Any X ∈ ΩM (n) satisfying the condition
in the definition of Ω˜c(n) is called compactly supported (in K). If one replaces
C by R in Definition 7 the resulting space is denoted by R˜(n).
Proposition 9. Let X ∈ ΩM (n) be compactly supported and let R ∈ EeM (Ω).
Define R(X) : A0(Rn)→ C by
R(X)(ϕ) :=
{
R(ϕ,X(ϕ)) (ϕ,X(ϕ)) ∈ U(Ω)
0 otherwise.
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Then R(X) is in CM (n), R ∈ N e(Ω) implies R(X) ∈ CN (n), and X ∼ Y
implies R(X)−R(Y ) ∈ CN (n).
Proof. Let X be compactly supported in K ⊂⊂ Ω, which means that ∃N ∈ N
∀ϕ ∈ AN (R
n): X(Sεϕ) ∈ K for small ε. Given any ϕ ∈ AN (R
n), for small ε
we have X(Sεϕ) ∈ K, R(X)(Sεϕ) = R(Sεϕ,X(Sεϕ)), and thus |R(X)(Sεϕ)| ≤
supx∈K |R(Sεϕ, x)| whence R(X) inherits moderateness respectively negligibil-
ity from R. For the last claim, choose some m ∈ N for the test for membership
in CN (n). Then we use the following ingredients.
(i) As X ∼ Y , ∃q0 ∈ N ∀ϕ ∈ Aq0(R
n): |X(Sεϕ)− Y (Sεϕ)| < εm for small ε.
(ii) ∃η > 0: Bη(K) ⊆ Ω. Set V := Bη(K).
(iii) As derivatives of R are moderate, ∃N ′ ∈ N ∀ϕ ∈ AN ′(Rn) such that
supx∈V |d2R(Sεϕ, x)| ≤ ε
−N ′ for small ε.
(iv) From (i) we know in particular that given ϕ ∈ Amax(q0,N)(R
n), g(t) :=
(X + t(Y −X))(Sεϕ) lies in V for small ε and all t ∈ [0, 1].
(v) ∀ϕ ∈ A0(Rn): suppSεϕ+ V ⊆ Ω for small ε.
Next let ϕ ∈ Amax(q0,N,N ′)(R
n) and ε small enough. Then by (iv), X(Sεϕ)
and Y (Sεϕ) are in V , (R(X)−R(Y ))(Sεϕ) = R(Sεϕ,X(Sεϕ))−R(Sεϕ, Y (Sεϕ))
and the domain of R(Sεϕ, ·) contains V . Set F (t) := R(Sεϕ, g(t)) for t ∈ [0, 1].
Then F is smooth on [0, 1] and
|R(X)(Sεϕ)−R(Y )(Sεϕ)| = |F (1)− F (0)| =
∣∣∣∣∫ 1
0
F ′(t)dt
∣∣∣∣
=
∣∣∣∣∫ 1
0
d2R(Sεϕ, g(t)) · (X(Sεϕ)− Y (Sεϕ))dt
∣∣∣∣
≤ |(X − Y )(Sεϕ)| · sup
x∈V
|(d2R)(Sεϕ, x)| ≤ ε
mε−N
′
.
As m was arbitrary this concludes the proof.
The following lemma will be used to construct generalized points and num-
bers taking prescribed values.
Lemma 10. Given ϕq ∈ Aq(Rn), εq,k ∈ (0,∞) and x0, xq,k in any set A for
all q, k ∈ N, there exists a mapping X : A0(Rn) → A and strictly increasing
sequences (ql)l∈N and (al)l∈N of natural numbers such that X(Sεql,kϕql) = xql,k
∀k, l ∈ N, X(ϕ) = x0 for all ϕ not equal to some Sεql,kϕql , and ϕql ∈ Aal(R
n) \
Aal+1(R
n).
Proof. Set q1 := 1, a1 such that ϕq1 ∈ Aa1(R
n) \ Aa1+1(R
n) and inductively
choose ql+1 := al + 1 and al+1 appropriately. This is possible because for q
increasing more and more moments of ϕq have to vanish. Then define X :
A0(Rn) → A as follows: given ψ ∈ A0(Rn), if ψ = Sεql,kϕql for some k, l then
set X(ψ) := xql,k, otherwise set X(ψ) := x0.
Definition 11. For R˜ = [R] ∈ Ge(Ω) and X˜ = [X ] ∈ Ω˜c(n) we define the point
value R˜(X˜) of R˜ at X˜ as the class in C˜(n) of R(X) as defined in Proposition 9.
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Having defined suitable spaces of generalized points and numbers as well as
a corresponding notion of point evaluation we can now state the point value
characterization theorem for Ge.
Theorem 12. Let R˜ = [R] ∈ Ge(Ω). Then R˜ = 0 if and only if R˜(X˜) = 0 in
C˜(n) for all X˜ ∈ Ω˜c(n).
Proof. Necessity was already shown in Proposition 9. For sufficiency assume
that R 6∈ N e(Ω); then by Remark 1 (ii) there exist K ⊂⊂ Ω and m0 ∈ N such
that for all q ∈ N there is some ϕq ∈ Aq(Rn), a sequence (εq,k)k∈N ց 0 and a
sequence (xq,k)k∈N in K such that
∣∣R(Sεq,kϕq, xq,k)∣∣ ≥ εm0q,k .
Let X : A0(Rn) → K, (ql)l∈N and (al)l∈N be as obtained from Lemma 10
with arbitrary x0 ∈ K. Then clearly X is compactly supported, [X ] ∈ Ω˜c
and R(X) 6∈ CN (n): for any q ∈ N there is some l ∈ N such that al ≥ q, so
ϕql ∈ Aq(R
n). By construction,∣∣∣R(X)(Sεql,kϕql)∣∣∣ = ∣∣∣R(Sεql,kϕql , X(Sεql,kϕql))∣∣∣
=
∣∣∣R(Sεql,kϕql , xql,k)∣∣∣ > εm0ql,k
for all large enough k ∈ N, which ensures that the negligibility test for R(X)
fails.
The proof of the following Proposition is evident.
Proposition 13. The map ρ : CM (n) → Ee(Ω) given by ρ(r)(ϕ, x) := r(ϕ)
∀(ϕ, x) ∈ U(Ω) is a ring homomorphism preserving moderateness and negligi-
bility and thus induces an embedding ρ˜ : C˜(n)→ Ge(Ω).
Lemma 14. Let Ω ⊆ Rn be connected and K ⊂⊂ Ω. Then there exist a set
M ⊂⊂ Ω containing K and a real number L > 0 such that any two points in K
can be connected by a continuous curve γ : [0, 1] → Ω with image in M having
length
∫ 1
0 |γ
′(t)| dt ≤ L.
Proof. Cover K by finitely many closed balls of some radius ε > 0 which are
contained in Ω. As Ω is (pathwise) connected they can be joined by finitely
many continuous curves in Ω. Taking as M the union of these ε-balls and the
images of these curves, the existence of L as desired is obvious.
In the differential algebra Ge(Ω) the constant elements are exactly those
whose derivatives are zero. With the availability of point values one can also
call a generalized function constant if it has the same generalized value at every
generalized point. The following proposition shows that these properties in fact
are equivalent.
Proposition 15. If R˜ ∈ Ge(Ω) has the property R˜(X˜) = R˜(Y˜ ) ∀X˜, Y˜ ∈ Ω˜c(n)
then DiR˜ = 0 for i = 1, . . . , n; if Ω is connected the converse also holds.
Proof. Given any X˜ ∈ Ω˜c(n), one easily sees that for all Y˜ ∈ Ω˜c(n) we have
ρ˜(R˜(X˜))(Y˜ ) = R˜(X˜) on the one hand, and R˜(Y˜ ) = R˜(X˜) on the other hand by
assumption. By Theorem 12 then ρ˜(R˜(X˜)) = R˜, whenceDiR˜ = Diρ˜(R˜(X˜)) = 0
follows at once from the definitions.
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For the converse we show that in case Ω is connected DiR˜ = 0 (for i =
1, . . . , n) in Ge(Ω) implies R˜ = ρ˜(R˜(X˜)) for arbitrary X˜ = [X ] ∈ Ω˜c(n). Fix
K1 ⊂⊂ Ω andm ∈ N for testing and let X be compactly supported inK2 ⊂⊂ Ω.
Let M and L be as obtained from Lemma 14 applied to K = K1 ∪ K2. By
assumption,
(i) ∃q ∈ N ∀ϕ ∈ Aq(R
n) ∃ε0 > 0 ∀ε < ε0: supx∈M |d2R(Sεϕ, x)| ≤ ε
m.
(ii) ∃N ∈ N ∀ϕ ∈ AN (Rn) ∃η > 0 ∀ε < η: X(Sεϕ) ∈ K2.
Now let ϕ ∈ Amax(q,N)(R
n) and ε < min(ε0, η). Then for every y ∈ K1 there
exists a continuous curve γ : [0, 1] → Ω with image in M connecting y and
X(Sεϕ) and having length ≤ L. Thus we can estimate
|R(Sεϕ, y)−R(Sεϕ,X(Sεϕ))| =
∣∣∣∣∫ 1
0
d2R(Sεϕ, γ(t))γ
′(t)dt
∣∣∣∣
≤ sup
x∈M
|d2R(Sεϕ, x)| ·
∫ 1
0
|γ′(t)| dt ≤ Lεm
which gives the claimed result.
Definition 16. For r˜, s˜ ∈ R˜(n) we write r˜ ≤ s˜ if there are representatives r, s
such that r(ϕ) ≤ s(ϕ) for all ϕ ∈ A0(Ω).
Proposition 17. (R˜(n),≤) is a partially ordered ring.
Proof. Reflexivity is clear. For antisymmetry, r˜ ≤ s˜ and s˜ ≤ r˜ imply r1 ≤ s1 and
s2 ≤ r2 for some representatives r1, r2 of r˜ and s1, s2 of s˜. Writing s1 = s2 + n
and r2 = r1 + m with n,m ∈ N e(Ω) gives r1 ≤ s2 + n and s2 ≤ r1 + m,
thus r1 − s2 ≤ n and s2 − r1 ≤ m, implying |r1 − s2| ≤ max(n,m) and finally
r1 − s2 ∈ N e(Ω). For transitivity assume r˜ ≤ s˜ ≤ t˜. Then with representatives
r, s1, s2 and t we get s1 = s2+n with n ∈ N e(Ω) and thus r ≤ s1 = s2+n ≤ t+n,
which is r˜ ≤ t˜. Finally, r˜ ≤ s˜ clearly implies r˜+ t˜ ≤ s˜+ t˜ and 0 ≤ r˜, 0 ≤ s˜ reads
n ≤ r, m ≤ s in representatives which implies nm ≤ rs or 0 ≤ r˜s˜.
We call a generalized number r˜ ∈ C˜(n) strictly nonzero if it has a represen-
tative r ∈ CM (n) such that
∃q ∈ N ∀ϕ ∈ Aq(R
n) ∃C > 0 ∃η > 0 ∀ε < η : |r(Sεϕ)| > Cε
q. (1)
Note that Remark 1 (i) applies here and we can always have C = 1. We get
the following characterization of invertibility in C˜(n).
Proposition 18. An element of C˜(n) is invertible if and only if it is strictly
nonzero.
Proof. Given r˜ = [r], s˜ = [s] ∈ C˜(n) with r˜s˜ = 1, there exists t ∈ CN (n) such
that rs = 1 + t. By the definition of negligibility ∃q ∈ N ∀ϕ ∈ Aq(Rn) ∃η > 0
∀ε < η: |t(Sεϕ)| < 1/2, and thus also s(Sεϕ) 6= 0. By moderateness of s ∃N ∈ N
∀ϕ ∈ AN (Rn) ∃η′ > 0 such that for all ε < η′ we have |s(Sεϕ)| < ε−N . Thus
for q′ := max(q,N), ϕ ∈ Aq′ (Rn), and ε < min(η, η′) we obtain
|r(Sεϕ)| =
∣∣∣∣1 + t(Sεϕ)s(Sεϕ)
∣∣∣∣ > εN2 ≥ εq
′
2
.
8
Conversely, given r ∈ CM (n) satisfying (1) set s(ϕ) := 1/r(ϕ) where defined
and 0 elsewhere. Then s ∈ CM (n) by definition and obviously rs − 1 ∈ N e(n)
because for ϕ ∈ Aq(R
n) with q of (1) and small ε, s(Sεϕ) = 1/r(Sεϕ), thus
rs− 1 = 0 and the negligibility test succeeds trivially.
Proposition 19. For r˜ ∈ C˜(n) the following assertions are equivalent.
(i) r˜ is not invertible.
(ii) r˜ has a representative r such that for all q ∈ N there is some ϕq ∈ Aq(Rn)
and a sequence (εq,k)k∈N ց 0 such that r(Sεq,kϕq) = 0 for all k.
(iii) r˜ is a zero divisor.
Proof. (i)⇒ (ii): r˜ fails to be strictly nonzero, thus any representative r satisfies
∀q ∈ N ∃ϕq ∈ Aq(R
n) ∃(εq,k)k∈N ց 0 :
∣∣r(Sεq,kϕq)∣∣ ≤ εqq,k.
With xq,k := r(Sεq,kϕq) (q, k ∈ N) and x0 := 0 let s : A0(R
n) → C, (ql)l, and
(al)l be as obtained from Lemma 10. This map s satisfies s(Sεql,kϕql) = xql,k
∀k, l ∈ N. Then s is negligible: let m ∈ N be given and choose l0 ∈ N such that
ql0 > m. Let ϕ ∈ Aal(R
n). Then s(Sεϕ) can only be nonzero if ϕ = Sηϕql for
some η > 0 and l ≥ l0 and this requires that Sεϕ = SεSηϕql = Sεql,kϕql for
some k ∈ N, that is εη = εql,k. In this case
|s(Sεϕ)| =
∣∣∣r(Sεql,kϕql)∣∣∣ ≤ εqlql,k = ηqlεql < ηqlεm
for all ε = εql,k/η which are < 1. Finally r − s has the desired property: given
q ∈ N, there is some l such that ql ≥ q and for ϕql ∈ Aql(R
n) ⊆ Aq(R
n) we
have (r − s)(Sεql,kϕql) = 0.
(ii) ⇒ (iii): Define s : A0(Rn) → C by s(ϕ) := 1 if r(ϕ) = 0 and s(ϕ) := 0
otherwise. Then s ∈ CM (n) and rs = 0 but it is easily verified that s 6∈ CN (n).
(iii) ⇒ (i) is trivial.
The following is a characterization of non-degeneracy of matrices over C˜(n).
Proposition 20. Let A ∈ C˜(n)m
2
be an m×m square matrix with entries from
C˜(n). The following are equivalent:
(i) A is non-degenerate, i.e., if ξ, η ∈ C˜(n)m then ξtAη = 0 ∀η implies ξ = 0.
(ii) A : C˜(n)m → C˜(n)m is injective.
(iii) A : C˜(n)m → C˜(n)m is bijective.
(iv) det(A) is invertible.
Proof. The proof is purely algebraical and hence is entirely equivalent to the
version for Gs(Ω) ( [9] Lemma 1.4.41). More explicitly, (ii) ⇔ (iii) ⇔ (iv) is
dealt with by [3] Chapter III §8 Proposition 3 and Theorem 1. (i)⇒ (ii) follows
by showing that (i) is equivalent to At being injective, after which (ii) ⇒ (iv)
can be applied to det(A) = det(At).
The next theorem is a characterization of invertibility of generalized func-
tions in Ge(Ω).
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Theorem 21. For R˜ ∈ Ge(Ω) the following are equivalent:
(i) R˜ is invertible.
(ii) For each representative R of R˜ the following holds:
∀K ⊂⊂ Ω ∃m ∈ N ∃q ∈ N ∀ϕ ∈ Aq(R
n)
∃C > 0 ∃ε0 > 0 ∀ε < ε0 : sup
x∈K
|R(Sεϕ, x)| > Cε
m.
Remark 1 (i) applies here; furthermore, we can always have m = q.
Proof. Assuming (i), there exist S ∈ EeM (Ω) and Q ∈ E
e
N (Ω) such that RS =
1 + Q. Fix K ⊂⊂ Ω. Then ∃p ∈ N ∀ϕ ∈ Ap(Rn) ∃ε0 > 0 ∀ε < ε0:
supx∈K |Q(Sεϕ, x)| <
1
2 and thus S(Sεϕ, x) > 0. Furthermore, ∃N ∈ N ∀ϕ ∈
AN (Rn) ∃ε1 > 0 ∀ε < ε1: supx∈K |S(Sεϕ, x)| < ε
−N . Then for q := max(p,N),
ϕ ∈ Aq(Rn), ε < min(ε0, ε1) and x ∈ K we obtain
|R(Sεϕ, x)| =
∣∣∣∣1 +Q(Sεϕ, x)S(Sεϕ, x)
∣∣∣∣ ≥ 1− |Q(Sεϕ, x)|S(Sεϕ, x) > ε
N
2
.
Conversely, given R satisfying (ii) set S(ϕ) := 1/R(ϕ) where defined and 0
elsewhere. Then S ∈ EeM (Ω) by definition and obviouslyRS−1 ∈ N
e(Ω)(n).
The following proposition establishes a relation between invertibility and
point values.
Proposition 22. R˜ ∈ Ge(Ω) is invertible if and only if R˜(X˜) is invertible in
C˜(n) for each X˜ ∈ Ω˜c.
Proof. Necessity holds because point evaluation at a fixed generalized point ev-
idently is a ring homomorphism from Ge(Ω) into C˜(n), thus R˜S˜ = 1 in Ge(Ω)
implies R˜(X˜)S˜(X˜) = 1 in C˜(n). For sufficiency suppose that R˜ is not invert-
ible. Then by Theorem 21 ∃K ⊂⊂ Ω ∀q ∈ N ∃ϕq ∈ Aq(Rn) ∃(εq,k)k∈N ց 0
∃(xq,k)k∈N ∈ K
N such that
∣∣R(Sεq,kϕq, xq,k)∣∣ ≤ εqq,k. Let X : A0(Rn)→ K and
(ql)l∈N be as obtained from Lemma 10 with arbitrary x0 ∈ K. Then clearly X
is compactly supported and the class of R(X) is not strictly nonzero and thus
not invertible, because for arbitrary q we can choose any l such that ql ≥ q and
for large enough k ∈ N we get∣∣∣R(X)(Sεql,kϕql)∣∣∣ = ∣∣∣R(Sεql,kϕql , xql,k)∣∣∣ ≤ εqlql,k ≤ εqql,k.
Proposition 18 also follows directly from the following Lemma, whose validity
is clear because for r˜ ∈ C˜(n) and X˜ ∈ Ω˜c(n) we have ρ˜(r˜)(X˜) = r˜.
Lemma 23. r˜ ∈ C˜(n) is invertible if and only if ρ˜(r˜) ∈ Ge(Ω) is.
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5 Point values in Gd(Ω)
While in Gs and Ge one can essentially leave away the x-slot in order to obtain
generalized numbers we have to be more careful when introducing generalized
numbers in the diffeomorphism invariant setting. First, smoothness of the in-
volved objects is a crucial factor requiring considerable technical machinery
(cf. [9] Chapter 2). Second, there are two equivalent formalisms for describing
the algebra Gd: one stems from the original construction by J.-F. Colombeau [4],
the other is used by J. Jel´ınek [10] and is essential if one aims to construct a
corresponding algebra intrinsically on a manifold. It is a sensible requirement
that the translation mechanism between the C-formalism and the J-formalism
( [9] Section 2.3.2) remains intact in order to translate results related to point
values.
As we are dealing with differential algebras we can define generalized num-
bers as constant generalized functions, which means those functions R satisfying
DiR = 0 ∀i. For connected Ω this is a natural definition of a space of numbers,
generalized points simply are vectors of such numbers. Now as Di only acts on
the x-slot one would be tempted to simply leave it away as we did in the Ge-
setting with the hope to get simpler objects. We refrain from doing so, however,
as viewing generalized numbers as a subspace of the generalized functions has
two significant advantages: first, the existing technical background regarding
smoothness which lies at the basis of Gd can be used. Second, the translation
mechanism given by the map T works straightforward.
Instead of requiring DiR = 0 one can equivalently demand that the function
does not depend on the second slot. We thus obtain the following definition.
Definition 24. Let V ⊆ Rp be open for some p ∈ N. Then generalized points
of V in the Gd-setting are defined by
VM (Ω) := {X ∈ C
∞(U(Ω), V ) | ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∃N ∈ N
∀φ ∈ C∞b (I × Ω,A0(R
n)) :
sup
x∈K
|∂αX(Sεφ(ε, x), x)| = O(ε
−N )
and ∀(ϕ, x), (ϕ, y) ∈ U(Ω) : X(ϕ, x) = X(ϕ, y)},
VN (Ω) := {X ∈ VM (Ω) | ∀K ⊂⊂ Ω ∀m ∈ N ∃q ∈ N
∀φ ∈ C∞b (I × Ω,Aq(R
n)) : sup
x∈K
|X(Sεφ(ε, x), x)| = O(ε
m)},
V˜ (Ω) := VM (Ω)/VN (Ω).
In order to obtain moderateness estimates of generalized point values one needs
to introduce the concept of compactly supported generalized points, as is exem-
plified in the special algebra resp. elementary full algebra by
|(u(x))ε| = |uε(xε)| ≤ sup
x∈K
|uε(x)|
resp.
|R(X)(Sεϕ)| = |R(Sεϕ,X(Sεϕ))| ≤ sup
x∈K
|R(Sεϕ, x)|
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where xε ∈ K for small ε resp. X(Sεϕ) ∈ K for all ϕ with sufficiently many
vanishing moments and small ε. In order to find an analogous condition for
Gd one could start with a representative X ∈ VM (Ω) of a generalized point
satisfying X(ϕ, x) ∈ L for all (ϕ, x) ∈ U(Ω) and some compact set L ⊂⊂ Ω.
However, this condition is not preserved under change of representative: if one
adds an element Y of VN (Ω) to X one can only retain
∀K ⊂⊂ Ω ∃q ∈ N ∀φ ∈ C∞b (I × Ω,Aq(R
n)) ∃ε0 > 0
∀ε < ε0 ∀x ∈ K : (X + Y )(Sεφ(ε, x), x) ∈ L
′
where L′ is an arbitrarily small compact neighborhood of L. The reason for this
is that negligibility of Y ∈ VN (Ω) gives uniformly small values of Y (Sεφ(ε, x), x)
(for x ∈ K and ε small) only if φ is an element of C∞b (I ×Ω,Aq(R
n)) for some
certain q. This means that if φ has less than q vanishing moments Y (Sεφ(ε, x), x)
may grow in any moderate way, leaving no hope of staying near L or even in
any compact subset of V , in general.
The easiest remedy to this problem is to simply define a generalized point
X˜ ∈ V˜ (Ω) as being compactly supported if it has at least one representative
X whose image is contained in some compact set and only use such a suitable
representative for the definition of point evaluation.
A different approach which is not pursued here but has to be mentioned
is to use an equivalent description of Gd(Ω) where tests for moderateness and
negligibility are performed using test objects having asymptotically vanishing
moments. Such an algebra, called G2(Ω), exists and is diffeomorphism invariant
[8]. It was demonstrated by J. Jel´ınek [10] that this algebra actually is the
same as Gd(Ω). Using the moderateness and negligibility conditions of G2(Ω) it
would be possible to redefine the spaces used here in order to have a definition
of compact support which is stable under change of representatives. In order
to be consistent with our formalism of Gd, however, we chose not to take this
route here, as it has no effect on the validity of the point value characterization
theorem below and because there is no straightforward interface between G2(Ω)
and Gd(Ω).
Definition 25. A generalized point X˜ ∈ V˜ (Ω) is called compactly supported
in L ⊂⊂ V if it has a representative X ∈ VM (Ω) such that ∀(ϕ, x) ∈ U(Ω):
X(ϕ, x) ∈ L. Denote by V˜c(Ω) the subset of all compactly supported generalized
points of V˜ (Ω).
As usual, elements of VM (Ω) resp. VN (Ω) are called moderate resp. negligible
and we write X ∼ Y for X − Y ∈ VN (Ω).
Setting V = C gives the space C˜(Ω) of generalized complex numbers over Ω.
As X ∈ C∞(U(Ω), V ) is moderate resp. negligible if and only if each component
pri ◦X is, [9] Theorems 2.5.3 and 2.5.4 immediately give a characterization of
moderateness resp. negligibility of X in terms of differentials of Xε := X ◦ S(ε):
X ∈ C∞(U(Ω), V ) is moderate if and only if ∀K ⊂⊂ Ω ∀α ∈ Nn0 ∀k ∈ N0
∃N ∈ N ∀B ⊆ D(Rn) bounded it holds that∥∥∂αdk1Xε(ϕ, x)(ψ1, . . . , ψk)∥∥ = O(ε−N ) (ε→ 0)
resp. X ∈ VM (Ω) is negligible if and only if ∀K ⊂⊂ Ω ∀m ∈ N ∃q ∈ N ∀B ⊆
D(Rn) bounded it holds that
‖Xε(ϕ, x)‖ = O(ε
m) (ε→ 0),
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where the estimate has to hold uniformly for x ∈ K, ϕ ∈ B ∩A0(Rn) resp. B ∩
Aq(Rn), and ψ1, . . . , ψk ∈ B ∩A00(Rn).
In the Colombeau-setting the point value is obtained as in Gs and Ge by
inserting the (generalized) point into the x-slot. The corresponding formula for
the J-setting is obtained by using the translation mechanism provided by the
map T ∗. We fix the following abbreviations for the natural definitions of point
evaluation in the Jel´ınek- and the Colombeau-setting, noting that no confusion
can arise from using the expression R(X) in both cases.
1. R(X)(ϕ, x) := R(TX(ϕ,x)−xϕ,X(ϕ, x)) for R ∈ C
∞(A0(Ω)× Ω) and X ∈
C∞(A0(Ω)× Ω,Ω), and
2. R(X)(ϕ, x) := R(ϕ,X(ϕ, x)) for R ∈ C∞(U(Ω)) and X ∈ C∞(U(Ω),Ω).
Because R(X) is not defined on the whole of A0(Ω) × Ω resp. U(Ω), one
has to implement a smooth cut-off procedure as in the following proposition.
We will do so first in the Jel´ınek-setting because there the smoothness issues
are more perspicuous – the topology on U(Ω) is induced by the mapping T , so
questions of smoothness on U(Ω) are most easily handled by transferring them
to A0(Ω)× Ω.
Proposition 26. Given R ∈ C∞(A0(Ω) × Ω) and X ∈ C∞(A0(Ω) × Ω,Ω)
satisfying
∃L ⊂⊂ Ω ∀(ϕ, x) ∈ A0(Ω)× Ω : X(ϕ, x) ∈ L (2)
there exists a map JR,X ∈ C∞(A0(Ω)×Ω) such that for any K ⊂⊂ Ω and any
B ⊆ D(Rn) satisfying ∃β > 0 ∀ω ∈ B: suppω ⊆ Bβ(0) there is a relatively
compact open neighborhood U of K in Ω and ε0 > 0 such that for all x ∈ U ,
ϕ ∈ B ∩ A0(Rn), and ε < ε0 the expression R(X)(TxSεϕ, x) is defined and
JR,X(TxSεϕ, x) = R(X)(TxSεϕ, x).
Proof. Let z ∈ Ω remain fixed for the following construction. For some δz > 0
smaller than 13 dist(L, ∂Ω) and
1
2 dist(z, ∂Ω) we set Az := Bδz(z) ⊆ Ω and
Bz := Bδz(Az) = B2δz (z). Both sets are relatively compact in Ω. For all
x ∈ Az and ϕ ∈ A0,Bz (Ω) we consequently obtain
suppTX(ϕ,x)−xϕ = X(ϕ, x)− x+ suppϕ
⊆ L− x+ B2δz(z) ⊆ L+B3δz(0) ⊆ Ω
which means that R(X)(ϕ, x) = R(TX(ϕ,x)−xϕ,X(ϕ, x)) is defined on the set
A0,Bz (Ω) × Az. Furthermore gz := R(X)|A0,Bz (Ω)×Az ∈ C
∞(A0,Bz (Ω) × Az):
this follows easily by writing down all maps and spaces involved, after which
gz is seen to be a composition of smooth functions. Set Dz := Bδz/2(Az) and
choose a smooth function ρz ∈ C∞(Ω,R) with support in Bz and ρz ≡ 1 on Dz.
Fixing an arbitrary ϕz ∈ A0,Bz (Ω) define the projection
piz(ϕ) := ϕ · ρz + (1−
∫
ϕ · ρz) · ϕz ∀ϕ ∈ A0(Ω),
then clearly piz ∈ C∞(D(Rn),D(Rn)) and thus piz ∈ C∞(A0(Ω),A0,Bz (Ω)): the
restriction to a set carrying the initial smooth structure with respect to the
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inclusion evidently is smooth, and as piz has values in A0,Bz (Ω) and this set also
carries the initial smooth structure, piz is smooth into this set. For suppϕ ⊆ Dz
we have piz(ϕ) = ϕ. There exists a smooth partition of unity {χz}z subordinate
to {Az}z, that is a collection of maps χz ∈ C∞(Ω, [0, 1]) with suppχz ⊆ Az
such that set of supports {suppχz}z is locally finite and
∑
χz(x) = 1 ∀x ∈ Ω.
Define a map fz on A0(Ω)× Ω by
fz(ϕ, x) :=
{
gz(piz(ϕ), x)χz(x) if x ∈ Az
0 otherwise.
We have fz ∈ C∞(A0(Ω) × Ω): given an arbitrary smooth curve c = (c1, c2) ∈
C∞(R,A0(Ω) × Ω), c∗fz is smooth, as any t0 ∈ R has a neighborhood whose
image under c2 lies either in Az or in the complement of suppχz , which are
open sets covering Ω. In the first case,
gz(piz(c1(t)), c2(t))χz(c2(t)) = gz(piz(c1(t)), c˜2(t))χz(c˜2(t))
in a neighborhood of t0 on which c2 is equal to some curve c˜2 ∈ C∞(R, Az),
thus one can employ smoothness of (ϕ, x) 7→ gz(piz(ϕ), x)χz(x) on A0(Ω)×Az.
In the second case the function is zero on an open neighborhood of c2(t0), thus
smooth trivially. Now we can define JR,X : A0(Ω) × Ω → C as JR,X(ϕ, x) :=∑
z fz(ϕ, x), which also is easily seen to be smooth as the sum is locally fi-
nite in x. Now let K and B be given as stated in the proposition. K has
an open neighborhood U which meets only finitely many supports of the χz,
which means that there are z1, . . . , zm ∈ Ω for some m ∈ N such that K ⊆
U ⊆
⋃
i=1...m suppχzi ⊆
⋃
i=1...mAzi , so on A0(Ω) × U JR,X is given by∑
i=1...m fzi . For ε < mini δzi/(2β), ϕ ∈ B∩A0(R
n) and x ∈ Azi , suppTxSεϕ ⊆
Bεβ(x) ⊆ Dzi and thus pizi(TxSεϕ) = TxSεϕ; now x ∈ suppχzi ⊆ Azi implies
gzi(pizi(TxSεϕ), x) = R(X)(TxSεϕ, x) and thus for x ∈ U , ϕ ∈ B ∩A0(R
n), and
ε as above we finally obtain the conclusion
JR,X(TxSεϕ, x) =
∑
i=1...m
gzi(pizi(TxSεϕ), x)χzi (x)
= R(X)(TxSεϕ, x)
∑
i=1...m
χzi(x) = R(X)(TxSεϕ, x).
Corollary 27. Given R ∈ C∞(U(Ω)) and X ∈ C∞(U(Ω),Ω) satisfying
∃L ⊂⊂ Ω ∀(ϕ, x) ∈ U(Ω) : X(ϕ, x) ∈ L (3)
there exists SR,X ∈ C∞(U(Ω)) such that for any K ⊂⊂ Ω and B ⊆ D(Rn)
satisfying ∃β > 0 ∀ω ∈ B: suppω ⊆ Bβ(0) there is a relatively compact open
neighborhood U of K in Ω and ε0 > 0 such that for all x ∈ U , ϕ ∈ B ∩A0(Rn),
and ε < ε0, the expression R(X)(Sεϕ, x) is defined and
SR,X(Sεϕ, x) = R(X)(Sεϕ, x).
Proof. We define RJ := (T−1)∗R ∈ C∞(A0(Ω) × Ω) and XJ := (T−1)∗X ∈
C∞(A0(Ω) × Ω,Ω). Then XJ satisfies (2), giving JRJ ,XJ ∈ C
∞(A0(Ω) × Ω).
Now by Proposition 26 there exists a relatively compact open neighborhood U
of K in Ω and ε0 > 0 such that ∀x ∈ U , ϕ ∈ B ∩ A0(Rn), and ε < ε0 we know
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that RJ(XJ)(TxSεϕ, x) is defined and JRJ ,XJ (TxSεϕ, x) = R
J(XJ)(TxSεϕ, x).
Thus because T ∗(RJ (XJ)) = R(X) we obtain the result by setting SR,X :=
T ∗JRJ ,XJ .
The following proposition establishes that the construction of SR,X defines
a unique element of C˜(Ω) and enables us to use it for the definition of point
values in Gd(Ω).
Proposition 28. Given R ∈ EdM (Ω) and X,Y ∈ ΩM (Ω) satisfying (3) SR,X is
in CM (Ω); if R is negligible SR,X is, and X ∼ Y implies SR,X ∼ SR,Y .
Proof. Fix K ⊂⊂ Ω, α ∈ Nn0 , and k ∈ N0 for testing and let B ⊆ D(R
n) be
bounded for testing in terms of differentials. Moderateness of SR,X is tested by
estimating∣∣∂αdk1(SR,X)ε(ϕ, x)(ψ1, . . . , ψk)∣∣
where x ∈ K, ϕ ∈ B ∩A0(Rn), and ψ1, . . . , ψk ∈ B ∩A00(Rn). Let J ⊆ R be a
bounded neighborhood of 0. Then B + Jψ1 + · · ·+ Jψk is bounded in D(Rn).
Corollary 27 gives an open neighborhood U of K in Ω and ε0 > 0 such that for
x ∈ U , ϕ ∈ B′ ∩ A0(Rn), and ε < ε0 the equation
(SR,X)ε(ϕ, x) = (R(X))ε(ϕ, x)
holds. Given ϕ, ψ1, . . . , ψk as above we obtain for the kth differential
dk1(SR,X)ε(ϕ, x)(ψ1, . . . , ψk)
=
∂
∂t1
∣∣∣∣
0
· · ·
∂
∂tk
∣∣∣∣
0
(SR,X)ε(ϕ+ t1ψ1 + . . .+ tkψk, x)
=
∂
∂t1
∣∣∣∣
0
· · ·
∂
∂tk
∣∣∣∣
0
(R(X))ε(ϕ+ t1ψ1 + . . .+ tkψk, x)
= dk1(R(X))ε(ϕ, x)(ψ1, . . . , ψk).
Note that this seemingly trivial equality and the following application of
the chain rule rest on two hidden details. First, because in the first slot the
mappings SR,X and R(X) are defined on subsets of the affine subspace A0(Ω),
their differentials have to be calculated by considering the corresponding maps
on the linear subspace A00(Ω) which are obtained by pullback along an affine
isomorphism A00(Ω) → A0(Ω). Second, these maps obtained actually have to
be restricted to suitable subsets of A0(R
n)×Ω in order to give meaning to their
differentials (cf. [9] Section 2.3.3 for a detailed discussion).
As (R(X))ε(ϕ, x) = Rε(ϕ,Xε(ϕ, x)), by the chain rule ( [9] Appendix A)
dk1(R(X))ε(ϕ, x)(ψ1, . . . , ψk) consists of terms of the form
(dl2d
m
1 Rε(ϕ,Xε(ϕ, x))(ψi1 , . . . , ψim , (d
a1
1 Xε)(ϕ, x)(ψA1 ), . . . , (d
al
1 Xε(ϕ, x)(ψAl ))
where m, l ∈ N0, i1, . . . , im ∈ {1 . . . k}, a1, . . . , al ∈ N, and ψA1 , . . . , ψAl are
appropriate tuples of elements from {ψ1, . . . , ψk}. Consequently, the expression
∂αdk1(R(X))ε(ϕ, x)(ψ1, . . . , ψk) consists of terms of the form
(dl2d
m
1 ∂
γRε(ϕ,Xε(ϕ, x)))(ψi1 , . . . , ψim ,
∂β1da11 Xε(ϕ, x)(ψA1 ), . . . , ∂
βldal1 Xε(ϕ, x)(ψAl ))
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where γ, β1, . . . , βl are some multi-indices. The norm of the last expression can
be estimated by∥∥(dl2dm1 ∂γRε(ϕ,Xε(ϕ, x))(ψi1 , . . . , ψim)∥∥ ·
·
∥∥(∂β1da11 Xε(ϕ, x)(ψA1 )∥∥ · · ·∥∥(∂βldal1 Xε(ϕ, x)(ψAl )∥∥
whence the first two claims of the proposition follow immediately from moder-
ateness resp. negligibility of R and moderateness of the compactly supported
X .
For the last claim, fix K ⊂⊂ Ω and m ∈ N for testing and let B ⊆
D(Rn) be bounded. Let Y take values in L ⊂⊂ Ω. We need to estimate
|(SR,X − SR,Y )ε(ϕ, x)| for x ∈ K and ϕ ∈ B ∩ A0(Rn). By Corollary 27
there exists an open neighborhood U of K in Ω such that for x ∈ U , ϕ ∈
B ∩ A0(Rn), and small ε we have both (SR,X)ε(ϕ, x) = (R(X))ε(ϕ, x) and
(SR,Y )ε(ϕ, x) = (R(Y ))ε(ϕ, x), so we have to estimate |(R(X)−R(Y ))ε(ϕ, x)|.
Setting F (t) := Rε(ϕ, (Y + t(X − Y ))ε(ϕ, x)) the last expression can be writ-
ten as |F (1)− F (0)|. As X ∼ Y there exists q ∈ N such that for x ∈ K,
ϕ ∈ B ∩ Aq(Rn), and small ε we have |(X − Y )ε(ϕ, x)| < ε, so F (t) is defined
and smooth on [0, 1] and we can write
|F (1)− F (0)| =
∣∣∣∣∫ 1
0
F ′(t)dt
∣∣∣∣ = ∣∣∣∣∫ 1
0
d2Rε(ϕ, g(t)) · (X − Y )ε(ϕ, x)dt
∣∣∣∣
whence the claim follows directly from moderateness of R and negligibility of
X − Y .
Definition 29. For R˜ ∈ Gd(Ω) and X ∈ Ω˜c(Ω) we define the generalized point
value of R˜ at X˜ as R˜(X˜) := [SR,X ] where R is any representative of R˜ and X
is a representative of X˜ satisfying (3).
Lemma 30. Let K be a compact set. Given for each q ∈ N a sequence (xq,k)k∈N
in K it holds that
∃x0 ∈ K ∀δ > 0 ∀q0 ∈ N ∃q = q(δ, q0) ≥ q0
∀k0 ∈ N ∃k = k(δ, q0, k0) ≥ k0 : xq,k ∈ Bδ(x0).
This means that x0 is an accumulation point of infinitely many of the sequences
(xq,k)k.
Proof. Assuming the converse we would have ∀x0 ∈ K ∃δ = δ(x0) > 0 ∃q0 =
q0(x0) ∈ N ∀q ≥ q0 ∃k0 = k0(x0, q) ∀k ≥ k0: xq,k 6∈ Bδ(x0)(x0). As K ⊆⋃
x∈K Bδ(x)(x) we can choose x1, . . . , xm (m ∈ N) such that K is contained in⋃
i=1,...,mBδ(xi)(xi). Then for q ≥ maxi q0(xi) and k ≥ maxi k0(xi, q) we obtain
the contradiction xq,k 6∈
⋃
i=1,...,mBδ(xi)(xi) ⊇ K.
After these preparations we are finally able to establish the point value
characterization theorem for Gd(Ω).
Theorem 31. R˜ ∈ Gd(Ω) is 0 if and only if R˜(X˜) = 0 in C˜(Ω) for all X˜ ∈
Ω˜c(Ω).
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Proof. Let R be a representative of R˜. We have already shown in Proposition
28 that R ∈ N d(Ω) implies R(X) ∈ CN (Ω) for all X ∈ ΩM (Ω). For the
converse we assume R 6∈ N d(Ω) and construct a generalized point X such that
R(X) 6∈ CN (Ω). By this assumption there exists K ⊂⊂ Ω and m ∈ N such that
for all q ∈ N there is some φq ∈ C∞b (I ×Ω,Aq(R
n)) such that ∀k ∈ N ∃εq,k <
1
k
∃xq,k ∈ K such that with ϕq,k := Sεq,kφq(εq,k, xq,k) we have
|R(ϕq,k, xq,k)| ≥ ε
m
q,k.
For the negligibility test of R(X) to fail it suffices to construct X such that for
each of infinitely many q the equation X(ϕq,k, xq,k) = xq,k holds for infinitely
many k. Choose positive real numbers δ and η1 both smaller than dist(x0, ∂Ω).
Lemma 30 gives
∃x0 ∈ K ∀q0 ∈ N ∃q = q(δ, q0) ≥ q0 ∀k0 ∈ N
∃k = k(δ, q0, k0) ≥ k0 : xq,k ∈ Bδ(x0).
(4)
Furthermore, for all q ∈ N there exists an index k1(q) ∈ N such that
suppSεq,kφq(εq,k, xq,k) ⊆ Bη1(0) for all k ≥ k1(q). Combining this with (4),
there exists a strictly increasing sequence (ql)l∈N and for each l ∈ N a sequence
(kl,r)r∈N with kl,r ≥ k1(ql) and xql,kl,r ∈ Bδ(x0) for all r ∈ N. Choose η2 > 0
arbitrary and set U := {ϕ ∈ D(Rn) | ‖ϕ‖∞ < η2}.
Let (cn)n∈N be a sequence in N in which each natural number appears in-
finitely often. Set ϕ1 := ϕqc1 ,kc1,1 and x1 := xqc1 ,kc1,1 . Inductively, given ϕn
choose r large enough such that
∥∥∥ϕqcn+1 ,kcn+1,r∥∥∥∞ > ‖ϕn‖∞ + 2η2 and set
ϕn+1 := ϕqcn+1 ,kcn+1,r and xn+1 := xqcn+1 ,kcn+1,r .
The sequences (ϕn)n∈N and (xn)n∈N then have the following properties:
1. xn ∈ Bδ(x0) ∀n ∈ N.
2. For each of infinitely many q ∈ N there are infinitely many k ∈ N such
that ϕq,k resp. xq,k appears in the sequence (ϕn)n resp. (xn)n.
3. suppϕn ⊆ Bη1(0) for all n ∈ N.
4. Because ‖ϕn‖∞ = ‖T−xnϕn‖∞ all sets U +T−xnϕn for n ∈ N are pairwise
disjoint.
Choose η3 such that 0 < η3 < η2. Set U
′ := {ϕ ∈ D(Rn) | ‖ϕ‖∞ < η3},
E := DBη1 (0)
(Rn) and U ′1 := U
′ ∩ E. Construct a smooth bump function χ1 ∈
C∞(E,R) with suppχ1 ⊆ U ′1 and χ1(0) = 1 as follows:
Let g ∈ C∞(R,R) be nonnegative such that g(x) = 1 for x ≤ 0 and g(x) = 0
for x ≥ 1. As E is a nuclear locally convex space, there exist a convex, circled
0-neighborhood V ⊆ U ′1 and a positive semi-definite sesquilinear form σ on
E such that p : x 7→
√
σ(x, x) is the gauge function of V and a continuous
seminorm on E ( [21] Chapter III 7.3). From the Cauchy-Schwartz inequality
we infer |σ(x, y)| ≤ p(x)p(y), which means that σ is bounded and thus smooth.
Consequently the associated hermitian form h : x 7→ σ(x, x) also is smooth.
The differentials of h are given by
dh(x)(v) = 2ℜσ(x, v),
d2h(x)(v, w) = 2ℜσ(v, w), and
d3h = 0
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where ℜ denotes the real part. Now χ1 := g ◦ h is in C∞(E,R) with χ1(0) = 1
and suppχ1 ⊆ V ⊆ U ′1 ⊆ U ∩ E because g(h(x)) > 0 implies h(x) < 1 and thus
x ∈ V .
Then by [13] Lemma 16.6 and an obvious adaptation of the proof of [13]
Proposition 16.7 there exists a function χ ∈ C∞(D(Rn),R) such that χ|E = χ1,
χ(0) = 1 and suppχ ⊆ U .
Set χm(ϕ) := χ(ϕ−T−xmϕm) for ϕ ∈ D(R
n). We define a map Y : D(Rn)×
Rn → Ω by
Y (ϕ, x) :=
∑
m∈N
(x0 + χm(T−xϕ)(xm − x0)) ∈ Bδ(x0).
Because the supports of χm are disjoint Y has at most one summand near any
given ϕ; it clearly is smooth and asA0(Ω)×Ω carries the initial smooth structure
with respect to the inclusion its restriction to A0(Ω) × Ω also is smooth. Our
prospective generalized point is defined as
X := T ∗(Y |A0(Ω)×Ω) ∈ C
∞(U(Ω),Ω),
and satisfies X(ϕn, xn) = xn. X is compactly supported in Bδ(x0). In order to
show moderateness of X we test in terms of differentials. Fix K ⊂⊂ Ω, α ∈ Nn0 ,
k ∈ N0, and B ⊆ D(R
n) bounded for testing. We then need to estimate the
expression
∂αdk1Xε(ϕ, x)(ψ1, . . . , ψk)
where x ∈ K, ϕ ∈ B ∩ A0(Ω), and ψ1, . . . , ψk ∈ B ∩ A00(Ω). We first look at
the function whose derivatives we need:
Xε(ϕ, x) = Y (TxSεϕ, x) =
∑
m
(x0 + χm(Sεϕ)(xm − x0)).
As we see from the right hand side this expression does not depend on x so we
only need to consider the case α = 0. If the kth differential at ϕ in directions
ψ1, . . . , ψk is nonzero it is given by only one term of the right hand side, so for
each ϕ there exists an index m0 ∈ N such that
dk1Xε(ϕ, x)(ψ1, . . . , ψk)
= dk
(
ϕ 7→ (x0 + χm0(Sεϕ)(xm0 − x0))
)
(ϕ)(ψ1, . . . , ψk)
= dk
(
ϕ 7→ (x0 + χ(Sεϕ− T−xm0ϕm0)(xm0 − x0))
)
(ϕ)(ψ1, . . . , ψk)
In order to use that χ|E = χ1 we need that the support of the argument of
χ in the previous expression is contained in Bη1(0). By construction this is the
case for all ϕn and if ε is small enough it is also satisfied for Sεϕ for all ϕ ∈ B
uniformly. As χ1 = g ◦ h we need to obtain the differentials
dk
(
ϕ 7→ g(h(Sεϕ− T−xm0ϕm0))
)
(ϕ, x)(ψ1, . . . , ψk). (5)
Abbreviate f(ϕ) := Sεϕ − T−xm0ϕm0 . We can assume that h(f(ϕ)) < 1
holds, as otherwise expression (5) vanishes. By the chain rule we see that the
kth differential is given by the product of derivatives of g (which are globally
18
bounded) and terms of the form dk(h ◦ f)(ϕ)(ψ1, . . . , ψk) for some k ∈ N which
again by the chain rule are given by terms of the form
(dkh)(f(ϕ))(dl1f(ϕ)(ψA1), . . . , d
lkf(ϕ)(ψAk)) (6)
for some l1, . . . , lk ∈ N and appropriate subsets ψA1 , . . . , ψAk ⊆ {ψ1, . . . , ψk}.
Here only k = 0, 1, 2 are relevant as higher derivatives of h vanish. We obtain
from (6) the three terms
h(f(ϕ)) = σ(f(ϕ), f(ϕ))
dh(f(ϕ))(df(ϕ)(ψ1)) = 2ℜσ(f(ϕ), df(ϕ)(ψ1))
d2h(f(ϕ))(df(ϕ)(ψ1), df(ϕ)(ψ2)) = 2ℜσ(df(ϕ)(ψ1), df(ϕ)(ψ2))
The function f is differentiated at most once because its higher order derivatives
vanish. Noting that df(ϕ)(ψ) = Sεψ we estimate these terms by the Cauchy-
Schwartz inequality. We obtain products of
√
h(f(ϕ)) (which has been assumed
to be smaller than 1) and
√
h(Sεψ) = p(Sεψ) (where ψ is ψ1 or ψ2). Being a
continuous seminorm, p is majorized by finitely many of the usual seminorms
qα of E given by qα(ϕ) = supx∈Rn |∂
αϕ(x)| for all α ∈ Nn0 . We thus end up with
the expression
qα(Sεψ) = sup
x∈Rn
|∂α(Sεψ)(x)| = sup
x∈Rn
∣∣∂α(ε−nψ(x/ε))∣∣
= sup
x∈Rn
∣∣∣ε−n−|α|(∂αψ)(x/ε)∣∣∣ = ε−n−|α| ‖ψ‖∞
and as ψ is from the bounded set B we get the desired growth estimates inde-
pendently of m0 and conclude that X is moderate. By construction R(X) is
not negligible and the point value characterization theorem is established.
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