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E-mail addresses: xia.li@nottingham.ac.uk, ce.lixia@Information being dealt with in micro-mechanics is massive. Most of them are directional data. Macro-
scale physical laws embedded with micro-scale fundamentals need to be developed in terms of the sta-
tistics of the micro-scale variable in a frame-indifferent form. Mathematical techniques and theories for
characterizing the statistics of directional data with tensors are hence demanded. This is the main con-
cern of the current paper. Starting with the general theory established in Kanatani (1984) of describing
the directional distributions of orientations, mathematical formulations have been extended to address
the directional distributions of vector-valued directional data, which is the most common data type being
dealt with in micromechanical investigations. For vector-valued directional data, statistical analyses are
required in regarding to both their directional probability density distribution and their representative
values along each direction. The technique used here is to approximate these directional distributions
by polynomials in unit directional vector n. The coefﬁcients are in tensorial form and determined from
observed directional data by applying the least square error criterion. These coefﬁcient tensors serve
as macro-scale variables representing the statistics of the micro-scale directional data, and are referred
to as direction tensor. Orthogonal decompositions are addressed so that the coefﬁcient tensor of different
orders can be determined independently from each other. The coefﬁcient tensors in the orthogonal
decompositions are referred to as deviatoric direction tensor. The choice of sufﬁcient approximation
order is suggested. As an example, a general form of the stress–force–fabric relationship is derived for
demonstrating the application of the proposed mathematical theory in the micro-mechanical investiga-
tion of the behaviour of granular materials.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Multi-scale study is a hot topic in a number of disciplines. Along
with the fact that anisotropy has been recognized as an intrinsic
nature of materials, massive amount of micro-scale physical quan-
tities, being dealt with in microscopic investigations, are often
direction dependent and random in nature. These micro-scale
quantities generally involve measurements on both orientations
and magnitudes, and present themselves in the form of vectors.
Hence, statistical characterisation of directional data (Mardia,
1972) is demanded in the study of micromechanics.
The importance of mathematical techniques dealing with the
statistics of directional data has been stressed by Kanatani
(1984). In the study of the physical problem and for the possible
application in engineering, the description of the physical laws
must be presented in a frame-indifferent form, such as scalars
and tensors, which are invariants to coordinate transformations.
For the purpose of developing macro-scale physical laws withll rights reserved.
fax: +44 (0)1159513898.
gmail.com (X. Li).micro-scale mechanism properly reﬂected, characterizing the
statistics of the directional data in terms of scalars and tensors is
necessary (Cowin, 1986; Li and Dafalias, 2004; Nicot and Darve,
2005). This forms the main purpose of the current paper.
Generally speaking, there are two types of directional data. The
ﬁrst type is orientations, such as particle orientations, contact nor-
mal directions, and so on. Orientations are represented by unit vec-
tors. Their magnitude is not relevant. The signiﬁcant information is
their directions. The second type of directional data is vectors, of
which both magnitude and direction are of signiﬁcance. Vector-
like directional data are also the more general cases of existence.
Typical examples in micro-mechanics of granular materials include
contact vectors, contact forces, and particle displacements.
For orientations, the directional distribution of their probability
density is of major concern. It is described by a scalar-valued direc-
tion dependent function. Kanatani (1984) proposed a theory to
characterize the probability density distribution of such directional
data, in terms of fabric tensors, and demonstrated its application
by analyzing the data of inter-particle contact distribution of a
two dimensional granular material observed in laboratory (Konishi
et al., 1982).
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tion function describing their probability density, a vector-valued
directional distribution function is required to describe their repre-
sentative values, such as the average vector along each direction.
Being aware of the importance of the macro–micro correspon-
dences, such quantiﬁcations are essential and have potential appli-
cations in establishing the macroscopic physical laws reﬂecting
microscopic fundamentals.
This paper aims at the mathematical theories and techniques
representing the statistics of directional data in the form of direc-
tion tensors. The order of the direction tensor is determined from
the characteristics of directional distributions as well as the re-
quired approximation accuracy. Method to determine the direction
tensors directly from discrete directional data is also addressed.
Micro-mechanics of granular materials is one of the fast-devel-
oping research areas promoting urgent demands for research on
tensorial characterisation of directional data. In the later part of
the paper, the proposed method has been used to derive the gen-
eral stress–force–fabric relationship as an example of applying
the proposed theory to bridge up the particle-scale contact forces
and the macro-scale stresses. Nevertheless, the method presented
in this paper has extensive application for the multi-scale investi-
gation on all materials (Odgaard, 1997; Yang et al., 2008).
Note that the physical analogy of a material point in continuum
mechanics is a discrete assembly of inﬁnite number of particles. In
this paper, the assembly under study is considered to exceed the
hypothetical limit of an inﬁnite system, i.e., the so-called thermo-
dynamic limit in statistical physics (Landau and Lifshitz, 1959).
That is to say, the dependence of volume averages on individual
discrete parameters vanished. In the following, a direction is repre-
sented by a unit vector n while a vector is represented by v. They
can be equivalently expressed by their coordinates ni and vi in a
ﬁxed rectangular Cartesian coordinate system with base vectors
ei (i = 1, 2 in two dimensional spaces and i = 1, 2, 3 in three dimen-
sional spaces).2. Directional distribution of probability density
For both orientations and vectors, it is of general interest to
know how likely they are distributed among different directions,
i.e., their probability density distribution along each direction.
The theory of characterizing the directional distribution of proba-
bility density in terms of tensors was presented in Kanatani
(1984), and brieﬂy introduced here for completeness. The charac-
terisation of scalar-valued probability distribution function has
been achieved by ﬁrstly assuming a parametric form and secondly
introducing some form of measure of approximation. The parame-
ters are chosen in such a way that the introduced measure of
approximation is maximized or the distance is minimized (Kana-
tani, 1984).
2.1. Directional distribution function
A typical form to approximate the probability density function
f(n) by a smooth function F(n) with indeterminate parameters is
a polynomial in n with the advantage of linearity:
FðnÞ ¼ C þ Cini þ Cijninj þ Cijkninjnk þ Cijklninjnknl þ    : ð1Þ
The summation convention over tensor indices are adopted and fol-
lowed hereafter. The given form of probability density function is
integrable. As F(n) is the approximation of the probability density
function, it should always satisfy that:I
X
FðnÞdX ¼ 1 and FðnÞP 0; ð2Þwhere dX is an elementary solid angle and X represents the unit
circle in two dimensional spaces (D = 2) and the unit sphere in three
dimensional spaces (D = 3).
Often, an orientation data can be equivalently represented by
two normal vectors n and n, for example particle orientation.
f(n) should be a symmetric function with respect to direction n,
as been assumed in the following. Odd terms in Eq. (1) need not
to be included. If the data are truly directional and the distribution
is not symmetric, we must keep terms ni1ni2   nin of odd powers.
Subspaces V1, V3,    are orthogonal to V0, V2,   . Hence, expansions
in odd power terms can be treated independently of expansions in
even power terms and is in complete parallel with that of even
power terms.
The coefﬁcient in Eq. (1) is not uniquely determined as 1, ninj,
ninjnknl,    are not linearly independent. Any contraction of it low-
ers the order by 2 due to nini = 1. Let Vn be the vector space of func-
tions on S1, a unit circle in two dimensional spaces (D = 2), or on S2,
a unit sphere in three dimensional spaces (D = 3) spanned by
ni1ni2   nin ’s. In view of the symmetry in ni1ni2   nin , the dimension
of Vn is C
1
nþ1 ¼ ðnþ 1Þ when D = 2, or
Pn
i¼0C
1
nþ1i ¼ ðnþ 1Þðnþ 2Þ=2
when D = 3. It is sufﬁcient to assume that the nth order approxima-
tion takes the form
FðnÞ ¼ 1
E0
Fi1 i2 inni1ni2   nin : ð3Þ
where E0 =
H
XdX. In two dimensional space (D = 2), E0 = 2p; while
in three dimensional spaces (D = 3), E0 = 4p.
With the assumed symmetry in function F(n), any two indices
of the coefﬁcient tensor Fi1 i2 in are exchangeable. Hence, Fi1 i2 in is
taken as a symmetric tensor, i.e., Fi1 i2 in ¼ Fði1 i2 inÞ; ð Þ over the sub-
scripts designates the symmetrisation of the indices.
2.2. Moment tensor and direction tensor
The next step for approximating the directional function is to
uniquely determine the coefﬁcient tensor Fi1 i2 in from a given set
of observed directional data. The least square error approximation
E ¼
I
X
FðnÞ  f ðnÞ½ 2dX!min; ð4Þ
can be used as the criterion of approximation. It has been shown
that for directional data, the least square error approximation of
the polynomial expansion turns out to be the Fourier series expan-
sion in the two dimensional case (D = 2) and the spherical harmon-
ics expansion in the three dimensional case (D = 3) (Kanatani,
1984).
In the case of thermodynamic limit, the empirical orientation
distribution function converges to the probability density function
f(n). Let n(1), n(2), . . . and n(N) be unit vectors representing observed
N directional data. f(n), obtained as the empirical directional distri-
bution of probability density, is deﬁned as:
f ðnÞ ¼ 1
N
XN
a¼1
dðn nðaÞÞ; ð5Þ
where d(⁄) is the Dirac delta function deﬁned as
dðÞ ¼ þ1; x ¼ 00; x – 0

, which also satisﬁes the identityR1
1 dðÞd ¼ 1. f(n) is non-negative and automatically satisﬁesH
Xf(n)dX = 1.
The most fundamental quantities of these directional data are
various averages of them. The average of their nth order tensor
product, also called the moment tensor of order n, is deﬁned as:
Ni1 i2 in ¼ hni1ni2   nin i ¼
1
N
XN
a¼1
nðaÞi1 n
ðaÞ
i2
  nðaÞin : ð6Þ
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tensor is fully symmetric. Any two indices of the tensor are
exchangeable. Any contraction of it lowers its order by 2, e.g., Nijk-
k = Nij, due to nini = 1. In general, h⁄i can be calculated as
hi ¼ H X ðnÞf ðnÞdX, e.g.,
Ni1 i2 in ¼ hni1ni2   nini ¼
I
X
ni1ni2   nin f ðnÞdX: ð7Þ
In Kanatani (1984), Ni1 i2 in is termed as the fabric tensor of the ﬁrst
kind, and the coefﬁcient tensor Fi1 i2 in is called the fabric tensor of
the second kind. Since the tensor characterisation can be applied
to directional data of various physical variables without being lim-
ited to fabric, we refer Fi1 i2 in as the direction tensor for probability
density and this terminology is followed hereinafter.
The direction tensor Fi1 i2 in can be determined by minimizing
the least square error deﬁned in Eq. (4). Its differentiation with re-
spect to Fi1 i2 in can be calculated as
@E
@Fi1 i2 in
¼ @
H
X FðnÞ  f ðnÞ½ 2dX
@Fi1 i2 in
¼
I
X
2 FðnÞ  f ðnÞ½  @FðnÞ
@Fi1 i2 in
dX
¼
I
X
2
1
E0
Fj1j2 jn nj1nj2   njn  f ðnÞ
 
1
E0
ni1ni2   nindX
¼ 2
E0
1
E0
I
X
Fj1 j2 jnnj1nj2   njnni1ni2   nindX


I
X
f ðnÞni1ni2   nindX

: ð8Þ
Minimizing the least square error leads to @E=@Fi1 i2 in ¼ 0. With Eq.
(7), we have:
Ni1 i2 in ¼
1
E0
I
X
Fj1j2 jn nj1nj2   njnni1ni2   nindX
¼ Fj1 j2 jn nj1nj2   njnni1ni2   nin ; ð9Þ
where  ¼ HXðÞdX=E0 denotes the average of ⁄ over directions. The
identity ni1ni2   nin is a frequently encounteredmatrix in this paper.
Its calculation is presented in Appendix A1.
2.3. Orthogonal decomposition
The approximation given in Eq. (3) is compact, but inﬂexible. In
some cases, we would prefer an expression of summing up terms
of different orders of approximations. Since V0  V2  V4    , let
W0 = V0 and Wn(n = 2, 4, . . .) be the orthogonal complement of
Vn2 in Vn, i.e., Vn =Wn  Vn2(direct sum) and Wn\Vn2, where
orthogonality is deﬁned by the natural inner product (⁄,⁄) = HX
(⁄)  (⁄)dX/E0. Then Wn is a two dimensional subspace of Vn when
D = 2, or a (2n + 1)-dimensional subspace of Vn when D = 3, and
we have an orthogonal decomposition
Vn ¼Wn Wn2     W0: ð10Þ
If we take bases of Wm(m = 1, . . .,n)’s as a basis of Vn, we have an
expansion that the coefﬁcient tensors can be determined indepen-
dently of each other.
Let v be a vector of Vn and it is expressed as a linear combination
of ci1 i2 in ni1ni2   nin of ni1ni2   nin ’s, where ci1 i2 in is a symmetric
tensor. The condition that v 2Wn means v\Vn2, i.e.
ðv;ni1ni2    nin2 Þ ¼ 0. The conditions becomes
cj1j2 jn nj1nj2   njnni1ni2    nin2 ¼ 0: ð11Þ
Contraction over i1 = i2,   , and in3 = in2 yields
cj1 j2 jnnj1nj2   njn ¼ 0. Further by contraction over j1 = j2,   , and
jn1 = jn, we have cj1 j1 j3 j3 jn1 jn1 ¼ 0. Similarly, contraction over
i3 = i4  , and in3 = in2 leads to cj1 j2 jn nj1nj2   njnni1ni2 ¼ 0, andfurther contraction over j1 = j2,   , and jn3 = jn2, i1 = jn1, i2 = jn,
we have cj1 j1 j3 j3 jn3 jn3 i1 i2 ¼ 0, and so on. Thus, we conclude that
any contraction of ci1 i2 in reduces to 0, i.e., ci1 i2 ik ik in1 in ¼ 0, which
is to say that ci1 i2 in is a deviator tensor.
Hence, the nth order approximation of f(n) takes the expansion
form
FðnÞ ¼ 1
E0
D0 þ Di1 i2ni1ni2 þ    þ Di1 i2 in ni1ni2   nin
 
: ð12Þ
Each term in Eq. (12) can be determined independently from the
rest. As the coefﬁcient tensor Di1 i2 in satisﬁes the condition given
in Eq. (11) and in view of its symmetry, Di1 i2 in should be symmetric
and deviatoric, i.e., Di1 i2 in ¼ Dði1 i2 inÞ and Di1 ik il indik il ¼ 0. Being an
approximation of the probability density function,
H
XF(n)
dX = 1should always be satisﬁed, hence we have D0 = 1. In Kanatani
(1984), Di1 i2 in is termed as the fabric tensor of the third kind. In this
paper, it is referred to as the deviatoric direction tensor for probability
density considering its potential application to other physical
quantities.
2.4. Determining direction tensors based on micro-observations
Given a set of discrete observation on the directional data on
the micro-scale, it is straightforward to calculate the moment ten-
sor Ni1 i2 in based on Eq. (6). Based on Ni1 i2 in , the direction tensor
Fi1 i2 in and the deviatoric direction tensor Di1 i2 in could be deter-
mined successively.
From Eqs. (3) and (12), we have:
ðFi1 i2 in  Di1 i2 in Þni1ni2   nin ¼ Fi1 i2 in2ni1ni2   nin2 : ð13Þ
It has been derived in Appendix A2 that the deviatoric tensor Di1 i2 in
follows:
Dj1 j2 jnnj1nj2   njnni1ni2   nin ¼ a2n
2nðn!Þ2
ð2nÞ! Di1 i2 in : ð14Þ
Hence, multiplying both sides of Eq. (13) with ni1ni2    nin , integrat-
ing it over all directions, and then substituting Eqs. (9) and (14) into
it leads to:
Di1 i2 in ¼
1
a2n
ð2nÞ!
2nðn!Þ2
Ni1 i2 in  Fj1 j2 jn2nj1nj2   njn2ni1ni2   nin
 
:
ð15Þ
In view of the symmetry in Fi1 i2 in and Di1 i2 in , we have the following
relationship:
Fi1 i2 in ¼ Di1 in þ Fði1 i2 in2din1 inÞ: ð16Þ
The constraint of being a probability density distribution leads
to F0 = D0 = 1. With the nth order moment tensor Ni1 i2 in calculated
from observed directional data and the known (n  2)th order
direction tensor Fi1 i2 in2 , the nth order deviatoric direction tensor
Di1 i2 in could be determined from Eq. (15). It could then be used
to calculate the nth order direction tensor Fi1 i2 in from Eq. (16).
Hence, the deviatoric direction tensor Di1 i2 in and the direction ten-
sor Fi1 i2 in can be determined consecutively based on Eqs. (15) and
(16).
With F0 = D0 = 1 and then applying Eq. (16) successively, Fi1 i2 in
can be expressed as summing up Di1 i2 ;    ;Di1 i2 in as
Fi1 i2 in ¼ Di1 in þ Dði1 i2 in2din1 inÞ þ Dði1 i2 in4din3 in2din1 inÞ þ   
þ dði1 i2di3 i4    din1 inÞ: ð17Þ3. Directional distribution of representative values
Orientations can be represented by unit vectors whose magni-
tude is always 1. For more general form of directional data, like
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tion as well as a representative value representing its magnitude.
In such cases, we may be interested not only in characterising
the directional distribution of their probability density, but also
in characterising the representative values along each direction.
Both of them are essential to characterize the directional distribu-
tion of vectors in order to develop physical laws with signiﬁcant
particle-scale background.
Up to various research needs, the representative value could be
the average over all the vectors sharing the same direction, or re-
lated to the same direction. Take the contact forces in granular
materials as an example. The representative value could be the
average value over all the contact forces along the same directions
or that over all the contact forces sharing the same contact normal
directions. In the case of smooth particles, the contact force direc-
tion is the same as the contact normal direction. More often, they
are different, hence the two types of representative values are dif-
ferent. This latter condition is a more general condition, and will be
elaborated in the following.
3.1. Directional distribution function
Here, we approximate the directional distribution of represen-
tative vector mðnÞ with a polynomial series M(n) as a linear com-
bination of ni1ni2   nin . ðnÞ denotes the average of ⁄ associated
with the same unit direction vector n. In analogy to Eq. (1), M(n)
could be expressed with the form:
MjðnÞ ¼ Cj þ Cji1ni1 þ    þ Cji1 in ni1   nin þ    : ð18Þ
In this paper, the order of the approximation refers to the order of
the power terms. The ﬁrst subscript j in the coefﬁcient tensor
Cji1 in corresponds the subscript denoting the jth component in vec-
tor M(n).
The expression given in Eq. (18) and the method described in
the following could be easily extended to higher rank tensor of
Mj1 j2 jm with the ﬁrst m subscripts in Cj1 j2 jmi1 in corresponds to
the subscripts in Mj1 j2 jm , by allowing the components in matrix
M(n) being approximated independently. Hence, the rank of
the coefﬁcient tensor Cj1j2 jmi1 in associated with nth power term
with the basis ni1ni2   nin is (n +m). Here, for simplicity, we only
deal with the case of mðnÞ and its approximation M(n) being a
vector.
The coefﬁcient tensor Cji1 in is symmetric with respect to the
subscripts i1,   , in. Direction tensor Cji1 in for nth order approxima-
tion has 3  (n + 1)(n + 2)/2 independent variables when D = 3, and
2(n + 1) independent variables when D = 2. This is to allow the dif-
ferences between the directions of m and n. If the coefﬁcient ten-
sor Cji1 in is a complete symmetric tensor, the approximation of
M(n) can take the form MjðnÞ ¼ Ci0 i1 indjði0ni1ni2   ninÞ (Yang et al.,
2008). The number of independent coefﬁcient in Ci0 i1 in to be deter-
mined is (n + 2) in 2D and (n + 2)(n + 3)/2 in 3D, indicating that
there are additional constrains regarding to the components of
directional data.
For general conditions, both even and odd power terms should
be included. But expansions in odd power terms and even power
terms could be treated independently of each other. In the follow-
ing, we consider an anti-symmetric distribution mðnÞ ¼  mðnÞ.
Even terms in Eq. (18) need not to be included.
It is sufﬁcient to assume that the nth order approximation of
vector mðnÞ takes the compact form in analogy to Eq. (3) as:
MjðnÞ ¼ m0Hji1 in ni1ni2   nin : ð19Þ
where m0 ¼
H
X
mðnÞ  ndX=E0 is the directional average of the com-
ponent of mðnÞ coaxial with n, i.e., the directional average ofmðnÞ  n, and Hji1 in is a tensor symmetric with respect to the sub-
scripts i1,   , in, i.e., Hji1 i2 in ¼ Hjði1 i2 inÞ and is referred to as the direc-
tion tensor for the representative value.
The component of mðnÞ coaxial with direction n can be approx-
imated asM  n ¼ m0Hji1 in njni1ni2   nin , while the component nor-
mal to direction n can be evaluated as MðnÞ  ½MðnÞ  nn ¼ m0
ðHki1 in  njHji1 in nkÞni1ni2    nin .
3.2. Moment tensor and direction tensor
The direction tensor can be uniquely determined based on
the observed directional data by minimizing the least square
error
E ¼
I
X
MðnÞ  mðnÞ½   MðnÞ  mðnÞ½ dX!min : ð20Þ
Letm(1),m(2), . . . andm(N) be directional vectors associated with the
observed N directional unit vectors n(1), n(2),    and n(N), respec-
tively. The average of the tensor product, or moment, could be de-
ﬁned as:
Lji1 i2 in ¼ mjni1ni2   nin
  ¼XN
a¼1
ðmjni1ni2   nin ÞðaÞ=N
¼
I
X
mjni1ni2   nin f ðnÞdX ¼
I
X
mjni1ni2   nin f ðnÞdX: ð21Þ
Substituting Eq. (19) into Eq. (21), we have:
Lji1 i2 in ¼ m0Hjk1 kn
I
X
nk1nk2   nknni1ni2   nin f ðnÞdX
¼ m0Hjk1 knNk1k2 kni1 i2 in : ð22Þ
It can be seen that such a deﬁned tensor product Lji1 i2 in is contrib-
uted by both the directional distribution of the representative value
mðnÞ through direction tensor Hjk1 kn as well as the directional dis-
tribution of probability density f(n) through moment tensor
Nk1k2 kni1 i2 in .
Differentiating Eq. (20), we have:
@E
@Hji1 i2 in
¼ @
H
X MðnÞ  mðnÞ½   MðnÞ  mðnÞ½ dX
@Hji1 i2 in
¼
I
X
2MðnÞ  mðnÞ½   @MðnÞ
@Hji1 i2 in
dX
¼
I
X
2 m0Hjk1 knnk1nk2   nkn  mjðnÞ
	 

m0ni1ni2   nindX
¼ 2m0 E0m0Hjk1k2 knnk1nk2   nknni1ni2   nin
	

I
X
mjðnÞni1ni2   nindX

: ð23Þ
Minimizing the least square error leads to @E=@Hji1 i2 in ¼ 0, hence
we have:
Kji1 i2 in ¼ m0Hjk1k2 knnk1nk2   nknni1ni2   nin
¼ 1
E0
I
X
mðnÞ  n n     nzﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{n dX
¼ 1
E0
I
X
mjðnÞni1ni2   nindX: ð24Þ
It is dependent only on the directional distribution of the represen-
tative vector mðnÞ through Hjk1k2 kn . Therefore, to determine the
direction tensor Hjk1k2 kn , we need to calculate:
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1
E0
I
X
mjðnÞni1ni2   nin f ðnÞ
1
f ðnÞdX
	 1
E0
mjni1ni2   nin=FðnÞ
 
¼ 1
N
XN
a¼1
ðmjni1ni2   ninÞðaÞ= Fk1k2 ksnk1nk2   nks
 ðaÞh i
:
ð25Þ
We can see that the direction tensor Hjk1k2 kn characterises the sta-
tistics of the representative vector mðnÞ, which is the averaged va-
lue of all the vectors m associated with the same direction n.
3.3. Orthogonal decomposition
Same to discussion in Section 2.3, since V1  V3  V5    , let
W1 = V1 and Wn(n = 3,5,   ) be the orthogonal complement of
Vn2 in Vn, i.e., Vn =Wn  Vn2 (direct sum) and Wn\ Vn2. Then
Wn is a 2 dimensional subspace of Vn when D = 2 or a (2n + 1)-
dimensional subspace of Vn when D = 3. We obtain an orthogonal
decomposition
Vn ¼Wn Wn2     W1: ð26Þ
By taking bases of Wm(m = 1,   ,n)’s as a basis of Vn, we have an
expansion that the direction tensors can be determined indepen-
dently of each other.
Let v be a vector of Vn and it is expressed as a linear combination
of cji1 in ni1ni2   nin of ni1ni2   nin ’s, where cji1 i2 in is symmetric with
respect to the subscripts i1,  , in. The condition that v 2Wn means
v\ Vn2, i.e., ðv j;ni1ni2   nin2 Þ ¼ 0. The conditions becomes
cjk1 knnk1nk2   nknni1ni2   nin2 ¼ 0; ð27Þ
when nP 3. Contraction over i1 = i2, i3 = i4,   , and in4 = in3, in2 = j
leads to cjk1 knnk1nk2   nknnj ¼ 0. Further contraction over k1 = k2,
k3 = k4,   , and kn2 = kn1, kn = j results in cjk1k1 kn2kn2 j ¼ 0. Simi-
larly, after mathematic formulation, we have contraction over i3 = i4,
  , and in4 = in3, in2 = j results in cjk1 knnk1nk2   nknni1ni2nj ¼ 0,
further contraction over k1 = k2, k3 = k4,   , and kn2 = kn1, kn =
i1, j = i2 leads to cjk1k1 kn2kn2 i1 ¼ 0, and so on. Following similar
procedure and consider cji1 i2 in is symmetric with respect to the
subscripts i1,   , in, we can conclude that any contraction over
subscripts i1,   , in of cji1 i2 in reduces to 0, which is to say that
cji1 in is a deviator tensor with contractions over the subscripts
i1,   , in.
Hence, the nth order approximation of mðnÞ takes the expan-
sion form
MjðnÞ ¼ m0 G0nj þ Gji1ni1 þ    þ Gji1 in ni1   nin þ   
  ð28Þ
in which Gji1 in is deviatoric and symmetric with respect to the sub-
scripts i1,   , in, i.e., Gji1 ik il indik il ¼ 0 and Gji1 inni1ni2   ninnj ¼ 0
when nP 3. With m0 ¼
H
X
m  ndX=E0 and Eq. (28), we can further
prove G0 þ Gji1ni1nj ¼ 1. Letting G0 = 1, we have Gjj = 0, i.e., Gji1 being
a deviatoric tensor, though it is not necessarily symmetric. Hence,
we have Gji1 ik il indik il ¼ 0 and Gji1 inni1ni2   ninnj ¼ 0 are valid for
all odd values of n. It is hence concluded that G0 = 1, Gji1 in is devi-
atoric and symmetric with respect to the subscripts i1, . . ., in, i.e.,
Gji1 i2 in ¼ Gjði1 i2 inÞ and Gji1 ik il indik il ¼ 0. Gji1 in is referred to as the
deviatoric direction tensor for the representative value.
3.4. Determining direction tensors from micro-observations
The direction tensor Hjk1 kn can be determined either from Eq.
(22) as
Hjk1 kn ¼
1
m0
Lji1 i2 inN
1
k1k2 kni1 i2 in ð29Þor from Eq. (24) as
Hjk1k2 kn ¼
1
m0
Kji1 i2 inðnk1nk2   nknni1ni2   nin Þ1: ð30Þ
Considering the difﬁculty in the calculation of the inverse matrix of
high order tensors, the following method to calculate the direction
tensors in a successive way is introduced.
From Eqs. (22) and (25), we can see that determining the direc-
tion tensors based on observed directional data requires informa-
tion on the directional distribution of the probability density of
n. Taking the sth order approximation of the probability density
with the form given in Eq. (3), moment tensor Kji1 i2 in of different
orders can be calculated from the discrete directional data based
on Eq. (25).
Taking the 1st order approximation of the representative value
with the form given in Eq. (19), the moment tensor Kji1 can be
determined based on Eq. (24) as:
Kji1 ¼
1
E0
I
X
mjni1dX ¼
1
E0
I
X
m0Hjk1nk1ni1dX ¼ m0Hjk1nk1ni1
¼ 1
D
m0Hji1 ; ð31Þ
where D stands for the dimension of the space. m0 could be deter-
mined as:
m0 ¼
I
X
m  ndX=E0 ¼
I
X
mjnjdX=E0 ¼ Kjj ð32Þ
Hence the 2nd rank direction tensor Hji1 and the 2nd rank deviatoric
tensor Gji1 can be found as:
Hji1 ¼
D
m0
Kji1 and Gji1 ¼ Hji1  dji1 : ð33Þ
Comparing Eqs. (19) and (28) leads to
Hji1 in ni1ni2   nin ¼ Hji1 in2ni1ni2   nin2 þ Gji1 inni1   nin : ð34Þ
Together with Eq. (24), we have when nP 3:
Kji1 i2 in=m0 ¼ Hjk1 knnk1nk2   nknni1ni2   nin
¼ Gjk1 knnk1nk2   nknni1ni2   nin
þ Hjk1 kn2nk1nk2   nkn2ni1ni2   nin : ð35Þ
In view that Gji1 in is deviatoric with respect to the subscripts
i1,    , in and Gjk1k2 knnk1nk2   nknni1ni2   nin2 ¼ 0 as a result of
orthogonal decomposition, the relationship derived in Appendix
A2 is valid, i.e.:
Gjk1k2 knnk1nk2   nknni1ni2   nin ¼ a2nGji1 i2 in
2nðn!Þ2
ð2nÞ! : ð36Þ
Hence, Gji1 i2 in can be calculated from Eqs. (35) and (36) as
Gji1 i2 in ¼
1
a2n
ð2nÞ!
2nðn!Þ2
Kji1 i2 in=m0Hjk1 kn2nk1nk2 nkn2ni1ni2 nin
 
:
ð37Þ
The equation is used to calculate the deviatoric direction tensor
Gji1 i2 in based on the moment tensor Kji1 i2 in and the lower order
direction tensor Hjk1 kn2 .
Based on Eq. (34) and noticing the symmetry in Hi0 i1 in and
Gi0 i1 in , we have
Hi0 i1 in ¼ Hi0ði1 i2 in2din1 inÞ þ Gi0 i1 in : ð38Þ
Therefore, the direction tensors Hi0 i1 in of different orders can be
determined from observed direction data by taking successive oper-
ations of Eqs. (37) and (38).
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also be calculated by summing up Gji1 ; . . . ;Gji1 i2 in as
Hji1 i2 in ¼ Gji1 in þ Gjði1 i2 in2din1 inÞ þ Gjði1 i2 in3din3 in2din1 inÞ
þ    þ njdði1 i2di3 i4    din1 inÞ: ð39ÞP1
P2
O1
O2
1
cv
2
cv 2 1
c c
= −n n
1
cn
1
cf
2 1
c c
= −f f
Fig. 1. Contact normals, contact forces and contact vectors.4. Choice of the order of approximation
The expansion series given in Eqs. (3), (12), (19) and (28) con-
verge to the directional dependent function when the order of
approximation n approaches inﬁnity. Our aim here is to character-
ize the directional distributions by smooth functions of a small
number but sufﬁcient terms. The order of approximation needs
to be determined.
In general, the estimation criterion is dependent on the sample
size of the observed data N. However, if N is sufﬁciently large, the
empirical orientation distribution functions can be dealt with as
the limiting function with the number of particles larger than the
thermodynamic limit. The problem is to decide how many terms
the polynomial forms given in Eqs. (12) and (28) should contain
to give a reasonable approximation to the limiting functions. As
the previous distributions are estimated by the least square error
approximation, the criterion is proposed based on the magnitude
of the least square error E.
For the directional distribution of probability density f(n), an in-
dex k is deﬁned as
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃI
X
FnðnÞ  f ðnÞ½ 2dX=
I
X
f ðnÞ½ 2dX
s
	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃI
X
FnðnÞ  Fnþ2ðnÞ
h i2
dX=
I
X
F0ðnÞ
h i2
dX
s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Di1 i2 inþ2Dj1 j2 jnþ2ni1ni2   ninþ2nj1nj2   njnþ2
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ðnþ2Þ
2nþ2½ðnþ 2Þ!2
½2ðnþ 2Þ!
s
Di1 i2 ...inþ2Di1 i2 ...inþ2 ð40Þ
which is the square root of the ratio between the least square error
of estimating the observation Fn(n) with the approximation func-
tion fn(n), E =
H
X[F(n)  f(n)]2dX, and the directional integration
of the square of jf(n)j, over the directional integration of f(n), HX
[f(n)]2dX. k is an index characterising the difference between the
observed distribution and the approximation function, which is re-
ferred to as the proximity index. A small value of k indicates that the
estimations given in Eqs. (3) and (12) are good approximations to
the observed directional distribution, hence the corresponding nth
rank approximation is sufﬁcient. When the magnitude of anisotropy
is limited, f(n) here can be approximated by its 0th order approxi-
mation, i.e., isotropic distribution, F0(n). f(n) is approximated by
the (n + 2) th order approximation. The proximity index k could
be evaluated from the deviatoric direction tensor Di1 i2 inþ2 for the
(n + 2) th order approximation.
For the directional distribution of the representative values
mðnÞ, the proximity index k can be deﬁned as:
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃI
X
MðnÞ  mðnÞ½   MðnÞ  mðnÞ½ dX=
I
X
mðnÞ½ 2dX
s
	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2ðnþ2Þ
2nþ2½ðnþ 2Þ!
½2ðnþ 2Þ! Gki1 i2 inþ2Gki1 i2 inþ2
s
: ð41Þ
Similarly, a small value of k indicates that the estimations given in
Eqs. (19) and (28) are good approximations to the observed direc-
tional distribution, hence the corresponding nth rank approxima-
tion is sufﬁcient.5. Application in micromechanics of granular materials
The direction tensors reﬂect the statistical characteristics of
microscopic directional data and can be used as macro-scale quan-
tiﬁcations of the micro-scale directional data. It has potential
application in developing macroscopic physical relationship
reﬂecting particle-scale mechanisms. One of its applications in
the study of granular materials is about the particle-scale mecha-
nisms contributing to the strength of granular materials.5.1. Micromechanical stress tensor
On particle-scale, a granular material is idealized as an assem-
bly of solid particles interacting with each other at contacts. The
mechanical material behaviour is about the force transmission
and particle displacements within the granular assembly. The mi-
cro-structural expression of the stress tensor (Bagi, 1996; Christof-
fersen et al., 1981; Li et al., 2009; Rothenburg and Selvadurai,
1981; Weber, 1966) has become a widely used starting point for
conducting multi-scale investigation on the stress–strain behav-
iour of granular materials.
In case of static equilibrium, the stress acting on the material
boundary is transmitted through internal structure and in equilib-
rium with the internal particle interactions. Viewing a granular
material as an assembly of granular particles with only point con-
tact interactions and volume forces, the volume average of stress
state rij can be expressed in terms of contact forces f ci and contact
vectors vci as (Bagi, 1999; Li et al., 2009):
rij ¼ 1V
X
c2V
vci f
c
j : ð42Þ
The summation is taken over all the contacts within the volume V.
Here, it is considered that there are two contacts at each contact
point, one belonging to each contacting body associated with the
corresponding contact vector. Each contact is associated with its
contact normals, n, its contact vector vci connecting the particle
mass centre and the contact point on the particle boundary, and
its contact force f ci acting on the particle by the neighbouring parti-
cle at contact point c, as seen in Fig. 1. To be consistent with the sign
convention in soil mechanics, contact vector is deﬁned as the vector
pointing from the contact point to the particle mass centre.
The expression is derived based on the Newton’s 2nd of motion,
and can be applied in two (D = 2) and three (D = 3) dimensional
spaces and satisﬁes all the formal properties of the Cauchy stress
tensor. It is an exact volume average of stresses over all the parti-
cles within the volume as if the particles and the neighbouring
voids are treated as continuum. The difference between the pre-
scribed volume average of stresses and the continuum mechanical
concept of stress diminishes with increasing number of particles.
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A valuable tool in multi-scale investigation is the stress–force–
fabric relationship bridging up the micro contact forces and the
macro stress tensor (Rothenburg and Bathurst, 1989). Denote the
total number of contacts as M and DM(n) =ME(n)DX as the num-
ber of contacts whose normal direction falls into the solid angle
DX centred at direction n. The various terms in Eq. (42) could be
grouped with respect to their contact normal directions, resulting
in:
rij ¼ 1V
X
X
ðv ifjÞðnÞDMðnÞ ¼ MV
X
X
ðv ifjÞðnÞEðnÞDX: ð43Þ
In the case of thermodynamic limit, the average number of contacts
per particle approaches a limit, i.e., limN?1 M/N =x, where N is the
total number of particles. x is referred to as the coordination num-
ber, an index characterizing the packing density. The discrete spec-
tra of function E(n) = limDX?0DM(n)/DX can be assumed to be a
continuous function characterizing the probability density of con-
tact normals. The average stress tensor rij approach the macro-
scopic stress tensor rij.
In general, ðv ifjÞðnÞ– v iðnÞfjðnÞ. For simpliﬁcation, it is assumed
that the equality holds true, i.e., along an arbitrary direction n, the
contact vectors and the contact forces are statistically independent
variables. By postulating ðv ifjÞðnÞ ¼ v iðnÞfjðnÞ, the transition to an
inﬁnite assembly leads to an integral form of the stress tensor as
(Rothenburg and Bathurst, 1989):
rij ¼ xNV
I
X
ðv ifjÞðnÞEðnÞdX ¼ xNV
I
X
EðnÞv iðnÞfjðnÞdX: ð44Þ
The equation is an analytical expression of the stress tensor in terms
of directional dependent functions, EðnÞ; v iðnÞ and fjðnÞ.
In the following, the directional data are to be approximated by
direction dependent functions, to be characterised with tensors
invariant to coordinate transformations. Then the direction tensors
are related to the macroscopic stress tensor through Eq. (44).
Noticing that each contact normal can be equivalently represented
by two normal vectors n and n, we have E(n) = E(n), i.e., E(n) is
an even function with respect to direction n, and should be approx-
imated by terms ni1ni2   nin with even powers. According to New-
ton’s 3rd law of motion, there are a pair of action and reaction
forces at each contact point acting on the two bodies, respectively,
which are of equal magnitudes and opposite directions, i.e.,
fiðnÞ ¼ fiðnÞ. For contact vectors, a natural assumption for ran-
domly packed granular materials is that on average, the particles
have centre-point symmetric geometries, i.e., v iðnÞ ¼ v iðnÞ.
Therefore, the approximations of contact vectors and contact
forces should include only terms of odd powers of n.
The form given as Eq. (3) could be used to approximate the con-
tact normal density distribution E(n). The approximations of direc-
tional distribution functions of contact vector and contact force,
i.e., vðnÞ and fðnÞ are taking the form of Eq. (19). Hence, we have:
EðnÞ ¼ Fi1 i2 in ni1ni2   nin=E0; n is even
mjn ¼ m0Hmji1 i2 is ni1ni2   nis ; s is odd
f jn ¼ f0Hfji1 i2 it ni1ni2   nis ; t is odd
8>><
>: ð45Þ
In these equations, v0, f0 represent the directional averages of the
representative (mean) normal contact vectors and normal contact
forces, respectively. Fi1 i2 in ; H
v
ji1 i2 in and H
f
ji1 i2 in are the direction ten-
sors characterising the directional distributions for the contact nor-
mal probability density, the representative contact vector and the
representative contact force. Taking their orders of approximation
as n, s and t, respectively, the expression of the stress tensor in
Eq. (44) could be written as:rij ¼ xNE0V v0f0
I
X
Fk1k2 knnk1nk2   nknHvil1 l2 ls nl1nl2   
nlsH
f
jm1m2 mtnm1nm2   nmtdX
¼ xN
V
v0f0Fk1k2 knH
v
il1 l2 lsH
f
jm1m2 mt
nk1nk2   nknnl1nl2   nlsnm1nm2   nmt : ð46Þ
This is the general form of the stress-force-fabric relationship, named
following the spirit of the work in Rothenburg and Bathurst (1989).
Eq. (46) expresses the macroscopic stress tensor rij as the prod-
uct of the hydrostatic scalars x, v0 and f0, which characterize the
density of contacts, the directional average of normal contact vec-
tors and normal contact forces, together with the tensor product of
the identify ni1ni2   niðnþsþtÞ and the direction tensors Fi1 i2 in ; Hvji1 i2 in
and Hfji1 i2 in . In general, a stress tensor should be symmetric, i.e.,
rij = rji, to satisfy moment equilibrium condition. Hence, the fol-
lowing equation should be satisﬁed:
Fk1k2 kn H
v
il1 l2 lsH
f
jm1m2 mt  H
v
jl1 l2 lsH
f
im1m2 mt
 
nk1nk2   nknnl1nl2   nlsnm1nm2   nmt ¼ 0: ð47Þ5.3. Simpliﬁcation for biaxial shearing in two dimensions
Taking the 2nd order approximation for contact normal proba-
bility density, the 1st order approximation for mean contact vector
and the 3rd order approximation for contact force, Eq. (46) could
be simpliﬁed as
rij ¼ xNV v0f0Fk1k2H
v
il1
Hfjm1m2m3nk1nk2nl1nm1nm2nm3
¼ 1
a6
xN
V
v0f0Fk1k2H
v
il1
Hfjm1m2m3dðk1k2dl1m1dm2m3Þ
¼ 1
a6
xN
V
m0f0Fk1k2H
m
il1
Hfjm1m2m3
1
15
dk1k2dl1m1dm2m3 þ dk1k2dl1m2dm1m3 þ dk1k2dl1m3dm2m1
þdk1 l1dk2m1dm2m3 þ dk1 l1dk2m2dm1m3 þ dk1 l1dk2m3dm2m1
þdk1m1dl1k2dm2m3 þ dk1m1dl1m2dk2m3 þ dk1m1dl1m3dm2k2
þdk1m2dl1m1dk2m3 þ dk1m2dl1k2dm1m3 þ dk1m2dl1m3dk2m1
þdk1m3dl1m1dm2k2 þ dk1m3dl1m2dm1k2 þ dk1m3dl1k2dm2m1
2
666666664
3
777777775
¼ 1
5a6
xN
V
v0f0 Fk1k1H
v
il1
Hfjl1m2m2 þ 2Fk1k2H
v
ik1
Hfjk2m2m2
h
þ2Fk1k2Hvil1H
f
jl1k1k2
i
: ð48Þ
A special form of the stress–force–fabric relationship has been
derived (Rothenburg and Bathurst, 1989), for the cases of two
dimensional assemblies of disks when subjected to proportional
loading, i.e., with ﬁxed stress direction. During the derivation, it
has been assumed that the contact vector is isotropic, and the con-
tact normal density and the contact force can be adequately
approximated as:
EðhÞ ¼ 12p 1þ a cos 2ðh haÞ½ 
f nðhÞ ¼ f 0 1þ an cos 2ðh haÞ½ 
f tðhÞ ¼ f 0at sin 2ðh haÞ
8><
>: ð49Þ
in which a, an and at represents the magnitudes of anisotropy in
contact normal density, mean normal contact force and mean tan-
gential contact force, respectively. The positive contact tangential
direction is obtained by rotating the contact normal counter-clock-
wise 90. ha is assumed to be the common principal directions
shared by the three anisotropies.
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sity given in Eq. (49) could be sufﬁciently represented by the 2nd
order approximation as:
EðnÞ ¼ 1
E0
Fi1 i2ni1ni2 : ð50Þ
Substituting Eq. (49) into Eq. (7), we have:
Ni1 i2 ¼ ni1ni2
  ¼ I
X
ni1ni2EðnÞdX ¼
1
2
di1 i2 þ
a
4
cos 2ha sin 2ha
sin 2ha  cos 2ha
 
ð51Þ
With n = 2, E0 = D0 = 1, we have from Eq. (15) that
Di1 i2 ¼ 4 Ni1 i2  F0ni1ni2
  ¼ a cos 2ha sin 2ha
sin 2ha  cos 2ha
 
; ð52Þ
so that from Eq. (16) we can ﬁnd the directional distribution of con-
tact normal probability density given in Eq. (49) can be equivalently
represented by the direction tensor:
Fi1 i2 ¼ Di1 i2 þ di1 i2 ¼
1þ a cos 2ha a sin 2ha
a sin 2ha 1 a cos 2ha
 
ð53Þ
The contact vector vðnÞ is assumed to be isotropic, i.e.,
vðnÞ ¼ v0n. Hence, from Eqs. (31) and (33), we have the direction
tensor for representative contact vector as
Hvij ¼ dij: ð54Þ
According to Eq. (49), the directional distribution of the repre-
sentative contact force can be expressed as:
fðhÞ¼f nðhÞnþf tðhÞt¼f 0 1þan cos2ðhhaÞ½ nat sin2ðhhaÞ
0 1
1 0
 
n
 
¼f 0
cosh
sinh
 
þ f 02 ðanþatÞ
cosðh2haÞ
sinðh2haÞ
 
þ f 02 ðanatÞ
cosð3h2haÞ
sinð3h2haÞ
 
:
ð55Þ
It is to be approximated using the 3rd order approximation. The
corresponding direction tensor has been derived in Appendix A3,
and the results is given as:
Hf1ð111Þ ¼ 1þ an cos 2ha Hf1ð211Þ ¼
1
3
ð2an  atÞ sin 2ha;
Hf1ð221Þ ¼
1
3
 1
3
ðan  2atÞ cos 2ha Hf1ð222Þ ¼ at sin 2ha;
Hf2ð111Þ ¼ at sin 2ha Hf2ð211Þ ¼
1
3
þ 1
3
ðan  2atÞ cos 2ha;
Hf2ð221Þ ¼
1
3
ð2an  atÞ sin 2ha Hf2ð222Þ ¼ 1 an cos 2ha:
ð56Þ
Substituting the direction tensors in Eqs. (53), (54) and (56) into
Eq. (48), the stress tensor can be simpliﬁed and expressed in the
component form as follows:
r11 ¼ xNV v0f0
1
2
þ 1
4
ðaþ an þ atÞ cos 2ha þ 14 aan
 
;
r12 ¼ r21 ¼ 14
xN
V
v0f0ðaþ an þ atÞ sin 2ha;
r22 ¼ xNV v0f0
1
2
 1
4
ðaþ an þ atÞ cos 2ha þ 14 aan
 
:
ð57Þ
The result is the same as the result derived in Rothenburg and Bath-
urst (1989).
6. Conclusions
In this paper, the mathematical techniques characterizing the
directional data in terms of tensors have been addressed. It is a
generalization of Kanatani (1984)’s approach on orientations tostatistical analyses involving vectors, for which, both their direc-
tional probability density distribution and their representative val-
ues along each direction are of interest. The technique used here is
to approximate these directional distributions by polynomials in
unit directional vector n. The coefﬁcients are in tensorial form
and determined from observed directional data by applying the
least square error criterion. Orthogonal decompositions are ad-
dressed so that the coefﬁcient tensor of different orders can be
determined independently from each other. The procedures to cal-
culate these direction tensors based on discrete observation data
are elaborated. The choice of sufﬁcient approximation order is sug-
gested. In regarding to the randomness and anisotropic nature of
materials at micro-scale, these direction tensors are macroscopic
quantiﬁcations based on the statistics of micro-scale directional
data, which are expected to be physically signiﬁcant for potential
usage in the development of physical laws reﬂecting fundamental
mechanisms.
As an application to micromechanics of granular materials, the
theory has been used to establish the general stress–force–fabric
relationship for granular materials. Direction tensor has been used
to characterise the directional distribution of contact normal den-
sity, representative contact vectors and representative contact
forces. The directional integration process has been bypassed
through conducting tensor multiplications. The obtained stress-
force-fabric relationship links the macroscopic stress tensor rij to
the product of the hydrostatic scalarsx, v0 and f0, which character-
ize the density of contacts, the directional average of representa-
tive contact vectors and representative contact forces, together
with the tensor product of the identify ni1ni2   niðnþsþtÞ and the
direction tensors Fk1k2 kn ;H
v
il1 l2 ls ;H
f
jm1m2 mt . Simpliﬁcation of the
general stress–force–fabric relationship in proportional loading
conditions has been made based on the same set of assumptions
made in Rothenburg and Bathurst (1989) and the resulted expres-
sions are the same.
In relation to the general existence of anisotropy at micro-scale,
directional integration is an expedient technique used in establish-
ing macro-scale constitutive relationship based on micro-scale
investigations (Nicot and Darve, 2005; Rothenburg and Kruyt,
2009; Walton, 1987). The homogeneous process is extremely com-
plex as the particle-scale information involved is not only direc-
tion-dependent but also randomly distributed. The mathematical
theory introduced in this paper contributes to the characterisation
of the randomly distributed directional data in terms of direction
tensor. Hence, the purpose of conducting directional integration
can be achieved through tensor multiplication. It is expected to
be an efﬁcient tool to facilitate analytical micromechanical investi-
gations. By transforming the directional integration into summa-
tion over tensor indices, computer programming can be used to
assist analytical micromechanical investigations.
The order and the components of the direction tensors are
determined from particle-scale observations. Hence, the method
presented here has the ﬂexibility to approximate the directional
data with higher order terms and requires no pre-requisite
assumptions, for example, the principal directions. Noticed that
randomness is a major difﬁculty encountered in micro-mechanics,
this provides the possibility to check and validate the assumptions
on the choice of tensor rank made in homogenisation theories.Acknowledgement
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Appendix A
A.1. Identity ni1ni2   nin
The identity ni1ni2   nin ¼ 1E0
H
Xni1ni2   nindX has been used
extensively in this paper. Its calculations in two dimensional
spaces (D = 2) and in three dimensional spaces (D = 3) are elabo-
rated here, respectively.
A.1.1. Two dimensional space
In two dimensional spaces (D = 2), a unit vector n could be rep-
resented by angle h, which denotes the angle deviation between n
and the coordinate axes x1 in a ﬁxed rectangular Cartesian coordi-
nate system and a positive angular coordinate means that the an-
gle h is measured counter-clockwise from the axis, i.e.,
n = (cosh, sinh). In view of its symmetry, denoting the number of
subscripts being equal to 1 as a and that of subscripts being equal
to 2 as b (aP 0,bP 0, and a + b = n), we could express
ni1ni2   nin ¼
1
E0
I
X
na1n
b
2dX ¼
1
2p
Z 2p
0
sina h cosb hdh: ðA:1Þ
It is easy to show that when either a or b is an odd integer,
ni1ni2   nin ¼ 0. When both a and b are even integers, integrating
over [0,2p] results in:
1
2p
Z 2p
0
sina h cosb hdh ¼ 1
2ðaþbÞ=2½ðaþ bÞ=2!
a!
2a=2ða=2Þ!
b!
2b=2ðb=2Þ!
:
ðA:2Þ
On the other hand, denote dij as the Kronecker delta. ( ) over the
subscripts designates the symmetrisation of the indices.
dði1 i2di3 i4    din1 inÞ is also symmetric with respect to subscripts
i1, . . . , in. With the number of subscripts being equal to 1 denoted
as a, and that of subscripts being equal to 2 as
b; ðaP 0; bP 0; and aþ b ¼ nÞ; dði1 i2di3 i4    din1 inÞ ¼ 0 when
either a or b is an odd integer.
When n is an even number, we study the problem of arranging
n/2 pairs of subscripts (within each pair, the position of the sub-
scripts are indifferent) from the n unlike subscripts i1, . . ., in as
ðij1 ; ij2 Þ; ðij3 ; ij4 Þ; . . . ; ðijn1 ; ijn Þ. The number of ways of different
arrangement is
Qn=21
i¼0
n2iC2 ¼ n!2n=2. Among them, arrangements that
subscripts in every pairs are equal to each other, i.e.,
ij1 ¼ ij2 ; ij3 ¼ ij4 ;    ; ijn1 ¼ ijn , would lead to dij1 ij2 dij3 ij4    dijn1 ijn ¼ 1.
Otherwise, dij1 ij2 dij3 ij4    dijn1 ijn ¼ 0. The number of ways to selecting
n/2 pairs of equal subscripts (within each pair, the position of the
subscripts are indifferent) from a subscripts being equal to 1 and
b subscripts being equal to 2 is
Qa=21
i¼0
a2iC2
a=2Pa=2

Qb=21
i¼0
b2iC2
b=2Pb=2
¼ a!
2a=2ða=2Þ!
b!
2b=2ðb=2Þ!. For each way of these n/2 pairs of selection, the ways to
arranging these total (a + b)/2 pairs is (a + b)/2 P(a+b)/2 = [(a + b)/2]!.
Hence, when both a and b are even integers,
dði1 i2di3 i4    din1 inÞ ¼
ðaþbÞ=2PðaþbÞ=2 
Qa=21
i¼0
a2iC2
a=2Pa=2

Qb=21
i¼0
b2iC2
b=2Pb=2Qn=21
i¼0
n2iC2
¼ a!b!½ðaþ bÞ=2!ða=2Þ!ðb=2Þ!ðaþ bÞ! : ðA:3Þ
Comparing Eqs. (A.1), (A.2) and (A.3), we have:
ni1ni2   nin ¼
ðaþ bÞ!
2ðaþbÞ½ðaþ bÞ=2!½ðaþ bÞ=2!
dði1 i2di3 i4    din1 inÞ
¼
nCn=2
2n
dði1 i2di3 i4    din1 inÞ: ðA:4ÞA.1.2. Three dimensional space
In three dimensional spaces (D = 3), a unit vector n could be
identiﬁed by angles h and /, which denotes the angle deviation
in a ﬁxed rectangular Cartesian coordinate system and a positive
angular coordinate means that the angle h is measured counter-
clockwise from the axis, hence, n = (sinhcos/, sinhsin/, cosh). In
view of its symmetry, denoting the number of subscripts being
equal to 1 as a, that of subscripts being equal to 2 as b and that
of subscripts being equal to 3 as c (aP 0,bP 0,cP 0, and
a + b + c = n), we could express
ni1ni2   nin ¼
1
E0
I
X
na1n
b
2n
c
3dX
¼ 1
2
Z p
0
sinaþbþ1 hðcos hÞcdh
 1
2p
Z 2p
0
ðcos/Þaðsin/Þbd/: ðA:5Þ
When c is an odd integer, 12
R p
0 sin
aþbþ1 hðcos hÞcdh ¼ 0. Otherwise,
when c is an even integer, 12
R p
0 sin
aþbþ1 h cosc hdh ¼
aþb
aþbþcþ1
aþb2
aþbþc1    2cþ3 1cþ1. Combining with Eq. (A.2), we have when
all a, b and c are even integers:
ni1ni2   nin ¼
a!
ða=2Þ!
b!
ðb=2Þ!
c!
ðc=2Þ!
ðaþ bþ cÞ=2½ !
ðaþ bþ c þ 1Þ! : ðA:6Þ
Otherwise, ni1ni2    nin ¼ 0.
In three dimensional spaces, dði1 i2di3 i4    din1 inÞ is also symmetric
with respect to subscripts i1, . . ., in. With the number of subscripts
being equal to 1 denoted as a, that of subscripts being equal to 2
as b and that of subscripts being equal to 3 as
cðaP 0; bP 0; c P 0, and aþ bþ c ¼ nÞ; dði1 i2di3 i4    din1 inÞ ¼ 0
when any of a, b or c is an odd integer. Following similar derivation
as given for two dimensional spaces, we have:
dði1 i2di3 i4 din1 inÞ ¼
ðaþbþcÞ=2PðaþbþcÞ=2 
Qa=21
i¼0
a2iC2
a=2Pa=2

Qb=21
i¼0
b2iC2
b=2Pb=2

Qc=21
i¼0
c2iC2
c=2Pc=2Qn=21
i¼0
n2iC2
¼ a!b!c!½ðaþbþcÞ=2!ða=2Þ!ðb=2Þ!ðc=2Þ!ðaþbþcÞ!:
ðA:7Þ
Comparing Eqs. (A.6) and (A.7), we have:
ni1ni2   nin ¼
1
ðaþ bþ c þ 1Þ dði1 i2di3 i4    din1 inÞ
¼ 1
nþ 1 dði1 i2di3 i4    din1 inÞ: ðA:8Þ
In a summary, the above results could be expressed as with non-
zero integer n:
ni1ni2   ni2n1ni2n ¼ a2ndði1 i2di3 i4    di2n1 i2nÞ; ðA:9Þ
where a2n ¼
2nCn
22n
; D ¼ 2
1
2nþ1 ; D ¼ 3
(
, and dij is the Kronecker delta and ( )
over the subscripts designates the symmetrisation of the indices.
A.2. Deviatoric direction tensor Di1 in
In view that Di1 in is deviatoric with respect to the subscripts
i1, . . ., in, we have
Di1 ik il indikil ¼ 0: ðA:10Þ
With Di1 in being a coefﬁcient tensor in the orthogonal decomposi-
tion given in Eq. (12), it satisﬁes:
Dj1 j2 jnnj1nj2   njnni1ni2   nin2 ¼ 0: ðA:11Þ
By denoting bði1 i2 inÞ ¼ dði1 i2di3 i4    din1 inÞ and making use of Eq. (A.9),
we could the following:
3
775
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Notice that bðj1 j2 jmi1 i2 inÞ can be further expanded as:
bðj1 j2 jni1 i2 inÞ ¼
1
2nC2
nC2djajbbðj1j2 ja1 jaþ1 jb1jbþ1 jni1 i2 inÞ
þn2djaibbðj1 j2 ja1 jaþ1 jni1 i2 ib1 ibþ1 inÞ
þnC2diaibbðj1 j2 jni1 i2 ia1 iaþ1 ib1 ibþ1 inÞ
2
664
3
775: ðA:13Þ
Together with Eqs. (A.10) and (A.11), we have:
Dj1 j2 jnbðj1 j2 jni1 i2 inÞ ¼
1
2nC2
nC2Dj1 j2 jndjajbbðj1j2 ja1jaþ1 jb1jbþ1 jni1 i2 inÞ
þn2Dj1j2 jndjaibbðj1 j2 ja1 jaþ1 jni1 i2 ib1 ibþ1 inÞ
þnC2diaibDj1 j2 jnbðj1 j2 jni1 i2 ia1 iaþ1 ib1 ibþ1 inÞ
2
664
¼ n
2
2nC2
Dj1j2 jndjaibb j1 j2 ja1 jaþ1 jni1 i2 ib1 ibþ1 inð Þ:
ðA:14Þ
Applying the expression derived in Eq. (A.14) successively and in
view of the symmetry in Di1 i2 in with respect to the subscripts
i1, . . ., in, we have:
Dj1 j2 jn nj1nj2   njnni1ni2   nin ¼ a2n
n2
2nC2
ðn 1Þ2
2n2C2
   12C2Dj1j2 jn
Y
a;b
djaib
¼ a2n 2
nðn!Þ2
ð2nÞ! Di1 i2 in
¼ a2n 2
n
2nCn
Di1 i2 in ðA:15Þ
in the equitation, a, b represents independent numbers ranging un-
iquely and exclusively from 1 to n.
A.3. Direction tensor of contact forces
Substituting Eq. (55) into Eq. (24), we can calculate the moment
tensor for the 3rd order approximation:
Kji1 i2 i3 ¼
1
E0
I
X
fjðnÞni1ni2nindX: ðA:16Þ
In view of its symmetry with respect to i1, i2, i3, we have:
K1ð111Þ ¼ f1n1n1n1 ¼
f 0
8
3þ ð2an þ atÞ cos 2ha½ ;
K1ð211Þ ¼ f1n2n1n1 ¼ f1n1n2n1 ¼ f1n1n1n2 ¼
f 0
8
an sin 2ha;
K1ð221Þ ¼ f1n2n2n1 ¼ f1n1n2n2 ¼ f1n2n1n2 ¼
f 0
8
½1þ at cos 2ha;
K1ð222Þ ¼ f1n2n2n2 ¼
f 0
8
ðan þ 2atÞ sin 2ha;
K2ð111Þ ¼ f2n1n1n1 ¼
f 0
8
ðan þ 2atÞ sin 2ha;
K2ð211Þ ¼ f2n2n1n1 ¼ f2n1n2n1 ¼ f2n1n1n2 ¼
f 0
8
½1 at cos 2ha;
K2ð221Þ ¼ f2n2n2n1 ¼ f2n1n2n2 ¼ f2n2n1n2 ¼
f 0
8
an sin 2ha;
K2ð222Þ ¼ f2n2n2n2 ¼
f 0
8
½3 ð2an þ atÞ cos 2ha: ðA:17ÞEq. (24) also suggests that with up to 3rd power approximation of
fðnÞ, we have:
Kji1 i2 i3 ¼ f 0Hfjk1k2k3nk1nk2nk3ni1ni2ni3 : ðA:18Þ
Using the two dimensional identity equations given in Eq. (A.9), we
have in view of the symmetry of Hfjk1k2k3 with respect to i1, i2, i3:
K1ð111Þ ¼
f 0
16
5Hf1ð111Þ þ 3Hf1ð221Þ
h i
K1ð211Þ ¼
f 0
16
3Hf1ð211Þ þ Hf1ð222Þ
h i
;
K1ð221Þ ¼
f 0
16
3Hf1ð221Þ þ Hf1ð111Þ
h i
K1ð222Þ ¼
f 0
16
5Hf1ð222Þ þ 3Hf1ð112Þ
h i
;
K2ð111Þ ¼
f 0
16
5Hf2ð111Þ þ 3Hf2ð221Þ
h i
K2ð211Þ ¼
f 0
16
3Hf2ð211Þ þ Hf2ð222Þ
h i
;
K2ð221Þ ¼
f 0
16
3Hf2ð221Þ þ Hf2ð111Þ
h i
K2ð222Þ ¼
f 0
16
5Hf2ð222Þ þ 3Hf1ð122Þ
h i
:
ðA:19Þ
Direction tensor Hfjði1 i2 i3Þ can be calculated by solving equations
based on Eqs. (A.17) and (A.19), and the result is
Hf1ð111Þ ¼ 1þ an cos 2ha Hf1ð211Þ ¼
1
3
ð2an  atÞ sin 2ha;
Hf1ð221Þ ¼
1
3
 1
3
ðan  2atÞ cos 2ha Hf1ð222Þ ¼ at sin 2ha;
Hf2ð111Þ ¼ at sin 2ha Hf2ð211Þ ¼
1
3
þ 1
3
ðan  2atÞ cos 2ha;
Hf2ð221Þ ¼
1
3
ð2an  atÞ sin 2ha Hf2ð222Þ ¼ 1 an cos 2ha:
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