INTRODUCTION
Graph rewriting is a well-known technique for implementing term rewrite systems.
The advantage it has over "naive" term rewriting is that where a term rewrite rule such as Times(Succ( x) , y)~Add( y, Times( x, y))
would require making two copies of the second argument to Times, the graph rewrite implementation can instead make two references to a single copy.
This saves time and space, especially when the argument is not itself in normal form, as can be the case when the language has call-by-need semantics.
Graph rewriting is frequently used to implement functional languages [Peyton Jones 1987] . Besides the advantages illustrated above, graph rewriting allows a subtle optimization in the computation of fixed points. Consider the following rule for constructing an infinite list of copies of its argument:
Repeat(n) + Cons(n, Repeat(n)).
Each time the rule is used, two copies of a pointer to the argument n are made. But additionally, the reference on the right-hand side of the rule to the subterm Repeat(n) can be replaced by a reference to the root of the right-hand side, giving a graph rewrite rule with a cyclic right-hand side which we can write as Repeat(n) + x :Cons(n, x). The syntax x :Cons( n, x) here denotes a graph with two nodes, one of which is labeled with the symbol Cons and has two out-arcs, the second of which points to itself. A single application of this rule constructs the entire infinite list at once, as a finite cyclic structure. Figure  1 shows the effects of these two different representations of the rule.
The correctness of the graph-rewriting implementation of term rewriting is a piece of well-known folklore. For acyclic graphs the formal relationship has been studied in Staples [1980] , Barendregt et al. [1987] , Farmer and Watro [1989] , and Farmer et al. [1990] . Only the last two of these consider cyclic graphs at all.
In an obvious and intuitive sense, acyclic graphs can be "unraveled" to In a related paper [Kennaway et al. 1993b ] the authors have set We write a +" b (resp., a +<" b) to denote a strongly converging reduction of length a (resp., at most a) starting from a and converging to b, and a +" b for a strongly converging reduction of any finite or infinite length. a~*b denotes a reduction of finite length (including zero). Consider the following rule systems and reduction sequences.
(1) Rule A(x, y)~A(y, x), sequence A(B, C)~A(C, 1?)~A(B, C) -A(C, B)+ . . .
Example
(1) is a diverging reduction sequence. Example (2) is Cauchy convergent with limit A(D, D). Example (3) is strongly convergent with limit S" (i.e., S(S(S( . . . )))). An infinitary term rewriting system over a signature Z consists of a triple (T, R, S), where T is a subset of Term(Z); R is a set of infinitary rewrite rules; and S is a set of strongly convergent term rewrite sequences, subject to the following conditions:
(1) T is closed under finite reduction sequences and the subterm relation.
(2) Every term appearing in S is in T, and every reduction step in any member of S is a reduction by a rule in R. [Kennaway et al. 1993b] 
There is no reduction of length < ti from A(B) to A( D(C"')). n is a node of g, then g I n is the one-rooted graph consisting of all nodes of g accessible from n, rooted at n. A graph homomorphism from a graph g to a graph h is a function f from the nodes of g to the nodes of h, such that for all nodes n in the domain of lab(g), lab(h)[f(n)) = lab(g)(n), and succ(h)( f(n)) = f(succ(g)(n)), where~is extended in the obvious way to tuples.~is strict if for every empty node n of g, f(n) is also empty.
Note that a graph homomorphism is not required to map the roots of its domain to the roots of its codomain.
On graphs one can define many general graph rewrite mechanisms. We are concerned with one particular form: term graph rewriting. 
(Collect garbage.) Remove all nodes which are not accessible from the root of k. The resulting graph is the result of the rewrite.
Step (i) adds to g all the nodes which the rewrite must create.
Step ( to, and so on). We will comment on this in more detail in the concluding remarks.
Step ( It is clear that the graph is a redex of the rule. It reduces to itself. Circular 1, as we call it, is one instance of a class of redexes having the same behavior, the circular redexes. each different empty node of g. Where g contains multiple references to the same empty node, there will be multiple occurrences in U(g) of the corresponding variable. When g is a term graph or a term graph rewrite rule, U(g) will be respectively a term or a term rewrite rule. Given a node n of a term graph g, U(g, n) is the set of occurrences of U(g) corresponding to all the paths from the root of g to n. Given a redex r rooted at a node n of a term graph g, U(r) is the set of redexes, by the same rule as r-, at each of the occurrences in U(g, n) (it is easy to see that every such occurrence is such a redex).
A cyclic graph has an infinite unraveling. For example, the unraveling of the graph shown in Figure  4 is the term F( y, G( y, H@, Ha)), where by H" we denote the infinite term H(H( H(... ))). Definition 4.
2. An unraveling of a GRS (G, R) is a TRS of the form (U(G), U(R), S) whose terms and rules are the unravelings of the term graphs and rules of (G, R), and whose transfinite reduction sequences include all those which are unravelings of finite reduction sequences of (G, R).
Later results will imply that the closure conditions for U(G) to be the set of terms of a TRS are satisfied, and that the notion of the unraveling of a sequence is well defined (Theorem 4.7).
The following proposition is immediate. In a left-linear GRS, let g + g' by reduction of a redex r. Then U(g) -" U(g') in the corresponding TRS. If the redex reduced in g is circular, then the sequence is empty. Otherwise it is a complete development of U(r).
Moreover, the depth of every redex reduced in the term sequence is at least equal to the depth of the redex reduced in g. If the GRS is acyclic, then the sequence U(g) -= U(g') is finite.
PROOF.
Let 1-r be the rule that was applied to reduce g to g', and n the node at which it was applied.
Let t = U(g) and t' = U(g '). We distinguish two cases. First, if the redex in g is a circular redex, then g' = g, and therefore the empty sequence from U(g) to itself satisfies the requirements of the theorem.
Otherwise, there is a redex of U(l e r) at every occurrence in U(g, n). This set of redexes contains no collapsing tower. Proposition 2.2.10 implies that there is a complete development of these redexes. Let t'be the limit of such a complete development. We demonstrate that U( g') = t' by giving an explicit description of both g' and t'. An occurrence of g can be schematically depicted as a concatenation of segments thus:
The thin sections are parts which end at but do not pass through the node n. In the same way as for g and g', an occurrence ulvluzv~. . . of t gives rise to occurrences Ulvj Uz v; . . . of t' by replacing each occurrence v, of a variable x, of the left-hand side of the rule by an occurrence u: of x, of the right-hand side, with the same exception in the case of a short final segment. It is immediate that t' = U(g' ).
Since the depth of n is the length of the shortest path from the root of g to n, this is a lower bound on the lengths of the occurrences in U(g, n). If the GRS is acyclic, then g and g' are acyclic; t is finite; and the finite set of redexes chosen in t is pairwise disjoint. That is, none of their occurrences is a prefix of any other. Therefore, the set has a finitely long complete development with exactly as many steps as there are members of the set. Let r be a redex and n a node of g, and let reduction of r
give the graph g'. Then U(n/r) = U(n)/ U(r). If n is the root of a redex r', then U(r'\r) = U(r')/U(r). Let g -*g' in a left-linear GRS. Then U(g)~" U(g') in
any unraveling of the GRS.
TEI~OmM 4.7.
In a left-linear GRS, let g~"g' by a complete development of a set of nonconflicting redexes R. Then U(g) +" U(g ' ) by a complete development of some subset of U(R).
In the complete development of R, suppose there is some step which reduces a circular redex. Since such a redex reduces to itself, we can omit that step without changing the final result. We thus obtain a reduction of g to g' which is a complete development of some subset R' of R, and which does not at any point reduce a circular redex. Note that R' is in general not simply the set of noncircular members of R, since a noncircular redex can become a circular redex through reduction of other redexes.
We can apply Theorem 4.4 to each step of the complete development of R', obtaining a reduction of U(g) to U( g '). Corollary 4.5 implies that it is a complete development of U(R '). (1) U is subjective.
(2) a q A is a normal form iff U(a) is a normal form.
(3) If a~" a' in A, then U(a)~" U(a') in B.
(4) For a q A and b q B, if U(a) +"' b then there is a a' q A such that a +"~' and b +" U(a'). See Figure  8 .
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Definition 6.3. (i) A rational set of nodes of a rational term is a set of nodes such that, if each of the nodes in the set is marked (e.g., with a tick mark), the resulting term is still rational, taking the marks into account when testing isomorphism.
(ii) A rational set of redexes of a rational term is a set of redexes whose roots are a rational set of nodes. A set of nodes of a rational term t is rational iff there is a graph g unraveling to t, and a set of nodes of g which map by the unraveling to the given set of nodes oft. Without loss of generality we may assume that R and R' have no members in common, since R' /R = ( R' -R)/R. Since R and R' are rational, there are graphs g and g' which both unravel to t,and set of redexes R~of g and R~, of g' such that U(R~) = R and U(R~,) = R'. Label each node n of t by the pair (n~, n~,) of nodes of g and g' for which n G iXn~) and n G U(n~/). and where each node labeled n has left and right descendants labeled n and n + 1 respectively. go and to are illustrated in Figure  10 .
Every node of the term is a redex. In each row of the tree, the rightmost node has the largest label. Each node to its left in the same row can, by being reduced a finite number of times, come to have the same node label as it does. Applying such reductions to each row in the tree yields a strongly convergent reduction of the term, of length w, converging to the term ta shown in Figure  11 .
In this term, there are for every n only finitely many nodes of the form n(-, -). However, every graph which go can be reduced to, by finite or infinite reduction, contains cycles which unravel to give an infinite number of such nodes, for some n. Therefore, there is no graph g to which gO can be reduced such that U(g) = to. We thus see that infinitary orthogonal graph rewriting is not adequate for infinitary orthogonal term rewriting, as the cofinality condition fails. The example used an infinite set of function symbols and rules, but it is easy to encode them into a finite set. Consider the single rule F( x, y) + G (F'( x, y) ). Define t, = G' (F( x, y) 
