The human genome is
Introduction
Conventional wisdom proposes that environmental exposures contribute to adverse human health outcomes; however, with few exceptions (cigarettes, asbestos, lead, radon, benzene, etc.) , it is difficult to unambiguously demonstrate the direct linkage between exposure and a specific disease (Pleil and Sheldon 2010) . As such, the general concepts regarding human health are that the risks of developing chronic diseases are attributable to an unspecified mixture of genetic and environmental factors. Discussions in the literature regarding recent advances in disease etiology and epidemiology have suggested that cardiovascular disease, autoimmune diseases, cancer, and other apparently random long-term latency diseases may have causal links among the genome, metabolism, life-stage, and the environment (Rioux and Abbas 2005 , Rappaport 2010 , Pleil et al. 2011a , Lahiri 2011 , Wild 2011 . Furthermore, Rappaport and Smith (2011) have recently asserted that "…70 to 90% of disease risks are probably due to differences in environments." We note that in this definition, they define "environment" as anything that is not the genome, and thus it includes the traditional ingestion, inhalation, and dermal exposures, as well as internal chemistry from reactive oxygen species, phase-1 metabolism, signaling molecules, and all forms of waste products from oxygen based energy production. This complementary side to the genome has been termed the "exposome" and, according to Wild (2005) 
, "…at its most complete, the exposome encompasses life-course environmental exposures (including lifestyle factors), from the prenatal period onwards."
The human exposome, therefore, is a window not only into the "gene x environment interaction" (Smith and Rappaport 2009 ), but also serves as an indicator of previous environmental exposure and current health state. Certainly, one cannot measure every chemical (exogenous and endogenous) in the human body, but we have begun to piece together suites of biomarker compounds that can be interpreted as partial snapshots of the exposome. For example, we have accumulated summary statistics (e.g. means, medians, distributions, internal concentrations, elimination kinetics) for polycyclic aromatic hydrocarbons (PAHs) in blood ), PAHs and hydroxyl-PAHs metabolites in urine , volatile alcohols and aldehydes in exhaled breath condensate (EBC) , Hubbard et al. 2009 ), alkanes and single-ring aromatics in exhaled breath (Pleil 2009 , Pleil et al. 2011b , C 2 to C 12 carbonyls and total protein in EBC and bronchial lavage fluid (BLF) (Sawyer et al. 2008 ), and we are currently working on a new series of projects measuring inflammatory cytokines in human plasma, urine, and EBC.
As discussed above, gas-phase exhaled breath and EBC have become an integral part of exposome investigations and documentation. Although blood and urine are the traditional biological media for systems biology experiments, breath media sampling is generally preferred in environmental health science where larger numbers of subjects are studied in contrast to medical or clinical studies. The advantages of breath media revolve around three basic premises: acceptance, as breath sampling is non-invasive; logistics, as sampling does not require medical personnel (blood/BLF) or privacy (urine), and simplicity/safety as breath sampling generates little if any infectious wastes (Lindstrom and Pleil 2002) . Furthermore, breath offers a nearly inexhaustible sample supply for time-based analyses, and, unlike blood or urine, can be sampled in rapid succession (essentially in adjacent breaths) to establish uptake and elimination kinetics (Pleil et al. 1998a , Pleil et al. 1999 , Lindstrom and Pleil 1996 . Finally, breath serves a dual purpose in exposure science investigations: as a surrogate for the circulating blood concentrations for volatile substances (Pleil et al. 1998b) , and also as a "mass balance" tool for uptake and elimination of exogenous compounds and endogenous waste products (Pleil 2008) .
Biomarker Framework
There are hundreds to thousands of discrete chemicals in any given exhaled breath sample that serve as indicators of the internal human systems biology (Pauling et al. 1971 , Phillips et al. 1999 , Cao and Duan 2006 . We have recently developed a framework document for environmental biomonitoring research that illuminates how measurements fit into the sequence from environmental stressor to internal dose to eventual health outcome (Sobus et al. 2011) . As part of the framework, empirical measurements (boxes) and estimated values (triangles) exist along parallel tracks, and are connected by various modeling linkages (see Figure 1 ). The estimated values, which include "exposure" and "dose", are the most commonly used metrics for regulatory risk assessment. Yet, measurement data from external and internal environments are always needed to generate and confirm these values. As such, breath data can provide important information along the measurement progression. For example, in the box labeled "Biomarker measurements", we can insert the chemical biomarkers such as native compounds of exposure, which directly link back to the environmental exposure. In the box labeled "BR Biomarker measurements" (where BR refers to biologically relevant), we can insert measurements of phase-1 metabolites of environmental contaminants, or endogenous chemicals such as aldehydes, ketones, alcohols, thiols, hydrocarbons, amines, etc., that may reflect biologically active dose or pre-clinical health effects. . Breath measurements fit into the boxes labeled "biomarker measurements" and "BR biomarker measurements". The center box contains measurements of exhaled compounds of environmental exposure whereas the "BR" box contains measurements of biologically relevant exhaled compounds indicating metabolism, perturbations, and pre-clinical effects.
Biomarker interpretation
As discussed above, breath biomarkers are most valuable for these systemic approaches in a pattern format (i.e. 10 or more compounds measured at a time). We have found that focusing on series of "one-compound exposure -one-compound metabolite biomarker" models is no longer completely sufficient as the human biological system is generally interacting with thousands of exogenous and endogenous chemicals simultaneously. In the new exposome context, we consider sets of measured compounds as groups, and then interpret them using various pattern recognition schemes including graphical/visualization techniques (e.g. network diagrams and heat maps), and computational techniques including principal components analysis (PCA), variable clustering (VarClus), general linear models (GLM), and mixed-effects regression models. These new approaches all require great care in assigning probative value to their outcomes.
One of the most difficult challenges in quantifying patterns is the fundamental statistical problem of over-modeling, that is, when the ratio of samples to putatively independent variables is less than about 10, it becomes difficult to determine underlying distributions and to get unambiguous results. The obvious solution is to collect more samples; however, this is not often possible from a resources or subject availability perspective. Often, we look at the patterns qualitatively without statistical evaluation and try to narrow down the data in some fundamental manner such as: females have higher levels than males; polar compounds are distributed differently than non-polar compounds, etc. We also look at within-sample covariance wherein we assess if compound subsets co-vary or if compounds are truly independent.
Biomarker data
As an example, consider the following exhaled breath data of jet-fuel exposures extracted from a previous publication (Pleil et al. 2011b) . Table 1 shows the exhaled breath summary data organized into 4-groups: pre-shift and post shift control subjects (n=37 each); pre-shift and postshift exposed subjects (n=114 each). Work shift is defined as 4-hours performing normal assigned tasks, and exposure status is determined by whether or not the subject's normal task required hands-on jet fuel systems maintenance. By inspection, we see that pre-shift levels are lower than post shift levels, and that subjects working directly with fuel generally have higher internal doses. Performing any meaningful statistics, however, is fraught with difficulty as there are insufficient numbers of samples to determine a model based on 12 compounds with only 37 or 114 samples per group, respectively, across a total of 7-bases and one-week (5 working days) snapshots across a 6-month overall period. However, we expect that all pre-shift samples, plus the post-shift controls, should reflect the generic Air Force Base (unremarkable) population. One-way ANOVA analysis of the log-space results shown in Table 1 confirms this conjecture; (p = 0.255 for means and p = 0.716 for variances with Bonferroni correction for repeat analyses) and so we can use these three groups together as a basis set. An additional analysis that included the post-shift exposed cohort demonstrated a highly significant difference for means (p < 0.0001) but the same variance statistics (p = 0.871). 
Biomarker clustering
The covariance of individual compounds can be explored using a variable clustering (eigenvector) approach which allows us to combine compounds that behave similarly across samples (Domany 2003 , Kettenring 2006 , Pleil and Lorber 2007 . We performed standard variable cluster analyses (using Proc VarClus, SAS Inc, Cary, NC, USA) for the data groups from Table 1 . The results are as expected: all compounds are somewhat correlated within an "r 2 " of about 0.4 regardless of grouping. Under the hypothesis (discussed earlier) that all pre-shift samples plus the post-shift controls should represent the unremarkably exposed Air Force population, and that only the post-shift exposed cohort should have remarkable jet-fuel dose, we combined the former samples (n=188) and contrasted them to the latter exposed samples (n=114). We found overlap in aggregate exposure values between the groups and so excluded samples with >30 ppbv from the first group, and samples with <30 ppbv from the second group resulting in reduced sample sets of n=161 and n=100, respectively. Within these groups, we normalized each sample by the sum of the 12 compounds concentrations to create parameters independent of absolute value. As such, we remove one degree of freedom, but can now compare samples with respect to intrinsic pattern of the compounds. We then used Proc Varclus to assess covariance of the hydrocarbons and aromatics patterns within each group as shown in the dendrite diagrams in Figures 2a and 2b .
Proportion of Variance Explained
A. Figure 2a shows clusters for "unremarkable" group and Figure 2b shows clusters for "exposed" group; x-axis indicates proportion of variance explained. In both cases, clusters are chosen to explain a proportion of about 0.9 of the variance (dotted vertical line); in 2a, this results in 8 clusters, in 2b, this results in 7 clusters as indicated by the numbered nodes.

Regression (pattern) models
Once the independent variables are established as clusters, we make use of those imbedded patterns to interpret the exposome and any potential shifts. In general, either of the two Varclus clustering patterns (Figure 2a or 2b) should work equally well to set the baseline pattern; in this case, we will use the "unremarkable" group as the control pattern against which the level of exposure can be evaluated.
The first step is to establish which, if any, of the variable clusters distinguishes between normal baseline and outliers. From a visual comparison of dendrite diagrams in Figures 2a and  2b , we note that the patterns are indeed different, and so we expect that there should be a mathematical method for extracting an algorithm to separate the two groups by pattern. To establish a parsimonious regression equation without losing too much explanatory power, we choose to form eight clusters (C i ), which, in aggregate, explain a proportion of about 0.9 (or 90%) of the variance (see dotted vertical line in Figure 2a) . Although 90% or 95% are commonly chosen discriminators for model development, this is somewhat arbitrary because it is a trade-off that often depends on the data structure and the number of available samples. There are times when 80% or lower may be the best choice.
For our example here, we have 90% explained variance using 161 samples and 8 clusters. This results in a "comfortable" sample/variable ratio of ~ 20 which is well above the rule of thumb limit of 10 (Pleil and Lorber 2007) . Using the first group (Figure 2a) , we establish the following eight clusters, C i , at 90% explained variance: Group 1 clusters: "unremarkable" C 1 = 4-ethyltoluene + 1,2,4-trimethylbenzene C 2 = 1,3,5-trimethylbenzene C 3 = toluene + decane + benzene C 4 = nonane C 5 = dodecane C 6 = undecane C 7 = o-xylene + m,p-xylene C 8 = ethylbenzene Similarly, we could have established clusters for the second group that also explain ~90% of the variance (Figure 2b) as follows:
Group 2 clusters: "exposed" C 1 = ethylbenzene C 2 = toluene C 3 = benzene C 4 = decane C 5 = 4-ethyltoluene + 1,2,4-trimethylbenzene C 6 = 1,3,5-trimethylbenzene C 7 = dodecane +undecane + nonane + o-xylene + m,p-xylene As mentioned above, we choose to use the clusters from Group 1 as the baseline because, in the long term, we want to assess changes from normal or "unremarkable" exposures.
The second step is to establish a parsimonious regression equation wherein only the important clusters are used as independent variables so that we can estimate appropriate regression coefficients. We employ multivariate regression analysis of the form:
OPT(S i ) = a 0 + Σ(a n x C n,i ) wherein OPT is the output variable for the "i th " sample (S i ), a 0 is the intercept, a n is the n th cluster regression coefficient, and C n,i is the sum of the analyte concentrations represented by the n th cluster evaluated for the i th sample. Note that for determining the coefficients, we set OPT(S i ) = 0 for the "unremarkable" group and OPT(S i ) = 1, for the exposed group. At α = 0.05, only clusters C 3 , C 5 , C 6 and C 7 survive, and the regression equation results in:
Once this equation is established for a set of basis data (in this case for "unremarkable" and "exposed" sample groups), OPT(S) is treated as a continuous variable for an unknown sample "S u " and the calculated result can be interpreted to see which of the two extremes S u most resembles based on the intrinsic pattern. We would expect that calculated results of OPT(S u ) for unknown samples will be closer to 0 for unremarkably exposed subjects and closer to 1 for exposed subjects.
Biomarker group comparisons
There are two different scenarios for visualizing the "unremarkable" and the "exposure" groups; the first shown in Figure 3a is by absolute concentrations of the compounds as shown in Table 1 (in this case we look at their sums); the second is shown in Figure 3b by their contribution clusters (indicator of intrinsic pattern) as established by multivariate regression calculations. We see that in the case of subjects that work at Air Force Bases, the exogenous jet fuel biomarkers are somewhat better resolved by absolute amount rather than by intrinsic pattern. This is expected as there is always some low level exposure regardless of specific activity and that those who handle fuels directly will have a higher body burden. What is interesting is that the intrinsic pattern (after absolute value is normalized) still shows moderate separation of the groups indicating that there are sources for other petrochemicals (e.g. gasoline, diesel, lubricating/heating oil) beyond the jet fuel source. Figure 3 . Frequency distribution comparisons for "unremarkable" and "exposed" sample groups. Figure 3a shows separation of groups by absolute concentrations of jet fuel constituent sums and Figure 3b shows separation of groups using intrinsic patterns after removing the absolute concentration differences by normalization.
Certainly the two basis groups (unremarkable and exposed) in Figure 3a are separated by the absolute value of measured hydrocarbons; they were defined as such. However, once the absolute value is normalized away, the combination of variable clustering technique and multivariate regression modeling leaves behind only the intrinsic (internal) pattern in Figure 3b . This is an important feature for pattern recognition as the absolute level of specific compounds can be affected by parameters that are not necessarily related to a specific source, but more by the proximity to a similar source. 
Regression discrimination values Relative Frequency (percent)
Conclusions
Patterns in the human exposome are elusive and their interpretation requires both visual and mathematical approaches. Under the basic exposure science framework construct shown in Figure 1 , we have shown how empirical measurements of chemicals representing parts of the human exposome fit into the overall exposure to effect progression in parallel to statistical and kinetic modeling. We demonstrated that absolute value patterns of compounds (as shown in Table 1 ) and intrinsic patterns using cluster analysis and multivariate regression (as shown in Figures 2 and 3) , can be used to assess group differences among biomarker samples. The jet fuel breath experiment presented here is only one example; these approaches can be employed anytime we have groups of complex exposome biomarker data. For example, biomarker data from exploratory case-control experiments of cancer patients could be assessed using cluster analysis and regression to develop better diagnostic procedures. Another potential application would be to test results from different "healthy" control groups thought to be nominally identical to assess if they are actually representing subtly different patterns. For example, are measurements from general population control subjects similar to control subjects drawn from the unaffected hospital population?
The primary value of using these methods is that we address two important problems in complex data analysis: over-modeling (i.e. drawing conclusions based on random effects) and co-linearity among putatively independent variables (resulting in ambiguous conclusions). The ultimate conclusion from this work is that it is possible to take complex data sets and establish a fairly simple comparison metric to assess where unknown samples fall in a continuum from "unremarkable" to "remarkable" using measurements of subsets of chemicals within the human exposome.
