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A popular approach for predicting the future of dynamical systems involves mapping them into
a lower-dimensional “latent space” where prediction is easier. We show that the information-
theoretically optimal approach uses different mappings for present and future, in contrast to state-
of-the-art machine-learning approaches where both mappings are the same. We illustrate this
dichotomy by predicting the time-evolution of coupled harmonic oscillators with dissipation and
thermal noise, showing how the optimal 2-mapping method significantly outperforms principal com-
ponent analysis and all other approaches that use a single latent representation, and discuss the
intuitive reason why two representations are better than one. We conjecture that a single latent
representation is optimal only for time-reversible processes, not for e.g. text, speech, music or out-
of-equilibrium physical systems.
I. INTRODUCTION
A core challenge in physics (and in life quite generally)
is data distillation: keeping only a manageably small
fraction of our available data that nonetheless retains
most of the information that is useful to us. Ideally, the
information can be partitioned into a set of independent
chunks and sorted from most to least useful, enabling us
to select the number of chunks to retain so as to optimize
our tradeoff between utility and and data size.
Consider a random vector x, and partition its elements
into two parts:
x =
(
x1
x2
)
. (1)
We may, for example, interpret the vectors x1 and x2 as
observations of two separate systems at the same time,
or as two separate observations of the same system some
fixed time interval ∆t apart. Let us now consider various
forms of ideal data distillation, as summarized in Table I.
Random What is Probability distribution
vectors distilled? Gaussian Non-Gaussian
1 Entropy PCA Autoencoder
H(x) =
∑
H(ui) u = Fx u=f(x)
2 Mutual information CCA Latent reps
I(x,y) =
∑
I(ui, vi) u = Fx u = f(x)
v = Gy v = g(y)
TABLE I: Data distillation: the relationship between Princi-
pal Component Analysis (PCA), Canonical Correlation Anal-
ysis (CCA), nonlinear autoencoders and nonlinear latent rep-
resentations.
If we distill x as a whole, then we would ideally like to
find a function f such that the so-called latent represen-
tation u = f(x) retains the full entropy H(x) = H(u) =∑
H(ui), decomposed into independent
1 parts with van-
1 When implementing any distillation algorithm in practice, there
ishing mutual infomation: I(ui, uj) = δijH(ui). For the
special case where x has a multivariate Gaussian dis-
tribution, the optimal solution is Principal Component
Analysis (PCA) [1], which has long been a workhorse of
statistical physics and many other disciplines: here f is
simply a linear function mapping into the eigenbasis of
the covariance matrix of x. The general case remains un-
solved, and it is easy to see that it is hard: if x = c(u)
where c implements some state-of-the-art cryptographic
code, then finding f = c−1 (to recover the independent
pieces of information and discard the useless parts) would
generically require breaking the code. Great progress has
nonetheless been made for many special cases, using tech-
niques such as nonlinear autoencoders [2] and Generative
Adversarial Networks (GANs) [3].
Now consider the case where we wish to distill x1 and
x2 separately, into u ≡ f(x1) and v = g(x2), retaining
the mutual information between the two parts. Then we
ideally have I(x,y) =
∑
I(ui, vi), I(ui, uj) = δijH(ui),
I(vi, vj) = δijH(vi), I(ui, vj) = δijI(ui, vi). This prob-
lem has attracted great interest, especially for time se-
ries where x1 = zi and x2 = zj for some sequence
of states zk (k = 0, 1, 2, ...) in physics or other fields,
where one typically maps the state vectors zi into some
lower-dimensional vectors f(zi), after which the predic-
tion is carried out in this latent space. For the special
case where x has a multivariate Gaussian distribution,
the optimal solution is Canonical Correlation Analysis
(CCA) [4]: here both f and g are linear functions, com-
puted via a singular-value decomposition (SVD) [7] of
the cross-correlation matrix after prewhitening x1 and
x2. The general case remains unsolved, and is obviously
even harder than the above-mentioned 1-vector autoen-
is always a one-parameter tradeoff between compression and in-
formation retention which defines a Pareto frontier. A key ad-
vantage of the latent variables (or variable pairs) being statis-
tically independent is that this allows the Pareto frontier to be
trivially computed, by simply sorting them by decreasing infor-
mation content and varying the number retained.
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2coding problem. The recent DeepMind paper [5] reviews
the state-of-the art as well as presenting Contrastive Pre-
dictive Coding, a powerful new distillation technique for
time series, following the long tradition of setting f = g.
The purpose of this paper is to further investigate the
case for choosing f 6= g. We will do this by studying
the lower-left quadrant of Table I, where information-
theoretically optional results can be derived, and using
these results to discuss implications for the harder prob-
lem in the lower-right quadrant. The rest of this paper is
organized as follows. Section II discusses analytic results
for the lower-left quadrant. In Section III, the optimal
f 6= g method is benchmarked on a physics example,
showing significant improvement over f = g methods.
Our conclusions are discussed in Section IV.
II. CCA IMPLICATIONS FOR LATENT
REPRESENTATIONS: TWO IS BETTER THAN
ONE
A. Notation
Without loss of generality, we take the random vector
x from equation (1) to have vanishing mean 〈x〉 = 0, and
write its covariance matrix as
T = 〈xxt〉 =
(
C0 B
Bt C1
)
. (2)
Modeling the probability distribution of x as a multivari-
ate Gaussian, the mutual information between x1 and x2
is
I(x1,x2) =
1
2
log
|C1| |C2|
|T| , (3)
where we take log to denote the logarithm in base 2 so
that information is measured in bits.
As mentioned, PCA elegantly decomposes the informa-
tion content in a single random vector x into a mutually
exclusive and collectively exhaustive set of information
chunks corresponding to statistically independent num-
bers (eigenmodes coefficients) whose individual entropies
add up to the total entropy. CCA generalizes this idea
to mutual information, decomposing the total mutual in-
formation between x1 and x2 as a sum of the mutual
information between a series of statistically independent
pairs of numbers that are linear combinations of the two
vectors, as summarized in Table 1 and in the following
subsection.
B. CCA implementation
To do this, CCA first diagonalizes C0 and C1 as
C1 = U1Λ1U
t
1, C1 = U2Λ2U
t
2, (4)
where U1 and U2 are orthogonal matrices and Λ1 and
Λ2 are diagonal, with the eigenvalues (which are non-
negative up to numerical rounding errors) sorted in de-
creasing order. It then constructs a prewhitening matrix
P ≡
(
s(Λ1)U
t
1 0
0 s(Λ2)U
t
2
)
, (5)
where the function s(λ) ≡ λ−1/2, and a function of a
diagonal matrix is defined by applying it to each diagonal
element. In many practical applications, some covariance
matrix eigenvalues are near zero (and occasionally get
evaluated as slightly negative due to numerical rounding
errors), so below we implement CCA more robustly by
instead defining
s(λ) =
{
0 if |λ| < 
λ−1/2 otherwise (6)
for some desired numerical precision floor . The matrix
P transforms T into a block form
T′ ≡ PTPt =
 I 0 Q 00 0 0 0Qt 0 I 0
0 0 0 0
 , (7)
where the zero-rows correspond to the eigenvalues that
are so tiny that we round them to zero, and the matrix Q
can be interpreted as the Pearson correlation coefficients
between the elements of the prewhitened vectors x1 and
x2. CCA now performs a singular-value decomposition
(SVD) of Q [7]:
Q = URVt, (8)
where the matrices U and V are orthogonal, R =
diag {ri} is a diagonal matrix and −1 ≤ ri ≤ 1. Defining
D =
U
t 0 0 0
0 0 0 0
0 0 Vt 0
0 0 0 0
P, (9)
we can now transform our original covariance matrix T
into the simple form
DTDt =
 I 0 R 00 0 0 0R 0 I 0
0 0 0 0
 . (10)
This means that when the random vector x is trans-
formed into
x′ =
(
x′1
x′2
)
≡ Dx, (11)
there are no correlations between any elements of x′ ex-
cept between what we will term “principal pairs” (to em-
phasize the analogy with principal components), match-
ing elements in x′1 and x
′
2, which have a Pearson corre-
lation coefficient 〈(x′1)i(x′2)i〉 = ri ∈ [−1, 1].
3Mutual information is independent of invertible
reparametrizations of x1 and x2, so the mutual infor-
mation from equation (3) now simplifies to
I(x1,x2) = I(x
′
1,x
′
2) =
1
2
log
|I| |I|
|DTDt| = −
1
2
log |I−R2|
= −1
2
∑
i
log(1− r2i ) (12)
if there are no numerically negligible eigenvalues. If
there are numerically negligible eigenvalues, the prac-
tically useful mutual information is given by this same
formula, since the corresponding eigenmodes are numeri-
cally untrustworthy. This mutual information shared be-
tween x1 and x2 can be intuitively interpreted as stem-
ming from a common source, as explained in Appendix A.
C. One versus two latent representations
As mentioned, dimensionality reduction is a popular
approach to predicting the future of a time series zi
(i = 0, 1, 2, ...) in physics and other fields: the state vec-
tors zi are mapped into some lower-dimensional vectors
f(zi) by an invertible mapping f that hopefully captures
the most relevant information, after which the prediction
is carried out in this latent space. This mapping can be
either linear, such as in PCA or Independent Component
Analysis [6], or non-linear as in autoencoders [2], Gener-
ative Adversarial Networks [3] or Contrastive Predictive
Coding[5].
For the special case of multivariate Gaussian proba-
bility distributions, the the formulas above imply that
CCA provides the optimal dimensionality reduction, with
the twist that the mappings into the latent space should
generally be different for the predictor vector and the
predicted vector: we can define the CCA dimensionality
reduction as the mapping
u ≡ Fx, v ≡ Gy (13)
into the latent space Rk, where
F ≡ ΠkUtΛ−1/21 Ut1, ΠkF ≡ VtΛ−1/22 Ut2 (14)
and the projection matrix Πk simply picks the first k
elements of vector following it. The CCA construction
above is readily seen to imply that
I(u,v) ≥ I[f(x), g(y)]
for any functions f and g mapping x and y into Rk, and
I(u,v) = I(x,y) when the dimensionality is not reduced
below that of both x and y.
Note that generically, F 6= G, even for time series
where x and y live in the same space. The following
theorem shows that this is a feature, not a bug
Theorem: A single latent representation sometimes
underperforms two separate ones, capturing less mutual
information in some given number of variables.
Proof: A simple counterexample (to the hypothesis
that a single representation is equally good) is that is
provided by four random variables x1, x2, y1, y2 with
unit variance and no correlations except that 〈x1x2〉 =
〈x1y1〉 = 1/2. The CCA described above shows that the
mutual information can be entirely captured by a single
principal pair {u1, v1} ≡ {2x1 − x2, y1}; specifically,
I(x,y) = I(2x1 − x2, y1) =
log 32
log 4
≈ 0.29 bits. (15)
If we instead transform both x and y using a single latent
representation, then the maximal mutual information we
can attain from a single principal pair is smaller:
I(x,y) > max
w
I(w · x,w · y)
= max
θ
I(x1 cos θ + x2 sin θ, y1 cos θ + y2 sin θ)
≈ 0.247 bits, (16)
as can be seen in Figure 1. Here we have without loss of
generality taken w to be a unit vector w = {cos θ, sin θ},
since the mutual information above is invariant under
rescaling w.
As mentioned, most published work uses merely a sin-
gle latent representation for time series prediction. This
is clearly not optimal for the general case, since we have
just proven that it is not even optimal for the simple
case of multivariate Gaussian distributions. But does
this suboptimality really matter in practice? The sub-
optimality is seen to be only 0.05 bits in Figure 1), so it
is natural to ask whether a single latent representation
f is generically close to optimal, or whether the further
improved from adding a second reporesentation g 6= f
provides large enough an improvement to be worth the
extra complication. We address this questions in the next
section by a practical application.
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FIG. 1: Counterexample showing a single latent representa-
tion underperforming two separate ones.
4III. EXAMPLE: COUPLED HARMONIC
OSCILLATORS WITH DISSIPATION AND
THERMAL NOISE
To better compare the predictive abilities of CCA with
other approaches, let us now consider the physics prob-
lem of predicting the future state of a set of n coupled
1-dimensional harmonic oscillators that are damped by
friction and perturbed by random thermal noise. We
group the positions and momenta of the oscillators into
the n-dimensional vectors q and p, which we in turn
group into a single 2n-dimensional state vector z. We set
all masses equal to unity, so q˙ = p, and take the laws of
motion to be p˙ = −Kq−Γp for some positive semidefi-
nite spring matrix K and friction matrix Γ. This means
that we can write
z˙ =
(
q˙
p˙
)
= B
(
q
p
)
= Bz, B ≡
(
0 I
−K Γ
)
, (17)
which has the solution
z(t) = eBtz(0).
All eigenvalues of B are negative, so to prevent z(t) from
simply decaying toward zero, we add random Gaussian
noise of standard deviation σ to each position at every
time step τ , Defining zi ≡ z(τi), we can thus rewrite our
time-evolution as a Markovian autoregressive process:
zi+1 = Azi + ni, (18)
where A ≡ eBτ , 〈ni〉 = 0, 〈nintj〉 = δijΣ, Σkl = δklσ2
if k ≤ n and zero otherwise (the standard deviation is
σ for position noise, zero for momentum noise). This
random process will eventually converge to a stationary
state whose probability distribution is time-independent,
since all eigenvalues of A have magnitude below unity, so
that memory of the past gets exponentially damped over
time. Figure 2 shows an example for n = 10 oscillators
arranged in a circle. Here and below we use time step
τ = 1, noise level σ = 1, friction matrix Γ = γI with
γ = 0.05, and spring matrix K corresponding to nearest-
neighbor coupling α2 = 0.2 and self-coupling ω2 = 0.01,
i.e., Kij = ω
2/2 + α2 if i = j, Kij = −α2/2 for nearest
neighbors, and Kij = 0 otherwise.
Once stationarity has been attained, the mean 〈z〉
vanishes and equation (18) implies that the time-
independent covariance matrix C ≡ 〈zizti〉 satisfies C =
ACAt + Σ. This is known as the Lyapunov equation,
and is readily solved for C by special-purpose techniques
or, rapidly enough, by simply iterating it to convergence.
We are interested in using the state vector zi to pre-
dict the subsequent state zi+k. Arranging these two 2n-
dimensional vectors into a single 4n-dimensional vector
x, we can now compute the 2-time covariance matrix of
equation (2) by iterating equation (18) k times:
T(k) = 〈xixti+k〉 =
(
C (AkC)t
AkC C
)
, (19)
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FIG. 2: Sample evolution of our ten coupled harmonic oscil-
lators, damped by friction and perturbed by thermal noise.
0 5 10 15 20
0
2
4
6
8
10
12
14
Parameters removed
M
ut
ua
l i
nf
or
m
at
io
n 
in
 b
its
Principal Pair Analysis (PPA)
Parabola
Shared latent rep
Simple truncation
Principal Component Analysis (PCA)
FIG. 3: Pareto frontier for different dimensionality reduction
methods x 7→ u, y 7→ v, showing the mutual information
I(u,v) as a function of the dimensionality reduction.
Figure 3 shows the mutual information I(xi,xi+10) be-
tween the the state of our harmonic oscillators and their
state 10 time-steps later, as a function of the amount
of dimensionality reduction performed. The CCA curve
plotted is by definition the Pareto frontier for the trade-
off between compression and information retention, i.e.,
the the maximum amount of information that can be col-
lectively retained in a given number of pairs. The CCA
curve is seen to be concave because all Pareto frontiers
by construction have non-positive second derivative.
Three other dimensionality reduction methods are also
plotted for comparison, and are all seen to perform sig-
nificantly worse than CCA. These all use the same latent
representation for both xi and xi+10. The PCA curve
keeps the top principal components, while the “simple
truncation” curve simply retains the first elements of the
vectors xi and xi+10. The “shared latent rep” curve uses
the CCA-matrix F to compress x, and uses the same
matrix F (rather than G) to compress xi+10.
If each pair of numbers {ui, vi} contained the same
fraction of the total mutual information, then the Pareto
frontier would be a straight line. The performance of the
5non-CCA methods is seen to be even worse in our exam-
ple, closer to a parabola (dashed line). This is what one
expects from any method where each number ui contains
a random fraction 1/N of the total information, and the
same holds for each number vi: then the mutual infor-
mation I(ui, vj) = 1/N
2, and the information fraction
shared by N ′ numbers ui and N ′ numbers vi is (N ′/N)2
a parabola.
IV. CONCLUSION
It is often useful to map data vectors into a lower-
dimensional latent space, retaining only the information
of interest, as summarized in Figure I. For linear map-
pings f and g, the natural generalization of PCA is CCA,
which distills two random vectors x and y into linear
transformations u = Fx and v = Gy such that all com-
ponents of both vectors are uncorrelated, except that
matching “principal pairs” have correlation ri ∈ [−1, 1].
For Gaussian random vectors, CCA conveniently decom-
poses the total mutual information between x and y as
the sum of the mutual information log(1 − r2i ) between
these principal pairs. Retention of only the k most infor-
mative pairs thus falls on the Pareto frontier of optimal
dimensionality reduction.
There is strong current interest in how to best gen-
eralize this to nonlinear mappings optimized for non-
Gaussian random vectors. Most recent work for non-
linear time-series prediction (see [5] and references
therein) focuses on the special case f = g. As we have
explored in detail, this can be far from optimal, even in
the linear case. In the linear case, the reason why two
different latent representations F and G are better than
one ultimately traces back to the fact that the SVD in
equation (8) produces different matrices U 6= V when
Q is asymmetric. For our harmonic oscillator example
(or any physics time series whatsoever, for that matter),
this asymmetry corresponds to time reversal asymmetry:
the operation to predict the future state from the past
is not the same as that predicting the past from the fu-
ture. In our example, this asymmetry can be eliminated
by ignoring all momentum information: Repeating CCA
to predict qi+k from qi (as opposed to working with xi
which includes both qi and pi), we obtain F = G.
A natural conjecture for future work to investigate is
that this generalizes to non-Gaussian time series where
the optimal dimensionality reduction is nonlinear: that a
single latent representation suffices for reversible Markov
chains and other reversible processes, while a pair of rep-
resentations performs better for processes that are truly
different in reverse, for example text, speech, music or
out-of-equilibrium physical systems.
Figure 4 motivates this conjecture: when the evolu-
tion of a dynamical system is not time-reversible, then
the information about its state that is useful for predict-
ing what will happen is often different from that which
is useful for predicting what happened. Consider, for ex-
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FIG. 4: The information in a system (represented by a circle)
that helps predict its future state may differ from the infor-
mation that is predictable from its past state; the remainder
is causally irrelevant, containing no information about either
past or future.
ample, a table with an orange and a pencil balanced on
its tip, both isolated from the rest of the world and seem-
ingly at rest. If we are interested in predicting the future,
we should pay more attention to the orange, since it will
stay put while the pencil will tip over in less than 30 sec-
onds in a direction that we cannot predict, as quantum-
mechanical fluctuations get amplified by gravity. If we
are interested in inferring the past, we should instead fo-
cus on the pencil, which was almost certainly at least as
balanced then as it is now. The orange, on the other
hand, is in a stable attractor state: it could either have
just sat there, or slid/rolled and come to rest due to dissi-
pation. In physics examples such as these, whether infor-
mation is predictable, predictive or both thus depends on
attractor dynamics and Lyapunov exponents: degrees of
freedom in stable equilibria (with negative Lyapunov ex-
ponents) are predictive but unpredictable, while those in
unstable equilibria (with positive Lyapunov exponents)
are unpredictive but predictable.
The causally irrelevant information, that helps with
neither, should obviously be discarded in latent repre-
sentations; if most of the information is in this category,
then non-causal approaches such as PCA, ICA and non-
linear autoencoders may mistakenly retain much of this
information if it is easy to distill into a small number of
variables. Renormalization in physics provides an exam-
ple of a single latent representation where the vast ma-
jority of the information (typically information on very
small scales/high frequencies) is discarded, while both
the longer-term predictive and predictable information
is retained. In other cases, the predictable and predic-
tive degrees of freedom parts of the information may be
closer to disjoint, in which case switching to two separate
representations offers the opportunity of cutting the la-
tent space dimensionality almost in half. An interesting
challenge for future work is therefore to explore whether
6approaches such as [5] can be further improved by using
more than one latent representation, or by developing a
single one that better optimizes for both predictiveness
and predictability.
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Appendix A: Distillation interpretation
The following theorem allows an intuitive interpreta-
tion of correlation as stemming from a common source.
Theorem: Any random vector pair can be decom-
posed as the sum of a perfectly correlated part (“signal”)
and a perfectly uncorrelated part (“noise”):(
x1
x2
)
=
(
A1
A2
)
s +
(
n1
n2
)
,
where 〈sst〉 = I, 〈n1nt2〉 = 0, 〈snt1〉 = 0 and 〈snt2〉 = 0.
Proof: Writing the last equation as x = As + n, we
have 〈n〉 = 0, and 〈snt〉 = 0. Define Σ ≡ 〈nnt〉. If x1
and x2 have the same length and no eigenvalues of C1 or
C2 vanish, then define
A ≡ P−1D−1
(
R1/2
R1/2
)
, (A1)
Σ ≡ D−1
(
I−R 0
0 I−R
)
D−t. (A2)
It follows that
〈xxt〉 = A〈zzt〉At + 〈nnt〉+ A〈znt〉+ 〈nzt〉At
= AAt + Σ = P−1D−1
(
R R
R R
)
D−tP−t + Σ
= P−1D−1
(
I R
R I
)
D−tP−t
= P−tD−1(DTDt)D−tP−t
= P−tT′P−t = T (A3)
as required, where we used equation (10) in the penulti-
mate step. The case with vanishing eigenvalues and/or
unequal length of x1 and x1 follows straightforwardly
from zero-padding appropriately.
We can thus interpret s as the distillation of all the
correlated information in x1 and x2, which is shared but
diluted by noise.
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