We study the classical rumor spreading problem, which is used to spread information in an unknown network with n nodes. We present the first protocol for any expander graph G with n nodes and minimum degree Θ(n) such that, the protocol informs every node in O(log n) rounds with high probability, and uses O(log n log log n) random bits in total. The runtime of our protocol is tight, and the randomness requirement of O(log n log log n) random bits almost matches the lower bound of Ω(log n) random bits. We further study rumor spreading protocols for more general graphs, and for several graph topologies our protocols are as fast as the classical protocol and use O(log n) random bits in total, in contrast to O(n log 2 n) random bits used in the well-known rumor spreading push protocol. These results together give us almost full understanding of the randomness requirement for this basic epidemic process.
Introduction
Rumor spreading is one of the most important communication primitives in large networks, and has been studied under different names such as gossip, information dissemination, or broadcasting. Efficient protocols for information spreading have wide applications in failure detection [35] , resource discovery [28] , replicated database systems [11, 18] , and modeling the spread of computer viruses [4] . Besides computer science, the dynamics of such processes in social networks also constitutes a research topic in economics and sociology.
The simplest and widely studied form of information spreading protocols is the so-called push model of rumor spreading. Initially, a message, called a rumor, is placed on an arbitrary node of an unknown network with n nodes. In subsequent synchronous rounds, every node that knows the rumor picks a neighbor uniformly at random and sends the rumor to the chosen neighbor. This process continues until every node gets the rumor. It was shown that this simple protocol is very efficient for several network topologies [15, 16, 18, 21] . In particular, its
• Let G be a general graph with n nodes, conductance φ and the ratio between maximum and minimum degree ∆/δ = O(1). Then there is a protocol using O((1/φ) log n(log log n+ log ∆)) random bits in total, such that every node gets informed in O((1/φ) log n) rounds with high probability (cf. Theorem 4.1).
Note that any protocol needs at least Ω(log n) rounds to spread the rumor to all nodes, hence the runtime O(log n) rounds in our first result is tight. For the randomness requirement, our first protocol needs O(log n log log n) random bits, which improves the previous best bound of O(log 2 n) random bits in total [24] . Since for any expander graph with n nodes and minimum degree δ = Θ(n), any protocol that finishes in O(log n) rounds with high probability needs at least Ω(log n) random bits (cf. Theorem C.2), our bound is almost tight.
The second result is for general graphs. The runtime here matches the upper bound known in the truly random protocol, and is tight, in the sense that there are graphs with diameter Ω((1/φ) log n) [9] . The randomness complexity of the second result improves the previous best one of O((1/φ) log 2 n) random bits. See Table 1 for a comparison between our results and previous best ones.
Techniques. Our main result is based on a generic reduction between the problem of designing rumor spreading protocols and the problem of constructing pseudorandom generators (PRGs)
Graph family

Rumor spreading time Random bits Reference
Expander Graphs δ = Θ(n) O(log n), Ω(log n) [ Graphs with ∆/δ = O(1) O((1/φ) log n), Ω(n log n log ∆) [21, 31 ] O((1/φ) log 2 n) [Previous Best Result] [24] O((1/φ) log n · (log log n + log ∆)) Theorem 4.1 Strong Expanders log n + ln n + o(log n), Θ(n log n log ∆) [24] O(log 3 n) [Previous Best Result] [24] O(log n · (log log n + log ∆)) Theorem 5.1 G(n, p) with p = ω(log n/n) log n + ln n + o(log n), Θ(n log n log(pn)) [24] & [20] O(log 3 n) [Previous Best Result] [24] O(log n · (log log n + log ∆)) Theorem 5.1 Table 1 : Comparison of the time needed to spread a rumor and the required number of random bits for various topologies. By ∆ we denote the maximum degrees of G, and by φ the conductance of G. See Section 3 for the formal definition of conductance φ.
for branching programs. This key insides is new in the area of studying epidemic algorithms. In retrospect, this connection between the two problems is natural because (1) random walks over branching programs resemble the rumor spreading process where nodes send messages to random neighbors, and (2) in a rumor spreading protocol, each node has access to only its own neighboring list, and is oblivious to the structure of the network. This is an analogue of oblivious derandomization achieved by PRGs. However, rumor spreading appears much more complicated than small-space computation due to the following facts: (1) In the rumor spreading process, rumors are "duplicated" every round, although every "existing" rumor viewed individually performs a random walk. Hence instead of considering every single random walk performed by any fixed rumor, we need to study the dynamics behind the whole rumor spreading process. ( 2) The state of the process at some time essentially depends on the past behavior of all nodes and is by no means computable in small space. Indeed, even knowing if a single node u gets the rumor at some round requires knowing the set of its neighbors having the rumor in the previous rounds, and may require deg(u) = Θ(n) bits for dense graphs. For these reasons, this connection to small-space computation is delicate and not obvious.
Surprisingly, we show that a reduction exists from the problem of designing randomnessefficient rumor spreading protocols to the problem of constructing PRGs for small-space computation. Hence the question of designing randomness-efficient rumor spreading protocols is now exposed to the numerous techniques used in the study of constructing PRGs for small-space computation. In particular, the explicit constructions (resp. existence) of PRGs fooling certain branching programs imply the explicit constructions (resp. the existence) of rumor spreading protocols, and the explicit constructions of PRGs with optimal parameters imply randomnessoptimal rumor spreading protocols for dense graphs.
For general graphs, our present a protocol that uses independent seeds of length O(log log n+ log ∆) in each round, where ∆ is the maximum degree of the graph. The key idea is that the rumor spreading process enjoys nice locality when the maximal degree is small. Our protocol take advantage of this feature by using an class of objects called unbalanced expanders, which are then composed with pairwise independent generators. This technique yields much smaller seed length than using pairwise independent generators alone. This protocol has the advantage of being very simple. Furthermore, a simple variant of this protocol using PRGs for combinatorial rectangles achieves the tight runtime for strong expanders.
Related Work. There is a large amount of literature devoted to various aspects of rumor spreading. The majority of research studies the rumor spreading time in terms of the graph properties, such as conductance [21] , vertex expansion [22] , mixing time [5] , diameter [18] and degree [18] . For instance, the first explicit connection between randomized rumor spreading and graph expansion was established by Mosk-Aoyama and Shah [31] , who proved that on any regular graph with conductance φ, the protocol finishes in O((1/φ) · log n) rounds.
The study of randomness complexity of rumor spreading protocols was started by Doerr et al. [13] , who proposed a quasi-random version of the above-mentioned push protocol. This quasi-random protocol is as follows: Every node u has a (cyclic) list of its neighbors. Once node u is informed, it starts at a random position of the list, but from then on node u informs its neighbors in the order of the list. In contrast to O(n log 2 n) random bits that used in the standard push model, they show that, by using O(n log n) random bits, the quasi-random protocol is as fast as the truly random protocol for many graph topologies, e.g. complete graphs [2, 19] , random graphs, hypercubes or expanders [14] . It is known that for this quasirandom model one cannot further reduce this amount without a severe loss of efficiency [12] . Giakkoupis and Woelfel [23] derived a protocol, which used O(n log log n) random bits in total and finishes in O(log n) rounds on complete graphs of n nodes. Recently, Giakkoupis et al. [24] presented two protocols. In contrast to previous work, the protocols in [24] use only a poly-logarithmic number of random bits, and are as fast as the truly random protocol. Besides the rumor spreading problem, researchers also studied the question of designing randomnessefficient or deterministic protocols for similar problems. For instance, Haeupler [27] presented one deterministic gossip algorithm for the local broadcast problem.
Throughout the paper we assume that nodes have no initial IDs, and we combine the protocols with an ID distribution mechanism so that every node gets a unique ID once it gets the rumor. Moreover, we assume the standard adversary model, which was also used in [13, 23, 24] : In each round, every informed node u chooses an index j ∈ {1, . . . , deg(u)}, and sends a rumor to the jth node in its adjacency list. No edge connection information is available to u other than its adjacency list; and the order of u's neighbors in this list is determined by an oblivious adversary (before the algorithm is executed).
Organization. The paper is structured as follows: We review some basic notations and tools that we will use in Section 2. Section 3 presents the protocols for dense expander graphs, and the reductions between the problem of rumor spreading and the problem of constructing PRGs for branching programs. In Section 4 we construct one protocol for general graphs. The protocol for strong expander graphs will be discussed in Section 5.
Preliminaries
Let G = (V, E) be a connected, and undirected graph with n nodes. The maximum, minimum, and average degree of G are represented by ∆, δ, and d. For any node u, the degree of u is represented by deg(u), and the set of neighbors of u is represented by N (u). Moreover, for any set S ⊆ V , the neighboring set of S is defined by N (S) u∈S N (u), and the volume of S is defined by vol(S) u∈S deg(u). For any set S, T ⊆ V , we define E(S, T ) {{u, v} : u ∈ S and v ∈ T } and e(S, T ) |E(S, T )|.
By log x we denote the binary logarithm of x. For any integer m, define [m] {0, . . . , m−1}. The product distribution of two distributions X and Y is denoted by X × Y . The disjoint union of a family of sets {A i : i ∈ I} indexed by I is denoted by i∈I A i i∈I {(x, i) : x ∈ A i }. With high probability stands for with probability 1 − o(1).
We introduce the main tools that we use in our paper.
Pseudorandom Generators
One key tool used in our construction is pseudorandom generators. Informally, pseudorandom generators are deterministic algorithms f such that, for a given random string x chosen uniformly at random from set {0, 1} ℓ , f produces a string f (x) ∈ {0, 1} n(ℓ) , n(ℓ) ℓ, which is indistinguishable from the uniform distribution over {0, 1} n(ℓ) by a certain family C of functions.
Pairwise Independent Generators.
Definition 2.1 (Pairwise Independent Generator). We say X 0 , . . . ,
, and
We say they are pairwise independent if ε = 0. We say G :
is an (ε-)pairwise independent generator if its outputs are (ε-)pairwise independent given a uniformly distributed seed.
is an ε-pairwise independent generator where ε = 2/m.
PRGs for Combinatorial Rectangles. Given d ∈ N and finite set S = S 0 × · · · × S d−1 , let
where P(S i ) is the power set of set S i . The members of M S,d are called (S, d)-combinatorial rectangles.
Definition 2.3 (PRGs for Combinatorial Rectangles
, then we say that f is a PRG that ε-fools M S,d with seed length ℓ.
By probabilistic methods there exists a PRG ε-fooling M S,d with seed length O(log m + log d + log(1/ε)). The problem of explicitly constructing PRGs matching this bound is currently open. There is a long line of research devoting to this problem [3, 17, 25, 30] . The current state of the art is given by [25] , which explicitly constructs PRGs ε-fooling M S,d with seed length O(log m + log d) + O(log(1/ε)).
Theorem 2.4 ([25]). Let
There exists an explicit PRG G that ε-fools M S,d with seed length O(log m + log d + log(1/ε) log log(1/ε) log log log(1/ε)). 1 1 In [25] the seed length is presented as O((log log m)(log m + log d + log(1/ε))) + O(log(1/ε)). But there are techniques of reducing m and d to m
using O(log m + log d) randomness, cf. [3, 30] .
Note that the seed length of the above PRG is O(log m) if d is polynomial in m and 1/ε is slightly sub-polynomial in m.
We then prove an analogue of Lemma 2.2. Let B be a branching program of length L, width W and degree D.
L and a node (s, 0) on the first layer, define B(s, x) ∈ [n] such that the random walk that starts from (s, 0) and takes the edge with label x i at the ith step for 1 i L finally arrives at (B(s, x), L). 
Many attempts were made to construct explicit PRGs for branching programs [29, 32, 33] , due to its connection with the RL vs. L problem. The probabilistic method guarantees the existence of a (non-explicit) PRG that ε-fools (L, W, D)-branching programs with seed length O(log L + log W + log D + log(1/ε)). The problem of explicitly constructing such PRGs remains a great open problem. See [29, 32, 33] for known explicit constructions. We will use the constructions in [29, 32] . O(log m + log d + log(1/ε) log log(1/ε) log log log(1/ε)).
is a pairwise independent generator with seed length
with seed length ℓ 2 = O(log m + log d + log(1/ε) log log(1/ε) log log log(1/ε)).
, where the additions are performed over Z m . Then G is both a pairwise independent generator and a PRG ε-fooling
as well. A similar argument shows that G is a pairwise independent generator.
Unbalanced Expanders with Near-Optimal Expansion
We consider the following kind of left-regular bipartite graphs. We are interested in graphs Γ exhibiting excellent expansion properties. This leads to the notion of unbalanced expanders [26, 34] . Definition 2.11 (Unbalanced expanders [26, 34] 
In particular we are interested in (K, A)-expanders, where the parameter A = (1 − ε)D for small ε, i.e. for any subset S of size K from the left set [N ], there is almost no collision among the neighbors of nodes in S. Explicit constructions of such unbalanced expanders with near-optimal expansion are known. ) and
We consider the map Γ(·, U ) applied on any K elements of [N ] where U is uniformly distributed over [D] . The following lemma states that with high probability these K elements are mapped into i∈ [D] [M i ] with almost no collision.
Protocol for Expander Graphs
Let G = (V, E) be an undirected and simple graph with
. We consider only T ′ -round protocols for G, in which nodes send rumors only for the first T ′ rounds, and assume that
is an upper bound of the rumor spreading time. We combine the protocols with an ID distribution mechanism so that every node gets a unique ID once it gets the rumor. Specially, in round 0 there is one arbitrary node having the rumor, and the ID of this node is set to be 0. We assume that node 0 knows T ′ , n, and the maximum degree ∆. Moveover, node 0 chooses a binary string, called seed, uniformly at random, and the seed is appended to the rumor. In subsequent rounds, whenever one node with ID u sends the rumor to one of its neighbors in round t, it also sends a unique string consisting of the ID u, current round number t, as well as parameter T ′ , n and ∆ (Our protocols work fine as long as the initial node having the rumor knows some upper bound n ′ of n, where n ′ is a polynomial of n). A node is uninformed as long as it has not received a rumor. Once a node receives the first rumor from an informed node with ID u in round t, it becomes informed and gets a unique ID defined by g t (u) 2 t−1 + u. If one node becomes informed from multiple informed nodes, then this node chooses an arbitrary node with ID u that informs it and uses g t (u) as its ID. Throughout the rest of the paper we assume that all the IDs are in a set [0, n c ] for a constant c 1. Denote by s the initial node having the rumor. All the omitted proofs of the lemmas can be found in the appendix.
Protocol
Let A G be the adjacency matrix of G, and D the n×n diagonal matrix defined by
A G be the transition matrix for the random walk over G, and
Define the n real eigenvalues of N G by 1 = λ 1 . . . λ n −1.
Definition 3.2 (Spectral Expansion).
Graph G has spectral expansion α if λ 1 − α, where λ is the second largest (absolute) eigenvalue of N G .
In this subsection we study protocols for graphs G with ∆/δ = O(1) and spectral expansion α. Let β ∆/δ = O(1). The main result of Section 3 is as follows. Theorem 3.3. Let G be a graph of n nodes with ∆/δ = O(1) and spectral expansion α satisfying α 8∆ 2 /δ 2.5 . Then the following statements hold: (1) There is a protocol using O(log n(log log n + log(1/α))) random bits such that with high probability, all but o(1)-fraction of the nodes in G get informed in O(α −2 log n) rounds. (2) Moreover, if δ = Θ(n), then there is an explicit protocol using O(log n(log log n + log(1/α))) random bits such that with high probability all nodes in G get informed in O(α −2 log n) rounds.
For the case that α is a positive constant, i.e. G is a expander graph, we may always assume that α 8∆ 2 δ −2.5 , since otherwise ∆ < 64β 5 /α 2 = O(1) and there is a simple deterministic protocol that finishes in O(log n) rounds. Corollary 3.4. Let G be an expander graph of n nodes where ∆/δ = O(1), δ = ω(1) and α = Θ(1). Then the following statements hold: (1) There is a protocol using O(log n log log n) random bits such that with high probability, all but o(1)-fraction of the nodes in G get informed in O(log n) rounds. (2) If G is a complete graph of n nodes, then there is an explicit protocol using O(log n log log n) random bits such that with high probability all nodes in G get informed in O(log n) rounds.
This result is based on a reduction between rumor spreading protocols and PRGs for branching programs. We remark that the randomness complexity for Theorem 3.3 and Corollary 3.4 is sub-optimal only because we do not yet know good enough explicit PRGs for branching programs and, as stated later, any construction of the PRGs with optimal parameters implies the explicit construction of randomness-optimal rumor spreading protocols for dense graphs of n nodes that use Θ(log n) random bits in total. See Theorem C.2 for the lower bound of randomness requirement for graph G with δ = Θ(n).
Our protocol is based on pairwise independent generators, and PRGs for branching programs, and the formal description of the protocol is as follows:
Protocol 1 (Protocol for Expander Graphs). Let m = n Θ(1) be a sufficiently large power of 2. Pick the following objects:
•
programs with ε = n −3 and seed length ℓ ′ = O(log n log T ).
These two objects G and f can be uniquely constructed from n c , and hence are known to every informed node. The initial node having the rumor chooses a random string x ∈ {0, 1} ℓ ′ . This random string is appended with the rumor and sent to other nodes. Once one node gets the rumor, it gets the ID u. In the ith round, 1 i T , node u sends the rumor to the neighbor with index
Proposition 3.5. Assume that Protocol 1 finishes in T rounds. Then it uses O(log n log T ) random bits in total.
Remark 3.6. One difference between Protocol 1 and the protocols in [24] is that in Protocol 1 different rounds use one common seed x, while in [24] the seeds used by different rounds are different and mutually independent, and hence the analysis is much easier.
Analysis
We introduce the notation used in the analysis. For m ∈ N, vector u ∈ R m and real number p 1, define the norm
We write 1 m for the vector in R m having ones in all entries, or simply 1 if the dimension is clear from the context. Similarly write 0 m or 0 for the zero vector. Let e i be the vector that has an one in the ith entry and zero elsewhere. Write I m or I for the m × m identity matrix. For a matrix M ∈ R m×m ′ , we use M ij to denote the entry on M's ith row and jth column. For p ∈ [1, ∞) ∪ {∞}, define
It is easy to show that M 1 equals the maximum of the ℓ 1 -norms of the rows of M. And M ∞ equals the maximum of the ℓ 1 -norms of the columns of M, or equivalently M ⊺ 1 . We say a square matrix M is stochastic if all of its entries are non-negative and all of its rows have
, the vectors T 1 (u) and T 2 (u) represents its two marginal distributions.
Proof Sketch
Now we discuss the intuitions behind constructing the protocol and sketch our proof. A main technique that we use here is a generic reduction between rumor spreading processes and branching programs. More specifically, we compare the process of rumor spreading with a random walk on a branching program. For random walks, a walk always stays at a single node throughout the process, although this node keeps changing. On the other hand, in the process of rumor spreading, each informed node u randomly sends the rumor to one of its neighbors v in each round, and then u, v are both informed subsequently. So we may think of rumor spreading as many random walks in parallel: When node u sends the rumor to v, one random walk moves from u to v whereas another one stays at u. In order to characterize this behavior precisely, we introduce the notion of colored random walks.
Definition 3.8 (Colored Random Walk).
Given a random rumor spreading process on a graph G with the initial node s, an associated colored random walk of length T is a sequence of T + 1 nodes (p 0 , . . . , p T ) of G together with a lazy/non-lazy coloring on the pairs (p i , p i+1 ) called colored edges for 0 i < T , such that p 0 = s, and
Node s itself is a colored random walk of length 0.
We denote by C T {lazy, non-lazy} T the set of possible color patterns for length-T colored paths. For S ∈ C T , there exists a unique colored random walk of length T with color pattern S associated with a given instantiation of a rumor spreading process. Let X S u be the indicator random variable of the event that the colored random walk with color pattern S finally reaches node u. Note that u receives the rumor in T rounds if some colored random walk of length T arrives at u. Therefore
We want to reduce the global event S∈C T X S u > 0 to local events X S u > 0. Note that the indicator of S∈C T X S u > 0 is the conjunction of those of X S u > 0. We use the Cauchy-Schwarz inequality to "linearize" the conjunction operation and then use the linearity of expectations:
Note that each E X S u only depends on a single random walk with color pattern S, and hence can be well approximated by the PRGs for branching programs. The same is true for each
if we use branching programs with set of states V [G] × V [G] to keep track of two colored random walks simultaneously.
If colored random walks were pairwise independent, then
for S = S ′ and the lower bound given by (3.2) would be very close to 1. Unfortunately they are not pairwise independent: if two colored paths are at the same node in some round and their next steps are both non-lazy, they will move to the same random neighbor rather than two independent random neighbors. Consequently, for a typical pair of colored random walks (S, S ′ ) we only have
where c > 1 is some constant. Then the probability lower bound given by (3.2) is no better than 1/c. To remedy this problem, we observe that (3.2) still holds if we replace C T by any subset C ′ T ⊆ C T , and (3.1) can be rewritten as
for any C ′ T ⊆ C T . This leads to the following lemma. Lemma 3.9. In the random rumor spreading process, the probability that node u ∈ V [G] receives the rumor in T rounds is lower bounded by
, where C ′ T is an arbitrary subset of C T . By a careful choice of C ′ T along with a delicate analysis we can show that two typical colored random paths are "mildly" pairwise independent, yielding a 1− o(1) lower bound in Lemma 3.9. Hence the construction of PRGs for branching programs implies an explicit protocol for rumor spreading.
Another important issue is that random walks on branching programs only take one step each time, whereas in the rumor spreading process multiple steps are took simultaneously, each requiring some randomness. We use a pairwise independent generator for the choices of these steps. This is perfectly compatible with the discussion above as we only use expectations of monomials X S u and X S u X S ′ u , neither involving more than two variables and hence pairwise independence suffices. Formally the following theorem shows a reduction from PRGs for branching programs to rumor spreading protocols. Theorem 3.10. Suppose f is an explicit PRG that ε-fools (L, W, D)-branching programs with seed length ℓ, where L = Θ(α −2 log n), D = n Θ(1) sufficiently large, ε = n −3 , and W = n 2 . Then there exists an explicit rumor spreading protocol using ℓ random bits such that, for any graph G with n nodes, ∆/δ = O(1) and spectral expansion α 8∆ 2 δ −2.5 , all but o(1) fraction of the nodes in G get informed in O(α −2 log n) rounds with high probability.
By Theorem 3.10, an explicit PRG construction with good enough parameters, in particular with seed length ℓ = O(log n) and error ε = n −3 , yields explicit rumor spreading protocols using only O(log n) random bits. In addition, we usually only need to fool short branching programs instead of those in full generality (i.e. of length n Θ(1) ) since the process of rumor spreading typically finishes in a small number of rounds. The PRG in [33] fools such branching programs using only O(log n) random bits, but the error obtained is too large for our application, being 2 − log 1−ν n for any constant ν > 0 instead of n −Θ(1) . We will use the PRG constructions from [29] or [32] instead for our protocol. The first statement of Theorem 3.3 follow from Theorem 3.10 and Theorem 3.11.
Proof of Theorem 3.10
To prove Theorem 3.10, we first generalize Protocol 1 to a family of (not necessarily explicit) protocols. That is, instead of studying Protocol 1 where every informed node chooses neighbors according to the output of the PRGs, we consider a family of protocols, and each of them is specified by a joint distribution of random variables P = (X 1 , . . . , X T ), such that the random choices in round i are determined by the ith variable X i with a pairwise independent generator.
Protocol 2 (Protocol via distribution P). Let m = n Θ(1) be a sufficiently large power of 2.
n be an explicit pairwise independent generator, where ℓ = O(log n). A distribution P over {0, 1} ℓ T specifies the following protocol:
The initial node having the rumor chooses a random string (x 1 , . . . , x T ) ∈ {0, 1} ℓ T according to the distribution P. This random string is appended with the rumor and sent to other nodes. Once one node gets the rumor, it gets the ID u. In the ith round, node u chooses the neighbor with index G u (x i ) mod deg(u) in its adjacency list to send the rumor.
Setting P as the uniform distribution, denoted by U , yields the hashing-based protocol in [24] . We recover Protocol 1 by letting P be the output of a PRG for branching programs.
We wish to bound E X S u and E X S u X S ′ u and then apply Lemma 3.9. For the family of protocols above, these quantities can be easily characterized using branching programs. For color patterns S, S ′ ∈ C T , define the branching program B S,S ′ of length T , width n 2 and degree 2 ℓ as follows:
and x ∈ {0, 1} ℓ , the edge of ((u, v), i) labeled x goes to ((w, y), i + 1) where w and y are picked in the following way: If the ith color of S (resp. S ′ ) is lazy, then let w = u (resp. y = v), otherwise let w (resp. y) be the zth neighbor of u (resp. v), where
The following lemma follows immediately from this construction: Lemma 3.12. For Protocol 2 that is specified by a distribution P over {0, 1} ℓ T and any
Recall that M G = D −1 A G is the transition matrix for the random walk over G. We define by P ∈ R n 2 ×n 2 is the transition matrix with its rows and columns indexed by the set
, which corresponds to two non-lazy steps in parallel:
Remark 3.13. Matrix P agrees with
This is a manifestation of the fact that the "non-lazy" steps from the same node made by two different colored random walks are not independent, i.e., every informed node can only send the rumor to one neighbor in each round.
To study random walks associated with certain color patterns S = (S 1 , . . . , S T ) ∈ C T , S ′ = (S ′where each matrix J (i) S,S ′ is defined by
By definition, the stochastic matrix J ⋆ S,S ′ corresponds to two colored random walks in parallel over the graph G, with the color patterns S and S ′ respectively.
The following lemma shows that the computation over the branching program B S,S ′ can be characterized by the matrix J ⋆ S,S ′ , up to a negligible error term.
Lemma 3.14. Let U be the uniform distribution over {0, 1} ℓ T . Then for any u, v ∈ V [G], S, S ′ ∈ C T , it holds that
2T n 2 /m.
Proof. Let B (i) ∈ R n 2 ×n 2 be the transition matrix of the branching program B S,S ′ from the (i − 1)th to ith level. Then we have
So it suffices to show that
By the construction of B S,S ′ , a random walk at ((u 1 , v 1 ), i−1) goes to ((u 2 , v 2 ), i) where u 2 (resp. v 2 ) are picked as G u 1 (x) mod deg(u 1 ) (resp. G v 1 (x) mod deg(v 1 )) for random x (or u 2 = u 1 (resp. v 2 = v 1 ) if the corresponding step is lazy). Lemma 2.2 then implies that each entry B
by at most 2/m, and hence
Lemma 3.12 and Lemma 3.14 show that to bound E X S u X S ′ v and E X S u , it suffices to study the stochastic matrices J ⋆ S,S ′ . Instead of analyzing J ⋆ S,S ′ for different S, S ′ individually, we investigate them simultaneously for S, S ′ ranged over some set C ′ T ⊆ C T defined as follows: For k = 0, 1, . . . , T /3 (for simplicity assume T is a multiple of 3), define
Here C ′ T,k consists of color patterns for colored random walks whose first k steps and last T /3 − k steps are lazy.
Let π 1D/ 1D 1 , and it is easy to see that π is the stationary distribution of M G . Define vectors x ∈ R n 2 and y ∈ R n such that
Then the following key lemma states when the length of colored random walks is sufficiently large, x is close to the stationary distribution π ⊗ π of M G ⊗ M G , and similarly y is close to the stationary distribution π of M G . This implies that after sufficient long rounds, the probability that colored random walks hit arbitrary nodes can be approximated by the stationary distribution of the matrix M G , whose definition does not involve colored random walks.
Lemma 3.15. x − π ⊗ π 2 = o(n −3/2 ) and y − π 2 = O(n −2 ) for sufficiently large T = Θ(α −2 log n).
Lemma 3.15 is derived from a series of technical lemmas listed Section 3.2.3 below, whose proofs are deferred to the appendix. Now we are ready to prove Theorem 3.10.
Proof of
Define x P ∈ R n 2 and y P ∈ R n such that
where P is the output of the PRG in Protocol 1. We define x ′′ ∈ R n 2 and y ′′ ∈ R n in the same way except that P is replaced by U . As the distribution P is the output of the PRG, and hence ε-fools all branching programs B S,S ′ , we have x P − x U ∞ ε = n −3 and consequently y P − y U ∞ nε = n −2 . By Lemma 3.14, we have
. Define vector w ∈ R n 2 such that w (u,v) = 1 if u = v and w (u,v) = 0 otherwise. Then w 2 = n 1/2 . By the Cauchy-Schwarz inequality, we have
, we have
and hence
β −2 n −2 . Therefore, for all but o(1)-fraction of nodes u ∈ V [G], the probability that u gets informed is at least
By Markov's inequality, with probability 1−o(1), all but o(1)-fraction of the nodes get informed.
Proof of Lemma 3.15
Let 1 = λ 1 . . . λ n 1 be the n eigenvalues of the matrix
, associated with n normalized orthogonal eigenvectors v 1 , . . . , v n in R n . By the hypothesis of the spectral expansion of G, we know max{|λ 2 |, |λ n |} 1 − α.
Note that M G 1 = 1 and
Note that matrix Q corresponds to two steps in parallel, each independently chosen as a lazy or non-lazy step with equal probability. For a vector u ∈ R n 2 , we write u = u + u ⊥ as the (non-orthogonal) decomposition of u such that u π ⊗ π and u ⊥ ⊥ 1. The decomposition exists and is unique. Indeed, we have the following simple lemma: Lemma 3.16. For any vector u ∈ R n 2 , let u = u + u ⊥ be the (non-orthogonal) decomposition of u such that u π ⊗ π and u ⊥ ⊥ 1. Then the following statements hold:
(c) If u ∈ R n 2 represents a probability distribution (i.e., all entries of u are non-negative and
We first look at the properties of the stochastic matrix
, which acts on the vector space R n 2 via right multiplication. The matrix and has the following properties:
fixes the vectors parallel to π ⊗ π.
Matrix
preserves the orthogonality to 1 (In fact, this is true for any stochastic matrix M: uM, 1 = u, 1M ⊺ = u, 1 = 0 for u ⊥ 1). Moreover, it shrinks vectors orthogonal to 1, because of the spectral expansion of G.
We will show that Q exhibits approximately the same properties.
Lemma 3.17. For any vector u ∈ R n 2 parallel to π⊗π, it holds that (uQ) ⊥ 2 β 4 n −1/2 u 2 .
Lemma 3.18. For any vector u ∈ R n 2 orthogonal to 1, it holds that uQ ⊥ 1 and
, its two marginal distributions converge to the stationary distribution of M G rapidly:
, and suppose matrix M is a convex combination of products of I ⊗ I, I ⊗ M G , M G ⊗ I and P. Then for any k ∈ N it holds that
The joint distribution "almost" converges to the stationary distribution of M G ⊗ M G as well:
. And suppose matrix M satisfies
for some k ′ ∈ N. Then for k ∈ N, it holds that
Proof of Lemma 3.15. For 0 k, k ′ T /3, define
For the case k k ′ , one can check that
One way to see this is to note that U k,k ′ corresponds to two colored random walks with color patterns that are randomly chosen as follows: (1) in the first k and last T /3 − k ′ rounds, both two walks only take lazy steps; (2) from (k + 1)th to k ′ th round, the first walk takes a lazy or non-lazy step with equal probability in each round whereas the second walk only takes lazy steps; (3) from (k ′ + 1)th to (2T /3 + k)th round, both two walks take a lazy or non-lazy step with equal probability in each round; (4) from (2T /3 + k + 1)th to (2T /3 + k ′ )th round, the first walk only takes lazy steps whereas the second walk takes a lazy or non-lazy step with equal probability in each round.
By Lemma 3.21 with u = e (s,s)
, we know that
for sufficiently large T = Θ(α −2 log n). For the case k k ′ , a symmetric argument gives the bound n −2 (3. 3) and the fact that sets C ′ T,k have the same size for different k. Hence
where the second inequality follows from (3.4) and the last step follows from T = Θ(α −2 log n).
Next we prove the second claim. Assume 0 k k ′ T /3. By Lemma 3.19 with
For the case k ′ k a symmetric argument gives the same bound. Also note that
for sufficiently large T = Θ(α −2 log n).
Protocol for Dense Graphs
The second statement of Theorem 3.3 is based on Theorem 3.10, and uses another idea that once Ω(n) nodes are informed in an expander graph with δ = n, we can just look at the rumors sent by this fixed set of nodes and ignore the others without impairing the rumor spreading rate too much. Our construction is based on expander walks and pairwise independent generators. The protocol is as follows.
Protocol 3 (Protocol for Dense Graphs).
Let m = n Θ(1) be a sufficiently large power of 2. Pick the following objects:
1. An explicit pairwise independent generator G = (G 0 , . . . ,
2. An explicit degree-D expander graph G ′ with spectral gap γ and node set {0, 1} ℓ where D and γ are positive constants.
The initial node having the rumor chooses a random string x as in Protocol 1. It also picks random strings y ∈ {0, 1} ℓ and z = (z 1 , . . . , z T ) ∈ [D] T , where T = Θ(α −2 · log n). Once one node gets the rumor, it gets the ID u. In first T rounds, each node sends the rumor using the random string x as in Protocol 1, except that (x, y, z) instead of x is appended with the rumor. In the (T + i)th round where 1 i T , node u chooses a neighbor v with index G u (y) mod deg(u) in its adjacency list. It then replaces y with y ′ , the z i th neighbor of y in G ′ . The triple of random strings (x, y ′ , z) is then appended with the rumor and sent to the node v.
Proposition 3.22. Protocol 3 uses O(log n(log log n + log(1/α))) random bits in total.
Now we prove the second statement of Theorem 3.3.
Proof of the second statement of Theorem 3.3. By Theorem 3.10, with high probability, all but 1 − o(1) nodes are informed after O(α −2 · log n) rounds. Condition on this event which only depends on x. Then y and z are still uniformly distributed. We will show that all nodes are informed in the next T rounds with probability at least 1 − 1/n. Let y 0 = y and y i be the z i th neighbor of y i−1 in the expander graph G ′ picked in Protocol 3, i.e., (y 0 , . . . , y T ) is an expander walk on G ′ with edge labels z 1 , . . . , z T . Note that in the (T + i)th round, all nodes use y i as the seed of the pairwise independent generator G. Fix an uninformed node v. Let I be the set of neighbors of v that are informed in the first T rounds. Then |I| deg(v) − o(n) = Θ(deg(u)). Consider a random w ∈ {0, 1} ℓ . For u ∈ I, let X u be the boolean random variable whose value is 1 iff u informs v using seed w, i.e., G u (w) mod deg(u) equals the index of v in the adjacency list of u. We have
2/m for any distinct u, u ′ ∈ I, by the fact that G is a pairwise independent generator, together with Lemma 2.2. By Cauchy-Schwarz inequality, we have
So Pr u∈I X u > 0 c for some constant c > 0. Let S be the set of seeds w ∈ {0, 1} ℓ such that there exists some node u ∈ I that informs v using seed w. Then |S| c · 2 ℓ . By the hitting property of expander walks [1] , we have
For sufficiently large T = Θ(α −2 · log n), this probability is at most 1/n 2 . So for any fixed v ∈ V [G] \ I, the probability that v is not informed in T rounds is at most 1/n 2 . The claim follows by the union bound.
Protocol for General Graphs
We further study the protocol for general graphs. Formally let G be any graph with n nodes, ∆(G)/δ(G) = O(1) and conductance φ, where
e(S, V \ S) min{vol(S), vol(V \ S)} .
Theorem 4.1. Let G be any graph with ∆/δ = O(1), and conductance φ. Then there is a protocol using O (1/φ) · log n · (log log n + log ∆) random bits in total, so that with high probability every node in G gets informed in O((1/φ) log n) rounds.
Protocol
Our protocol is based on pairwise independent generators and unbalanced expanders with nearoptimal expansion. Here different rounds use different random bits. In contrast to O(n log n) random bits per round used in the truly random protocol and Ω(log n) random bits per round used in [24] , we show that O(log log n + log ∆) random bits per round suffice to spread the rumor efficiently on general graphs G with ∆(G)/δ(G) = O(1). The formal description of our protocol is as follows:
Protocol 4 (Protocol for General Graphs). Let ε = ∆ −Θ(1) be sufficiently small and m = 2 ⌈log(4/ε)⌉ . Pick the following objects:
• An explicit pairwise independent generator G = (
These two objects G and Γ can be uniquely constructed from n c and ∆ Θ(1) , and hence are known to every informed node. The initial node having the rumor chooses a random string (s 1 , . . . , s T ) where every s i is of the form (x i , y i ) ∈ [D] × {0, 1} ℓ . This random string is appended with the rumor and sent to other nodes. Once one node gets the rumor, it gets the ID u. In the ith round, node u computes r = Γ(u, x i ) that is in [M u ], the uth copy of [M ] . It then chooses the neighbor with index G r (y i ) mod deg(u) in its adjacency list to send the rumor.
The protocol above presents a nice "two-level hashing" framework: The first level is based on a pairwise independent generator G. While the PRG-based protocol in [24] needs to generate O(n) blocks and different nodes need to use different blocks, our protocol only needs M = (∆ log n) O(1) blocks and hence O(log log n + log ∆) random bits suffice for this purpose. The second level uses unbalanced expanders to map node ID u ∈ [n c ] to r ∈ ∆ O(1) by using log log n + log ∆ random bits. After these, node u uses the value of the rth block of G to choose the neighbors. It is easy to see that every informed node u only needs O(poly log n) arithmetic operations per round in order to determine its neighbor.
. . .
index r rth block Figure 1 : Illustration of the protocol for general graphs. Every node u uses an unbalanced expander Γ to generate an index r, and uses the rth block of PRG G to choose a neighbor to send the rumor.
Proposition 4.2. Assume that Protocol 4 finishes in T rounds. Then it uses O(T · (log log n + log ∆)) random bits in total.
Remark 4.3. Using the explicit constructions of unbalanced expanders in [26] and pairwise independent generators in [6] , our protocol is very simple and can be described as follows: Let F q be a finite field of size q = (∆ log n) Θ(1) for a sufficiently large q. Let E(X) be an irreducible polynomial of degree m over F q such that n c q m = n O(1) . We embed [n c ] into the finite field 
in the ith round, and chooses the neighbor with index (z mod deg(u)) in its adjacency list to send the rumor.
Analysis
We start by analyzing a single round t and see the properties of our protocol. Let I t be the set of informed nodes after round t, and U t the set of uninformed nodes after round t. Remember that all the random choices in round t are determined by (x t , y t ).
We need the following lemma:
Lemma 4.4. Fix any round 0 t < T . For any u ∈ U t , v ∈ I t , let X v→u be the boolean random variable whose value is 1 iff v informs u in round t + 1. Then it holds that
Proof. For any u ∈ U t , v ∈ I t , suppose the index of u in the adjacency list of v is z. By construction, X v→u equals 1 iff G Γ(v,xt) (y t ) mod deg(v) = z. Fix x t . The fact that G is a pairwise independent generator together with Lemma 2.2 shows that |E [
For any u, u ′ ∈ U t , v, v ′ ∈ I t , first assume v = v ′ . Suppose the index of u (resp. u ′ ) in the adjacency list of v (resp. v ′ ) is z (resp z ′ ). By construction, X v→u equals 1 iff G Γ(v,xt) (y t ) mod deg(v) = z, and similarly for X v ′ →u ′ . By Lemma 2.13 and the fact that Γ is a (K, (1 − ε 2 /4)D)-expander, the event |{Γ(v, x t ), Γ(v ′ , x t )}| (1 − ε/2) · 2 > 1 occurs with probability at least 1 − ε/2 over the choices of x t . Condition on any x t such that this event occurs. We have Γ(v, x t ) = Γ(v ′ , x t ). Using the fact that G is pairwise independent together with Lemma 2.2, we have
Now assume v = v ′ and hence u = u ′ . We have
Next we prove the following lemma:
Lemma 4.5. Fix a round 0 t < T and the set I t of informed nodes before round t + 1. Fix also an arbitrary set of edges F ⊆ E(I t , U t ). Let J be the set of nodes that become informed in round t + 1 if we consider only transmissions of the rumor along the edges in F .
Proof. Let X v→u be the boolean random variable whose value is 1 iff v informs u in round t + 1. We first prove (1) . Let k = |F | and suppose
where we use the conditions that ∆/δ = O(1) and ε = ∆ −Θ (1) is sufficiently small. So
and the first statement follows. Next we prove the second statement. For u ∈ U t , let F u be the set of edges in F incident to u, Z u be the boolean random variable whose value is 1 iff u is informed in round t + 1 via edges in F u , and
On the other hand, for any c 2 0, we have
Note that
Substitute it in (4.1) and use the condition ∆/δ = O(1), and then (2) follows.
From here our analysis follows [24] .
Proof of Proposition 4.2. The proof is divided into four phases, depending on the number of informed nodes |I t |.
Phase 1: 1 |I t | 1/φ. This phase is divided into several subphases. For every 1 i log(1/φ), subphase i begins when the number of informed nodes is at least 2 i−1 and ends when this number is at least 2 i . Assume that we are at the beginning of the ith subphase. Fix an arbitrary round t of the ith subphase and the set of informed nodes I t ; thus, 2 i−1 |I t | < 2 i . We consider the number of nodes that become informed in round t + 1. Applying Lemma 4.5(1) with F = E(I t , U t ) gives
. We have p = O(φ|I t |) since |I t | 1/φ and ∆/δ = Θ(1). Therefore, the expected time to increase |I t | from 2 i−1 to 2 i is at
for some τ = O(φ −1 ). Hence the time to complete Phase 1 can be upper bounded by τ = O((1/φ)) multiplied with the sum of log(1/φ) = O(log n) independent geometric random variables each with parameter 1/2. Applying a Chernoff bound for the sum of independent geometric random variables yields that the number of rounds required for Phase 1 is at most O((1/φ)·log n) with high probability.
Phase 2: 1/φ |I t | n/2. Fix a round t and the set of informed nodes I t . We apply Lemma 4.5(2), with F = E(I t , U t ). Note that the precondition |F | = Ω(∆) is satisfied, as
Hence we conclude from Lemma 4.5(2) that
for some constant c 2 , c 3 > 0. When this event occurs, we have |I t+1 | (1 + c 2 φδ/∆)|I t |. So, the number of rounds until we have |I t | n/2 can be upper bounded by the sum of log 1+c 2 φδ/∆ (n/2) = O((1/φ) log n) independent geometric random variables with parameters c 3 . Using again the Chernoff bound we obtain that Phase 2 is completed within at most O((1/φ) log n) rounds with high probability.
Phase 3: n/2 |I t | n − 1/φ. The analysis is the same as in Phase 2 with the roles of I t and U t switched.
Phase 4: n − 1/φ |I t | n. Again, the analysis is the same as in Phase 1 with the roles of I t and U t switched.
Since each of the four phases requires only O((1/φ) · log n) rounds with high probability, the result follows by applying the union bound.
Protocol For Strong Expander Graphs
We further study the protocols for strong expander graphs. Let L be the normalized Laplacian matrix of G defined by
Let the eigenvalues of L be 0 = λ 0 λ 1 . . . λ n−1 . Moreover define λ max{1 − λ 1 , λ n−1 − 1}. We call a family of graphs {G i } i 0 strong expander graphs if ∆/δ = 1 + o(1) and λ = o(1) for any G i . This graph family includes several interesting graphs, e.g. Ramanujan graphs, complete graphs, random graphs G(n, p) with p = ω(log n/n), and random d-regular graph where d is any increasing function of n. Our result for strong expander graphs is as follows:
Theorem 5.1. Let G be a graph such that ∆/δ = 1 + o(1) and λ = o(1). Then there is a protocol using O(log n · (log log n + log ∆)) random bits in total, so that with high probability every node in G gets informed in log n + ln n + o(log n) rounds.
The runtime in Theorem 5.1 matches the precise runtime for the truly random protocol [15, 16, 18] , and is known to be tight [16] . Moreover, our protocol uses O(log n · (log log n + log ∆)) random bits in total, in contrast to O(n log 2 n) random bits in the truly random protocol, and O(log 3 n) random bits in the previous best result [24] . For complete graphs, we use O(log 2 n) random bits in total, in contrast to O(n log n) random bits used in the quasirandom rumor spreading protocol [19] .
Protocol
Our protocol follows the framework of the pseudorandom protocol in [24] . However, instead of using Nisan's generators, we use PRGs for combinatorial rectangles and pairwise independent generators, together with unbalanced expanders. The construction of our protocol implies that, in order to maintain the precise rumor spreading time as in the truly random protocol, we only need O(log log n + log ∆) random bits per round, in contrast to O(log 2 n) random bits in [24] . The formal description of our protocol is as follows:
Protocol 5 (Protocol for Strong Expander Graphs). Let ε = ∆ −Θ(1) be sufficiently small, ε ′ = 2 − √ log log n , and m = Θ((log n)/ε) a power of 2. Pick the following objects:
• An explicit function
M that is both a pairwise independent generator and a PRG ε ′ -fooling M [m] M ,M , where ℓ = O(log m + log M + log(1/ε ′ ) log log(1/ε ′ ) log log log(1/ε ′ )) = O(log log n + log ∆).
These two objects G and Γ can be uniquely constructed from n c and ∆ Θ(1) , and hence are known to every informed node. The initial node having the rumor chooses a random string (s 1 , . . . , s T ) where every s i is of the form (x i , y i ) ∈ [D] × {0, 1} ℓ . This random string is appended with the rumor and sent to other nodes. Once one node gets the rumor, it gets the ID u. In the ith round, node u computes r = Γ(u, x i ) that is in [M u ], the uth copy of [M ] . It then chooses the neighbor with index G r (y i ) mod deg(u) in its adjacency list to send the rumor. Proposition 5.2. Assume that Protocol 5 finishes in T rounds. Then it uses O(T · (log log n + log ∆)) random bits in total.
Analysis
To relate the spectral expansion of G with the expansion property, we use the following expander mixing lemma for general graphs.
Lemma 5.3 (Expander Mixing Lemma for General Graphs [10] ). Let G be a general graph. Then for any subset X and Y it holds that
In order to prove Theorem 5.1, it suffices to show the following lemma:
Lemma 5.4. Let G be a graph that satisfies the preconditions of Theorem 5.1. Then with high probability all the following statements hold:
• Phase I Suppose 1 |I t | n/ log n. Then there is τ = log n + o(log n) such that |I t+τ | > n/ log n.
• Phase II Suppose n/ log n |I t | n − n/ log n. Then there is τ = o(log n) such that |I t+τ | > n − n/ log n.
• Phase III Suppose |I t | n − n/ log n. Then there is τ = ln n + o(log n) such that |I t+τ | = n.
Proof. For any round t and u ∈ U t , v ∈ I t , let X v→u be the boolean random variable whose value is 1 iff v informs u in round t + 1. Note that Γ is a ( K, (1 − ε 2 /4)D)-expander and hence a (2, (1 − ε 2 /4)D)-expander. And G is a pairwise independent generator. Then we observe that the statements in Lemma 4.4 hold here as well by the same proof. Phase I. By Lemma 5.3 we have
Since λ = o(1) and |I t | n/ log n, we have
Define γ λ + 1 log n , and A {u ∈ N (I t ) \ I t : |N (u) ∩ I t | 2d √ γ}. Then e(A, I t )
|A| · 2d · √ γ. On the other hand by Lemma 5.3 it holds that
By the definition of set A we have e(A, I t ) 2d √ γ · |A|, and hence
We have e(B, I t ) = e(N (I t ),
With the above estimate at hand, we compute the expected value of |I t ∩ B|. Note that for any u ∈ B, the chance that it gets informed in round t + 1 is
which is lower bounded by
by Bonferroni inequalities. Hence 2) where the first inequality follows from Lemma 4.4 and the fact that ε = (1/∆) Θ(1) is sufficiently small, and the last step uses the condition that
Since |I t+1 \ I t | |I t |, it follows by using Markov's inequality (applied to
, where f (n) and g(n) are both functions that tend to zero. Hence the time to reach |I t | n/ log n can be upper bounded by the sum of log 2−f (n) n independent, identically distributed geometric random variables with expectation at most 1 − o(1) each. Using the Chernoff bound from Lemma A.1 yields for τ log 2 n + o(log n) that
Phase II |I t | ∈ [n/ log n, n − n/ log n]. We further divide this phase into the two cases |I t | ∈ [n/ log n, n/2] and |I t | ∈ [n/2, n − n/ log n]. We start with the first case |I t | ∈ [n/ log n, n/2].
For any u ∈ N (I t ) \ I t , the probability p t+1 (u) that u gets informed in round t + 1 is lowered bounded by
by the same argument as in (5.2) . This is then lower bounded by
since we have |N (u) ∩ I t | ∆. By Lemma 5.3, we have
Similar to the analysis of Phase I, we can lower bound the expected number of nodes that become informed in round t + 1:
Since |I t+1 | 2|I t |, we obtain as long as |I t | n/2 that there are constants α, β > 0 so that Pr [ |I t+1 | (1 + α)|I t | ] β. Hence the time to reach |I t | n/2 can be upper bounded by the sum of log 1+α (log n) independent, identically distributed geometric random variables with expectation at most 1/β each. Using a Chernoff bound for the sum of geometric random variables (see Lemma A.1) yields that with probability 1 − o(1), we reach |I t | n/2 within at most o(log n) additional rounds.
Consider now the case |I t | ∈ [n/2, n − n/ log n]. To analyze this case, we examine the shrinking of U t = V \ I t . Note that for any u ∈ U t , the probability p t+1 (u) that u gets informed in round t + 1 is lowered bounded by
Again, as |U t | n/2, by Lemma 5.3 we have
Let us now compute the expected number of uninformed nodes after one additional round:
A simple inductive argument yields for any integer τ that,
so for τ log log n/ log(1/(1 − δ 8∆ )) + ω(1), where ω(1) is an arbitrarily slow growing function, we have E [ |U t+τ | ] = o(n/ log n). Hence by Markov's inequality, Pr [ |U t+τ | n/ log n ] = o(1).
Phase III |I t | ∈ [n − n/ log n, n]. Again, we analyze the shrinking of the set U t . By Lemma 2.13, for at least (1−ε/2)-fraction of the choices of x t , it holds that the size of {Γ(v, x t ) : v ∈ N (u) ∩ I t } is at least (1 − ε/2)|N (u) ∩ I t |. From now on fix x t such that this event occurs.
For any u ∈ U t , we have
Then we have
where the second inequality follows from the properties of PRGs for combinatorial rectangles, and the third inequality follows from using pairwise independent generators. Since ε 1 ∆ , a simple induction shows that
for any k 0. So we have
The bound above applies for any choice of x t such that the size of {Γ(v,
And the probability of choosing such x t is at least 1 − ε/2. So for random x t , we have
where we use the fact that ε = (1/∆) Θ is sufficiently small, and m = Θ((log n)/ε). By (5.1) it holds that e(I t , U t ) (1 −
. We assume for a contradiction that |A| > 2 √ γ · |U t |. Hence,
which yields the desired contradiction. Hence |A| 2 √ γ|U t |. Now define B U t \ A so that for
Using the inequalities that (1−1/k) e −1/k for k 1, e x 1+2x for sufficiently small constant x > 0, and the condition that
By induction, it follows that for any step
A Useful Lemmas
Lemma A.1. Fix any 0 < p < 1 and let X 1 , . . . , X n be independent geometric random variables on N with Pr [
Then it holds for all β > 0 that
−nβ 2 /(2(1+β)) .
B Existential Proof
In this section we show that O(log n) random bits are sufficient in rumor spreading for many classes of graphs (e.g. complete graphs, strong expanders, graphs with good conductance, etc.) if we do not care about the computational complexity. We will prove the following general statement:
Lemma B.1. Let C be a class of graphs on n nodes with no multi-edges. Let T ′ = n O(1) be an upper bound of spreading time. Suppose the spreading time for any graph in C is at most T with probability p for fully-random push protocol. Then there exists a (non-explicit) function
2. ℓ = max{log log |C|, log n + log ∆ + log log ∆} + 2 log(1/ε) + O(1).
3. for x uniformly chosen from {0, 1} ℓ , the spreading time for any graph G ∈ C is at most T with probability p − ε if node u uses f (x, u, t, deg(u)) ∈ [deg(u)] as the index of its receiver in its adjacency list in round t.
In particular, ℓ is bounded by 2 log n+log log n+2 log(1/ε)+O(1) since |C| 2 n 2 and ∆ n.
independently and uniformly at random for each (
. Fix a graph G ∈ C, an initial node in [n]. For each node u in the graph of degree deg(u), there are deg(u)! possible orders of neighbors of u in its adjacency list. We also fix the order for each node u. Observe that for any fixed x, the random variables f (x, u, t, deg(u)) for all pairs (u, t) are independent and uniformly distributed. Let I(x) be the indicator random variable that equals 1 if the spreading time of G is at most T when node u uses f (x, u, t, deg(u)) to decide its receiver in round t. Then Pr f [ I(x) = 1 ] p for any x and hence E f [ I(x) ] p. Also note that I(x)'s are independent. By the Chernoff bound it holds that
So with probability at least 1 − 2 exp(−2 ℓ ε 2 /4), we have
By the union bound, the probability that E x [ I(x) ] p − ε holds for all graphs in C, arbitrary neighboring list of nodes, and all start nodes is at least
which is greater than zero for sufficiently large ℓ = max{log log |C|, log n + log ∆ + log log ∆} + 2 log(1/ε) + O(1). So there exists one function f such that E x [ I(x) ] p − ε holds for all graphs in C, i.e. the spreading time for any graph G ∈ C is at most T with probability p − ε over the choices of x, if node u uses f (x, u, t, deg(u)) ∈ [deg(u)] to choose its receiver in round t.
The same result also hold for pull protocols and push-pull protocols, and can be shown using similar arguments.
The following result follows from Lemma B.1 directly.
Corollary B.2 (Existential Result). Let G = {G n } n 1 be a family of graphs such that for any G n ∈ G with n nodes the truly random protocol finishes in T = n O(1) rounds with high probability. Then there is a protocol which finishes in T rounds with high probability and uses 3 log n random bits in total.
C Lower Bounds on Randomness Complexity
We address the randomness requirement of rumor spreading protocols. We first introduce the pull model, which is a symmetric version of the push model, and the formal description is as follows: In round t 0, every node u that does not yet have the rumor selects a neighbor v uniformly at random and asks for the rumor, and gets the rumor if v received the rumor before. In the push-pull model, in every round t, every node u chooses a random neighbor to perform push if node u has the rumor, or perform pull if u has not received the rumor.
We prove the following lower bound on the number of random bits needed for any protocol in the push-pull model:
Theorem C.1. Let G be any graph with n nodes and sufficiently large minimum degree δ = Ω(log n). Then any protocol in the push-pull model that is oblivious of the order of adjacency lists of G and informs at least half of the nodes of G in T rounds with nonzero probability has to use more than log δ − log T − 2 random bits. In particular, Θ(log n) random bits are necessary when δ = Θ(n) and T = O(n 1−ε ) for some constant ε > 0.
Here we even allow the protocol access to the ID of the initial node and the structure of G, i.e., the sets of neighbors of nodes as unordered sets. All we assume is that the protocol is oblivious of the the order of the adjacency lists.
Proof. Suppose V [G] = [n]. Let ∆ be the maximum degree of G and s be the initial node. We first claim that there exists a subset of nodes S of size n/2 (for simplicity assume n is even) such that deg(u) /4 |S ∩ N (u)| 3deg(u)/4 for all u ∈ [n]: If we pick a random subset S of size n/2, then for any fixed u the condition deg(u) /4 |S ∩ N (u)| 3deg(u)/4 holds, by the Chernoff bound, with probability at least 1 − e −Θ(δ) > 1 − 1/n for δ = Ω(log n) sufficiently large. The claim then follows by taking the union bound. Pick such a subset S with the claimed property. Note that [n] \ S has the same property. We may therefore assume s ∈ S by swapping S and [n] \ S if necessary.
A protocol for G using ℓ random bits in T rounds is uniquely characterized by a pair of functions
, in the sense that given the random string x, node u chooses a neighbor with index f 1 (x, u, t, deg(u)) (resp. f 2 (x, u, t, deg(u))) in its adjacency list to push (resp. pull) the message in round t if it is informed (resp. uninformed). For each u ∈ [n], define I u ⊆ [n] as I u = {f 1 (x, u, t, deg(u)) : x ∈ {0, 1} ℓ , t ∈ [T ]} u ∈ S {f 2 (x, u, t, deg(u)) : x ∈ {0, 1} ℓ , t ∈ [T ]} u ∈ S.
Assume to the contrary that ℓ log δ − log T − 2. Then the size of I u is at most 2 ℓ · T δ/4 min{|S ∩ N (u)|, |([n] \ S) ∩ N (u)|} for each u ∈ [n]. So it is possible to order the adjacency list of each u ∈ [n] such that the neighbors picked by u using index set I u are all in S ∩ N (u) if u ∈ S, or in ([n] \ S) ∩ N (u) if u ∈ [n] \ S. Then in the rumor spreading process, nodes in S push messages only to those also in S, and nodes in [n] \ S pull messages only from those also in [n] \ S. As s ∈ S, the nodes in [n] \ S never get informed.
For the push model and the pull model we may drop the assumption that δ = Ω(log n) is sufficiently large, and also simplify the proof.
Theorem C.2. Let G be any graph with n nodes. Then any protocol in the push model that is oblivious of the order of adjacency lists of G and informs all the nodes of G in T rounds with nonzero probability has to use more than log(δ − 1) − log T random bits.
Proof. The protocol is now characterized by a single function f 1 describing how rumors are pushed. Define I u = {f 1 (x, u, t, deg(u)) : x ∈ {0, 1} ℓ , t ∈ [T ]} for each u ∈ [n]. Pick v ∈ [n] \ {s}. Assume to the contrary that ℓ log(δ − 1) − log T . Then the size of I u is at most 2 ℓ · T δ − 1 |N (u) \ {v}| for each u ∈ [n]. So it is possible to order the adjacency list of each u ∈ [n] such that the neighbors picked by u using index set I u are all in N (u) \ {v}. Then the node v never gets informed.
Theorem C.3. Let G be any graph with n nodes. Then any protocol in the pull model that is oblivious of the order of adjacency lists of G and informs more than one node of G in T rounds with nonzero probability has to use more than log(δ − 1) − log T random bits.
Proof. The protocol is now characterized by a single function f 2 describing how rumors are pulled. Define I u = {f 2 (x, u, t, deg(u)) : x ∈ {0, 1} ℓ , t ∈ [T ]} for each u ∈ [n]. Assume to the contrary that ℓ log(δ − 1) − log T . Then the size of I u is at most 2 ℓ · T δ − 1 |N (u) \ {s}| for each u ∈ [n]. So it is possible to order the adjacency list of each u ∈ [n] such that the neighbors picked by u using index set I u are all in N (u) \ {s}. Then the nodes in [n] \ {s} never get informed. where λ 1 is the largest (absolute) eigenvalue of the symmetric matrix MM ⊺ . Let x be the eigenvector of MM ⊺ associated with λ 1 . We have (c) If u ∈ R n 2 represents a probability distribution (i.e., all entries of u are non-negative and u 1 = 1), then u = π ⊗ π. Recall that N G has n normalized orthogonal eigenvectors v 1 , . . . , v n in R n associated with n real eigenvalues 1 = λ 1 > 1 − α λ 2 . . . λ n α − 1 respectively, and v 1 is parallel to Finally we look at matrix P. By permutating the rows (resp. columns) of P, we assume its first n rows (resp. n columns) are indexed by the diagonal elements {(u, u) : u ∈ V [G]}. By definition, we have
D Omitted Proofs from Section 3
where M 1 M 2 are the last n 2 − n rows of M G ⊗ M G (we permutate the rows and columns of M G ⊗ M G in the same way as we did for P). We claim that uPD ′−1/2 2
(1 + 2β 2 δ −1/2 ) uD ′−1/2 2 for any vector u ∈ R n 2 (not necessarily orthogonal to 1): Write u = u 1 u 2 where u 1 ∈ R n and u 2 ∈ R n 2 −n , consisting of entries indexed by (u, v), u = v and u = v respectively. Also write
