We present global models of strain accumulation in mantle flow to compare the predicted finite-strain ellipsoid (FSE) orientations with observed seismic anisotropy. The geographic focus is on oceanic and young continental regions where we expect our models to agree best with azimuthal anisotropy from surface waves. Finite-strain derived models and alignment with the largest FSE axes leads to better model fits than the hypothesis of alignment of fast propagation orientation with absolute plate motions. Our modeling approach is simplified in that we are using a linear viscosity for flow and assume a simple relationship between strain and anisotropy. However, results are encouraging and suggest that similar models can be used to assess the validity of assumptions inherent in the modeling of mantle convection and lithospheric deformation. Our results substantiate the hypothesis that seismic anisotropy can be used as an indicator for mantle flow; circulation-derived models can contribute to the establishment of a quantitative functional relationship between the two.
INTRODUCTION
Seismic wave propagation in the uppermost mantle is anisotropic, as has been demonstrated using a variety of methods and datasets (e.g. Hess 1964; Forsyth 1975; Anderson & Dziewonski 1982; Vinnik et al. 1989; Montagner & Tanimoto 1991; Schulte-Pelkum et al. 2001) . Vertically polarized waves propagate more slowly than horizontally polarized waves in the upper ¡ 220 km of the mantle, implying widespread transverse isotropy with a vertical symmetry axis. Surface-wave studies have established lateral variations in the pattern of this radial anisotropy (e.g. Ekström & Dziewonski 1998) . Inverting for azimuthal anisotropy (where the fast propagation axis lies within the horizontal) is more difficult, partly because of severe trade-offs between model parameters (e.g. Tanimoto & Anderson 1985; . Ongoing efforts to map azimuthal anisotropy in 3-D using surface waves (e.g. Montagner & Tanimoto 1991) are reviewed by Montagner & Guillot (2000) .
The existence of anisotropy in upper-mantle rocks can be associated with accumulated strain due to mantle convection (e.g. McKenzie 1979) , as reviewed by Montagner (1998) . The use of seismic anisotropy as an indicator for mantle and lithospheric flow is therefore an important avenue to pursue since other constraints for deep mantle flow are scarce. There are currently few quantitative models that connect anisotropy observations to the three-dimensional (3-D) geometry of mantle convection, and this paper describes our attempts to fill that gap using Rayleigh wave data and global circulation models.
Surface waves studies can place constraints on variations of anisotropy with depth, but the lateral data resolution is limited. Alternative datasets such as shear-wave splitting measurements have the potential to image smaller-scale lateral variations, though they lack depth resolution (e.g. Silver 1996; Savage 1999) . However, an initial comparison between observations and synthetic splitting from surfacewave models showed poor agreement between results from both approaches . Possible reasons for this finding include that the modeling of shear-wave splitting measurements needs to take variations of anisotropy with depth into account (e.g. Schulte-Pelkum & Blackman 2002) . The predicted variations of finite-strain with depth from geodynamic models can be quite large (e.g. Hall et al. 2000; Becker 2002) , implying that a careful treatment of each set of SKS measurements might be required. We will thus focus on surface-wave based observations of azimuthal anisotropy for this paper and try to establish a general understanding of strain accumulation in 3-D flow. In subsequent models, other observations of anisotropy should also be taken into account.
Causes of seismic anisotropy
Anisotropy in the deep lithosphere and upper mantle is most likely predominantly caused by the alignment of intrinsically anisotropic olivine crystals (lattice-preferred orientation, LPO) in mantle flow (e.g. Nicolas & Christensen 1987; Mainprice et al. 2000) . Seismic anisotropy can therefore be interpreted as a measure of flow or velocity-gradients in the mantle and has thus received great attention as a possible indicator for mantle convection (e.g. McKenzie 1979; Ribe 1989; Chastel et al. 1993; Russo & Silver 1994; Tommasi 1998; Buttles & Olson 1998; Hall et al. 2000; . There is observational (Ben Ismail & Mainprice 1998) and theoretical (Wenk et al. 1991; Ribe 1992 ) evidence that rock fabric and the fast shear-wave polarization axis will line up with the orientation of maximum extensional strain. (We shall distinguish between directions, which refer to vectors with azimuths between 0 £ and 360 £ , and orientations, which refer to two-headed vectors with azimuths that are 180 £ -periodic. We will also use fabric loosely for the alignment of mineral assemblages in mantle rocks such that there is a pronounced spatial clustering of particular crystallographic axes around a specific orientation, or in a well-defined plane.) More specifically, we expect that for a general strain state, the fast (a), intermediate (c) , and slow (b) axes of olivine aggregates will align, to first order, with the longest, intermediate, and shortest axes of the finite strain ellipsoid (Ribe 1992) . The degree to which the fast axes cluster around the largest principal axis of the finite strain ellipsoid (FSE), or, alternatively, the orientation of the shear plane, will vary and may depend on the exact strain history, temperature, mineral assemblage of the rock, and possibly other factors (e.g. Savage 1999; Tommasi et al. 2000; Kaminski & Ribe 2002) . The simple correlation between FSE and fabric may therefore not be universally valid. For large-strain experiments, the fast propagation orientations were found to rotate into the shear plane of the experiment (Zhang & Karato 1995) , an effect that was caused partly by dynamic recrystallization of grains and that is accounted for in some of the newer theoretical models for fabric formation (e.g. Wenk & Tome 1999; Kaminski & Ribe 2001 , 2002 . Further complications for LPO alignment could be induced by the presence of water (Jung & Karato 2001) .
Instead of trying to account for all of the proposed anisotropy formation mechanisms at once, we approach the problem by using global flow models to predict the orientation of finite strain in the mantle. We then compare the anisotropy produced by these strains to the seismic data, using a simplified version of Ribe's (1992) model. We focus on oceanic plates where the lithosphere should be less affected by inherited deformation (not included in our model) than in continental areas. The agreement between predicted maximum extensional strain and the fast axes of anisotropy is found to be good in most regions which supports the inferred relationship between strain and fabric in the mantle. We envision that future, improved global circulation models can be used as an independent argument for the validity and the appropriate parameter range of fabric development models such as that of Kaminski & Ribe (2001) , and intend to expand on our basic model in a next step.
AZIMUTHAL ANISOTROPY FROM RAYLEIGH WAVES
Tomographic models with 3-D variations of anisotropy based on surface waves exist (Montagner & Tanimoto 1991; Montagner & Guillot 2000) . However, since there are some concerns about the resolving power of such models (e.g. , we prefer to directly compare our geodynamic models with a few azimuthally-anisotropic phase-velocity maps from inversions by Ekström (2001) . In this way, we can avoid the complications that are involved in a 3-D inversion. Phase velocity perturbations, δc, for weak anisotropy can be expressed as a series of isotropic, D 0 , and azimuthally anisotropic terms with π-periodicity, D 2φ , and π ¤ 2-periodicity, D 4φ , (Smith & Dahlen 1973) :
(1) where φ denotes azimuth. D 2φ and D 4φ anisotropy imply that there are one and two fast propagation orientations in the horizontal plane, respectively. As discussed in the Appendix, fundamental mode Rayleigh waves are typically more sensitive to anisotropy variations with 2φ-dependence than Love waves; we will thus focus on Rayleigh waves.
The kernels for surface wave sensitivity to 2φ-anisotropy have a depth dependence for Rayleigh waves that is similar to their sensitivity to variations in v SV (Montagner & Nataf 1986) with maximum sensitivity at Figure 1 shows phase-velocity maps from inversions by Ekström (2001) for those periods. Ekström used a large dataset (¡ 120 000 measurements) and a surface-spline parameterization (1442 nodes, corresponding to ¡ 5 £ spacing at the equator) to invert for lateral variations in the D terms of (1). To counter the trade-off between isotropic and anisotropic structure, Ekström (2001) damped 2φ and 4φ-terms 10 times more than the isotropic D 0 parameters. The inversion method will be discussed in more detail in a forthcoming publication, and the resolving power for D 2φ anisotropy will be addressed in sec. 5.1. Here, we shall only briefly discuss some of the features of the anisotropy maps.
The isotropic and 2φ-anisotropic shallow structure imaged in Figure 1 features such as the well-known seafloor spreading-pattern close to the ridges (e.g. Forsyth 1975; Montagner & Tanimoto 1991) . There are, however, deviations from this simple signal, and the D 2φ pattern in the Western Pacific and south-western parts of the Nazca plate has no obvious relation to current plate motions. The patterns in anomaly amplitudes are quantified in Figure 2 . We show the correlation of D 0 , D 2φ , and D 4φ -variations with tectonic regionalizations and plate-motion amplitudes. The isotropic signal shows a positive correlation with sea-floor age for T ¥ 50 s, since ridges are where slow wave-speeds are found; this signal is lost for deeper sensing phases. Especially for T ¥ 50 s, both convergent and divergent plate boundaries are found to be seismically slow, which is reflected in a negative correlation coefficient, r, with the radial velocities from flow models,
is also positively correlated with cratons for all periods, because the continental tectosphere is generally imaged as fast structure by tomography. There is a negative correlation of D 0 with horizontal velocities; this is partly the consequence of positive r with continental regions because oceanic plates move faster than continental ones. The D
2φ
-signal has a negative correlation with cratons for all T , and a positive correlation with horizontal and radial velocities for T " 100 s. The observed weaker regional anisotropy underneath cratons might be due to the higher viscosity of continental keels (and hence less rapid shearing) and/or frozen in fabric with rapidly varying orientations which is averaged out by the surface wave inversion. Positive r for D 2φ with plate speeds in turn may be caused by more rapid shearing underneath oceanic plates. However, especially this last conclusion is weakened by the uneven raypath coverage which limits tomographic inversions. The ability of Ekström's (2001) If anisotropy were purely due to a clearly defined fast propagation axis in the horizontal plane, we would expect the D 4φ signal to be much smaller than D 2φ for fundamental mode Rayleigh waves (see Montagner & Nataf 1986 , and Appendix). The 4φ-signal in Figure 1 is indeed smaller than that from 2φ, but it is not negligible. Both 4φ and 2φ amplitudes are positively correlated with plate boundaries ( Figure 2 ), especially with convergent margins where slabs are found (rum in Figure 2 ). This might indicate that the predominantly vertical orientation of strain in these regions (sec. 3.4) causes the symmetry axis of anisotropy to have a large radial component. However, we will proceed to interpret only the D 2φ signal for simplicity, and compare the observed fast axes with the horizontal projection of the longest axis of the flow-derived FSEs. Some of the largest deviations between our models and observations are in the regions of large D 4φ (sec. 5.2). This could be caused by either poor resolution of the data or a breakdown of our model assumptions about anisotropy, or both.
MODELING STRAIN AND LPO ANISOTROPY
We predict seismic anisotropy by calculating the finite strain that a rock would accumulate during its advection through mantle flow (e.g. McKenzie 1979) . Given a velocity field that is known as a function of time and space, the passivetracer method lends itself to the problem of determining strain as outlined below. η D (Hager & Clayton, 1989) η F (Steinberger, 2000) η G (Mitrovica & Forte, 1997) Figure 3. Mantle viscosity profiles η D , η F , and η G as obtained by previous inversions (references given in the legend) and used for the flow modeling. Dashed horizontal line indicates 660 km depth.
Modeling flow
We use the method of Hager & O'Connell (1981) to model circulation in the mantle. The Stokes equation for incompressible flow in the infinite Prandtl number regime,
with τ, p, ρ, and g denoting deviatoric stress, pressure, density, and gravitational acceleration, respectively, is solved for a constitutive equation where the viscosity, η, varies only radially. A spherical harmonic expansion of all physical quantities is used, plate velocities are prescribed as surface boundary conditions, the CMB is free-slip, and internal density variations are scaled from seismic tomography. We can then solve (2) for the instantaneous velocities in a realistic three-dimensional geometry. One of the major limitations of this approach is that η is not allowed to vary laterally. However, we think that the method is accurate enough to give us a good first order estimate of large-scale flow in the mantle. Our choice of input models (Table 1) and viscosity structures (Figure 3) is motivated by previous studies (e.g. Hager & Clayton 1989; Ricard & Vigny 1989; Mitrovica & Forte 1997; Lithgow-Bertelloni & Silver 1998; Steinberger 2000) and our own work on comparing mantle models (Becker & Boschi 2002) and inverting for plate velocities (Becker & O'Connell 2001a) . Mantle density structure is taken either directly from slab models, or from tomography where we scale velocity anomalies to density using a constant factor
of 0.2 for S-wave models for all depths below 220 km, and zero else to account for the tectosphere where velocity anomalies may image compositional heterogeneity. For density models ngrand nt and smean nt, we also include shallow structure above 220 km but only away from cratons by masking out the regions given by 3SMAC (Nataf & Ricard 1996) . For all purely plate-motion related flow, the predicted circulation is focused in the upper mantle since viscosity increases in the lower mantle. The shallow asthenospheric channel in η F (Figure 3 ) results in a pronounced maximum in radial flow at ¡ 300 km depth, while the low viscosity "notch" at 660 km that characterizes η G leads to an abrupt change between upper and lower mantle horizontal velocities. The rate of decrease of horizontal velocities with depth in the upper mantle is smaller for η G than for η F because there is less drag exerted by the lower mantle. Since this implies slower shallow straining for the η G models, we will consider η G as an endmember case alongside the more generic η F . However, the physical mechanisms that might lead to an η G -type viscosity profile are only poorly understood (e.g. Panasyuk & Hager 1998 ), and we consider η F to be closer to the current consensus on the mantle's average viscosity.
Plate-motion related flow can provide a good approximation for large-scale, near-surface straining patterns. Such flow will, however, not be representative of the overall straining and mixing properties of the mantle, and we expect vigorous thermal convection to exhibit stronger currents at depth (e.g. van Keken & Zhong 1999) . Hence, we also compared the flow characteristics of circulation models that include density in the mantle with a convection model by Bunge & Grand (2000) . We scale the present-day temperature field of Bunge & Grand's (2000) 3-D spherical calculation to density and then recompute the corresponding velocities using our method. Both the shape and amplitude of the variation of velocity amplitudes with depth are similar to what we obtain with our flow models using ngrand. Since Bunge & Grand's (2000) model is partly constructed such that the temperature heterogeneity matches that inferred from tomography, we should indeed expect that the profiles look similar. However, the similarity indicates that our scaled density anomalies are of the right order, as expected (Becker & O'Connell 2001a) .
Our flow calculation uses Newtonian rheology, as would be expected for the diffusion-creep regime of the hightemperature deep mantle (e.g. Ranalli 1995) . However, lattice-preferred orientation of olivine, and hence LPOrelated anisotropy, forms only under dislocation creep, which is characterized by a stress weakening power-law. We expect that Newtonian mantle flow will be similar to powerlaw creep (e.g. Christensen 1984 ) and therefore think that velocities in our models should resemble the actual largescale circulation pattern in the mantle. A quantitative study of 3-D circulation with power-law rheology to validate this assumption remains to be undertaken.
No-net-rotation
All of our flow calculations are performed in the no-netrotation (NNR) reference frame since our model cannot generate any net rotation of the lithosphere as it has no lateral viscosity contrasts (Ricard et al. 1991; O'Connell et al. 1991) . A prescribed net rotation of the surface would not produce any strain but simply lead to a rotation of the whole mantle. Fast anisotropy orientations are, however, often compared with absolute plate motions in a hotspot reference frame (APM, e.g. Vinnik et al. 1992 ). In the simplest hypothesis, the orientation of velocity vectors in the APM frame at the surface is supposed to be indicative of a simple shear layer in an asthenospheric channel, causing straining between the plates and a stationary deep mantle.
Since lateral viscosity variations exist in the mantle, a Table 1 . Mantle density models used for the flow calculations (see Becker & Boschi 2002 , for details), z indicates depth. We use the tectonic regionalizations from 3SMAC by Nataf & Ricard (1996 net rotation may be generated by convection. However, as shown by Steinberger & O'Connell (1998) , the net rotation component in hotspot reference frames may be biased owing to the relative motion of hotspots. We will compare our NNR-frame derived strains with the quasi-null hypothesis of a correlation between anisotropy and surface-velocity orientations below. A better fit is obtained for strain-derived anisotropy, leading us to question the hypothesis of alignment with surface velocities alone, both for the APM and NNR reference frames.
Reconstructing past mantle circulation
We show in sec. 4.2 that strain accumulation at most depths is sufficiently fast that, under the assumption of ongoing reworking of fabric, the last tens of Myr are likely to dominate present-day strain and anisotropy. However, we include results where our velocity fields are not steady-state but change with time according to plate-motion reconstructions and backward-advected density fields. We use reconstructions from Gordon & Jurdy (1986) and Lithgow-Bertelloni et al. (1993) within the original time-periods without interpolating between plate configurations during any given stage. To avoid discontinuities in the velocity field, the transition at the end of each tectonic period is smoothed over ¦ 1% of the respective stage length; velocities change to that of the next stage according to a cos 2 -tapered interpolation. The width of this smoothing interval was found to have little effect on the predicted long-term strain accumulation.
While we can infer the current density anomalies in the mantle from seismic tomography, estimates of the past distributions of buoyancy sources are more uncertain. To model circulation patterns for past convection, we also advect density anomalies backward in time using the field method of Steinberger (2000) . We neglect diffusion, heat production, and phase changes and assume adiabatic conditions. These simplifications make the problem more tractable, but advection can be numerically unstable under certain conditions (e.g. Press et al. (1993) , p. 834ff). To damp some shortwavelength structure which is artificially introduced into the density spectrum at shallow depths, we taper the density time-derivative using a cos 2 filter for
With this approximate method, we obtain satisfactory results for backward advection when compared with a passive tracer method in terms of overall structure. However, tracers are, as expected, better at preserving sharp contrasts, because the field method suffers from numerical diffusion.
While active tracer methods (e.g. Schott et al. 2000) would be better suited for problems in which the detailed distribution of density anomalies matters, we shall not be concerned with any improvement of the backward advection scheme at this point. The results from inversions that pursue a formal search for optimal mantle-flow histories such that the current density field emerges (Bunge et al. 1998 (Bunge et al. , 2001 should eventually be used for strain modeling. However, if fabric does not influence the pattern of convection significantly, the method we present next is completely general; it can also be applied to a velocity field that has been generated with more sophisticated methods than we employ here.
The tracer method
We use a fourth-order Runge-Kutta scheme with adaptive stepsize control (e.g. Press et al. 1993, p. 710 ) to numerically integrate the tracer paths through the flow field. All fractional errors are required to be smaller than 100 7 for all unknowns, including the finite strain matrix as outlined below. For this procedure, we need to determine the velocity at arbitrary locations within the mantle. Velocities and their first spatial derivatives are thus interpolated with cubic polynomials (e.g. Fornberg 1996, p. 168 , we use a cos 2 taper for the plate motions. We conducted several tests of our tracer advection scheme, and found that we could accurately follow closed streamlines for several overturns.
Finite strain
The strain accumulation from an initial x to a final position r can be estimated by following an initial infinitesimal displacement vector dx to its final state dr (e.g. Dahlen & Tromp 1998, p. 26ff) . We define the deformation-rate tensor G based on the velocity v as
Here, ∇ r is the gradient with respect to r and T indicates the transpose. For finite strains, we are interested in the deformation tensor F,
where ∇ x is the gradient with respect to the tracer x, because F transforms dx into dr as
The latter form with the inverse of F, F0 1 , (which exists for realistic flow) allows us to solve for the deformation that corresponds to the reverse path from r to x. To obtain F numerically, we make use of the relation between G and F:
where ∂ ¤ ∂t denotes the time derivative. Our algorithm calculates G at each timestep to integrate (7) (starting from F 5 I at x, where I denotes the identity matrix) with the same Runge-Kutta algorithm that is used to integrate the tracer position from x to r. To ensure that volume is conserved, we set the trace of G to zero by subtracting any small non-zero divergence of v that might result from having to interpolate v. We tested our procedure of estimating F against analytical solutions for simple and pure shear (McKenzie & Jackson 1983) .
The deformation matrix can be polar-decomposed into an orthogonal rotation Q and a symmetric stretching matrix in the rotated reference frame, the left-stretch matrix L, as
For the comparison with seismic anisotropy, we are only interested in L which transforms an unstrained sphere at r into an ellipsoid that characterizes the deformation that material accumulated on its path from x to r. The eigenvalues of L,
measure the length and the eigenvectors the orientation of the axes of that finite strain ellipsoid at r after the material has undergone rotations. Our approach is similar to that of McKenzie (1979) , as applied to subduction models by Hall et al. (2000) . However, those workers solve (7) by central differences while we use Runge-Kutta integration. Moreover, Hall et al. calculate the FSE based on B0 1 where
Hall et al. define a stretching ratio, s i , from the deformed to the undeformed state in the direction of the i-th eigenvector of B0 1 with eigenvalue γ i as s i
, and B as well as L are symmetric, both approaches yield the same results when we identify the λ i with the s i after sorting accordingly. Numerically, L 2 is faster to calculate since it does not involve finding the inverse of F.
Anisotropy based on the FSE
We introduce natural strains as a convenient measure of stretching
following Ribe (1992) who shows that the orientations of fast shear wave propagation rapidly align with maximum stretching eigenvectors in numerical deformation experiments, regardless of the initial conditions. After ζ and ξ 6 ¡ 0) 3, there are essentially no further fluctuations in fast orientations. Using a logarithmic measure of strain is also appropriate based on the other result of Ribe (1992) that the amplitude of seismic anisotropy grows rapidly with small linear strain and levels off at larger values, above ζ ¡ 0) 7. When we average fast strain orientations with depth for the comparison with seismic anisotropy, we weight by ζ to incorporate these findings. This is a simplification since some of Ribe's (1992) experiments indicate a more rapid saturation of anisotropy amplitude at large strains. However, differences between logarithmic and linear averaging of strain orientations are usually not large. We therefore defer a more detailed treatment of the anisotropy amplitudes to future work when we can incorporate fabric development more realistically, e.g. using Kaminski & Ribe's (2001) approach.
We formulate the following ad hoc rules to determine the finite strain from circulation models.
(i) Follow a tracer that starts at r backward in time for a constant interval τ to location x while keeping track of the deformation FD (τ ¡ 5 Myr). Then, calculate the strain that would have accumulated if the tracer were to move from an unstrained state at x to r, given by¨FD © 0
1
. Such an approach would be appropriate if fabric formation were only timedependent; the τ E 0 result is related to the instantaneous strain rates.
(ii) Alternatively, define a threshold strain ζ c above which any initial fabric gets erased, as would be expected from the results of Ribe (1992) (ζ c ¡ 0) 5). In this case, we only have to advect backward until ζ or ξ, as based on¨FD
1 , reaches ζ c ; we match ζ¨r© to ζ c within 2%. The tracer trajectory will correspond to different time intervals depending on the initial position of the tracer (sec. 4.2).
We stop backward advection in both schemes if tracers originate below 410 km depth, where we expect that the phase transition from olivine to the β-phase (e.g. Agee 1998) will erase all previous fabric. For most of the models, we will consider the flow field as steady-state but not advect back in time for more than 43 Ma, the age of the bend in the HawaiiEmperor seamount chain that marks a major reorganization of plate motions (e.g. Gordon & Jurdy 1986) . Changes in plate motions affect only the very shallowest strains for continuous strain accumulation (sec. 4.2).
Examples of finite strain accumulation
We examine strain accumulation by following individual tracers close to plate boundaries in order to develop an understanding of the global, convection-related strain field. Our examples are similar, and should be compared to, previous work (e.g. McKenzie 1979; Ribe 1989; Hall et al. 2000) but they are unique in that they are fully 3-D and based on estimates of mantle circulation that include realistic plate geometries.
For simplicity, the flow field used for our divergent margin example for the East Pacific Rise (EPR, Figure 4 ) includes only plate-motion related flow, calculated by prescribing NUVEL1 (DeMets et al. 1990 ) NNR velocities at the surface using viscosity profile η F . The largest stretching axes align roughly perpendicular to the ridge and mostly in the horizontal plane. The ridge-related strain pattern has been observed globally for surface waves (e.g. Forsyth 1975; Nishimura & Forsyth 1989; Montagner & Tanimoto 1991) and SKS splitting (Wolfe & Solomon 1998) and can be readily interpreted in terms of a general plate tectonic framework (e.g. Montagner 1994) .
For the strain evolution example at convergent margins ( Figure 5 ), we include ngrand nt density in the flow calculation. The strain development can be divided into two stages: first, we see compression in the plane of the slab as material enters the mantle. The largest stretching axes are nearly radial, and the horizontal part of the FSE shows trench-parallel elongation. In the second stage, for greater depths and particularly owing to the inclusion of slab pull forces, deep stretching becomes more important and leads to deformations such that the largest stretching axes rotate mostly perpendicular to the trench and become more horizontal (Figure 5c ).
Where the largest eigenvector points in a nearly radial direction, the elongated horizontal part of the FSE approximately follows the trench geometry and shows varying degrees of trench-parallel alignment. In regions where measurements for SKS waves, traveling nearly radially, yield zero or small anisotropy but where more horizontally propagating local S phases show splitting (Fouch & Fischer 1998) , this small horizontal deformation component may be important. This is particularly the case if crystallographic fast axes are distributed in a ring rather than tightly clustered around the largest FSE eigendirection, in which case the resolved anisotropy may be trench parallel. However, Hall et al. (2000) show that synthetic splitting is mostly trench-perpendicular in the back-arc region for simple flow geometries, if fast wave propagation is assumed to be always oriented with the largest FSE axis. Escape flow around a slab that impedes large-scale currents in the mantle is therefore usually invoked as an explanation for trench-parallel splitting (e.g. Russo & Silver 1994; Buttles & Olson 1998 ). Yet, at least for some regions, 3-D circulation that is not due to slab impediment might be invoked alternatively (Hall et al. 2000; Becker 2002 ). Figure 6a shows the global, τ ¥ 10 Myr time interval, depthaveraged strain field for a circulation calculation that incorporates only plate-related flow using η F . For simplicity, plate motions are assumed to be constant in time for 43 Myr. We focus on the horizontal projection of the largest stretching direction of L, showing the orientation of the FSE axis as sticks whose lengths scale with ζ. The background shading in Figure 6 shows ∆L rr ¥ L rr $ 1 as an indication of stretching in the radial, r, direction. Strain was calculated for ¡ 10 000 approximately evenly distributed tracers ( ¦ 2 £ spacing at equator) for each layer, which were placed from 50 km through 400 km depth at 50 km intervals to sample the upper mantle above the 410-km phase transition. The horizontal projections of the largest axes of the FSE are depth averaged after weighting them with the ζ-scaled strain at each location (sec. 3.3), while the radial, ∆L rr , part is obtained from a simple depth average. The horizontal strain orientations will be interpreted as a measure of the depth-averaged azimuthal anisotropy as imaged by Rayleigh waves.
GLOBAL FINITE-STRAIN MAPS

Plate-scale circulation
The finite-strain field of Figure 6a is similar to instantaneous strain-rates in terms of the orientations of largest extension, which are dominated by the shearing of the upper mantle due to plate motions. However, orientations are not identical to those expected to be produced directly from the surface velocities because of 3-D flow effects. The depthaveraged strain for τ ¥ 10 Myr is furthermore dominated by radial extension (positive ∆L rr ) at both ridges and trenches, unlike for instantaneous strain (or small τ) where ridges are under average radial compression. This effect is due to the radial stretching of material that rises underneath the ridges before being pulled apart sideways and radially compressed at the surface. This effect has been invoked in qualitative models of radial anisotropy (e.g. Karato 1998 ) and may explain the fast v SV (v SV 6 v SH at ¡ 200 km depths) anomaly in surface wave models for the EPR (Boschi & Ekström 2002) . Not surprisingly, strain accumulation for constant τ models is strongest underneath the fast-moving oceanic plates. Figure 6b shows results for constant strain, ζ c ¥ 0) 5, assuming that this is a relevant reworking strain after which all previous fabric is erased (Ribe 1992) . As a consequence, most horizontal strains are of comparable strength, with some exceptions, such as the Antarctic plate around 30 £ W/60 £ S. There, shearing is sufficiently slow that it would take more than our cutoff value of 43 Ma to accumulate the ζ c strain. Figure 7 shows ζ c ¥ 0) 5 depth-averaged strain for flow that includes the effect of plate-related motion plus internal densities as derived from tomography model smean (Table 1) . With the caveat that we are interpreting the instantaneous flow that should be characteristic of mantle convection at the present day as steady state for several tens of Myr, we find that the inclusion of mantle density leads to a concentration of radial flow and deformation underneath South America and parts of East Asia. These features are related to subduction where the circum-Pacific downwellings exert strong forces on the overlying plates (cf. Steinberger et al. 2001; Becker & O'Connell 2001b) . For η F (Figure 7a ), smallerscale structure owing to density anomalies is most clearly visible within continental plates, which were characterized by large-scale trends for plate motions alone. Other patterns include a west-east extensional orientation in East Africa, related to an upwelling that correlates with the rift-zone tectonics. The predicted strain for η G (Figure 7b ) is, expectedly, more complex. Since the low viscosity notch of η G partly decouples the upper and lower mantle in terms of shearing, upwellings such as the one in the southwestern Pacific (the superswell region) are able to cause a stronger anisotropy signal than for the η F model.
Mantle density driven flow
In contrast to the plate-motion only models, finite strain from density-driven flow is quite sensitive to the input models and viscosity structures in terms of the local orientations of the largest stretching axes. This is to be expected, given that tracer advection will amplify small differences between tomographic models. Figure 7 is therefore only an illustration of the large-scale features predicted by the lowestcommon-denominator tomography model smean; individual high resolution models (e.g. ngrand) lead to more irregular strain predictions, but not to better model fits (sec. 5.2).
Figures 8 shows histograms for the time required to achieve ζ c ¥ 0) 5 ("age") for different depths based on the model shown in Figure 7a . We find that many of the shallow strain markers (within the high-viscosity lithospheric layer) have our age-limit of t c ¥ 43 Ma, implying that strain accumulation is slow within the "plates" that move coherently without large interior velocity gradients. For deeper layers, where shearing is stronger, strain is accumulated more rapidly such that ζ The depth average of Figure 7 hides variations of the orientation of the largest strain with depth. The rotation of the horizontal projection of the largest FSE axis between 400 km depth and the surface can be in excess of 180 £ (Becker 2002) . Such complexity in strain is strong in, but not limited to, regions of predominantly radial flow (cf. Figure 5 ). This finding may complicate the interpretation of anisotropy measurements, especially shear-wave splitting (Saltzer et al. 2000; Schulte-Pelkum & Blackman 2002) . However, comparisons of our global horizontal projections of the largest principal axes of the FSE with observed splitting orientations indicate agreement between strain and splitting in (sparsely sampled) oceanic and in young continental regions, e.g. the western US (Becker 2002) . In older continental regions (e.g. the eastern US and eastern South America) and shear-dominated regions (e.g. New Zealand and NE Tibet) agreement is poor. It is difficult to interpret these findings given the uneven distribution of the SKS data that samples mostly continents where we expect that our method will lead to less reliable estimates of anisotropy.
Changes in plate motions
The global models described in the previous section were all based on steady-state flow with a cut-off age, t c , of 43 Ma. We conducted additional experiments where we allowed for evolving plate boundaries and backward-advected density anomalies as described in sec. 3.1.2. Given our finding of rapid shearing for large depths from above, results for z 6 ¡ 150 km were, as expected, similar to the steadystate models; depth averages with uniform weight for each layer as in Figure 7a are, thus, not strongly modified. Figure 9 explores some of the variations in predicted strains for shallow depth, at z ¥ 100 km. Plate boundaries that change with time will introduce more complexity at small scales. We find that the large-scale effects of evolving plates are modest, however, even when we go back beyond the bend in the Hawaii-Emperor seamount chain. The shallow strain pattern underneath regions that move coherently for steady plate motions (Figure 9a ) is weakened or disrupted (Figure 9b) since the smaller-scale density-related currents change over time. If we include non-tectosphere density from smean for z H 220 km, details in the fast orientations change slightly, and more pronounced straining occurs underneath Eastern Africa.
Since evolving plate boundaries mainly affect shallow structure, we can expect that SKS-based shear-wave splitting observations will be only slightly modified by the uncertainties in such reconstructions and the overall effect of non steady-state flow. For short-period surface waves with strong sensitivity to shallow structure, such as 50-s Rayleigh waves (see Appendix), the effect may be larger. We therefore analyze whether strain predictions that include evolving plate boundaries lead to a better fit to the surface-wave data than steady-state models (sec. 5.2).
GLOBAL COMPARISON WITH SURFACE WAVES
Resolution of Rayleigh wave 2φ-anisotropy inversions
Inversions of phase velocities for azimuthal anisotropy are complicated by trade-offs between isotropic and anisotropic structure (e.g. and the uneven raypath coverage might map itself into apparent anisotropic structure (e.g. Tanimoto & Anderson 1985) . To address these issues, we performed recovery tests, shown for Rayleigh waves at T ¥ 50 s in Figure 10 . The same inversion procedure that was used to obtain the phase-velocity maps shown in Figure 1 was employed to test our ability to recover a synthetic input model using the available data coverage. To make structure in the input model as realistic as possible, 2φ-anisotropy was inferred from the steady-state circulation model using smean, η F , and ζ c ¥ 0) 5 (cf. Figure 7a) . The horizontal projections of the largest FSE axes were scaled with ζ to roughly account for the strength of inferred seismic anisotropy; we additionally weighted each layer according to the 50-s Rayleigh wave sensitivity-kernel of Figure A1 . Maximum predicted strains were scaled to a 1.5% 2φ-anisotropy amplitude (resulting in 0.6% RMS variation) and the isotropic and D 4φ variations were set to zero. Ran- dom noise was added to mimic the observational uncertainties. The resulting variance reduction of the inversion was only 14% for D 0 , implying that little of the spurious signal was fit. Figure 10 shows that the orientations of azimuthal anisotropy of the input model are generally well recovered. Exceptions are found in the Middle East, in the Aleutians, the Cocos-Nazca plate area, and along the northern midAtlantic ridge system. To quantify these azimuthal deviations, we calculate the angular misfit ∆α (0
shown in a histogram in Figure 11a . We also compute U ∆α by multiplying ∆α with the input model amplitudes to give less weight to small-signal regions; U ∆α is shown as background shading in Figure 10 and normalized such that weighted and original maximum deviations are identical.
The amplitude recovery of the test inversion is not as good as the azimuthal one. As shown in Figure 2 , recovery is worse on average in continental regions than in oceanic ones; there, regions of poor recovery are found in the southwest Indian Ocean, the northern Atlantic, the Scotia plate region, and the north-west Pacific. The average of the log 10 0Q 5-strain accumulation, for plate motion and smean related flow and η F (Figure 7a ) for tracers that end up at 75 km, 175 km, and 275 km depth. N N 0 denotes relative frequency, and tracer locations are chosen such that they evenly sample the surface. Dotted histograms are limited to tracers that end up in oceanic plate regions of 3SMAC (Nataf & Ricard 1996) . Plate velocities are assumed to be steady-state and the cut-off age is 43 Ma, hence the spike in the top panel corresponding to tracers that have not reached ζ . These values can guide us in judging misfits between observations and model predictions.
To evaluate the trade-offs that occur in the presence of coherent isotropic structure, we have analyzed a second resolution test in which the random noise in the input D 0 signal was replaced by slowness anomalies derived from the ) and 90.3%, respectively. Assuming that the T ¥ 50 s results are representative of deeper-sensing waves, the resolution tests are encouraging since they imply that Ekström's (2001) inversions for azimuthal anisotropy are robust. The number of parameters of an inversion for D 2φ is larger than that of an isotropic inversion and the corresponding increase in degrees of freedom cannot be justified based on the improvement in variance reduction alone . However, the pattern that such an anisotropic inversion predicts is likely to be a real feature of the Earth and not an artifact. Figure 12 compares maps for Rayleigh wave 2φ anisotropy from Ekström's (2001) inversions (Figure 1 ) with predictions from our preferred geodynamic model, obtained by depth averaging (using the appropriate kernels) of the ζ- scaled horizontal projection of the largest axes of the FSE. The calculation uses ζ c ¥ 0) 5-strain and includes the effects of evolving plate motions, smean nt buoyancy, and changes in plate-configurations for t c ¥ 60 Ma. We find that much of the measured signal in the oceans can be explained by LPO orientations and finite strain as predicted from our global circulation model. We show a histogram of the angular misfit for T ¥ 50 s in Figure 13 ; the largest misfits are typically found in regions of small D 2φ -amplitudes or in the continents, where anisotropy may be related to past deformation episodes.
Global azimuthal-anisotropy model fit
The laterally averaged misfits are compared for several different models in Figure 14a and b for T ¥ 50 s and T ¥ 150 s, respectively. We tried weighting the misfit in a number of ways but think that, in general, accounting for both the inversion's and the model's D 2φ -amplitudes is most appropriate in order to avoid having poorly sampled regions bias X ∆αY . For consistency, we have also weighted the surface plate-velocity derived misfits (APM and NNR) by the model (i.e. plate-velocity) amplitudes. However, such velocityweighted misfits are biased toward the oceanic plates, which move faster than continental ones, relative to ζ c ¥ 0) 5-strain models, which show a more uniform anisotropy-amplitude globally (e.g. Figure 7 ).
We find that most circulation-based strain models outperform the hypotheses of alignment with NNR or APM plate motions. This distinction in model quality supports our modeling approach and indicates that further study of finite strain models could lead to a better understanding of lithospheric deformation and mantle flow. The average fit to Ekström's (2001) anisotropy maps is better for shorter (T ¥ 50 s in Figure 14a ) than for longer periods (T ¥ 150 s in Figure 14b ). This could be due to differences in resolution of the surface waves, or the dominance of the plate-related strains at shallow depths, presumably the best-constrained large-scale features. We also observe a wider range in X ∆αY for different types of models at T ¥ 50 s than at T ¥ 150 s. This is expected, given that strains accumulate more rapidly at depth, so that it is, for instance, less important whether 0Q 5 finite-strain models, and surface plate-velocity orientations. The y-axis indicates different flow models; all models based on plate motions and viscosity profile η F unless indicated otherwise. Types of density models abbreviated as in Table 1 . If no time interval is specified, velocities are steady-state with a cut-off in backward advection time, t c , of 43 Ma; t c 60 Ma or t c 120 Ma implies backward advection using evolving plate-boundaries and possibly density sources until t c . nuvel and nuvel.nnr refer to the azimuthal misfit as calculated from surface plate-velocity orientations for hotspot (HS2, APM) or NNR reference frames, respectively. The misfits, i ∆ αp , are obtained by area-weighted averaging over a grid interpolation of predicted and observed anisotropy (filled stars). We additionally weight models by the surface-wave recovery function flow is treated as steady-state or with evolving plate boundaries. For η F , models that include buoyancy-driven flow lead to X ∆αY improvements of ¡ 6 £ compared to those with plate motions only. Comparing different density models, smean typically leads to better results than higher resolution tomography (ngrand) or models that are based on slabs only (stb00d or lrr98d). Including shallow density variations underneath younger plate regions (non-tectosphere models, "nt"), slightly improves the model fit.
Globally weighted results typically show the same dependence on model type as those that include only the oceanic lithosphere, X ∆αỲ! oca ; the latter misfits are, however, generally smaller than the global estimates by Figure 10 into account improves the misfit, but not significantly. Regional variations in misfit might therefore be due to poor surface-wave resolution but, globally, ∆α is independent of the surface-wave resolution pattern.
There are a number of second-order observations that have guided us in the choice of the preferred model shown in Figure 12 . τ-limited (time limited) strain-accumulation models lead to results that are similar to those of ζ-models (strain limited) without weighting. Results from τ calculations with D 2φ model-amplitude weighted X ∆αY are always, as expected, better than ζ-models because of the additional bias that is introduced toward the oceans (where all models are more similar to the inversions). We therefore limit consideration to ζ c -models, for which we find that density-included flow calculations lead to better results for η F than for η G (¡ 2 £ difference in average X ∆αY ). For shallow (T ¥ 50 s) structure where strain accumulation is representative of a longer timespan, X ∆αY values are slightly improved (not shown) when we include a "freezing" mechanism for strains at shallow depths where the temperature in the lithosphere might be too low for continuous fabric reworking (Becker 2002) but this is, again, partly due to the resulting bias toward the oceanic regions. We cannot find any significant global improvement compared to continuous strain-accumulation models. Comparing models with steady-state velocities or evolving plates in Figure 14 we do, however, see a small (¡ 2 £ ) decrease in global misfit when the last 60 Ma of plate reconfiguration and density advection are taken into account.
In summary, we find that the strain produced by global mantle circulation is a valid explanation for the azimuthal anisotropy mapped by surface waves, and that such circulation-produced strain explains the pattern of azimuthal anisotropy better than does the pattern of absolute plate motions. Further exploration of regional and global model performance can guide us in our understanding of anisotropy in the upper mantle. While some of the regions where our models disagree with anisotropy observations might be due to limitations in our method (such as the assumptions about the relationship between strain and imaged anisotropy, sec. 2), others might indicate real effects such as intraplate deformation (e.g. in the Australian plate) for which we have not accounted so far. Short-period surface-waves with good shallow sensitivity may be able to provide us with constraints on the strain history for times longer than a few tens of Myr and will allow us to evaluate the degree of mantle-lithosphere coupling in different tectonic settings.
CONCLUSIONS
Observations of seismic anisotropy in the upper mantle can be explained by global circulation models under the assumption that fast orientations are aligned with the largest axis of the finite strain ellipsoid, as suggested by the theory of Ribe (1992) . Our models are very simplified in that we are using a linear viscosity for the flow calculations and assume that anisotropy obeys a straightforward relationship with finitestrain. However, it is encouraging that mantle-flow derived models lead to smaller misfits with azimuthal anisotropy from surface waves than models based on alignment with surface velocities. A coupled model that uses the strain history predicted from a, possibly more sophisticated, circulation model as input for fabric development algorithms such as that of Kaminski & Ribe (2001) should be attempted next.
In this way, we should be able to both evaluate the validity of our model assumptions and the generality of theories about the origin of seismic anisotropy and tectonic deformation in the upper mantle.
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Fréchet derivatives (or sensitivity kernels), K m , that characterize the effect of small perturbations in a parameter m at a certain depth r on changing the phase velocity c of a surface wave:
Here, m stands for an elastic modulus or density ρ (e.g. Dahlen & Tromp 1998, p. 335ff) . For a transversely isotropic Earth model such as PREM, the elasticity tensor is reduced from its most general form with 21 independent components to five constants, A, C, F, L, and N in the notation of Love (1927) . We write the perturbations in c in a transversely isotropic medium as
For wave propagation in an elastic medium that has the most general form of anisotropy, Smith & Dahlen (1973) showed that the azimuthal dependence of Love and Rayleigh wave speed anomalies can be expanded as given in (1). Montagner & Nataf (1986) demonstrated that the sensitivity kernels for the D-terms can be retrieved from the kernels already constructed for transversely isotropic models as in (A2). Montagner & Nataf also found that the 4φ terms should generally be small for predominantly horizontal alignment of fast propagation axes based on measurements of elasticity tensors from the field. Rayleigh waves are more sensitive to the 2φ component than Love waves, and only the 2φ term is readily interpreted in terms of fast horizontal propagation axes in a strained medium with lattice-preferred orientation. Following our expectations, the observed 4φ signal is smaller than the 2φ signal in most regions, with aforementioned exception in regions of radial flow (sec. 2). We shall therefore focus on D 2φ for Rayleigh waves. Montagner & Nataf (1986) find that sensitivity kernels for the cos¨2φ© and sin¨2φ© terms can be written as
The six fractions with B C S , H C S , and G C S are simple functions of C i j (Montagner & Nataf 1986 , eq. 5) and determine the relative weights of the k A F L kernels. While Montagner & Nataf's (1986) analysis of the effect of anisotropy was restricted to a flat Earth, Romanowicz & Snieder (1988) were able to recover Montagner & Nataf's approximation asymptotically for large ' in a more complete treatment. Following Montagner & Tanimoto (1991) , we can therefore obtain the depth sensitivity of Rayleigh waves to azimuthal anisotropy with (A3) if we use elastic moduli for some representative anisotropic material whose fast propagation axis is assumed to be in the horizontal plane. Table A1 lists the relevant parameters for an oceanic sample from Peselnick & Nicolas (1978) (as used by Montagner & Nataf 1986 ) and for Nunuvak from Ji et al.'s (1994) data (as used by Savage 1999) . The B C S and G C S ratios are consistently larger than the H C S ratio. Since the k L kernel is additionally somewhat larger than k A and k F , the G C S ¤ Lk L term is mostly responsible for the depth sensitivity of Rayleigh waves to the Figure A1 . D 2φ sensitivity kernels for Rayleigh waves with periods of 50 s, 100 s, and 150 s for anisotropic PREM, normalized to their respective maximum value. Kernels are shown for the amplitude of all 2φ terms and are calculated from (A3) and the data of Peselnick & Nicolas (1978) in Table A1 .
2φ anisotropy, shown in Figure A1 for surface waves with periods of T ¥ 50 s, T ¥ 100 s, and T ¥ 150 s. Phase-velocity sensitivity kernels were estimated based on normal-mode eigenfunctions computed for radially anisotropic PREM with the MINEOS program by G. Masters (e.g. Dahlen & Tromp 1998, p. 335) . For the elastic parameters under consideration, the sensitivity of Rayleigh waves to azimuthal anisotropy has a depth dependence that is very similar to their k V SV kernels. We use the 2φ kernels to average the horizontal projections of the inferred fast-propagation axes from strain at each depth when we compare our modeling results with surface-wave based anisotropy.
