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Introduction
Since Mandelbrot (1963) , the behavior of assets returns have been extensively studied. Using low frequency data, he shows that log returns present heavier tails than the Gaussian's, so he suggested the use of Pareto stable distributions. Unfortunately these distributions present too fat tails, fact that is refused by empirical evidence. Using high frequency data others "stylized facts" of real-life returns have been studied namely: volatility clustering, long range dependence and aggregational Gaussianity. Many econometric models have been suggested to explain part of these asset return behavior, among then we can mention the Generalized autoregressive conditionally heteroscedastic model(GARCH). Unfortunately, GARCH can not explain long range dependence. Other models have been suggested to capture this behavior, we refer the reader to Rydberg (1997) for a survey of this models.
An usual classification of the models developed in the literature is: discrete time models and continuous time models. In this paper we will work upon the later class. An important class called diffusion models has been largely used by the authors, but the use of a Brownian Motion implies the Gaussian distributions of log-returns, fact that is very wellknown as not satisfied by the majority of the asset returns. Recently a class of distributions called Generalized Hyperbolic Distributions (GHD) have been suggested to fit financial data. The development of this distributions is due to Barndorff-Nielsen (1977) . He applied the Hyperbolic subclass to fit grain size of sand subjected to continuous wind blow.
Further, in Barndorff-Nielsen (1978) , the concepts were generalized to the GHD. Since its development, GHD were used in different fields of knowledge like physics, biology 1 and agronomy, but Eberlein and Keller (1995) were the first to apply these distributions to finance. In their work they use Hyperbolic subclasses to fit German data. In Keller (1997) , expressions for derivative pricing are developed and Prause (1999) applies GHD to fit financial data, using German stocks and American indexes, extending Eberlein and Keller (1995) work. He also prices derivatives, measures Value at Risk and extends to 1 To an application to other fields of knowledge we suggest Blaesild and Sørensen (1992) the multivariate case of these distributions. In early 90's Blaesild and Sørensen (1992) developed a computer program called Hyp which was used to estimate the parameters of Hyperbolic subclass distributions up to three dimensions. Prause (1999) develops a program to estimate the GHD parameters, but the structure of these programs are not freely available.
In the Brazilian Market some works have been carried on to study these stylized facts.
Using the Hyp software Fajardo et al. (2001) analyses the goodness of fit of Hyperbolic distributions (subclass of the GHD) and Duarte and Mendez (1999) , Issler (1999) , Mazuchelli and Migon (1999) and Pereira et al. (1999) use the GARCH model to study Brazilian data.
In this paper we generalize Fajardo et al. (2001) using GHD to fit Brazilian data, moreover we show how to price derivatives and estimate Value at Risk which do not appear in Fajardo et al. (2001) . The main difficulty of the paper is to create the parameter estimation algorithm and the Fast Fourier Transformation (FFT) to obtain the t-fold convolution of the GHD, since in most cases this family is not closed under convolution.
The paper is organized as follows: in section 2 we present the Generalized Hyperbolic Distributions and their subclasses, section 3 describes the GHD estimation procedures, and section 4 presents the data used for this estimation. In section 5 we show the results obtained in GHD estimation, in section 6 we apply some statistical tests and distances to evaluate the goodness of fit. In section 7 we apply GHD to price derivatives. And in section 8 we test the feasibility of VaR measures using GHD. In the last section we have the conclusions.
Generalized Hyperbolic Distributions
The density probability function of the one dimensional GHD is defined by the following equation: (λ, α, δ, µ, β) (1) with,
where,
is a norming factor to make the curve area total 1 and
dy is the modified Bessel function 2 of third kind with index λ.
The parameters domain are:
where µ is a location parameter, δ is a scale factor, compared to Gaussians σ in Eberlein (2000) , α and β determine the distribution shape and λ defines the subclasses of GHD and is directly related to tail fatness (Barndorff-Nielsen and Blaesild, 1981) ). In fig. 1 we have that the log-density is hyperbolic while Gaussian distribution log-density is a parabola, for this reason it is called Generalized Hyperbolic.
We can do a reparametrization of the distribution so that the new parameters are scale invariant. The new parameters are defined in equations 4.
2 For more details about Bessel functions, see Abramowitz and Stegun (1968) . The GHD have semi-heavy tails, this name due to the fact that their tails are heavier than Gaussian's, but they have finite variance, which is clearly observed in (5):
Many distributions can be obtained as subclasses or limiting distributions of GHD. We cite as examples the Gaussian distribution, Student's T and Normal Inverse Gaussian. We refer to Barndorff-Nielsen (1978) and Prause (1999) for a detailed description. A negative aspect of these distributions is that in most cases they are not closed under convolution, which makes derivative pricing more difficult.
Using Bessel functions simplifications when its index is N+ 1 2
we can get simpler densities to some subclasses. When λ = 1 we have the Hyperbolic Distribution subclass. As showed in (6) the Bessel function appears only in the norming factor, which makes maximum likelihood estimation easier. The simplified density is given by:
These distributions are not closed under convolution.
When we make λ = −0.5, and using Bessel functions properties, we get a distribution called Normal Inverse Gaussian distribution whose density is given by:
This name is due to the fact that it can be represented as a mixture of a Generalized
Inverse Gaussian with a Normal distribution. More details on these distribution can be found in Rydberg (1997) , Keller (1997) , Barndorff-Nielsen (1997) and Barndorff-Nielsen (1998) . This subclass has the desired closed under convolution property (see (8)). This fact turns this subclass more adequate to price derivatives.
Estimation Algorithm
For the estimation of GHD parameter we use maximum log-likelihood estimators, assuming log-returns independence, because it is the only non biased method (see Prause (1999) ). This method was also used by Blaesild and Sørensen (1992) in the development of Hyp software, used to estimate multivariate Hyperbolic subclass (λ = 1) parameters.
Finding the maximum log-likelihood parameters consist in searching the parameters that maximize the following function: This method requires starting values to begin optimization, and in this case we followed Prause (1999) who used a symmetric distribution (β = 0) with a reasonable kurtosis (ξ ≈ 0.7) to equalize the mean and variance of the GHD to those of the empirical distribution.
This is done because when we use a symmetric distribution and fix the kurtosis, we have easy solvable equations, reducing computational efforts.
In all numerical optimization we have to define the tolerance of the search, and we decided to use 1 × 10
. This tolerance was applied in absolute ways to the function evaluation and to the parameters sum variation.
The numerical maximum likelihood estimation does not have a convergence analytical proof, but even using different starting values it has showed empirical convergence (Prause, 1999) .
Data
The empirical evaluation use Brazilian assets that have the minimum liquidity requirement. Our sample consists of 14 assets and the Ibovespa index. The assets also represent different sectors of economy and public, private and privatized institutions. The data consisted of the daily log-returns which were calculated using:
The price of the assets were adjusted according to their rights like dividends, splits, groupings, etc.
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The samples with their respective periods are in table 4, point out that when the sample starting date is not 07/01/1994 it is because the asset started to be traded only after that date, which is the case of the assets that resulted of Telebras privatization. The starting date was chosen due to the Real plan (brazilian currency stabilization plan), that brought some stability to the prices avoiding daily correction of asset prices. 
Empirical Results
In this section we present the empirical estimation results.
Hyperbolic subclass
In table 2 we have the estimated parameters and the log-likelihood value. All samples but
Cemig have asymmetric distributions estimations since β is different from 0. The same samples were submitted to Hyp software Blaesild and Sørensen (1992) and the results were equivalent. In fig. 3 , at the end of the paper, we have the Vale do Rio Doce (Vale5) Hyperbolic subclass estimation compared to the Gaussian estimation and Empirical distribution. The figure leads us to visually evaluate the better fit of Hyperbolic subclass.
The Hyperbolic subclass seems to better fit the leptokurtic behavior of the empirical curve. To see the fitness of the tails of the distribution we refer to log-density graphic 4. We can see again that, visually, the Hyperbolic distribution is closer to the empirical distribution.
Normal Inverse Gaussian subclass
The Normal Inverse Gaussian Distribution (NIG) (λ = −0.5) has been very used and for German data (Prause, 1999) it presented better fit than Hyperbolic. The estimated parameters and the log-likelihood values are in table 3. In fig. 5 we have the density graphics, while in fig. 6 we show the log-density graphics of 
Generalized Hyperbolic
A GHD is obtained through the λ freedom. Who first tested it empirically to financial data was Prause (1999) . Following him Raible (2000) published his work using the same distributions.A big difficulty appeared when the parameters δ and µ tended simultaneously to zero (Raible, 2000) . The numerical solution to this problem was to use specific treatments to the case following Hanselman and Littlefield (2001) and Abramowitz and Stegun (1968) .
In Brazil they have never been used since Fajardo et al. (2001) only fit the Hyperbolic subclass. Table 4 contains the estimations parameters for all samples studied. As desired, the GHD estimations had higher log-likelihood values than its subclass, but in Bradesco and Itaú Samples where it is equal. The major samples had λ between -0.62 e -2.62 that is similar to the results obtained by Prause (1999) . In figs. 2 and 7 we have the density and log-density graphics. 
Testing Goodness of Fit
In this section we test the goodness of fit, to this end we use the following tests and distances:
• χ 2 test: this test was used by Eberlein and Keller (1995) and Fajardo et al. (2001) .
This test is not recommendable for evaluating continuous distributions (see Press et al. (1992) ), on the other hand Blaesild and Sørensen (1992) report that although the chi-square test tends to reject statistical test for large samples, our tests do not report that fact (table 8) . This fact is due to the particular behavior of Brazilian market.
• Kolmogorov distance: this test is more suitable than chi-square test for continuous distributions. Its expression is given by:
• Kuiper distance: this is another distance evaluation used to test goodness of fit of continuous distributions. The main difference between Kuiper and Kolmogorov distance is that the first consider upper differences different from lower differences and in the late all distances are considered equally. Its expression is given by:
• Anderson & Darling distance: a third distance evaluation used was the Anderson & Darling distance (12) . The main difference between it and Kolmogorov's distance is that the first pays more attention to tail distances (Hurst et al., 1995) .
Following we present the results obtained with each test.
Chi-Square Test
We present the Chi-Square test for GHD and the test for the Hyperbolic and NIG subclasses are presented in tables 8 and 9 at the end of the paper. 
Kolmogorov Distance
We present in table 6 the Kolmogorov distances of the NIG, Hyperbolic and GH distributions. In the Gh case all samples but CSNA3 can not be rejected using 1% of significance using Kolmogorov test and Ibovespa index got a P-value of 99.69%. 
Kuiper Distance
In 
Anderson & Darling Distance
We present the results in table 11. We observe that this distance clearly shows the difference of fitness in the distributions tails. Analyzing the distances in comparison with the Hyperbolic we can deduce that the NIG is better as far as tail fitness is concerned.
The Anderson and Darling test shows that GHD fit better in tails than Hyperbolic and are similar to NIG distances.
Derivative Pricing
Since Black and Scholes (1973) , closed formula for European calls have been analyzed, but these models assume that the underlying distribution of the log-returns is Normal. More recently Prause (1999) and Raible (2000) presented the Lévy Generalized Hyperbolic process, where they assume that the log-returns of assets follow a GHD or one of its subclasses. Now we price European calls with Brazilian assets.
Generalized Hyperbolic Distributions Convolution
The first step on derivative pricing is calculating the GHD convolution, except for NIG subclass. Such subclass has the closed formula in (13) . IG(x; α, β, tδ, tµ) (13) To solve the convolution problem using other subclasses we use Fourier transforms. The characteristic function is obtained using a Fourier transform and a transformed function multiplication is similar to the original function convolution, so we follow these steps:
1 -Apply Fourier transform in estimated GHD density.
2 -Multiply this transform by as many convolutions as we need.
3 -Apply the Inverse Fourier transform to obtain the GHD with t-fold convolution.
To easy calculation we use symmetric and centered distribution (β, µ = 0) to guarantee that the functions are real (Press et al., 1992) . So, we follow Prause (1999) and find a GHD as a function of a centered and symmetric GHD. This function is in (14) .
Where M t 0 (β) represents the moment generating function with parameter β = 0, powered to t and evaluated in β as an argument. Then we apply the fourier transform in centered and symmetric GHD, obtaining (15) . Then we should apply the inverse Fourier transform, but it doesn't have an analytical solution.
To solve this kind of problem we use the Cooley and Tukey (1965) 
algorithm called Fast
Fourier Transformation (FFT). We refer to Brigham (1988) and Press et al. (1992) for details on this algorithm applications.
The FFT calculates the Fourier transform and the inverse Fourier transform in an efficient way. The main concern here is related to variable transformations from frequency to time 3 To details about this variable transformation and a Matlab example we refer to Hanselman
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After FFT application we have the density of symmetric and centered with t-fold convolution. To get the desired density we use (14) .
Option Pricing Using Esscher Transforms
To price options with underlying assets following diffusions driven by Lévy processes we have to find an Equivalent martingale measure. Esscher (1932) presented a transform that was used by Gerber and Shiu (1994) for derivative pricing.
In GHD case this transformation to risk-neutral world is in (16) .
To find the ϑ parameter we have to solve (17) .
Where r is the risk free interest rate in the same period of estimated data and M is the moment generating function. The solution of this equation is obtained through numerical optimization.
The last step is to obtain the European Call prices. In this step we follow Keller (1997) . (18) where K is the strike price and S 0 is the stock price. In this case the Put-Call parity is valid, in order to calculate a Put price we use (19) .
and Littlefield (2001).
Empirical Evidence
In figs. 8, 9 e 10 we have graphics with the Vale do Rio Doce Call behavior when changing certain parameters and, as expected, the major sensibility of Call prices are when the Option is at the money. Then we do comparative analysis of GHD call prices and Black and Scholes (1973) call prices of this asset. We obtain figs. 11, 12 e 13 that contain the difference between the prices. We can see clearly the desired W-Shape.
Value At Risk
The Value At Risk represents the worst loss, given a time period and a probability in market normal conditions (Jorion, 1997) . In this section we briefly explore the parametric VaR using Normal and GHD as asset log-returns distributions. In fig. 14 we have the VaR graphics for different probability levels, and we can see that the GHD get closer to empirical probability.
Another way to test the efficiency of VaR models is Back Testing (Jorion, 1997) and we considered a portfolio with one asset only (Vale do Rio Doce) with an initial portfolio value of R$ 1,00. The initial sample used consisted of 252 observations, starting in 07/01/1994, reaching 1590 out of sample tests. Each day the VaR for 1 trading day holding period with 1% of probability was calculated. If the real loss were bigger then the predicted we consider this one exception. Then we aggregated this observation and repeated the steps to another day.
The results of the test are in table 7, that brings the number of exceptions and the Kupiec (1995) test P-Value whose null hypothesis is "The two probabilities are equal".
This method of evaluation has as a major criticism the fact that it measures exceptions but do not measures the size of error, but we can see, only by using it, that the GHD represents better risk measures. 
Conclusions
In this paper we evaluated the goodness of fit of Generalized Hyperbolic Distributions to
Brazilian log-return assets and showed that they are better to model asset log-returns than Gaussian distribution. Then we used Fast Fourier Transformation and Esscher transforms to option pricing and we compensate a part of Black and Scholes (1973) 
