Experimental assessment of the reverse algorithms that enable the extraction of plastic properties from the load-depth of penetration curves was conducted. Results show that they predict the stresses at 3.3% and 5.7% representative strains for Berkovich and 60°cone-equivalent three-sided pyramidal indenters, respectively, with good accuracy. It was shown that the uniaxial stress-strain curves could be reconstructed from the indentation data.
Introduction
Instrumented indentation is a widely-used technique to evaluate the elastic modulus, E, and the hardness, H, from the load, P, vs. depth of penetration, h, data. However, extraction of the yield strength, r y and the work hardening exponent, n, from the P-h curves of sharp indenters is not done as routinely, due to the lack of reliable and simple-to-implement methodologies. Recently, Dao et al. [1] and Chollacoop et al. [2] have conducted computational studies within the framework of large-strain finite element analysis (LFEA) for sharp indentation on power-law hardening elastic-plastic solids and identified a set of analytical functions that take the pile-up/sink-in effects into account. Further, they identified a representative plastic strain, e r for each indenter geometry as a strain level that allows for the description of the indentation loading response independent of n. Estimated values of e r are 3.3% and 5.7% for Berkovich and 60°cone-equivalent pyramidal indenters, respectively. On this basis, they developed algorithms to assess properties of materials within the context of single and dual indentations. These algorithms promise an opportunity to extract r y and n from the P-h curves with similar ease to E and H measurement. However, a critical experimental assessment of them is necessary before they can be fully deployed. This is particularly important since the reported values of e r in the literature are significantly different. Tabor [3] proposed that it is $8% within the plastically deformed region of a Vickers indent. JohnsonÕs expanding cavity model shows that e r = 0.2cot(70.3°) for Vickers indenter [4] . Small-strain finite element simulations of Giannakopoulos et al. [5] suggest that the e r for Vickers and Berkovich indenters is $29%, which is in agreement with the maximum subsurface strain observed in the region adjacent to the tip of Vickers indentation of Cu by Chaudhri [6] . Atkins and Tabor [7] estimated e r values as a function of the cone angle through hardness measurements on copper and mild-steel samples that are work hardened to different levels prior to indentation. These are plotted, along with those estimated by Chollacoop et al. [2] , as a function of the cone angle in Fig. 1 . As seen, the e r values reported in these two papers are significantly different. Since the concept of e r is critical to the accuracy of the r y and n estimates, a close experimental examination is necessary.
Experimental
The following experimental procedure, illustrated in Fig. 2 , is adopted. Let us suppose that a given ductile metal is indented with Berkovich or a Vickers indenter and the P-h data are analyzed using the methodology of Dao et al. [1] to estimate the stress at 3.3% plastic strain, r 0.033 . Let the as-received material be subjected to a prior strain of e s (with e s > the yield strain, e y ). Analysis of the P-h curves generated from the prestrained material should yield a stress r r2 that corresponds to a strain of e r2 where e r2 = e r + e s since logarithmic plastic strains are additive. In other words, the prior plastic strain simply translates the origin of the r-e plot from point O to point A by an amount equal to e s À e y2 , as shown in Fig. 2 . Thus, by indenting specimens that were subjected to different levels of e s and subsequently analyzing the data, it should be possible to construct the r-e curve, which can then be compared to that obtained from a tensile test to assess the accuracy of the predictions. Note that this procedure is similar to that employed by Atkins and Tabor [7] although the maximum strain scale they have used ($138%) is an order of magnitude larger than that used ($10%) in the present study.
Two materials were used for the experimental investigation: a highly cold-worked pure copper and an Al 6061-T651 alloy, both in the form of 4.8 mm thick plates. The former exhibits elastic-perfectly plastic behavior whereas the latter strain hardens considerably. Therefore, the Al alloy should exhibit steeper P-h curves with increasing e s whereas they should be independent of e s in the cold-worked Cu.
Four dog-bone specimens with $50 mm gage length and $9.5 mm gage width were machined from each plate. The Al specimens were fully annealed in atmosphere at 415°C for 2.5 h (O temper) to obtain the highest hardening. Uniaxial tensile tests were conducted in a universal testing machine at a crosshead speed of 1.27 mm/min while the strains were monitored with a 25 mm gage length extensometer. The Cu specimens were strained to $1.6%, 4%, 7.3% and 10% engineering strains each before unloading (labeled Cu1, Cu2, Cu3 and Cu4, respectively) whereas the Al specimens were strained to $0.8%, 3%, 5% and 7% engineering strains each before unloading (labeled Al1, Al2, Al3 and Al4, respectively).
One centimeter length indentation specimens were machined from the gage section of each strained specimen and from the grips of Cu1 and Al1 (labeled Cu1gs and Al1gs, respectively). All the specimens were polished to a 1 lm finish with diamond paste. The Cu1gs and Al1gs were polished deeper than other specimens to completely remove the surface layer that is strained due to gripping and were utilized to evaluate the as-received materialÕs indentation response.
The polished samples were then indented using an instrumented microindenter (MicroMaterials, Wrexham, UK) with Berkovich and 60°cone equivalent three-sided pyramid diamond tips at a loading/unloading rate of 0.1 N/s. A 10 s hold period at the maximum load is utilized to assess the thermal drift and subsequently subtract it from the measured P-h curves. The tip geometries were calibrated through the standard area function calibration. The spacing between the consecutive indents was maintained to be at least 10 times the approximate indentation radius. Limited by the maximum depth and load ratings of the instrument, the Cu and Al specimens were indented with the maximum load of 12 and 4 N, respectively under the Berkovich tip. In the case of the 60°cone equivalent three-sided pyramid tip, they were indented to maximum loads of 4 and 2 N, respectively. In all cases, at least six indentation tests were conducted for each case to ensure repeatability. It is important to note here that the h recorded by the instrumented indenter also includes the displacement associated with the load train as a result of the machine compliance. The machine compliance (0.34 lm/N) was determined by indenting fused silica with known E, and the h associated with this was subtracted from the experimental data and the modified P-h curves were analyzed using the reverse algorithms.
Results
The experimental tensile load-displacement plots were converted to true stress, r, and true strain, e, data and plotted in Fig. 3 , which shows that the Cu samples exhibit an elastic-perfectly plastic behavior with a nearzero value of n whereas the annealed Al sample workhardens with n of $0.3. The average E, r y and n values measured from these tests are listed in Table 1 . Fig. 4(a) and (b) shows representative P-h curves obtained from the Cu and Al specimens, respectively. Dao et al. [1] and Chollacoop et al. [2] have rigorously shown that the loading curvature of the indentation response depends only on the E and the representative stress. Thus, the low strain hardening observed in Cu samples implies equal values of representative stress and hence similar indentation curves. Conversely, strain hardening in the Al samples should lead to higher curvature for the loading part of the P-h curves with increasing e s . The experimental P-h curves are consistent with these expectations.
The individual P-h data were analyzed using the single and dual indenter reverse algorithms detailed in Refs. [1, 2] , respectively. The E values, extracted from the Berkovich indentation data and listed in Table 1 , match closely with those measured in the tensile tests. Extracted values of r 0.033 and r 0.057 were plotted in Fig. 3 offset by the e s to which the specimen was subjected prior to indentation. It is seen that the r-e curves are well captured by the predictions from the reverse algorithms. In particular, the r 0.057 predictions allow for the construction of the r-e curves remarkably well, indicating the robustness of this prediction. Relatively large scatter seen in r 0.033 is possibly due to the relatively blunt Berkovich tip (radius $ 250 nm), a result of being used extensively prior to this study. On the other hand, the 60°cone equivalent three-sided pyramid tip was custom-made for this particular study and hence sharp (radius $ 50 nm). Since indentation using a blunted tip is like indenting into a harder material, it is suspected that the tip-blunting is the reason for the larger scatter in the Berkovich data. Although the tip radius effect will be significant only when the indentation depth (or contact radius) is comparable to the radius of tip curvature, it is likely to alter the KickÕs exponent (which is implicitly assumed to be equal to two in the reverse algorithms when fitting the loading portion of the P-h curves). Further, it also affects the point of initial contact, shifting the entire loading portion and not just at h < tip radius, leading to errors in the estimation of the loading curvature, C. Note that Dao et al.Õs [1] analysis (Table 7 of their paper) shows that a small error of ±2% in C could lead to about ±10% error in r 0.033 estimate. This could be another reason for a large scatter in the Berkovich data.
A least-squares fit of the power law through the r 0.033 and r 0.057 data was used to estimate the values of r y and n, which are listed in Table 1 . Good agreement between the predicted and experimental values, for both the Cu and the Al samples, is noted. Although the discrepancy between the predicted and experimental values of r y for Al and n for Cu appear large in terms of difference in %, the agreement can be considered good given the low absolute values in these cases.
Finally, it is instructive to compare the accuracy of the e r values estimated by Atkins and Tabor [7] . For this purpose, the H values were estimated for both the tip geometries by dividing the maximum applied force with the indenter imprint area. Then, using the constraint factor, S, values given by Atkins and Tabor for these particular geometries, the flow stress is estimated and Fig. 3 . True stress-true strain (r-e) curves generated through the uniaxial tensile tests. The values of the representative stresses, extracted using the reverse algorithms or by using the Atkins and Tabor (referred to A&T in the legends) method and offset by the prior plastic strain, are also plotted for comparison. plotted in Fig. 3 offset by the (e r + e s ) with the e r of 10% and 17% for Berkovich and 60°cone indenters. Note that this procedure is exactly the same as that used by them. As seen from Fig. 3 , the estimated values are significantly larger than the corresponding extrapolated flow stresses (made assuming power-law), except for the case of Berkovich data of Al samples. Clearly, the constraint factor and hence the e r values estimated by Atkins and Tabor are less accurate than those made using the finite element simulations. This is probably due to the implicit assumption by Atkins and Tabor that the constraint factor S for a given cone angle is independent of prior plastic strain. Subsequent work by Johnson [8] has shown that the constraint factor S is highly sensitive to the E/r y as well as the E/H ratios, indicating that the basic assumption that S is independent of prior plastic strain (and hence the flow stress in a work-hardening metal) made by Atkins and Tabor in their analysis is inaccurate.
Although the objective of this paper is only to assess the accuracy of the e r values estimated by Dao et al. [1] and Chollacoop et al. [2] on one side and by Atkins and Tabor [7] on the other, it should be noted that Dao et al. [1] demonstrate that the e r values of Berkovich indenter can be related to each other. They suggest that the apparent disparity is not due to discrepancies in data, constitutive modeling or fitting procedure, but from the choice of functional parameters that were used to describe the indentation process (the P-h curves or the hardness). Because of the different definitions, these two methods lead to the identification of different e r values and the experimental exercise conducted in the present paper simply demonstrates that the e r values estimated by recourse to LEFA and dimensionless analysis are relatively more accurate.
Summary
Experiments were conducted to critically assess the representative strains underneath sharp indenters, estimated by Dao et al. [1] and Chollacoop et al. [2] through LFEA for Berkovich and conical indenters with varying cone angles, respectively. Two materials of contrasting plastic behavior (very low strain-hardening pure copper and very high strain-hardening annealed Al alloy) were plastically strained prior to indentations under both Berkovich and 60°cone equivalent three-sided pyramid tips. A series of r 0.033 were predicted from single indenter reverse algorithms, showing a good agreement with uniaxial tensile stress-strain curve. Better agreement was achieved for a series of r 0.057 for dual indenter algorithms, possibly due to a sharper tip. This representative strain concept allows for the possibility of constructing the entire stress-strain curves, with better accuracy and less sensitivity, from multiple indentations of one or more indenter tips. 
