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Abstract: Whenever available, refined BPS indices provide considerably more information
on the spectrum of BPS states than their unrefined version. Extending earlier work on
the modularity of generalized Donaldson-Thomas invariants counting D4-D2-D0 brane bound
states in type IIA strings on a Calabi-Yau threefoldY, we construct the modular completion of
generating functions of refined BPS indices supported on a divisor class. Although for compact
Y the refined indices are not protected, switching on the refinement considerably simplifies
the construction of the modular completion. Furthermore, it leads to a non-commutative
analogue of the TBA equations, which suggests a quantization of the moduli space consistent
with S-duality. In contrast, for a local CY threefold given by the total space of the canonical
bundle over a complex surface S, refined BPS indices are well-defined, and equal to Vafa-
Witten invariants of S. Our construction provides a modular completion of the generating
function of these refined invariants for arbitrary rank. In cases where all reducible components
of the divisor class are collinear (which occurs e.g. when b2(Y) = 1, or in the local case), we
show that the holomorphic anomaly equation satisfied by the completed generating function
truncates at quadratic order. In the local case, it agrees with an earlier proposal by Minahan
et al for unrefined invariants, and extends it to the refined level using the afore-mentioned
non-commutative structure. Finally, we show that these general predictions reproduce known
results for U(2) and U(3) Vafa-Witten theory on P2, and make them explicit for U(4).
Contents
1. Introduction 2
2. DT invariants, MSW invariants and modular completions 6
3. Refined construction 10
3.1 Refined BPS indices 10
3.2 Refined modular completions 11
3.3 Refined instanton generating potential 15
3.4 Star product and TBA-like equations 18
4. Local Calabi-Yau and Vafa-Witten invariants 19
4.1 Vafa-Witten invariants 20
4.2 Refined Vafa-Witten invariants 22
4.3 Local limit of elliptically fibered CY threefolds 25
5. Holomorphic anomaly for refined Vafa-Witten invariants 28
5.1 Refined holomorphic anomaly for compact CY threefold 28
5.2 Collinear charges 29
5.3 Partition function: unrefined case 30
5.4 Refined partition function 31
6. Conclusions and future directions 32
A. Theta series and modularity 34
A.1 Theta series and refinement 34
A.2 Generalized error functions 36
A.3 Matrix of parameters 38
B. Relevant functions 39
C. Refined instanton generating potential 41
C.1 Proof of Eq.(C.1) 43
D. Proof of the truncation theorem 46
E. Geometric data for Hirzebruch and del Pezzo surfaces 48
F. Modular completion of Vafa-Witten invariants on P2 49
F.1 Rank 2 50
F.2 Rank 3 50
F.3 Rank 4 52
– 1 –
1. Introduction
Explaining the microscopic origin of the Bekenstein-Hawking entropy of black holes is one of
the primary targets of any theory of quantum gravity. As shown in [1] and many follow ups,
string theory successfully achieves this goal in the case of supersymmetric black holes, whose
micro-states can be counted using D-brane techniques at weak coupling, and then reliably
extended to strong coupling. In string vacua with maximal or half-maximal supersymmetry,
such as type II strings compactified on T 6 or K3× T 2, the index Ω(γ) counting (with signs)
micro-states of electromagnetic charge γ is given by a Fourier coefficient of a suitable modular
form, giving access to its asymptotics as |γ| → ∞ with arbitrary precision, and allowing for
detailed comparisons between microscopic degeneracy and macroscopic entropy.
In contrast, for type IIA strings compactified on a generic Calabi-Yau (CY) threefold
Y, or type IIB on the mirror Ŷ, the indices Ω(γ) (defined mathematically as generalized
Donaldson-Thomas (DT) invariants of the derived category of coherent sheaves on Y, or
derived category of Lagrangian submanifolds of Ŷ) are not known in general, except for
particular charge configurations. One source of complication is that the indices depend on the
Ka¨hler moduli za (or complex structure moduli of Ŷ), and include contributions from bound
states of an arbitrary number n of BPS black holes with charges γi such that
∑n
i=1 γi = γ [2].
These bound states are only stable in certain chambers of the Ka¨hler moduli space MK(Y),
and the index correspondingly jumps across the boundary of these domains, leading to the
so-called wall-crossing phenomenon, well-known both in the physics [3, 4] and mathematics
literature [5, 6, 7]. While for Y = K3 × T 2 only bound states with two constituents occur
[8, 9], for a generic threefold Y the number of constituents may be arbitrary large (though
only a finite number of bound states occur for a given charge γ). As a result, the duality
group in D = 4 (generated by monodromies inMK) equates Ω(γ, za) to Ω(h·γ, h·za), but not
necessarily to Ω(h · γ, za), since the monodromy za → h · za may encounter walls of marginal
stability. Thus, the constraints from duality are much weaker than for string vacua with 16
supercharges or more.
Nevertheless, since BPS black holes in D = 4 induce instanton corrections to the metric
on the vector multiplet moduli space MV after compactification on a circle, and since type
IIA string theory compactified on Y is equivalent to M-theory compactified on Y × T 2,
it is clear that the indices Ω(γ, za) are strongly constrained by invariance under the large
diffeomorphisms SL(2,Z) of the M-theory torus (or equivalently, by S-duality in type IIB
string theory) [10]. This is particularly so for black holes obtained by wrapping a D4-brane
on a divisor D ⊂ Y, which lifts to an M5-brane wrapped around D × T 2 in M-theory on
Y×T 2: invariance under S-duality is then essentially equivalent to modular invariance of the
superconformal field theory obtained by reducing the five-brane along D [11].
In a series of recent papers [12, 13, 14, 15], building on related works [16, 17, 18, 19], we
have studied the modular properties of the generating functions hp,µ(τ) of MSW invariants
1
Ω¯MSW(γ) := Ω¯(γ, za∞(γ)) supported on a divisor class [D] = paωa (where ωa, a = 1, . . . , b2(Y),
1MSW invariants are defined as the values of generalized DT invariants Ω¯(γ, za) where γ is supported on a
divisor class, and the Ka¨hler moduli za are evaluated at the large volume attractor point z∞(γ), see (2.6). The
name ‘MSW invariants’ was coined in [12] in reference to [11], but the relevance of the large volume attractor
chamber for modularity was later identified in [20, 21, 16]. The rational DT invariants Ω¯(γ) are related to
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is a basis of Λ = H4(Y,Z), and µ ∈ Λ∗/Λ keeps track of the residual flux after spectral flow,
see (2.8) below). By imposing the existence of an isometric action of S-duality on the instan-
ton corrected moduli space MV , we showed that hp,µ(τ) must transform as a vector-valued
mock modular form under fractional linear transformations of τ . More precisely, we derived
a specific non-holomorphic modular completion ĥp,µ, made out of all the holomorphic func-
tions hpi,µi with
∑n
i=1 p
a
i = p
a for any number n of effective divisor classes [Di] = paiωa (see
(2.11) below), such that ĥp,µ transforms as an (ordinary, but non-holomorphic) vector-valued
modular form with a specific multiplier system. When the divisor class [D] is irreducible,
such that n = 1, ĥp,µ coincides with hp,µ, which is therefore an ordinary weakly holomorphic
modular form, as anticipated in [11]. When the divisor class [D] decomposes into a sum of
at most n = 2 irreducible divisors, then the modular completion involves a sum of products
Ψ̂p1,p2,µ1,µ2 hp1,µ1 hp2,µ2 with p = p1 + p2, where Ψp1,p2,µ1,µ2 is the indefinite theta series con-
structed in [16], whose kernel can be written as an Eichler integral2 of a Siegel-Narain theta
series of signature (1, b2(Y) − 1) [13]. The holomorphic generating function hp,µ is therefore
an example of a mixed mock modular form [22, 23].
In general [15], the difference ĥp,µ − hp,µ is a sum of products Ψ̂p1,...pn,µ1,...µn
∏n
i=1 hpi,µi
with p = p1 + · · · + pn, where Ψ̂p1,...pn,µ1,...µn is an indefinite theta series whose kernel can
be written as an (n − 1)-times iterated Eichler integral of a Siegel-Narain theta series of
signature (1, b2(Y) − 1) [18, 24, 25]. As a result, the holomorphic generating function hp,µ
must transform non-homogeneously under SL(2,Z) like a vector-valued mock modular form
of depth n − 1 [26]. Correspondingly, the modular completion ĥp,µ satisfies a holomorphic
anomaly equation, sourced by a combination of the ĥpi,µi ’s with
∑
i p
a
i = p
a. Importantly,
the modular anomaly affects the growth of the Fourier coefficients of hp,µ, hence would have
consequences for a detailed comparison with the macroscopic entropy.
The construction of the modular completion ĥp,µ in [15] involved an interplay between
different expansions, most notably
• the multi-instanton expansion of the ‘instanton generating potential’3 G, a modular
function of weight (−3
2
, 1
2
) on the vector multiplet moduli space MV in D = 3;
• the ‘attractor flow tree expansion’ [17, 19] of the DT invariants Ω¯(γ, za) in terms of
Ω¯MSW(γi)’s, obtained by iterating the primitive wall-crossing formula [3]
∆Ω¯(γL + γR) = (−1)〈γL,γR〉+1 〈γL, γR〉 Ω¯(γL) Ω¯(γR). (1.1)
After summing over all possible types of trees, partitions etc., one eventually arrives at indefi-
nite theta series with kernels expressed in terms of sums of multiple derivatives of generalized
error functions, where the sums and derivatives appear due to the presence of the Dirac
product 〈γL, γR〉 in (1.1).
the integer-valued DT invariants Ω(γ) by (2.3) below and are better suited for expressing the constraints of
modularity [17].
2Recall that the Eichler integral Φ(τ) =
∫ i∞
−τ¯
F (−u¯,τ¯)du
[−i(u+τ)]2−w of an analytic modular form F (τ, τ¯ ) of weight
(w, w¯) transforms with modular weight (2−w+ w¯, 0) under τ → (aτ + b)/(cτ + d), up to a non-homogeneous
term proportional to the period integral
∫ i∞
d/c
F (−u¯,τ¯)du
[−i(u+τ)]2−w (see e.g. [12, (A.15)])
3This potential is closely related to the ‘contact potential’ onMV , or to the Ka¨hler potential on its twistor
space [10], and therefore to the R3 index studied in [27].
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One of the goals of the present work is to extend and streamline this construction by
introducing a refinement parameter y, drawing inspiration from earlier works on wall-crossing
and on the attractor flow tree formula [4, 19]. At the most basic level, this involves replacing
the factor 〈γL, γR〉 in (1.1) by the character
〈γL, γR〉 → y
〈γL,γR〉 − y−〈γL,γR〉
y − 1/y , (1.2)
of the SU(2) representation of spin j = 1
2
|〈γL, γR〉|−1. The explicit powers of y±〈γL,γR〉 can be
absorbed in the parameters of the theta series, leading to simpler kernels expressed directly
in terms of generalized error functions, as opposed to sums of multiple derivatives thereof.
The price to pay is that inverse powers of y− 1/y appear in front of individual contributions,
and the unrefined limit y → 1 can only be taken after summing over all contributions.
While the introduction of the parameter y allows to considerably simplify the construction
of the modular completion of the generating functions hp,µ(τ) of unrefined MSW invariants, it
can also be used to obtain a natural non-holomorphic completion ĥrefp,µ(τ, w) for the generating
functions hrefp,µ(τ, w) of refined invariants Ω¯
MSW(γ, y) with y = e2πiw, in situations where a
refined version of Ω¯MSW(γ) can be defined. In such a situation, this construction also suggests
a natural generalization Gref(w) of the instanton generating potential G, such that Gref(w)
transforms with modular weight (−1
2
, 1
2
) whenever the completions ĥrefp,µ(τ, w) transform as
vector-valued Jacobi modular forms of weight (−1
2
b2(Y), 0) and suitable index m(p). Re-
markably, for a suitable choice of the index (more precisely, whenever m(p) − 1
6
p3 is linear
in pa), Gref(w) has a simple representation (3.45) in terms of solution to a certain integral
equation (3.43), analogous to the TBA-like equations for Darboux coordinates on the twistor
space ofMV [28, 10, 29, 30]. This equation involves a non-commutative star product of func-
tions onMV similar to the one which has appeared in the context of line operators [31, 32]. It
would be interesting to understand the relation (if any) to other refined versions of TBA-like
equations that have already appeared in the literature [33, 34], and understand the physical
significance of Gref . Meanwhile, our result confirms the general expectation [35, 33, 36, 37]
that the refinement (or equivalently, introducing an Ω-background along two directions in R3)
effectively quantizes the moduli space MV as well as its twistor space, and strongly suggests
that this refinement preserves the action of S-duality, which seems to be consistent with the
analysis in [38].
Unfortunately, for type II strings on a compact CY threefold Y, the refined BPS invariants
defined by Ω(γ, y) = TrHγ (−y)2J3 , where J3 generates rotations around a fixed axis in R3,
are emphatically not protected by supersymmetry, in particular they may well depend both
on the Ka¨hler and complex structure of Y. On the mathematical side, the moduli spaces of
semi-stable objects do not carry any C× action which would allow to refine the DT invariants
in a deformation-invariant way (although it may still be possible to define motivic invariants
[5]). Therefore the status of the refined construction in this setup is not clear. In contrast, in
the ‘local Calabi-Yau’ case where Y = Tot(KS) is the total space of the canonical bundle over
a smooth complex surface S (leading to N = 2 rigid supersymmetry in D = 4), an additional
SU(2) R-symmetry arises allowing to define refined indices (or ‘protected spin character’)
Ω(γ, y) = TrHγ (−1)2J3y2(J3+I3) [33], corresponding to the χy2-genus of the moduli space of
stable objects. In this case, the refined DT invariants counting D4-branes wrapped N times
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around the surface S [39] are expected to coincide [40, 41, 42] with the refined Vafa-Witten
(VW) invariants with gauge group U(N) on S [43, 44, 45, 46]. Moreover, for smooth projective
surfaces with b1(S) = 0 and b
+
2 (S) > 1, the generating function of refined VW invariants is
conjectured to have precise modular properties [43, 47, 48]. In contrast, for b+2 (S) = 1, the
generating function is expected to be mock modular, as already evident for VW theory on P2
in the rank 2 case [43].
For any Fano surface and arbitrary N , the refined generating functions hVW,refN,µ can be
determined using a sequence of blow-ups and wall-crossing transitions [49, 50, 51, 52] in terms
of generalized Appell-Lerch sums [53], which indicates that they should transform as mock
Jacobi forms of depth N−1. By viewing the generating functions of VW invariants hVW,refN,µ as
special instances of generating functions hrefp,µ for local Calabi-Yau threefolds, our formalism
in principle predicts the precise modular completion ĥVW,refN,µ for arbitrary rank N and any
smooth Fano surface with b+2 (S) = 1 and b1(S) = 0. We verify that this prescription precisely
reproduces4 the known modular completions for S = P2, N = 2 and N = 3 obtained by
different methods in [54, 25]. Importantly, the structure of the modular completion is universal
and does not require prior knowledge of the VW invariants themselves. The knowledge of
the detailed modular properties could in principle be leveraged to determine hVW,refN,µ from the
knowledge of its polar terms, e.g. using a Rademacher sum [54, 55].
More generally, the refined VW invariants are expected to be well-defined and deformation-
invariant for any almost complex four-manifold S (this is because the twisting preserves 4
topological charges in this case [56]). We conjecture that for such manifolds, the generating
function of refined VW invariants (completed with non-holomorphic terms when b+2 (S) = 1)
transforms as a vector-valued Jacobi form, whose weight wS and index mS(N) are given by
wS =
1
4
(σ(S)− χ(S)), mS(N) = −1
6
(2N3 +N)χ(S)− 1
2
N3σ(S), (1.3)
where χ(S) and σ(S) are the Euler number and signature of S.
While mathematically attractive, our conjecture apparently presents a conundrum: as
shown in [15], the general holomorphic anomaly equation satisfied by the completion ĥp,µ is
sourced by products of generating functions ĥpi,µ for any decomposition p =
∑n
i=1 pi, whereas
according to the conjecture in [40], the holomorphic anomaly equation for the partition func-
tion ZVWN of rank N VW invariants should only be sourced by sums of products Z
VW
N1
ZVWN2
with N1 + N2 = N . As a crucial test of this conjecture, we show that in the special case
where all magnetic charges pi are collinear, which is pertinent for local CY threefolds, all
contributions to the holomorphic anomaly equation satisfied by ĥrefpi,µ (and by its unrefined
counterpart ĥpi,µ) vanish whenever
5 n > 2. Assuming the validity of our conjecture, we es-
tablish the general holomorphic anomaly equation for ZVWN , and find precise agreement with
[40], which up until now had only been tested for 1
2
K3, and for rational surfaces for N ≤ 3.
Furthermore, we derive a refined version (5.25) of this holomorphic anomaly equation, which
involves the same non-commutative star product which appeared in the TBA-like equations
4As explained in footnote 25, the agreement apparently requires a minus sign in the relation between DT
and VW invariants. We do not yet understand the origin of this sign flip.
5This truncation to quadratic order is reminiscent of the holomorphic anomaly equations for topological
string amplitudes [57]. In fact, the two are related by T-duality for elliptically fibered threefolds [58].
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(3.43). It would be interesting to relate it to the holomorphic anomaly equation for the Taylor
coefficients of the refined topological string amplitude near w = 0 proposed in [59, Eq.(8.16)].
The outline of this work is as follows. In §2 we review the definition of the generating
functions of MSW invariants and the construction in [15] of their modular completion. In §3
we simplify and generalize this construction to include the refinement parameter. In §3.3 we
construct a ‘refined instanton generating potential’ Gref , which is modular invariant whenever
the non-holomorphic completions of the generating functions of refined MSW invariants are
themselves modular. In §3.4 we provide a non-perturbative definition of this object, in terms
of solutions to non-commutative TBA-like equations. In §4, we apply our construction to
local Calabi-Yau threefolds, and conjecture the precise form of the modular completion of the
generating function of VW invariants for any rank. We check this prediction against results
for U(2) and U(3) VW theory on P2. In §5 we establish the holomorphic anomaly equation for
completed generating functions of refined invariants, and show that this equation truncates
whenever all magnetic charges lie in a one-dimensional lattice. Moreover, we establish a
refined version of the truncated holomorphic anomaly equations, based on the same non-
commutative structure used in §3.4, and show that it reduces to the conjecture [40] in the
unrefined case. §6 is devoted to the discussion of our results. Finally, a few appendices contain
various useful information and details of our proofs.
2. DT invariants, MSW invariants and modular completions
In this section we review general properties of generalized DT invariants Ω¯(γ, za) supported on
an effective divisor class [D] = paωa where ωa denotes an integer basis of irreducible divisors
in Λ = H4(Y,Z), dual to the basis ω
a of curve classes in Λ∗ = H2(Y,Z). In such cases the
charge vector γ ∈ Heven(Y,Q) has the form γ = (0, pa, qa, q0) where the entries corresponds
to the D6, D4, D2 and D0-brane charges. Since the D6-brane charge vanishes, the Dirac
product on the charge lattice is given by 〈γ1, γ2〉 = pa2q1,a − pa1q2,a and depends only on the
reduced charge vector γˇ = (pa, qa) ∈ H4(Y,Q)⊕H2(Y,Q). The charges satisfy the following
quantization conditions [60]:
pa ∈ Z, qa ∈ Z+ 1
2
(p2)a, q0 ∈ Z− 1
24
c2,ap
a. (2.1)
Here c2,a are components of the second Chern class of Y and we introduced convenient no-
tations (kp)a = κabck
bpc and (lkp) = κabcl
akbpc where κabc are the intersection numbers on
H4(Y,Z). The condition that D is an effective divisor in Y and belongs to the Ka¨hler cone
means that
p3 > 0, (rp2) > 0, kap
a > 0, (2.2)
for all divisor classes raωa ∈ H4(Y,Z) with ra > 0, and curve classes kaγa ∈ H+2 (Y,Z)
with ka > 0. The charge p
a induces a quadratic form κab = κabcp
c on Λ ⊗ R of signature
(1, b2(Y)− 1). This quadratic form allows to embed Λ into Λ∗, but the map ǫa 7→ κabǫb is in
general not surjective, the quotient Λ∗/Λ being a finite group of order | detκab|.
For primitive charge vector γ, the rational DT invariants
Ω¯(γ, za) :=
∑
m|γ
1
m2
Ω(γ/m, za) (2.3)
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coincide with the generalized DT invariants Ω(γ, za), which are defined schematically as the
Euler number6 of the moduli space Mγ,za of semi-stable coherent sheaves on D, for the
stability condition determined by the complexified Ka¨hler moduli za = ba + ita ∈ MK(Y).
When the vector γ is not primitive, the moduli space Mγ,za is singular and its Euler number
can be determined using intersection cohomology in favourable cases [61, 62]. Due to the
Bogomolov bound, DT invariants are known to vanish for qˆ0 ≥ qˆmax0 = 124χ(D) = 124(p3+c2,apa)
where
qˆ0 ≡ q0 − 1
2
κabqaqb (2.4)
and κab is the inverse of the quadratic form κab. The generating series
hDTp,q (τ, z
a) =
∑
qˆ0≤qˆmax0
Ω¯(γ, za) e(−qˆ0τ) , (2.5)
where e(x) := e2πix, defines a holomorphic function on the Poincare´ upper half-plane τ ∈ H,
locally constant as a function of the Ka¨hler moduli za ∈MK . However, due to wall-crossing
phenomena, this function is not expected to possess any simple modular properties.
Instead, to eliminate the dependence on the moduli za, it is natural to consider gener-
ating functions of MSW invariants, defined as generalized DT invariants evaluated at their
respective large volume attractor point,
Ω¯MSW(γ) = Ω¯(γ, za∞(γ)), z
a
∞(γ) = lim
λ→+∞
(−qa + iλpa) . (2.6)
They are invariant under spectral flow transformations acting on the D2 and D0 charges via
qa 7→ qa − κabcpbǫc, q0 7→ q0 − ǫaqa + 1
2
(pǫǫ) (2.7)
with ǫa ∈ Λ, which leave the charge qˆ0 (2.4) invariant. As a result, they only depend on qˆ0,
pa and µa ∈ Λ∗/Λ, the residue class of qa modulo shifts (2.7), defined by
qa = µa + κabǫ
b +
1
2
κabcp
bpc. (2.8)
Thus, we can write Ω¯MSW(γ) = Ω¯p,µ(qˆ0) and the generating series
hp,µ(τ) =
∑
qˆ0≤qˆmax0
Ω¯p,µ(qˆ0) e(−qˆ0τ) (2.9)
defines a vector-valued holomorphic function of τ , with components labelled by elements of
the finite group Λ∗/Λ.
In [12, 13, 14, 15], by postulating the existence of an isometric action of S-duality on the
vector multiplet moduli space MV in D = 3, it was shown that the generating functions hp,µ
must satisfy precise modular properties, which depend on the reducibility of the divisor class
[D]. If [D] is an irreducible divisor class, then hp,µ should be a vector-valued modular form of
weight −1
2
b2(Y)− 1, transforming as (2.10) as anticipated in [11, 63, 64, 3]. If instead [D] is
a sum of n ≥ 2 irreducible effective divisors [Di], then hp,µ is a mock modular form of depth
6More precisely, (−1)dC times the Euler number, where dC is the complex dimension of Mγ,za .
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Figure 1: An example of Schro¨der tree contributing to R8. Near each vertex we showed the
corresponding factor using the shorthand notation γi+j = γi + γj.
n− 1, which means that it admits a non-holomorphic modular completion ĥp,µ, which can be
expressed in terms of n− 1 iterated Eichler integrals involving the generating functions hpi,µi
of the constituents. Specifically, ĥp,µ should transform as
7
ĥp,µ(−1/τ) = − (−iτ)
− b2(Y)
2
−1√|Λ∗/Λ| e(−14 p3 − 18 c2,apa) ∑
ν∈Λ∗/Λ
e(−µ · ν) ĥp,ν(τ),
ĥp,µ(τ + 1) = e
(
1
24
c2,ap
a + 1
2
(µ+ 1
2
p)2
)
ĥp,µ(τ).
(2.10)
The explicit form of the completion for a generic reducible divisor was found to be [15,
Eq.(5.1)]
ĥp,µ(τ) =
∞∑
n=1
∑
∑n
i=1 γˇi=γˇ
Rn({γˇi}, τ2) eπiτQn({γˇi})
n∏
i=1
hpi,µi(τ). (2.11)
Here Qn denotes the quadratic form, originating from the quadratic term in the definition
(2.4) of the invariant charge qˆ0,
Qn({γˇi}) = κabqaqb −
n∑
i=1
κabi qi,aqi,b , (2.12)
where κabi is the inverse of κi,ab = κabcp
c
i . The sum in (2.11) runs over all ordered decom-
positions of γˇ (for any fixed choice of qa consistent with the residue class µa, for example
qa = µa+
1
2
(p2)a) into a sum of reduced charge vectors γˇi = (p
a
i , qi,a) ∈ H+4 (Y)⊕H2(Y), with
first components satisfying (2.2) and with arbitrary residue classes µi. It produces a theta
series of signature (n − 1)(1, b2(Y) − 1), whose kernel is determined by the coefficient Rn.
This coefficient is in turn given by
Rn({γˇi}, τ2) = Sym
∑
T∈TSn
(−1)nT−1E (+)v0
∏
v∈VT \{v0}
E (0)v
 , (2.13)
7In [13], based on earlier work [60, 12] we found that ĥp,µ must transform with multiplier systemM
c2·p
η ×Mθ,
where Mη is the multiplier system of the Dedekind eta function, and Mθ is that of the Siegel-Narain theta
series for the lattice Λ, given in [18, Eq.(2.4)] with n = b2(Y), λ = −1. Eq. (2.10) follows by combining
these two observations, and ensures that the partition function and the instanton generating potential defined
below in (3.29) and (3.27), respectively, transform as modular forms of weight (− 32 , 12 ) and trivial multiplier
system.
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where Sym denotes symmetrization (with weight 1/n!) with respect to the charges γˇi. Here
the sum goes over so-called Schro¨der trees with n leaves (see Figure 1), i.e. rooted planar trees
such that all vertices v ∈ VT (the set of vertices of T excluding the leaves) have kv ≥ 2 children,
nT is the number of elements in VT , and v0 labels the root vertex. The vertices of T are labelled
by charges so that the leaves carry charges γˇi, whereas the charges assigned to other vertices
are given recursively by the sum of charges of their children, γˇv ∈
∑
v′∈Ch(v) γˇv′ . Finally, the
functions E (0)v and E (+)v are determined from a set of functions En({γˇi}, τ2) depending on n
charges as follows. Namely, each function has a canonical decomposition
En({γˇi}, τ2) = E (0)n ({γˇi}) + E (+)n ({γˇi}, τ2), (2.14)
where the first term E (0)n does not depend on τ2, whereas the second term E (+)n is exponentially
suppressed as τ2 → ∞ keeping the charges γˇi fixed. Then, given a Schro¨der tree T , we set
Ev ≡ Ekv({γˇv′}) (and similarly for E (0)v , E (+)v ) where v′ ∈ Ch(v) runs over the kv children of
the vertex v. The functions En are defined as suitable combinations of derivatives of the
generalized error functions introduced in [18, 65]. Since the concrete form of En will not be
important in this paper, we relegate their definition to appendix B.
In the following we will also need the expansion of the generating function of DT invariants
(2.5) in terms of the completion (2.11), given by [15, Eq.(5.2)]
hDTp,q (τ, z
a) =
∞∑
n=1
∑
∑n
i=1 γˇi=γˇ
ĝn({γˇi, ci}, τ2) eπiτQn({γˇi})
n∏
i=1
ĥpi,µi(τ). (2.15)
Here, the sum runs over the same range as in (2.11), but the coefficients are expressed through
En({γˇi}, τ2) and another set of functions g(0)n ({γˇi, ci}), also specified in appendix B, as follows:
ĝn({γˇi, ci}, τ2) = Sym
∑
T∈TSn
(−1)nT−1 (g(0)v0 − Ev0) ∏
v∈VT \{v0}
Ev
 , (2.16)
where g
(0)
v = g
(0)
kv
({γˇv′ , cv′}) similarly to the definition of Ev in terms of En above. The stability
parameters ci are defined in terms of the reduced charges γˇi and moduli z
a by the standard
formula
ci(z
a) = Im
[
ZγiZ¯γ(z
a)
]
, (2.17)
where Zγ(z
a) is the central charge function and γ =
∑n
i=1 γi. Note that ci(z) is independent
of the D0-brane charge in the large volume limit, and thus depends only on γˇi. The relation
(2.15) allows to recover the DT invariants from MSW ones: it is suffices to drop all τ2-
dependent terms on the right-hand side, which is tantamount to replacing En by E (0)n . In this
way one obtains
Ω¯(γ, za) =
∑
∑n
i=1 γi=γ
gtr,n({γi, ci})
n∏
i=1
Ω¯MSW(γi), (2.18)
where the coefficients are given by
gtr,n({γi, ci}) = Sym
∑
T∈TSn
(−1)nT−1 (g(0)v0 − E (0)v0 ) ∏
v∈VT \{v0}
E (0)v
 . (2.19)
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The formula (2.18) is a special case of the ‘flow tree formula’ introduced in [19], and gives an
alternative way of computing the coefficients gtr,n, which were called ‘tree indices’ in [19].
Finally, it is also important to note that the function E (0)n is a special case of g(0)n , evaluated
at the large volume attractor point, namely
E (0)n ({γˇi}) = g(0)n ({γˇi, βni}), (2.20)
where βkℓ =
∑k
i=1 γiℓ and γij = 〈γˇi, γˇj〉. This relation shows that, as explained in appendix
B, the knowledge of the functions g
(0)
n uniquely determines both the coefficients Rn in the
modular completion (2.11), and the tree index, since the exponentially decaying contribution
E (+)n is determined from E (0)n by the requirement that the sum En (after a suitable rescaling) is
a smooth solution of Vigne´ras equation (A.2), which ensures that the theta series with kernel
En is modular.
3. Refined construction
In this section, we refine the previous construction, by introducing a deformation parameter y
which physically may be thought of as a fugacity conjugate to the physical angular momentum
J3 carried by BPS states inD = 4 dimensions (and therefore also by BPS instantons inD = 3).
3.1 Refined BPS indices
A natural way to refine generalized DT invariants is to replace the Euler number of the moduli
spaceMγ,za of semi-stable coherent sheaves with charge vector γ by the Poincare´ polynomial
(more precisely, Laurent polynomial)8
Ω(γ, za, y) = P (Mγ,za,−y), P (M, y) :=
2dC(M)∑
p=0
yp−dC(M) bp(M), (3.1)
where dC(M) is the complex dimension of M. As in the unrefined case (2.3), it is advanta-
geous to define the rational invariant
Ω¯(γ, za, y) =
∑
m|γ
y − 1/y
m(ym − 1/ym) Ω(γ/m, z
a, ym), (3.2)
where m runs over all positive integers such that γ/m is in the charge lattice. If all the
moduli spacesMγ/m,za are compact (or at least compactifiable), then Ω¯(γ, za, y) is a rational
function of y, invariant under y → 1/y. The advantage of (3.2) compared to (3.1) is that
the wall-crossing formula for these invariants, and hence the flow tree formula, takes a much
simpler form [17, 19].
8Note the following properties of the Poincare´-Laurent polynomial: P (M,−1) = (−1)dC(M)χ(M) :=
χ˜(M); if M is compact, then P (M, y) = P (M, 1/y) by Poincare´ duality. If M is compact and Ka¨hler,
then P (M, y) is the character for the SU(2)-Lefschetz action on H∗(M). When the Dolbeault coho-
mology of M is supported in degree (p, p) only, then P (M,−y) coincides with the χy2-genus χy2(M) =∑
p,q(−1)p+q−dy2p−dhp,q(M).
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3.2 Refined modular completions
In [15, Section 5.4.2] a natural refinement of the function g
(0)
n , called grefn , was introduced,
satisfying various consistency conditions. In particular, using (2.19) and (2.20), it reproduces
the refined tree index defined in [19], and it reduces to g
(0)
n in the limit y → 1. Explicitly [15,
Eqs.(5.49-51)],
grefn ({γˇi, ci}, y) =
(−1)
∑
i<j γij
(y − y−1)n−1 Sym
{
F refn ({γˇi, ci}) y
∑
i<j γij
}
, (3.3)
where F refn is defined by a sum over ordered partitions of n,
F refn ({γˇi, ci}) =
(−1)n−1
2n−1
∑
n1+···+nm=n
nk≥1
m∏
k=1
bnk
m−1∏
k=1
sgn(Sjk). (3.4)
The variables Sj =
∑j
i=1 ci, are linear combinations of stability parameters defined in (2.17),
jk = n1 + · · ·+ nk, while the bk’s are the Taylor coefficients of tanh t =
∑
k≥1 bk t
k.
Upon using the representation (3.3), the dependence on the refinement parameter y is
mainly due to multiplication by a power of (y − y−1) and insertion of the factor y
∑
i<j γij
into the sum over D2-brane charges. The former can be absorbed into a redefinition of the
generating functions (2.5), (2.9),
hDT,refp,q (τ, z
a, w) =
∑
qˆ0≤qˆmax0
Ω¯(γ, za, y)
y − y−1 e(−qˆ0τ) , (3.5)
hrefp,µ(τ, w) =
∑
qˆ0≤qˆmax0
Ω¯p,µ(qˆ0, y)
y − y−1 e(−qˆ0τ) , (3.6)
where we recall that y = e(w). As for the factor y
∑
i<j γij , we show in appendix A.1 that it can
be absorbed into a shift of the elliptic parameter of the indefinite theta series implementing
the sum over D2-brane charges. As a result, if one starts from a modular theta series, it
continues to transform as a (vector-valued) modular form after the refinement, provided the
argument of its kernel, depending on the imaginary part of the elliptic parameter, involves
the same shift (see (A.12)) and w = α−τβ transforms as an elliptic variable, w → w/(cτ+d).
The above observations suggest a simple way to include the refinement while preserving
modularity of all relevant theta series, and in turn, a simple procedure for constructing a
modular completion of the generating function (3.6) of the refined MSW invariants:
1. Define E ref(0)n from grefn by a formula analogous to (2.20);
2. Complete E ref(0)n into a smooth solution of Vigne´ras equation (A.2) as explained in
appendix B, page 40 in the unrefined case and let E refn be that solution evaluated at the
argument x shifted by the refinement (cf. (B.5))
xai =
√
2τ2(κ
ab
i qi,b + b
a + βpai ), (3.7)
where ba = Re za is the Kalb-Ramond field and p is introduced in (A.7);
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3. Define E ref(+)n to be the difference between E refn and E ref(0)n , as in (2.14). Importantly,
these functions are still exponentially suppressed at large τ2 provided one keeps fixed
w and w¯: since β = w¯−w
2iτ2
, the additional shift appearing in (3.7) disappears and E refn
reduce to E ref(0)n , similarly to the unrefined case9;
4. Obtain the modular completion ĥp,µ by equations analogous to (2.11), (2.13).
Although this prescription is not derived from any known S-duality constraint on the moduli
spaceMV , it is a mathematically natural generalization of the construction in [15]. Moreover,
in §3.3 we shall see that it ensures that a certain potential Gref constructed out of the refined
DT invariants transforms with modular weight (−1
2
, 1
2
), as expected from the refined elliptic
genus of the superconformal field theory on the wrapped 5-brane, after factoring out the
contribution τ
1/2
2 from the translational zero-mode.
Following the steps above, one finds that all contributions corresponding to partitions in
(3.4) other than the trivial partition nk = 1 for all k remarkably cancel after summing over
Schro¨der trees.10 Therefore, we can further simplify the construction and take as a starting
point the function
gref(0)n ({γˇi, ci}, y) =
(−y)
∑
i<j γij
2n−1
n−1∏
k=1
sgn(−Sk). (3.8)
Although the function (y − y−1)1−ngref(0)n does not have a smooth y → 1 limit due to omitted
symmetrization and contributions of non-trivial partitions, one can check that it leads to the
same completion as the more complicated version based on (3.4). Starting from (3.8), using
(2.20) and promoting products of sign functions to smooth solutions of Vigne´ras equation
(A.2), we arrive at the definitions
E ref(0)n ({γˇi}, y) =
(−y)
∑
i<j γij
2n−1
n−1∏
k=1
sgn(Γk), (3.9)
E refn ({γˇi}, y) =
(−y)
∑
i<j γij
2n−1
ΦEn−1({vℓ};x), (3.10)
where (the vectors vij are defined explicitly in (B.7))
Γk =
k∑
i=1
n∑
j=k+1
γij, vk =
k∑
i=1
n∑
j=k+1
vij, (3.11)
while ΦEn−1 are (boosted) generalized error functions described in appendix A.2 whose argu-
ment x has components (3.7).
9It might seem more natural to do the shift induced by the refinement also in Eref(0)n and grefn . However,
it would make the limit y → 1 discontinuous and lead to a β-dependence in the position of walls of marginal
stability in the moduli space. Furthermore, we will see that the definitions given here allow to get a nice
integral equation for refined Darboux coordinates on the twistor space of MV and agree with known results
in VW theory.
10This is similar to the cancellation of contributions of marked trees noted in the remark in the end of
appendix B. The proof of this cancellation is completely analogous to the proof of proposition 10 in [15] and
we omit it here.
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In terms of these functions, we claim that the modular completion of the refined generating
function (3.6) is given by
ĥrefp,µ(τ, w) =
∞∑
n=1
∑
∑n
i=1 γˇi=γˇ
Rrefn ({γˇi}, τ2, y) eπiτQn({γˇi})
n∏
i=1
hrefpi,µi(τ, w), (3.12)
where Rrefn is defined by a formula similar to (2.13),
Rrefn ({γˇi}, τ2, y) = Sym
∑
T∈TSn
(−1)nT−1E ref(+)v0
∏
v∈VT \{v0}
E ref(0)v
 . (3.13)
More specifically, we propose that the completion defined in (3.12) transforms as a vector-
valued Jacobi modular form of weight (−1
2
b2, 0) and suitable index m(p), namely
ĥrefp,µ
(
−1
τ
,
w
τ
)
= −i (−iτ)
− b2
2√|Λ∗/Λ| e
(
−1
4
p3 − 1
8
c2,ap
a +m(p)
w2
τ
) ∑
ν∈Λ∗/Λ
e(−µ · ν) ĥrefp,ν(τ, w),
ĥrefp,µ(τ + 1, w) = e
(
1
24
c2,ap
a + 1
2
(µ+ 1
2
p)2
)
ĥrefp,µ(τ, w), (3.14)
ĥrefp,µ(τ, w + kτ + ℓ) = e
(−m(p) (k2τ + 2kw)) ĥrefp,µ(τ, w).
Note that these transformations imply (2.10) provided
ĥp,µ(τ) = lim
y→1
(y − 1/y) ĥrefp,µ(τ, w), (3.15)
consistently with the relation between the holomorphic generating functions (2.9) and (3.6).
In §3.3 below, we shall give support to this proposal, and find strong indications that the
index m(p) should be equal to −1
6
p3 up to a linear term in pa which we do not know yet
how to fix in the compact case. For non-compact CY threefolds, we shall show that the
modular completion (3.12) reproduces known results for VW invariants on P2, closely related
to Donaldson-Thomas invariants on local P2, and make a specific proposal for the index in
(4.37) below.
A subtle point: the case of vanishing Dirac products
For particular sets of charges γˇi, the Dirac products Γk (3.11) may vanish so that, to find
the modular completion ĥrefp,µ, one needs to evaluate the function (3.9) on its loci of discon-
tinuity. This problem does not arise in the unrefined case where the sign functions always
come together with the factors of γij in front (see e.g. (B.1)) ensuring continuity (but not
smoothness) on this locus. Naively, one could apply the standard prescription sgn(0) = 0 as
in (B.4), leading to E ref(0)n ({γˇi}, y) = 0 for any set {γˇi} for which at least one Γk vanishes.
However, the functions Rrefn so defined would not have
11 a zero of order n− 1 at y = 1, which
11This problem can be traced back to the sign identities like
(sgn(x1) + sgn(x2)) sgn(x1 + x2) = 1 + sgn(x1) sgn(x2),
on which the construction of completion in [15] heavily relies. Whereas this identity holds if either x1 or x2
vanishes upon using sgn(0) = 0, it is violated when two of them vanish simultaneously.
– 13 –
is necessary to cancel the higher order poles in (3.12) and produce a simple pole consistent
with (3.15). Thus the above naive extension of the definition of E ref(0)n to the discontinuity
loci is incorrect and must be modified.
To solve this problem, we observe that the naive prescription for E ref(0)n spoils the expo-
nential fall-off of E ref(+)n at large τ2 because the generalized error functions with even rank do
not vanish at x = 0. This suggests a simple remedy: define
E ref(0)n ({γˇi}, y) := lim
τ2→∞
E refn ({γˇi}, y), (3.16)
such that the exponential suppression is automatic. For configurations where all Γk 6= 0, this
definition is automatically consistent with (3.9). The issue arises only when some of them
vanish. In particular, applying (3.16) to the configurations where all charges γˇi are equal
(which contribute when (p, µ) is not primitive) so that all Γk = 0, one finds that the product
of m sign functions with vanishing arguments must be replaced by
em = Φ
E
m({vℓ}; 0). (3.17)
The function on the right-hand side coincides with the generalized error function Em(M(0); u)
evaluated at u = 0 and M(0) the matrix of parameters computed in (A.27), with n = m+ 1.
For m odd, it vanishes because the generalized error function is odd in u, but for m even it
gives a non-vanishing constant em.
Unfortunately, it appears to be non-trivial to compute em directly using (3.17) for generic
m. To determine these coefficients, we resort to another consistency condition — namely, by
requiring smoothness of the completion in the limit y → 1. To this end, note that (3.15) relies
on the regularity of the function (3.3) at y = 1, which in turn is ensured by the identity [15]
SymF refn ({ci}) = 0 (3.18)
satisfied by the function (3.4). The latter is also constructed from products of sign functions
and exhibits the same ambiguity as E ref(0)n . Therefore, a natural guess is that the correct value
em must be such that the identity (3.18) continues to hold even at these loci. In particular,
choosing the locus where all arguments vanish, we see that the coefficients em should satisfy
fn :=
∑
n1+···+nm=n
nk≥1
em−1
m∏
k=1
bnk = 0, n > 1. (3.19)
To resolve this constraint, we set f1 = e0 = 1 and construct the generating function
∞∑
n=1
fn t
n =
∞∑
m=1
em−1
( ∞∑
i=1
bit
i
)m
=
∞∑
m=1
em−1 (tanh t)m (3.20)
Clearly, all fn with n > 1 vanish and this generating function reduces to t, if em−1 is the m-th
Taylor coefficient of arctanh, namely
em =
{
0 if m is odd,
1
m+1
if m is even.
(3.21)
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Comparing with (3.17), this leads us to conjecture that the following non-trivial identity must
hold,
Em(M(0); 0) = 1
m+ 1
, (3.22)
where M(0) is given in (A.27). For m = 2, this equation holds true thanks to the identity
(A.16) with α = 1/
√
3, and we have checked numerically that it holds also for m = 4, 6,
giving strong evidence for this conjecture.
Applying the definition (3.16), we conclude that (3.9) must be modified as follows,
E ref(0)n ({γˇi}, y) =
e|I|
2n−1
(−y)
∑
i<j γij
∏
k∈Zn−1\I
sgn(Γk), where I ⊆ Zn−1 :
{
Γk = 0 for k ∈ I,
Γk 6= 0 for k /∈ I,
(3.23)
where Zn = {1, . . . , n} and |I| is the cardinality of the set. With this prescription, the
coefficients (y−y−1)1−nRrefn now reduce to Rn in the limit y → 1, while hrefp,µ and ĥrefp,µ multiplied
by y− y−1 reduce to hp,µ and ĥp,µ, respectively. In particular, whereas each term on the r.h.s.
of (3.12) has a pole of order n as y → 1, the l.h.s. has only a simple pole, and all higher
order poles cancel after summing over Schro¨der trees. Furthermore, the exponential fall-off
of E ref(+)n at large τ2 ensures the same property for Rrefn and hence in this limit ĥrefp,µ reduces to
hrefp,µ, as appropriate for the modular completion of a mock modular form.
3.3 Refined instanton generating potential
The starting point of the derivation of the modular completion (2.11) in [15] was the existence
of the instanton generating potential G transforming as a modular form of weight (−3
2
, 1
2
) and
the knowledge of its non-perturbative definition
G =
∑
γ∈Γ+
Ω¯(γ)
∫
ℓγ
dz Hγ(z)−1
2
∑
γ1,γ2∈Γ+
Ω¯(γ1) Ω¯(γ2)
∫
ℓγ1
dz1
∫
ℓγ2
dz2Kγ1γ2(z1, z2)Hγ1(z1)Hγ2(z2)
(3.24)
in terms of solutions of a system of TBA-like equations
Hγ(z) = H
cl
γ (z) exp
∑
γ′∈Γ+
Ω¯(γ)
∫
ℓγ′
dz′Kγγ′(z, z′)Hγ′(z′)
 . (3.25)
Here12 Hγ(z) =
σγ
(2π)2
Xγ(z) is proportional to the Fourier mode Xγ(z) playing the role of the
holomorphic Darboux coordinate on the twistor space over the quaternion-Ka¨hler moduli
space MV , whereas Hclγ (z) is the same function with Xγ replaced by its classical limit
X clγ (z) = e−S
cl
p e
(
−qˆ0τ − τ
2
(q + b)2 + ca(qa +
1
2
(pb)a) + iτ2 ((pt
2)z2 + 2izta(qa + (pb)a))
)
.
(3.26)
Here Sclp = πτ2(pt
2)−2πipac˜a is the modular invariant leading part of the Euclidean D3-brane
action in the large volume limit ta → ∞, and ba, ca, c˜a are periods of the Neveu-Schwarz
12We deviate from the notation in [15], where Ω¯(γ) was included in the definition of Hγ(z), which led to
shorter formulae at the cost of breaking the multiplicativity property Hγ1Hγ2 =
(−1)〈γ1,γ2〉
2π2 Hγ1+γ2 .
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B-field and Ramond-Ramond fields along bases of 2 and 4-cycles.13 Besides, in the above
equations, σγ is a quadratic refinement of the DSZ pairing, Kγγ′(z, z
′) = 2π
(
(tp1p2) +
i〈γ1,γ2〉
z−z′
)
is a meromorphic function with a simple pole at z = z′, and ℓγ is a suitable contour known as
BPS ray [15, §3.2]. Upon solving (3.25) iteratively, plugging into (3.24), expanding in powers
of DT invariants and performing a theta series decomposition expressing them in terms of
MSW invariants, it was shown that G takes the following form
G =
∞∑
n=1
2−
n
2
π
√
2τ2
[
n∏
i=1
∑
pi,µi
σpi ĥpi,µi
]
e−S
cl
p Vp ϑp,µ
(
Φ̂totn , n− 2
)
, (3.27)
where Vp is the factor (A.5) cancelling the non-vanishing index of the theta series, σp is a phase
factor related to the quadratic refinement through σγ = e
(
1
2
paqa
)
σp, and ϑp,µ
(
Φ̂totn , n − 2
)
is the theta series (A.1) with the kernel Φ̂totn [15, Eq.(5.39)] solving Vigne´ras equation (A.2)
with parameter λ = n− 2. Since such theta series is a vector valued modular form of weight
(n(1 + 1
2
b2(Y))− 2, 0), the modularity of ĥp,µ follows from the modularity of G. In fact, each
term in the sum over n and pi in (3.27) transforms separately as a modular form, starting
with the first term
G = 1
4π2
√
2τ2(pt2)
∑
p
Ẑp + · · · , (3.28)
where
Ẑp = σp e−Sclp Vp
∑
µ∈Λ∗/Λ
ĥp,µ ϑ
SN
p,µ (3.29)
and ϑSNp,µ is the Siegel-Narain theta series
ϑSNp,µ(τ, v) =
∑
q∈Λ+µ+ 1
2
p2
(−1)paqa e
(
−τ
2
q2 + iτ2(q + b)
2
+ + qav
a
)
, (3.30)
where va = ca − τba and the subscript + denotes the projection q+ = qata/
√
(pt2) along
the Ka¨hler form. The latter is known to transform as a vector-valued Jacobi form of weight
( b2(Y)−1
2
, 1
2
), so that (3.29) transforms as a multivariate Jacobi form of weight (−3
2
, 1
2
), and
may be identified with the modified elliptic genus of the superconformal field theory obtained
by wrapping the M5-brane along the divisor D [11, 13]. In this context, the non-holomorphic
terms in ĥp,µ are expected to come from a spectral asymmetry in the continuous spectrum of
the conformal field theory, similarly to the analysis in [66]. The explicit form of the n = 2
contribution can be found in [13].
In this subsection we generalize this construction to the refined case, reversing the logic
of this derivation. Namely, we start with (3.27) and replace ĥpi,µi and Vp ϑp,µ
(
Φ̂totn , n− 2
)
by
their natural refinements, such that the resulting function Gref(w) remains modular. In the
next subsection, we shall elucidate its non-perturbative origin in terms of a suitable system
of TBA-like equations, which may encode a refinement of the vector multiplet moduli space
MrefV .
The kernel Φ̂totn appearing in (3.27) is constructed from the functions Φ˜
E
n and Φ
E
n , which
are introduced in appendix B and uniquely determined by g
(0)
n . Therefore, it is natural to
13In our conventions, ba is also the real part of the complexified Ka¨hler moduli, za = ba + ita.
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expect that its refined counterpart Φ̂refn should be given by the same formula, but with Φ˜
E
n
and Φ En replaced by the functions determined by g
ref(0)
n along the same procedure detailed on
page 40. Thus, one obtains
Φ̂refn = Φ
∫
1
∑
T∈TSn
(−1)nT−1
(
Φ˜v0 − Φv0
) ∏
v∈VT \{v0}
Φv, (3.31)
where, upon denoting by xa = κab
∑
i κbcd p
c
ix
d
i the sum of the entries in x,
Φ
∫
1 (x) =
e
−π(pxt)2
(pt2)
2π
√
2τ2(pt2)
, (3.32)
whereas Φv and Φ˜v are defined in the usual way from
Φn(x) =
1
2n−1
ΦEn−1({vℓ};x), Φ˜n(x) =
1
2n−1
ΦEn−1({uℓ};x). (3.33)
Here vℓ are the vectors introduced in (3.11) and uℓ are defined similarly from the moduli-
dependent vectors uij (B.7),
uk =
k∑
i=1
n∑
j=k+1
uij. (3.34)
The kernel Φ̂refn satisfies Vigne´ras equation (A.2) with parameter λ = −1 and therefore leads
to a modular theta series of weight 1
2
nb2(Y) − 1. Thus, we arrive at the following refined
version of the instanton generating potential14
Gref(w) = 1
2π
√
τ2
∞∑
n=1
[
n∏
i=1
∑
pi,µi
σpi y
−βm(pi) ĥrefpi,µi
]
e−S
cl
p Vˆp ϑ
ref
p,µ
(
Φ̂refn ,−1
)
, (3.35)
where ϑref
p,µ is the theta series (A.12),
Vˆp = e
(
1
2
vˆ · bˆ
)
= e
(
1
2
βw p2
)
Vp , (3.36)
and m(p) is a function of pa which will be fixed momentarily. Assuming that the non-
holomorphic completion ĥrefp,µ is a vector-valued Jacobi form of weight −12b2(Y) and indexm(p),
the function (3.35) will then be a Jacobi form of weight (−1
2
, 1
2
) and index 0, whose residue
at y = 1 will coincide with the unrefined instanton generating potential G. Indeed, the factor
y−βm(pi) cancels the phase factor e
(
m(pi)
cw2
cτ+d
)
appearing in the modular transformation of
ĥrefpi,µi, while the factor Vˆp cancels a similar factor e
(
−1
2
c vˆ2
cτ+d
)
appearing in the transformation
of the theta series.
Evaluating the norm of the vector p (A.7)
p2 =
n−1∑
i=1
i∑
j=1
i+1∑
k=1
(pjpi+1pk), (3.37)
14Comparing to (3.27), we multiplied each term by 2
n−1
2 . This factor takes into account the change in the
λ-parameter of the theta series and the mismatch between the prefactors in (A.1) and (B.6).
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we see that all y-dependent factors in (3.35) can be naturally combined into a single factor
y−βm(p), which depends only on the total charge pa =
∑
i p
a
i , provided m(p) is chosen as
m(p) = −1
6
p3 + ρap
a, (3.38)
where ρa is an arbitrary constant vector.
15 Furthermore, for this choice ofm(p) (and only then)
it is possible, starting from the theta series decomposition (3.35), to perform the manipulations
done in [15] in reverse. Some steps of this procedure are reported in appendix C. As a result,
one arrives at the following expansion in terms of iterated integrals
Gref = 1
2πi
∞∑
n=1
 n∏
i=1
∑
γi∈Γ+
iσγi
2π
Ω¯(γi, y) y
−βm(pi)
y − y−1
∫
ℓγi
dzi X clγi (zi)
 y β2 p2+∑i<j γij (yy¯)−i∑i<j(pipjt)(zi−zj)∏n−1
i=1 (zi − zi+1)
,
(3.39)
where X clγ is the same classical Fourier mode as in (3.26).
3.4 Star product and TBA-like equations
It is natural to expect that a non-perturbative representation similar to (3.24)–(3.25) should
exist for Gref as well. Technically we need to devise an integral equation whose iterative so-
lution generates the expansion (3.39). The main obstacle on this way are the y-dependent
factors in the numerator. On the other hand, typically switching on a y-dependent defor-
mation corresponds to making some of the structures non-commutative. For instance, in
[33, 67, 34] the Darboux coordinates Xγ become non-commutative operators, whereas in
[31, 32] a non-commutative star product arises on the moduli space.
Inspired by these constructions, we now suggest a simple way to generate the expansion
(3.39) which in a sense combines the above mentioned non-commutative structures. Let us
define the following modular invariant star product
f ⋆ g = f exp
[
1
2πi
(←−
Da
−→
∂ c˜a −
←−
∂ c˜a
−→
Da
)]
g, (3.40)
where
Da = α∂ca + β∂ba = w∂va + w¯∂v¯a (3.41)
with va as in (3.30). The modular invariance follows from the fact that w and va transform
as elliptic variables, whereas ∂c˜a is modular invariant. The crucial observation is that the
classical Fourier modes (3.26) satisfy
X clγ1(z1) ⋆ X clγ2(z2) = yγ12+
β
2
(p1p2(p1+p2))(yy¯)−i(p1p2t)(z1−z2)X clγ1(z1)X clγ2(z2). (3.42)
One immediately recognizes the same y-dependent factors which appear in the last ratio in
(3.39) for the case n = 2. Similarly, taking into account (3.37), it is straightforward to check
that the star product of n classical Darboux coordinates reproduces the y-dependent factors
in this ratio for generic n.
15A natural candidate for ρa is a multiple of the second Chern class c2,a, but in the context of local surfaces
we shall find an additional contribution in (4.37) which is not of this form.
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Next, we introduce refined Fourier modes X refγ which are defined by an integral equation
involving the above introduced star product,
Hrefγ (z) = H
ref-cl
γ (z) ⋆
[
1 + 2πi
∑
γ′
Ω¯(γ, y)
∫
ℓγ′
dz′
z − z′H
ref
γ′ (z
′)
]
, (3.43)
where
Hrefγ (z) =
1
(2π)2
σγy
−βm(p)
y − y−1 X
ref
γ (z) (3.44)
and Href-clγ is defined as in (3.44) with the refined Fourier mode replaced by its classical
counterpart X clγ . Finally, it is easy to see that the expansion (3.39) is generated by solving
(3.43) iteratively and substituting this solution into the following simple non-perturbative
definition of the refined instanton generating potential,
Gref =
∑
γ∈Γ+
Ω¯(γ, y)
∫
ℓγ
dz Hrefγ (z). (3.45)
Amazingly, this non-perturbative definition appears even simpler than in the unrefined case
where (3.24) involves a combination of a single and double integrals along BPS rays.
Note that the integral equation (3.43) is quite different from the equations describing the
refined case which can be found in the literature [33, 67, 34]. The main difference is that usu-
ally the integral appears exponentiated as in (3.25), whereas here it enters linearly. However,
the price to pay for this simplification, and the reason for the above discrepancy, is that the
refined Fourier modes X refγ do not have a smooth limit y → 1. In particular, it is a non-trivial
problem to extract from them the unrefined modes Xγ. Also their relation to the quantum
Darboux coordinates appearing in [33, 67, 34] is not clear and will be investigated elsewhere.
Nevertheless, the above construction strongly suggests that the refinement effectively quan-
tizes the moduli spaceMV along with its twistor space, while preserving the isometric action
of S-duality. It would be interesting to understand better the physical significance of this
quantization and of its invariance under S-duality.
4. Local Calabi-Yau and Vafa-Witten invariants
Although the construction of the previous section is very natural mathematically and passes
several consistency checks including the existence of a refined instanton generating potential,
its significance is shadowed by the fact that for a compact Calabi-Yau threefold, there appears
to be no natural, deformation invariant notion of refined BPS indices. In such situation the
refinement appears just as a device for simplifying the construction of the modular completion
of generating functions of ‘ordinary’ BPS indices. In contrast, for toric (hence non-compact)
Calabi-Yau threefolds, BPS indices can be refined in the presence of an SU(2) R-symmetry.
When Y is the total space Tot(KS) of the canonical bundle over a projective surface S, the
BPS indices of N D-branes supported on the divisor [S] are expected to be equal to the
Vafa-Witten invariants of S for gauge group U(N) [40, 41, 39, 42], both at the unrefined and
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refined levels.16 Indeed, the latter determine the partition function of (topologically twisted)
N = 4 super-Yang-Mills (SYM) theory, which describes the world-volume dynamics of N D4-
branes wrapped on S. When b+2 (S) = 1, these invariants depend on a choice of polarization
of S (except when b2(S) = 1), reflecting the moduli dependence of the BPS indices. S-
duality of N = 4 SYM implies that the generating functions of VW invariants should be
modular, though only after including suitable non-holomorphic contributions from reducible
connections [43]. In this section, we shall propose a general prescription for determining
the non-holomorphic completion of the generating function of refined VW invariants for any
rank N , by taking the decompactification limit of the completion for the compact case. For
N = 2, 3, we shall see that this prescription precisely reproduces earlier results for P2 from
[43, 25], giving strong evidence that it may be valid for any N and for a large class of surfaces
with b+2 (S) = 1.
4.1 Vafa-Witten invariants
Recall that Vafa-Witten theory arises as one of three possible topological twists of N = 4
super-Yang-Mills theory, which is available on an arbitrary smooth compact Riemannian 4-
manifold S [43]. Motivated by applications to local Calabi-Yau geometries, we shall assume
that S is a connected almost Fano surface with b1(S) = 0 and b
+
2 (S) = 1; since b
+
2 (S) =
1 + 2h2,0(S) for any complex surface, this implies that h2,0(S) = 0. We further assume that
the gauge group is U(N), and that S is equipped with a polarization J ∈ H2(S,R). In
this case, the path integral localizes on solutions of hermitian Yang-Mills equations for the
field strength F [43, 56]. Solutions are classified by c1(F ) = −µ ∈ ΛS := H2(S,Z) and∫
S
c2(F ) = n ∈ Z, and span a moduli space MN,µ,n,J of expected complex dimension
dC(MN,µ,n,J) = 2N2∆(F )− (N2 − 1)χ(OS), ∆(F ) := 1
N
(
n− N − 1
2N
µ2
)
, (4.1)
isomorphic to the moduli space of Gieseker17 semi-stable torsion-free coherent sheaves with
respect to the polarization J . Here, ∆(F ) is known as the Bogomolov discriminant, µ2 :=
∫
S
µ2
is the intersection pairing on ΛS, and χ(OS) = 1− h0,1(S) + h0,2(S) is the holomorphic Euler
characteristic, equal to 1 for the surfaces under consideration.
The moduli space MN,µ,n,J is invariant upon tensoring F with a line bundle L, under
which the first Chern class shifts as µ→ µ−Nc1(L) while ∆(F ) and N stay invariant. The
parameter µ (known as the ’t Hooft flux) can therefore be restricted to ΛS/NΛS, which is
isomorphic to Z
b2(S)
N since the lattice ΛS is unimodular. As a result, the partition function of
twisted N = 4 Yang-Mills theory has a theta series decomposition
ZVWN,J (τ, v) =
∑
µ∈ΛS/NΛS
hVWN,µ,J(τ)ϑ
VW
N,µ,J (τ, v), (4.2)
16If h1,0(S) = h2,0(S) = 0, the VW invariants agree with local DT invariants, while refined VW invariants
agree with the K-theoretic DT invariants defined using a C× action [45]. However if h2,0 > 0, the relation
between definitions for refined DT invariants and refined VW invariants remains unclear. In fact, the numerical
DT invariants vanish for h2,0 > 0, while this is not the case for VW invariants. We thank Richard Thomas
for correspondence on this issue.
17Gieseker stability is a finer notion than slope-stability; the latter depends only on the rank N and first
Chern class µ, whereas the former also depend on n.
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where18
ϑVWN,µ,J(τ, v) = e
−2π ( Im v+)
2
τ2
∑
k∈H2(S,NZ)+µ+N
2
KS
(−1)KS ·k e
(
−τ k
2
−
2N
− τ¯ k
2
+
2N
+ v · k− + v¯ · k+
)
(4.3)
with k+ =
(k·J)J
J ·J and k− = k−k+. Furthermore, KS = −c1(S) is the canonical class of S and v
is a chemical potential conjugate to (minus) the first Chern class. Ignoring contributions from
boundaries of moduli space, the functions hVWN,µ,J(τ) are holomorphic generating functions of
invariants of MN,µ,n,J for fixed rank N and first Chern class µ,
hVWN,µ,J(τ) =
∑
n≥0
cN,µ,n,J q
n−N−1
2N
µ2−Nχ(S)
24 , (4.4)
where q = e(τ) and τ = θ
2π
+ 4πi
g2YM
is the complexified gauge coupling. When (N, µ, n) are
coprime, the coefficients are equal to the Euler number χ(MN,µ,n,J). When (N, µ, n) is not
primitive, the moduli spaceMN,µ,n,J is singular, and it is expected that the coefficients cN,µ,n,J
(known as rational VW invariants) are given by [25, (6.1)]
cγ,J =
∑
m|γ
(−1)dimC(Mγ/m,J )−dimC(Mγ,J )χ(Mγ/m,J)
m2
, (4.5)
where γ = (N, µ,−n + 1
2
µ2) and χ(Mγ,J) is defined using intersection cohomology [62]. To
our knowledge this prescription has not yet been derived from the path integral, but it is
needed for modularity, as will become clear below.
Remarkably, the Hodge numbers of MN,µ,n,J turn to be independent of the Ka¨hler class
J , when b+2 (S) > 1. However, this is no longer the case when b
+
2 (S) = 1 and b2(S) > 1. In
the following we shall restrict to the particular choice J = −KS, which corresponds to the
attractor chamber for generalized DT invariants.
Electric-magnetic duality suggests that (4.2) is a multivariate Jacobi form of weight
(−3
2
, 1
2
) with a suitable multiplier system. Since (4.3) transforms as a vector-valued mod-
ular form of weight (1
2
(b2(S) − 1), 12), this implies that (4.4) transforms as vector-valued
modular form of weight −1
2
b2(S)−1, which for a simply connected surface coincides with the
weight −1
2
χ(S) predicted in [43]. This expectation is borne out for N = 1, since in this case
hVW1,0 (τ) = η(τ)
−χ(S) (4.6)
for any manifold [49], where the Dedekind eta function η(τ) = q1/24
∏
n>0(1− qn) is modular
with weight 1/2. It is also supported by explicit computations for S = K3 at arbitrary
rank [43], provided the multicover formula (4.5) is used for non-primitive Chern vectors.
However, for N ≥ 2 and b+2 (S) = 1, modularity can only be expected after including non-
holomorphic contributions from boundaries of moduli space where the connections become
18The exponential prefactor is necessary to match our conventions for theta series in Appendix A. Without
this prefactor, the theta series would possess both holomorphic and anti-holomorphic index. When b2(S) = 1,
the series (4.3) becomes antiholomorphic (up to the same exponential prefactor), and ZVWN,J is the complex
conjugate of a skew-holomorphic Jacobi form [68].
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reducible [43]. For S = B9 the del Pezzo surface of degree 0 (also known as
1
2
K3, see §E for
a brief summary of the geometry of del Pezzo and Hirzebruch surfaces), generating functions
hVWN,µ,J(τ) were computed for any rank in a particular chamber in [40]
19, and turned out to
be weak quasi-modular forms, whose modular completion is obtained straightforwardly by
replacing the quasi-modular Eisenstein series E2(τ) by Ê2(τ) = E2(τ)− 3Im τ . For S = P2, the
non-holomorphic contribution for N = 2 is more involved and was obtained long ago in [43]
by borrowing results from the mathematics literature [69, 70]. For N = 3, it was obtained
only recently [25], using the method developed in [18].
4.2 Refined Vafa-Witten invariants
Refined VW invariants are defined by replacing the signed Euler number χ˜(M) in (4.5) by the
χy2-genus defined in footnote 8. Since the cohomology ofM is expected to be supported only
in Dolbeault degree (p, p) for the surfaces under consideration (as shown for S = P2 in [71])
one may use the Poincare´-Laurent polynomial P (M, y) defined in (3.1). Thus, after including
contributions from boundary of moduli space, the partition function of twisted N = 4 Yang-
Mills theory with a fugacity y = e(w) conjugate to the R-symmetry current is expected to be
given by
ẐVW,refN,J (τ, v, w) =
∑
µ∈ΛS/NΛS
ĥVW,refN,µ,J (τ, w)ϑ
VW
N,µ,J(τ, v), (4.7)
where ĥVW,refN,µ (τ, w) is the modular completion of the holomorphic generating function of
refined rational VW invariants
hVW,refN,µ,J (τ, w) =
∑
n≥0
crefN,µ,n,J(y)
y − y−1 q
n−N−1
2N
µ2−Nχ(S)
24 , (4.8)
given by the standard multicover prescription [72]
crefγ,J(y) =
∑
m|γ
(−1)m−1(y − 1/y)
m(ym − y−m) P (Mγ/m,J ,−(−y)
m) , (4.9)
where the Poincare´ polynomial was defined in (3.1). Note that in contrast to the definition
(3.2) of refined Donaldson-Thomas invariants, and in line with conventions in the literature,
the refined Vafa-Witten invariants for primitive charge vector are defined as the Poincare´
polynomial P (Mγ, ·) evaluated at +y, so that the coefficients are positive integers. For the
surfaces of interest the cohomology is supported in even degree (in fact, in Dolbeault degree
(p, p)) so that
crefγ,J(−y) = (−1)dC(Mγ,J )crefγ,J(y). (4.10)
The unrefined invariants (4.5) therefore arise in the limit y → 1, whereas the limit y → −1
produces the same invariants up to an overall sign (−1)dimCMγ,J . Since the parity of the
dimension given in (4.1) is independent of the second Chern class n, the relation (4.10)
implies that the generating functions (4.8) satisfy
hVW,refN,µ,J
(
τ, w +
1
2
)
= (−1)(N−1)(µ2−χ(OS))+1hVW,refN,µ,J (τ, w). (4.11)
19The generating functions in other chambers have been studied in [58, Section 6], and involve genuine
mock modular forms.
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It is natural to expect that (4.7) should transform as a multivariate Jacobi form of weight
(−1
2
, 1
2
) and suitable index. This implies that ĥVW,refN,µ (omitting J from the notation) should
transform as a vector-valued Jacobi form of weight −1
2
b2(S),
ĥVW,refN,µ
(
−1
τ
,
w
τ
)
= i(−1)N−1 (−iτ)
− b2(S)
2
N b2(S)/2
e
(
mS(N)
w2
τ
) ∑
ν∈ΛS/NΛS
e
(
−µ · ν
N
)
ĥVW,refN,ν (τ, w),
ĥVW,refN,µ (τ + 1, w) = e
(
−N−1
2N
µ2 − Nχ(S)
24
)
ĥVW,refN,µ (τ, w), (4.12)
ĥVW,refN,µ (τ, w + kτ + ℓ) = e
(−mS(N) (k2τ + 2kw)) ĥVW,refN,µ (τ, w),
where the index mS(N) remains to be specified. In support of this expectation, for N = 1,
the Betti numbers are known for any S [49], leading when b1(S) = 0 to a Jacobi form of
weight −1
2
b2(S) and index −2,
hVW,ref1,0 (τ, w) =
i
θ1(τ, 2w) η(τ)b2(S)−1
, (4.13)
where the Jacobi theta function20 θ1(τ, w) = i
∑
r∈Z+ 1
2
(−1)r− 12qr2/2yr is a Jacobi form of
weight 1/2 and index 1/2. In the limit w → 1/2, this reduces as it should to (4.6) upon using
θ1(τ, z + 1) = −θ1(τ, z) ∼ 2πz η(τ)3 as z → 0.
In order to predict the index of the generating functions (4.8) (or rather, their non-
holomorphic completion) under modular transformations, we shall rely on the known answer
for stacky invariants21 of the moduli space of semi-stable sheaves on the Hirzebruch surface
F1 (see §E for basic properties of these surfaces). For arbitrary rank N and in the chamber
where J is aligned along the elliptic fiber class f of F1, the generating function of stacky
invariants is given by ([73, Conjecture 4.1], proven in [74])
HN(τ, w) =
i(−1)N−1η(τ)2N−3
θ1(τ, 2Nw)
∏N−1
k=1 θ1(τ, 2kw)
2
(4.14)
for µ ·f = 0 mod N , or 0 otherwise, which is a Jacobi form of weight −1 and index −1
3
(4N3+
2N). We do not expect the weight or index to depend on whether (N, µ) is primitive or not.
Therefore, the generating function of rational VW invariants on S = F1 should have the same
weight and index in any chamber. Since F1 is isomorphic to the one-point blow-up of P
2, one
can obtain the generating function of refined VW invariants on P2 by applying the blow up
formula [75, 76], which amounts to dividing by
BN,k(τ, w) =
1
η(τ)N
∑
∑N
i=1
ai=0
ai∈Z+
k
N
e
(
−τ
∑
i<j
aiaj
)
y
∑
i<j(ai−aj). (4.15)
20Note that if φ(τ, w) is a Jacobi form of weight k and index m for a subgroup Γ ⊂ SL(2,Z), then φ(rτ, sw)
is a Jacobi form of weight k and index ms2/r for a level r congruence subgroup of Γ.
21Stacky invariants are polynomial combinations of the rational invariants crefn (y) which transform simply
under wall-crossing. Whenever the Chern vector is primitive and J lies inside the Ka¨hler cone they agree
with crefn (y).
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This factor arises from bundle moduli associated to the exceptional divisor, and transforms
as a vector-valued Jacobi form of weight −1
2
and index22 1
6
(N3 − N). We conclude that the
generating function (4.8) for S = P2 (or rather, its non-holomorphic modular completion)
has weight −1
2
= −1
2
b2(S) and index −3N3+N2 . This agrees with the results of [25] for N ≤ 3.
Similarly, by blowing up 1 ≤ k ≤ 8 generic points on P2, one obtains that the generating
function (4.8) for the del Pezzo surface S = Bk has weight −12(k + 1) and index −16(9 −
k)(N3−N)− 2N for any N . Since K2S = 9− k for S = Bk, this supports the conjecture that
for any almost Fano surface S with b1(S) = 0 and b
+
2 (S) = 1, the generating function (4.8)
should have the weight and index given by
wS = −1
2
b2(S), mS(N) = −1
6
K2S(N
3 −N)− 2N, (4.16)
In the next subsection, we shall compare the index (4.16) with the general prediction (3.38)
and confirm the universal value of the coefficient of the cubic term.
Since refined VW invariants are expected to be well-defined on any almost complex sur-
face, it is natural to ask what should be the weight wS(N) and index mS(N) of the generating
function23 ĥVW,refN,µ for an almost complex surface S with arbitrary values of b1(S) and b
+
2 (S).
Using similar arguments as in [43], we expect that the weight and index should be linear
combinations of the Euler number χ(S) and signature σ(S), which are the only topological
invariants which can be expressed as an integral over a local field,
wS(N) = aNχ(S) + bNσ(S), mS(N) = cNχ(S) + dNσ(S). (4.17)
The coefficients aN , bN , cN , dN can be determined by computing the weight and index for
two (non-birationally equivalent) four-manifolds. We can take for these four-manifolds, for
example, Fn and K3, which gives the formula (1.3) stated in the introduction,
wS(N) =
1
4
(σ(S)− χ(S)), mS(N) = −1
6
(2N3 +N)χ(S)− 1
2
N3σ(S). (4.18)
These expressions are in agreement with (4.16) for a Fano surface due to relations χ(OS) =
1
4
(χ(S) + σ(S)) = 1 and K2S = 2χ(S) + 3σ(S) = 12 − χ(S). As an independent check,
we verified that (4.18) also matches with the explicit generating functions for ruled surfaces
with the base given by a genus g Riemann surface [73]. In this case the weights of the
unrefined and refined partition functions (4.2) and (4.7) become
(
b1(S)− 12b+2 (S)− 1, 12 b+2 (S)
)
and
(
1
2
(b1(S)− 1), 12 b+2 (S)
)
, respectively, consistently with the fact that ẐVWN,J coincides with
the limit of (y − 1/y)χ(OS)ẐVW,refN,J as y → −1. Note that the weight in (4.18) is in agreement
with the weight wS = −5χ(OS)+K2S/2 for an algebraic surface S proposed in [48, Conjecture
1.10], while the index mS(N) only agrees with their proposal for N = 1, 2, 3 thanks to the
numerical coincidence N
3−N
6
= (N − 1)2 for these values.
22This follows by recognizing the numerator of (4.15) as a theta series of the form (A.1) with Φ = 1 for the
positive definite lattice AN−1, with v = w̺ where ̺ is the Weyl vector (
N−1
2 ,
N−3
2 , . . . ,
3−N
2 ,
1−N
2 ) of norm
(N3 −N)/3.
23When b+2 (S) > 1, both ĥ
VW,ref
N,µ and its unrefined counterpart include additional contributions from the
‘monopole branch’, analyzed recently in [45, 77].
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4.3 Local limit of elliptically fibered CY threefolds
In order to extract the modular completion of VW invariants from that of generalized DT
invariants for compact CY threefold, we consider a smooth elliptic fibration Y → S with a
single section over a compact, smooth almost Fano base S with b1(S) = 0 and b
+
2 (S) = 1. This
implies that χ(OS) = 1, such that the divisor S is rigid inside Y. This restricts S to be either
a Hirzebruch surface Fk with 0 ≤ k ≤ 2 or a del Pezzo surface Bk with 0 ≤ k ≤ 8 (if we were
to allow orbifold singularities on the base, then there are more possibilities corresponding
to reflexive two-dimensional polytopes). The Ka¨hler moduli space of Y includes Ka¨hler
deformations of the base and of the fiber, hence has dimension h1,1(Y) = b2(S) + 1. The
Ka¨hler cone of Y is generated by (ωe, ωα) where α = 1, . . . , h
1,1(S), while the Mori cone is
generated by the dual divisors (De, Dα). These divisors satisfy
D3e = Cαβc
α
1 c
β
1 , D
2
e ∩Dα = Cαβcβ1 , De ∩Dα ∩Dβ = Cαβ, Dα ∩Dβ ∩Dβ = 0, (4.19)
where Cαβ is the intersection matrix on S and c
α
1 are the components of the first Chern class,
given by
Cαβ =
∫
S
ωα ∧ ωβ, c1(S) = cα1 ωα. (4.20)
The divisor
[S] = De − cα1Dα (4.21)
can be identified with the base S of the elliptic fibration, or equivalently with its unique
section, since it satisfies
[S]3 = D3e , [S]
2 ∩Dα = [S] ∩Dα ∩Dβ = 0. (4.22)
The Euler number of Y is
χ(Y) = 2(h1,1(Y)− h2,1(Y)) = −60
∫
S
c21 = −60Cαβcα1 cβ1 , (4.23)
while the components of the second Chern class c2(TY) are
c2,e =
∫
S
(11c21 + c2), c2,α = 12Cαβc
β
1 , (4.24)
which ensures that [S]3 + c2(TY) ∩ [S] coincides with the Euler number χ(S) =
∫
S
c2(S) of
the base. Using [11, Eq.(3.3)] and χ(OS) = 112
∫
S
(c2 + c
2
1) = 1, we see that the dimension of
the space of deformations of S inside Y vanishes,
1
3
S3 +
1
6
c2(TY) · S − 2 = 1
6
∫
S
(c2(S) + c1(S)
2)− 2 = 2 (χ(OS)− 1) = 0, (4.25)
in agreement with the fact that the divisor S is rigid. The local limit is obtained by taking
te → ∞, so that the CY threefold degenerates to the total space Tot(KS) of the canonical
bundle over S.24
24In the case of elliptic fibrations with r > 1 sections one finds [58] that the intersection numbers in (4.19)
are rescaled by a factor of r, c2,α is still given by the second equation in (4.24), while the formulae for χ(Y)
and for c2,e are modified in such a way that [S]
3 + c2 ∩ [S] coincides with rχ(S). The number of complex
deformations (4.25) then becomes 2r − 2, so the divisor S is not rigid unless r = 1.
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For N D4-branes wrapping S, the magnetic charge is given by pa = Npa0 where p
a
0 =
(1,−cα1 ) are the components of the divisor [S] in (4.21), while the electric charges are given
by [78], [12, Eq.(3.5)]
qα = −
∫
S
i∗(ωα)
(
c1(F ) +
N
2
c1(S)
)
, qe = 0,
q0 =
1
2N
(
c1(F ) +
N
2
c1(S)
)2
+
N
24
χ(S)−N ∆(F ),
(4.26)
where ∆(F ) is the Bogomolov discriminant defined in (4.1) and i∗(ωα) is the pull back of the
Poincare´ dual of the divisor ωα under the inclusion S → Y. The consistency of these formulae
with the quantization conditions (2.1) can be checked by using Wu’s formula [43]
c1(F ) (c1(F ) + c1(S)) ∈ 2Z, (4.27)
the relation c21(S) = p
3
0, and the fact that the function
L0(p) =
1
6
p3 +
1
12
c2,ap
a (4.28)
is integer-valued since it coincides with
∑4
i=0(−1)i dimH i(Y,L) where L is the line bundle
associated to the divisor D defined by the vector pa [11]. When D is very ample, it is equal
to the number of complex deformations of D inside Y. In our case, [S] is not ample, but due
to (4.25) one finds
L0(p) = Nχ(OS) + N(N
2 − 1)
6
K2S, (4.29)
which is indeed integer. In particular, for N = 1 one has L0(p0) = χ(OS) = 1.
Using (4.26), the Dirac product between two charge vectors γi = (0, Nip
a
0, qi,a, q0) (or
equivalently, the reduced charge vectors γˇi = (Nip
a
0, qi,a)) can be written as
〈γ1, γ2〉 = cα1 (N1q2,α −N2q1,α) = KS · (N1 c1(F2)−N2 c1(F1)) (4.30)
in agreement with [78, Eq.(3.12)]. Furthermore, the invariant D0-brane charge (2.4) becomes
qˆ0 = q0 − 1
2N
Cαβqαqβ = −
∫
S
[
c2(F )− N − 1
2N
c21(F )
]
+
N
24
χ(S). (4.31)
Substituting this into the generating function (2.9), one finds that the power of q = e(τ)
precisely matches the one in the VW generating function (4.4).
Next, we compute the induced quadratic form on the lattice Λ,
κab = κabcp
c = N
(
0 0
0 Cαβ
)
. (4.32)
It is degenerate along the fiber direction, corresponding to the fact that the divisor [S] is
not ample. The standard decomposition of the electric charge (2.8) no longer holds in this
case, since the spectral flow leaves the charge qe along the fiber invariant. Fortunately, qe
automatically vanishes for a D4-brane wrapped on S, while other D4-brane configurations
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carrying qe 6= 0 necessarily wrap the elliptic fiber and are therefore exponentially suppressed
in the limit te →∞. The remaining part can be decomposed as
qα = µα +N Cαβǫ
β − N
2
2
Cαβc
β
1 , (4.33)
where ǫα runs over ΛS = H
2(S,Z). Since the lattice ΛS equipped with the intersection form
Cαβ is unimodular, µα runs over ΛS/(NΛS). The sum over the spectral flow parameter ǫ
α
leads to the Siegel-Narain theta series (3.30) which now takes the form
ϑSNNp0,µ(τ, v) =
∑
q∈NΛS+µ+N22 KS
(−1)NKS ·q e
(
− τ
2N
q2 +
iτ2
N
(q +Nb)2+ + qav
a
)
. (4.34)
This differs from the theta series (4.3) by the choice of the characteristic vector, N2KS and
NKS respectively, which leads to the following relation (see footnote 28)
ϑSNNp0,µ = (−1)(N−1)(µ
2+N
2
K2S) ϑVW
N,µ+ 1
2
N(N−1)KS , (4.35)
where we used Wu’s formula (4.27) to replace KS · µ by µ2.
The relation (4.35) shows that the translation from CY to VW conventions involves a
shift of the residual flux. Besides, comparing the definitions of the refined invariants (3.2)
and (4.9), one observes that the corresponding refinement parameters are related by a sign
flip. Therefore, we expect that the generating functions of MSW and VW invariants should
be related by
hrefNp0,µ(τ, w) = h
VW,ref
N,µ+ 1
2
N(N−1)KS(τ, w +
1
2
) , (4.36)
possibly up to an overall µ-independent sign. As a consistency check of this relation, one can
verify with help of the property (4.11) that the modular transformations (4.12) agree with
those in (3.14).
Most importantly, the relation (4.36) implies that the modular completions of the re-
spective generating functions should satisfy the same identity. In appendix F, we show that
this is indeed the case for P2 at rank N ≤ 3, with the relative sign chosen as in (4.36).25
This remarkable agreement gives strong evidence that our prescription for constructing the
modular completion of generating functions of refined VW invariants should hold for any rank
N ≥ 2 and for any smooth almost Fano surface with b1(S) = 0, b+2 (S) = 1. In appendix F.3
we make our prescription explicit for S = P2, N = 4.
Finally, it is suggestive to rewrite the (conjectural) formula (4.16) for the index of the
generating function of refined VW invariants in terms of the local Calabi-Yau geometry. Using
25Actually, assuming that both DT and VW invariants are given by the χy2 -genus of the respective moduli
spaces, one finds that the relation (4.36) between the generating functions (3.6) and (4.8) should have an extra
minus sign. However, this would lead to an additional factor (−1)N−1 in the relation (F.3) and correspondingly
to sign discrepancies in the modular completions. Thus, the comparison of the two completions suggests that
the DT invariants should be identified with minus the VW invariants. We do not yet understand yet the
reason for this overall sign flip, nonetheless, we observe that the VW invariants for P2 descend via blow-down
from the VW invariants of F1 in a particular chamber which contains more states than nearby chambers
[52, 79], unlike the usual attractor chamber in supergravity. This observation might be relevant for this sign
issue.
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(4.29), it is straightforward to see that the index (4.16) evaluates to
mS(N) = −L0(p)−N, (4.37)
where L0 is the function defined in (4.28), which is known to be integer. This is consistent
with (3.38) upon setting ρa = − 112c2,a, up to an integer shift by N , which can be viewed
as the largest integer such that pa/N is a primitive vector. This shift is consistent with the
linearity of m(p) + 1
6
p3 and, upon restricting to the BPS states with pa = Npa0, does not spoil
the derivation of (3.39) and hence of the integral representation for the instanton generating
potential. It is conceivable that this shift is related to the existence of a degenerate direction
in the quadratic form κab. It would be interesting to confirm the formula (4.37) for a wider
class of non-compact Calabi-Yau geometries, possibly with more singular quadratic form.
5. Holomorphic anomaly for refined Vafa-Witten invariants
In the previous section, we gave strong support that the modular completion of the generating
function of (refined) VW invariants should be given by the general prescription (3.12) for a
wide class of complex surfaces S. Despite being quite attractive, this conjecture apparently
raises a puzzle: as shown in [15, Prop. 9] in the unrefined case, the modular completion ĥp,µ
generically satisfies a holomorphic anomaly equation of the form
∂τ¯ ĥp,µ(τ) =
∞∑
n=2
∑
∑n
i=1 γˇi=γˇ
Jn({γˇi}, τ2) eπiτQn({γˇi})
n∏
i=1
ĥpi,µi(τ), (5.1)
where the coefficients Jn({γˇi}, τ2) are generically non-vanishing for all n’s. In contrast, for
the case S = 1
2
K3 studied in [40], it was found that the non-holomorphic completion satisfies
an equation of the form
∂τ¯ Ẑ
VW
N =
cte
τ2
∑
N=N1+N2
N1N2 Ẑ
VW
N1
ẐVWN2 , (5.2)
with only products of two partition functions appearing on the r.h.s. In this section, we shall
resolve this puzzle and establish a precise version of the holomorphic equation (5.2), as well
as its refined version, assuming that the modular completion of hVW,refp,µ is indeed given by the
prescription (3.12) for all N > 1.
5.1 Refined holomorphic anomaly for compact CY threefold
Let us first return to the compact case, and establish the holomorphic anomaly equation
satisfied by the modular completion ĥrefp,µ(τ) of the generating function of refined DT invariants,
ignoring the fact that these invariants may not be well-defined. Since the anomaly coefficients
Jn (5.1) given explicitly in [15, Eq.(5.36)] are expressed solely in terms of the functions En,
it is clear that the anomaly can be directly translated to ĥrefp,µ by replacing En by E refn . As a
result, one obtains
∂τ¯ ĥ
ref
p,µ(τ, w) =
∞∑
n=2
∑
∑n
i=1 γˇi=γˇ
J refn ({γˇi}, τ2, y) eπiτQn({γˇi})
n∏
i=1
ĥrefpi,µi(τ, w), (5.3)
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where
J refn ({γˇi}, τ2, y) =
i
2
Sym
∑
T∈TSn
(−1)nT−1∂τ2E refv0
∏
v∈VT \{v0}
E refv
 . (5.4)
Hence, for a reducible divisor class [D] = paωa, the antiholomorphic derivative of the modular
completion ĥrefp,µ is given by a sum of monomials in ĥ
ref
pi,µi
for all splittings pa =
∑n
i=1 p
a
i ,
multiplied by an indefinite theta series of signature (n − 1)(1, b2 − 1) with the kernel given
by J refn . Using the techniques in [18], one may express this theta series as an iterated Eichler
integral of an ordinary Gaussian theta series, justifying the name ‘mock Jacobi form of depth
n− 1’ for the holomorphic generating functions hrefp,µ.
The new feature here compared to the unrefined case is that the τ2-dependence in E refn
originates not only from the overall factor in the argument x of generalized error functions
(see (3.7)), but also due to the β-dependent shift in this argument since the τ2 derivative
in (5.4) is evaluated by keeping y and y¯ constant, while β = log(yy¯)/(4πτ2). As a result,
taking into account that the derivative lowers the order of generalized error functions [65],
the τ2-derivative gives
∂τ2E refn ({γi}, y) =
(−y)
∑
i<j γij
2nτ2
x′ · ∂xΦEn−1({vℓ};x)
=
(−y)
∑
i<j γij
2n−1τ2
n−1∑
k=1
(vk,x
′)
|vk| e
−π (vk,x)
2
v
2
k ΦEn−2({vℓ⊥k}ℓ 6=k;x), (5.5)
where
x′ = x− 2√2τ2 βp =
√
2τ2(q + b− βp) (5.6)
and vℓ⊥k denotes the projection of vℓ on the hyperplane orthogonal to vk.
5.2 Collinear charges
Let us now assume that the only possible allowed splittings of the magnetic charge pa are of
the form pa =
∑
iNip
a
0 where p
a
0 is a fixed vector such that p
a = Npa0, and Ni run over all
possible partitions of N . This case is relevant in particular for compact CY threefolds with
b2 = 1 such as the quintic, or for local Calabi-Yau threefolds, where p
a
0 is the class of the
divisor S. An important consequence of this assumption is that DT invariants Ω¯(γ, za) with
pa = Npa0 become independent of the b-field, which cancels from the relative central charge
in the large volume limit [13, Eq.(2.11)]
Im (Zγ1Z¯γ2) =−
1
2
[
(p2t
2) (qa,1 + (p1b)a)t
a − (p1t2) (qa,2 + (p2b)a)ta
]
=− 1
2
(p0t
2) (N2q1,a −N1q2,a) ta.
(5.7)
This is consistent with the fact that VW invariants depend only on the Ka¨hler class ta and
not on ba. Another remarkable consequence of the above restriction is that it ensures the
vanishing of all terms of degree higher than two in the holomorphic anomaly equation (5.3).
Namely, in appendix D we prove the following
Theorem 1. For n > 2, J refn = 0.
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Due to this theorem, the holomorphic anomaly for the completion of the generating
function of refined MSW invariants contains only one term quadratic in ĥrefNi,µi. Substituting
the explicit expression for J ref2 (D.4), one therefore obtains
∂τ¯ ĥ
ref
N,µ(τ, w) =
∑
N1+N2=N
q1,a+q2,a=qa
i(−y)γ12
2
√
2τ2
γ12 − βp30NN1N2√
p30NN1N2
e
−2πτ2 (γ12+βp
3
0NN1N2)
2
p3
0
NN1N2 eπiτQ2(γˇi,γˇ2)ĥrefN1,µ1 ĥ
ref
N2,µ2
.
(5.8)
This result can be used to get the holomorphic anomaly in the unrefined case which
must emerge in the limit y → 1. However, one should be careful evaluating this limit since
the result depends on the direction along which y approaches to 1. The correct way to
proceed is to take the holomorphic limit, i.e. set y¯ = 1 while sending y to 1. This is because
the holomorphic limit commutes with any modular operation such as construction of the
completion or evaluation of the shadow. Indeed, since w = 1
2πi
log y is a modular variable,
Taylor coefficients of an expansion in w of a modular function are also modular. In particular,
the holomorphic limit of (5.8) gives
∂τ¯ ĥN,µ(τ) =
∑
N1+N2=N
q1,a+q2,a=qa
(−1)γ12
8πi(2τ2)3/2
√
p30NN1N2 e
− 2πτ2γ
2
12
p3
0
NN1N2 eπiτQ2(γˇi,γˇ2)ĥN1,µ1 ĥN2,µ2 . (5.9)
This result indeed coincides with the direct evaluation of the holomorphic anomaly in the
unrefined case: the right-hand side of (5.9) is the explicit form of the quadratic term in (5.1),
whereas the vanishing of higher order terms for collinear D4-brane charges can also be shown
with some effort. However, this is more difficult than in the refined case due to the more
complicated form of the functions En (cf. (B.6), (B.9) and (3.10)), which demonstrates once
more the simplicity and power of the refined construction proposed here.
5.3 Partition function: unrefined case
We now examine the holomorphic anomaly of the partition function (3.29) in the collinear
case pa = Npa0, restricting to the attractor point t
a = λpa0 with λ ≫ 1. It will be convenient
to introduce
X SNp,q = e−S
cl
p −2πτ2(q+b)2+e
(− τ
2
q2 + qav
a
)
(5.10)
and denote ẐN = V −1p Ẑp where Ẑp was defined in (3.29), so that
ẐN =
∑
q
σγ ĥp,µX SNp,q . (5.11)
The non-holomorphic dependence on τ comes both from the completion ĥp,µ, governed by
(5.9), and from the explicit dependence on τ2 in (5.10). To obtain the holomorphic anomaly
equation, it suffices to multiply (5.9), by σγX SNp,q and convert the product of ĥNi,µi appearing
on the right-hand side into a product of two partition functions. To this end, we use the
following identity valid for γˇ1 + γˇ2 = γˇ
X SNp,q = e−πiτQ2(γˇ1,γˇ2) e2πτ2
(2 Im (Zγ1 Z¯γ2 ))
2
(pt2)(p1t
2)(p2t
2)X SNp1,q1X SNp2,q2. (5.12)
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Upon specifying (5.7) to the attractor point ta = λpa0, the argument of the exponential in
(5.12) simplifies to (
2 Im (Zγ1Z¯γ2)
)2
(pt2)(p1t2)(p2t2)
=
γ212
(pp1p2)
. (5.13)
As a result, all exponential factors cancel and one remains with
DẐN =
√
2τ2
32πi
∑
N1+N2=N
√
p30NN1N2 ẐN1ẐN2 , (5.14)
where
D = τ 22
(
∂τ¯ − i
4π
(∂c+ + 2πib+)
2
)
(5.15)
is designed to commute with the Siegel-Narain theta series and, acting on the completion
of a mock modular form, decreases its holomorphic weight by 2. This agrees with the fact
that both sides of (5.14) are modular forms of weight (−3
2
, 1
2
). Finally, rescaling the partition
function as
Ẑ ′N =
√
p30√
N
ẐN , (5.16)
one can further simplify the anomaly equation, which becomes
DẐ ′N =
√
2τ2
32πi
∑
N1+N2=N
N1N2 Ẑ ′N1Ẑ ′N2 , (5.17)
giving a precise and general version of the conjecture (5.2) from [40].
5.4 Refined partition function
Given the elegant form of the holomorphic anomaly equation for the unrefined partition
function (3.29), it is natural to ask whether its refined counterpart
ẐrefN = σp e−S
cl
p
∑
µ∈Λ∗/Λ
ĥrefp,µ ϑ
SN
p,µ =
∑
qa
σγ ĥ
ref
p,µX SNp,q , (5.18)
satisfies a similar equation. Indeed, (5.18) arises as the first term in the expansion (3.35) of
the refined instanton generating potential Gref and coincides up to a trivial factor with the
partition function (4.7) in the local CY case Y = Tot(KS),
26
ẐrefN (w) = σp e−S
cl
p (−1)N+N(N−1)2 K2S ẐVW,refN (w). (5.19)
The main difficulty is again to absorb all exponential factors appearing in the anomaly equa-
tion (5.8) for the refined generating function. As we now demonstrate, this goal can be
achieved using the same star product which has already appeared in the discussion of the
instanton generating potential in section 3.3.
26This follows from applying (4.36), (4.11) and (4.35). Importantly, the two µ-dependent sign factors
coming from the sign flip of the refinement parameter in the generating function and from the change of the
characteristic vector in the theta series cancel each other. Note also that in contrast to (4.36), this relation
does not involve any shift of w.
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The key observation is that the exponentials X SNp,q defined in (5.10) satisfy (for collinear
charges and for attractor values of the Ka¨hler moduli)
X SNp2,q2 ⋆ X SNp1,q1 = y¯−γ12e−2πτ2β
2(pp1p2)X SNp2,q2X SNp1,q1 (5.20)
with respect to the star product defined in (3.40). To reproduce not only the exponential
factor, but also the prefactor in (5.8), we actually need a bit more complicated property,
which reads as
1
4π2
(
∂v¯aX SNp2,q2 ⋆ ∂c˜aX SNp1,q1 − ∂c˜aX SNp2,q2 ⋆ ∂v¯aX SNp1,q1
)
= (γ12 − β(pp1p2)) y¯−γ12e−2πτ2β2(pp1p2)X SNp2,q2X SNp1,q1.
(5.21)
Combining it with (5.12), one finds
(γ12 − β(pp1p2))X SNp,q =
y¯γ12
4π2
e−πiτQ2(γˇi,γˇ2) e
2πτ2
(
γ212
(pp1p2)
+β2(pp1p2)
)
×
(
∂v¯aX SNp2,q2 ⋆ ∂c˜aX SNp1,q1 − ∂c˜aX SNp2,q2 ⋆ ∂v¯aX SNp1,q1
)
.
(5.22)
The factors on the right-hand side of this identity precisely cancel those appearing in the
anomaly equation (5.8) so that one obtains the following holomorphic anomaly equation for
the refined partition function
DẐrefN =
i(2τ2)
3/2
32π2
∑
N1+N2=N
1√
p30NN1N2
(
∂v¯aẐrefN2 ⋆ ∂c˜aẐrefN1 − ∂c˜aẐrefN2 ⋆ ∂v¯aẐrefN1
)
. (5.23)
Since the star product is modular invariant, both sides of this equation are now modular
forms of weight (−1, 1
2
). Rescaling the partition function as
Ẑ ′refN =
ẐrefN√
Np30
, (5.24)
the anomaly equation can be further simplified and becomes
DẐ ′refN =
i(2τ2)
3/2
32π2p30N
∑
N1+N2=N
(
∂v¯aẐ ′refN2 ⋆ ∂c˜aẐ ′refN1 − ∂c˜aẐ ′refN2 ⋆ ∂v¯aẐ ′refN1
)
. (5.25)
It is straightforward to check that in the (holomorphic) limit y → 1 this equation reduces
to (5.17). Furthermore, it is expected that the higher terms in the Taylor expansion around
y = 1 satisfy the holomorphic anomaly equation for the refined topological string proposed
in [59, Eq.(8.16)]. It would be very interesting to verify whether this is indeed the case.
6. Conclusions and future directions
In this paper we constructed a natural non-holomorphic completion ĥrefp,µ(τ, w) (3.12) of the
generating function of refined BPS invariants on a CY threefold Y, evaluated in the large
volume attractor chamber, and proposed that this completion must be a vector valued Jacobi
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form of specific weight and index. Since refined BPS invariants are mathematically well-
defined only when Y admits a C× action (which implies that it is non compact), this proposal
applies in such cases, which include toric Calabi-Yau threefolds and in particular local CY
geometries of the form Tot(KS), although it is conceivable that it holds even when the refined
invariants are not protected.
In the limit w → 0, this completion reduces to the one constructed in our earlier work [15],
allowing to sidestep many of the complications in this construction, which are now relegated
to the final step of extracting the residue at the pole at w = 0. In this sense, the proposed
completion is natural. However, unlike in the unrefined case where modularity followed from
general S-duality constraints on the vector multiplet moduli space MV , an analogue of this
constraint involving refined invariants is not known at present, and the modularity of ĥrefp,µ(τ, w)
should be viewed as conjectural.
Strong support for this conjecture comes from the local CY case Y = Tot(KS), where
BPS indices of D-branes supported on the base S are expected to be equal to VW invariants
of S. In this case, the partition function (4.7) built out of the generating functions is expected
to be modular, as a consequence of S-duality of N = 4 Yang-Mills theory. Unfortunately, it
is not known at present how to derive the non-holomorphic completion from a gauge theory
computation,27 and the known completions for U(2) and U(3) VW partition functions on P2
rely on expressing the holomorphic generating functions as Appell-Lerch sums and applying
mathematical recipes to find their modular completions. Remarkably, we have shown that
our natural construction reproduces exactly these modular completions (up to the sign flip
discussed in footnote 25), without prior knowledge of the invariants. Moreover, we have found
that at arbitrary rank N , the holomorphic anomaly equation reproduces the earlier proposal
of [40] in the unrefined limit, and have found its generalization (5.25) for refined invariants.
Clearly, it would be very useful to test these results at higher rank or on other surfaces.
If the completed generating functions ĥrefp,µ(τ, w) are indeed modular, then the construction
of §3.3 produces a natural function on MV × C× (where the second factor keeps track of
the dependence on the chemical potential y) which transforms as a Jacobi form of weight
(−1
2
, 1
2
) and index 0, generalizing the ‘instanton generating potential’ from [15]. Moreover,
this function has an extremely simple representation (3.45) in terms of solutions to the non-
commutative integral equations (3.43). These results suggest that the refinement induces a
quantization of the moduli space MV along with its twistor space, such that the modularity
of generating functions of refined invariants might follow from requiring a consistent action of
S-duality on these deformed spaces. It is also worth noting that the non-commutative integral
equations (3.43) are reminiscent of [34], where a non-commutative deformation of the TBA
equations from [28] involving three parameters θ, ǫ1 and ǫ2 was proposed. Comparing the
non-commutativity relation (3.42) with [34] suggests that one should identify our parameter
w = α− τβ as
α ∼ θ, β ∼ ǫ1. (6.1)
We hope to report on a detailed comparison of the two constructions elsewhere.
27Similar holomorphic anomalies are known for topological versions of N = 2, Nf = 4 and N = 2∗ theory,
and can be understood from the physical path integral in these cases [80, 81].
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Finally, returning to our main motivation, our results open the way to a detailed under-
standing of degeneracies of BPS black holes N = 2 in string theory. Having characterized
the precise modular properties of generating functions of BPS indices, one can in principle
determine them from the knowledge of their polar coefficients, which could be computed
by generalizing ideas in [82, 83]. Corrections to the Bekenstein-Hawking area law could in
principle be computed by applying the circle method for the completed partition functions
[54, 55]. It would be very interesting to understand the physical origin of the coefficient Rn
in the non-holomorphic completion, which presumably arises from a spectral asymmetry in
the continuum of the superconformal field theory describing wrapped five-branes, or alterna-
tively from boundaries of the moduli space of anti-selfdual configurations in the gauge theory
description.
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A. Theta series and modularity
A.1 Theta series and refinement
In this work we consider theta series of the following type
ϑp,µ(Φ, λ; τ, v) = τ
−λ/2
2
∑
q∈Λ+µ+ 1
2
p
(−1)q·pΦ(√2τ2(q + b)) e
(− τ
2
q2 + q · v) , (A.1)
where v = c− τb. Here Λ is a d-dimensional lattice equipped with a bilinear form (x,y) ≡
x ·y, where x,y ∈ Λ⊗R, such that its associated quadratic form has signature (n, d−n) and
is integer valued, i.e. q2 ≡ q · q ∈ Z for q ∈ Λ. Furthermore, p is a characteristic vector28,
µ ∈ Λ∗/Λ a glue vector, and λ an arbitrary integer. Provided the kernel Φ(x) satisfies the
following differential equation
Vλ · Φ(x) = 0, Vλ = ∂2x + 2π (x · ∂x − λ) , (A.2)
which we call Vigne´ras equation, and subject to suitable decay conditions on Φ(x)eπx
2
, then
under SL(2,Z) transformations
τ 7→ aτ + b
cτ + d
,
(
c
b
)
7→
(
a b
c d
)(
c
b
)
, v 7→ v
cτ + d
(A.3)
28A characteristic vector is an element p ∈ Λ such that q · (q + p) ∈ 2Z, ∀ q ∈ Λ. For distinct choices of
characteristic vectors, the theta series are related by ϑp,µ = (−1)(µ+ 12p)·(p−p′)ϑp′,µ+ 1
2
(p−p′).
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the theta series transforms as a vector-valued Jacobi form of weight (λ + d/2, 0) and index
−1/2 [84]. Namely,
ϑp,µ
(
Φ, λ;−1
τ
,
v
τ
)
=
(−iτ)λ+n2√|Λ∗/Λ| e
(
1
4
p2 − v
2
2τ
) ∑
ν∈Λ∗/Λ
e(µ · ν)ϑp,ν(Φ, λ; τ, v),
ϑp,µ(Φ, λ; τ + 1, v) = e
(−1
2
(µ+ 1
2
p)2
)
ϑp,µ(Φ, λ; τ, v). (A.4)
Note that (A.1) differs from the definition used in [12, 13, 14, 15] by the factor
Vp = e
(
1
2
v · b
)
. (A.5)
It changes the index of the theta series so that Vpϑp,µ transforms as a standard modular form
with vanishing index.
We are interested in the case where Λ = ⊕ni=1Λi and Λi are charge lattices associated to
divisors Di. Thus, the charges appearing in the description of the theta series (A.1) are of the
type q = (qa1 , . . . , q
a
n), whereas the vectors b and c are taken with i-independent components,
namely, bai = b
a, cai = c
a for i = 1, . . . , n, where ba and ca are the integrals of the Neveu-
Schwarz and Ramond-Ramond fields on the basis of two-cycles ωa ∈ H2(Y,Z). The lattices
Λi carry the bilinear forms κi,ab = κabcp
c
i which are all of signature (1, b2(Y)−1). This induces
a natural bilinear form on Λ
x · y =
n∑
i=1
(pixiyi) (A.6)
of signature (n, nb2 − n).
Let us now study the effect of inserting a factor y
∑
i<j γij into the summand of the theta
series. Defining y = e(w) and the nb2-dimensional vector p with components
pai = −
∑
j<i
paj +
∑
j>i
paj , (A.7)
this factor can be rewritten as e(wq · p). Hence, it can be absorbed into a redefinition of the
Jacobi variable, vˆ = v + wp,
y
∑
i<j γij e(q · v) = e(q · vˆ) . (A.8)
This observation suggests that under SL(2,Z) transformations the parameter w must trans-
form like v, i.e.
w → w
cτ + d
. (A.9)
Equivalently, upon decomposing w as w = α−τβ, the real parameters α and β must transform
as a doublet (
α
β
)
7→
(
a b
c d
)(
α
β
)
, (A.10)
and similarly for the vectors
bˆ = b+ βp, cˆ = c+ αp. (A.11)
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Indeed, it follows from the theorem stated at the beginning of this section that provided the
kernel Φ(x) satisfies Vigne´ras equation (A.2) and suitable decay conditions, then the following
refined theta series
ϑref
p,µ(Φ, λ; τ, v, y) = ϑp,µ(Φ, λ; τ, vˆ) (A.12)
= τ
−λ/2
2
∑
q∈Λ+µ+ 1
2
p
(−1)q·pΦ
(√
2τ2
(
q + b+
Re (log y)
2πτ2
p
))
y
∑
i<j γij e
(− τ
2
q2 + q · v)
transforms as a vector-valued Jacobi form of weight (λ+ nb2(Y)/2, 0) and index −1/2. Note
that modularity requires the y-dependent shift in the argument of the kernel which leads to
various important consequences.
A.2 Generalized error functions
In this appendix we recall the definition and some properties of the generalized error functions
introduced in [18, 65] and revisited from a more conceptual viewpoint in [85], and prove a
new identity which is used in the study of the instanton generating potential.
First, we define the generalized (complementary) error functions
En(M; u) =
∫
Rn
du′ e−π(u−u
′)tr(u−u′)sgn(Mtru′), (A.13)
Mn(M; u) =
(
i
π
)n
| detM|−1
∫
Rn−iu
dnz
e−πz
trz−2πiztru∏
(M−1z) , (A.14)
where z = (z1, . . . , zn) and u = (u1, . . . , un) are n-dimensional vectors, M is n× n matrix of
parameters, and we used the shorthand notations
∏
z =
∏n
i=1 zi and sgn(u) =
∏n
i=1 sgn(ui).
The detailed properties of these functions can be found in [65]. Here we just note that the
information carried by M is highly redundant. For instance, the generalized error functions
are invariant (up to sign) under rescaling of its columns. As a result, for n = 1 the dependence
on M drops out, whereas for n = 2 (respectively n = 3) they can always be expressed in
terms of functions parametrized only by one (respectively 3) parameters, e.g.
E2(α; u1, u2) := E2
((
1 0
α 1
)
; u
)
, E3(α, β, γ; u1, u2, u3) := E3
 1 0 0α 1 0
β γ 1
 ; u
 , (A.15)
and similarly forM2 andM3. This parametrization will be used to express the explicit results
for modular completions in appendix F. In the case of vanishing arguments one has [13,
Eq.(3.23)]
E2(α; 0, 0) =
2
π
Arctan(α). (A.16)
Next, we define the boosted versions of the generalized error functions. To write them
down, let us consider d × n matrix V which can be viewed as a collection of n vectors,
V = (v1, . . . , vn). We assume that these vectors span a positive definite subspace, i.e. Vtr · V
is a positive definite matrix. Let B be n× d matrix whose rows define an orthonormal basis
for this subspace. Then we define the boosted generalized error functions
ΦEn (V;x) = En(B · V;B · x), ΦMn (V;x) =Mn(B · V;B · x). (A.17)
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Both types of generalized error functions can be shown to be independent of B and solve
Vigne´ras equation (A.2) with λ = 0. However, whereas ΦEn ({vi};x) are smooth functions
of x ∈ Rnb2(Y), asymptotic to ∏ni=1 sgn(vi,x), the complementary functions ΦMn ({vi};x) are
smooth only away from the real-codimension-1 loci on Rnb2 , and are exponentially suppressed
for |x| → ∞. The ΦEn ’s provide the kernels for modular completions of indefinite theta series,
while the ΦMn ’s provide the non-holomorphic terms that must be added to reach that modular
completions.
Note that the generalized error functions can be lifted to solutions of Vigne´ras equation
with λ ∈ N by using the differential operator
D(v) = v ·
(
x+
1
2π
∂x
)
(A.18)
acting on the functions on Rnb2(Y). Its main feature is that it maps solutions of Vigne´ras
equation with parameter λ to another solution with λ+ 1.
An important fact is that the functions ΦEn can be expressed as linear combinations of
products of ΦMm and n−m sign functions with 0 ≤ m ≤ n, and vice-versa [65]:
ΦEn ({vi};x) =
∑
I⊆Zn
ΦM|I|({vi}i∈I ;x)
∏
j∈Zn\I
sgn(vj⊥I ,x), (A.19)
where the sum goes over all possible subsets (including the empty set) of the set Zn =
{1, . . . , n}, |I| is the cardinality of I, and vj⊥I denotes the projection of vj orthogonal to the
subspace spanned by {vi}i∈I . However, in the derivation of the integral form of the instanton
generating potential we will need a slightly modified version of this decomposition where x in
the argument of the sign functions is shifted by a certain vector. To state the corresponding
result, let us introduce a modification of the boosted complementary generalized error function
replacing the function Mn in its definition by a similar function with an additional shift of
the integration contour
ΦˆMn (V;x,χ) = Mˆn(B · V;B · x,B · χ), (A.20)
Mˆn(M; u, χ) =
(
i
π
)n
| detM|−1
∫
Rn−i(u−χ)
dnz
e−πz
tr
z−2πiztru∏
(M−1z) . (A.21)
Then we have
Proposition 1.
ΦEn ({vi};x) =
∑
I⊆Zn
ΦˆM|I|({vi}i∈I ;x,χ)
∏
j∈Zn\I
sgn(vj⊥I ,x− χ), (A.22)
Proof. First, we note that the dependence on χ of the right-hand side of (A.22) is locally
constant because the integration contours can be safely deformed provided they do not cross
the poles of the integrands. Next we note that the smoothness of ΦEn implies that all discon-
tinuities due to signs and contour integrals in (A.19) cancel. Then the same should be true
for the right-hand side of (A.22) as well. Indeed, the shift induced by χ just changes the
– 37 –
position of the discontinuities of both signs and integrals in the same way, and it does not
affect the jumps of individual terms since the integrands are independent of χ. It is clear
that smoothness in x also implies the smoothness in χ. Combined with the above fact that
the dependence on χ is locally constant, one obtains that the resulting function is actually
constant in χ and hence coincides with ΦEn .
A.3 Matrix of parameters
The main building blocks of the construction proposed in this work are the boosted generalized
error functions ΦEn−1({vℓ};x) where the vectors vℓ are defined in (3.11). In this appendix we
express them through the original generalized error functions (A.13).
According to (A.17), we should find the matrix B representing an orthonormal basis in
the subspace spanned by vℓ and evaluate the scalar products B · V and B · x. Note that
the vectors vℓ coincide with the vectors ve (B.8) computed for the trivial unrooted tree
•—•– · · · –•—•, with vertices labelled by charges γ1, . . . , γn consecutively. In [15, Appendix E]
it was shown that for any set of vectors defined by an unrooted tree, an orthonormal basis can
be constructed from a rooted ordered binary tree with leaves labelled by the charges, which
is derived in a certain way from the initial unrooted tree. Namely [15, Lemma 2]:29
B =
(
v˜1√
∆1
, . . . ,
v˜n−1√
∆n−1
)tr
,
V =
(√
∆1v1, . . . ,
√
∆n−1vn−1
)
,
(A.23)
where
v˜k =
∑
i∈IL(vk)
∑
j∈IR(vk)
vij,
∆k = v˜
2
k = (pvkpL(vk)pR(vk)),
(A.24)
L(v), R(v) are the two children of the vertex v, and Iv is the set of leaves which are descendants
of v. In our case, one can choose the binary tree to be as in Fig. 2. Then one finds
v˜k · vℓ =
{∑ℓ
j=1(ppjpk+1), k ≥ ℓ,
0, k < ℓ,
∆k =
k∑
i=1
k+1∑
j=1
(pipjpk+1),
(A.25)
while the matrix of parameters is lower triangular, given by
Mkℓ =
{√
∆ℓ
∆k
v˜k · vℓ, k ≥ ℓ,
0, k < ℓ.
(A.26)
29That Lemma was proven actually for the moduli dependent vectors uℓ. However, it is easy to see that
the same results apply to vℓ upon replacement of vectors uij by vij and combinations (pit
2)(pjt
2)(pkt
2) by
(pipjpk).
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Figure 2: The rooted binary tree encoding the orthonormal basis B and corresponding to the
unrooted tree of trivial topology shown at the bottom.
For the special case of equal charges where pi = p0 for i = 1, . . . , n, relevant for the discussion
around (3.22), the matrix reduces to
M(0)kℓ =
{
nℓ
√
ℓ(ℓ+1)
k(k+1)
p30, k ≥ ℓ,
0, k < ℓ.
(A.27)
B. Relevant functions
In this section, we provide the definition of various functions determining the completion ĥp,µ
and the theta series decomposition of the instanton generating potential G.
In fact, all these functions are uniquely determined by one set of functions g
(0)
n ({γˇi, ci}).
To define those, we take Tℓn,m to be the set of marked unrooted labelled trees with n vertices
and m marks assigned to vertices. Let mv ∈ {0, . . .m} be the number of marks carried by
the vertex v, so that
∑
vmv = m. Furthermore, the vertices are decorated by charges from
the set {γ1, . . . , γn+2m} such that a vertex v with mv marks carries 1 + 2mv charges γv,s,
s = 1, . . . , 1 + 2mv and we set γv =
∑1+2mv
s=1 γv,s. Given a tree T ∈ Tℓn,m, we denote the set of
its edges by ET , the set of vertices by VT , and the source and target vertex of an edge e by
s(e) and t(e), respectively.30 Then g
(0)
n is given by a sum over marked unrooted labelled trees
as follows [15, Eq.(5.27)]
g(0)n ({γˇi, ci}) =
(−1)n−1+
∑
i<j γij
2n−1n!
[(n−1)/2]∑
m=0
∑
T ∈Tℓn−2m,m
∏
v∈VT
V˜mv({γˇv,s})
∏
e∈ET
γs(e)t(e) sgn(Se),
(B.1)
where Sk =
∑k
i=1 ci and
V˜m({γˇs}) =
∑
T ′∈Tℓ2m+1
aT ′
∏
e∈ET ′
γs(e)t(e). (B.2)
Here for each tree T we introduced rational coefficients aT determined recursively by the
relation
aT =
1
nT
∑
v∈VT
ǫv
nv∏
s=1
aTs(v), (B.3)
30The orientation of edges on a given tree can be chosen arbitrarily, the final result does not depend on this
choice.
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where nT is the number of vertices, nv is the valency of the vertex v, Ts(v) are the trees
obtained from T by removing this vertex, and ǫv is the sign determined by the choice of
orientation of edges, ǫv = (−1)n+v with n+v being the number of incoming edges at the vertex.
Finally, we use the following definition of the sign function
sgn(x) =

−1, x < 0,
0, x = 0,
1, x > 0.
(B.4)
Given g
(0)
n , all other functions can be obtained via the following procedure:
• Setting the stability parameters to the attractor values, ci = βni, one obtains moduli-
independent functions E (0)n ({γˇi}), see (2.20).
• Dividing both g(0)n and E (0)n by a factor (−1)
∑
i<j γij
(
√
2τ2)n−1
, one finds that the resulting functions
depend on D2-brane charges, τ2 and the real part b
a of the Ka¨hler moduli only through
the combinations
xai =
√
2τ2(κ
ab
i qi,b + b
a), (B.5)
where κabi is the inverse of the quadratic form κi,ab = κabcp
c
i . Therefore, they can be
viewed as kernels of theta series of the type considered in appendix A.1 with xai being
the components of nb2(Y)-dimensional vector x.
• By adding contributions exponentially suppressed at large x, these kernels can be pro-
moted to smooth solutions of Vigne´ras equation (A.2) with λ = 0, which we call Φ˜ En
and Φ En , respectively.
• Finally, restoring the factor (−1)
∑
i<j γij
(
√
2τ2)n−1
, one defines En by
En({γˇi}, τ2) = (−1)
∑
i<j γij
(
√
2τ2)n−1
Φ En (x). (B.6)
To present the results for Φ˜ En and Φ
E
n following from (B.1), we have to define several sets
of nb2(Y)-dimensional vectors. The two basic sets are given by
(vij)
a
k = δkip
a
j − δkjpai such that vij · x = (pipj(xi − xj)),
(uij)
a
k = δki(pjt
2)ta − δkj(pit2)ta such that uij · x = (pjt2)(pixit)− (pit2)(pjxjt),
(B.7)
where ta = Im za and the bilinear form is defined in (A.6). For x as in (B.5), vij ·x =
√
2τ2γij
and uij · x = −2
√
2τ2 Im
[
ZγiZ¯γj
]
. Furthermore, for a tree T ∈ Tℓn,m, denote by T se and T te
the two disconnected trees obtained from T by removing the edge e. Then we introduce
another two sets of vectors
ve =
∑
i∈VT se
∑
j∈V
T te
vij, ue =
∑
i∈VT se
∑
j∈V
T te
uij . (B.8)
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With these definitions, one has [15, Eq.(5.32)]
Φ En (x) =
1
2n−1n!
[(n−1)/2]∑
m=0
∑
T ∈Tℓn−2m,m
[∏
v∈VT
Dmv({γˇv,s})
]
×
[ ∏
e∈ET
D(vs(e)t(e))
]
ΦEn−2m−1({ve};x),
(B.9)
where
Dm({γˇs}) =
∑
T ′∈Tℓ2m+1
aT ′
∏
e∈ET ′
D(vs(e)t(v)) (B.10)
is a differential operator constructed from (A.18) and ΦEn are (boosted) generalized error
functions reviewed in appendix A.2. The functions Φ˜ En (x) are given by the same expression
with the vectors ve appearing as parameters in Φ
E
n−2m−1 replaced by ue.
Note that in [15] it was shown that all contributions of trees with a non-zero number
of marks remarkably cancel in the sum over Schro¨der trees like (2.13) or (2.16). Therefore,
we could omit them from the very beginning arriving at a simpler set of functions g
(0)
n , En,
Φ˜ En and Φ
E
n . However, it is the function (B.1) with contributions of marks included that is
reproduced in the limit y → 1 of grefn defined in (3.3).
C. Refined instanton generating potential
In this appendix we rewrite the theta series decomposition (3.35) of the refined instanton
generating potential as a sum of iterated integrals of the same type which arise in the unrefined
case. To this end, we retrace the steps taken in [15], which allowed to rewrite the unrefined
potential as in (3.27).
First, we rewrite Gref as an expansion in the holomorphic generating functions hrefpi,µi.
This changes the kernels of the theta series, which now fail to be modular due to the modular
anomaly of hrefp,µ. The result (proven below in §C.1)31 is given by
Gref = 1
2π
√
τ2
∞∑
n=1
[
n∏
i=1
∑
pi,µi
σpih
ref
pi,µi
]
e−S
cl
p y−βm(p)Vp ϑrefp,µ
(
Φrefn ,−1
)
, (C.1)
where
Φrefn (x) =
∑
n1+···nm=n
nk≥1
Φ
∫
m(x
′)
m∏
k=1
Φtrnk(xjk−1+1, . . . , xjk). (C.2)
The first factor in (C.2),
Φ
∫
n(x) =
Φ
∫
1 (x)
2n−1
ΦˆMn−1({uℓ};x,
√
2τ2βp), (C.3)
31A similar statement in the unrefined case was stated as Conjecture 1 in [15]. Here we prove this claim in
a more general situation.
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is constructed from the function (3.32) and the modified version of the complementary error
functions introduced in appendix A.2. In the above formula it appears with the index m
equal to the number of parts in the partition of n. Correspondingly, it depends on x′ and p′
(the later dependence is not indicated explicitly) which are both mb2(Y)-dimensional vectors
with components
p′ak =
jk∑
i=jk−1+1
pai , x
′a
k = κ
′ab
k
jk∑
i=jk−1+1
κi,bcx
c
i , (C.4)
where κ′k,ab = κabcp
′c
k and jk are defined below (3.4). The other factors in (C.2) are given by
Φtrn (x) = (−y)−
∑
i<j γij
∑
T∈TSn
(−1)nT−1 (gref(0)v0 − E ref(0)v0 ) ∏
v∈VT \{v0}
E ref(0)v , (C.5)
where x is related to charges via (3.7). Comparing with (2.19), (the symmetrization of) these
functions can be recognized as a rescaled version of the refined tree index relating the refined
DT and MSW invariants. Namely,
Ω¯(γ, za, y) =
∑
∑n
i=1 γi=γ
(−y)
∑
i<j γij
(y − y−1)n−1 Φ
tr
n (x)
n∏
i=1
Ω¯MSW(γi, y), (C.6)
where the symmetrization is ensured by the sum over charges. Note that the power of y−y−1
disappears once this relation is rewritten in terms of the generating functions (3.5) and (3.6).
Given the relation (C.6), Gref can be rewritten as an expansion in the generating functions
of refined DT invariants hDT,refpi,qi . It is easy to see that such expansion is given by
Gref = 1
2π
∞∑
n=1
[
n∏
i=1
∑
pi,qi
σpi,qih
DT,ref
pi,qi
X θpi,qi
]
y−βm(p)+
∑
i<j γijΦ
∫
n(x), (C.7)
where σp,q ≡ σγ = e
(
1
2
paqa
)
σp is the quadratic refinement specified for our set of charges and
X θp,q = e−S
cl
p e
(
−τ
2
(q + b)2 + ca(qa +
1
2
(pb)a)
)
(C.8)
is a combination of three contributions evaluated for a single charge: the classical D3-brane
action, the exponential defining the theta series (A.1), and the factor Vp (A.5).
Next, we use the result proven in appendix E of [15] which states that for any unrooted
labelled tree T one has the following identity
Φ
∫
1 (x)
2n−1
ΦMn−1({ue};x) =
in−1
(2π)n
[
n∏
i=1
∫
z⋆i+R
dziWpi(xi, zi)
]
1∏
e∈ET
(
zs(e) − zt(e)
) , (C.9)
where
Wp(x, z) = e
−2πτ2z2(pt2)−2πi
√
2τ2 z (pxt) (C.10)
and z⋆i = − i (pixit)√2τ2(pit2) is the saddle point governing the integral over zi. On the left hand side
the data about T are encoded in the set of vectors ue (B.8). In our case this set is given by uℓ
defined in (3.34) which can be seen as vectors ue for the trivial unrooted tree •—•– · · ·–•—• .
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Furthermore, it is easy to see that if one replaces ΦMn−1 by its modified version Φˆ
M
n−1 appearing
in (C.3), on the right-hand side one simply changes z⋆i by
zγi = −
i (pi(xi −
√
2τ2βpi)t)√
2τ2(pit2)
= −i (qa + (pb)a) t
a
(pt2)
. (C.11)
Therefore, we conclude that the functions Φ
∫
n can be represented in the following integral
form
Φ
∫
n(x) =
[
n∏
i=1
∫
zγi+R
dzi
2π
Wpi(xi, zi)
]
in−1∏n−1
i=1 (zi − zi+1)
. (C.12)
Besides, due to the shift of the b-field produced by the refinement, one has
n∏
i=1
Wpi(
√
2τ2(qi + bˆi), zi) = e
(
−2τ2β
∑
i<j
(pipjt)(zi − zj)
)
n∏
i=1
Wpi(
√
2τ2(qi + bi), zi). (C.13)
Furthermore, since we work in the large volume limit ta → ∞, the contours zγi + R can
be deformed into the standard BPS rays ℓγi [28, 10] which in the z-plane go along the arcs
running from −1 to 1 and passing through zγi . Thus, substituting (C.12) and (C.13) into
(C.7) and taking into account the definition of hDT,refp,q , one obtains the representation (3.39),
where we decomposed the β-dependent power of y as in the original formula (3.35).
C.1 Proof of Eq.(C.1)
Substituting the explicit formula for the completion of the generating function (3.12) into the
refined potential (3.35) and rewriting it as an expansion in powers of hrefpi,µi, it is easy to see
that one gets (C.1) where the kernel Φrefn is given by
Φrefn (x) =
∑
n1+···nm=n
nk≥1
Φ̂refm (x
′)
m∏
k=1
 ∑
Tk∈TSnk
(−1)nTk−1Φ(+)v0
∏
v∈VTk\{v0}
Φ(0)v
 , (C.14)
where we introduced the rescaled versions of E ref(0)n and E ref(+)n 32
Φ(0)n =
1
2n−1
n−1∏
k=1
sgn(vk,x−
√
2τ2 βp), Φ
(+)
n = Φn − Φ(0)n , (C.15)
the trees Tk are labelled by the charges γˇjk−1+1, . . . , γˇjk , whereas the first factor depends
on the sums of charges in each subset γˇ′k = γˇjk−1+1 + · · · + γˇjk , or equivalently on the mb2-
dimensional vectors (C.4). Taking into account the explicit form of Φ̂refn (3.31), we see that the
kernel (C.14) can be visualized as a sum over Schro¨der trees, the leaves of which themselves
sprouting further Schro¨der trees. Regarding all these trees as parts of one big tree, one arrives
at the following representation
Φrefn = Φ
∫
1
∑
T∈TSn
(−1)nT−1
(
Φ˜v0 − Φv0
) ∑
T ′⊆T
∏
v∈VT ′\{v0}
Φv
∏
v∈LT ′\LT
(−Φ(+)v )
∏
v∈VT \(VT ′∪LT ′ )
Φ(0)v ,
(C.16)
32The shift of x in the argument of the sign function compensates the shift in (3.7) so that the resulting
function is β-independent.
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where the second sum goes over all subtrees T ′ of T containing its root33 and LT denotes the
set of leaves of T .
Let us now fix a tree T and a vertex v whose only children are leaves of T , i.e. v has
height 1. Then for each subtree T ′ with v ∈ LT ′ one can put into a correspondence another
subtree for which the children of v are added to the subtree, i.e. now v ∈ VT ′ and the rest
of T ′ is the same. The contributions of two such subtrees in (C.16) differ only by the factor
assigned to the vertex v: it is −Φ(+)v in the first contribution, whereas Φv in the second. Thus,
the two contribution recombine giving Φ
(0)
v as the weight assigned to the vertex.
After performing such recombination for all vertices of height 1, one moves to the next
level and considers v of height 2. Here again one picks up pairs of subtrees with v ∈ LT ′
and v ∈ VT ′ , respectively. But now the contribution of the latter is already the one after the
recombination done at the first step. As a result, the two contributions again differ only by
the factor assigned to the vertex v and the result of their recombination is the same as above:
the new factor is Φ
(0)
v .
In this way one covers all vertices of T up to the root. At the root one again compares two
contributions: one of the trivial subtree (see footnote 33) and another one from all previous
recombinations. Their sum leads to the weight Φ˜v0 − Φ(0)v0 assigned to the root. As a result,
one remains with the following kernel
Φrefn = Φ
∫
1
∑
T∈TSn
(−1)nT−1
(
Φ˜v0 − Φ(0)v0
) ∏
v∈VT \{v0}
Φ(0)v . (C.17)
It it worth noting that this formula makes it manifest that the kernel Φrefn is smooth across
walls of marginal stability, since all moduli dependence comes from Φ˜v0 .
Next, we should take into account the relation (A.22) between functions ΦEn and Φˆ
M
n with
χ =
√
2τ2βp. In our case n = kv0 − 1 where kv0 is the number of children of the root vertex,
and the vectors vi coincide with uℓ defined in (3.34). For such vectors one has
Proposition 2. Let I = {j1, . . . , jm−1} where 0 ≡ j0 < j1 < · · · < jm−1 < jm ≡ n. For
ℓ ∈ Zn−1 \ I find k such that jk−1 < ℓ < jk. Then one has
uℓ⊥I =
(pt2)∑jk
i=jk−1+1
(pit2)
u
jk−1+1,jk
ℓ where u
ij
ℓ =
ℓ∑
k=i
j∑
k′=ℓ+1
ukk′, i ≤ ℓ < j.
Proof. First, we prove the statement for the case of the set I consisting of one element which
we formulate as a Lemma.
Lemma 1.
uℓ⊥k =

(pt2)∑k
i=1(pit
2)
u1kℓ , ℓ < k,
(pt2)∑n
i=k+1(pit
2)
u
k+1,n
ℓ , ℓ > k.
33The sum also includes the contribution of the trivial subtree in which case the product over vertices should
read Φ
(+)
v0
∏
v∈VT
Φ
(0)
v .
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Proof. First, let us consider the case n = 3. A straightforward calculation gives
u21 = (pt
2)(p1t
2)(p2+3t
2), u22 = (pt
2)(p1+2t
2)(p3t
2),
(u1,u2) = (pt
2)(p1t
2)(p3t
2),
(C.18)
where we introduced the convenient notations pai+j = p
a
i + p
a
j . Using these results, one finds
u1⊥2 =
(pt2)
(p1+2t2)
u12, u2⊥1 =
(pt2)
(p2+3t2)
u23, (C.19)
which agrees with the statement of the Lemma since u121 = u12, u
23
2 = u23.
The case of arbitrary n then reduces to the case n = 3 by identifying
γ˜1 =
ℓ∑
i=1
γi, γ˜2 =
k∑
i=ℓ+1
γi, γ˜3 =
n∑
i=k+1
γi, (C.20)
for ℓ < k, or
γ˜1 =
k∑
i=1
γi, γ˜2 =
ℓ∑
i=k+1
γi, γ˜3 =
n∑
i=ℓ+1
γi, (C.21)
in the opposite case.
If I has several elements, let us find k as in the statement of the Proposition. We note that
the projection on the subspace orthogonal to the span of {ui}i∈I can be equivalently obtained
by first projecting with respect to ujk and then with respect to {ui⊥jk}i∈I\{jk}. According
to the Lemma, the latter set is equivalent to {u1jkjℓ }k−1ℓ=1 ∪ {ujk+1,njℓ }m−1ℓ=k+1, whereas the first
projection gives us uℓ⊥jk =
(pt2)∑jk
i=1(pit
2)
u
1jk
ℓ . Since u
1jk
ℓ is already orthogonal to any u
jk+1,n
jℓ
,
it remains only to do the orthogonal projection with respect to {u1jkjℓ }k−1ℓ=1 .34 This projection
we again split into two steps: with respect to u1jkjk−1 and {u1jkjℓ⊥jk−1}k−2ℓ=1 . The projections can
be evaluated using the Lemma provided one replaces n by jk since all components beyond
jk vanish. As a result, the first projection gives u
1jk
ℓ⊥jk−1 =
∑jk
i=1(pit
2)∑jk
i=jk−1+1
(pit2)
u
jk−1+1,jk
ℓ , whereas
the remaining set of vectors is equivalent to the span of {u1jk−1jℓ }k−2ℓ=1 . All these vectors are
orthogonal to u
jk−1+1,jk
ℓ and therefore there is no need to do any further projection. Combining
the prefactors, one recovers the statement of the Proposition.
Note that each set I = {j1, . . . , jm−1} provides an ordered partition of n = n1 + · · ·nm
with nk = jk − jk−1. Then according to the Proposition we have
Φ
∫
1 Φ˜n =
∑
n1+···nm=n
nk≥1
Φ
∫
m(x
′)
m∏
k=1
Φ˜(0)nk (xjk−1+1, . . . , xjk), (C.22)
where
Φ˜(0)n (x) =
1
2n−1
n−1∏
k=1
sgn(uk,x−
√
2τ2 βp) = (−y)−
∑
i<j γijgref(0)n ({γˇi, ci}, y). (C.23)
34If k = 1, there is already nothing to do. Similarly, if k = n− 1 one omits the previous step.
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Figure 3: An example of the effect of the partition on the tree for the case where the root has 6
children and the partition is 6 = 2 + 1 + 3.
The contribution of the trivial partition (m = 1) combined with Φ
(0)
v0 in (C.17) is equivalent
to Φ
∫
1Φ
tr
n and thus already has the required form (C.2). For non-trivial partitions, the effect
of substitution of (C.22) into (C.17) can be interpreted as a replacement of tree T by a new
tree Tk1,··· ,km ≡ T ′ with k1 + · · · km = kv0, which is constructed as follows. Group all children
of the original root v0 according to the decomposition of kv0 under consideration. If kj > 1,
all children in the jth group are connected to a vertex vj which is itself connected to the root
v′0 of the new tree. Otherwise the corresponding child is connected directly to the root (see
Fig. 3). The contribution assigned to the new tree is then given by
(−1)nT ′−1Φ ∫m
∏
v∈Chnew
(−Φ˜(0)v )
∏
v∈Chold
Φ(0)v
∏
v∈VT ′\{v′0∪Ch(v′0)}
Φ(0)v , (C.24)
where Chnew denotes the set of the added vertices vj, whereas Ch
old is the set of those children
of the root which have already been such children before the above operation and are not the
leaves. It is clear that the sum over trees T and partitions is equivalent to the sum over trees
T ′ supplemented by the sum over all possible assignments of ‘new’ and ‘old’ to the children
of the root. The latter sum can easily be evaluated and one obtains∑
T ′∈TSn
(−1)nT ′−1Φ
∫
v′0
∏
v∈Ch(v′0)\LT ′
(
Φ(0)v − Φ˜(0)v
) ∏
v∈VT ′\{v′0∪Ch(v′0)}
Φ(0)v . (C.25)
This result precisely coincides with the contribution of non-trivial partitions to (C.2). To see
this, it is enough to split T ′ into subtrees corresponding to descendants of the root which then
correspond to the trees in the formula (C.5), whereas the effect of the root is captured by the
sum over partitions. This completes the proof of (C.1).
D. Proof of the truncation theorem
In this appendix we prove Theorem 1 from section 5. Our first step is to establish some useful
properties of the orthogonal projections vℓ⊥k appearing as parameters of the generalized error
functions in (5.5), the factor assigned to the root vertex of each Schro¨der tree contributing to
the anomaly coefficient (5.4).
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Proposition 3. For collinear charges pai = Nip
a
0 with N =
∑n
i=1Ni, one has
vℓ⊥k =
{
N∑k
i=1Ni
v1kℓ , ℓ < k,
N∑n
i=k+1Ni
v
k+1,n
ℓ , ℓ > k,
where v
ij
ℓ =
ℓ∑
k=i
j∑
k′=ℓ+1
vkk′, i ≤ ℓ < j.
Proof. This Proposition is a direct analogue of Lemma 1 and their proofs are identical provided
one uses the following dictionary: u→ v, ta → pa0, (pit2)→ Ni. Note however that in contrast
to the Lemma this Proposition holds only for collinear charges.
This Proposition shows that after the orthogonal projection the set of vectors vℓ is split
into two sets of mutually orthogonal vectors, {vℓ⊥k}ℓ<k and {vℓ⊥k}ℓ>k (of course, for k = 1
and k = n− 1 one of these sets is empty). At the same time, the generalized error functions
are known to possess the property that if the vectors defining them are split into two mutually
orthogonal sets, the function is given by a product of two generalized error functions of lower
ranks evaluated on the respective sets of vectors. Therefore, we can rewrite (5.5) as
∂τ2E refn =
(−y)
∑
i<j γij
2n−1τ2
n−1∑
k=1
(vk, xˇ)
|vk| e
−π (vk,x)
2
v
2
k ΦEk−1({v1kℓ }k−1ℓ=1 ;x)ΦEn−k−1({vk+1,nℓ }n−1ℓ=k+1;x)
=
n−1∑
k=1
Ak({γˇi}ni=1, y) E refk ({γˇi}ki=1, y) E refn−k({γˇi}ni=k+1, y), (D.1)
where we set ΦE0 = 1, whereas in the last line we used the definition (3.10) of E refn , the fact
that ∑
1≤i<j≤n
γij =
∑
1≤i<j≤k
γij +
∑
k+1≤i<j≤n
γij +
k∑
i=1
n∑
j=k+1
γij, (D.2)
and introduced
Ak({γˇi}ni=1, y) = J
(
k∑
i=1
γˇi,
n∑
i=k+1
γˇi; y
)
, J(γˇ1, γˇ2; y) =
(−y)γ12
2τ2
(v12, xˇ)
|v12| e
−π (v12,x)
2
v
2
12 . (D.3)
As a result, each Schro¨der tree produces a sum of contributions given by a product of
two Schro¨der trees, obtained by cutting the original tree at the root between the kth and the
(k+ 1)th children, for which every vertex carries a factor of E refv , and of the factor Ajk where
jk is the number of leaves in the first subtree. The latter number can also be expressed as
jk = n(T1) + · · ·+n(Tk) where n(T ) is the number of leaves of a rooted tree T and Ti are the
subtrees growing from descendants of the root v0. Then it is easy to see that for each such
product there are four Schro¨der trees which produce it, and the resulting four contributions
cancel each other as shown in Fig. 4. In fact, if k = 1, the second and fourth trees do not
exist (they spoil the definition of a Schro¨der tree) and the cancelation happens just between
two trees. Similarly, if k = kv0 , the third and fourth do not exist.
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Figure 4: Combination of contributions to the anomaly coming from four Schro¨der trees. The
green dashed lines show how each tree is cut to produce the contribution at the bottom.
The only special case when three of the four shown trees do not exist is n = 2. Then only
the first tree contributes and there is no cancelation giving35
J ref2 =
i
2
Sym J(γˇ1, γˇ2; y)
=
i(−y)γ12
4
√
2τ2
γ12 − β(pp1p2)√
(pp1p2)
e
−2πτ2 (γ12+β(pp1p2))
2
(pp1p2) + (1↔ 2),
(D.4)
where we evaluated all contractions with the bilinear form. For all other n’s, all contributions
cancel and J refn vanish. This proves the statement of the Theorem.
E. Geometric data for Hirzebruch and del Pezzo surfaces
In this appendix, we provide the geometric data for the complex surfaces used in constructing
local Calabi-Yau threefolds in §4.3.
• For the Hirzebruch surface S = Fk (also known as ruled rational surface), defined as the
projectivization of the O(k) ⊕ O(0) bundle over P1, one has b2(S) = 2 and χ(S) = 4.
Using the same basis as in [86, §4.1.1] (see also [41, §A.2]), we get
Cαβ =
(
0 1
1 k
)
, Cαβ =
(−k 1
1 0
)
,
cα1 = (2− k, 2), c2,e = 92, c2,α = 12Cαβcβ1 = 12(2, 2 + k),
(E.1)
hence
K2S = [S]
3 = 8, [S] ∩ c2(TY) = −4. (E.2)
35Note that for n = 2, p = v12.
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• For the del Pezzo surface S = Bk, defined as the blow-up of P2 over k generic points,
one has b2(S) = k + 1, χ(S) = k + 3. Using the same basis as in [86, §4.1.2], we get
Cαβ =

0 1 1 . . . 1
1 0 1 . . . 1
... 0 1 1
1 . . . 1 0 1
1 . . . 1 1 1
 , Cαβ =

−1 0 0 . . . 1
0 −1 0 . . . 1
... −1 0 1
0 . . . 0 −1 1
1 . . . 1 1 2− k
 ,
cα1 =(1, . . . , 1, 3− k), c2,e = 102− 10k, c2,α = 12Cαβcβ1 = 12(2, . . . , 2, 3),
(E.3)
hence
K2S = [S]
3 = 9− k, [S] ∩ c2(TY) = 2k − 6. (E.4)
Note that B1 = F1, whereas B0 = P
2. Smooth elliptic fibrations for these two cases have been
discussed in detail in [58]. For k = 9, B9 is almost Fano and known as the rational elliptic
surface or half-K3. Vafa-Witten invariants on B9 were studied in [40, 87, 58].
F. Modular completion of Vafa-Witten invariants on P2
In this appendix we provide a detailed comparison of the modular completion of the generating
function of refined VW invariants on S = P2 for ranks N = 2 and 3 known in the literature
[25] with the prediction of our general formula (3.12), and spell out prediction for N = 4.
Applying the general formulae of §4.3 to the case at hand supplemented by the data in
(E.3) with k = 0, one obtains that the D4-brane charge for the divisor [P2] is pa0 = (1,−3)
and p30 = 9, such that the Dirac product (4.30) becomes
〈γ1, γ2〉 =3(N1q2 −N2q1). (F.1)
Since b2(P
2) = 1, the choice of J inside the Ka¨hler cone is irrelevant, and the first Chern class
µ is an integer modulo the rank N . It will be convenient to define
hVW,refN,µ (τ, w) = gN,µ(τ, w)
(
hVW,ref1,0 (τ, w)
)N
, (F.2)
where hVW,ref1,0 was given in (4.13), and similarly for the modular completion ĥ
VW,ref
N,µ , so that
ĝN,µ transforms as a vector valued Jacobi form of weight
1
2
(N − 1) and index −3
2
(N3 − N).
The identification (4.36) implies
g′N,µ(τ, w) = gN,µ+ 1
2
N(N−1)(τ, w +
1
2
), (F.3)
where g′N,µ is the function defined by h
ref
Np0,µ
similarly to (F.2). Below we verify that once this
relation is satisfied, it continues to hold for the respective modular completions. To this end,
we borrow the results for ĝN,µ at N = 2 and N = 3 from [43, 25].
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F.1 Rank 2
For N = 2, the generating functions of refined VW invariants were computed in [50, 51],
generalizing the unrefined case in [88]. They are closely related to the generating function of
Hurwitz class numbers [69]. The modular completion is given by [69, 43, 54]
ĝ2,µ = g2,µ +
1
2
∑
ℓ∈Z+µ/2
[
E1(
√
τ2(2ℓ+ 6β))− sgn(ℓ)
]
q−ℓ
2
y6ℓ. (F.4)
This should be compared with the result of our general prescription which, after extracting
the square of href1,0(τ, w) as in (F.2), reads
ĝ′2,µ = g
′
2,µ +
∑
q1+q2=µ
(−y)γ12
2
(
E1
(√
2τ2(γ12 + β(pp1p2))√
(pp1p2)
)
− sgn(γ12)
)
eπiτQ2(γˇ1,γˇ2), (F.5)
where γˇ1 = (p
a
0, (0, q1)), γˇ2 = (p
a
0, (0, q2)). For this set of charges (F.1) gives γ12 = 3(q2 − q1),
whereas (pp1p2) = 2p
3
0 = 18 and Q2(γˇ1, γˇ2) = −12 (q2−q1)2. According to (4.33), both charges
are decomposed as qi = ǫi +
1
2
where ǫi ∈ Z. Therefore, q2 − q1 = 2ǫ2 − µ + 1 and if we set
q2 − q1 ≡ 2ℓ, then ℓ ∈ Z + (µ + 1)/2. Substituting all these quantities into (F.5), one finds
perfect agreement with (F.4) provided one uses the identification (F.3).
F.2 Rank 3
ForN = 3, the generating functions of refined VW invariants were computed in [25, Eqs.(6.18),
(6.22)], generalizing results in the unrefined case in [89, 90]. The modular completion is given
by [25, Eqs.(6.20), (6.28)]
ĝ3,0 = g3,0 −
∑
µ=0,1
g2,µR1,µ/2(τ, 6w)− 1
4
R2,0(τ, 6w)− 1
12
,
ĝ3,±1 = g3,1 − g2,0
2
[
R1, 1
3
(τ, 6w)− R1, 1
3
(τ,−6w)
]
− g2,1
2
[
R1, 1
6
(τ, 6w)− R1, 1
6
(τ,−6w)
]
− 1
4
R2,(− 1
3
, 1
3
)(τ, 6w),
(F.6)
where
R1,α(τ, w) =
∑
ℓ∈Z+α
[
sgn(ℓ)− E1
(√
3τ2(2ℓ+ β)
)]
y6ℓ q−3ℓ
2
, (F.7)
R2,α(τ, w) =
∑
(k3,k4)∈Z2+α
[
sgn(k3) sgn(k4) −E2
(
1√
3
;
√
τ2(2k3 − k4 + β),
√
3τ2(k4 + β)
)
− (sgn(k4)− E1 (√3τ2(k4 + β))) sgn(2k3 − k4) (F.8)
− (sgn(k3)− E1 (√3τ2(k3 + β))) sgn(2k4 − k3)]yk3+k4 q−k23−k24+k3k4,
and we used the parametrization (A.15) for the generalized error function of rank 2. Note
the identity
R1,−α(τ,−w) = −R1,α(τ, w). (F.9)
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Figure 5: Schro¨der trees contributing to the completion for N = 3. We indicated in red the Ni’s
assigned to the leaves of the trees.
This should be compared with the result of our general prescription, where each term
originates from one of the Schro¨der trees shown in Fig. 5,
ĝ′3,µ = g
′
3,µ +
1
2
∑
q1+q2=µ+
3
2
g′2,µ1 e
(
− τ
12
(2q2 − q1)2
)
(F.10)
×
[
(−y)3(2q2−q1)
(
E1
(√
τ2
3
(2q2 − q1 + 18β)
)
− sgn(2q2 − q1)
)
+(−y)3(q1−2q2)
(
E1
(√
τ2
3
(q1 − 2q2 + 18β)
)
− sgn(q1 − 2q2)
)]
+
1
4
∑
q1+q2+q3=µ+
3
2
(−y)6(q3−q1) e
(
−τ
6
(
(q2 − q1)2 + (q3 − q2)2 + (q3 − q1)2
))
×
[
ΦE2 (v1, v2,x)− sgn(q2 + q3 − 2q1) sgn(2q3 − q1 − q2)−
1
3
δq1=q2=q3
−
(
E1
(√
τ2
3
(2q3 − q1 − q2 + 18β)
)
− sgn(2q3 − q1 − q2)
)
sgn(q2 − q1)
−
(
E1
(√
τ2
3
(q2 + q3 − 2q1 + 18β)
)
− sgn(q2 + q3 − 2q1)
)
sgn(q3 − q2)
]
,
where
ΦE2 (v1, v2,x) = E2
(
1√
3
,
√
τ2(q2 − q1 + 6β),
√
τ2
3
(2q3 − q1 − q2 + 18β)
)
. (F.11)
In the second term on the r.h.s. of (F.10) the charges are decomposed as q1 = 2ǫ1 + µ1
and q2 = ǫ2 +
1
2
. Therefore 6ℓ ≡ q1 − 2q2 = 6ǫ1 − 2µ + 3(µ1 + 1), which implies that
ℓ ∈ Z− µ/3 + (µ1 + 1)/2. The second term then reads
1
2
∑
µ1=0,1
g′2,µ1+1(τ, w)
∑
ℓ∈Z− 1
3
µ+ 1
2
µ1
[
(−y)−18ℓ (E1(√3τ2(−2ℓ+ 6β)− sgn(−ℓ))
+ (−y)18ℓ (E1(√3τ2(2ℓ+ 6β)− sgn(ℓ))] q−3ℓ2
=
1
2
∑
µ1=0,1
g2,µ1(τ, w +
1
2
)
[
R1,− 1
3
µ+ 1
2
µ1
(−6(w + 1
2
))−R1,− 1
3
µ+ 1
2
µ1
(6(w + 1
2
))
]
= − 1
2
g2,0(τ, w +
1
2
)
[
R1, 1
3
µ(6(w +
1
2
))− R1, 1
3
µ(−6(w + 12))
]
− 1
2
g2,1(τ, w +
1
2
)
[
R1,− 1
3
µ+ 1
2
(6(w + 1
2
))−R1,− 1
3
µ+ 1
2
(−6(w + 1
2
))
]
,
(F.12)
where we used (F.3) at the second step and (F.9) to get the last line. Taking into account that
for µ = 0 the functions in the brackets can be added by using again (F.9) and R1,α = R1,α+1,
this term agrees precisely with the corresponding contributions in (F.6) with shifted w.
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Figure 6: Schro¨der trees contributing to the completion for N = 4. In the last row all Ni = 1 and
are not indicated. For each group of trees with the same set of Ni we also show the decomposition
of charges qi and the definition of the independent set of summation variables.
Next we move to the third term in (F.10) where all charges are decomposed as qi = ǫi+
1
2
,
ǫi ∈ Z. We set k1 = −ǫ1 + µ/3 and k2 = −(ǫ1 + ǫ2) + 2µ/3. This term then reads
1
4
∑
k1∈Z+µ3
∑
k2∈Z+ 2µ3
(−y)6(k1+k2) q−k21−k22+k1k2
[
E2
(
1√
3
,
√
τ2(2k1 − k2 + 6β),
√
3τ2(k2 + 6β)
)
−sgn(k1) sgn(k2)−
(
E1
(√
3τ2(k2 + 6β)
)− sgn(k2)) sgn(2k1 − k2) (F.13)
− (E1 (√3τ2(k1 + 6β))− sgn(k1)) sgn(2k2 − k1)]− δµ=0
12
.
Note that the generalized error function E2 appearing in (F.13) is invariant under k1 ↔ k2
by [18, Corollary 3.10]. Therefore, identifying (k1, k2) with (k4, k3) in (F.8), one finds that
(F.13) equals
−1
4
R2,µ
3
(−1,1)(τ, 6(w +
1
2
))− δµ=0
12
, (F.14)
thus reproducing the last terms in (F.6). Given that for N = 3 the shift of µ in (F.3) is
irrelevant, we conclude that the completion (F.10) perfectly agrees with the one found in [25].
F.3 Rank 4
For N = 4, the generating functions of refined VW invariants were computed in [53], as an
example of a general procedure valid for arbitrary N . Our general prescription (3.12) predicts
that the modular completion should be given by a sum over the trees shown in Fig. 6, where
we also indicate the decomposition of charges and the definition of the variables to be summed
up. Taking into account the relation (F.3), one then arrives at the following prediction
ĝ4,µ = g4,µ +
1
2
∑
µ1=0,1,2
g3,µ1
∑
ℓ∈Z+µ
4
−µ1
3
q−12ℓ
2
[
y36ℓM(2
√
6, 3; ℓ) + y−36ℓM(2
√
6, 3;−ℓ)
]
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+
1
2
∑
µ1=0,1
g2,µ1 g2,µ−µ1
∑
ℓ∈Z+µ
4
−µ1
2
q−2ℓ
2
y24ℓM(2
√
2, 6; ℓ)
+
1
4
∑
µ1=0,1
g2,µ1
∑
k1∈Z+µ4−
µ1
2
∑
k2∈Z+ 12 (µ−µ1)
q−4k
2
1−k22
×
{
y6(4k1+k2)
[
E2
(
1√
2
; 2
√
τ2
3
(2k1 − k2 + 9β), 2
√
2τ2
3
(k1 + k2 + 9β)
)
− s(k1, k1 + k2)
−M
(
2
√
2
3
, 9; k1 + k2
)
sgn(2k1 − k2)−M
(
2
√
2, 6; k1
)
sgn(2k1 + k2)
]
+y18k2
[
−E2
(
1
2
√
2
; 2
√
τ2
3
(2k1 − k2 − 18β), 2
√
2τ2
3
(k1 + k2 + 9β)
)
− s(k2 − k1, k1 + k2)
+M
(
2
√
2
3
, 9; k1 + k2
)
sgn(2k1 − k2)−M
(
2
√
2
3
, 9; k2 − k1
)
sgn(2k1 + k2)
]
+y−6(4k1+k2)
[
E2
(
1√
2
; 2
√
τ2(k2 − 3β), 2
√
2τ2 (k1 − 6β)
)
− s(k1, k1 + k2)
−M
(
2
√
2
3
,−9; k1 + k2
)
sgn(2k1 − k2)−M
(
2
√
2,−6; k1
)
sgn(k2)
]}
+
1
8
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k1∈Z+µ4
∑
k2∈Z+µ2
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k3∈Z−µ4
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2
1−k1k2+k22−k2k3+k23) y6(k1+k2+k3)
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1√
3
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1√
6
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1
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√
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√
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√
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3
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3
(
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√
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2
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2
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)[
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2
3
, 9; k1
)[
sgn(3k2 − 2k1)sgn(3k3 − k1) + 1
3
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3
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2
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+M
(√
2, 12; k2
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, (F.15)
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where we introduced convenient notations
M(a, b; ℓ) = E1 (a
√
τ2(ℓ+ bβ))− sgn(ℓ), (F.16)
s(k1, k2) = sgn(k1) sgn(k2) +
1
3
δk1=k2=0 . (F.17)
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