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We present new interior regularity criteria for suitable weak solu-
tions of the magnetohydrodynamic equations in dimension three:
a suitable weak solution is regular near an interior point z if
the scaled Lp,qx,t -norm of the velocity with 1  3/p + 2/q  2,
1  q  ∞ is suﬃciently small near z and if the scaled Ll,mx,t -
norm of the magnetic ﬁeld with 1 3/l + 2/m  2, 1m ∞
is bounded near z. Similar results are also obtained for the vortic-
ity and for the gradient of the vorticity. Furthermore, with the aid
of the regularity criteria, we exhibit some regularity conditions in-
volving pressure for weak solutions of the magnetohydrodynamic
equations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We study the regularity problem for suitable weak solutions (u, B, p) : R3 × I → R3 × R3 × R of
the three-dimensional incompressible magnetohydrodynamic equations
(MHD)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut −u + (u · ∇)u − (B · ∇)B + ∇
(
p + |B|
2
2
)
= 0,
Bt −B + (u · ∇)B − (B · ∇)u = 0,
divu = 0, div B = 0,
u(x,0) = u0(x), B(x,0) = B0(x)
in R3 × I. (1)
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and the ﬂuid pressure, respectively. We assume that initial data u0 and B0 are suﬃciently regular, for
example u0, B0 ∈ H2(R3). Magnetohydrodynamics is the study of the dynamics for electrically con-
ducting ﬂuids which is frequently generated in the nature and industry, e.g. plasma and liquid metals
(see e.g. [2]). We note that ∇( |B|22 ) is irrotational and makes no contribution to the vorticity equation
like the ﬂuid pressure p. Thus |B|
2
2 is referred typically as magnetic pressure. In this paper, for the
convenience of our analysis, we take p + |B|22 as a scalar pressure, which is denoted by π := p + |B|
2
2 .
By suitable weak solutions we mean functions which solve (1) in the sense of distributions and
satisfy some integrability conditions and the local energy inequality (for details, see Deﬁnition 2.1 in
Section 2). For a point z = (x, t) ∈ R3 × R+ , we denote
Bx,r :=
{
y ∈ R3: |y − x| < r}, Q z,r := Bx,r × (t − r2, t), r < √t.
We say that solutions u and B are regular at z ∈ R3 × I if u ∈ L∞(Q z,r) and B ∈ L∞(Q z,r) for some
Q z,r ⊂ R3 × I , r > 0. Otherwise it is said that u and B are singular at z.
In the absence of magnetic ﬁeld, (1) becomes the Navier–Stokes equations (NS). Although the
existence of global weak solution of both (MHD) and (NS) is known (see e.g. [13] and [3]), it remains
open whether or not such weak solutions may become singular in ﬁnite time even if all data are
smooth. One type of condition ensuring regularity for (NS) involves zero-dimensional integrals
‖u‖Lp,q(R3×I) < ∞,
3
p
+ 2
q
= 1, 3 p ∞, (2)
where
‖u‖Lp,q(R3×I) :=
∥∥∥∥u(x, t)∥∥Lpx (R3)∥∥Lqt (I).
Lots of signiﬁcant contributions have been made in this direction on the matter of uniqueness and
regularity of weak solutions for (NS) (see e.g. [4–6,11,17,19–22]). It is, however, not obvious due to
the presence of magnetic ﬁeld whether or not only the condition (2) implies regularity for (MHD)
with no additional assumption on magnetic ﬁeld. Nevertheless, it was shown in [10] that ‖u‖Lp,q < ∞
with 3 < p ∞ is suﬃcient for regularity of weak solutions to (MHD) (see [8] for results in the
setting of Lorentz space). It was, very recently, proved in [15] that such regularity criteria are valid for
local interior case when 3 < p ∞, but for the limiting case p = 3, q = ∞ regularity was obtained,
when L3,∞loc -norms of B as well as u is assumed to be ﬁnite.
The main objective of this paper is to present new suﬃcient conditions for the regularity of suit-
able weak solutions to (MHD) in the interior, in terms of the scaled mixed norm of velocity and
magnetic ﬁelds. The motivation of our study is initiated by the work of [9]. An interesting feature
of our results is that the smallness of some non-dimensional quantities is required only for velocity
ﬁeld but not for magnetic ﬁeld. For magnetic ﬁeld, instead of smallness, it suﬃces to assume uniform
bounds of some scaled quantities. This seems consistent to observations made in [9,10], and [15] in
the sense that control of velocity ﬁeld is more crucial than that of magnetic ﬁeld.
To be more speciﬁc, one of our main results reads as follows:
Theorem 1.1 (Velocity regularity criteria). Let I = (t0, t1]. Suppose the triple (u, B,π) is a suitable weak
solution of (MHD) in R3 × I . Let z = (x, t) ∈ R3 × I and Q z,r ⊂ R3 × I . Then u, B are regular at z if the
following conditions are satisﬁed:
(i) B ∈ Ll,mloc near z where 1 3/l + 2/m 2,1m∞ and
limsup
r→0+
r−(
3
l + 2m−1)‖B‖Ll,m(Q z,r ) < ∞. (3)
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limsup
r→0+
r−(
3
p + 2q −1)‖u‖Lp,q(Q z,r) < , (4)
for some p,q satisfying 1 3/p + 2/q 2, 1 q∞.
Considering scaling invariant quantities for gradient velocity, vorticity, and gradient vorticity, we
can also establish other regularity criteria in terms of scaled mixed norms for those.
Theorem 1.2 (Other regularity criteria). The same statement of Theorem 1.1 remains true if the assumption
(ii) in Theorem 1.1 is replaced by one of the following conditions:
(a) [Gradient velocity] There exists  > 0 depending on the bound in (3) such that ∇u ∈ Lp,qloc near z and
limsup
r→0+
r−(
3
p + 2q −2)‖∇u‖Lp,q(Q z,r) < , (5)
for some p,q satisfying 2 3/p + 2/q 3, 1 q∞.
(b) [Vorticity] There exists  > 0 depending on the bound in (3) such that ω = curlu ∈ Lp,qloc near z and
limsup
r→0+
r−(
3
p + 2q −2)‖ω‖Lp,q(Q z,r) < , (6)
for some p, q satisfying 2 3/p + 2/q 3, 1 q∞ and (p,q) 
= (1,∞).
(c) [Vorticity gradient] There exists  > 0 depending on the bound in (3) such that ∇2u ∈ Lp,qloc near z and
limsup
r→0+
r−(
3
p + 2q −3)‖∇ω‖Lp,q(Q z,r) < , (7)
for some p, q satisfying 3 3/p + 2/q 4, 1 p,1 q. Furthermore, for p > 1, ∇ω can be replaced by
curlω.
As an application of regularity criteria above, we also exhibit regularity conditions involving the
pressure for (MHD) along the method established in [18] for the Navier–Stokes equations. Before
stating the result, we ﬁx a representative of π in R3, what is called normalized pressure, by setting
π(x, t) = 1
4π
∫
R3
1
|x− y|∂yi∂y j
(
ui(y, t)u j(y, t)− Bi(y, t)B j(y, t)
)
dy. (8)
It is convenient to introduce a class of functions satisfying certain properties, which we will specify
in Assumption 4.1 (see Section 4 for details).
Theorem 1.3. Let (u, B) be a weak solution to (MHD) and π = p + |B|22 be the normalized pressure deﬁned
in (8). Suppose that there exists a function g satisfying Assumption 4.1 such that either if
p(x, t)−g(x, t), (x, t) ∈ R3 × I, (9)
or if
p(x, t)+ |u(x, t)|
2
2
+ |B(x, t)|
2
2
 g(x, t), (x, t) ∈ R3 × I, (10)
then (u, B) is regular in R3 × I .
K. Kang, J. Lee / J. Differential Equations 247 (2009) 2310–2330 2313Fig. 1. Regularity criteria.
We make several comments regarding Theorems 1.1–1.3.
Remark 1.4. All of integrals in (3)–(7) have zero dimension if one assigns the dimensions 1, 2, −1,
−1 and −2 to x, t , u, B and π . This is due to scaling property of solutions of (MHD) as (NS). To be
more precise, for any λ > 0 the map
u(x, t) → λu(λx, λ2t), B(x, t) → λB(λx, λ2t), π(x, t) → λ2π(λx, λ2t) (11)
sends a solution to another solution of (MHD). Note that the integrals in (3)–(7) are invariant under
the scaling (11) and scaling invariant quantities are useful in the regularity theory for (MHD) as well
as (NS) (see e.g. [1,9,15]).
Remark 1.5. The exponents (l,m) and (p,q) in Theorem 1.1 correspond to the region II in Fig. 1,
which is a solid parallelogram including its borderline. The exponents (p,q) deﬁned in (a) and (c)
in Theorem 1.2 correspond to the regions III and IV, respectively, including its borderline. The (p,q)
in (b) in Theorem 1.2 also correspond to the region III but the corner point (1/p,1/q) = (1,0) is
not included. By the Hölder inequality, it suﬃces to prove Theorem 1.1 for the case 3/l + 2/m = 2
and 3/p + 2/q = 2. By the same reason, we need to treat only the cases 3/l + 2/m = 2 and either
3/p + 2/q = 3 in (5) and (6) or 3/p + 2/q = 4 in (7) for Theorem 1.2.
Remark 1.6. In [9], partial regularity theory of (MHD) was studied and some regularity criteria were
presented in terms of scaled norms of velocity and magnetic ﬁelds. Our results contain Theorem 2.2
and part of Theorem 2.1 stated in [9]. One interesting question would be if regularity can be ensured
without the assumption (3) in Theorem 1.1 and Theorem 1.2. This seems not obvious because of
diﬃculties in controlling the scaling invariant quantities of magnetic ﬁeld for local case, although
such control is weaker than velocity ﬁeld. Thus, we leave it as an open question.
Remark 1.7. We note that any constant function satisﬁes Assumption 4.1 speciﬁed in Section 4. There-
fore, Theorem 1.3 immediately implies that weak solutions of (MHD) are smooth either if the negative
part of the pressure has a lower bound or if the positive part of 2p + |u|2 + |B|2 has an upper bound.
Theorem 1.3 is analogue to [18, Theorem 2.2] where it was proved that weak solutions of (NS) are
smooth either if the negative part of the pressure or if the positive part of |u|2 + 2p is controlled. We
remark that the condition (9) or (10) can be very slightly relaxed (see Remark 4.4 in Section 4).
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functionals, recall the notion of suitable weak solutions and a regularity criterion involving the scaled
norms of velocity, magnetic ﬁelds, and pressure. In Section 3 we establish some estimates regard-
ing the velocity, pressure and vorticity, and prove Theorems 1.1 and 1.2. In Section 4, the proof of
Theorem 1.3 is presented.
2. Preliminaries
In this section we introduce the notation, some scaling invariant quantities, review suitable weak
solutions, and recall a regularity criterion involving scaled norms.
We start with the notation. Let Ω be an open domain in R3 and I be a ﬁnite time interval. For
1 q∞, we denote the usual Sobolev spaces by Wk,q(Ω) = {u ∈ Lq(Ω): Dαu ∈ Lq(Ω),0 |α| k}.
In case q = 2, we write Wk,q(Ω) as Hk(Ω). As usual, Wk,q0 (Ω) is the completion of C∞0 (Ω) in the
Wk,q(Ω) norm. We denote by upslope
∫
E f the average of f on E; i.e., upslope
∫
E f =
∫
E f /|E|. For vector ﬁelds u, v
we write (ui v j)i, j=1,2,3 as u ⊗ v . We denote A : B = aijbi j for 3 × 3 matrices A = (aij), B = (bij).
Finally, by C = C(α,β, . . .) we denote a constant depending on the prescribed quantities α,β, . . . ,
which may change from line to line.
Next, we deﬁne several scaling-invariant functionals (compare to [1,9,12,14]). Let z = (x, t) ∈ R3× I .
We set
Au(r) := sup
t−r2s<t
1
r
∫
Bx,r
∣∣u(y, s)∣∣2 dy, AB(r) := sup
t−r2s<t
1
r
∫
Bx,r
∣∣B(y, s)∣∣2 dy,
Mu(r) := 1
r2
∫
Q z,r
∣∣u(y, s)∣∣3 dy ds, MB(r) := 1
r2
∫
Q z,r
∣∣B(y, s)∣∣3 dy ds,
M˜u(r) := 1
r2
∫
Q z,r
∣∣u(y, s) − (u)r(s)∣∣3 dy ds, (u)r(s) = upslope
∫
Bx,r
u(·, s)dy,
M˜B(r) := 1
r2
∫
Q z,r
∣∣B(y, s) − (B)r(s)∣∣3 dy ds, (B)r(s) = upslope
∫
Bx,r
B(·, s)dy,
Eu(r) := 1
r
∫
Q z,r
∣∣∇u(y, s)∣∣2 dy ds, EB(r) := 1
r
∫
Q z,r
∣∣∇B(y, s)∣∣2 dy ds,
Ku(r) := 1
r3
∫
Q z,r
∣∣u(y, s)∣∣2 dy ds, KB(r) := 1
r3
∫
Q z,r
∣∣B(y, s)∣∣2 dy ds,
Q (r) := 1
r2
∫
Q z,r
∣∣π(y, s)∣∣ 32 dy ds.
Let 1 p,q∞. We deﬁne
Gu,p,q(r) := r1−
3
p − 2q ∥∥u(y, s)∥∥Lp,qy,s (Q z,r), GB,p,q(r) := r1− 3p − 2q ∥∥B(y, s)∥∥Lp,qy,s (Q z,r ),
G˜u,p,q(r) := r1−
3
p − 2q ∥∥u − (u)r∥∥Lp,q(Q ), G˜ B,p,q(r) := r1− 3p − 2q ∥∥B − (B)r∥∥Lp,q(Q ).y,s z,r y,s z,r
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We denote by ω the vorticity of u, i.e. ω = ∇ × u. We also introduce scaling invariant functionals on
∇u,ω, and ∇ω.
Hp,q(r) := r2−
3
p − 2q ∥∥∇u(y, s)∥∥Lp,qy,s (Q z,r ),
I p,q(r) := r2−
3
p − 2q ∥∥ω(y, s)∥∥Lp,qy,s (Q z,r),
J p,q(r) := r3−
3
p − 2q ∥∥∇ω(y, s)∥∥Lp,qy,s (Q z,r ).
We now deﬁne suitable weak solutions for the (MHD).
Deﬁnition 2.1. A triple (u, B,π) is a suitable weak solution to the magnetohydrodynamics equations
(1) in R3 × I if the following conditions are satisﬁed.
(a) The functions u :R3 × I → R3, B : R3 × I → R3 and π : R3 × I → R satisfy
u, B ∈ L∞(I; L2(R3))∩ L2(I;W 1,2(R3)), π ∈ L 32 (R3 × I). (12)
(b) u, B and π solve (1) in R3 × I in the sense of distributions.
(c) u, B and π satisfy the following local energy inequality
∫
R3
∣∣u(x, t)∣∣2φ(x, t)dx+ 2
t∫
t0
∫
R3
∣∣∇u(x, t′)∣∣2φ(x, t′)dxdt′
+
∫
R3
∣∣B(x, t)∣∣2φ(x, t)dx+ 2
t∫
t0
∫
R3
∣∣∇B(x, t′)∣∣2φ(x, t′)dxdt′

t∫
t0
∫
R3
(|u|2 + |B|2)(∂tφ +φ)dxdt′
+
t∫
t0
∫
R3
(|u|2 + |B|2 + 2π)u · ∇φ dxdt′ − 2
t∫
t0
∫
R3
(B · u)(B · ∇φ)dxdt′
for all t ∈ I = (t0, t1] and all nonnegative functions φ ∈ C∞0
(
R3 × I). (13)
The main difference between suitable weak solutions and weak solutions is the additional con-
dition of the local energy inequality (13). Suitable weak solutions are constructed in [9] for (MHD)
(compare e.g. [1] for (NS)). It is an open question if weak solutions are suitable for both (NS) and
(MHD).
Next we recall a local regularity criterion (see e.g. [9,15]), which is a replacement for the case of
(NS) proposed in [1, Proposition 1] (compare also to [14,16]).
Theorem 2.2. There exist ∗ > 0 and r0 > 0 such that for any suitable weak solution (u, B,π) of (MHD),
z = (x, t) ∈ Q z,r ⊂ R3 × I is a regular point if
Mu(r)+ MB(r)+ Q (r) < ∗ for some r ∈ (0, r0). (14)
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characterization to prove our regularity criteria.
3. Local interior regularity
In this section, we present the proof of Theorem 1.1. Through the entire section, we assume
(u, B,π) is a suitable weak solution in R3 × I . Without loss of generality, we assume z = (0,0)
and Qr = Q (0,0),r ⊂ R3 × I . For convenience, we denote Ψ (r) := Au(r) + AB(r) + Eu(r) + EB(r). As
mentioned earlier, we treat only the limiting case 3/l + 2/m = 2 and 3/p + 2/q = 2 in (3) and (4).
We begin with an estimate for the scaled L3-norm of u and B .
Lemma 3.1. Suppose u ∈ Lp,q(Qr) and B ∈ Ll,m(Qr) where 3/p + 2/q = 2, 1 q ∞ and 3/l + 2/m = 2,
1m∞. Then
M˜u(r) C A
1
q
u (r)E
1− 1q
u (r)G˜u,p,q(r) CΨ (r)G˜u,p,q(r), (15)
M˜B(r) C A
1
m
B (r)E
1− 1m
B (r)G˜ B,l,m(r) CΨ (r)G˜ B,l,m(r). (16)
Proof. We show only (15), since (16) follows by similar procedures as (15). Let α = (2p − 3)/3p and
β = 1/p. Note 1/3 = α/2+ β/6+ (1−α − β)/p. Using the Hölder inequality and Sobolev imbedding,
we obtain
∥∥u − (u)r∥∥L3(Br)  C‖u‖αL2(Br)∥∥u − (u)r∥∥βL6(Br)∥∥u − (u)r∥∥1−α−βLp(Br)
 C‖u‖αL2(Br)‖∇u‖
β
L2(Br)
∥∥u − (u)r∥∥ 13Lp(Br),
where we used 1− α − β = 1/3. Raising to the third power, integrating in time variable and dividing
both sides by r2, we have
M˜u(r)
C
r2
0∫
−r2
‖u‖3αL2(Br)‖∇u‖
3β
L2(Br)
∥∥u − (u)r∥∥Lp(Br) dt
 C
r2
r
3
2α A
3
2α
u (r)
( 0∫
−r2
‖∇u‖2L2(Br) dt
) 3β
2
( 0∫
−r2
∥∥u − (u)r∥∥qLp(Br) dt
) 1
q
,
which equals C A
1
q
u (r)E
1− 1q
u (r)G˜u(r). The last inequality in (15) is due to Young’s inequality. This com-
pletes the proof. 
The following estimate follows from the local energy inequality (13) by choosing a suitably local-
ized φ.
Ψ
(
r
2
)
:= Au
(
r
2
)
+ AB
(
r
2
)
+ Eu
(
r
2
)
+ EB
(
r
2
)
 C
(
Ku(r)+ KB(r)+ Mu(r)+ M
1
3
u (r)M
2
3
B (r)+ M
1
3
u (r)Q
2
3 (r)
)
. (17)
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Mu(r) C
(
r
ρ
)
Mu(ρ)+ C
(
ρ
r
)2
M˜u(ρ), (18)
MB(r) C
(
r
ρ
)
MB(ρ)+ C
(
ρ
r
)2
M˜B(ρ). (19)
Proof. The inequality (18) follows from the Hölder inequality:
Mu(r)
C
r2
∫
Qr
(∣∣(u)ρ ∣∣3 + ∣∣u − (u)ρ ∣∣3)dz C
(
r
ρ
)
Mu(ρ)+ C
(
ρ
r
)2
M˜u(ρ).
The same argument yields (19), and thus we skip its details. 
The next lemma estimates the scaled norm of the pressure.
Lemma 3.3. Let 0< 2r  ρ and suppose Qρ ⊂ R3 × I . Then
Q (r) C
(
ρ
r
)2(
M˜u(ρ)+ M˜B(ρ)
)+ C( r
ρ
)
Q (ρ). (20)
Proof. Let φ be a standard cut off function supported in Bρ such that φ = 1 in Bρ/2. Recall −π =
∂i∂ j(uiu j − Bi B j). We decompose the pressure π by the sum of π1 and π2 as follows:
π1(x, t) := 1
4π
∫
R3
1
|x− y|
[
∂i∂ j
(
(uˆi uˆ j − Bˆ i Bˆ j)φ
)]
(y, t)dy in R3 × I,
where
uˆk =
(
uk − (uk)ρ
)
, Bˆk =
(
Bk − (Bk)ρ
)
, k = 1,2,3.
We let
π2(x, t) := π(x, t)−π1(x, t) in Qρ.
We note that π2 is harmonic in Bρ/2. Utilizing the mean value property of harmonic functions, we
have
1
r2
∫
Br
|π2| 32 dx Cr
ρ3
∫
B ρ
2
|π2| 32 dx Cr
ρ3
∫
B ρ
2
|π | 32 dx+ Cr
ρ3
∫
B ρ
2
|π1| 32 dx.
Due to the Calderon–Zygmund estimates, we get
1
r2
∫
Bρ
|π1| 32 dx 1
r2
∫
R3
|π1| 32 dx C
r2
∫
Bρ
(∣∣u − (u)ρ ∣∣3 + ∣∣B − (B)ρ ∣∣3)dx.
Combining the above estimates and integrating in time, we obtain
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r2
∫
Qr
|π | 32 dz 1
r2
∫
Qr
|π1| 32 dz + 1
r2
∫
Qr
|π2| 32 dz
 C
(
r
ρ
)
1
ρ2
∫
Q ρ
2
|π | 32 dx+ C
(
ρ
r
)2 1
ρ2
∫
Qρ
(∣∣u − (u)ρ ∣∣3 + ∣∣B − (B)ρ ∣∣3)dx.
This completes the proof. 
From now on, we denote Gu(r) := Gu,p,q (G˜u(r) := G˜u,p,q) and GB(r) := GB,l,m (G˜ B(r) := G˜ B,l,m),
unless any confusion is to be expected. We note that the conditions (3)–(4) can be rewritten as
follows: there exist M > 0,  = (M) > 0 and r0 > 0 such that for all r  r0
r−1‖B‖Ll,m(Qr) < M, r−1‖u‖Lp,q(Qr) < . (21)
In the next lemma, we show that the scaled L3-norm of u is small.
Lemma 3.4. Assume that the condition (21) holds. Let 0< 2r  ρ < r0 . Then there exists r1 > 0 with r1  r0
such that
Mu(r) < 
1
3 for all r  r1.
Proof. Due to Lemma 3.1–3.3, we have
Mu(r)+ Q (r) C
(
r
ρ
)(
Mu(ρ)+ Q (ρ)
)+ C(ρ
r
)2(
M˜u(ρ)+ M˜u(ρ)+ M˜B(ρ)
)
 C
(
r
ρ
)(
Mu(ρ)+ Q (ρ)
)+ C(ρ
r
)2(
G˜u(ρ)+ G˜ B(ρ)
)
Ψ (ρ)
 C
(
r
ρ
)(
Mu(ρ)+ Q (ρ)
)+ C(ρ
r
)2
Ψ (ρ),
where we used that GB(r) is uniformly bounded for every r  r0. Similarly, for MB(r) we compute
MB(r) C
(
r
ρ
)
MB(ρ)+ C
(
ρ
r
)2
M˜B(ρ)
 C
(
r
ρ
)
MB(ρ)+ C
(
ρ
r
)2
G˜ B(ρ)Ψ (ρ) C
(
r
ρ
)
MB(ρ)+ C
(
ρ
r
)2
Ψ (ρ).
Let NB(r) := r−4
∫
Q z,r
|B(y, s)|dy ds. It is direct that NB(r) CGB(r) CM . In addition, for any δ > 0
we can bound KB by
KB(r) M
1
2
B (r)N
1
2
B (r) 
δMB(r)+ C−δNB(r) δMB(r)+ C−δM. (22)
With the aid of Lemmas 3.1–3.3 and the local energy inequality, we get

5
6 Ψ (r) C 56
(
M
2
3
u (2r)+ KB(2r)+ Mu(2r)+ M
1
3
u (2r)M
2
3
B (2r)+ M
1
3
u (2r)Q
2
3 (2r)
)
 C 512 + CMu(2r)+ C 54
(
MB(2r)+ Q (2r)
) := (∗),
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tions, we obtain
(∗) C 512 + C
(
r
ρ
)
Mu(ρ)+ C
(
ρ
r
)2
Gu(ρ)Ψ (ρ)+ C 14
(
ρ
r
)2(
MB(ρ)+ Q (ρ)
)
 C 512 + C
(
r
ρ
)
Mu(ρ)+ C
(
ρ
r
)2
Ψ (ρ)+ C 14
(
ρ
r
)2(
MB(ρ)+ Q (ρ)
)
.
Adding up above estimates together, we have
Mu(r)+  56 Ψ (r)+ 
(
MB(r)+ Q (r)
)
 C
(
r
ρ
)
Mu(ρ)+ C 16
(
ρ
r
)2

5
6 Ψ (ρ)
+ C
[(
r
ρ
)
+  14
(
ρ
r
)2](
MB(ρ)+ Q (ρ)
)+ C 512 .
Fix θ ∈ (0,1/4) so that Cθ < 1/4 and choose  <min{ θ12
(4C)6
, ( 18C )
12}, where C is the absolute constant
the above inequality. For simplicity, we denote ϕ(r) :=  56 Ψ (r)+ (MB(r)+ Q (r)). Replacing r and ρ
by θr and r, respectively, we get
Mu(θr)+ ϕ(θr) 1
2
(
Mu(r)+ ϕ(r)
)+ 1
8

1
3 .
By iteration, we have
Mu
(
θkr
)+ ϕ(θkr) 1
2k
(
Mu(r)+ ϕ(r)
)+ 1
4

1
3 .
Therefore, Mu(θkr) < 12
1
3 for large k. This completes the proof. 
Next we show that Ψ (r) is bounded for all r  r0.
Lemma 3.5. Assume that the condition (21) holds. Let 0< 4r  ρ < r1 where r1 is the number in Lemma 3.4.
Then there exists r2 > 0 with r2  r1 such that
Ψ (r) < C for all r  r2, (23)
where C is an absolute constant depending on M.
Proof. For simplicity, we denote 1 =  13 , where  is the absolute constant in (4). Due to local energy
inequality and Lemma 3.4, we have
Ψ (r) C
(

2
3
1 + M + 
1
3
1 M
2
3
B (2r)+ 
1
3
1 Q
2
3 (2r)
)
.
We note that due to Lemmas 3.1–3.3, we obtain
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1
3
1 M
2
3
B (2r) C
1
3
1
(
r
ρ
) 2
3
M
2
3
B (ρ)+ C
1
3
1
(
ρ
r
) 4
3
Ψ
2
3 (ρ),

1
3
1 Q
2
3 (2r) C
1
3
1
(
r
ρ
) 2
3
Q
2
3 (ρ)+ C
1
3
1
(
ρ
r
) 4
3
Ψ
2
3 (ρ).
Summing up, we have
Ψ (r) C + C
1
3
1
(
r
ρ
) 2
3
M
2
3
B (ρ)+ C
1
3
1
(
ρ
r
) 4
3
Ψ
2
3 (ρ)+ C
1
3
1
(
r
ρ
) 2
3
Q
2
3 (ρ)
 C + 
1
2
1
(
r
ρ
)
MB(ρ)+ 
1
2
1
(
ρ
r
)2
Ψ (ρ)+ 
1
2
1
(
r
ρ
)
Q (ρ). (24)
Here we used Young’s inequality and we note that the constant C depends on M . On the other hand,
again using Lemmas 3.1–3.3, we obtain

1
2
1 MB(r)+ 
1
2
1 Q (r) C
(
r
ρ
)(

1
2
1 MB(ρ)+ 
1
2
1 Q (ρ)
)+ C 121
(
ρ
r
)2
Ψ (ρ). (25)
Combination of estimates (24) and (25) yields
Ψ (r)+ 
1
2
1 MB(r)+ 
1
2
1 Q (r) C + 
1
2
1
(
ρ
r
)2
Ψ (ρ)+ C
(
r
ρ
)(

1
2
1 MB(ρ)+ 
1
2
1 Q (ρ)
)
.
Fix θ ∈ (0,1/4) so that Cθ < 1/4 and choose  = 
3
2
1 <
θ6
(2C)3
, where C is the absolute constant in the
above inequality. Replacing r and ρ by θr and r, respectively, we get
Ψ (θr)+ 
1
2
1 MB(θr)+ 
1
2
1 Q (θr)
1
2
(
Ψ (r)+ 
1
2
1 MB(r)+ 
1
2
1 Q (r)
)+ C .
As before, by iteration, we deduce (23). 
Lemma 3.6. Assume that the condition (21) holds. Let r1 be the number in Lemma 3.4. There exist pˆ, qˆ with
3/pˆ + 2/qˆ < 2 and 2 > 0 with  < 2 <  19 such that
Gu,pˆ,qˆ(r) < 2 for all r  r1. (26)
Proof. Let 0< θ < 1. This follows from the interpolation inequality,
‖u‖L pˆ,qˆ(Q z,r)  ‖u‖θLp,q(Q z,r )‖u‖1−θL3(Q z,r),
where
1
pˆ
= θ
p
+ 1− θ
3
,
1
qˆ
= θ
q
+ 1− θ
3
.
Due to Lemma 3.4 and the hypothesis, we deduce (26). 
We remark that pˆ, qˆ in Lemma 3.6 depend on p,q, and θ .
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Lemma 3.7. Assume that the condition (21) holds. Let 0< 2r  ρ < r2 where r2 is the number in Lemma 3.5.
Then there exists r3 > 0 with r3  r2 such that
KB(r) < 2 for all r  r3, (27)
where 2 is the number in Lemma 3.6.
Proof. Let χ be a standard cut-off supported in Qρ and χ = 1 in Qρ/2. We decompose B in the
following manner: First we solve
Bˆt −Bˆ = −∂ j
(
(u j Bi − B jui)χ
)
in R3 × R+,
and we set B˜ := B − Bˆ in Qρ . Then it is direct that
B˜t −B˜ = 0 in Q ρ
2
.
Due to classical regularity theory of the heat equation, we have
∫
Qr
|B˜|2 dz C
(
r
ρ
)5 ∫
Q ρ
2
|B˜|2 dz. (28)
On the other hand, we use representation formula for Bˆ by convoluting the heat kernel, that is
Bˆ(x, t) = −
t∫
0
ds
∫
R3
dyΓ (x− y, t − s)∂ j
(
(u j Bi − B jui)χ
)
= −
0∫
−4ρ2
ds
∫
B2ρ
dy ∂ j Γ (x− y, t − s)
(
(u j Bi − B jui)χ
)
.
Let pˆ, qˆ be numbers with 3/pˆ + 2/qˆ < 2,1 qˆ∞ in Lemma 3.6. We note
‖Bˆ‖L2(Q ρ
2
)  Cρ
− 3
pˆ
− 2
qˆ
+1‖u‖
L pˆ,qˆx,t (Qρ)
‖B‖L2,∞x,t (Qρ), if pˆ > 3, (29)
and
‖Bˆ‖L2(Q ρ
2
)  Cρ
− 3
pˆ
− 2
qˆ
+1‖u‖
L pˆ,qˆx,t (Qρ)
‖B‖L6,2x,t (Qρ), if pˆ  3. (30)
Indeed, to show (29), we utilize Young’s inequality.
‖Bˆ‖L2(R3)  C‖∇Γ ‖Lαx (Bρ)‖u‖L pˆ(B )‖B‖L2x (Bρ),x ρ
2322 K. Kang, J. Lee / J. Differential Equations 247 (2009) 2310–2330where 12 = 1α + 1pˆ + 12 − 1. Again using Young’s inequality, we obtain
‖Bˆ‖L2(R3×[0,t0))  C‖∇Γ ‖Lα,βx,t (Qρ)‖u‖L pˆ,qˆx,t (Qρ)‖B‖L2,∞x,t (Qρ),
1
2
= 1
β
+ 1
qˆ
− 1.
Note that 1 < α < 32 and 1 < β < 2. So ∇Γ ∈ Lα,βx,t (Qρ) and ‖∇Γ ‖Lα,βx,t (Qρ)  Cρ
−4+ 3α + 2β . Since the
estimate (30) follows the similar computations as (29), we skip the details. Summing up, we have
‖Bˆ‖L2(Q ρ
2
)  C‖∇Γ ‖Lα,βx,t (Qρ)‖u‖L pˆ,qˆx,t (Qρ)
(‖B‖L2,∞x,t (Qρ) + ‖∇B‖L2,2x,t (Qρ))
 Cρ−
3
pˆ
− 2
qˆ
+2‖u‖
L pˆ,qˆx,t (Q 2ρ)
(‖B‖L2,∞x,t (Qρ) + ‖∇B‖L2,2x,t (Qρ)).
So, dividing by ρ3/2 and taking square the both sides, we have
1
ρ3
∫
Q ρ
2
|Bˆ|2 dz CG2u,pˆ,qˆ(ρ)
(
AB(ρ)+ EB(ρ)
)
. (31)
With the aid of (28) and (31), we obtain
KB(r) = 1
r3
∫
Qr
|B|2 dz C
(
ρ
r
)3 1
ρ3
∫
Q ρ
2
|Bˆ|2 dz + 1
r3
∫
Qr
|B˜|2 dz
 C
(
ρ
r
)3 1
ρ3
∫
Q ρ
2
|Bˆ|2 dz + C
(
r
ρ
)2 1
ρ3
( ∫
Q ρ
2
|Bˆ|2 dz +
∫
Q ρ
2
|B|2 dz
)
 C
(
ρ
r
)3
G2u,pˆ,qˆ(ρ)
(
AB(ρ)+ EB(ρ)
)+ C( r
ρ
)2
KB(ρ)
 C
(
ρ
r
)3
G2u,pˆ,qˆ(ρ)Ψ (ρ)+ C
(
r
ρ
)2
KB(ρ).
Due to Lemma 3.5, we have
KB(r) C
(
ρ
r
)3
G2u,pˆ,qˆ(ρ)+ C
(
r
ρ
)2
KB(ρ) C
(
ρ
r
)3
22 + C
(
r
ρ
)2
KB(ρ).
Fix θ ∈ (0,1/4) so that Cθ2 < 1/2 and choose 2 < θ32C (e.g. we take  < ( θ
3
2C )
9/2), where C is the
absolute constant in the above inequality. As before, replacing r and ρ by θr and r, respectively, we
obtain
KB(θr)
1
2
KB(r)+ 1
2
2.
This again, by iteration, deduces (27). 
We are ready to present the proof of the main theorem.
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energy inequality
Ψ (r) C
(
M
2
3
u (2r)+ KB(2r)+ Mu(2r)+ M
1
3
u (2r)M
2
3
B (2r)+ M
1
3
u (2r)Q
2
3 (2r)
)
.
Due to Lemmas 3.4 and 3.7, we have
Ψ (r) C
(

2
3
1 + 2 + 1 + 
1
3
1
(
M
2
3
B (2r)+ Q
2
3 (2r)
))
,
where 1 =  23 and 2 is the number in Lemma 3.7. Using (19) in Lemma 3.2 and Lemma 3.3, we
obtain
Ψ (r) C
(

2
3
1 + 2 + 
1
3
1
(
r
ρ
) 2
3 (
MB(ρ)+ Q (ρ)
) 2
3 + 
1
3
1
(
ρ
r
) 4
3
Ψ
2
3 (ρ)
)
 C
(

1
3
1 + 2 + 
1
3
1
(
r
ρ
)(
MB(ρ)+ Q (ρ)
)+  131
(
ρ
r
)2
Ψ (ρ)
)
, (32)
where Young’s inequality is used in the last inequality. On the other hand, due to Lemma 3.3 and
(32), we have the following estimate:
Q (r) C
(
ρ
r
)2(
M˜u
(
ρ
2
)
+ M˜B
(
ρ
2
))
+ C
(
r
ρ
)
Q
(
ρ
2
)
 C
(
ρ
r
)2
Ψ
(
ρ
2
)(
G˜u
(
ρ
2
)
+ G˜ B
(
ρ
2
))
+ C
(
r
ρ
)
Q
(
ρ
2
)
 C
(
ρ
r
)2
Ψ
(
ρ
2
)
+ C
(
r
ρ
)
Q
(
ρ
2
)
 C
(
ρ
r
)2(

1
3
1 + 2 + 
1
3
1
(
MB(ρ)+ Q (ρ)
)+  131 Ψ (ρ))+ C
(
r
ρ
)
Q (ρ)
 C
(
ρ
r
)2(

1
3
1 + 2
)+ C 131
(
ρ
r
)2
MB(ρ)
+ C
(

1
3
1
(
ρ
r
)2
+
(
r
ρ
))
Q (ρ)+ C
1
3
1
(
ρ
r
)2
Ψ (ρ). (33)
Similarly, for MB(r) we get
MB(r) C
(
r
ρ
)
MB
(
ρ
2
)
+
(
ρ
r
)2
M˜B
(
ρ
2
)
 C
(
r
ρ
)
MB(ρ)+
(
ρ
r
)2
G˜ B
(
ρ
2
)
Ψ
(
ρ
2
)
 C
(
r
ρ
)
MB(ρ)+ C
(
ρ
r
)2(

1
3
1 + 2 + 
1
3
1
(
MB(ρ)+ Q (ρ)
)+  131 Ψ (ρ))
 C
(
ρ
r
)2(

1
3
1 + 2
)+ C(( r
ρ
)
+ 
1
3
1
(
ρ
r
)2)
MB(ρ)
+ C
1
3
1
(
ρ
r
)2
Q (ρ)+ C
1
3
1
(
ρ
r
)2
Ψ (ρ). (34)
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Ψ (r)+ Q (r)+ MB(r) C
1
3
1
(
ρ
r
)2
Ψ (ρ)+ C
(

1
3
1
(
ρ
r
)2
+
(
r
ρ
))
Q (ρ)
+ C
(

1
3
1
(
ρ
r
)2
+
(
r
ρ
))
MB(ρ)+ C
(
ρ
r
)2(

1
3
1 + 2
)
.
Fix θ ∈ (0,1/4) so that Cθ < 1/4 and choose 1 < min{1, θ6(4C)3 ,
θ63∗
(8C)3
} and 2 < min{1, θ2∗8C } (e.g. at
the beginning we take  < min{1, θ9
(4C)9/2
, (
θ23∗
8C )
9/2}), where C is the absolute constant in the above
inequality and ∗ is the number in Theorem 2.2. Replacing r and ρ by θr and r, respectively, we
obtain
Ψ (θr)+ Q (θr)+ MB(θr) 1
2
(
Ψ (r)+ Q (r)+ MB(r)
)+ 1
8
∗,
which yields, by the method of iteration, for large k,
Ψ
(
θkr
)+ Q (θkr)+ MB(θkr) 1
4
∗.
Therefore, with the aid of Lemma 3.4, we get Mu(r)+MB(r)+ Q (r) < ∗ for some r < r3. So z = (0,0)
is a regular point due to Theorem 2.2. This completes the proof. 
We recall Lemma 3.5 in [7].
Lemma 3.8. Suppose 0< 2r < ρ and Qρ ⊂ R3 × I . Let 3/p∗ + 2/q = 2 and 1 q∞.
M˜u(r) C A
1
q
u (r)E
1− 1q
u (r)Hp,q(r) CΨ (r)Hp,q(r),
1
p∗
= 1
p
− 1
3
. (35)
Proof of Theorem 1.2(a). We can show that M˜u(r) is suﬃciently small by following similar arguments
of Lemma 3.4 by replacing G˜u,p∗,q(r) by Hp,q(r) with the aid of the estimate (35) instead of (15).
Then it is immediate that, due to (18), Mu(r) becomes suﬃciently small. The regularity follows from
Theorem 1.1. 
Proof of Theorem 1.2(b) and (c). The proofs are the same as those in [7] (see [7] from Lemma 3.6 to
the end). Since arguments are just tedious repetitions, we omit the details. 
4. Regularity conditions involving pressure
In this section, we present the proof of Theorem 1.3. We ﬁrst, as in [18], denote by u˜x0 (x, t) and
B˜x0 (x, t) the projection of u(x, t) and B(x, t), respectively, in the direction of x− x0, namely
u˜x0(x, t) := u(x, t) · (x− x0)(x− x0)|x− x0|2 , B˜
x0(x, t) := B(x, t) · (x− x0)(x− x0)|x− x0|2 . (36)
In addition, uˆx0 (x, t) and Bˆx0 (x, t) indicate orthogonal projection of u(x, t) and B(x, t) onto the two
dimensional subspace in R3 perpendicular to x− x0, respectively, that is,
uˆx0(x, t) := u(x, t)− u˜x0(x, t), Bˆx0(x, t) := B(x, t)− B˜x0(x, t). (37)
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Assumption 4.1. Let z0 = (x0, t0) ∈ R3 × I and g : R3 × I → [0,∞) be a function. We suppose that g
satisﬁes the following:
(I) There exists a positive r0 such that
S(z0) := sup
t0−r20tt0
∫
Bx0,r0
g(x, t)
|x− x0| dx< ∞.
(II) For each ﬁxed x0 ∈ R3 and for each r ∈ (0, r0], the function
∫
Bx0,r
g(x,t)
|x−x0| dx is continuous at t0 from
the left, i.e.
lim
t↗t0
∫
Bx0,r
g(x, t)
|x− x0| dx =
∫
Bx0,r
g(x, t0)
|x− x0| dx.
Next lemma is a direct consequence of Theorem 1.1, and thus we just state it without proof.
Lemma 4.2. Let a triple (u, B, p) be a suitable weak solution to (MHD) in Q T . Suppose that there exists ∗ > 0
and r∗ > 0 such that for any r ∈ (0, r∗)
Au(r)+ AB(r) := sup
t0−r2tt0
1
r
∫
Bx0,r
(∣∣u(x, t)∣∣2 + ∣∣B(x, t)∣∣2)dx< ∗.
Then z0 is a regular point.
Next continuity of u and B in L2x is addressed in following lemma, which is the analogous version
of [18, Lemma 3.2].
Lemma 4.3. Let a triple (u, B, p) be a suitable weak solution to (MHD). Given a bounded domain Ω0 ⊂ R3 ,
0< t0  T , r0 > 0 and 0< δ0 <
√
t0 , we suppose that
sup
0<r<r0
{
1
r
∫
B(x0,r)
(∣∣u(x, t)∣∣2 + ∣∣B(x, t)∣∣2)dx: x0 ∈ Ω0, t ∈ [t0 − δ20, t0]
}
< ∞.
Then
lim
t↗t0
∫
Ω0
∣∣u(x, t)− u(x, t0)∣∣2 dx = 0 (38)
and
lim
t↗t0
∫
Ω0
∣∣B(x, t)− B(x, t0)∣∣2 dx = 0. (39)
2326 K. Kang, J. Lee / J. Differential Equations 247 (2009) 2310–2330Proof. It is straightforward due to Theorem 1.2 that H1(Σ) = 0, where Σ is the set of possible
singular points and H1 indicates the one-dimensional parabolic Hausdorff measure (see also e.g. [9]
and [15]). Following similar procedures of Lemma 3.2 in [18], we can show that
lim
t↗t0
∫
Ω0
∣∣u(x, t)∣∣2 dx = ∫
Ω0
∣∣u(x, t0)∣∣2 dx, lim
t↗t0
∫
Ω0
∣∣B(x, t)∣∣2 dx = ∫
Ω0
∣∣B(x, t0)∣∣2 dx.
Then (38) and (39) are direct with the aid of weak convergence in L2. We skip the details, since its
veriﬁcation is nearly repetitions of Lemma 3.2 in [18]. 
Recalling the representation (8) of π and adopting the method in [18], we obtain the following
identities: ∫
Bx0,r
1
|x− x0|
(
2π(x, t)+ ∣∣uˆx0(x, t)∣∣2 − ∣∣Bˆx0(x, t)∣∣2)dx
= 1
r
∫
Bx0,r
(
3π(x, t)+ ∣∣u(x, t)∣∣2 − ∣∣B(x, t)∣∣2)dx
= r2
∫
R3\Bx0,r
∇2x
(
1
|x− x0|
)
: (u(x, t)⊗ u(x, t)− B(x, t)⊗ B(x, t))dx, (40)
where uˆx0 , u˜x0 , Bˆx0 and B˜x0 are deﬁned in (36) and (37). For convenience we denote T (x, t) =
(u(x, t) ⊗ u(x, t) − B(x, t) ⊗ B(x, t)), unless any confusion is to be expected. The identities (40) are
direct consequences with choices of h(ρ) = ρ−1 and h(ρ) = 1 of the identity below established in
[18] in the absence of B:∫
Bx0,r
h
(|x0 − x|)π(x, t)dx
=
∫
Bx0,r
T (x, t) : ∇2x
(
1
|x− x0|
|x−x0|∫
0
ρ2h(ρ)dρ +
r∫
|x−x0|
ρh(ρ)dρ
)
+
r∫
0
ρ2h(ρ)dρ
∫
R3\Bx0,r
T (x, t) : ∇2x
(
1
|x− x0|
)
dx,
where h : (0,∞) → [0,∞) is a regular function.
Now we are ready to present the proof of Theorem 1.3.
Proof of Theorem1.3. We suppose that t0 > 0 be the ﬁrst time when singular points of (MHD) appear.
Then for any domain Ω ⊂ R3, (v, B,π) is a suitable weak solution in Qt0 = Ω × [0, t0), where π
is the normalized pressure deﬁned by (8). Let x0 be any point in R3. Keeping in mind that π ∈
L
3
2 (R3 × (0, t0)), similar arguments in [18] lead to
lim
R→∞ sup0tt0
∫
R3\Bx ,R
∣∣u(x, t)∣∣2 + ∣∣B(x, t)∣∣2 dx = 0.
0
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• Case 1: we assume that (9) holds.
Let K1 > 3 and L1 > 6 be positive numbers. Using the identity (40) and π = p + |B|22 , we have
(
1− 3
K1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+(1− 6
L1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
+ 3
r
∫
Bx0,r
(
p(x, t)+ |u(x, t)|
2
K1
+ |B(x, t)|
2
L1
+ g(x, t)
)
dx
 2
∫
Bx0,r
1
|x− x0|
(
p(x, t)+ |uˆ
x0(x, t)|2
2
+ |B˜
x0(x, t)|2
2
+ 3
2
g(x, t)
)
dx
= 3
∫
Bx0,r
1
|x− x0| g(x, t)dx+ r
2
∫
R3\Bx0,r
∇2x
(
1
|x− x0|
)
: T (x, t)dx. (41)
Due to the hypothesis (9), we obtain
(
1− 3
K1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+(1− 6
L1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
 3
∫
Bx0,r
1
|x− x0| g(x, t)dx+ r
2
∫
R3\Bx0,r
∇2x
(
1
|x− x0|
)
: T (x, t)dx.
Summarizing all estimates, we can show that there exists r0(t0) > 0 such that for any x0 ∈ R3
and for any r ∈ (0, r0(t0)]
1
r
∫
Bx0,r
(∣∣u(x, t0)∣∣2 + ∣∣B(x, t0)∣∣2)dx C S(z0)+ C
r0(t0)
(∥∥u(·, t0)∥∥22 + ∥∥B(·, t0)∥∥22).
The above estimate and Lemma 4.3 imply that u(·, t) and B(·, t) are left continuous in time at t0
as a function with values in L2(R3). Let ∗ be the number of Lemma 4.2 and 1 = min{1 − 3K1 ,
1
2 (1− 6L1 )}∗ . For any given x0 ∈ R3, there exists a positive small number r1  r0(t0) such that
1
2
> 2
∫
Bx0,r1
1
|x− x0|
(
p(x, t0)+ |uˆ
x0(x, t0)|2
2
+ |B˜
x0(x, t0)|2
2
+ 3
2
g(x, t0)
)
dx
= 3
∫
Bx0,r1
1
|x− x0| g(x, t0)dx+ r
2
1
∫
R3\Bx ,r
∇2x
(
1
|x− x0|
)
: T (x, t)dx. (42)
0 1
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1
2
> 2
∫
Bx0,r1
1
|x− x0|
(
p(x, t)+ |uˆ
x0(x, t)|2
2
+ |B˜
x0(x, t)|2
2
+ 3
2
g(x, t)
)
dx.
Therefore, for any r ∈ (0, r1] and for all t ∈ [t0 − δ21, t0] we obtain(
1− 3
K1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+(1− 6
L1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
 2
∫
Bx0,r
1
|x− x0|
(
p(x, t)+ |uˆ
x0(x, t)|2
2
+ |B˜
x0(x, t)|2
2
+ 3
2
g(x, t)
)
dx<
1
2
. (43)
The estimate (43) and Lemma 4.2 imply that z0 = (x0, t0) is a regular point. Since x0 is arbitrary,
it leads to the contradiction to the hypothesis that t0 is a singular time.
• Case 2: we assume that (10) holds.
Let K2 < 3 and L2 < 6 be positive numbers. Again using the identity (40), we have
(
3
K2
− 1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+( 6
L2
− 1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
= 3
2r
∫
Bx0,r
2
(
p(x, t)+ |u(x, t)|
2
K2
+ |B(x, t)|
2
L2
)
dx
−
∫
Bx0,r
2
|x− x0|
(
p(x, t)+ |uˆ
x0(x, t)|2
2
+ |B˜
x0(x, t)|2
2
)
dx
 2
∫
Bx0,r
1
|x− x0|
(
3
2
g(x, t)− p(x, t)− |uˆ
x0(x, t)|2
2
− |B˜
x0(x, t)|2
2
)
dx
= 3
∫
Bx0,r
1
|x− x0| g(x, t)dx− r
2
∫
R3\Bx0,r
∇2x
(
1
|x− x0|
)
: T (x, t)dx. (44)
As in Case 1, we have
(
3
K2
− 1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+( 6
L2
− 1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
 3S(z0)+ C
r0(t0)
(∥∥u(·, t0)∥∥22 + ∥∥B(·, t0)∥∥22).
The above estimate and Lemma 4.3 imply that the functions t → v(·, t) and t → B(·, t) are con-
tinuous from left as a function with values in L2.
Let ∗ be the number of Lemma 4.2 and 2 = min{ 3K2 − 1, 12 ( 6L2 − 1)}∗ . For any given x0 ∈ R3,
there exists a positive small number r2  r0(t0) such that
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2
> 2
∫
Bx0,r2
1
|x− x0|
(
3
2
g(x, t0)− p(x, t0)− |uˆ
x0(x, t0)|2
2
− |B˜
x0(x, t0)|2
2
)
dx
= 3
∫
Bx0,r2
1
|x− x0| g(x, t0)dx− r
2
2
∫
R3\Bx0,r2
∇2x
(
1
|x− x0|
)
: T (x, t0)dx. (45)
By using the left continuity of the last two terms, there exists a small number δ2 such that
2
2
> 2
∫
Bx0,r2
1
|x− x0|
(
3
2
g(x, t)− p(x, t)− |uˆ
x0(x, t)|2
2
− |B˜
x0(x, t)|2
2
)
dx
for all t ∈ [t0 − δ22, t0]. Then it leads to an estimate(
3
K2
− 1
)
1
r
∫
Bx0,r
∣∣u(x, t)∣∣2 dx+( 6
L2
− 1
)
1
2r
∫
Bx0,r
∣∣B(x, t)∣∣2 dx
 2
∫
Bx0,r
1
|x− x0|
(
3
2
g(x, t)− p(x, t)− |uˆ
x0(x, t)|2
2
− |B˜
x0(x, t)|2
2
)
dx<
2
2
, (46)
for all r ∈ (0, r2] and for all t ∈ [t0 − δ22, t0].
The estimate (46) and Lemma 4.2 give us that z0 = (x0, t0) is a regular point, which again leads
to a contradiction. This completes the proof. 
Remark 4.4. We remark that the conditions (9) and (10) can be slightly relaxed in Theorem 1.3. To be
more precise, we can replace (9) and (10) respectively by
p + |uˆ
x0 |2
2
+ |B˜
x0 |2
2
−3
2
g, p + |u|
2
K1
+ |B|
2
L1
−g, (47)
where K1 > 3 and L1 > 6 are positive constants, and
p + |uˆ
x0 |2
2
+ |B˜
x0 |2
2
 3
2
g, p + |u|
2
K2
+ |B|
2
L2
 g, (48)
where K2 < 3 and L2 < 6 are positive constants. Since its veriﬁcation is transparent in the proof, the
details are skipped.
Remark 4.5. In the absence of the magnetic ﬁeld, we can come up with the result proved in [18].
Owing to the observation (47) and (48), slight weaker conditions are suﬃcient, namely
p + |uˆ
x0 |2
2
−3
2
g, p + |u|
2
K1
−g, K1 > 3,
or
p + |uˆ
x0 |2
2
 3
2
g, p + |u|
2
K2
 g, K2 < 3,
implies regularity for the Navier–Stokes equations.
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