




















大きさを表す GES（gross error sensitivity）に関する情報も含んでいる．最大バイアスをロバス
トネスの主要な測度とし，これを最小にする推定量を求めるというアプローチ（bias robustness
approach）は， Huber（1964,1981）により提唱されたが，その重要性が最近再認識されつつあ
る．このアプローチからの研究としては，Martin, Yohai and Zamar (1989), Martin and Zamar







度のロバスト推定量としては， Hampel (1974)により奨励されたMAD（the median absolute







































X を実数空間， Bを X の部分集合からなる Borel -集合体とし，Mを (X ;B)上の確率測
度の全体からなる集合とする．また， F
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を提案した．ここで 0   < 1, 1     c < 1. この近傍は "-contamination 近傍と total
variation 近傍を含み， Rieder (1997)によって導入された特別容量に基づく近傍をさらに一般化
したものである．
次の定理は Ando and Kimura (2000)の Theorem 2.1 であり， (2.1)の近傍の一つの特徴づけ
を与える．
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; if c 6= 1  ;
; if c = 1  ;
であり，W  F
0
は 8B 2 B に対してW (B)  F
0
(B) が成り立つことを意味する.









W (B) = F
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を原点 0で確率 1をもつ確率測度とし，確率測度 ^F を
^
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このとき， Ando and Kimura (2000)の Theorem 3.1として与えられた次の基本定理を得る．
定理 2.2 X と Y を独立で同一な分布 F 2 P
F
0
(c; )に従う確率変数とする．このとき， jX  
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ここで， a, b, d と a0 は定数， k = (h
2
), h = [
n
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証明 ^F を (2.3)で与えられた分布とする．このとき f
0




































(c; ) = MAD(
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; if t = 0;
2cF
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(c; ) = S(
^
F )を示す．ここで ^F は (2.3)である．
























































































































































(c; ) = S(
^
F )を意味する．

























































































































































のときは S( ^F ) = 0であり， B 
S





























































































証明 まず，定理 2.2より B 
Q
(c; ) = Q(
^
F )が成り立つことに注意する． 0   < 1
2
とする．












































































(X   Y  0);
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証明 0   <
1
2
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   1
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また，   1
2
のとき, LMS( ^F )  0 となるのは明らかである. 2
ロバスト?????のバイアス
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証明 0   < 1
2









































































考察することにする．定理 3.1, 6.1 および 7.1 により， B 
MAD
(c; ) = B
 
LMS













MAD, S, Q, LMS, U を のもとで Fisher-consistent とするためにそれぞれ定数を a =
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(c; ), for c  1 and  < 0:04.
バイアスの値は小数点 2桁までが有効である．図 8.1(a) は  = 0, 0:05, 0:1 のときの cに対する
３つの内破バイアスの変化を示したものであり，図 8.1(b) は c = 1:0, 1:5, 2:0, 3:0 のときの  に
対する３つの内破バイアスの変化を示したものである．３つの内破バイアスは cに関しては 凸で
あり,  に関してはほぼ線形である．また， 0付近での  による減少よりも 1付近での cによる減
少の方がかなり大きいことがわかる．特に重要な Rieder近傍 P
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(1  "; "+ ) = B
 
S
(1  "; "+ ) = B
 
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 = 0 (i.e., "-contamination)の場合, B 
MAD
(1   "; "), B
 
S
(1   "; ") と B 
Q
(1   "; ")はそれぞ




(1   "; "+ ), B
 
S
(1  "; " + ), B
 
Q
(1  "; "+ )を示す．これらの表から，すべての ",
に対して B 
S
(1   "; "+ )が最小であることがわかる. また " > 0:05では B 
S






(1   "; " + ) < B
 
Q
(1   "; " + )の関係が成り立つこともわかる．図 8.2(a)は  = 0,
0:05の場合の "に対する３つの内破バイアスの変化を図示したものであり，図 8.2(b) は " = 0,
0:05 の場合の  に対するバイアスの変化を図示している.  = 0のとき 図 8.2(a)は Rousseeuw









関係が成り立つことに注意する．３つの内破バイアスが "に関して凹 (concave)であり (図 8.2(a)
参照)，  に関して凸 (convex)であることがみてとれる (図 8.2(b)参照)． 0付近では "に対して
よりも，  に対して内破バイアスが大きく減少していることもわかる．これは " と  の役割の相
違によるものと考えられる． P







近傍は， Ando and Kimura (2000)により導入され，その構造が明らかにされたが， Rieder (1977)
により提案された近傍を一般化したものになっている．したがって，ロバスト推定で最もよく用
いられる "-contamination 近傍や total variation 近傍は，この特別容量近傍の特殊な場合にあ
たり，第３節から第５節にかけて導出された MAD, S, Q の内破バイアスは， Rousseeuw and
Croux (1993)が導出した "-contamination 近傍上での内破バイアスの拡張になっている．特別容
量近傍を用いた場合に，５つのロバスト推定量のどれがよいのか，という問題については，内破
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c n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.8 - - - - - - - - 0.725 0.596 0.472 0.352
0.9 - - - - - - 0.874 0.754 0.639 0.527 0.418 0.312
1.0 1.000 0.977 0.954 0.931 0.909 0.886 0.777 0.673 0.571 0.472 0.376 0.280
1.1 0.896 0.876 0.856 0.836 0.817 0.797 0.701 0.608 0.517 0.428 0.341 0.255
1.2 0.813 0.795 0.777 0.760 0.742 0.725 0.639 0.555 0.472 0.392 0.312 0.233
1.3 0.745 0.729 0.713 0.697 0.681 0.665 0.587 0.510 0.435 0.361 0.288 0.215
1.4 0.687 0.673 0.658 0.643 0.629 0.614 0.543 0.472 0.403 0.335 0.267 0.200
1.5 0.639 0.625 0.612 0.598 0.585 0.571 0.505 0.440 0.376 0.312 0.249 0.186
2.0 0.472 0.463 0.453 0.443 0.433 0.424 0.376 0.328 0.280 0.233 0.186 0.140
3.0 0.312 0.306 0.299 0.293 0.287 0.280 0.249 0.218 0.186 0.155 0.124 0.093
5.0 0.186 0.183 0.179 0.175 0.171 0.168 0.149 0.130 0.112 0.093 0.074 0.056
10.0 0.093 0.091 0.089 0.087 0.086 0.084 0.074 0.065 0.056 0.046 0.037 0.028
50.0 0.019 0.018 0.018 0.017 0.017 0.017 0.015 0.013 0.011 0.009 0.007 0.006




c n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.8 - - - - - - - - 0.656 0.520 0.400 0.291
0.9 - - - - - - 0.833 0.689 0.563 0.452 0.350 0.257
1.0 1.000 0.968 0.937 0.907 0.877 0.848 0.716 0.599 0.495 0.400 0.312 0.230
1.1 0.861 0.836 0.811 0.786 0.762 0.739 0.630 0.532 0.442 0.359 0.281 0.208
1.2 0.758 0.737 0.716 0.696 0.676 0.656 0.563 0.478 0.400 0.326 0.257 0.190
1.3 0.679 0.661 0.643 0.625 0.608 0.591 0.510 0.435 0.365 0.299 0.236 0.175
1.4 0.615 0.599 0.584 0.568 0.553 0.538 0.467 0.400 0.336 0.276 0.218 0.162
1.5 0.563 0.549 0.535 0.522 0.508 0.495 0.431 0.370 0.312 0.257 0.203 0.151
2.0 0.400 0.391 0.382 0.373 0.364 0.355 0.312 0.270 0.230 0.190 0.151 0.113
3.0 0.257 0.251 0.246 0.240 0.235 0.230 0.203 0.177 0.151 0.125 0.100 0.075
5.0 0.151 0.148 0.145 0.142 0.139 0.136 0.120 0.105 0.090 0.075 0.060 0.045
10.0 0.075 0.073 0.072 0.070 0.069 0.067 0.060 0.052 0.045 0.037 0.030 0.022
50.0 0.015 0.015 0.014 0.014 0.014 0.013 0.012 0.010 0.009 0.007 0.006 0.004




c n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30 0.35
0.8 - - - - - - - - 0.767 0.622 0.489 0.363
0.9 - - - - - - 0.902 0.766 0.645 0.532 0.423 0.317
1.0 1.000 0.974 0.947 0.922 0.897 0.873 0.762 0.660 0.563 0.468 0.375 0.282
1.1 0.844 0.824 0.806 0.788 0.770 0.754 0.667 0.583 0.501 0.419 0.336 0.254
1.2 0.740 0.724 0.709 0.695 0.681 0.667 0.596 0.524 0.452 0.379 0.306 0.231
1.3 0.661 0.649 0.637 0.625 0.613 0.601 0.540 0.477 0.413 0.347 0.280 0.212
1.4 0.600 0.590 0.580 0.569 0.559 0.548 0.494 0.438 0.380 0.320 0.259 0.196
1.5 0.550 0.542 0.533 0.524 0.514 0.505 0.457 0.406 0.352 0.297 0.240 0.182
2.0 0.394 0.388 0.383 0.377 0.371 0.365 0.332 0.297 0.259 0.220 0.178 0.136
3.0 0.254 0.251 0.248 0.244 0.241 0.237 0.217 0.195 0.171 0.145 0.118 0.090
5.0 0.151 0.149 0.147 0.145 0.142 0.141 0.129 0.116 0.102 0.086 0.070 0.053
10.0 0.074 0.073 0.073 0.072 0.071 0.070 0.063 0.057 0.050 0.043 0.035 0.027
50.0 0.016 0.015 0.015 0.015 0.015 0.014 0.013 0.012 0.011 0.009 0.007 0.005





(1  "; "+ )
" n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30
0.00 1.000 0.977 0.954 0.931 0.909 0.886 0.777 0.673 0.571 0.472 0.376
0.01 0.988 0.965 0.942 0.919 0.896 0.874 0.765 0.659 0.557 0.458 0.360
0.02 0.976 0.953 0.930 0.907 0.884 0.861 0.751 0.646 0.543 0.443 0.344
0.03 0.964 0.941 0.917 0.894 0.871 0.849 0.738 0.632 0.528 0.427 0.328
0.04 0.952 0.928 0.905 0.882 0.859 0.836 0.725 0.617 0.513 0.412 0.312
0.05 0.939 0.916 0.892 0.869 0.846 0.823 0.711 0.603 0.498 0.396 0.295
0.10 0.874 0.849 0.825 0.801 0.777 0.754 0.639 0.527 0.418 0.312 0.207
0.15 0.803 0.777 0.753 0.728 0.703 0.679 0.560 0.444 0.331 0.219 0.109
0.20 0.725 0.699 0.673 0.647 0.622 0.596 0.472 0.352 0.233 0.116 0.000
0.25 0.639 0.612 0.585 0.558 0.531 0.505 0.376 0.249 0.124 0.000 0.000
0.30 0.543 0.515 0.486 0.458 0.431 0.403 0.267 0.133 0.000 0.000 0.000
0.35 0.435 0.405 0.376 0.346 0.317 0.288 0.143 0.000 0.000 0.000 0.000
0.40 0.312 0.280 0.249 0.218 0.186 0.155 0.000 0.000 0.000 0.000 0.000
表 8.5: B 
S
(1  "; "+ )
" n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30
0.00 1.000 0.968 0.937 0.907 0.877 0.848 0.716 0.599 0.495 0.400 0.312
0.01 0.984 0.952 0.921 0.890 0.861 0.832 0.701 0.584 0.480 0.386 0.298
0.02 0.967 0.935 0.904 0.874 0.845 0.817 0.685 0.570 0.466 0.371 0.284
0.03 0.951 0.919 0.888 0.858 0.829 0.800 0.670 0.555 0.451 0.357 0.270
0.04 0.934 0.902 0.872 0.842 0.813 0.784 0.654 0.540 0.437 0.343 0.256
0.05 0.918 0.886 0.855 0.825 0.796 0.768 0.639 0.524 0.422 0.329 0.241
0.10 0.833 0.802 0.771 0.742 0.714 0.686 0.560 0.448 0.348 0.255 0.167
0.15 0.746 0.715 0.686 0.657 0.629 0.603 0.479 0.370 0.270 0.177 0.088
0.20 0.656 0.626 0.598 0.570 0.543 0.517 0.396 0.288 0.188 0.094 0.000
0.25 0.563 0.534 0.506 0.479 0.453 0.427 0.309 0.201 0.100 0.000 0.000
0.30 0.467 0.439 0.411 0.385 0.359 0.334 0.216 0.107 0.000 0.000 0.000
0.35 0.365 0.338 0.311 0.285 0.259 0.234 0.115 0.000 0.000 0.000 0.000
0.40 0.257 0.229 0.203 0.176 0.150 0.125 0.000 0.000 0.000 0.000 0.000
表 8.6: B 
Q
(1  "; "+ )
" n  0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.15 0.20 0.25 0.30
0.00 1.000 0.975 0.948 0.923 0.898 0.874 0.763 0.661 0.564 0.468 0.375
0.01 0.994 0.966 0.940 0.914 0.889 0.865 0.753 0.650 0.551 0.454 0.360
0.02 0.986 0.958 0.931 0.905 0.880 0.856 0.743 0.639 0.539 0.441 0.345
0.03 0.977 0.949 0.922 0.895 0.870 0.846 0.732 0.627 0.526 0.427 0.330
0.04 0.968 0.939 0.912 0.886 0.860 0.836 0.721 0.614 0.512 0.412 0.314
0.05 0.958 0.929 0.902 0.876 0.850 0.825 0.710 0.602 0.499 0.397 0.298
0.10 0.904 0.875 0.847 0.820 0.793 0.767 0.647 0.533 0.424 0.317 0.211
0.15 0.841 0.811 0.782 0.754 0.727 0.701 0.574 0.454 0.339 0.225 0.113
0.20 0.768 0.738 0.708 0.679 0.651 0.623 0.490 0.364 0.241 0.120 0.000
0.25 0.684 0.653 0.622 0.592 0.562 0.533 0.393 0.260 0.129 0.000 0.000
0.30 0.587 0.554 0.522 0.491 0.460 0.429 0.282 0.140 0.000 0.000 0.000
0.35 0.474 0.440 0.406 0.374 0.341 0.309 0.152 0.000 0.000 0.000 0.000
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