Abstract. This paper presents a simple snow model for climate studies. There are three prognostic variables in the model: specific enthalpy, snow water equivalent, and snow depth. This model is developed on the basis of up-to-date comprehensive and complex snow schemes but with substantial simplification and improvement. The effects of vapor on snow processes have been analyzed in the paper. On the basis of the analysis, vapor's contribution in the mass equation is eliminated, and an effective conductivity coefficient, which includes a simple parameterization for vapor diffusion effect, is used to describe its contribution in the energy equation to simplify the computation. Specific enthalpy is used in the energy balance equation. Using enthalpy rather than temperature greatly simplifies the computational procedure for the phase change calculation in the snow process. This approach, along with a one-step test scheme that avoids iterations, saves computational time, which is important for general circulation model (GCM) simulations. The layering scheme is a critical part in the model. After many tests, it is found that three layers with an appropriate layering scheme are adequate for most cases. Preliminary testing using Russian and French snow data shows that the three-layer model is able to produce reasonable and consistent results.
Introduction
Snow cover has a significant impact on both the hydrological cycle and atmospheric processes. Snow, through change of surface albedo and regulation of turbulent heat fluxes at the snow surface, modifies the exchange of energy between the land surface and the atmosphere and significantly affects the distribution of diabatic heating in the atmosphere. Snow cover is also an effective insulator of the soil thermal column. In addition, snow melting represents an effective sink of latent heat for the atmosphere and an effective source of moisture for the soil. It has been recognized that snow cover is an active agent of climate variability over a variety of timescales [e.g., Walsh et al. , 1985] . Many modeling studies have been conducted to investigate snow processes and the interactions between atmospheric circulation and snow cover [e.g., Williams, 1975; Barnett et al., 1989; Cohen and Rind, 1991; Vernelwr et al. , 1995; Liston, 1995; Yang et al. , 1997; Schlosser et al. , 1997; Douville et a!., 1995; Essery, 1998a, b; Slater, 1998; Sturm, 1987; Sud and Mocko, 1998} . However, despite the importance of snow cover in climate studies, snow processes are over-simplified in many general circulation models (GCMs). Some very important processes, which are crucial in correctly predicting snow-atmosphere-soil interaction in climate and surface hydrology, are neglected. For example, many GCMs Copyright 1999 by the American Geophysical Union.
Paper number 1999109003 05. 01 48-0227/99/ 1999JD900305$09.00 use a simple snow mass budget to account for snow depth. Their parameterizations of snow sublimation, accumulation, and snowmelt are based only on the surface temperature and surface energy budget. Most snow submodels in GCMs do not distinguish the thermal regime of snow from that of soiL Many complex and physically based snow schemes have been developed to describe the mass and energy balance inside the snowpack and the interaction between the snow surface and atmosphere. Snow models with comprehensive descriptions of snow processes (such as three-phase change, movement of water inside snow, snow compaction, snow particle growth, etc.) and the contribution of these processes to snow mass and energy balances have been developed [e.g. , Anderson, 1976; Jordan, 1991; Loth and Graf, 1993] . These models have multiple and fine snow layers making them computationally intensive for climate studies. Therefore they need to be simplified. The physics and parameterizations presented by Anderson [19761 and Jordan [1991] have established a good foundation for the development of simplified models to be used in a GCM. The snow model developed by Loth and Gra/[1993] is a one-dimensional model for climate study and is also based on mass and energy balance, including more detailed description of three-phase water change and movement and other snow-physics processes. The model suggests that a simple and effective scheme of liquid water transmission could be used to deal with melted water drainage, infiltration, and runoff. The less empirical snow albedo parameterization in this model is more suitable for a global-scale study. The model has minimized the number of snow layers, which is important to reduce computational time for long-term GCM integrations.
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In this paper, a simple snow-atmosphere-soil transfer (SAST) scheme has been developed for climate study as well as for hydrological use. Unlike the simple snow mass budget scheme used in most GCMs, it distinguishes the thermal regime of snow from that of soil. The model includes many important physical processes occurring in the snowpack such as snow compaction, heat conduction, snow grain growth, and snow melting. Its prognostic and diagnostic variables include snow water equivalent, snow density, runoff, snow temperature profiles, and turbulent heat fluxes from snow surface. For GCM applications the model minimizes the number of snow layers to no more than three depending on snow depth (for convenience, SAST is used as a three-layer model for this paper). SAST's framework is based on the aforementioned complex and physically based snow schemes but with several major simplifications and improvements.
The model can be extended to couple with existing land surface models such as the simplified simple biosphere model (SSIB) [X11e et al., 1991] for implementation within global atmospheric models. We will mainly describe the snow model in this paper. The soil model is from Jordan [1991] and will not be discussed in detail. The stand-alone snow model will be presented in sections 2-5. The numerical experiments and discussions will be presented in sections 6 and 7, respectively.
Basic Governing Equations
In this section, the mass balance and energy budget equations will be presented. These equations simulate the seasonal variations of snow cover forced by solar radiation and atmospheric conditions.
Energy Balance Equation
The thermal energy in the snowpack is affected by solar radiation, long wave radiation, sensible and latent heat fluxes, precipitation, ground heat fluxes, heat conduction between sublayers, and energy released from phase change. Energy exchange due to phase change complicates the energy transport process in the snowpack. In this model, we use enthalpy as a predicted variable instead of temperature for the energy balance equation. The enthalpy of melting water is defined as a reference value (=0.0). Therefore the enthalpy value carried by meltwater drainage and/or infiltration into the underlying snow or soil layer or runoff is always zero. It enables us to deal with phase change processes more easily. In this way, the energy balance equation can be formulated more precisely and concisely without complicated adjustment for melting water flow, leading to a simpler program code and computational efficiency.
By defining the volumetric specific enthalpy of water, H (Jm-3), at 273.16 K as 0.0, the budget equation of enthalpy for each snow layer is
where K (Wm-lK-1) is effective heat conductivity and will be discussed in detail in appendix A. The short wave radiation flux, Rs (Wm-2), at snow layer is
where a is surface albedo and A. (m-1) is the extinction coefficient to solar radiation. Snow is not opaque to short wave radiation; rather, the radiation flux intensity will decrease according to Beer's law. The value of extinction coefficient will affect the surface energy balance and, in turn, will affect the pace of melting at the surface layer. There are a number of parameterizations for A.
[e.g., Verseghy, 1991; Loth and Graf, 1993; Jordan, 1991 ] , but in this model, Jordan 's [1991] scheme is used. Temperature of the sublayer, T, can be calculated by the following relation:
where L 11 (Jkg-1) is the latent heat of fusion for ice, p 1 (kgm-3) is the liquid water intrinsic density, and W is the volumetric snow water equivalent. The value fi is dry snow mass fraction of the total snow mass in the ith sublayer and has values between 0 and I.
Cv (Jm-3K -I) is the mean snow volumetric specific heat capacity and can be calculated from fractional mass of each phase and its heat capacity. In many cases, a constant value is prescribed [Loth and Graf, 1993; Narshall, 1994] or empirical relations are used [Kondo and Kamazaki, 1990; Lynch-Stieglitz, i994; Verseghy, 1991] . In this model, the empirical relation proposed by Verseghy [199l] is applied:
where Ps (kgm-3) is snow bulk density and p, is the intrinsic density of ice, 920 kgm-3. In addition to the use of enthalpy in equation ( 1 ), a methodology of dealing with the water vapor effect in SAST is introduced and also simplifies the energy balance equation. Water vapor diffuses and changes phase within the snowpack. These two aspects should be considered in a realistic snow model. In some complex and physically based snow models [e.g., Anderson, 1976; Jordan, 1991; Loth and Graf, 1993] , a vapor diffusive term and its contribution to both mass and energy balances are included in the balance equations. However, it makes the governing equations complicated.
In SAST the contribution of vapor phase change and diffusion is included by an effective thermal conductivity, K, in the energy balance equation. The effective snow thermal conductivity is related to snow density and to thermal properties of ice and liquid water. It is also related to the vapor diffusion process inside the snow cover. There are a number of parameterizations for thermal conductivity, such as a constant [Kondo and Yamazaki, 1990; Narsha/l, 1994] , empirical equations [Anderson, 1976; Loth and Graf, 1996; Lynch-Stieglitz, 1994; Verseghy, 1991; Yen, 1981] , or semitheoretical formulae [Jordan, 1991 ] . In SAST, K = k, + k, , where k, (Wm-IK-1) corresponds to thermal conductivities for vapor diffusion and phase change and k, (Wm-1K-1) is for heat conduction. Detailed discussion about parameterizations of these two conductivities is presented in appendix A.
Equations (1) and (3) consist of three unknown variables (H, T, and J; ). However, because of the constraints in the actual snow states, we are still able to obtain the solutions from equations (I) and (3) without iterations. There are three snow states in the real world: (1) the frozen snow layer, in which the temperature is less than freezing and the dry snow fraction, !, , equals 1.0; (2) the partially melted snow layer, in which the temperature is equal to freezing and 0.0 <!, < 1.0; and (3) the completely melted snow layer, where the temperature is equal to freezing and !,=0.
In the process of solving the energy equation, we first assume that !, =1 to obtain the snow temperature (for snow state 1). If derived snow temperature is not less than the freezing point, which
indicates that the first assumption is wrong, we then assume the snow is melting and obtain the J; values (states 2 and 3). If the derived specific enthalpy is greater than 0, it means the input energy exceeds the energy required to melt the entire layer, and the snow is completely melted (state 3). In this case, the extra input energy is transported into the next layer below, and /, is set to 0. By using this implicit one-step test method, the solution is rather stable.
Mass Balance Equation
The mass balance describes the changes of total water equivalent, which is the sum of liquid water and ice grain mass. ·The contribution of water vapor phase change and vapor diffusion to mass balance is assumed to be unimportant and therefore is neglected. Without the contribution of water vapor diffusion and its phase change to mass distribution, snow mass changes only with snowfall and rainfall, snow melting, runoff, and the evaporation at the snow surface. In the model, snowpack is divided into no more than three layers. 
where E 0 (ms·l) is the evaporation rate occurring only at the snow surface and upward is defined as positive. ~ (ms·l) is runoff from the lower interface. IF; (ms-1) is the actual liquid water infiltration flux at the interfaces, and downward is defined as positive. The dry snowfall piles up on the surface layer, and the liquid rain is partitioned into infiltrated water, evaporation, and runoff. Although snowpack can be considered a porous medium, the behavior of liquid water drainage (outflow) is quite different from that of water flow in soil. The force of the matrix potential driving the water flow within snow is much smaller than the force of gravity and the viscous force. The water flow velocity is very slow owing to the viscous effect when liquid water content is small. On the other hand, when the liquid water content exceeds a certain amount, the water flow velocity increases rapidly owing to the gravitational force. Based on the above concept, the assumption is that each sublayer is able to store a liquid water content up to a threshold value (indicated by holding capacity C, , which is a function of snow density and will be discussed in section 3.2).
Thus outflow flux rate, wf; , in each time step is equal to the total amount of liquid water in each layer minus the threshold value. The total amount of liquid water is determined by the liquid snow mass fraction, f. = (1 -/,) , which is calculated in the energy balance equation (see section 2. 1). At the snow surface the rainfall contributes to the actual liquid water infiltration flux, IF. .
The vertical density distribution of the snowpack can change significantly owing to aging effects and snow phase changes in different sublayers. This could make the wfin one sublayer differ from infiltration to the next layer. The potential infiltration rate in each snow layer is calculated by an empirical equation in a gravitational form [Jordan, 1991] : (7) where CE = 7.8x I o-3 y,, y, is the bulk density of ice, and dis the snow grain size (section 3.1). The actual infiltration rate is given by IF= min ( IFP, wf, avs) , where avs is the available space in the snow layer for storing the infiltrated water. Runoff rate, RF; is equal to the difference between the outflow rate and actual infiltration rate. The infiltrated water will be refrozen or liquid depending on the lower layer conditions.
Rat~;\ of Snow Compaction and Snow Density Change
Immediately after reaching the ground, snow begins to be compacted. The snow compaction processes include three components: desnuctive metamorphism (mainly for new snow), densification process due to snow load or overburden, and snow melting. As for the destructive stage, the empirical relation for compaction proposed by Anderson [1976] is used: [ -0.04( 273.16-T) 
where y 1 (kgm-3) and y 1 (kgm-3) are bulk densities of ice and liquid water, respectively, and C3 and C4 are empirical constants determined by calibration.
When snow experiences an initial destructive settling stage, overburdened snow compacts at a slow rate. The compaction rate is a function of snow load pressure and can be expressed as [Anderson , 1976] _P, ,
Because a thick snow sublayer may occur in the model, the snow weight of the sublayer, P..lf, should be included in the total snow pressure, P,. , (10) where P,., is the snow load pressure over the surface of the sublayer and P,.,lf ( = 4. 9 p _,gDz, Nm-2) is additional pressure from the snow weight of the sub layer and T7 is the viscosity coefficient (Nsm-2) related to snow density and temperature and is calculated from an empirical function [Anderson, 1976] :
where the viscosity coefficient 7' /o equals to 3.6x 10 6 Nsm-2;
CA =C5( 273.l5-T )+ C6x p,, C5 = 0.08 (K-1), and C6 = 0.021 m3kg·l. The total fractional compaction rate in the sublayer, CR1, is the sum of the above two compaction rates:
The rate of the snow density change, p, , caused by the snow compaction is dp, "'-CRI p,dt
The meltwater generation, which does not change snow den· sity, is also accompanied by a reduction cifthe sublayer thickness. Its rate is estimated as
where h, is the dry snow mass in unit depth and dhr is the dry snow mass melted in unit depth. The total compaction rate CR is CR=CR1+CR2
The total snow depth is decreased by the compaction and is increased by snowfall.
Determination of Several Parameters
There are several very important parameters in this model. In addition to the effective thermal conductivity and heat capacity of snow, which are presented in section 2.3 and in appendix A, we discuss the parameterizations for snow grain size, snow albedo, and holding capacity in this section.
Snow Grain Sized
The snow grain diameter d (meters) is a parameter that may play an important role in snow mass and energy balances. It affects the potential infiltration rate of melting water and the extinction coefficient of radiative transfer within the snow layers. The empirical relations suggested by Anderson [1976) are used in this model:
where y 1 (kgm-3) is snow density 3.2. Holding Capacity c,.
y, >920 400:<;;;y, :<;;;920 r, <400 (16) The holdip.g capacity is defined as the ratio of the maximum amount of water mass stored in the snow to the dry snow mass in the sublayers, and it affects the outflow rate in the snow. According to Loth and Graf[1993] , it is estimated as
where C,,. =0.03, C,"' =0.1 0, and r. =200 kgm-3.
Snow Surface Albedo ALB
Snow surface albedo is a crucial parameter in determining the energy balance of snowpack. It affects snow temperature, fluxes at the snow surface, and the timing of snow ablation [Loth and Graf, 1998 ]. Many schemes use either a constant value [e.g., Jordan, 1991; Kondo and Yamazaki, 1990; Narshall, 1994] or empirical formulae, which depend on snow age or snow temperature [e.g. , Loth and Graf, 1996; Verseghy, 1991] .
In SAST the Gray and Landine [1987] 
where N is the amount of clouds and A G is the minimum of the sun elevation angle and tr I 3 . Every 1 em of new snow increases clear sky albedo by 0. I. For fresh snow, maximum albedo is fixed as 0.92. Using this scheme, measured data for 6 years at six Russian stations have been used for SAST simulation (more detailed information about the Russian data will be presented in section 6). The simulated albedos for the six stations are in good agreement with the measured data. Figure 1 shows the comparison between the simulated and measured surface albedo for Y ershov station, Russia, from 1978 to 1983.
Upper Boundary Conditions
For the surface energy balance, snow absorbs radiative flux and receives the energy brought by rain at the snow surface. The turbulent exchange of sensible and latent heat fluxes between the atmosphere and the snow is obtained from the Monin-Obukhov theory.
Sensible and Latent Heat Fluxes at the Snow Surface
Sensible heat, I,..,. , and latent heat, I,., fluxes are defined as [Andress and Murphy, 1986; Jordan, 1991] 
,, 
I,., =-p-(E 0 +100x~xC,xU))x(q.JT,)-q.) (22) 0.622
RJ.
where P is atmospheric pressure and P. , q., T. , and C. are air density, relative specific humidity, air temperature, and specific heat capacity, respectively. T, is the snow surface temperature. U is wind speed, and q.JT.) is relative specific humidity at T, over the ice surface. Ch and C, are the bulk transfer coefficients for sensible and latent heats, respectively, Rw is the gas constant for water vapor. Lv, is latent heat of sublimation for ice, and H 0 (2.0±0.5 Wm-2K-l) and £ 0 (2.0±0.5 Wm-2mb-l) are empirical free convection coefficients over the snow surface. These empirical constants are taken from Jordan [1991] . The introduction of H 0 and E 0 is based on the fact that there is a significant amount of sensible and latent heats in strong free convection conditions (or very unstable conditions) even if the wind is calm. In stable cases, this term will be nonzero but very small. For the coupled version SSiB (to a GCM) the free convection case will be considered using a more sophisticated approach. (23) where C 1 (Jm-lkg-IK-1) is the specific heat capacity of water and p 1 is the water density. Rain temperature, T,.,. , may not be the same as air temperature. !F 0 is the infiltrated flux rate of rain.
Thermal Energy Hj(O) From Rain

Long Wave Radiation
The downward long wave radiation is completely absorbed by the snow surface in the model. The snow surface emits the long wave radiation according to the Stefan-Boltzmann law.
Method of Layering Snowpack
The snow model is a highly nonlinear dynamic system, with no analytical solution. To obtain numerical solutions, the snowpack should be layered, and the method used to layer the snow· pack is critical to the accuracy of the solution. SAST consists of, at most, three layers. The criteria in determining the layer numbers and the thickness for each layer are based on the following considerations:
1. The temperature of the surface is quite different from the snowpack average temperature. The difference between the snow surface and the snow bottom can exceed more than 10°. Because a one-layer snow model only predicts the snowpack average temperature, it tends to cause incorrect calculation of surface radiation temperature, which is critical for the calculation of sensible and latent heat. Therefore it is necessary to have more than one layer of snow in the model.
2. In order to have reasonable simulations of diurnal changes of surface temperature, the surface layer thickness should be thinner than the thermal damping depth of snow. Since the diurnal damping depth for snow is about 10 em, the surface layer thickness in this model is no more than 2 em.
3. The diurnal variation of snowpack properties is more pronounced at the top 15-20 em. In addition, the thermal behavior in surface properties is closely related to heat conduction in the bottom of this surface layer. A thick second layer would substantially reduce the diurnal variation and reduce the accuracy of the heat flux estimation at the bottom. Therefore it is better to limit the second layer thickness to less than 20 em.
4. Since the behavior of the snow bottom layer reflects its interactions with the soil surface layer, it is reasonable to distinguish a bottom layer with other layers when snowpack becomes thick.
We have tested schemes consisting of 3 layers, 7 layers and I 0 layers, and we have compared their results with Jordan's [1991] fine layer scheme using Jordan's data. The scheme with no more than three layers is able to precisely reproduce Jordan's results (not shown). Because Jordan's data only consists of measurements of a few days, we have also used the observational data from Russia and France to drive the SAST with three layers and one layer for long term integrations. The numerical results show that compared with the observed data, the three-layer scheme provides a better simulation than the one-layer scheme does. Loth and Graf [1993] also found in their sensitivity study that the twolayer model does not produce good results under certain circumstances.
In SAST we have used the following layered scheme to determine the number and thickness of the snow layers. When snow depth is less than 2 em, only one layer is set up. When snow depth is between 2 and 4 em, a second layer is set up at a thickness of 2 em, and the surface layer is the total snow depth minus 2 em. When snow depth is between 4 and 6 em, the bottom layer and the second layer are fixed at 2 em, and the surface layer constitutes the remainder of the snowpack. When snow depth is more than 6 em, the above mentioned criteria will be applied. This methodology of layering snowpack is based on the physical consideration that the surface layer and second layer of the snowpack show larger temporal variability. The bottom layer is more stable and uniform in terms oftime and vertical distribution.
Our study shows that the multilayer snow model and layering methodology are both crucial in simulating snow processes. For example, SAST has variable layer numbers. The first and second layers in SAST are always kept very thin. According to our simulations under heavy snow conditions, an excessively thick second layer would underestimate the heat flux at the interface with the surface snow layer and lead to incorrect simulation of the temperature and ablation timing.
Numerical Experiments Using Russian and French Snow Data
The Russian and French data sets are used to test the threelayer model. Russian data from six stations, located from 48 to 58°N and from 40 to 135°E, are selected from 130 Russian stations [Robock et at., 1995] . The observational sites at each of the stations are relatively flat. The meteorological and actinometric data used to force the models were observed every 3 hours for a 6-year period (1978 through 1983) . More detailed information regarding this data set and its application can be found in the work of Roback et al. [1995] . French data were obtained for 1989, 1993-I 994, and 1995 at one station. The atmospheric conditions driving the model were obtained from observations.
Using the Russian data, the model is integrated for 6 years. The calculation of soil temperature and soil moisture distribution is based on Fourier's law (for thermal heat flux transfer) and Darcy's law (for soil moisture), which are the same as those by Jordan [1991] . There are three soil layers. It is assumed that the heat flux out from (or into) the snow base is equal to the heat flux into (or out from) the snow surface. Figures 2-7 Figures 2-7 indicate that the siJnulations are generally in good agreement with the observations, especially for snow water equivalent and surface temperature during the winter season. It has been found in the recent project for intercomparison of land surface schemes (PILPS) experiment that there are great discrepancies in timing of snow ablation among different land models (Schlosser et al., 1997] . The simulations are in error by large amounts for some schemes and for some years. With the three layers the SAST produces reasonable simulations for the melting times for these six Russian stations.
For some stations, such as Khabarovsk (Figure 2) , the differences are large. The exact cause is unknown, but some factors, for example, snow drifting, are not considered in the model and may contribute to this difference. The vegetation in the model is not considered. It may be one of the reasons for the discrepancies in summer temperature simulations. The deficiencies in summer simulation seem not to affect the winter simulations. In the offline experiments with all the forcing being prescribed, the possible seasonal interactions are greatly reduced. :5 230 1979 1980 1981 1982 1983 :3 ..-..
:><: phase change processes and physical compaction processes and of using layered schemes in the model. A comprehensive comparison with SSiB and coupled SSiB-SAST will be explored in another paper.
Figures 8 and 9 show comparisons between SAST simulation and the observations for snow depth, surface temperature, and runoff for the years 1989 , 1993 -1994 . Similar to the Russian cases, the omission of vegetation cover may have caused differences between the simulations and observations after the snow melted. For the surface temperature of 1993-1994 and 1995 and the snow depth of 1989, 1993-1994, and 1995 , the model results are close to the observational data. There is only one observational data set for runoff in 1995. We use two types of soil textures as the underlying surface for the test: fine (i.e., clay) soil and coarse (i.e., sandy) soil. The results from the clay soil are in better agreement with the observed 1995 runoff data. The results from sandy soil, however, are in poor agreement with the observed runoff data. The poor agreement indicates that in order to accurately predict snowpack properties and its seasonal variations, a realistic description of physical properties of underlying surface is very important. This finding is consistent with the results from the Russian data simulation [Xue et al., 1996] . In addition, the treatment of frozen soil may also play a role as indicated by Xue et al. [1996] . Figures 8 and 9 show that the three-layer model is able to produce a significantly better simulation. Some parameterizations in the one-layer model are the same as those in the multilayer model. For example, they have the same surface albedo. The main deficiency of the one-layer model is neglecting the vertical structure of the snowpack in both temperature and snow density. Therefore some very distinct surface layer characteristics, which are important in interacting with atmosphere, are not properly rep· resented.
To more clearly see the simulation differences between one· layer and three-layer models, the diurnal snow temperature simulations for March 3-14, 1994, and April 12-20, 1995 , are displayed in Figures 9b and 9d , respectively. The snow temperatures of the three-layer model that are shown are for the surface layer. The three-layer snow model has a substantial diurnal variation. Table I shows the mean temperature and maximum difference between one-layer and three-layer simulations. In general, a three-layer model produces cooler snow temperature. Although the mean differences are only 0.7 and 1.5K for the 1994 and 1995 cases, respectively, the maximum differences are much larger. This is because the snow has a lower effective thermal conductivity and the damping depth of diurnal radiation penetration is only around 10-20 em. It leads to a much higher diurnal variation in the thin snow surface layer of the three-layer model. This difference in the diurnal cycle has important consequences in snow ablation. Snow surface melting may start even though the temperature in the lower snow layer is still less than the melting point. Therefore snow melting and freezing may occur only in the thin surface layer. Comparing Figure 8 and Table  1 , we find that despite the lower average temperature in the threelayer model, the snow duration for the three-layer snow model is much shorter in the thick snow cases. A multilayer model (such as SAST) is designed to be able to simulate the temperature vertical profile and capture the intrinsic mechanism of the meltingfreezing cycle only occurring in the surface layer. Since a onelayer model can only predict average temperature, snow melting can start only when the average temperature of whole snow cover is equal to the melting point. It delays the snow melting and increases the snow cover duration time.
It can be concluded from the above comparison that the SAST fairly accurately simulates the snow properties that are relevant to climate study, including snow thickness, snow water equivalent, snow cover duration, and snow layer temperatures. Runoff is estimated for only one data set with the observed data available. The correlation with the observation data is 0.81. The simulated mean runoff is 0.87 mmday-1 and is compatible with the observed 0.95 mmday-1. The surface temperature, an important parameter in the snow energy balance, has the best simulation in terms of its mean and variability. These results demonstrate that this simple layered model is physically reasonable and consistent.
Discussions
This paper describes the simple snow-atmosphere-soil transfer (SAST) model based on more complicated physically based snow models with substantial simplification. This three-layer model has accurately reproduced Jordan's [1991] results. The model results using Russian and French data demonstrate its potential application for climate studies. In a recent study with the snow data from Mammoth Mountain in eastern Sierra Nevada, California, SAST also shows reasonable simulations .
Despite the simplicity of this model compared with the J ordan [1991] scheme, this model still includes many physical processes. Sensitivities have been conducted to investigate their importance to the proper simulation of snow. Because of the importance of snow albedo in determining the surface energy balance, we have conducted several sensitivity studies with different snow albedos. [12] [13] [14] [15] [16] [17] [18] [19] [20] 1995 271.3 272.8 11.5
• The difference between one-layer model s1mulatton and threelayer model simulation.
It is well known that snow albedo leads to different snow temperature, heat fluxes at snow surface, and timing of snow ablation [e.g., Loth and Graf, 1998 ]. However, its influence also depends on many factors. For example, under stronger short wave radiation or thicker snow layer larger impacts of snow albedo variation can be expected. In Russian data simulations the albedo effect on the snow melting is not evident. For example, for Kost:Toma station iii Russia, during the snow melting period from March 23 to 30, 1978, the simulations using snow albedo 0.65 (a normal snow albedo) and 0.35 (a lower range for melting snow) show only 2 days melting time difference (not shown). This is because during that period, long wave flux is dominant, and solar radiation is not strong. In addition, the snow depth at the beginning of the period is only 0.25 m, and the entire melting period is short. However, for the Mammoth Mountain of California, the same differences in snow albedo could produce about 15 days difference in melting time (J. Jin, personal communication, 1998) . The snow compaction has also been investigated in the sensitivity study. Snow compaction is an important internal process within snow cover. The · snow density and snow depth affect snow grain, solar radiation transfer, thermal properties, and holding capacity. These in tum affect mass and energy balance. Figure 10 shows the simulation results for a shallow snow case in Kostroma, Russia, with and without snow compaction processes. During the snow accumulation period (Figure lOa ) the simulation with compaction produces about 0.1 m less snow cover. However, during the melting processes the simulation with compaction has high heat conductivity and the heat flux tends to propagate downward and produces a relatively homogeneous temperature profile, which delays the melting time. In the no-compaction case, the heat flux is more concentrated at the snow surface. Therefore the ablation time is longer despite the fact that the total snow depth is smaller than that in the compaction case. Our albedo scheme is based on snow age and does not consider the effects of snow density. Therefore, in both cases, the albedo is the same. In reality, the snow albedo will be higher after compaction.
Sensitivity studies have also been conducted for kv, the heat conductivity due to water vapor contribution. This parameter is important for the fresh snow, especially at night, because the radiative forcing dominates during daylight. Our sensitivity study with the Kostroma data for March 1979 shows that with different kvS (0 and 0.1) the surface temperature difference can reach as high as 2 Kat night (not shown).
Since the sensitivity studies we conduct here are off-line tests and the feedback mechanisms are totally ignored, it is very possible that the impact of these parameters is underestimated. Therefore it is necessary to test this scheme coupled to a regional atmospheric model or GCM to. have a more comprehensive assessment of its parameterizations and performance.
Summary
In this study, several important improvements have been made to simplify and increa.Se the efficiency of the SAST model:
t. The analyses of the contributing components of energy and mass balances inside the snowpack infer that (1) for the mass balance equation the contribution from water vapor phase change and water vapor diffusion is not important and could be neglected and that (2) for the energy balance equation the effect of vapor diffusion is included using a simple parameterization.
2. The model uses enthalpy as a prognostic variable instead of temperature and defmes the enthalpy of meltwater as a reference value (=0.0). The model equations and computer code become much simpler, which in turn saves computational time.
3. Discretization of the snowpack is crucial for the accuracy of the energy and mass balance solutions. In SAST a methodology has been developed to determine the surface layer and second-layer thicknesses.
4. When the snowpack is thick, the bottom snow layer may be very thick. In addition to the weight effect of the overlaying snow layers, the self weight effect for each layer on snow compaction is also taken into consideration.
5. An implicit scheme for the surface layer and an explicit scheme for the remaining layer(s) are used for the highly nonlinear governing equations in SAST. A simple one-step test for solving the energy balance equation is developed. This avoids the iteration procedure.
The evaluation of the parameterizations in SAST is based on available observational data. Because of the complexity of snow physics, more data to thoroughly validate these parameterizations are necessary, in particular, for the key parameterizations of meltwater flow, thermal heat conductivity, and turbulence transfer. The snow albedo is a very important factor, but there are few data that can be used to verify the model. More observational data in this aspect are necessary to further improve the understanding of snow-climate interactions.
Appendix A: Estimation of Water Vapor Contribution in Snow Processes
Thermal conductivity has substantial influence on the snow depth and snow water equivalent [Loth and Graf, 1998 ]. We use an effective heat conductivity in SAST to incorporate the water vapor effect. To understand the physical justifications for our approach, we have to make some quantitative evaluations. The vapor diffusion flux is ap, ,., aT where De (m2s-1) is an effective diffusion coefficient for vapor in snow and is a function of pressure and temperature (about w-4 m2s-l for normal snow conditions); T (Kelvin) is snow temperature; Z (meters) is vertical coordinate and positive downward; op, _ _ ., I oT is the gradient of saturated vapor density to temperature and depends on pressure and temperature (about w-4kgm-3 K-1 ). If oT I az is taken as 10 Km-1, the U, is only about 1 o-7 kgm·2s-l), equivalent to 0.01 mmday-1. In addition, because oT I az may change signs owing to diurnal var.iation, Uv's real contribution to daily mean flux is even smaller. Therefore compared with evaporation, its contribution to mass balance is neglected in SAST.
In the thermal regime, total heat flux consists of two parts: heat flux Qv (Wm-2) due to vapor diffusion and phase change and heat flux Q 1 (Wm-2) due to heat conduction:
where Lvi (Jkg-1) is latent heat of sublimation for ice and kv (Wm-IK-1) and ks (Wm-lK-1) are thermal conductivities.
aT aT
where K is the effective heat conductivity and K = k,. + k,. On the basis of the following analysis, a simple parameterization is developed for k, .
The k, is a function of temperature and pressure. It is inversely proportional to the atmospheric pressure. On the basis of the equation proposed by Jordan [1991] , thermal conductivity of heat flux due to vapor movement varies in a small range. For surface pressure 1000 mbar (500 mbar) the values of k, vary from 0.014 (0.028) to 0.10 (0.20) (Wm-lK-1) while the temperatures vary from 253.16 to 273.16 K.
We use Jordan's [1991] equation to calculate k, :
where k; is thermal conductivity for ice (2.29 Wm-1 K-1 ); ka is thermal conductivity for air (0.023 Wm-1 K -I), and p,. is bulk density of snow. Table 2 lists the thermal conductivities of snow for different bulk densities of snow that cover most possible values. It is clear that k,. is small compared with the k, values in Table 2 when snow density is large, but it is not negligible. The value k, may be comparable with k, when snow just falls on the surface and snow bulk density is small or when the elevation is high (pressure is low). Because k, 's variation is smaller than that of k, , a simple parameterization is developed in this model to calculate k, .
where p is the surface pressure (millibars); a, b, and c are the coefficients based on more comprehensive and complicated equations (A2a) and (A2b). We find that a=-0.06023, b=-2.5425, and c = -289.99 provide the best match to a complicated and physically based equation [Jordan, 1991] . (5) The outflow rate from the surface layer is calculated, and the mass balance equation for the surface layer is solved, which then modifies its thickness, snow density, and snow water equivalent. (6) The outflow rate from the bottom of the surface layer will be partitioned into the runoff from the surface layer and the infiltrated water flow down to the snow layer below or soil surface (if only one snow layer exists). (7) The infiltrated water from the surface layer plus short wave radiation absorbed by the second layer will change the mass and energy balance in the second layer. A similar procedure in the surface layer is applied to the second layer. (8) The outflow from the second layer is partitioned into runoff and infiltrated water into the bottom layer (if there is a third layer) or into the soil surface layer (if snow depth is thin and snow is only divided into two layers). (9) A similar procedure is repeated to solve the energy and mass balance equations in the third layer, and the runoff from each layer is added to obtain total runoff from snowpack.(lO) Using the fluxes of water and energy from the bottom snow layer, the mass and energy balance equations for the soil layer can be solved. The adjusted soil condition, in turn, provides the boundary condition for the coupled snowsoil interface.
