Collision-induced absorption is of great importance to the overall radiative budget in dense CO 2 -rich atmospheres, but its representation in climate models remains uncertain, mainly due to a lack of accurate experimental and theoretical data. Here we compare several parameterisations of the effect, including a new one that makes use of previously unused measurements in the 1200-1800 cm À1 spectral range. We find that a widely used parameterisation strongly overestimates absorption in pure CO 2 atmospheres compared to later results, and propose a new approach that we believe is the most accurate possible given currently available data.
Introduction
Over the past few decades, the early climates of Mars, Earth and Venus have been the subject of intensive research. Of particular interest is the so-called 'early warming' problem: substantial evidence exists to suggest that liquid water was present on both Mars (Carr, 1996; Malin and Edgett, 2003; Bibring et al., 2006) and Earth (Sagan and Mullen, 1972; Appel and Moorbath, 1998; Valley et al., 2002) , as long as 3.8 byr ago. As the luminosity of the Sun at this time was likely only around 75% of its present value (Gough, 1981) , mechanisms for increased heating on both planets are necessary to explain the observations. For Mars, various hypotheses have been put forward, including transient heating events caused by meteorite impacts (Segura et al., 2002) , IR scattering due to CO 2 clouds (Forget and Pierrehumbert, 1997) , and volcanic emission of sulphur dioxide (Halevy et al., 2007) . All of these explanations rely in part on the presence of a thicker CO 2 atmosphere than that which exists today, and hence are sensitive to parameterisations of CO 2 continuum absorption.
In a recent study, Halevy et al. (2009) performed a detailed intercomparison of three commonly used parameterisations of dense-atmosphere CO 2 absorption using a line-by-line code. They found that the calculated outgoing longwave radiation (OLR) varied by as much as 40 W m À2 between total values that were of order 200 W m
À2
, and concluded that great uncertainties remain in the radiative properties of paleoatmospheres. Clearly, better understanding of the different processes involved is required before radiative transfer in dense CO 2 atmospheres can be calculated accurately.
The physics of CO 2 absorption at high pressures is complicated by several factors. The two most important are the subLorentzian behaviour of spectral lines far from the line centre, and collisioninduced absorption (CIA). The latter effect is complicated and under certain conditions still poorly understood, but in simple terms, it occurs for two reasons. First, close collisions may induce transitory dipole moments in the CO 2 molecules, allowing for absorption by individual molecules in previously forbidden spectral regions. Second, in a dense gas short-lived CO 2 -CO 2 dimer molecules can form. These dimers have more vibrational and rotational modes than a single CO 2 molecule, which results in the appearance of entirely new spectral absorption bands. In the thermal infrared range, the continuum effect of far lines is most important on either side of the m 2 CO 2 15 lm (300-600 cm À1 ) band, while CIA is significant between 0 and 250 cm À1 (induced dipole moments) and 1200 and 1500 cm À1 (dimer absorption) (Gruszka and Borysow, 1997; Baranov et al., 2004) .
To calculate these pressure-induced opacities in climate studies involving a few bars of CO 2 , such as for primitive atmospheres, the most important studies published in the past 30 years have relied without modification on a parameterisation originally derived for the Venus atmosphere by Pollack et al. (1980) . It was based on the measurements of Ho et al. (1971) from 7 to 250 cm À1 , and on a simple parameterisation of pressure-induced opacity in the other spectral domains described in an unpublished PhD thesis by Moore (1971) , still available as a NASA report. This parametrisation included significant opacities between 295 and 526 cm À1 ''resulting from the collision induced wings of the strong 15 lm bands". Unfortunately, this feature was kept in subsequent models, despite the fact that these opacities were probably overestimated and, in most cases, already accounted for in the codes chosen to calculate the radiative transfer in the 15 lm band. This parameterisation, described in detail in Kasting et al. (1984) , has been used in studies that have defined our theoretical understanding of early Mars (Pollack et al., 1987; Kasting, 1991; Forget and Pierrehumbert, 1997; Haberle, 1998; Mischna et al., 2000) , the Hadean and Precambrian Earth (Kasting and Ackerman, 1986; Cadeira and Kasting, 1992; Pavlov et al., 2000; Haqq-Misra et al., 2008) , the habitability of extrasolar planets (Kasting et al., 1993; Forget and Pierrehumbert, 1997) and even the terraforming of Mars (McKay et al., 1991) . In practice, the parameterisation of Kasting et al. (1984) involved an empirical equation for the CIA/far-line opacity
with W the CO 2 path length in atmosphere-centimetres, f CO 2 the CO 2 mixing ratio, p the pressure in bars, T the temperature in Kelvins and C i and t i parameters based on experimental measurements. In a pure CO 2 atmosphere, (1) may be rewritten in terms of the absorption k i in SI units (m
À1
) as
where p is now in Pascals. Although (1) has remained the standard parameterisation for the CO 2 continuum in paleoclimate studies since the 1980s, many researchers have since tackled the problems of subLorentzian line broadening and CIA, both experimentally and theoretically. For example, Perrin and Hartmann (1989) , Tonkov et al. (1996) and Meadows and Crisp (1996) all studied the subLorentzian behaviour of CO 2 lines around various infrared spectral bands. In addition, Ma et al. (1999) produced a theoretical description of both the superand subLorentzian behaviour of CO 2 spectral lines as a function of distance from the line centre. For CIA, there have also been several investigations. Tonkov et al. (1996) performed some measurements in the 2.3 lm ($4300 cm
) region, but reported large uncertainties in the values they obtained. Later, Gruszka and Borysow (1997) accurately computed the absorption due to induced-dipole effects for pure CO 2 in the 0-250 cm À1 spectral range. They used molecular dynamics simulations based on the 5q(CO 2 ) potential (Murthy et al., 1983) to produce absorption data for temperatures between 200 and 800 K, and proposed an analytical function to represent it. Recently, Baranov et al. (2004) also reported accurate experimental data on CO 2 -CO 2 dimer absorption in the 1200-1500 cm À1 spectral and 193-360 K temperature ranges. They found the dependence of dimer absorption on temperature to be significantly greater than that of 'classical' induced-dipole CIA. These last two studies are particularly important for paleoclimate modelling, as together they cover all significant regions of CO 2 CIA absorption in the IR for low temperature (T surf < 360 K) atmospheres.
Method
Although several different continuum approximations have been used in studies of Venus, early Earth and Mars, as discussed in the previous section the most common approach has been to use Eq. (1) combined with close line truncation (typically 10-50 cm À1 ). To evaluate the errors introduced by this, we decided to compare several techniques in a simple radiative-convective climate model. We used the CIA data of Gruszka and Borysow (1997) combined with that of Baranov et al. (2004) to create a new parameterisation in the infrared, which we refer to as GBB from here for brevity. This was compared with absorption data for which no CIA was included (STD) and for which the parameterisation of Kasting et al. (1984) was used (K84). In addition, for each case we compared close (25 cm À1 ) line truncation with untruncated data using subLorentzian line profiles. For the latter, we corrected the Lorentzian lineshape using a factor v(m À m 0 ), the value of which was chosen from the data of Perrin and Hartmann (1989) . We used this study because it covered a wide temperature range (190-800 K), and focused on the 4.3 lm ($2300 cm À1 ) spectral band, which was the closest available in the 0-2000 cm À1 range of interest.
To examine the effects of these differences on mean atmospheric temperatures, we compared the parameterisations directly in a one-dimensional radiative-convective climate model. High resolution line-by-line spectra for a range of temperatures and pressures were computed from the HITRAN database (Rothman et al., 2004) using the software kspectrum. Kspectrum is a new program developed by one of us (V. Eymet) to accurately produce high resolution spectra for use in radiative transfer calculations. Its key advantages are that it allows one to compute the absolute error associated with any calculation for a given spectral discretisation, and that it can include the effects of far line absorption without the need for close line truncation and parameterised continuum absorption schemes. A detailed description of the program along with the source code is available online at http://code.google.-com/p/kspectrum/.
For computational efficiency, the spectral lines were truncated at 500 cm À1 when subLorentzian profiles were used. This was verified to have a negligible impact on the results. For the GBB dataset, all continuum data were added directly to the high resolution spectra. The CIA data of Gruszka and Borysow (1998) were included using the code described in their paper, and the experimental results of Baranov et al. (2004) were included through linear interpolation in temperature and wavenumber. We then used the correlated-k method to compute absorption coefficients in the model. A matrix of coefficients was produced on a 6 Â 8 temperature and log-pressure grid T = {100, 150, . . . , 350} K, p = {10 À3 , 10 À2 , . . . ,10 4 } mbar. Sixteen points were used for the gspace integration, with double Gaussian spacing split at 0.95. We used 27 spectral bands in the longwave and 7 in the shortwave. For the longwave, the band intervals used were the same as in Kasting et al. (1984) . For the calculations involving the K84 parameterisation, the continuum absorption defined in (2), which is averaged by band, was added to the total absorption after the correlated-k integration in the model.
A standard two-stream approximation was used to solve the radiative transfer equations for scattering, according to the method of Toon et al. (1989) . Rayleigh scattering was included by the method described in Hansen and Travis (1974) . For simplicity, the effects of aerosols and all other gases such as H 2 O were ignored. While this allowed a clear comparison between the effects of the continuum schemes, neglecting the effect of other absorbers can increase the sensitivity of the total warming to the scheme used. We return to this point in Section 4.
To validate the model at low pressures, we compared the total upward IR flux it produced under standard Mars conditions, for a given temperature vs. pressure profile, with line-by-line results for a pure CO 2 atmosphere (Harri et al., 2003) . We found that at all levels, the total upwards longwave radiation in the two models agreed to within 1%. At these pressures, continuum absorption was not strong enough to affect the results.
To get an idea of the importance of the the continuum scheme to paleoclimate calculations, we also computed steady-state surface temperatures as a function of the total pressure. To reach steady-state values, we used a time-marching approach with 22 vertical levels in log-pressure coordinates. Radiative heating rates were calculated at each timestep, and in regions where CO 2 condensation occurred, the pressure and temperature were updated iteratively according to the algorithm described in Forget et al. (1998) . The solar spectrum was multiplied by 0.75 to approximate the effect of the weaker early Sun, and the visible surface albedo was set to A s = 0.2. The total flux was divided by two to account for diurnal averaging and the solar zenith angle h z was set to 60 . As this simple model does not include the effects of absorption by other gases or by aerosols, the values of T surf reached were well below 273 K even at the maximum surface pressure studied (5 bar).
In the lower troposphere, the temperature was varied according to the ideal gas lapse rate C = Àg/c p , with c p = 735.82 J kg À1 K À1 a constant. This introduced a small error due to the fact that CO 2 behaves non-ideally at high pressures and low temperatures. As (a) we did not perform calculations at surface pressures greater than 5 bar and (b) our primary objective was a comparison among the various CIA parameterisations under the same conditions, the error introduced by this approximation is not important to the main result. The temperature profile in the upper troposphere was controlled by CO 2 condensation, and the radiative effects of CO 2 cloud formation were not considered.
Finally, for the OLR calculations (Fig. 2 ) the same fixed temperature profile was used in each case. A surface temperature of 250 K was chosen, and the profile in the atmosphere was determined using a method similar to that of Kasting (1991) . The stratosphere for these cases was set to be isothermal with temperature 167 K.
Results
In Fig. 1a , the total absorption in a 1-bar, 273-K pure CO 2 gas between 0 and 2000 cm À1 is plotted, with the regions of induced dipole and dimer absorption clearly indicated. In Fig. 1b , Eq. (2) (K84) is plotted against the new CIA data (GBB), for three different gas temperatures. As the absorption in both CIA parameterisations increased with the square of pressure, we focus on the variation with temperature here. As can be seen, the results roughly agree over most of the spectral range. However, the increase of (2) with temperature is slightly more rapid. More critically, there is a small but important region between 250 and 500 cm À1 where (2) predicts anomalously large absorption. As will be seen, this latter effect in particular can cause large differences in the resultant surface temperature in one-dimensional climate calculations.
In Fig. 2 , the outgoing longwave radiation (OLR) from an example 2-bar atmosphere with surface temperature of 250 K is shown as a function of wavenumber, for the STD (a), K84 (b) and GBB (c) parameterisations. For each case, the effects of 25 cm À1 truncation and subLorentzian line profiles are also shown. As may be seen, truncation (dashed lines) has the predictable effect of narrowing the main 660 cm À1 (15 lm) CO 2 vibrational absorption band, allowing the escape of a significant amount of radiation in that spectral region that would otherwise have been absorbed. The CIA also has an important effect at this pressure, decreasing the outgoing flux in the regions below 500 cm À1 and above 1100 cm
À1
. However, there are significant differences between the GBB and K84 schemes, with the latter causing a greater reduction in the OLR at all wavenumbers. In particular, the anomalous absorption of K84 in the 250-500 cm À1 region greatly decreases the outgoing flux there. The severity of the effect is increased because it occurs close to the peak of the blackbody spectrum ($490 cm À1 for a surface temperature T s = 250 K). To get an idea of the importance of these differences in paleoclimate calculations, we next computed steady-state surface temperatures as a function of the surface pressure. Fig. 3 shows the results (K84; filled circles) . As can be seen, the difference between the two datasets is extremely large in the 250-500 cm À1 region.
for the STD (a), K84 (b) and GBB (c) parameterisations. Here dashed and solid lines indicate 25 cm À1 truncation and subLorentzian line profiles, as before. As can be seen, the agreement between all parameterisations is close for pressures below a few tenths of a bar. This demonstrates that the effects of continuum absorption are negligible there. As in Kasting (1991) , in each case T surf increases to a maximum for p surf $ a few bar and then decreases, due to the effects of both CO 2 condensation and Rayleigh scattering. However, the values diverge seriously at high pressures, with the K84 parameterisation predicting a maximum surface temperature of around 240 K, compared with 220 K and 210 K for GBB and STD, respectively. Line truncation also has a significant effect on the results in each case, decreasing the maximum surface temperature by between 7 K (for STD) and 25 K (for K84).
In Fig. 4 , we have plotted the difference between surface temperatures using the K84 scheme with truncation (dashed line in Fig. 3b ) and the GBB scheme with subLorentzian line profiles (solid line in Fig. 3c ). These two schemes were compared because the former is widely used in paleoclimate research, while we believe that the latter is the most physically accurate (we return to this point in the Section 4). As can be seen, while the truncated K84 scheme causes slightly decreased warming at low surface pressures, it overestimates the equilibrium surface temperature at 2-3 bars by almost 10 K. This occurs primarily because the errors inherent in the K84 scheme due to line truncation are overcompensated by the absorption described by (1) between 250 and 500 cm À1 .
Discussion
In agreement with Halevy et al. (2009) , our results indicate that the choice of continuum parameterisation greatly influences the radiative balance in CO 2 -rich atmospheres. While they did not make any conclusions as to the absolute accuracy of the various schemes used, we have combined the most accurate CIA and subLorentzian data currently available to show that the parameterisations used most frequently in the literature are likely to strongly overestimate the total longwave absorption caused by the continuum, chiefly due to increased absorption in the 250-500 cm À1 spectral region. Clearly, these results have important consequences for the 'faint young Sun' problem. All previous studies that used the K84/line truncation parameterisation should unfortunately be regarded as overestimating the total surface warming.
How confident can we be of the absolute accuracy of the GBB + subLorentzian line profile parameterisation? For the CIA, both the results of Baranov et al. (2004) and Gruszka and Borysow (1997) appear robust. Baranov et al. (2004) compared their experimental results with several previous studies, and found them to be in broad agreement, although the spectral resolution and overall accuracy in their results were greater. As noted previously, Gruszka and Borysow (1997) was a purely theoretical study. However they compared their predictions with previous experimental results (principally Ho et al. (1971) ), and found close agreement over the entire temperature range of the experiments (233-400 K). The subLorentzian parameterisation is a little more uncertain, as no studies currently exist of far-line profiles near the 15 lm band. However, studies such as Tonkov et al. (1996) yielded results close to those of Perrin and Hartmann (1989) (see e.g., Fig. 1 in Halevy et al. (2009) ). This at least suggests that the subLorentzian behaviour around the 15 lm band is also similar. To improve the accuracy of dense CO 2 opacity calculations in the future, we suggest that it would be useful to perform precise direct measurements of the subLorentzian profiles in this region. An additional subtlety occurs because existing subLorentzian parameterisations are inaccurate close to the line centres, where the profile is typically superlorentzian. Ma et al. (1999) used a fairly advanced theoretical model to compute line shapes in IR CO 2 bands accurately as a function of temperature and spectral range. For the intensive line-by-line computations required for climate studies, however, their model is unfortunately still too complex. An assessment of the importance of this effect in the overall radiative budget of dense atmospheres could be a subject of future study. However, at high pressures the main CO 2 absorption bands are already fully saturated, so its parameterisation should be less critical than the effects we have investigated here.
The extent to which the total warming is affected by continuum absorption will clearly depend on the contribution of other effects to the radiative balance. Here we have only considered pure CO 2 atmospheres without other gases or aerosols. As noted by Halevy et al. (2009) , the effect of other greenhouse gases is generally to decrease the sensitivity of climate calculations to the parameterisation used for CO 2 CIA. H 2 O, in particular, absorbs quite strongly in the 250-500 cm À1 region, which we identified earlier as the part of the spectrum where the difference between K84 and GBB was the most important. Thus broadly speaking for an extremely wet atmosphere, as may have been the case for early Venus and/or Earth, the differences we have described here may not be critical to the climate. For early Mars, in contrast, the difference is important, as even in the most optimistic climate scenarios, global mean surface temperatures are seldom much greater than 0°C, and hence the atmosphere is relatively dry. In addition, these results may have implications for radiative transfer studies of presentday Venus and, potentially, of exoplanet atmospheres.
Hence despite the caveats just mentioned, for future studies of dense CO 2 atmospheres we suggest that the GBB parameterisation described here, in combination with subLorentzian line profiles based on the results of Perrin and Hartmann (1989) , offers the highest accuracy available until further experimental or theoretical studies are performed. For ease of use in future climate calculations, we have written a Fortran routine to compute the GBB parameterisation that we will provide to other researchers on request. Fig. 3b ) and the GBB parameterisation with subLorentzian line profiles (solid line in Fig. 3c ).
