Consider a bounded function g supported on [−1, 1] and a modulation parameter b ∈]1/2, 1[ for which the Gabor system {E mb T n g} m,n∈Z is a frame. We show that such a frame always has a compactly supported dual window. More precisely, we show that if b < N N +1 for some N ∈ N, it is possible to find a dual window supported on [−N, N ]. Under the additional assumption that g is continuous and only has a finite number of zeros on ] − 1, 1[, we characterize the frame property of {E mb T n g} m,n∈Z . As a consequence we obtain easily verifiable criteria for a function g to generate a Gabor frame with a dual window having compact support of prescribed size.
Introduction
Let g ∈ L 2 (R) be a function with supp g ⊆ [−1, 1]. It is well known that for modulation parameters b ≤ 1/2, the Gabor system {E mb T n g} m,n∈Z given by If {E mb T n g} m,n∈Z is a frame and b ≤ 1/2, it is also known that the canonical dual generator is supported on [−1, 1] . For proofs of these facts, we refer to any standard reference on Gabor frames, e.g., [2, 5, 6] The purpose of this paper is to investigate the properties of the dual frames of {E mb T n g} m,n∈Z for b ∈]1/2, 1[. In particular, we show that a frame {E mb T n g} m,n∈Z for which g is supported on [−1, 1] always has a dual Gabor frame generated by a compactly supported function. More precisely, we show that if b <
for some N ∈ N, it is possible to find a dual window supported on [−N, N ] .
Under the additional assumptions that g is continuous and only has a finite number of zeros on [-1,1] we are able to characterize the frame property for {E mb T n g} m,n∈Z . It turns out that a continuous and compactly supported dual window always exists in this case. As a special case of the general result we are thus able to derive easily verifiable conditions for a function g to generate a Gabor frame having a continuous dual window with a specified size of the support.
In a sense, our results complement the results by Bölcskei and Janssen in [1] . For any Gabor frame {E mb T na g} m,n∈Z for which g is compactly supported and ab ∈ Q, the results in [1] characterize the existence of a dual frame generator with compact support in terms of the rank of the Zibulski-Zeevi matrix. If ab = p/q with gcd(p, q) = 1, the Zibulski-Zeevi matrix is of the size p×q, so even for the quite simple functions g considered in the current paper, it is difficult to check the rank condition directly. Furthermore, our results apply to the general case, not just to the case of rational oversampling. On the other hand, we only consider functions g supported on [−1, 1], a restriction that does not appear in [1] .
We also note that Laugesen recently obtained constructions of dual pairs of spline windows supported on [−1, 1], see [8] . Most of his windows and dual windows are with knots at the points x = −1, 0, 1 and are constructed so that the functions become continuous, or even smooth up to a certain order. The constructions are made by counting the number of constraints (in the duality conditions presented below, and on the points where continuity/differentiability is required) and then search for polynomials on [−1, 0] and on [0, 1] of a matching degree; the coefficients in the polynomials are found by Mathematica. The drawback of the method is that one can not be completely sure in advance that it actually yields a solution. The results presented here shed light on the conditions that are necessary for Laugesen's approach to work.
We finally note that our motivation stems from recent results, showing that small modulation parameters b in Gabor frames {E mb T n g} m,n∈Z yield amazing flexibility in the choice of dual window. For example, one of the main results in [4] shows that functions of the type
considered for sufficiently large intervals I, usually lead to Gabor frames having B-spline dual windows for small values of b; and for functions g with support on [0, N ], for which the integer-translates form a partition of unity, one can find dual windows of the type
for appropriate choices of the coefficients a n , see [3, 4] . Unfortunately, the results in the current paper show that we do not have the same freedom in the choice of "nice dual windows" for larger values of b. The paper is organized as follows. In Section 2 we state the results. All proofs are collected in Section 3. In the rest of the introduction we state a few key results and definitions.
Recall that
If at least the upper frame condition is satisfied, {E mb T n g} m,n∈Z is a Bessel sequence.
Given a frame
The function g generating the frame is called the window and h is called the dual window. For more information we refer to, e.g., [2] or [5] .
The starting point is the duality conditions for two Gabor systems, due to Ron and Shen [9, 10] . We will apply the version presented by Janssen [7] : 
We will only consider bounded and compactly supported candidates for the functions g and h, so {E mb T n g} m,n∈Z and {E mb T n h} m,n∈Z are automatically Bessel sequences, see [2] . Due to the compact support of g and h, the condition in (1.2) is automatically satisfied whenever |n| is sufficiently large. By specifying the support of g and h we can identify the exact values of n ∈ Z for which the equations in (1.2) need to be checked. Note also that the infinite sum appearing in (1.2) is periodic; thus, for a given value of n the condition can be checked by looking at any interval of length 1. These observations immediately lead to the following consequence of Theorem 1.1: 
Then the conditions (i) -(ii) below are equivalent:
(i) {E mb T n g} m,n∈Z and {E mb T n h} m,n∈Z form dual frames for L 2 (R); (ii) For n = ±1, ±2, · · · , ±(N − 1), g(x − n b )h(x) + g(x − n b + 1)h(x + 1) = 0, a.e. x ∈ [ n b − 1, n b ].
The main results and examples
Consider a Gabor frame {E mb T n g} m,n∈Z for which the window g is supported on [−1, 1]. We will show that {E mb T n g} m,n∈Z has a dual frame, generated by a compactly supported function h. As explained in the introduction we focus on the range b ∈]1/2, 1[. The result exhibits a relationship between the modulation parameter b and the size of the support of the dual window:
The proofs of Theorem 2.1 and all the following results are collected in Section 3. Even if the window g is continuous, the dual window h constructed in the proof of Theorem 2.1 will usually not be continuous. Under additional assumptions on g we will now show that continuous dual windows with compact support exist. We will consider windows belonging to the following subset of L 2 (R) :
We will actually characterize the frame property for windows g ∈ V. Note that for a given function g ∈ V, it is only possible for {E mb T n g} m,n∈Z to be a frame for b ∈]0, 1[; in fact, the option b = 1 has to be excluded because a continuous function with compact support can not generate a Riesz basis, see [6] or [2] .
Before we characterize the frame property for windows g ∈ V, we state an example of a function g that does not generate a Gabor frame. First, it is well known that if g generates a frame {E mb T n g} m,n∈Z with lower frame bound A, then
Our example satisfies (2.2), so the reason that we do not obtain a frame is nontrivial. The example demonstrates "what can go wrong," and hereby motivates the technical tools we need to introduce. 
Then g ∈ V and (2.2) holds, but g does not generate a Gabor frame n∈Z and {E mb T n h} m,n∈Z are dual frames. The functions g and h satisfy the duality condition (1.2); in particular, letting n = 0 and n = 1 and using the periodicity to shift the interval,
Let L h denote the set of Lebesgue points of h, and put
3) and (2.4) are true at x},
) = 0 and h is essentially bounded, (2.4) and (2.5) imply that lim
This is a contradiction, so we conclude that g does not generate a Gabor frame for b = .
It is clear from (2.2) that the location of the zeros for a function g can make the frame property break down. Example 2.2 provides a deeper insight: it shows that even if (2.2) holds, the location of the zeroes for g can still make the frame property break down! In order to characterize the frame property we will now introduce a class of help functions that prevent the phenomena in Example 2.2 to occur. As in
, and define the function R n + on (a subset of) [0, n + −
Note that for n = 0, 1, . . . , n + − 1,
This implies that R n + is defined on [0, n + −
, except maybe on a finite set of points.
Similarly, for
For functions g ∈ V we now show that one can characterize the frame property of {E mb T n g} m,n∈Z in terms of the behavior of the functions R n + and L n − close to the zeros of g. In particular, the stated conditions lead to the existence of a continuous compactly supported dual window. Afterwards, we state easily verifiable sufficient conditions directly in terms of the zeros of g.
Then the following assertions are equivalent: 
(iv) For y + , y − , n + , n − as in (ii) and (iii), corresponds to N = 4, so in condition (ii) in Theorem 2.3(3) we consider n + ∈ {1, 2, 3} such that g(y + ) = 0 for some y + ∈ [0, n + −
n + ]. We immediately see that this is fulfilled with y + = 1 3 and n + = 1. Clearly,
On the other hand,
thus, our example violates (2.7). Formulated differently, the condition (2.7) prevents the case in Example 2.2 to appear.
The conditions in Theorem 2.3 are quite tedious to verify in practice. We will now derive a sufficient condition for the existence of a continuous dual window supported on [−N, N ]; this result, to be stated in Theorem 2.6, is formulated directly in terms of the zeros of the function g and does not involve the functions R n + and L n − . For a function g ∈ V, denote the zeros
Note that ∈ N is chosen such that y < 0 < y +1 . The results to follow depend on the exact location of the zeros, in particular, whether y < Figure 1 ). For this reason we need the following definition:
, as above.
We now state the announced sufficient condition for g ∈ V to generate a Gabor frame. We split into four cases, that altogether cover all options for the location of the zeros:
[. Assume that g ∈ V, and denote the zeros by
, ordered as in (2.8) . Assume that
Consider the following cases (a)-(d):
(a) y < . In this case, take k 0 ≥ 1 and n k , k = 1, . . . , k 0 as in Definition 2.5 (1) , and assume that
. In this case, take k 1 ≥ 0 and n k , k = −k 1 , . . . , 0 as in Definition 2.5 (2) , and assume that
. In this case, take k 0 , k 1 , and the associated numbers n k , k = −k 1 , . . . , k 0 as in Definition 2.5, and assume (2.10), (2.11) and For continuous functions g without zeros on ]−1, 1[ we obtain the following immediate consequence of Theorem 2.6: 
Then g generates a Gabor frame {E
Thus k 0 = 1 and n k 0 = 1. Also,
Thus the condition (b) in Theorem 2.6 is satisfied. Hence g generates a Gabor frame {E mb T n g} m,n∈Z , having a continuous dual supported on [−3, 3] . , choose n 1 = 1 and n 0 = 1. Then Unfortunately, the calculations leading to the results in the current paper show that we do not obtain the same amount of freedom in the choice of "nice dual windows" for large values of b as for small: for example, in general it is not possible to obtain dual windows of the form (1.1). The next example illustrates this: 
Proofs

Proof of Theorem 2.1
The proof of Theorem 2.1 uses the following elementary lemma: Lemma 3.1 Let N ∈ N, and assume that
.
Then the intervals
are nonempty and disjoint. In particular, the interval [1, N ] can be decomposed into two sets,
where
Here denotes a disjoint union. Furthermore, the sets J and J overlap only at the endpoints of the appearing intervals. We check that h also satisfies the duality conditions, i.e., that for n = 0, ±1, . . . , ±N,
We split into various cases:
(1) For n = 0, we note that h(x) =h(x) for x ∈ [−1, 1]. So (3.2) follows immediately from the duality conditions forh.
By definition, this implies that
So by the duality conditions forh, (3.2) is satisfied for a.e. x ∈ [n/b − 1, n].
. Thus (3.2) is satisfied. (4) For n < 0, the proof of (3.2) is similar by the symmetry.
Proof of Theorem 2.3
The proof of Theorem 2.3 is quite lengthy and requires some preparation. We use the sets J and J defined in (3.1). The idea in the proof is first to identify some intervals on which there is no freedom for the choice of the dual; for example, Lemma 3.2 will show that a dual window has to vanish on certain intervals. After that, we use the freedom in the choice of dual window to "path the dual together in a continuous fashion."
First, we note that the duality condition and the chosen restrictions on the support and on the parameter b force a dual window to vanish on certain intervals. 
; thus, ], we see that h(x + 1) = 0 due to the support assumption on h. If we note that, by (3.4) with n = N − 1,
]. This together with (3.3) implies that
Assuming h(x) = 0, a.e. x ∈ [n 0 ,
]. An application of (3.4) shows that
This completes our induction and so
By symmetry, considering (3.
Assuming that our candidate for a dual window h is chosen continuously on [−1, 1], we now show that certain conditions on the interplay between h and the functions R n + and L n − imply that h is uniquely determined on the set (−J) ∪J. The result is formulated in terms of conditions on the zeros for g: continuously chosen for x ∈ [−1, 1] so that the following five conditions hold:
exists; and if g(n + −
Then the equations, for n
and lim
exists by (3.5). Thus we can define
and if
by (3.11) and (3.13). By induction, h(x) is continuous for x ∈J, and h(n)
On the other hand, for x ∈ [n,
n b
] and x + 1 ∈ [n + 1,
By symmetry, considering (3.7) for n = −1, −2. · · · , −N + 1 determines h(x) continuously for x ∈ (−J). This proves that h(x) is continuously determined for x ∈ (−J) ∪J and satisfies (3.8).
For (3.9), the condition (1) and g(−1) = 0 imply that g(0) = 0. So the condition (a) implies that 
This function h is continuous. 
Consider (3.16) with n = n + , i.e.,
Since g has a finite number of zeros in [−1, 1], it follows that
and h is essentially bounded, it follows that lim sup
where L h is the set of Lebesgue points of h. As in the proof of Lemma 3.3, we have lim sup
By (3.17) and (3.18),
Since h(x) is essentially bounded and g(x) is continuous, we have
This proves that (ii) holds.
(iii): This is similar to the proof of (ii) by symmetry, so we skip it. But we note for use in the proof of (iv) that the result corresponding to (3.18) is 
however, this contradicts (3.20) and (3.21). Hence
i.e., (iv) holds. 
By the conditions (ii), (iii) and (iv),
and
we can by (3.22) choose 0 > 0 so that g(x) = 0 for . We split into two cases:
2) If the assumption in 1) does not hold, then there exists
We remark that there is a certain freedom in the choice of 
Proof of Theorem 2.6
For each cases, we check the conditions (ii)-(iv) of (3) This proves (ii) and (iv).
(c): Similar to the proof of (b).
(d): As in the proof of (b) and (c), (2.10) and (2.11) imply (ii) and (iii). The condition (iv) follows from (2.12).
