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The purpose of this paper is to solve the oscillation problem for the nonlin-
ear Euler differential equation t2x′′ + gx = 0 and the extended equation x′′ +
atgx = 0. Here gx satisﬁes the sign condition xgx > 0 if x = 0, but is not
assumed to be monotone. We give necessary and sufﬁcient conditions for all non-
trivial solutions to be oscillatory. To this end, we use phase plane analysis of the
Lie´nard system and the oscillation result on the Riemann–Weber version of the
linear Euler differential equation t2y ′′ + 1/4 + δ/log t2y = 0. Our results are a
negative answer to a conjecture which was given by Wong. Finally, we illustrate our
results by two examples. © 2001 Academic Press
Key Words: oscillation; nonlinear Euler differential equations; phase plane anal-
ysis; Lie´nard system.
1. INTRODUCTION
Consider the second order nonlinear differential equation
t2x′′ + gx = 0	 t > 0	 (1.1)
where ′ = d/dt, and gx is continuous on R and satisﬁes
xgx > 0 if x = 0 (1.2)
We assume that the uniqueness is guaranteed for the solutions of (1.1)
to the initial value problem. We can prove that all solutions of (1.1) are
continuable in the future (for the proof, see [2, 8, 9]).
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A solution xt of (1.1) (or (1.5) below) is said to be oscillatory if there
exists a sequence tn tending to ∞ such that xtn = 0. Otherwise, xt is
said to be nonoscillatory.
In case gx = λx, Eq. (1.1) is called the Euler differential equation
and it is well known that all nontrivial solutions are oscillatory if λ > 1/4
and are nonoscillatory if λ ≤ 1/4. In this case, the number 1/4 is called
the oscillation constant. Other results on the oscillation constant for linear
differential equations can be found in [4, 5, 7, 10] and the references cited
therein.
Sugie and Hara [9] investigated the oscillation constant for the nonlinear
differential equation (1.1) and gave the following result without requiring
such monotonicity of gx as sublinear or superlinear.
Theorem A. Assume 12 and let λ > 0. Then all nontrivial solutions of
11 are oscillatory if
gx
x
≥ 1
4
+ λ
log x (1.3)
for x sufﬁciently large.
Theorem B. Assume 12 and suppose that there exists a λ with 0 <
λ < 1/16 such that
gx
x
≤ 1
4
+ λlog x2 (1.4)
for x > 0 or x < 0, x sufﬁciently large. Then all nontrivial solutions of (1.1)
are nonoscillatory.
Clearly, Theorems A and B are complete extensions of the result for the
linear case and can be applied to sublinear and superlinear cases. Hence,
it is safe to say that the classiﬁcation into sublinear and superlinear cases
is not important to the oscillation problem for Eq. (1.1). Since Eq. (1.1) is
nonlinear, we cannot use Sturm’s separation theorem. For this reason, it is
possible that oscillatory solutions and nonoscillatory solutions exist together
in Eq. (1.1). Theorems A and B show, however, that there is no possibility
of coexistence. As to our problem, the most difﬁcult case is
gx
x
↘ 1
4
as x → ∞
Previous results except Theorems A and B are inapplicable to this critical
case.
Wong [12] studied the equation
x′′ + atgx = 0	 t > 0	 (1.5)
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which includes the Emden–Fowler differential equation (as for the Emden–
Fowler differential equation, for example, see [1, 3, 6, 11]). Using Sturm’s
comparison theorem, he improved Theorems A and B as follows:
Theorem C. Assume that a(t) is continuously differentiable and satisﬁes
t2at ≥ 1 (1.6)
for t sufﬁciently large, and that there exists a λ with λ > 1/4 such that
gx
x
≥ 1
4
+ λlog x2 (1.7)
for x sufﬁciently large. Then all nontrivial solutions of 15 are oscillatory.
Theorem D. Assume that at is continuously differentiable and satisﬁes
0 ≤ t2at ≤ 1 (1.8)
for t sufﬁciently large and
At def= a
′t
2a3/2t + 1 = o1 as t →∞ (1.9)
If, in addition, At ≤ 0 and there exists a λ with 0 < λ ≤ 1/16 such that
gx
x
≤ 1
4
+ λlog x2 (1.10)
for x > 0 or x < 0, x sufﬁciently large, then all nontrivial solutions of 15
are nonoscillatory.
Since Eq. (1.5) coincides with Eq. (1.1) when at = 1/t2, it seems rea-
sonable to assume (1.6) and (1.8) in Theorems C and D, respectively. But
condition (1.9) on At is considerably strict. Although it is known that all
nontrivial solutions of (1.5) are nonoscillatory if at = 1/t3 and gx is
linear or sublinear, condition (1.9) is not satisﬁed.
Condition (1.7) completely contains (1.3), and condition (1.10) is slightly
weaker than (1.4). Unfortunately, the case
gx
x
= 1
4
+ λlog x2 (1.11)
with 1/16 < λ ≤ 1/4 remains unsetted. Wong [12] expected that if 1/16 <
λ ≤ 1/4, then Eq. (1.1) with (1.11) has both oscillatory solutions and
nonoscillatory solutions.
In this paper, we give a perfect answer to the unsolved problem above
and show that Wong’s conjecture is not true. To be precise, if λ > 1/16,
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then all nontrivial solutions of (1.1) with (1.11) are oscillatory; otherwise,
all of them are nonoscillatory.
The plan of this paper is the following.
In Section 2, we transform Eq. (1.1) into a system of Lie´nard type, say
E. We describe the relation between oscillatory solutions of (1.1) and
positive orbits of E. Throughout this paper, we call the projection of a
positive semitrajectory of a system onto the phase plane a positive orbit of
the system. For preparation, we also examine the properties of solutions of
a system, say LP, which is equivalent to the Riemann–Weber version of
Euler differential equation.
Changing orthogonal coordinates into polar coordinates, we make an
equivalent system to E, say P. We present an oscillation theorem and
a nonoscillation theorem for Eq. (1.1) in Sections 3 and 4, respectively.
For this purpose, we discuss the asymptotic behavior of solutions of P in
detail and compare the solutions of P with those of LP.
In Section 5, we consider Eq. (1.5) and give an oscillation theorem which
is a generalization of Theorem C. We also give some nonoscillation theo-
rems for Eq. (1.5). Moreover, we illustrate our results by two examples.
2. PHASE PLANE ANALYSIS
Changing variable t = es, we can transform Eq. (1.1) into the equation
u¨− u˙+ gu = 0	 s ∈ R	
which is equivalent to the system
u˙= v + u	
v˙=− gu	
E
where ˙= d/ds and us = xes = xt. System E is of Lie´nard type.
Suppose that Eq. (1.1) has a nontrivial oscillatory solution ζt. Let t0 >
0 be the initial time of ζt. Then, by the deﬁnition of oscillation, there
exists a sequence tn tending to ∞ as n → ∞ such that ζtn = 0. Let
us	 vs be the solution of E which corresponds to ζt. Then
us	 vs = ζes	 ζ ′eses− ζes
Hence, we have
usn = 0	 (2.1)
where sn = log tn. We also have
u˙sn = 0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In fact, if u˙sn = 0 for some n ∈ N, then
vsn = u˙sn − usn = 0
Hence, taking notice that the origin is the unique equilibrium of E, we
get
us	 vs = 0	 0 for s ≥ s0 def= log t0	
which means that ζt ≡ 0. This contradicts the fact that ζt is a nontrivial
solution of (1.1). Thus, we may assume without loss of generality that
us < 0 if s2k−1 < s < s2k	 (2.2)
us > 0 if s2k < s < s2k+1	 (2.3)
u˙s2k−1 < 0 and u˙s2k > 0 (2.4)
for k ∈ N. By (2.1) and (2.4) we have
vs2k−1= u˙s2k−1 − us2k−1 = u˙s2k−1 < 0	
vs2k= u˙s2k − us2k = u˙s2k > 0
(2.5)
Also, by (1.2), (2.2), and (2.3) we get
v˙s=− gus > 0 for s2k−1 < s < s2k	
v˙s=− gus < 0 for s2k < s < s2k+1
(2.6)
Hence, there exist constants s˜2k−1 and s˜2k with s2k−1 < s˜2k−1 < s2k < s˜2k <
s2k+1 such that
vs˜2k−1 = vs˜2k = 0 (2.7)
Let A = us0	 vs0 and consider the positive orbit γ+EA of E
starting at the point A. Then, from (2.1)–(2.3), (2.5), and (2.7), it turns
out that γ+EA crosses the negative v-axis at s = s2k−1 and s = s2k+1; the
negative u-axis at s = s˜2k−1; the positive v-axis at s = s2k; the positive u-axis
at s = s˜2k. Moreover, taking account of (2.6) and
u˙s = vs + us	
we see that γ+EA goes around the origin, in clockwise order, as s
increases. We therefore conclude that a nontrivial oscillatory solution of
(1.1) corresponds to a positive orbit of E which rotates around the origin
in clockwise direction.
Sugie and Hara [9, Lemma 4.1] proved that every solution of E is
unbounded except the trivial solution. Let us examine the behavior of solu-
tions of E in more detail. To this end, we deﬁne
V u	 v = v
2
2
+
∫ u
0
gξdξ
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and consider the curve V u	 v = H for any H > 0. Since the function
V u	−u is increasing for u > 0 and decreasing for u < 0, and V 0	 0 = 0,
the curve V u	 v = H meets the line v = −u at two points. Let −a	 a
and b	−b be the points of intersection, where a > 0 and b > 0. Note that
numbers a and b are increasing with respect to H and satisfy
aH → ∞ and bH → ∞ as H →∞
Deﬁne a domain DH by
DH =
{u	 v  −a < u < b and V u	 v < H}
Then we have
DH1 ⊂ DH2 for H2 > H1 and
⋃
H>0
DH = R2
Since each nontrivial solution us	 vs of E is unbounded, its positive
orbit cannot remain in DH . We choose an s1 ≥ s0 such that us1	 vs1 ∈
DcH , the complement of DH . Then, from the vector ﬁeld of E and the
fact that
V˙Eu	 v = ugu > 0 if u = 0	
we see that the positive orbit does not enter DH for s ≥ s1, that is, the
domain DcH is positively invariant. Since H is arbitrary, if the solution
us	 vs is oscillatory, then from the uniqueness of solutions for the
initial value problem it follows that all nontrivial solutions of E are
oscillatory.
We can summarize our observation in the following way.
Lemma 2.1. Under the assumption 12, if Eq. 11 has a nontrivial
oscillatory solution, then all nontrivial positive orbits of E keep on rotat-
ing around the origin clockwise.
Let us now turn to the Riemann–Weber version of the Euler differential
equation
y ′′ + 1
t2
(
1
4
+ δlog t2
)
y = 0 L
This linear differential equation has the general solution
yt =
{√
tK1log tz +K2log t1−z if δ = 1/4,√
t log tK3 +K4 log log t if δ = 1/4,
where Ki i = 1	 2	 3	 4 are arbitrary constants and z is the root of
z1− z = δ (2.8)
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Hence, we can classify Eq. L into two types as follows:
Proposition 2.2. If δ > 1/4, then all nontrivial solutions of L are oscil-
latory, and otherwise they are nonoscillatory.
In case δ > 1/4, the characteristic equation (2.8) has conjugate roots
z = 1/2 ± iα/2, where α > 0. Hence, by Euler’s formula, the real solution
of L can be written as
yt =
√
t log t
{
k1 cos
(
α
2
log log t
)
+ k2 sin
(
α
2
log log t
)}

If k1	 k2 = 0	 0, then yt is the trivial solution. Hereafter, we assume
k1	 k2 = 0	 0. Then we have
yt = k3
√
t log t sin
(
α
2
log log t + β
)
	 (2.9)
where k3 =
√
k21 + k22, sinβ = k1/k3, and cosβ = k2/k3.
Let s = log t. Then Eq. L is transferred into the system
u˙= v + u	
v˙ =−
(
1
4
+ δ
s2
)
u
LE
The change of variable also transfers the solution (2.9) to us	 vs which
is represented as
us=k3
√
ses sin
(
α
2
log s + β
)
	
vs= k3
√
es
2
√
s
{
1− s sin
(
α
2
log s + β
)
+ α cos
(
α
2
log s + β
)}

(2.10)
By putting u = l cosϕ and v = l sinϕ, system LE is transformed into the
system
l˙= l
[
sinϕ+ cosϕ cosϕ− 1
4
sinϕ cosϕ− δ sinϕ cosϕ
s2
]
	
ϕ˙=−sinϕ+ cosϕ sinϕ− 1
4
cos2ϕ− δ cos
2ϕ
s2

LP
Let ls	 ϕs be the solution of LP corresponding to us	 vs. Then
ls =
√
u2s + v2s and tanϕs = vs
us 
We can state the following result on the property of ϕs.
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Lemma 2.3. If δ > 1/4, then ϕs is decreasing and satisﬁes
ϕs → −∞ as s →∞
Proof. Since
(
1+ tan2 ϕs)ϕ˙s = d
ds
tanϕs = v˙sus − vsu˙s
u2s
= − δ
s2
−
(
1
2
+ vs
us
)2
< 0	
ϕs is decreasing. We prove the remainder of proof by contradiction. Sup-
pose that there exists a ϕ∗ ∈ R such that
ϕs ↘ ϕ∗ as s →∞
We choose an integer n so that(
n− 1
2
)
π ≤ ϕ∗ <
(
n+ 1
2
)
π
By assumption, there exists a sufﬁciently large τ1 such that
ϕτ1 ≤
(
n+ 1
2
)
π and ϕ∗ < ϕs <
(
n+ 1
2
)
π for s > τ1
It follows from this that
tanϕs ↘ tanϕ∗ as s →∞ (2.11)
From the ﬁrst equation of (2.10), we see that the sign of us alternates
between positive and negative. Hence, we can select a τ2 > τ1 such that
uτ2 = 0	 uτ2 + ε > 0	 and uτ2 − ε < 0
Noticing that vτ2 = u˙τ2 − uτ2 > 0, we obtain
lim
s→τ2−0
tanϕs = lim
s→τ2−0
vs
us = −∞	
which is a contradiction to (2.11). Thus, ϕs tends to −∞ as s →∞. This
completes the proof.
Before moving on to the main subject, it is helpful to describe the prop-
erties of functions
f1θ = sin θ+ cos θ cos θ−
1
4
sin θ cos θ
f2θ = −sin θ+ cos θ sin θ−
1
4
cos2 θ
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for −π/4 < θ < 0. Note that the functions appeared in the right-hand side
of LP. Since
d
dθ
f1θ =
3
4
cos 2θ− sin 2θ and d
dθ
f2θ = −
3
4
sin 2θ− cos 2θ	
we see that f1θ is increasing for −π/4 < θ < 0; and f2θ is increasing for
−π/4 < θ < −θ∗ and decreasing for −θ∗ < θ < 0, where θ∗ is the minimal
positive value satisfying tan θ∗ = 1/2. We have
f2−θ∗ = − sin θ∗ + cos θ∗ sin θ∗ −
1
4
cos2 θ∗ = 0
because
sin θ∗ = 1√
5
and cos θ∗ = 2√
5

3. OSCILLATION THEOREM
In this section, we give a sufﬁcient condition for all nontrivial solutions
of (1.1) to be oscillatory. Recall that Eq. (1.1) is equivalent to system E.
In polar coordinates system E takes the form
r˙= rsin θ+ cos θ cos θ− gr cos θ sin θ	
rθ˙=−rsin θ+ cos θ sin θ− gr cos θ cos θ
P
Comparing the solutions of P with those of LP, we can prove the fol-
lowing result.
Theorem 3.1. Assume 12 and suppose that there exists a λ with λ >
1/16 such that
gx
x
≥ 1
4
+ λlog x2
for x sufﬁciently large. Then all nontrivial solutions of 11 are oscillatory.
Proof. First, we consider the case
gx
x
= 1
4
+ λlog x2 (3.1)
for x sufﬁciently large. By way of contradiction, we suppose that Eq. (1.1)
has a nonoscillatory solution ηt. Then, without loss of generality, we may
assume that there exists a T > 0 such that
ηt > 0 for t ≥ T (3.2)
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Hence, by (1.2) we have
t2η′′t = −gηt < 0 for t ≥ T	
and therefore, if there exists a t1 > T such that η′t1 ≤ 0, then
η′t < η′t1 ≤ 0 for t > t1
This is a contradiction to (3.2). We then conclude that
η′t > 0 for t ≥ T (3.3)
In case (3.1) holds, system E coincides with the system
u˙= v + u	
v˙=−
(
1
4
+ λlog u2
)
u
(3.4)
for u > 0 sufﬁciently large. Let us	 vs be the solution of E corre-
sponding to ηt. Then
us	 vs = ηes	 η′eses − ηes
By (3.2) and (3.3) we see that
us	 vs ∈ R1 def=
{u	 v  u > 0 and v > −u}
for s ≥ logT . For the sake of convenience, let
s0 = logT	 u0 = us0	 and v0 = vs0
Then we have
u˙s = η′eses > 0 for s ≥ s0	 (3.5)
and hence,
us ≥ u0 for s ≥ s0 (3.6)
Since system E has no equilibria in the region R1, we also have
us → ∞ as s →∞ (3.7)
Moreover, by (3.1) and (3.6), we get
gus ≥ gu0 > 0 for s ≥ s0	
and therefore,
vs ≤ vs0 −
∫ s
s0
gu0dτ
= vs0 − gu0s − s0 → −∞ as s →∞ (3.8)
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System (3.4) becomes
r˙= r
[
f1θ −
λ sin θ cos θ
log r cos θ2
]
	
θ˙= f2θ −
λ cos2 θ
log r cos θ2 	
(3.9)
where f1θ and f2θ are the functions given in the closing paragraph of
Section 2. Let rs	 θs be the solution of (3.9) which corresponds to
us	 vs and let
r0 =
√
u20 + v20 and θ0 = Tan−1
v0
u0

Then, taking notice that us	 vs ∈ R1 for s ≥ s0, we see that
θs > −π
4
for s ≥ s0 (3.10)
By (3.8) we can choose an s1 ≥ s0 so that θs1 < 0. For simplicity, let
r1 = rs1 and θ1 = θs1
From (3.9), (3.10), and the property of f2θ, we have
θ˙s = f2θs −
λ cos2 θs
log rs cos θs2 < 0 for s ≥ s1 (3.11)
Claim 1. θs > −θ∗ for s ≥ s1, where θ∗ is the smallest number satis-
fying tan θ∗ = 1/2.
Suppose that the claim is not true, that is, there exists a τ1 ≥ s1 such
that θτ1 ≤ −θ∗. Since θ˙τ1 < 0 by (3.11), we can select a τ2 > τ1 so that
θτ2 < −θ∗. Hence, using (3.10), (3.11), and the property of f2θ again,
we have
f2θs ≤ f2θτ2 < f2−θ∗ = 0 for s ≥ τ2
This yields that
θ˙s = f2θs −
λ cos2θs
log rs cos θs2
≤ f2θs ≤ f2θτ2
for s ≥ τ2. Hence, we get
θs − θτ2 ≤ f2θτ2s − τ2	
which tends to −∞ as s →∞. This contradicts (3.10).
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Claim 2. θs ↘ −θ∗ as s →∞.
Suppose that the claim is false. Then, by (3.11) and Claim 1, we can
assume that there exists an α with −θ∗ < α < 0 such that
α < θs < 0 for s ≥ s1
Hence, from the property of f2θ, we obtain
θ˙s = f2θs −
λ cos2 θs
log rs cos θs2
≤ f2θs < f2α < 0
for s ≥ s1, and therefore,
θs − θ1 < f2αs − s1 → −∞ as s →∞
This is a contradiction to (3.10).
Since sin θ∗ = 1/√5 and cos θ∗ = 2/√5, we have
f1−θ∗ = − sin θ∗ + cos θ∗ cos θ∗ +
1
4
sin θ∗ cos θ∗ = 1
2

Hence, from Claim 2 and the property of f1θ, we see that
f1θs ↘
1
2
as s →∞ (3.12)
By the assumption that λ > 1/16, we can ﬁnd an ε > 0 such that
1
16
<
1
4
(
1
2
+ 2ε
)2
< λ (3.13)
Hence, by (3.7) and (3.12) we can choose an s2 ≥ s1 so large that
1
2
< f1θs2 +
λ
2log us22
<
1
2
+ ε (3.14)
For convenience’ sake, let
r2 = rs2	 θ2 = θs2	 and ρ = f1θ2 +
λ
2log us22

Then, by (3.5), (3.11), and Claim 1, we get
us ≥ us2 and − θ∗ < θs ≤ θ2 < 0 for s ≥ s2
426 sugie and kita
We therefore conclude that
r˙s = rs
[
f1θs −
λ sin θs cos θs
log rs cos θs2
]
= rs
[
f1θs −
λ sin θs cos θs
log us2
]
≤ rs
[
f1θ2 +
λ
2log us2
]
≤ ρ rs
for s ≥ s2. Hence, we have
rs ≤ r2eρs−s2 for s ≥ s2	
which implies
us = rs cos θs ≤ r2eρs−s2 cos θ2 = us2eρs−s2
for s ≥ s2.
Estimating θ˙s again, we obtain
θ˙s = f2θs −
λ cos2 θs
log us2
≤ f2θs −
λ cos2 θs
log us2eρs−s22
= f2θs −
λ cos2 θs
log us2 + ρs − s22
for s ≥ s2. Let s3 be so large that
log us2 + ρs − s2 ≤ ρ+ εs for s ≥ s3
Then, by (3.14) we have
θ˙s ≤ f2θs −
λ cos2 θs
ρ+ ε2s2 ≤ f2θs −
λ cos2 θs(
1/2 + 2ε)2s2 (3.15)
for s ≥ s3.
Now, consider the solution ϕs of the ﬁrst order differential equation
ϕ˙ = f2ϕ −
λ cos2 ϕ(
1/2 + 2ε)2s2
satisfying ϕs3 = θs3. Then, from (3.15) and a simple comparison theo-
rem, we have
θs ≤ ϕs for s ≥ s3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Note that
1
4
<
λ(
1/2 + 2ε)2
by (3.13). Then, by virtue of Lemma 2.3, we see that
ϕs → −∞ as s →∞
Hence, θs also tends to −∞ as s →∞. This is a contradiction to (3.10).
We therefore conclude that all nontrivial solutions of (1.1) with (3.1) are
oscillatory.
Next, by contradiction we prove the case that (3.1) does not hold. There
are two subcases
gxn
xn
>
1
4
+ λlog xn2
(3.16)
for a sequence xn tending to ∞;
gx˜n
x˜n
>
1
4
+ λlog−x˜n2
for a sequence x˜n tending to −∞. Of course, in both subcases, the
condition
gx
x
≥ 1
4
+ λlog x2 (3.17)
is satisﬁed for x sufﬁciently large. We consider only the former subcase
because we can use the same argument in the latter subcase. Suppose that
Eq. (1.1) has a nonoscillatory solution ηt. As in the proof of the case
(3.1), we may assume that there exists a T > 0 such that
ηt > 0 and η′t > 0 for t ≥ T
Let us	 vs be the solution of E corresponding to ηt. Then, tak-
ing account of the vector ﬁeld of E, we see that us	 vs ∈ R1 for
s ≥ s0 = logT and us → ∞ as s →∞. Hence, there exist an s1 ≥ s0 and
an m ∈ N such that
us1 = xm (3.18)
For simplicity, let
u1 = us1	 v1 = vs1	 and A = u1	 v1
We compare the positive orbit γ+EA with the positive orbit γ+34A.
Since the slopes of γ+EA and γ+34A at the point A are
− gu1
v1 + u1
and − u1/4+ λu1/log u1
2
v1 + u1
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respectively, it turns out from (3.16) and (3.18) that both are negative and
the former is steeper than the latter. We also see that γ+34A crosses
the line v = −u and then leaves the region R1 because all nontrivial pos-
itive orbits of (3.4) rotate around the origin. Hence, γ+34A also crosses
γ+EA in the region R1. Let Bu2	 v2 be the ﬁrst intersecting point of
γ+EA and γ+34A.
We may regard γ+EA and γ+34A as solutions v = hu and v = ku
of the equations
dv
du
= − gu
v + u and
dv
du
= −u/4+ λu/log u
2
v + u
with hu1 = ku1 = v1, respectively. Note that hu2 = ku2 = v2 and
hu < ku for u1 < u < u2. Then, by (3.17) we have
v1 − v2 =
∫ u2
u1
gu
hu + udu ≥
∫ u2
u1
u/4+ λu/log u2
hu + u du
>
∫ u2
u1
u/4+ λu/log u2
ku + u du = v1 − v2	
which is a contradiction. Thus, all nontrivial solutions of (1.1) with (3.16)
are also oscillatory. The proof is now complete.
4. NONOSCILLATION THEOREM
In this section, we give a sufﬁcient condition under which all nontrivial
solutions of (1.1) are nonoscillatory. Although Theorem 4.1 below is the
same as Theorem D when at = 1/t2, we give a different proof by using
phase plane analysis of the Lie´nard system. This method is easy to apply to
the general equation (1.5).
Theorem 4.1. Assume 12 and suppose that
gx
x
≤ 1
4
+ 1
16log x2
for x > 0 or x < 0, x sufﬁciently large. Then all nontrivial solutions of 11
are nonoscillatory.
Proof. We prove only the case that
gx
x
≤ 1
4
+ 1
16log x2
for x > 0 sufﬁciently large, because the other case is carried out the same
way.
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First, we consider the special case
gx
x
= 1
4
+ 1
16log x2 (4.1)
for x > 0 sufﬁciently large. By contradiction, we give the proof of this
case. Suppose that Eq. (1.1) with (4.1) has a nontrivial oscillatory solution.
Consider system E again, which is equivalent to Eq. (1.1). As a matter
of convenience, we call it system (4.2) if gx satisﬁes (4.1). System (4.2)
coincides with the system
u˙= v + u	
v˙=−
(
1
4
+ 1
16log u2
)
u
for u > 0 sufﬁciently large. By means of Lemma 2.1, we see that all non-
trivial positive orbits of (4.2) keep on rotating around the origin.
Let t0 be an arbitrary number with t0 > e and put
k2 = 1+
(
log t0 − 1
2 log t0
)2
and y0 =
√
5t0
2k
 (4.3)
Then the function
yt = y0√
t0 log t0
√
t log t
is the solution of the linear differential equation
y ′′ + 1
t2
(
1
4
+ 1
4log t2
)
y = 0 (4.4)
satisfying the initial conditions
yt0 = y0 and y ′t0 =
1+ log t0
2t0 log t0
y0
It is clear that the solution yt is positive for t ≥ t0, that is, yt does not
oscillate.
Letting s = log t, we can transform Eq. (4.4) into the system
u˙= v + u	
v˙=−
(
1
4
+ 1
4s2
)
u
(4.5)
Let us	 vs be the solution of (4.5) corresponding to yt. Then
us	 vs = yes	 y ′eses − yes
=
(
u0
√
ses	−u0s − 1
2
√
s
√
es
)
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where u0 = y0/
√
s0e
s0 and s0 = log t0 > 1. Since
us0	 vs0 =
(
y0	−
s0 − 1
2s0
y0
)
and
vs
us = −
s − 1
2s
↘ −1
2
as s →∞	
we have
us	 vs ∈ R2 def=
{
u	 v  u > 0 and − 1
2
u < v < 0
}
for s ≥ s0.
We transform to polar coordinates u	 v → l	 ϕ by u = l cosϕ and
v = l sinϕ to ﬁnd the system
l˙= l
[
f1ϕ −
sinϕ cosϕ
4s2
]
	
ϕ˙= f2ϕ −
cos2 ϕ
4s2
	
(4.6)
where f1ϕ and f2ϕ are given in the last paragraph of Section 2. Let
ls	 ϕs be the solution of (4.6) which corresponds to us	 vs. The
fact that us	 vs stays in the region R2 means that
− θ∗ < ϕs < 0 for s ≥ s0	 (4.7)
where θ∗ is the number satisfying 0 < θ∗ < π/2 and tan θ∗ = 1/2.
We now consider the positive orbit γ+42A passing through the point
A =
(
y0	−
s0 − 1
2s0
y0
)
∈ R2
at s = s0. All nontrivial positive orbits of (4.2) keep on rotating around the
origin clockwise, and so does γ+42A. Hence, it meets the line v = −u/2
inﬁnitely many times. Let s1 > s0 be the ﬁrst intersecting time of γ
+
42A
with the line.
Consider the system
r˙= r
[
f1θ −
sin θ cos θ
16log r cos θ2
]
	
θ˙= f2θ −
cos2θ
16logr cos θ2 
(4.8)
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Let rs	 θs be the solution of (4.8) corresponding to γ+42A. Then
we have
θs1 = −θ∗ and − θ∗ < θs < 0 for s0 ≤ s < s1 (4.9)
Hence, from the property of f1θ, we obtain
r˙s = rs
[
f1θs −
sin θs cos θs
16log rs cos θs2
]
>
1
2
rs
for s0 ≤ s ≤ s1. Noticing that the distance of the origin and the point A is
equal to ky0, we get
rs ≥ ky0e
1
2 s−s0 for s0 ≤ s ≤ s1
Hence, together with (4.3) and (4.9), we have
log rs cos θs ≥ 1
2
s − s0 + logky0 + log cos θs
≥ 1
2
s − s0 + log
√
5t0
2
+ log 2√
5
= 1
2
s
for s0 ≤ s ≤ s1, and therefore,
θ˙s = f2θs −
cos2 θs
16log rs cos θs2
≥ f2θs −
cos2 θs
4s2
for s0 ≤ s ≤ s1. Comparing this differential inequality and the second equa-
tion in system (4.6), we see that
ϕs ≤ θs for s0 ≤ s ≤ s1
Hence, by (4.7) we obtain
θs > −θ∗ for s0 ≤ s ≤ s1	
which is a contradiction to (4.9) at s = s1. Thus, all nontrivial solutions of
(1.1) with (4.1) are nonoscillatory. To be precise, Eq. (1.1) with (4.1) has at
least one solution which is eventually positive.
Next, we consider the case that (4.1) does not hold. Then there exists a
sequence xn tending to ∞ such that
gxn
xn
<
1
4
+ 1
16log xn2
 (4.10)
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Suppose that Eq. (1.1) has a nontrivial oscillatory solution. Then, from
Lemma 2.1 it turns out that all nontrivial positive orbits of E rotate
around the origin clockwise.
Since all nontrivial solutions of (1.1) with (4.1) are nonoscillatory, we
can choose a solution ηt which is positive for t sufﬁciently large. Let
rs	 θs be the solution of (4.8) corresponding to ηt. Then, as in the
proof of Theorem 3.1, we have
− π
4
< −θ∗ < θs < 0 (4.11)
for s sufﬁciently large, and
rs cos θs → ∞ and rs sin θs → −∞ as s →∞
Hence, there exist an s1 > 0 and an m ∈ N such that
rs1 cos θs1 = xm and rs1 sin θs1 < 0 (4.12)
For brevity, let
u1 = rs1 cos θs1 and v1 = rs1 sin θs1
and consider the positive orbit γ+42B, where B = u1	 v1 ∈ R2. Then,
from (4.11) we see that γ+42B remains in the region R2.
To compare with the positive orbit γ+42B, we consider the positive
orbit γ+EB. The slopes of γ+EB and γ+42B at the point B are
− gu1
v1 + u1
and − u1/4+ u1/16log u1
2
v1 + u1
	
respectively. Hence, by (4.10) and (4.12) we see that both are negative and
the former is more gentle than the latter. Since all nontrivial positive orbits
of E go around the origin, we also see that γ+EB crosses the boundary
line v = −u/2 of R2. Consequently, γ+EB and γ+42B have a point of
intersection in the region R2. Let Cu2	 v2 be the ﬁrst intersecting point.
Positive orbits γ+EB and γ+42B can be regarded as the graphs of
v = hu and v = ku which are solutions of the equations
dv
du
= − gu
v + u and
dv
du
= −u/4+ u/16log u
2
v + u
satisfying hu1 = ku1 = v1, respectively. Since hu2 = ku2 = v2 and
ku < hu for u1 < u < u2, we have
v1 − v2 =
∫ u2
u1
gu
hu + udu ≤
∫ u2
u1
u/4+ u/16log u2
hu + u du
<
∫ u2
u1
u/4+ u/16log u2
ku + u du = v1 − v2
This is a contradiction. Thus, all nontrivial solutions of (1.1) with (4.10) are
nonoscillatory. We have completed the proof of Theorem 4.1.
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5. EXTENSION TO GENERAL SECOND ORDER NONLINEAR
DIFFERENTIAL EQUATIONS
In this section, we turn our attention to the equation
x′′ + atgx = 0 15
again and give some oscillation and nonoscillation theorems which extend
Theorems 3.1 and 4.1. Here we assume that at and gx satisfy suitable
smoothness conditions for the uniqueness of solutions of the initial value
problem and
xgx > 0 if x = 0 12
We also assume that every solution of (1.5) exists in the future. As is well
known, the uniqueness of solutions of (1.5) is guaranteed if at is continu-
ous and gx is locally Lipschitz continuous. In case a′t ≤ 0, we can show
global existence of solutions of (1.5) by using Proposition 2.2 in [9].
Let s = log t. Then we have
u˙= v + u	
v˙=−e2saesgu	
(5.1)
which is equivalent to (1.5). Comparing the positive orbit of (5.1) with
that of
u˙= v + u	
v˙=− gu	
E
passing through the same point at the same time, we have the following
result.
Theorem 5.1. Assume (1.2) and suppose that at satisﬁes
t2at ≥ 1 (5.2)
for t sufﬁciently large, and that there exists a λ with λ > 1/16 such that
gx
x
≥ 1
4
+ λlog x2 (5.3)
for x sufﬁciently large. Then all nontrivial solutions of 15 are oscillatory.
Proof. As in the proof of Theorem 3.1, we can show that if at = 1/t2
for t sufﬁciently large, then all nontrivial solutions of (1.5) are oscillatory.
Hence, we consider the case that there exists a sequence tn tending to ∞
such that
t2natn > 1 (5.4)
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The proof is by contradiction. Suppose that Eq. (1.5) has a nonoscilla-
tory solution ηt. We may assume without loss of generality that ηt is
eventually positive. Let us	 vs be the solution of (5.1) corresponding
to ηt. Then, by the same argument in the proof of Theorem 3.1, we see
that us	 vs ∈ R1 for s ≥ S, S sufﬁciently large, where R1 is the region
deﬁned in Section 3. Let sn = log tn. Since sn →∞ as n→∞, we have
sm > S
for an m ∈ N.
Let u1	 v1 = usm	 vsm for simplicity and consider the positive
orbits γ+51A and γ+EA passing through the point A = u1	 v1 at
s = sm. Then the slopes of γ+51A and γ+EA at the point A are
−e
2smaesmgu1
v1 + u1
and − gu1
v1 + u1
	
respectively. It follows from (5.4) that
−e
2smaesmgu1
v1 + u1
< − gu1
v1 + u1

It also follows from (5.3) and Theorem 3.1 that γ+EA rotates around the
origin. Hence, γ+EA and γ+51A have an intersecting point B except the
point A, and γ+EA lies above γ+51A as far as B. Let B = u3	 v4. The
relation between γ+EA and γ+51A shows that there exist two points
C1u2	 v2 and C2u2	 v3 with
u1 < u2 ≤ u3 and v4 ≤ v3 ≤ v2
satisfying the following conditions:
(i) γ+EA passes through the point C1 at s = σ and γ+51A passes
through the point C2 at s = τ;
(ii) the slope of γ+EA at the point C1 is steeper than that of
γ+51A at the point C2.
However, this is impossible. In fact, from condition (i) it turns out that C1
and C2 are in R1, and therefore,
v2 + u2 ≥ v3 + u2 > 0
Hence, by (5.2) we have
−e
2τaeτgu2
v3 + u2
≤ − gu2
v3 + u2
≤ − gu2
v2 + u2
< 0
This contradicts condition (ii). We have thus proved the theorem.
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Remark 5.1. Clearly, Theorem 5.1 is a generalization of Theorem 3.1
and Theorem C.
Let us go on to discuss nonoscillation theorems for Eq. (1.5). For this
purpose, in addition to (1.2), we make the assumption
Gx def=
∫ x
0
gξdξ ≤ 1
2
x2 for x ∈ R (5.5)
Then we have
Theorem 5.2. Let (1.2) and (5.5) hold. Suppose that a(t) satisﬁes
0 ≤ t2at ≤ 1 (5.6)
for t sufﬁciently large, and that
gx
x
≤ 1
4
+ 1
16log x2 (5.7)
for x > 0 or x < 0, x sufﬁciently large. Then all nontrivial solutions of (1.5)
are nonoscillatory.
Remark 5.2. Assumption (1.2) implies that Gx > 0 for x = 0 and
condition (5.7) implies that Gx ≤ x2/2 for x > 0 or x < 0, x sufﬁciently
large.
To prove the theorem above, we need the following lemma.
Lemma 5.3. Assume (1.2), (5.5), and (5.6). Let us	 vs be any non-
trivial oscillatory solution of (5.1). Then we have
u2s + v2s → ∞ as s →∞
Proof. Suppose that there exists an oscillatory solution us	 vs of
(5.1) initiating at s = s0 such that
u2s + v2s ≤ B for s ≥ s0 (5.8)
with a B > 0. Deﬁne a function Uu	 v by
Uu	 v =


1
2
v2 +Gu if uv > 0,
Gu if u	 v ∈ D1 ∪D3	
G−v if u	 v ∈ D2 ∪D4	
where
D1 =
{u	 v  u > 0	 v ≤ 0 and v + u > 0}	
D2 =
{u	 v  u > 0 and v + u ≤ 0}	
D3 =
{u	 v  u < 0	 v ≥ 0 and v + u < 0}	
D4 =
{u	 v  u < 0 and v + u ≥ 0}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Note that Uu	 v is not deﬁned on the v-axis, u = 0. By (1.2) and (5.6),
the derivative of U along the solution satisﬁes
U˙51s	 u	 v=ugu + 1− e2saesvgu
>ugu > 0 for u v > 0	
U˙51s	 u	 v= v + ugu > 0 on D1 ∪D3	
U˙51s	 u	 v= e2saesgug−v > 0 on D2 ∪D4
(5.9)
Since us	 vs is oscillatory, it meets the v-axis inﬁnite many times.
Let sn be a sequence such that usn = 0. Deﬁne Us = Uus	 vs.
By (5.5), we have
Usn + 0 = lim
s→sn+0
Uus	 vs = v
2sn
2
≥ G−vsn
= lim
s→sn−0
Uus	 vs = Usn − 0
Hence, the function Us jumps up at s = sn. Let Usn = lim
s→sn−0
Us.
Then it follows from (5.9) that Us is increasing for s ≥ s0.
Consider the region
SH =
{u	 v  Uu	 v < H}
for any H > 0. Then taking account of (1.2), (5.5), (5.9), and the vector
ﬁeld of (5.1), we see that us	 vs does not enter SH0 with H0 sufﬁciently
small. The region SH0 is the union of two disjointed parts and encircles the
origin.
Let ε0 > 0 be a small constant such that{u	 v  u < ε0 and v < ε0} ⊂ SH0
and deﬁne
l = max {gu  ε0 ≤ u ≤ B} and m = min {ugu  ε0 ≤ u ≤ B}
Since us	 vs is oscillatory and does not enter SH0 , we can choose two
sequences τn and σn with s0 < τn < σn < τn+1 and τn →∞ as n→∞
such that
uτn = ε0	 vτn > ε0	 uσn > ε0	 and vσn = 0	
us > ε0 and vs > 0 for τn < s < σn
By (1.2) and (5.6) we have
−ε0 > vσn − vτn = −
∫ σn
τn
e2saesgusds
≥ −
∫ σn
τn
gusds ≥ −lσn − τn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Hence, from (5.9) and the fact that Us is increasing for s ≥ s0, we get
Us −Us0 =
∫ s
s0
U˙51s	 us	 vsds ≥
n∑
k=1
∫ σk
τk
U˙51s	 us	 vsds
>
n∑
k=1
∫ σk
τk
usgusds ≥ m
n∑
k=1
σk − τk ≥
mε0
l
n
for s > σn, and therefore, Us tends to ∞ as n→∞. This is a contradic-
tion to (5.8), thereby completing the proof.
Remark 5.3. In Lemma 5.3, since us	 vs is a nontrivial oscillatory
solution of (5.1), we see that us2 + vs2 →∞ as s →∞ implies neither
us and nor vs is bounded for s ≥ s0.
We are now ready to prove Theorem 5.2.
Proof of Theorem 5.2. We prove only the case that (5.7) is satisﬁed for
x > 0 sufﬁciently large, because the proof of the other case is the same.
Suppose that Eq. (1.5) has a nontrivial oscillatory solution. From The-
orem 4.1, we can select an eventually positive solution ηt of (1.1). Let
us	 vs be the solution of E corresponding to ηt. Then, as in the
proof of Theorem 3.1, we see that us	 vs ∈ R2 for s ≥ S, S sufﬁciently
large, where R2 is the region deﬁned in Section 4. Take s1 > S. For brevity,
let A = u1	 v1 = us1	 vs1.
Using the same argument in the beginning of Section 2, we can show that
the nontrivial oscillatory solution of (1.5) corresponds to a positive orbit of
(5.1) which rotates around the origin in clockwise direction. By means of
Lemma 5.3 and Remark 5.3, we see that the positive orbit of (5.1) meets
the positive u-axis at Bu2	 0 with
u21 + v21 < u22
Consider the positive orbits γ+EA and γ+51B. Since γ+EA remains
in R2 and γ
+
51B rotates around the origin, they cross each other. Let
Cu4	 v4 be the point of intersection. Then u2 < u4. Since the arc BC
of γ+51A lies above the arc AC of γ+EA, there exist two points
D1u3	 v3 ∈ R2 and D2u3	 v2 ∈ R2 with
u2 < u3 ≤ u4 and v3 ≤ v2 < 0
satisfying the following conditions:
(i) γ+EA passes through the point D1 at s = σ and γ+51B passes
through the point D2 at s = τ;
(ii) the slope of γ+51B at the point D2 is steeper than that of
γ+EA at the point D1.
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We therefore conclude that
−e
2τaeτgu3
v2 + u3
< − gu3
v3 + u3
≤ − gu3
v2 + u3

This is a contradiction to (5.6). Thus, all nontrivial solutions of (1.5) are
nonoscillatory. The proof is complete.
Remark 5.4. Since condition (1.9) in Theorem D is considerably strict,
we cannot apply Theorem D to even the case that at = 1/t3 and gx
is linear. Contrary to this, it is easy to apply Theorem 5.2 to many cases
because the requirement on at is weak.
Finally, we give some examples to illustrate Theorems 5.1 and 5.2.
Example 5.4. Let N be a ﬁxed positive integer. Consider Eq. (1.5) with
gx =


λ
2
x5− 3 cos 2x for x ≤ Nπ	
λx for x > Nπ
(5.10)
Then we have:
(i) if λ > 1/4 and t2at ≥ 1, then all nontrivial solutions are
oscillatory;
(ii) if 0 < λ ≤ 1/4 and 0 ≤ t2at ≤ 1, then all nontrivial solutions
are nonoscillatory.
Note that gx is continuously differentiable for x ∈ R. Since conditions
(5.2) and (5.3) hold in the case (i), by Theorem 5.1 all nontrivial solutions
of (1.5) with (5.10) are oscillatory. It is clear that gx satisﬁes (1.2). Since
gx/x ≤ 4λ for x ∈ R, if λ ≤ 1/4, then condition (5.5) is satisﬁed. If,
in addition, 0 ≤ t2at ≤ 1, then conditions (5.6) and (5.7) are also satis-
ﬁed. Hence, by Theorem 5.2 all nontrivial solutions of (1.5) with (5.10) are
nonoscillatory in the case (ii).
Example 5.5. Consider Eq. (1.5) with
gx=


(
1
4
+ λlogω2
)
x+ 2λ
πlogω3x sin
(π
ω
x
)
for x ≤ ω	
(
1
4
x+ λxlog x2
)
x for x > ω	
(5.11)
where ω is a constant satisfying
12πlogω3 = π logω+ 2 (5.12)
Then we have:
(i) if λ > 1/16 and t2at ≥ 1, then all nontrivial solutions are
oscillatory;
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(ii) if 0 < λ ≤ 1/16 and 0 ≤ t2at ≤ 1, then all nontrivial solutions
are nonoscillatory.
From (5.12), the constant ω is uniquely determined (ω exists between
1.5 and 1.6). It is easy to verify that gx is a continuously differentiable
function and xgx > 0 if x = 0. In the case (i), conditions (5.2) and (5.3)
are satisﬁed, and therefore, all nontrivial solutions of (1.5) with (5.11) are
oscillatory by Theorem 5.1. If 0 < λ ≤ 1/16, then (5.12) implies
gx
x
≤ 1
4
+ λlogω2 +
2λ
πlogω3
≤ 1
4
+ 1
16logω2 +
1
8πlogω3
= 1
4
+ 3
4
( π logω+ 2
12πlogω3
)
= 1
for x ∈ R, and therefore, condition (5.5) holds. It is clear that conditions
(5.6) and (5.7) are satisﬁed in the case (ii). Hence, by Theorem 5.2 all
nontrivial solutions of (1.5) with (5.11) are nonoscillatory.
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