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AN APPLICATION OF ZONAL POLYNOMIALS 
TO THE GENERATION OF PROBABILITY DISTRIBUTIONS 
by R. GUTIkRREZ JkMEZ and J. A. HERMOSO GUTIl.?RREZ’7 
1. Introduction 
The group representation theory of Gl(m, R), the general linear group, 
can be used to define the zonal polynomials. From a technical point of view it 
is quite difficult to define the zonal polynomials. The group-theoretic con- 
struction of zonal polynomials can be seen in Farrell (1976) and James (1961, 
1964, 1968, 1973, 1976). 
The approach to zonal polynomials through group representation theory 
is as follows. Let V, be the vector space of homogeneous polynomials Q(X) 
of degree k in the n = m(m + 1)/2 different elements of the m X m sym- 
metric matrix X. Corresponding to any congmence transformation X + LXL’, 
L E Gl(m, R), a linear transformation of the space V, can be defined by 
Cp + T(L)@:(T(L)cP)(X) = @(L-‘XL-“). A representation of Gl(m, R) in 
the vector space V, is defined by this transformation, that is, the mapping 
L + T(L) is a homomorphism from Gl( m, R) to the group of linear transfor- 
mations of V,, T( L,L,) = T( L,)T( L,). 
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A subspace V' c Vk is said to be invariant if T( L)V' c V' for all L E 
Gl( m, R). If V' does not contain proper invariant subspaces, it is called an 
irreducible invariant subspace. This is the way in which the zonal polynomi-
als arise. It can be proved that the space Vk decomposes into a direct sum of 
irreducible invariant subspaces VK, Vk = EaK VK, where K = (Kl' K 2,··., K m ), 
Kl ~ K2 ~ •.• ~ Km ~ 0, runs over all partitions of k into not more than m 
parts. 
The polynomial (tr X)k E Vk has a unique decomposition (tr X)k = 
LK Ci X) into polynomials CK( X) E VK belonging to the respective invariant 
subspaces. The polynomial Ci X) is the zonal polynomial corresponding to 
the partition K. 
We will start from another definition for the zonal polynomials. This new 
definition gives a clear sense to zonal polynomials: they are a generalization 
of the powers yk when y is replaced by a matrix Y. 
Let Y be an m X m symmetric matrix with latent roots Yl"'" Ym' and let 
K = (K l' ••• , K m) be a partition of k into not more than m parts. The zonal 
polynomial of Y corresponding to K, denoted by GiY), is a symmetric, 
homogeneous polynomial of degree k in the latent roots Yl"'" Ym such that: 
(i) The term of highest weight (lexicographically ordered) in GK(Y) is 
Y~' ... y;;'m, that is, GiY) = dKYi' •.. y;;'m + terms of lower weight. 
(ii) CK(Y) is an eigenfunction of the differential operator Ay given by 
(iii) As K varies over all partitions of k the zonal polynomials have unit 
coefficients in the expansion of (tr y)k, that is, 
At this point it should be stated that no general formula for zonal 
polynomials is known; however, the above description provides a general 
algorithm for their calculation (Muirhead, 1982). 
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2. Probability Generating Functions of Matrix Argument 
Power series are often used in statistics, for example the probability 
generating functions (p.g.f.‘s). The well-known hypergeometric probability 
distribution is generated, except for a constant factor, by the classical (or 
Gaussian) hypergeometric series 
m WkWk yk 
J,(a,b;c;y)= 1 
kc” (C)k 3 
The preceding series may be generalized to several variables in different 
ways, such as the Appell’s and Lauricella’s functions (Srivastava and Manocha, 
1984; Steyn, 1951). By generalizing the powers in (1) by means of zonal 
polynomials we get probability generating functions of matrix argument, 
(2) 
where EK denotes summation over all partitions K of k, C,(Y) is the zonal 
polynomial of Y corresponding to K, (a), is the generalized hypergeometric 
coefficient, and Y is an m X m symmetric matrix (Muirhead, 1982, p. 258). 
The previous function (2) can be considered, except for a constant factor, 
as a probability generating function for an m-dimensional discrete random 
vector (Xi,..., X,) having a homogeneous probability function, that is, the 
probabilities P(X, = K~, . . . , X, = K~) and P(X, = K~,, . . . , X, = K~,,) are all 
the same, where (K~,, . . . , KJ is a permutation of (K~,. . . , K~). 
If the general formula for zonal polynomials were known, we would know 
the probability distribution and, differentiating in the usual way, we could 
obtain the moments. Because we have no such formula, we must use certain 
properties of the zonal polynomials and the function (2) to obtain the 
characteristics of the previously mentioned probability distributions. 
Using the integral representation for (2) (Muirhead, 1982) 
[det(Z - YX)] -b(det X)n-acm+l’ 
x [det(Z - X)] 
c-o-:(m+l)(dX), 
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we obtain the constant factor: 
P&J-4 c= P,( Uc-4L(c-b) (C----b)@*...,,, a,c-a-b) = r,(c)r,(c-u-b) = (c--a)(,,...,,) . (3) 
This result is analogous to the one obtained in the univariate case and also for 
Lauricella’s and Appell’s functions. 
Although the zonal polynomial formula is not generally known, it is 
known for particular cases, such as Y = I, (James, 1964). Using (2) and 
C,(Z,), the expression for C can be obtained in a different way. That 
expression and (3) lead to the following relation, which can be used to 
evaluate (recurrently) the Beta multivariate function: 
The function 2F,(u, b; c; Y) satisfies the 
(p.d.e.) 
partial differential equation 
6,F+[c-$n-l)]+F-AyF- [u+b+ L- :(m - l)] E,F = mubF 
expressed in terms of differential operators, where Ar is introduced in the 
definition of zonal polynomials and 
a,= fyi-$+ F f Aa. 
i-l I i==l j=l Yi-Yj aYi 
j#i 
It is possible to prove a much stronger result than the one given above. The 
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function zFI(a, b; c; Y) is the unique solution of each of the m p.d.e.‘s 
(Muirhead, 1982) 
a2F 
Yi(l - Yi>- aYZ 
+ c-t(m-l)- [a+b+l-+(m-l)]y, 
i 
+A f Yi(l-Yi) aF 





Using (4), it can be shown that the moment generating function M = 
Wa 1,. . . , a,) is a solution of the following system 
c-l-i(m-l)- [a+b-~(m-l)]ea~ 
-i ,E “~f~~~) ~=ohMp”, i=l ,..., m, (5) 
]=I 
j#i 
where eai= yi, i=l,..., m. 
After putting cxi = 0 in the ith equation of (5), it clearly follows that 
(c-n-b-l); 
t 
$,g F+abM . 
J-1 “J 
j#i 1 al -0 
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According to a necessary and sufficient condition for rational regression in 
terms of differential operators (Steyn, 1956), the equation above shows that 
the regression equation of X j with respect to the other variables is given by 
ab+-21E.~.x. ~ J~' J 
X j = b' c-a- -1 
and so it is linear (Gutierrez and Hermoso, 1987). 
It follows from (5) that the cumulant generating function, L = In M, 
satisfies the system of p.d.e.' s 
i = 1, ... ,m. (6) 
By successive differentiation of the system (6) we get equations satisfied by 
the cumulants and then the moments: 
(Xj+a)(xj+b) ()'2 _________ _ 
j - c-a-b-Hm+1)-1' 
(Gutierrez and Hermoso, 1987). 
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These expressions are similar to the expressions of the moments of the 
distributions generated by Lauricella’s function (Steyn, 1951). 
The authors thank the referee for helpful comments. 
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