Abstract -We present an SMT-based bounded model checking (BMC) method for Simply-Timed Systems (STSs) and for the existential fragment of the Real-time Computation Tree Logic. We implemented the SMT-based BMC algorithm and compared it with the SAT-based BMC method for the same systems and the same property language on several benchmarks for STSs. For the SATbased BMC we used the PicoSAT solver and for the SMT-based BMC we used the Z3 solver. The experimental results show that the SMT-based BMC performs quite well and is, in fact, sometimes significantly faster than the tested SAT-based BMC.
I. Introduction
Verification of soft real-time systems is an actively developing field of research [2, 9, 10] . Popular models of such systems include, among others, timed automata [1] , and simply-timed systems (STSs) [5] , i.e., Kripke models where each transition holds a duration, which can be any integer value (including zero).
The fundamental thought behind bounded model checking (BMC)
is, given a system, a property, and an integer bound , to define a formula such that the formula is satisfiable if and only if the system has a counterexample (of the length at most ) violating the property. The bound is incremented until a satisfiable formula is discovered or a completeness threshold is reached without discovering any satisfiable formulae. The SMT problem [3] is a generalisation of the SAT problem, where Boolean variables are replaced by predicates from various background theories, such as linear, real, and integer arithmetic. SMT generalises SAT by adding equality reasoning, arithmetic, fixed-size bit-vectors, arrays, quantifiers, and other useful first-order theories.
There are three main reasons why it is interesting to consider STSs instead of standard Kripke models. First, STSs allow for transitions that take a long time, e.g. 100 time units. Such transitions could be simulated in standard Kripke models by inserting 99 intermediate states. But this increases the size of the model, and so it makes the model checking process more difficult. Second, STSs allow transitions to have zero duration. This is very convenient in models where some steps are described indirectly, as a short succession of micro-steps. Third, the transitions with the zero duration allow for counting specific events only and thus omitting the irrelevant ones from the model checking point of view.
The original contribution of this paper consists in defining a SMTbased BMC method for the existential fragment of RTCTL (RTECTL) interpreted over simply-timed systems (STSs) generated by simplytimed automata with discrete data (STADDs). We implemented our SMT-based BMC algorithm and we compared it with the SAT-based BMC method for RTCTL and STSs. For a constructive evaluation of our SMT-based BMC method we have used two scalable benchmarks: a modified bridge-crossing problem [8] and a modified generic pipeline paradigm [7] .
The rest of the paper is organised as follows. We begin in Section II by introducing simply-timed automata with discrete data, simply-timed systems, and we present the syntax and semantics of RTECTL over simply-timed systems. In Section III we present our SMT-based BMC method for RTECTL and simply-timed systems. In Section IV we discuss our experimental results. In the last section we conclude the paper.
II. Preliminaries
In this section we first define simply-timed automata with discrete data and simply-timed systems, and next we introduce syntax and semantics of RTECTL. The formalism of STADD was introduced in [12] and formalism of STS in [10] . 
A. Simply-timed automata with discrete data and simply-timed systems

B. RTECTL: an existential fragment of a soft real-time temporal logic.
In the syntax of RTECTL we assume the following: is an atomic proposition, and is an interval in of the form: or , for and . The RTECTL formulae are defined by the following grammar:
Intuitively, we have an existential path quantifier , and the symbols , , and that are the temporal operators for "neXt time", "bounded until", and "bounded release", respectively. The formula means that it is possible to reach a state satisfying via a finite path whose cumulative duration is in , and always earlier holds. The formula means that either it is possible to reach a state satisfying and via a finite path whose cumulative duration is in , and always earlier holds, or there is a path along which holds at all states with cumulative duration being in . The formulae for the "bounded eventually", and "bounded always" are defined as standard:
, . .
III. SMT-based bounded model checking
In this section we define the SMT-based BMC method for the existential fragment of RTCTL (RTECTL) [9] . Similarly to SAT-based BMC, the SMT-based BMC is based on the notion of the bounded semantics for RTECTL ( [10] For every , the relation (the bounded semantics) is defined inductively as follows: 
B. Translation to SMT
The translation to SMT is based on the bounded semantics. Let be a simply-timed model, an RTECTL formula, and a bound. The presented SMT encoding of the BMC problem for RTECTL and for STS is based on the SAT encoding of the same problem [10, 11] , and it relies on defining the quantifier-free first-order formula that is satisfiable if and only if holds. Let and (resp., and ) be two different symbolic states (resp., durations). We assume definitions of the following auxiliary quantifier-free first-order formulae:
• -encodes the initial state of the model , The formula encoding the unfolding of the transition relation of the model -times to the depth is defined as follows:
For every RTECTL formula the function determines how many symbolic -paths are needed for translating the formula .
Given a formula and a set of -paths such that , we divide the set into subsets needed for translating the subformulae of . To accomplish this goal we need the auxiliary functions , and that were defined in [11] .
Let be an RTECTL formula, a model, and a bound.
The quantifier-free first-order formula , where , encodes the bounded semantics for RTECTL, and It is defined inductively as shown below. Namely, let ,
, then:
IV. Experimental results
Our SAT-based and SMT-based BMC algorithms were implemented as standalone programs written in the programming language C++. For the SAT-based BMC module we used the state of the art SATsolver PicoSAT [4] , and for our SMT-based BMC module we used the state of the art SMT-solver Z3 [6] .
In this section we experimentally evaluate the performance of our SMT-based BMC encoding for RTECTL over the STS se-mantics. We compare our experimental results with the SAT-based BMC [10] , the only existing method that is suitable with respect to the input formalism and checked properties.
We have conducted the experiments using two benchmarks: the generic simply-time pipeline paradigm (GSPP) STS model [10] and the bridge crossing problem (BCP) STS model [10] . We would like to point out that both benchmarks are very useful and scalable examples. Further, we specify each property for the considered benchmarks in the existential form, and for every specification given, there exists a witness.
We have computed our experimental results on a computer equipped with I7-3770 processor, 32 GB of RAM, and the operating system Arch Linux with the kernel 3.15.3. We set the CPU time limit to 3600 seconds. Moreover, in order to compare our SMT-based BMC with the SAT-based BMC, we have asked the authors of [10] to provide us the binary version of their implementation of the SAT-based BMC method. We have obtained the requested binaries. Furthermore, our SMT-based BMC algorithm is implemented as standalone program written in the programming language C++.
For the SAT-based BMC module we used the state of the art SATsolver PicoSAT (http://fmv.jku.at/picosat/) [4] , and for our SMT-based BMC module we used the state of the art SMT-solver Z3 [6] (http:// z3.codeplex.com/).
A. The bridge-crossing problem
The bridge-crossing problem (BCP) [8] is a famous mathematical puzzle. To generate experimental results we have tested BCP system defined in [10] . We have five automata that run in parallel and synchronised on actions , , and for and .
The action (respectively, ) means that the -th person goes from the left side of the bridge to its right side (respectively, from the right side of the bridge to its left side) bringing back the lamp. The action with (respectively, with )
means that the persons and cross the bridge together from its left side to its right side (respectively, from its right side to its left side). Four automata (those with states named as and , for ) represent persons, and one represents a lamp that keeps track of the position of the lamp, and ensures that at most two persons cross in one move. Let denote the minimum time required to cross the bridge, be the number of persons, and
. We have tested BCP for persons, with and , on the following RTECTL formulae:
• ,
• ;
the formulae are true in the model for BCP. 
B. Generic Simply-timed Pipeline Paradigm
We adapted the benchmark scenario of a generic pipeline paradigm [7] , and we called it the generic simply-timed pipeline paradigm (GSPP). The model of GSPP involves Producer producing data, Consumer receiving data, and a chain of intermediate Nodes that transmit data produced by Producer to Consumer. Producer, Nodes, and Consumer have different producing, sending, processing, and consuming times. A STADD automata model of GSPP is shown in Fig 2. We have automata ( automata representing Nodes, one automaton for Producer, and one automaton for Consumer) that run in parallel and synchronise on actions ( ). Action means that -th Node has received data produced by
Producer. Action means that Consumer has received data produced by Producer.
Action
means that -th Node processes data. Action means that Producer generates data. Action means that Consumer consumes data produced by Producer.
Let
. We have tested the GSPP problem with the following basic durations: , , , and their multiplications by 50, 100, 150, etc., on the following RTECTL formulae:
where denotes the minimum time required to receive by Consumer the data produced by Producer.
Note that the and are properties, respectively, of the type the existential bounded-response and existential boundedinvariance. All the above formulae are true in the model for GSPP.
C. Performance evaluation
The evaluation of both the BMC algorithms is given by means of the running time and the memory used. In most cases, the experimental results show that the SMT-based BMC method is significantly faster than the SAT-based BMC method.
1) GSPP
From Fig. 3-8 and Tables 1-3 we can notice that for the GSPP system and all considered formulae the SMT-based BMC is faster than the SAT-based BMC, however, the SAT-based BMC consumes less memory. Moreover, the SMT-based method is able to verify more nodes for all the tested formulae. In particular, in the time limit set for the benchmarks, the SMT-based BMC is able to verify the formula for 54 nodes while the SAT-based BMC can handle 40 nodes, for the formula respectively 25 nodes and 21 nodes. For the SMT-based BMC is still more efficient -it is able to verify 20 nodes, whereas the SAT-based BMC verifies only 17 nodes for and 19 nodes for . 
2) BCP
As one can see from the line charts for the BCP system ( Figures 9-12 , Tables 4-5), in the case of this benchmark the SMT-based BMC and SAT-based BMC are complementary. In the case of the formula SMTbased BMC is able to verify system with 10 persons while the SATbased BMC can handle 11 persons. For the SMT-based BMC is more efficient -it is able to verify 31 persons, whereas the SAT-based BMC verifies only 27 nodes for and 29 nodes for , but the SAT-based BMC consumes less memory. 
