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Fig.1. Example of the different stage result in our method. (a) Original 
frame; (b) Fcn output of frame (a); (c) binarizing of (b); (d)  center proir; 
(e) saliency map with center proir; (f) binarizing of (e). Bounding boxes 
repreasent the nosies in the backgrounds. 
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Abstract—Video saliency detection aims to mimic the 
human's visual attention system of perceiving the world via 
extracting the most attractive regions or objects in the input 
video. At present, traditional video saliency-detection models 
have achieved good performance in may applications. However, 
it is still challenging in exploiting the consistency of spatio-
temporal information. In order to tackle this challenge, this 
paper proposes a video saliency-detection model based on human 
attention mechanism and full convolution neural networks. First, 
visual features are extracted from video frames through the fully 
convolutional networks. The second stage is to spread attention 
features to the other layer (i. e. the fifth layer) of fully 
convolutional networks via a weight sharing strategy. Finally, the 
final result produced by the convolution network is optimized by 
considering spatial location information with center prior of the 
salient object. Experimental results show that the performance of 
the proposed algorithm is superior to other state-of-the-art 
methods based on the widely used data set for video saliency 
detection. 
Keywords—discrete wavelet transform, saliency detection, 
video saliency, center prior 
I. INTRODUCTION  
Visual saliency detection is one of the hot research issues in 
computer vision, object recognition [21], assessment of screen 
[22], pedestrian detection [23],video segmenting [20] and etc. 
Visual saliency-detection mechanism focus on how to extract 
objects of human’s interest in an input video. Relative to static 
images, salient objects in the image is insular and immobile, 
while the salient objects in the video is constantly changing 
with the occurrence of time. The purpose of video saliency 
detection is to continuously find corresponding significant 
moving targets/objects from a given video sequence by 
considering spatial and temporal cues. 
In past decades, video saliency detection has attracted much 
attention. Xi et al. [1] extended the background prior algorithm 
in image saliency detection to the video domain for detecting 
the visual objects in an input video sequence. In literature [2], 
the authors presented a novel unified framework for both static 
and space-time saliency detection. This method is a bottom-up 
approach and computes so-called local regression kernels (i.e., 
local descriptors) from the given image (or a video), which 
measures the likeness of a pixel (or voxel) to its surroundings. 
In [5], Le et al. proposed a region-based multi-scale video 
saliency-detection method via combining the underlying 
features and the middle-level features. In their model, 
underlying features mainly include color, intensity, direction, 
optical flow direction and optical flow. Liu et al. [4] exploited 
superpixels as the basic processing unit to obtain video 
saliency results by combining temporal saliency maps and 
spatial saliency maps. In [6], Chen et al. proposed a video 
saliency-detection method based on spatial-time fusion and low 
rank consistency diffusion. Liu et al. [8] proposed an effective 
spatiotemporal saliency model for unconstrained videos with 
complicated motion and complex scenes. In [10], Fang et al. 
proposed a video saliency-detection method based on feature 
comparison in the compressed domain, which can be more 
conveniently applied to network-based multimedia fields, such 
as video redirection, video quality evaluation, etc. Recently, 
Wang et al. [9] proposed a deep learning based saliency-
detection model to detect salient regions in videos via fully 
convolutional networks. In [15], Le et al. presented an end-to-
end 3D fully convolutional network for salient object detection 
in a video. Zhang et al. [16] proposed a novel attention guided 
saliency detection network which selectively integrates multi-
level contextual information in a progressive manner. Jetley et 
al. [28] proposed an end-to-end trainable attention model via 
convolutional neural network (CNN) architectures built for 
image classification. This method takes 2D feature vectors as 
 
Fig.2. Illustration of our deep network for video saliency detection. 
Successive three frames  (Ft-1,Ft ,Ft+1) from an input video data are being 
sent separately into the deep network. The size of the input frame is 224× 
224. An interframe vector is generated at the middle of the network to 
guide saliency-map generation. Finally, a fully convolution network with 
1 × 1 kernel and sigmoid activity function are utilzed to output of a 
probability map with the same size as input, in which larger intensities 
mean higher saliency values. 
inputs, which forms the intermediate representations of the 
input image at different stages in the CNN pipeline, and finally 
outputs a 2D matrix of scores for each saliency map. Jonathan 
et al. [41] built "fully convolutional" networks that take input 
of arbitrary sizes to produce correspondingly saliency outputs 
with efficient inference and learning.  
Inspired by the previous works [16, 28], we proposed a 
novel method  for  video saliency detection by using full 
convolutional networks to share attention features. Then the 
center prior is used to remove the noises in the image 
backgrounds. Experimental results on    two freely available 
databases verify the designed model is effective. 
The rest of the paper is organized as follows. In Section II, 
we will introduce the proposed framework in detail. 
Experimental results are presented in Section III. The paper 
closes with a conclusion and discussion in Section IV. 
II. THE PROPOSED METHOD 
A. Deep networks for frame saliency  
In this section, we describe the proposed video saliency-
detection framework. As depicted in Fig. 2, this video saliency 
deep-network takes three frames as an input unit and produces 
three corresponding saliency maps with the same size of the 
input frame. We model this process with a fully convolutional 
network (FCN), and there will be a feature weight sharing in 
the middle. We denote these three frames of the input unit as 
Ft-1, Ft, and Ft+1 of the FCN network model. Each frame of the 
video will be extracted its own features through the bottom of 
the networks, which is a stack of convolutional layers. In order 
to illustrate the process of being placed in the networks, let's 
take the Ft frame as input to the FCN as an example, the 
outputs of each convolutional layer are a set of arrays, called 
feature maps, with size h ×w ×c, where h, w and c are height, 
width and the feature or channel dimensionality, respectively. 
In the convolutional layer, a given frame or feature map is used 
as a new input, and a multi-layer feature map is obtained 
through a plurality of convolution kernels. Each feature map is 
obtained by convolving with a trainable linear filter (or kernel) 
at each position of the input feature map with a trainable bias 
parameter. If we denote the input feature map as F, whose 
convolution filters are determined by the kernel weight Wc and 
bias bc, then the output feature map is obtained with the 
following form: 
,c c s cy W F b=  +                                      (1) 
where *s is the convolution operation, the stride in the 
convolution process is s.  
In the experiments, we have multiple choices on the 
activation function (e.g., ReLU, Sigmoid) of the convolutional 
layer. In addition, the form of nonlinear down-sampling (e.g., 
max pooling) tends to be used after the convolutional layer. Its 
purpose is to reduce the size of the feature map, simplify 
network calculation complexity and extract the main visual 
features of the input frames. 
Due to the down-sampling of the convolutional layer and 
multiple pooling layers, the feature maps generated by the deep 
network are not sufficient to satisfy the resolution of saliency 
maps.  In other words, the feature map of the output at this time 
is obscure, and its resolution is lower. To resolve this issue, we 
perform up-sampling and multi-layer deconvolution during rhe 
saliency-detection process. After up-sampling, we also weight 
the corresponding feature map of the convolutional layer 
before down-sampling. The weight is can be multi-frame 
shared, which will be described in following section. Thus, we 
put the up-sampling of the feature map and the multi-layer 
deconvolution at the top of the deep network model. They can 
be used the formulas to describe this operation as follows: 
                ,v c sq Y V=                                           (2) 
                * ,p d s v dy W Q b= +                               (3) 
where × is the multiply operation, the Yc is the last layer that 
is incorporated into the feature map, VS is a weight sharing 
vector between different frames, the stride is set as S. And the 
kernel weight is Wd and the bias is bd in the convolution filter, 
accordingly. In order to ensure the same size between the 
input and output, we also set the upsampling stride size to S. 
The prediction-saliency map produced by the current frame 
through learning is yp, and Qv is a feature map obtained after 
weightsharing processing. The loss function of network model 
is defined as follows:  
                  ( , ) ( , ),predict predictL w l w =                               (4) 
where  denotes the collection of all network layer parameters, 
and w is the weights of the corresponding layer. l  is the 
binary cross-entropy loss, which can be used to balance 
classes between the predicted saliency Y {0,1}N and its 
corresponding ground truth G{0,1}N: 
1
{(1 ) log (1 ) log(1 )},
N
i i i i
i
l a g y a g y
=
= − − + − −        (5) 
where N = HW denotes the size of a frame, and gi belongs 
to G, yi belongs to Y, respectively.   
 
 Fig. 5. Comparison of different saliency-detection methods in terms of 
average MAE and F-measure based on the DAVIS dataset. 
 
 
Fig.3. The generated process of the shared vectors, in which the feature 
map of each frame becomes its corresponding one-dimensional vector by 
the flatten and dense operation. Va,  Vb, and Vs represent the sharing 
vectors of two frames and all the three frames, respectively. 
 
(a)        (b)       (c)        (d)        (e)       (f)        (g)         (h)        (i)       (j)       
Fig. 4. Comparison of different state-of-the-art saliency detection models 
based on the DAVIS database. (a) Input images; (b) GT; (c) RWRV; (d) 
SGSP; (e)  MB; (f) GAFL; (g) FLRC; (h) DSR3D; (i) FCN; (j) OUR 
method. 
B. Weighting share strategy 
 In this section, we will describe the weighting share scheme 
in the designed video saliency deep network. Because of 
different frames in a video are not related to each other when 
they are simultaneously transmitted into the FCN network. 
However, in practice, the sequence of the video frames is 
continuous and related. In order to maintain spatial and 
temporal consistency in the video frames, at the bottom of the 
network and in the middle of the top network, we add a 
feature sharing processing, as show in Fig. 3. And the vector 
in the deep network is thus given by: 
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where Ft(·) is flatten treatment and D(·) is densely-connected 
with 512 dimensionality vector, respectively.  
C. Final Saliency refinement 
At last, the predicted saliency maps can be produced by 
the deep network model, while the background noises are 
often generated in the process of learning owing to the 
backgrounds are also changed due to the salient objects’ 
motion. In order to filter out the background noises and 
produce a more accurate saliency map, the predicted saliency 
maps generated by the convolution network are refined with a 
pixel-by-pixel operation with spatial location cues with center 
prior of the salient objects [12], as is illustrated in Fig. 1.  
III. EXPERIMENTAL RESULTS 
For the sake of verifying the performance of the designed 
saliency-detection model, the publicly available DAVIS 
datasets [10] were tested for evaluation and comparison. In 
addition, five typical state-of-the-art saliency-detection 
methods are chosen, containing saliency-detection methods of 
random walk with restart (RWRV) [17]; Superpixel-level 
graph and spatiotemporal propagation (SGSP) [28]; Fully 
convolutional networks (FCN) [26]; Gradient-flow filtered 
based model (GAFL) [3]; Fusion and low-rank coherency 
diffusion (FLRC) [18]; Minimum barrier algorithm (MB) [33]; 
and 3D fully convolutional network (DSR3D) [15]. In our 
experiments, for scenarios with large background changes, the 
deep learning-based approach is more effective. 
Fig. 4 illustrates some experimental results of different 
algorithms performed on the DAVIS database. From Fig. 4 (h), 
it can be seen that our designed model can produce much more 
accurate saliency maps with the prominent objects highlighted. 
In addition to objectively analysis of different models, we 
also compared the performance of the proposed method with 
other five state-of-the-art saliency-detection methods. Fig.5 
shows the widely used Mean Absolute Error (MAE) [14] and 
the F-measure [19] values of all the different methods. From 
comparisons, we can note that our approach is superior to 
other methods. 
IV. CONCLUSION AND DISCUSSION 
In this paper, we designed a video saliency-detection model 
based on full convolution neural networks and center prior. 
With a weighting share strategy, it can capture spatial and 
temporal features of dynamic scenes. Then, the saliency map 
estimated from the weighting saliency network is post-
treatmented with a center prior, which enables our method to 
eliminate background noises. The experiments carried on the 
public video dataset show that our proposed method 
outperforms the state-of-the-art methods. 
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