Combining background subtraction algorithms with convolutional neural network,"
Introduction
Foreground object detection for a stationary camera is one of the essential tasks in many computer vision and video analysis applications, such as object tracking, activity recognition, and human-computer interactions. As the first step in these high-level operations, the accurate extraction of foreground objects directly affects the subsequent operations. Background subtraction (BGS) is one of the most popular technologies used for foreground object detection. The performance highly depends on the reliability of the background modeling. In the past decades, various background modeling strategies have been proposed. 1, 2 However, there is no single algorithm that can deal with all challenges, such as illumination variations, camera jitter, dynamic backgrounds, and shadows, that can occur in real-world scenarios. Recently, some works have tried to combine different BGS algorithms to achieve better performance. They fuse the output results from different algorithms with some strategies to produce a more accurate foreground segmentation result. For example, in Ref. 3 , a pixel-based majority vote (MV) strategy is used to combine the results from different algorithms. The authors showed that, except for some special algorithms, the MV result outperforms every single method. In Ref. 4 , a fusion strategy called IUTIS, which is based on genetic programming (GP), is proposed. During the learning stage, a set of unary, binary, and n-ary functions are embedded into the GP framework to determine the combination (e.g., logical AND, logical OR) and postprocessing (e.g., filter operators) operations. Then, the solution tree obtained by the GP is performed on the foreground/background masks generated by different BGS algorithms. It was shown that this solution outperforms all state-of-the-art BGS algorithms at present.
In the past few years, deep learning has revolutionized the field of computer vision. Deep convolutional neural networks (CNNs) were initially designed for image classification tasks. 5, 6 However, due to their powerful ability to extract high-level feature representations, CNNs have been successfully applied to other computer vision tasks, such as object detection, 7,8 object tracking, 9 semantic segmentation, [10] [11] [12] and so on. Inspired by this, in this paper, we propose an encoder-decoder fully CNN architecture ( Fig. 1 ) to combine the output results from different BGS algorithms. We show that the network can automatically learn to leverage the characteristics of different algorithms to produce a more accurate foreground/background mask. Using the CDnet 2014 dataset, 3 we evaluate our method against numerous surveillance scenarios. The experimental results demonstrate that the proposed method outperforms all the state-of-the-art BGS methods and is superior to other combination strategies.
We thus make the following contributions:
1. We propose an encoder-decoder fully CNN architecture to fuse the output results from different BGS algorithms. 2. To the best of our knowledge, this is the first attempt to apply CNNs to combine BGS algorithms. Experimental results show that our combination strategy is better than other combination strategies such as MV-based and GP-based strategies.
The rest of this paper is organized as follows: Sec. 2 gives a brief introduction of related works. Section 3 reports the proposed method for BGS algorithms combination. Section 4 shows the experimental results carried out on the CDnet 2014 dataset. Conclusions follow in Sec. 5.
Related Works

Background Subtraction
Over recent years, a multitude of BGS algorithms have been developed. Readers may refer to Ref. 1 for a thorough review. Here, we provide a brief review of relevant works on which our methods build. One of the most commonly used BGS algorithms are those based on Gaussian mixture models (GMM), 16 which make the assumption that the probability density function of a pixel intensity is a Gaussian or mixture of Gaussians (MOG). A nonparametric approach using kernel density estimation (KDE) technique was proposed in Ref. 17 , which estimates the probability density function at each pixel from many samples without any prior assumptions. The more recent ViBe algorithm 18 was built on similar principles as the GMMs. The authors try to store the distribution with a random collection of samples. If the pixel in the input frame matches with a proportion of its background samples, it is considered to be background and may be selected for model updating. St-Charles et al. 13 improved this method by combining local binary similarity pattern features and color features, and a pixel-level feedback loop was used to adjust its internal parameters. In Ref. 14, Wang et al. proposed a moving object detection system named flux tensor with split Gaussian models (FTSG) by combining different information from blob motion, foreground models, and background models, moving and static foreground objects. In Ref. 15 , a weightless neural networkbased BGS method (CwisarDH) was proposed, which showed the dynamic adaptability to background changes.
Encoder-Decoder Architecture
CNNs were initially designed for image classification tasks, where the output to an image is a single category label. However, in some vision tasks such as semantic segmentation, the desired output should have the same size as the input, and each pixel is supposed to give a category label. Early approaches trained a network with a sliding window to predict the label of each pixel by providing a patch around that pixel. 19 Then, the introduction of so-called fully convolutional networks 20 (FCNs) opened a door for semantic segmentation using end-to-end training. Most CNNs are designed for classification and recognition tasks. To get more high-level category information, pooling operations are frequently used to increase the receptive field size of later units. However, they have the downside that spatial precision may be lost in deeper layers. To overcome this, various strategies have been proposed. In Ref. 20 , skip connections were added to enable information to propagate directly from early, high-resolution layers to deeper layers, which improve segmentation performance at object boundaries. In Ref. 10, Badrinarayanan et al. proposed an encoder-decoder network named SegNet. The encoder encodes low-dimensional information into feature space via a sequence of pooling and convolutional operations. The decoder learns to upsample the features via the unpooling operations with the indices from the corresponding encoder's max-pooling layers. In Ref. 11, a U-shaped network architecture was proposed for biomedical segmentation. To propagate context information to higher resolution layers, feature maps from the encoder are transferred to the decoder and concatenated with the corresponding features before upsampling. Concatenation can provide better accuracy, as it enables the network to learn the weighted fusion of features. Then, step-wise upsampling strategy is used to learn to assemble more precise output. The final upsampled features are followed by 1 × 1 convolution to output the pixel-wise classification.
3 Proposed Method 3.1 Network Architecture As shown in Fig. 1 , the proposed network is an adapted U-net 11 type architecture with an encoder network and a corresponding decoder network. Different from the original U-net, we use the VGG16 6 trained on the Imagenet dataset as the encoder, because some researches 10, 21 show that initializing the network with the weights trained on a large dataset performs better than training from scratch with a randomly initialized weights. The encoder network VGG16 contains 13 convolutional layers coupled with ReLU activation functions. We remove the fully connected layers in favor of retaining more spatial details and reducing the network Fig. 1 Proposed encoder-decoder fully CNN for combining different BGS results. The inputs are foreground/background masks generated by SuBSENSE, 13 FTSG, 14 and CwisarDH algorithms, 15 respectively. The encoder is a VGG16 6 network without fully connected layers. The max pooling operations separate it into five stages. To effectively utilize different levels of feature information from different stages, a set of concatenate and deconvolution operations is used to aggregate different scale features, so that more category-level information and fine-grain details are represented.
parameters. The use of max pooling operations separates the VGG16 into five stages, and feature maps of the same stage are generated by convolutions with 3 × 3 kernels. The sizes and the number of channels are shown in Fig. 1 .
The main task of the decoder is to upsample the feature maps from the encoder to match with the input size. In contrast to Ref. 10 , which uses unpooling operation for upsampling, we use the deconvolution (transposed convolution) with stride 2 to double the size of a feature map. The main advantage of deconvolution is that it does not need to remember the pooling indexes from the encoder, thus reducing memory and computation requirements. We know that CNNs provide multiple levels of abstraction in the feature hierarchies. 22 The feature maps in the lower layers retain higher spatial resolution-but only perceive low-level visual information, such as corners and edges-while the deeper layers can capture more high-level semantic information (object level or category level)-but with less spatial details. Advanced semantic features help to identify categories of image regions, while low-level visual features help to generate detailed boundaries for accurate prediction. To effectively use multiple levels of feature information from different stages, in each upsampling procedure, the output of a deconvolution from the previous stage is concatenated with the corresponding feature map in the encoder first. Then, a convolution operation is applied on the concatenated features to make the channels the same with the encoder. Finally, transposed convolution is used to generate upsampled feature maps. This procedure is repeated five times. The final score map is then fed to a soft-max classifier to produce the foreground/background probabilities for each pixel.
For training the network, we use the class-balancing cross entropy loss function, which was originally proposed in Ref. 23 for contour detection. We denote the training dataset as S ¼ fðX n ; Y n Þ; n ¼ 1; : : : ; Ng, where X n is the input sample, and Y n ¼ fy ðnÞ p ∈ f0;1g; p ¼ 1; : : : ; jX n jg is the corresponding label. Then, the loss function is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 3 4 2
where β ¼ jY − j∕jYj and 1 − β ¼ jY þ j∕jYj. Y þ and Y − denote the foreground and the background pixels in the label.
Training Details
To train the model, we use some video sequences from the CDnet 2014 dataset. 3 The same with IUTIS, 4 where the shortest video sequence from each category is chosen. These sequences are (sequence/category) pedestrians/baseline, badminton/cameraJitter, canoe/dynamicBackground, parking/intermittentObjectMotion, peopleInShade/shadow, park/thermal, wetSnow/badWeather, tramCrossroad_1fps/ lowFramerate, winterStreet/nightVideos, zoomInZoomOut/ PTZ, and turbulence3/turbulence. For each sequence, a subset of frames that contains many foreground objects are selected as the training frames, and the frames with only background or few foreground objects are not used to train the model. Thus, we can see that the training sequences (11/53) and the training frames (∼4000∕ ∼ 160;000) are only a small part of the total dataset, which guarantees the generalization power of our model. We can also see that our model is not scene-specific, which is a big difference compared with other supervised, deep learning-based, scenespecific BGS algorithms. [24] [25] [26] [27] Our model only needs to be trained for the first time. Then, it can be directly applied to any other unrelated scenes.
To make a fair comparison with other combination strategies, such as Refs. 3 and 4, we take the output results from SuBSENSE, 13 FTSG, 14 and CwisarDH 15 algorithms as the benchmark. As illustrated in Fig. 1 , during the training stage, three foreground/background masks produced by these BGS methods are preresized to a size of 224 × 224 × 1, then concatenated as a three-channel image and fed into the network. For the label masks, the label value is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 5 7 6
where p denotes the pixels in the label masks. The proposed network is implemented in TensorFlow. 28 We fine-tune the entire network for 50 epochs. The Adam optimization strategy is used for updating model parameters.
Experimental Results
Dataset and Evaluation Metrics
Our experiments are based on the CDnet 2014 dataset. 3 The CDnet 2014 dataset contains 53 real scene video sequences with nearly 160,000 frames. These sequences are grouped into 11 categories: baseline, camera jitter, dynamic background, intermittent object motion, shadow, thermal, bad weather, low framerate, night videos, pan-tilt-zoom, and turbulence. Accurate human expert-constructed ground truths are available for all sequences, and seven metrics have been defined in Ref. 3 to compare the performance of different algorithms: recall (Re), specificity (Sp), false-positive rate (FPR), false-negative rate (FNR), percentage of wrong classifications (PWC), precision (Pr), F-measure (FM) as follows.
Here, TP is true positives, TN is true negatives, FN is false negatives, and FP is false positives. For Re, Sp, Pr, and FM metrics, high score values indicate better performance, while for PWC, FNR, and FPR, the smaller ones indicate better performance. Generally speaking, a BGS algorithm is considered good if it gets high recall scores without sacrificing precision. So, the FM metric is a good indicator of the overall performance. As shown in Ref. 3 , most state-of-the-art BGS methods usually obtain higher FM scores than lesser performing methods. Table 1 , we present the evaluation results of the proposed method using the evaluation tool provided by the CDnet 2014 dataset. 3 Seven metrics scores, as well as the overall performance for each sequence, are presented. As we stated earlier, we use the SuBSENSE, 13 FTSG, 14 and CwisarDH 15 algorithms as the benchmark. According to the reported results, 29 they achieved an initial FM metric score of 0.7453, 0.7427, and 0.7010, respectively, on the dataset. However, through the proposed fusion strategy, we achieve an FM score of 0.8243, which is a significant improvement (11%) compared with the best 0.7453 (SuBSENSE). Second, to demonstrate our key contribution, we show that the proposed fusion strategy (CNN-SFC) is preferable to others. 3, 4 In Table 2 , we give the performance comparison results of different fusion strategies applied on the SuBSENSE, 13 FTSG, 14 and CwisarDH 15 results. For a specific metric, if the method obtains the best score, the corresponding value is highlighted in bold. We can see that our combination strategy achieves a much higher FM score than the MV and GP strategies (IUTIS-3), which mainly benefit from the huge improvement of the precision. The recall is the ratio of the number of foreground pixels correctly identified by the BGS algorithm to the number of foreground pixels in ground truth. It is mainly determined by the original BGS algorithms, so, all fusion strategies almost have the same recall score. However, the precision is defined as the ratio of the number of foreground pixels correctly identified by the algorithm to the number of foreground pixels detected by the algorithm. From Fig. 1 , we can see that after the training process, the neural network learned to leverage the characteristics of different BGS algorithms. In the final output result, many false-positive and false-negative pixels are removed, so that the precision of CNN-SFC is much higher than MV and IUTIS.
Finally, we submitted our results to the benchmark website 30 and made a comparison with the state-of-theart BGS methods: IUTIS-5, 4 IUTIS-3, 4 SuBSENSE, 13 FTSG, 14 CwisarDH, 15 KDE, 17 and GMM. 16 The results are shown in Table 3 . Here, we mainly make a comparison between the unsupervised BGS algorithms. For the supervised BGS methods, [24] [25] [26] [27] ground truths selected from each sequence are used to train their models. The trained model is difficult to generalize to other sequences (scenarios) that have not been trained (seen) before. However, the proposed CNN-SFC method used the same training sequences with IUTIS-3; 4 only the shortest video sequence from each category in the CDnet 2014 dataset is chosen. Once the model is trained, it can be directly applied to any other sequences (scenarios). That is to say, the trained model is not scene-specific. Thus, our method can be regarded as an unsupervised BGS algorithm. The supervised BGS methods should not be compared directly with the other unsupervised BGS methods. From Table 3 , we can see that the proposed method ranks the first among all unsupervised BGS algorithms. 
Qualitative evaluation
To enable a visual comparison of these BGS methods, some typical segmentation results under different scenarios are shown in Fig. 2 . The following frames are selected: the 831th frame from the highway sequence of baseline category, the 1545th frame from the fall sequence of the dynamic background category, the 1346th frame from the bungalows sequence of the shadow category, the 2816th frame from the snowfall sequence of the "bad weather" category, and the 996th frame from the turnpike_0_5 fps sequence of the "low framerate" category. In Fig. 2 , the first column displays the input frames and the second column shows the corresponding ground truth. From the third to the eighth columns, the foreground object detection results of the following method are shown: our method (CNN-SFC), IUTIS-3, MV, SuBSENSE, FTSG, and CwisarDH. Visually, we can see that our results look much better than other fusion results and the benchmark BGS results. This is confirmed with the quantitative evaluation results.
Time complexity
The proposed method can be regarded as a special postprocessing step in BGS. When it is applied to real-world applications, we first need to choose three BGS algorithms (e.g., SuBSENSE, 13 FTSG, 14 and CwisarDH 15 ). Then, these BGS algorithms will independently process the incoming frame and achieve a preliminary foreground/background mask. Finally, the resulting masks will be concatenated and fed into the network (Fig. 1) to produce a more precise foreground/background mask. Therefore, we can see that the time complexity of our method is mainly related to the selected BGS algorithms. The processing time of the longest BGS algorithm plus the processing time of our network is the time needed for one frame. When we run the proposed network on an NVIDIA GTX 1060 GPU, the average processing time per frame is 19 ms (NVIDIA Titan Xp GPU is 8 ms). If the combined BGS algorithms can finish processing every frame within 30 ms, the proposed method will show real-time potential.
Conclusion and Future Work
We proposed an encoder-decoder fully CNN for combining the foreground/background masks generated by different state-of-the-art BGS algorithms, which can be regarded as a special postprocessing operation for BGS. Through a training process, the neural network learned to leverage the 13 FTSG, 14 and CwisarDH 15 detection results.
Journal of Electronic Imaging 013011-5 Jan∕Feb 2019 • Vol. 28 (1) characteristics of different BGS algorithms, which produced a more precise foreground detection result. To the best of our knowledge, this is the first attempt to apply CNNs to combine BGS algorithms. Experiments evaluated on the CDnet 2014 dataset show that the proposed combination strategy is much more efficient than the MV-and GP-based fusion strategies. The proposed method is currently ranked the first among all unsupervised BGS algorithms. However, we also found that for most categories, our results show a huge improvement over the original single BGS algorithms. For the turbulence category, though, our combined results perform worse than the original algorithm (SubSENSE). Therefore, our future work will focus on that. In addition, there are some other aspects, such as a new network architecture more suitable for this task, as well as a combination of more BGS algorithm results.
