To help the clinicians to segment the borders of the left ventricle (LV) efficiently during measurement of the heart, the authors come up with a semi-automatic approach in this study that is capable of identifying the endocardial borders robustly from cine magnetic resonance images. Firstly, the deformation flow is computed between the inputted boundary in the previous frame and the extracted edge of the LV in the current frame based on boundary minimum distance principle (BMDP). Then, the deformation flow is constrained by optical flow calculated by a partial differential equation model. A smooth deformation boundary is then formed by minimising the energy between the previously inputted boundary and the rough boundary obtained by BMDP and optical flow constraint. To extract edge of the LV as accurate as possible, a threshold selection method is used and improved based on the previous study. The proposed approach is tested on the open access dataset. The computed average perpendicular distance is 1.36 ± 0.24 mm and the computed Dice measure is 90.7% ± 0.15%. Experimental results show that the proposed approach is significantly more accurate than the referenced state of art methods.
Introduction
Segmentation of the left ventricle (LV) in short-axis sequences remains challenging [1] because the image intensities of the LV vary greatly due to the blood velocity. In addition, parts of the borders of the LV might become blurred when the papillary muscles fuse with the wall. To extract the flow fields of the myocardial wall or compute the ejection fraction for measuring the health of the heart, clinicians need to segment the LV during a cardiac cycle. However, manual segmentation is labour instensive and requires a great amount of time. Accordingly, efficient methods that could segment the LV robustly and automatically or semi-automatically becomes important. To get more accurate information for the clinical use, it is desirable for the segmentation of LV to be as accurate as possible. Hence, this problem remains open for a long time to promote the segmentation accuracy.
In this paper, a semi-automatic approach is proposed to identify the endocardial borders of the LV robustly from the short-axis cine magnetic resonance image (MRI) sequences. Since many methods have been proposed to solve this challenging and clinically important problem, we divide the state-of-the-art literatures roughly into three categories: (i) spatial domain methods [2] [3] [4] [5] [6] , (ii) statistical methods [7] [8] [9] [10] [11] [12] [13] , (iii) time domain tracking methods [14] [15] [16] [17] [18] [19] [20] [21] [22] . Many spatial domain methods utilise an intensity threshold to identify the left ventricular cavity from images which have welldefined differences in pixel intensity between the blood pool and the myocardium. However, the LV often has papillary muscles and rough trabeculations which are included in the ventricular cavity for clinical measurements of volumes and ejection fractions. This type of methods alone cannot achieve a good segmentation since the trabeculations and papillary muscles are typically the same intensity as the myocardium. Other spatial domain methods utilising edge information, level set and active contour, did not achieve acceptable performance due to the clutter edges involved. Statistical methods make use of prior knowledge from user-defined training sets and have improved accuracy compared with spatial domain intensity methods. However, the accuracy of a statistical method is determined by its manually defined training set, which requires significant effort and includes variability due to human error. Statistical methods also have poor performance on images from patients with diseases that are not represented in the training set [9] .
Due to the regularity of the heart's movement, tracking methods are among the most efficient methods for segmenting the ventricular endocardium from MRI. These methods 'track' a known boundary in the first image frame to subsequent frames based on calculated differences between the images. Among all these tracking methods, optical flow [17] [18] [19] [20] is the most popular one. Some literatures use the optical flow method as the benchmark to compare with their proposed methods. However, the optical flow method frequently fails to correctly identify the endocardial boundary of the LV of the heart, especially when large displacements occur between adjacent images or the papillary muscles fuse with the wall. Thus, we use the segmentation results by the threshold selection (TS) method to compute the deformation flow [22] , which is then used to compensate the drawbacks of the optical flow when its tracking is lost. After the LV is segmented by the TS method, its edge is extracted. The proposed approach couples the tracked boundary with the extracted ventricular edge by the boundary minimum distance principle (BMDP) and forms the heart's deformation flow [22] which is then constrained by optical flow. The proposed approach combines the strength of the optical flow method and deformation flow method to improve the segmentation accuracy. To select the most effective optical flow method, we studied several popular optical flow methods [23] [24] [25] . In [23] , the optical flow is estimated locally based on least squared errors. In [24, 25] , optical flow is computed by deriving a displacement field between two images by matching pixel intensities between the images. Though both [24, 25] are trying to achieve a global minimisation, Alvarez et al. [25] verified as more effective in tracking the ventricle in our experiments. Thus, we use the partial differential equation (PDE) model to compute the optical flow in our experiments. Experiments are conducted on the open dataset [1] and the results show that the proposed approach is superior to the state-of-the-art method [14, 22] in segmenting the LV in short-axis cine MRI sequences. This paper is organised as follows: Firstly, the proposed approach is described in detail in Section 2. Then, the framework of the proposed approach is summarised in Section 3. Both qualitative and quantitative results are given in Section 4. Section 5 concludes the paper.
The proposed approach

The proposed tracking method
During systole stage of the heart, the directly extracted edges of the LVs are usually not correct due to the papillary muscles and rough trabeculations. During diastole stage of the heart, few papillary muscles and rough trabeculations show up and thus more accurate edges of the ventricles could be extracted. To integrate the edge information in the time domain, we propose the tracking method based on BMDP. We define the boundary from the previous frame as input boundary, B i in ; i = 1, 2, …, 20 , where the superscript denotes it is the input boundary and the subscript denotes of the index of the frames. For the tested short-axis heart MR sequences, the images contained in each slice is 20. The input boundary is computed from the previous frame and is already known when processing the current frame. The calculation of the first input boundary B 1 in is described in the above section. We define the boundary extracted from the edge of the LV as rough boundary, B i r ; i = 1, 2, …, 20 because it delineates the LV roughly instead of accurately, where the superscript denotes it is the rough boundary.
We 
where
where N is the total number of sampled points on the input boundary. The deformation boundary, B i d is computed from the rough boundary, B i r by minimising the following energy function:
dt (10) where α is the smoothing factor and its default value is 0.5.
To constrain the deformation flow, the optical flow between the current ith frame and the previous (i − 1)th frame is computed by the following model [25] , which is derived from the PDEs:
where o = (o x , o y ) is the image velocity or optical flow. For detailed solutions and implementations of (11), refer to [25] . The deformation flow computed by (2) denotes the sampling of the deformation of the extracted rough boundary in the current frame with reference to the computed boundary from the previous frame.
Since of the relatively low quality of the image and the negative effect of papillary muscles and rough trabeculations, the automatically computed deformation flows on some sampling points will be too large. Thus, the deformation flow could be constrained by a size threshold [22] and the optimal value of the size threshold is obtained by a training process with a large quantity of short-axis heart MRI sequences. In [22] , when the size of deformation flow is larger than the size threshold, it will be set to zero. Different from [22] , we use the optical flow computed by PDE model to constrain the deformation flow here and get the constrained deformation flow:
In (12), the deformation flow is defined as inwards flow when θ j ≤ (π/2) and the deformation flow is defined as outwards flow when θ j > (π/2). From (2), the size of the deformation flow is computed as
for both inwards flow and outwards flow. When the size of inwards flow is greater than 3 o j 2 + 1, its length is reduced to one half. When the size of the outwards flow is greater than the size of the optical flow, the outwards flow is replaced with the optical flow. In all the other situations, the deformation flow keeps the same value as computed by (2)- (10).
To further refine the output boundary, we make use of the prior knowledge that the LV is usually assumed to be convex and curved by medical experts [26, 27] . After the deformation boundary B i d is obtained, its Delaunay triangulation is calculated [28] . Points corresponding to the outer boundary of this Delaunay triangulation are defined as the vertices of the convex hull, and all other points are removed (i.e. the points forming concavities are removed). The distances between adjacent vertices are then computed. If the distance between two points is smaller than 6 pixels, the boundary between these two points is defined as a straight line connecting them. The boundary between these two points is replaced by a second-order curve computed from the eight closest points of these two points as follows:
Edge extraction by TS
The deformation flow [22] drives the obtained boundary from the previous frame towards the extracted edge, B i e , in the current frame.
Hence, it is critical to obtain accurate edge of the ventricle. Since direct edge detection methods produce much more edges than that of the ventricle and it is difficult for automatic clustering with the desired accuracy. For the state-of-the-art TS methods [29] [30] [31] , their segmented ventricle is usually much smaller than that of manual result. Hence, we utilise and evolve the slope difference distribution-based TS method proposed in [32] , which breaks through a bottleneck problem of image segmentation for some types of images [33, 34] . In this specific application, the slope difference distribution-based TS method is capable of segmenting the LV more completely than other state-of-the-art methods [29] [30] [31] . This method is based on the fact that the greatest variation position of the histogram distribution is usually the threshold point between two grey-level distributions. The variation of the histogram is calculated by the slope difference distribution [32] [33] [34] . In [32] , the laser lines are reflected by the specular weld pool and imaged by the monitoring system to estimate the shape of the weld pool. The bright laser lines need to be segmented from the dark background automatically and robustly. The modality of the laser line image is uniform and there is one and only one great variation peak existing for the automatic detection. In [33] , the gradient images that are similar to the laser line images are segmented by the slope difference distribution-based method with the same bandwidth of the discrete Fourier transform (DFT) filter. On the contrary, the original cell images are segmented with a much narrower DFT bandwidth. Compared to the laser line images and the muscle cell gradient images, the MR images are more complex with a great variety of image modalities and the image resolution is also lower. Hence, it is more difficult for automatic and robust segmentation of images with a vast of image modalities. In this paper, both the narrower bandwidth and the wider bandwidth DFT filters are used to filter the slope difference distributions of the histograms of the MR images. Firstly, the slope difference distribution is filtered with the narrower bandwidth DFT filter to obtain the benchmark threshold. Secondly, the slope difference distribution is filtered with the wider bandwidth DFT filter and then combined with the benchmark threshold to obtain the optimum threshold. The blood pool of the LV is surrounded by the myocardium and their intensities are distinguishable from the dark background. Thus, the accuracy of the segmentation depends on how accurate the LV and the myocardium are distinguished. We assume that both the intensity of the LV and the intensity of the myocardium are Gaussian distributed. A variation peak between these two Gaussian distributions corresponds to the optimal threshold. We transform the histogram distribution to the Fourier domain. The first term of the Fourier transform corresponds to the DC value of the histogram distribution. The other terms of the Fourier transform correspond to the AC values and the second term corresponds to the AC value with the lowest frequency. The histogram distribution corresponding to the second term of Fourier transform could reflect the smoothest change of these two Gaussian distributions. Hence, a global variation peak always exists between these two Gaussian distributions to separate them from each other. This global variation peak can be easily detected automatically and then used as the benchmark to find the optimal threshold. Overall, the TS method for LV segmentation comprises the following steps:
Step 1: we select a rectangular region of interest (ROI) from the first frame of the first selected slice based on the identified boundary. Since the first frame of the slice is acquired at the onset of ventricular activation at the end of diastolic filling, the LV cavity will be close to its maximal size during this image frame. Therefore the ROI will be larger than the LV cavity in all subsequent frames. The ROI is formulated as follows: where y min and y max are the minimum and maximum y-coordinates of points on the identified boundary in the first frame and x min and x max are the minimum and maximum x-coordinates of points on the identified boundary in the first frame. I 1 is the first frame of the slice.
Then, we smooth the ROI with the following Gaussian weighted kernel moving filter:
where (μ x , μ y ) is the average of the kernel. σ is the standard deviation of the kernel.
Step 2: Re-arrange the grey-scale values in the interval [1, 255] and compute its normalised histogram distribution P x :
f~∈ [1, 255] N f~ (22) where N g denotes the frequency of the grey-scale g and N f denotes the maximum frequency which occurs at f in the interval 1, 255 .
Step 3: Transform P x by the DFT:
Step 4: Choose the first term and second term of the Fourier transform and eliminate all the other parts: Transform from the frequency domain back into spatial domain by the following equation:
Step 5: We compute two slopes for each point on the smoothed histogram P′ x , one on the left-hand side and the other on the right-hand side, by fitting a straight line with 15 adjacent points at each side. All the reasonable numbers from 3 to 81 are tested on a variety of images and it is found that the numbers from 7 to 21 are the most effective parameters for the histogram range from 1 to 255. So we choose 15 for all the experiments. The linear model for the straight line is formulated as
Two slopes on the smoothed histogram at point h, a 1 (h) and a 2 (h), are then obtained from (26) .
Step 6: Compute the slope difference, s(h), at point h:
The discrete function, s h is converted into the continuous slope difference distribution, s(x). Set the derivative of s(x) to zero:
Solving the above equation, we get two peaks P 1 and P 2 with greatest local variations on the slope difference distribution. There is also one valley V 1 with greatest local variations between these two peaks. These two peaks, P 1 and P 2 , correspond to the centres of the two Gaussian distributions, respectively, and the valley V 1 corresponds to the benchmark threshold T b that separates these two Gaussian distributions. As mentioned earlier, the intensity distribution of the LV and the intensity distribution of the myocardium are assumed to be Gaussian distributed. When the histogram distribution is transformed to the Fourier domain, the first term of the Fourier transform corresponds to the DC value of the histogram distribution and the second term of the Fourier transform corresponds to the smoothest global change of the histogram distribution. In this research work, the second term of Fourier transform corresponds to the smoothest global change of two Gaussian distributions. Hence, we only choose the first and second term in (24) of Step 4 and a global variation peak always exists between these two Gaussian distributions to separate them from each other. For the sake of acquiring more useful information while deleting the noise for the smoothed histogram distribution, we need to keep more low frequency parts in the following step for the computation of the optimal threshold.
Step 7: Choose the low frequency parts and eliminate the high frequency parts by the following equation. P′ x is the smoothed histogram distribution.
Step 8: Repeat
Step 5 and Step 6. Solving (31), we get the valleys V q ; q = 1, …, N v of the slope difference distribution with greatest local variations between the peaks P 1 and P 2 determined in Step 6. The valleys are divided into two groups with reference to the benchmark threshold T b , one group on the left-hand side and the other group on the right-hand side. If we choose the valley on the right-hand side as the optimal threshold, the segmented ventricle tends to be incomplete. If we choose the valley on the left-hand side as the optimal threshold, we get a smaller threshold. If we choose the valley on the right-hand side as the optimal threshold, we get a larger threshold. As it turned out, the segmentation is more accurate with the smaller threshold in this research work and also in [33] . Hence, the valley with maximum absolute value on the left-hand side of the benchmark threshold T b is selected as the optimal threshold T o .
Figs. 1a and b show the process of TS. The dark lines denote the original histogram distribution and the blue line denotes the smoothed histogram probability distribution. The green line denotes the local peaks of the slope difference distribution that are originally greater than zero. The green dash line denotes the local peaks of the slope difference distribution that are originally smaller than zero and are reversed to be greater than zero with a minor sign. The blue crosses correspond to the green dash peaks and denote the peaks of the histogram distribution. The blue circles correspond to the green peaks and denote the valleys of the histogram distribution. The blue asterisk in (a) and the blue asterisk in (b) correspond to the benchmark threshold T b . The red asterisk in (b) corresponds to the optimal threshold T o . Fig. 1c shows the segmentation result by the optimal threshold T o and Fig. 1d shows the segmentation result by Otsu's method for comparison purpose. As can be seen, the segmented ventricle by the optimal threshold is more complete than that segmented by Otsu's method, which is critical for the final accuracy of the proposed method in this paper. After the optimum threshold is determined, we use it to binarise the image and the edge of the ventricle is extracted by subtracting the original binarised ventricle with the morphologically eroded one with the structuring element B = [1] .
Framework of the proposed approach
This section describes the framework of the proposed approach to identify the left ventricular boundary. Firstly, an ROI around the LV in the first frame of the slice is selected manually. An optimal threshold T o is obtained from the ROI by the TS method that is described in detail in Section 2.2. The ventricle in the ROI is segmented by the optimal threshold T o and then its boundary is obtained by boundary extraction (BE). Since the ventricle in the first frame is at the stage of diastole and few papillary muscles and rough trabeculations show up, the edge obtained from boundary extraction (BE) is usually accurate enough for the subsequent computation of the first boundary B 1 in by energy minimisation.
After B 1 in is obtained, the boundary of the ventricle in the subsequent frames are tracked forward and backward by the proposed approach from the diastole stage to the systole stage. The tracking process by the proposed approach contains the following steps.
Step 1: The ROI is kept the same as that in the first frame and the optimum threshold T o is used to binarise the ROI in the current frame. The edge of binarised ventricle is extracted and denoted as B i e .
Step 2 is also computed with the model formulated by (11) in Section 2.1. The deformation flow is then constrained by the PDE optical flow to form the constrained deformation flow as described by (12) in Section 2.1. Then boundary points of B i − 1 in are moved according to the constrained deformation flow to form a new boundary B i d and its delaunay triangulation is calculated. Points corresponding to the outer boundary of this Delaunay triangulation are defined as the vertices of the convex hull, and all other points are removed. The distances between adjacent vertices are then computed. If the distance between two points is smaller than 6 pixels, the boundary between these two points is defined as a straight line connecting them. The boundary between these two points is replaced by a second order curve. The total boundary is smoothed by energy minimisation and forms the input boundary B i in to process the next image.
Step 3: Increase the frame index if tracking forward or decrease the frame index if tracking backward and repeat steps 1-2 until all the boundaries are identified. The forward propagation is stopped at 40% of the size of the cardiac cycle which is the approximate location of the end-systolic frame where the ventricle is the smallest. Fig. 2 shows an example of a slice with a total of 20 images and the forward propagation stops at frame 8. Accordingly, the backward propagation stops at frame 9.
Experimental results and discussion
Experimental results
Firstly, we justify the proposed method by showing the problem of deformation flow method [22] in tracking the LV in Fig. 3 . Fig. 3a shows the worst case of deformation flow in our experiment and Fig. 3b shows a typical case of the deformation flow attracted to the nearby bright regions when the segmented right ventricle and LV are connected. Fig. 3c shows a typical case of the deformation flow acquired a tighter boundary than the manual one. Figs. 4a-c show the tracking results by the proposed method for the same images shown in Fig. 3 . As can be seen, the deformation flow is constrained effectively by the optical flow and the tracking results are improved greatly. For the quantitative results, the proposed method is tested and compared with state of art method [14] on the open access dataset [1] that consists of 15 training patient cases and 15 validation patient cases. The parameters of the proposed approach are determined with the training patient cases and the accuracy of the proposed approach is evaluated with the 15 validation patient cases. The quantitative results are shown in Table 1 . Two measures are used for the evaluation and comparison: (1) average perpendicular distances (APD) between the automatically identified boundary and the manually identified boundary; (2) Hausdorff distance (HD) between the automatically identified boundary and the manually identified boundary; (3) DICE measure between the automatically identified volume and the manually identified volume.
We plot the DICE and APD values computed from the Validation datasets [1] for more detailed comparison. There are four types of patients in the validation datasets and we randomly Fig. 6 shows the results of case SC-HF-I-08. The first and eighth results of the systole stage hindered the total performance of the proposed method. The bad performance of the first result is caused by the connection of blood pools and the bad performance of the eighth result is caused by the inconsistent intensity of that particular ventricle image with other images in the same slice. These two cases might need more prior knowledge for robust segmentation and will be addressed in our future research. Similarly, the results of case SC-HYP-08 in Fig. 7 represent the worst results among all the Validation cases. The LVs during the systole stage become extremely indistinguishable. However, the proposed method still achieved a favorable DICE measure 89.0% ± 1.2% and APDs 1.42 ± 0.09 for this specific patient case. Fig. 8 shows the Results of SC-N-07. One extreme error occurs at the eighth result during systole stage and hinders the overall performance of the proposed method greatly. This extreme error occurs due to two reasons. The first reason is the inconsistency of the LV intensity in the current frame with other frames, which is the same as the eighth result of case SC-HF-I-08. The second reason is the high intensity of the right ventricle, which attracts the LV's boundary toward it. The unusual cases need further postprocessing effort to increase the overall accuracy of the proposed method.
Discussion
Different from state-of-the-art methods, the proposed approach utilises both the global intensity information of the LV by a robust TS method and the local intensity information of the image by PDE calculation. From the results, it is seen that the proposed method is superior in segmentation accuracy to state-of-the-art optical flow tracking methods [17] [18] [19] [20] [21] that do not consider the global intensity of the LV as a whole. The errors of optical flow tracking accumulate from frame to frame while there is no error accumulation for the proposed approach if the robust segmentation is assured. Hence, the accuracy of the TS method is critical in the proposed approach. In some cases, the segmentation result includes other parts besides the LV. The incorporation of the PDE optical flow into the proposed approach is to constrain the outward deformation flow [22] and excluding the outliers effectively. The adverse aspect of the proposed approach compared to the deformation flow method in [22] is that the average computation time of the proposed approach is increased from 1.6 s to 58.7 s for the validation data sets. The other limitations of the proposed approach include: (1) the proposed approach assumes that the shape of the LV is convex, which might not be true for some patients, e.g. patients with cardiac aneurysms. (2) The proposed approach requires an ROI at the first frame of the short-axis image sequence. (3) The proposed approach is tested with limited datasets. 
Conclusions
Efficiently segmenting the ventricular borders is of great importance in clinical applications and the segmentation accuracy is critical. In this paper, a semi-automatic approach is proposed to identify the left ventricular boundaries from the short-axis cine MRI sequences robustly and efficiently. It couples the input boundary of the previous frame to the extracted ventricle edge in the current frame based on BMDP and forms a rough boundary. The vector from the input boundary to the rough boundary is defined as deformation flow and it is then constrained by the PDE optical flow. The edge is extracted from the segmented LV by an improved TS method based on the previous study. Experimental results based on the open datasets validated the effectiveness of the proposed approach.
Fig. 5 Results of SC-HF-NI-31
(a) The computed APDs for the images during systole (denoted in red) and diastole (denoted in blue), respectively, (b) The computed DICEs for the images during systole (denoted in red) and diastole (denoted in blue), respectively
Fig. 6 Results of SC-HF-I-08
Fig. 7 Results of SC-HYP-08
