Abstract. In this paper, we introduce some new definitions such as the U * L * condition to describe the zero-divisor graph G = Γ(P ) of a poset P , and give a new and quick proof to a main result in [2, 4] . By deleting a typical vertex with least degree, we provide an algorithm for finding a maximum clique of a finite graph G. We study some properties of the zero-divisor graphs of posets concerning diameters and girths. We also provide stratified presentations of posets.
Introduction and Preliminaries
In [4] , the authors began to study the zero-divisor graph G = Γ(P ) of a semilattice P and discovered that both the chromatic number and clique number of the graph G are identical with the number of minimal prime ideals of P . In [2] , the authors defined a zero-divisor graph for any poset with least element 0, and generalized the above mentioned result to posets. In [3] , the authors introduced a compact graph and used it to characterize the zero-divisor graph of a poset, and added further that the clique number is identical with the number of maximal neighborhoods in G.
In this paper, we first introduce a new idea to give a quick proof to a main result in [2, 4] . Then we provide an algorithm for calculating the chromatic number of a finite graph Γ(P ). This algorithm also supplies a method for finding a maximum clique and giving a new proof to the above mentioned result. By deleting a vertex step by step, we find a kind of intermediate value theorem for posets. We also discover some more properties of poset graphs concerning diameters and girths, and provide a stratified presentation of a poset for further studies in this field.
Throughout Sections 2, 3 and 4, assume that P is a poset with least element 0. A nonzero element x is called minimal (respectively, maximal) in P if 0 = y ≤ x (respectively, x ≤ y) implies x = y. For any nonempty subset A ⊆ P , set L(A) = {y ∈ P | y ≤ x for all x ∈ A}.
Recall that an element x ∈ P is called a zero-divisor if L(x, y) = {0} for some 0 = y ∈ P . The zero-divisor graph of P , denoted by Γ(P ), is the graph G whose vertex set V (G) consists of nonzero zero-divisors of P , in which x is adjacent to y if and only if L(x, y) = {0} (see [3] ). Note that in [2, 4] , the least element 0 is a vertex of Γ(P ). For each nonempty subset Q of a poset P , there is the natural partial order confined on Q. The poset Q is called a sub-poset of P , or a sub-poset of P induced on Q. In particular, for any v ∈ P , P v := P \{v} is a sub-poset of P . A sub-poset I is said to be an ideal of P if y ≤ x ∈ I implies y ∈ I. Furthermore, a proper ideal I is called a prime ideal if L(x, y) ⊆ I implies either x ∈ I or y ∈ I.
For a poset P and any subset A of P , set N (A) = {N (x) | 0 = x ∈ A}, where N (x) is the neighborhood of x in Γ(P ) consisting of vertices adjacent to x. Note that N (x) ∪ {0} is the annihilating ideal of x in P . If further N (x) ∪ {0} is a prime ideal, then it is called an associated prime ideal of P . Note that N (P ) is a poset, in which the partial order is the usual set inclusion. If N (x) is maximal in N (P ), then x is called semi-minimal in P . It is easy to see that each minimal element of P is semi-minimal in P .
For any nonempty subset A of P , denote
Dually, there is the notion U * (A). For any two subsets
condition, or alternatively, P is generated by A. When |A| = n, P is said to be n-generated. For example, if a finite poset P contains a unique maximal element, then P is 1-generated. Throughout Sections 2, 3 and 4, unless otherwise stated, we always assume that P contains nonzero zero-divisors. In case V (Γ(P )) = ∅, P is called an integral poset. Integral posets will be the main topics of Section 5.
2 Chromatic Number and Clique Number of Γ(P )
Proof. On the one hand
The converse inclusion holds similarly.
Lemma 2.2. Let x, y, z be nonzero elements of P . Then the following hold:
(
Proof. For the first part, note that x ≤ y implies L(x, y) = {0} and so y ∈ N (x). Thus, N (x) ⊆ N (y) implies x ≤ y and hence N (y) ⊆ N (x). Thus, N (x) is maximal in N (P ). The second part follows from [2, Lemmas 2.2 and 2.3]. Here is a direct proof: If x / ∈ N (y), then there exists 0 = z ∈ P such that z ≤ x and z ≤ y, hence N (x) ⊆ N (z) and N (y) ⊆ N (z), a contradiction. For the third claim, if x ∈ N (y), then x ∈ N (z) so that z ∈ N (x) ⊆ N (z), a contradiction.
The following result is proved in [3, Lemma 2.5 and Proposition 2.6] for compact graphs:
Lemma 2.3. Let P be a poset such that Γ(P ) contains no infinite clique. Then the number of maximal elements of N (P ) is finite, and the ascending chain condition (abbreviated as ACC) holds in N (P ).
Proof. The first conclusion follows directly from Lemma 2.2. For the second statement, assume to the contrary that there exists a strictly ascending chain of neighborhoods
Then for each i, there exists y i ∈ N (x i )\N (x i−1 ) and hence there exists a i ∈ P such that a i ≤ y i and a i ≤ x i−1 . One easily checks that Proof. By Lemma 2.3, assume that N (x 1 ), N (x 2 ), . . . , N (x n ) are all the distinct maximal elements of N (P ). Consider the following nonempty subsets of V (Γ(P )):
By Lemma 2.2(3), for each i, the subgraph induced on A i is discrete. Clearly, V (Γ(P )) is a disjoint union of A 1 , . . . , A n by Lemma 2.3. Thus, Γ(P ) is a proper n-partite graph since it has a maximum clique {x 1 
Remark. Consider the following three conditions on a poset P : (a) Γ(P ) contains no infinite clique; (b) ACC holds in N (P ); (c) Each element of N (P ) is contained in a maximal element of N (P ). By Lemma 2.3, (a) implies (b), while (b) implies (c). By the discussion above, the assumption on Γ(P ) in Theorem 2.4 could be easily weakened to condition (c).
The associated prime ideals play an important role in commutative algebra. For a noetherian ring R, the minimal prime ideals are precisely the ideals minimal among all associated prime ideals (see, e.g., [ 
, contradicting the primeness of the ideal N (x) ∪ {0}. (2) Let I be an annihilating ideal N (x) ∪ {0}, where x ∈ P 0 . Assume that I contains a prime ideal J of P . Then x ∈ I and hence x ∈ J. The primeness of J then implies I ⊆ J. Hence, I = J and I is a minimal prime ideal of P .
(3) In [2, Lemma 2.8], it is showed that if ω(Γ(P )) < ∞, then every minimal prime ideal of P is an associated prime ideal. Note that the assumption ω(Γ(P )) < ∞ can be replaced by the ACC condition.
In the following, we give another parameter r(P ) for a poset P , called the rank of P , to characterize the clique number ω(Γ(P )). This is the smallest cardinal number n (if exists) such that P can be generated by n semi-minimal elements. To be more precisely, r(P ) ≤ n if and only if there are n semi-minimal elements
. To find such a generating set, one naturally starts by choosing all minimal elements of P as a part. The number of minimal elements of P is called the torsion rank of the poset P , denoted by tr(P ). We call r(P ) − tr(P ) the free rank of P , denoted by f r(P ).
Just like the rank of a matrix playing a very important role in linear algebra, it seems that the rank of a poset can also describe some essential properties of the poset. Proposition 2.6. Let P be a poset. Then the following statements hold:
1) Rank exists on P if and only if each neighborhood is contained in a maximal neighborhood. (2) If Γ(P ) contains no infinite clique, then r(P ) exists and is identical with the number of maximal elements of N (P ).
Proof.
(1) ⇐: By assumption, for any x ∈ P 0 , there is a semi-minimal element
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Lemma 2.1. Then P is generated by all semi-minimal elements of P , and hence r(P ) exists. ⇒:
, where A consists of some semi-minimal elements of
If r(P ) = k < n, then P could be generated by k semi-minimal elements
Now we summarize the main established results on the clique number of Γ(P ). Note that the equality of (1), (2) and (4) appeared first in [4] for semilattices and in [2] for posets. The equality of (1), (2) and (3) appeared first in [3] .
Theorem 2.7. Let P be a poset, and assume that Γ(P ) contains no infinite clique. Then the following numbers are identical:
1) The chromatic number χ(Γ(P )). (2) The clique number ω(Γ(P )). (3) The number of maximal elements of N (P ). (4) The number of minimal prime ideals of P . (5) The number of associated prime ideals of P .
(6) The rank r(P ) of P .
An Algorithm for Finding a Maximum Clique of Γ(P )
After deleting a vertex v from Γ(P ), we have a resulting graph induced on Γ(P )\{v}, denoted by Γ v (P ). It is natural to ask if Γ v (P ) is still the zero-divisor graph of a poset. Although the answer is negative for general v, ω(Γ v (P )) = χ(Γ v (P )) holds surprisingly for every vertex v. We begin with a necessary condition for the afore mentioned question.
Lemma 3.1. Let P be a poset, whose zero-divisor graph Γ(P ) is not a complete graph. For any minimal element v of P , if v has the least degree in Γ(P ), then there exists x ∈ P 0 \{v} such that v < x and N (v) = N (x).
Proof. Assume that v is a minimal element of P . Then N (v) is maximal in N (P ) by Lemma 2.2. Since Γ(P ) is not a complete graph, there exists
The following is the first main result of this section: (1) Γ v (P ) is the zero-divisor graph of a poset defined on the set P \{v}.
(1) If v is not a minimal element of P , it is easy to see Γ v (P ) = Γ(P v ), where P v is the sub-poset of P induced on P \{v}. In the following, assume that v is minimal in P . By Lemma 3.1, there exists nonzero x in P such that v < x and N (x) = N (v). Fix an x, define a new order on the set P \{v} and denote it as P * v :
It is direct to check that the order defined on P * v is a partial order, and
, and it is easy to check that Γ(P ) is a proper n-partite graph. So χ(Γ v (P )) = χ(Γ(P )) = n.
Let {x 1 , x 2 , . . . , x n } be a clique in Γ(P ). If v is not any one of the x i , then (ii) The next step is to check if G 1 is a complete graph. If not, find a vertex v with least degree in G 1 . Then delete v to obtain a new graph G 2 .
Repeat the process until one gets a complete graph G m = K n . Clearly, the final resulting complete graph K n provides a maximum clique of the original poset graph G.
(2) The idea of deleting vertices can also give a new proof to Theorem 2.4. If we delete all the vertices of P whose neighborhoods are not maximal in N (P ), then using the same idea in proving Theorem 3.2, we conclude that the resulting graph is a complete n-partite graph and it contains the complete graph K n as a subgraph, if there are n maximal elements in N (P ). So we have χ(Γ(P )) = n = ω(Γ(P )).
In the first part of the proof, there is the method of replacing a minimal element by a corresponding semi-minimal element, which is not minimal in P . This trick can certainly be used to change a semi-minimal element into a minimal element by defining a new partial order on the same set with P . Thus, we have the following: Proposition 3.3. If P is a poset with rank n, then there exists a poset Q such that tr(Q) = r(Q) = n and Γ(Q) ∼ = Γ(P ).
In Theorem 3.2, if the deleted vertex does not have the least degree, the resulting graph may not be the zero-divisor graph of any poset (see Example 3.6), but the chromatic number and clique number are still identical. This is another typical property of a poset graph Γ(P ). In order to prove the result, we need the following lemma:
Lemma 3.4. Let P be a poset such that ACC holds in N (P ). If N (x) is not a maximal element of N (P ), then there exist y 1 and y 2 in P 0 such that y i < x, N (x) N (y i ), N (y 1 ) = N (y 2 ), and each N (y i ) is maximal in N (P ).
Proof. Assume that N (x) is not maximal in N (P ). Under the assumption, we claim that there exists y ∈ P 0 such that y < x and N (x) N (y). In fact, since N (x) is not maximal, there exists z ∈ P 0 such that N (x) N (z). Then it follows from z ∈ N (z) that x / ∈ N (z), whence L(x, z) = 0. Take any 0 = y ∈ L(x, z), clearly y < x, and N (x) = N (z) implies N (x) N (y). Since ACC holds in N (P ), it follows that there exists y 1 ∈ P 0 such that y 1 < x, N (x) N (y 1 ) and N (y 1 ) is maximal in N (P ). Then take a vertex u ∈ N (y 1 )\N (x) and in a similar way we have 0 = y 2 ∈ L(u, x) such that N (y 2 ) is maximal in N (P ). Clearly, y 2 < x and N (x) N (y 2 ). Finally, N (y 1 ) = N (y 2 ) follows from y 1 ∈ N (u) ⊆ N (y 2 ). This completes the proof.
The following is the second main result of the section:
Proof. It suffices to consider the case of v being a minimal element of P . Let ω(Γ(P )) = n. If there is
, and we are done. Otherwise, we can say that v is uniquely determined by N (v). By Lemma 3.4 and the proof of Theorem 2.4, Γ(P ) is a proper n-partite graph, where
If we delete more than one vertex from Γ(P ), the chromatic number and clique number of the resulting graph Γ A (P ) may not be identical, as the following example shows.
Example 3.6. Let P be a poset containing ten elements besides 0, whose Hasse diagram (not containing 0) is Figure 1 . If we delete the vertex 6 in Γ(P ), then the resulting graph cannot be the zero-divisor graph of any poset. If we delete the vertices 6, 7, 8, 9 and 10, then the resulting graph is the 5-cycle drawn in Figure 2 , whose chromatic number and clique number are clearly not identical. An interesting phenomenon is hidden in Theorem 3.5 and Example 3.6. Beginning at the zero-divisor graph of a poset, deleting vertices one by one, and ending at a graph with distinct chromatic number and clique number. During the process, there must exist a graph whose chromatic number and clique number are identical but not being the zero-divisor graph of any poset. It is an amazing phenomenon, just like the intermediate value theorem in analysis.
Structures of Some Special Zero Divisor Graphs of Posets
Let Γ(P ) be the zero-divisor graph of a poset P . By [3] , Γ(P ) is a (connected) compact graph with diam(Γ(P )) ≤ 3 and girth(Γ(P )) ≤ 4. We will describe the properties of Γ(P ) concerning its diameter or girth.
The following proposition is obvious:
Proposition 4.1. For a poset P , the following are equivalent:
Every two distinct elements of P 0 are incomparable.
The following result is easy to check:
Proposition 4.2. Let x, y be nonzero elements of a poset
For any x ∈ P , set SM (x) = {t ≤ x | t is semi-minimal in P }.
Proposition 4.3. For a poset P , assume that ACC holds in N (P ). Then the following statements hold for any nonzero elements x, y of
In a similar way, we have N (SM (y)) ⊆ N (SM (x)).
⇐: Note that ACC holds in N (P ), then for each nonzero z such that z ≤ x,
It is clear by (1) . Next we will describe the zero-divisor graph of a poset with respect to its girth. First, we investigate the graph with infinite girth, that is, the graph contains no cycle.
By Lemma 2.1, there exists nonzero
Proposition 4.8.
(1) For a poset P such that Γ(P ) contains no cycle, Γ(P ) must be a star graph. 
Adding 0 to the poset, it is easy to check that P = P 0 ∪ {0} is a poset, and we have Γ(P ) ∼ = G.
Recall that a graph is said to be triangulated if the graph has no induced cycles of length more than three. For a poset P , if the graph Γ(P ) can be triangulated, then the free rank of P is either 0 or 1. Furthermore, we have the following: Proposition 4.9. Let P be a poset with rank n. If Γ(P ) can be triangulated, then one of the following holds:
(1) Each semi-minimal element of P is minimal. Proof. If there is a semi-minimal element y which is not minimal in P , then there exists another semi-minimal element x 1 ∈ P such that N (y) = N (x 1 ). As the rank of P is n, there exist semi-minimal elements x 2 , . . . , x n such that
The converse of Proposition 4.9(2) is true. However, the converse of (1) does not hold as the following example shows. 
If Γ(P ) is a complete bipartite graph, then clearly all the nonzero zero-divisors are semi-minimal elements. If Γ(P ) is a complete n-partite graph, the conclusion is also true. Furthermore, we have the following result: Proposition 4.12. Let P be a poset with rank n. Then Γ(P ) is a complete n-partite graph if and only if V (Γ(P )) consists of semi-minimal elements.
Stratified Presentations of Posets
In this section, we try to describe a poset by stratifying its zero-divisor graph. In order to describe the stratified presentation clearly, we assume that the posets appearing in this section have no 0 (i.e., the least element of P ), and we will redefine the zero-divisor graph Γ(P ). Let P be a poset without 0. An element x ∈ P is called a zero-divisor if L(x, y) = ∅ for some y ∈ P , in this case, x is adjacent to y in Γ(P ).
For a poset P without 0, we can naturally add a least element 0 to P , so there is no essential difference between the definition here with the one in the introduction.
Roughly speaking, Γ(P ) just describes the property of a small part of P . We call the sub-poset induced on V (Γ(P )) the first zero-divisor mini-stratum of the first stratum of P , denoted by P is not integral, then we call V (Γ(P \P 1 1 )) the second zero-divisor mini-stratum of the first stratum, denoted by P 1 2 . Repeating the process until P \ t i=1 P 1 i becomes integral for some t, we have P
, called the ith zero-divisor mini-stratum of the first stratum for i ≤ t, denoted by P
P is called the first stratum of P . Similarly, we can define the ith zero-divisor stratum, the ith integral stratum and the ith stratum. If there exists n such that P \ n k=1 (P k ∪ I k P ) = ∅, the process will be terminated. Then we say that the length l(P ) of P is n, and we call P = n k=1 (P k ∪ I k P ) the stratified presentation of P , and P = n k=1
the mini-stratified presentation of P . Correspondingly, we can define the minilength of P , denoted by ml(P ). Posets P and Q are called graph isomorphic if the zero-divisor graphs of corresponding zero-divisor mini-stratums of the two posets are isomorphic.
Proof. Clearly,
So it suffices to verify that all elements of Let W be a poset, and let P, Q be a pair of sub-posets of W . In order to simplify the notation, let P + Q be the sub-poset induced on P ∪ Q.
For a pair of posets P and Q, if P ∩Q = ∅, we can define a new poset (denoted as P ⊕ Q) on P ∪ Q in the following way: x ≤ y in P ⊕ Q if either x ≤ y in P , or x ≤ y in Q, or x ∈ P and y ∈ Q. It is easy to check that if a poset P has mini-stratified presentation P = n k=1
We can also define a poset on P × Q such that (x 1 , y 1 ) ≤ (x 2 , y 2 ) if and only if x 1 ≤ x 2 and y 1 ≤ y 2 . The stratified presentation of P × Q is determined by the stratified presentations of P and Q. The following is an easy case when neither P nor Q has integral stratum. ). Now assume that the result holds for all natural numbers less than k. For k, the proof above also holds true.
Finally, it is easy to see that ml(W ) = min{n, m} holds and the poset P × Q has no integral stratum.
The proof of the following conclusion is similar to the above case. 
Furthermore, the mini-stratified stratums of the kth stratum W k are described by the following rules:
For k = 1, in the case 1 ≤ t ≤ min{ml(P 1 ), ml(Q 1 )},
and in the case min{ml(P 1 ), ml(Q 1 )} < t ≤ max{ml(P 1 ), ml(Q 1 )},
For 2 ≤ k ≤ l(W ), in the case t = 1,
