Abstract. Small-sample properties of the likelihood ratio test, the Wald test and the score test about significance of the effect in the Cox proportional hazards model for the right-censored and left-truncated data are investigated. These are large-sample tests, and, therefore, these are only approximate tests and they do not necessary maintain chosen significance level. Consequently, the p-value can be inaccurate as well. Higher order approximations of the likelihood function based on the Barndorff-Nielsen formula and the Lugannani-Rice formula are used in order to improve the accuracy of statistical inferences. The accuracy of these tests together with proposed approximations are compared by means of simulations under conditions of decreasing the sample size, and increasing proportion of right-censored and left-truncated data in the Cox model with the exponential and the Weibull distribution of the baseline hazard function. The results show that higher order approximations based on the Lugannani-Rice and the Barndorff-Nielsen formulas in combination with the Wald statistic improve the accuracy.
Introduction
Time to event data analysis, called as survival analysis, is in medicine one of the most used approach at all. It is a collection of statistical procedures for analysing the duration until the occurrence of an event of interest. An event is usually taken as death, relapse of some disease, stage of disease, etc. The methodology is also applicable in other fields like in economy [4, 30] , material technology [19] , or information technology [25] . Observed times of event are usually analysed by means of the survival analysis, however other basic approaches like a linear model approach or a comparative analysis can be used.
A typical phenomenon for survival analysis is a censoring and a truncation. A censoring is used when missing information about the time of the event occurs. For example, an event happened in some time interval, did not occur during the study, or an individual left the study before its end. The last two examples represent a right-censoring and in our study the latest one is considered. Left-truncation, also called as delayed entry, means that the start of follow up for some individuals is different from the specified time origin, so these individuals are observed after they survive some entry point.
In time to event data analysis, we have to select a time scale and specify the origin and the end of the study. A time scale is usually time-on-study and the age is considered as a covariate. Recently, the age as a time scale started to be considered as well [36] . When age is considered as a time scale, the beginning of these time to event studies is the date of the birth of studied individuals. These data are considered like left-truncated [14] . There is amount of scientific articles focused on choosing a time scale and defining starting point, e.g. [21, 24, 29] . Meanwhile Korn et al. [29] prefers age of the patience as the time scale, Ingram and Makuc [24] suggested two easy conditions which provides that time to study do not give biased estimate in case when age is used as a time scale. Authors Gail et al. [21] focused on six different Cox proportional hazards models with respect to the time scale used. Left-truncation is in the medical field used not just for age as a time scale but also when time to event after some specific point is analysed, e.g. twenty-four hours after a surgery, or seven days after leaving a hospital.
Common statistical task in survival analysis is to model the effect of considered covariates on time to event. There are several parametric, semi-parametric and non-parametric models in survival analysis which can be used to describe time to event, see e.g. [22] . The Cox proportional hazards model [15] is one of the most used model in survival analysis and is classified as a semi-parametric model.
The aim of the paper is to evaluate the accuracy of statistical inference about a scalar parameter in the Cox proportional hazards model. The significance of the effect of each covariate in the Cox model is usually verified by means of the likelihood ratio test, the Wald test and the score test [11] . These are large-sample tests, and therefore, these are only approximate tests and they do not necessary maintain the significance level α. Accordingly, higher order approximations [8] of the likelihood root based on the Barndorff-Nielsen formula [3] and the Lugannani-Rice formula [33] are used in order to improve the accuracy of statistical inferences. The accuracy of these large-sample tests together with the proposed approximations are compared by means of simulations under conditions of decreasing the sample size, and increasing proportion of right-censored and left-truncated data in the Cox model with the exponential and the Weibull distribution of the baseline hazard function.
The paper is organized as follow. In the next section, some fundamentals of the Cox proportional hazards model, necessary for this contribution, are recalled. Section 3 is devoted to the large-sample tests for testing significance of the effect of one covariate in the Cox model. The accuracy of tests is discussed in the context of liberal and conservative tests. In Section 4, higher order approximations are introduces. A large simulation study focused on the accuracy of the tests is presented in Section 5 and the final Section 6 concludes.
Cox Proportional Hazards Model
The widely used method to investigate several variables at a time is the Cox proportional hazards model [15] . The hazard function at a time t is the probability that, during a very short time interval, an event will occur, conditional on not having the event up to a time t. The hazard function assesses the instantaneous risk of the event for an individual which has survived a time t. Formally, let T ≥ 0 be a random variable denoting the event time. The hazard function is defined as
The Cox proportional hazards model specifies the hazard function to covariates x = (x 1 , . . . , x p ) for an i-th individual in the form
where h 0 (t) is the baseline hazard function when all covariates are zero. The key assumption in the Cox models is proportional hazards, i.e. the hazard for any individual is a fixed proportion of the hazard for any other individual, which can be limiting in some cases. However, the advantage of the Cox model is that no assumptions are made about the baseline hazard and it is not necessarily to be estimated.
With respect to the proportionality of the hazard function, Cox in [15] suggested the partial likelihood function for the estimation of regression coefficients. This approach is based on the part of the likelihood function representing the main effect of the covariates which is free of the baseline hazard. Assuming that event times and censoring times are independent, the partial likelihood is the product of every conditional probabilities of an event of the i-th individual at time t i given events of individuals at risk at time t i , that is
Here the symbol R i = { j : t j ≥ t i } denotes the risk set comprising those individuals still available to have an event at time t i and t j means the event time of those subjects at risk. Using the risk set is a convenient mechanism for excluding from denominator those individuals who already experienced the event and from this point of view are not part of this risk set [1] . The symbol δ i is an indicator of the survival status of the i-th individual, where δ i = 1 denotes an event at time t i and δ i = 0 means right-censoring. The corresponding log partial likelihood is
the partial score function is
and the Hessian matrix of the partial log likelihood is
The inverse of the Hessian matrix evaluated at the maximum likelihood estimate β is often used as an approximate variance-covariance matrix for the estimator β. The negative value of the Hessian matrix is the observed Fisher information matrix, J( β) [31] .
Handling with left-truncation is performed by control of the risk set R i . Let us denote a truncation time as K. Then the risk set of the partial likelihood function is given by R i = {j : t j ≥ t i ∧ t j ≥ K}.
When times in the continuous time model are grouped, ties in event times can be observed. In the Cox partial likelihood model ties are not considered, because the formula (3) is valid only for data which are not grouped. If the number of tied data is relatively small, Breslow [10] proposed an approximation of the likelihood function based on summing up covariates for all individuals experiencing the event at a given time point t i and rising the result to a power equal to the number of events tied at t i . In case that no tied data occur, the Breslow approximation gives the same results as the Cox model.
Testing Significance of the Effect
The significance of the effect of each covariate in the Cox proportional hazards model is usually verified by means of the likelihood ratio test, the Wald test and the score test [11] . In view of issues in the following sections, only one covariate x will be considered in the Cox model. However, all the results can be generalized for a p-dimensional vector of covariates. For a scalar regression parameter β, these tests are based on the functions
score statistic
where j( β) is the observed Fisher information. Under the null hypothesis H 0 : β = β 0 , the statistics (7)- (9) have an asymptotic standard normal distribution, N(0, 1). In survival analysis, these statistics are used in a square. Hence, under the null hypothesis, the likelihood ratio test statistic is
the Wald test is based on a statistic of the form
and the test statistic for the score test is
The statistics (10)- (12) have an asymptotic χ 2 -distribution with one degree of freedom if the null hypothesis is true. For a given significance level α, H 0 is rejected if the realization of the test statistic is greater than the (1 − α)-quantile of χ 2 -distribution with one degree of freedom. These are large-sample tests. Therefore, these are only approximate tests and they do not necessary maintain the significance level α.
The decision to reject or accept a null hypothesis is mostly based on a p-value. Small values of the p-value p(X) give evidence that an alternative hypothesis is true. The p-value is said to be valid if P(p(X) ≤ α|H 0 ) ≤ α for every α ∈ 0, 1 [7] . If the test is approximate, the p-value can be inaccurate. It is possible that the observed p-value p is smaller than the true p-value is. A test that tends to underestimate the true p-value is called a liberal test. A liberal test is more likely to find statistical significance even where it does not truly exist. In contrast, the test is conservative if it tends to overestimate the p-value p. Hence, the probability of incorrectly rejecting the null hypothesis is never greater than the significance level α. A conservative test is less likely to find statistical significance even where it does truly exist.
The valid p-value p(X) follows the uniform distribution U(0, 1) under the null hypothesis, however this not happened generally in the case of approximate tests. To assess the accuracy of the p-value, the empirical cumulative distribution function of p(X) can be compared with the theoretical cumulative distribution function of U(0, 1) [37] . As it will be shown later, the accuracy of the p-value depends not only on the sample size, but also on the proportion of right-censored observations in a data set and on the length of left-truncation as well.
Higher Order Approximations
Asymptotically, the likelihood ratio test, the Wald test and the score test have the same distribution, however, numerically they give different results in applications. Numerous books and papers deal with properties of these test. Peers [34] showed that under general conditions there is no huge difference between these tests from the power of these functions side. Chandra and Joshi [12] proved that the score test is more powerful than these others two for the large-sample size. Yi [40] compared these tests under a specific design of experiment and based on the simulation study recommends to use the Wald test.
These three tests are approximations of the first order with the relative error of order O(n −1/2 ). In the following, modification of the likelihood root based on the theory of higher order asymptotics [8] is used in order to improve the accuracy of the p-value when testing the significance of an effect in the Cox proportional hazard model with one covariate. The Barndorff-Nielsen approximation [3] modifies the likelihood root by adding the term with the combination of the likelihood root with the score statistic or the Wald statistic as follows
where q(β) = s(β) (the combination of the likelihood root and the score statistic), or q(β) = t(β) (the combination of the likelihood root and the Wald statistic). The statistic r * has an asymptotic standard normal distribution, or, equivalently, (r * ) 2 has an asymptotic χ 2 -distribution with one degree of freedom. Other type of modification is the Lugannani-Rice approximation [33] . Its distribution function has similar asymptotic properties like the distribution function of r * . The Lugannani-Rice formula is defined by the relation
where the symbols Φ and φ mean the cumulative distribution function and the probability distribution function of a standard normal distribution, respectively. The advantage of these approximations is that they have relative error of order O(n −3/2 ) in the centre of the distribution and of order O(n −1 ) in the tails [8] .
Simulation Study
The following simulation study is focused on the accuracy of the likelihood ratio test (LRT), the Wald test (W), and the score test (S), together with the proposed approximations based on the Barndorff-Nielsen (BN) and Lugannani-Rice (LR) formulas, where the likelihood root is combined with the Wald statistic (denoted as BNW and LRW, respectively), or with the score statistic (denoted as BNS and LRS, respectively). The significance of an effect of one covariate in the Cox proportional hazards model is verified under conditions of decreasing the sample size, and increasing proportion of right-censored and left-truncated data. All computations were done using the procedure PROC PHREG in the software SAS 9.3 with the Breslow approximation of the partial likelihood. Convergence was achieved for all replications under each of the model.
For each situation, 1000 independent samples were generated with the sample size n = (100, 70, 50, 30, 20) . Survival data consists of triplets (x i , t i , δ i ), i = 1, . . . , n, where x i is the value of the covariate, t i is the observed time-to-event, and δ i is an indicator of the survival status (event or right-censoring) for the i-th individual. Two most typically used distributions in survival analysis were considered. These are the Weibull distribution and the exponential distribution. Main characteristics such as the probability distribution function, survival and hazard function of these distributions are described in Table 1 . The survival function indicates the probability that an individual survives a specified time. Together with the Gompertz distribution these follow the assumption of the proportionality for the Cox proportional hazards model. The exponential distribution is a special case of the Weibull distribution, Wei(λ, ν), with the shape parameter ν = 1. The exponential baseline hazard function is constant unlike the Weibull one which is decreasing for ν < 1 and for ν > 1 is increasing. The shape parameter was chosen as ν = 0.5 and ν = 2; the scale parameter λ was chosen as λ 1 = 1.7, λ 2 = 0.7, and λ 3 = 0.07. The scale parameter λ determinates the variability. If λ is large, the distribution is more spread out, and, consequently, a time scale in survival analysis is long. Conversely, the distribution is more concentrated for small λ, and, thus a time scale is short, see Figure 2 , where the Kaplan-Meier estimates [26] of the survival functions for the Weibull baseline hazard functions Wei(1.7, 0.5) and Wei(1.7, 2) are presented. For Wei(1.7, 2), a time scale is six times longer. The survival functions are categorized by a dichotomous variable x. While the category x = 1 demonstrates better survival performance for Wei(1.7, 0.5), for Wei(1.7, 2) the opposite is true. Both survival functions are without censored observations and without truncation.
One covariate x was considered either as a dichotomous predictor, or as a continuous. Effects of a continuous covariate were generated from the standard normal distribution N(0, 1); for a dichotomous one, effects were generated from the binomial distribution Bi(1, 0.6). Times to event were generated from the Cox model assuming no effect of a covariate on survival time (the true value of the regression parameter is β = 0) and the exponential and the Weibull baseline hazard function using the inverse probability method [6] , see Table 2 . Right-censoring δ i was generated randomly assuming 0, 20, 50, and 70 percent of censored observations. If δ i = 0, i.e. the i-th individual was censored, the censoring time c i was generated in the same way as the time of event t i together with the additional condition c i ≤ t i , and (x i , c i , δ i ) was considered as the resulting data triplet for the i-th individual. Right-censoring due to leaving the study from other causes than an event was only considered. Left-truncation was chosen according to the time scale and it 
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Time-to-event
was designed to be 0, 5, 15, and 25 percent of observations were truncated. It means, the truncated time point was considered as the 0, 5-th, 15-th, and 25-th percentile of each of a time scale. On the significance level α = 0.05, the true null hypothesis H 0 : β = 0 was verified and the relative frequencies of rejecting the null hypothesis were investigated. Observed relative frequencies of rejecting a true H 0 were further compared with the confidence interval for a proportion of successes in 1000 binomial trials on the confidence level 0.95. The test and its p-value was considered to be conservative if a relative frequency of rejecting a true null hypothesis was smaller than 0.037, and as a liberal, when a relative frequency was greater than 0.064. Otherwise, the test and its p-value was considered as accurate. As was mentioned above, there is also possibility to assess the accuracy of tests graphically using plotting the empirical cumulative distribution function of the p-value on the vertical axis versus the theoretical one on the horizontal axis. If the p-value is accurate, the curve for the empirical cumulative distribution function of the p-value nearly coincides with the identity line. The curve for a conservative p-value is above the identity line; the curve below the identity line indicates a liberal p-value [38] .
For one chosen situation, the observed relative frequencies of rejecting the true null hypothesis per 1000 simulations are presented in Table 3 . Particularly, the results for the Cox model with a dichotomous covariate and with the Weibull baseline hazard function Wei(1.7, 0.5) for the sample size n = 50 are shown. The results indicate the lowest accuracy for the score test, which was in more than half cases liberal. Consequently, the Lugannani-Rice formula and the Barndorff-Nielsen formula in combination with the score statistic were still in some cases liberal. The likelihood ratio test tended to be liberal as well. The highest accuracy was achieved for the Wald test (conservative for truncation 25% and censoring 70% only) and the Lugannani-Rice formula and the Barndorff-Nielsen formula in combination with the Wald statistic which were considered as accurate in all cases. Similar results were also obtained for other distributions and for a continuous predictor. The tests became increasingly inaccurate with decreasing sample size, as we can see in Figure 1 , where the empirical cumulative distribution function of p-value versus the theoretical cumulative distribution function of U(0, 1) for the Cox proportional hazards model with one dichotomous covariate with the Weibull baseline hazard function Wei(1.7, 0.5) are presented. Apparently, the Wald test tended to be conservative in the small-sample cases and the approximation with LR and BN improved accuracy. The behaviour of p-values of some tests are not visible because they overlap. Specifically, in panels (a) and (b), BNW with LRW, and BNS with LRS are overlapping. For large samples, the accuracy of 
Conclusions and Discussions
The paper was inspired by the real-world application of the Cox proportional hazards model with rightcensored and left-truncated data, where the effect of the size of the mitral valve prothesis on time-to-event was analysed. Truncation in a situation like this can completely change the meaning of the model in terms of the effect significance [5] . Therefore the accuracy of tests about significance of one regression coefficient was studied. The paper is focused on often used large-sample tests like the likelihood ratio test, the Wald test and the score test. The results from the large simulation study indicate that the Wald test is mostly conservative in contrast to the likelihood ratio test and the score test whose are liberal. The accuracy of tests decreases with increasing proportion of right-censored and left-truncated data and decreasing sample size. The accuracy in testing the effects of a dichotomous covariate is less than for a continuous one. The score statistic is more inaccurate than the likelihood ratio statistic.
For the improvement of the accuracy of these tests, higher order approximations of the likelihood root based on the Lugannani-Rice and the Barndorff-Nielsen formula were proposed. The simulations showed usefulness mainly for the combination of the Lugannani-Rice formula and the Barndorff-Nielsen formula with the Wald statistic. Conversely, the combination of the likelihood root with the score statistic does not improve the accuracy. The paper is focused on the scalar parameter of interest only, however, in practice models often include more that one covariate. In such situation, the proposed scalar approximations to each covariate of interest separately can be applied in a similar way. The nuisance vector parameter is estimated by means of the constrained maximum likelihood for a fixed parameter of interest, and, consequently, the likelihood root is computed from the profile likelihood. When inference for a vector parameter are of interest, higher order approximations based on Bartlett correction of the likelihood ratio statistic or Skovgaard's statistics may be used [8] . The extension to more than one parameter is left for further research.
