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Let X and Y be random vectors of the same dimension such that Y has a normal 
distribution with mean vector 0 and covariance matrix R. Let g(x), x ) 0, be a 
bounded nonincreasing function. X is said to be g-subordinate to Y if IEe”‘XI 6 
g(u’Ru) for all real vectors u of the same dimension as X. This is used to define the 
g-subordination of a real stochastic process X(t), 0 < t Q 1, to a Gaussian process 
Y(t), 0 Q t < 1. It is shown that the basic local time properties of a given Gaussian 
process are shared by all the processes that are g-subordinate to it. It is shown in 
particular that certain random series, including some random Fourier series, are g- 
subordinate to Gaussian processes, and so have their local time properties. 
1. INTRODUCTION AND SUMMARY 
The purpose of this paper is to extend known results about the local times 
of Gaussian stochastic processes to a larger class of processes which we call 
“g-subordinate” to Gaussian processes for a suitable function g. Let X and 
Y be random vectors of the same dimension such that Y has a normal 
distribution with mean vector 0 and covariance matrix R. Let g(x), x > 0, be 
a bounded, nonincreasing function. X is said to be g-subordinate to Y if 
IEe”‘XI < g(u’Ru) for all real vectors u of the same dimension as X. A 
stochastic process X(f), 0 < f< 1, is said to be g-subordinate to a Gaussian 
process Y(f), 0 < t Q 1, with constant mean 0 if each finite vector of the 
former process corresponding to the values of the process at a prescribed 
finite subset of time parameter values is g-subordinate to the corresponding 
vector for the Gaussian process. Our earlier definition of local nondeter- 
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minism for Gaussian processes [ 1 ] is extended to their g-subordinate 
processes: X(t) is locally nondeterministic if it is g-subordinate to a Gaussian 
process having this property. One of our basic theorems on the local times of 
locally nondeterministic Gaussian processes is now extended to g- 
subordinate process. The calculations in the proof of the theorem in the 
Gaussian case depended on an estimate of the integral of the finite- 
dimensional characteristic function of the process. The inequality (2.1) which 
defines g-subordiation is sufficient to extend the calculations to the more 
general case. 
The applications of our main result are carried out under the additional 
assumption that g is a log-convex function. It is shown that our general 
results for local nondeterminism and local times are valid for a large class of 
random series 2 A,X,#,(t), where (X,) is a sequence of independent random 
variables, (A,,) is a sequence of constants, and (#,(.)) is a sequence of 
functions. The results are also valid for a large class of random Fourier 
series, 
2 a,X, cos(2mt + U,), 
n=o 
where (U,,) is a sequence of independent random variables, uniformly 
distributed on [0,27r]. Our hypotheses are not strictly comparable to those of 
Kahane [7, Chap. 71. 
The concept of g-subordination is a modification of the notion of an 
“elliptically contoured” distribution, which has been the subject of study by 
Cambanis et al. [3] and several other authors mentioned in their work. Such 
a distribution is characterized by strict equality in (2.1) for some g, not 
necessarily monotonic. However, the latter relation leads to the definition of 
a class of stochastic processes which is much smaller than the one which we 
have considered. Indeed, Huang and Cambanis showed that such a process is 
a scale mixture of a Gaussian process [6]. For such a scale mixture, the joint 
characteristic function is of the form 
for some probability distribution function H, hence, g may be taken as 
g(x) = low eCux &Z(v), 
and so the corresponding stochastic process is g-subordinate to a Gaussian 
process. 
Other recent work on locai times of general processes appears in [2]. 
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2. SUBORDINATE STOCHASMC PROCESSES AND 
LOCAL NONDETERMINISM 
Let X be an m-component random vector with the characteristic function 
Ee”“‘, and let Y be an m-component normally distributed random vector 
with zero mean vector and covariance matrix R. 
DEFINITION 2.1. X is g-subordinate to Y if there is a bounded nonin- 
creasing function g(x) such that 
1 Ee!“” / < g(u’Ru), for all u. (2.1) 
As a direct consequence of this definition we have 
LEMMA 2.1. If X is g-subordinate to Y, then for any matrix A with m 
columns, AX is g-subordindte to AY. 
Proof: It follows from elementary matrix operations that 
E exp(iu’AX) = E exp(i(A’u)’ X) 
f g( (A’u)’ R(A’u)) = g(u’ARA’u). (2.2) 
Define the matrix B = (b,) as 
b, = 6, - ai, j+ 1 , i, j = l,..., m. (2.3) 
If X has the components (Xi) then the vector BX has the components 
x,,x*-x,,...,x,-x,-,. (2.4) 
If X is g-subordinate to Y, then the vector with the components (2.4) is g- 
subordinate to the vector with the components 
y,, Y2 - Y ,,... 9 Y, - urn-,. (2.5) 
Now we extend the concept of subordination to stochastic processes. 
DEFINITION 2.2. Let X(t), 0 < t Q 1, and Y(t), 0 Q t < 1, be real 
stochastic processes such that Y(t) is a Gaussian process with constant mean 
0 and continuous covariance (unction R(s, t), 0 < s, t < 1. Then X(.) is g- 
subordinate to Y(.) if there is a bounded nonincreasing g such that for every 
O<t , i ,..., t, < 1, and every m > 1, the random vector (X(tj)) is g-subordinate 
to (y(tj))* 
Note that the Gaussian process Y(.) is g-subordinate to itself with g(x) = 
e-x/2 
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EXAMPLE 2.1. Let X be an arbitrary random variable, and put 
g(u) = sup 1 E&o*/. 
lVl2>U 
(2.6) 
Then g is nonincreasing, and ]EeiUX] < g(u’). Thus every one-dimensional 
random variable is trivially g-subordinate to a standard Gaussian variable 
for g defined by (2.6). 
Let f(t), 0 < t < 1, be an arbitrary continuous function, X an arbitrary 
random variable, and Y a standard Gaussian random variable. Define the 
processes 
W) = Km>, y(t) = Y/f(t); 
then X(t) is g-subordinate to Y(t) for g in (2.6). Indeed, for arbitrary t, ,..., t, 
and u, ,..., u,, 
and Y(t) has the covariance function f(s) f(t). 
The concept of local nondeterminism of Gaussian process was introduced 
by the author in [l]. Two additional characterizations of this concept were 
given there in the statements of Lemmas 2.1 and 2.3. Pitt [9] used the 
hypothesis of the latter lemma as the definition of local nondeterminism for 
Gaussian processes, and showed that it led to a fruitful generalization to 
multi-dimensional parameter sets. This was also discussed by Geman and 
Horowitz [5]. We will use as our current definition the conclusion of 
Theorem (24.3) of the latter paper. Let Y(t), 0 < t < 1, be a Gaussian 
process with mean 0 and covariance function R(s, t) such that R(t, t) > 0 for 
O<t< 1. Put 
Q(s, t) = R(s, s) - 2R(s, t) + R(t, t), (2.7) 
and suppose that Q(s, t) > 0 for 0 < s < t < 1. The process is locally 
nondeterministic on [0, 1 ] if for every m > 2 there exists c, > 0 such that 
var [ u1 Y(b) + 2 u,W,) - wj-*I) /=2 I 
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for all (ui ,..., u,,J and all 0 < t, < ... < t, < 1. If B = (b,) is the matrix 
defined by (2.3) then the left-hand member of (2.8) is representable as 
u’BRB’u, and so (2.8) is equivalent to 
u’BRB’u >, c, ufR(tlv tl) + 5 UjQ(tjT tj-1) * 
I 
(2.9) 
j=2 
Now we extend the definition of local nondeterminism. 
DEFINITION 2.3. A process X(t), 0 < t < 1, is locally nondeterministic if 
it is g-subordinate to a Gaussian process which is locally nondeterministic. 
3. AN INEQUALITY FOR THE JOINT DENSITY OF 
A SUBORDINATE RANDOM VECTOR 
If the characteristic function of a random vector (X,)i= ,,...+m is absolutely 
integrable, then there is a continuous joint density given by the inversion 
formula 
P(X 1 ,..., xm) = (2~)~~ r 1 
O” . . . e-i%t Wi 
-cc -co 
X Eexp (iji ujXj) du, ... du,. (3.1) 
For arbitrary h > 0, let A,, be the difference operator of increment h, and 
consider the multiple difference A,, ..a A,p(x,..., x), where the operation is 
carried out on each of the variables x,,..., x, at the common value x. It 
follows from (3.1) that 
All - . . A&x,..., 
LEMMA 3.1. Let N be the set of m-tuples of integers (n,,.. n,) such that 
nj = 0, 1 or 2, fj nj=m. 
j=l 
*- du,. (3.2) 
(3.3) 
322 SIMEON M.BERMAN 
Then for every 6 > 0 the right-hand member of (3.2) is dominated by the sum 
over N of the terms 
Proof: The proof is the same as that given on pages 92 and 93 of [ 1 ] for 
the case of the multivariate normal distribution; however, here we leave the 
characteristic function unspecified. 
LEMMA 3.2. Let X = (X,) be an m-component random vector which is g- 
subordinate to a Gaussian vector Y with covariance matrix R. Let B = (b,) 
be defined by (2.3), and let qf ,..., q: represent the diagonal entries of BRB’. 
If 
u’BRB’u > c, 5 ufq; 
j=l 
(3.5) 
for all (u, ,..., u,), then, for every 6 > 0, the expression (3.4) is at most equal 
to 
(2n)” h mSC;m(l+@/*(maX ,),a ,fi q;1-2s l,U xm(1+6)-‘g(x2) dx. (3.6) 
ProoJ By (2.2), the modulus of the characteristic function in (3.4) is 
dominated by g(u’BRB’u), which, by (3.5) and the monotonicity of g, is at 
most equal to g(c, C/“=r ufqf). When this is substituted in (3.4), the latter 
becomes 
which, by a change of variables, is equal to 
hmsc-‘“(i+6)/2 fi q,-l-6’Vjm . ..i_mmfi Iujl~“~ m 
j=l -co 
.-- du,. 
On the one hand, we have 
(3.7) 
f ,  q;l-snJ= fi q9(*-3-l-2” < (miixq,)2”t-8h~ f, q;1-28. 
J 
j=l J ’ 
J ’ 
j=l j=l 
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and, on the other hand, by a transformation of the integral in (3.7) to polar 
coordinates in m-dimensions, the integral is at most equal to 
(2n)“JOW xm(l+s)-‘g(Xy dx. 
Thus, (3.7) is at most equal to (3.6). 
4. LOCAL TIMES FOR SUEIORDIN~TE PROCESSES 
In this section we state and prove our main theorem on the local time of a 
subordinate process. This had been previously given for a large class of 
Gaussian processes [ 11, and then extended to Gaussian fields [9]. The results 
given below may be extended to random fields; however, we will restrict this 
work to real processes with a real time parameter. 
Let X(t), t E Z, where Z is an arbitrary interval, be a real measurable 
process satisfying the condition 
I, . ..i.jym . . . jym )E&V’~~“~‘I du, . . . du,dr, .a- dc, < 00 (4.1) 
for every m ) 2. Then, by the same reasoning as for (3.1), the random 
variables X(t,),..., A&,) have, for almost all (t i ,..., tm), a continuous joint 
density p(x, ,..., x, ; t, ,..., fm) which, by the inversion formula for the charac- 
teristic function, satisfies 
P(X 1 ,*-*, x, ; t, ,***, tm) 
< (27r)-m jm 
--oo 
a-- jym (Eexp [it ujX(tj)] 1 du, e-e du,. 
The argument in Pitt [9] and an application of (4.1) imply that the local 
time a,(x) exists, and that 
EaAxJ -a- a,(~,) = I 5 .a. p(x ,,..., x,; t, ,..., cm) dt, .a. dt,. (4.2) I I
In particular, 
E[a,(x + h) - %c41rn 
= . . . I I All -a- A,p(x ,..., x; t, ,..., fm) dt, a.. dt,, (4.3) I I 
where A,, . . . A,p appears in (3.2). 
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THEOREM 4.1. Let X(t), 0 < t < 1, be g-subordinate to a Gaussian 
process Y(t), 0 < t ,< 1. If the former process satisfies (4.1) for every m > 2 
and the latter process is locally nondeterministic with the constant c, in 
(2.8), then fir every subinterval I of [0, I] and every 6, 0 ,< 6 < 1, and 
m 2 2, 
I I 
. . . 4 . . . A,p(x ,..., x; t, ,..., t,,,) dt, . . . dt, 
I I 
I 
m 
<m! h”Z82”-lc,m(l+8’/2 xm(l+8,-lg(x2) dx 
0 
x max(y WC s), ,syz Q(s, t))“’ (4.4) 
X 11 [R(t,,t,)Q(t,, tz) ..a Q(t,,-,, tm)]-“2-6dtl ... dt,. 
I,<...<& 
u,,...,t,)o 
ProoJ This follows from Lemmas 3.1 and 3.2. The diagonal entries of 
the m x m matrix BRB’, where B = (b,) is given by (2.3) and R = (R(t,, tj)), 
are 
Nt, , tl), QO,, Q,..., Q<t,,-, , t,); 
these play the roles of (4;) in Lemma 3.2. As shown in [l] the integrand in 
the left-hand member of (4.4) may be assumed to be a symmetric function of 
the t’s, so that the integration over I” may be done over the m! subsets of 
ordered t’s. 
The result below is an extension of [ 1, Theorem 8.11 from Gaussian 
processes to their subordinates. 
THEOREM 4.2. Let X(t), 0 < t & 1, be g-subordinate to a locally 
nondeterministic Gaussian process Y(t), 0 ( t < 1, and put 
b*(t) = min(oEf,l R(s, s), inf IS-J’l>f Q(s, S’)). (4.5) 
Assume that 
I 
.m 
xkg(x) dx < 0~) for every k > 0, 
0 
and there exist y > 0 and 6 > 0 such that 
liEh-Y 
i 
’ (b(t))-‘-2’ dt = 0. 
0 
(4.6) 
(4.7) 
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Then there exists a version of the local time at(x) for every measurable 
subset I of [0, I] such that thefunction a(x, t) = aIo,Jx) is jointly continuous 
in x and t, almost surely, and which satisfies a Hb’lder condition of order y’ 
in t, uniformly in x, for every y’ < y. 
Proof: The assumption (4.6) implies (4.1) for every’ m > 
integral in (4.1) is dominated by 
1. Indeed, the 
I, a.. l,j;W ... j_“, g(u’Ru)du, ..a du, dt, .., dt, 
By the transformation v = R”*u, the integral is equal to 
According to [ 1, Lemma 2.11, the local nondeterminism of Y implies that 
(det R)-‘I* is bounded above by a constant multiple of (R(t, , t,) Q(t, , t2) . . . 
Q&e, > r,>)-“*, which by (4.5) is dominated by (b(t,) b(t2 - tI) ... 
b(t, - t,,,-l))-‘. Hence, by integration over t, < ... < t, and by application 
of (4.7), we find that the first integral in (4.8) is finite. The finiteness of the 
second integral follows from (4.6) after the evaluation of the integral by a 
transformation to m-dimensional polar coordinates, as in the proof of 
Lemma 3.2. The rest of the proof is similar to that of Theorem 8.1 of [ 11. 
According to the reasoning of the latter (see formula (8.6)), it is sufficient to 
establish the inequality 
E[a(x + h, t + h’) - a(x + h, t) - a(x, t + h’) + a(x, t)]” 
<B IhIm* (h’lmy 
for some fixed B > 0, all even m > 2, and the given values of 6 and y, 
uniformly in x and 0 < t < 1. The inequality (4.4) reduces the computation 
to the one already done in the Gaussian case where g(x) = emX’*. 
5. SERIES 0~ INOEPENOENT~-SUBORDINATE PROCESSES 
LEMMA 5.1. Let X,(t) and X2(t), 0 Q t < 1, be independent stochastic 
processes, and let Yl(t) and Yz(t), 0 < t < 1, be independent Gaussian 
processes with zero means and covariance functions R,(s, t) and R2(s, I) 
respectively. Suppose that X,(t), 0 < t < 1, is g-subordinate to Yi(t), 
0 < t < 1, for i = 1, 2. If g is log-convex, then X,(t) +X,(t), 0 < t Q 1, is g- 
subordinate to Yl(t) + Y&), 0 < t < 1. 
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Proof. By the independence of XI(.) and X2(.), we have 
E exp i T7 
IT, 
uj(xl(fj) + x*(tj)> 
= E exp 
i 
i T7 
ye, 
ujx*(tj) 
By the subordination hypothesis, the modulus of the product above is .at 
most equal to 
g ( S R,(ti, lj) ui”j) g  ti$, Rt(ti, lj) ui”j)* 
i,j= I 
By log-convexity we have g(x) g(u) < g(x + y), so that the product 
displayed above is at most equal to 
g 
( 
f [Rl(tf3 rj) + R2(ci3 tj)] ui"j 
1 
3 
i,j= 1 
which implies that X,(a) +X,(e) is g-subordinate to Y,(m) + Y*(a). 
THEOREM 5.1. Let {XJt), 0 < t < 1 }, n > 0, be a sequence of 
independent measurable processes such that for each t 
2 1 1 - EeiuXncr) ( < 00 
n=O 
(5.1) 
on a u-set of positive measure. Let {Y,,(t), 0 < t ,< 1 }, be a sequence of 
independeryGaussian processes with zero means and continuous covariance 
functions R,(s, t) such that the series 
R(s, t) = 2 R,(s, t) (5.2) 
tl=O 
converges and represents a continuous covariance function. If for each n, 
X,,(e) is g-subordinate to Y,(a) and g is log-convex, then the process 
is measurable and is g-subordinate to the process 
(5.3) 
(5.4) 
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ProoJ: The condition (5.1) guarantees the almost sure convergence of the 
series (5.3) for each t (see [8]). Similarly, the convergence of (5.2) implies 
the almost sure convergence of (5.4). For each n 2 0, the process 
X,(t) + -*- +X,(t) is g-subordinate to Y,(t) + ... + Y,(t); this is a conse- 
quence of Lemma 5.1. This g-subordination is preserved under passage to the 
limit for n + co because g is continuous since it is monotonic. and log- 
convex. 
The measurability of the process (5.3) follows by a standard argument 
from the measurability of the partial sums: Since (5.3) converges almost 
surely for each t, it converges almost everywhere over the product measure 
space formed by the underlying probability space and the unit interval with 
Lebesgue measure, so that the limit of the partial sums is measurable in the 
same sense. 
6. APPLICATION TO THE KARHUNEN-LOEVE REPRESENTATION 
OF A PROCESS WITH INDEPENDENT RANDOM COEFFICIENTS 
As is well known every Gaussian process Y(f) with mean 0 and a 
continuous covariance function R(s, t) has an orthogonal decomposition 
Y(t) = f nyy,~,(o, O<t<l \ 17 
n=O 
(6.1) 
where (Y,) is a sequence of independent Gaussian random variables with 
means 0 and variances 1, and where (A,) and (d,(.)) are the sequences of 
eigenvalues and orthonormalized eigenfunction of R : 
W, 4 = f’ &h,(s) M>. 
n=o 
(6.2) 
Suppose that (X,) is a sequence of independent, not necessarily Gaussian, 
random variables, and form the process 
-x(t) = f n~“~,~,(~>, o<t<l. (6.3) 
n=O 
In this section we give conditions under which the series (6.3) converges 
almost surely for each t, and the process X(t) is g-subordinate to Y(t). The 
following result holds even without the particular assumption that (4,) is an 
orthonormal system: (6.2) alone is required. 
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THEOREM 6.1. If 
(6.4) 
on a u-set of positive measure for each t, then the series (6.3) converges 
almost surely for each t. If there is a bounded nonincreasing log-convex 
function g(u) such that 
S;P I EeiuxnI < g(u’), for all u, (6.5) 
then X(t) in (6.3) is g-subordinate to Y(t) in (6.1). 
ProoJ According to Example 2.1 and condition (6.5), the process 
Xn(t) = &!/*X,(,,(t) is g-subordinate to the process Y,(t) = l~“Y,,#,(t), n > 0. 
By Theorem 5.1, condition (6.4) and the convergence of the series (6.2) 
imply that the series (6.1) and (6.3) for Y(t) and X(t) converge almost surely 
for each t. The latter theorem also implies that X(t) is g-subordinate to Y(t). 
This theorem can be applied in the following way. Suppose that the 
Gaussian process Y(t) is locally nondeterministic and that its covariance 
function satisfies condition (4.7). Form the process X(t) in (6.3) with 
independent, not necessarily Gaussian, random variables (X,), where the 
latter satisfy (6.5) for some g satisfying (4.6). Then the process X(t) has the 
properties stated in the conclusion of Theorem 4.2. In this way we can 
extend properties which are known to hold for the Gaussian process Y(t) to 
a g-subordinate process X(t). 
EXAMPLE 6.1. Consider the covariance function of the standard Wiener 
process, 
R(s, t) = min(s, t). 
Let (v”(t), 0 < t < l), n = 0, l,... be any orthonormal basis of &(O, I), and 
Put 
h(t) = ,( v,(s) & o<t<1. 
Then, as is known, 
min(s, t) = F q&(s) 9,(t), Ii=0 
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and the Wiener process is representable as 
for independent, standard Gaussian random variables Y,. Let (X,) be a 
sequence of independent random variables of the type described in 
Theorem 6.1, and form the process 
Theorem 6.1 can be applied to this series even though these functions $,(t) 
are not orthogonal on [0, 11. It is well known that the Wiener process is 
locally nondeterministic, and that its covariance function satisfies the 
conditions in the hypothesis of Theorem 4.2 for any 6 and y such that 6 < i 
and y < 1 - (1 + 26)/2 (see [ 1, p. 941). Therefore, Theorem 4.2 implies that a 
g-subordinate process (6.3) with log-convex g, satisfying the conditions of 
Theorem 6.1, also satisfies the conditions of Theorem 4.2. 
EXAMPLE 6.2. Let (X,) be a sequence of independent random variables 
with a symmetric stable distribution of index 0 < a < 2, so that 
Then condition (6.5) is satisfied with the log-convex function g(u) = 
exp(-] u la”). 
7. APPLICATION TO RANDOM FOURIER SERIES 
Let (X,) and (17,) be independent sequences of independent random 
variables such that U,, is uniformly distributed on (0,2x) for each n; and let 
(a,) be a sequence of real numbers such that 
Form the random series 
x(t)‘= fJ a,X, cos(2nnt + U,), ogt< 1. 
n=o 
(7.2) 
In particular, consider the case where (X,) assumes the form of a sequence 
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(Y,,) of independent random variables with a common Rayleigh density, 
y ’ exp(- y2/2), and define 
Y(t) = f a, Y, cos(27cnt + U,). (7.3 1 
n=O 
The latter is known to be a stationary Gaussian process with mean 0 and 
covariance function 
R(s,t)=r(lt-sl)= f u:, cos 27rn(t - s). (7.4) 
?I=0 
In this section we find conditions under which the process X(t) in (7.2) is g- 
subordinate to the stationary Gaussian process Y(t) in (7.3). First we note 
that the series (7.3) converges almost surely for each t by virtue of (7.1) and 
the fact that the characteristic function of the partial sum converges to 
exp[-ju* CFEo ui]. Next we compute the characteristic function of the 
typical term of (7.2), 
E exp(iua,X, cos(2nnt + U,)) 
= E exp(iua,X,, cos U,,) = EJ,(ua,X,,), (7.5) 
where J,(x) is the Bessel function of order 0. If 
.fo I 1 -EJoW,xn)l < 00 (7.6) 
on a u-set of positive measure, then, as in Theorem 5.1, the series (7.2) 
converges almost surely for each t. 
THEORM 7.1. Let (X,) be a sequence of independent random variables 
satisfying (7.6). If 
s;p IEJoW,,)I < &‘), --co<u<a3, (7.7) 
for a bounded, nonincreasing, log-convex function g, then the process (7.2) is 
g-subordinate to the Gaussian process (7.3). 
Proof. According to (7.5), the condition (7.7) signifies that 
(E exp(iuX, cos U,)j < g(u*), for all u, (7.8) 
for every n > 0. We will show that 
X,(t) = a,X, cos(27wzt + U,) 
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is g-subordinate to 
Y,(t) = a, Y” cos(27mcnt + U,), 
and then invoke Theorem 5.1 to complete the proof. By the addition formula 
for the cosine we have 
X”(f) = a,X, cos U, cos 2ant - anXn sin U, sin 2nnt, 
so that 
m m 
C UjX,(tj) = a,X, COS U, C Uj COS 2nntj 
j=l /=l 
m  
- a,X, sin U, C uj sin 2nntj. 
j=l 
This has the same distribution as 
K 
m  
) 
2 m  
a,X, cos U, C 24, cos 2nntj + C uj sin 2nntj 
.= 1 C=l 
2 
)I 
l/2 
or 
*,X, COS U, I$, eZnintlUj 1 
I which is because the vector (X, cos U,,, X, sin U,) has a distribution 
invariant under rotations of the plane. Therefore, 
Eexp ~$Ir+X,,(+))=Eexp [&X,cosUn I$,e2zi”t’Uj 
and the latter, by (7.5), is equal to 
I) 
, 
whose modulus, by (7.7), is at most 
g 4 5 
( I 
2 
e2nintiUj . 
j=l I) 
II , 
Therefore, the process X,(t) is g-subordinate to Y,(t), and the proof is com- 
plete. 
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EXAMPLE 7.1. Let (r,) be a sequence of nonnegative independent 
random variables with a common positive stable distribution of index a, 
O<a<l: 
Ee- ST, = e-s= 9 s > 0. 
Let the sequences (T,,), (Y,) and (UJ be mutually independent, 
latter two sequences appear in (7.3). Form the process X(t) in 
X,=flY,: 
X(t) = f a, fi Y” cos(2PVzt + U,). 
n=o 
(7.9) 
where the 
(7.2) with 
(7.10) 
Let us compute the Bessel transform of fl Y,, which, by (7.5), is the 
characteristic function of fl Y,, cos U,,. Since Y,, cos U, has a standard 
normal distribution, we have, upon conditioning by &,, and application of 
(7.9), 
E exp(iu fi Y,, cos U,,) = Ee-(1’2)uZTn 
= exp(-(u2/2)“). 
Condition (7.7) is satisfied with g(u) = e-(U’2)0. 
If (7.1) is augmented to 
cc 
C af” < 00, 
n=o 
(7.11) 
then 
2 11 - EJo(a,u \/T75 Y,)l = f [ 1 - exp(-(u2ai/2)“)] 
n=O n=o 
< (u2/2)” f a?, 
n=O 
and so condition (7.6) is satisfied. It follows from Theorem 7.1 that X(t) in 
(7.10) is g-subordinate to Y(t) in (7.3). 
As in Section 6, we may apply Theorems 4.2 and 7.1 to deduce 
irregularity properties of the sample functions of the process (7.2) from the 
corresponding properties of the Gaussian process (7.3). In such an 
application our first task is to state conditions on (a,) under which the 
Gaussian process (7.3) is locally nondeterministic. Note that for such a 
process the spectral distribution is discrete, and is concentrated on the 
integer lattice. In earlier work (see [ 1 I), we gave conditions on the spectral 
distribution of a stationary Gaussian process which are suflicient for local 
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nondeterminism. However, the conditions included the requirement that the 
spectrum have an absolutely continuous component. Cuzick [4] then showed 
that the sufficient conditions for local nondeterminism could be formulated 
even without the requirement of the existence of an absolutely continuous 
component. 
LEMMA 7.1. Define 
o*(t) = 2@(O) - r(t)), t > 0. (7.12) 
If there is a nonempty open interval I on the positive axis, and a number 
d > 0 such that 
liy+rtfc-*(h) c aE>d(b-a) 
a<nh<b 
(7.13) 
for every subinterval (a, b) of Z, then the Gaussian process (7.3) is locally 
nondeterministic. 
Proof Define the family of measures 
G,(A) =u-‘@) & ai, h > 0, (7.14) 
on the linear Bore1 sets, and then apply Theorem 1 of Cuzick [4]. Note that 
our condition (7.14) implies the property “R 1” of the latter work. 
It is interesting to compare the consequence of Theorems 4.2 and 7.1 and 
Lemma 7.1 with those of Kahane [7, Chap. 8, Theorem 41 and du Preez 
[lo]. Their hypotheses are not strictly comparable with each other nor with 
mine. However, both of the others require the finiteness of the second 
moments of the random coefficients in (7.2), and Kahane requires the even 
stronger condition EX”, = O(E*Xi), while our theorems require no moment 
conditions. du Preez places detailed conditions on the sequence (a,) while 
our conditions (7.1) and (7.13) are fairly general. However, our condition 
(7.7), which does not appear to be related to anything in the other two 
works, places growth conditions on the Bessel transform which are related to 
the smoothness of the density function of X, at the origin. Indeed, much of 
our work on local times is related to the latter property (see [ 11). 
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