Abstract:The work displayed here is a transitoryinspection of the extraction of color and texturalcharacteristicsof the image for its retrieval.Color histograms of all images are found out by quantising its HSV color space, followed by textural features based on thegray level co-occurrence matrix of the images along with image histogram based on quantised HSV color space are found out and feature vector is formed. The system is designed by comparing by means of distance metrics like Euclidean, Chebyshev and Manhattan. The ones with the least distance is selected by use of thresholding algorithms and are retrieved to be displayed.
A. MEDICAL APPLICATIONS
Recently there has been an exponentialris devices. For instance, a normal hospital after conducting medical based imaging analysis generates images requiring huge amount of space within a small space of time. consuming to take care and manage such huge amount of generated data. And this is the reason that has motivated researchers to work in the field of CBIR. For computer assisted diagnosis of brain abnormalities using MRI i.e. i the tumour is malignant or benign thus managing a huge amount of data in a formatted way.
B. SYSTEMS TO STORE BIODIVERSITY INFORMATION
Several classes of data are gathered by biologists including images of living beings and spatial data. BIS or Biodiversity Information Systems helps researchers to get an understanding species including its habitats by merging text
C. DIGITAL LIBRARY SYSTEMS
Many digital libraries around the world that support example, digital museum of butterflies in Taiwan, Taiwanese butterflies. This digital library on color, textural, and patterns.
A dataset was selected containing images of are stored as RGB scale image of different dimensions. The most important method in a CBIR is extract natural and most obvious features in an image. It also forms a very important feature of perception of an image. Color features are the most stable and reliable as compared to the textural and structural features. A color histogram is insensitive to scale of an image thus making it a relatively simple and useful feature for distinguishing images. It is the frequency statistics for different colors in a certain color space. that are difficult to segment out. color space cannot be described and specific objects cannot be traced.
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Recently there has been an exponentialrise in number of medical images produced by digital medical devices. For instance, a normal hospital after conducting medical based imaging analysis generates images requiring huge amount of space within a small space of time. It's ng to take care and manage such huge amount of generated data. And this is the reason that has motivated researchers to work in the field of CBIR. For e.g. nowadays it is generally used in computer assisted diagnosis of brain abnormalities using MRI i.e. its helping in finding out whether the tumour is malignant or benign thus managing a huge amount of data in a formatted way.
SYSTEMS TO STORE BIODIVERSITY INFORMATION
data are gathered by biologists including images of living beings and spatial data. iodiversity Information Systems helps researchers to get an understanding habitats by merging textural, image content and geographical queries.
Y SYSTEMS any digital libraries around the world that support image content based services example, digital museum of butterflies in Taiwan, which is aimed at building a digital collection of his digital library includesa module which isimplementation ofCBIR III. METHODOLOGY selected containing images ofhorses, dinosaurs, busses and mountains are stored as RGB scale image of different dimensions. The most important method in a CBIR is extraction of color features of an image as they are the most obvious features in an image. It also forms a very important feature of perception of an image. Color features are the most stable and reliable as compared to the textural and structural insensitive to rotational changes, translational changes image thus making it a relatively simple and useful feature for distinguishing images. It is the frequency statistics for different colors in a certain color space. Its specially suit . Its drawback is that local distribution of the image in a particular and relative position of each color cannot be described in number of medical images produced by digital medical devices. For instance, a normal hospital after conducting medical based imaging analysis generates It's very hard and time ng to take care and manage such huge amount of generated data. And this is the reason that nowadays it is generally used in ts helping in finding out whether the tumour is malignant or benign thus managing a huge amount of data in a formatted way. data are gathered by biologists including images of living beings and spatial data. iodiversity Information Systems helps researchers to get an understanding about a certain graphical queries.
image content based services exists. For aimed at building a digital collection of implementation ofCBIR based horses, dinosaurs, busses and mountains. These images color features of an image as they are the most obvious features in an image. It also forms a very important feature of perception of an image. Color features are the most stable and reliable as compared to the textural and structural translational changes and changes in image thus making it a relatively simple and useful feature for distinguishing images. It is specially suitable for images local distribution of the image in a particular cannot be described which means
Color space is divided into many smaller ranges in order to find out the histogram. The color gets quantized. This can simply be implemented as counting the pixels which fall into a specific color interval. Color histogram can be global as well as block color histogram. Global color histograms are the histograms which contains the statistics of the complete image whereas block color histograms also called local color histograms contain the statistics of a specific or smaller part of the image. Local color histograms at times give us a more accurate results when applied with weights.
After the color features we need to extract the texture features which are basically set of metrics intendedfor quantification of the perceptual textures of an image. Textures of an image tells us the information of the relative pixel arrangement or intensities which was missing in the color features.
Textural information of an image helps in itssegmentation.
EXTRACTING COLOR FEATURES OF AN IMAGE
We select an image from the dataset and its color space is change from RGB to HSV. As HSV splits the image intensity and the image color information. As we often need to the intensity components for various reasons, foranalysing the changes in lighting, shadow components, etc. For this reason the HSV color space finds a lot application in image processing.
I. Histogram Quantization
The image histogram is quantized after converting it from RGB to HSV. The quantization is done as per the given formula. 
This method gives us the quantized image in the quantized form which is further used in the later stages.
II. Global color histogram
We use the quantized image to calculate the histogram out of it. Histogram as in general is a mathematical function m i, which gives a count of the number of observations that lie into each of the disjoint categories(known as bins), where n is the total number of observations and k is the total number of bins. 
III. Block color histogram
Block color histogram uses the above described formula except that the image is first divided into × blocks and there for a given image × histograms are generated for each block respectively.Block color histograms are generally used along with weight coefficient matrix with the centre block having the highest weight coefficient.
EXTRACTION OF TEXTURAL FEATURES OF AN IMAGE
The above mentioned formula is used for converting a RGB image to grayscale image. In the formula RGBsignifies the red,green,blue intensity values respectively and Y denotes the grayscale value formed by the equation.
ii. Calculation of the co-occurrence matrix
Assume that the input image has N C and N R pixels in horizontal and vertical directions respectively. Assume that = {1,2, . . . , }is the horizontal space domain and = {1,2, . . . , }is a vertical space domain. When the direction and distance are given, the matrix element ( , / , )can be expressed by calculating the pixel logarithm of co-occurrence matrix grey level i and j. Assume the distance is 1, equals to 0 ∘ , 45 ∘ , 90 ∘ , 135 ∘ the formulae are:
II. Extraction of the textural features
The co-occurrence matrix is used to extract the textural features out of it. For this paper we are using four textures: Contrast, Correlation, Energy, and Homogeneity. 
DISTANCE METRICS
Detection of similarity is done by the shortest distance between the features of query image and images in the dataset by application of few such algorithms. Few of the available distance functions are Euclidean, hamming, Chebyshev, Manhattan, etc. In thispaper we have used euclidean, Chebyshev and Manhattan distance measures to find the measure of dissimilarity. In the following equations x i and y i represent elements in the feature vector. The distance and similarity of a vector with another is inversely proportionalfor the analysed image with that of the query image.
i. Euclidean distance It is the distance or the length of line segment joining them across any two points or vector in Euclidean space. 
THRESHOLDING
Thresholding in general is a technique which is used to divide any set of data into two parts by application of any known thresholding algorithm to obtain a constant which can divide the data set into two distinct regions. After application of the distance differences among the fused histogram of resulting in a distance vector containing values which are first sorted in the increasing order of distances and then thresholding is performed upon it so as to divide it into two parts similar images.
MATLAB was chosen for testing or deve is a very high level language used for scientific. explained as follows: The Manhattan Distance is the distance between two points measured along axes at right angles.
Thresholding in general is a technique which is used to divide any set of data into two parts by application of any known thresholding algorithm to obtain a constant which can divide the data set into two distinct regions. After application of the distance metrics we get a vector which contains the es among the fused histogram of input sample image and the images distance vector containing values which are first sorted in the increasing order of distances and then thresholding is performed upon it so as to divide it into two parts IV. IMPLEMENTATION MATLAB was chosen for testing or developing this CBIR system that we mentioned in this work.
level language used for scientific. The procedure used in the implementation red along axes at right angles.
Thresholding in general is a technique which is used to divide any set of data into two parts by application of any known thresholding algorithm to obtain a constant which can divide the data set metrics we get a vector which contains the sample image and the images in the dataset thus distance vector containing values which are first sorted in the increasing order of distances and then thresholding is performed upon it so as to divide it into two parts-similar and not loping this CBIR system that we mentioned in this work. It
The procedure used in the implementation is briefly
Step 1. Color histogram of the images in the dataset were found out.
Step 2. Texture features of the images in the dataset were found out.
Step 3. Feature vector is formed with quantized color histogram and texture features. For the feature vector, cell data-structure is used. First column has image address, second column have color histogram, third column have texture features and fourth column have fused image histogram with texture features.
Step 4. Acquisition of image.
Step 5. Feature Extraction of query image.
Step 6. Distance of color features of demand image with every images in the dataset is calculated with distance metrics and then compared.
Step 7. Now distance between fused histogram of input image is matched with that of all the images in the dataset using distance metrics.
Step 8. Now texture features of the query image is found out and distance with the data of all the images in the dataset is calculated using distance metrics and then compared.
Step 9. Using above mentioned technique thresholding is performed and that number of analysed images having similarities are displayed.
V. RESULTS AND DISCUSSION

Experiment with Color Based CBIR
Experiment with Color and Texture Fused Features
It is not very hard to notice that we can achieve more accuracy when fusing texture and color features due to the very reason that color features miss out on the spatial arrangement of pixels that textural features fulfil.
V. CONCLUSION
Due to various advancements image acquisition and storage technologies, creation of large image collections have been in frequent use. Thus a standard and suitable image information system is required to manage such collections efficiently. Image information Systems which are responsible for such tasks are CBIR, whose task is to fetch imagesquite like queried image. For this tenacity, constraints such as color histogram fused along with texture features are put into the characteristics vector. This work presents a glimpse of the ground image retrieval i.e. Content Based Image Retrieval is emphasized here. Distance metrics such as Euclidean, Chebyshev and Manhattan are used for calculating the similarity between two images. It has been experimentally found out that Euclidean distance gives better results rather than the rest two distance metrics.
