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B 
ABSTRACT (ENGLISH) 
This  thesis  focuses  on  the  visual  system  in  healthy  subjects  and  schizophrenic  patients.  To 
address  this  research,  advanced  methods  of  analysis  of  electroencephalographic  (EEG)  data 
were  used  and  developed.  This  manuscript  is  comprised  of  three  scientific  articles.  The  first 
article showed a novel method to control the physical features of visual stimuli (luminance and 
spatial frequencies). The second article showed, using electrical neuroimaging of EEG, a deficit in 
spatial  processing  associated with  the  dorsal  pathway  in  chronic  schizophrenic  patients.  This 
deficit was elicited by an absent modulation of the P1 component in terms of response strength 
and  topography  as  well  as  source  estimations.  This  deficit  was  orthogonal  to  the  preserved 
ability  to  process  Kanizsa‐type  illusory  contours.  Finally,  the  third  article  resolved  ongoing 
debates  concerning  the  neural  mechanism  mediating  illusory  contour  sensitivity  by  using 
electrical  neuroimaging  to  show  that  the  first  differentiation  of  illusory  contour  presence  vs. 
absence  is  localized  within  the  lateral  occipital  complex.  This  effect  was  subsequent  to 
modulations  due  to  the  orientation  of  misaligned  grating  stimuli.  Collectively,  these  results 
support a model where effects in V1/V2 are mediated by “top‐down” modulation from the LOC. 
To understand these three articles,  the Introduction of  this  thesis presents the major concepts 
used in these articles. Additionally, a section is devoted to time‐frequency analysis methods not 
presented  in  the  articles  themselves.  The  Introduction  is  divided  in  four  parts.  The  first  part 
presents three aspects of the visual system: cellular, regional, and its functional interactions. The 
second part presents an overview of schizophrenia and its sensory‐cognitive deficits. The third 
part presents an overview of illusory contour processing and the three models examined in the 
third  article.  Finally,  advanced  analysis  methods  for  EEG  are  presented,  including  time‐
frequency methodology. 
The  Introduction  is  followed by  a  synopsis of  the main  results  in  the  articles  as well  as  those 
obtained from the time‐frequency analyses. 
Finally,  the  Discussion  chapter  is  divided  along  three  axes.  The  first  axis  discusses  the  time 
frequency  analysis  and  proposes  a  novel  statistical  approach  that  is  independent  of  the 
reference.  The  second  axis  contextualizes  the  first  article  and  discusses  the  quality  of  the 
stimulus control and direction for further improvements. Finally, both neurophysiologic articles 
are contextualized by proposing future experiments and hypotheses that may serve to improve 
our understanding of schizophrenia on the one hand and visual functions more generally.  
   
Knebel Jean‐François  Département des Neurosciences Cliniques et Département de Radiologie  février 11 
 
C 
ABSTRACT (FRENCH) 
Ce  travail  de  thèse  basé  sur  le  système  visuel  chez  les  sujets  sains  et  chez  les  patients 
schizophrènes, s’articule autour de trois articles scientifiques publiés ou en cours de publication. 
Ces  articles  traitent des  sujets  suivants :  le  premier  article  présente  une nouvelle méthode de 
traitement des composantes physiques des stimuli (luminance et fréquence spatiale). Le second 
article montre, à l’aide d’analyses de données EEG, un déficit  de la voie magnocellulaire dans le 
traitement visuel des illusions chez les patients schizophrènes. Ceci est démontré par l’absence 
de modulation de  la  composante P1  chez  les patients  schizophrènes  contrairement  aux  sujets 
sains.  Cette  absence  est  induite  par  des  stimuli  de  type  illusion  Kanizsa  de  différentes 
excentricités. Finalement, le troisième article, également à l’aide de méthodes de neuroimagerie 
électrique  (EEG), montre que  le  traitement des contours  illusoires se  trouve dans  le  complexe 
latéro‐occipital (LOC), à l’aide d’illusion « misaligned gratings ». De plus il révèle que les activités 
démontrées précédemment dans les aires visuelles primaires sont dues à des inférences « top‐
down ». 
Afin de permettre la compréhension de ces trois articles, l’introduction de ce manuscrit présente 
les  concepts essentiels. De plus des méthodes d’analyses de  temps‐fréquence  sont présentées. 
L’introduction est divisée en quatre parties :  la première présente  le système visuel depuis  les 
cellules retino‐corticales aux deux voix du traitement de l’information en passant par les régions 
composant le système visuel. La deuxième partie présente la schizophrénie par son diagnostic, 
ces déficits de bas niveau de traitement des stimuli visuel et  ces déficits cognitifs. La troisième 
partie présente le traitement des contours illusoires et les trois modèles utilisés dans le dernier 
article. Finalement,  les méthodes de  traitement des données EEG seront explicitées, y compris 
les méthodes de temps‐fréquences. 
Les résultats des trois articles sont présentés dans le chapitre éponyme (du même nom). De plus 
ce chapitre comprendra les résultats obtenus à l’aide des méthodes de temps‐fréquence  
Finalement, la discussion sera orientée selon trois axes : les méthodes de temps‐fréquence ainsi 
qu’une proposition de traitement de ces données par une méthode statistique indépendante de 
la référence. La discussion du premier article en montrera la qualité du traitement de ces 
stimuli. La discussion des deux articles neurophysiologiques, proposera de nouvelles 
d’expériences afin d’affiner les résultats actuels sur les déficits des schizophrènes. Ceci pourrait 
permettre d’établir un marqueur biologique fiable de la schizophrénie.  
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CHAPTER 1 INTRODUCTION 
This work  is  based  on  three  scientific  articles  (Chapter  6).  These  articles  focused  on  distinct 
topics. The first article developed a method for controlling physical attributes of groups of visual 
or auditory stimuli.  In the case of visual stimuli,  this control was performed on luminance and 
spatial  frequency.  The  second  article  focused  on  early  visual  impairments  in  schizophrenia, 
particularly  with  regard  to  spatial  information.  Finally,  the  third  article  addressed  a  debate 
between  three models  of  illusory  contour  processing  in  healthy  subjects.  The  second  and  the 
third articles applied electrical neuroimaging analyses of event‐related potentials,  in large part 
because  of  the  high  temporal  resolution  this method  affords.  The  common  topic  across  these 
articles is the visual system and especially its early stages of processing.  
To contextualize these three articles,  the Introduction of  the  thesis explains the main concepts 
presented  in  these  articles.  This  has  been  done  in  a  simple  and  pedagogical  way  aiming  at 
transmitting basic knowledge to the next PhD student who will continue this work. 
The Introduction is organized in four sections. The first section focuses on visual processing of 
information. This will be done according to 3 aspects: cellular subtypes, regional specialization, 
and  dynamic  and  functional  interactions.  The  second  section  focuses  on  schizophrenia.  This 
section comprises a definition of schizophrenia and their high‐ and low‐ level visual processing 
deficits. The third section overviews the current understanding of illusory contour processing at 
its  competing  models.    Finally,  the  forth  section  focuses  on  electrical  neuroimaging  analysis 
methods. In this section a new method, which is not used in the articles, will be presented. This 
method relies on a time‐frequency transformation and its statistical analysis. 
1.1 Organization of the Visual System 
Vision is a powerful sense. We are instantly able to dissociate and recognize objects in a complex 
scene.  This  segmentation,  which  seems  simple,  is  in  fact  a  complex  process.  Evidence  of  this 
complexity  is  clear  in  the  failure  of  computer  vision  to  reproduce  human  psychophysical 
capabilities. One such ability  is  the reconstruction of absent  contours and  the segmentation of 
images.  Figure  2  shows  an  illusory  contour  developed  by  Gaetano  Kanizsa  (Kanizsa,  1976), 
where  the  border  of  an  illusory  triangle  can  be  seen  (further  details  on  the  visual  processes 
supporting this perception are provided in 1.2).  
In  neuroscience,  the  visual  system  is  one  of  the  most  studied  sensory  modalities.  As  it  is 
relatively  simple  to  obtain  and  to  control  physical  features  of  visual  stimuli,  it  makes  them 
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1.1.1 Cellular aspect 
The primary differentiation in the visual system comes from the distinction between two kinds 
of  ganglion  cells:  parvocellular  (P)  and magnocellular  (M)  cells.  These  two kinds  of  cell  types 
engender  two distinct pathways  that begin  in  the retina and project, via  the  lateral  geniculate 
nucleus (LGN), to the primary visual cortex (striate cortex, V1).  
Anatomically  and  functionally,  parvocellular  cells  are  smaller  in  size  and  have  a  smaller 
receptive field compared to magnocellular cells (Kaplan, 1991). A receptive field is the region of 
the visual space where an appropriate stimulus elicits action potentials. Parvocellular cells have 
a lower conduction velocity compared to the magnocellular cells (Kaplan, 1991). These physical 
characteristics  have  a  direct  implication  on  the  treatment  of  visual  stimuli.  Indeed,  their 
sensitivity to contrast is different. The magnocellular cells saturate at a low luminance contrast 
(~10 %), while parvocellular cells are sensitive at a higher  luminance contrast >~8% (Kaplan, 
1991). Similarly, parvocellular cells respond to chromatic (colors) contrast, while magnocellular 
cells do not (Kaplan, 1991). Parvocellular cells are sensitive to high spatial frequencies, whereas 
magnocellular cells are sensitive to low spatial frequencies. Magnocellular cells are sensitive to 
movement  compared  to  parvocellular  cells  (Kaplan,  1991).  Finally,  magnocellular  cells  are 
activated vigorously by stimulus elements that are relatively  large, whereas parvocellular cells 
are activated more strongly by stimulus elements  that are  relatively small  (Jindra and Zemon, 
1989; Dacey and Petersen, 1992).  
On  the one hand,  the magnocellular system treats  “low‐resolution” visual  information (i.e.  low 
luminance  contrast  and  achromatic)  as  well  as  moving  images.  It  conducts  these  kinds  of 
information rapidly to the visual cortex. This M pathway is involved in attention and processing 
of overall stimulus organization (Merigan and Maunsell, 1993; Steinman et al., 1997; Vidyasagar, 
1999). On  the other hand,  the parvocellular system treats  “high‐resolution” visual  information 
(i.e.  high  luminance  contrast,  chromatic)  and  static  objects.  It  conducts  these  kinds  of 
information slower to the visual cortex. This P pathway is involved in processing of fine‐grained 
stimulus configurations and object identification (Merigan and Maunsell, 1993; Norman, 2002). 
1.1.2 The Organization of Visual Regions 
This section focuses on the different visual areas located within the occipital cortex. The visual 
cortex  is  composed of  the primary visual  cortex  (called striate cortex or V1) and of  the extra‐
striate visual regions including V2, V3, V4, and V5. The visual cortex can be subdivided in sub‐
areas,  as  Felleman  and  Van  Essen  (1991)  proposed  for  the  macaque  monkey  (Figure  3).  In 
Figure 3 we may observe (at least) two different levels. The first level starts from the retina and 
projects  to  primary  visual  cortex  and  is  composed  of M  and P  pathways  described  in  Section 
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and 19,  as  can be  seen  in Figure 4.  In  terms of projections, V1  sends a  large proportion of  its 
connections to area V2 (Felleman and Van Essen (1991). Most of the V2 neurons have properties 
similar  to  the V1 neurons, although some V2 neurons are  responding  to more complex  forms. 
These properties will be described below. 
 
 
Figure 4 : Anatomical localization of V1 and V2 
Midsagital  view of  the brain  that highlights  the anatomic  localization of visual  areas V1 and V2  (Downloaded  from 
http://thebrain.mcgill.ca) 
 
Functionally speaking, areas V1 and V2 are mainly involved in extracting low‐level features and 
physical  information  from  visual  stimuli  (in  animals:  (Hubel  and Wiesel,  1977);  and  humans: 
Tootell et al., 1998; Romani et al., 2003). Hubel and Wiesel (1977) have shown early sensitivity 
to  luminance,  spatial  frequency,  and  line  orientation  in  areas  V1  and V2.  This  bar  orientation 
sensitivity was used in the article appearing in Section 6.3 to compare this well known activity in 
V1 and V2 to conditions involving illusory contours (ICs).  
Areas V1  and V2  are organized  retinotopically.  Each point  in  visual  space  corresponds  to  one 
and  only  one  sub‐region within  V1  and V2.  Furthermore,  two  contiguous  points  in  the  visual 
space are represented contiguously in the cortex. The geometrical structure of an object is thus 
preserved  in  its  cortical  representation  within  V1  and  V2.  However  the  proportions  of  this 
projection  are  changed.  Indeed,  the  central  information  of  the  visual  field  (i.e.  the  fovea)  is 
disproportionately  represented  relative  to  the  periphery.  This  is  referred  to  as  foveal 
magnification.  
Another important visual area when considered the neural basis of illusory contour processing 
is the lateral occipital complex (LOC). This area is a high‐level cortical area compared to V1 and 
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also called “Where” pathway). These two pathways are well described in animals and humans. 
These  studies  have  stated  that  the  flow  of  information  is  starting  from  V1  and  V2  and  is 
processed  in  parallel within  the  two pathways  (Ungerleider  and Mishkin,  1982).  This  parallel 
processing  ability  raised  the  important  concept  that  recognition  can  be  performed  without 
spatial  localization  and  vice  versa.  Studies  on  neurologic  and  neuropsychologic  patients  have 
shown  there  to  be  patients  with  normal  spatial  localization  ability  but  impaired  recognition 
(agnosia (Ungerleider and Mishkin, 1982)). The inverse situation was also reported (Ungerleider 
and Mishkin, 1982). It would be remiss to not mention the existence of the same functional sub‐
division into pathways for processing auditory and tactile information (De Santis et al., 2007) 
 
Schroeder et al. (1998) showed there to be latency differences between the dorsal and ventral 
pathways  (see  also  Schmolesky  et  al.,  1998).  They  likewise  showed  that  the  first  inputs  into 
ventral stream regions exhibit a lateral or top‐down profile rather than bottom‐up profile. This 
would suggest  that  information  treated along  the dorsal pathway can  influence  the manner  in 
which information is treated along the ventral pathway before that information activates these 
regions. Interactions between the pathways is also supported by Merigan and Maunsell (1993) 
who showed that while the dorsal visual pathway is more sensitive to magnocellular inputs and 
the  ventral  pathway  is  more  sensitive  to  parvocellular  inputs,  this  division  is  not  exclusive. 
Rather,  there  is  an  intermixing  of  both  magnocellular  and  parvocellular  inputs  within  both 
dorsal and ventral pathways. These concepts impact the design and interpretation of the studies 
presented in Chapter 6.  
1.2 Illusory contour processing 
It  is well  established  that  our  brain  is  able  to  reconstruct  visual  information without  sensory 
input.  This  reconstruction  is  called  completion  or  perceptual  “filling‐in”.  A  simple  definition 
could  be:  “the  filling‐in  of  information  that  is  not  directly  given  to  the  sensory  input”.  In  this 
frame the illusory contour (Figure 2) is one example of completion. In this example our brain is 
able  to  reconstruct  the  triangle  that  is  absent.  The  triangle  does  not  come  from  physical 
luminance differences.  Indeed, the background inside and outside the triangle exhibit  identical 
physical  properties.  This  fact  suggests  that  the  perception  of  the  triangle  comes  from  the 
computations within the brain because it is not present at the retina. 
The type of illusory contour used in the article described in section 1.1.1.a was Kanizsa‐type and 
misaligned  gratings  for  the  article  described  in  section  6.3.4.b.  The misaligned  gratings  were 
used in the article presented in section 6.3 because they do not exhibit salient regions, whereas 
Kanizsa‐type stimuli do. The salient region comes from computer vision and is defined as: “a set 
Visual functions in the healthy and schizophrenic brain: from stimulus control to illusory perceptions using electrical neuroimaging 
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of  contiguous  image pixels  that  likely  correspond  to a major  surface  in  the  scene”  (Stanley  and 
Rubin, 2003). 
The following paragraph presents three different neurophysiological models for illusory contour 
sensitivity in the brain. Figure 6 shows a schematic representation of these models.  
The  first  model  states  that  illusory  contour  differentiation  starts  in  V1/V2  and  the  other 
activities  in  parietal  regions  and  LOC  come  from  feed‐forward  modulation  driven  byV1/V2 
activity. This model is supported by some microelectrode studies in macaque monkeys (e.g. von 
der  Heydt  and  Peterhans,  1989;  Peterhans  and  von  der  Heydt,  1989;  Ramsden  et  al.,  2001). 
Similarly,  this  model  receives  some  support  from  hemodynamic  imaging  in  humans  ((e.g. 
Ffytche and Zeki, 1996).  
The second model states that the illusory contour differentiation starts in LOC (lateral occipital 
complex).  The  activities  in  V1/V2  and  other  parietal  regions  are  instead  driven  by  feedback 
modulations  from  the  LOC.  This  model  is  supported  by  some  studies  in  humans,  using 
misaligned gratings and Kanizsa  stimuli with different physiological measurement  (EEG,  fMRI, 
MEG, TMS) (e.g Mendola et al., 1999; Pegna et al., 2002; Murray et al., 2002, 2004, 2006; Halgren 
et  al.,  2003;  Brighina  et  al.,  2003;  Foxe  et  al.,  2005).  This model  is  also  supported  by  animal 
studies using abutting line gratings stimuli (e.g Sáry et al., 2007, 2008).  
The third model states that the LOC differentiates the salient region induced by the stimuli. The 
presence of the illusion should itself be differentiated first within V1/V2 in a manner under the 
control of feedback modulations from this LOC activity. This kind of hypothesis is supported by 
Stanley and Rubin (2003) and Yoshino et al.(2006) with fMRI and EEG data, respectively. 
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• Hallucinations 
• Disorganized speech, which is a manifestation of formal thought disorder 
• Grossly disorganized behavior (e.g. dressing inappropriately, crying frequently) or catatonic 
behavior 
• Negative symptoms: blunted affect (lack or decline in emotional response), alogia (lack or 
decline in speech), or avolition (lack or decline in motivation) 
 
If  the  delusions  are  judged  to  be  bizarre,  or  hallucinations  consist  of  hearing  one  voice 
participating  in a running commentary of the patient's actions, or of hearing two or more voices 
conversing with each other, only that symptom is required above.  
 
Social/occupational dysfunction: For a significant period of time since the onset of the disorders, 
one or more major domains, such as work,  interpersonal relationships, or self­care, are markedly 
below the level of behaving before the disorders. 
Duration: Continuous signs of the disorders persist for at  least six months. This six­month period 
must include at least one month of symptoms (or less, if symptoms remitted with treatment).” 
Multiple forms of schizophrenia can be diagnosed, for example schizoaffective disorder.  
1.3.2 Cognitive deficits (high­level) 
This  section  is  an  overview  of  important  findings  on  cognitive  impairments  in  schizophrenic 
patients. 
Selective  attention  is  the  ability  to  focus  on  target  stimuli  in  the  presence  of  distracters  or 
competing stimuli (Sohlberg and Mateer, 2001), This ability  is often impaired in schizophrenic 
patients  (Egeland  et  al.,  2003).  Moreover,  Liu  et  al.  (2002)  showed  greater  impairment  in 
sustained attention in schizophrenia relative to other psychiatric diseases, like bipolar disorder 
or depression.  
Another well‐established  deficit  of  schizophrenic  patients  is  their  poor memory  skills.  In  fact, 
each  stage  of  processing  is  impaired:  encoding,  storage  and  retrieval  (Sohlberg  and  Mateer, 
2001). The encoding deficit  is  linked to their visual search difficulties, as a result of  their poor 
selective  attention  resources  (Oltmanns  et  al.,  1978; Hofer  et  al.,  2003; Hartman et  al.,  2003). 
Working  memory,  which  involves  short  term  storage  and  manipulation  of  information,  is 
considered among the most severe cognitive dysfunction of schizophrenic patients.  It was first 
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described by (Baddeley, 1992). Coming to retrieval, (Kenny and Meltzer, 1991) have shown that 
people  with  schizophrenia  have  more  problems  with  retrieval  of  episodic  information  than 
semantic information 
Executive  functions  are  also  impaired.  Based  on  the  hierarchical  system  of  cognition,  this 
impairment  can  be  seen  as  an  integration  of  basic  cognitive  skills  like  attention  to  higher 
cognitive domains  like executive  functions (McGurk and Mueser, 2003). ). Deficits  in executive 
functions included lack of concept comprehension, absence of planning, abstract reasoning, and 
problem  solving  (Jaeger  et  al.,  2003).  For  example,  impairment  in  Schizophrenic  patients  has 
been  found  in  early  psychosis  stage,  such  as  poor  sequence  organization,  lack  of  flexibility  in 
responses,  poor  inhibition  skills,  absence  of  planning  and  strategy  (Hutton  et  al.,  1998; 
Mohamed et al., 1999). 
1.3.3 Early visual deficits (Low­level) 
Recently,  the  investigation  in deficits related to schizophrenia has  focused on early perceptual 
treatment.    This  section  will  focus  its  attention  on  the  visual  system  investigated  with  EEG 
methods. For  literature concerning other senses (e.g. audition),  the reader may refer to Michie 
(2001)  ;  Turetsky  et  al.  (2007)  ;  Näätänen  and  Kähkönen  (2009)  who  describe  patterns  of 
deficits in generation of the mismatch negativity. 
In  the  literature,  the  primary  approach  to  investigating  the  visual  system  in  schizophrenic 
patient  is  the  steady‐state  VEPs  (ssVEPs)  (Spekreijse,  1966).  Butler  et  al.  (2005)  using  ssVEP 
showed  a  dysfunction  of  the  magnocellular  pathway  in  schizophrenia.  This  study  used 
luminance  contrast  to  bias  responses  to  the  magnocelluar  or  parvocelluar  pathways.  The 
authors founded only responses in the magnocellular condition. Additionally, the control group 
showed  an  incensement  of  the  response  to  low  luminance  contrast  stimuli  (~1‐10 %), which 
saturated once the luminance contrast was ~16‐32 %. The parvocellular condition was obtained 
at  a  contrast  level  of  48%.  At  this  contrast  the  magnocellular  response  were  saturated.  The 
patient  group exhibited  a much  smaller  gain  and  a much  lower plateau  for  the magnocellular 
condition, but no difference was found in the parvocellular condition. 
The second ssVEP experiment demonstrated a magnocellular impairment in schizophrenia. This 
was  performed  by  Kim  et  al.(2005)  using  windmill‐dartboard  and  partial‐windmill  stimuli. 
These  kinds  of  stimuli  were  investigated  across  harmonic  level  responses.  The  first  and  the 
second  harmonic  levels  (second  harmonic  is  twice  the  first  one)  are  the  most  important 
harmonics  used  in  this  study.  The  first  harmonic was  above  the  magnocellular‐specific  range 
(Zemon and Ratliff, 1982). This information showed that the first harmonic is more sensitive to 
the parvocellular pathway (Tootell et al., 1998). Additionally, the second harmonic is caused by 
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achromatic (McKeefry et al., 1996) and low spatial stimuli (Murray et al., 1983; Grose‐Fifer et al., 
1994).  This  result  showed  that  the  second  harmonic  is  more  sensitive  to  the  magnocellular 
pathway.  Kim  et  al.(2005)  showed  in  schizophrenic  patients  compared  to  a  control  group  a 
reduced amplitude and coherence of the second harmonic response for both stimuli presented 
above as well as normal first harmonic responses. This result supports a magnocellular pathway 
deficit in schizophrenia. 
More recently, VEP studies also demonstrated early visual impairment in schizophrenia. These 
studies were analyzed  in  the  time domain with more  slowly presentation of  the  stimuli. They 
showed an impairment of the P1 component (Foxe et al., 2001, 2005; Doniger et al., 2002).  
In  conclusion  ssVEP  suggest  an  magnocellular  pathway  impairment  and  VEP  studies  added 
information on the early timing of this deficit 
1.4 Methods 
1.4.1 Electroencephalography 
Electroencephalography (EEG) measures the electrical brain activity through electrodes placed 
at the scalp. EEG data are presented generally as traces across time. The electrical brain activity 
signal  is  due  to  the  summation  of  synchronous  post‐synaptic  potentials  from  neuronal 
ensembles.  Because  the  electrical  signals  of  the  brain  are  relatively  small,  particularly  those 
evoked by external stimuli, the recorded signal must be amplified, and approaches such as signal 
averaging are typically applied. 
EEG is quantified at the scalp as a potential difference, which consequently required a reference 
location.  The  choice  of  the  reference  is  critical,  because  changing  the  reference  changes  the 
waveforms, their local maxima and their amplitude. To better understand this critical notion, we 
can  compare  it  to  measurement  of  the  altitude  of  a  mountain  (an  analogy  often  used  by 
Professor D. Lehmann). For example, the Jungfrau Mountain is 4158m high if referenced to sea‐
level, but is at 3786m if referenced to Lake Geneva. In practice, one of the electrodes is defined 
as  reference  for  the  recordings.  The  earth  reference  is  not  used  for  technical  reasons  (poor 
signal).  There  are  a  lot  of  different  classical  recording  reference  locations  (noise,  mastoids, 
vertex,  etc.).  Some  systems also use  “two”  electrodes  (Biosemi)  as  a  loop  to  better  simulate  a 
zero potential. In the offline data treatment we generally use the average reference. The average 
reference  is  defined  as  the  mean  across  electrodes  (calculated  against  original  reference 
(Desmedt  et  al.,  1990;  Pascual‐Marqui  and  Lehmann,  1993;  Michel  et  al.,  2004)  give  general 
commentaries on  the average  reference. To be  correctly  computed  the  source estimation data 
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must  be  calculated  against  an  average  reference.  This  constraint  derives  from  the  source 
estimation hypotheses see Grave de Peralta Menendez et al. (2004) for more details. 
1.4.2 EEG Analysis (ERP,Seg,IS) 
This  section  focuses  on  high‐density  EEG.  High‐density  EEG  is  used  in  research,  compared  to 
low‐density recordings usually used clinics.  
Stimulus‐evoked  brain  activity  is  of  relatively  small  amplitude  in  comparison  to  spontaneous 
EEG and sources of noise. Typically,  signal  averaging  is performed  to  increase  the visibility of 
stimulus‐evoked activity by taking many epochs of EEG around a stimulus event. This procedure 
assumes  that  stimulus‐related brain activity  is  time‐locked and all other activity  is distributed 
randomly (across trials) with respect to stimulus presentation. 
Because the analyses presented in this thesis are based on data re‐calculated against the average 
reference,  it  is critical to  identify and remove (via  interpolation) any “bad” channels (Perrin et 
al., 1987). Determination of “bad” channels can be based on poor electrode‐skin contact, broken 
electrodes, etc. To complete the pre‐processing steps, a grand mean (mean across subjects per 
condition)  is  computed  and  the  single  subject  data  are  kept.  Sometimes  a  baseline  correction 
may be applied (though this also has a set of assumptions; see Lehman (1987)). At the end of the 
pre‐processing  of  the  data,  we  obtain  one  ERP  per  subject  and  per  condition,  as well  as  one 
grand mean per condition. 
At this level, we can perform statistical analyses. They go in 3 directions: 1) strength of the field, 
using Global Field Power (GFP) as the dependent measure, 2) topographic analysis using scalp 
electrical maps  as measure,  and  3)  source  estimation  using  estimated  activity  in  brain  as  the 
dependent measure. GFP and topographical analyses are orthogonal. This means that these two 
measures are independent. By contrast, source estimations are linked to either or both GFP and 
topographic results. 
GFP  was  introduced  by  Lehmann  and  Skrandies  (1980))  and  corresponds  to  the  standard 
deviation  of  all  electrodes  at  a  given  instant  in  time  (Equation  1)  and  expresses  the  average 
power of the signal across the electrode montage. The definition of GFP has several properties. It 
is expressed in µV, it is reference‐free, and it is non‐linear, (i.e. the mean of GFP is not equal to 
GFP  of  the  mean).  ).  Furthermore,  GFP  keeps  temporal  information,  but  loses  the  spatial 
distribution  information across electrodes on  the  scalp. The GFP values are null or positive. A 
GFP value of zero involves that all electrodes express the same potential. Opposite high values 
express  big  differences,  between  positive  and  negative  potential  across  scalp  electrodes.  In 
terms of analysis, we performed statistics (T‐test, ANOVA) at each time‐frame of this measure. 
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To account for temporal auto‐correlation, only effects persisting for at least a certain time were 
considered reliable. This analysis gives only big temporal differences but is less to noisy. 
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Equation 1: Global Field Power 
 
Topographic  analysis  is  based  on  the  distribution  of  the  electric  field  across  electrodes.  This 
analysis is also reference‐free. To better understand why the data are reference free, an analogy 
with  cartography  can  be  useful.  On  a  topographical  map,  usually  used  for  walking  in  the 
mountains,  there  are  contours  that  indicate  if  it  is  steep  or  flat.  These  contours  are  totally 
independent of any references (sea‐level vs. “Lac Leman”). For example the “Eiger” mountain is 
steep  independently  of whether we  calculate  the  altitude  from  sea‐level  or  “Lac  Leman”.  It  is 
exactly  the  same way  on  EEG  topography, which  derives  from pure  spatial  considerations.  In 
terms of timing, there is also a consideration that is called microstate (Michel et al., 1999, 2004). 
This  supports  relative  stability  of  maps  across  time.  A  map  (or  state)  is  stable  for  a  certain 
period of time. This state will change to another that also will be stable in time, etc. The analysis 
of  topography  identifies  these  microstate  properties  using  cluster  analyses.  This  clustering 
reduces  the  data  to  a  certain  number  of  consecutive  states  represented  by  maps.  Typical 
clustering  analyses  are  K‐means  and  hierarchical  clustering  (Murray  et  al.,  2008a).  The 
clustering being performed on the grand average, the output microstates are “artificial”. To solve 
this, a fitting procedure on individual subjects is performed, given the occurrence of each state, 
first  onset,  last  onset  or  Global  explain  variance  for  each  subject  and  condition.  Finally,  a 
statistical  analysis  of  these  measures  is  performed  and  gives  the  interpretable  results.  This 
fitting is based on the spatial correlation of the clustering output at the group‐average level and 
the single‐subject ERP. 
The study of maps can also be performed time‐frame by time frame using a metric named global 
dissimilarity  (Lehmann  and  Skrandies,  1980),  this  analysis  gives  complementary  information. 
They  indicate  at  each  time  frame  if  the  two  different  average  maps  across  condition  are 
significantly different.  
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In  terms  of  interpretation,  two  different  maps  implicate  different  brain  networks.  But  two 
different  brain  networks  might  express  the  same  map.  This  property  is  critical,  because  it 
implies  that  only map  differences  inform  us  unequivocally  about  brain  function.  By  contrast, 
similarity of maps does not provide us unambiguous information. 
Source  estimations  refer  to  the  mathematical  reconstruction  of  brain  activity  producing  the 
electric field at the scalp. In this thesis we used a distributed linear inverse solution (ELECTRA) 
applying the local autoregressive average (LAURA) regularization approach to address the non‐
uniqueness of the inverse problem (Grave de Peralta Menendez et al., 2001, 2004; Michel et al., 
2004). The inverse solution algorithm is based on biophysical principles derived from the quasi‐
static  Maxwell's  equations;  most  notably  the  fact  that  independent  of  the  conductor  volume 
model used to describe the head, only irrotational and not solenoidal currents contribute to the 
EEG  (Grave  de  Peralta  Menendez  et  al.,  2001,  2004).  As  part  of  the  regularization  strategy, 
homogenous  regression  coefficients  in  all  directions  and within  the whole  solution  space  are 
used.  LAURA  uses  a  realistic  head model,  and  the  solution  space  includes  n  nodes  (we  used 
classically 3005), selected from a 6 × 6 × 6 mm grid equally distributed within the gray matter of 
the Montreal Neurological Institute's average brain (courtesy of Grave de Peralta Menendez and 
Gonzalez  Andino;  http://www.electrical‐neuroimaging.ch/).  The  head  model  and  lead  field 
matrix were generated with the Spherical Model with Anatomical Constraints (SMAC;Spinelli et 
al., 2000). As an output, LAURA provides current density measures;  the scalar values of which 
were evaluated at each node. Prior basic and clinical research has documented and discussed in 
detail the spatial accuracy of this inverse solution (e.g. (Grave de Peralta Menendez et al., 2004; 
Michel et al., 2004; Gonzalez Andino, Michel, et al., 2005; Gonzalez Andino, Murray, et al., 2005; 
Martuzzi  et  al.,  2009).  This method may  be  used  in  two ways.  First,  we may  use  a  period  of 
interest  corresponding  to  previous  results  generally  obtained  by  the  methods  above.  In  this 
period of interest, data from each subject and condition are first averaged as a function of time 
to generate a single data point. Then an inverse solution is calculated for each of the nodes in the 
solution  space. The  second method  is  a  time‐frame by  time‐frame  source estimation, which  is 
calculated for each subject and condition. Each of these two methods has advantages. The first 
one  is  less  sensitive  to  noise,  but  loses  fine  temporal  information.  The  second  is  sensitive  to 
noise,  but keeps all  the  temporal  information.  Finally,  statistical methods are  applied  to  these 
data on each node for the first method and for each node and time‐frame for the second method. 
To  address  the  multiple  testing  problems,  a  spatial  extent  criterion  for  significant  nodes  is 
applied  for  both  methods  described  above.  Additionally,  for  the  second  way  a  consecutive 
significant timing criterion is also applied.  
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principle. Many new approaches have tried to address this problem. In this manuscript we will 
focus on one of  them:  the Stockwell  transformation (Stockwell et al., 1996). A summary of  the 
Stockwell transform is: “The S transform is a generalization of the Short­time Fourier transform, 
extending  the Continuous wavelet  transform and overcoming some of  its disadvantages. For one, 
modulation  sinusoids are  fixed with  respect  to  the  time axis;  this  localizes  the  scalable Gaussian 
window dilations and translations in S transform. Moreover, the S transform does not have a cross­
term problem and yields a better signal clarity than Gabor transform. However, the S transform has 
its own disadvantages: it requires higher complexity computation (because FFT can't be used), and 
the  clarity  is worse  than Wigner  distribution  function  and  Cohen's  class  distribution  function”. 
Technically the S transform gives us good time and frequency resolution at the EEG frequency of 
interest  (0‐100  Hz).  This  is  not  the  only  Time‐frequency  transformation;  wavelets  may  also 
provide good results with EEG. 
After  this  short  presentation  of  the  Time‐frequency  transformation,  we  will  show  different 
treatments  and  considerations  for  time‐frequency  analysis.  First,  time‐frequency 
representations  are  reference‐dependent.  Results  obtained  in  this  manuscript  were  valid  for 
only the chosen reference (arbitrarily the original reference will be used here). The S transform 
was  performed  on  each  single  trial  and  then  averaged.  This  averaging  was  done  in  four 
directions.  First  only  the  power  (norm  of  the  complex  number)  was  extracted  before  the 
averaging. This analysis gives as we called  induced power  frequency (non‐phase‐locked to  the 
stimulus). Second, the phase (angle of the complex number) was extracted before the averaging 
as we called  induced phase. Third, complex numbers were averaged. This will give the evoked 
frequency. After this the power was calculated. Evoked frequencies are  frequencies that are  in 
phase across trails. This  is exactly the same as performing the S transform on ERP. The fourth 
direction is the phase of the evoked responses.  
Additionally  to  these  four different  approaches  of  the  S  transform  (see  above), we performed 
two  different  statistical  models  independent  of  the  condition  model.  The  first  one  uses 
electrodes  as  repetition,  this  increases  power,  but  looses  the  spatial  information.  The  second 
uses  electrodes  as  factor.  This  keeps  spatial  information,  with  the  interaction  term  between 
electrodes and condition factor, but is time‐consuming and has less power.  
To take into account if the multiple testing problems a binary morphology was applied following 
this procedure. The  results of  these  statistical  analyses were  transformed  into a binary  image 
with  1  for  significant  points  and  0  for  non‐significant.  Then  on  these  images  a mathematical 
binary morphology (Serra, 1982) was applied.  
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Panel A shows original image. Panel B shows after opening with 3 X 3 square. © www.wikipedia.org 
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CHAPTER 2 RESULTS 
2.1 Generating Controlled Image Sets in Cognitive Neuroscience 
Research  
Jean‐François Knebel, Ulrike Toepel, Julie Hudry,Johannes le Coutre, Micah M. Murray (2008) 
Brain Topogr. 2008 Jun;20(4):284‐9. Epub 2008 Mar 13. 
Contribution: The candidate contributed decisively to the main idea of the method, development 
of the methods, data acquisition, and writing of the paper.  
2.1.1 Abstract 
The  investigation  of  perceptual  and  cognitive  functions  with  non‐invasive  brain  imaging 
methods  critically  depends  on  the  careful  selection  of  stimuli  for  use  in  experiments.  For 
example, it must be verified that any observed effects follow from the parameter of interest (e.g. 
semantic  category)  rather  than  other  low‐level  physical  features  (e.g.  luminance,  or  spectral 
properties). Otherwise, interpretation of results is confounded. Often, this issue is circumvented 
by  including additional control conditions or  tasks, both of which are  flawed and also prolong 
experiments. Here, we present some new approaches for controlling classes of stimuli intended 
for use in cognitive neuroscience, however these methods can be readily extrapolated to other 
applications and stimulus modalities. Our approach  is comprised of  two  levels. At a  first  level, 
individual  stimuli  are  equalized  in  terms  of  their  mean  luminance.  Each  data  point  in  the 
stimulus  is  adjusted  to  a  standardized  value  based  on  a  standard  value  across  the  stimulus 
battery. At a second level, two populations of stimuli are controlled in their spectral properties 
(i.e.  spatial  frequency)  using  a  dissimilarity  metric  that  equals  the  root  mean  square  of  the 
distance between two populations of objects as a  function of spatial  frequency along x‐ and y‐ 
dimensions of the image. Randomized permutations are used to obtain a minimal value between 
the populations. While another paper in this issue applies these methods in the case of acoustic 
stimuli  (Aeschlimann  et al.,  this  issue), we  illustrate  this  approach  here  in  detail  for  complex 
visual stimuli. 
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2.2 Impaired early visual response modulations to spatial 
information in chronic schizophrenia 
Jean‐François Knebel, Daniel C. Javitt, Micah M. Murray 
Accepted for publication in Psychiatry Research: Neuroimaging 
Contribution: The candidate contributed decisively to the, analyses and writing of the paper.  
2.2.1 Abstract  
Early visual processing  stages have been demonstrated to be impaired in schizophrenia patients 
and their first‐degree relatives. The amplitude and topography of the P1 component of the visual 
evoked potential (VEP) are both affected; the latter of which indicates alterations in active brain 
networks between populations. At  least  two  issues  remain unresolved.  First,  the  specificity  of 
this  deficit  (and  suitability  as  an  endophenotype) has  yet  to be  established, with  evidence  for 
impaired  P1  responses  in  other  clinical  populations.  Second,  it  remains  unknown  whether 
schizophrenia patients exhibit intact functional modulation of the P1 VEP component; an aspect 
that  may  assist  in  distinguishing  effects  specific  to  schizophrenia.  We  applied  electrical 
neuroimaging  analyses  to  VEPs  from  chronic  schizophrenia  patients  and  healthy  controls  in 
response to variation in the parafoveal spatial extent of stimuli. Healthy controls demonstrated 
robust modulation  of  the  VEP  strength  and  topography  as  a  function  of  the  spatial  extent  of 
stimuli  during  the  P1  component.  By  contrast,  no  such  modulations  were  evident  at  early 
latencies in the responses from patients with schizophrenia. Source estimations localized these 
deficits to the left precuneus and medial inferior parietal cortex. These findings provide insights 
on potential underlying low‐level impairments in schizophrenia. 
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2.3 Towards a resolution of conflicting models of illusory contour 
processing in humans 
Jean‐François Knebel, Micah M. Murray 
Under review in Journal of neuroscience 
Contribution:  The  candidate  contributed  decisively  to  the  elaboration  of  the  experimental 
design, data acquisition, analyses and writing of the paper.  
2.3.1 Abstract 
 
Despite  numerous  studies,  the  neurophysiologic  mechanism  mediating  illusory  contour  (IC) 
sensitivity remains controversial. Three general models can be distinguished. One favors effects 
within  lower‐tier  cortices,  V1/V2,  mediated  by  feed‐forward  inputs  and/or  long‐range 
horizontal  interactions.  Another  situates  IC  sensitivity  within  higher‐tier  cortices,  principally 
lateral‐occipital cortex (LOC), with feedback effects in V1/V2. Still others postulate that the LOC 
is sensitive to salient regions demarcated by the inducing stimuli, whereas effects within V1/V2 
reflect specifically IC sensitivity. The present study resolved discordances between these models 
by using misaligned line gratings, oriented either horizontally or vertically, to induce ICs. These 
particular  stimuli  lack  salient  regions otherwise present  in Kanizsa‐type  stimuli.  Plus,  varying 
line  orientation  one  can  assay  early,  low‐level  (V1/V2)  modulations  independently  of  IC 
presence.  Using  this  2x2  within  subject  design,  we  recorded  160‐channel  visual  evoked 
potentials  (VEPs)  from  15  healthy  humans  and  disambiguated  the  relative  timing  and 
localization  of  IC  sensitivity  with  respect  to  that  for  grating  orientation  (as  well  as  any 
interactions  between  these  features).  Millisecond‐by‐millisecond  analyses  of  VEPs,  response 
strength,  as  well  as  of  distributed  source  estimations  revealed  a  main  effect  of  grating 
orientation beginning at 65ms post‐stimulus onset within the calcarine sulcus (and elsewhere) 
that was followed by a main effect of IC presence beginning at 85ms post‐stimulus onset within 
the  LOC  and  extending  dorsally  into  inferior  parietal  cortices.  There  was  no  evidence  for 
differential processing of ICs as a function of the orientation of the grating. The collective results 
support models wherein IC sensitivity occurs first within the LOC. 
2.4 Time­frequency 
These  results  were  based  on  data  presented  in  the  article  in  section  6.2.  These  results  are 
exploratory and are not published yet. The statistical design is: one between subject factor called 
group (control vs. patient) and one within subject  factor called eccentricity (wide vs. narrow). 
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This choice is based on previous results showed in article of section 6.2. The epoch properties 
are:  a  duration  of  one  second  (‐300  ms  to  700  ms)  and  frequency  sampling  of  500Hz.  The 
Stockwell  transformation with  these values gives  a  time  step of  2 ms  and a  frequency  step of 
1Hz, but the scale of the frequency is limited to 76Hz. 
The two statistical methods presented in section 1.4.4 will be presented. This will be divided in 8 
results figures; each panel will present data without and with mathematical morphology. 
2.4.1 Electrode as repetition results 
This  section  will  present  the  results  for  the  interaction  group  *  eccentricity  condition  using 
electrodes  as  repetition.  The  statistical  threshold  was  p<0.05.  Additionally  a  mathematical 
morphology was applied  to Figure 10, Figure 11,  and Figure 12respectively with a 2, 4,  and 6 
radius  disk.  In  Figure  9  no  mathematical  morphology  was  applied.  Black  color  indicates 
significant  differences  and  white  color  indicates  no  differences.  A  discussion  of  these  results 
appears  in  Chapter  3.  However,  the  reader  should  already  note  a  difference  between  power 
(homogeneous) and phase (heterogeneous) information. Additionally, this difference shows the 
quality  of  the  mathematical  morphology  methods  to  avoid  false  positive  problems  linked  to 
statistical  multiple  testing.  Finally,  this  section  shows  that  electrodes  as  repetition  is  too 
conservative.  Indeed,  this analysis did not show differences observed with other EEG methods 
(GFP, Topography) see section 6.2 for details. 
 
Figure 9  : Time­frequency Statistical map; Interaction group * eccentricity with electrodes as repetition and 
no mathematical morphology.  
c. 
b.
d.
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Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response 
. 
 
Figure  10  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 2 radius disk. 
 Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
 
Figure  11  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 4 radius disk.  
Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
c. 
b.
d.
a. 
c. 
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Figure  12  :  Time­frequency  Statistical map;  Interaction  group  *  eccentricity with  electrodes  as  repetition 
using a 6 radius disk. 
 Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
2.4.2 Electrode as factor results 
This  section  will  present  the  results  for  the  interaction  electrodes  *  group  *  eccentricity 
condition.  The  statistical  threshold was  p<0.05.  Additionally  a mathematical morphology was 
applied  to  Figure  14,  Figure  15,  and  Figure  16respectively  with  a  2,  4,  and  6  radius  disk.  In 
Figure 13 no mathematical morphology was applied. Black color indicates significant differences 
and  white  color  indicate  no  differences.  A  discussion  of  these  results  appears  in  Chapter  3. 
However, the reader should already note a difference between power (homogeneous) and phase 
(heterogeneous) information. Additionally, this difference shows the quality of the mathematical 
morphology  methods  to  avoid  false  positive  problems  linked  to  statistical  multiple  testing. 
Finally,  this  section  shows  that  electrodes  as  factor  is  less  conservative  compared  to  the 
previous section. Indeed, this analysis is congruent with other EEG methods (GFP, Topography) 
showed in section 6.2. 
c. 
b.
d.
a.
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Figure 13 : Time­frequency Statistical map; Interaction electrodes * group * eccentricity and no mathematical 
morphology.  
Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
 
Figure 14 : Time­frequency Statistical map; Interaction electrodes * group * eccentricity using a 2 radius disk. 
 Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
c. 
b.
d.
a. 
c. 
b.
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Figure 15 : Time­frequency Statistical map; Interaction electrodes * group * eccentricity using a 4 radius disk.  
Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
 
 
Figure 16 : Time­frequency Statistical map; Interaction electrodes * group * eccentricity using a 6 radius disk 
.  Panel  a  represents  the  power  of  evoked  response;  Panel  b  represents  the  phase  of  evoked  response;  Panel  c 
represents the power of induced response; Panel d represents the phase of induced response. 
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CHAPTER 3 DISCUSSION 
The present findings in the articles in Chapter 6 and the method presented in section 1.4.4 will 
be discussed in this chapter. The first part presents a discussion on the time‐frequency method 
and  novelty  for  a  reference‐free  statistical  analysis.  The  second  part  presents  a  general 
discussion of  the articles. The three scientific articles  treat different  topics as presented  in  the 
Introduction. The first article focused on methods for stimulus control (Section 6.1 : Generating 
Controlled  Image  Sets  in  Cognitive  Neuroscience  Research).  The  second  article  characterized 
visual dysfunction in schizophrenia (Section 6.2 : Impaired early visual response modulations to 
spatial  information  in  chronic  schizophrenia).  The  third  article  focused  on  mechanisms  of 
illusory  contour  sensitivity  in  healthy  control  subjects  (Section  6.3  :  Towards  a  resolution  of 
conflicting  models  of  illusory  contour  processing  in  humans).  The  discussion  will  be  divided 
between the stimulus treatment article (6.1) and the neurophysiologic articles (6.2; 6.3). 
3.1 Time­frequency 
This section is divided into two subsections. The first subsection will be a general comment on 
the results obtained in Section 2.4. This discussion will focus on the methods used. This will be 
specifically on the dataset information (evoked vs. induced frequencies), frequency information 
(absolute value vs. angle or phase), the statistical approach (electrodes as factor or repetition), 
and  mathematical  morphology  correction.  The  second  subsection  will  be  on  future 
developments  in  time‐frequency  analysis  methods.  This  section  will  present  a  method  to 
address  the  reference‐dependence  of  typical  such  analyses.  No  subsection  about  the 
interpretation in terms of neurophysiologic aspects will be presented here. This choice based on 
my point of view, and I think that the only interpretation of such data should be descriptive (at 
present).  In  addition,  the  results  in  section 2.4  are  reference‐dependent.  This  limitation  alone 
curtails  the  correct  interpretation  of  the  underlying  neurophysiological  process.  This  kind  of 
method needs further investigation and should be presented in addition to the “classical” ones 
(ERP, GFP, Topography, etc.).  
3.1.1 Methods 
It  is  important  to  remember  that  the  reference  used  was  the  average  reference,  which  is  an 
arbitrary choice. This section is built from general to specific comments on dataset information 
(evoked  vs.  induced  frequencies),  frequency  information  (absolute  value  vs.  angle  or  phase), 
statistical  approach  (electrodes  as  factor  or  repetition),  and  mathematical  morphology 
correction. The first remark concerns the figures in Section 2.4. These figures showed statistical 
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differences before stimulus onset. This difference could be a problem and may be removed by 
applying a baseline correction  in  the  time‐frequency space  for  each  frequency. This correction 
followed the same idea applied to the time‐amplitude space across electrodes. 
The  second  remark  concerns  panel  b  and  d  of  Figure  9  and  Figure  13.  These  figures  showed 
heterogeneity of the significant points in the phase/angle space. This heterogeneity means that 
no pattern could be distinguishable. This heterogeneity suggests  that  the phase  information  is 
not  relevant  for  a  neurophysiologic  interpretation.  The  heterogeneity  may  come  from  the 
property  of  the  electrical  wave  itself.  Indeed,  from  the  Maxwell  equation  the  phase  of  an 
electrodynamics  wave  might  be  flip  to  180°  in  the  border  between  two  media  (Kind  of 
refraction). This change is driven by the magnetic permeability (called  r) of each medium. This 
flip  presence  cannot  be  predictable  because  it  is  dependent  of  the  different  media  of  each 
subject. This last consideration explains the heterogeneity across subject 
In  contrast,  the absolute value  (abs) or power  is homogeneous.  Figures without mathematical 
morphology (Figure 9(a, c)), Figure 13 (a, c)) suggest blobs of significant points. This reflects a 
strong correlation across frequency and time. In addition, the Maxwell equations stipulate that 
the oscillation of the electric and magnetic field of an electrodynamics wave is not modified by 
successive media. Only the wave length of propagation is altered. 
The  quality  of  the  mathematical  morphology  methods  applied  for  multiple  statistical  tests  is 
showed by comparing the figures without (Figure 9 and Figure 13) and with (Figure 10 to Figure 
12 and Figure 14  to Figure 16)  corrections. A  good method  for  the  statistical multiple  testing 
problems should remove the heterogeneity in one hand and should keep the original pattern in 
the other hand. In this sense the data in section 2.4 present two types of data. Some data (panel 
a.c)  are  homogeneous  data  (we  can  identify  some  pattern).  The  other  (panel  b,d)  are 
heterogeneous  (we  cannot  identify  pattern).  The  treatment  for  panel  b  and  d  remove  the 
heterogeneity. Note that a small criterion is enough (a disk with a radius of two that takes into 
account  only  the  two  neighbors  in  each  direction).  This  methods  applied  in  panels  a  and  c 
showed  conservation  of  big  regions  and  removed  small  regions  of  significant  points.  This 
observation  suggests  that  mathematical  morphology  keep  the  original  important  pattern. 
Another  interesting  pattern  is  shown  on  Figure  13 where we  show  a  thin  frequency  band  of 
significant points of all the time (bottom of each panel).The mathematical morphology removes 
this pattern because it is too thin in terms of frequency. These examples show the quality of this 
mathematical  morphology  criterion  that  it  takes  into  account  time  and  frequency 
simultaneously. This kind of criteria might also be applied in the source estimation across time, 
where the timing criterion is applied before the spatial criterion. 
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The  different  datasets  (evoked  and  induced  frequencies)  exhibited  in  all  statistical  designs 
showed different patterns. This information suggests that these two datasets are informative for 
physiological interpretation. A careful study should be on both evoked and induced information. 
In  the  following  paragraphs  deferent  statistical  approaches  will  be  discussed.  The  statistical 
design with electrodes as repetition seems to be too restrictive. Indeed, a statistical difference on 
few  electrodes may  be  suppressed  by  the  rest  of  the  electrodes  that  are  not  significant.  This 
statistical  design  suggests  that  all  electrodes  recorded  the  same  experiment.  This  kind  of 
hypothesis  appears  too  strong  in  this  case  (63  electrodes).  This  could  be  enough  for  a  few 
electrodes. The advantage of  this method was to  increase the statistical power and reduce the 
sensitivity to noise. 
By  contrast,  the  other  statistical  approach  with  a  statistical  design  with  electrodes  as  factor 
seems  to  be  more  adaptive  to  these  data.  Indeed,  in  Figure  16  panel  a,  the  power  evoked 
response  showed  a  statistical  difference  at  the  P1  latency.  This  statistical  difference  is 
compatible in latency to results in section 6.2 on the GFP, topographical and source estimation 
analyses for the same interaction effect term. Additionally, the evoked time‐frequency response 
is  the  Stockwell  transformation of  the  visual  evoked potential.  It  is  not  surprising  to  find  this 
difference  and  this  could  prove  the  quality  of  this  approach.  To  validate  definitively  this 
approach it will be interesting to vary the reference electrode and to observe the dependency of 
this statistical difference across these different references.  
The statistical approach presented above informs us about the importance of the topographical 
distribution  of  the  time‐frequency  measure.  Indeed,  the  approach  using  electrodes  as  factor 
maintains this information and is safer than the other. 
3.1.2 Future Directions 
This  section  presents  a  proposition  for  a  statistical  approach  that  is  reference‐free.  For  the 
moment this statistical test only compares 2 conditions, such as a t‐test, but it takes into account 
the  scalp  distribution  of  the  electrodes.  Koenig  and  Pascual‐Marqui  (2009)  showed  that  the 
relative distances in the complex plane of the electrodes are reference‐free. In this figure Koenig 
and Pascual‐Marqui (2009) also show that the reference is at the zero of the axes. This property 
means that two different conditions could be represented in the same space if and only of these 
two  conditions  are  measured  against  the  same  reference.  For  example,  we  could  choose  a 
reference defined by the average across conditions, subjects and electrodes. This consideration 
is very important.  
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Equation 2: Definition of the global Euclidean metric 
 
As  the previous section demonstrates,  the evoked and  the  induced  information are  important. 
The  evoked  complex  plane  is  easily  obtained  by  transforming  ERP’s  with  a  time‐frequency 
transformation.  For  the  induced activity,  it  is  a  little bit more  complex. To obtain  the  induced 
complex  plane,  we  suggest  performing  power  and  phase  of  each  epoch  separately  and  to 
perform an average afterwards. This is the classical way to obtain an induced phase and power 
frequency information. At this step we can easily reconstruct the real and the complex part with 
this phase and power information. Equation 3 shows this kind of transformation. 
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Equation 3: Transformation from polar complex number to real / complex representation. 
 
Another method will be to compute the source estimation, after dealing with the time‐frequency 
methods. This method is not currently practical because of the time of calculation. 
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Finally,  other  methods  using  time‐frequency  exist.  One  interesting  method  is  the  frequency 
tracking  (Van  Zaen  et  al.,  2010).  This  method  tracks  a  frequency  and  describes  its  temporal 
evolution, using and adaptive filter. 
3.1.3 Methodological study 
This  article  generated  signal  processing  methods  for  controlling  low‐level  visual  features 
(luminance and spatial frequencies) of stimuli. The luminance treatment method appeared to be 
safe, because  it  changes  the  stimuli. That  is,  the new stimuli  created are  similar  in  luminance. 
The only limitation of this method is the saturation that may impact stimulus identification. This 
saturation is equivalent to an over‐exposed photograph. 
The  second method  focuses  on  controlling  spatial  frequency  and  identifies  subsets  of  stimuli 
from  among  a  larger  initial  set.  The  basic  idea  is  to  find  two  subsets  of  stimuli  where  the 
averages of  the  spatial  frequencies are  relatively  close. This  problem may  lead  to  two subsets 
that exhibit an absolute grand distance  together. To  illustrate  this, we  took a set of 10 objects 
with arbitrary values from 1 to 10 (called group 1) and another set of 10 objects with arbitrary 
value from 90 to 100 (called group 2). The subsets are composed of three elements per group (3 
in group 1 and 3 in group 2). The metric or distance is the difference between the averages of 
each subset group. With this configuration, the smallest distance is obtained with subset of value 
8,9,10  (mean = 9)  in  group 1 and 90, 91,  92  (mean = 91)  in  group 2. The  “absolute” distance 
between these subsets is big (91‐9 = 82). This illustrates the limitation of this method given only 
the  relative distance between  two  groups of  stimuli.  This method gives  good  results  if  sets  of 
object are heterogeneous.  
Figure  18,  adapted  from  Toepel  et  al.  (2009),  used  stimulus  images  treated  in  the  article  in 
section 6.1. Electrophysiological responses suggest sufficient  treatment (luminance and spatial 
frequencies)  to exclude  low‐level  stimulus  features as an explanation  for  the  results  from  this 
experiment. As showed in section 1.1.2 low‐level feature is differentiated in the primary visual 
cortex. In addition the section 1.4.3 showed in electrophysiology that the primary visual cortex 
is involved in the generation of the C1 component (Clark et al., 1995; Di Russo et al., 2003).The 
latency of  the C1 component  is around ~50‐90 ms at occipital electrodes. As demonstrated  in 
Figure 18,  there were no differences at  any  level  (waveform, GFP,  topography) around  the C1 
latency.  The  C1  component  may  be  useful  for  defining  a  period  of  interest  where  visual 
differences might  be  due  to  the  activity  of  the  primary  visual  cortex.  The  earliest  differences 
appeared  around  ~160ms.  Additionally,  in  Toepel  et  al.  (2009)  source  estimations  did  not 
appear  in  the  primary  visual  cortex.  All  of  these  considerations  suggest  enough  similarity 
between the two sets of images in terms of low‐level physical features. 
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3.2.1 Summary of general conclusions 
The  article  presented  in  section  6.2  confirmed  a  dorsal  stream  deficit  in  schizophrenia  using 
Kanizsa stimuli (Figure 2 and Figure 23). This deficit was exhibited by a functional impairment 
of the P1 component as a function of stimulus eccentricity and  independent of the presence of 
illusory contours (in VEP waveforms, GFP waveforms, VEP topography, and source estimations). 
Variation  in  the  stimulus  eccentricity  was  performed  with  the  localization  of  the  inducers 
(“pacmen”).  
By contrast,  there was no evidence  for  impaired processing of  illusory contours,  suggestive of 
intact  ventral  stream  processes.  As  Foxe  et  al.(2005)  demonstrated  schizophrenic  patients 
performed  the  illusory  detection  task  like  controls.  Additionally  in  the  same  study,  the  N1 
component that modulated according to illusory contour presence versus absence is preserved 
and is localized to regions of the lateral occipital complex (LOC).  
The article presented in section 6.3 addressed the debate concerning the mechanism of illusory 
processing  in  the  healthy  brain.  This  article  suggests  that  the  illusory  contour  sensitivity 
previously observed in areas V1 and V2 in the macaque monkey is a top‐down modulation from 
a high‐level cortex (LOC). Indeed, we located the first VEP differentiation to the illusory contour 
presence  vs.  absence  in  the  LOC  (Figure  32)  and  a  later  in  V1/V2  (Figure  33).  This was  also 
showed at waveform (Figure 30) and GFP (Figure 31) levels by comparison between timings of 
orientation and illusory presence vs. absence conditions differentiation. To obtain this result and 
to overcome salient regions present in the often‐used Kanizsa stimuli, misaligned grating stimuli 
were  used.  Two  properties  of  these  grating  stimuli  were  compared:  their  orientation  (which 
involves early visual areas) and the presence or absence of an illusory contour.  
3.2.2 General comments and Future Directions  
The section will present comments suggested by the articles in section 6.2 and 6.3. This will be 
done  in multiple subsections describing  future directions or comment  topics  that may refer  to 
one or both articles. The discussion of  the articles  themselves are presented  in Sections 6.2.5, 
and 6.3.6 
3.2.2.a Relation between illusory shapes and their eccentricity within the visual field 
In both articles the  illusory contours were composed of different geometrical shapes (squares, 
circles  and diamonds).  In  the  article  about  schizophrenia  (6.2)  the different  shapes  generated 
variation  in  the  eccentricity  of  the  inducers  across  the  visual  field  (square  vs.  circle). 
Additionally, in the gratings article (6.3) the different shapes (diamond vs. circle) did not exhibit 
differences in terms of electrophysiological measures.  
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The absence of differences between shapes in the gratings article (6.3) suggests that differences 
observed  in  the  schizophrenia  article  (6.2) were  likely  due  to  eccentricity  and  not  due  to  the 
shape itself. Additionally, Murray et al.(2002) included more variation in the shapes and number 
of inducers used. They showed systematic differences between five different Kanizsa shapes as 
well  as  their  control  orientations  (triangle,  square,  circle,  star,  and  pentagon;  cf.  Table  1  in 
Murray et al. ,2002) as a function of inducer eccentricity and not as a function of other low‐level 
features (e.g. number of inducers, support ratio, induced surface area, etc.).  
There was no evidence that different shapes were treated differently in schizophrenic patients. 
3.2.2.b Misaligned grating stimuli used for eccentricity condition 
The article in section 6.2 did not exhibit an interaction between the illusion presence or absence 
condition  and  the  eccentricity  condition.  The  investigation  of  an  interaction  between  illusion 
detection  condition  and  eccentricity  condition  could  highlight  functional  interactions  between 
ventral and dorsal visual processing pathways. Another problem with the stimuli used in section 
6.2  is  different  image  size  between  stimuli.  Indeed,  the  stimuli  image  size  of  Kanizsa  type  is 
defined  by  their  inducers.  The  inducers  exhibited  the  border  of  the  image.  This  image  size 
difference could be explaining the eccentricity differences.  
To investigate more carefully this interaction, misaligned gratings could be used. With this kind 
of stimulus, the image size is equal for all stimuli and only the eccentricity shape (within image 
stimuli) may vary. Additionally, with these stimuli any variation in eccentricity is obtained only 
when the gratings are misaligned and therefore induce an illusory contour. This property could 
be used for investigating interactions between ventral and dorsal pathways. Finally, the physical 
information outside  the  illusory  shape  (grating bars  go  from one  side  to  the other  side of  the 
screen)  could  be  used  for  investigating  the  relationship  between  spatial  detractors  and  the 
processing of illusory contours specifically.  
An  experiment  with  illusory  misaligned  gratings  using  different  eccentricity  generates  some 
hypotheses in healthy control subjects.  
In terms of interaction between ventral and dorsal pathways, the first hypothesis states that the 
eccentricity  condition  differences  are  exhibited  at  the  P1  latency.  This  would  predominantly 
involve  the  dorsal  visual  pathway  such  as  was  the  case  with  the  Kanizsa  illusion  types.  This 
hypothesis  suggests  sensitivity  to  eccentricity  prior  to  the  detection  of  the  illusory  contour. 
Indeed,  the  illusory  contour  sensitivity  peaks  during  the  N1  component.  This  suggests  a 
treatment  of  illusory  presence  in  the  dorsal  pathways  or  an  interaction  between  dorsal  and 
ventral pathways. The second difference between these kinds of stimuli is the physical distracter 
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present in misaligned gratings. This first hypothesis above states that a physical distracter does 
not perturb early visual differentiation. This would likely involve an earlier treatment to extract 
only the relevant information.  
The  second hypothesis  states  that  the differentiation of  the  eccentricity  condition  comes after 
the N1 component (i.e. the index of illusory contour sensitivity). This hypothesis states that the 
detection  of  the  illusory  is  necessary  for  perceiving  differences  in  stimulus  eccentricity.  This 
hypothesis suggests a later eccentricity differentiation. This consideration would show a role of 
the  ventral  visual  pathway  in  eccentricity  differentiation.  This  would  in  turn  involve  an 
interaction between ventral and dorsal pathways. 
3.2.2.c Local spatial frequency in misaligned gratings 
In  the  article  6.3  illusory  stimuli were  obtained  by  a misalignment  of  the  gratings  lines.  This 
misalignment creates a local change in spatial frequency. In other term, this is the phase shift of 
the misaligned  gratings  lines.  In  this  article  this  local  spatial  frequency was  twice  the  spatial 
frequency of the grating itself (phase shift of π). This was performed by a misalignment of half of 
the distance between two lines (horizontal or vertical). Indeed, the gratings could be misaligned 
in a way to create different local spatial frequency. For example, one third (phase shift of 2/3 π) 
or two third (phase shift of 4/3 π) of the distance between two lines could be used. 
The  dependency  of  the  local  change  of  spatial  frequency  in  the  illusion  perception  could  be 
interesting.  Indeed,  they could suggest an automatic process by comparing  the behavioral and 
electrophysiological threshold to detection of illusion.  
The  psychophysical  threshold  could  be  used  as  condition  for  the  electrophysiological  studies. 
Indeed,  it  would  be  interesting  to  test  the  local  spatial  frequency  around  the  behavioral 
threshold  in  EEG.  This  kind  of  experiment  suggests  two  different  hypotheses  for  the  EEG 
response.  
The first hypothesis states that conditions above and below behavioral threshold do not exhibit 
early visual differences. This suggests that the differentiation between presence and absence of 
the illusion is proceeding in high level treatment, opposite to  low level treatment. This kind of 
result  adding  with  results  in  article  section  6.3  and  other  studies  (e.g.  Murray  et  al.,  2002) 
suggest  different  areas  in  brain  involved  in  illusion detection.  These different  areas would  be 
depending  on  the  difficulty  to  extract  the  illusory  contour.  Previous  study  from Murray  et  al. 
(2006) using “fat” and “thin” Kanizsa type did not show difference between correct and incorrect 
detection in ICs and NCs conditions. This study suggests that completion is  independent of the 
accuracy of the subjects. 
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The  second  hypothesis  state  that  conditions  above  and  below  behavioral  threshold  exhibits 
early visual differences. This suggests that the detection of illusion is an automatic process but 
the  capacity  to  extract  this  information  is  not  automatic.  Additionally  it will  be  interesting  to 
compare conditions below behavioral threshold to non‐illusion conditions. Using the condition 
below behavioral threshold as non illusory condition will permit to construct a design similar to 
the one in section 6.2 with an eccentricity condition in illusory and an eccentricity condition in 
non  illusory  stimuli.  This  kind  of  stimuli  could  be  used  for  non  illusory  condition  in  Section 
3.2.2.b. 
3.2.2.d Task relative to eccentricity compare to illusory presence  
In  the  article  on  schizophrenia  (6.2),  the  task  was  performed  in  the  presence  or  absence  of 
illusion. This  task was not related  to  the eccentricity condition where patients exhibit deficits. 
Additionally no differences were found at the behavioral level as shown in section 6.2.4.a . This 
is not surprising, because the illusion presence condition was preserved (see Foxe et al., 2005). 
It would be interesting to test a task related to the detection of eccentricity. This kind of question 
could inform about the relation between task attention and early visual deficit in schizophrenia. 
This could be performed on two illusory and non illusory square shapes at different eccentricity 
levels. This could be also performed on non‐illusory shape or shape, but the task dependency on 
the  illusory  detection  would  be  lost.  The  task  will  be  to  detect  wide  or  narrow  condition 
independently of the presence or absence of the illusion. This will involve a presentation of both 
squares before the experiment to define to the subject the wide and the narrow condition. 
Behavioral and physiological responses using EEG in this task might help to better understand 
the early visual deficit in schizophrenia.  
The  first hypothesis states  that a P1 deficit will be shown. This would suggest  that  there  is no 
relationship  between  attention  and  early  visual  deficit  in  schizophrenia.  This  deficit  will  be 
exhibited independently of the task, and thus will not be related to attention. However deficit in 
P1 added  to normal behavior  suggests  that  illusory detection processing  is  involved  in  spatial 
task  attention.  This  could  highlight  interaction  between  spatial  attention  and  detection  of 
illusion.  
The second hypothesis states that no deficit  in P1 will be  found. This would suggest a relation 
between early visual deficit and attention. However a behavioral deficit added to the P1 deficit 
would suggest importance of P1 to perform this kind of task. No behavioral deficit added to the 
P1 deficit would  suggest a  later  treatment of  eccentricity  for  schizophrenic patients. The  later 
treatment  hypothesis  was  shown  in  section  6.2  where  eccentricity  differences  after  P1  were 
preserved in the schizophrenic patient group. In addition to the second hypothesis it would be 
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interesting  to  show  the  N1  component.  The  N1  component  as  Foxe  et  al.  (2005)  showed  is 
preserved. The eccentricity task may provide two different N1 process. The first process, the N1 
is  preserved.  This  would  be  performed  within  and  without  specific  attention.  The  second 
process  would  be  an  impairment  of  the  N1  component.  This  suggests  in  addition  with 
consideration  above  that  there  is  a  relationship  between  attention  and  dorsal  and  ventral 
pathways.  They  also  suggest  that  attention  play  a  critical  role  in  early  preservation  in 
schizophrenic  patients.  This  kind  of  information would  involve  studies  on  early  visual  deficit 
should be passive to avoid the attention. 
 
3.2.2.e Sensitivity deficit or global deficit in schizophrenia dorsal pathway 
The Article on schizophrenic patients (6.2) showed impairment in the eccentricity condition for 
two different conditions (wide vs. narrow). This suggested a deficit in the dorsal visual pathway. 
This kind of experiment did not explain if the deficit in the dorsal visual pathway is a sensitivity 
deficit or a global deficit.  
To address this issue it would be interesting to test schizophrenic patients with linear increment 
of eccentricity  stimuli. This kind of experiment will not use  ICs stimuli, NCs stimuli  is enough. 
This  will  be  performed  only  in  central  visual  field  to  avoid  well  know  differences  between 
central  and  peripheral  vision.  Results  of  an  experiment  with  these  stimuli  in  schizophrenic 
patients might show two different results. 
The first result could show no differences across all eccentricity levels at P1 latency compared to 
control  subjects which  exhibit  differences  at  a  certain  eccentricity  level.  This would  suggest  a 
general impairment of the schizophrenic patients in dorsal visual pathway  
The second result could show differences between at least two eccentricities at P1 latency. This 
would suggest a partial deficit in the dorsal visual pathway. This impairment may be due to the 
sensitivity deficit in the dorsal visual pathway. 
The information would be important to a better understanding of this early deficit. A sensitivity 
deficit  is  very  different  to  a  global  deficit.  A  sensitivity  deficit may  suggest  that  patient  could 
perform P1 modulation as control for example with medication. Contrariwise a global deficit is 
deeper and it might not be treated. In another way, a sensitivity deficit might reflect a functional 
deficit opposite to an anatomical deficit  that might reflect a  global deficit. Finally a study from 
van  der  Stelt  et  al.  (2004)  did  not  report  P1  deficit.  This  finding  would  suggest  a  sensitivity 
deficit. 
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3.2.2.f Stimuli  bias  to  parvocellular/magnocellular  pathway  neurophysiology 
implication 
The article on  the P1 deficit  in  schizophrenia  (6.2) demonstrated a deficit  in  the visual dorsal 
pathway. Additionally, previous studies (Butler and Javitt, 2005) generalized this impairment to 
a magnocellular pathway deficit. It would be interesting to investigate this impairment further, 
to understand more precisely where the deficit starts. More precisely, it would be interesting to 
investigate  if  this  deficit  appears  in  magnocellular/parvocellular  pathways  or  dorsal/ventral 
pathways. 
To  further  investigate  this  processing,  stimulus  biased  to  the  parvocellular  or  magnocellular 
pathway would  be  a  good way.  A  stimulus  bias  toward  the  parvocellular  pathway  could  be  a 
colored  stimulus.  For  example,  we  could  use  Kanizsa  stimuli  presented  in  the  schizophrenia 
article with colored  inducers and a colored background. Additional control of  the stimuli must 
be  performed  in  order  to  create  the  colored  inducer  and  the  colored  background  with  iso‐
luminance. Iso‐lumiance means that both colors (inducer and background) exhibit the same gray 
scale level. This ensures that inducer and background cannot be differentiated by their contrast 
but only by their color information. A stimulus bias towards the magnocellular pathway could be 
a low contrast stimulus in the gray scale level. As in paragraph above, Kanizsa type stimuli could 
be used. 
These  stimuli  would  show  the  role  of  parvocellular  and magnocellular  pathway  in  the  visual 
dorsal and ventral pathway. To address this we could replicate  the experiment of the article in 
section 6.2 with  the stimuli described above. An experiment using colored stimuli will  involve 
the parvocellular pathway, as explained in the section 1.1.1. Additionally the colored Kanizsa of 
section  6.2  would  activate  the  dorsal  pathway  in  the  eccentricity  condition  and  the  ventral 
pathway  in  the  illusion  condition.  Differentiation  of  eccentricity  or  illusion  would  exhibit  a 
relation  of  the  parvocellular  pathway  to  visual  dorsal/ventral  pathways.  Opposite,  Kanizsa 
stimuli with  low contrast (which activate the magnocellular pathway) would exhibit a relation 
between the Magnocellular pathway and the visual dorsal/ventral pathways. 
Many  neurophysiological  hypotheses  are  related  to  these  stimuli  .The  next  paragraph will  be 
divided into two parts. First the hypothesis will be related in healthy control group. Second, this 
hypothesis will be related to schizophrenic patients group 
There are three different hypotheses for the healthy controls group. The first hypothesis states 
that the eccentricity condition shows differences for both stimuli presented above (similar to the 
article in section 6.2). This would mean independency of the dorsal pathway to the parvocellular 
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and magnocellular pathways. The second hypothesis state that the eccentricity condition shows 
differences  for  one  of  the  two  stimuli  above  and  no  eccentricity  condition  difference  for  the 
other.  This  would  mean  a  dorsal  visual  pathway  dependency  for  one  of  the  parvocellular  or 
magnocellular  pathways  depending  on  the  stimulus  what  will  not  exhibit  the  difference.  The 
Third hypothesis states that the will be no eccentricity condition differences. This would mean a 
dependency of  the dorsal  visual  pathway  to parvocellular  and magnocellular pathways. These 
considerations  can  be  extrapolated  in  the  illusion  presence  condition  and  the  ventral  visual 
pathway.  
In this paragraph the three healthy controls hypotheses will be related to schizophrenic patients. 
This  relation between patients  and  controls  should  go  in  two directions. The  first  direction  is 
that  patients  could  exhibit  the  same  differences  like  controls  for  the  hypotheses  above.  This 
could  reveal  that  there  is  no  impairment.  The  second direction  is  that  patients  do not  exhibit 
differences where controls exhibit them. This will reveal impairment. The second direction will 
be  the most probable direction. The next paragraphs will discuss  the  implication of  these  two 
types  of  stimuli  above  (colored  and  low‐‐contrasted)  for  schizophrenic  patients  and  healthy 
controls. 
This  paragraph  will  list  all  the  different  possibilities  of  colored  stimuli  for  the  eccentricity 
condition. The choice of  the eccentricity condition  is guided by previous results  (see article  in 
section 6.2). There are three different hypotheses between controls and schizophrenic patients. 
The first hypothesis states that controls and schizophrenic patients will exhibit no differences in 
the  eccentricity  condition.  This  could  suggest  that  the  parvocellular  pathway  alone  is  not 
sufficient  to  exhibit  dorsal  visual  pathway  differences  to  eccentricity.  This  suggests  no 
interaction between parvocellular pathway and dorsal  visual pathway. The  second hypothesis 
states that controls and patients will differentiate similarly the eccentricity condition. This could 
mean  that  the  parvocellular  pathway  is  sufficient  to  exhibit  dorsal  visual  difference  for  the 
eccentricity  condition.  This  suggests  interaction  between  parvocellular  pathway  and  dorsal 
visual pathway. Additionally, this hypothesis could demonstrate a magnocellular pathway deficit 
and a preserved parvocellular pathway in schizophrenic patients. Indeed, schizophrenic patients 
exhibit normal response (i.e. same differences for patients than controls) without magnocellular 
activity. This would reflect a dominance of magnocellular pathway to the dorsal visual pathway. 
Indeed,  article  in  section  6.2  showed  a  deficit  with  stimuli  without  parvocellular  or 
magnocellular  bias.  The  third  hypothesis  states  that  controls  will  exhibit  differences,  while 
patient will not. This could suggest that the parvocellular pathway is sufficient to exhibit dorsal 
visual pathway differences in control. Additionally, this third hypothesis suggests an impairment 
in dorsal visual pathway without magnocellular pathway activity. This  impairment could be  in 
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the dorsal  visual  pathway or  an  interaction deficit  between parvocellular  pathway  and dorsal 
visual pathway. By analogy, the same kind of hypothesis may be applied to the colored stimuli in 
the presence/absence illusion condition.  
The hypotheses  showed  in previous paragraphs  for  the eccentricity  condition and  the  illusion 
condition should be combined in order to obtain better understanding interaction between the 
parvocellular pathway and dorsal/ventral pathway and early visual deficits in the schizophrenic 
patients. 
This paragraph will list all the different possibilities for low‐contrast stimuli for the eccentricity 
condition. Similar to the paragraph above, three different hypotheses will be put forth. The first 
hypothesis  states  that  controls  and  schizophrenic  patients  exhibit  no  differences.  This  could 
mean  that  magnocellular  pathway  alone  is  not  sufficient  to  exhibit  dorsal  visual  pathway 
differences  to  eccentricity.  This  suggests  an  interaction  between  parvocellular  pathway  and 
dorsal visual pathway. The second hypothesis states that controls and patients will differentiate 
similarly  the  eccentricity  condition.  This  could  suggest  that  the  magnocellular  pathway  is 
sufficient  to  exhibit  dorsal  visual  differences  in  the  eccentricity  condition.  Additionally,  this 
hypothesis would demonstrate no deficit  in the magnocellular pathway (i.e. no deficit between 
retina  and  primary  visual  cortex)  because  patients  exhibit  normal  response  (i.e.  same 
differences  for  patients  than  controls)  within  stimuli  bias  to  magnocellular  pathway.  This 
possible absence of deficit for schizophrenic patients in the magnocellular pathway added with 
the article in section 6.2 would suggest that the P1 deficit is related to the parvocellular pathway 
interaction  to  the  dorsal  pathway  or  appear  in  the  dorsal  visual  pathway  itself.  The  third 
hypothesis states that controls will exhibit differences, while patient will not. This could mean 
that  the  magnocellular  pathway  is  sufficient  to  exhibit  dorsal  visual  pathway  differences  for 
controls.  Additionally,  this  third  hypothesis  suggests  an  impairment  in  the  magnocellular 
pathway and perhaps no impairment in the dorsal visual pathway. By analogy the same kind of 
hypothesis  may  be  applied  to  the  low‐contrast  stimuli  in  the  presence/absence  of  illusion 
condition. The hypothesis for eccentricity condition and illusion condition should by combine to 
obtain  better  understanding  of  the  interaction  of  the  magnocellular  pathway  to  the 
dorsal/ventral pathways and the early visual deficit in the schizophrenic patients. 
Finally  a  combination  of  these  two  experiments,  will  investigate:  the  link  between 
parvocellular/magnocellular  pathways  and  Dorsal/Ventral  visual  pathways,  the  interaction 
between parvocellular pathway and magnocellular pathway. Additionally, this could clarify the 
early  visual  deficit  in  schizophrenia.  Indeed,  these  kinds  of  studies  might  highlight  to  which 
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pathway(s)  is  impaired and especially  if  the P1 deficit  is due  to  the dorsal pathway alone,  the 
magnocellular pathway alone or both. 
3.2.2.g Relation of P1 deficit and high level 
It would be  interesting  to  find  a  relation between  the P1 deficit  and  the  cognitive deficit  (e.g. 
working memory, attention, etc.). To address this problematic, we could use other physiological 
methods;  Trans  Magnetic  Stimulation  (TMS)  would  be  relevant.  Indeed,  single  pulses  or 
repetitive pulses might be applied on the dorsal pathway,  in addition a complex cognitive task 
such as working memory task, selective attention task, etc could be tested. For example, the TMS 
single pulse would be applied at different timing to the dorsal pathway during a cognitive task. 
The dependency of the task performance (reaction time, accuracy, etc) to the timing of the TMS 
pulse should be measured. This dependency would exhibit the relation between dorsal pathway 
and cognitive task by given the timing of the dependency. In term of schizophrenia this kind of 
experiment could link early visual deficit to cognitive deficit depending of the timing of TMS of 
the  dependency.  The  choice  of  single  pulses  or  repetitive  pluses  will  be  defined  by  the 
complexity of the cognitive task and some technical procedures.  
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CHAPTER 4 CONCLUSION 
A major  issue  in  research  on  schizophrenia will  be  to  define  a  biomarker.  A  biomarker  is  an 
objective measure to evaluate a pathological process. This will be helpful for diagnosis and early 
detection of schizophrenia. In the one hand, as we showed in section 1.3.1, the diagnosis is only 
based  on  observation  and  subjective  perception  of  the  clinician.  In  this  context  a  biomarker 
could  help  to  diagnosis  by  given  a  objective  measure  to  diagnosis.  In  the  other  hand, 
schizophrenia as well as all diseases an early detection provides a better chance for helping the 
patients.  In  this  case  the  biomarker  because  it  is  objective  could  be  a  signal  to  detect  the 
disorder. 
Addressing this early perceptual deficit could be a good biomarker. Indeed, early processes are 
automatic  due  to  the  timing  of  this  effect.  This  automatism  is  the  major  point,  because  it  is 
uncontrollable and more stable across subjects. 
In  this  field  early  visual  deficits  may  play  a  critical  role.  Indeed,  the  P1  deficit  would  be  a 
schizophrenia biomarker. A  recent  study  from Yeap et al.  (2006) demonstrated a  reduction of 
the  P1  between  clinically  unaffected  first‐degree  relatives  of  patients  with  schizophrenia 
patients  with  schizophrenia  and  controls.  This  confirmed  the  efficacy  of  using  the  P1  as  an 
endophenotype. 
To  go  further,  the  experiments  described  above  could  give  additional  details  on  P1  deficit  in 
schizophrenic  patients.  For  example  section  3.2.2.f  could  show  interaction  between  the 
magnocellular/parvocellular pathway and the dorsal/ventral pathway or precise the early visual 
deficit in schizophrenic patients. These details adding to investigation in different schizophrenic 
patient  groups  and  control  groups  may  be  conducted  to  a  robust  biomarker.  These  groups 
should be  first episodic patients, chronic patients,  first relatives of schizophrenia patients, and 
non‐psychiatric controls. In addition to these groups, subgroups based on specific schizophrenia 
disorder  (e.g.  schizoaffective)  could  be  interesting.  The  most  interesting  population  will  be 
homozygote twins where one exhibits schizophrenia disorder and the other does not. This kind 
of population is very difficult to find, but it may provide very interesting information. 
Finally  as  Yeap  et  al.  (2009)  suggested  it  would  also  be  interesting  to  investigate  other 
psychiatric diseases like bipolar disorder. This study opens the question of the classification of 
psychiatric  disorders. A  large  longitudinal  study  including different psychiatric  disorders,  risk 
population of  teenagers  (genetic,  suspicion of disorder), new pharmacological  treatment using 
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P1  as  a  biomarker  could  establish  the  real  effect  of  the P1  as  biomarker.  Seen  as  this  kind  of 
study is very long, it is important to be sure that the P1 is really a good biomarker. 
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CHAPTER 6 ARTICLES 
6.1 Generating Controlled Image Sets in Cognitive Neuroscience 
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6.1.1 Abstract 
The  investigation  of  perceptual  and  cognitive  functions  with  non‐invasive  brain  imaging 
methods  critically  depends  on  the  careful  selection  of  stimuli  for  use  in  experiments.  For 
example, it must be verified that any observed effects follow from the parameter of interest (e.g. 
semantic  category)  rather  than  other  low‐level  physical  features  (e.g.  luminance,  or  spectral 
properties).  Otherwise,  interpretation  of  results  is  confounded.  Often,  researchers  circumvent 
this issue by including additional control conditions or tasks, both of which are flawed and also 
prolong experiments. Here, we present some new approaches for controlling classes of stimuli 
intended for use in cognitive neuroscience, however these methods can be readily extrapolated 
to other applications and stimulus modalities. Our approach is comprised of two levels. The first 
level aims at equalizing individual stimuli in terms of their mean luminance. Each data point in 
the stimulus is adjusted to a standardized value based on a standard value across the stimulus 
battery. The second level analyzes two populations of stimuli along their spectral properties (i.e. 
spatial frequency) using a dissimilarity metric that equals the root mean square of the distance 
between two populations of objects as a function of spatial frequency along x‐ and y‐ dimensions 
of  the  image.  Randomized  permutations  are  used  to  obtain  a  minimal  value  between  the 
populations to minimize, in a completely data‐driven manner, the spectral differences between 
image  sets.  While  another  paper  in  this  issue  applies  these  methods  in  the  case  of  acoustic 
stimuli (Aeschlimann et al.  ,2088), we illustrate this approach here in detail for complex visual 
stimuli. 
 
Key words: visual perception, images, luminance adaptation, spectral frequency 
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6.1.2 Introduction 
Investigating visual and auditory perception in humans by utilizing non‐invasive brain imaging 
methods  such  as  electroencephalography  (EEG),  magnetoencephalography  (MEG),  functional 
magnetic resonance imaging (fMRI), and near‐infrared spectroscopy (NIRS) is a rapidly growing 
field  within  neuroscience.  Many  studies  have  been  specifically  concerned  with  categorical 
processing of object stimuli (e.g. Thorpe et al. 1996; Mouchtang‐Rostaing et al. 2000; VanRullen 
and Thorpe 2001; Carmel and Bentin 2002; Goffaux et al. 2003; Delorme et al., 2004; Michel et 
al. 2004; Lewis et al. 2005; Murray et al. 2006; Harel et al., 2007). Because real‐world objects are 
often  quite  difficult  and  infeasible  to  present within  laboratory  settings  (i.e.  due  to  their  size, 
availability, and/or the associated difficulty in controlling their presentation), research on visual 
and auditory perception most often deals with replicas, including photographs and drawings, of 
real‐world objects. Naturally,  these objects and  their photographed counterparts do not solely 
differ  in  their  categorical  attributes  (e.g.  cars  vs.  animals  vs.  houses,  etc.).  Low‐level  visual 
features also vary substantially between objects. For example, Delplanque and colleagues (2007) 
recently examined the International Affective Picture System (IAPS; Lang et al. 2005) and found 
that differences in affective ratings can co‐occur with differences in the images’ spectral power. 
In  light  of  these  considerations  neuroscientific  studies  of  discrimination  and  categorization 
certainly need  to  assure  that observed effects  are  indeed due  to  the  category  specificity of  an 
object  and  not  to  low‐level  perceptual  features  (e.g.  photograph  angle,  luminance,  spectral 
properties). Otherwise, data interpretation will likely be confounded. 
Brain imaging methods,  in particular those with a high temporal resolution like EEG and MEG, 
are  prone  to  data  misinterpretation  caused  by  low‐level  visual  attributes.  For  example,  the 
temporal dynamics of emotional influences on face processing can vary, in part, due to the level 
of control of low‐level visual attributes (see Murray et al. 2008 for discussion of some impacts of 
ERP  data  analysis  methods).  While  categorization  effects  within  ~80ms  after  stimulus  onset 
have been reported (Pizzagalli et al. 1999), similar effects are only observed at ~130ms when 
stimuli are highly controlled for in their physical features (Pourtois et al. 2005). Moreover, some 
studies have challenged the specificity of a face‐selective EEG component, the N170, by relating 
it to variance in the pixel arrangements between images conveying facial stimuli as opposed to 
other  objects  (Itier  and  Taylor  2004;  Thierry  et  al.  2007;  though  see  Bentin  et  al.  2007). 
Although  both  these  and  other  studies  have  reported  faces  vs.  objects  ERP  differences  in  the 
P100 component (i.e. substantially earlier than the N170), such effects could be driven by inter‐
category luminance differences and/or spectral variation (e.g. Johannes et al. 1995; McCourt and 
Foxe 2004; Butler et al. 2007 for effects of luminance and spatial frequency on ERPs).  
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In order to circumvent problems of low‐level physical differences between stimulus conditions, 
researchers  might  choose  to  introduce  additional  control  conditions  or  tasks  in  their 
experimental designs, both of which are imperfect and also prolong experiments (e.g. Doniger et 
al. 2000; VanRullen and Thorpe 2001; Murray et al. 2006; Rossion and Jacques 2007 for some 
examples).  In this technical report, we present some new approaches for controlling classes of 
visual  stimuli  intended  for  use  in  cognitive  neuroscience.  These methods  can  also  be  readily 
extrapolated to auditory stimuli and other applications (see Aeschlimann et al., this issue).  
Our approach is comprised of two levels. A first level serves to equate individual stimuli in terms 
of their mean intensity (i.e. the luminosity of images), while also addressing potential confounds 
of  image  saturation. Many  neuroscientific  studies  on  visual  processing  indeed  equalize  image 
luminosity,  yet details on  the utilized procedures are  seldom given. Thus, one objective of  the 
present technical report was to provide newcomers with the necessary tools and mathematical 
formulae. The second level of our approach aims at controlling two sets of stimuli with respect 
to their spectral properties (i.e. spatial power spectra; see also Delplanque et al. 2007), without 
requiring a priori  filtering of  the stimuli. The  two  levels should be applied consecutively since 
the  luminosity  treatment  can  have  some  influences  on  the  spatial  frequency  properties  of  an 
image. As will be made clear below, because the luminance treatment adjusts all images to one 
standard  value,  this  value  will  indeed  stay  stable  even  after  the  definition  of  image  subsets 
obtained from the second level of our approach. We present analyses based on a photographic 
image database we developed to investigate the time course of food categorization.  
6.1.3 Materials and Methods 
The images for the analyses were obtained in the following way. Top‐view photographs of food 
items were  taken  in  front  of  equal  backgrounds  from  identical  angles.  The  photographs were 
subdivided  into  high‐  vs.  low‐fat  food  classes  by  means  of  official  nutritional  databases.  All 
images  were  sized  to  300x300  pixels.  Yet,  non‐squared  images  can  be  utilized  as  well  when 
equal in the number of pixels between images.  
6.1.4 Intensity treatment 
The  intensity  treatment  serves  to  control  adaptively  the  luminosity  of  images  which  can  be 
mathematically  defined  as  luminance  or  grayscale  value,  respectively.  In  the  case  of  sounds, 
volume would be the analogue measure. In a first step, all images are defined in color space in 
terms of  the YUV  color model  (e.g. Wyszecki  and Stiles 1982), which  is  that  used  for  the PAL 
British standard format. In this model, the Y component represents the luminance of an image. 
The U and V components, on the other hand, represent the chrominance of an image.  
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present in the luminance matrix Y of one image. The value hj is normalized by dividing it by the 
absolute sum of pixels hi per image. In order to account for the arbitrary amount of pixels along 
the black‐white dimension (0‐255) the result of the normalization is multiplied with the factor j.  
Intrinsically,  this  weighting  by  multiplication  with  the  factor  j  assumes  that  the  luminance 
increases between black and white in a linear way. The value  Y   is calculated as the sum of all 
weighted values per image, resulting in one representative numerical value Y per image.  
Figure  19b  illustrates  the  procedure  for  a  set  of  images.  First,  the  Y value  for  each  image  is 
computed. In succession, one standard value has to be defined based on the obtained  Y values 
across  a  set  of  images.  In  general,  the  particular  standard  value  used  can  be  defined  by  the 
experimenter (for example,  it may be the mean or median  Y value across all  images). Second, 
this  standard  value  (STDVAL)  is  subtracted  from  the  Y value  of  each  original  image  (Y image) 
resulting in a negative or positive value N. If the value N for an image is positive, the particular 
image  conveys  a  higher  luminance  (i.e.  is  brighter)  than  the  standard  value.  By  contrast, 
obtaining a negative value N would indicate that an image is lower in luminance than the defined 
standard.  In  succession,  a  new  image  (IMnew)  is  created  by  subtracting  the N  value  from  the 
original  image  (IMold).  Consecutively,  the mathematical  expectation of  a  normalized  histogram 
(see Figure 19)  is  recalculated  to  obtain  the new  Y value of  each  image. This new  Y value  is 
again  submitted  to  the  computation  of  the N  value.  The  cycle  is  repeated until  the  value  of N 
equaled 0 for all images that were submitted to the algorithm.  
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6.1.5 Spectral distance optimization 
The spectral analysis ensures equal arrangement of spectral properties within the visual objects 
themselves.  In  contrast  to  intensity  properties,  the  spectral  properties  of  an  object  cannot  be 
readily  altered  without  potentially  impacting  the  recognizability,  as  this  would  change  the 
overall  arrangement  of  pixels  within  an  image  and  the  resultant  appearance.  The  same 
constraint also applies to the spectral phase within an  image as  it plays a predominant role  in 
image appearance (Oppenheimer and Lim 1981).  
In some studies the spatial features are, however, specifically modified to examine the functional 
role of high vs. low spatial frequencies, e.g. for the processing of the emotional valence of facial 
expressions  (Vuilleumier  et  al.  2003;  Pourtois  et  al.  2005;).  Here,  we  chose  to  closely match 
(sub)groups  of  images  (i.e.  images  from  experimental  condition  A  with  the  images  from 
condition  B)  in  terms  of  their  spatial  frequencies  to  gain maximal  physical  approximation  or 
minimal  dissimilarity,  respectively.  Such  notwithstanding,  approaches  that  filter  the  spectral 
properties  of  images  (Nasanen  et  al.  1999; Dakin  et  al.  2002)  can  gain  even  better  or  perfect 
approximations  of  similarity  between  image  groups.  However,  these  approaches  alter  the 
overall appearance of images by eliminating certain frequency bands, which our approach seeks 
to  avoid.  Thus,  while  the  images  here  have  not  been  filtered  before  applying  the  spectral 
distance  optimization  to  ensure  the  quasi‐natural  appearance  of  objects  in  an  image,  the 
experimenter interested in the functional role of selective spatial frequencies could precede the 
analysis with the application of a filter.  
A  mathematically  simple  way  to  achieve  maximal  “alikeness”  for  subgroups  of  images  is  the 
Dissimilarity equation, which we have modified from the one often used in the analysis of EEG 
and MEG datasets  to  identify whether  the  topographies  of  responses  differ  (c.f.  Lehmann  and 
Skrandies  1980;  Skrandies  1993;  Murray  et  al  ,  this  issue).  Dissimilarity  as  such  bears  no 
physical significance; rather,  it  is a singular measure of the difference along a given dimension 
(e.g. topography of an ERP or spatial frequency in the case of images) without any quantification 
of  the  variance  in  this  difference.  For  this  reason,  Dissimilarity  is  interpretable  when  a 
distribution of  values  is  generated based on permutations of  a  dataset  (here,  images whereas 
topographic maps in the case of EEG/ERP).  
Inputs for the Dissimilarity equation are the mean spectra of two subgroups of images (i.e. two 
experimental  conditions)  selected  from  among  a  larger  population  of  images.  The  equation 
compares  the mean  values  between  conditions  using  the  root  mean  square  of  the  difference 
between the spectra obtained for each subgroup. The values u and v represent the mean spatial 
Knebel Jean
power  s
calculat
Finally, 
image. 
The sub
subgrou
numero
(re)sele
dissimil
the mat
most sim
 
Figure 21
Dissimilar
Dissimilar
 
First, n 
The  me
separate
Dissimil
random
‐François 
pectra  for 
ion  yields  a
the result  i
groups yiel
ps  of  imag
us  trial  it
cting  new 
arity  values
erials  for  th
ilar. This p
 : Schema of t
ity  equation 
ity values bet
images  from
an  spatial  p
ly.  Next,  t
arity)  valu
 number of 
Départemen
two  group
 matrix  tha
s normalize
ding the low
es  can  the
erations.  T
subgroups
. The  subgr
e experime
rocedure is
he Algorithm
(upper  panel
ween the diffe
  the  total 
ower  spec
he  Dissimil
e  of  the  eq
cycles each 
t des  Neuroscie
s  of  image
t  is  then  su
d by dividin
est Dissim
n  be  identi
hat  is,  dif
  of  images
oups  yield
nt,  as  these
 schematize
 for spatial fr
)  and  illustra
rent choices o
population 
trum  for  ea
arity  is  cal
uation  are
of which is 
nces Cliniques e
s  at  a  give
mmed  for 
g it by the
ilarity valu
fied.  The  r
ferent  mea
  from  eac
ing  the  low
 constitute
d in Figure 
equency con
tion  of  the  c
f images for ea
available  fo
ch  of  thes
culated.  Th
  stored.  Co
based on ne
t Département d
n  location 
all  points 
  factor, k, w
e from a ran
ange  of  Di
n  spectra 
h  original 
est Dissimil
  the sets of
21. 
trol 
omputation  cy
ch stimulus co
r  either  co
e  subgroup
e  input  (=
nsecutively
w selection
e Radiologie 
within  the
(or  coordin
hich repres
ge based o
ssimilarity 
are  obtai
group  an
arity  value
  images  tha
 
cle  that  enab
ndition (lowe
ndition are
s  of  images
  image  nam
,  the  proc
s of n imag
  image  spa
ates)  of  the
ents the siz
n all other 
values  is  b
ned  by  ite
d  calculatin
  is  selected
t are  the sp
les  the  comp
r panel). 
  randomly 
  is  then  ca
e)  and  ou
edure  unde
es per group
Articles 
61 
ce.  This 
 matrix. 
e of the 
possible 
ased  on 
ratively 
g  their 
  to  form 
ectrally 
arison  of 
selected. 
lculated 
tput  (= 
rgoes  a 
, saving 
Visual func
input an
on  all  o
unchang
(e.g. 100
compari
 
Figure 22
Output of
cycles, an
 
Figure  2
original 
Dissimil
tions in the heal
d output pr
f  the  orig
ed and no 
0) the expe
son yielded
 : Results of s
 the computat
d the correspo
2  illustrate
2  groups 
arity  is  cal
thy and schizop
operties as
inal  images
meaningful 
rimenter c
 the lowest 
patial freque
ion cycle depic
nding image s
s  an  examp
of  images 
culated  a  su
hrenic brain: fro
 above. It is
,  because 
assertions 
an identify 
dissimilarit
ncy control 
ted in Figure 
et that yielded
le  of  the  o
comprised
bgroup  of 
m stimulus con
 important
the  obtaine
could be ma
the groups 
y value.  
3, which show
 the lowest Di
utput  of  th
  50  differ
12  of  these
trol to illusory p
 to note tha
d  Dissimila
de. After a 
of images fo
s the distribut
ssimilarity val
e  algorithm
ent  photog
  50  image
erceptions usin
t this proce
rity  values
sufficient n
r use in the
 
ion of Dissimi
ue. 
.  In  this  ex
raphs.  For 
s  is  selected
g electrical neur
dure canno
  would  alw
umber of it
 experimen
larity values a
ample,  eac
each  cycle
.  The  uppe
oimaging 
62 
t be run 
ays  be 
erations 
t whose 
cross trial 
h  of  the 
  where 
r  graph 
Knebel Jean‐François  Département des  Neurosciences Cliniques et Département de Radiologie  Articles 
63 
displays the Dissimilarity values on the y‐axis, and the number of computed cycles on the x‐axis. 
It  becomes  evident  that  one  particular  choice  of  photographs  per  group  yields  the  lowest 
dissimilarity  (~0.22),  whereas  another  choice  results  in  a  Dissimilarity  value  twice  as  high 
(~0.48).  The  lower  panel  of  Figure  22  shows  the  groups  of  images  from  each  condition  that 
yielded  the  lowest  Dissimilarity  value  and  therefore  match  most  closely  in  terms  of  spatial 
frequencies.   
Importantly,  in contrast to the intensity treatment, the spectral distance optimization does not 
alter the physical properties of the images. Rather, it identifies the subgroup of images that are 
the closest spectrally from among the possible options (the bounds of which are defined by the 
available stimulus set). Consequently, the outcome of the spectral distance optimization is only 
true in a specific space (i.e. the specific content of groups of objects). Consequently, this method 
cannot reveal that the objects between groups are physically identical, but rather only that these 
groups of images are the least different. 
6.1.6 Conclusion 
Low‐level differences in visual  features often constitute a major caveat  in the interpretation of 
neuroscientific studies of object processing. Here we present some intuitive and mathematically 
straightforward methods for controlling luminance and spectral properties within and between 
stimulus  conditions. These methods are not  solely applicable  to visual  feature  control but  can 
also be extrapolated to acoustic properties.  
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6.2.1 Abstract  
 
Early visual processing stages have been demonstrated to be impaired in schizophrenia patients 
and their first‐degree relatives. The amplitude and topography of the P1 component of the visual 
evoked potential (VEP) are both affected; the latter of which indicates alterations in active brain 
networks between populations. At  least  two  issues  remain unresolved.  First,  the  specificity  of 
this  deficit  (and  suitability  as  an  endophenotype) has  yet  to be  established, with  evidence  for 
impaired  P1  responses  in  other  clinical  populations.  Second,  it  remains  unknown  whether 
schizophrenia patients exhibit intact functional modulation of the P1 VEP component; an aspect 
that  may  assist  in  distinguishing  effects  specific  to  schizophrenia.  We  applied  electrical 
neuroimaging  analyses  to  VEPs  from  chronic  schizophrenia  patients  and  healthy  controls  in 
response to variation in the parafoveal spatial extent of stimuli. Healthy controls demonstrated 
robust modulation  of  the  VEP  strength  and  topography  as  a  function  of  the  spatial  extent  of 
stimuli  during  the  P1  component.  By  contrast,  no  such  modulations  were  evident  at  early 
latencies in the responses from patients with schizophrenia. Source estimations localized these 
deficits to the left precuneus and medial inferior parietal cortex. These findings provide insights 
on potential underlying low‐level impairments in schizophrenia. 
Keywords: 
Electroencephalography  (EEG),  electrical  neuroimaging,  event‐related  potential  (ERP);  visual 
evoked potential (VEP) 
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6.2.2 Introduction 
Historically  schizophrenia  has  been  considered  as  primarily  a  disturbance  in  higher‐order 
functions  (Goldman‐Rakic  1994;  Goldberg  TE & Gold  JM 1995; Weinberger & Gallhofer  1997; 
Green 1998). More recently, there has been increasing interest in the contributions of early and 
low‐level processing impairments. This has been most notable in the case of auditory processing 
where  impairments  in  sensory  gating  and  in  mismatch  negativity  generation  are  well‐
documented  (Umbricht  et  al.  2000;  Umbricht  et  al.  2006;  Lavoie  et  al.  2008). With  regard  to 
visual dysfunctions, a number of studies support there being deficits that more strongly impact 
functions  associated  with  the  magnocellular  than  parvocellular  pathway  (e.g  Martínez  et  al., 
2008; Coleman et al., 2009; Kiss et al., 2010). In particular, such deficits have been interpreted as 
indicative of disturbed spatial processing that in turn may lead to and/or appear conjointly with 
higher‐level deficits (Butler & Javitt, 2005; Javitt, 2009) 
Studies that have  focused on the time course of  these  low‐level visual processing  impairments 
have found that visual evoked potentials (VEPs) over the initial 100ms (i.e. the P1 component) 
are impaired in patients with schizophrenia. A P1 deficit has not only been identified in chronic 
patients (Foxe et al. 2001; Doniger et al. 2002; Foxe et al. 2005), but also in first‐degree relatives 
(Yeap et al. 2006). In particular, Foxe et al. 2005 demonstrated that this P1 deficit is not simply a 
shift  in  the amplitude of an otherwise  intact process, but  instead  follows  from a change  in  the 
configuration  of  the  underlying  brain  network  as  revealed by  topographic modulations  in  the 
VEP.  
At  present,  however,  it  remains  unknown  whether  this  perturbed  network  is  capable  of 
exhibiting  intact  functional  modulations  in  response  to  parametric  variations  in  stimulus 
features. For example, Foxe et al. 2001 examined P1 amplitude in healthy controls and chronic 
patients with schizophrenia as a function of the number of pixels present  in the visual display. 
While healthy controls exhibited an  incremental modulation with  increased numbers of pixels 
(and by extension stimulus energy), such was not observed in patients. Based on its topographic 
distribution (Foxe et al. 2001), estimated sources (Foxe et al. 2005), and relative sensitivity to 
luminance  contrast  (Butler  et  al.  2001)  the  P1  deficit  in  schizophrenic  patients  has  been 
generally ascribed to impairments within dorsal visual stream structures. This proposition is in 
solid agreement with additional research demonstrating impairments in visuo‐spatial functions 
in such patients (Cadenhead et al. 1998; Schwartz et al. 1999; Brenner et al. 2002; Butler et al. 
2003). However, at present it remains unknown whether the P1 deficit obtained in VEP studies 
reflects  impaired  spatial  processing  per  se  or  instead  a  more  general  diminution  in  visual 
processing/sensitivity.  
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The present study focused on early visual processing in chronic schizophrenia patients with the 
objective  of  determining  whether  impaired  responses  reflect  impaired  sensitivity  to  spatial 
features. Prior work  from our  group has  shown  that  in healthy  controls  the P1  is  sensitive  to 
small (<1°) variations in the spatial eccentricity of parafoveally presented stimuli (Murray et al., 
2002).  Here,  we  compared  VEPs  from  patients  in  response  to  such  variations  in  the  spatial 
eccentricity of  stimuli  that were oriented  to  form an  illusory  contour shape or not. Given  that 
patients  have  been  shown  to  exhibit  intact  sensitivity  to  illusory  contour  forms  (Foxe  et  al. 
2005), we could thus dissociate spatial from form‐related processes. 
 
6.2.3  Materials and Methods 
6.2.3.a Participants 
A total of 16 individuals participated in this study. There were 8 chronic and medicated patients 
(all  males;  2  left‐handed),  aged  36‐47  years  (mean±SD  =  42±4  years)  at  the  time  of  EEG 
recording  and  meeting  DSM‐IV  criteria  for  schizophrenia.  The  control  cohort  included  8 
individuals (all males; 1 left‐handed), aged 25‐53 years (mean±SD = 39±11 years)  and with no 
history of or current neurological or psychiatric illness. There was no reliable difference in the 
ages of the patient and control populations (t(14)=0.725; p=0.481). All participants had normal 
or  corrected‐to‐normal  vision.  These  participants  are  a  subset  of  those  from  our  prior  work 
(Foxe  et  al.  2005),  which  included  16  patients  with  schizophrenia  and  17  healthy  controls. 
Exclusion of data from 8 of the original 16 patients was due to poor signal quality  in the VEPs 
when averaged according  to  the subset of stimuli described below. Data  from control  subjects 
were  excluded  to  generate  a  cohort  matched  in  size,  age,  and  sex.  Positive  and  Negative 
Symptoms  Scale  (PANSS)  ratings  were  performed  by  a  single  rater,  with  factors  defined 
according to White et al. (1997). At the time of testing, all patients were receiving antipsychotic 
medication. There was no evidence, however,  for correlations between antipsychotic dose and 
any of the dependent measures evaluated in this study. Details regarding clinical evaluation and 
medication  are  provided  in Table  1.  Controls were  free  of  psychiatric  illness  or  symptoms by 
self‐report using criteria from the SCID‐NP (see Spitzer et al. 1992S), and all reported no history 
of alcohol or substance abuse. 
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Diagnosis: Schizophrenia/Schizoaffective Disorder  8/0 
Neuroleptics: Atypical/Typical/Both  8/0/0 
Chloropromazine (CPZ)‐equivalent±SD, daily  1056.13±378.70 
Clinical Global Impressions (CGI)±SD  4.25±0.46 
Education±SD, y  11.14±3.34 
Illness Duration±SD, y  17.88±6.27 
Intelligence Quotient (IQ)±SD  96.0±9.32 
Laterality Quotient±SD  0.62±0.70 
PANSS: Positive Symptoms±SD  12.13±5.14 
  Negative Symptoms±SD  21.13±5.89 
  Autistic Preoccupation±SD  13.25±3.28 
  Activation±SD  6.88±2.03 
  Dysphoria±SD  11.38±2.26 
Table 1. Demographic and Clinical Characteristics of Schizophrenia Patient Group (N=8) 
 
6.2.3.b Stimuli and Task 
Participants  were  instructed  to  centrally  fixate  an  array  of  Kanizsa‐type  (Kanizsa  1976) 
‘pacmen’  inducers  that  were  oriented  in  one  of  two  manners  to  either  form  or  not  form  an 
illusory  shape  (‘IC’  and  ‘NC’  conditions,  respectively).  The  timing  of  the  stimuli  and  response 
window is detailed below. The inducers were circular (subtending 3° of visual angle in diameter) 
and appeared black on a gray background. Stimuli were presented on a CRT computer monitor 
(Iiyama Vision Master Pro 502, model no. A102GT)  located 114cm  away  from  the participant. 
Their task was to indicate whether they perceived a gray shape on top of the pacmen.  
Five shapes were induced in the original study of Foxe et al. 2005 from which the present data 
come: square, circle, triangle, pentagon and star. In order to produce illusory shapes of the same 
maximal width and height (6° in either plane), the eccentricity of inducers varied slightly across 
shapes (cf. Table 1 in Murray et al. 2002). The analyses in the present study focused on VEPs to 
the square and circle as well as their corresponding configurations that were oriented so as to 
not  induce  the  perception  of  an  illusory  shape.  That  is,  both  IC  and  NC  configurations  were 
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analyzed. In the case of the square, the four inducers were centered at 4.25° eccentricity along 
45° radii  from central  fixation. For  the circle,  the  four  inducers were  located at 3° eccentricity 
along  the  horizontal  and  vertical  meridians.  The  support  ratio  (i.e.  the  percentage  of  the 
perimeter of the illusory shape revealed by the inducers; Ringach & Shapley 1996) was 50% for 
the square and 64% for the circle. The surface area of the induced IC shapes was 36°2 in the case 
of the square and 28.3°2 in the case of the circle (Figure 23). Throughout this study, we refer to 
the IC and NC configurations of the square as “wide” and those of the circle as “narrow” (Figure 
23).  The  reason  for  this  choice  is  that  studies  in  healthy  controls  have  shown  that  early  VEP 
responses  to  the  square  and  circle  (as  well  as  their  NC  counterparts)  differ  due  to  the 
eccentricity of the inducers (Murray et al., 2002). 
 
 
Figure 23 : Schematic of the relative eccentricity of the stimuli. 
 For simplicity, only the stimulus orientations forming an illusory contour shape are shown. The wide eccentricity is 
shown in red. The narrow eccentricity is shown in blue. 
 
The  timing  of  stimulus  presentations  during  the  course  of  a  trial was  such  that  each  array  of 
inducers  appeared  for  500ms,  followed  by  a  blank  gray  screen  for  1000ms.  Then  a  ‘Y/N’ 
response  prompt  appeared  and  remained  on  the  screen  until  a  response was made,  allowing 
participants  to  fully  control  stimulus  delivery.  Another  blank  screen  of  1000ms  duration 
followed  participants’  responses.  Subjects  were  instructed  to  press  one  button  for  a  ‘No’ 
response, indicating that they did not perceive a gray shape ‘pop‐out’ from the background, or a 
second  button  for  a  ‘Yes’  response,  indicating  that  they  perceived  a  gray  shape  on  top  of  the 
inducers.  IC  and  NC  inducer  configurations  were  randomly  presented  and  were  equally 
probable.  Stimulus  presentation  and  response  collection  were  controlled  using  Neuroscan’s 
STIM  software  and  hardware.  Subjects  were  encouraged  to  take  breaks  between  blocks  to 
maintain high concentration and prevent fatigue. Use of the response prompt was to displace in 
time  the  motor  responses  with  respect  to  the  sensory  VEP.  Consequently,  however,  reaction 
time data were not analyzed. 
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6.2.3.c EEG acquisition and pre­processing 
Continuous EEG was acquired through Neuroscan Synamps (Neurosoft Inc. Sterling VA) from 64 
Ag/AgCl  electrodes  (impedances  <5kΩ,  nose  reference,  0.05  –  100Hz  band  pass  filter,  500Hz 
sampling rate). For VEP calculation EEG epochs were time‐locked to the presentation of inducer 
arrays  and  covered  100ms  pre‐stimulus  and  500ms  post‐stimulus.  Epochs  with  amplitude 
deviations in excess of ±80µV at any channel, with the exception of those labeled as ‘bad’ due to 
poor electrode‐skin contact or damage, were considered artifacts and were excluded. Likewise, 
trials  with  blinks  or  other  transients were  excluded  off‐line  based  on  vertical  and  horizontal 
electrooculograms.  Data  from  ‘bad’  channels were  interpolated  using  3D  splines  (Perrin  et  al. 
1987), and data were down‐sampled to a 61‐channel scalp montage used for source estimations. 
Prior  to  group‐averaging  VEPs,  data  were  band‐pass  filtered  (0.1‐60Hz),  re‐calculated  to  an 
average reference, and baseline corrected using the pre‐stimulus interval. For each participant, 4 
VEPs were calculated, following the 2 condition (IC, NC) x 2 eccentricity (wide, narrow) within 
subject  design.  The  number  of  accepted  sweeps  per  condition  was  ~110  for  controls  (∈
[54,197]) and ~ 70 for patients (∈[30,124]). 
6.2.3.d EEG analyses 
The  analyses  were  performed  using  the  Cartool  software  by  Denis  Brunet 
(http://brainmapping.unige.ch/Cartool.htm).  This study followed a 2x2x2 mixed model design, 
using  the  within  subjects  factors  of  stimulus  eccentricity  (wide  vs.  narrow)  and  stimulus 
condition  (IC  vs. NC)  and  the  between  subjects  factor  of  clinical  status  (patients  vs.  controls). 
Given  the  cohort  size  for  each  group,  non‐parametric  statistics  were  used  throughout.  The 
repeated measures  non‐parametric  F‐test  is  a  bootstrapping  of  the  subjects  on  the  one  hand 
(taking with replacement the subject label) and permutation of the within subjects factors on the 
other.  On  each  cycle we  calculate  for  each  randomization  an  F‐value.  Repeating  this  for  1000 
cycles generates an empirical distribution of F‐values from which a corresponding p‐value can 
be obtained. This method has the advantage of keeping the intra‐variance of the subjects and the 
only hypothesis  is  that our data represent  the space  that we would  like  to  test. Unfortunately, 
this type of analysis does not readily allow for the calculation of effect size. Nor does the F‐value 
itself (alongside its degrees of freedom) provide a direct indication of the statistically reliability 
of an effect/interaction, as one must instead consider it against the empirical distribution. 
Effects  were  identified  with  a  multi‐step  analysis  procedure,  which  we  refer  to  as  electrical 
neuroimaging,  examining  reference‐independent  global  measures  of  the  electric  field  at  the 
scalp (Michel et al. 2004; Murray et al. 2008). Briefly, electrical neuroimaging entails analyses of 
response  strength  and  response  topography  to  differentiate  effects  due  to modulation  in  the 
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strength of responses of statistically  indistinguishable brain  generators  from alterations  in  the 
configuration of these generators (viz. the topography of the electric field at the scalp). Electrical 
neuroimaging  analyses,  being  reference‐independent,  have  several  advantages  over  canonical 
waveform  analyses.  The  statistical  outcome with  voltage waveform  analyses will  change with 
the choice of the reference electrode (Murray et al. 2008). Our conclusions are based solely on 
reference‐independent global measures of the electric field at the scalp. In addition, we utilized 
the  local auto‐regressive average distributed  linear  inverse solution (LAURA; Grave de Peralta 
Menendez  et  al.  2001)  to  visualize  and  statistically  contrast  the  likely  underlying  sources  of 
effects identified in the VEPs.  
Changes in the strength of the electric field at the scalp were assessed using global field power 
(GFP) from each participant and experimental condition (Lehmann and Skrandies, 1980; Koenig 
and Melie‐Garcia,  2010). Values  at  each  time point were  compared with  a  repeated measures 
non parametric F‐test, as above. To account for temporal auto‐correlation, only effects persisting 
for at least 10ms were considered reliable (see Guthrie and Buchwald, 1991). 
A  K‐means  clustering  analysis  of  the  VEP  topography  at  the  scalp  identified  time  periods  of 
stable  topography  independent  of VEP  strength  (data  are normalized), which  is  a  data‐driven 
measure  (Murray  et  al.  2008;  Murray  et  al.  2009).  The  optimal  number  of  topographies  or 
‘template maps’ that accounted for the group‐averaged data set (i.e. the post‐stimulus periods of 
all conditions from both patients and controls, collectively) was determined by a modified cross‐
validation  criterion  (Murray  et  al.  2008;  Murray  et  al.  2009).  The  pattern  of  template  maps 
identified in the group‐averaged data across patients and controls was then statistically tested in 
the data of each individual participant, using spatial correlation to label each data point as better 
matching one or another  template map. The output  is a measure of  relative map presence  for 
each participant that is in turn submitted to a repeated measures non parametric F‐test with the 
within subject factors of condition, eccentricity, and map as well as the between subjects factor 
of clinical status. This procedure reveals whether and when VEPs are more often described by 
one map versus another, and therefore whether different intracranial generator configurations 
are engaged. 
We  estimated  the  sources  in  the  brain  underlying  the VEPs using  a  distributed  linear  inverse 
solution (ELECTRA) applying the local autoregressive average (LAURA) regularization approach 
to address the non‐uniqueness of the inverse problem (Grave de Peralta Menendez et al. 2001; 
Grave de Peralta Menendez  et  al.  2004; Michel  et  al.  2004).  The  inverse  solution  algorithm  is 
based on biophysical principles derived from the quasi‐static Maxwell's equations; most notably 
the  fact  that  independent  of  the  volume  conductor  model  used  to  describe  the  head,  only 
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irrotational and not solenoidal currents contribute to the EEG (Grave de Peralta Menendez et al. 
2001;  Grave  de  Peralta  Menendez  et  al.  2004).  As  part  of  the  regularization  strategy, 
homogenous regression coefficients  in all directions and within the whole solution space were 
used. LAURA uses a realistic head model, and the solution space included 3005 nodes, selected 
from a 6 × 6 × 6 mm grid equally distributed within the gray matter of the Montreal Neurological 
Institute's  average  brain  (courtesy  of  Grave  de  Peralta  Menendez  and  Gonzalez  Andino; 
http://www.electrical‐neuroimaging.ch/). The head model and lead field matrix were generated 
with the Spherical Model with Anatomical Constraints (SMAC; Spinelli et al. 2000). As an output, 
LAURA provides  current density measures;  the  scalar  values of which were evaluated at  each 
node.  Prior  basic  and  clinical  research  has  documented  and  discussed  in  detail  the  spatial 
accuracy of this inverse solution (e.g. Grave de Peralta Menendez et al. 2004; Michel et al. 2004; 
Gonzalez Andino et al. 2005; Gonzalez Andino et al. 2005; Martuzzi et al. 2009). The time periods 
used  for  source  estimations  were  determined  from  the  above  VEP  analyses.  Data  from  each 
subject and condition were first averaged as a  function of time to generate a single data point. 
The inverse solution was then calculated for each of the nodes  in the solution space. These data 
matrices were then submitted to repeated measures non‐parametric F‐test as above. The results 
of  the  source  estimations  were  rendered  on  the  MNI  brain  with  the  Talairach    &  Tournoux 
(1988) coordinates of the largest statistical differences indicated. 
6.2.4 Results  
6.2.4.a Behavioral results 
All participants readily performed the IC/NC discrimination task. Mean (s.d. indicated) accuracy 
for control subjects was 93±11.3%, 96±5.6%, 97±8.5%, and 98±5.6% for the IC_wide, IC_narrow, 
NC_wide,  and  NC_narrow  conditions,  respectively.  These  values  for  patients  were  97±5.6%, 
92±6%,  97±5.17.0%,  and  90±11.3%.  Values  from  individual  participants  were  statistically 
analyzed  with  a  2x2x2  repeated  measures  non‐parametric  F‐test  using  the  within  subjects 
factors  of  stimulus  eccentricity  (wide  vs.  narrow)  and  stimulus  condition  (IC  vs.  NC)  and  the 
between subjects factor of clinical status (patients vs. controls). There were no main effects or 
interactions (all p>0.18). Thus, VEP effects are not readily explained by performance differences. 
These performance results also provide one level of evidence that all participants were able to 
allocate their attention to the stimuli.  
6.2.4.b Electrophysiological results 
A first level of analysis of the VEP was performed using individual voltage waveforms, though we 
would  remind  the  reader  that  our  conclusions  were  based  on  reference‐independent  global 
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measures detailed below. Responses from a parietal midline electrode (Pz) are shown in Figure 
24 for controls and patients as a function of stimulus condition and stimulus eccentricity. Visual 
inspection of these waveforms suggests several effects. First, there appears to be a main effect of 
group,  such  that patients would appear  to have a generally  smaller P1  than controls  (see also 
Foxe et al., 2005). Second, healthy controls appear to exhibit modulation over P1 VEP latencies 
as a function of stimulus eccentricity, whereas patients with schizophrenia do not. Third and by 
contrast,  responses  from  both  populations  appear  to  modulate  over  N1  VEP  latencies  as  a 
function  of  stimulus  condition  (i.e.  as  a  function  of  illusory  contour  presence).  These 
observations  were  statistically  evaluated  via  a  time‐point  by  time‐point  2x2x2  mixed  model 
repeated measures non parametric F‐test. There was a main effect of eccentricity over the 56‐
104ms and 124‐150ms post‐stimulus  intervals. Responses were generally  larger  for  the  ‘wide’ 
than  ‘narrow’ inducer arrays. There was also a main effect of stimulus condition over the 116‐
184ms, 352‐446ms and 460‐500ms post‐stimulus intervals. Responses were generally larger to 
IC than NC stimuli. There was a main effect of group over the 58‐100ms post stimulus interval, 
with  generally  stronger  responses  for  controls  than  patients.  Additionally,  there  was  a 
significant  group  x  stimulus  eccentricity  interaction over  the  66‐108ms post‐stimulus  interval 
and a group x stimulus condition interaction over the 256‐274ms post‐stimulus interval. 
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were performed as a function of time. In the case of healthy controls, there was a main effect of 
stimulus  eccentricity  over  the  78‐96ms,  118‐130ms,  and  168‐184ms  post‐stimulus  intervals. 
There was also a main effect of stimulus condition over the 124‐156ms post‐stimulus interval. In 
the case of patients with schizophrenia, there was a main effect of stimulus eccentricity over the 
114‐136ms  interval.  There  was  also  a main  effect  of  stimulus  condition  over  the  144‐160ms 
post‐stimulus  interval.  Thus,  controls  but  not  patients  exhibited  robust  modulation  with 
stimulus  eccentricity  during  the  P1  period.  We  would  add  that  there  was  also  a  significant 
interaction between group and stimulus condition over  the 388‐404ms post‐stimulus  interval. 
However, we do not discuss  this effect  in detail here  for  two main reasons. First,  this effect  is 
considerably subsequent to effects and interactions involving stimulus eccentricity. Second, this 
effect echoes that which we have previously reported in our original study (Foxe et al., 2005). 
  Modulations in response topography within and between groups were investigated using 
a cluster analysis. Across the concatenated dataset (i.e. the grand‐average VEPs for the full 2x2x2 
design),  13  template  maps  were  identified  that  explained  96.06  %  of  the  variance. 
Indistinguishable topographies were observed across groups, stimulus conditions, and stimulus 
eccentricities at all  latencies, with the exception of the 54‐108ms post‐stimulus period (i.e.  the 
P1 component). Over this time period, two maps were observed in the responses from healthy 
controls  that  differed  between  ‘wide’  and  ‘narrow’  eccentricities  irrespective  of  IC  vs.  NC 
stimulus condition. By contrast, all responses from patients with schizophrenia were described 
by a single map. These observations at the grand‐average level were statistically examined at the 
single‐subject level using a 2x2x2x2 repeated measures non‐parametric F‐test on the output of 
the fitting procedure described in Materials and Methods; the additional factor being map. This 
analysis  revealed  significant  interactions  between  eccentricity  and map  (p=0.001)  as  well  as 
between group, eccentricity, and map (p=0.01) see Figure 26. Because topographic differences 
forcibly follow from differences in the configuration of the underlying sources (Lehmann, 1987), 
this  pattern  of  results  demonstrates  that  patients  and  controls  differ  in  the  brain  networks 
recruited to differentiate between wide and narrow stimulus eccentricities over the 54‐108ms 
period. 
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Figure 26 : Schizophrenia article ; Topographical segmentation and fitting results 
Panel a displays  the results of  the  topographic cluster analysis of  the group‐averaged VEPs  from both patients and 
controls. Over the initial ~250ms post‐stimulus period, 4 topographies were identified in the group‐averaged dataset. 
Two of these were observed over the 54‐108ms post‐stimulus period and were in turn used for single‐subject fitting 
(see Materials and Methods for details). Panel b displays the results of the single‐subject fitting analysis wherein both 
of the two topographies identified over the 54‐108ms was spatially correlated with the instantaneous VEP. The bar 
graph shows the mean amount of time (over the 54‐108ms post‐stimulus interval) labeled with each topography (s.d. 
indicated) as a function of each cohort, stimulus condition, and stimulus eccentricity.  
 
Distributed source estimations were performed on single‐subject data after  first averaging the 
VEPs as a  function of time over the 54‐108ms post‐stimulus interval. This period was selected 
based on the above topographic clustering analysis. For each node within the solution space we 
performed  a  2X2X2  repeated  measures  non  parametric  F‐test  (clinical  status  X  stimulus 
condition  X  stimulus  eccentricity). We  applied  a  p<0.01  threshold  at  the  single‐node  level  in 
conjunction  with  a  6‐node  spatial  extent  criterion.  There  was  a  significant  clinical  status  X 
stimulus  eccentricity  interaction within  two  circumscribed brain  regions  (Figure 27). To  label 
the  location of  these brain regions, we used a weighted mean across nodes  (using 1‐p‐values) 
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responses to widely distributed stimuli. Not only were P1 responses indistinguishable between 
wide and narrow stimulus eccentricities, but the VEP topography in patients was characterized 
by  that accounting  for responses  to  the narrow condition  in healthy controls. That  is, patients 
responded to both eccentricities as  if  they were “narrow”. Source estimations  further revealed 
that  this  impairment  followed  from  diminished  activity  within  parietal  structures,  consistent 
with models  implicating magnocellular and/or dorsal visual stream processing impairments  in 
schizophrenia. Importantly, the temporal resolution of VEP and electrical neuroimaging analyses 
revealed  that patients did  indeed exhibit  sensitivity  to  spatial  stimulus  features at  subsequent 
processing stages when control subjects also exhibited recursive treatment of this feature, ruling 
out explanations in terms of general insensitivity. 
Prior  studies  have  documented  reduced  P1  responses  to  visual  stimuli  not  only  in  chronic 
patients (Foxe et al. 2001; Doniger et al. 2002; Foxe et al. 2005; Butler et al. 2007), but also in 
their  first‐degree  relatives  (Yeap  et  al.  2006).  In  the  Yeap  et  al.  2006  study  a  substantial  P1 
reduction was  demonstrated  in  response  to  isolated‐check  stimuli  in  both  patients  as well  as 
their  first‐degree  relatives  compared  to  controls.  These  findings  are  suggestive  of  a  potential 
endophenotype,  though  more  recently  Yeap  et  al.  2009  observed  a  similar  impairment  in 
patients  with  bipolar  disorder.  Thus,  the  specificity  of  the  P1  reduction  remains  to  be 
established. The present study, which we would emphasize is a more fine‐grained analysis of a 
subset  of  the  data  in  Foxe  et  al.  (2005),  highlights  analytical  methods  that  may  assist  in 
differentiating patient populations according to specific functional impairments and/or specific 
patterns of VEP modulations (e.g. topographic vs. strength) during the P1 component (or other 
periods) that in turn would reflect distinct neurophysiologic mechanisms and/or clinical states.  
Source  estimations  of  effects  in  the  present  study  revealed  significant  differences  between 
healthy  controls  and  chronic  patients  within  the  left  precuneus  and  medial  inferior  parietal 
cortex as well as the left pre‐central gyrus. On the one hand, the left‐hemisphere laterality of this 
localization  is also consistent with prior  studies  (Roemer et al., 1978;  though see Butler et al., 
2006). On  the other hand,  this  localization  is  consistent with  a deficit within  the dorsal visual 
pathway (see also Sehatpour  al., 2010). 
While sensitivity to the spatial eccentricity of the inducers was impaired over the P1 component, 
intact  processing  of  this  feature  by  chronic  patients  was  indeed  observed  at  subsequent 
processing  stages. That  is, main  effects of  stimulus  eccentricity were observed  in both groups 
over  the  100‐150ms  post‐stimulus  interval  both  at  the  level  of  individual  scalp  electrodes 
(Figure 24) and also at the level of Global Field Power (Figure 25). Thus, impaired sensitivity to 
the  spatial  eccentricity of  stimuli would appear  to be delimited  to  early  time periods. At  later 
latencies  (i.e.  ~250ms  and  thereafter),  by  contrast,  there  was  evidence  for  main  effects  of 
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stimulus eccentricity  in patients  that were not evident  in controls. One possibility  is  that  such 
effects  constitute  a  compensatory  mechanism  in  patients  for  early  spatial  processing 
impairments.  This  possibility  is  particularly  tempting  in  light  of  psychophysical  evidence  that 
patients  are  impaired  in  hierarchical  processing  of  visual  stimuli,  favoring  global  over  local 
percepts  (e.g.Coleman et al. 2009). A speculative possibility  is  that  compensatory mechanisms 
for  early  deficits  that  particularly  effect  sensitivity  to  wider  spatial  distributions  result  in  a 
subsequent hyper‐sensitivity to spatially distributed information. 
Several  aspects  of  our  findings  speak  against  an  explanation  in  terms of  generally diminished 
attention  or  arousal  in  patients  vs.  controls.  First,  performance  by  the  patients  on  the 
discrimination of the presence vs. absence of illusory contour stimuli was indistinguishable from 
that of controls, suggesting that patients were adequately engaged in the task and did not find it 
more  (or  less)  demanding  than  control  subjects.  Second,  the wide/narrow difference was not 
requisite to the task of illusory contour presence discrimination. Such being said, sensitivity to 
the  spatial  position  and  orientation  of  the  inducer  stimuli was  (likely)  necessary  for  accurate 
performance.  Finally,  our  analyses  revealed  that  while  sensitivity  to  the  wide/narrow 
distribution  of  inducers  was  not  observed  over  the  P1  period,  it  was  indeed  observed  at 
subsequent time periods preceding the initial sensitivity to the presence vs. absence of illusory 
contours. This would  suggest  that  any deficit  is  not  general,  but  rather  likely  specific  to  early 
stages  of  spatial  processing;  though  fully  resolving  this  will  require  additional  investigations. 
Plus,  it will be  informative  to  examine  to what  extent  and  in what manner  factors  like  spatial 
attention impact patients’ sensitivity to the spatial features of the stimuli. For example, it may be 
the case that early‐latency deficits like that reported here persist even when attention (viz. task 
demands)  is directed  to  the  spatial distribution of  the  stimuli. By  contrast,  subsequent  stages, 
which in the present paradigm were intact, might well become susceptible to impairments when 
spatial  attention  is  also  at  play,  given  previous  demonstrations  of  impaired  attention‐related 
functions in patients with schizophrenia (e.g. Schwartz et al. 2001). 
An alternative explanation for the VEP modulation seen in control subjects is that the differences 
are  due  to  the  position  of  the  inducers  (in  terms  of  their  polar  angle)  rather  to  their  spatial 
eccentricity. That is, the inducers defining the circle (as well as its NC counterpart) are located 
along  the  horizontal  and  vertical  meridians,  whereas  those  defining  the  square  (and  its  NC 
counterpart) are  located along  the diagonals. Any VEP differences would  therefore  reflect  this 
polar  angle  difference  in  stimulus  position,  rather  than  their  eccentricity  per  se.  If  this  were 
indeed  the  case,  then  the  deficit  reported  here  for  patients  with  schizophrenia  would  be 
indicative of impaired processing of specific retinotopic positions – something to our knowledge 
that has yet to be documented (cf. Martínez et al. 2008 for retinotopic mapping data in patients). 
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Nonetheless, we consider  such an account unlikely because  the present VEP modulations as a 
function  of  inducer  eccentricity  can  be  observed  even  when  controlling  for  their  position  in 
terms of polar angle (Murray et al., 2002). Plus,  the  localization of  the statistical differences  in 
the  source  estimations  observed  in  the  present  study  within  parietal  structures  provides  a 
further argument against a purely retinotopic impairment in patients with schizophrenia. 
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6.3.2 Abstract 
Despite  numerous  studies,  the  neurophysiologic  mechanism  mediating  illusory  contour  (IC) 
sensitivity remains controversial. Three general models can be distinguished. One favors effects 
within  lower‐tier  cortices,  V1/V2,  mediated  by  feed‐forward  inputs  and/or  long‐range 
horizontal  interactions.  Another  situates  IC  sensitivity  within  higher‐tier  cortices,  principally 
lateral‐occipital cortex (LOC), with feedback effects in V1/V2. Still others postulate that the LOC 
is sensitive to salient regions demarcated by the inducing stimuli, whereas effects within V1/V2 
reflect specifically IC sensitivity. The present study resolved discordances between these models 
by using misaligned line gratings, oriented either horizontally or vertically, to induce ICs. These 
particular  stimuli  lack  salient  regions otherwise present  in Kanizsa‐type  stimuli.  Plus,  varying 
line  orientation  one  can  assay  early,  low‐level  (V1/V2)  modulations  independently  of  IC 
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presence.  Using  this  2x2  within  subject  design,  we  recorded  160‐channel  visual  evoked 
potentials  (VEPs)  from  15  healthy  humans  and  disambiguated  the  relative  timing  and 
localization  of  IC  sensitivity  with  respect  to  that  for  grating  orientation  (as  well  as  any 
interactions  between  these  features).  Millisecond‐by‐millisecond  analyses  of  VEPs,  response 
strength,  as  well  as  of  distributed  source  estimations  revealed  a  main  effect  of  grating 
orientation beginning at 65ms post‐stimulus onset within the calcarine sulcus (and elsewhere) 
that was followed by a main effect of IC presence beginning at 85ms post‐stimulus onset within 
the  LOC  and  extending  dorsally  into  inferior  parietal  cortices.  There  was  no  evidence  for 
differential processing of ICs as a function of the orientation of the grating. The collective results 
support models wherein IC sensitivity occurs first within the LOC. 
 
6.3.3 Introduction 
Object recognition is possible despite degraded visual conditions and impediments that produce 
discontinuous  or  absent  boundaries  within  or  between  objects.  Experimentally,  stimuli 
producing illusory contours (ICs) have been used to mimic these conditions (Figure 28). Despite 
extensive research in humans and animals, controversy persists regarding the neurophysiologic 
mechanisms  of  IC  perception  (Seghier  and  Vuilleumier,  2006).  
 
Figure 28: Examples of illusory contours 
The upper panel illustrates a typical Kanizsa‐type (Kanizsa, 1979) stimulus wherein pacmen inducers are oriented to 
generate  the  perception  of  a  diamond.  The  lower  panel  illustrates  a  diamond  induced  by  phase‐shifting  the  linke 
gratings by 180°. 
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Three general models vary according to the region considered critical for discriminating illusory 
contours  (Figure  29).  One  favors  a  predominant  role  of  lower‐tier  cortices  (V1/V2)  through 
feed‐forward and/or intrinsic long‐range horizontal interactions (von der Heydt and Peterhans, 
1989; Peterhans and von der Heydt, 1989; Grosof et al., 1993; Ffytche and Zeki, 1996; Sheth et 
al., 1996; Ramsden et al., 2001). Another favors higher‐tier cortices, principally lateral‐occipital 
cortex (LOC), as being the first to exhibit sensitivity to the presence of ICs(Mendola et al., 1999; 
Kruggel  et  al.,  2001; Pegna  et  al.,  2002; Murray  et  al.,  2002,  2004,  2006; Halgren  et  al.,  2003; 
Brighina et al., 2003; Foxe et al., 2005; de‐Wit et al., 2009; alsoLee and Nguyen, 2001; Sáry et al., 
2007, 2008). Still others postulate that the effects within LOC reflect sensitivity to salient regions 
demarcated  by  the  inducing  stimuli,  whereas  effects  within  V1/V2  reflect  sensitivity  to  the 
illusory contour itself, though likely driven by feedback from LOC and/or other regions(Stanley 
and Rubin, 2003; Yoshino et al., 2006; through see Shpaner et al., 2009). 
 
 
 
Figure 29:  Schema of the three models of illusory contour differentiations 
Model one supports a modulation “bottom‐up” of high‐level cortices to V1/V2 illusory contour differentiation. Model 
two  supports  an  illusory  differentiation  in  LOC  and  activities  in  other  region  are  due  to  a  “top‐down” modulation. 
Model  three  supports  a  salient  region  differentiation  in  LOC  and  a  illusory  contour  differentiation  in  V1/V2  “top‐
down” modulate by LOC. 
 
Support for one or another of these models is contingent upon the recording method and choice 
of  stimuli,  particularly  for  studies  in  humans.  Electroencephalographic  (EEG)  and  magneto‐
encephalographic  (MEG)  recordings  reliably  demonstrate  effects  within  LOC  at  ~100‐150ms 
post‐stimulus  onset  (Murray  et  al.,  2002a,  2004a,  2006),but  have  failed  to  document  early‐
latency effects within V1/V2; though embracing the null hypothesis is problematic. Late latency 
(presumably  feedback)  modulations  have  been  reported  based  on  MEG  (Ohtani  et  al.,  2002; 
Halgren  et  al.,  2003).In  the  case  of  hemodynamic  imaging,  evidence  for  IC  sensitivity  within 
V1/V2  is  similarly  unreliable.  Some  report  robust  effects  (Hirsch  et  al.,  1995;  Larsson  et  al., 
1999; Seghier et al., 2000; Maertens and Pollmann, 2005; Montaser‐Kouhsari et al., 2007), others 
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none  (Kruggel  et  al.,  2001;  Murray  et  al.,  2002b;  Stanley  and  Rubin,  2003),  and  still  others 
observed V1/V2 modulations with abutting  gratings but not Kanizsa‐type  stimuli  (Mendola  et 
al., 1999).  
Another  contributing  factor  is  therefore  the  choice  of  stimuli.  Investigations  in  animals  and 
humans suggest  that misaligned gratings elicit  larger  response modulations  than Kanizsa‐type 
stimuli  (Peterhans  and  von  der  Heydt,  1989;  Mendola  et  al.,  1999).  Psychophysical  data  in 
humans likewise indicate there to be perceptual differences between these stimuli (Petry et al., 
1983).  Abutting  gratings  are  advantageous  insofar  as  line  orientation  reliably modulates  low‐
level visual cortices in a bottom‐up manner(Shapley, 2007). By applying electrical neuroimaging 
analyses  of  visual  evoked  potentials  (VEPs;  (Murray  et  al.,  2008)  in  combination  with  a  2x2 
within subject design that varied grating orientation and IC presence, we were able to determine 
the timing, locus, and independence of orientation sensitivity and IC sensitivity. 
6.3.4 Materials and Methods 
6.3.4.a Participants 
A total of 18 individuals participated (9 males; 1 left‐handed) in this study, aged 20‐34 years at 
the time of EEG recording. No participant had a history of or current neurological or psychiatric 
illness. All  had normal  or  corrected‐to‐normal  vision. Data  from 3 participants were  excluded 
due to poor signal quality. The presented analyses are therefore based on a final population of 
15 subjects (7 males; 1 left‐handed), aged 20‐34. 
6.3.4.b Stimuli and Task 
The  stimuli  were  composed  of  vertical  and  horizontal  line  gratings  of  3  different  spatial 
frequencies (1, 2 and 3 cycles per degree) that appeared white on a black background (i.e. 100% 
contrast). These were the no contour (NC) stimuli. The  IC stimuli were created by misaligning 
the gratings by half a cycle. There were 2 possible shapes – a circle and a diamond. There were 
thus a total of 18 distinct stimuli, and the presentation of an IC stimulus was twice as likely as 
that of an NC stimulus (we return to this when discussing the analyses of the VEPs). The spatial 
frequency and induced shape were varied to minimize adaptation effects across trials. Analyses 
were based on a 2x2 within subject design,  involving  factors of  stimulus condition  (IC vs. NC) 
and orientation of the gratings (horizontal vs. vertical). 
The  stimuli  were  presented  within  the  context  of  an  interposed  auditory  experiment  that 
required  participants  to  discriminate  human  vocalizations  from  other  sound  sources 
(Aeschlimann et al., in preparation). No task was required with the visual stimuli (note that prior 
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studies  from  our  group  have  shown  nearly  identical  effects  with  Kanizsa‐type  stimuli  under 
active  and  passive  conditions;  Murray  et  al.,  2002).  Participants  were  instructed  to  fixate  a 
centrally presented crosshair and to avoid blinking during stimulus presentations. Visual stimuli 
were presented  for 200ms. The  inter‐stimulus  interval  (ISI) between  the end of  the sound (2s 
duration) and the visual stimuli (ISI1) varied from 500ms to 900ms. The ISI between the end of 
the  visual  stimuli  (ISI2)  and  the next  sound varied  according  to  the  equation  (ISI2=1400ms – 
ISI1;  ISI2  Ԗ  [500;900ms]).  The  order  of  visual  stimuli  within  a  block  of  trials  stimuli  was 
randomized,  but  each  stimulus  appeared  8  times  within  each  block.  Stimulus  delivery  and 
response  recordings were  controlled  by  E‐Prime  (Psychology  Software  Tools  Inc.,  Pittsburgh, 
USA;  www.pstnet.com/eprime).  Stimuli  were  presented  on  a  21”  CRT  monitor  at  a  viewing 
distance of 100cm from the participant. 
6.3.4.c EEG acquisition and pre­processing 
Continuous  EEG  was  acquired  at  1024Hz  through  a  160‐channel  Biosemi  ActiveTwo  AD‐box 
(http://www.biosemi.com) referenced to the common mode sense (CMS; active electrode) and 
grounded  to  the driven  right  leg  (DRL; passive  electrode), which  functions as  a  feedback  loop 
driving  the  average  potential  across  the  electrode montage  to  the  amplifier  zero  (full  details, 
including  a  diagram  of  this  circuitry,  can  be  found  at 
http://www.biosemi.com/faq/cms&drl.htm).  
EEG  epochs  were  time‐locked  to  the  presentation  of  visual  stimuli  and  spanned  100ms  pre‐
stimulus and 500ms post‐stimulus. Epochs with amplitude deviations in excess of ±80µV at any 
channel,  with  the  exception  of  those  labeled  as  ‘bad’  due  to  poor  electrode‐skin  contact  or 
damage,  were  considered  artifacts  and  were  excluded.  Likewise,  trials  with  blinks  or  other 
transients were excluded off‐line based on vertical and horizontal electrooculograms. Data from 
‘bad’ channels were interpolated using 3D splines (Perrin et al. 1987). Prior to group‐averaging 
VEPs,  data  were  band‐pass  filtered  (0.1‐60Hz),  re‐calculated  to  an  average  reference,  and 
baseline corrected using the pre‐stimulus interval. For each participant, 6 VEPs were calculated 
that were each based on  the acceptance of ~200 epochs  (average  across subject  range 202  to 
206; F(5,70)=28.8, p=0.31). There were three stimulus varieties (NC, IC when forming a diamond, 
and  IC when  forming  a  circle)  and  two grating orientations  (horizontal  and vertical). Because 
preliminary  VEP  analyses  failed  to  reveal  differences  between  IC  conditions  that  formed  a 
diamond vs. circle, we collapsed these data in subsequent analyses by repeating the entry of the 
NC condition in the ANOVA. Analyses reported here are therefore based on a 2x2 within subjects 
design,  including factors of stimulus condition (IC vs. NC) and stimulus orientation (horizontal 
vs. vertical gratings). 
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6.3.4.d EEG analyses 
The  analyses  were  performed  using  the  Cartool  software  programmed  by  Denis  Brunet 
(http://brainmapping.unige.ch/Cartool.htm). Effects were identified with an analysis procedure, 
referred to as electrical neuroimaging, which quantifies reference‐independent global measures 
of  the  electric  field  at  the  scalp  as well  as distributed  source  estimations  (Michel  et  al.,  2004; 
Murray  et  al.,  2008).  Because  our  previous  investigations  have  reliably  demonstrated  that  IC 
sensitivity stems from modulations in response strength and not response topography (Murray 
et  al.,  2004b,  2006;  Foxe  et  al.,  2005;  Shpaner  et  al.,  2009),  we  focused  our  analyses  of  the 
electric  field  at  the  scalp  on  the  quantification  of  global  field  power  (GFP;  Lehmann  and 
Skrandies, 1980). GFP equals  the spatial  standard deviation across  the electrode montage and 
yields larger values for stronger responses (Koenig and Melie‐García, 2010). GFP values at each 
time  point  were  compared with  a  repeated measures  ANOVA.  To  account  for  temporal  auto‐
correlation, only effects (p<0.05) persisting for at least 11 time frames (>10ms) were considered 
reliable (Guthrie and Buchwald, 1991). 
In  addition,  we  estimated  the  intracranial  sources  of  the  VEPs  as  a  function  of  time  using  a 
distributed  linear  inverse  solution  (ELECTRA)  and  applying  the  local  autoregressive  average 
(LAURA) regularization approach to address the non‐uniqueness of the inverse problem (Grave 
de Peralta Menendez et al., 2001, 2004; Michel et  al., 2004). The  inverse solution algorithm  is 
based on biophysical principles derived from the quasi‐static Maxwell's equations; most notably 
the  fact  that  independent  of  the  volume  conductor  model  used  to  describe  the  head,  only 
irrotational and not solenoidal currents contribute to the EEG (Grave de Peralta Menendez et al., 
2001,  2004).  As  part  of  the  regularization  strategy,  homogenous  regression  coefficients  in  all 
directions and within the whole solution space were used. LAURA uses a realistic head model, 
and  the  solution  space  included  3005  nodes,  selected  from  a  6  ×  6  ×  6  mm  grid  equally 
distributed  within  the  gray  matter  of  the  Montreal  Neurological  Institute's  average  brain 
(courtesy  of  Grave  de  Peralta  Menendez  and  Gonzalez  Andino;  http://www.electrical‐
neuroimaging.ch/).  The  head model  and  lead  field matrix  were  generated  with  the  Spherical 
Model with Anatomical Constraints (SMAC;Spinelli et al., 2000). As an output, LAURA provides 
current density measures;  the scalar values of which were evaluated at each node. Prior basic 
and clinical research has documented and discussed in detail the spatial accuracy of this inverse 
solution  (e.g.Grave  de  Peralta  Menendez  et  al.,  2004;  Michel  et  al.,  2004;  Gonzalez  Andino, 
Michel,  et  al.,  2005;  Gonzalez  Andino, Murray,  et  al.,  2005; Martuzzi  et  al.,  2009).  The  source 
estimations were calculated for each time point, subject and condition. These data matrices were 
then submitted to a repeated measures ANOVA as a function of time (see also Britz and Michel, 
2010).  To  partially  correct  for  multiple  testing  and  temporal  auto‐correlation  we  applied  an 
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significance  threshold  of  p<0.01,  a  temporal  criterion  of  11  consecutive  time‐frames, and  a 
spatial  extent  criterion  of  15  contiguous  solution  points  (see  also  De  Lucia  et  al.,  2010  for  a 
similar approach). 
6.3.5 Results 
We would remind the reader that the subjects passively viewed the visual stimuli while centrally 
fixating  (i.e.  subjects  were  performing  a  task  on  intervening  sounds).  As  such,  there  are  no 
behavioral  results  to  report,  though prior work has  shown near‐ceiling performance on when 
discriminating  the presence vs.  absence of Kanizsa‐type  illusory  contours  and nearly  identical 
VEP modulations for active vs. passive viewing conditions (e.g. Murray et al., 2002).  
A first level of analysis of the VEP was performed using individual voltage waveforms, though we 
would remind the reader that our conclusions were based on reference‐independent measures. 
VEPs from an occipital midline electrode (OZ) and a parieto‐occipital electrode (PO6) are shown 
in Figure 30. Visual  inspection of  these waveforms was suggestive of  two stages of differential 
responses: first an orientation differentiation (~60ms) followed by a modulation as a function of 
IC presence vs. absence  (~100ms). These observations were statistically evaluated via a  time‐
point  by  time‐point  2x2  repeated  measures  ANOVA.  There  was  a  main  effect  of  stimulus 
orientation (63‐74ms at Oz and 74‐112ms and 209‐297ms at PO6). There was also a main effect 
of  stimulus  condition  (228‐291ms  and 355‐387ms  for Oz  and 107‐143ms and 241‐291ms  for 
PO6). There was no evidence for an interaction at any latency. 
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Figure 30 : misaligned gratings article waveform results 
Exemplar group‐average VEPs for parietal occipital electrodes PO6 and occipital electrodes OZ. In these plots the red 
lines represent the illusory contour (IC) stimulus condition and the blue lines the non‐illusory contour (NC) stimulus 
condition.  Solid  lines  refer  to  the  horizontal  stimulus  condition  and  the  dotted  to  the  vertical  stimulus  condition. 
Below each electrode panel a statistical display shows  the results of a  time‐point by  time‐point  repeated measures 
ANOVA for each electrode (F(1,14); alpha ≤0.05; temporal criterion of at least 11 contiguous time‐points). 
 
 
As  described  in  the  Materials  and  Methods,  the  VEP  data  were  analyzed  using  electrical 
neuroimaging  methods;  here  principally  in  terms  of  reference‐independent  GFP  waveforms. 
Group‐averaged  GFP  waveforms  from  each  condition  are  displayed  in  Figure  31.  As  above, 
Visual inspection of these waveforms suggests there to be differences as a function of stimulus 
orientation followed by effects of stimulus condition. These millisecond‐wise 2x2 ANOVA on the 
GFP  revealed  a  main  effect  of  stimulus  orientation  over  the  65‐107ms,  128‐175ms  and  365‐
400ms  post‐stimulus  intervals.  Responses  over  the  initial  ~100ms  were  generally  stronger 
responses  to  the  ‘vertical’  than  ‘horizontal’  condition  (Maffei  and Campbell,  1970).  There was 
also  a  main  effect  of  stimulus  condition  over  the  85‐102ms  and  371‐387ms  post‐stimulus 
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intervals, with generally stronger responses to IC than NC stimuli. There was no evidence for an 
interaction at any latency. 
 
 
Figure 31: misaligned gratings article ; GFP results 
Group‐average global  field power (GFP) waveforms conventions for the plots are  identical  to those in Figure 3. The 
bottom panel displays the results of a time‐point by time‐point repeated measures ANOVA on the GFP (F(1,14); alpha 
≤0.05; temporal criterion of at least 11 contiguous time‐points) 
 
 
Given the above GFP results, the analyses of the source estimations focused on the initial 200ms 
post‐stimulus  interval.  The  repeated  measures  ANOVA  revealed  a  main  effect  of  stimulus 
orientation over the ~60‐90ms post‐stimulus period that was located in bilateral occipital and 
temporal  regions,  including  the  calcarine  sulcus,  with  stronger  responses  to  vertical  than 
horizontal stimuli (Figure 32; red traces). A visualization of the distribution of this main effect is 
displayed at 66ms post‐stimulus onset. There was a main effect of stimulus condition over the 
~80‐130ms  post‐stimulus  period  that  was  located  first  within  left  temporo‐parietal  regions 
(~80‐110ms) and subsequently within right temporo‐parietal regions (~100‐130ms; Figure 32, 
blue  traces). Source estimations were stronger  for  IC  than NC stimuli. These regions extended 
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along a dorsal‐ventral axis to include lateral occipital cortices (see e.g. Table 3 in Grill‐Spector et 
al., 1998). Finally and in general agreement with evidence from MEG for IC sensitivity within the 
occipital pole (and presumably V1/V2) at relatively late post‐stimulus latencies (Halgren et al., 
2003), we also observed a main effect of stimulus condition over the ~280‐340ms post‐stimulus 
period that  included effects within  the calcarine sulcus as well as  lateral and  inferior occipito‐
temporal cortices (Figure 33). 
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Figure 32: misaligned gratings article ; source estimation results over 0­200ms  
Statistical  analyses of  source  estimations over  the  initial  200ms post‐stimulus  interval. The upper panel displays  a 
time‐point  by  time‐point  repeated  measures  ANOVA  on  the  source  estimations  (F(1,14);  alpha  ≤0.01;  temporal 
criterion of at least 11 contiguous time‐points and spatial extent criterion of 15 contiguous solution points). The red 
color  represents  the main  effect  of  stimulus  orientation  and  the  blue  color  represents  the main  effect  of  stimulus 
condition. The bottom panel displays  the distribution of  significant  effects  at  an  exemplar  instant  (left  and bottom 
panel: the main effect of stimulus orientation at 66ms; right and bottom panel: the main effect of stimulus condition at 
100ms). 
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Figure 33 : misaligned gratings article ; source estimation results over 200­400ms  
t  Statistical  analyses  of  source  estimations  over  the 200‐400ms post‐stimulus  interval. The upper panel  displays  a 
time‐point  by  time‐point  repeated  measures  ANOVA  on  the  source  estimations  (F(1,14);  alpha  ≤0.01;  temporal 
criterion of at least 11 contiguous time‐points and spatial extent criterion of 15 contiguous solution points). The red 
color  represents  the main  effect  of  stimulus  orientation  and  the  blue  color  represents  the main  effect  of  stimulus 
condition. The bottom panel displays the distribution of significant effects at an exemplar instant (the main effect of 
stimulus condition at 306ms). 
 
6.3.6 Discussion 
The present study set out to resolve discordances across extant models of IC sensitivity. To do 
this,  we  recorded  VEPs  in  response  to  misaligned  line  gratings  that  in  turn  induced  the 
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perception  of  illusory  contour  shapes. Moreover,  by  varying  the  orientation  of  these  gratings 
(both when inducing an IC and not), we could assay responsiveness of low‐level visual cortices. 
The application of electrical neuroimaging analyses to these VEPs allowed us to determine both 
the  temporal and spatial dynamics of  IC sensitivity  relative  to  that  for grating orientation. We 
show that sensitivity to grating orientation transpires over the 60‐90ms post‐stimulus interval, 
principally  within  the  calcarine  sulcus,  and  prior  to  IC  sensitivity  over  the  80‐110ms  post‐
stimulus interval, principally within the LOC (though later effects were observed within V1/V2). 
There was no evidence for interactions between the sensitivity to each of these features. As such, 
the collective data provide further support to models of IC sensitivity within the LOC that in turn 
mediates subsequent effects within V1/V2.  
One major advance of the present study is that the line grating stimuli on the one hand allowed 
us  to have  a  stimulus  that  reliably modulates  responses within  V1/V2  and on  the  other hand 
controlled for the presence of salient regions in the stimuli (this latter point is discussed in detail 
below).  Analyses  both  at  the  level  of  surface  VEPs  and  estimations  of  intracranial  sources 
indicate  that  sensitivity  to  grating  orientation  occurred  during  the  initial  stages  of  visual 
processing (60‐90ms) within regions within the calcarine sulcus and surrounding cortices. This 
effect  coincides  with  the  C1  component  of  the  VEP,  which  is  known  to  include  prominent 
generators within V1/V2 (Clark et al., 1995; Foxe et al., 2008) (Foxe and Simpson, 2002). This 
effect of orientation  sensitivity was  followed by  IC  sensitivity  (80‐110ms) within  the LOC and 
extended dorsally into parietal regions (though excluding modulations at this latency within the 
calcarine sulcus; Figure 32). Subsequent stages of IC sensitivity (~280‐340ms), however, indeed 
demonstrated  effects  within  the  calcarine  sulcus  (and  likely  V1/V2).  Additionally,  the  high 
temporal  resolution of  electrical neuroimaging allowed us  to  situate  IC  sensitivity  in  time and 
space with respect to these modulations within V1/V2. This collective pattern demonstrates the 
appropriateness of the stimuli as well as the sensitivity of our electrical neuroimaging methods 
to  produce  reliable  effects within  lower‐tier  visual  cortices.  However, we would  acknowledge 
that  despite  using  160‐channel  VEPs  and  being  able  to  detect  modulations  in  GFP,  we  were 
unable  to  document  topographic  (and  therefore  generator  configuration)  differences  between 
the horizontal and vertical orientations, which would constitute evidence  for  the sensitivity of 
surface‐recorded VEPs to the differential activity of sub‐populations of neurons (e.g. orientation 
columns) within lower‐tier visual cortices. This sensitivity awaits further advances in EEG/MEG 
methods.  
That  IC  sensitivity  occurs  first within  the LOC  is  highly  consistent with  results  using Kanizsa‐
type  stimuli.  In  a  series  of  studies  by  our  group  (Pegna  et  al.  (2002); Murray  et  al.(2002, 
2004, 2006); Foxe et al.(2005); Shpaner et al.(2009)) it was shown that IC sensitivity onsets 
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~90ms post‐stimulus within LOC irrespective of contrast polarity, modal vs. amodal completion, 
active  vs.  passive  viewing,  and  accuracy  during  IC  curvature  discrimination.  In  all  cases,  IC 
sensitivity  manifested  as  a  modulation  in  response  strength  (i.e.  GFP)  with  no  evidence  for 
topographic  differences  relative  to  the  NC  condition.  Parsimony  thus  favors  a  mechanism 
whereby a configuration of statistically indistinguishable intracranial generators responds more 
strongly  to  IC  presence  than  absence,  which was  further  confirmed  by  source  estimations  in 
these  studies. This pattern  is highly  consistent with  findings  at  the  single‐cell  level  in animals 
(Peterhans and von der Heydt, 1989; Lee and Nguyen, 2001; Sáry et al., 2007), as well as 
with MEG recordings (Halgren et al., 2003) and functional magnetic resonance imaging (fMRI) 
investigations in humans (Hirsch et al., 1995; Mendola et al., 1999; Kruggel et al., 2001).  
The present findings extend this pattern to show that misaligned line gratings elicit qualitatively 
similar effects as Kanizsa‐type stimuli in their timing, directionality, and localization. Using MEG, 
Ohtani  et  al.  (2002)  described  IC  sensitivity  to misaligned  line  gratings  over  the  80‐150ms 
post‐stimulus period. However, effects were only reliable in just two of the four subjects. In their 
seminal  fMRI  study, Mendola  et  al.  (1999)  found  larger  effects  of  IC  sensitivity  induced  by 
misaligned  gratings  than  by  Kanizsa‐type  stimuli  (additional  conditions  included  stereopsis‐
defined  and  luminance‐defined  shapes).  It will  therefore  be  of  interest  for  future  research  or 
meta‐analyses  to  establish  a  quantitative  metric  of  IC  sensitivity  for  different  varieties  of 
inducers  based  on EEG data. More  recently, Montaser‐Kouhsari  et  al.  (2007)  examined  the 
impact of grating orientation on adaptation to ICs as measured with fMRI from four observers. 
While  they  observed  orientation‐sensitive  adaptation  effects  throughout  visual  cortices,  they 
were  larger  within  higher‐tier  than  lower‐tier  regions.  This  increase  across  regions  was 
furthermore not  readily  explained by passive  transmission of  effects  (perhaps  in  a  bottom‐up 
fashion)  from  lower‐tier  to higher‐tier  regions.  Instead,  they  leave open  the possibility  that  IC 
sensitivity  and  its  adaption  may  originate  within  higher‐tier  regions,  including  LOC,  and 
acknowledge the need for measurements with higher temporal resolution. The present electrical 
neuroimaging study provides this temporal  information as well as a degree of spatial  location. 
While  we  were  not  able  to  detect  any  interactions  between  IC  sensitivity  and  orientation 
sensitivity  here,  applying  an  adatption  paradigm  similar  to  that  in  Montaser‐Kouhsari  et  al. 
(2007) and/or other task parameters explicitly requiring attention to stimulus orientation may 
uncover  finer  levels  of  interaction  between  contour  and  orientation  processes.  Such 
notwithstanding,  the present  findings do provide  indicate a degree of successive processing of 
orientation  information  first  within  lower‐tier  visual  cortices  and  subsequently  contour 
information within higher‐tier visual cortices.    
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While the present data clearly support a model of IC sensitivity wherein effects within lower‐tier 
visual  cortices  (V1/V2)  are  driven  by  feedback  activity  from  the  LOC  (and  perhaps  also 
elsewhere), it could still be contended that it is salient regions of the stimuli rather than illusory 
contours per se that are being treated within the LOC and that sensitivity to the ICs themselves 
is a function specific to V1/V2 (see Model 3 in Figure 29). This model was initially put forward 
by  Stanely  and  Rubin  (2003)  based  on  fMRI  results  showing  equivalent  depth  of modulation 
within  the LOC  to Kanizsa‐type  ICs  as well  as  rounded versions  of  these  stimuli  that  lacked  a 
perception of  bound  contours.  It  is worth noting,  however,  that while  their model proposes  a 
differential  response  within  V1/V2  to  ICs  versus  these  rounded  versions,  their  actual  data 
provide no direct evidence for such. More recently, Shpaner et al. (2009) conducted an electrical 
neuroimaging study with similar stimuli to directly assess this model and its inherent temporal 
predictions. They found that initial responses within the LOC were significantly stronger for IC 
stimuli  than  to  rounded versions of  the  stimuli  and  also differed  topographically.  Thus,  initial 
responsiveness within the LOC cannot simply reflect the discrimination of salient regions within 
the visual scene. However, as neither they nor Stanley and Rubin (2003) reported evidence for 
IC sensitivity (early or late) within V1/V2, it is impossible from these data alone to completely 
dismiss other models proposing feedforward IC sensitivity within V1/V2 (cf. model 1 in Figure 
29). Likewise, neither of these studies provided evidence for V1/V2 responsiveness to another 
stimulus parameter against which they could situate the timing (and/or magnitude in the case of 
fMRI)  IC  sensitivity.  Instead,  data  from Mendola  et  al.  (1999)  speak  to  this  issue  by  showing  
stronger IC effects within the LOC and other higher‐tier visual cortices with stimuli with lower 
spatial frequencies (and by extension fewer line endings that could arguably be said to provide 
information concerning salient regions in the image; cf. their Figure 6). 
In conclusion, the present study combined an optimized stimulus with state‐of‐the‐art analyses 
of  scalp‐recorded  VEPs  to  provide  spatio‐temporal  information  regarding  mechanisms  of 
illusory contour sensitivity in humans. As such, we were able to disambiguate competing models 
generated  from  a  combination  of  evidence  from  humans  and  animals.  First,  the  initial  IC 
sensitivity we  documented was  subsequent  to  and  spatially  distinct  from preceding  effects  of 
grating orientation. This allowed us to invalidate models based on early, feedforward sensitivity 
within V1/V2 (von der Heydt and Peterhans, 1989; Peterhans and von der Heydt, 1989; 
Ffytche and Zeki, 1996; Ramsden et al., 2001). Second, the consistency of the present effects 
using  line  gratings  with  our  and  others’  previous  observations  using  Kanizsa‐type  stimuli 
(Herrmann and Bosch, 2001; Murray et al., 2002, 2004, 2006) allowed us to invalidate models 
claiming that initial responsiveness within the LOC is due to the detection of salient regions that 
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in turn drive IC sensitivity within V1/V2. Instead, the collective results support models wherein 
IC sensitivity occurs first within the LOC.  
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