We apply a novel 3-D multiobservable probabilistic tomography method that we have recently developed and benchmarked, to directly image the thermochemical structure of the Colorado Plateau and surrounding areas by jointly inverting P wave and S wave teleseismic arrival times, Rayleigh wave dispersion data, Bouguer anomalies, satellite-derived gravity gradients, geoid height, absolute (local and dynamic) elevation, and surface heat flow data. The temperature and compositional structures recovered by our inversion reveal a high level of correlation between recent basaltic magmatism and zones of high temperature and low Mg# (i.e., refertilized mantle) in the lithosphere, consistent with independent geochemical data. However, the lithospheric mantle is overall characterized by a highly heterogeneous thermochemical structure, with only some features correlating well with either Proterozoic and/or Cenozoic crustal structures. This suggests that most of the present-day deep lithospheric architecture reflects the superposition of numerous geodynamic events of different scale and nature to those that created major crustal structures. This is consistent with the complex lithosphere-asthenosphere system that we image, which exhibits a variety of multiscale feedback mechanisms (e.g., small-scale convection, magmatic intrusion, delamination, etc.) driving surface processes. Our results also suggest that most of the present-day elevation in the Colorado Plateau and surrounding regions is the result of thermochemical buoyancy sources within the lithosphere, with dynamic effects (from sublithospheric mantle flow) contributing only locally up to ∼15-35%.
Introduction
The western U.S. has undergone extensive tectonomagmatic activity since the Laramide orogeny , including episodes of flat subduction, crustal shortening, lithospheric delamination/alteration, crustal extension, voluminous volcanism, and epeirogenesis [cf. Humphreys et al., 2003; Humphreys and Coblentz, 2007; Karlstrom et al., 2012] . Despite being one of the better studied regions in the world, a number of key questions regarding the tectonic evolution of Western-Central U.S. remain contentious [cf. Humphreys and Coblentz, 2007; Karlstrom et al., 2012] . Foremost among these are the evolution and present-day structure of the lithosphere-asthenosphere boundary (LAB) and the thermochemical structure of the lithosphere, including its role in the rise and tectonic stability of the Colorado Plateau (CP). Numerous studies have addressed these issues, yet often with contrasting results. For instance, lithospheric thickness is commonly estimated either from seismic proxies, xenolith thermobarometry, gravity studies, magnetotelluric studies, or thermal/isostiatic modeling. There is no a priori reason, however, why the results from these diverse methods should be strictly comparable, consistent, or compatible, despite the fact that they all sample the same structure (see discussion in Afonso et al. [2016] ). In the Western-Central U.S., there are only a handful of studies that explicitly attempt to estimate lithospheric thickness/geometry, and their predictions differ considerably in scale and magnitude [Yuan and Romanowicz, 2010; Levander et al., 2011; Kumar et al., 2012; Hansen et al., 2013; Becker et al., 2014; Pasyanos et al., 2014; Lekic and Fisher, 2014] .
RESEARCH ARTICLE
Significant controversy also exists regarding the causes for the contrasting tectonomagmatic activity and epirogenesis experienced by the CP and surrounding provinces. In the case of the CP high topography and stability, most early, and some recent, ideas favor lithospheric features/processes as the main cause [e.g., Spencer, 1996; McQuarrie and Chase, 2000; Humphreys et al., 2003; Roy et al., 2009; Jones et al., 2015; Molnar et al., 2015] . In these studies, specific inferred features of either the crust (e.g., strong lower crust, hydration) or the whole lithosphere (e.g., metasomatism of a depleted mantle, widespread heating) are thought to have controlled the post-Laramide evolution of topography and tectonic stability of the CP. In contrast, deeper dynamic or mantle convection mechanisms have become increasingly invoked [e.g., van Wijk et al., 2010; Liu and Gurnis, 2010; Karlstrom et al., 2012; Flament et al., 2013; Becker et al., 2014; Liu, 2015] . While such convection models have the advantage of explicitly considering the dynamic state of the lithosphere-mantle system, they typically greatly simplify lithospheric structure, thus implicitly favoring dynamic causes to explain most or all of the topography. This conclusion is at odds with abundant evidence in Western U.S. and worldwide in support of large compositional, seismic, and structural heterogeneities within the lithosphere (either in its crustal or mantle component) correlating with the location of topographic anomalies, major tectonic boundaries, foci of magma intrusion, and major ore deposits [e.g., Doin et al., 1996; Griffin et al., 2009 Griffin et al., , 2013 Begg et al., 2009; Crow et al., 2011; Hasterok and Chapman, 2007; Levandowski et al., 2014; Jones et al., 2015; Molnar et al., 2015] ; these suggest that the thermochemical structure of the lithosphere is a key factor in modulating or controlling surface processes. This view is also consistent with the global distribution of free air, geoid and isostatic anomalies [e.g., Haxby and Turcotte, 1978; Molnar et al., 2015] , and our current understanding of cold thermal boundary layers in planetary interiors (the bathymetry of oceanic plates being the prime example) [e.g., Parsons and Sclater, 1977; Parsons and Daly, 1983] .
At least part of the controversy lies in the fact that reliable estimates of the 3-D temperature distribution and compositional structure beneath continents, strictly necessary to assess the roles of intralithospheric versus deeper processes, are difficult to obtain and surrounded by methodological controversy. For instance, it is well known that in order to isolate temperature from compositional effects in the mantle, data sets sensitive to both absolute seismic velocities (ideally both Vs and Vp) and bulk density need to be combined with an appropriate description of temperature-dependent anelastic effects [e.g., Forte and Perry, 2000; Karato and Karki, 2001; Deschamps et al., 2002; Lee, 2003; Jackson and Faul, 2010; Afonso et al., 2010 Afonso et al., , 2013a . However, the formal combination of these data sets (not models!) is far from straightforward and rarely performed. Furthermore, Afonso et al. [2013a Afonso et al. [ , 2016 clearly demonstrated that within the peridotitic compositional space, the solution to the joint inversion for bulk density and seismic velocities is highly nonunique, and special care needs to be taken in selecting appropriate and representative a priori compositional information. By overlooking the above issues, we seriously limit our ability to achieve a deeper understanding of important features and processes in the Earth's interior and their surface expressions (see review by Afonso et al. [2016] ). The problem is aggravated by the fact that vastly different and competing mechanisms can explain some observations equally well. For instance, the late Cenozoic uplift of the edges of the plateau and the associated volcanism can be explained either by the effects of small-scale circulation along the edges of the plateau [e.g., van Wijk et al., 2010] or by allowing simple conductive heating of a variable-thickness lithospheric plate [Roy et al., 2009] . Likewise, the high elevation of the interior of the plateau can be explained by compositional anomalies within the lithosphere, by crustal effects, or by deep dynamic support from sublithospheric mantle flow (see references above).
Data Sets and Their Uncertainties

Nonseismic Data Sets
Bouguer anomalies were obtained from the continent-wide compilation by Kucks [1999] and elevation data from the ETOPO2v2 Global Database (http://www.ngdc.noaa.gov/mgg/fliers/06mgg01.html). To minimize incompatibilities arising from differences between the shallow inverted densities I and the assumed reduction density r = 2670 kg m −3 in the original gravity data, a standard correction ΔBc = 2 Gh( I − r ) is applied to the original Bouguer anomalies during the inversion.
Gravity gradients were taken from the satellite mission GOCE [Pail et al., 2011] . In particular, we used the satellite-only global Earth model GOCO03S (http://www.goco.eu/) and computed the gradients up to degree and order 220 at a height of 100 km using a spherical harmonics synthesis code [Fullea et al., 2015] . At this height, the diagonal components of the Marussi tensor (especially the vertical component) have good signal-to-noise ratio and sensitivity to crustal and uppermost mantle structure [e.g., Bouman et al., 2013] .
Geoid heights were taken from the global Earth model EGM2008, which includes spherical harmonic coefficients up to degree and order 2190 [Pavlis et al., 2012] . The total geoid signal was filtered to remove long wavelengths associated with density anomalies deeper than ∼400 km (i.e., degrees 2-9 removed).
Surface heat flow values were obtained by interpolating available data points (measurements) included in the Geothermal Map of North America (http://smu.edu/geothermal/2004NAMap/2004NAmap.htm). We ignored a few outliers in the original database with values >200 or <25 mW m 2 , as they clearly reflect local conditions such as shallow underground water flow, not representative of the deeper thermal structure.
Uncertainties for elevation, gravity anomalies, gravity gradients, and geoid height were computed as follows: for each column used to discretize the 3-D volume ( Figure 2a and next section), we read all available values in the data set located within the area covered by the column. We then compute the mean and variance of all values. The means represent the input data for each column, while the variances are used to obtain the associated standard deviation . These are not true observational uncertainties, but rather a measure of the natural variability of the fields within each column's surface (observational uncertainties are much smaller and thus ignored here). A similar procedure was used for surface heat flow where enough data points were available. In regions where the original coverage was not dense enough, we assigned a minimum uncertainty of 15%.
Seismic Data Sets 2.2.1. Rayleigh Wave Dispersion Data
Rayleigh wave dispersion curves at periods from 8 to 150 s were obtained from the combination of ambient noise tomography and teleseismic surface wave tomography. At periods from 8 s to 40 s, Rayleigh wave dispersion curves are taken from the phase velocity maps of Shen et al. [2013] . These authors used ambient noise tomography and eikonal tomography to obtain dispersion velocity maps and associated uncertainties. This method constructs a phase travel time map centered at each station using phase travel times measured from cross correlations of ambient noise between the central station and other stations in a seismic array [Lin et al., 2010] . The phase velocity map centered at each station is obtained by converting the phase travel time map using the eikonal equation [cf. Shearer, 2009 ]. The final phase velocity maps are obtained by averaging each AFONSO ET AL.
THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. Distribution of the teleseismic events (red circles) from which a total of 22,220 teleseismic travel times (both S and P sources) were selected for this study. Phases used include P, PP, PKiKP, PcP, S, and ScS phases.
station-centered phase velocity map, and the associated uncertainties are evaluated by the variations of the individual phase velocity maps [Lin et al., 2010] .
For periods between 40 and 150 s, Rayleigh wave dispersion curves were obtained by inverting teleseismic surface waves using two-plane-wave tomography [e.g., Yang and Forsyth, 2006] . We selected about 300 TA stations within our study area and collected about 450 teleseismic events recorded between 2007 and 2009 with magnitudes >5.5 and epicentral distances longer than 3000 km. Because our study region is large, with an aperture >1000 km, which exceeded the limitation of plane wave assumption in Cartesian and spherical coordinates, we divide the whole area into four subregions with nearly equal area. The interference of two plane waves is used to model an incoming surface wavefield propagating in each subregion separately with a total of eight plane waves to represent the full incoming wavefield. Surface wave tomography is performed jointly over the whole region by calculating the sensitivities of phase and amplitude of each plane wave to phase velocity maps using 2-D finite-frequency sensitivity kernels [Zhou et al., 2006] . Uncertainties in phase velocities are estimated from the a posteriori model covariance matrix [Yang and Forsyth, 2006] based on the propagation of data uncertainties, which are evaluated using an average data misfit for each event. More details on these procedures can be found in Yang et al. [2008] .
Body Wave Data Set
The body wave data used in the inversion was taken from the EarthScope/U.S. Transportable Array ( Figure 1a ) and is composed of 15,568 teleseismic travel times from 236 P sources and 6652 travel times from 100 S sources ( Figure 1b ). Phases used include P, PP, PKiKP, PcP, S, and ScS phases from sources with magnitudes >5.8.
To improve the coverage from the north, additional P wave arrivals with north directed back azimuths were selected from high-quality magnitude 5.2-5.6 events. P traces were filtered between 0.1 and 2 Hz, whereas S traces were filtered between 0.01 and 1 Hz, then aligned through multichannel cross correlation [Van Decar and Crosson, 1990] . Uncertainties associated with each travel time were estimated from the variances obtained during the least squares solution of the systems of linear equations for relative arrival times [Van Decar and Crosson, 1990 ].
Probabilistic Inversion
As explained in Afonso et al. [2013b] , the entire inversion is based on a Markov chain Monte Carlo (MCMC) approach and involves two main stages: In the first exploratory stage, we subdivide the 3-D volume into individual 1-D rectangular columns (140 1 ∘ × 1 ∘ columns in this study) and invert a subset of the entire data vector in each column using those observables that are most sensitive to the 1-D subsurface structure (i.e., surface-wave dispersion curves, surface heat flow, geoid height under a 1-D approximation, and absolute elevation assuming lithospheric isostasy). The vertical parameterization of each column is illustrated in Figure 2b and described in the next section. Relatively large theoretical uncertainties are assigned to the forward solvers to compensate for the 1-D approximation and avoid overrestricting the parameter space during AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. et al. [2013b] ). Each column has three discretization scales used in solving the forward problems. The finest scale (represented as red points along the geotherm in Figure 2b ) is used to perform all computations related to the forward problems (e.g., geotherm computation, dispersion curves, etc); the internodal distance of this mesh is typically ⩽2 km. The intermediate scale is represented by the so-called "thermodynamic nodes" (circles along the geotherm), at which the energy minimization problem is solved; the properties obtained at these nodes are linearly interpolated to the nodes of the fine scale mesh when solving the forward problems. The coarsest scale is represented by the mantle compositional layers and the crustal layers [see Afonso et al., 2013b] . Sublithospheric thermodynamic nodes in white (11, 13, and 15) are nodes at which the temperature is a free parameter retrieved by the inversion; temperatures at intermediate nodes (i.e., 12 and 14) are computed by linear interpolation from the values at these nodes. Note that as the LAB depth is itself a free parameter, the depth of the thermodynamic nodes (and compositional layers) changes in each iteration of the MCMC inversion.
this exploratory stage [cf. Afonso et al., 2013b] . All free parameters included in, and retrieved by, the inversion are listed in Table 1 .
We set the initial parameter space large enough to include all plausible parameter configurations (see next section; Table 1 ). Since most of the observables used in this stage are strongly sensitive to the main model parameters (e.g., temperature structure, Moho depth, etc.), the initial parameter space is greatly reduced once the first inversion stage is completed. During this stage, we use the Delayed Rejection Adaptive Metropolis algorithm [Haario et al., 2006] to obtain a population of acceptable models (i.e., realizations) that are broadly consistent with the aforementioned data. Numerous tests indicate that, at this stage, ∼300,000 realizations per column are enough to reach stationarity of the chain. To be conservative, a total of 400,000 realizations were run for each column; a typical acceptance rate is ∼35-40%.
Once the first stage is completed, we use the resulting population of acceptable models as priors in the second full 3-D stage ("refinement stage" of Afonso et al. [2013b] ), where the entire data vector (gravity anomalies, 3-D geoid anomalies, gravity gradients, body wave travel times, etc.) is inverted using a standard Metropolis-Hastings algorithm. The initial 3-D model (i.e., starting point of the simulation chain) is constructed by assembling the maximum likelihood models of each 1-D column. New models are obtained by randomly choosing a column and sampling from its prior distribution one parameter at a time to guarantee a satisfactory acceptance rate. Effectively, this process "updates" our prior belief (the previous posterior) by adding new information to the problem [cf. Kitanidis, 2011; Biegler et al., 2011; Afonso et al., 2013b] . The final posterior distribution (i.e., a joint probability function in the parameter and data space) obtained after this second stage therefore represents our best "state of knowledge" and constitutes the most general solution to our inverse problem. A step-by-step description of the entire procedure is included in Figure 3 and details are given in Afonso et al. [2013b] . The total number of realizations needed to achieve stationarity during this stage is ∼7 × 10 6 , with a typical acceptance rate of ∼30-35%.
In contrast to traditional tomography techniques, the primary variables in our inversion are temperature, major-element composition, and pressure rather than seismic velocity, electrical conductivity, or density. These "secondary parameters" are obtained for each specific realization of the primary variables (i.e., a specific thermochemical Earth model) by solving a Gibbs free-energy minimization problem AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. Afonso et al. (2013a) , which are functions of Al 2 O 3 content; SiO 2 is computed as 100 -(MgO+Al 2 O 3 +CaO+FeO). T 410 , T int , and T sublith are the temperatures of thermodynamic nodes 15 (bottom of model), 13 (intermediate sublithospheric node), and 11 (first sublithospheric node) in Figure 2 . STP density i are the bulk densities for each crustal layer at standard PT conditions (i.e., surface). These values can be easily associated with specific compositions. The actual vertical density structure used in each forward model is a function of the current geotherm and pressure distribution according to the assumed coefficient of thermal expansion (CTE) and compressibility ( ) for each crustal layer i; these are listed in Table 2 . Δh i are the thickness variations allowed for each crustal layer i (i=1 is upper crust/sediments, i=2 is middle crust and i=3 is lower crust). The initial sediment cover and total crustal thickness is taken from the work of Shen et al. (2013) . In the case of Δh 3 , we use the uncertainties reported in Shen et al. (2013) . RHP is the mean volumetric radiogenic heat production of crustal layers 1 and 2 (for layer 3 we assume a constant value of 5×10 −7 W m −3 ) [cf. Connolly, 2009; Afonso et al., 2013a Afonso et al., , 2013b Khan et al., 2011 Khan et al., , 2016 Kuskov et al., 2006] . Therefore, traditional tomographic images (e.g., S wave velocity structure) become a ubiquitous by-product of our inversion rather than the main result, with the important difference that our tomographic images explain a large number of independent observations. Note also that since we use a Bayesian approach, the solution to the inversion problem is represented by a posterior probability density function (PDF) rather than a single model. The codes to perform the entire inversion are available from the first author upon request.
Model Discretization and A Priori Information
We retain the same model discretization as in our previous work [Afonso et al., 2013b] but with a new parameterization for the crust. The 3-D volume (and each constituent 1-D column) is discretized at three different scales. The finest discretization scale makes up the finite-difference mesh (computation nodes) used in the numerical solution of the forward problems, both in 1-D and 3-D. The resolution of this scale is typically set to ≤2 km. The intermediate discretization scale (thermodynamic nodes) is used to calculate equilibrium assemblages and associated thermophysical properties (e.g., seismic velocities, compressibility, bulk density, etc.) by free-energy minimization at specific P-T-C conditions. In this study we use 15 thermodynamic nodes; 10 in the lithosphere and 5 in the sublithospheric mantle. All thermophysical properties computed at the thermodynamic nodes are linearly interpolated to the computation nodes (fine mesh) during the solution of the forward problems. The third and coarsest discretization scale (compositional layers) refers to the actual number of layers with independent and constant bulk composition (i.e., specific CFMAS compositions) in the model. In this work we use two layers to represent the bulk compositions of the lithospheric and sublithospheric mantle independently (Figure 2b ).
The parameters used to define a particular realization are the thermal thickness of the lithosphere (i.e., depth to the lithosphere-asthenosphere boundary or LAB), the major-oxide compositions of each of the two compositional layers (Figure 2) , and a number of crustal parameters that we describe below. We use the depth to the LAB as an independent parameter because it controls the first-order thermal structure of the column, which in turn controls the main signatures of all observables [Afonso et al., 2013a [Afonso et al., , 2013b . Note that the four compositional parameters (i.e., SiO 2 is computed as 100-CaO-MgO-FeO-Al 2 O 3 ) needed to describe compositions within the five-oxide CFMAS system are not all independent. According to observations in natural samples, CaO and MgO are correlated with Al 2 O 3 in peridotitic rocks and, therefore, the only "truly" independent oxides are Al 2 O 3 and FeO. These correlations are well known to mantle petrologists and geochemists and have been summarized in Afonso et al. [2013a] and Afonso et al. [2016] in the context of probabilistic inversions. We refer the reader to these works for more details on the sampling strategy.
In choosing the optimal parameterization for the crust, we adhere to two basic principles: (a) to ensure that the parameterization is as general and as realistic as possible, and (b) to seek parameterizations that describe the vertical structure with the minimum number of unknowns needed to explain the data. As a compromise to these two principles, we subdivide the crust into three layers (upper crust/sediments, middle crust, and lower crust; see Figure 2 ), each with its own set of fundamental parameters: coefficient of thermal expansion (CTE), isothermal compressibility ( ), thermal conductivity, bulk density at surface conditions (P o ; T o ), volumetric radiogenic heat production (RHP), thickness, and Vp/Vs ratio. During the inversion, only the last four are treated as unknowns. This is justified on the grounds that model predictions are highly sensitive to changes in these last four parameters, but only mildly sensitive to realistic changes in the other three (i.e., varying these parameters results in changes that are within the uncertainty of the posterior PDFs). Table 2 lists the values of CTE, compressibility, and thermal conductivity used in our inversion. We therefore do not solve the energy AFONSO ET AL.
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This is the relation proposed by Brocher [2005] with the last term modified to better represent crystalline mafic rocks. Finally, Vs in the crust is obtained from the computed Vp (equation (2)) and the current Vp/Vs sampled from the prior by the MCMC algorithm. Note that since the isothermal compressibility is fixed, one could obtain Vs from equations (1) and (2) only (i.e., no need for treating Vp/Vs as a variable) by assuming that the isothermal and adiabatic compressibilities are identical. Although this is usually a good approximation for Earth materials, this approach will cause our results to be entirely controlled by equation (2). Since real rocks do not follow equation (2) perfectly, but exhibit a relatively large variability around it, we prefer to keep Vp/Vs as a separate independent variable to account for the observed natural variability.
Priors for all parameters (for each individual column) are listed in Table 1 . These priors are large enough to cover most of the expected variability in model parameters. In particular, the priors related to the compositional and thermal structure cover more than 2 of the variability observed globally [Griffin et al., 2009; Afonso et al., 2013a] .
Forward Problems
All forward problems solved during the inversion (heat transfer, potential fields, surface wave velocities, isostasy, free-energy minimization, etc.) have been described in detail in parts I and II [Afonso et al., 2013a [Afonso et al., , 2013b and in Fullea et al. [2015] , except for the body wave tomography and Stokes flow problems. Therefore, in what follows, we only provide a brief summary of previously described forward problems and focus on the new implementations of body wave tomography and Stokes flow into the probabilistic inversion framework.
Summary of Main Forward Problems
Once a particular realization of LAB depth is chosen by sampling its prior PDF, the conductive steady state heat transfer equation is solved within the lithopsheric domain subject to Dirichlet boundary conditions at the surface (typically T s = 10 ∘ C) and at the LAB (T LAB = 1250 ∘ C). Given the close relationship between the mechanical strength of rocks and their temperature, we define the LAB as the depth to the 1250 ∘ C isotherm [cf. Afonso et al., 2016] . This is consistent with results from numerous numerical simulations of mantle-like fluids with realistic viscosity laws [e.g., van Wijk et al., 2010; Ballmer et al., 2011; Afonso et al., 2008b; Zlotnik et al., 2008; Gerya, 2010] as well as with results obtained in this study (see section 5). While the original parameterization of Afonso et al. [2013b] allows for perturbations to steady state geotherms, we do not consider this case here. In the sublithospheric mantle, temperature is free to vary (according to data fits) in three of the five thermodynamic nodes (white circles in Figure 2b ): the topmost (11), the intermediate (13), and the bottom node (15). A continuous geotherm over the fine mesh is then obtained by linear interpolation of these three values and the node at the LAB (10).
With the temperature structure already computed, the Gibbs free-energy minimization problem is solved at the thermodynamic nodes using an initial "master" pressure profile P(z) and the corresponding compositions assigned for each node. This, however, is a nonlinear problem as the actual pressure profile depends on the density structure obtained from the energy minimization problem. Therefore, we use an iterative scheme in which the pressure profile is updated at each iteration using the density structure from the previous iteration. The density-pressure iterations are stopped when the difference in calculated pressure between two AFONSO ET AL.
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successive iterations becomes less than 50 MPa in all nodes, which is equivalent to an uncertainty of <2 km in the node depth.
The computation of 3-D geoid height, gravity anomalies, gravity gradients, and absolute elevation have been described in detail in several of our previous works [e.g., Afonso et al., 2008a Afonso et al., , 2013b Fullea et al., 2009 Fullea et al., , 2015 , and therefore, we do not repeat it here. We have only slightly changed the 1-D geoid approximation (needed in the first stage of the inversion) with respect to our previous works; we discuss these modifications in Appendix A. We also neglect flexural effects in this study given their small contribution at the current discretization scale [Turcotte and Schubert, 1982] .
Anharmonic elastic moduli (or seismic velocities) are corrected for anelasticity and melt content (see sections 3.3 and 3.4) before computing dispersion curves and travel times. Surface wave dispersion curves are computed with a modified version of the disp96 code [Herrmann, 2002] , using a layered structure based on the fine mesh. Explicitly, we subdivide each node of the fine mesh into 10 sublayers with constant properties obtained by interpolation between two consecutive nodes of the fine mesh. Therefore, a typical discretization scale for the calculation of dispersion curves is ≲200 m. For depths below the 410 km discontinuity (limit of our physical/numerical domain) and down to 2000 km, we use the parameters from the AK135 model [Kennett et al., 1995] .
Body Wave Tomography
Given the time involved in computing teleseismic travel times in a 3-D volume (a nonlinear problem), the implementation of grid-based eikonal solvers within probabilistic inversions is challenging, particularly when solving it together with other observables such as gravity potential or surface wave data. We tackle this problem with a strategy that, albeit simple, provides reliable results.
The key idea is not to solve the full nonlinear problem at every step of the MCMC random walk, but only every n steps instead. In between nonlinear solutions, a simpler and much faster linear approximation is adopted, in which travel time residuals are computed by a simple integration of slowness along each fixed ray path. The nonlinear problem, which outputs both ray paths and theoretical travel time residuals for a given velocity structure, is solved with a modified version of the Fast Marching Method [Rawlinson et al., 2006] . Outside the local (target) volume, the Earth is assumed to be spherically symmetric, which allows rapid computation of ak135 travel times from the sources to the boundaries of the volume. More details can be found in Rawlinson et al. [2006] .
Although our locally linear approximation assumes that the geometry of ray paths is independent of the velocity structure, this is reasonable for teleseismic paths, which tend not to deviate significantly when low-amplitude lateral structure is present. A formal proof that only second-order errors in travel times are introduced by this assumption follows directly from Fermat's principle [e.g., Nolet, 1987] . Moreover, by updating the paths every n steps as the inversion proceeds, the nonlinear behavior of the system is ultimately explicitly considered. However, the success of this approach relies on the fulfillment of two crucial requirements. First, the linear approximation must compute travel times along the ray paths computed in a previous full nonlinear computation. Second, and most importantly, the model must not change significantly between each nonlinear step, in order to guarantee that the ray paths computed in the last nonlinear step are still a valid approximation for the current model. Our method is specifically designed to satisfy these two requirements, and our results show that the inversion always converges to good solutions. The actual value of n needs to be chosen based on preliminary tests [Afonso et al., 2013b] , as it depends on the physical features of the region under study. Here we used n = 35, 000, which means that we solve the full nonlinear problem >40 times during the second stage of the inversion.
Stokes Problem
The rationale used here to estimate first-order dynamic effects on surface observables relies on the wellknown premise that in a highly viscous fluid with a strongly temperature-dependent viscosity (i.e., mantle-like fluid), its surface topography is primarily controlled by the density structure within the upper, conductive, thermal boundary layer (i.e., thermal lithosphere) [e.g., Torrance and Turcotte, 1971; Jarvis and Peltier, 1982; Parsons and Daly, 1983; Buck, 1986; Buck and Parmentier, 1986] ; the success of thermal isostasy in explaining the topography of rifted areas and of the ocean floor is testament to the validity of this premise. Density anomalies below the "rigid" (and conductive) lithosphere contribute to the surface topography only via normal stresses associated with viscous flow and transferred to the lithosphere via viscous coupling. We therefore explicitly separate the contribution of sublithospheric viscous flow (truly dynamic effect) from that AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S.
related to the thermochemical buoyancy of the lithosphere [Torrance and Turcotte, 1971] . The logic borrows from what happens when a block of dense solid wood of nonnegligible thickness is placed in a tank containing a viscous convecting medium of higher density (e.g., by heating one side of the tank). The largest (first-order) topographic adjustment (sinking of the block) is controlled by the purely isostatic component associated with the local buoyancy difference between the wood and the substratum. The underlying convecting pattern represents a perturbation to the isostatic component not related to the intrinsic buoyancy of the block.
The implementation of dynamic effects arising from sublithospheric mantle flow into our inversion scheme follows a similar logic to that used in the travel time tomography problem (i.e., full solution is computed every n simplified solutions). We start by computing the instantaneous flow corresponding to the initial 3-D thermochemical structure at the beginning of the second stage (i.e., the maximum likelihood model after the 1-D inversion stage). This is done by first extending the computational domain along the three Cartesian axes (to minimize boundary effects) and then solving the discrete (finite differences) matrix system using an iterative multigrid method for variable viscosity [Gerya, 2010] .
Dynamic topography induced purely by sublithospheric flow is calculated by assuming zero vertical velocity (i.e., free slip) at all nodes above a critical conductive geotherm and computing the vertical components of the stress tensor at the deepest of such nodes across the entire model. The rationale behind this assumption is that above a critical geotherm, temperatures are low enough (or viscosities high enough) to make flow negligible compared to that taking place in the underlying mantle. We note that this approach is similar to that of Buck [1986] , Buck and Parmentier [1986] , and Marquart and Schmeling [1989] , among others, and has been shown to be a good approximation to more sophisticated approaches at times longer than the isostatic relaxation time [Crameri et al., 2012] . Here we take 1150 ∘ C as the critical conductive geotherm, consistent with results from numerous studies [e.g., Buck and Parmentier, 1986; van Wijk et al., 2010; Ballmer et al., 2011; Afonso et al., 2008b; van Hunen et al., 2005; . For the convecting sublithospheric material, we assume Newtonian rheology with a preexponent factor A = 5.3 × 10 15 , an activation energy E = 250 kJ mol 1 and an activation volume V = 4 × 10 −6 m 3 mol 1 . Similar values have been extensively used in earlier studies [e.g., van Wijk et al., 2010; Ballmer et al., 2011; Afonso et al., 2008b; van Hunen et al., 2005] .
The step described above represents the full Stokes problem that we do not want to solve at every iteration, as it would render our probabilistic method impractical (i.e., too computationally expensive). Therefore, after the first complete flow field and boundary stresses are computed, the simpler and faster Stokeslets method [e.g., Morgan, 1965; Harper, 1984 ] is adopted to compute the dynamic effect of subsequent random perturbations of the 3-D model. This is an acceptable approximation, as the random perturbations sampled during the MCMC simulation are small and local by design [Afonso et al., 2013b] , and therefore, they create small departures Δ from the background density field. Departures Δ are converted to equivalent point forces and their associated normal stresses at the critical nodes are computed using the method of images [e.g., Blake and Chwang, 1974; Morgan, 1965; Harper, 1984] and added to those from the last accepted 3-D solution. In practice, however, many perturbations result in flow variations below the actual numerical tolerance used to solve the discrete 3-D Stokes problem (i.e., velocities and stresses from the last accepted model are very similar to the current ones). Therefore, we only update stresses if the random perturbation produces a buoyancy change larger than a prescribed tolerance. As with the body wave problem, a full 3-D problem is recomputed every n of these fast updates. Numerous trial tests indicate that values of 4000 < n < 25, 000 give satisfactory results; here we used n = 4000. We are currently working on a more accurate and efficient way of solving the Stokes problem based on Reduced Basis Modeling [cf. Quarteroni et al., 2016] , and results will be presented in a forthcoming publication.
Although we have not formally inverted for viscosity in this work (this is part of a current study), we did run preliminary tests using higher and lower activation energies (i.e., more or less viscous sublithospheric mantle) and found that acceptable joint fits to all the observables cannot be achieved 
Melting Model
Melting in the mantle and crust as functions of inverted temperatures are estimated by defining the following solidus and liquidus temperatures (in ∘ C):
where the liquidus of mantle rocks, and P is pressure in GPa. These solidus temperatures are representative of dry granitic rocks and dry peridotites [Hirschmann, 2000; Winter, 2010] , and therefore, partial melting predicted by our model should be taken as indicative only. Despite this rough estimate, we will show (section 5) that our predictions agree remarkably well with results from other studies and evidence of recent magmatism.
With equations (3)- (6), melt fractions can be computed as
where T is the actual temperature of models drawn during the inversion. We neglect the effect of melt on bulk density reduction, as it is always small compared to the uncertainties in data sets constraining this property. The effects of melts on seismic velocities, on the other hand, are significant and we estimate them based on the results of Hammond and Humphreys [2000] . In the absence of more detailed information, we chose the average of the minimum and maximum values proposed by these authors for Vs and Vp velocity reductions for melt fractions ≤1%: (−5.3 = dlnVs/%melt and −2.4 = dlnVp/%melt). Over 99% of our predicted melt fractions are below 1% (see section 5), so these derivatives are considered adequate.
Anelastic Attenuation
Any attempt to relate information about seismic velocities to the physical state of the Earth's interior must explicitly include the effects of anelasticity [e.g., Karato, 1993 Karato, , 2008 Goes et al., 2000; Priestley and McKenzie, 2006; Jackson and Faul, 2010; Afonso et al., 2010; Khan et al., 2011] . Anelastic effects (e.g., seismic attenuation and velocity dispersion) are commonly incorporated in tomography studies by using the so-called Q factor. Typically, the latter is considered to be either constant (i.e., 1-D constant profile from a global model) or laterally variable but independent of frequency [cf. Kennett, 2002] . Laboratory experiments with olivine samples, however, predict complicated behaviors of Q with frequency, grain size, fugacity, fluid content, pressure, and temperature [cf. Karato, 2008; Jackson and Faul, 2010] . Unfortunately, although the temperature effect on attenuation in olivine-rich samples is relatively well understood, large uncertainties remain regarding the effects of other factors. Moreover, it is difficult (impossible in some cases) to use available seismic data to validate some of these effects.
Partly due to these complications, there have been a number of different approaches in the literature to infer the physical state of the upper mantle from regional and global seismological data/models. Two are most relevant to our discussion (others include, e.g., Goes et al. [2000] and Cammarano et al. [2003] ). One approach adheres strictly to laboratory-based models of attenuation, which are supported by sound physical arguments, while assuming constant "realistic" values for some parameters that are not well constrained [e.g., Afonso et al., 2008a; Jackson and Faul, 2010; Khan et al., 2011; Fullea et al., 2012] . The second approach is based on semiempirical correlations between seismological observations and thermal models of the lithosphere [e.g., Priestley and McKenzie, 2006] . Both approaches have their strengths and limitations. The laboratory-based approach has the advantage of relying on solid physical theories that can, in principle, be tested with laboratory experiments. However, it is unlikely that the restricted physicochemical conditions at which experiments are performed in the laboratory are representative of the wide range of expected AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S.
conditions within the Earth's interior. The semiempirical approach has the advantage of relaxing some conditions/parameters to better reproduce seismological observations. However, there is no a priori reason why relationships biased toward thermal models of oceanic mantle and stable cratonic areas should apply worldwide. In fact, there is evidence that attenuation and physical dispersion of seismic waves behave differently depending on the tectonic environment and lithospheric structure [e.g., Dalton and Faul, 2010] .
In this work, we adopted a somewhat intermediate approach in which we adhere to a microphysical model validated by laboratory experiments at conditions pertaining to the upper mantle and seismic frequencies, but we allowed the multiple data sets to determine the value of some poorly constrained parameters. Specifically, we compute attenuation effects with the extended Burgers formalism of Jackson and Faul [2010] while simultaneously inverting for the peak of elastically accommodated grain boundary sliding, ΔP, and bulk activation volume. Inverting for ΔP is of particular importance, as it exerts a major control over the actual reduction of seismic velocities predicted by the model, yet it is a parameter subject to considerable experimental uncertainties. We discuss this further in section 5.2.
Since Jackson and Faul's [2010] model is frequency dependent, we account for the different resultant Q(f ) factors and observational frequencies when computing dispersion curves and body wave travel times. The average grain size is kept constant and equal to 4 mm during the inversion, consistent with many previous estimates [cf . Pearson et al., 2003; Karato, 2008; Faul and Jackson, 2005; Afonso et al., 2008a] .
Misfit Functions
Data sets used in this work are sensitive to different aspects of the problem and have different units, uncertainties, and data points. The simultaneous inversion of these data requires an adequate weighting of each data set to avoid solutions that are dominated by nonphysical factors, such as the total number of data points or large absolute values of specific data sets. However, the question of how to weight the different data sets in joint inversions, and how to set up a representative misfit function, does not have a straightforward answer. Strictly, multiobservable inversion is a multiobjective or vector optimization problem [cf. Marler and Arora, 2004] . Unfortunately, at present there are no satisfying/practical multiobjective theories in the context of multiobservable probabilistic inversions; characterizing the Pareto front and solving the statistical inference problem are still treated as separate tasks. Moreover, in multiobservable probabilistic inversions, the final misfit function depends not only on the statistics of the data sets (e.g., number of data points, uncertainties, etc.) but also on the actual goals of the inversion (e.g., which data set is more sensitive to the sought parameters).
In lieu of a more general approach, we choose to adopt the well-known weighted-sum approach. We use two different but related misfit functions in the two stages of the inversion described in section 3. In the first stage, we invert elevation, dispersion curves, geoid height (under the 1-D approximation), and surface heat flow. Therefore, we adopt the following misfit function:
where d i is observed data and c i is predicted data for i = elevation, geoid, surface heat flow, and i are their respective observational uncertainties (section 2). The parameter n j is the total number of data points (20 in this study) used to sample the Rayleigh dispersion curves at specific periods, r c j is the predicted phase velocity at period j, r j the observed phase velocity at period j, and j their respective uncertainties. For each observable i, the first term in equation (8) will be ≲1 for optimal fits and no additional normalization is needed (their uncertainties act as "natural" normalization terms). For dispersion curves, however, optimal values resulting from adding the individual misfits at each period j will amount to a value close to n j ; thus the need to equalize this term with a factor 1/n j . We note that such equalization is not strictly necessary in probabilistic approaches. In practice, however, it can sometimes help in improving the efficiency of the MCMC algorithm and its statistical estimators. The additional parameter W is a subjective weighting factor that allows us to better control and test the overall dominance of dispersion data over other data sets with flexibility and simplicity. The resulting combined weighting factor 1/(n j -W) is only one of many possible options to achieve this and is adopted here on convenience grounds only. Exploratory tests indicated that values 2 < W < 10 give satisfactory results in terms of global misfit minimization. In the present study we use W = 4.
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During the second refinement stage of the inversion (full 3-D), we adopt the following global misfit function
where N c is the total number of columns making up the 3-D volume, d i and c i are as in equation (8), but now i = Bouguer anomalies, gravity gradients, elevation, geoid height, surface heat flow, and i are their respective uncertainties; N s and N p are the total number of relative travel time residuals for S and P phases, respectively; ts k = observed residuals for S phases; ts c k = predicted residuals for S phases; tp l = observed residuals for P phases; tp c l = predicted residuals for P phases. Parameter bw is a weighting factor ranging from 0 to 1 that permits control over the relative contributions of each body wave data set (P and S) to the overall misfit function. Since body wave data is implicitly considered a single type of data, in addition to normalizing the misfits by the total number of residuals (N s and N p ) we also enforce that their individual weights sum to 1. Based on numerous trial tests for our specific data sets, we chose bw = 0.3 for this study.
Sensitivity and Data Fits
Sensitivity of Data to Different Parameters of the Models
The main motivations for combining different complementary data sets in our inversion is to minimize the range of acceptable models consistent with available data and to increase the sensitivity to temperature and compositional heterogeneities. These two thermodynamic variables control the bulk properties of rocks such as elastic moduli and bulk density; pressure is less important for lateral anomalies. Therefore, the internally consistent use of independent data sets differentially sensitive to density and seismic velocity anomalies is one of the most reliable approaches to separate temperature from bulk compositional effects. This is commonly exemplified by the behavior of the ratio ln ∕ lnVs, which is negative (positive) when bulk composition (temperature) is the main cause for changes in Vs and [e.g., Forte and Perry, 2000; Karato and Karki, 2001; Deschamps et al., 2002; Afonso et al., 2010] . For peridotitic systems, this is true regardless of whether spinel or garnet are the stable Al-rich phase [Afonso et al., 2010] or whether melt depletion has been isobaric or polybaric [Afonso and Schutt, 2012] . When anelasticity is properly accounted for, the ratios ln ∕ lnVp and lnVp∕ Vs also offer complementary sensitivities [e.g., Karato and Karki, 2001; Lee, 2003; Afonso et al., 2010] . We emphasize, however, that since both density and elastic moduli depend on bulk composition, any attempt to make inferences about the thermochemical state of the Earth's interior ultimately requires a framework that ensures an internally and thermodynamically consistent coupling between pressure, temperature, and composition.
In our inversion, gravity anomalies, gravity gradients, and geoid height all provide complementary sensitivities to density anomalies at different wavelengths and depths [cf. Afonso et al., 2013a; Panet et al., 2014; Bouman et al., 2013; Fullea et al., 2015] . Similarly, the combination of fundamental mode surface wave data and teleseismic travel times provides crucial complementary sensitivities to shallow and deep anomalies while at the same time allowing the useof absolute seismic velocities [e.g., West et al., 2004; Rawlinson and Fishwick, 2011; Obrebski et al., 2011; Afonso et al., 2016] . The latter point is of paramount importance when using seismic information to assess the thermochemical structure of the Earth [cf. Afonso et al., 2016] . Surface heat flow and elevation provide complementary, yet less stringent, constraints on the average thermal and density structure of the lithosphere.
To illustrate the impact of individual data sets on the thermochemical structure of the lithosphere and upper mantle in the study region, we invert four different combinations of data sets: (i) nonseismic data sets only, (ii) Rayleigh wave dispersion curves only, (iii) P wave relative travel time residuals only, and (iv) Rayleigh wave dispersion curves together with P wave travel time residuals. Additional sensitivity tests to model parameters can be found in Afonso et al. [2013b] and Shan et al. [2014] . These four inversions are run with identical priors, misfit functions, data uncertainties, and parameterizations as those used in the real full inversion described in section 5. However, we do not solve for either Stokes flow, gravity anomalies, or lateral components of the AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S.
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Marussi tensor in combination (i) to keep computational time to a minimum while still providing instructive results. Note that given the model-based nature of our inversion scheme, in which the absolute velocity distribution is always known, we can relate the model's absolute velocities to relative travel time residuals and thus invert them directly for the thermochemical structure of the model. This would not be generally possible in traditional travel time tomography, where only velocity anomalies are recovered. Figure 4 summarizes the results from these four inversions for LAB depth, lithospheric composition, and temperature structure. The individual data fits in all four inversions are excellent and generally better than when inverting all data sets simultaneously. The average standard deviations for each field are also included for comparison. Three main conclusions can be drawn from these results. First, nonseismic data sets alone struggle to provide a well-defined LAB that is consistent with seismic data. Moreover, the deep thermal structure is, as expected, highly uncertain (i.e., large ). Note also that the average composition of the lithospheric mantle is significantly different from those retrieved by the other three inversions and subject to large uncertainties (i.e., flat posterior PDFs). These results highlight the well-known ambiguity of nonseismic data in constraining the deep thermochemical structure of the Earth. Although some improvements are expected when using the full tensor of gravity gradients, gravity anomalies, and a reduced number of parameters, the sensitivity to deep thermochemical anomalies will remain relatively low.
Second, the inversion of fundamental mode Rayleigh wave dispersion curves results in a significant improvement in the recovered LAB structure as well as the deep thermal structure (Figures 4e-4h ). In particular, a significant variance reduction is achieved in LAB estimates and thermal structure. The same is not true, however, for the average composition of the lithosphere. In this case, not only is the pattern significantly different from that obtained by the inversion of nonseismic data but it also remains poorly constrained (i.e., large ). This issue is aggravated when inverting P wave travel times alone (Figure 4 I-L), which results in a lower sensitivity to shallow thermal structure and almost no sensitivity to lithospheric composition. This can be understood, at least in part, by the low sensitivity of travel time tomography at depths shallower than the interstation distance (∼70 km in this case) due to the poor ray crossover at these depths [cf. Evans and Achauer, 1993; Rawlinson et al., 2006] . The fact that a large portion of the region seems to be characterized by a shallow LAB clearly exacerbates this problem. Conversely, the sensitivity to deeper temperature structure seems to be slightly better with P wave travel times than for normal mode surface wave data alone.
Lastly, the combination of surface wave data and P wave teleseismic travel times (with anelasticity taken into account) results in a considerable uncertainty reduction in all three fields plotted in Figure 4 . Moreover, the LAB pattern is remarkably close to our final best estimate in section 5. Here we also begin to see a lithospheric compositional pattern which is more consistent with xenolith evidence and bears a close resemblance to our best final model (section 5). Note that while temperature variability at shallow depths is not reduced to any significant extent compared to the surface wave-only inversion, the deeper temperature structure is significantly more constrained in the joint inversion case. All these improvements can be understood in light of the higher sensitivity of Vp/Vs to compositional anomalies than Vp or Vs separately [e.g., Karato and Karki, 2001; Lee, 2003; Afonso et al., 2010] and the increased sensitivity to deep anomalies gained by including body wave data.
The results summarized in this section illustrate well some important characteristics of surface wave and body wave travel time data inversion for the thermochemical structure of the lithosphere and upper mantle. On the one hand, surface wave data has high sensitivity to temperature structure, particularly at shallow depths, but no sensitivity to bulk composition (see also Shan et al. [2014] ). P wave travel times alone, on the other hand, offer a slightly better sensitivity to deeper temperature anomalies, but cannot constrain composition or temperature structure at shallow depths. Taking advantage of the complementarity of both data sets in joint inversions delivers clear benefits. However, including additional data sensitive to bulk density remains strictly necessary to increase the sensitivity to compositional anomalies and allow for a more robust discrimination of temperature versus compositional signatures. We discuss this further when presenting the results from the full thermochemical tomography in section 5.
Global Misfits and Posterior PDFs
It is important to discuss some general features of the global misfit function and posterior PDFs before focusing on the main results. As expected, the quality of the simultaneous fit to all data sets (P and S teleseismic travel times, Rayleigh wave dispersion curves, geoid height, Bouguer gravity anomalies, diagonal components of the Marussi tensor, surface heat flow, and absolute elevation) varies spatially. A map of normalized AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. global misfits (equation (9)) associated with the results presented in the next section is shown in Figure 5 as the median of the entire posterior PDF (the actual PDF is always non-Gaussian, but positively skewed with a tail toward larger misfit values). The absolute global misfits are normalized with respect to the minimum misfit value in the study area, which is found at 40.5 ∘ N-103.5 ∘ W. At this location, predictions given by our best models are within 1.7 of the observed data for all inverted data sets. Similar excellent fits are reached in all regions depicted as white in Figure 5 . We note that misfits related to dispersion data tend to be the most important contribution to the global misfit, particularly in those areas close to the boundaries of the study region. This occurs primarily due to irregularities or "jumps" in the overlapping region of the dispersion curves ( Figure 5b and also Figure 9f ), where data from ambient noise and earthquakes are combined to obtain a single dispersion curve [Yang et al., 2008; Shan et al., 2014] . While in most cases both data sets produce smooth AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. curves over the entire periods range, in some cases the overlapping region exhibits artificial "jumps" that the model cannot fit. Therefore, the actual misfit in Figure 5 may be considered an upper limit. Figure 5 . These examples were chosen because they depict the whole range of possible posteriors, from localized (i.e., well constrained) to very broad distributions (i.e., high uncertainty); additional examples are included in the supporting information. One can see that while most parameters are relatively well constrained (e.g., LAB depth, crustal density, mantle temperature, and lithospheric Mg#), others are more uncertain. In particular, the Vp/Vs ratio of the first crustal layer (Vp/Vs 1 ) is poorly constrained in most cases. This is not surprising, as although its properties can be highly heterogeneous, this first crustal layer is typically very thin (sediment cover in most columns), and therefore, its contribution to the overall fit of the observables is typically minor. Likewise, the bulk density of the first crustal layer is also poorly constrained. Future work implementing receiver function data will help improve the resolution of crustal structure (Appendix A).
Main Results and Some Implications
5.1. Thermochemical Structure of the Western-Central U.S. Figures 7a and 8 show the depth to the thermal LAB (median of the posterior PDF) and the overall 3-D temperature structure of the study region, respectively. These figures reveal a highly heterogeneous lithospheric structure beneath Western-Central U.S. (several depth slices of the temperature structure are given in the supporting information). Shallow LAB depths (<100 km) are imaged beneath the Northern Basin and Range (NBR), Colorado Plateau/Basin and Range Transition Zone (CP-BR-TZ), Rio Grande Rift (RGR), and eastern Rocky Mountains (RM). The thin and hot thermal lithosphere imaged beneath the RM agrees well with the high temperatures suggested recently based on an independent thermal modeling of mantle seismic velocities [Hansen et al., 2013] . A thick lithospheric reentrant or wedge-like structure, connected to the RM and Wyoming Craton to the north, dominates the central part of the CP. Note, however, that the average lithospheric AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. thickness in the interior of the CP does not exceed ∼120-130 km, except in its northern boundary. Although we have not included MT data in this work, we note that recent conductivity models agree well with our results (e.g., compare Figure 2 in Meqbel et al. [2014] with Figure 8d in this study).
Large horizontal temperature gradients in the mantle (mostly due to steps in lithospheric structure) are found throughout the region, especially along the transitions from (i) the Wyoming Craton into the NBR (Figure 8d ) and (ii) the GP into the RM and CP-BR-TZ (Figures 8c and 8e ). Such step changes in lithospheric structure constitute areas prone to generating sublithospheric small-scale and/or edge-driven convective instabilities [e.g., van Wijk et al., 2010; Ballmer et al., 2011; Afonso et al., 2008b; Zlotnik et al., 2008; Davies and Rawlinson, 2014] . Our results indicate that this is actually the case, as the retrieved sublithospheric flow and associated isotherms exhibit a clear nonconductive nature reminiscent of small-scale convection (SSC) patterns (Figure 8 ).
It is important to emphasize here that the thermal (and compositional) structure in our model are driven entirely by the constraining geophysical data sets. Thus, although the 3-D momentum equations are solved to obtain the instantaneous mantle flow and dynamic pressures arising from specific thermochemical structures required by data fits, SSC patterns emerge naturally from the inversion of data only, and not as a result of flow computations. It is notable then that the location and dominant wavelengths (200-300 km) of the imaged convection cells (particularly beneath the GP region, Figure 8 ) agree well with those expected from numerical simulations of upper mantle convection [e.g., Solomatov and Moresi, 2000; van Wijk et al., 2010] .
The sublithospheric flow structure imaged here has implications for LAB depth estimates based purely on seismic data, as typical indicators such as high-velocity anomalies or maximum negative gradients in Vs [Eaton et al., 2009] (f ) Posterior probability distribution for the present day geotherm beneath central CP obtained in this study along with P-T estimates from xenolith data [Li et al., 2008] .
anomalously cold sublithospheric mantle, such as that associated with SSC drips, may be mistakenly interpreted as belonging to the lithosphere when seismic velocities alone are used as a proxy. This seems to be the case, e.g., in the western CP (Lake Powell area), where previous estimates based on seismic data reported LAB depths similar to those in the thick CP interior , whereas our multiobservable tomography yields estimates <100 km, but with an anomalously cold mantle immediately beneath the LAB (Figure 8 ). This discrepancy is not related to the use of different seismic data sets, as we use similar data and also recover localized high-velocity anomalies in this region (Figure 9 ). The reason is that our inversion favors a sublithospheric dynamic feature (i.e., downwelling with T ≳ 1250 ∘ C) instead of a thick conductive LAB in order to be able to simultaneously fit all constraining data sets. However, this is a complex region where lithospheric and sublithospheric mantle are clearly interacting and in a dynamic state (Figure 8 ) and even the combined sensitivity of all data sets cannot entirely rule out LAB depths of ∼100 km in this region.
The imaged lithospheric structure correlates well with both the location of recent volcanism and the pattern of shear-wave seismic velocities at depths of ∼100 km (Figures 7a and 9a ) (see also, e.g., Levander et al. [2011] , Liu et al. [2011], and Shen et al. [2013] ). There is a less obvious correlation between thermal lithospheric thickness ( Figure 7a ) and mapped Precambrian crustal provinces based on surface features (Figure 7d ). This likely indicates that most of the original deep lithospheric structure created during these ancient tectonic episodes has been affected/modified by later deep events. Similarly, although there seems to be a slightly better correlation between thermal structure and Cenozoic crustal provinces (Figure 7a ), our results suggest that the original deep structure associated with the creation of these provinces has been also modified at later stages. Indeed, it still is being modified today (Figure 8 ). An interesting observation is that the lithospheric thinning affecting the southernmost part of the RM seems to stop at, or near, the location of the Proterozoic Cheyenne AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. belt suture zone (Figures 7a and 7d ). This region is also associated with a discontinuity in the lithospheric bulk composition, as observed in Figure 7d . Regardless of its actual origin (Proterozoic suture, accretion of ocean plateau, etc.), it seems that this zone plays a major role in the tectonothermal evolution of the region. We discuss this further below.
The correlation between recent volcanism and LAB structure is not an unexpected feature and emphasizes the role of both high temperature anomalies in the sublithospheric mantle and a shallow LAB in generating mafic melts and facilitating its migration to shallow levels. Indeed, despite our simple implementation of mantle melting (section 3.3), regions where we obtain temperatures above the mantle solidi coincide remarkably well with the location of recent basaltic volcanism ( Figure 7c ) and regions of highly fertile lithospheric mantle (low Mg# in Figure 7d ). We do not regard this as coincidental, as it is well known that melt refertilization of the lithospheric mantle occurs in regions that have experienced pervasive basaltic volcanism and/or significant tectonism [e.g., Porreca et al., 2006; Griffin et al., 2009] . Melt extraction from the sublithospheric mantle would deplete this region (visible in Figure 7e ) and transfer the least refractory components to lithospheric depths. The fact that our inversion intrinsically identifies these effects in areas where there is independent and abundant evidence (xenoliths) for mantle refertilization by melt percolation [e.g., McGuire and Mukasa, 1997; Smith, 2000; Lee et al., 2001; Porreca et al., 2006] is not only reassuring but also evidence of the validity and effectiveness of thermochemical tomography (see also results in Shan et al. [2014] and Guo et al. [2016] ). Similarly, large areas of the lithospheric mantle of the CP are characterized by more depleted compositions, in agreement with independent observations from mantle xenoliths (Figures 7d and 7f , see section 6.2). However, the actual distribution of depleted lithosphere within the CP and surroundings is less regular than usually assumed and does not conform to the Cenozoic boundaries of the CP (consistent with geochemical signatures of basaltic lavas in the region [see, e.g., Crow et al., 2011] ). Similarly, although the average Mg# beneath the GP is higher than in the west, it also exhibits significant variability (albeit of smaller amplitude). For instance, the relatively fertile (note that the actual amplitude is small) SE-NW domain in the lower right corner (Texas) of Figure 7d is a robust feature of our model and supplementary tests (not shown) indicate that it extends well into Texas. Although it is highly speculative to assign an origin to this anomaly based on surface information only, we note that this region coincides with the terminal parts the pre-Cambrian southern Oklahoma aulacogen. In principle, the lithospheric thinning associated with this event could have affected the lithospheric mantle in this region and produced small amounts of partial melt that refertilized the lower lithosphere. Alternatively, subsequent thermal relaxation could have incorporated asthenospheric material into the thermal lithosphere. Both cases could explain the observed anomaly.
We end this section by noting that while the compositional field obtained from the full thermochemical tomography (Figures 7d and 7e ) is similar to that obtained by jointly inverting Rayleigh wave dispersion curves and P wave teleseismic travel time residuals (Figure 4n ), the actual amplitudes and associated standard AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. deviations are different. As explained in section 4.1, this is due to the addition of data sets sensitive to bulk density, which results in a much higher sensitivity to compositional anomalies.
Associated Seismic Structure
As previously stated, traditional tomographic images (seismic structure) are a by-product of our inversion scheme. Figure 9 shows depth slices of the velocity structure associated with the thermochemical structure presented above. The maps show the median of the posterior PDF. Our results compare very well with those recently presented by a number of different groups [e.g., Yang et al., 2008; Pollitz and Snoke, 2010; Moschetti et al., 2010a Moschetti et al., , 2010b Liu et al., 2011; Schmandt and Humphreys, 2010; Levander et al., 2011; Shen et al., 2013 , Hansen et al., 2013 , among many others]; all major features discussed in these works are visible in our probabilistic tomography as well. In particular, our results are very similar to those of Shen et al. [2013] . This is somewhat expected, as the Rayleigh dispersion curves for periods <40 s used in this study are the same as those used by these authors. There are, however, a few significant local differences in the vertical patterns of Vsv (Figure 9d ). For instance, Shen et al. [2013] reports significantly higher velocities in the range 100-200 km depth beneath the south tip of the Wyoming Craton (∼ −108 ∘ , 42 ∘ ) but significantly lower velocities between the Moho and 80 km depth (Figure 9d , column 4). While our vertical profile exhibits a more linear trend of decreasing velocity down to the LAB, theirs has a marked convex shape where velocities first increase with depth with a steep gradient and then decrease down to LAB depths. While the fit to the dispersion data is excellent in both studies (Figure 9f ), supplementary tests indicate that it is extremely hard to obtain a convex velocity profile of that magnitude if the geotherm is to be approximately conductive (see also Shapiro and Ritzwoller [2004] and Jones et al. [2015] ) and all other data sets are to be fitted simultaneously, particularly the vertical component of gravity gradients. The local discrepancies between the two models are therefore simply explained by the use of different physical parameterizations and constraining data sets. This also explains the smaller standard deviations associated with our profiles (i.e., there is less room for variability if all observations are to be explained simultaneously).
AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. A comparison of Figures 7a and 9a and 9b shows the strong correlation between Vs structure and subsurface temperature. This is yet another example of the well-known sensitivity of shear waves to temperature structure. Consistent with the results in section 4.1, here we find that the incorporation of independent data related to the Vp structure (i.e., travel times) adds important additional constraints, especially for isolating compositional effects, but it is not truly critical for obtaining first-order estimates of the LAB and shallow thermal structure. In other words, our results indicate that robust LAB estimates can be obtained by inverting surface wave data only and that the resulting temperature structure is generally a good fit to Vp data as well. The opposite, however, is not always true.
Attenuation Parameters
The results for the inverted attenuation parameters are depicted in Figure 10 . We note that, in general, the extended Burgers formalism of Jackson and Faul [2010] can well explain most of the variability observed in the data, even when a fixed ΔP close to that reported in Jackson and Faul [2010] is used; a point already noted by other researchers [Dalton and Faul, 2010] . However, when ΔP is included as a free parameter in the multiobservable inversion, results show that hot mantle regions require higher attenuation (i.e., larger values of relaxation strength) than colder regions for optimum data fit (Figure 10a ). We interpret this as clear evidence that natural phenomena (e.g., near-solidus bulk and grain boundary effects, inadequate correction for melt, etc.
) not yet included in current laboratory-based attenuation models (or in our parameterization) contribute to the bulk attenuation in hot mantle regions. We emphasize, however, that the final PDFs obtained by including ΔP as a free parameter and those obtained by using an average value of ∼0.085 for ΔP are similar. The main difference is that the mean of the PDF for LAB depths (defined by the temperature structure) is slightly displaced toward shallower depths. However, this difference is always <5%.
The recovered values (as means of the posterior PDF) for the bulk activation volume when allowed to vary within the large experimental uncertainties are more homogeneous than for ΔP (Figure 10b) , and therefore less affected by the local variability of the mantle's thermochemical structure. However, the posterior PDF is rather broad, suggesting that the actual value of the bulk activation volume is not well constrained. This is consistent with the results of numerous supplementary tests that demonstrate that using different (constant) values for the activation volume in the inversion has no significant effect on the final thermochemical structure of the lithosphere. It does, however, affect the structure of the mantle at depths ≳300 km, where the combined sensitivity of our data sets is at its lowest.
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While our crustal model is consistent with all the inverted data sets, it is clear from the above discussion that more detailed investigations, including receiver function analyses and thermodynamic modeling, are needed to elucidate the thermochemical nature of the crust in this region and the root causes for current discrepancies among different studies. We are currently working on this [e.g., Afonso et al., 2015] , and the results will be presented in a forthcoming publication.
Discussion
Dynamic Versus Static Contributions to Elevation
The present-day elevation and uplift history of the CP and surrounding regions are the subject of long-standing debate [cf. Humphreys and Coblentz, 2007; Karlstrom et al., 2012] . A plethora of hypotheses have been put forward, covering the entire spectrum of possibilities, ranging from purely intralithospheric causes to purely deep dynamic processes [e.g., Spencer, 1996; McQuarrie and Chase, 2000; Humphreys et al., 2003; Roy et al., 2009; Liu and Gurnis, 2010; Karlstrom et al., 2012; Becker et al., 2014; Molnar et al., 2015] . One of the main reasons for this controversy lies in the simple fact that available data cannot be used to distinguish unequivocally between different hypotheses. Several alternatives can be used to explain the same observation. For instance, the late Cenozoic uplift of the edges of the plateau can be explained equally well by the effects of small-scale circulation along the edges of the plateau [e.g., van Wijk et al., 2010] or by allowing simple conductive heating of a variable-thickness lithospheric plate [Roy et al., 2009] . The latter mechanism is well known; if a step in the thermal structure of the lithosphere is produced, subsequent thermal relaxation toward a quasi steady state structure will create local uplift close to the original step. If lateral compositional anomalies are also included, this effect can be magnified [Afonso et al., 2008a; Gradmann et al., 2013] . The magnitude of the uplift produced by such "static" mechanisms is of the same order as that generated by edge-driven convection [van Wijk et al., 2010] . Likewise, the high elevation of the interior of the plateau can be explained by compositional anomalies within the lithosphere, by crustal effects, or by deep dynamic support from sublithospheric mantle flow (see references above).
The approach used in this work separates static (lithospheric isostasy) from dynamic contributions (sublithospheric dynamic loads) as described in section 3.2.3. Although it is neither the only nor the most sophisticated approach, it does provide a practical link between the two sources of absolute topography, allowing us to quantify their individual contributions. A critical advantage of the method presented in this paper is that it does not only include all major potential contributions to present-day elevation in a thermodynamically and internally consistent manner, but it naturally finds the most probable combination of them (in a best fitting sense) as required by all the constraining data. In other words, it is the actual data (jointly inverted) that balance the contributions with no stringent a priori requirements other than well-accepted physical theories (i.e., the forward problems solved during the inversion).
The resulting dynamic contribution (in the sense of Molnar et al. [2015] ) to present-day topography obtained from our inversion is shown in Figure 12 . While our results are comparable to those obtained by Becker et al. [2014] , the actual magnitudes are generally smaller in our model. We obtain moderate and localized dynamic contributions to present-day topography, amounting to ∼15-35% of the absolute elevation in some regions, mainly around the edges of the CP (Figure 12 ). Therefore, most of the observed elevation in this region seems to be supported by intralithospheric sources. In this context, it must be acknowledged that according to the AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S. Spencer, 1996; McQuarrie and Chase, 2000] . We are currently working on a more efficient and accurate coupling of detailed lithospheric imaging (in the spirit of the present study) and mantle flow simulations that we hope would provide a more complete understanding of the individual roles of lithospheric versus sublithospheric contributions to the evolution of topography in continents.
A notable caveat in our current implementation is the exclusion of long-wavelength deep structure (e.g., thermal anomalies at >400 km depth) which, in principle, could affect the elevation of the modeled area through a long-wavelength dynamic contribution. Whether or not the explicit inclusion of such structures can significantly affect the results presented in this work remains to be tested. However, at least two arguments can be advanced that suggest that our results should not be significantly affected by lower mantle structures. First, it is well known that lithospheric structure correlates well with surface tectonics and elevation worldwide; the best examples being passive margins, orogens, and oceanic lithosphere. Studies that estimate large values (≳1000 m) of "dynamic topography" from deep sources based on global tomography studies commonly ignore the contribution/modulation due to the internal thermochemical/rheological structure of the lithosphere. Therefore, such intralithospheric effects get lumped together with the true dynamic components arising exclusively from mantle flow, and thus, the estimated dynamic contribution would typically be unrealistically high (see also discussion in Steinberger [2016] ). Second, long-wavelength deep anomalies (>400 km depth), as imaged by global tomography, will contribute to surface elevation at wavelengths comparable to, and likely larger than, that of the deep anomaly due to the actual large-scale peripheral flow produced by such anomalies (see examples in Crameri et al. [2012] ). Also, these anomalies are typically subject to large uncertainties in their dimensions due to limitations imposed by the data and tomography methods. It is therefore hard to envision that the surface uplift caused by a lower mantle anomaly will differentially affect individual provinces delimited by surface tectonics (e.g., the CP). More likely is the possibility of a lower mantle anomaly providing a long-wavelength "background contribution" to elevation and the lithospheric/upper mantle structure controlling the shorter-wavelength features (recall that our geoid is filtered to remove long-wavelength contributions). Even in this case, the actual 3-D patterns and thermochemical structure given by our model will not change; only small changes to the absolute magnitudes would be produced.
Xenolith Data
There is abundant information in the literature about mantle xenoliths in and around the CP region. We have collected thermobarometric and chemical information from well-studied mantle xenoliths (a total of 160 samples) for the central CP, Grand Canyon area, southeast CP/RGR area, and BR/CP transition zone from a number of references [Laughlin et al., 1971; Kudo et al., 1972; Smith and Levy, 1976; Ehrenberg and Griffin, 1979; Smith, 1979; Aoki, 1981; Ehrenberg, 1982; Wilshire et al., 1988; Alibert, 1994; Smith and Riter, 1997; Riter and Smith, 1996; Smith et al., 1999; Smith, 2000; Li et al., 2008] . In particular, the two green circles with thick white borders in Figure 7f represent two recent estimates from well-preserved garnet-bearing Navajo xenoliths reported in AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S.
10.1002/2016JB013049 Li et al. [2008] , from which temperatures and pressures of equilibration were simultaneously obtained with two-pyroxene thermometers and barometers. Although this compilation is far from exhaustive when compared to the bulk of available studies, it is large enough to provide some representative comparisons with our predictions. The population of xenoliths from the Rio Puerco volcanic field in New Mexico is an exception, as it is composed of only 11 samples [Porreca et al., 2006] , and therefore, it should not be considered statistically robust or representative of the entire lithospheric mantle in this area. Figure 13 shows a comparison between predicted (from our inversion) and empirical (from xenolith data) probability distributions for lithospheric bulk Mg#. Considering the local nature of mantle samples, their different ages, and the uncertainties they carry in terms of representativeness of large portions of the lithospheric mantle, the agreement between predicted and empirical distributions is remarkable. We note, however, that comparing xenolith data with results from geophysical imaging techniques is not straightforward and caution should always be exercised when using these two sources of information together. In principle, xenoliths are a localized (horizontally and vertically), potentially unrepresentative, sample of the mantle at the time of extrusion (typically several tens of Ma before present). By contrast, geophysical imaging is a larger-scale snapshot of the present-day structure. Geodynamic events such as lithospheric delamination, magma percolation, and small-scale convection, which can significantly alter the thermochemical structure of the lithosphere, are known to be relatively fast, taking place over timescales of a few Ma [e.g., van Wijk et al., 2010; Burov and Gerya, 2014] . Therefore, there is no strong a priori reason why xenoliths included in volcanic rocks that erupted tens of Ma ago should be taken as accurate representations of the lithospheric mantle today. However, if no significant modification of the lithosphere occurred after xenoliths were exhumed, we would expect to see a correlation between the bulk composition derived from mantle xenoliths and that predicted by thermochemical tomography. This seems to be the case in the central CP. As mentioned previously, our results suggest that the central and northern CP are the least modified regions, preserving a thicker lithospheric mantle than surrounding domains. This is also the region with the "oldest" xenoliths (≳25 Ma) in our database, which record a geotherm similar to that predicted by our inversion (Figure 7e ).
A curious case mentioned above is the relatively fertile domain close to the Cheyenne Belt (Figure 7c ). This is a robust feature of the model in the sense that it is always present in all valid models given by the inversion. This anomaly, indicating a compositionally denser and faster portion of lithospheric mantle, also coincides with the change from shallow to thick LAB in the NE end of the CP. Although mantle xenoliths have been recovered from volcanic rocks in and around this area [e.g., Eggler et al., 1988; Carlson et al., 2004; Schulze et al., 2008; Ashchepkov et al., 2013] , they are rare, of Paleozoic age, highly heterogenous, and therefore provide information on only a limited portion of the deep mantle at the time of extrusion. We note, however, that fertile lherzolites and Fe-rich eclogites are common lithologies in these xenolith suites [e.g., Schulze et al., 2008; Ashchepkov et al., 2013] , and therefore potential candidates for explaining the relatively dense and fast nature of this mantle region. However, the questions of how and when this portion of mantle acquired its present-day fertile characteristics, as well as the role of Laramide and post-Laramide processes, remain open to debate.
Hydration Effects
As a first-order approximation at the scale of interest, we assumed dry compositions for the computation of equilibrium mantle mineral assemblages via free energy minimization. This is justified based on the following two arguments. First, the forward problems used in this study are not affected by the small amounts of water commonly observed in mantle samples (<300 ppm wt) [Yu et al., 2011 , and references therein], as the actual 10.1002/2016JB013049 modes and phase compositions are insensitive to such water contents. Second, water-rich domains in the mantle are typically restricted to local veins and localized reaction zones [cf. Coltorti and Gregorie, 2008; O'Reilly and Griffin, 2013] , which cannot be captured by our current parameterization.
Small amounts of water, however, can affect bulk viscosity and, highly likely, attenuation of seismic waves [e.g., Karato, 1986 , Hirth and Kohlstedt, 1996 Kohlstedt, 2006; Jones et al., 2012] . However, in the case of viscosity, we do not strictly invert for it in this work but assume it to be a function of temperature and pressure only via appropriate calibration of activation energies and volumes (Appendix A). The effect of water can therefore be thought of as being implicitly absorbed by the values of activation energies used in the inversion. Several test runs using higher or lower activation energy values indicated that acceptable joint fits to all the observables were not possible using activation energies that would result in average asthenospheric viscosities ≳2 × 10 20 Pa s (but lower values are acceptable). This range is well within values used for slightly hydrated mantle (e.g., van Wijk et al. [2010] , Ballmer et al. [2011] , Afonso et al. [2008b] , and , among others). In the case of attenuation, the main effect of small amounts of water seems to be an increase in the effect of the dissipation peak due to grain boundary sliding [Karato, 2012] ; this hypothesis is consistent with a limited number of experimental results [e.g., Aizawa et al., 2008] . Since we treat the dissipation peak of elastically accommodated grain boundary sliding (ΔP) as an unknown (section 5.2), we are actually implicitly considering additional factors affecting attenuation (e.g., water content) that are not explicitly modeled/controlled by inversion parameters.
A completely different situation would arise if average water content reached levels >1 wt % (>1 × 10 4 ppm wt) in extended portions of the lithospheric mantle. This would not only modify the modes and compositions of the typical mantle phases but introduce variable amounts of the so-called hydrous phases such as amphiboles, micas, serpentinite, etc. (i.e., modal metasomatism). These hydrous phases tend to have significantly different physical properties (e.g., less dense, lower velocities) from common anhydrous phases; if their combined volumetric proportion becomes >15% (note that this requires water contents >1 wt %) in large portions of the lithospheric mantle, they can affect the computation of predicted observables to a significant extent and thus modify inversion results. However, this is a highly unlikely situation, as average water contents ≳1 wt % in large portions of the lithospheric mantle are extremely difficult to justify based on either current knowledge from xenoliths (including those from the CP, BR, and RM areas [e.g., Peslier and Luhr, 2006; Grant et al., 2007; Li et al., 2008; Yu et al., 2011] ) or laboratory experiments [e.g., Skogby, 2006; Beran and Libowitzky, 2006; Frost, 2006] . Therefore, our assumption of a dry lithospheric mantle for modeling phase assemblages should be a good first-order approximation.
Implications for the Recent Tectonic Evolution
Our results do not require major dynamic components from sublithospheric mantle flow to explain either the present-day elevation of the CP or any other geophysical observation included in our inversion. This suggests that lithospheric structure (e.g., crustal thickness and density, temperature, and mantle composition) is the main cause for the high elevation of the plateau relative to its surroundings. It also highlights the importance of shallow lithospheric structure, and its interaction with a dynamic sublithospheric mantle, in controlling surface topography and volcanism.
We therefore suggest that the present-day thermochemical structure of the region is the result of two main interacting geodynamic processes. First, during the transition from Mesozoic flat subduction to a Cenozoic extensional regime, pervasive alteration of the lithospheric mantle and heterogeneous lithospheric thinning created a highly irregular LAB geometry. In this scenario, the more depleted and less extended CP lithosphere remained as a relatively thick lithospheric keel surrounded by reactivated regions of thinned, hot, and metasomatized lithosphere in the west, south, and east. The addition of fluid-rich phases [Humphreys et al., 2003; Crossey et al., 2009] at the base and edges of the CP lithosphere could have generated some intralithospheric buoyancy and decreased the viscosity of these mantle regions. All of this activity promoted the second process, namely, widespread heating of the remaining CP lithosphere (with addition of extra thermal buoyancy [Roy et al., 2009] ) and the development of SSC cells at the edges of thick keels and beneath regions of thick lithosphere (e.g., GP). These downwellings, including episodic delaminations, eroded the weakened margins of the CP and brought up asthenospheric material through forced return flows (Figure 8 ). This scenario is consistent with geochemical signatures of basaltic lavas that show that Neogene volcanism not only migrated toward the center of the CP but also became increasingly more asthenospheric [Crow et al., 2011] . It is also supported by mantle degassing estimates from CO 2 and He analyses in groundwater samples AFONSO ET AL.
10.1002/2016JB013049 [Crossey et al., 2009] . Regions affected by forced upwellings produced basaltic melts that percolated through and reacted with the overlying lithosphere, imparting the fertile signature (i.e., refertilized mantle, Figures 7c  and 7d ). The associated increase in compositional density is, however, counteracted by a gain in thermal buoyancy and a dynamic contribution from the upwellings (Figures 8 and 12 ).
We directly image the complex dynamics of sublithospheric convection and corroborate the view that the edges of the CP are being eroded by delamination and/or edge-driven downwellings, as previously suggested based on indirect proxies [e.g., Schmandt and Humphreys, 2010; Levander et al., 2011; van Wijk et al., 2010; Crow et al., 2011] . These downwellings transfer material from the lower parts of the lithospheric mantle to the sublithospheric mantle, changing its mean temperature and composition (Figures 7d and 7e) . The removal of these less depleted portions of the lithosphere leaves behind the original ultradepleted shallow mantle cores beneath the CP crust [Lee et al., 2001; Afonso et al., 2008a; Griffin et al., 2009] , thus increasing the average Mg# of the remaining lithospheric mantle. This explains why our results show highly depleted lithospheric mantle in regions where the lower lithosphere of the CP has been thinned or removed by downwellings (Figures 7d  and 8) . In other words, the shallow depleted portions of the lithospheric mantle that have not been delaminated and/or pervasively refertilized by melt metasomatism seem to have retained their original depleted nature (Figures 7d, 7f , and 13). Conversely, regions that have been significantly affected by melt metasomatism (e.g., CP-BR-TZ, RGR, NBR) exhibit an anomalous fertile nature (Figures 7d and 13 ).
Although more intriguing, a somewhat similar explanation could be given for the relatively depleted lithospheric mantle beneath the eastern RM (Figure 7d ). According to our results, the lithosphere in this region retains only ∼40 km of the shallowest mantle, but it has not experienced pervasive basaltic metasomatism (i.e., refertilization) of a magnitude comparable to that in, for example, the CP-BR-TZ. This is consistent with the gap in recent basaltic activity (see also Crow et al. [2011] ), its slightly lower sub-Moho (higher) temperatures (wave speeds) than the northern and southern adjacent regions, its slightly shallower Moho, and the high average elevation. This region also has an anomalously low-density (hydrous?) lower crust ( Figure 11c ) , which may suggest low amounts of mafic underplating and/or intrusions coming from the mantle. It also coincides with the location of massive ore deposits (i.e., Colorado Mineral Belt, Figure 7d ) typically found above ancient and depleted mantle that experienced metasomatism by aqueous fluids, not by voluminous mafic melts [e.g., Lorand et al., 2000] . We also note that Griffin et al. [2013] and Hansen et al. [2013] recently argued in favor of an anomalously buoyant lithosphere (with remnants of Archean mantle) beneath this region using independent geochemical and geophysical data sets. Therefore, it seems possible that while the lower portions of the lithospheric mantle beneath the eastern RM was removed, its old, shallower, and buoyant Archean mantle escaped pervasive melt metasomatism.
Conclusions
The results reported here (and in parts I and II) demonstrate that multiobservable thermochemical tomography offers a sound method to characterize the thermochemical structure of the lithosphere and upper mantle and opens new opportunities for deep-Earth imaging. In this method, all physical and chemical parameters defining an Earth model are linked together by fundamental thermodynamic relations, rather than by ad hoc empirical assumptions. This allows us to directly invert for the fundamental variables defining the physical state of the Earth's interior, namely, temperature, pressure, and major-element composition using a multitude of data sets with complementary strengths: body wave teleseismic data, surface wave phase dispersion data, gravity anomalies, long-wavelength gravity gradients, geoid height, absolute elevation, and surface heat flow data. In this probabilistic inversion scheme, traditional tomographic images of physical parameters such as 3-D seismic velocity become a "free" by-product. However, our tomographic images are, by design, also thermodynamically compatible with all the other inverted observables instead of satisfying one type of data set only. This is important, as any model deemed representative of the real physical state of the Earth's interior should pass the test of explaining other geophysical data sets as well.
This study shows that the present-day thermochemical structure of the lithosphere beneath Western-Central U.S. is highly heterogeneous, preserving the imprints of both ancient and recent geodynamic processes across multiple scales. This contrasts with the usual simplistic view of compositionally homogenous lithospheric domains correlating with surface crustal provinces. Indeed, our results demonstrate that the deep present-day lithospheric structure correlates weakly with Proterozoic and Cenozoic provinces defined by surface features. Vigorous small-scale convection cells in the sublithospheric mantle are evident, some of AFONSO ET AL. THERMOCHEMICAL TOMOGRAPHY WESTERN U.S.
10.1002/2016JB013049
which seem to develop in response to the highly irregular lithospheric structure (i.e., edge-driven convection). Widespread melt metasomatism (i.e., refertilization) of the lithospheric mantle is also identified in areas where asthenospheric partial melting is predicted, pointing to complex interactions and thermochemical feedbacks between asthenosphere and lithosphere. This is in agreement with the location of recent volcanism and independent xenolith and geochemical evidence. The present-day thermal and compositional structure (i.e., density) obtained from the joint inversion of all data sets indicates that most of the current surface elevation in the Western-Central U.S. is supported by intralithospheric features. Dynamic contribution to topography arising from sublithospheric convection is only modest (∼15-35%) and localized.
In summary, the intricate lithospheric thermochemical structure imaged beneath Western-Central U.S. seems to be linked more closely to physicochemical interactions with the sublithospheric mantle via small-scale convection, delamination, melt production, and metasomatism rather than to physiographic or surface structures, which may be "frozen-in" structures not representative of the deep subsurface structure. Such physicochemical interactions (perhaps triggered by larger geodynamic episodes) include episodic transfer of mass and energy from the asthenosphere to the base of the lithosphere and vise versa, which can significantly modify the properties of this complex transitional region (lithosphere-asthenosphere transition zone) in space and time and are likely to be key global and recurrent factors controlling the tectonic evolution of continental interiors and intraplate epeirogenesis. 
The Cartesian coordinates (x 1 < x 2 , y 1 < y 2 , z 1 < z 2 ) define the dimension of the prism and are referred to a coordinate system with its origin coinciding with the point where the geoid height is computed. An alternative to equation (A2) is the simpler gravitational potential equation for a cylinder with equal height h and volume V as the prism (with radius R = √ V∕ h)
These two expressions differ by less than 3% for typical prism dimensions used in our inversions. Both equations (A1) and (A2) are numerically integrated (trapezoidal rule) using the same fine finite-difference mesh as for the temperature calculation (i.e., computation nodes).
When solving equation (A2) (or its equivalent equation (A5)) in each 1-D column making up the 3-D volume, one has some liberty in choosing the x and y dimensions of the prism (or equivalently R in equation (A5)). The most intuitive choice would be to use the dimensions of the 1-D columns used in the discretization of the 3-D volume (section 3.1, Figure 2 ). This, however, would significantly underestimate the contribution from sublithopsheric anomalies of larger lateral extension, as the geoid signal does not decay with lateral distance as fast as with gravity anomalies (see also Afonso et al. [2013b] ). This underestimation would be compensated inside the current column by assigning it an incorrect sublithospheric density structure. Similarly, using much larger x and y values in equation (A2) 
Appendix B: Inversion Including Receiver Functions
In order to check the consistency of our crustal model with receiver function (RF) data in the RM region, we included local P wave RF information (Station S22A, long: −106.8, lat: 37.7) into the inversion. In this example we use four crustal layers instead of three in order to improve the fit to RF. The results of joint fits to dispersion and RF data is shown in Figure B1 ; fits to all other data sets are similar to those obtained in the previous Figure B1 . Results from a joint inversion including local receiver function (RF) data. (a) Fit to dispersion data. Gray lines represent the last 5000 models of the entire MCMC chain obtained in the inversion; red line is the mean of the 5000 models; blue line is the mean of the data; dashed lines are 1 associated with the data. (b) Fit to receiver function data for station S22A (located at Long: −106.8, Lat: 37.7); gray, blue, dashed and red lines as in Figure B1a . (c) Crustal model in terms of its Vs structure. Blue line is the mean of the last 5000 models in the MCMC chain obtained by including RF data; red line is the mean from the full posterior PDF obtained without RF data and described in the main text. Both crustal models (with and without RF) predict similar average Vp/Vs ratios (∼1.78-1.79).
inversion without RF. Considering the difference in the number of crustal layers, both crustal models (with and without RF data) are almost identical. The one constrained by RF shows a slightly deeper Moho ( Figure B1 ) and produces a good fit to RF data. Nevertheless, the corresponding Vp/Vs average crustal value obtained when including RF remains similar to the one obtained without RF and reported in the text (Vp/Vs ∼ 1.78-1.79). We are currently working on a full joint inversion including RF in the entire region. We expect that this study will help better constrain Vp/Vs values in the crust.
