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This paper is concerned with quadratic dispersive generalized Benjamin–Ono equation
(1.1)–(1.2). We prove sharp local well-posedness in Hsα (sα = − 1+α4 ) with a solution-map
that is analytic from Hsα (R) to C([0, T ]; Hsα (R)). And the ill-posed result in Hs(R), as
soon as s < sα , in the sense that the ﬂow-map u0 → u(t) cannot be continuous.
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1. Introduction
This paper is mainly concerned with the following nonlinear dispersive generalized Benjamin–Ono equation (dgBO){
ut + ∂x|D|1+αu = f (u), u(x, t) : R × R → C,
u(x,0) = φ(x) ∈ Hs(R), (1.1)
where ̂|D|1+αu = |ξ |1+α û and α  0. These equations arise as mathematical models for the weakly nonlinear propagation
of long waves in shallow channels. Note that the case α = 0 corresponds to the Benjamin–Ono equation [27,29,15]. The case
α = 1 corresponds to the Korteweg–de Vries equation [2,21,19,6]. The case α = 3 corresponds to the ﬁfth-order Korteweg–
de Vries equation or Kawahara equation in some literature, see e.g. [17,8,5]. In [28,20] Kenig, Ponce and Vega studied the
following high-order dispersive equation
ut + ∂x|D|2 ju + P
(
u, ∂xu, . . . , ∂
2 j
x u
)= 0,
where P is a polynomial without constant or linear terms. During the past decades, the general case α ∈ [1,∞), which is
not integer, draw more and more attention [7,12,13,10,14,23].
In this paper, we only consider the Cauchy problem (1.1) with the quadratic nonlinearity,
f (u) = c1u2 + c2uu¯ + c3u¯2, (1.2)
which is the simplest nonlinearity. Dispersive model with such nonlinearity draw numerous attention in these years, we
refer the readers to [1,22,18,24,25] for more related results and further discussion. We will establish the optimal positive
and negative results on the initial value problem (1.1)–(1.2). Our approach based on the argument developed by Guo [9],
which solved the global well-posedness for KdV equation in H−3/4, the resolution space used in [9] is l1-analogue of Xs,b
space with low frequency part in a weaker space L∞x L2t . We use a similar resolution space but with low frequency part in
L∞t L2x instead, since the nonlinear structure is different from the one in [9].
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ill-posed in Hs(R) for s < sα in the sense that the ﬂow-map is discontinuous.
It is interesting to compare this result with those known for quadratic Schrödinger equation,{
iut + ∂2xxu = c1u2 + c2uu¯ + c3u¯2,
u(x,0) = φ(x) ∈ Hs(R). (1.3)
It is well known that the IVP (1.3) with c2 = 0 is sharp well-posed in Hs for s−1 (see e.g. [22,1,24]), and when c1 = c3 = 0
it is sharp well-posed in Hs for s−1/4 (see e.g. [22,25]). The difference between those two results due to the dispersive
relation ξ2 for Schrödinger equation, which is an even function. Comparing with this, the dispersive relation of dispersive
generalized B–O is |ξ |1+αξ , which is an odd function. Thus the support do not differ under duality if
supp û ⊂ {(ξ, τ );τ − |ξ |1+αξ = 0},
which is the main reason why our results are independent of the value of c1, c2 and c3.
The rest of the paper is organized as following. In the rest of this section we present some notations and Banach function
spaces. In Section 2, we prove the ill-posed part of Theorem 1.1. We present some dyadic bilinear estimates in Section 3.
Then in Section 4, we give the improved estimate for the high–high to low interaction, which is crucial for the endpoint
regularity H− 1+α4 . The proof of Theorem 1.1 is given in Section 5.
Notations and the resolution spaces
For f ∈ S ′ we denote by f̂ or F( f ) the Fourier transform of f . We denote by Fx the Fourier transform on spatial
variable. Let Z and N be the sets of integers and natural numbers respectively, Z+ = N ∪ {0}. For k ∈ Z+ let
Ik =
{ {ξ : |ξ | ∈ [2k−1,2k+1]}, k 1,
{ξ : |ξ | 2}, k = 0. (1.4)
Let η0 : R → [0,1] denote an even smooth function supported in [−8/5,8/5] and equal to 1 in [−5/4,5/4]. We deﬁne
ψ(t) = η0(t). Let
ηk(ξ) = η0
(
ξ/2k
)− η0(ξ/2k−1), k ∈ Z+,
and ηk(ξ) ≡ 0 if k−1. For k ∈ Z, deﬁne Pk by
P̂ku(ξ) = ηk(ξ )̂u(ξ), k ∈ Z.
For l ∈ Z, let Pl =∑kl Pk , Pl =∑kl Pk . For k ∈ Z let
χk(ξ) = η0
(
ξ/2k
)− η0(ξ/2k−1), k ∈ Z.
We denote ωα(ξ) = |ξ |1+αξ , abbreviated by ω(ξ) sometime, which is the dispersion relation associated to Eq. (1.1). For
u0 ∈ S ′(R), the linear group Wα(t)u0 = eit|D|1+α∂xu0 = eitω(∂x)u0 is deﬁned by
Fx
(
Wα(t)φ
)
(ξ) = e−i|ξ |1+αξt φ̂(ξ) = e−itω(ξ)φ̂(ξ).
The Xs,b space introduced by Bourgain [2] turns out to be very useful in the study of low-regularity theory for the
dispersive equation. In this paper, we need a reﬁned Xs,b-type space. For k ∈ Z+ we deﬁne the dyadic Xs,b-type normed
spaces Xk = Xk(R2),
Xk =
{
f ∈ L2(R2): f (ξ, τ ) is supported in Ik × R and‖ f ‖Xk =∑∞j=0 2 j/2‖η j(τ −ω(ξ)) · f (ξ, τ )‖L2ξ,τ
}
, (1.5)
these l1-type Xs,b structures were ﬁrst introduced in [31] and used in [15,16,9,10]. Especially, in [16], the authors used such
type of Bourgain space to obtain the global well-posedness of the KP-I initial value problem in the energy space, which was
a long standing open problem. It is easy to see that ‖ f ‖L1τ L2ξ  ‖ f ‖Xk for f ∈ Xk , so we have,
‖Pku‖L∞t L2x 
∥∥F(Pku)∥∥Xk . (1.6)
For − 1+α4  s 0, we deﬁne our resolution spaces
F¯ s =
{
u ∈ S ′(R2): ‖u‖2
F¯ s
= ‖P0u‖2
L∞t L2x
+
∑
22sk
∥∥ηk(ξ)F(u)∥∥2Xk < ∞
}
. (1.7)k1
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‖u¯‖ F¯ s = ‖u‖ F¯ s . (1.8)
For T  0, we deﬁne the time-localized spaces F¯ s(T ):
‖u‖ F¯ s(T ) = inf
w∈ F¯ s
{‖P0u‖L∞|t|T L2x + ‖P1w‖ F¯ s , w(t) = u(t) on [−T , T ]}. (1.9)
Let a1,a2,a3 ∈ R, deﬁne amax = max {a1,a2,a2}, same as amin, amed. Usually we use k1, k2, k3 and j1, j2, j3 to denote
integers, Ni = 2ki and Li = 2 ji for i = 1,2,3 to denote dyadic numbers.
2. Ill-posed result
Now we turn to the ill-posedness part of Theorem 1.1 for s < − 1+α4 . The ill-posedness result depends on a general result
proved by Bejenaru and Tao in [1], which requires the following two ingredients2:
1. The equation is well-posed until some index sc with a solution-map that is analytic.
2. Below this index one iteration of the Picard scheme is discontinuous driven by high× high→ low interaction.
The ﬁrst ingredient is given by the well-posed part of Theorem 1.1 with sc = − 1+α4 , thus in order to get the ill-posed results
we only have to prove one iteration of the Picard scheme is discontinuous in Hs for s < sc . Deﬁne
A2(u0) =
t∫
0
e−(t−t′)|D|1+α∂x
[
e−t′|D|1+α∂xu0 · e−t′|D|1+α∂xu0
]
dt′, (2.1)
which is the second iteration of the Picard scheme, then the ill-posedness results will follow directly from the following
lemma:
Lemma 2.1. A2 is discontinuity at the origin as a map from Hs into C([0,1]; Hs′ ) for s, s′ < − 1+α4 .
Proof. Fix s, s′ < − 1+α4 and suppose for contradiction that A2 is continuous at the origin, then
sup
t∈[0,ε]
∥∥A2(u0)(t)∥∥Hs′  ‖u0‖2Hs , 0< ε  1. (2.2)
Denote supt∈[0,ε] ‖A2(u0)(t)‖Hs′ by I , then by taking Fourier transform,
I = sup
t∈[0,ε]
∥∥∥∥∥〈ξ〉s′
t∫
0
∫
R
ei(t−t′)ω(ξ)+it′ω(ξ−ξ1)+it′ω(ξ1)û0(ξ − ξ1)̂u0(ξ1)dξ1 dt′
∥∥∥∥∥
L2ξ
.
Now let N be a large number and set
û0(ξ) = 1[−1,1](ξ − N).
Thus we have ‖〈ξ〉sû0‖L2ξ ∼ N
s . On the other hand, if ξ is restricted to [− 1
N1+α ,
1
N1+α ] and t, t′ are restricted to [0, 1100(1+α) ],
then for ξ1, ξ − ξ1 ∈ [N − 1,N + 1] we have∣∣(t − t′)ω(ξ) + t′ω(ξ − ξ1) + t′ω(ξ1)∣∣= ∣∣(t − t′)|ξ |1+αξ + t′ξ |ξ1 − ξ |1+α + t′ξ1[|ξ1|1+α − |ξ1 − ξ |1+α]∣∣
 1
20
+ ∣∣t′ξ1∣∣(1+ α)|ξ1 + θξ |α |ξ | 1
10
, (2.3)
where we use the mean value theorem with |θ | < 1. In such case
Re
[
ei(t−t′)ω(ξ)+it′ω(ξ−ξ1)+it′ω(ξ1)
]
 1
2
.
So when t <min{ε, 1100(1+α) },
2 The counter-example used here comes from the paper [3], also see [1,26,24] for complete explanation and further discussion.
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∥∥∥∥∥〈ξ〉s′
t∫
0
∫
R
e(t−t′)ω(ξ)+t′ω(ξ−ξ1)+t′ω(ξ1)û0(ξ − ξ1)̂u0(ξ1)dξ1 dt′
∥∥∥∥∥
L2ξ [− 1N1+α ,
1
N1+α ]

∥∥∥∥∥
t∫
0
N+1/2∫
N−1/2
û0(ξ − ξ1)̂u0(ξ1)dξ1 dt′
∥∥∥∥∥
L2ξ [− 1N1+α ,
1
N1+α ]
 t‖1‖L2ξ [− 1N1+α , 1N1+α ] ∼ tN
− 1+α2 .
As a result, (2.2) reads
N−
1+α
2  N2s,
which is a contradiction if s < − 1+α4 . Thus we obtain the discontinuous below H−
1+α
4 . 
3. Dyadic bilinear estimates I
In this section we will give some dyadic bilinear estimates. We deﬁne
Dk, j =
{
(ξ, τ ): ξ ∈ [2k−1,2k+1] and τ −ω(ξ) ∈ I j}, k ∈ Z, j ∈ Z+.
Following the [k; Z ] methods [30] the bilinear estimates in Xs,b space reduce to some dyadic summations: for any
k1,k2,k3 ∈ Z and j1, j2, j3 ∈ Z+
sup
(uk2, j2 ,vk3, j3 )∈E
∥∥1Dk1, j1 (ξ, τ ) · uk2, j2 ∗ vk3, j3(ξ, τ )∥∥L2ξ,τ (3.1)
where E = {(u, v) : ‖u‖2, ‖v‖2  1 and supp(u) ⊂ Dk2, j2 , supp(v) ⊂ Dk3, j3 }. By checking the support properties, we get
that in order for (3.1) to be nonzero one must have
|kmax − kmed| 3, and 2 jmax ∼ max
{
2(1+α)kmax+kmin ,2 jmed
}
, (3.2)
since ∣∣ω(ξ1) +ω(ξ2) −ω(ξ1 + ξ2)∣∣∼ ξ1+αmax ξmin,
where ξmax = max{|ξ1|, |ξ2|, |ξ1 + ξ2|} and ξmin = min{|ξ1|, |ξ2|, |ξ1 + ξ2|}. The following sharp estimates on (3.1) were ob-
tained in [10]. (Also see [15, Lemma 6.1] for α = 0 case and [30, Proposition 6.1] for the case α = 1.)
Lemma 3.1. Let k1,k2,k3 ∈ Z and j1, j2, j3 ∈ Z+ . Let Ni = 2ki and Li = 2 ji for i = 1,2,3.
(1) In all situations, we have
(3.1) 2
kmin
2 2
jmin
2 . (3.3)
(2) If Nmin  Nmed ∼ Nmax:
(a) Then we have
(3.1) 2
jmin+ jmed
2 2−
αkmax
2 2−
kmin
2 . (3.4)
(b) Furthermore, if (ki, ji) = (kmin, jmax) for any i ∈ {1,2,3}, then we have better estimate
(3.1) 2
jmin+ jmed
2 2−
(1+α)kmax
2 . (3.5)
(3) If Nmax ∼ Nmin  1, then
(3.1) 2
jmin
2 2
kmed
4 2−
αkmin
4 . (3.6)
Now we are ready to prove the dyadic estimates, which follow from a series of results.
Lemma 3.2 (Low–high to high (a)). If k3  10, |k3 − k2| 5, then∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂0u ∗ ̂ψ(t)Pk2 v∥∥Xk3  ‖P0u‖L∞t L2x‖ P̂k2 v‖Xk2 . (3.7)
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j30
2−
j3
2
∥∥ P̂0u ∗ ̂ψ(t)Pk2 v∥∥L2  ∥∥P0u · ψ(t)Pk2 v∥∥L2  ‖P0u‖L∞t,x∥∥ψ(t)Pk2 v∥∥L2t,x ,
then by the Bernstein inequality and the Hölder inequality, we can bound it by
‖P0u‖L∞t L2x‖Pk2 v‖L∞t L2x ,
which is suﬃcient for (3.7) in view of (1.6). 
Lemma 3.3 (Low–high to high (b)). If k3  10, |k3 − k2| 5 and 1 k1  k3 − 9,∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂k1u ∗ P̂k2 v∥∥Xk  k322−( 12+α)k2−k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 . (3.8)
Proof. By deﬁnition, the left-hand side of (3.8) can be bounded by∑
j30
2−
j3
2
∥∥1Dk3, j3 P̂k1u ∗ ̂ψ(t)Pk2 v∥∥L2 . (3.9)
Now we denote
uk1, j1 = ηk1(ξ)η j1
(
τ −ω(ξ))̂u, vk2, j2 = ηk2(ξ)η j2(τ −ω(ξ))̂v, (3.10)
so we have
‖ P̂k1u‖Xk1 =
∑
j1
2 j1/2‖uk1, j1‖L2 , ‖ P̂k2 v‖Xk2 =
∑
j2
2 j2/2‖uk2, j2‖L2 .
Then we have
(3.9)
∑
j1, j2, j30
2−
j3
2 ‖1Dk3, j3 uk1, ji ∗ vk2, j2‖L2 .
We may assume j1, j2, j3  10(1+ α)k2, since otherwise we will apply the trivial estimate (3.3),
(3.9)
∑
j1, j2, j30
2−
j3
2 2 jmin/22k1/2‖uk1, ji‖L2‖vk2, j2‖L2

∑
jmax10(1+α)k2; ji0
2−
jmax
2 2( j1+ j2)/22k1/2‖uk1, ji‖L2‖vk2, j2‖L2 ,
then there is a 2−5(1+α)k2 to spare which suﬃces to give (3.8). By (3.4) we can bound (3.9) by∑
10(1+α)k2 j1, j2, j30
2−
j3
2 2
jmin+ jmed
2 2−
αk2
2 − k12 ‖uk1, ji‖L2‖vk2, j2‖L2
=
∑
10(1+α)k2 j1, j2, j30
2−
jmax
2 2−
αk2
2 − k12 2
j1+ j2
2 ‖uk1, ji‖L2‖vk2, j2‖L2 . (3.11)
Since jmax  (1+ α)k2 + k1 − 2 by (3.2), so
(3.11) k32
∑
jmax(1+α)k2+k1−2
2−
jmax
2 2−
αk2
2 − k12 ‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2
 k322−
k2
2 −αk2−k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 ,
which is suﬃcient for (3.8). 
We now consider low× low → low interaction, which is always easy to handle.
Lemma 3.4 (Low–low). If 0 k1,k2,k3  100, then∥∥(i + τ −ω(ξ))−1ηk3(ξ) ̂ψ(t)Pk1(u) ∗ P̂k2(v)∥∥Xk1  ‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x . (3.12)
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j30
2− j3/2
∥∥ψ(t)Pk1u · Pk2 v∥∥L2t L2x
 ‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x ,
which completes the proof since (1.6). 
Now we consider the case when the low frequency is comparable to the high frequency, which is also easier, since
by (3.2), the modulation 2 jmax  2(2+α)kmax contribute suﬃcient decay. We have the following
Lemma 3.5 (High–high to high). If k1  10, |k1 − k2| 5 and k1 − 9 k3  k1 + 10, then∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂k1u ∗ P̂k2 v∥∥Xk3  2−(1+ 3α4 )k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 . (3.13)
Proof. For simplicity of notations we assume k = k1 = k2 and it follows from the deﬁnition of Xk3 that∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂ku ∗ P̂k v∥∥Xk3  ∑
j1, j2, j30
2− j3/2‖1Dk3, j3 uk, j1 ∗ vk, j2‖2, (3.14)
where uk, j1 , vk, j2 are as in (3.10). In view of (3.2) we may assume jmax  (2+α)k− 20 and for the same reasons as in the
proof of Lemma 3.3 we may assume j1, j2, j3  10(1+ α)k in the summation. Applying (3.6) to (3.14) we get∑
j1, j2, j30
2− j3/2‖1Dk3, j3 uk, j1 ∗ vk, j2‖2

( ∑
j1= jmax
+
∑
j2= jmax
+
∑
j3= jmax
)
2− j3/22−
αk
4 2 jmin/22 jmed/4‖uk, j1‖2‖vk, j2‖2
:= I + II + III.
For the contribution of III, omit the details since it is easy to be bounded. We only need to estimate II in view of the
symmetry. We get that
II 
( ∑
j2= jmax, j3 j1
+
∑
j2= jmax, j3 j1
)
2− j3/22−
αk
4 2 jmin/22 jmed/4‖uk, j1‖2‖vk, j2‖2
:= II1 + II2.
For the contribution of II1, by summing on j3 we have
II1 =
∑
j2= jmax, j1 j3
2− j3/22−
αk
4 2 j3/22 j1/4‖uk, j1‖2‖vk, j2‖2

∑
j2(2+α)k−20, j10
2−
αk
4 2 j1/2‖uk, j2‖2‖vk, j3‖2
 2−(1+ 3α4 )k1‖ P̂ku‖Xk‖ P̂k2 v‖Xk2 ,
which is acceptable. For the contribution of II2, by summing on j3 we have
II2 =
∑
j2= jmax, j3 j1
2− j3/22−
αk
4 2 j1/22 j3/4‖uk, j2‖2‖vk, j3‖2

∑
j2(2+α)k−20, j10
2−
αk
4 2 j1/2‖uk, j2‖2‖vk, j3‖2
 2−(1+ 3α4 )k1‖ P̂ku‖Xk‖ P̂k2 v‖Xk2 .
Therefore, we complete the proof of the lemma. 
Now we turn to high× high→ low interactions. It is easy to see that this case is the worst, since s < 0 and ‖u‖ F¯ s , ‖v‖ F¯ s
are small for u, v with very high frequency.
850 Y. Wang / J. Math. Anal. Appl. 387 (2012) 844–856Lemma 3.6 (High–high to low (a)). If k1  10, |k1 − k2| 5 and 1 k3  k1 − 9, then∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂k1u ∗ P̂k2 v∥∥Xk3  2− 1+α2 k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 . (3.15)
Proof. We assume k = k1 = k2 and it follows from the deﬁnition of Xk3 that∥∥(i + τ −ω(ξ))−1ηk3(ξ) P̂ku ∗ P̂k v∥∥Xk3  ∑
j1, j2, j30
2− j3/2‖1Dk3, j3 uk, j1 ∗ vk, j2‖2, (3.16)
where uk, j1 , vk, j2 are as in (3.10). In view of (3.2) we may assume jmax  (1+α)k+ k3 − 10 and for the same reasons as in
the proof of Lemma 3.3 we may assume j1, j2, j3  10(1 + α)k. We will bound the right-hand side of (3.16) case by case.
The ﬁrst case is that j3 = jmax in the summation. Then we apply (3.3) and get that∑
j1, j2, j30
2− j3/2‖1Dk1, j1 uk, j1 ∗ vk, j2‖2 
∑
j3(1+α)k+k3−10;
∑
j1, j20
2− j3/22 jmin/22k3/2‖uk, j1‖2‖vk, j2‖2
 2− 1+α2 k
∑
j1, j20
2 jmin/2‖uk, j1‖2‖vk, j2‖2
 2− 1+α2 k‖ P̂ku‖Xk‖ P̂k v‖Xk ,
which is acceptable. If j2 = jmax, then in this case we have better estimate (3.5). By applying it we get∑
j1, j2, j30
2− j3/2‖1Dk3, j3 uk, j1 ∗ vk, j2‖2 
∑
j2(1+α)k+k3−10;
∑
j1, j30
2− j3/22−(1+α)k/22( j1+ j3)/2‖uk, j1‖2‖vk, j2‖2
 k2−(1+α)k‖ P̂ku‖Xk‖ P̂k v‖Xk ,
where in the last inequality we use j3  10(1+α)k. The last case j1 = jmax is identical to the case j2 = jmax from symmetry.
Therefore, we complete the proof. 
The following case is the worst one among the all, and the following estimate is not suﬃcient for the endpoint bilinear
estimate due to the ‘log’ divergence. We will give an improvement under the weaker structure L∞t L2x instead of X0 in the
next section.
Lemma 3.7 (High–high to low (b)). If k1  10, |k1 − k2| 5, then∥∥(i + τ −ω(ξ))−1η0(ξ) P̂k1u ∗ P̂k2 v∥∥X0  k12− 1+α2 k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 . (3.17)
Proof. As before we assume k = k1 = k2 and from the deﬁnition we get the left-hand side of (3.17) is dominated by
0∑
k3=−∞;
∑
j1, j2, j30
2− j3/2‖1Dk3, j3 · uk, j1 ∗ vk, j2‖2, (3.18)
where uk, j1 , vk, j2 are as in (3.10) and we may assume that j1, j2, j3  10(1+ α)k as before. Furthermore, we may assume
that k3 −10(1+ α)k, otherwise we will apply the estimate (3.3),
‖1Dk3, j3 · uk, j1 ∗ vk, j2‖2  2 jmin/22k3/2‖uk1, j1‖2‖uk2, j2‖2,
then there is a 2−5(1+α)k to spare which is suﬃcient to give the bound. Then applying (3.3) we get that
(3.18)
0∑
k3=−10(1+α)k;
∑
jmax(1+α)k+k3−10, ji0
2− j3/22k3/22 jmin/2‖uk, j1‖2‖vk, j2‖2

0∑
k3=−10(1+α)k;
∑
jmax(1+α)k+k3−10, ji0
2− jmax/22k3/22( j1+ j2)/2‖uk, j1‖2‖vk, j2‖2
 k2−(1+α)k/2‖ P̂ku‖Xk‖ P̂k v‖Xk ,
which is just (3.17). 
Remark 3.8. The estimate (3.17) has a log divergence (comparing with (3.15)), which means that the X0 norm is to strong
to be bounded appropriate. We overcome this diﬃculty by replacing X0 norm by a weaker one, which will be discussed
exhaustive in the next section.
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It turns out that Lemma 3.7 in the previous section is not suﬃcient to get the bilinear estimate at the end point
s = − 1+α4 , we need the following improvement.
Lemma 4.1. If k1  10, |k1 − k2| 5, then∥∥∥∥∥P0ψ(t)
t∫
0
Wα(t − τ )
(
Pk1u(τ ) · Pk2 v(τ )
)
dτ
∥∥∥∥∥
L∞t L2x
 2− 1+α2 k1‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 . (4.1)
Before we give the proof of Lemma 4.1, we need the following linear estimates, for its proof we refer the readers to
[15,11,9].
Proposition 4.2 (Linear estimates). (a) Assume s ∈ R, φ ∈ Hs. Then there exists C > 0 such that∥∥ψ(t)Wα(t)φ∥∥ F¯ s  C‖φ‖Hs . (4.2)
(b) Assume s ∈ R,k ∈ Z+ and (i + τ −ω(ξ))−1F(u) ∈ Xk. Then there exists C > 0 such that∥∥∥∥∥F
[
ψ(t)
t∫
0
Wα(t − s)
(
u(s)
)
ds
]∥∥∥∥∥
Xk
 C
∥∥(i + τ −ω(ξ))−1F(u)∥∥Xk . (4.3)
Proof of Lemma 4.1. Denote Q (u, v) = P0(ψ(t)
∫ t
0 Wα(t − τ )(Pk1u(τ ) · Pk2 v(τ ))dτ ). By straightforward computations,
F[Q (u, v)](ξ, τ ) = c ∫
R
ψ̂(τ − τ ′) − ψ̂(τ −ω(ξ))
τ ′ −ω(ξ) η0(ξ)
∫
Z
P̂k1u(ξ1, τ1) P̂k2 v(ξ2, τ2)dτ
′, (4.4)
where
∫
Z means the integral over the hyperplane Z = {ξ = ξ1 + ξ2, τ ′ = τ1 + τ2},∫
Z
f (ξ1, τ1)g(ξ2, τ2) =
∫
R2
f (ξ1, τ1)g(ξ − ξ1, τ − τ1)dξ1 dτ1 = f ∗ g(ξ, τ ).
We decomposing the integral area R × Z as follows
A1 =
{|ξ | 2−(1+α)k1};
A2 =
{|ξ |  2−(1+α)k1 , ∣∣τi −ω(ξi)∣∣ 2(1+α)k1 |ξ |, i = 1 and 2};
A3 =
{|ξ |  2−(1+α)k1 , ∣∣τi −ω(ξi)∣∣ 2(1+α)k1 |ξ |, i = 1 or 2}.
Then we split (4.4) into three parts
F[Q (u, v)](ξ, τ ) = I + II + III,
where
I = C
∫
R
ψ̂(τ − τ ′) − ψ̂(τ −ω(ξ))
τ ′ −ω(ξ) η0(ξ)
∫
Z
1A1 P̂k1u(ξ1, τ1) P̂k2 v(ξ2, τ2)dτ
′,
II = C
∫
R
ψ̂(τ − τ ′) − ψ̂(τ −ω(ξ))
τ ′ −ω(ξ) η0(ξ)
∫
Z
1A2 P̂k1u(ξ1, τ1) P̂k2 v(ξ2, τ2)dτ
′,
III = C
∫
R
ψ̂(τ − τ ′) − ψ̂(τ −ω(ξ))
τ ′ −ω(ξ) η0(ξ)
∫
Z
1A3 P̂k1u(ξ1, τ1) P̂k2 v(ξ2, τ2)dτ
′,
where 1Ai = 1Ai (ξ, τ , ξ1, τ1, ξ2, τ2) is the indicated functions.
We consider ﬁrst the part I . By (1.6) and the linear estimate Proposition 4.2(b),∥∥F −1(I)∥∥ ∞ 2  ‖I‖X0  ∥∥(i + τ ′ −ω(ξ))−1η0(ξ)1A1 P̂k1u ∗ P̂k2 v∥∥ ,Lt Lx X0
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
∑
k3−(1+α)k1+10;
∑
j30
2− j3/2
∑
j10, j20
‖1Dk3, j3 · uk1, j1 ∗ vk2, j2‖L2
where uk1, j1 and vk2, j2 deﬁned by (3.10). Using (3.3) in Proposition 3.1, we get∥∥F −1(I)∥∥L∞t L2x  ∑
k3−(1+α)k1+10;
∑
j30
2− j3/2
∑
j1, j20
2 jmin/22k3/2‖uk1, j1‖L2‖vk2, j2‖L2
 2−(1+α)k1/2
∑
j1, j20
2( j1+ j2)/2‖uk1, j1‖L2‖vk2, j2‖L2 ,
which suﬃces to give the bound for the term I since |k1 − k2| 5.
Next we consider the contribution of the term III. As term I , by (1.6) and Proposition 4.2(b),∥∥F −1(III)∥∥L∞t L2x 
∥∥∥∥(i + τ ′ −ω(ξ))−1η0(ξ)∫
Z
1A3 P̂k1u(ξ1, τ1) P̂k2 v(ξ2, τ2)
∥∥∥∥
X0

0∑
k3=−∞;
∑
j1, j2, j30
2− j3/2‖1Dk3, j3 · uk1, j1 ∗ vk2, j2‖L2 .
Without loss of generality, we may assume |τ1 −ω(ξ1)| 2(1+α)k1 |ξ | under A3, which means that j1  (1+α)k1 + k3 − 10,
then the above is bounded by
0∑
k3=−(1+α)k1;
∑
j2, j30
2− j3/2
∑
j1k3+(1+α)k1−10
‖1Dk3, j3 · uk1, j1 ∗ vk2, j2‖L2 . (4.5)
If j3  j1, then by (3.3) we can bound (4.5) by
0∑
k3=−(1+α)k1;
∑
j1, j3k3+(1+α)k1−10, j20
2− j3/22k3/22 jmin/2‖uk1, j1‖L2‖vk2, j2‖L2

0∑
k3=−(1+α)k1
2−
k3+(1+α)k1
2 2
k3
2
∑
j1k3+(1+α)k1−10, j20
2
j1+ j2
2 2−
j1
2 ‖uk1, j1‖L2‖vk2, j2‖L2
 2−
(1+α)k1
2
0∑
k3=−(1+α)k1
2−
k3+(1+α)k1
2
∑
j1, j20
2
j1+ j2
2 ‖uk1, j1‖L2‖vk2, j2‖L2
 2−
(1+α)k1
2 ‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 ,
which is suﬃcient. If j3 < j1 instead, so j3 = jmax, then by (3.5) we can bound (4.5) by
0∑
k3=−(1+α)k1;
∑
j1, j2, j30
2− j3/22
j2+ j3
2 2−
(1+α)k1
2 ‖uk1, j1‖L2‖vk2, j2‖L2
 2−
(1+α)k1
2
0∑
k3=−(1+α)k1
k3+(1+α)k1−10∑
j3=0
∑
j1k3+(1+α)k1−10, j20
2−
j1
2 2
j2+ j1
2 ‖uk1, j1‖L2‖vk2, j2‖L2
 2−
(1+α)k1
2
0∑
k3=−(1+α)k1
[
k3 + (1+ α)k1
]
2−
k3+(1+α)k1
2
∑
j1, j20
2
j1+ j2
2 ‖uk1, j1‖L2‖vk2, j2‖L2
 2−
(1+α)k1
2 ‖ P̂k1u‖Xk1 ‖ P̂k2 v‖Xk2 ,
which suﬃces to give the bound for the term III.
Now we consider the main contribution term: term II. By direct computation, we get
F −1t (II) = ψ(t)
t∫
e−i(t−s)ω(ξ)η0(ξ)
∫
2
eis(τ1+τ2)
∫
uk1(ξ1, τ1)vk2(ξ2, τ2)dτ1 dτ2 ds0 R ξ=ξ1+ξ2
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uk1(ξ1, τ1) = ηk1(ξ1)1{|τ1−ω(ξ1)|2(1+α)k1 |ξ |}û(ξ1, τ1),
vk2(ξ2, τ2) = ηk2(ξ2)1{|τ2−ω(ξ2)|2(1+α)k1 |ξ |} v̂(ξ2, τ2).
By a change of variable τ ′1 = τ1 −ω(ξ1), τ ′2 = τ2 −ω(ξ2), we get
F −1t (II) = ψ(t)eitω(ξ)η0(ξ)
t∫
0
e−isω(ξ)
∫
R2
eis(τ1+τ2)
×
∫
ξ=ξ1+ξ2
eisω(ξ1)uk1
(
ξ1, τ1 +ω(ξ1)
)
eisω(ξ2)vk2
(
ξ2, τ2 +ω(ξ2)
)
dτ1 dτ2 ds
= ψ(t)eitω(ξ)η0(ξ)
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(ω(ξ1)+ω(ξ2)−ω(ξ)) − e−it(τ1+τ2)
τ1 + τ2 +ω(ξ1) +ω(ξ2) −ω(ξ)
× uk1
(
ξ1, τ1 +ω(ξ1)
)
vk2
(
ξ2, τ2 +ω(ξ2)
)
dτ1 dτ2.
Then by the Plancherel Theorem and the Hölder inequality, we can bound ‖F −1t (II)‖Lξ by∫
R2
∥∥∥∥ ∫
ξ=ξ1+ξ2
η0(ξ)|u#k1(ξ1, τ1)v#k2(ξ2, τ2)|
|τ1 + τ2 +ω(ξ1) +ω(ξ2) −ω(ξ)|
∥∥∥∥
L2ξ
dτ1 dτ2
where u#k1 (ξ1, τ1) = uk1 (ξ1, τ1 + ω(ξ1)), v#k1 (ξ1, τ1) = vk1 (ξ1, τ1 + ω(ξ1)). Furthermore, we have |τ1|, |τ2|  2(1+α)k1 |ξ | in
view of the deﬁnition of uk and vk , and
ω(ξ1) +ω(ξ2) −ω(ξ1 + ξ2) ∼ |ξ1|1+αξ1 − |ξ1 − ξ |1+α(ξ1 − ξ) ∼ 2(1+α)k1 |ξ |,
since the mean value theorem and the support property |ξ1|, |ξ2| ∼ 2k1 and |ξ | = ξ1 + ξ2  2k1 , so∣∣τ1 + τ2 +ω(ξ1) +ω(ξ2) −ω(ξ)∣∣∼ 2(1+α)k1 |ξ |.
Thus we have∥∥F −1t (II)∥∥Lξ 
∫
R2
∥∥∥∥ ∫
ξ=ξ1+ξ2
η0(ξ)|u#k1(ξ1, τ1)v#k2(ξ2, τ2)|
2(1+α)k1 |ξ |
∥∥∥∥
L2ξ
dτ1 dτ2,
then by the deﬁnition of A2 and the Hölder inequality, we continue with

∫
R2
∑
−(1+α)k1k0
2k/2
∥∥∥∥ χk(ξ)2(1+α)k1 |ξ |
∫
ξ=ξ1+ξ2
∣∣u#k1(ξ1, τ1)v#k2(ξ2, τ2)∣∣
∥∥∥∥
L∞ξ
dτ1 dτ2

∑
−(1+α)k1k0
2−k/22−(1+α)k1
∫
R2
∥∥∥∥∫
R
∣∣u#k1(ξ1, τ1)v#k2(ξ − ξ1, τ2)∣∣dξ1
∥∥∥∥
L∞ξ
dτ1 dτ2

∑
−(1+α)k1k0
2−k/22−(1+α)k1
∫
R2
∥∥u#k1(ξ1, τ1)∥∥L2ξ1∥∥v#k2(ξ2, τ2)∥∥L2ξ2 dτ1 dτ2
 2−(1+α)k1/2
∥∥u#k1∥∥L1τ1 L2ξ1 ∥∥v#k2∥∥L1τ2 L2ξ2  2−(1+α)k1/2‖ P̂k1u‖Xk1 ‖ P̂k2u‖Xk2 ,
where we use the following argument in the last step,∥∥u#k ∥∥L1τ L2ξ =
∫
R
∥∥uk(ξ, τ +ω(ξ))∥∥L2ξ dτ

∑
j0
2 j/2
∥∥η j(τ )uk(ξ, τ +ω(ξ))∥∥L2ξ,τ

∑
j0
2 j/2
∥∥η j(τ −ω(ξ))uk(ξ, τ )∥∥L2ξ,τ  ‖Pku‖Xk ,
which completes the proof of the lemma. 
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We will construct a strong local solution to the quadratic dispersive generalized B–O equation (1.1) via contraction
principle. The main ingredients are the dyadic bilinear estimates obtained in the last two sections. We observe ﬁrst that
Eq. (1.1) is invariant under the following scaling transform: for λ > 0
u(x, t) → λ2+αu(λx, λ2+αt), φ(x) → λ2+αφ(λx). (5.1)
H˙− 32−α is the critical space to (1.1) in the sense that ‖λ2+αφ(λ·)‖
H˙−
3
2 −α
= ‖φ‖
H˙−
3
2 −α
. From the fact that∥∥λ2+αφ(λx)∥∥
H−
1+α
4
 λ 32+α‖φ‖
H−
1+α
4
+ λ 54+ 3α4 ‖φ‖
H−
1+α
4
with α  0, then by taking λ suﬃciently small we may assume
‖φ‖
H−
1+α
4
   1. (5.2)
Then we only need to construct the solution of (1.1) on [−1,1] under the condition (5.2). First we assume that c2 = c3 = 0
in (1.2). From Duhamel’s principle, (1.1)–(1.2) is equivalent to the integral equation
u(t) = Wα(t)φ − 1
2
t∫
0
Wα(t − τ )
(
u2(τ )
)
dτ . (5.3)
We will apply a ﬁxed point argument to solve the following truncated version
u(t) = Φ(u)(t) = ψ
(
t
4
)[
Wα(t)φ −
t∫
0
Wα(t − τ )
(
ψ2(τ )u2(τ )
)
dτ
]
= ψ
(
t
4
)
Wα(t)φ − B(u,u), (5.4)
where
B(u, v) = ψ
(
t
4
) t∫
0
Wα(t − τ )
(
ψ2(τ )u(τ ) · v(τ ))dτ . (5.5)
It is easy to see that if u solves (5.4) then u is a solution of (5.3) and hence of (1.1) on the time interval [−1,1]. First we
need the following bilinear estimate.
Proposition 5.1 (Bilinear estimates). Assume − 1+α4  s 0. Then there exists C > 0 such that∥∥B(u, v)∥∥ F¯ s  C(‖u‖ F¯ s‖v‖ F¯−1/4 + ‖u‖ F¯−1/4‖v‖ F¯ s) (5.6)
hold for any u, v ∈ F¯ s .
Proof. In view of deﬁnition, we get∥∥B(u, v)∥∥2F¯ s = ∥∥P0B(u, v)∥∥2X¯0 + ∑
k31
22k3s
∥∥ηk3(ξ)F[B(u, v)]∥∥2Xk3 . (5.7)
We consider ﬁrst the contribution of the second term on the right-hand side of (5.7). By decomposing u, v we have∥∥ηk3(ξ)F[B(u, v)]∥∥Xk3  ∑
k1,k20
∥∥ηk3(ξ)F[B(Pk1(u), Pk2(v))]∥∥Xk3 . (5.8)
From Proposition 4.2(b) the right-hand side of (5.8) is dominated by∑
k1,k20
∥∥(i + τ −ω(ξ))−1ηk3(ξ) ̂ψ(t)Pk1u ∗ ̂ψ(t)Pk2 v∥∥Xk3 . (5.9)
From symmetry we assume k1  k2 in (5.9). It suﬃces to prove( ∑
22k3s
[ ∑ ∥∥(i + τ −ω(ξ))−1ηk3(ξ) ̂ψ(t)Pk1u ∗ ̂ψ(t)Pk2 v∥∥Xk2
]2)1/2
 ‖u‖
F¯−
1+α
4
‖v‖ F¯ s . (5.10)
k31 k1,k20
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kmax20
‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x , (5.11)
which suﬃces for (5.10) in this case since we have ‖Pku‖L∞t L2x  ‖Pku‖Xk for k 1.
Assuming kmax  20 in (5.9), we have three cases. If |k2 − k3| 5, 1 k1  k2 − 10, then applying (3.8) we get that the
left hand of (5.10) is dominated by( ∑
k31
22k3s
[ ∑
1k1k2−10, |k2−k3|5
k322
−(1/2+α)k22−k1‖Pk1u‖Xk1 ‖Pk2 v‖Xk2
]2)1/2

( ∑
k31, |k2−k3|5
22k3sk322
−k2/2‖Pk2 v‖Xk2
[ ∑
1k1k2−10
2−k1−αk1‖Pk1u‖Xk1
]2)1/2
 ‖v‖ F¯ s‖u‖ F¯−(1+α)+
which suﬃces for (5.10). Similarly, if |k2 − k3|  5,k1  k2 − 10, then applying (3.7) for k1 = 0. If |k2 − k3|  5,k2 − 9 
k1  k2, then applying (3.13). If |k1 −k2| 5,1 k3  k2 −5, then applying (3.15). We easily get the bound (5.10) as desired.
To prove Proposition 5.1, it remains to prove that∥∥P0B(u, v)∥∥L∞t L2x  C(‖u‖ F¯ s‖v‖ F¯− 1+α4 + ‖u‖ F¯− 1+α4 ‖v‖ F¯ s). (5.12)
By decomposing u, v as before we obtain∥∥P0B(u, v)∥∥L∞t L2x  ∑
k2,k30
∥∥P0B(Pk2u, Pk3 v)∥∥L∞t L2x . (5.13)
If max(k2,k3) 10, then from (1.6) and (3.12) we obtain that∥∥P0B(Pk2u, Pk3 v)∥∥L∞t L2x  ‖Pk2u‖L∞t L2x‖Pk3 v‖L∞t L2x ,
which suﬃces to give the bound (5.12) in this case. If max(k2,k3)  10, then we must have |k2 − k3|  5. Then from
Lemma 4.1 we have∥∥P0B(u, v)∥∥L∞t L2x  ∑|k1−k2|5, k1,k210 2−
(1+α)k1
2
∥∥F(Pk1u)∥∥Xk1∥∥F(Pk2 v)∥∥Xk2  ‖u‖ F¯− 1+α4 ‖v‖ F¯− 1+α4 , (5.14)
which gives (5.12) as desired. Thus we complete the proof of the proposition. 
In view of Proposition 4.2 and Proposition 5.1, for − 1+α4  s 0 we have∥∥Φ(u)∥∥ F¯ s  ‖φ‖Hs + ‖u‖ F¯− 1+α4 ‖u‖ F¯ s ,∥∥Φ(u) − Φ(u)∥∥ F¯ s  ‖u − v‖ F¯− 1+α4 ‖u‖ F¯ s + ‖u‖ F¯− 1+α4 ‖u − v‖ F¯ s .
With a standard argument (see for example, Lemma 4, [4]), we get that there is a unique solution u to (5.4) such that
‖u‖
F¯−
1+α
4
 C0. So far, we have proved Theorem 1.1 with the nonlinearity f (u) = u2. For the general nonlinearity (1.2), we
notice that∥∥B(u, v¯)∥∥2F¯ s  C(‖u‖ F¯ s‖v‖ F¯−1/4 + ‖u‖ F¯−1/4‖v‖ F¯ s),
and ∥∥B(u¯, v¯)∥∥2F¯ s  C(‖u‖ F¯ s‖v‖ F¯−1/4 + ‖u‖ F¯−1/4‖v‖ F¯ s),
since (1.8) and Proposition 5.1. Thus the proof for the general nonlinearity is exactly the same, so we omit the details here.
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