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Figure 1: Top segments for 6 (out of 35) object classes discovered in the LabelMe data-set. Note how the
segments, learned from a collection of unlabeled images, correspond to trees (a), sky (b), buildings (c), leaﬂess
trees (d), roads (e). However, for the last group of segments (f), it is not obvious which class of objects it
corresponds to. We consider it as the class of cars in our evaluations.Method Number of Words Precision Recall ENS
∼ 4.8 0.476 0.465 0.450
Vector-Space ∼ 7.42 0.402 0.581 0.554
∼ 9.70 0.350 0.641 0.602
∼ 4.8 0.490 0.480 0.466
LSI(K=40) ∼ 7.42 0.414 0.588 0.561
∼ 9.70 0.356 0.648 0.609
∼ 4.8 0.478 0.465 0.450
CNMF ∼ 7.42 0.403 0.585 0.557
∼ 9.70 0.352 0.651 0.612
∼ 4.8 0.492 0.475 0.461
NMFsc ∼ 7.42 0.413 0.593 0.566
∼ 9.70 0.360 0.658 0.619
Table 2: Summary of results of image auto-
annotation using several diﬀerent semantic
propagation-based methods.
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Clear Sky, Building, 
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Tree 
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Track, Banner 
Cloudy Sky, Hill, Tree, 
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Water, Mountain, Dock, 
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NMFsc 
Tree, Grass, Pole, 
Building, People, Clear 
Sky, Sidewalk, Leafless 
Tree 
Cloudy Sky, Stadium, 
Stand, Football Field, 
People, Band, Post, Track, 
Banner, Stands 
Tree, Cloudy Sky, 
Building, Water, Dock, 
Powerboat, Hill, 
Ferryboat 
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Figure 7: Some sample results of image auto-
annotation using the classic NMF (CNMF) and
NMF with sparseness constraints (NMFsc).
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