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Here Ω is a bounded open set in R N , T > 0. The unknown function u = u(x, t) depends on x ∈ Ω and t ∈]0, T [. The symbol ∇u denotes the gradient of u with respect to x. The real functions α, β are continuous; moreover α is positive, bounded and may vanish at ±∞. As far as the data are concerned, we require the following assumptions:
where Φ is a convenient function which is superlinear at ±∞ and f (x, t) ∈ L r 0, T ; L q (Ω) with 1 r + N 2q ≤ 1.
We give sufficient conditions on α and β in order to have distributional solutions. We point out that the assumptions on the data do not guarantee in general the boundedness of the solutions; this means that the coercivity of the principal part of the operator can really degenerate. Moreover, a boundedness result is proved when the assumptions on the data are strenghtened.
1 Introduction.
Our aim is to study existence for a class of quasi-linear parabolic problems involving first order terms with natural growth with respect to the gradient. The model problem we refer to is (1) above, where Ω is a bounded open set in R N , T > 0, and u = u(x, t), with x ∈ Ω and t ∈]0, T [. Let us remark that, if the functions α, β are bounded on the real line, and α(s) ≥ α 0 > 0 for every s ∈ R, (i.e., if the principal part is assumed to be uniformly coercive), in the case where the initial datum u 0 (x) belongs 1 L ∞ (Ω) and
it is possible to prove existence of bounded weak solutions for problem (1) (see, for instance, [8] , [24] , [25] and [13] ). Recently, in the case where α may vanish at infinity, Boccardo and Porzio (see [9] ) assume that α(s) and β(s) satisfy (which is a very special case of condition (2)), they prove the existence of bounded weak solutions for problem (1) .
In the present paper we are interested in finding more general conditions on α and β (which include (3) ) and also in dealing with the case where the integrability of the data u 0 and f is not so high to allow bounded solutions. The assumptions for the model problem are the following: if we define 
for all s ∈ R. To better understand the role of this assumption on the function Ψ, let us first consider the model case where α = 1 and f ≥ 0; as pointed out, for 1 The symbols L q (Ω), L r (0, T ; L q (Ω)), and so forth, denote the usual Lebesgue spaces, see for instance [11] or [16] . Moreover we will sometimes use the shorter notations f (Ω)) and L 2 (0, T ; H −1 (Ω)) have obvious meanings, see again [11] or [16] .
instance, in [17] (for the stationary problem with constant α and β), we can perform the change of unknown function v = Ψ(u), obtaining the following equation for v v t − ∆v = f e γ (u) , that under the assumption (4) gives
for which it is not too difficult to obtain some a priori estimates, under suitable assumptions on the data. In the general case, that is, if the operator has the same growth as in the model case, but has a more complicated structure, it is not possible to perform such a change of variable, therefore we need to use suitable exponential test functions related to Ψ and γ which allow to get rid of the gradient term and to obtain estimates on the function u. We remark that, in the case α ≡ 1 (for simplicity), condition (4) is satisfied if β is bounded or if β is integrable, but it is a more general assumption (see Remark 2.1 below). We point out that for this class of problems the regularity of the data u 0 and f plays an important role. Indeed, if they have enough integrability (same as in (2)), we will prove the existence of bounded solutions. In this case, the coercivity of the operator is a posteriori not really degenerate. The case where the equality of the exponents in (2) holds is more difficult, because one cannot expect bounded solutions, therefore an actual degeneration of the operator takes place. In this case, we prove the existence of solutions u such that Ψ(u) belongs to the so called energy spaces, that is,
Actually, if the initial datum u 0 is regular enough, one can prove that all powers of Ψ(u) are in these same spaces. If f is less regular than that, i.e., if the opposite inequality holds in (2), the problem of existence is open, even in the uniformly coercive case, since it is not possible to use exponential functions to get rid of the quadratic term (or equivalently, because after change of unknown function, one obtains the inequality (5), for which no a priori estimates hold under these assumptions on f ). The existence result is achieved by approximating the principal part of the equation with uniformly coercive operators, and by truncating the first order term. The first aim is to find a priori estimates on the solutions u n of the approximate problems. Then one has to show that, up to subsequences, u n converges strongly to some function u. To this aim, one would like to employ a compactness result of Aubin type (see [4] and [29] ), but our estimates do not allow to do this directly, since the function Ψ may have a very weak growth (see, for instance, Remark 2.5). Therefore, we prove a compactness result (see Proposition 6.1 and Corollary 6.1) which apply in this case, and whose proof has been suggested by a similar result by Alt and Luckhaus (see [1] ). Then it is necessary to prove pointwise convergence of the gradients of u n . This is the most technical part of the paper, and uses an approximating technique to deal with the time derivative of u n , previously used in [22] , [23] , [14] , [13] , [6] . We point out that no sign assumption is made on the nonlinear first order term throughout the paper. If a "good" sign condition is assumed in the first order nonlinearity (more precisely that this term has the opposite sign of u), existence of unbounded solutions in the uniformly coercive case is proved in [23] and [14] , under weaker assumptions on the data. In a forthcoming paper the corresponding problem for nonlinear operators of p-Laplace type will be investigated. Moreover weaker assumptions on the operator will be considered, which will lead quite naturally to the use of the notion of entropy solutions introduced in [5] , [28] , [2] . As far as the stationary problem associated to (1) is concerned, the uniformly coercive case has been studied in many papers (see for instance [7] , [17] , [12] and references therein).
In the case where α(s) may vanish at infinity, which corresponds to a degenerate coercivity of the principal part, existence and regularity results are proved in [10] and [27] . The plan of the paper is the following. Section 2 is devoted to the statement of the assumptions and of the main results. In Section 3 we recall some useful results and we define the approximating problems. In Section 4 we give a priori estimates for the corresponding approximate solutions under the assumptions of the main existence result, Theorem 2.1. Section 5 is devoted to an a priori L ∞ estimate under the stronger hypotheses (22) and (23) . Finally, Section 6 deals with the limiting process.
Assumptions and main results
Before stating more precisely our problem, we introduce some notation. We recall that Ω is a bounded open set in R N , and that T is a positive number. We will denote Ω×]0, T [ by Q T and ∂Ω×]0, T [ by Σ T . We define, for k > 0, the usual truncation function at level ±k, i.e.,
+ sign(s). Throughout this paper, C will always denote a positive constant which only depends on the parameters of our problem; its value may be different from line to line.
We are interested in studying the following quasilinear evolution problem
where the operators satisfy the following hypotheses:
• Assumptions on a: The function a : Q T × R → R N 2 satisfies the Carathéo-dory conditions; that is, it is measurable with respect to (x, t) for all s ∈ R and continuous in s for almost all (x, t) ∈ Q T ; moreover it satisfies the following assumptions (A1) There exists a bounded continuous positive function α :
and that
for almost all (x, t) ∈ Q T and all (s, ξ) ∈ R × R N .
(A2) There exists C 0 > 1 such that
For brevity of notation, we will sometimes write a(x, t, s) ξ ξ instead of (a(x, t, s) ξ , ξ). Moreover we will often omit the explicit dependence of a on x and t, writing a(s) instead of a(x, t, s).
• Assumptions on b: The function b :
Carathéodory conditions and moreover:
(B1) There exists a continuous non negative function β : R → R such that
As before, we will sometimes write b(s, ξ) instead of b(x, t, s, ξ). The two functions a and b will not be independent from each other. In order to give the assumption on their connection, we define some auxiliary functions by
• Relation between a and b:
(C1) We assume that there exists a constant C 1 > 0 such that
for all s ∈ R.
Remark 2.1 It is easy to see that condition (C1) includes, for example, the case where
but is strictly more general, as we can see in the following counterexample.
Example 2.1 Consider two functions defined by α(s) = 1 and
Obviously both functions are continuous and by elementary arguments the following facts can be proved:
1.
n+1 n β(s) ds = 2 for every n = 1, 2, . . . , so that γ(n) = 2(n − 1) .
2 (e 2s − 1) ≤ Ψ(s) for all s ≥ 0.
4. e γ(s) ≤ e 2s ≤ (e 2s − 1) + 2e
From the last two points, we may conclude that condition (C1) is strictly stronger than the one stated in the previous remark.
Remark 2.2 Let us observe that, on account of
Indeed, on the one hand,
. On the other hand, it follows from (C1) that
Consequently, 
As a consequence, it yields that the function Φ is superlinear at infinity, that is,
• Assumptions on the data: We require that
When the last equality is satisfied, we say that the couple (r, q) belongs to the so called Aronson-Serrin curve, beyond which, in the classical case β = 0 and α(s) ≥ α 0 > 0 for every s ∈ R, solutions are bounded (see [3] ) .
The main existence result will be the following. We will always assume that (A1), (A2), (B1) and (C1) are satisfied. 
where Ψ and Φ are defined in (12) and (13), respectively. Moreover, if the initial datum u 0 satisfies the stronger assumption
for some δ > 0, where
Remark 2.3 It is worth simplifying our situation to the following (more classical) model problem:
Then our main result states that an initial datum satisfying Ω e
, with (r, q) on the Aronson-Serrin curve, imply the existence of a distributional solution u such that
. Similar results in a more general setting can be found also in [13] and in [19] .
Remark 2.4 Assuming that the initial datum u 0 (x) is summable enough, we are interested in the best estimates for u, possibly replacing the function β with a greater function β * which satisfies again condition (C1). For instance, if α(s) ≡ 1 and β(s) = 1/(1 + |s|), it would be better to choose β * (s) ≡ 1 ≥ β(s), which would provide better estimates on u. The function defined bȳ
realize the equality in condition (C1). Therefore anytime that there exists β * ≥ β such that the corresponding function γ
for some positive constants C 2 ,C 3 , we get the best estimate choosing γ * instead of γ, (which means β * instead of β). This is the case for β as in Remark 2.1. Indeed, if
and condition (20) is satisfied. This is also the case for the oscillating function β in the Example 2.1, as one can easily see. Therefore the functionγ and the corresponding functionΨ play an essential role in the optimality of the estimates in all the known cases for β. Let us point out that condition (20) implies condition (C1), while condition (C1) implies, via Gronwall's lemma, the second inequality in condition (20) .
Remark 2.5 Writing condition (C1) as
and applying Gronwall's lemma, we get e |γ(s)| ≤ Ce C|s| , that is,
In some papers concerning parabolic problems with coercive operators (α ≡ 1) and quadratic terms (see, for instance, [8] , [19] , [20] and [13] ) authors assume that the function β is bounded, which obviously implies (21) . Thus, in the case α ≡ 1, our condition does not allow a greater growth on function γ; however, we can consider functions β satisfying higher oscillation. It is worth remarking that our condition (C1) points out the role of function γ, instead of β, in obtaining existence of solutions.
It is also worth noting that the estimates given in the previous Theorem could be very weak. Indeed, for example, we can have, for s > 0, α(s) = 1 (s+e) log(s+e) and β(s) = α 2 (s), which gives γ(s) = log (log (s + e)) and Ψ(s) = log (s + e).
Finally, if the data are more regular, one can prove the existence of bounded solutions. More precisely, we assume that
and
Theorem 2.2 If (22) and (23) hold, then the solution found by Theorem 2.1 is bounded.
3 Approximate problems. Some useful results.
To prove our result, first of all, we have to consider approximating problems. To guarantee coerciveness, we will change the function a defining
where I is the identity matrix, and will truncate the others terms of our equation. Consequently, we now define
so that β n ≥ β and β n /α n = β/α for all n ∈ N. It also yields
Let us next define the functions
Observe that it follows
and so
On the other hand, we need to regularize our initial datum. We will take an approximating sequence whose properties are stated in the following proposition:
In the case where the stronger assumption (19) is satisfied, one may assume that Φ (δ) n (u 0,n ) is also uniformly bounded. Finally, if u 0 is bounded, one may assume that u 0,n are also uniformly bounded.
Proof. Let { n } n be a strictly increasing sequence of positive numbers satisfying lim n→∞ n = +∞ and
Furthermore, consider a sequence
a.e. and strongly in L 1 (Ω).
We finally denote u 0,n = T n v 0,n ; obviously it 
, we obtain (32). The proof of the final statements is trivial.
Let us consider the approximating problems
It is quite classical (see, for instance, [21] ) that problem (34) admits at least one
. In order to prove first a priori estimates on our approximate solutions u n and then the convergence of the sequence {u n } n , we need the following cancellation result, which is a variant of that proved in [9] , Lemma 2.1. Proposition 3.2 Assume that u n is a bounded weak solution of (34).
( 
Another important tool we will use to getting a priori estimates is the well known Gagliardo-Nirenberg's inequality for evolution spaces (see [15] ):
and the following estimate holds
4 A priori estimate on Aronson-Serrin curve: Unbounded solutions
In this section, we will obtain a priori estimates under the assumptions (15) and (16) .
Proposition 4.1 Assume that (15) and (16) are satisfied, and let {u n } n be a sequence of solutions of problems (34). Then there exists a constant C > 0, depending only on the data of problem (6), such that, for every n ∈ N,
where Φ n and Ψ n are defined by (26) . Moreover, if u 0 satisfies (19) for some δ > 0, then there exists a constant C δ > 0, depending only on δ and on the data of problem (6), such that, for every n ∈ N,
where
n is defined by (27) .
where C is a constant such that
(see (32)). Let us point out that, by the definition of function Ψ n ,
Moreover hypothesis (C1) implies the following estimates on the right-hand side (recall that |Ψ(s)| ≤ |Ψ n (s)| for every s ∈ R)
From the previous estimates we get
Let us now estimate the term Q T |f | Ψ 2 n (u n ) in the right-hand side of inequality (44). Having in mind hypothesis (16) on f , and applying Hölder's inequality, we obtain
Let us define ρ = 2r , σ = 2q , and point out that (ρ, σ) satisfy conditions (36) and (37) of the Gagliardo-Nirenberg Lemma 3.1, and therefore
where we have used the inequality
Using (44), (45), (46) and applying Young's inequality, we get
is sufficiently small we get the desired estimates on
and estimate (39) follows from (47). If this is not the case, let us take t 1 instead of T in such a way that
By the previous argument we get estimate on
Then we take
and we repeat the same argument as before. It is clear that in a finite number of steps one covers the whole interval [0, T ], getting the quoted estimates.
In the case where u 0 satisfies the stronger assumption (19), we can assume that Φ (δ) n (u 0,n ) are also uniformly bounded in L 1 (Ω); by taking ψ = |Ψ n | 2δ Ψ n in Proposition 3.2 (2), one obtains:
It is easy to check that the function Φ (δ)
n , defined by (27) , satisfies the inequality
for every s ∈ R. From (48) and (49) one easily obtains the estimates (41)-(43).
Proof: This is a straightforward consequence of (9) and (40). Indeed,
Next, we will prove the estimates we need on the lower order term.
Proposition 4.2
The following statements hold true:
(1). There exist positive constants C and s 0 such that
holds for every n ∈ N and k ≥ s 0 .
(2). The sequence
Proof: On account of (25), the first claim of Proposition 4.2 is a straightforward consequence of the following inequality
To see this, we begin by taking
in (35). Dropping non negative terms, we deduce that
Since lim s→±∞ Ψ(s) = ±∞, we may find s 0 > 0 such that |s| ≥ s 0 implies |Ψ(s)| ≥ 1. So that, if k ≥ s 0 , then
On the other hand, if
as a consequence of (C1) and Young's inequality. Thus, applying Hölder's inequality, we obtain
Since the sequence { Ψ(u n ) 2r ,2q is bounded (by (39), (40) and Lemma 3.1), it follows that
from where the first assertion of Proposition 4.2 follows. The second claim of Proposition 4.2 is proved by taking
where φ(s) = sign (s)
s 0 e |γ(σ)| − 1 dσ. As above, we obtain
On the other hand,
Hence, from these inequalities, having in mind (50) and (31), we conclude that the sequence {β n (u n )|∇u n | 2 } n is bounded in L 1 (Q T ). The boundedness of {T n b(u n , ∇u n )} n then follows from (25) .
Taking into account that u n is a solution of problem (34), the two previous results imply the following consequence.
Beyond Aronson-Serrin's curve: Bounded solutions
In this section, we will prove Theorem 2.2. Actually, we only have to prove an L ∞ -estimate, since after that Theorem 2.2 is easy to see following the reasoning of ( [9] , Theorem 1.1). The estimate is as follows.
(Ω) is a distributional solution of (34), then there exists a constant C > 0, depending only on the parameters of the problem, such that Ψ n (u n ) ∞ ≤ C which implies, taking (14) and (29) into account,
Proof: There are several steps in the proof. First, we will prove that
for all k big enough, C > 0 being a constant that does not depend on f r,q .
To this end, since we can always assume that u 0,n is bounded in L ∞ (Ω), we can choose k such that, for every n, k > Ψ(u 0,n ) L ∞ + h(u 0,n ) L ∞ , where h is defined as in (28) . This implies that k > |Ψ n (u 0,n )|. Then we take
by applying (C1). We prove (51) by analyzing each term in this inequality. Observe first that
Moreover, we obviously have
Thus, (52) becomes
Finally, since Young's inequality implies
, it follows from (53) that (51) holds true. Now, note that our hypothesis 1 r + N 2q < 1 implies N q + 2 r > N and so there exists > 0 such that N q + 2 r = (1 + )N . Then, denoting ρ = 2(1 + )r and σ = 2(1 + )q , we conclude that these parameters satisfy the assumptions of the Gagliardo-Nirenberg lemma.
Our next step is to see that
(54) holds true. To do this, applying Gagliardo-Nirenberg and Young's inequalities, we deduce from (51) that
As in the proof of Proposition 4.1, we may assume that ||f || r,q is small. Then the first term in the right hand side may be absorbed by the left hand one. Indeed, by Hölder's inequality
where this last constant only depends on the previous one, , meas Ω, and T . It follows from (55) that
Note that from now on C > 0 is a constant that does depend on f r,q . Now the right hand side in (56) may be estimated as follows:
Hence, we obtain from (56) that (54) holds. This inequality implies, by ([21] , Chapter II, Theorem 6.1), that Ψ n (u n ) ∞ < C, where C only depends on the parameters of problem (6).
Convergence of the approximate solutions
This section deals with the convergence of the sequence {u n } n of approximate solutions of (34). First of all we will prove that there exists u such that, up to a subsequence, {u n } n converges to u, for almost every (x, t) ∈ Q T . Then we will see the convergence of gradients, namely: we will prove in Proposition 6.2 that the sequence {∇T k u n } n strongly converges in L 2 (Q T ) and, as a consequence, it yields that a subsequence, still denoted by {∇u n } n , converges to ∇u for almost all (x, t) ∈ Q T . In Proposition 6.3 we will prove the convergence of the quadratic term in L 1 (Ω). Finally, we will see in Proposition 6.4 that {u n } n converges to u in C([0, T ]; L 1 (Ω)), which gives meaning to the initial condition. Once these facts have been proved, it will be easy to finish the proof of Theorem 2.1.
To see the pointwise convergence of the sequence of approximate solutions of a parabolic problem, an Aubin type theorem is usually applied (see [4] and [29] ). This can still be done in our framework, provided Ψ(s) has at least linear growth, that is, Ψ (s) ≥ c 0 > 0. However this is not always the case, since Ψ(s) can have a very slow growth (see Remark 2.5). Thus, we have to prove the following compactness result, whose proof is strongly inspired on a result by Alt and Luckhaus [1] . Proposition 6.1 Let {u n } n be a sequence of functions such that
(not necessarily bounded in these spaces). Assume that there exists a continuous and strictly increasing function Ψ : R → R satisfying
and finally that there exists a continuous function Φ :
Then the sequence {u n } n is relatively compact in L 1 (Q T ).
Proof: We divide the proof in some steps.
Step 1: Assume that (57) holds. Then it is easy to see that the sequence
, uniformly with respect to n and h. Therefore there exists a constant C such that
Step 2: For each M > 0 and ε > 0 there exists δ = δ ε,M such that, for every v, w ∈ H 1 0 (Ω) satisfying
Indeed, to get a contradiction, assume that there exist two positive constants M 0 and ε 0 and two sequences {v n } n and {w n } n such that
By Rellich's theorem, the sequences {Ψ(v n )} n and {Ψ(w n )} n are relatively compact in L 2 (Ω), therefore, up to a subsequence which we shall still denote with the index n, one can find ξ and η in L 2 (Ω) such that
Therefore, setting v(x) = Ψ −1 (ξ(x)) and w(x) = Ψ −1 (η(x)), one has v n → v , w n → w a.e. in Ω.
Applying (58), (60) and De la Vallée Poussin's Theorem, we deduce that
Using this, we obtain that
therefore, by (61), the last integral is zero. By the strict monotonicity of Ψ, this implies that v = w a.e. in Ω, which contradicts (62).
Step 3: We wish to show that
For fixed n, h, M , we consider the set
Then in the integral in (63), we can split the parts where t ∈ E and t ∈ E c . As far as the former is concerned, since |s| ≤ Φ(s) + C, one has, by the assumption (59),
where L 1 denotes the 1-dimensional Lebesgue measure. Since the quantities which appear in the definition of E have bounded integrals with respect to t, one has
Therefore (63) follows from Step 2.
Step 4: We wish to approximate u n with functions which are piecewise constants in time. For M > 0, we define the set
As before, one has
Moreover we set v n (t) = u n (t) χ F c (t) . We will show that for every ε > 0 one can choose M , h (for simplicity of notation we will take a divisor of T ) and s ε = s ε,n,M,h ∈ (0, h) such that
To do this, we compute the average with respect to s:
We now distinguish between the values t such that t + τ ∈ F , where v n (t + τ ) = 0, and those such that t + τ ∈ F c , where v n (t + τ ) = u n (t + τ ). Therefore
If we choose M large enough the latter integral is less than ε/2, while the previous one can be made smaller than ε/2 by choosing h small enough, using Step 2. Thus one can find s ε such that (64) holds. Hence, we have shown that for every ε we can find a sequence w
n of functions which are constant in time on the intervals ((i − 1)h ε , ih ε ) and such that
Using Rellich's theorem, for every fixed ε one can extract a subsequence of indices {m
) and therefore, using the assumption (59), such that {w
. By repeating the argument for ε = 1/k (k ∈ N) and taking a diagonal subsequence, one can find a subsequence of indices {m n } such that, for every k,
Step 5: We conclude using Cauchy's criterium: For fixed ε > 0 we choose k > 3/ε, then
Now the last norm can be made smaller than ε/3 by choosing n and j large enough. This concludes the proof of Proposition 6.1.
Corollary 6.1 Assume that (15) and (16) hold true. If {u n } n is a sequence of solutions of the approximate problems (34), then there exist a subsequence, still denoted by {u n } n , and a function u ∈ L 1 (Q T ) such that u n → u a.e. and strongly in L 1 (Q T ) .
Proof:
We only have to check that the sequence of approximate solutions satisfies the assumptions of the previous result. Recalling (24) and (29), we have the
by (38). Furthermore, by Corollary 4.2, the sequence
We will prove now that, for each k > 0, the sequence {∇T k u n } n strongly converges to ∇T k u in L 2 (Q T ).
Proposition 6.2 Assume that (15) and (16) are satisfied, and let {u n } n be a sequence of solutions of problem (34) which converges to u a.e. and strongly in L 1 (Q T ). Then, for every fixed k > 0,
Proof: To prove this proposition, we begin by introducing a suitable regularization with respect to time (see [22] , [23] ). For every ν ∈ N, we define (T k u) ν as the solution of the Cauchy problem
Then, using the assumptions (30)-(32) on the approximations of the initial datum, one has (see [22] ):
and as ν goes to infinity
, where ϕ(s) = e λs − 1 , and λ > 0 will be conveniently chosen hereafter. Then we obtain
Now, to simplify the exposition it is convenient to divide the proof into various steps.
Step 1: We will prove that
where ω(ν) denotes a quantity which goes to zero as ν goes to infinity, while ω ν (n) denotes a quantity which goes to zero as n goes to infinity, for every fixed ν.
This fact is strongly inspired by Lemma 3 of [13] (see also [23] ). We give here the proof for the sake of completeness.
Let F k denote the real function defined as
With this notation, we have to prove that
For σ > 0, we define u n,σ as the solution of
Then the functions u n,σ satisfy the same properties shown above for (
Let us define the function
and getting, by easy computations T k u n,σ is zero where |u n,σ | > k and the fact that {|s| ≤ k} = {γ(−k) ≤ γ(s) ≤ γ(k)}). If we set φ(s) = s 0 ϕ(σ) dσ, we obtain
On the other hand
where ω ν,n (σ) denotes a quantity which tends to zero as σ → ∞, for every fixed ν and n. If we set H k (s) := s 0 e F k (γ(τ +ksign(τ ))) dτ , the term I 3 σ can be estimated as follows
We note that I 3,1 σ ≥ 0. Indeed, one has |(T k u) ν | ≤ k, thus in the set where G k u n,σ (T ) is different from zero, that is, the set where
+ (which is nonnegative) is different from zero only where
, as σ and n go to infinity, respectively. The last fact is due to the following easy estimate H
, for every η > 0, and to the fact that the sequence {Φ n (u n )} is bounded in L 1 (Q T ). Putting all these estimates together, we conclude the proof of Step 1.
Step 2: We will prove that
Indeed, using the hypothesis (C1), we can write
Let us now estimate the integral F . Hypothesis (16) on f and Hölder's inequality yield
Defining ρ = 2r , σ = 2q , so that (ρ, σ) satisfy conditions (36) and (37) of the Gagliardo-Nirenberg Lemma 3.1, the estimates (39) and (40) lead to
which concludes the proof of Step 2.
Step 3: We will prove that
Thanks to the first two Steps we have proved that
Let us now estimate the left hand side. From now on we will write a n (u n ) instead of a n (x, t, u n ). We can write
Now,
Here we have used the weak convergence of 
≤ C(k)ω(ν).
In conclusion
Applying (9) and (40) we can estimate A 3 in the following way:
by Lebesgue's Theorem. As far as the term A 1 is concerned, using the first inequality in (25) , we obtain
for some positive C 1 (k). We only have to deal with the term A 4 :
Using techniques similar to the ones employed above, the last two integrals can be easily shown to be equal to ω ν (n) + ω(ν). Therefore we can write
This is where we use the function ϕ. Indeed we can choose the parameter λ = λ(k) in the definition of ϕ such that
for every s ∈ R. Therefore
Putting together formulas (66)-(70), we get (65).
Step 4:
as test function in Proposition 3.2 (2), and working exactly as in the previous step, we obtain the analogous of (65),
The two estimates (65) and (71) lead to
Step 5: Adding and subtracting ∇T k u from (72), we deduce that, for every k > 0,
and, finally,
which concludes the proof.
The following result follows easily from Corollary 6.1, Proposition 6.2, Corollary 4.1 and Proposition 4.2 (2): Corollary 6.2 One can extract a subsequence, still denoted by {u n } n , such that u n → u a.e. in Ω and strongly in L 1 (Q T ),
∇u n → ∇u a.e. in Ω,
∇T k u n → ∇T k u strongly in L 2 (Q T ; R N ), for every k > 0, a n (u n ) ∇u n a(u) ∇u weakly in L 2 (Q T ; R N ), a n (u n ) ∇u n → a(u) ∇u strongly in L q (Q T ; R N ), for every 1 ≤ q < 2,
T n b(u n , ∇u n ) → b(u, ∇u) a.e. in Q T .
From now on we will assume that {u n } is a subsequence like in the previous statement.
Proposition 6.3 Assuming that (15) and (16) hold true, then
Hence, integrating by parts,
Our aim is to estimate sup t∈[0,T ] Ω J 1 u n (t) − (T k u) ν (t) and, to this end, we begin by analyzing the left-hand side of (78). First observe that
Since |(T k u) ν | ≤ k, the functions T k u − (T k u) ν and u − (T k u) ν have the same sign, so that, by the definition of (T k u) ν ,
Thus,
On the other hand, performing easy computations, we have Qt a n (u n ) ∇u n ∇T 1 u n − (T k u) ν = = Qt∩{|un−(T k u)ν |<1} a n (u n ) ∇u n ∇(u n − T k u n ) + Qt∩{|un−(T k u)ν |<1} a n (u n ) ∇u n ∇ T k u n − (T k u) ν ≥ Qt∩{|un−(T k u)ν |<1} a n (u n ) ∇u n ∇ T k u n − (T k u) ν .
Finally, it is straightforward that
