Methods from statistical physics have been applied successfully in the theory of learning. In order to investigate the typical behavior of large systems an average is performed over the disorder introduced by the randomness in the training data. Most of this theory has been concerned with the supervised learning of a rule. An overview of statistical mechanics contributions to this eld can be found in e.g. 1, 2] . Recently, also unsupervised learning 3, 4, 5] has been studied in the statistical physics framework, see 6{12] and references therein.
One important possible objective of unsupervised learning is the determination of prototypes from a given (often very large) set of data 2 IR N =1;:::;P . The aim is to represent this set as faithful as possible by use of only a few typical prototype vectors fJ k g k=1;:::;K (K << P) which capture the relevant features of the data. This is closely related, yet not identical, with the problem of clustering where the are to be grouped into sets of similar vectors 3{9].
The learning process is usually guided by the minimization of an appropriate cost or energy function which incorporates the assignment of vectors to the N{ dimensional prototypes J k and at the same time evaluates the quality of the representation. Very often, both is based on the Euclidean distances d k = ( ? J k ) 2 of the data from the respective prototype vectors.
We will consider in the following an on{line learning scenario, see for instance 13{16] and references therein. In this framework, only the latest from a sequence of example vectors is used for updating the prototypes and the change is according to the negative gradient of an instantaneous energy of the form
Here, the labelling functions p k obey the normalization constraint P K k=1 p k = 1 and therefore could be interpreted as a probabilistic assignment of the data to the prototypes. The constant ( ) 2 =2 cancels exactly the rst term from expanding out d k and is otherwise irrelevant.
In the update rule
the quantity controls the step size of this stochastic gradient descent procedure and is scaled with the dimension N of the data. Usually, given a speci c , the prescription (2) will a ect one or several prototypes more e ciently than the others. This \competition" of the prototypes for updates is controlled by the labelling functions p k . The term \competitive learning" has been coined for a variety of algorithms of this or a similar form 5]. Note that no normalization constraint is imposed on the prototype vectors. This is in contrast to models of directional clustering or feature detection 8, 11, 12] , where only characteristic directions in the distribution of the data are of interest. Here, the magnitude of the J k will typically be of order J We proceed by investigating the model in the thermodynamic limit N ! 1. In this limit the random quantities x k = J k and y m = B m are distributed according to a mixture of Gaussians as well. Note that this holds true for more general P( jn) with the same rst and second moments as in (3) The dynamics of the learning process can also be analysed in terms of the order parameters. It is straightforward to derive from (2) recursion relations for the evolution of these quantities. These equations are averaged over the latest example, assuming that at each time step a new, uncorrelated vector is drawn according to (3) . Again, the randomness enters only through the projections fx k ; y m g. In terms of the continuous time = =N the dynamics is then described by a set of coupled rst order di erential equations, see e.g. 14, 19] for a more detailed description of the formalism. As the order parameters are self{averaging quantities, their evolution describes the learning process exactly for any random realization of the data sequence in the thermodynamic limit.
As to the prototype which is currently closest in distance. The corresponding training scheme
updates only the \winner" of this \competition", hence the name \winner takes all" algorithm for such a procedure 5]. Note that in (5) additional terms which involve derivatives of the Heaviside functions cancel exactly. The gradient is always in the direction ( ?J k ), hence the updated prototype will be the winner for similar examples later in the sequence with even higher probability. 
For the sake of simplicity the arguments of the labelling functions have been omitted. All averages h i are over the full distribution of the fx k ; y m g and can be performed analytically (see a forthcoming publication for details). Given a set of initial conditions, this system of seven coupled di erential equations can be integrated numerically and thus yields the evolution of the order parameters in the course of learning.
For a rst discussion of the essential features of such learning curves we restrict our considerations to a partially symmetric subspace of the system con gurations. We assume that the initial conditions obey the relations Q 11 = Q 22 = Q; Q 12 = Q 21 = Q?"; R 11 = R 22 = r p Q; R 12 = R 21 = (r? ) p Q: (7) This symmetry is preserved in the dynamics. The rst condition indicates that the lengths of the prototype vectors are equal. It can be satis ed easily in realistic situations, whereas the speci c symmetry of the overlaps J k B m constitutes a restriction of the dynamics. We observe, however, that the system generically approaches this subspace quickly from rather general initial conditions. A similar e ect occurs in supervised learning by gradient descent and was exploited in e.g. 14, 15]. We limit the analysis to the reduced system for the 4 quantities r; ; Q; and ", which describe the dynamics exactly within the symmetric subspace. Figure 1 a) shows the evolution of the order parameters r and for = 1 and speci c initial conditions r(0) = (0) = 10 ?6 and Q(0) = "(0) = 1, the latter corresponding to normalized orthogonal vectors J 1 (0) and J 2 (0). In realistic situations with no a priori knowledge of the B k one would also expect small values of r and initially. The averaged instantaneous energy hHi is plotted as a function of in gure 1 b). This quantity is a measure for the success of the learning process: it evaluates the expected distance of a random vector from the corresponding prototype. In a sense it is analogous to the so{called generalization error in supervised learning 2, 5, 20].
We will shortly discuss the main properties of the learning curves in the following. the system is trapped in a plateau{state in which the order parameters as well as hHi are approximately constant. Eventually, with increasing , becomes signi cantly di erent from zero which corresponds to a specialization of the prototypes: each J k represents mainly data from one of the clusters. This is also re ected in a decreasing value of the averaged instantaneous energy. The asymptotic behavior of the system for ! 1 will be discussed below.
The phenomenon of plateaus in the learning curve has also been found in the context of supervised learning by gradient descent 14, 15, 19] . Note, however, that the dominant plateau in our model is not characterized by almost identical J k . A \mutual repulsion" is imposed on the prototype vectors which is due to the pronounced competitive nature of the \winner takes all" algorithm: at each time step only one of the vectors is updated even if J 1 J 2 . This e ective repulsion separates the prototypes very fast; however, their projections in the B 1 ; B 2 {plane are almost equal in the plateau state.
The occurence of such a plateau is due to the existence of a xed point of the differential equations (6) with = 0. The properties of the xed point depend critically on the choice of . Provided the learning rate is smaller than a b{dependent value S , the plateau con guration is unstable. A non{zero value of is necessary in order to break the symmetry and enables the prototypes to specialize with increasing . The initial value r(0) is to a large extent irrelevant for the occurence of the plateau state. However, the length of the plateau is determined by the initial specialization (0), a more detailed analysis will be published elsewhere. For > S the unspecialized plateau state is attractive which is again analogous to results from supervised learning 19] . In this case, small deviations from = 0 are not su cient for the system to leave the plateau and a spontaneous specialization of the prototypes does not occur. . Note, however, that this does not correspond to a perfect alignment or identity of each J k with one of the cluster centers. This re ects a property of the cost function which is related to the above mentioned e ective repulsion: the energy favors a larger relative distance of the prototypes 4]. The competitive training process does not aim explicitly at the identi cation of the cluster centers but at a good reliable representation of the data.
In the large separation limit (b ! 1) these two objectives become truly identical.
Note furthermore that only for ! 0 the system is enabled to realize the smallest possible value of hHi (as for instance displayed by the dotted line in gure 1 b).
Nonzero learning rates allow the prototypes to keep contributions from the space orthogonal to the B k . We nd that the stationary value of hHi in the limit ! 1 grows linearly with in the vicinity of = 0. This result suggests to employ an { dependent step size as it has proven useful in similar learning scenarios 3, 5, 10, 13] .
In summary, we have presented an exactly solvable model of unsupervised competitive learning. For the speci c example of a \winner takes all" prescription we have demonstrated that the dynamics of the learning process can be described by a small number of order parameters which obey a set of rst order di erential equations in the thermodynamic limit. Here we have focused our analysis on the occurence of plateaus in the learning curves and the critical role of the learning rate.
A problem of particular interest is the choice of an appropriate time{dependent learning rate in order to guarantee convergence to the minimum of hHi. Further investigations will also address more complex model situations, for instance with a mismatched number of prototypes (K 6 = M) or non{spherical clusters of data.
Di erent cost functions should be considered which go beyond the simple \winner takes all" scheme. The e ect of a probabilistic \soft competitive" assignment of the prototypes on the dynamics and the success of learning is an important open question. Such algorithms are closely related to maximum likelihood methods or similar techniques of density estimation 3, 4, 9]. * * *
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