In data processing, we often encounter the following problem: Suppose that we have processed the measurement resultsx 1 ,
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Estimating Errors of Indirect Measurements: One of the Main Problems in Data Processing
One of the important problems in data processing is to estimate the error of an indirect measurement. Namely, we want to know a value of the physical quantity y that is difficult or impossible to measure directly. So, to estimate the values of y, we measure other quantities x 1 , ..., x n that are related to y, and reconstruct y from the resultsx i of these measurements. This procedure is called an indirect measurement .
It is usually known how to reconstruct y from x i . In other words, we usually know an algorithm f that, if applied to the actual values of x i , would result in the actual value of y = f (x 1 , ..., x n ). Instead of the actual values x i , we only know the measurement resultsx i that (due to measurement errors) may be slightly different from the actual values. As a result, when we apply the algorithm f to these measurement result, the resulting estimateỹ = f (x 1 , ...,x n ) for y is, generally speaking, different from the actual values of y.
If we want to know what the actual value of y can be, we must know how different y can be from this estimateỹ. In other words, we need to estimate the error ∆y =ỹ − y of this indirect measurement.
This error ∆y comes from the errors ∆x i =x i −x i of measuring x i . To measure x i , we use regular measuring instruments. For a measuring instrument to make sense, the manufacturer must provide it with some guaranteed error bounds ∆ i . (Otherwise, whatever valuex i we measure, the actual value x i can be arbitrarily far fromx i , i.e., no information about x i would come from the measurement itself.) If we know the bound ∆ i , and the result of the measurement isx i , then the actual value must belong to the interval
In some cases, the manufacturer also provides the user with the probabilities of different values of error ∆x i , but in many real-life cases, the bounds ∆ i are the only information about the errors that we have. In these cases, we have the following problem:
2. In some cases, the manufacturer can guarantee that some values of error are impossible. In this case, the set x i of possible actual values can be a subset of the interval [x i − ∆ i ,x i + ∆ i ].
3. A measuring instrument can measure several different quantities y 1 , ..., y k at a time. In this case, in addition to the information about the possible errors of each measurement, the manufacturer can guarantee that certain combinations of errors are impossible: e.g., it can happen that ∆y 1 attains its largest possible value ∆, and it can happen that ∆y 2 attains its largest possible value ∆, but they can never attain these extreme values at the same time, because of the restriction that ∆y (This situation happens, e.g., if we measure geographical coordinates of a point.) Such information can be described by a set y ⊂ R k of all the tuples that the manufacturer believes can be possible values of errors (∆y 1 , ..., ∆y k ).
Input Intervals are Often Overestimated
Input intervals come from the manufacturer's guarantee. The manufacturer does not want to risk his/her reputation, and to be liable to lawsuits. So, when in doubt, the manufacturer prefers to overestimate the error bounds ∆ i . The actual designers and testers of the measuring instrument, when you ask their opinion, usually assign much better quality to their instruments. They can say something like "We can only prove that the error is ≤ 0.1, but all our experiments have shown that this error is ≤ 0.05."
Cautious overestimation is a reasonable strategy when the error may be lifethreatening: e.g., in measuring the reactor characteristics of the nuclear power stations, or in computing the trajectory of the spaceship. But this caution makes no sense if we are, e.g., estimating the amount of oil in a given area. In such cases, instead of an absolutely accurate and absolutely guaranteed estimate like 100 ± 50 mln tons, it would be nice to know that with high reliability, we are able to extract from the same measurement results a much narrower interval (e.g., 90 ± 10).
In Addition to the Main (Guaranteed) Interval, it is Reasonable to Consider its Subintervals
In these situations (when nothing life threatening can come from an underestimation of a measurement error), it is thus reasonable, in addition to the intervals that are guaranteed by the manufacturer, to consider subintervals that the manufacturer cannot, strictly speaking, guarantee, but which the experts (designers and/or producers of the manufacturing instrument) claim to be true.
In other words, inside each interval x i , there is another interval x i (c) ⊆ x i .
Example. Suppose that we have a measuring instrument with guaranteed accuracy ∆ = 0.1 and actual accuracy 0.06. (We give this value to illustrate the idea; in real life, this value is not exactly known neither to the manufacturer of the measuring instrument, nor to the user.) Suppose also that, in addition to the guaranteed error bound 0.1, we have an expert's estimate that the error bound cannot exceed 0.08. Suppose that we have performed the measurement, and the measurement result isx = 1.1. In this case, the guaranteed estimate Given these additional n intervals, we would like, in addition to the guaranteed interval y = f (x 1 , .., x n ), to compute the smaller (claimed) interval for y: y(c) = f (x 1 (c), ..., x n (c)).
A first time reader may ask himself/herself: "Why consider subintervals that are not guaranteed by the manufacturer? Are there other motivations for using nested sets other than experts suspecting the manufacturer's error bounds are overestimates?" To explain the practical usefulness of nested sets, let us give a couple of real-life examples where such subintervals are useful (in Section 4, we will show how nested interval computations help to solve the corresponding real-life problems).
Case study: seismic engineering (Dong et al [13] ). Earthquake are extremely difficult to predict. Because of that, if we only use the equations and the measured data x i , we get very wide intervals of possible magnitudes and frequencies y, intervals that are known to be much wider than the interval of actual values. So, if we use these wide intervals [y − , y + ] to design a building that is guaranteed to withstand a typical earthquake, these buildings will be unnecessarily (and often unrealistically) expensive. To make the requirements more realistic, in addition to guaranteed measurement results, expert estimates are normally used that lead to narrower intervals.
In the second example, measurements are so bad that we have to rely mainly on expert estimates:
Case study: AIDS epidemics (Berleant et al [6] ). Equations that describe how AIDS is transferred are known. To solve these equations, we must know the initial conditions and the the numerical values of the parameters (such as the death rate among AIDS patients, etc). The majority of these parameters can be determined more or less accurately from the known statistical data. However, there is one important parameter about which it is very difficult to get a reliable statistical estimate: the number of intravenous drug abusers. So, in the absence of a reliable statistical estimate, we may use the expert estimates. Different experts can give different intervals of possible values, so, we have nested intervals for describing the expert knowledge.
There Can Be Several Subintervals
In the previous subsections, we assumed that there are two intervals that correspond to two degrees of confidence:
an interval guaranteed by the manufacturer; this interval corresponds to an absolute confidence (100% guarantee); and its subinterval, that contains only the values that the expert (e.g., designer) believes to be possible. This is, however, an idealized situation. Different experts can have different ideas of what values are possible and what values are not. More optimistic experts will choose smaller intervals, while more cautious experts will prefer larger ones. As a result, for each variable x, we may have several different intervals of possible values x(α) that depend on an expert α (i.e., we have a nested interval). For each α, we end up with a different interval y(α). So, we get a nested interval for the result. In this paper, we describe the methods of computing nested intervals, and applications of these computations.
At first, we consider the case when experts can be ordered in a sequence form the most cautious one to the most risky one. Then, we will consider the general case when some experts may be incompatible.
NESTED INTERVALS AND NESTED SETS
Nested Sets: Motivation of the Definition
For simplicity, let us first consider the case when the experts can be ordered in a sequence from the most cautious to the most risky. (In Section 2.5, we will mention what happens if we do not make this assumption.)
Let us assume that we have the resultsx of one or several measurements. We want to know what information about the actual values x we can deduce from x. In other words, we want to know what values of x could possibly lead to these measurement results. In more mathematical terms, we want to know the set X act of all values of x that could lead to these measurement results.
We do not know this set precisely. Instead, we know the following: first, from the manufacturer's guarantee, we know some set that definitely contains X act (i.e., a set with the property that every possible value x definitely belongs to it). For a single measurement with an error bound ∆, such a set is an interval [x − ∆,x + ∆]. In general, we will describe this set by X(α 0 ). (The reason for choosing this notation will be given later.)
We believe that X(α 0 ) is possibly an overestimate for X act , so that the actual set of possible value is probably smaller than X(α 0 ). This belief is shared by several experts, who propose their opinions on the set of possible values. Let us denote the number of experts by d. We have assumed that the experts can be ordered in the order of their cautiousness, from the most cautious one (# 1 in this ordering), to the second cautious (# 2 in this ordering), ..., to the riskiest expert (who in this ordering gets # d). Let us denote the set of all values x that the j−th expert believes to be possible by X(α j ). Then, the larger j, the riskier the expert's statement becomes, and therefore, the fewer elements are called possible. In mathematical terms, this means that we have the following relationship between these sets:
If an element x belongs to the set X(α j ), this means that not only the j−th expert believes this element to be possible, but actually j experts (1, 2, ..., j) all agree that x is a possible value. So, elements from the set X(α j ) can be described as elements about which at least j out of d experts agree that x is possible. So, if we would estimate the degree of possibility of an element x by polling experts, elements from X(α j ) would be those for which at least j experts voted. The more experts vote for x to be possible, the larger is the expert's community degree of belief that x is possible. In these terms, we can say that the sets X(α j ) describe different degrees of belief in the possibility of x.
In addition to an overestimate X(α 0 ), we may also know that some values x are definitely possible. For example, we may estimate ∆ by adding up the upper bounds for component errors, but we may also be sure that a certain error component is definitely there (e.g., thermal noise), so we may know a lower bound for the largest possible error. If we know a set D whose values are definitely possible, then, of course, experts' estimates X(α j ) must contain this set D. It is therefore smaller than all X(α j ), i.e., we have
This ordering prompts a natural notation X(α d+1 ) for this set D.
Example. Let us illustrate these notions on the same example as we used before to explain subintervals. Suppose that we have a measuring instrument with guaranteed accuracy ∆ = 0.1 and (unknown) actual accuracy 0.06. The only lower bound for the error bound is 0. Suppose also that we have two experts: a cautious one that estimates the error bound as 0.08, and a risky one that estimates it as 0.05. Here, d = 2. Suppose that we have performed the measurement, and the measurement result isx = 1. 
Let u be an element of U , and α ∈ A be a degree of belief. We say that u belongs to the nested set X with a degree of belief ≥ α if u ∈ X(α).
Historical comment. The notion of a nested set was first introduced in Gentilhomme [20] under the French name "ensemble flou". It was further analyzed by Negoita et al [51, 52] .
Two Problems: Finding the Input Nested Sets and Computing the Nested Set for the Result
Our ultimate goal is to describe the nested set Y that characterizes y. To do that, we must find the nested sets X i for all input variables x i , and then transform these input nested sets into a nested set Y for y. Before we describe the algorithms, we need to describe these problems in mathematical terms.
Finding the Input Nested Set
Finding the nested set X that describes the input variable x may not be a problem if we have a single measurement result. However, in some cases, we measure the same quantity several times, and thus obtain several measurement results that lead to several pieces of information (nested sets) X, X , ... So, we must combine them to get a nested set that describes all the information about the input variable x.
If we will be able to combine two nested sets, then, we will be able to combine any number of them X, X , X , ...:
we start by combining the first two nested sets (X and X ); then, we combine their combination with the third nested set (X ), etc.
Therefore, in the following text, we will only describe how to combine two nested sets X and X . This combination can be easily done: Indeed, let us consider a degree of belief α j . If 1 ≤ j ≤ d, then this degree of belief describes the opinion of the j−th expert. For this expert, according to the first piece of information, the actual value x belongs to the set X(α j ), and according to the second piece of information, x belongs to X (α j ). As a result, for this expert, the set of possible values of x coincides with X(α j ) ∩ X (α j ). A similar formula can be derived for the case when α describes the guaranteed set of possible values. So, we arrive at the following definitions: Definition 2. By an intersection X ∩ X of nested sets X and X , we mean a nested set with
In some cases, the reason we perform several measurements is, e.g., that one of them may err, so that only one of them is reliable. For two measurements, this means that after we get pieces of information X and X , we can only be sure that the actual value x belongs to one of the corresponding sets. For an expert α, this means that set of possible values of x is a union X(α) ∪ X (α). So, we can define a union of nested sets: Definition 3. By a union X ∪ X of nested sets X and X , we mean a nested set with (X ∪ X )(α) = X(α) ∪ X (α).
There are also situations when another set operation naturally arises: complementation of the two sets. These situations are slightly more complicated. As an example, let us assume that the measurement error is caused by noise. We know that this noise is always present, but we do not know whether this noise is positive or negative. In this case, the set of possible values of the noise is a union of two intervals: one that corresponds to the positive values, and one that corresponds to the negative values. For simplicity, let us assume that this set of symmetric, i.e., it is of the form [−∆, −δ] ∪ [δ, ∆] for some 0 < δ < ∆. This set can be represented as a difference between the two intervals:
For each of these intervals, we can have more cautious and more risky estimates in the above sense. A more cautious estimate for ∆ means a larger ∆; similarly, a more cautious (in the sense of Definition 1) estimate for δ also means a larger δ. However, the most cautious estimate for the difference corresponds to the case when we take the largest possible ∆ and the smallest possible δ. In other words, to get the most cautious estimate of the difference [−∆, ∆] \ [−δ, δ], we subtract the riskiest estimate for [−δ, δ] from the most cautious estimate for [−∆, ∆]. So, to describe negative information (for set complement), the expert uses not his/her own degree of belief α, but some other degree of belief α ⊥ : the most cautious α uses the riskiest α ⊥ , the more cautious α uses the riskier α ⊥ , and the riskiest α uses the most cautions α ⊥ .
This description works for the values α j that correspond to different experts. A similar idea works for the values j = 0 and j = d+1 that describe the upper and lower bounds for the set of possible values: Indeed, we can view the sets X ⊥ (α j ) as a description of the complement X ⊥ act to the (unknown) set X act . The only information that is guaranteed for X act is that X(α d+1 ) ⊆ X act ⊆ X(α 0 ). From these inclusions, we can conclude that
is a guaranteed lower bound for the desired (unknown set) X ⊥ act , and X ⊥ (α d+1 ) is a guaranteed upper bound. So, we can take
Let us summarize this description in mathematical terms.
The desired functions α → α ⊥ can be easily described:
(For the reader's convenience, all proofs are placed in a special Appendix).
Thus defined complement operations have some properties of the set-theoretic complement: e.g., De Morgan laws
⊥ are easy to prove. However, some properties of this complement operation may sound counterintuitive: for example, it is possible that X \X = ∅ and X ∪ X ⊥ = U . This contradiction with traditional set theoretic intuition can be easily explained if we use Definition 4: e.g., X \ X does not mean that we subtract a set X from itself. To get (X \ X)(α), we subtract from X(α) the set X(α ⊥ ) that corresponds to a different degree of belief, and can thus be
Computing the Nested Set for y
The result of processing nested sets can be defined expert-by-expert:
.., X n be nested sets with a common set A, and let
The main problem of nested set processing can be thus formulated as follows:
given the pieces of information X 1 , ..., X n that describe inputs, compute the nested set Y that describes the output.
Preliminary Step: Checking Whether Expert Knowledge is Consistent
An expert may be wrong. In some cases, it is possible to check that: namely, if we know that the measured quantities x i must satisfy some constraints (equalities or inequalities). If for x i ∈ X i (α), these constraints cannot be satisfied, this means that an expert α is wrong. For example, assume that we are measuring three currents, and we know that due to Kirkhoff's law,
Suppose that as a result of measuring these currents, we got the valuesx 1 = 1.0, x 2 = 2.0, andx 3 = 2.9. If the measurement accuracy is 0.1, then the constraint can still be satisfied: e.g., for x 1 = 1, x 2 = 2, and x 3 = 3. Assume, however that an expert α believes that the actual accuracy of the measuring instrument is 0.01. Then, for this expert, 
, and these conditions are inconsistent. So, this expert is wrong. In Mitra et al [44] , an algorithm is proposed that checks consistency for the case when x i corresponds to measuring time.
Methods of Solving the Main Problem
A Natural Approach: Computing Y (α) Set-by-Set (Expert-by-Expert). Advantages of the Natural Approach
A natural way of computing Y is to compute Y (α j ) for i = 0, 1, ..., d + 1 with traditional interval techniques (if the sets X i (α) are intervals), or generalized interval techniques (if the sets X i (α) are more complicated than intervals). This method is described, e.g., in Gerasimov et al [21] . This approach has two advantages:
it uses well-known techniques for which good software tools have been developed; and it is easily parallelizable: if we have d + 2 processors P 0 , ..., P d+1 , then we can let each of them compute Y (α j ) for the corresponding j; if the number of processors p is smaller than d + 2, then we can divide A into p groups, and ask m−th processor to compute the values Y (α j ) for all j from the m−th group.
An Alternative Approach
To describe how nested sets are processed, we must first describe how they are stored in the computer. The natural approach assumes that we store each nested set as a sequence of sets X(α 0 ), ..., X(α d+1 ). When all the sets X(α j ) are intervals, this is a reasonable idea: each interval is stored as two numbers (left-and right endpoints), so, to store d+2 intervals, we store 2(d+2) numbers.
To describe a nested interval, we need exactly that many numbers, so, there is no redundancy in this storage scheme.
However, if the sets X(α j ) are more complicated than intervals, then this expert-by-expert storage scheme is not the best one. Indeed, how do we store a set S in the computer? If the Universe of discourse U is finite, then we can represent a set S by storing, for each u ∈ U , the value 1 or 0 ("true" and "false") depending on whether u belongs to the set S or not. (This is, e.g., how set type in Pascal is represented.) In other words, a set S is stored as the values of its characteristic function χ S (u).
So, to store d + 2 sets X(α j ), we must, for every u, store d + 2 truth values χ X(α j ) (u). So, for each u ∈ U , we need d bits to store all the information about this u. But this is wasting storage space. Indeed, we know that the sequence
Therefore, if for some element j, we know that u ∈ X(α j ), then we automatically know that u ∈ X(α j−1 ), ..., u ∈ X(α 0 ); we do not need to waste storage space to store these values. Similarly, if we know that u ∈ X(α j ), then we can automatically deduce that
In view of this monotonicity, for every u ∈ U , there are only d + 3 possible situations:
Since there are d + 3 cases, we can enumerate them by numbers from 0 to d + 2, and describe the case in the computer by its number. To store a number from 0 to d + 2 in its binary form, we need ≈ log 2 (d + 2) bits. For large d, we have
So, this is a much better storage scheme.
Hence, a better way to describe (store) a nested set is for each u ∈ U , to store the number of the case that describes this particular u.
Comment. If a set U is infinite, then we cannot store all the values χ S (u) of the characteristic function. Instead, we have a program that, given u, returns the value of χ S (u). For the new storage scheme, we will similarly need a function that would input u and return the corresponding case number.
This alternative representation of nested sets not only saves computer memory, but it can also lead to faster algorithms. Indeed, in modern computers, the actual time to perform arithmetic operations with numbers that are already in the processor is negligible in comparison with the time that is necessary to fetch these numbers from the memory to the processor and move the results back to the memory. Data processing algorithms are often reasonably simple, so that few arithmetic operations are necessary; therefore, the major part of the computation time for these algorithms is taken by this fetching. For such data processing algorithms, the fewer memory cells we need to store the data, the faster the resulting algorithms. Therefore, for the alternative representation, the algorithms can be faster.
We should warn the reader that although we practically proved that the alternative representation leads (asymptotically) to better storage, the reduction in computation time is justified only by, so to say, physical (less formal) arguments. These arguments seem to infer that in some cases, the alternative representation leads to faster computations, but, on the other hand, in other cases (e.g., if the data processing algorithm is complicated enough) expert-byexpert computations may turn out to be faster.
There is also a practical argument that the alternative representation is often faster: In the following sections, we will describe how to define and process nested sets stored in this manner. It turns out that this alternative way of storing nested sets corresponds to fuzzy sets and operations with these sets. So, numerous successful applications of fuzzy techniques are a justification that this alternative representation is indeed often faster.
Mathematical comment. From the mathematical viewpoint, it would be nice to have a clear realistic example in which the computation time is estimated for both approaches, and in which the alternative leads to a faster processing algorithm; unfortunately, there is no such example in the literature. We feel that, no matter how successful the applications are, from the mathematical viewpoint, the absence of such an example is a major drawback of this approach. We hope therefore that such an example will eventually appear.
Comment. According to the alternative representation, to describe (store) a nested set, for each u ∈ U , we store the number of the case that describes this particular u. A natural way to enumerate these cases is to use the value j (or α j ) which is the largest α for which u ∈ X(α j ). This definition also covers the last case (when u ∈ X(α j ) for all j). However, it does not cover the first case, when no such α exists. For sets of real numbers, the supremum of the empty set is defined as −∞, i.e., as a special value that is added to a real line, and that has the property that it is smaller than everything on the real line. We can make a similar addition to our ordered set A, and arrive at the following definitions:
Mathematical Formulation of the New Approach In other words, µ X (u) is the largest value α for which the degree of belief that u ∈ X is ≥ α. The largest value with this property is clearly the degree of belief itself. So, the values µ X (u) is called the degree of belief that u ∈ X.
In other words, we represent a nested set by a function µ : U → A * . That this description is not redundant can be seen from the fact that such functions are in 1-1-correspondence with nested sets:
* is a membership function of some nested set.
To use this type of storage, we must be able to do the following:
First, we must reformulate all operations with nested sets in terms of membership functions. Second, we must be able to reconstruct the nested set from its membership function.
Historical Comment. In view of these propositions, a nested set can be defined as a function µ : U → A * . For several nested sets, the union and intersection can be defined as in Proposition 3, and the result of applying a function to nested sets -as in Proposition 4. These definitions have been originally proposed by L. Zadeh (on different grounds) in [78] , with the only difference that what we called nested set Zadeh called a fuzzy set. The set {u|µ X (u) ≥ α} is called an α−level set, or α−cut of the fuzzy set X. Formula from Proposition 4 is called extension principle. It was proposed by Zadeh in his pioneer paper [78] (see also [79, 80, 16, 68, 33] ).
Thus, we get an explanation of Zadeh's formulas. Different parts of this explanation appeared in Gentilhomme [20] , Tanaka et al [63, 64] , Negoita et al [51, 52] , Orlovsky [56, 57] , Nguyen [53] , Dubois et al [16, 17] , Kaufmann et al [29] , Artbauer [1] , Gu et al [27] , Goodman et al [24, 25] , Klement [31] , Lai [36] , Tamura et al [62] , Uehara et al [66] , Bojadziev et al [11] , Kruse et al [35] , Grabisch et al [26] , Klir et al [33] , Mantaras [42] .
Comments.
Thus, nested sets provide a new justification of the formulas of fuzzy set theory, formulas that have been originally proposed on a more intuitive basis, without a convincing mathematical justification. We hope that this new justification will be more convincing, at least for specialists in interval computations.
Instead of describing a function with finitely many values, it is often more convenient to approximate it by a continuous function. In other words, we can generalize it to the case of infinite set A. Generalization of Proposition 4 to infinite A and related problems are described in Nguyen [53] and Fuller et al [18] .
How to Store Degrees of Belief in the Computer
Different degrees of belief can be interpreted as ranging from "absolutely false" (α −1 ) to "absolutely true (α d+1 ). In the computer, "false" is usually represented by 0, and "true" by 1. So, it is reasonable to represent intermediate degrees of belief as real numbers from 0 to 1 in such a way that α −1 corresponds to 0, and α d+1 to 1. The most natural arrangement is when the resulting values are equally spaced, i.e., if α −1 = 0, α 0 = 1/(d + 2), ..., α i = (i + 1)/(d + 2), ..., α d+1 = 1. These values can be interpreted as follows: Indeed, before we consider our d experts with their additional knowledge, we have only two options: either we can be pessimistic, and assume that every value that can potentially be possible is actually possible (in this case, our set of possible values is X(α 0 )), or we can be extremely optimistic and assume that only those values about which we are 100% sure that they are possible are actually possible, and none else (in this case, our set of possible values is X(α d+1 )). After we add d experts, we now have d+2 possible viewpoints: a pessimistic one, an optimistic one, and d viewpoints of different experts.
It is easy to see that for every value u ∈ U and for every nested set X, µ X (u) is equal to the ratio of the two numbers: the numerator i + 1 is the number of viewpoints according to which u is a possible value of x, and the denominator is the total number d + 2 of possible viewpoints. This equality leads to the possibility to determine µ X (u) by polling. To do the polling, we need to get experts who represent different points of view: both experts whose expertise leads to some additional knowledge and those who simply know the field, but do not add extra knowledge to it. There are only d + 2 possible viewpoints, so, we have N = d + 2 people who represent N different viewpoints. If m out of these N agree with the statement that "u is a possible value of x", then we take µ X (u) = m/N as the degree of belief in this statement. This idea is indeed one of the most widely used ways of estimating the values of a membership function ; see, e.g., Blin et al [9, 8] , Dubois et al [16] , Section IV.1.d, Klir et al [32] .
Average Number of Elements
When the universal set U is finite, we can ask the following natural question: how many elements are possible? For an expert α, the number of possible elements is equal to |X(α)|, where by |S|, we denote the number of elements in a set S. As a natural measure of size, we can take the arithmetic average over all experts. It turns out that this average can be described in terms of the membership function µ X :
Historical comment. For fuzzy sets, this number was introduced by Zadeh and called sigma-count [81, 82] .
The Simplest Case of d = 0: Tetrvals and Twins
Intervals with intervally uncertain bounds. If experts that were initially unsure make their decision, then the resulting degree of belief in S can take any value from the interval [d(S), pl(S)]: the value d(S) corresponds to the case when they all decide against S, and the right-hand side pl(S) corresponds to the case when all these experts choose to believe in S. We have already mentioned that the ratio N (S)/N depends on N and is therefore, not a very good description of the experts' belief. To get a better description, we can use 
(and similarly for u and U). So, one way to compute the desired nested interval is to apply interval computations techniques twice and compute both intervals. In some case, the function f is monotonic in each of the variables, so, for each α, we can simply compute the values of f at the corresponding endpoints. (For nested intervals in intelligent control, this idea is described in Dubois et al [15] .)
Another possibility is to apply algorithms that handle the nested interval as a single object. Such methods were proposed in Gardeñes, Zyuzin, Musaev [19, 89, 90, 45, 46] , where the nested interval is called a twin or a tetrval. Comment. A similar notion of "uncertainty of systematic uncertainty" has also been proposed in Loo [38] in slightly different terms, but, as shown in Artbauer [1] , it is essentially a tetrval. A similar idea of describing uncertainty by two intervals was proposed by Narin'yani [47, 48, 49] .
Nested Sets and Nested Intervals:
General Case
In the previous text, we considered the case when the experts could be linearly ordered according to their cautiousness. In real life, an expert can be more cautious in one aspect, but more risky in another, so comparing the experts' riskiness does not necessarily lead to a linear order. We can still define an ordering by saying that an expert β is riskier than expert α (and denoting it by α ≤ β) if for every quantity x, the set X(α) of possible values of x according to α contains all the values X(β) that experts β consider possible (i.e., if X(α) ⊇ X(β)), but this ordering is no longer linear.
When all experts were linearly ordered, our choice was limited: we could choose one of them and consider whatever this expert says to be true. In the general situation, we have more choices. For example, we can choose two experts α and β whom we consider the most credible, and believe everything that each of these two experts say. Therefore, if for some quantity x, these two experts describe the sets X(α) and X(β) of possible values, then according to this description of beliefs, we believe that the actual value of x must belong to the intersection X(α) ∩ X(β). It is reasonable to describe the resulting belief situation as α ∩ β. On the other hand, we may not completely trust each of these experts individually, but we can believe that one of them is right. For this degree of belief, possible values of x form the set X(α) ∪ X(β). This situation can be described as α ∪ β.
In general, we can take more complicated descriptions of beliefs: e.g., we can say that we believe something if either expert 1 says it, or experts 2 and 3 both agree on it. The resulting "degrees of beliefs" satisfy the following property: whatever degrees of beliefs α and β we have, we can always come up with the degree of belief α ∩ β (that corresponds to believing in everything in both α and β), and with the degree of belief α ∪ β (that corresponds to believing that one of the beliefs α and β was correct). In mathematical terms, the set of possible degrees of belief thus becomes a lattice, in which the union ∨ (the least upper bound) corresponds to ∩, and the meet ∧ (the greatest lower bound) corresponds to ∪.
For the basic quantities, we have X(α ∩ β) = X(α) ∩ X(β) and X(α ∪ β) = X(α) ∪ X(β).
However, these properties are not necessarily true for derivative quantities. For example, assume that the first expert α 1 believes that x ∈ X(α 1 ) = {−1, 0}, and the second expert α 2 believes that x ∈ X(α 2 ) = {0, 1}. Then, if we believe both experts, we can conclude that x ∈ X(α 1 ∩ α 2 ) = X(α 1 ) ∩ X(α 2 ) = {0}. However, for y = x 2 , this property is no longer true: for the first expert, we have Y (α 1 ) = {0, 1}. Similarly, for the second expert, we have Y (α 2 ) = {0, 1}. However, if we believe both experts, then x = 0, y = 0, and hence,
Similarly to the linearly ordered case, in addition to the degrees of belief that describe combinations of expert opinions, we have an element α 0 for which X(α 0 ) describes the set of elements that can be described as possible without the necessity to believe any of the experts, and an element α d+1 for which X(α d+1 ) describes the elements proven to be possible. For every other degree of belief α, X(α 0 ) ⊇ X(α) ⊇ X(α d+1 ). Therefore, if we define α 0 ∪ α and
we will conclude that α 0 ∪ α = α 0 and α d+1 ∪ α = α. Similarly, α 0 ∩ α = α and α d+1 ∩ α = α d+1 . In algebraic terms, this means that in the lattice of degrees of belief, elements α 0 and α d+1 play the role of 0 and 1. As a result, we arrive at the following definition.
Definition 1 .
Let an integer d be fixed. This number will be called the number of experts.
Let a finite lattice A be fixed, with elements α 0 and α d+1 that are 0 and 1 (i.e., for which α 0 ∨α = α 0 , α d+1 ∨α = α, α 0 ∧α = α, and α d+1 ∧α = α d+1 ).
Elements of A will be called degrees of belief.
Let a set U be fixed. This set U will be called the Universal set, or the Universe of discourse.
By a piece of information (or, a nested set), we mean a non-decreasing mapping X from A to the set 2 U of all subsets of U , i.e., a mapping for which if α ≤ β, then X(α) ⊇ X(β).
Let u be an element of U , and α ∈ A be a degree of belief. We say that u belongs to the nested set X with a degree of belief ≥ α if u ∈ X(α).
We can define intersection and union of nested sets by Definitions 2 and 3. It is easy to check that if X and X are nested sets, then their union and intersection are nested sets as well. The result of processing nested sets can be described by Definition 5. Since A is a finite lattice, every set has a supremum, and we can use Definition 6 to define a membership function µ X (u). However, in this case, Proposition 5 will no longer be true. For example, in the above example,
Historical comment. Membership functions with values in a lattice were originally proposed in Goguen [22, 23] .
In such cases, an ideal way to store the experts' opinion is to store the conclusions of all the experts. However, in many cases, this takes too much storage space. To reduce the storage space, we may want to follow the idea applied above: forget about who said what, and only store the number of experts who have voted for a given statement. This approach was used by Kohout et al (see, e.g., [34] and references therein).
The problem with this approach is as follows: When we store the complete information about the experts' opinion, then for every two statements A and B, from the information about A and the information about B, we can determine the experts' opinion about B. However, if we only know the number of experts who believe in A, and the number of experts who believe in B, then we cannot determine uniquely the number of experts who believe in A&B. For example, if half of the the experts believe in A, and half believe in B, then it could be that the same experts who believe in A also believe in B; in this case, exactly half of the experts believe in A&B. It can also happen that none of the experts who believe in A believe in B, in which case, none of the experts believe in A and B at the same time. So, instead of a single value of d(A&B), we get an interval of possible values of d(A&B). This situation is described in the surveys Nguyen et al [54, 55] (see also references therein).
OTHER PROBLEMS WHERE NESTED SETS AND NESTED INTERVALS CAN BE USED: IDENTIFICATION, OPTIMIZATION, CONTROL, AND DECISION MAKING
In the above text, we mainly concentrated on the problem of estimating accuracy of the results of indirect measurements. In this section, we will show how nested sets and nested intervals can be (and are) used in other application problems: identification, optimization, control, and decision making.
Identification Problem for Nested Sets and Nested Intervals
In general, the identification problem can be formulated as follows: we know that a physical quantity y depends on the quantities x 1 , ..., x n ; we want to find the dependency y = f (x 1 , ..., x n ). In order to find the dependency, we measure x i and y in several situations. As a result, we get finitely many tuples (x
n , y (k) ), 1 ≤ k ≤ N (they are usually called patterns), and we must find a function f that satisfies N conditions y
There are infinitely many functions that satisfy these conditions. In order to choose one of them, we must have some additional knowledge about the function f (i.e., we must restrict f to some finite-dimensional class). Often, this class consists of linear functions or, in a slightly more general setting, functions that are linear combinations of known ones, i.e., functions of the type f (x 1 , ...,
, where the base functions φ j are given, and the coefficients c j have to be determined from the experiments.
If for every measurement, we only know the interval of possible values of error, then we get an interval identification problem. If, in addition to the guaranteed estimates, we have experts' estimates of these same errors, then the possible values of x i and y in each measurement are characterized by nested sets (in particular, by nested intervals). In this case, we have a nested set (interval) identification problem (see, e.g., Tamura et al [62] ): we have nested intervals X This complicated regression problem can be simplified, if we take into consideration that the nested interval identification problem makes sense only if we use a single measuring instrument for each of the variables x i and y: for example, if we use two different measuring instruments (with different accuracies) to measure y, then, even if we know the results of measuring x i , we cannot predict the interval Y (α), because we do not know which of the instruments was used.
In case a single instrument is used, for every α and β, the larger x − (α), the larger the measurement resultx and therefore, the larger x ± (β). So, for every quantity x, there is a 1-1 correspondence between the variables x − (α) and x ± (β). In view of this correspondence, there is no need to consider all 2(d + 2) values x ± 1 (α i ) as inputs for the function f : one of these variables will be sufficient.
It is convenient, when predicting y ± (α), to choose the variables x ± i (α) that correspond to this same degree of belief α and to this same bound (left if −, right if +). As a result, we have the numerical identification problem y
In particular, if we know that the dependency between y and x i is linear, it is natural to choose each function f ± (α) to be also linear in its variables, i.e., y 
Optimization for Nested Sets and Nested Intervals
Suppose that we must optimize the function f ( For each degree of belief α, we can define the set S(α) of possible solutions to the optimization problem as the set of all solutions x that are possible under this degree of belief; in mathematical terms, S(α) is the union of the solution sets X( c) for all c for which c i ∈ C i (α). These sets S(α) form a nested set that can thus be viewed as a nested solution of the optimization problem.
Optimization problems for fuzzy (=nested) sets have been first formulated in Bellman et al [5] .
Optimization has been done using intervals for a long time (see, e.g., a survey by Kearfott [30] ). The majority of the methods of nested set optimization are, in effect, reasonably straightforward generalizations of these interval optimization techniques.
For a detailed exposition of the modern state of research in this field, the see, e.g., Zimmermann, Orlovsky et al [83, 56, 84, 57, 85, 86, 87, 88] .
Control and Decision Making
Decision Making with Finitely Many Alternatives
Suppose that we must choose between two or finitely many alternatives based on a single criterion (i.e., cost or reliability). To make a choice, we must compute the value of this criterion for each parameter, and compare the resulting values. But what should be done if these two intervals intersect, and therefore, a can be better or worse than b? In some cases, in addition to the guaranteed interval, we have expert estimates that lead to narrower intervals. In these cases, Loui [39] proposes the following: if guaranteed estimates do not enable us to make a unique decision, let us try to make the decision based on the intervals provided by the first (more cautious) expert α 1 ; if this still does not work, let us use the interval provided by the next expert α 2 , etc, until finally, we find an expert whose interval is narrow enough for the decision to be made.
Decision Making: General Case
In control and decision making, we may look for the best decision. For example, we may look for a decision u for which J(x, u) → max for some objective function J, where x is a parameter (or parameters) that we measure. Since measurements are not absolutely precise, we will end up with the interval X(α 0 ) of possible values of x. For each x ∈ X(α 0 ), we can find the value u that is optimal for this particular x. The values corresponding to different x ∈ X(α 0 ) form a set of possible controls U (α 0 ). In many cases, this set is an interval, but sometimes, its structure is more complicated.
An expert α ∈ A can believe that a smaller set X(α) of values of x is possible. This expert will thus come up with a set U (α) that is a subset of U (α 0 ). So, we have a nested set of possible values of control. We need to choose a single value of u. For decision making, we can simply present the nested set to the decision maker and let the decision maker choose. For automatic control, we must automatically select a number from the set. In fuzzy set language, the transition from a nested (fuzzy set) to a number is called defuzzification.
There are two basic approaches to defuzzification:
First, since we need to select a single value, it makes sense to go with the bravest of the experts (the one whose choice is the narrowest); if this expert has already selected a single control value, we will choose it, otherwise, we will choose from the set X(α) provided by this expert.
The second approach is to take into the consideration the opinion of all the experts.
Let us analyze these two approaches. We will start with the first approach. Let us assume (for simplicity) that the set from which we must choose is an interval. So, the question becomes: how to choose from an interval? We must describe a choice function s that transforms an interval a = [a − , a + ] into a number a = s(a) ∈ a. This function must satisfy the following natural properties. First, if we change the starting point for measuring a (time and temperature are good examples where such a change is possible), then all the measured values are shifted (x → x + c for a fixed c). This is a formal change that does not affect our knowledge, like a change from Kelvin to centigrade in measuring temperature. Therefore, it is natural to assume that the choice provided by the function s should not change after a change; in other words, that if we first make a choice (i.e., go from a to s(a)) and then change the starting point (i.e., go from s(a) to s(a) + c) 
Similarly, If we change the unit in which we measure a, the choice must not change. If we change the unit (e.g, go from inches to centimeters), then, the numerical values of this quantity change as x → λx for some λ > 0 (= the ratio of the old and the new units). So, we arrive at the formula
It is also natural to assume that the choice function should be invariant w.r.t. changing the sign of a: e.g., if a is the angle on which to steer the wheel, then the sign is just a convention, and the result should not depend on whether we decided to call clockwise angles positive or negative. So, we arrive at the following additional invariance:
. Combining these three conditions together, we obtain the following result:
Definition 7. By a choice function, we mean a function s that maps every interval [a − , a + ] into a point from that interval, and that has the following properties for every interval and for every c and λ > 0:
PROPOSITION 7. Every choice function has the form
So, we take the midpoint of the interval of possibly best decisions. In fuzzy terms, this defuzzification method (midpoint of the smallest interval that corresponds to the largest α) is called mean of maxima . This approach can be interpreted as follows: we consider all possibly best decisions, and we take the average of them (with equal weight). In mathematical terms, in the discrete case, this average would be equal to the ratio
and in the continuous case, it is equal to the ratio
If we have several experts who make different predictions, then in this averaging process, we can ask every expert to write down all the values that this expert considers possible, and average them. In this new averaging, every value is counted as many times as many experts consider it possible. In other words, we propose the following ratio:
This ratio can be expressed in terms of the membership function µ X (x):
This formula is called center of gravity defuzzification .
These two formulas work well for nested intervals, but they do not always help for nested sets that are not intervals. For example, if the car is approaching an obstacle, then we can either turn to the left, or turn to the right. If the situation is absolutely symmetric, then the possible set of controls is, e.g., a union of two intervals
Because of symmetry, the average of this set is 0, so, our choice will lead us straight ahead to the obstacle.
When the set from which we choose is a union of several intervals, Yen et al [75, 76, 77] propose taking the largest interval, and then taking the midpoint of this largest interval. For nested sets for which X(α) is a union of intervals, we can choose an interval that captures the most votes (i.e., for which µ X (x)dx is the largest), and apply the formula described above (center-of-gravity defuzzification) to that interval only.
APPLICATIONS OF NESTED SETS AND NESTED INTERVALS
In this section, we survey the existing applications of nested sets and nested intervals.
Computing the Nested Interval for the Result of Data Processing
Mathematical comment. In this subsection, we survey applications of nested sets and nested intervals to the problem of obtaining the true range of a function, the problem that we described in the Introduction as one of the main problems of data processing. In mathematical terms, for each degree of belief α, we have a function f (x 1 , ..., x n ) and n intervals X i (α), and we want to find the interval
. From the mathematical viewpoint, this problem is effectively an optimization problem: indeed: y − (α) is the solution of the constrained optimization problem: f (x 1 , ..., x n ) → min under the constraints x i ∈ X i (α). y + (α) is the solution of a similar constrained optimization problem:
Therefore, these applications can be viewed as particular cases of applied optimization.
Case study: seismic engineering (Dong et al [13] ). As we have already mentioned in the introduction, earthquakes are extremely difficult to predict. Because of that, if we only use the equations and the measured data x i , we get very wide intervals of possible magnitudes and frequencies y, intervals that are known to be much wider than the interval of actual values. So, if we use these wide intervals [y − , y + ] to design a building that is guaranteed to withstand a typical earthquake, these buildings will be unnecessarily (and often unrealistically) expensive. To make the requirements more realistic, in addition to guaranteed measurement results, expert estimates are normally used. For every parameter x i (e.g., for the frequency of earthquakes), estimates by different experts form a nested interval (sometimes, a nested set). In [13] , interval methods are used for an expert-by-expert processing of these nested intervals. Namely, to estimate the range of f on a box X 1 (α) × ... × X n (α), the box is subdivided into several sub-boxes small enough that each sub-box contains at most one local extremum point; for each sub-box, the range is estimated. Then, the union of the estimates for sub-box ranges is taken as an estimate for the total range. On each sub-box, the maximum of f is attained either at an interior point (in which case this point is a local extremum of f ), or on one of the sides. For each side, we can repeat a similar procedure, and end up with a conclusion that the maximum is attained either at one of the corners, or at a local extremum point of one of the sides of smaller dimension. There are at most ≈ 2 n vertices and local extremum points in each sub-box, so, for small n, we can simply enumerate them all. The resulting nested intervals Y are presented to the decision makers.
Case study:
AIDS epidemics (Berleant et al [6] ). This is another example of usefulness of nested sets presented in the Introduction. Equations that describe how AIDS is transferred are known. To solve these equations, we must know the initial conditions and the the numerical values of the parameters (like the death rate among AIDS patients, etc). The majority of these parameters can be determined more or less accurately from known statistical data. However, there is one important parameter about which it is very difficult to get a reliable statistical estimate: the number of intravenous drug abusers. So, in the absence of a reliable statistical estimate, we may use estimates of experts. Different experts can give different intervals of possible values, so we have nested intervals for describing the expert knowledge (that can be described by a membership function). Applying interval computations to intervals corresponding to several levels, we get a nested interval for the predicted number of AIDS patients in the year 2000 [6] . Due to the serious input uncertainty, all level intervals are so wide that we cannot simply neglect quadratic terms and apply linearization techniques; therefore, we have to use interval computation techniques.
To get a better estimate, it is reasonable to combine these expert estimates with the statistical estimates. A natural way to combine expert knowledge with statistical knowledge is to represent the statistical information (that is given in terms of a probability density function ) in terms of nested intervals; then, we will simply take an intersection of the two nested intervals that represent expert and statistical knowledge. This combination can be done as follows: crudely speaking, X(α) describes the interval in which α−th part of the experts believe. So, to get a similar interval from the probability density function ρ, we can take the set S = {u|ρ(u) ≥ p 0 } for some p 0 for which the probability to belong to S is exactly α. This approach has lead to a reasonable prediction [6] .
Case study: engineering design (Yang et al [69] ). In design, we would like to predict the properties of a designed system without actually designing it in hardware. So, we need to estimate the values y = f (x 1 , ..., x n ) for different functions f and for different nested intervals x i . In manufacturing measurements, the accuracy is limited by cost considerations, so the intervals X i (α) are not very small, and therefore, we cannot neglect quadratic terms and use linearization techniques. Instead, methods of interval computations are used.
decision analysis and risk analysis (Dong et al [14] ). Usually, we have several criteria c 1 , ..., c m to choose between several alternatives a 1 , ..., a n (e.g., when we are choosing a car, we may opt for speed, or for fuel efficiency, or for cost, etc). We may choose the alternative a i for which the first criterion c 1 takes the largest possible value, i.e., for which c 1 (a i ) → max i , or we can take the alternative for which c 2 (a i ) → max i , etc. A natural way to handle this multi-criteria situation is to assign to every alternative a weighted average of the values c 1 (a i ), ..., c i (a i ), i.e., the value r i = (w 1 c 1 (a i ) + ... + w n c 1 (a n ))/(w 1 + ... + w n ). The values c j (a i ) are obtained from measurements, so they are represented by nested intervals. The weights are also obtained from analysis of experiments (or simply by asking experts), so the weights are also nested intervals. So here, the x i are values x 1 = c 1 (a i ), ..., x n = c 1 (a n ), x n+1 = w 1 , ..., x 2n = w n , and f (x 1 , ..., x 2n ) = (x 1 x n+1 + x 2 x n+2 + ... + x n x 2n )/(x n+1 + ... + x 2n ). (Sometimes, a more complicated combination function f is used.) The nested intervals for c ji and w i are reasonably large (especially in the design stage), so we cannot apply linearization techniques. In [14] , a degree-by-degree approach is used. Under many reasonable assumptions, the function f is monotonic. For a monotonic function f , for every α, the maximum and minimum for x i ∈ X(α) = [x − (α), x + (α)] are attained for x i = x ± (α). Therefore, for every α, it is sufficient to consider the values of f for 2
). For small n, this a reasonable procedure, much faster than other known numerical techniques [14] .
If we know that a function f is monotonically increasing in each variable, then we can only consider two points instead of 2 n :
is the lower bound of the desired interval Y (α), and f (x + 1 (α), ..., x + n (α)) is the upper bound for this interval (Dubois et al [16] ). Another case when a simpler algorithm is possible is when f is a convex function (see Schmucker [59] ).
Comment. Several methods and examples of processing fuzzy inputs are discussed in Mareŝ [43] .
Optimization
Mathematical comment. We have already mentioned that, in the above examples, although we start with a practical problem that is not formulated in terms of optimization, the problem is equivalent to an optimization problem. In other cases, the applied problem itself is already formulated as an optimization problem. Examples of such applications are given in this subsection.
Case study: agriculture (Shaocheng [60] ). When we plan to run a chicken farm, we must know how much money will be required to feed the chickens. Experts can tell us how many calories, proteins, vitamins, etc, a chicken needs per day; how many of these are contained in each type of available chicken food (e.g., soya, millet, etc), and what is the cost per unit for each type of food. We must find the cost of the cheapest combination that provides for the chickens. In mathematical terms, if we denote the total number of available types of food by n, and the total number of necessary food ingredients that the menu must contain by m, then the problem is: find the amounts x i , 1 ≤ i ≤ n, of different components that minimize the total cost c = c 1 x 1 + ... + c n x n under the conditions that the total amount of every ingredient is sufficient, i.e., that the total amount a j1 x 1 + ... + a jn x n of this ingredient in the resulting mixture must exceed the chicken's demand d j : a j1 x 1 + ... + a jn x n ≥ d j for all j. At any given moment of time, we will know the exact current values of the parameters c i , a ij , and d j , and we will be able to find the optimal values of x i and the corresponding cost c by solving a linear programming problem. However, in the planning stage, we can only have interval predictions of the costs and of, say, protein contents of the future crop. In other words, from experts, we can get intervals 
The problem with this approach is that some experts may give more cautious interval estimates while some give riskier (narrower) interval estimates. In other words, the knowledge of these experts can be described by nested intervals. In this case, the solution is also a nested interval, with levels that correspond to different experts. In [60] , both expertby-expert and membership function approaches are used to describe the nested interval that corresponds to the solution.
Similar mathematical problems (leading to nested interval linear programming ) arise in several different applications that are described in the remaining part of this subsection. (We highlighted the chicken feed application, because in the corresponding paper, the relationship between the applied methods and interval computations are explicitly explained; in the other papers, this relationship may be obscured. For a general mathematical formalism, see, e.g., Yazenin [70, 71, 72, 73, 74] and Lodwick [37] .)
Case study: air pollution (Sommer et al [61] ): Nested interval linear programming is used to determine how to regulate different manufacturing processes with different pollutants so that the cost is minimized under the condition that the overall concentration of different pollutants does not exceed the given limits.
Case study: media selection (Wiedy et al [67] ): Each medium (newspaper ads, TV, radio, etc) targets a special audience. Nested interval linear programming describes how to target the largest number of people at a minimal cost.
Case study: scheduling (Deporter et al [12] ): The parameters to select are starting times of different stages of the large project (and/or the percentage of resources that are allocated to different stages of the project in different moments in time). The restrictions describe the necessity to finish some stages so we can start others, and limited resources that prevent us from doing too many stages at the same time. The goal is to minimize the total time of the project. Uncertainty is caused by the impossibility to predict exactly the duration of each stage, and the future amount of resources.
Case study: reliability problems (Sasaki et al [58] ): This involves choosing the cheapest design that guarantees the desired reliability of different regimes. Here, the parameters x i describe the reliability of different components (namely, the average number of failures per time unit). The overall reliability of different regimes can be described as a linear function of component reliabilities. The cost of the corresponding components can also be described as a linear function of x i (if we can neglect the terms that are quadratic in x i ).
Case study: design of a manufacturing plant (Tsai [65] ). Here, the parameters x i describe the number of manufacturing units of different types. We need sufficiently many to be able to successfully perform several different types of operations (i.e., the total ability a j1 x 1 + ... + a jn x n to perform j−th operation must exceed the desired number d j ), and the goal is to minimize the total cost.
Case study: controlling a highway network (Bit et al [7] ). Here, the control parameters x = (x 1 , ..., x n ) are car flows sent to different routes. The goal is to increase the total car flow. Restrictions describe the finite capacity of the streets and roads. The interval and nested interval uncertainty is caused by such difficult-to-predict parameters such as sudden weather changes, unexpected soccer results, or an amazing TV chase that glues everyone to their homes.
Control and Decision Making
Case study: intelligent control. Application of expert knowledge to control problems is called intelligent control , or fuzzy control (The latter term is due to the fact that fuzzy representation is most often used in control situations).
The expert system approach leads us a nested set for describing possible values of control. To use this nested set, we must choose a single point. The methods of choosing a point that we have described above (mean-of-maximum and centerof-gravity) are indeed the ones that are most frequently used in intelligent control. These approaches were initiated in Mamdani [40, 41] , and have since been applied to cement kilns, appliances, subways, helicopters, robots, etc. For a latest list of applications of intelligent control , see, e.g., Kandel et al [28] and Kruse [35] .
Case study: robotics (Bojadziev et al [10, 11] ). Some robots are designed for the manufacturing floor, where all tasks and conditions are well-defined. But other robots (e.g., robots for space exploration or for handling emergency situations in nuclear power stations) are designed for environments whose properties are not completely known. In this case in addition to the guaranteed intervals that contain possible values, we have narrower intervals that correspond to expert estimates for the unknown parameters. Thus, we have a nested interval. To compare different control strategies, we can compare their quality on intervals X(α) that correspond to different degrees of belief. For example, if we are interested in the worst-case behavior, i.e., in the smallest possible value of the objective function J(x), we can report to the decision maker the values
that correspond to different α ∈ A.
Expert Systems
In Uehara et al [66] , nested intervals describe experts' knowledge about different values.
In Zadeh, Nazaraki et al [81, 82, 50] , nested sets are used to interpret expert informal statements of the type Q(X → Y ) for some informal "quantifier" Q and properties X and Y . For example, if Q ="many", X ="small", and Y ="strong", we get a statement "many small people are strong". We would like to interpret this statement as meaning that among people who have the property X, many also have a property Y , i. Proof of Propositions 2 and 5 is straightforward.
Proof of Proposition 3.
Let us first prove that µ X∩X (u) ≥ min(µ X (u), µ X (u)). Indeed, let us denote µ X (u) by α, µ X (u) by α , and µ X∩X (u) by α ∩ . Without loss of generality, we can assume that α ≤ α . By definition of µ X (u) as the largest value α from A for which u ∈ X(α), we conclude that u ∈ X(α) and, similarly, that u ∈ X (α ). Since α ≤ α , and the sequence of sets X(α) is decreasing in α, we can conclude that X (α ) ⊆ X (α). Since u ∈ X (α ), we can conclude that u ∈ X (α).
So, u ∈ X(α) and u ∈ X (α), hence, u ∈ X(α) ∩ X (α). By definition of an intersection of nested sets, this means that u ∈ (X ∩ X )(α). By definition of µ, this means that α ∩ = sup{α|u ∈ X(α)} ≥ α = min(α, α ). So, µ X∩X (u) ≥ min(µ X (u), µ X (u)).
Let us now prove the inverse inequality µ X∩X (u) ≤ min(µ X (u), µ X (u)). Indeed, by definition of µ, we have u ∈ (X ∩ X )(α ∩ ) = X(α ∩ ) ∩ X (α ∩ ). Therefore, u ∈ X(α ∩ ) and u ∈ X (α ∩ ). From u ∈ X(α ∩ ) and the definition of µ, we conclude that α ∩ ≤ α = sup{α|u ∈ X(α)}. Similarly, α ∩ ≤ α . Therefore, α ∩ ≤ min(α, α ), i.e., µ X∩X (u) ≤ min(µ X (u), µ X (u)).
From µ X∩X (u) ≤ min(µ X (u), µ X (u)) and µ X∩X (u) ≥ min(µ X (u), µ X (u)), we conclude that µ X∩X (u) = min(µ X (u), µ X (u)).
The proof for ∪ is similar. Indeed, let us denote α = µ X (u), α = µ X (u), and α ∪ = µ X∪X (u), and let us assume (without losing generality) that α ≤ α . Then, from the definition of α , it follows that u ∈ X (α ), hence, u ∈ X(α ) ∪ X (α ) = (X ∪ X )(α ), and α ∪ = sup{u|u ∈ (X ∪ X )(α)} ≥ α = max(α, α ).
The inverse inequality can be proven in a similar manner: from the definition of α ∪ , it follows that u ∈ (X ∪ X )(α ∪ ) = X(α ∪ ) ∪ X (α ∪ ). Since u belongs to the union of two sets, it must belong to one of them. If u ∈ X(α ∪ ), then α ∪ ≤ α. If u ∈ X (α ∪ ), then α ∪ ≤ α . In both cases, α ∪ ≤ max(α, α ).
So, α ∪ ≤ max(α, α ) and α ∪ ≥ max(α, α ), hence, α ∪ ≤ max(α, α ), i.e., µ X∪X (u) = max(µ X (u), µ X (u)).
Finally, let us prove that µ X ⊥ (u) = f ¬ (µ X (u)), where f ¬ (α j ) = α d−j . Indeed, by definition of X ⊥ , u ∈ X ⊥ (α) ↔ u ∈ X(α ⊥ ), where α
. Hence, µ X ⊥ (u) = sup{α i |u ∈ X ⊥ (α i )} = sup{α i |u ∈ X(α d+1−i )}. Since α i is a increasing sequence, we can write that µ X ⊥ (α i ) = α m , where m = max{i|u ∈ X(α d+1−i )}. This formula can be simplified if we introduce a new variable j = d − i. Then, the largest i corresponds to the smallest value of j, i.e., m = max{i|u ∈ X(α d+1−i )} = d − min{j|u ∈ X(α j+1 )}.
By definition, µ X (u) is α j for the largest j for which u ∈ X(α j ). For α = α j+1 , α j+2 , ..., we have u ∈ X(α). Therefore, the smallest α for which u ∈ X(α), is α j+1 , where α j = µ X (u). Hence, min{j|u ∈ X(α j+1 )} is exactly the j for which α j = µ X (u). Hence, µ X ⊥ (u) = α d−j = f ¬ (α j ) = f ¬ (µ X (u)). Q.E.D.
Proof of Proposition 4. Let us first prove that the left-hand side (LHS) of the desired equality is smaller than or equal to its right-hand side (RHS). Indeed, from α = µ f (X1,...,Xn) (u), it follows that u ∈ f (X 1 , ..., X n )(α). By Definition 5, this means that u ∈ f (X 1 (α), ..., X n (α)), i.e., that u = f (u 1 , ..., u n ) for some u i ∈ X i (α). From u i ∈ X i (α), it follows that µ Xi (u i ) ≥ α. Therefore, min(µ X1 (u 1 ), ..., µ Xn (u n )) ≥ α, and hence, max u1,...,un:f (u1,...,un)=u min(µ X 1 (u 1 ), ..., µ X n (u n )) ≥ α = µ f (X1,...,Xn) (u), i.e., RHS≥LHS.
For the converse, let α be equal to the RHS. Since A is a finite set, the supremum is attained for some u i , so, there exist u 1 , ..., u n for which u = f (u 1 , ..., u n ) and min(µ X 1 (u 1 ), ..., µ X n (u n )) = α. Hence, α i = µ X i (u i ) ≥ α for all i. By definition of µ, we have u i ∈ X i (α i ). Since X(α) is a decreasing sequence of sets, we have u i ∈ X i (α). Hence, u = f (u 1 , ..., u n ) ∈ f (X 1 (α), ..., X n (α)) = (f (X 1 , ..., X n ))(α). Therefore, this α is smaller than or equal to the largest of all α for which u ∈ (f (X 1 , ..., X n ))(α), i.e., α ≤ µ f (X1,...,Xn) (u). So, RHS≤LHS. We have already proved that RHS≤LHS; hence, RHS=LHS. Q.E.D. Q.E.D. • Then, we use unit-invariance to compute
• Finally, we combine these two formulas:
Finally, from symmetry, we conclude that β = 1/2. Q.E.D.
Proof of Proposition 8 is similar to the proof of Proposition 6.
