Abstract-The He, C, N, and O abundances in more than 120 planetary nebulae (PNe) of our Galaxy and the Magellanic Clouds have been redetermined by analyzing new PNe observations. The characteristics of PNe obtained by modeling their spectra have been used to compile a new catalog of parameters for Galactic and extragalactic PNe, which is accessible at http://www.astro.spbu.ru/staff/afk/GalChemEvol.html. The errors in the parameters of PNe and their elemental abundances related to inaccuracies in the observational data have been analyzed. The He abundance is determined with an accuracy of 0.06 dex, while the errors in the C, N, and O abundances are 0.1-0.2 dex. Taking into account the inaccuracies in the corrections for the ionization stages of the elements whose lines are absent in the PNe spectra increases the errors in the He abundance to 0.1 dex and in the C, N, and O abundances to 0.2-0.3 dex. The elemental abundances in PNe of various Galactic subsystems and the Magellanic Clouds have been analyzed. This analysis suggests that the Galactic bulge objects are similar to type II PNe in Peimbert's classification, whose progenitor stars belong to the thin-disk population with ages of at least 4-6 Gyr. A similarity between the elemental abundances in PNe of the Magellanic Clouds and the Galactic halo has been established. 
INTRODUCTION
One of the most important objectives of investigating planetary nebulae (PNe) is their diagnostics, i.e., determining the electron temperature and density and the abundances of chemical elements and their ions in them. Determinations of elemental abundances in PNe can be used to test theories for the evolution of intermediate-mass (1-8M ) stars (see, e.g., Marigo 2001; Henry 2004; Herwig 2005) and to study the chemical evolution of our Galaxy (Stanghellini et al. 2006; Matteucci 2008 ).
Despite the large number of papers aimed at finding PNe parameters, the accuracy of their determination and particularly the accuracy of finding elemental abundances is not yet high enough. The difference in the abundances derived by different authors can reach an order of magnitude. One of the reasons for these discrepancies is that the elemental abundances in PNe (with the exception of hydrogen and helium) are found from the intensities of collisionally excited lines, which are sensitive to the fluctuations in electron * E-mail: yulia.milanova@gmail.com temperature (see Peimbert and Costero 1969; Rubin 1969) and electron density (Rubin 1989 ) present in nebulae.
Another important factor that affects the elemental abundances derived from line intensities is a significantly different accuracy of determining the intensities of weak (compared to Hβ) and strong lines in the PNe spectra. The relative measurement error of the intensity increases with decreasing line intensity (see, e.g., Rola and Stasinska 1994) . Rola and Pelat (1994) showed that the intensities of lines with a low signalto-noise ratio (S/N ≤ 6) could be overestimated by a factor of 2-6 or more. Kholtygin (1998a) developed a technique that allowed the effects of both gas temperature and density fluctuations in PNe and different accuracy of measuring the line intensities in the PNe spectra to be taken into account. This technique proved to be efficient in analyzing the emission of a low-density astrophysical plasma, in particular, the regions of hot gas in the expanding atmospheres of hot stars (Kholtygin et al. 2003) . Kholtygin (1998b Kholtygin ( , 2000 ) suggested a stochastic model of nebulae. Much more accurate elemental abundances in nebulae than previously can be obtained by using this model.
However, a large number of new highly accurate measurements of line intensities in the PNe spectra have been performed since the publication of the cited papers. Using new observational data allows one both to improve PNe parameters for the objects considered by Kholtygin (1998a Kholtygin ( , 1998b Kholtygin ( , 2000 and to obtain these parameters for the objects for which no sufficiently reliable spectroscopic data had been available by the time the corresponding calculations were performed.
Our paper is devoted to solving this problem. In contrast to the publications by Kholtygin (1998a Kholtygin ( , 1998b Kholtygin ( , 2000 , here we use more accurate atomic data, calculate the theoretical intensities of He ion lines, and determine the helium abundance in nebulae.
We provide basic formulas to calculate the line intensities in a medium with gas temperature and density fluctuations. We describe the nebular models used and the statistical procedure for determining the nebular parameters from comparison of the observed and calculated line intensities. We analyze the errors in the PNe parameters and provide the derived parameters and He, C, N, and O abundances for a large sample of Galactic nebulae. Next, we discuss the properties of an ensemble of PNe in our Galaxy and the Magellanic Clouds. In conclusion, we present some of our conclusions.
LINE INTENSITIES IN THE NEBULAR SPECTRA
To calculate the intensities of the collisionally excited intercombination, forbidden, and permitted lines of C, N, and O ions as well as the recombination lines of H and He, C, N, and O ions, we will use the method of analyzing the emission of a low-density plasma with electron temperature and density fluctuations suggested by Kholtygin (2000) and Kholtygin et al. (2003) . For greater generality, we will reformulate the basic relations of the method using the concept of a differential partial plasma emission measure with the goal of its possible application in investigating the spectra of low-density astrophysical plasma objects of any nature.
Since the nebulae are almost always transparent in the above lines, the total energy emitted by a nebula in a particular recombination or collisionally excited k → i line of ion X n+ is defined by the relation
Here, ε ki is the emission coefficient in the k → i line. The integration is performed over the total volume V of the plasma emitting in this line. The quantity µ F (T e , n e ) is the differential partial emission measure defined by the relation µ F (T e , n e )dn e dT e = n e n F dV (Tene) , where dV (Tene) is the plasma volume element in which the electron temperature lies in the interval (T e , T e + dT e ) and the electron density lies in the interval (n e , n e + dn e ). The quantity n F = n(X F ) is the density of ion X F whose excitation (or recombination) leads to the emission in the k → i line. X F ≡ X n+ for collisionally excited lines, while X F ≡ X (n+1)+ for recombination lines.
The effective line formation coefficient r eff ki is defined by the relation (Bychkov and Kholtygin 2007) 
Here, n k is the population of level k and A ki is the probability of the k → i transition.
T 1 e and T 2 e are, respectively, the minimum and maximum electron temperatures in the volume occupied by ion X n+ ; n 1 e and n 2 e are the minimum and maximum electron densities, respectively. The total energies emitted by a nebula in the lines can be used to find the ratios of the fluxes in the corresponding lines of the nebular spectra (corrected for the interstellar extinction).
Using the concept of a differential partial emission measure of ion X F , we will define the total partial emission measure
The parameters T e and n e averaged over the nebular volume emitting in the lines under consideration are
T e µ F (T e , n e )dn e dT e (3) and
e n e µ F (T e , n e )dn e dT e . (4) Here, the averaging is performed over the distribution of the differential partial emission measure µ F (T e , n e ), i.e., in general, the parameters T e and n e depend on the distribution of ion X F in the nebular volume.
The parameters that characterize the rms fluctuations in T e and n e are defined by the formulas
× (n e − n e ) µ F (T e , n e )dT e dn e ,
× µ F (T e , n e )dT e dn e .
The quantity tn in Eq. (6) is a single parameter, not the product t × n. Assuming that the amplitudes of the T e and n e fluctuations are small compared to the electron temperature and density themselves, the following relation holds:
The parameters µ tt , µ tn , and µ nn are defined by the formulas
Te=Te;ne=ne , (10)
Our calculations show that the smallness can be treated broadly. Even for t 2 ≈ 0.25 corresponding to the ±50% deviations from the mean temperature, the differences in the total energies emitted by nebulae in optical and ultraviolet lines calculated directly from Eq. (1) and using the approximate relation (8) do not exceed 3-5% in most cases. The same values of the parameters tn and n 2 may also be considered small in the above sense.
The total amplitude of the temperature variations in a nebula is the sum of the large-scale fluctuations related to the relatively slow decrease in mean temperature in the nebula with increasing distance from its central star and with characteristic sizes comparable to those of the nebula itself and the small-scale fluctuations with sizes much smaller than those of the nebula. According to the calculations by Gruenwald and Viegas (1995) , the amplitudes of the large-scale fluctuations are t 2 large-sc 0.03. At the same time, to reconcile the observed and theoretical line intensities in the PNe spectra, t 2 ≈ 0.10-0.16 should be used in many cases. Thus, the conclusion that the smallscale fluctuations mainly contribute to the amplitude of the temperature fluctuations suggests itself.
As we see from Eq. (8), the amplitude of the line intensity variations is determined not by the parameter t 2 itself but by the product µ tt t 2 . We see from Eq. (9) that the absolute values of the parameter µ tt are low for recombination lines due to the weak temperature dependence of the effective recombination coefficients. For this reason, the recombination line intensities depend weakly on the amplitude of the T e fluctuations in a nebula.
At the same time, the values of µ tt can be high for collisionally excited lines, since the corresponding effective line formation coefficients increase exponentially rapidly with electron temperature in the line formation region (see, e.g., Kholtygin and Feklistova 1992) . For this reason, the intensities of collisionally excited lines can increase by a factor of 2 or more as one passes from a single-temperature nebula to a nebula with the same mean temperature and moderate values of the parameter t 2 = 0.02-0.06. The intensities of collisionally excited lines depend strongly on the amplitude of the T e fluctuations; the intensities of recombination lines are barely sensitive to such fluctuations. In the presence of T e fluctuations, the intensity of the C III λ1907 line can increase by a factor of 1.5-2 compared to a homogeneous (in temperature) plasma, while the intensities of the purely recombination Hβ and C II λ4267 lines remain almost constant (Kholtygin 2000) .
Present-day observations of planetary nebulae suggest that their chemical composition may vary (Tsamis et al. 2008) . Changes in the abundances of C, N, O, and heavier elements in a particular nebular volume cause a change in the cooling rate of the nebular gas, i.e., a change in the gas temperature in this volume. Thus, variations in chemical composition cause the temperature fluctuations in a nebula included in our model to increase. This means that variations in chemical composition with a moderately large amplitude can also be taken into account in our model at least partially.
At the same time, during significant variations in the chemical composition of PNe, their effect is not reduced only to the temperature variations. Therefore, we are planning to introduce an additional parameter in our model that will describe the variations in chemical composition.
A STOCHASTIC MODEL OF NEBULAE We use the following semiempirical model (Kholtygin 2000) to take into account the effect of temperature and density fluctuations on the nebular spectra. The nebular region where the lines of the ion group under consideration are formed is a lowdensity, optically thin (in these lines) plasma. In each plasma volume element, T e and n e are random variables characterized by the mean electron temperature T e and density n e , their rms fluctuations in this region t 2 and n 2 , and the parameter tn that describes the correlation between the T e and n e fluctuations. We will also assume that the relative elemental abundances are constant in the entire nebular volume. Generally, each ion X n+ present in a nebula is described by its own set of T e = T e (X n+ ) and t 2 (X n+ ). However, numerous calculations have shown (e.g., Harrington et al. 1982 ) that the nebular temperatures averaged over the distribution of ions in PNe are very close. Their values for most of the PNe differ by no more than 100-200 K. The calculations by Gruenwald and Viegas (1995) show that this result does not depend on the model parameters and is retained during variations in the effective temperatures and luminosities of the central stars as well as during variations in the mean electron density and elemental abundances in the nebula.
The values of the parameter t 2 for different ions averaged over the entire nebular volume differ insignificantly. Based on the results of the cited papers, we conclude that the values of T e and t 2 for He + , C + -C 4+ , N 2+ -N 3+ , and O 2+ -O 4+ are close. In addition, the values of t 2 themselves are determined mainly by small-scale fluctuations whose amplitudes are not too different for different nebular regions. For ions with a lower degree of ionization, O + and N + , a different set of parameters should be used in the case of highly inhomogeneous nebulae: T e * , n e * , and (t 2 ) * . The variations in tn and n 2 in PNe can be significant (see, e.g., Rubin 1969 ). However, since we will consider the nebular emission in lines of elements close in ionization potentials and since the line intensities depend weakly on these parameters, we will also assume the parameters tn and n 2 to be constant in PNe.
In conclusion, we will give a list of model parameters: T e , t 2 , n e , n 2 Choosing the parameters T e and t 2 for the H II and He II regions is a special question. Since the volume of these regions can exceed that of the C III-V, N III-IV, and O III-V regions, the values of T e (H II) and T e (He II) should be lower than those for the above ionization regions. At the same time, these difference are not very large and do not exceed 1000-1500 K (Harrington et al. 1982) ; when these differences are taken into account, the hydrogen and helium line intensities (averaged over the entire volume of the H II or He II regions) change by no more than 2-3%, which is smaller than the measurement errors of the observed line fluxes. For this reason, we will use the model parameters adopted for the C III-V, N III-IV, and O III-V regions to calculate the H I and He I line intensities.
An iterative procedure for reconciling the observed and calculated line intensities is a standard method for determining the nebular parameters. The result of this procedure depends in an obvious way on the adopted fitting method and the accuracy of the data used. It is important to note that the line intensities in the nebular spectra are measured with an error that depends significantly on the line intensity itself. Whereas the measurement error in the intensities of strong lines does not exceed 5% (Feibelman et al. 1996) , the measurement error in the intensities of weak lines (whose intensity is less than 0.01 of the Hβ line intensity) can be 30-50% or more. This circumstance is usually disregarded when the nebular parameters are determined. To take into account the different measurement accuracies of the line intensities, Kholtygin (1998a) suggested a procedure based on the principle of maximum likelihood (see, e.g., Brandt 1975 ). We also used the same procedure here. We will call the nebular parameters determined using this procedure optimal ones. Following Kholtygin (1998a), we will assume that a normal law can be used for the intensity distribution function of strong lines:
where I is the mean value of the observed line intensity, I obs is the observed value of the line intensity, and we will use the following approximate relation for the standard deviation σ N :
which is based on the analysis of a large number of observations of nebular spectra (Rola and Stasinska 1994). Here, 0.01 for optical and infrared lines and α ≈ 0.03 for ultraviolet lines.
As the line intensity decreases, its relative measurement error increases. For weak lines (I obs < 0.1 on the scale I(Hβ) = 100), we used a lognormal distribution with a shift that was suggested by Rola and Pelat (1994) and that describes the systematic overestimation of the observed intensities of weak lines to describe the line intensity distribution function. Table 1 presents typical results of reconciling the observed and calculated intensities of optical and ultraviolet lines in the spectrum of the nebula NGC 5882. The observed line intensities in the nebular spectrum were taken from Tsamis et al. (2003) . The first two columns in Table 1 list the ions and wavelengths inÅ; the third and fourth columns list the observed (corrected for the interstellar reddening) and calculated line intensities. The next column lists the absolute values of the differences between the observed and calculated intensities in units of the standard deviation calculated from Eq. (13) for the intensity distribution function (12) given in the last column of Table 1 . From the table, we see a good quality of the fit to the observed nebular spectrum in the stochastic model. When the total abundances of Не, C, N, and O atoms are determined from the abundances of their individual ions, the ionization corrections for the unobservable ionization stages should be applied. The abundance of ion X m+ of element X can be derived from the relation
where r(X m+ ) is the relative abundance of ion X m+ in the total abundance N (X) of element Х. The relative ion abundance is usually determined by constructing ionization models of nebulae. Our analysis (see, Kholtygin 1998a) shows that this value is characterized mainly by the nebular excitation class E x (Aller and Liller 1966) . Using the results of numerous calculations of ionization models for nebulae from Czyzak (1979, 1983) , we obtained the dependences of r(X m+ ) averaged over the nebular excitation class on E x for C, N, and O ions. The values of r(X m+ ) found for carbon ions turned out to be close to their empirical values obtained by Kholtygin (1984) by studying the recombination lines of carbon ions.
For the ions under considerations and nebulae of any excitation classes, the ionization corrections for the ionization stages whose lines are absent in the nebular spectra are less than two. Our analysis of the possible errors in E x and the related errors in the factors r(X m+ ) leads us to conclude that the errors in the total C, N, and O abundances do not exceed 10-20%. To find the excitation class E x of the nebulae, we used the line intensity ratios for elements of different ionization stages in the nebular spectra according to the criteria from Aller and Liller (1966) and Gurzadyan (1962) .
In the last decade, with the launch of the ISO and Spitzer infrared telescopes, it has become possible to use the intensities of the infrared lines of transitions between the fine-structure levels of C, N, O, and other elements to analyze the PN spectra. Comparison of the intensities of the infrared C + and O 2+ lines in Table 2 calculated in our stochastic model for three bright planetary nebulae with the observed ones from Liu et al. (2001) leads us to conclude that this model describes faithfully the infrared nebular spectrum. This conclusion is illustrated in Fig. 1 , in which we see good agreement of the observed infrared O III line intensities with those calculated in the stochastic model. At the same time, as we see from Table 2 , excluding the infrared lines from the list of lines used to construct the nebular models can lead to significant errors in the elemental abundances in the nebulae in several cases. Table 3 gives the nebular parameters and the helium, carbon, nitrogen, and oxygen abundances that we derived. The sources of the line intensities used to determine the nebular parameters are presented on the page http://www.astro.spbu.ru/staff/afk/ GalChemEvol/Neb_Ab.html at the site of the Astronomical Institute of the St. Petersburg State University.
PARAMETERS OF GALACTIC PLANETARY NEBULAE AND THEIR ERRORS
To calculate r eff ki , the effective formation coefficients of collisionally excited lines, we solved the level population balance equations for all of the C, N, and O ions whose lines were present in the nebular spectra. The necessary atomic data and r eff ki for recombination lines were taken either from the catalog by Golovatyj et al. (1997) or from the papers cited by Bychkov and Kholtygin (2007) .
Columns 1 and 2 in Table 3 give the PN name and excitation class E x . Column 3 contains the electron temperature T e and column 4 gives the parameter t 2 that describes the amplitude of the rms fluctuations in T e . Column 5 contains the electron density used in our calculations. Columns 6-9 present the derived He, C, N, and O abundances on a logarithmic scale:
[X] = log(N (X)/N (H)) + 12. Since the dependence of the line intensities in the nebular spectra on n 2 and tn is weak, their values cannot be determined with a sufficient accuracy and they are not given in the table. The nebula NGC 7027 for which the parameters n 2 and tn are given in Kholtygin (2000) constitutes an exception.
The errors of the nebular parameters in our stochastic model are determined by the inaccuracies in measuring the observed line intensities, the errors of the ionization corrections (when the elemental abundances are derived), and the inaccuracies in the atomic data.
The errors of the elemental abundances related to the inaccuracies in the ionization corrections were considered in the previous section and do not exceed 0.06 dex. The contribution from the inaccuracies in the atomic data to the total errors in the elemental abundances is also small, since present-day calculations show that the errors in the transition probabilities and collision strengths for forbidden, intercombination, and permitted lines used to calculate the line intensities in the PNe spectra do not exceed 5-10% in most cases (Niimura et al. 2002) .
Thus, we conclude that the errors in the nebular parameters are attributable mainly to the inaccuracies in the observed line intensities. In this section, we investigate the effect of intensity measurement errors on the global characteristics of PNe determined from these intensities. We used a stochastic simulation procedure to analyze the errors in the PNe parameters. Since the line fluxes being measured in the nebular spectra are random variables, the quantities being analyzed, the line intensities, are also random variables.
For our simulations, we chose the nebula NGC 7027. Since the observed line intensities in its spectrum are known with a high accuracy, to a first approximation, they may be assumed to be equal to their expectation values. Suppose that n 1 determinations of line intensities in the nebular spectrum were made. For the random variable I k , the line intensity in the nebular spectrum, where k is the measurement number, we can assume the normal distribution (12) whose standard deviation σ N will be described by Eq. (13) We obtained a sample of n = 1000 values of the random vectors of line intensities in the nebular spectrum with the distribution function (12) by the standard methods of statistical simulations. The nebular parameters were determined from each of the vectors of this sample using the procedure described above. The nebular parameters obtained from our simulations are also random variables. Since the nebular parameters depend nonlinearly on the line intensities, their distribution function will not necessarily be normal and should be established from an additional analysis.
Since the abundance of an element in a nebula is proportional to the intensities of the ion lines of this element in the nebular spectrum, to a first approximation, the hypothesis that the distribution of elemental abundances is normal may be assumed to be valid. We tested the hypothesis that the distribution of the derived elemental abundances in NGC 7027 is normal using the χ 2 test (Brandt 1975 ) at the significance level α = 10 −3 .
Our analysis shows that only the helium abundance distribution satisfies the normality criterion. The resulting distribution functions of the He/H abundance ratio (on a linear scale) and the carbon abundance (on a logarithmic scale) are presented in Figs. 2a and 2b , respectively. This result can be easily explained. The He abundance in a nebula is determined from the intensities of recombination lines, which depend weakly on the mean nebular electron temperature and the amplitude of its fluctuations. At the same time, the intensities of the collisionally excited lines of CNO ions depend exponentially on the temperature; the exponents are determined by the level structure of the specific ion and can differ greatly for different lines of the same ion as well as for the lines different ions.
The aforesaid is illustrated in Fig. 3 , which presents the inferred N and O abundance distribution functions on a logarithmic scale. We see a significant asymmetry of the distribution functions. It may be concluded from our analysis that the He abundance is determined with an accuracy of about 10-15%, while the errors in the derived C, N, and O abundances are 0.1-0.2 dex. Including the inaccuracies in the ionization corrections for the ionization stages of the elements whose lines are absent in the nebular spectra increases the errors in the He abundance to 0.1 dex and in the C, N, and O abundances to 0.3 dex. Figure 4 presents the distribution functions of the logarithm of electron density n e , electron temperature T e /10 4 , and t 2 . The errors in the electron temperature do not exceed 100-200 K, while the errors in n e are 10-20%. The t 2 distribution function can be represented by the sum of two components. The first and the second can be described by exponential, f exp (t 2 ) = 35 exp(−0.01t 2 ), and normal, f norm (t 2 ) = 29 exp{−[0.5(t 2 − 0.036)/0.009] 2 }, distribution functions. The contribution from the exponential and normal distribution components to the total distribution functions is 35 and 65%, respectively. Table 5 . Global parameters of PNe in our Galaxy and the Magellanic Clouds The derived dependence can be explained as follows. The first and second components correspond, respectively, to the contributions from the small-scale and large-scale T e fluctuations in the nebula. To reach a more reliable conclusion about the contribution from temperature variations of different nature to the total amplitude of the T e fluctuations, the t 2 distribution function should be investigated for other PNe.
AN ENSEMBLE OF PLANETARY NEBULAE OF OUR GALAXY AND THE MAGELLANIC
CLOUDS The characteristics of PNe depend mainly on the masses of their progenitor stars, which differ greatly for objects of different Galactic subsystems. Conclusions about the origin of PNe in various Galactic subsystems and the Magellanic Clouds can be reached by comparing their characteristics.
It is most convenient to use the classification of PNe by Peimbert (1978) , whose criteria (in a version modified by Quireza et al. (2007) ) are presented in Table 4, to determine which Galactic subsystem a particular nebula belongs to. Type I nebulae correspond to initial masses of their main-sequence progenitor stars M ini 2.4M , while type II and III nebulae correspond to M ini 2.4M . Table 4 give the mean masses of the central stars of these types M and their mean heights above the Galactic plane z. To pass from the masses of the progenitor stars to those of the central stars of PNe, we used the initial mass-final mass for intermediate-mass stars (Milanova and Kholtygin 2006).
The last columns in
The difference between the mean parameters of type I-V nebulae is illustrated in Table 5 , which presents the mean heights of nebulae of various types above the Galactic plane z that we calculated using our data and those from the catalog by Kholtygin and Milanova (2008) , the mean masses of their central stars M , the mean elemental abundances [X] , and the standard deviations σ z , σ M , and σ [X] of these quantities. The values of z increase regularly, while the values of M decrease as we pass from type I to type IV nebulae.
We see from Table 5 that type I nebulae differ from those of other types by the larger mean mass of their central stars and by their higher concentration toward the Galactic plane. The differences in the mean masses of type II and III nebulae are statistically insignificant, while the mean height of nebulae above the Galactic plane increases significantly as we pass from subtype IIa to type III.
According to the data in Table 5 , the mean oxygen abundance in the LMC is slightly (by 0.06 dex) lower than that in the SMC, although the O abundance for other objects (stars, giant H II regions) is higher in the LMC. Recently, Wang and Liu (2008) obtained the mean abundance [O/H] = 8.38 for an ensemble of PNe in the LMC, which is higher than our value by only 0.14 dex, while for SMC nebulae, they obtained [O/H] = 8.10, which is lower than our value of 8.30 by 0.20 dex. Thus, we found the mean [O] in the LMC to be lower than that in the SMC, most likely due to the random deviation in opposite directions from the mean value for all LMC and SMC nebulae, respectively.
One of the most important, as yet unsolved questions in the physics of our Galaxy is the origin of its bulge. The bulges are separated into "true" bulges formed in S0-Sb spiral galaxies through the accumulation of the gaseous or stellar component of the galaxies at early phases of their evolution and "pseudobulges" formed in late-type spiral galaxies due to the instability of their disks. The bulge of our Galaxy is most likely a "true" one (Zoccali et al. 2006; Matteucci 2008 ).
The following scenarios are most often suggested for the formation of true bulges: accretion of the already formed stellar aggregates at the galactic center; accumulation of the gas located in the central regions of the galaxy during its formation, resulting in star formation and the formation of the stellar component of the bulge; accretion of a metal-rich gas in the halo and the thin and thick disks (Matteucci 2008 ).
According to Zoccali et al. (2006) , the bulge formation through the mergers of rapidly moving massive molecular clouds in the central Galactic region and the subsequent starbursts resulting from these mergers is the most likely scenario suggested by Immeli et al. (2004) . The same conclusion was reached in the review by Minniti and Zoccali (2007) , in which the bulge is said to have been rapidly formed during the first billion years of Galactic evolution.
However, even if this scenario is valid for our Galaxy, many details of the bulge formation and its role in various Galactic subsystems, in particular, the thin and thick disks, remain unclear. Analysis of elemental abundances in these subsystems can shed light on this question. Mel´endez et al. (2008) determined the C, N, O, and Fe abundances in the atmospheres of red giants in the Galactic disk and bulge and concluded that the abundances of these elements are similar in bulge and thick-disk objects.
Note (2008), we can conclude that these abundances are similar in bulge and thin-disk objects with the same degree of confidence. Gutenkunst et al. (2008) concluded that the O, Ne, Ar, and S abundances in bulge and thin-disk PNe differ significantly. This conclusion is in conflict with our analysis of the mean elemental abundances in PNe of various types whose results are presented in Table 5 .
The conclusion reached by Gutenkunst et al. (2008) is based on an analysis of all disk nebulae, while the elemental abundances depend on the age of the progenitor stars of PNe (see, e.g., Luneva and Kholtygin 2002) . To ascertain which PNe belonging to the Galactic disk are similar to bulge objects, we compared the He, C, N, and O abundances in bulge and disk nebulae. Our analysis shows that the bulge nebulae and type II PNe are most similar in the abundances of these elements. The thin-disk type IIa nebulae are most similar in He and CNO abundances in bulge PNe, as illustrated in Fig. 5a .
Besides, as we see from the data in Table 5 , the mean heights z of thin-disk (Peimbert type III) nebulae above the Galactic plane exceed significantly the values of z for bulge PNe and exceed the bulge sizes in the plane perpendicular to the Galactic disk (Minniti and Zoccali 2007) . At the same time, the mean heights z of type II and bulge nebulae are in much better agreement.
According to the data in Table 4 , the type IIa nebulae are thin-disk objects and correspond to an intermediate age of their progenitor stars equal to 4-6 Gyr from the present epoch (Quireza et al. 2007 ). The similarity of bulge and thin-disk PNe suggests that intense star formation in the bulge, as in the thin disk, took place at least before an epoch no more than 4-6 Gyr away from the present one.
If our conclusion is valid, then the dependence of elemental abundances in PNe on the Galactocentric distance R should continue a similar dependence for thin-disk PNe. To test this assumption, we analyzed the R dependence of the O abundance. Since the O abundance is almost constant during the evolution of intermediate-mass stars, its value in PNe reflects the primordial O abundance in their progenitor stars determined by the abundance of oxygen in the interstellar medium at the time of their formation.
In finding this dependence, we represented the Galactic disk by a system of five nested rings with the width ∆R = 2 kpc from the Galactic center to R = 10 kpc. We assigned the objects within the first ring with Galactocentric distances less than 2 kpc that were classified by Quireza et al. (2007) as bulge nebulae to the bulge PNe.
The question of whether the type II PNe located within the second ring (2 kpc ≤ R ≤ 4 kpc) belong to the bulge or the disk is not quite clear. On the one hand, since the bulge extent in the Galactic plane does not exceed ±2 kpc from the Galactic center (see, e.g., Minniti and Zoccali 2007) , the nebulae in this region should belong to the disk. On the other hand, according to Quireza et al. (2007) , some of the PNe located at Galactocentric distances of 2-4 kpc are considered to belong to the bulge, which seems doubtful. These nebulae may belong not to the bulge but to the bar or the disk. However, it should be noted that they can actually be bulge objects whose Galactocentric distances were overestimated due to the underestimation of the PNe distances from the Sun in the currently existing PNe distance scales pointed out by Nikiforov and Bobrova (1999) .
Since the status of the objects whose Galactocentric distances are within the second ring is uncertain, we excluded them from the general sample of thindisk and bulge PNe. All of the type II nebulae located at Galactocentric distances R ≥ 4 kpc were considered to belong to the thin disk. For all of the bulge or disk nebulae with Galactocentric distances within the ring, we determined the mean O abundances and the corresponding standard deviations. These abun- Table 6 . He, C, N, and O abundances in PNe of the Magellanic Clouds. The columns of the table are described in the heading of (Garnett et al. 1997 ), which may be indicative of a similarity between our Galaxy and M31.
Analysis of Fig. 6 shows that the bulge objects continue the oxygen abundance-Galactocentric distance relation for the thin-disk nebulae. The following scenario can be suggested to explain the derived dependence. In accordance with the model by Immeli et al. (2004) , the Galactic bulge is formed at early evolutionary phases of the Galaxy. After the bulge formation, the disk is formed starting from regions close to the bulge. Star formation then begins in regions farther from the Galactic center. Intense star formation both in the bulge and in the thin disk continues at least until an epoch no more than (4-6) × 10 9 yr away from the present one. Unfortunately, since the errors in the gradient are significant, a larger sample of PNe than that considered here should be analyzed to confirm the above conclusion. In this scenario, in accordance with the derived dependence in Fig. 6 , the larger the Galactocentric distance of a star, the younger the age of the originally formed stars, while the O abundance decreases with increasing Galactocentric distance.
At present, a large number of extragalactic PNe are accessible to spectroscopic observations. Highquality spectra that can be modeled using the procedure described above have been obtained for the nearest (LMC and SMC) nebulae. The modeling results are partly presented in Table 6 . More complete data on the elemental abundances in PNe of the Magellanic Clouds will be presented in the next publications. Figures 5b and 5c compare the He, C, N, and O abundances in PNe of the Galactic halo and the Magellanic Clouds. A similarity between the elemental abundances in these objects can be seen from Fig. 5 , which may be indicative of their identical evolutionary age.
Our determinations of the parameters for Galactic and extragalactic PNe were used to update our electronic catalog of PNe parameters compiled previously (Kholtygin and Milanova 2008) . The He, C, N, and O abundances that we derived here and other parameters for more than 120 nebulae of our Galaxy and the Magellanic Clouds were added to the updated catalog. For the nebulae whose spectra taken in the last 5-7 years were absent in the literature, we used the calculations of other authors presented in papers published no earlier than 1994. The Ne, S, Cl, and Ar abundance estimates presented in the new catalog were also taken from these papers.
When the abundance of the same element in a given PN was determined in several papers (the difference did not exceed 0.3 dex), we took its mean value as the sought-for abundance. If, however, the abundance differences exceeded this value, then we used only the data from papers published after 2001.
In addition to the abundances, the catalog presents the Galactic coordinates of PNe, their heliocentric and Galactocentric distances, their heights above the Galactic plane that we calculated by assuming the Galactocentric distance of the Sun to be 7.7 kpc (Nikiforov and Bobrova, 1999), the types of PNe, and the masses of their central stars. The sources of the observed line intensities in the PNe spectra and nebular parameters can be found in the cited catalog.
CONCLUSIONS
Here, using new observational data, we redetermined the He, C, N, and O abundances in more than 120 PNe of our Galaxy and the Magellanic Clouds.
The following conclusions can be drawn from our analysis of the results.
(1) The errors in the parameters of nebulae and their elemental abundances are determined mainly by the inaccuracies in measuring the observed line intensities. The He abundance is determined with an accuracy of 10-15%, while the errors in the derived C, N, and O abundances are 0.1-0.2 dex. Including the inaccuracies in the ionization corrections for the ionization stages of the chemical elements whose lines are absent in the nebular spectra increases the errors in the He abundance to 0.06 dex and in the C, N, and O abundances to 0.3 dex.
(2) Analysis of the distribution function for the parameter t 2 when it is determined from an analysis of the spectrum for the nebula NGC 7027 shows the possible presence of two components: the first and the second may correspond to the contribution from the large-scale and small-scale temperature variations in the nebula, respectively.
(3) Having analyzed the elemental abundances of various Galactic subsystems, we concluded that the Galactic bulge objects might be similar to type II nebulae in Peimbert's classification, while the nebulae of the Magellanic Clouds might be similar to Galactic halo objects. We suggested a scenario for successive formation of the Galactic bulge and thin disk.
