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 Einleitung
Ambiguit

at ist

uberall	 Auf die Frage Was sagst Du zu einer Pizza ist
selten die Antwort Guten Tag zu h

oren	 Ebenso wenig wird jemand eine
Wegbeschreibung auf die Frage Wie ndest Du das Auto erwarten	 Schon
diese beiden Beispiele machen deutlich da in der Regel immer nur eine
und zwar die relevante Bedeutung einer Aussage zum Bewutsein kommt	
Auf welche Weise Sprachbenutzer Mehrdeutigkeiten in der Sprache zur inten
dierten Bedeutung hin au

osen ist Gegenstand der Ambiguit

atsforschung	
Dieser Forschungsgegenstand ist keinesfalls exotisch sondern von grunds

atz
licher Bedeutung f

ur die Psycholinguistik und die Kognitionsforschung insge
samt
 K

onnen die Mechanismen die zur Au

osung von Ambiguit

at f

uhren
aufgekl

art werden dann tr

agt dies nicht nur wesentlich zum Verst

andnis
von Bedeutung in der Worterkennung bei sondern zu einem grunds

atzli
chen Verst

andnis der Organisation des menschlichen Ged

achtnisses

uber
haupt vgl	 Bubka  Gorfein 	
Forschungen zur Ambiguit

at konzentrieren sich auf den lexikalischen Zugri
auf die vielf

altigen Bedeutungen eines Wortes w

ahrend der Worterkennung	
Diese starke Eingrenzung der Problematik mag angesichts der Globalit

at der
Fragestellung seltsam erscheinen	 Sie spiegelt jedoch die theoretischen und
methodologischen Hindernisse in der Erforschung komplexen Sprachverste
hens generell wider	 Komplexe Prozesse des Text oder Sprachverstehens
sind wenig verstanden nicht zuletzt wegen des Fehlens geeigneter Paradig
men die die Untersuchung von online Prozessen in denen Verst

andnis se
mantischer Relationen generiert wird erlauben w

urden vgl	 Tabossi 	
Daher hebt die allgemeine Forschungsstrategie in elementaristischer Tradi
tion auf die Analyse einfacherer Prozesse des Sprachverstehens etwa der
Worterkennung oder der Satzanalyse ab in der Absicht aus dem Verst

and
nis dieser Prozesse heraus komplexere untersuchen zu k

onnen	 Die Focus
sierung der Ambiguit

atsForschung auf den lexikalischen Zugri der Worter
kennung ist vermutlich darauf zur

uckzuf

uhren da w

ahrend dieser Phase des
Sprachverstehens erstmalig Bedeutung aus dem Ged

achtnis abgerufen wird	
Dar

uber hinaus ist die Worterkennung einer der besterforschten Untersu
chungsgegenst

ande in der Psycholinguistik vgl	 Drews 	 Das heit
der Einu komplexer Wissensstrukturen wie zum Beispiel Schemata Fra
mes oder Scripts auf Disambiguierungsprozesse ist bisher kaum untersucht
bzw	 eher unter anderen inhaltlichen Labeln wie etwa Inferenzen zu nden
vgl	 Whitney  Clark 	 Die Hauptkontroverse in der Ambiguit

ats

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forschung bezieht sich auf den Einu des Kontexts auf die Worterkennung	
Umstritten ist sowohl Kontexteinu auf den Zugri auf Wortbedeutungen
als auch auf die Auswahl der passenden Bedeutung eines Wortes Simpson
	 Die Standpunkte reichen von der Annahme Kontext habe keinerlei
Einu auf den Retrieval von Wortbedeutungen und nur Einu auf post
lexikalische Entscheidungsprozesse bis hin zu der Auassung der Kontext
orientiere den Sprachbenutzer direkt auf die passsende Wortbedeutung ohne
Beachtung anderer Bedeutungen	 Hintergrund dieser Kontroverse bildet die
Debatte um die Modularit

at der Sprachverarbeitung nach der die einzelnen
Subsysteme wie Worterkennung oder Satzanalyse unabh

angig voneinander
agieren und nicht online miteinander kommunizieren	
Im Zentrum dieses Berichts stehen entsprechend der Literatur zur Ambi
guit

atsforschung Disambiguierungsmodelle auf der Wortebene	 Im ersten
Abschnitt wird ein

Uberblick

uber Formen lexikalischer Ambiguit

at gege
ben und einige Klassikationsans

atze beschrieben	 Im zweiten Abschnitt
wird ein Sprachbenutzermodell vorgestellt und die Verarbeitungsebenen so
wie Modelle zum Semantischen Ged

achtnis und zum Mentalen Lexikon ein
gef

uhrt	 In diesem Zusammenhang wird die Kontroverse um die Modulari

at
der Sprachverarbeitung kurz skizziert	 Im dritten Abschnitt werden die
aktuellen Modelle zur Disambiguierung lexikalischer Ambiguit

at anhand ex
perimenteller Befunde diskutiert und im vierten Abschnitt die kontro
versen Modelle zur syntaktischen Ambiguit

at gegen

ubergestellt	 Im f

unf
ten Abschnitt erfolgt eine zusammenfassende Bewertung des gegenw

arti
gen Forschungsstandes sowie eine kurze Diskussion

uber oene theoretische
und methodologische Fragen	
 Formen lexikalischer Ambiguit

at
Ambiguit

at sprachlichen Materials wird in der psycholinguistischen Literatur
trotz zum Teil denitorischer

Ubereinstimmung uneinheitlich klassiziert	
Small Cottrell und Tanenhaus  bieten folgende Klassikation
 
an s	
Abbildung  vgl	 Bubka  Gorfein 	
 
Eine weitere Form von Mehrdeutigkeit die in der Literatur jedoch weitaus weniger
als die anderen Formen behandelt wird ist die pragmatische Ambiguit

at die sich auf
konnotativ mehrdeutige S

atze bezieht zB Wessels 	


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Lexikalische
Ambiguität
Semantische
Ambiguität
Syntaktische
Ambiguität
Strukturelle
Ambiguität
Kategoriale
AmbiguitätPolysemieHomonymie
HomophonieHomographie
Abb. 1 Klassifikation lexikalischer Ambiguität von Small et al. (1988)
Lexikalische Ambiguit

at wird hier in syntaktische und semantische Ambi
guit

at dierenziert und semantische wiederum in Polysemie und Homonymie
unterschieden	 Polysemie meint die Mehrdeutigkeit eines Wortes dessen Ein
zelbedeutungen in etymologischem Zusammenhang stehen z	 B	
L

aufer  Sportler  L

aufer  Schachgur 	
Homonymie meint entweder ambige W

orter mit gleicher Lautgestalt und ver
schiedenem Schriftbild
Homophonie LehreLeere
oder W

orter mit identischem Schriftbild aber unterschiedlicher Lautgestalt
Homographie mo
dernmo
d rn
oder beides
Homophonie und Homographie Bank Sitzm

obel  Bank Geldinstitut	
Syntaktische Ambiguit

at bezieht sich entweder auf die Kategorie eines Wortes
Verb oder Nomen z	B	

Menschliche Informationsverarbeitungsprozesse bei der Disambiguierung
sieben Verb oder Sieben Zahlwort
oder auf die Struktur eines Satzes z	B	
In Paris kann man sich verlieben	
In der Literatur herrscht weitgehende

Ubereinstimmung zum einen in der
Teilung syntaktischer Ambiguit

at in kategoriale und strukturelle sowie in der
Denition dieser Typen syntaktischer Ambiguit

at	 Keine

Ubereinstimmung
besteht bzgl	 der Eigenst

andigkeit syntaktischer Ambiguit

at die Small et
al	  als Form lexikalischer Mehrdeutigkeit einordnen	 Von anderen
Autoren z	B	 Dijkstra  Kempen  wird sie als eigenst

andige Form von
Ambiguit

at behandelt	 Eine gravierendere klassikatorische Unstimmigkeit
bezieht sich auf die Relation von lexikalischer und semantischer Ambiguit

at	
Wird lexikalische Ambiguit

at in dem vorliegenden Beispiel von Small et al	
 als

ubergeordnete Form von Ambiguit

at betrachtet die in semantische
und syntaktische dierenziert werden kann nutzen beispielsweise Dijkstra
und Kempen  die Verarbeitungsebene der sprachlichen Information
als Klassikationsmerkmal	 Sie unterscheiden als eigenst

andige Formen von
Ambiguit

at lexikalische syntaktische und semantische s	 Abb	 	
Ambiguität
Lexikalische
Ambiguität
Semantische
Ambiguität
Syntaktische
Ambiguität
PolysemieHomonymie
HomophonieHomographie
Abb. 2 Klassifikation lexikalischer Ambiguität, Dijkstra & Kempen (1993)
Die semantische Ambiguit

at wie diese Autoren sie verstehen unterschei
det sich v

ollig von der oben denierten	 Nach Dijkstra und Kempen tritt

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semantische Ambiguit

at in S

atzen auf in denen die Bedeutungen der Satz
konstituenten auf mehrere Weisen miteinander verkn

upft sein k

onnen	 Als
Beispiel f

uhren sie folgenden Satz an

Jeder Leserin dieses Textes spricht zwei Sprachen	
Die semantische Mehrdeutigkeit dieses Satzes besteht in der Unklarheit dar

uber welche beiden Sprachen denn hier gemeint sind	
Die vorzundenden klassikatorischen und zum Teil denitorischen Abwei
chungen r

uhren zweifelsohne von diskrepanten Auassungen

uber die Modu
larit

at der Sprachverarbeitung her insbesondere

uber die Eigenst

andgikeit
der Verarbeitungsebenen bzw	 deren integratives Zusammenwirken Fodor
 Frazier  MacDonald  	 Diese Problematik wird im
zweiten Abschnitt behandelt	 Die

uberwiegende Mehrheit der rezipierten
Arbeiten besch

aftigt sich mit dem Retrieval von Wortbedeutungen auf der
lexikalischen Ebene daher ndet sich in der Regel eine begriiche Gleich
setzung von lexikalischer und semantischer Ambiguit

at die in dieser Arbeit
ebenfalls benutzt werden soll	
 Sprachbenutzermodell
Sprachrezeption und Sprachproduktion erfordern Wissen

uber die jeweilige
Sprache und zwar Wissen

uber Phonologie Morphologie Artikulation syn
taktische Kategorien und die Bedeutung von W

ortern Wissen

uber die Syn
tax einer Sprache sowie allgemeines WeltWissen das zur Interpretation
und Konzeption sprachlicher Signale herangezogen werden kann	 Dieses Wis
sen mu langfristig gespeichert erweitert und ver

andert werden	 Dar

uber
hinaus sind zur Sprachverarbeitung Informationsverarbeitungsprozesse er
forderlich die unter Zuhilfenahme der langfristig gespeicherten Sprachkennt
nisse eingehende Sprachsignale analysieren bzw	 ausgehende Signale kon
stituieren k

onnen	 Sprachverarbeitung setzt sich somit aus verschiedenen
Modulen zusammen die in einem komplexen Zusammenspiel Identikation
Analyse Interpretation und Konzeption sprachlicher Signale erm

oglichen	 In
Anlehnung an Dijkstra und Kempen  wird ein allgemeines Sprachbe
nutzermodell vorgestellt Abb	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Abb. 3    Sprachbenutzermodell
INTERPRETATION/
KONZEPTION
Sprachverstehen: Sprachproduktion:Gedächtnis:
Satzanalyse Semantisches
Gedächtnis
Grammatische
Kodierung
Worterkennung Mentales Lexikon Phonologische
Kodierung
ArtikulatorSpracherkennung
Das Modell setzt sich aus verschiedenen sprachverstehenden und sprachpro
duzierenden Modulen zusammen die im Zugri auf langfristig gespeichertes
Wissen Sprachsignale interpretieren und konzipieren	
Bevor die hier relevanten sprachverstehenden Module n

aher erl

autert werden
sei auf eine umfangreiche Kontroverse

uber den generellen Charakter der ko
gnitiven Informationsverarbeitung hingewiesen die auch die theoretischen
Hintergr

unde f

ur Modelle zur Disambiguierung von W

ortern liefert Fodor
 Frazier  MacDonald  McClelland Rumelhart and the PDP
Research Group  Neill  Klein 	 Die Kontroverse bezieht sich
auf die Eigenst

andigkeit der Sprachverarbeitungsmodule den Modus der In
formationsverarbeitung und den Einu kontextueller Informationen auf das
Sprachverstehen	 Umstritten sind einerseits modul

are Modelle die von einer
seriellen Verarbeitung sprachlicher Signale und einer weitgehenden Autono
mie der einzelnen Verarbeitungskomponenten ausgehen und andererseits in
teraktive bzw	 konnektionistische Modelle die parallele Sprachverarbeitung
mit interaktiv arbeitenden Sprachmodulen postulieren	
Fodor  vertritt eine strikte Modularit

atshypothese derzufolge bestimm
te perzeptuelle sprachliche und kognitive Prozesse sowohl unabh

angig von
einander sind als auch autonom von h

oheren zentralen Prozessen	 Informa
tionsverarbeitung erfolgt nach diesem Modell auf jeder Verarbeitungsebene
autonom schnell und strikt bottomup also datengesteuert so da der Out
put einer niederen Ebene der Sprachverarbeitung automatisch den Input f

ur
eine h

ohere Eben darstellt	 Die Sprachmodule kommunizieren miteinander
nur

uber den Output und sind cognitively impenetrable Fodor 	 Mit
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dieser Theorie sind sogenannte Exhaustive oder MultipleAccessModelle z	
B	 Seidenberg Tanenhaus Leiman  Bienowski  und OrderedAccess
Modelle z	 B	 Forster  Bednall  der lexikalischen Disambiguierung
von W

ortern kompatibel s	 Abschnitt 	
Gegensatz dazu bilden interaktive bzw	 konnektionistische Modelle die par
allele Aktivit

aten spracherkennender und verarbeitender Prozesse anneh
men die sowohl bottomup als auch topdown Verarbeitung miteinander
verbinden	 Es werden einheitliche Verarbeitungs und Repr

asentationsme
chanismen postuliert die allen Ebenen der Sprachverarbeitung zugrundelie
gen	 Ein Beispiel ist das Interaktive AktivationsModell von McClelland
und Rumelhart  s	 Semantisches Ged

achtnis	 Disambiguierungsmo
delle wie das ContextDependentModell z	 B	 Glucksberg Kreuz  Rho
 das FrequencyOrderedSearch Modell z	 B	 Gorfein  Bubka 
oder das ActivationSuppressionModel z	 B	 Neill  die konzeptge
steuerte Disambiguierung ber

ucksichtigen sind mit dem interaktiven Ansatz
grunds

atzlich kompatibel	
Die Kontroverse hat eine betr

achtliche Forschungsaktivit

at ausgel

ost	 Mo
dikationen der Modularit

atshypothese f

uhrten zum Beispiel zur Annahme
paralleler Verarbeitung innerhalb eines Sprachmoduls	 Dies kann im Einzel
fall zu

ahnlichen Vorhersagen modul

arer und interaktiver bzw	 konnektioni
stischer Modelle f

uhren z	B	 Drews  vgl	 Neill  Klein 	

Ubereinstimmung herrscht in der Annahme da es

uberhaupt verschiedene
Ebenen der Sprachverarbeitung gibt	 Unumstritten ist da am Verstehen
von Sprache mehrere Prozesse beteiligt sind und zwar die Spracherkennung
Identikation sprachlicher Einheiten Worterkennung Identikation von
W

ortern Satzanalyse syntaktische Analyse und semantische Integration
sowie komplexe Interpretationsprozesse	 S

amtliche Verstehensprozesse laufen
mit Hilfe des im mentalen Lexikon langfristig gespeicherten Wissens

uber die
W

orter der jeweiligen Sprache ab sowie mit Wissen

uber Bedeutungen das
im semantischen Ged

achtnis gespeichert ist	 Im folgenden werden zun

achst
mentales Lexikon semantisches Ged

achtnis und Schemata als Wissensstruk
turen auf die sprachverstehende Prozesse rekurrieren dargestellt und der
zentralen Frage nachgegangen wie Bedeutung im Ged

achtnis repr

asentiert
ist	 Es folgt die Beschreibung von Funktion und Arbeitsweisen der sprach
verstehenden Prozesse insbesondere der Worterkennung	

Menschliche Informationsverarbeitungsprozesse bei der Disambiguierung
Mentales Lexikon
Das mentale Lexikon ist Teil der gesamten Wissensstruktur eines Sprachbe
nutzers und enth

alt die Wortrepr

asentationen einer Sprache	 Es unterst

utzt
die sprachverarbeitenden Prozesse mit Wissen

uber W

orter	 Inhalt dieses Le
xikons ist phonologisches Wissen

uber die Klangmuster von W

ortern mor
phologisches Wissen

uber Deklinationen Konjunktionen etc	 orthographi
sches Wissen

uber die Schreibweise sowie syntaktisches Wissen

uber Wortar
ten und Grammatik	 Nicht einheitlich wird die Frage der Repr

asentation des
semantischen Wissens also der Wortbedeutung behandelt	 Umstritten ist
ob es direkt im Lexikon abgelegt ist oder ob auf dieses semantische Wissen

uber eine Schnittstelle zum semantischen Ged

achtnis zugegrien wird Ho
man 	 Unabh

angig von der Kl

arung dieser Frage dierenzieren fast alle
Modellen zur Repr

asentation von W

ortern und deren Bedeutungen zwischen
dem Begri oder Konzept das eine Bedeutung repr

asentiert und dem Wort
mit dem dieses Konzept bezeichnet wird	 Demzufolge enth

alt eine Wort
repr

asentation nicht die Bedeutung selbst sondern lediglich einen Verweis
auf die Bedeutung die dieses Wort bezeichnet	
Semantisches Ged

achtnis
Im Langzeitged

achtnis k

onnen funktional ein episodisches und ein semanti
sches Ged

achtnis unterschieden werden Tulving   vgl	 Johnson
 Hirst   Baddeley  Wender Schulze  Colonius 	 Das epi
sodische Ged

achtnis enth

alt Wissen

uber die autobiographischen Ereignisse
einer Person das semantische Ged

achtnis dagegen die Bedeutungen s

amtli
chen nicht nur des sprachlichen Wissens einer Person	 Im Zusammenhang mit
der Disambiguierung von W

ortern ist nat

urlich das semantische Ged

achtnis
von besonderem Interesse	
Die Forschungen zum semantischen Ged

achntis konzentrieren sich zum einen
auf die Struktur dieses Ged

achtnisses und zum anderen auf die Art der
Repr

asentation von Bedeutung	 Nahezu s

amtliche Modelle zum semanti
schen Ged

achtnis beziehen sich auf die Repr

asentation von Wortbedeutun
gen	 Motiv f

ur diese Forschungsstrategie ist wie in der Ambiguit

atsforschung
die Annahme da die Aufkl

arung basaler Prozesse wie etwa der Repr

asen
tation von Wortbedeutungen zur Analyse komplexerer Aspekte des seman
tischen Ged

achtnisses f

uhren k

onnten Smith  Wessels 	
Es k

onnen drei klassische Modelle zum semantischen Ged

achtnis unterschie

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den werden
 Hierarchische Netzwerkmodelle Collins  Quillian  Collins
 Loftus  Merkmalsmodelle Smith Shoben  Rips  und Mo
delle von aktiven strukturierten Netzen Norman Rumelhart  LNR 	
Dar

uber hinaus gibt es zwei universelle Ged

achtnismodelle HAM und ACT
Anderson  Bower  Anderson    die auch Annahmen

uber die Repr

asentation von Wortbedeutungen aufstellen	 Abzusetzen von
all diesen Modellen sind neuere konnektionistische Ans

atze die sich vor allem
durch die Annahme einer verteilten Wissensrepr

asentation von den anderen
Modellen unterscheiden z	 B	 Hinton  Anderson 	
Das einureichste hierarchische Netzwerkmodell ist der Teachable Language
Comprehender TLC von Collins und Quillan   in dem sprachli
che Konzepte und deren Eigenschaften nach

Uber und Unterbegrisrelatio
nen verkn

upft und Eigenschaften der Konzepte nur einmal und zwar auf der
h

ochstm

oglichen Ebene repr

asentiert sind	 Empirische Tests des Modells
anhand von Satzverikationsaufgaben zeigten jedoch da Begrisverwandt
schaften Antwortlatenzen teilweise besser erkl

aren konnten als die Konzep
thierarchie des TLC und da die Typizit

at eines Konzepts f

ur eine Kategorie
durch das Modell nicht abgebildet werden konnte Rips Shoben  Smith
	
In einem revidierten Modell von Collins und Loftus  wurde die strikte
hierarchische Netzwerkstruktur aufgegeben und stattdessen ein Netzwerk ba
sierend auf den semantischen Distanzen von Konzepten postuliert	 Danach
sind semantische Relationen um so k

urzer und st

arker je enger die Verwandt
schaft zwischen Konzepten ist und je h

auger diese Relation stimuliert wird	
Wird ein Konzept angesteuert breitet sich die ausgel

oste Aktivierung in
Abh

angigkeit von der semantischen Distanz

uber das Netz aus spreading
activation	 Das Modell wurde allerdings weniger

uberschaubar und empi
risch kaum noch pr

ufbar	
Im Zusammenhang mit diesem Modell der sich ausbreitenden Aktivierung
entdeckten Meyer und Schvanefeldt  den Eekt des semantischen Pri
mings der von den aktuellen Modellen zur lexikalischsemantischen Disambi
guierung von W

ortern zusammen mit dem Paradigma der lexikalischen Ent
scheidungsaufgabe s	 Worterkennung genutzt wird
 Der Eekt des seman
tischen Primings impliziert da die Pr

asentation eines WortesSubstantivs
wie HAUS das Erkennen eines nachfolgend gezeigten semantisch

ahnlichen
Wortes wie T

UR beschleunigt	 Dieser Eekt ist auf eine Ausbreitung der Ak
tivierung vom Konzept HAUS zu semantisch

ahnlichen Konzepten zur

uck
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zuf

uhren	 Das Konzept T

UR ist voraktiviert so da seine Verikation
beschleunigt ist	
Das Human Associative Memory HAM von Anderson  Bower  so
wie die Weiterentwicklungen von Anderson in seinem AdaptiveCharacterof
Thought Modell ACT    sind der Versuch universelle Mo
delle f

ur das gesamte kognitive System zu erstellen	 Die Wissensrepr

asenta
tion ist in beiden Modellen propositional	 HAMmodelliert das Ged

achtnis als
Netzwerk mit propositionalen B

aumen die durch verschiedene Verkn

upfun
gen hierarchisch strukturiert sind	 Experimentelle Daten verdeutlichten vor
allem Schw

achen des Modells beim Sprachverstehen und inferentiellen Pro
zessen z	 B	 Foss  Harwood  vgl	 Wender et al	 	 Im ACT
Modell wurde die Trennung von deklarativem und prozeduralen Wissen auf
gegrien undWortbedeutungen als deklaratives Wissen in semantischen Netz
werken modelliert und prozedurales Wissen durch die auf den Netzwerken
ablaufenden Produktionssysteme repr

asentiert	 Wortbedeutungen sind in
beiden Modellen atomar repr

asentiert das heit bei der Satzverkn

upfung
werden die Bedeutungen lediglich aneinandergereiht ohne da eine gegen
seitige kontextuelle Beeinussung der Wortbedeutungen ber

ucksichtigt wird	
Hauptkritikpunkt am ACTModell allgemein ist die Frage der Falsizierbar
keit des Modells	
Smith Shoben und Rips  stellten ein Modell des Merkmalvergleichs
vor in dem die Bedeutung eines Konzepts durch eine Liste semantischer
Merkmale deniert wird	 Die semantischen Merkmale variieren auf einem
Kontinuum der Deniertheit wobei denierende Merkmale notwendig f

ur
die Zugeh

origkeit zu einer Kategorie sind VOGEL kann iegen und cha
rakteristische Merkmale nicht essentiell sind VOGEL kann singen	 Se
mantische Distanz wird in diesem Modell aus der

Ubereinstimmung bzw	

Ahnlichkeit der Listen semantischer Merkmale errechnet	 Hauptproblem
dieses Modells ist die Unterscheidung zweier Merkmalstypen denierend
charakteristisch	 Das Modell selbst enth

alt keine Regeln f

ur diese Unter
scheidung	 McCloskey und Glucksberg  zeigten in ihren Experimen
ten da nat

urliche Kategorien oft unscharfe Grenzen haben	 Arbeiten von
Rosch  weisen daraufhin da Konzepte nat

urlicher Kategorien m

ogli
cherweise keine denierenden Merkmale aufweisen die allen Mitgliedern ge
meinsam ist	 Diese Befunde sind mit dem Modell unvereinbar	
Norman Rumelhart und LNR  gehen wie Anderson und Bower in
ihrem Modell eines aktiven strukturierten Netzwerks von propositionaler

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Wissensrepr

asentation aus	 Wie in den anderen Modellen postulieren auch
diese Autoren ein Lexikon das s

amtliche Wortrepr

asentationen enth

alt die
wiederum durch Zeiger auf die Bedeutungsrepr

asentation im semantischen
Netzwerk verweisen	 Hinsichtlich der Repr

asentation von Wortbedeutungen
greifen die Autoren auf das Prinzip der semantischen Dekomposition zur

uck
das auf die Generative Grammatik zur

uckgeht z	 B	 Lako  Katz 
Fodor  vgl	 Schank  Schank  Abelson 	 Demzufolge sind
lediglich semantische Primitive repr

asentiert aus denen s

amtliche Bedeu
tungen von W

ortern aktuell generiert werden bzw	 in die Wortbedeutungen
dekomponiert werden k

onnen	
Dieser Aspekt tangiert ein wichtiges Unterscheidungskriterium der bisher
erw

ahnten Modelle zur Repr

asentation von Wortbedeutungen
 Das Merk
malsmodell von Smith et al	  und das aktive Netzwerkmodell von
Norman et al	  unterscheiden sich von den anderen erw

ahnten Mo
dellen vor allem durch die Annahme da Wissen

uber Wortbedeutungen
bzw	 ein groer Teil menschlichen Wissens

uberhaupt aktiv generiert wird
und nicht als Konzepte vorgespeichert ist Smith 	 F

ur diese Art der
Bedeutungsrepr

asentation spricht eine Speicherungs

okonomie des kognitiven
Systems da nicht tausende von Wortbedeutungen explizit repr

asentiert sein
m

ussen sondern lediglich wenige semantische Primitive aus denen s

amt
liche Bedeutungen konstituiert werden k

onnen	 Weiterhin spricht f

ur eine
merkmalsorientierte Bedeutungsrepr

asentation da f

ur andere Sprachverar
beitungsmodule etwa f

ur die Spracherkennung eine kleine Anzahl distinkter
SchallMerkmale nachgewiesen werden konnte aus denen s

amtliche Pho
neme generiert werden k

onnen	

Ahnliches gilt f

ur die Zeichenerkennung
Selfridge  Neisser 	 Hauptkritik an einer Merkmalsrepr

asentation
von Wortbedeutungen liegt in der mangelnden Plausibilit

at einer m

oglichst
geringen Anzahl primitiver Konzepte durch die s

amtliche Wortbedeutungen
generierbar sind z	B	 Kintsch 	 Dar

uber hinaus kann das Argument
der Speicherungs

okonomie fragw

urdig erscheinen bedenkt man die uner
melichen Kapazit

aten des Ged

achtnisses	 Ein schneller und pr

aziser Zugri
auf Wortbedeutungen k

onnte ebenso durch autonom ablaufende spezialierte
Sprachverarbeitungsprozesse gew

ahrleistet sein wie sie durch modul

are Mo
delle postuliert werden Drews 	 Die Bedeutung dieser Problematik f

ur
die Disambiguierung von W

ortern ist evident da die Auswahl einer Wortbe
deutung aus mehreren Alternativen m

oglicherweise einen raschen Zugri auf
s

amliche Wortbedeutungen erfordert s	 Abschnitt 	

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Konnektionistische Modelle gehen urspr

unglich auf

altere Traditionen in der
Lernpsychologie Thorndikes zur

uck und k

onnen auch heute noch in erster Li
nie als Lernsimulationen eingeordnet werden Baddeley 	 Sie unterschei
den sich von den bisher erw

ahnten Modellen zur Wissensrepr

asentation durch
ihre Analogie zur Funktionsweise des menschlichen Hirns
 Es werden neuro
nen

ahnliche units angenommen die verschiedene Zust

ande erreichen k

onnen
erregt gehemmt neutral	 Die units sind parallel aktiv und die exzita
torischen oder inhibitorischen Verbindungen zwischen ihnen k

onnen in der
St

arke variieren	 Bemerkenswert ist vor allem die Annahme subsymbolischer
Verarbeitungsprozesse	 Das heit Wissen ist nicht symbolisch repr

asentiert
sondern verteilt als spezisches Aktivierungsmuster reziproker Interaktionen
zwischen den units abgebildet	 Wiedererkennen etwa zeigt sich als spezi
elles Aktivierungsmuster eines Netzwerks von units als Reaktion auf einen
bestimmten Input	 Lernen dr

uckt sich in den Modellen durch die St

arke der
Verbindungen zwischen den units aus
 Sie w

achst oder sinkt in Abh

angigkeit
von der simultanen Aktivierung mehrerer units	 Beispiel eines sprachver
stehenden konnektionistischen Modells ist das InteraktiveAktivationsmodell
von McClelland und Rumelhart  das den Wort

uberlegenheitseekt
von Reicher  erfolgreich simuliert	 Die Architektur des Modells sieht
ein hierarchisches Netzwerk von units vor mit einer Featureebene einer
Buchstaben und einer Wortebene	 Durch einen reziproken Aktivierungsme
chanismus der zu einem Interagieren aller drei Verarbeitungsebenen f

uhrt
wird der Vorteil eines WortKontextreizes bei der Buchstabenerkennung durch
dieses Netzwerk repliziert	 Die Potenz konnektionistischer Wissensrepr

asen
tation liegt vor allem in der N

ahe zu neurobiologischen Modellen von Lernen
und Vergessen die es vielleicht zuk

unftig erm

oglichen universelle Modelle
menschlicher Kognitionsleistungen zu entwickeln	
Komplexe Wissensstrukturen
Die Repr

asentation bzw	 Genese von Wortbedeutungen steht im Mittel
punkt psycholinguistischer Forschung

uberwiegend aus der Absicht heraus
zun

achst weniger komplexe sprachverstehende Prozesse aufzukl

aren bevor
komplexere untersucht werden	 Dennoch besch

aftigen sich diverse Theorien
auch mit dem Verstehen und der Bedeutungsrepr

asentation von S

atzen und
Texten	 Ein bekannter bottomup Ansatz ist der von Kintsch  und von
Kintsch und van Dijk  vgl	 auch Clark 	 Sie entwickelten die so
genannte ArgumentWiederholungsMethode nach der die Bedeutung eines

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Textes propositional hierarchisch repr

asentiert wird wobei die urspr

ungliche
grammatische Form des Textes verlorengeht	 Der Verstehensproze besteht
darin den Text in eine koh

arente Bedeutungsstruktur zu transformieren	
Das erfordert nicht erw

ahnte Implikationen in die Bedeutungsrepr

asentation
des Textes mitaufzunehmen	 Dies wird durch inferentielle Prozesse m

oglich
durch die aus der expliziten Textbasis implizite referentielle Bez

uge kausale
Zusammenh

ange etc	 abgeleitet werden	 Whitney und Clark  verglei
chen Disambiguierungsstrategien auf der lexikalischen Ebene mit inferentiel
len Prozessen auf der Textebene	 Das heit eine koh

arente Bedeutungsstruk
tur eines Textes durch inferentielle Prozesse zu generieren ist gewissermaen
mit dem Au

osen von Mehrdeutigkeiten innerhalb des Textes gleichzuset
zen	 Ob die daf

ur notwendigen Informationsverarbeitungsprozesse

ahnlich
oder vergleichbar sind ist fraglich vgl	 Fass 	
Das Verstehen geschriebener oder gesprochener Sprache wird jedoch nicht nur
durch Texteigenschaften direkt gesteuert sondern ebenso topdown durch
Erwartungen und Hypothesen die aus vorhandenem Wissen abgeleitet wer
den	 Schemata die solche Wissensund Erwartungsstrukturen repr

asentie
ren wurden von Bartlett  als theoretisches Konstrukt wieder in die
Kognitive Psychologie eingef

uhrt	 Dem Lernen Erinnern und auch dem
Sprachverstehen liegt nach Bartlett ein eort after meaning zugrunde das ist
das Bestreben Neues in Bezug zu vorhandenem Wissen

uber die Welt zu set
zen bzw	 Schemata zum Verstehen neuer Informationen zu nutzen	 Solche
komplexen Ged

achtnisstrukturen haben vielerlei Gestalt
 Als scripts bein
halten sie Wissen

uber stereotype Ereignisfolgen sozialer Situationen etwa
eines Restaurantbesuchs z	 B	 Schank  Abelson  als Pl

ane liefern
sie Wissen

uber Probleml

oseheuristiken z	 B	 Soloway  als Frames
repr

asentieren sie typische Beschreibungen komplexer Wahrnehmungsereig
nisse Minsky  und als Geschichtsgrammatiken stellen sie Wissen sowohl

uber die typische Struktur spezischer Textformen bereit z	 B	 eines Zei
tungsartikels als auch Informationen

uber typische Figuren und Rollen z	B	
in einem M

archen Rumelhart  Thorndyke 	
Schemata unterst

utzen das Sprachverstehen indem sie fehlenden Kontext
bereitstellen um z	 B	 Mehrdeutigkeiten von W

ortern aufzul

osen stellen
Erfahrungswerte bereit die in Ermangelung expliziter Informationen in den
jeweiligen Kontext eingesetzt werden k

onnen und unterst

utzen notwendige
inferentielle Prozesse	 Die Bedeutung von Schemata f

ur die Disambiguie
rung mehrdeutiger Texte oder S

atze ist evident wenngleich experimentelle

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Befunde durch die dieser Zusammenhang gest

utzt w

urde nicht zuletzt in
Ermangelung geeigneter Paradigmen weitgehend fehlen	 Bedauerlich ist
dar

uber hinaus da Schematheorien vermutlich wegen der erw

ahnten me
thodologischen Hindernisse von der Kognitiven Psychologie kaum weiterent
wickelt sondern eher von der K

unstlichenIntelligenzForschung aufgegrien
und auf ihre Verwendbarkeit als geeignete Performanzmodelle gepr

uft werden
vgl	 Lytinen 	
Nachdem mentales Lexikon semantisches Ged

achtnis und Schemata in ih
rer Struktur erl

autert wurden werden im folgenden die sprachverstehenden
Prozesse insbesondere die der Worterkennung entsprechend dem Benutzer
modell Abb	  erl

autert	
Spracherkennung
Aufgabe der Spracherkennung ist das Erkennen phonologischer Einheiten im
Sprachsignal	 Hauptprobleme sind dabei die Segmentierung des sprachlichen
Signals in signikante Einheiten und die Bew

altigung inter und intraindivi
dueller Variabilit

at in der Aussprache von W

ortern	 Hier konzentriert sich die
Forschung auf die Suche nach Invarianten in der Bandbreite physikalischer
Realisierungen eines phonetischen Segments z	 B	 Zwitserlood Schriefers
Lahiri  van Donselaar 	
Worterkennung
Das Worterkennungssystem hat die Aufgabe in den phonologischen Einhei
ten die die Spracherkennung liefert W

orter zu identizieren	 Der Proze
der Worterkennung basiert auf dem Vergleich dieser Sprachsignale mit den
internen Wortrepr

asentationen die im mentalen Lexikon gespeichert sind	
Dabei werden in Abh

angigkeit vom zugrundeliegenden Repr

asentationsmo
dell des semantischen Ged

achtnisses die Wortrepr

asentationen generiert oder
als Einheit aus dem Lexikon abgerufen	 Im einzelnen teilt sich der Proze der
Worterkennung in den Zugri auf lexikalische Eintr

age die Auswahl der rele
vanten Wortrepr

asentation und die syntaktische und semantische Integration
des Wortes in den Kontext anderer W

orter	 Die Hauptfragestellungen der
Forschungen zur lexikalischen Ambiguit

at beziehen sich auf diese drei Phasen
der Worterkennung


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 Wie erfolgt der lexikalische Zugri lexical access auf die mehrfachen
Bedeutungen eines Wortes
Umstritten sind die Arbeitsweise des lexikalischen Zugris auf mehrfa
che Bedeutungen eines Wortes parallelseriell kontextuelle Ein

usse
auf den lexikalischen Zugri und die Worteigenschaften die den Zugri
auf eine Bedeutung beg

unstigen z	 B	 Simpson 	
 Wie erfolgt die Auswahl der relevanten Wortrepr

asentation
Hier interessiert die Art in der Selektionsprozesse durch Kontext be
einut werden z	B	 Tabossi 	
 Wie und zu welchem Zeitpunkt beeinut der Kontext die Worterken
nung und die syntaktischesemantische Integration
Kontrovers diskutiert wird der Zeitpunkt an dem Kontexteinu die
Worterkennung beeinut Tabossi  Zardon  bzw	 die Un
abh

angigkeit der lexikalischen und syntaktischen Analyse MacDonald
	 Damit ist die generelle Debatte um die Arbeitsweise des sprach
verarbeitenden Systems angesprochen	
In den meisten Arbeiten die sich mit den aufgeworfenen Fragestellungen
besch

aftigen wird das Paradigma der lexikalischen Entscheidungsaufgabe in
Kombination mit dem semantischen Priming benutzt
 Bei diesem Paradigma
besteht die Aufgabe der Versuchsperson darin eine dargebotenen Buchsta
benfolge daraufhin zu beurteilen ob sie mit einer Wortrepr

asentation der
eigenen Sprache

ubereinstimmt oder nicht	 Dabei werden Buchstabenfol
gen die kein Wort der jeweiligen Sprache repr

asentieren so konstruiert da
sie den phonologischen und orthographischen Gesetzm

aigkeiten der Sprache
gen

ugen	 Sie werden als Nicht oder Pseudow

orter bezeichnet	 Die Antwort
latenzen mit der eine WortEntscheidung getroen wird reektieren die Zeit
die eine Versuchsperson ben

otigt um auf den relevanten lexikalischen Eintrag
zuzugreifen plus der Zeit f

ur den Vergleich der Wortrepr

asentation mit dem
Reiz	 Entsprechend belegen die Latenzen f

ur eine NichtWortEntscheidung
die n

otige Zeit um auszuschlieen da eine entsprechende Wortrepr

asenta
tion existiert	 Je

ahnlicher dabei ein NichtWort einer tats

achlichen Wort
repr

asentation ist um so l

anger dauert diese Verikation	
Da in den Experimenten zur Disambiguierung lexikalischer Ambiguit

at die
Frage des Kontexteinusses im Vordergrund steht wird in diesen Untersu
chungen die Primingtechnik in der Absicht verwendet Kontext zu simulieren
der den lexikalischen Zugri auf die relevante Wortbedeutung beeinut	 In
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diesem Zusammenhang wird das Paradigma der lexikalischen Entscheidungs
aufgabe sehr h

aug mit einer speziellen Variante des semantischen Primings
kombiniert und zwar dem sogenannten crossmodal priming	 Unter dieser
experimentellen Anordnung wird vor einer visuellen Entscheidungsaufgabe

uber homographe W

orter ein auditiver Prime dargeboten bzw	 vor einer au
ditiven Entscheidungsaufgabe

uber homophone W

orter ein visueller Prime
gezeigt	 Dabei wird in Arbeiten zur gesprochenen Sprache der Einu ei
nes auditiven Kontextreizes auf den Zugri untersucht und bei geschriebener
Sprache umgekehrt	
Tabossi  a b hat in ihren Untersuchungen zur kontextuellen Be
einussung des lexikalischen Zugris als eine der ersten die Frage verschie
dener Typen semantischen Kontexts problematisiert und den Versuch un
ternommen verschiedene Arten von Satzkontext zu dierenzieren s	 Ab
schnitt 	 Generell unterscheidet Tabossi singleword context von sentential
context und weist daraufhin da in den fr

uhen Untersuchungen zum lexi
kalischen Zugri diese Dierenzierung und die daraus resultierenden unter
schiedlichen theoretischen Schlufolgerungen nicht ausreichend ber

ucksich
tigt wurden Tabossi 	 Demnach sind WortkontextExperimente dazu
geeignet die Organisation semantischen Wissens und den Retrieval aus dem
mentalen Lexikon aufzukl

aren	 In der Regel handelt es sich um Priming
Experimente die auf dem Modell des spreading activation Collins  Loftus
 s	 Semantisches Ged

achtnis beruhen	 Diese WortkontextExperimente
lassen keine R

uckschl

usse auf Satz oder Textkontexteekte zu vgl	 Simpson
 Kellas 	 Die Eekte von Satzkontext sind weitaus weniger verstan
den da es bei diesem Proze auf die Integration verschiedener Arten von
Informationen ankommt	 Tabossi konstatiert da die  online construc
tion of comprehension has only recently started to be studied 	 S	 	
F

ur den lexikalischen Zugri auf die Bedeutungen eines Wortes ist jedoch
nicht nur Kontext simuliert durch PrimingExperimente relevant sondern
auch Worteigenschaften selbst	 Gemeint ist die Frequenz der W

orter in der
Sprache und die Polarit

at der Bedeutungen eines Wortes	 Die Wortfrequenz
meint die Vorkommensh

augkeit eines Wortes in der Sprache die durch spe
zielle Ausz

ahlungen ermittelt werden z	 B	 Bradshaw 	 Generell gilt
da hochfrequente W

orter schneller veriziert werden k

onnen als niedrigfre
quente W

orter	 Solche Ausz

ahlungen sind indierent in Bezug auf die Bedeu
tungen der W

orter und beziehen sich einzig auf das Erscheinen in Drucker
zeugnissen	 Bei ambigen W

ortern kommt die Problematik der Polarit

at der

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Bedeutungen hinzu
 Polarit

at oder Bedeutungsfrequenz der Bedeutungen
meint die Frequenz oder Wahrscheinlichkeit mit der in einer Wortassozia
tionsaufgabe eine bestimmte Bedeutung eines Wortes genannt wird z	 B	
Gorfein Viviani  Leddo 	 Hochpolare W

orter sind solche in denen
eine Bedeutung dominant

ist	 Die sekund

are Bedeutung eines Wortes ist
dementsprechend die Bedeutung mit der zweitgr

oten Wahrscheinlichkeit as
soziiert zu werden	 H

aug werden hochpolare W

orter auch als unbalanciert
bezeichnet und W

orter mit ann

ahernd gleichwahrscheinlichen Bedeutungen
als balanciert	 Bubka und Gorfein  weisen darauf hin da Wortfre
quenz und Polarit

at orthogonale Beschreibungsebenen von W

ortern sind
deren Interaktion bisher unzureichend untersucht wurde	 Auerdem kriti
sieren sie unzureichende oder gar fehlende Standardisierungen von Polarit

at
ambiger W

orter den Experimenten zur lexikalischen Ambiguit

at	
Satzanalyse
Die Satzanalyse hat die Aufgabe die den sprachlichen Signalen zugrunde
liegende Bedeutung zu ermitteln	 Sie setzt sich aus der syntaktischen Ana
lyse Parsing von W

ortern und dem

Uberf

uhren der Wortrepr

asentationen
in eine Bedeutungsstruktur konzeptuelle Analyse oder kurz Interpretation
zusammen	 Aufgabe des Parsing ist es S

atze in Konstituenten zu zerlegen
und den Satzgliedern grammatische Funktionen zuzuweisen	 Ergebnis die
ser Analyse ist eine hierarchische Repr

asentation des Satzes	 Grundlage der
syntaktischen Analyse sind sowohl Informationen aus dem Satz selbst und
zwar die einzelnen W

orter deren Reihenfolge und die Prosodie bzw	 Inter
punktion des Satzes als auch lexikalisches morphologisches und syntaktisches
Wissen

uber die relevanten W

orter	 Die konzeptuelle Analyse rekurriert auf
Wissen

uber die Bedeutungen von W

ortern bzw	 auf allgemeines Weltwis
sen und auf Ergebnisse der syntaktischen Analyse	 Allerdings sind eindeu
tige Interpretationen auch ohne bzw	 unter geringer Beteiligung des Parsing
m

oglich	 Je schwieriger es jedoch ist die Bedeutung einer sprachlichen

Aue
rung abzuleiten etwa beim Auftreten ambiger W

orter um so wichtiger ist
die syntaktische Analyse und deren Ergebnis s	 Abschnitt 	 Ergebnis
der konzeptuellen Analyse ist vermutlich ein konzeptuelles Netzwerk das die
Bedeutung des Satzes repr

asentiert	
W

ahrend der Satzanalyse m

ussen folgende Probleme bew

altigt werden


Dominanz Polari

at und Bedeutungsfrequenz werden h

aug synonym gebraucht

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 Die Satzanalyse kann nicht auf die vollst

andige Worterkennung eines
Satzes warten sondern mu mit der syntaktischen Analyse und Inter
pretation beginnen w

ahrend online durch die Worterkennung weitere
Wortrepr

asentationen bereitgestellt werden	
 Eingebettete S

atze m

ussen miteinander in Verbindung gebracht wer
den wobei verschiedene Schwierigkeitsgrade in der Komplexit

at der
Einbettungen existieren	
 Syntaktische Konstruktionen sind unterschiedlich frequent in einer Spra
che so da f

ur manche Konstruktionen weniger ausgepr

agte Interpre
tationspr

aferenzen existieren	
 Mehrdeutigkeiten verschiedener Art m

ussen aufgel

ost werden	
 Disambiguierung lexikalischer Ambiguit

at
Disambiguierungsstrategien f

ur W

orter zu erforschen erfordert die Analyse
der Prozesse die vor w

ahrend und nach der Rezeption eines Wortes ab
laufen	 Die Informationsverarbeitungsprozesse die vor der Wahrnehmung
eines ambigen Wortes erfolgen stellen den Kontext dar der den Zugri auf
die Bedeutungen eines mehrdeutigen Wortes m

oglicherweise beeinut	 In
der Debatte um eine m

ogliche kontextuelle Beeinussung des lexikalischen
Zugris auf Wortbedeutungen kulminiert in der Ambiguit

atsforschung die
Kontroverse um die Modularit

at des Sprachverarbeitungssystems insgesamt	
Die Auassungen reichen von der

Uberzeugung da Kontext erst in post
lexikalischen Prozessen wirksam wird Onifer  Swinney  bis hin zu
der

Uberzeugung da Kontext so bedeutsam ist da die Mehrdeutigkeit
eines Wortes unbemerkt bleibt Schvanefeldt Meyer  Becker 	 Das
heit Vertreter einer strikten bottomup Arbeitsweise der Sprachverarbei
tung negieren die Beeinussung eines Subsystems durch andere Verarbei
tungskomponenten und negieren daher eine kontextuelle Beeinussung des
lexikalischen Zugris	 Dieser Standpunkt wird in dem ExhaustiveMultiple
Access sowie dem OrderedAccess Modell und deren Modikationen vertre
ten	 Dem gegen

uber stehen Modelle die grunds

atzlich von einer Interaktion
der verschiedenen sprachlichen Subsysteme ausgehen und sich untereinander
darin unterscheiden welchen Umfang der Kontexteinu auf den lexikali
schen Zugri einnimmt	 Zu diesen Modellen z

ahlen das ContextDependent

Report 
Modell seine Modikation sowie hybride Modelle und neuere konnektionisti
sche Ans

atze	
Es folgt zun

achst ein kurzer

Uberblick

uber die modularen bottomup Mo
delle das topdown und die hybriden Modelle und anschlieend deren ausf

uhr
liche Beschreibung vgl	 Bubka  Gorfein  Simpson 	
Modul

are bottomup Modelle
 Exhaustive oder MultipleAccess Modell
W

ahrend der Worterkennung wird kontextunabh

angig parallel und au
tonom auf s

amtliche Wortbedeutungen zugegrien	 Postlexikalische
Prozesse selektieren anschlieend die zum Kontext passende Bedeu
tung	 Onifer  Swinney  Seidenberg Tanenhaus Leiman  Bie
nowski  Swinney  Prather 
Modikation
 Integrationsmodell Rayner  Frazier 
 OrderedAccess Modell
Der Zugri auf Wortbedeutungen erfolgt kontextunabh

angig unter Be
r

ucksichtigung der Frequenz der Bedeutungen	 In einem selbstbeen
denden Proze wird zuerst auf die dominante Bedeutung zugegrien
und gegebenenfalls anschlieend auf die sekund

are falls die dominante
Bedeutung inkompatibel mit dem Kontext ist	 Hogaboam  Perfetti
 Forster  Bednall  Simpson  Burgess 
Modikation
 ReorderedAccess Modell Duy Morris  Rayner 
Dopkins Morris  Rayner 
TopDown Modell
 ContextDependent oder SelectiveAccess Modell
Das Modell nimmt eine direkte Beeinussung des lexikalischen Zugris
durch den Kontext an indem unpassende Wortbedeutungen nicht ak
tiviert werden	 Schvanefeldt Meyer  Becker  Glucksberg Kreuz
 Rho 
Modikation
 ContinuousApproach Tabossi a b  Ta
bossi  Zardon  van Petten  Kutas  Simpson  Krueger

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Hybride Modelle
 FrequencyOrderedSearch oder ContextSensitiveFrequency Modell
Der lexikalische Zugri wird durch die Bedeutungsfrequenz und durch
den Kontext beeinut	 In der Regel wird zuerst die dominante Be
deutung aktiviert	 Der Kontext st

utzt diesen Proze bzw	 orientiert
auf die sekund

are Bedeutung	 Gorfein  Bubka  Gorfein 
 ActivationSuppression Modell
Die Wortbedeutungen werden parallel aktiviert jedoch mit unterschied
licher St

arke und Geschwindigkeit wobei durch den Kontext unpas
sende Wortbedeutungen unterdr

uckt werden	 Neill  Neill Hilliard
 Cooper  Paul Kellas Martin  Clark 
 Konnektionistische Modelle
Wortbedeutungen werden mit unterschiedlicher St

arke parallel akti
viert und ohne Kontext auf die dominante Wortbedeutung zugegrien	
Polarit

at und Frequenz eines Wortes sowie die St

arke des Kontexts
k

onnen diesen Proze beeinussen	 Kawamoto   Cottrell
 Hirst 
Modul

are bottomup Modelle
Exhaustive oder MultipleAccess Modell
Bei der Erkennung ambiger W

orter wird nach dem MultipleAccess Modell
automatisch parallel und kontextunabh

angig auf s

amtliche Bedeutungen ei
nes Wortes zugegrien	 Weiterhin wird angenommen da s

amtliche Wortbe
deutungen als Ergebnis dieser Aktivierung gleichermaen verf

ugbar f

ur post
lexikalische Prozesse sind Simpson 	 Erst nachdem alle Bedeutungen
zur Verf

ugung stehen wird in einem postlexikalischer Proze unter Einwir
kung des Kontexts die passende Bedeutung f

ur weitere Verarbeitungsprozesse
selektiert	 Nach Auswahl der relevanten Wortbedeutung sind s

amtliche wei
teren Bedeutungen des Wortes nicht mehr verf

ugbar	
Die Aktivierung von kontextinkompatiblen Bedeutungen eines Wortes die
zun

achst kontraintuitiv erscheint konnte in diversen Experimenten nachge
wiesen werden Seidenberg et al	  Swinney  Prather  vgl	 Simp
son 	 Die Befunde beruhen auf Reaktionszeitmessungen die mit dem

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Paradigma der lexikalischer Entscheidungsaufgabe kombiniert mit dem cross
modalen Priming erhoben wurden	 In der Regel wurde visuell eine Buch
stabenfolge Target pr

asentiert der ein auditiv dargebotenes homographes
Wort Prime in einen Satz eingekleidet vorausging	 Bei der Buchstaben
folge handelte es sich entweder umW

orter die mit den Wortbedeutungen des
homographen Worts in Relation stehen neutrale W

orter oder NichtW

orter	
Bei kurzem SOA

Stimulus Onset Asynchrony ms wurden s

amtliche
Bedeutungen aktiviert vgl	 Tabossi  Zardon 	 Dies zeigte sich in ei
nem Vorsprung der Reaktionszeiten f

ur die W

orter die die Bedeutungen des
homographen Wortes beinhalteten im Vergleich zur Basisrate also den Re
aktionszeiten f

ur die Nicht oder neutralen W

orter Onifer  Swinney 
Seidenberg et al	 	 Diese Ergebnisse werden als Beleg f

ur das Multiple
Access Modell gewertet	
Es gibt jedoch weitere Befunde die mit demselben Paradigma gewonnen wur
den und das Modell nicht validieren	 Problematisch f

ur das MultipleAccess
Modell sind experimentelle Befunde nach denen die dominante Bedeutung
eines Wortes st

arker aktiviert wird als die sekund

are Simpson  Burgess
 vgl	 Neill 	 Dieser Eekt scheint bereits bei einem SOA von
ms einzutreten Lukas 	 Bei l

angerem SOA ab ca	 ms wird die
lexikalische Entscheidung

uber das Target nur dann bevorteilt wenn dieses
in Beziehung zum zuvor dargebotenen Kontext steht andere Wortbedeutun
gen sind dann nicht verf

ugbar Seidenberg et al	  vgl	 Holbrook et al	
	
Die Widerspr

uchlichkeiten der experimentellen Befunde f

uhrten zu einem
modizierten MultipleAccess Modell Rayner  Frazier  das die grund
legende Annahme der bottomup Modelle einer modul

aren Sprachverarbei
tung mit autonomen Verarbeitungskomponenten weiterhin teilt	
Modikation Integrationsmodell
Rayner und Frazier  modizierten das MultipleAcces Modell aufgrund
empirischer Ergebnisse die sie aus Blickbewegungsexperimenten mit visuell
dargebotener Sprache gewonnen haben vgl	 Dopkins et al	  Duy et
al	 	 Das Paradigma der Blickbewegungsmessung wurde von Rayner
und Duy   zur Untersuchung des lexikalischen Zugris auf am

StimulusOnsetAsynchrony SOA
 meint die Zeit von der Pr

asentation des Primesbis
zur Pr

asentation des Targets

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bige W

orter eingef

uhrt vgl	 Abschnitt 	 Die Versuchspersonen lasen mit
einer Blickbewegungskamera S

atze in denen balancierte oder unbalancierte
ambige W

orter enthalten waren	 Disambiguierender Satzkontext ging den
ambigen W

ortern entweder voraus folgte unmittelbar oder erst einige Worte
sp

ater	 Es zeigte sich da die Blickdauer auf balancierte W

orter l

anger
war als auf unbalancierte wenn der disambiguierende Kontext folgte	 Da
bei spielte es keine Rolle ob der relevante Satzkontext unmittelbar oder erst
mit Verz

ogerung folgte	 Vorausgehender disambiguierender Kontext der auf
die sekund

are Wortbedeutung focussierte f

uhrte zu k

urzerer Blickdauer auf
balancierte W

orter und resultierte in l

angerer Blickdauer auf unbalancierte
ambige W

orter	 Rayner und Frazier  interpretierten ihre Ergebnisse als
Evidenz f

ur ihr Integrationsmodell
 Nach dem Modell erfolgt der lexikalische
Zugri autonom und parallel und endet sobald eine Wortbedeutung in den
Kontext integriert werden kann	 Ihre empirischen Ergebnisse erkl

aren sie da
mit da im Fall unbalancierter W

orter zuerst auf die dominante Bedeutung
zugegrien wird und dann wenn diese nicht in den Kontext integriert werden
kann der Satzprozessor auf die Aktivierung der sekund

aren Wortbedeutung
warten mu	 Im Fall balancierter W

orter werden beide Wortbedeutungen
parallel aktiviert und als Ergebnis dieses Zugris die passende Bedeutung in
den vorangegangenen Kontext integriert so da keine zeitintensiven Selek
tionsprozesse erforderlich sind	 Dopkins et al	 

uberpr

uften das Inte
grationsmodell und erhielten experimentelle Ergebnisse die nicht mit dem
Modell vereinbar sind	 Es zeigte sich da Kontextein

usse schon w

ahrend
des lexikalischen Zugris wirksam sind	
OrderedAccess Modell
Wie bei dem MultipleAccess Modell ist auch im OrderedAccess Modell der
Zugri auf die mehrfachen Bedeutungen eines Wortes kontextunabh

angig
Hogaboam  Perfetti 	 Im Gegensatz zum MultipleAccess Modell
ber

ucksichtigt das OrderedAccess Modell die Frequenz der Wortbedeutung	
Daraus ergeben sich unterschiedliche Annahmen

uber die Aktivierung s

amt
licher Bedeutungen eines Wortes
 Das Modell geht von einer seriellen selbst
beendenden Bedeutungsaktivierung aus wobei die Reihenfolge des lexikali
schen Zugris durch die Bedeutungsfrequenz des ambigen Wortes bestimmt
wird	 Zuerst wird kontextunabh

angig auf die dominante Bedeutung zuge
grien und durch lexikalische Auswahlprozesse der Zusammenhang mit dem
Kontext

uberpr

uft	 Wenn die Bedeutung passend ist wird keine weitere

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Wortbedeutung aktiviert	 Andernfalls wird auf die sekund

are Wortbedeu
tung zugegrien und deren Koh

arenz

uberpr

uft	 Der Proze wird so lange
fortgef

uhrt bis die passende Bedeutung des ambigen Wortes gefunden wird	
Neben Ergebnissen aus lexikalischen Entscheidungsaufgaben kombiniert mit
EinWortPrimes Simpson  Burgess  wird das Modell durch Befunde
aus sogenannten Ambiguit

atsEntdeckungsAufgaben gest

utzt Hogaboam 
Perfetti  in denen Versuchspersonen entscheiden muten ob das letzte
Wort eines Satzes mehrere Bedeutungen hat oder nicht	 Die Entdeckung der
Mehrdeutigkeit erfolgte schneller wenn der Satz in Beziehung zur sekund

aren
Bedeutung stand	 Die Autoren interpretierten ihre Daten dahingehend da
die Diskrepanz zwischen der unmittelbar aktivierten prim

aren Bedeutung
und dem sekund

aren Satzkontext der Versuchsperson unmittelbar Mehr
deutigkeit signalisiert	 Umgekehrt dauert die Entscheidung

uber Mehrdeu
tigkeit bei

Ubereinstimmung des Satzes mit der prim

aren Wortbedeutung
l

anger weil dieser Abgleich der Versuchsperson keinen Hinweis auf Ambi
guit

at liefert sondern sie stattdessen nach einer sekund

aren Wortbedeutung
suchen mu	
Neill et al	  erhielten in einer erweiterten Replikation der Experimente
von Hogaboam und Perfetti Ergebnisse die mit dem OrderedAccess Modell
nicht erkl

art werden k

onnen	 Sie mischten sogenannten F

ulls

atze unter die
experimentellen S

atze die inkonsistent mit jeder Bedeutung des abschlieen
den Wortes waren	 Das OrderedAccess Modell w

urde f

ur diese Bedingung
vorhersagen da der Vorteil des sekund

aren Satzkontexts entf

allt da in die
sem Fall die Ungleichheit zwischen prim

arer Wortbedeutung und Satzkontext
nicht auf Ambiguit

at schlieen l

at	 Denn erst wenn die sekund

are Wortbe
deutung verf

ugbar ist kann die Versuchsperson bemerken da es sich um
einen sinnlosen Satz handelt	 Diese Vorhersage wurde durch die experimen
tellen Daten jedoch nicht gest

utzt
 Der Vorteil von sekund

arem Satzkontext
wurde auch unter der inkongruenten Bedingung gefunden das heit wenn
in die S

atze inkongruente Homographe gemischt wurden	 Neill el at	 
betrachten diese Ergebnisse als Hinweise auf einen kontextsensitiven lexika
lischen Zugri und werten dies als Evidenz f

ur ihr ActivationSuppression
Modell	
Grundlegende methodologische Kritik am OrderedAccess Modell bezieht
sich auf das verwendete Paradigma der Ambiguit

atsEntdeckung vgl	 Bubka
 Gorfein 	 Onifer und Swinney  zum Beispiel nehmen an da die
Entdeckung von Mehrdeutigkeit ein postlexikalischer Proze ist der nichts

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
uber den lexikalischen Zugri auf Wortbedeutungen aussagt s	 Abschnitt
	 Der Entscheidung

uber Ambiguit

at geht demnach der parallele Zugri
auf s

amtliche Wortbedeutungen die Auswahl der passende Bedeutung und
die Unterdr

uckung aller irrelevanten Bedeutungen voraus	
Modikation ReorderedAccess Modell
Im Gegensatz zum MultipleAccess Modell oder dem modizierten Integra
tionsmodell nimmt das ReorderedAccess Modell Duy et al	  an da
zwar mehr als eine Wortbedeutung im lexikalischen Zugri gleichzeitig akti
viert wird die St

arke dieser Aktivierung jedoch durch die Wahrscheinlichkeit
einer Wortbedeutung und durch den Kontext erh

oht werden kann	 Diese An
nahme wird von einigen Autoren z	 B	 Dopkins et al	  als Aufgabe
eines strikten bottomup Ansatzes wie er mit dem OrderedAccess Modell
vertreten wird interpretiert	
Duy et al	  protokollierten die Blickbewegungen von Versuchsper
sonen beim Lesen von S

atzen die entweder ambige W

orter enthielten oder
nicht wovon eine H

alfte der ambigen W

orter war balanciert die andere nicht	
Erw

ahnenswert ist da die Autoren im Gegensatz zum sonst

ublichen Vor
gehen die Wahrscheinlichkeit der einzelnen Wortbedeutungen der von ih
nen im Experiment verwendeten ambigen W

orter statistisch absicherten	 So
hatte die dominante Wortbedeutung in den balancierten Homographen eine
BenennWahrscheinlichkeit 	 und die dominanten Bedeutungen in den un
balancierten eine Wahrscheinlichkeit von 		 In der H

alfte der F

alle ging
den ambigen W

ortern der disambiguierende Satzkontext voraus in der an
deren H

alfte folgte er	 Im Fall der unbalancierten Homographe wurde auf
die sekund

are Bedeutung focussiert und im Fall der balancierten auf die eher
dominante Wortbedeutung	
Da f

ur das Modell Kontexteinu auf den lexikalischen Zugri kritisch ist
sind vor allem die Versuchsbedingungen interessant in denen der disam
biguierende Kontext den ambigen W

ortern vorausging	 Es zeigte sich kein
Unterschied zwischen der Verarbeitungsdauer f

ur balancierte W

orter und der
Kontrollbedingung jedoch l

angere Blickdauer f

ur die unbalancierten Homo
graphe	 Die Autoren werten dies als Beleg f

ur das ReorderedAccess Modell	
Sie argumentieren da der disambiguierende Satzkontext in beiden F

allen
den Zugri auf die relevante Wortbedeutung beschleunigt	 Im Fall der un
balancierten W

orter werden beide Wortbedeutungen parallel aktiviert und
die Verarbeitungsdauer im Vergleich zu einer Kontrollbedingung verl

angert

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da die relevante Bedeutung selektiert werden mu	 Im Fall der balancierten
ambigen W

orter wird die passende Wortbedeutung vor den anderen Bedeu
tungen aktiviert so da keine zus

atzliche Verarbeitungszeit f

ur Selektions
prozesse erforderlich ist	
Dopkins et al	  verglichen in ihren Experimenten das Integrations
Modell von Rayner und Frazier  und das ReorderedAccess Modell von
Duy et al	  direkt miteinander indem sie den den ambigen W

ortern
vorausgehenden Kontext variierten und zwar focussierte der Kontext ent
weder auf die sekund

are Bedeutung darauf da die dominante Bedeutung
nicht passend ist oder der Kontext war neutral	 In jedem Fall folgte dem
ambigen Wort ein Kontext der die Ambiguit

at zur sekund

aren Wortbedeu
tung hin au

oste	 Dopkins et al	 zeigen da sich die Vorhersagen beider
konkurrierender Modelle hinsichtlich der Versuchsbedingung unterscheiden
in der der Satzkontext positive Evidenz f

ur eine der m

oglichen Wortbedeu
tungen enth

alt und zwar in der Verarbeitungsdauer f

ur die disambiguie
renden Satzteile	 Das Integrationsmodell sagt vorher da die Aktivierung
der sekund

aren Wortbedeutung warten mu da der Satzprozessor zun

achst
versucht die dominante Wortbedeutung zu integrieren	 Das heit die Ver
arbeitungszeit in der Versuchsbedingung in der positiver Kontext vor dem
ambigen Wort pr

asentiert wird ist l

anger als in der negativen in der der
Kontext inkonsistent mit der dominante Bedeutung ist ohne dabei evident
f

ur die sekund

are zu sein	 Das ReorderedAccess Modell sagt demgegen

uber
eine k

urzere Blickdauer in der positiven als in der negativen Kontextbedin
gung voraus da das Modell annimmt da die sekund

are Wortbedeutung
auch aktiviert ist und daher keine Wartezeiten f

ur den Satzprozessor entste
hen	 Es zeigte sich da die Blickdauer f

ur ambige W

orter in der negativen
Kontextbedingung also dann wenn der vorangehende Satzkontext Evidenz
gegen die dominante Wortbedeutung enthielt l

anger war	 Die Lesezeit war
in der Kontrollbedingung insgesamt l

anger als in der positiven und negativen
Kontextbedingung	
Dopkins et al	 werten dieses Ergebnisse als Evidenz f

ur das Reordered Ac
cess Modell und interpretieren sie dar

uber hinaus als inkonsistent mit dem
strikt autonomen bottomup Ansatz sondern als Beleg daf

ur da auch der
lexikalische Zugri als Teil der Worterkennung von der Satzanalyse beeinut
wird	 Die Autoren weisen auch darauf hin da die Ergebnisse aus ihren Ex
perimenten nicht geeignet sind zwischem dem ReorderedAccess Modell und
dem SelectiveAccess Modell zu trennen	 Nicht zuletzt weil die Daten mit
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zwei v

ollig unterschiedlichen Paradigmen gewonnen wurden	
Topdown Modelle
ContextDependent oder SelectiveAccess Modell
In seiner strikten Version geht dieses Modell von einer vollst

andigen Be
einussung des lexikalischen Zugris durch den Kontext aus Schvanefeldt
Meyer  Becker 	 Unpassende Wortbedeutungen werden durch den
Wortprozessor nicht aktiviert	 Fehlt der Kontext wird automatisch auf die
dominante Bedeutung eines ambigen Wortes zugegrien	 Die Beeinussung
der Aktivierung einer bestimmten Wortbedeutung erfolgt durch spezische
Erwartungen die der Kontext hervorruft Glucksberg et al	 	 Ihre Er
kenntisse resultieren aus PrimingExperimenten in denen S

atze als Primes
verwendet wurden Targets und verschiedene Typen von NichtW

ortern	 Und
zwar solche die

ublicherweise als NichtW

orter verwendet werden und solche
die den eigentlichen Targets bis auf einen Buchstaben glichen	

Uberraschen
derweise konnten PrimingEekte f

ur die NichtW

orterTargets nachgewie
sen werden wenn der Satzkontext auf die Bedeutung des eigentlichen Targets
orientiert hatte	
Modikation Continuous Approach
Eine Variante des SelectiveAccess Modells entwickelte sich aus den Arbei
ten von Tabossi  a b Tabossi und Zardon  sowie aus
den Arbeiten von Simpson und Krueger 	 Tabossi arbeitet mit cross
modalen Primingexperimenten in denen der Einu von Satzkontext auf
den lexikalischen Zugri untersucht wird	 Die Versuchspersonen h

oren vor
einer visuellen lexikalischen Entscheidungsaufgabe einen Satz der den jewei
ligen Kontext f

ur die Targets darstellt	 Entscheidend f

ur ihre theoretischen

Uberlegungen ist die Dierenzierung von pr

adiktivem kongruentem und fea
ture priming Satzkontext vgl	 Abschnitt  Worterkennung	 Beispiel f

ur
eine pr

adiktiven Kontext ist der Satz Er sa da und las ein 			 BUCH	
Gemeint ist also eine Form von Kontext in dem ein bestimmtes Wort mit
hoher Wahrscheinlichkeit auftritt	 Wie bereits ausgef

uhrt ist ein Einu
der Wahrscheinlichkeit oder Frequenz eines ambigen Wortes auf den lexika
lischen Zugri mit dem OrderedAccess Modell vereinbar nicht jedoch mit
dem Multiple Access Modell	 Kongruenter Kontext ist nach der Dieren

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zierung von Tabossi  ein Satz der durch ein bestimmtes Wort sinnvoll
komplettiert wird ohne da es eine hohe Wahrscheinlichkeit oder Frequenz
f

ur dieses Wort per se gibt	 Zum Beispiel Sie putzte den Schmutz von ih
rem 			 SHIRT ROCK SCHUH 				 Experimenteller Nachweis solcher
Kongruenzeekte k

onnte als Evidenz f

ur ein interaktives Modell des lexika
lischen Zugris gewertet werden da sie nur durch kontextuellen Einu auf
den lexikalischen Zugri erkl

art werden k

onnen	 Feature priming Kontexte
sind solche die die Autorin in ihren Untersuchungen verwendet und meint
solche S

atze durch die semantische Merkmale nachfolgender W

orter vorakti
viert werden indem die Aussage des Satzes auf diesen Aspekt focussiert oder
einschr

ankt	 Zum Beispiel weist der Satz Der Mann stimmte das Klavier	
deutlich auf eine spezische Eigenschaft von Klavieren hin n

amlich da sie
Laute produzieren	
Zun

achst fand Tabossi a Hinweise daf

ur da ein selektiver Zugri nur
dann auftritt wenn der Satzkontext semantische Merkmale enth

alt der die
dominante Wortbedeutung hinreichend voraktiviert	 Sie fand jedoch eine al
ternative Erkl

arung dieser Ergebnisse
 Im Gegensatz zum

ublichen Vorgehen
w

ahlte Tabossi zweisilbige mehrdeutige W

orter in ihren auditiv pr

asentier
ten Kontexts

atzen	 Wie man wei kann semantisches Wissen durch gespro
chene W

orter aktiviert werden bevor diese komplett ausgesprochen sind	
Das heit in diesem Experiment kann es m

oglicherweise einen ersch

opfen
den lexikalischen Zugri auf die mehreren Wortbedeutungen des ambigen
Wortes mit anschlieender Selektion der relevanten Bedeutung gegeben ha
ben bevor die Pr

asentation des visuellen Targets beendet war	 Um diesen
Aspekt aufzukl

aren replizierten Tabossi und Zardon  das Experiment
und

anderten die zeitlichen Versuchsbedingungen indem das Target vor Ende
des Primesatzes visuell dargeboten wurde SOA ms	 Die Ergebnisse zei
gen da in einem Kontext der auf die dominante Wortbedeutung focussiert
bei einem Onset von ms nur die dominante Wortbedeutung aktiviert ist
und bei einem Kontext der auf die sekund

are Bedeutung focussiert beide
Bedeutungen aktiviert sind	 Dieser Befund ist weder mit den bottomup Mo
dellen noch mit dem SelectiveAccess Modell vereinbar und spricht f

ur einen
Einu sowohl der Dominanz einer Wortbedeutung als auch f

ur den Einu
den Kontexts	
Tabossi wertet diese Ergebnisse als Hinweise daf

ur da es sich bei dem le
xikalischen Zugri auf Wortbedeutungen nicht um einen diskreten Proze
handelt der zu einem bestimmten Zeitpunkt stattndet sondern vielmehr
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um einen kontinuierlichen Proze der abl

auft wenn das semantische Wissen

uber ein Wort so weit aktiviert ist da es m

oglicherweise in einen Kontext
integriert werden kann vgl	 MacDonald  	 In diesem kontinuierli
chen Proze wird eine Wortbedeutung st

arker und schneller aktiviert wenn
ein vorangegangener Satzkontext auf diese Bedeutung focussierte	 Handelt es
sich bei dieser Wortbedeutung dar

uber hinaus um die dominante Bedeutung
dieses Wortes dann wird die sekund

are Wortbedeutung die ohnehin lang
samer und schw

acher aktiviert wird so wenig Aktivierung erhalten da sie
nicht stark genug wird um durch die vorhandenen experimentellen Metho
den entdeckt zu werden	 Wenn jedoch durch den Kontext auf die sekund

are
Bedeutung fokussiert wird dann ist die vorhandene Prozekapazit

at ausrei
chend um neben der dominanten Bedeutung auch die sekund

are Bedeutung
zu aktivieren	
Zu

ahnlichen Schlufolgerungen gelangten auch Simpson und Krueger 
vgl	 Simpson  Burgess  die aufgrund ihrer crossmodalen Priming
Experimente in denen Versuchspersonen visuelle Targets vorlesen muten
zu der Ansicht gelangten da Kontexteekte den Einu von Bedeutungs
frequenz dominieren	
Hybride Modelle
FrequencyOrderedSearch oder
ContextSensitiveFrequency Modell
Wie im OrderedAccess Modell domininiert in diesem Modell die Frequenz ei
ner Wortbedeutung den lexikalischen Zugri	 Im Gegensatz zum klassischen
Modell wird der Zugri jedoch in Abh

angigkeit von der Aufgabe durch
den Kontext bzw	 durch eine Interaktion von Kontext und Bedeutungsfre
quenz unterst

utzt Gorfein  Bubka  	 Zun

achst wird nach den
Bedeutungen eines Wortes parallel gesucht jedoch wird auf die dominante
Bedeutung zuerst zugegrien	 In Anlehnung an das OrderedAccess Modell
ist auch dieses als selfterminatingrace Modell konzipiert das heit sobald
eine Wortbedeutung verf

ugbar ist wird die Suche nach weiteren Bedeutun
gen abgebrochen	 Diese Annahmen beziehen sich zun

achst auf unbalancierte
Homographe die ohne Kontext dargeboten werden	 Wird ein balanciertes
Wort ohne Kontext rezipiert wird parallel nach allen Bedeutungen gesucht
und die Suche abgebrochen sobald auf eine Bedeutung zugegrien wird	
Die Kontextreize st

utzen diesen Proze in der Weise da bei balancierten

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W

ortern auf die durch den Prime voraktivierte Bedeutung zugegrien wird	
Wenn der Kontext auf die sekund

are Bedeutung eines unbalancierten Wor
tes orientiert dann kann die sekund

are Wortbedeutung aktiviert werden in
Abh

angigkeit von der St

arke des Kontexts und der Ausgepr

agtheit der Be
deutungsfrequenz	
Ihre Annahmen werden durch experimentelle Befunde gest

utzt die auf Ent
scheidungen

uber Mehrdeutigkeiten von W

ortern basieren	 Die Versuchsper
sonen muten entweder mit oder ohne Kontext dar

uber entscheiden ob es
sich bei einer pr

asentierten Buchstabenfolge um ein ambiges Wort handelt
oder nicht	 Der Kontext wurde durch EinWort Primes simuliert	 Die ambi
gen W

orter variierten in der Ausgepr

agheit ihrer Polarit

at von hochpolaren
mittelpolaren zu niedrigpolaren W

ortern	 Die H

alfte der Kontextreize stand
in keiner Beziehung zu einer Wortbedeutung die andere H

alfte bezog sich
entweder auf die dominante oder auf die sekund

are Wortbedeutung	 Bemer
kenswert an der Versuchsanordnung ist vor allem da Gorfein und Bubka
nicht nur die Polarit

at der W

orter also die relative Frequenz jeder Bedeutung
eines homographen Wortes empirisch ermittelt haben sondern gleichzeitig
auch die Frequenz der W

orter insgesamt ihre Vorkommensh

augkeit in be
stimmten Druckerzeugnissen als experimentellen Faktor ber

ucksichtigten	
Zusammengefat zeigte sich da sowohl sekund

are wie prim

are Kontextreize
die Ambiguit

atsentscheidung beschleunigten	 Ein dierenzierteres Bild ergab
die Auswertung der Fehler	 Hier zeigte sich da die sekund

aren Primes im
Vergleich zum neutralen Kontext die Fehlerrate senken halfen die Primes
die auf die dominante Wortbedeutung orientierten kovariierten jedoch mit
einem Anstieg der Fehlerraten	 Dieses Ergebnis stimmt mit den Vorhersa
gen des Modells

uberein
 F

ur die Ambiguit

atsentscheidung m

ussen anders
als etwa bei herk

ommlichen lexikalischen Entscheidungsaufgaben s

amtliche
Wortbedeutungen verf

ugbar sein damit eine Entscheidung getroen werden
kann	 Da ohnehin die dominante Wortbedeutung zuerst aktiviert wird wird
dieser Mechanismus durch einen prim

aren Prime verst

arkt und der Zugri
auf weitere Wortbedeutungen zus

atzlich erschwert	 Umgekehrt unterst

utzt
ein sekund

arer Prime die Aktivierung sekund

arer Wortbedeutungen	 Neben
diesem Eekt ergab sich eine deutliche Interaktion zwischen der Frequenz und
der Polari

at der W

orter
 Je niedriger die Frequenz der sekund

aren Wortbe
deutung um so schwieriger erwies sich die Entscheidungsaufgabe	
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ActivationSuppression Modell
Dieses Modell wird von seinen Autoren Neill Hilliard und Cooper 
als Kompromi zwischen den wichtigsten theoretischen Positionen zur lexi
kalischen Ambiguit

at verstanden	 Das ActivationSuppression Modell geht
wie das MutlipleAccess Modell davon aus da s

amtliche Wortbedeutun
gen parallel aktiviert werden	 Wie im OrderedAccess Modell wird auch
hier angenommen da die Wahrscheinlichkeit mit der die einzelnen Wort
bedeutungen aktiviert werden variiert und die dominante Bedeutung zuerst
aktiviert wird	 Im Gegensatz zum OrderedAccess Modell ist diese Suche
nicht strikt sequentiell oder kontextunabh

angig und endet nicht automa
tisch wenn auf eine Bedeutung zugegrien wird sondern die sekund

aren
Bedeutungen k

onnen weiterhin verf

ugbar sein	 Im letzten Punkt unterschei
det sich das Modell auch vom Frequency OrderedSearch Modell und

ahnelt
dem MultipleAccess Modell	 Es unterscheidet sich von ihm jedoch dahinge
hend da weitere Verarbeitungsprozesse einsetzen k

onnen nachdem bereits
eine Bedeutung verf

ugbar ist und der Satzprozessor nicht auf Bereitstellung
s

amtlicher Wortbedeutungen warten mu	 Mit dieser Annahme gibt das
Activation Suppression Modell das strikte Modularit

atsprinzip auf	 Der lexi
kalische Zugri erfolgt ebenso wie im FrequencyOrderedSearch Modell auf
gabenabh

angig das heit in lexikalischen Entscheidungsaufgaben in denen
eine Wortbedeutung f

ur die Aufgabenl

osung verf

ugbar sein mu kann die
Entscheidung bereits gef

allt werden wenn nur eine Bedeutung hinreichend
aktiviert wurde auch wenn noch andere Bedeutungen aktivierbar sind	 Das
Modell ist kontextsensitiv da der Zugri auf die einzelnen Bedeutungen
durch die St

arke der Assozationen zum Kontext erleichtert werden kann	 Ins
gesamt postulieren Neill et al	  einen dem StroopEekt Stroop 
vergleichbaren Konikt
 F

ur ein Signal sind mehrere Interpretationen abruf
bar die miteinander um den Zugri konkurrieren	 Analog zu Stroop nehmen
die Autoren an da kontextinad

aquate Bedeutungen nach ihrer anf

anglichen
Aktivierung unterdr

uckt werden	 Evidenz f

ur ihr Modell fanden Neill et al	
in einer Replikation der Experimente von Hogaboam und Perfetti  s	
OrderedAccess Modell in dem sie zeigten da Kontext den Zugri auf die
sekund

are Wortbedeutung erleichtert	 Weitere Evidenz f

ur das Acitivation
Suppression Modell sieht Neill  in einer Reanalyse der Daten anderer
Autoren wonach der Grad der Aktivierung sowohl von der Frequenz einer
Bedeutung als auch vom Kontext gesteuert wird	 Typisch f

ur die L

osung des
Stroop

ahnlichen Konikts der Konkurrenz mehrerer Bedeutungen um den

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lexikalischen Zugri ist demzufolge da kontextinad

aquate Bedeutungen un
terdr

uckt werden oder ohne Kontext die sekund

are Bedeutung unterdr

uckt
wird	 Je st

arker dabei Assoziationen zwischen dem Kontext und einer Be
deutung sind und es sich um die eher dominante Wortbedeutung handelt um
so schneller kann auf die Bedeutung zugegrien werden	 Dieses Muster zeigte
sich auch in den Daten von Paul et al	  die anhand von Interferenzen
zwischen einer FarbBenennAufgabe im Stroopstil und einer semantischen
PrimingAufgabe zeigen konnten da die anf

angliche Bedeutungsaktivierung
kontextsensitiv ist	 Die Interferenzen zwischen beiden Aufgaben waren um
so kleiner wenn der Kontext mit der passenden Bedeutung assoziiert werden
konnte	
Konnektionistische Modelle
Etwas abzusetzen von den bisher ausgef

uhrten Modellen sind neuere kon
nektionistische Ans

atze durch die menschliche Disambiguierungsstrategien
simuliert werden sollen Hirst  Cottrell 	 Erw

ahnenswert ist vor
allem Kawamotos Implementation   in der die Wortrepr

asenta
tionen eines Lexikons als Aktivierungsmuster der Verbindungen zwischen den
units eines Netzwerks repr

asentiert sind	 Dabei repr

asentieren die Einheiten
die Aussprache der W

orter deren Schreibweise morphologisches und syn
taktisches Wissen und nat

urlich die Bedeutungen der W

orter	 Die Anzahl
der Lernzyklen die n

otig sind um diese Einheiten maximal oder minimal
zu aktivieren werden als Indices f

ur Entscheidungs Lese oder Benennzei
ten gewertet	 Die Simulation ergab da ohne Kontext zuerst auf dominante
Wortbedeutungen zugegrien wird da s

amtliche Wortbedeutungen akti
viert werden diese Aktivation jedoch durch die Frequenz und die Polarit

at
eines Wortes sowie durch die St

arke des Kontexts beeinut wird	 Die Wahr
scheinlichkeit des Zugris auf eine sekund

are Wortbedeutung h

angt von der
Ausgewogenheit beider Wortbedeutungen ab	 Mit diesen Ergebnisse liefert
das Modell weitere Evidenz f

ur die hybriden Modelle die im vorangegange
nen Abschnitt beschrieben wurden	
 Disambiguierung syntaktischer Ambiguit

at
Auch die Forschungen zur syntaktischen Ambiguit

at sind von der Debatte
um eine modulare Informationsverarbeitung nach der die Subsysteme der

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Sprachverarbeitung autonom agieren und nur

uber den Output miteinander
kommunizieren gepr

agt	 Bei der Disambiguierung syntaktischer Ambiguit

at
kulminiert die Kontroverse in der Frage ob sich lexikalische und syntakti
sche Verarbeitungsebene gegenseitig beeinussen	 Die Standpunkte k

onnen
an zwei kontr

aren Ans

atzen und zwar der GardenPathTheorie oder auch
DelayModell genannt von Frazier und ihren Kollegen Frazier  
Frazier  Rayner  Ferreira  Clifton  Clifton  Ferreira 
sowie einem ConstraintBased Approach der von MacDonald  
und Trueswell Tanenhaus und Garnsey  vertreten wird vgl	 auch
Altman  Steedman  Steedman  Altman  exemplarisch veran
schaulicht werden	
GardenPathTheorie oder Delay Modell
Er kannte weit gr

oere Sch

onheiten als Mi Germany	 aber sie fand groe
Frauen h

alich vgl	 Anderson 
Die GardenPathTheorie wird als solche bezeichnet da sie mit S

atzen wie
im Beispiel operiert die anf

anglich eine andere Interpretation nahelegen
die sich letztlich als falsch erweist das heit die Sprachbenutzer in die Irre
geleitet werden	 Anhand solcher GardenPath S

atze untersuchten Frazier
und ihre Kollegen syntaktische Ambiguit

at	 Nach dieser Theorie erfolgt die
Satzanalyse also das syntaktische Parsing und die konzeptuelle Analyse so
wie die Disambiguierung syntaktischer Mehrdeutigkeiten konstituentenweise	
Es wird angenommen da alle Bedeutungen und m

oglichen Wortarten ei
nes Wortes parallel aktiviert werden keine der Alternativen jedoch sofort
gew

ahlt wird sondern der Satzprozessor wartet bis eine disambiguierende
Information sp

ater im Satz erreicht ist	 Die Frequenz einer Bedeutung oder
Wortart ist f

ur diesen Proze nicht signikant da die syntaktische Analyse
in jedem Fall auf die Disambiguierung wartet	 Wird eine Interpretation aus
gew

ahlt wird sie so lange beibehalten bis sie sich als falsch erweist	 Dann
m

ussen die Konstituenten erneut syntaktisch analysiert und die Bedeutung
der Konstituenten oder des ganzen Satzes reinterpretiert werden	 Die Mehr
deutigkeit einer Konstituente wird nur w

ahrend ihrer Verarbeitung ber

uck
sichtigt danach wird eine Interpretation ausgew

ahlt und die urspr

ungliche
Mehrdeutigkeit hat sofern sich die Interpretation nicht als falsch erweist kei
nen weiteren Einu auf die weitere Satzverarbeitung	 Nach Frazier 
Frazier  Rayner  wird dieser Proze dadurch dominiert da syntak
tische Repr

asentationen konstruiert und lexikalische Repr

asentationen abge

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rufen werden m

ussen	 Das heit diese von lexikalischen Disambiguierungs
strategien abweichende Vorgehensweise ist darauf zur

uckzuf

uhren da der
Sprachbenutzer eine Satzinterpretation online generieren mu wohingegen
bei lexikalischer Ambiguit

at auf vorgespeichertes Wissen zur

uckgegrien wer
den kann	
Frazier und Rayner  k

onnen ihre Theorie zum Beispiel durch Daten
aus BlickbewegungsExperimenten st

utzen	 In diesen Experimenten wurde
eine m

ogliche Interaktion lexikalischer und syntaktischer Verarbeitungsebene
anhand von S

atzen untersucht deren Mehrdeutigkeit sich auf die Wortart
lexikalischer Items bezog NomenVerb vgl	 Abschnitt 	 Diesen syntak
tisch mehrdeutigen W

ortern ging die disambiguierende Information entweder
voraus oder folgte oder fehlte g

anzlich	 Gemessen wurden die Lesezeiten der
Satzkonstituenten als Pr

adiktorvariable syntaktischer Parsingstrategien	 Das
DelayModell sagt vorher da die Lesezeit f

ur das ambige Wort l

anger mit
disambiguierendem Kontext als ohne ist und zwar das Wort dann l

anger
betrachtet wird wenn die disambiguierende Information dem ambigen Wort
vorausgeht	 Dar

uber hinaus wurde angenommen da die Satzregion die
dem ambigen Wort folgt dann l

anger betrachtet wird wenn keinerlei disam
biguierende Information im Satz enthalten ist	 Die Ergebnisse aus diesen
Experimenten st

utzen diese Verz

ogerungsstrategie nach der die syntaktische
Analyse zum Beispiel die Zuweisung grammatischer Funktionen zu einzel
nen W

ortern oder Satzteilen aufgeschoben wird sobald mehrdeutige W

orter
auftauchen	 Die Verz

ogerung erkl

aren die Autoren damit da dem Satzpro
zessor keinerlei nichtsyntaktische Informationen verf

ugbar sind so da diese
Verarbeitungsebene auf disambiguierende Informationen warten mu	 Die
sen Befund werten Frazier und Rayner daher als Beleg f

ur eine modu

are
Informationsverarbeitung	
ConstraintBased Approach
Diesen Ansatz vertreten MacDonald   sowie Trueswell Tanen
haus und Garnsey 	 Hauptannahme des ContraintBased Ansatzes ist
da Disambiguierung ein kontinuierlicher Proze ist dem auf allen Ebenen
der Sprachverarbeitung dieselben Mechanismen zugrundeliegen und dieser
Proze nicht in zwei zeitlich distinkten Phasen abl

auft MacDonald 
vgl	 Tabossi  Zardon 	 Daher halten sie einen Verz

ogerungsmecha
nismus zur Au

osung von Mehrdeutigkeiten den es nur auf der Satzebene
gibt f

ur unwahrscheinlich	 Stattdessen nehmen sie an da auf der syntak
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tischen Ebene ebenso wie auf der lexikalischen alternative Interpretationen
mit unterschiedlicher St

arke aktiviert werden und zwar in Abh

angigkeit von
der relativen Frequenz der Interpretation semantischen Informationen und
Wortfrequenzen	 So gehen sie davon aus da manche syntaktische Ambi
guit

aten durch lexikalische ausgel

ost werden zum Beispiel solche Wortar
tambiguit

aten wie sie von Frazier und Rayner  verwendet wurden	
MacDonald vertritt die Auassung da die Aktivierung der zwei Bedeutun
gen die eine Wortartambiguit

at mitsichbringt ebenso die Wahrscheinlich
keiten alternativer syntaktischer Interpretationen beeinut	
Das Modell wird durch Befunde aus Lesezeitexperimenten gest

utzt in denen
mittels einer Fenstertechnik S

atze wortweise betrachtet werden konnten	 In
einem dieser Experimente replizierte MacDonald die experimentelle Anord
nung von Frazier und Rayner mit der Ausnahme da sie W

orter ausw

ahlte
deren Frequenz in Bezug auf die Wortart deutlich polarisiert waren	 Auer
dem variierte sie die disambiguierende Information dahingehend da die
Mehrdeutigkeit in der H

alfte der F

alle zur niedrigfrequenten Wortart auf
gel

ost wurden	 Das Constraint Based Modell sagt nur f

ur den Fall einer
hochfrequenten Wortart die mit disambiguierender Information f

ur die se
kund

are Wortart kombiniert wurde l

angere Lesezeiten im Vergleich zu einer
nichtmehrdeutigen Kontrollbedingung voraus	 Das DelayModell sagt dage
gen vorher da der Bias keinen Eekt auf die Verarbeitungsdauer der am
bigen Satzkonstituente hat	 Die Lesezeiten aus diesem Experiment st

utzen
das ConstraintBased Modell das heit eine Verl

angerung der Lesezeit in
terpretiert als Wartezeit der syntaktischen Analyse ist nicht unabh

angig von
den Eigenschaften des ambigen Satzteils	 Durch diese Ergebnisse wird eine
strikte Dichotomie zwischen abgerufenen Wortrepr

asentationen und konstru
ierten syntaktischen Repr

asentationen aufgeweicht MacDonald 	 Wei
tere Hinweise darauf da es sich bei Disambiguierungsprozessen um konti
nuierliche Prozesse handelt liefern zum Beispiel Ergebnisse von Trueswell
et al	  die zeigten da Sprachbenutzer Gebrauch von subtilen pro
babilistischen syntaktischen Informationen machen	 Gegenw

artig wird das
ConstraintBased Modell hinsichtlich der Spezikation der Art von Informa
tionen die Disambiguierungsprozesse beeinussen k

onnen und der Frage der
Gewichtung dieser Informationen weiterentwickelt MacDonald 	

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 Diskussion
In short	 information processing yields ambiguity	 awareness is the resolution
of that ambiguity Neill 
In dieser schlichten Aussage von Neill ist die gesamte Problematik der Ambi
guit

atsforschung umrissen und zugleich die Komplexit

at dieser Fragestellung
aufgezeigt	 Die Verarbeitung von Informationen jeder Art insbesondere das
Verstehen von Sprache birgt in sich das Problem der Au

osung von Mehr
deutigkeiten	 In der gegenw

artigen Forschung k

onnen drei unterschiedliche
Theorien

uber Disambiguierung unterschieden werden	
Entsprechend der Modularit

atstheorie der Sprachverarbeitung nehmen das
MultipleAccess sowie das OrderedAccess Modell an da der lexikalische Zu
gri als Teil der Worterkennung nicht durch andere Subsysteme der Sprach
verarbeitung beeinubar ist	 Beide Modelle gehen von einer kontextun
abh

angigen Aktivierung von Wortbedeutungen aus die entweder parallel
MultipleAccess Modell oder seriell selbstbeendend OrderedAccess Mo
dell erfolgt	 Nach diesen bottomup Ans

atzen werden Kontextein

usse erst
in postlexikalischen Selektionsprozessen wirksam	 Hier schliet sich das
DelayModell zur Disambiguierung auf der syntaktischen Ebene ebenfalls
als striktes bottomup Modell an
 Danach stehen der syntaktischen Analyse
keinerlei nichtsyntaktische Informationen zur Verf

ugung so da der Satzpro
zessor beim Auftreten lexikalischer Mehrdeutigkeiten auf disambiguierende
Informationen warten mu	
Im Gegensatz zu solcher modularen Sprachverarbeitung wird im topdown
Modell der Disambiguierung ContextDependent Modell angenommen da
kontextuelle Selektionsprozesse den lexikalischen Zugri auf Wortbedeutun
gen dominieren	 Mittelposition nehmen hybride Modelle ein sowie der in
der Tradition des ContextDependent Modells stehende Continuous Ap
proach	 Neu an den hybriden Modellen ist die Einbeziehung von Erfah
rungswerten ausgedr

uckt durch die Bedeutungsfrequenz eines Wortes die in
Ans

atzen bereits im OrderedAccess Modell Ber

ucksichtigung ndet	 Dies
ist zum Teil mit der Annahme einer in ihrer St

arke undoder Geschwindig
keit variierenden Aktivierung von Wortbedeutungen ContinuousApproach
Activation Suppression Modell verkn

upft	 Die Aktivierungsst

arke ber

uck
sichtigt die beschr

ankte Verarbeitungskapazit

at des Sprachbenutzers beim
Zugri auf lexikalische Eintr

age	 Einen in diesem Zusammenhang vielver
sprechenden neuen Ansatz verfolgen zum Beispiel Whitney und Clark 
oder Miyake Just und Carpenter  die bisher vernachl

assigte indi
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viduelle Unterschiede in der Sprachkompetenz einbeziehen und zeigen da
individuelle Unterschiede in der Spanne des Arbeitsged

achtnisses mit indivi
duellen Disambiguierungsstrategien kovariieren	 Auch der ConstraintBased
Approach der syntaktischen Disambiguierung ber

ucksichtigt unterschiedliche
Wahrscheinlichkeiten syntaktischer Interpretationen und vermutet dar

uber
hinaus einen kontinuierlichen Disambiguierungsmechanismus der allen Ebe
nen der Sprachverarbeitung zugrundeliegt	 Weiterhin ist neu an den hybriden
Modellen da sie dierenziertes Wirken von Kontextinformationen anneh
men die den lexikalischen Zugri zwar beeinussen jedoch nicht aussch
lielich dominieren k

onnen	 Auerdem wird in den hybriden Modellen auch
die Aufgabenabh

angigkeit von Disambiguierungsprozessen explizit ber

uck
sichtigt	
Die Vielfalt der empirischen Ergebnisse ist verwirrend	 Es gibt jedoch wie
derholte Evidenz f

ur die Beobachtung da w

ahrend des lexikalischen Zu
gris mehrere Wortbedeutungen aktiviert werden dabei aber diejenige Be
deutung mit der h

ochsten Bedeutungsfrequenz bzw	 diejenige die auf den
Kontext orientiert bevorteilt wird vgl	 Prather  Swinney 	 Das
heit die empirischen Befunde sprechen weder f

ur einen ersch

opfenden kon
textunabh

angigen noch f

ur einen singul

aren kontextdominierten Zugri auf
Eintr

age im mentalen Lexikon	 Simpson konstatierte bereits  da kei
nes der drei klassischen Modelle MultipleAccess OrderedAccess Content
Dependent Modell die empirischen Daten ad

aquat abbilden kann	 Anders
verh

alt es sich mit den Modikationen der klassischen Modelle Integrations
 ReorderedAccess Modell ContinuousApproach sowie mit den hybriden
Modellen FrequencyOrderedSearch ActivationSuppression und konnek
tionistische Modelle	 Jedes dieser Modelle nimmt an da die Polarit

at eines
Wortes Einu auf den lexikalischen Zugri hat	 Mit Ausnahme des Integra
tionsmodells beziehen diese Modelle auerdem kontextuelle Informationen
als Einugr

oe auf den lexikalischen Zugri mit ein	 Das heit zum einen
da diese neueren hybriden Modelle sowie das ReorderedAccess Modell die
empirischen Daten besser repr

asentieren k

onnen als die drei klassischen	 An
dererseits ist eher eine Ann

aherung der theoretischen Positionen zu verzeich
nen	 Die Modelle haben zwar eigentlich unterschiedliche Ausgangspositionen
kommen jedoch zu teilweise

ahnlichen oder identischen Vorhersagen	 Tabossi
 konstatiert beispielsweise da Priming Experimente mit EinWort
Kontextreizen nicht geeignet sind zwischen modularen oder interaktiven Di
sambiguierungsmodellen zu unterscheiden da die sich die Vorhersagen der

Report 
Modelle in diesem Fall nicht hinreichend voneinander unterscheiden	 Viel
mehr erfordere die Falsikation der bottomup Modelle den Einu von Satz
kontext auf die Ebene des lexikalischen Zugris nachzuweisen	
Damit ist gleichzeitig eine Problematik angesprochen die hinsichtlich der
Vergleichbarkeit der empirischen Befunde und der Modelle insgesamt ekla
tant ist	 Gemeint ist das Potpourri experimenteller Paradigmen bzw	 Aufga
ben verschiedener Kontextformen und mehr oder weniger statistisch abgesi
cherten ambigen Wortmaterials das eine Zusammenf

uhrung s

amtlicher Er
gebnisse zu einem einheitlichen Disambiguierungsmodell nahezu unm

oglich
macht	 Als Paradigmen nden sich lexikalische Entscheidungsaufgaben in
Kombination mit einem crossmodalen Priming Ambiguit

atsentdeckungs
und Benennaufgaben Blickbewegungsmessung beim Vorlesen oder Experi
mente die auf die Messung von Interferenzen abheben und stroop

ahnliche
Aufgaben verwenden	 Bei weitem favorisiert werden lexikalische Entschei
dungs sowie Benennaufgaben	 Umstritten bei der Wahl der Paradigmen
sind deren Eignung f

ur die Erfassung von online sprachverarbeitenden Pro
zessen	 Das heit da die Aufgaben anhand derer spezielle Verarbeitungs
prozesse beim lexikalischen Zugri untersucht werden genau diese Sprache
bene erfassen m

ussen und nicht etwa postlexikalische Entscheidungsprozesse	
Allgemein gilt da lexikalische Entscheidungsaufgaben zwar ein geeignetes
Instrument f

ur die Messung der Geschwindigkeit lexikalischer Zugrispro
zesse sind wenn der Kontextreiz aus einem Wort besteht	 Insgesamt sind
sie aber als Paradigma eher sensitiv f

ur strategische Faktoren und daher
eher f

ur die Reexion auf postlexikalische Entscheidungsprozesse angemes
sen West  Stanovich 	 Benennaufgaben dagegen liefern eher Hinweise
auf automatische Prozesse w

ahrend des Zugris auf lexikalische Eintr

age und
sind die geeignete Methode wenn sich der Kontextreiz aus einem Satz oder
Satzfragment konstituiert Tabossi  Forster 	 Dar

uber hinaus ist
Forschungsbedarf in der Absicherung des sprachlichen Materials der Experi
mente zu verzeichnen sowohl hinsichtlich einer statistischen Absicherung von
Bedeutungsfrequenzen als auch bez

uglich der experimentellen Manipulation
von Wortfrequenz und Bedeutungsfrequenzen ambiger W

orter vgl	 Bubka
 Gorfein 	
Der

Uberblick

uber die aktuelle experimentelle Ambiguit

atsforschung macht
deutlich warum sich diese Forschung

uberwiegend auf die Wortebene be
schr

ankt
 Experimentelle Prozeduren f

ur die Untersuchung von Echtzeit
Ph

anomenen wie dem des lexikalischen Zugris auf Wortrepr

asentationen

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sind notwendigerweise komplex und deren Interpretationen schwierig	 Al
lein diese methodologischen Hindernisse veranschaulichen bereits um wieviel
problematischer der Versuch ist das Verstehen komplexen sprachlichen Ma
terials und die damit verkn

upften Disambiguierungsprozesse zu modellieren
und den Einu komplexer Wissensstrukturen auf diese Verstehensprozesse
nachzuweisen	 Erste Schritte sind gemacht jedoch sind nur wenige Zusam
menh

ange bisher zufriedenstellend aufgekl

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