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Cori  is 30 PF




• Argonne Leadership 
Computing Facility (ALCF): 
DOE Leadership 
Computing Facility
 National Energy Research 
Scientific Computing 
Center (NERSC): Mission 































Biology, Energy,  Environment Computing Materials, Chemistry, Geophysics
Particle Physics, Astrophysics
Largest funder of physical 
science research in U.S. 








Data analysis support for 
DOE’s experimental and 
observational facilities
Largest funder of 
physical science 




















CPU and GPU nodes 
Continued transition of 








































• Eg Agenda2020 partnered with 
LLNL/LBNL/NERSC to optimize 
most energy-intensive steps in the  
papermaking process: drying the 
pulp

















Super-intense femtosecond xray pulses, >10PB data, up to 100 PF required for analysis
Supercomputing for data analysis






























































#5 most powerful computer 




The high speed, low latency network  is what allows the nodes 
to “talk” to each other and work together to solve problems you 
could never solve on your laptop, or even 150,000 laptops.
• Typical point-to-point bandwidth:
• A supercomputer: 10 GB/sec
• Your home/4G network: 0.02 GB/sec
Eg to simulation the behavior of the Earth’s atmosphere, divide the 
Earth into zones
1. Each processor computes what’s happening in its zone.
1. Share results of calculations with the other nearby  processors, as each 
atmospheric cell is connected. 
2. Calculate what’s happening now in each zone
Without the custom high-speed network on a supercomputer, the 
communication would take far more time than the calculation! 
Supercomputers have super‐fast interconnect between nodes
• Too Big
• To  Small
• Too Dangerous
• Too Fast
• Too Slow
• Too Expensive
Too slow
Simulating climate events 
under differing conditions
• E.g. count how many hurricanes/tropical 
storms occur
Too expensive
Material design
• Simulate characteristics of different materials that 
could be used for more efficient photovoltaic  cells 
or more efficient batteries
• Reduce need to fabricate and test useless materials 
in the lab 
Some science problems cannot be solved without Exascale
computing
• 1 Exaflop is a lot of 
compute power! 
• 1,000,000,000,000,000,000 
calculations per second
• This is the power of 50 
million laptops
• All 7.5 billion people on 
130 million earths, doing 
one calculation per second
(slide from Intel)
