We give a lower bound for the minimum distance between two zeros of a polynomial system f in terms of the distance of f to a variety of ill-posed problems.
Introduction
This paper is devoted to the study of the separation number of a polynomial system f : C n → C n defining a zero-dimensional nonsingular variety. The separation number of f is defined by sep(f ) = min x − y where the minimum is taken for x = y ∈ C n with f (x) = f (y) = 0. In the case of a single variable polynomial f (x) = a d d i=1 (x − r i ) various lower bounds for sep(f ) have been proved and can be found in Mignotte's (1989) book. These inequalities are based on the discriminant of the polynomial f and Hadamard's inequality. For example
, |r i |} is Mahler's measure of f . The number | Discr(f )| can be interpreted as a measure for the distance of f to the discriminant variety (the set of polynomials with a multiple root), sep(f ) is thus related to this distance.
Our aim here is to generalize this result to the case of polynomial systems. The first part of this paper is devoted to homogeneous systems f : C n+1 → C n . In this case the set of zeros of f comprises lines through the origin and the distance between two such lines is defined as the sine of their angle. The corresponding (projective) separation number is denoted by sep proj (f ) and satisfies
where D is the degree of the system and ρ(f ) corresponds, in a projective sense, to its distance to the discriminant variety. In fact we establish an estimation for sep proj (f ) in terms of the condition number of f and we relate it to ρ(f ) via the Shub-Smales Condition Number Theorem. We also give an upper bound for the separation number:
where D is the Bézout number of f , i.e. the product of the degrees of the various equations defining this system.
The second section is devoted to the study of sep(f ) in the affine case. We give a first lower bound for this number by de-homogenizing the homogeneous case. We obtain a similar inequality:
A second lower bound is obtained by an exclusion technique, similarly as in Dedieu and Yakoubsohn (forthcoming). Let C n be equipped with the sup-norm. If we denote by
where the minimum is taken for y = x, y ∈ C n with f (y) = 0 and where x is a given zero of f , we have
where s(f, x) is the positive root of the polynomial of the single variable t:
The last section is devoted to the case of single-variable polynomials where more precise results are given:
This inequality is valid for any polynomial f and any root x of f . It proves that the bound s(f, x) is an excellent bound; this has been corroborated by some numerical experiments, a significative numerical example is given at the end of this paper.
The Case of Homogeneous Polynomial Systems
We use H d to denote the set of homogeneous polynomial systems f :
where
This function is independent of scaling f and g and defines a distance function on P(H d ), the corresponding projective space. We also use the same notation for an element in a vector space and its equivalence class in the corresponding projective space.
The proof of this proposition is given in Shub and Smale (1993a, Chapter 1.3, Proposition 4). We denote by P n the projective space P(C n+1 ). As before a distance function is defined on P n by
where x is the euclidean norm of x ∈ C n+1 . We have:
is a distance function over P n and the diameter of P n is 1.
Let f ∈ P(H d ) and x ∈ P n be such that f (x) = 0. Define ρ(f, x) as the distance computed in the d P metric of f to the set Σ x of ill-posed problems at x:
Next, we define ρ(f ) which represents the distance of f ∈ P(H d ) to the discriminant variety Σ:
For f ∈ P(H d ) and x ∈ P n with f (x) = 0 we define the projective separation number of f at x by
where the minimum is taken for y = x with f (y) = 0. The version with x eliminated is
where the minimum is taken for x ∈ P n with f (x) = 0.
The main tool used in this paper is the condition number introduced in Shub and Smale (1993a):
with Null(x) = {y ∈ C n+1 : (x, y) = 0}, ∆(a i ) the diagonal matrix whose ith entry is a i and where A is the usual operator norm induced by the hermitian structure of C n . This number is independent of the scaling of both f and x and is well defined on P(H d ) × P n . In their original definition Shub and Smale took the maximum between 1 and the quantity displayed in (2.9). In fact one always has µ proj (f, x) ≥ √ n, see (Shub and Smale, 1993b, Section 2, Remark 2), and this maximum is not necessary. The version with the x eliminated is
(2.10)
The Condition Number Theorem of Shub and Smale connects µ proj (f ) and ρ(f, x), more precisely:
Theorem 2.1. For any root x of f one has:
. 
The projective separation number cannot be too big as is shown by the following:
Theorem 2.3. For any nonsingular system f ∈ H d we have
(2.14)
We now give the proofs of Theorems 2.2 and 2.3 and of Corollary 2.1.
Proof. Under the hypothesis, by (2.4), d P (x, y) = 1. Moreover, ρ(f, x) ≤ 1 since, by (2.3), the diameter of P(H d ) is equal to 1. P Lemma 2.2. Let x = y ∈ P n with f (x) = f (y) = 0. If (x, y) = 0 and rank Df (x) = n then d P (x, y)
Proof. Since (x, y) = 0, after rescaling y, we suppose that (x, y) = (x, x) or, in other words,
In this case, according to (2.4), one has
Since f (x) = f (y) = 0 we obtain
Now Df (x)x = 0 (f is homogeneous and f (x) = 0) and rank Df (x) = n; thus Df (x) is an isomorphism from Null(x) onto C n . This gives
Since by (2.17) (x, x − y) = 0 we obtain
Next, this equality is written in a more complicated form in order to introduce the condition number µ proj (f, x) described in (2.9):
According to Shub and Smale (1993a, Section III.1, Theorem 1,) we have
and this gives
For µ = µ proj (f, x), either s ≥ 1 or s < 1 and in this last case 1
Since this polynomial is convex we easily obtain that s ≥ 1/(1 + µ) and this inequality is valid in both cases:
.
It suffices to use (2.17) to obtain the Lemma. P Lemma 2.3. Under the hypothesis of Lemma 2.2,
Proof. We start with inequality (2.16), which is written here in the more abreviated
Let us introduce the function 1 + k 2 (1 + µ) 2 /µ 2 with µ ≥ 1. Since this function is decreasing one has 1 + k
3/2 and our lemma is proved. P Proof of Theorem 2.2 and Corollary 2.1. The equality ρ(f, x) = 1/µ proj (f, x) is the Condition Number Theorem 2.1. When x is a nonsingular zero of f we apply Lemmas 2.1 and 2.3. When x is singular we have ρ(f, x) = 0. Corollary 2.1 comes from Theorem 2.2, (2.8) and (2.10). P Proof of Theorem 2.3. Let C i = {y ∈ C n+1 | y ≤ 1 and d P (x i , y) < sep proj (f )/2} where x i is any zero of f . When x i and x j are two distinct such zeros, the corresponding sets C i and C j have an empty intersection by definition of sep proj (f ). When the system is nonsingular, there is D distinct zeros, so that Volume(∪
is the volume of the unit sphere in C n+1 . An easy computation gives Volume(C) =
2n ≤ 1 and proves our theorem. P Remark 2.1. In the one-dimensional case, n = 1, a better bound can be given via a similar method: the root number is here equal to d and the minimum angle between two roots is, at most, 2π/d. Thus
The Case of Non-homogeneous Polynomial Systems: Sep(f ) in the Hermitian Norm
Let f = (f 1 , . . . , f n ) : C n → C n be a polynomial system with degree(f i ) ≤ d i and degree(f ) = (d 1 , . . . , d n ) . By homogenization we obtain a system Φ(f ) = (Φ(f 1 ) ,
where the minimum is taken for u = v ∈ C n and f (u) = f (v) = 0. We have the following
Proof. Let us start from Theorem 2.1 and 2.2:
We now take two affine zeros of our system x = (1, u) and y = (1, v). According to its definition, d P (x, y) = sin arccos
|(x,y)|
x y which is denoted by sin(x, y). We have
We have
If we consider the function F (a, b) = a 2 + b 2 − 2ab cos α for a and b ≥ 1, we have clearly
and our theorem is proved. P
The Case of Non-homogeneous Polynomial Systems: Sep(f ) in the Supremum Norm
In this section, we continue our study of sep(f ) but in a different way. The main theorem introduced here comes from Dedieu and Yakoubsohn (forthcoming, Proposition 5.7) with some modifications. The norm considered in this subsection is the sup-norm defined by
The numbers sep(f, x) and sep(f ) are related to this norm. For any x ∈ C n , such that f (x) = 0 and rank ∇f (x) = n, let us consider the following polynomial of the variable t ∈ R:
where, as before, D = max d i . We have the following Let us write y = x + td with d = 1 and t = y − x > 0. Since f (y) = f (x) = 0 and t = 0 we get
and since ∇f (x) is nonsingular
By the triangle inequality and since d = 1 we get
∂x σ .
Since t = y − x , this inequality means S(x, y − x ) ≤ 0 that is y − x ≥ s(f, x). P
