Statistical methods have been developed for finding local patterns, also called motifs, in multiple protein sequences. The aligned segments may imply functional or structural core regions. However, the existing methods often have difficulties in aligning multiple proteins when sequence residue identities are low (e.g., less than 25%). In this article, we develop a Bayesian model and Markov chain Monte Carlo (MCMC) methods for identifying subtle motifs in protein sequences. Specifically, a motif is defined not only in terms of specific sites characterized by amino acid frequency vectors, but also as a combination of secondary characteristics such as hydrophobicity, polarity, etc. Markov chain Monte Carlo methods are proposed to search for a motif pattern with high posterior probability under the new model. A special MCMC algorithm is developed, involving transitions between state spaces of different dimensions. The proposed methods were supported by a simulated study. It was then tested by two real datasets, including a group of helix-turn-helix proteins, and one set from the CATH Protein Structure Classification Database. Statistical comparisons showed that the new approach worked better than a typical Gibbs sampling approach which is based only on an amino acid model.
INTRODUCTION L
ocal sequence patterns shared by multiple proteins, also called protein motifs, may reflect similar molecular structure, function, and evolution. Automatic sequence alignment methods are frequently used to reveal common patterns and guide biologists for further experimental exploration. To perform the alignments, motifs are represented by two types of descriptors in the existing algorithms: consensus segments, and probability models of amino acid distributions.
The PROSITE (Bairoch, 1991) database defines protein motifs as consensus segments, which are regular expressions over the alphabet of the amino acids and a wild card x. The consensus segments were used in the early programs of motif analysis, and they were easier to interpret as patterns of biological sequences. Department of Statistics, Purdue University, 150 N. University Street, West Lafayette, IN 47907-2067. The probability models, sometimes called profiles, became popular as motif descriptors in the last decade. For instance, hidden Markov models (HMM) were used in the Pfam database (Bateman et al., 2004) , and the position-specific score matrix was used to build the BLOCKS database (Henikoff et al., 1995) . Except for the differences, both the consensus sequences and the probability models describe motifs by amino acid compositions. Varying the alphabet describing motifs has rarely been investigated.
More recently, Gonnet and Lisacek (2002) defined motifs by a sequence of tokens each describing the characteristics of one or more amino acids. They attempted to add the secondary (i.e., functional, biophysical, etc.) characteristics to the motif descriptors, which gave a generalized form of consensus motif patterns. With well-studied training sets, they calculated scores of matching amino acids as well as matching the secondary characteristic residues. Then they applied a dynamic programming (Smith and Waterman, 1981) approach to align a sequence to the motif descriptors. Though the scoring functions in Gonnet and Lisacek's work were expressed in terms of probabilities, their motif patterns were generalized consensus segments.
In this paper, we add the secondary characteristics of amino acids into probability models for protein motifs. More specifically, we define a motif model not only in terms of amino acid frequency vectors, but also frequency vectors of distinct physico-chemical features of the amino acid side-chains. In other words, we also consider the frequency distributions of the hydrophobic group, the hydrophilic group, the basic group, and the acidic group. A motif pattern is defined as a mixture model of amino acid distributions and polar group distributions. The motivation for this model comes from the observations that some positions in a protein motif are strictly constrained in evolution such that the amino acids cannot be substituted. In contrast, other positions may only need to satisfy certain physico-chemical features. Therefore, they would be better described by hydrophobicity or polarity conservation.
Without assuming prior information on the patterns or their locations within the sequences, we develop Markov chain Monte Carlo (MCMC) methods to estimate the model parameters and simultaneously identify the motifs. The algorithm is a stochastic procedure using Markov chains, which aligns motifs in multiple sequences without training data. Moreover, because the frequency for amino acids and that for polar groups have different dimensions, 20 and 4, respectively, the MCMC approach involves jumps between state spaces of different dimensions.
Our method can be understood as a generalization of the Gibbs sampling strategy previously used for local multiple alignments (Lawrence et al., 1993; Liu et al., 1995) . A Bayesian model such as the one defined in Section 2 provides the statistical theory behind the Gibbs sampling method. More specifically, the Gibbs sampling method includes a step of deriving position-specific amino acid frequencies from a multiple alignment. Let θ i be the estimated probability for amino acid i to be found in a specific position. Given a multiple alignment involving a large number of independent sequences, the estimate of θ i should converge to the observed frequency f i of amino acid i, but pseudocount correction has to be introduced for a small or moderate number of sequences.
A simple pseudocount method, which is used by Lawrence et al. (1993) and Liu et al. (1995) in their Gibbs sampling approach, estimates θ i as
where N is the number of sequences in the given alignment, p i is the background frequency of amino acid i which can be estimated by the amino acid frequency in the whole sequence set, and B is the weight for the pseudocounts. This pseudocount method is referred to as Bayesian prediction method (Tatusov et al., 1994) , because the pseudocounts come from a Dirichlet prior distribution for θ i in the Bayesian model (see the detailed definition in Section 2.4). Alternatively, a Blosum pseudocount correction method as described by Altschul et al. (1997) replaces p i in the above formula by a pseudocount frequency that is calculated from a Blosum (Henikoff and Henikoff, 1992) amino acid substitution matrix. Formally, the pseudocount B · p i for amino acid i is multiplied by 20 j =1 f j e λS ij , where S ij is the substitution score of amino acid pair (i, j ) defined by a Blosum matrix (e.g., BLOSUM62), and λ is the scale parameter for the matrix. This method gives high pseudocount frequencies for those amino acids favored by the substitution matrix to align with the amino acid actually observed. It uses the prior knowledge of amino acid relationships embodied in the Blosum substitution matrix, and therefore may perform better in aligning different amino acids which share chemical similarities.
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In addition to these two pseudocount methods, a method called Dirichlet mixture (Tatusov et al., 1994) generalizes the Bayesian prediction method above by letting the prior probability for θ i be a mixture of multiple Dirichlet distributions, as opposed to just one. It is known that Dirichlet mixture pseudocount correction is the best available method for estimating the θ i . However, the method is rather complicated to implement.
In this paper, we are mainly comparing our method to the conventional Gibbs sampling approach that implements the Bayesian prediction method for pseudocount correction. Our method, based on a Bayesian framework, also uses Dirichlet prior distributions for θ i . However, chemical similarities between amino acids are directly included in our model as a common secondary characteristic. Furthermore, our method could be easily extended to include other secondary characteristics, such as secondary structure, and therefore would go beyond what can be described by an amino acid based Gibbs sampling approach alone.
METHODS
We will begin by defining a probability model for multiple protein sequences. For motifs, the model is a product of position-specific probability distributions, which consist of mixtures of amino acid positions and hydrophobic or polar positions.
A Bayesian framework is used for this motif model. Markov chain Monte Carlo methods are employed to estimate the model parameters and consequently identify the motifs. An approach that makes transitions between state spaces of different dimensions is developed to accommodate the secondary characteristics for motifs.
Likelihood for motifs with the secondary characteristics
We represent multiple protein sequences as
where the residue r k,l in sequence k takes values from an alphabet with 20 different letters and L k is the length of the kth sequence. The sequence lengths are usually not the same. Thus, the data array is not rectangular. To explicitly describe the model structure, we assume a simple case that there is one motif segment of width J in each of the sequences. By the means of masking (Xie et al., 2004) , the method can be used to search for multiple motifs. The motif width J is determined by a heuristic algorithm introduced in Section 2.4. To identify a motif in sequences, a set of location parameters needs to be defined. Let A = {a k , k = 1, . . . , K} denote the starting positions of the motif for the K sequences. The aligned motifs are then determined by the values of a k 's. More specifically, the alignment could be represented by a matrix which provides a motif profile:
A big contribution of our new model is to describe the secondary characteristic pattern in the motif. 
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[1989]). Therefore, for those columns with m j = 0, the four types of polarity are our focus rather than the amino acids. Apparently, when we let m j = 1 for all positions, the model becomes that of the original Gibbs sampling alignment (Liu et al., 1995) . In addition to the above structure, the probability model of the motif is defined by a set of positionspecific distributions. If m j = 1, the amino acids at the j th position are from the frequency distribution θ j = (θ 1,j . . . . , θ 20,j ), where θ ij denotes the probability of amino acid type i and 20 i=1 θ ij = 1. If m j = 0, the frequency of hydrophobicity or polarity is denoted by η j = (η 1,j , η 2,j , η 3,j , η 4,j ), where the components, in the order, represent hydrophobic, hydrophilic, basic, and acidic groups of amino acid side-chains. These hydrophobic or polar types are together referred to as polarity. Moreover, the parameter δ = {δ i|c ; i = 1, . . . , 20, c = 1, . . . , 4} denotes the conditional probability of observing amino acid type i given the polarity type c. An important feature of this model is that these conditional probabilities are not position specific; that is, they are the same over all motif positions and also the same with those amino acids outside of the motif.
All the amino acids outside the motif form the background. They are assumed to come from a common background distribution, with parameter θ 0 = (θ 1,0 . . . . , θ 20,0 ). Alternatively, let η 0 = (η 1,0 , η 2,0 , η 3,0 , η 4,0 ) denote the background distribution for polarity types. The amino acid probability is obtained by
if amino acid i has the polarity type c. We also have the relationships
That is, the distribution θ 0 = (θ 1,0 . . . . , θ 20,0 ) and that from η 0 = (η 1,0 , η 2,0 , η 3,0 , η 4,0 ) and δ = {δ i|c ; i ∈ group c, c = 1, . . . , 4} are equivalent.
We introduce two vector-valued counting functions h and g. For a sequence set R, we define h(R) = (h 1 , . . . , h 20 ), where h i is the number of the ith type amino acid observed, i = 1, . . . , 20, and define g(R) = (g 1 , . . . , g 4 ), where g c is the number of the cth type polarity in R, c = 1, . . . , 4. For instance, let R A(j ) denote the j th column in (1), then the 20-dimensional vector h(R A(j ) ) gives the number of each of the amino acids observed in that column, and g(R A(j ) ) gives the number of each of the polarity groups in R A(j ) . Similarly, let R {A} c denote the residues outside of the motif. The counting function h(R {A} c ) gives the number of each of the amino acids, and g(R {A} c ) gives the number of each of the polarity groups in R {A} c .
Let us write = θ j , or η j , j = 1, . . . , J , η 0 , δ . We assume that amino acid occurrence across different positions is independent, and the multiple sequences in a dataset are independent. Now given A,
, and M, we obtain a likelihood function π(R|A, ,M) in terms of products of multinomial distributions:
where the power of vectors is defined as the product of powers of each element respectively. In our model, the parameter A specifies the motif locations, M specifies the motif position patterns, and gives the probability frequencies. Identifying motifs corresponds to estimating the parameters that are optimal for the sequence data.
Bayesian models
Realizing the model is complicated with a large set of parameters, we may solve the problems under a Bayesian framework. The idea is to define appropriate prior distributions for A, M, and . Then the posterior distribution π(A, M, |R) is derived. Markov chain Monte Carlo methods, such as Gibbs sampling, provide typical algorithms for estimating high dimensional parameters. The sampling procedure may converge to a mode of the posterior distribution, which would correspond to an optimal motif.
The prior distributions of A and M are chosen from noninformative ones. By convention, we use Dirichlet families for the prior distributions of θ 0 , θ j , and η j . More specifically, the prior distributions are defined by
where the Dirichlet density for a 20-dimensional vector, for example, θ 0 has the form
and that for a 4-dimensional vector η j is
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Utilizing relationship (2), it is easy to check that both η 0 and δ have Dirichlet prior distributions. More specifically, defining γ = (γ 1 , γ 2 , γ 3 , γ 4 ) and γ c = i∈group c α i , we obtain
The parameters α = (α 1 , . . . , α 20 ), β j = β 1,j , . . . , β 20,j , and γ j = γ 1,j , γ 2,j , γ 3,j , γ 4,j are given parameters of the prior distributions. It is known that the Dirichlet distributions are conjugate prior families of the multinomial distributions. We can obtain a simple form for the posterior distribution of the parameters given the data R. Let us
We replace the variable θ 0 by (η 0 , δ). This transformation gives
Accordingly, the posterior distribution can be written as
Markov chain Monte Carlo algorithms
Given the formula of the posterior distribution, we may apply Markov chain Monte Carlo methods to simulate the parameters. It will be shown that the posterior distribution (3) has several features. For example, conditioning on ( , M), the motif locations A = (a 1 , . . . , a K ) are independent, and conditioning on (A, M), the frequencies θ j or η j follow Dirichlet distributions. A Gibbs sampling procedure would be a good choice, which generates the parameters one by one.
However, the regular Gibbs sampling procedure will encounter great difficulty due to the different dimensionality between the state spaces of θ j and η j . For a position j , θ j is a 20-dimensional vector whereas η j is only 4-dimensional. Therefore, to simulate M = (m 1 , . . . , m J ), we have to make transitions between state spaces of different dimensions. Reversible jump Markov chain Monte Carlo methods (Green, 1995) are often used to simulate samples on spaces of varying dimension. However, we will develop another approach, which is computationally more efficient, utilizing the independence of positions for m j , j = 1, . . . , J.
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Let us denote
By means of Gibbs sampling, we list the steps of the Markov chain transitions from A (n) , M (n) , (n) 
and θ
The second step involves jumps between state spaces of different dimensions. The detailed algorithms are described separately in the following subsections.
2.3.1. Generating A. The full conditional distribution of A given , M can be written as
where we discard constants, because ∝ indicates that the two sides are proportional functions of A. From the definitions of the counting functions h and g, it is easy to check that h(R) = h(R {A} c ) + , we obtain a simpler expression:
Again using the additivity of the counting functions h and g, we obtain the posterior distribution for each sequence k:
. Intuitively, the above sampling weight for any segment x of width J is the probability ratio of its being a motif versus its being a background.
2.3.2.
Generating m j and θ j or η j . We discussed that the parameter choice of either θ j or η j in a position depended on the value of m j , i.e., whether it equaled 1 or 0. Conditioning on A and M = (m 1 , . . . , m J ), we can easily simulate by Dirichlet distributions. On the other hand, it is not meaningful to calculate the conditional distribution of M given A and , because the different dimensionality between θ j and η j prohibits direct comparison between different values of M. Consequently, instead of calculating the full conditional distribution in the regular Gibbs sampling procedure, we derive a strategy of simulating M, using the assumption that positions are independent in the sequences. More specifically, we have
Our strategy is to generate m j from its marginal distribution, then generate θ j or η j conditioning on m j .
The marginal distribution π m j |A, η 0 , δ, R is obtained by integrating out either θ j or η j . Based on the joint posterior distribution (3), it is easy to check that
where C is the common constant. Therefore,
The position index m j is generated from a Bernoulli distribution with the probability defined above. Given the value of m j , frequency parameters θ j or η j are obtained by Dirichlet distributions:
This procedure is repeated for all positions j = 1, . . . , J .
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2.3.3.
Generating η 0 and δ. The last step of the Gibbs sampling procedure is to generate the remaining frequency parameters η 0 and δ for the background, conditioning on all the other parameters. We simulate according to the following distributions, , A, θ j or η j , j = 1, . . . , J , η 0 , R) .
The posterior distribution (3) of all parameters (A, , M) shows that η 0 and δ are independent of θ j or η j , j = 1, . . . , J given A and M. Therefore we have
Because η 0 and δ are frequency parameters, Formula (7) implies that η 0 and δ are from Dirichlet distributions with the parameters
respectively.
Selections of the prior parameters and the motif width
We now discuss the choices of the prior distribution parameters. The prior probability p for m j = 1 has been chosen as 0.5, which gives no preference for an amino acid or polarity position. The parameters α and β j are 20-dimensional vectors for the prior Dirichlet distributions of θ 0 and θ j , respectively. They are selected as the same vector which is proportional to the frequencies of amino acids in the sequence data R. More specifically, we set α and β j equal to 10% of the sequence number multiplying the amino acid frequencies. The parameters γ and γ j are 4-dimensional vectors for the polarity group frequencies η 0 and η j , respectively. We define γ (or γ j ) to be the sum of the corresponding elements from α (or β j ). That is, for each entry of γ, γ c = i∈group c α i , c = 1, . . . , 4.
In addition to the prior parameters, the motif width J is required in the previous algorithm. Often, biological knowledge about the motifs that we are interested in gives some information on the motif width. If no knowledge is available, the motif width is selected by an extension algorithm based on the KullbackLeibler information divergence measurement. The extension approach can be summarized as follows. We first begin the search using a small motif width, for example J = 10. The alignment algorithm is the existing Gibbs sampling approach (Lawrence et al., 1993) . After obtaining an optimal alignment (for instance the one with the highest score in a simulation) of the short motif, we extend the alignment to both the N and C-terminus (left and right hand sides). Let q 1 be the observed probability frequency of amino acids in the left or right column of the current motif alignment, and let q 0 be the probability frequency of amino acids in the whole dataset. The Kullback-Leibler information divergence, also called relative entropy, between q 1 and q 0 is
where i = 1, . . . , 20 indicates the amino acid type. By convention, 0 0 = 0 and 0 × ∞ = 0 so that if q 1i = 0, then q 1i log(q 1i /q 0i ) = 0. This measurement is always nonnegative, and K(q 1 , q 0 ) = 0 if and only if q 1 = q 0 . The larger the Kullback-Leibler information, the more different is the distribution q 1 from the background distribution q 0 . We increase the motif width J whenever K(q 1 , q 0 ) is greater than a threshold. The selected motif width J is the largest window size that provides relatively conserved amino acid distributions compared to the background.
The procedure of motif width selection is a heuristic algorithm. The threshold of the Kullback-Leibler information divergence is set as low as 0.5 in our following examples to include some diverse columns, which might be assigned as hydrophobic or polar positions by our searching approach.
RESULTS
To specify the advantages of the new model with the secondary characteristics of hydrophobicity or polarity, numerous simulations were done. We first compare the existing amino acid model and the associated Gibbs sampling algorithm (Lawrence et al., 1993; Liu et al., 1995) with an extreme case of the secondary characteristics model, where all positions of the motif are intentionally set as polarity, i.e., m j = 0 for all j = 1, . . . , J . We refer to the two models as the AA (amino acid) model and Group model, respectively.
Let us define two quantities for the signal measurement of a motif pattern. They are modified versions of the relative entropy between the position-specific frequencies in the motif and those of the background. Considering a motif of width J in a set of K sequences, as represented in matrix (1), we define the average relative entropy of amino acid as
where c i,j is the count of amino acid i in the j th column. These c i,j , supplemented with pseudocounts from the prior parameters β j , yield the frequency estimators
where β i is the ith component in β j . The background frequency θ i,0 can be similarly calculated by amino acid counts and pseudocounts from the background. Another measurement is defined based on polarity group frequencies. Let
where c i,j is the count of polarity group i in the j th column, and the group frequency η i,j , with pseudocounts from the prior parameters γ j , is calculated as
Analogously, η i,0 is the group frequency estimator for the background. The two relative entropies measure the strength of motif signals. We simulated 43 data sets, each of which has 30 sequences, with a variety of relative entropy values. The length of each sequence was from a uniform distribution on the interval 30 to 330. Amino acids in the sequences were generated from the uniform distribution of 20 residues. Then a motif of width 15 was inserted in each sequence. Twenty-six datasets were generated by controlling their E AA values, which range from 0.50 to 2.00 with an increment of 0.10 or 0.05. The corresponding E Group value of each dataset was calculated with a range from 0.07 to 0.45. The other 17 sets were generated by controlling their E Group , ranging from 0.30 to 0.80 with an increment of 0.05. Their corresponding E AA values range from 0.53 to 1.07. (14) Both (6) Both (1) a The cutoffs of the relative entropy values are obtained from simulations. The number in the parenthesis gives the number of sequence sets out of 43.
For each of the datasets, the existing Gibbs sampling algorithm with the AA model and our algorithm with the Group model were applied to search for potential motifs. One or two simulations were implemented for each algorithm. The number of iterations in each simulation was set as 10,000. The motif width of 18 was used in the programs, which could not be extended further. The obtained alignments were compared with the true motif locations. We consider an alignment to be good if it finds more than 25 correct locations out of 30 sequences.
This simulation study is summarized in Figure 1 shows the true log-likelihood of the motif location for the ninth
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sequence in one of our simulated datasets. The real frequency parameters θ j , η j , η 0 , δ are used to calculate the log-likelihood. This sequence has 125 amino acids, and the true motif location is 74. Figure 1(a) is the log-likelihood from the group model and (b) is from the amino acid model. It clearly shows that when there is no high probability motif from the amino acid model, the new group model gives a probability peak. Therefore, the new model would lead to convergence while the model that considers only amino acid conservation fails to detect a motif. In fact, the relative entropy values for this dataset with 30 sequences are E AA = 0.80 and E Group = 0.61. As shown in Table 2 , the original Gibbs sampling with the AA model did not detect any true motif in two simulations, but our Group model identifies the true motif in a single simulation.
In the following subsections, the full model with a mixture of amino acid and polar positions is applied to three datasets. The MCMC methods proposed in this article are applied and compared with the existing Gibbs sampling approach of the amino acid model.
A simulation study
A dataset of 30 sequences was simulated with lengths from 120 to 841. The amino acids in the sequences were generated independently from a specified distribution, whose frequencies were from the real data of helix-turn-helix proteins in the next example. Then, a motif of width 15 was inserted into each sequence at the 50th position. Among the 15 motif positions, 5 were generated from the 20-dimensional amino acid model, each of the 5 positions having a relative entropy value E AA = 1.0. The remaining 10 positions were from the 4-dimensional polarity group model with E Group = 0.7 for each position. Amino acids within a polarity group were generated from a frequency distribution having the same proportion as the background.
For the dataset described above, our method modeling secondary characteristics is compared with the Gibbs sampling approach based on the amino acid model. Two pseudocount correction methods, Bayesian prediction and Blosum correction, were applied respectively in the Gibbs sampling approach. The motif width was set as 18, which cannot be extended. Table 3 
✄ ✂ ✁
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Log-likelihood of the motif location based on two models: (a) The group model shows the maximum loglikelihood location is the true location a 9 = 74; (b) the amino acid model does not give a clear maximum log-likelihood solution. The y-axis is the relative log-likelihood; therefore, the absolute values are not comparable. Figure 2 shows one of the results using our approach based on the mixture model. It found all but one ✄ ✂ ✁
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correct locations with a 2-site shift to the left. This shift is tolerable since the program used motif size 18, while the true motif size is 15. Our approach also correctly identified each column in the motif as either the amino acid column or the polar group column.
HTH proteins
The first real data is the helix-turn-helix (HTH) proteins described by Lawrence et al. (1993) . The HTH motif represents a large class of DNA-binding structures involved in gene regulation. Thirty sequences from the class were selected, whose correct motif locations were known from biological experiments. The motif comprises about 20 amino acids from 3-dimensional structure studies. The motif width 18 was used in our alignment approach.
The MCMC algorithm proposed in this article was applied to search for motifs with secondary characteristics. Figure 3 shows an optimal alignment after 15,000 steps of MCMC iterations. The alignment ✄ ✂ ✁
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is consistent with the result of Lawrence et al. (1993) , where the Gibbs sampling method with Bayesian prediction pseudocount correction was used. Though the mixture model and the amino acid model provide comparable alignments, our method specifies four positions in the motif as hydrophobic or polar positions in addition to identifying conserved amino acid positions. Specifically, column 3 is assigned as basic due to amino acid side-chain polarity. Column 4 is acidic, column 7 is hydrophobic or nonpolar, and column 18 is basic.
An amino acid column is highlighted in pink when it has a conserved residue with frequency of 40% ✄ ✂ ✁
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or higher. The consensus residue is listed at the bottom. A polarity column is highlighted in green when it ✄ ✂ ✁
has a group of hydrophobic or polar residues with group frequency of 40% or higher. The polarity index is listed at the bottom with "n" for nonpolar, "p" for neutral polar, "b" for basic, and "a" for acidic. The histograms of the amino acid distributions from columns 1 and 4 are displayed in Fig. 4 . Figure 4 (a) ✄ ✂ ✁
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shows T (threonine) is the conserved residue while Figure 4 (b) shows acidic residues (D: aspartate, E: glutamate) are the conserved ones (the last two bars combined).
The protein family 1glqA2 in CATH
A more interesting example is a dataset named 1glqA2 originally from the CATH Protein Structure Classification Database (Orengo et al., 1997) . Based on available three-dimensional structures, CATH clusters proteins at four major levels, Class (C), Architecture (A), Topology (T), and Homologous superfamily (H). The dataset 1glqA2 is originally from Class of Mainly Alpha, Architecture of Non-Bundle, Topology of Glutathione S-Transferase, subunit A, domain 2, and Homologous superfamily of 1glqA2. 
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Alignment of the simulated data by the MCMC approach based on the mixture model. The alignment finds the right motif locations except sequence 28.
It contains 20 proteins from a variety of organisms, including mouse, human, Escherichia coli, and many others. The protein sequences and the multiple structural alignment are available on the author's web site at www.stat.purdue.edu/∼junxie/2ndmodel/mixture.html. Figure 5 shows the protein domains in the multiple structural alignment, originally provided in CATH.
✄ ✂ ✁
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The structural similarity is indicated by several conserved amino acid columns, which are highlighted in Fig. 5 . However, most columns in the alignment consist of diverse amino acids. Moreover, the structural alignment shows several domains separated by gaps, which implies that the MCMC methods, including Gibbs sampling, would not converge to a global optimal alignment from repeated simulations. In fact, both the existing Gibbs sampling and our MCMC algorithms found multiple motifs in different simulations.
To compare the performance of the Gibbs sampling approach and our MCMC algorithms, 100 simulations were implemented for each algorithm starting from different initial values. Motif width 10 was used as we began the search from a short motif. In the multiple simulations, the Gibbs sampling approach found a prominent motif about 30 residues to the left of the first position in Fig. 5 . Our MCMC algorithm detected this motif with less frequency but showed a preference for another motif, which corresponded to the structural alignment at position 81 in Fig. 5 . We used the structural alignment as a reference. Out of 100 simulations, the original Gibbs sampling algorithm based on the amino acid model found this reference motif 3 times, whereas, the MCMC algorithm based on the mixture model of amino acids and secondary
