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Abst rac t - -For  a given idempotent p and some element a from a differential associative ring, 
we introduce gauge transformation Ap + a with the spectral parameter A that leaves some linear 
operators form invariant. The explicit form of the a is derived for the generalized Zakharov-Shabat 
problem. The maps that factorize Darboux transformations are referred to as elementary ones. 
Binary transformations that correspond to the iteration of elementary maps with the special choice 
of solutions of the direct and conjugate problems are introduced and widen the potential reductions 
set. We show an infinitesimal version of iterated transforms. The spectral operator and soliton 
theories applications are outlined. The nonabelian N-wave interaction equation modification with 
additional linear terms, its zero curvature representation, soliton solutions, and their stability with 
respect o infinitesimal deformations are studied. © 1998 Elsevier Science Ltd. All rights reserved. 
Keywords - -Darboux  transformation, Binary transformation, Infinitesimals, N-wave system, 
Solitons. 
1. INTRODUCTION 
The technique of Darboux transformations allows us to obtain a wide class of integrable potentials 
of linear operators by sequential iterations. The procedure includes solutions of the correspon- 
dent linear problems and gives great variety of computational facilities for nonlinear systems 
being purely algebraic [2]. Looking for a heredity of constraints on matrix potentials (reduction 
restrictions) under DT  actions, one can split standard DT to elementary ones [3] (eDT). It is 
possible to do it in an abstract way: i.e., to define elementary DT for any projector (idempo- 
tent) element in a differential ring or module [4] starting from intertwine relation of a linear 
problem which contains some elements as "potentials" and '~ave functions" (WF). The explicit 
determination of eDT follows the spirit of classical Darboux theorems. Moreover, the sum of n 
such transformations in an n x n matrix case with usual differentiation by a parameter gives 
the standard DT  of the generalized Zakharov-Shabat (ZS) problem [5]. It explains the name we 
gave to such transforms [3,6]. In the case of Lax (U-V) pair existence that  constitutes a soliton 
system, the formalism may generate lementary Backlund transformations [7]. 
*I am thankful to B. Fuch~teiner and W. Oevei (he helped to see the possibility mentioned in the Conclusion) 
for clarifying discussions and advice that aided us to improve the final form of the paper. N. Ustinov allowed us 
to use unpublished materials concerning infinitesimal transformations [1]and pointed out misprints in the text I 
am also grateful for the hospitality at Paderborn University and to the Dalmler-Benz (Herrmann yon Helmholtz 
Stii~ung) Foundation for the partial financial support of the visiting professorship. 
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We combine DTs for direct and conjugate problems to obtain the binary DT (bDT) [5,6]; see 
also [2,8] with the same name but different origin and context. Namely, the symmetric form of the 
resulting expressions for the transformed potentials and wave functions (WF) make heredity of 
reduction constraints [5,6,9] or underlying automorphisms [10] of the generic ZS problem almost 
evident. 
We begin with the general abstract formulation of eDT and bDT covariance theorems at 
rings (Section 2). After that, we study examples that generalize the N-wave system with a 
zero curvature condition of appropriate pairs of generalized linear problems of first order (in 
differentiation) (Section 3). It holds at ring again. The case is chosen for the sake of applications 
evidence, both of importance in classical geometry with modern generalizations [11,12] and having 
a general significance in the applied mathematics; ee, e.g., DT application in spectral problems 
computations [13]. Let us mention also the connections with Riemann-Hilbert and nonlinear 
problems with nontriviai reductions with direct applications in theoretical physics [14]. 
The infinitesimal bDT generated by the sequence of eDT allows attractive development of the 
theory. It is placed into the last Section 4 and arises as a generalization f [1]. The natural small 
deformations of iterated WF and correspondent potentials with respect o intermediate param- 
eters appear within the procedure of bDT building: we derive the general form of infinitesimals 
of bDT at rings. These perturbation formulas allow us to define generators of the corresponding 
group, this is, symmetry group of a given hierarchy associated with the ZS problem under consid- 
eration. It also permits us to introduce small variations of initial conditions and study nonlinear 
stability in the class of perturbations available by bDT. 
2. ELEMENTARY AND BINARY 
DARBOUX TRANSFORMATIONS 
We begin with basic notion introductions and formulate theorems that join the results of 
n x n matrix formulation [3,5] with a somewhat abstract extension of eDT covariance based 
on the existence of idempotents and correspondent division rings (skew fields) in an associative 
differential ring A over the field K (see [4]). Let D be the differentiation map on A and let us 
fix two idempotents (projectors) p and q, such that p, q E ker D. Then the element s = e - p - q 
is the additional projector. We choose here the three basic projectors case, for it covers features 
of a general one but has yet clear explicit form. 
For every x E A we denote xa~ = axE, where ~,/~ E p, q, s, so we split the ring in the direct 
sum 
A = ~,~A~.  
Let us fix the element J = alp + a2q + a3s, al,a2,a3 E K,  al # a2 # a3 ~ al. The case of 
equal ai (degenerate) is considered in a similar manner [7]. 
DEFINITION 2.1. The operator of Zakharov-Shabat is the linear operator in A: 
L,  : ¢ C A, ¢ --* De  + (AJ - u)¢, 
where A E K,  u E A. 
Let us suppose that the potential u of ZS operator satisfies the restriction upp = pup = 0, 
Uqq = quq = O, uss = sus = O. 
DEFINITION 2.2. Let for the potential u there exist a new potential u e, and the dement a E A, 
such that for all A E K the following intertwine identity holds: 
EL~ = Lu~E, (2.1) 
where the action of K-linear operator E is determined by the equality 
E¢ = (Ap - a)¢. (2.2) 
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Then the transformation 
u --, u ~, ¢ --* ~ = E¢ 
is referred as eDT connected with the projector p. From (2.1) it follows that 
Da = uea + au, (2.3) 
uep = pu + [g, a]. (2.4) 
Let a solution of auxiliary ZS equation for A = # be ~o. And ~o~ =/hop := ~op has the inverse 
element ~o~ 1 in Am. Then the elements ~ -- ~Oq~O~ 1, ~/= ~o8~o~ 1, with ~Oq., = (% s)~o, satisfy the 
system of Riccati equation analogs [15], and the following theorems may be proved as in [4]. 
THEOREM 2.1. Let aqq = c ~ 0, ass = d ~t 0, c, d E ker D, then for transformed potential 
elements ue, the following formulas are valid: 
e Uqp 
e 
Ups --~ 
e 
Usp 
e 
Uqs = 
e 
?Jsq = 
where a = a l  -- a2,  b = a l  -- a3,  
appUpq -- b -  l ups U sq - a -  l Dupq ) c -1 ,  
- aaqp 
(amups - a-lU~Uqs - b- l  Dups) d - i ,  
-bo ' sp ,  
and the following relations define eDT: 
a m = -#p + a - lu~ + b-lups~?, 
apq ~ - -a -  l ulxi , 
aqp ~- --c~ 
aps = -b - lups ,  
asp = -d~,  
aqs -~ asq -~ 0. 
(2.5) 
(2.6) 
Each other projector introduces eDT (obviously different) in similar way. 
We mention here additional possibilities of the Schlesinger transformation [4,15-17] in the 
cases of constraints aqq = 0 or ass = 0. The peculiarity of the transforms i that in this case it 
is not necessary to use the auxiliary solutions of the ZS equation: the transformed potential u ~ 
is expressed via the basic potential u directly. The choice of both aqq = 0, ass = 0, introduces 
constraints for the potential u (see [15]). 
For the conjugate problem 
D*¢ 4- ¢(a J  - u) = 0, (2.7) 
the equations for a c and u c define the transform 
¢c  = CE  c, E ~ = ~p - a ¢. (2 .8 )  
The equations for a c and u c differ from (2.3) and (2.4) only by the order of operators and D* 
form (c label the conjugate transform). 
The solution of these equations again is determined by solutions with projectors multiplied 
from the right-hand side @p,q,s -- ¢(P, q, s) with the spectral parameter/~ so we wish to formulate 
the theorem for the conjugate problem in a somewhat different order. 
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THEOREM 2.2. Let aqq = c. ~ O, aa8 = d. ~ O, and ¢~-1 __~ (pCp)-I E App exist. 
transform (2.8) is determined by the elements 
C ffpp -~ --/~ -f a - lCp lCquqp + b-l¢~-lCausp, 
a~s = -¢p l¢ ,d . ,  
c _a - l~qp,  {T q p -~ 
C O'sp = -b -  lusp, 
ff sq - -  Uqs 
Then the 
(2.9) 
The set of formulas (2.9) in turn defines elementary DT of eigenfunctions (2.7) for conjugate 
problem (2.8) via constants of c., d. E kerD of the last equation. The potential is transformed 
very similar to (2.5): 
~ = -a~,  
o = ~:1 ( ~  _ b - l~q ,u .~ _ ~-~D~p) ,  Uqp 
C 
Usp -~ 
¢ 
Uqs -~ 
c 
Usq = 
-ba~s, 
d= 1 (uspa~p - a-lusqUqp - b -1Dusp) , 
c:l [~o.~;. (1- b ) - uq.d2] ,
(2.10) 
~ec = [~) ~- v~v ~(~, ~)plX~] C2, (2.11) 
[ v-~'~o(X,~O);zX] Cl, (2.12) Cec = ;eECe = Ce(~p + ace) = ¢ 
and for potent/a/s, one has, for example, 
/L~/ ---- UpqC 1 + a(~p(X , ~); lXqC l ( / ]  -- ft), 
(2.13) ~; = c~ 1 [~qp + a~q(x, ~) ; lxp]  (~ - ,), 
where cz = c-l c. (for others elements it is enough to change the correspondent indices). 
The proof of (2.12) may be delivered by the substitution of a ec from formulas for conjugate 
problem (2.9),(2.10) with u --* u e and ¢ --, X e. The derivation of (2.11) is performed first by 
We consider the case D* = -D,  hence ~E -1 is the solution of the conjugate quation (2.7) 
and the transformed potential is identical to u e. Namely, this point allows us to carry out 
the binary transformations. Elements of E -1, denoted by correspondent projectors, may be 
subsequently calculated. After that, the bDT and the respective theorem may be proved. We 
introduce the binary transformation asa sequence of two elementary ones in both spaces. In 
the case of conjugate space, the first one is made by the inverse operator to E with the spectral 
parameter p and the correspondent solution of the direct problem ~o. The second map is generated 
by resulting functions Xe expressed inthe same way but from a linear independent seed solution X 
of the equation (2.7) with the parameter v.  For the direct case, the order is opposite. The final 
formulation is as follows. 
THEOREM 2.3. Let the inverse of the element PX~P exist. The binary DTs for solution of the 
direct ZS problem and for the conjugate one (2.7) with D* = -19 are given by the following 
equalities: 
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(2.5),(2.6) and then by inverse of the transformation (2.9) based on the results of the previous 
step. For (2.13), the Riccati system for ~ and ~} is useful. 
Here the scalar product analog is introduced: 
(¢, ~o)p = l s~p e A m, 
and ci,2 appears due to the arbitrary choice of the constant diagonal elements of the a for both 
elementary transformations (Theorems 2.1 and 2.2). 
It is easy to check that the transform of the potential may be rewritten in terms of idempotents 
P = ¢(X, ~)plX (2.14) 
up to choice cl = 1. Hence 
u[1] = u + 6[J, P]. (2.15) 
For matrices, the ring structure is natural and if matrix elements are functions of parame- 
ters, the differentiation may be such simple construction as the derivative with respect o the 
parameter. Obviously ker D is the set of constant matrices and K is the field of numbers. Such 
realizations have been introduced in [3,5] for matrices, and the applications of binary DT were 
used for multisolitons and other solutions of NEE construction [3,5,6,9,15]. 
3. THE EXAMPLE OF  N-WAVE EQUATIONS 
Let us consider the set of n idempotents Pi. The elements ai, bk E K define combinations 
M = E aiPi, 
i 
N = E bip~. 
i 
If elements of the ring are functions of parameters t, y and for arbitrary ~ E A, the internal 
derivative adx~ = [x, @] may define the first-order problem via combined differential operators 
Dt ,~ = ~t,~ + Ix, ~] (we name it again the ZS problem). In analogy with [14], we put in the ZS 
equations the commutators with M,N as potentials 
u = [H, M], v = [H, N]. 
The nonlinear equations for interacting waves appear if we start from the pair of such ZS equa- 
tions that has the form convenient for bDT introduction (look at the definition of the elementary 
transforms): 
Dt~ = -AMg2 + [H, M]k~, 
D~ = -AN~ + [H, Y]~. (3.1) 
The compatibility condition for the system (3.1) is the nonlinear equation that gives three 
equations as coefficients by powers of A: 
NM = MN, 
D~M + [M,[H,N]] =DtN + [N,[H,M]], (3.2) 
[H v, M] - [Ht, N] = [[H, M], [H, N]] + [M - N, [x, HI]. 
The first equation from (3.2) is automatically holds by the definition of N, M. The second one by 
the Jacobi identity reduces to D~M = DtN. It means that Ix, M - N] = 0 and restricts a choice 
of x. The third equation generalizes the well-known N-wave system [14]. The last term in (3.2) 
may be interesting for integrable N-wave systems even for the abelian case. Such a term, for 
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example, may account for phase differences of waves that appear from wave asynchronism. The 
choice x = ~_,~ x~pi  satisfies all conditions. In the case of the nonabelian, the N-wave equation 
takes the form 
(al, - a i )H ik ,v  - (bk - b i )H ik , t  = [(as - a i ) (bk  - bs) - (bs - b i ) (ak  -- a , ) ]H isHsk  
+ (a~ - ak  + bk -- b~) (x iH i~ - h ikxk) ,  
(3.3) 
where the sum by s is implied. It is easy to obtain solutions of (3.2),(3.3) by all possible DT as 
well as bDT. For example, elementary transformations (2.10) for n = 3 and zero seed H = 0 give 
two nonzero elements of the transformed potential 
/-/qp : C~q~;  1 , I'~sep = C(~s~;  1 . 
Now we shall consider eduction constraints in rings, following [10]. It is necessary to introduce 
an analog of the conjugate lement. The definition may be generalized for any involute automor- 
phism a E a* at this ring. In analogy with the matrix case, we denote ~+ = q~p for any q --, A, 
where q* is determined if some basis is introduced and coefficients belong to K. The reduction 
constraint that corresponds to the classical three-wave system analog gives the conditions 
H + = H. (3.4) 
Comparing the forms of binary DT (2.10) for both the ZS equations (3.1), one finds that the 
transformation is the symmetry for the compatibility condition (3.2), and the element H is 
transformed as 
HI1] = H + (# +/**)l-I, (3.5) 
where Ilik = ¢~(¢.,¢)-1¢~ satisfies the reductions (3.4). If we treat the classical three-wave 
system, the equations (3.2) for the diagonal x may be written in details. For example, the first 
one of them is 
(as  - -  al)H12,y - (b2 - bl)H12,t = [ (as  - a l ) (b2  - 53) - (53 - b l ) (a2  - al)]g13H32 (3.6) 
- (x2 - Xl)(a, - a2 - bl + b2)H12. 
Soliton solutions are obtained starting from the trivial seed solution of (3.6), i.e., H = 0. 
Let us illustrate results by the matrix case. The column solution of the ZS system (5.1) (over 
zero seed solution) is given by 
~1 = Cl exp[-#(alt  - bly)], 
~o2 = c2 exp[-#(a~t - b2y)  - (x2 - Xl)(t + y)], 
~o3 = c3 exp[-/~(ast - b3y) - (x3 - Xl)(t + y)], 
and the scalar product is 
(~*, ~o) = c~c l  exp[-2 Re p(a l t  + bly)] + c~c2 exp[-2 Re #(a2t + b2y)] 
+ c~c3 exp[-2 Re p(a3t  + b3y)]. 
Then, for example, one of the waves in the one-soliton case is expressed by 
HI2  = ~°~° I  
For DT of solutions (3.7), it is necessary to have one more WF 
(3.7) 
0 i  = As exp[-~(ait - b~y)  - (x i  - Xl ) ( t  + y)]. 
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After binary transformation, one goes to 
Cec = ~P + ~* (~*¢) 
The projectors that correspond to IIik are now 
= 
and the bDT takes the form 
H[2] = H[1] - (A + A*)II, (3.8) 
and generates multisolitons if we start from the zero seed. The determinant formulas [15] may 
be obtained by the standard technique [2] and very similar to ones given in [5]. 
4. INF IN ITES IMALS FOR ITERATED DT 
The main observation that allows us to develop the technique is that the binary combination 
of nonzero eDTs (2.9)-(2.11) may generate a new potential that coincides with the seed one. 
Namely, the transform is u[1] = u, if u = # and (X, ¢) ¢ 0. It means that bDT formulas 
determine Lie groups and the correspondent Lie algebra according to the linear appearance of 
the parameter ~u - u in the one-parametrical subgroups. All iterated solutions of the ZS problem 
may define independent elements of the Lie algebra. 
In analogy with results of [1] beginning from small parameter introduction 
6 ---- u - #, [6[ << min {[#[, [A -/~[} 
and expanding r.h.s, of the potential transformation formula (see (2.13)-(2.15)) in Taylor series 
by the parameter 6, we get 
u[1] =u +6 [j,p(0)] + . . . .  (4.1) 
For the transform of a solution of a ZS problem with an intermediate function ~o and a conjugate 
one X that both correspond now to the SP #, one has 
(4.2) ¢[1]=¢+ (A_ , )  
Repeating the action of the map (4.1),(4.2), we go to the following result. 
THEOREM 4.1. Let the elements ~o (0, X (0 be independent solutions of a seed ZS problem with 
the potential u and for SP p~. Let also (~(i),x(i))p 1 exist. Then for the iterated bDT with the 
conditions 
6i=0(61) ,  [6i[ << [~,1, i=2 , . . . ,g ,  
one gets 
u[N] -- u + J, 6~P (0 , (4.3) 
i----1 
where p(O is defined by (2.11) but ~ ~ ~o(0, X ~ X (i). 
PROOF. The sum at iterated potential naturally appears from (4.1). The limiting procedure for 
solutions within every item that is already proportional to 6i gives solutions of the seed problem 
as the addition is again proportional to a small parameter (see (4.2)). 
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I f  within the reduction restriction class of solutions the nonzero scalar product element (~o, X)p 
may be normalized, then we may simplify the projector so that p(0) = ~PX; ~, X are solutions of 
the direct and conjugate problems (3.1),(2.7) with the same SP #, such that (X, ~)p = P. 
All items at (4.3) have poles of the first order, hence going from sums to integrals one may 
obtain the following representations of the linear part of the iterated potential: 
u(1)= [J, fs¢(A)P¢(~)dc~(,~) ] • 
As these expressions for small perturbations contain arbitrary matrix solutions, they may 
be applied for studying of stability of soliton solutions of corresponding nonlinear equations. 
Going down to three-wave problem (3.6) with the reduction (3.4) and to the usual matrix case 
illustration, we consider the second iteration formula for perturbed solitons. The solutions of 
the linear system (3.1) (over zero seed potential) is given by the formulas from Section 3. The 
perturbation of the soliton solution H[1] (see (3.5)) is given by 
and contains functions for every wave multiplied by 6 = 2 Re A that may be chosen as the small 
parameter. The analysis hows stability of this soliton solution in this class of perturbations. 
5. CONCLUSION 
The linear dependence on the SP difference ~ shows the interesting possibility to generate 
new combined hierarchies of nonlinear systems containing potentials and eigenfunctions. The 
correspondent equation has the simple form 
0u 
0-6 = [J' P]' 
0.¢~ = (A - v ) - lP¢ ,  
05 
and may be studied within the DT technique as the formalism contain its solutions. Wide 
generalizations of the technique are possible via the notion of ring automorphism that has the 
differentiation as the limiting case [18]. 
REFERENCES 
1. N.V. Ustinov, The reduced self-dual Yang-Mills equations. Binary and infinitesimal Darboux transforma- 
tions, J. Math. Phys. (to appear). 
2. V.B. Matveev and M.A. Salle, Darboux Transformations and Solitons, Springer-Verlag, Berlin, (1991). 
3. S.B. Leble and N.V. Ustinov, Deep reductions for matrix Lax system, invariant forms and elementary 
Darboux transforms, In Proceedings ofNEEDS-9~ Workshop, p. 34-41, World Scientific, Singapore, (1993); 
J. Phys. A: Math. Gen. 26, 5007-5016 (1993). 
4. S.B. Leble and A.A. Zaltsev, Intertwine operators and elementary Darboux transforms in differential rings 
and modules, Preprint of Kaliningrad State University, (December 1994); ROMP 39, 177-183 (1997). 
5. N.V. Ustinov, Darboux transformations for spectral problems with reductions, Ph.D. Thesis, St. Petersburg, 
(1994). 
6. S.B. Leble and N.V. Ustinov, Solitons of nonlinear equations associated with degenerate spectral problem 
of the third order, In International Symposium on Nonlinear Theory and its Applications (NOLTA 93), 
December 5-10, 1993, Hawaii, 4.8-1, pp. 547-550. 
7. B.G. Konopelchenko, Phys.Lett. A 74, 189-192 (1979). 
8. W. Oevel and W. Schief, Squared eigenfunctions of the (modified) KP hierarchy and scattering problem of 
Loewner type, Rev. Math. Phys. 6, 1301-1338 (1994). 
9. S.B. Leble and N.V. Ustinov, Inverse Problems 10, 617-633 (1994). 
10. A. Mikhallov, The reduction problem and the inverse scattering method, Physiea D 3, 73-117 (1981). 
11. L. Eisenhart, Transformations ofSurfaces, Chelsee, New York, (1962). 
12. M. Manas, A. Doliwa and P.M. Santini, Phys. Lett. A 232, 99-105 (1997). 
Darboux Transformations 81 
13. P.A. Deift, L.C. Li and C. Tomei, Matrix factorizations and integrable systems, Comm. Pure Appl. Math. 
42, 443-521 (1989). 
14. V.E. Zakharov and A.V. Manakov, JETP, Pisma 77, 3 (1973). 
15. S.B. Leble, Darboux transformations and integrability atdifferential rings, (to be published). 
16. L.J. Schlesinger, Reine Angew. Math. 141, 96 (1912). 
17. S.B. Leble and N.V. Ustinov, J. Math. Phys. 34, 1421-1427 (1993). 
18. V.B. Matveev, Darboux transformations and integrable systems I. Preprint MPI 96-170. Darboux trans- 
formations in differential rings and functional-difference equations, In Proceedings of CRM Workshop on 
Bispectral Problems, Montreal, March 1997, (Edited by A. Karman), AMS (to appear). 
