This paper discusses multicast routing in ad hoc networks. In multicast routing, a node delivers the same message to the other nodes within a multicast group along with a multicast tree. Since nodes are moving around in ad hoc networks, the links between the nodes change frequently. However, the multicast tree must be maintained to deliver the messages regardless of the link changes. This paper gives a description of an autonomous clustering-based hierarchical multicast routing protocol in ad hoc networks. Since the autonomous clustering scheme is adaptive to the node movement, the proposed multicast routing can maintain the multicast tree in despite of link changes. This paper shows the effectiveness of autonomous clustering-based hierarchical multicast routing from the point of view of adaptability to link changes and scalability to multicast members.
Introduction
Ad hoc networks are networks consisting of mobile hosts and wireless communication links. Since they need not mobile stations, they can give temporary communication media for disaster relief, military activities, and field events. In future ad hoc networks, it is expected that demands for multicast communication increase. However, due to narrow bandwidth through wireless links and limited battery in mobile hosts, efficiency of such communication is required. Multicast routing is effective for delivery of the same information in a mobile host to multiple different mobile hosts. Currently, multicast routing protocols for ad hoc networks such as MAODV [1] , [2] , ODMRP [3] and AMRoute [4] have been proposed. Since these routing protocols are based on broadcasting, many control packets are required. MAODV is a typical core-based routing protocol. ODMRP and AMRoute are not core-based. Hereinafter, mobile host is referred to as node.
There are several problems which are specific to ad hoc networks. One of the problems is decrease of management capability as the size of ad hoc networks becomes large. The other problem is frequent change of the topology of ad hoc networks due to node movement. In order to cope with these problems, the clustering scheme such as the autonomous clustering scheme [5] - [7] and Least Clusterhead Change (LCC) scheme [8] has been proposed. In LCC scheme, each cluster consists of a clusterhead and the neighboring nodes. On the other hand, in the autonomous clustering scheme, each cluster is managed by the number of nodes in the cluster. We have already shown in [6] that the autonomous clustering scheme is more adaptive to change of the network topology and more scalable for the network size than LCC scheme. The autonomous clustering scheme introduces a true hierarchical structure to ad hoc networks and enables efficient network management and adaptive hierarchical unicast routing [9] , [10] . This paper proposes a new hierarchical multicast routing protocol HiM-TORA which is based on the autonomous clustering scheme we proposed before [5] - [7] and the unicast routing protocol TORA [11] . The preliminary version of the HiM-TORA was published in [12] . The role of the autonomous clustering is to control change of the multicast tree caused by node movement. Since the multicast tree is constructed among clusters, frequency of the change of the multicast tree becomes lower and the number of control packets to maintain it also decreases. The role of TORA is to create and maintain the multicast tree for the multicast group among clusters. The feature of TORA is that a directed acyclic graph (DAG) which includes all nodes is formed in the network. In HiM-TORA, the multicast tree which includes all clusters and regards each cluster as a node is formed in the network. In addition, since the concept of TORA is adopted, in case that join and leave operations frequently occur by multicast members, HiM-TORA works much effectively. Even if the cluster does not include any member of multicast group, it is contained in the multicast tree. When a new multicast member appears in such a cluster or a multicast member moves and enters such a cluster, a join operation is performed only within the cluster without broadcasting control packets to the neighboring clusters to discover the multicast tree. Therefore, in case of join operations, the number of control packets can decrease. Similar effects can be observed for leave operations.
In the proposed protocol, clusters are classified into four types such as a cluster in which there is a source of the multicast, clusters in which there is a member of the multicast group, clusters in which data packets for the multicast (shortly, multicast data packets) are delivered from a neighboring cluster and forwarded to another neighboring cluster, and clusters in which multicast data packets are not delivered from/to any neighboring cluster. These four types are distinguished by states each cluster holds. Then, each cluster is regarded as an upper level node in the hierarchical structure and a multicast tree consisting of only clusters which are related to the multicast is formed. Multicast routing in ad hoc networks is realized by delivering multicast data packets through the multicast tree. The multicast tree is autonomously reconfigured by locally changing the states of each cluster. The proposed routing thus provides stable routes for delivering data packets to the multicast group at higher node moving speed with small amount of control packets.
Multicast routings for mobile ad hoc networks should be adaptive to link changes, which are essential factors of the ad hoc networks, and scalable to increase of multicast members, which are indispensable factors of the multicast routing. This paper shows a performance evaluation of HiM-TORA for adaptability to link changes and scalability to multicast members.
The rest of this paper is organized as follows. In Sect. 2, the autonomous clustering scheme we proposed in [5] - [7] is briefly explained. Section 3 describes TORA briefly. Section 4 gives a description of a new hierarchical multicast routing protocol HiM-TORA. In Sect. 5, evaluation results on HiM-TORA are shown by simulation experiments in comparison with MAODV. Finally, Sect. 6 concludes this paper.
Autonomous Clustering Scheme

Definitions
An ad hoc network does not have mobile stations and wired links and is modeled by an undirected graph G = (V, E) in which a node v i ∈ V represents a mobile host with ID i with switching capability and an edge (v i , v j ) ∈ E represents a wireless link between nodes i and j. When nodes v i and v j are connected by a link, they are said to be neighboring with each other. Since the nodes move around in the network, as time proceeds the links are connected and disconnected among the nodes and thus the network topology always changes.
Maintenance of Clusters
A cluster is a set of connected nodes which consists of a clusterhead and the other nodes. In the autonomous clustering scheme, the cluster is maintained so that the following properties are satisfied. ID of the clusterhead is ID of the cluster it manages and an arbitrary node in the cluster is connected by a sequence of wireless links between neighboring nodes whose ID are the same as that of the clusterhead. The size of the cluster is restricted by the lower bound L and upper bound U.
Information each node has is a node ID, a cluster ID, a state and neighboring nodes. We describe the state in Sect. 2.5 in detail.
The cluster ID of each node is autonomously changed by cluster ID's of the neighboring nodes. For example, if a node whose cluster ID is i is surrounded by all the neighboring node whose cluster ID is j( i), the cluster ID of the node is changed from i to j. The detail conditions for change of cluster ID's are given in [13] , [14] .
Clusterhead
A node which manages the cluster is called clusterhead. The clusterhead forms a spanning tree in the cluster to efficiently collect information on all nodes in the cluster. The clusterhead periodically broadcasts "clusterMEmber Packet" (MEP) in the cluster to form a spanning tree and inform that the clusterhead stays at the current cluster. If a node cannot receive the MEP from the clusterhead for a period, a new clusterhead must be selected in the cluster. Each node which receives the MEP and records the upstream node as the route toward the clusterhead in the routing table and broadcasts it to the downstream nodes. When each node receives "clusterMember Acknowledge Packet" (MAP) from the downstream nodes, it records the downstream nodes as the route toward leaf nodes of the spanning tree in the cluster and sends MAP back to the upstream node in the route toward the clusterhead of the spanning tree. When each node cannot receive the MAP from the downstream nodes for a timeout period, t 1 − n × t 2 (≥ 0) where t 1 , t 2 (t 1 > t 2 ) are positive constants, and n is a hop number of the route from the clusterhead to the node in the spanning tree, it regards itself as a leaf node in the cluster and sends MAP back to the upstream node. Each MEP contains a node ID of the clusterhead and the number of nodes in the cluster. Each MAP contains the list of node ID's and states of nodes through which the MAP has been delivered and if a node among such nodes is gateway, it also contains information on the neighboring clusters.
Based on the collected information, the clusterhead makes a list of all nodes in the cluster. By collecting information on neighboring clusters, the clusterhead also makes a list of all neighboring clusters. Using these two lists, the clusterhead adjusts the number of nodes in the cluster as follows. When it is less than L, the clusterhead checks the sizes of all the neighboring clusters and merges the cluster with one of the neighboring clusters. When it is larger than U, the clusterhead divides the cluster to two clusters. Division and merger mechanisms for the autonomous clustering scheme are shown in [5] , [14] , [15] in detail. In either case, though information on neighboring clusters of merged or divided clusters is updated, influence of merger and division of clusters is restricted. Maintenance of clusters is thus locally performed. Considerations on this influence have been shown in [7] .
Gateway
Node v i is said to be a gateway if there is a neighboring node of v i denoted by v j ( j i) whose ID is different from that of node v i . The gateway can listen to MEP and MAP which are broadcasted in the different cluster. It can thus send MAP which contains the number of nodes and cluster ID in the different cluster to the clusterhead as information on the neighboring clusters. Owing to the MAP from gateways, the clusterhead can obtain ID's of neighboring clusters and ID's of gateways which connect to the neighboring cluster.
States and Roles
In the autonomous clustering scheme, each node has a state and play a role corresponding to the state. 
State Transitions
Since even nodes which play essential roles for clustering such as clusterheads and gateways moves around in the ad hoc networks, whenever they cannot play them, instead some other nodes must play them. In order to maintain clustering even when nodes move, nodes autonomously change their states and they play roles corresponding to the states. The state of each node is changed according to change of states of the neighboring nodes. The state changes, in other words, state transitions are represented by Fig. 1 . The following five transitions A to E occur for maintenance of clustering.
A:v i is selected as a new clusterhead. B:v i moves to different cluster. C:v i receives any control packets from a node whose cluster ID is different from v i . D:v i does not receive any control packets from nodes whose cluster ID's are different from v i for a period. E:v i does not receive any control packets from any nodes for a period. Conditions for the above transitions are shown in [5] , [6] in detail.
Since nodes always move around in ad hoc networks, adaptability to node movement is one of the most important properties for clustering and routing. The proposed autonomous clustering scheme has a high adaptability to node movement [7] .
TORA
Since Hi-TORA is based on Temporally-Ordered Routing Algorithm (TORA), we now present the outline of TORA. However, due to lack of space, it is not possible to illustrate the details of TORA. The readers are referred to [11] for further explanations. TORA is one of a family of link reversal algorithm for routing in ad hoc networks. TORA maintains a destination-oriented directed acyclic graph (DAG) for each possible destination node. In this graph structure, any node leads to the destination node by following in logical direction which links have. TORA uses the notation of height to determine the direction of each link. When a node tries to communicate with another node, all nodes in the network make use of height. Height of the source node is the largest value and height of the destination node is the smallest value. The logical links are considered to be directed from nodes with higher height towards nodes with lower height. Despite dynamic link failures, TORA attempts to maintain the DAG such that each node can reach the destination node.
TORA performs three basic functions, that is, route creation, route maintenance, and route erasure and three control packets are used by each function, that is, query (QRY), update (UPD), and clear (CLR).
We describe the description of height. The height is defined as a five-tuple, H i = (τ, oid, r, δ, i). The height consists of two components:a re f erence level represented by the first three elements of the five-tuple, and a delta with respect to the reference level, represented by the last two elements of the five tuple. Each element of the five-tuple is explained below. We present route creation phase in TORA. QRY and UPD packets are used for the route creation. We explain using the network as shown in Fig. 2 . In Fig. 2 , the double circle denotes a node such that route-required flag is set, and the arrow denotes a downstream logical link. Here, the route-requried flag is used for managing whether the node had already received QRY packet from any neighbors or not. Initially, as shown in Fig. 2(a) , height H i of each node v i except for the destination node F is set to NULL. NULL is defined as H i = (−, −, −, −, i). The destination node F sets its height to be ZERO = (0, 0, 0, 0, F). Now, when node A requires a route to the destination node F because it has no outgoing links, it broadcasts QRY packet to all of its neighbors and sets a route-required flag, As shown in Fig. 2(b) , if the node received QRY packet has no downstream links and its route-required flag is un-set, then it just forwards the QRY to neighbors and sets the routerequired flag link node B and C. When a node (for example, node E and D in Fig. 2(c) ) which has downstream logical links receives QRY packet, it modifies value of δ in its height, based on the relative height metric of neighboring nodes. Thus, the node changes its current NULL height (−, −, −, −, i) to (τ, oid, r, δ + 1, i), where (τ, oid, r, δ, i) is the minimum height of its non-NULL neighbors. And it broadcasts UPD packet containing the new height to all of its neighbors. A node which received the UPD packet changes its current height to the height and make downstream logical links as shown in Fig. 2(d) . In turn, node A updates its height as (0, 0, 0, 3, A) since its non-NULL neighbors' minimum height is (0, 0, 0, 2, B) when it receives an UPD from node B and make downstream logical links from A to B and C. TORA establish DAG as shown in Fig. 2(e) . Every node just forwards data packets to the destination node along with logical links in the DAG.
Hierarchical Multicast Routing Protocol HiM-TORA
Outline of HiM-TORA
HiM-TORA is a hierarchical multicast routing protocol, which is based on the new clustering scheme in [5] - [7] . Each cluster is regarded as a virtual node and using the concept of the TORA, a multicast tree is constructed for a virtual network consisting with these virtual nodes. In order to perform multicast from a source in the virtual network, each cluster holds a "height." A multicast tree with heights is constructed and maintained so that the height of the source is the largest and heights assigned to clusters, that is, virtual nodes are decreasing towards leafs of the multicast tree. Data packets are delivered from clusters with larger heights to clusters with smaller heights through logical links. Within each cluster data packets are delivered through a spanning tree rooted at a clusterhead. In ad hoc networks nodes always move. In addition, members of the multicast group often increase and decrease during multicast. In order to adapt to change of these factors, the multicast tree for data packet delivery among clusters must be changed. Clusters are characterized by four states based on relations between multicast members and cluster members. This paper proposes an autonomous method for maintaining the multicast tree by assigning one of four states to each cluster and locally changing it at each cluster.
Definitions
Some fundamental definitions are given as follows. In order to construct and maintain the multicast tree, each cluster has "height," which is held by the clusterhead. The height of the source cluster whose cluster ID is i is denoted as H C i . Each cluster also has one of four states, that is, Root Cluster (RC), Multicast Member Cluster (MC), Forwarding Cluster (FC) and Normal Cluster (NC), which is held by the clusterhead. The above four states are defined below.
Root Cluster (RC)
The Root Cluster, denoted as RC shortly, is defined as a cluster in which there is a source of the multicast.
Multicast Member Cluster (MC)
The Multicast Member Cluster, denoted as MC shortly, is defined as a cluster in which there is a member of the multicast group and which is not RC. The clusterhead which manages a cluster with MC receives data packets from the source through a spanning tree within the cluster and sends them to all members of the multicast group in the cluster through the spanning tree. If there is an its neighboring cluster whose height is smaller than that of the cluster with MC, the data packets are delivered to the neighboring cluster.
Forwarding Cluster (FC)
The Forwarding Cluster, denoted as FC shortly, is defined as a cluster in which there is not any member of the multicast group and in which there is an its neighboring cluster with MC or FC whose height is smaller than that of the cluster with FC. The clusterhead in the cluster with FC which receives data packets forwards them to the neighboring cluster with MC or FC.
Normal Cluster (NC)
The Normal Cluster, denoted as NC shortly, is defined as a cluster whose state is not RC, MC and FC. If there is not any member of the multicast group in the cluster with NC, data packets need not to be delivered to it because there is not any its neighboring cluster with MC or FC. Even if there is some member of the multicast group in the cluster with NC, data packets cannot be delivered to it because of partition of the network. If, for two clusters C i and C j which are neighboring with each other, H C i < H C j and no Data Link (DL) is set up between C i and C j , C i is said to have an Up Link (UL) to C j and C j is said to have a Down Link (DWL) to C i . We say that a Normal Link (NL) is set up between C i and C j . In this case, data packets need not to be delivered from C j to C i through DL.
State Transitions in Clusters
In order to adapt to change of multicast in ad hoc networks such that members join the multicast group and/or leave from the multicast group, the multicast tree must be dynamically constructed and maintained. To do that, each cluster autonomously changes its role for the multicast by changing its state representing the role. Figure 3 denotes such state change, that is, a state transition diagram. The following nine state transitions of each cluster from A to I are defined in the diagram.
A: In case that the source enters the cluster whose state is MC, FC, or NC, the state of the cluster is changed to RC. B: In case that the source exits from the cluster whose state is RC and there is a member of the multicast group in the cluster, the state of the cluster is changed to MC. C: In case that the source exits from the cluster whose state is RC and there is not any member of the multicast group in the cluster, the state of the cluster is changed to FC. D: In case that the number of members of the multicast group becomes zero in the cluster whose state is MC and the cluster has a DSDL, the state of the cluster is changed to FC. E: In case that the number of members of the multicast group becomes zero in the cluster whose state is MC and the cluster does not have DSDL, the state of the cluster is changed to NC. F: In case that a member of the multicast group emerges in the cluster whose state is FC, the state of the cluster is changed to MC. G: In case that the number of DSDL that the cluster whose state is FC has becomes zero, the state of the cluster is changed to NC. H: In case that there is a member of the multicast group in the cluster whose state is NC and a USDL is set up, the state of the cluster is changed to MC. I: In case that both USDL and DSDL are set up in the cluster whose state is NC, the state of the cluster is changed to FC.
Control Packets in HiM-TORA
Control packets used for construction and maintenance of the multicast tree are UPD packet, Reply packet and Prune packet.
(1) UPD packet: When sending an UPD packet, the height of each cluster is enclosed to it. When receiving an UPD packet, the height of each cluster is set or updated. (2) Reply packet: USDL and DSDL between clusters are set up. USDL is set up by the cluster which sends Reply packet and DSDL is set up by the cluster which receives Reply packet. (3) Prune packet: USDL and DSDL between clusters deleted. USDL is deleted by the cluster which sends Prune packet and DSDL is deleted by the cluster which receives Prune packet.
Construction and Maintenance of Multicast Tree
In order to construct and maintain a multicast tree among clusters, each cluster C i autonomously performs transmission and reception of control packets, that is, control packets to/from neighboring clusters. Let C j be an arbitrary neighboring cluster of the cluster C i .
Transmission of Control Packets
Cases that a clusterhead of C i sends UPD packets
When one of the following cases occurs, a clusterhead of C i broadcasts UPD packets to all the neighboring clusters.
(1) When the source sends a request to the clusterhead of C i (2) When H C i is set for the first time (3) When the clusterhead of C i generates a new reference level (4) When the reference level of C i is updated (5) When C i recognizes a new neighboring cluster
Cases that a clusterhead of C i sends Reply packet
In the following case (1), a clusterhead of C i returns a Reply packet to the neighboring cluster from which UPD packet has been sent to C i . In the following cases (2) and (3), a clusterhead of C i sends a Reply packet to a neighboring cluster whose height is the largest.
(1) When the cluster C i receives an UPD packet, H C i is set for the first time, and there is a member of the multicast group in the cluster. (2) When the state of C i is NC and the cluster C i receives a Reply packet. (3) When the state of C i is NC and a member of the multicast group newly joins the cluster.
Cases that a clusterhead of C i sends a Prune packet
In the following cases, a clusterhead of C i sends a Prune packet to its neighboring cluster to which C i has USDL.
(1) When C i is a leaf cluster of the multicast tree and the number of members of the multicast group becomes zero by the "Leave" operation. (2) When the state of C i is FC and the number of logical links DSDL's becomes zero.
Reception of Control Packets
Cases that C i receives an UPD packet from C j
First, C i sets up NL by comparing H C i with H C j . Then, the following procedures are performed. 
Cases that C i receives a Reply packet which C j sends to C i
According to the state of C i , cases are classified into the following.
(1) When the state of C i is RC, MC or FC: C i sets up DSDL to C j . (2) When the state of C i is NC: C i sets up DSDL to C j , and, C i sends a Reply packet whose height is the largest among its neighboring clusters.
Cases that C i receives a Prune packet from C j
(1) When the state of C i is RC or MC: C i deletes DSDL to C j . (2) When the state of C i is FC: C i deletes DSDL to C j . As a result, if C i becomes a leaf cluster of the multicast tree, it sends Prune packets to its neighboring clusters to which it sets up USDL. (3) When the state of C i is NC: C i deletes the Prune packet.
Construction Example of Multicast Tree
An example of construction of the multicast tree is shown in Fig. 4 . In Fig. 4 , an oval denotes a cluster, and an abbreviation and a five tuple in the oval denote a state and a height of the cluster, respectively. In the figure a solid line denotes DL and a dotted line denotes NL.
The height of cluster A is set to ZERO = (0, 0, 0, 0, A). For the first time, the height of each cluster except for A in which there is a source is NULL, is denoted by H i = (−, −, −, −, i). When the height of cluster A is set, the state of cluster A becomes RC and cluster A broadcasts its height to all the neighboring clusters by sending UPD packets. As Fig. 4(a) shows, based on the height enclosed in the UPD packet, each cluster which receives the UPD packet computes (τ, oid, r, δ − 1, i) and sets it to the height. In a similar way, any cluster which received an UPD packet broadcasts the computed height to all the neighboring clusters by sending UPD packets. If there is a member of the multicast group in the cluster such as B, it sends a Reply packet to the cluster which sent the UPD packet such as A. At this point, cluster B sets up a UDSL to cluster A and the state of cluster B becomes MC. Note that even when the cluster more than one UPD packet, it sends a Reply packet to its neighboring cluster from which it received the UPD packet for the first time. As Fig. 4(b) shows, cluster A which received a Reply packet sets a DSDL to cluster B. As Figs. 4(c) and 4(d) show, if, when a cluster such as C receives a Reply packet, the state of the cluster is NC, it sends a Reply packet to cluster A, whose height is larger than that of cluster C. At this point, cluster C sets a UDSL to cluster A and the state of cluster C becomes FC. Finally, as Fig. 4(e) shows, a multicast tree rooted at cluster A is autonomously constructed. Data packets are delivered from cluster A forwards leafs of the multicast tree through DL.
Problems on Hierarchical Multicast Routing and Their Solutions
Based on the autonomous clustering the multicast tree is constructed and maintained in the proposed multicast routing protocol. For this reason, problems specific to the hierarchical routing happen. In this section, these problems and their solutions are shown.
a) When a new neighboring cluster is recognized
The cluster which recognizes a new neighboring cluster (say original cluster) sends an UPD packet to the neighboring cluster. If the height of the neighboring cluster which received the UPD packet is NULL, its height is updated and the neighboring cluster further broadcasts UPD packets including the updated height to all its neighboring clusters. At this point, if there is a member of the multicast group in the neighboring cluster, the neighboring cluster returns a Reply packet to the original cluster which sent a UPD packet to the neighboring cluster.
b) When the number of UL which the cluster has becomes zero
The cluster sets the height of the cluster to (−1 × current time, id, 0, 0, id), and generates a new reference level. Then, the cluster broadcasts this height to its all neighboring clusters by sending UPD packets to them.
c) When USDL is deleted
If there is a UL, the cluster sends a Reply packet to a neighboring cluster whose height is the largest. Otherwise, that is, there is not any UL, this results in the case b).
d) When the source moves to a neighboring cluster
(1) Case that the height of the cluster to which the source moved is not NULL: If the clusterhead recognizes that there is the source in the cluster, it computes (τ, oid, r, δ + 1, i) using the largest height among heights of neighboring clusters. Then, the cluster broadcasts UPD packets to its neighboring clusters. At this point, the state of the cluster to which the source moved becomes RC. The cluster from which the source moved waits for receiving an UPD packet from the cluster the state of which became RC. (2) Case that the height of the cluster to which the source moved is NULL: The cluster waits for receiving an UPD packet for a given constant time. If it failed to receive it from any neighboring cluster, the multicast tree is reconstructed.
Routing within Clusters
Data packets are delivered along a spanning tree rooted at the clusterhead. Gateways which received a data packet from another gateway in the neighboring cluster forwards it to the clusterhead through the spanning tree. At the same time, if there is a member of the multicast group on the way from the gateway to the clusterhead, the member can receive it. The clusterhead sends it towards leaf nodes through the spanning tree except for nodes which have already received it. In this process, each gateway which sets up a DSDL forwards it to another gateway in the neighboring cluster.
Join and Leave Operations
Join and Leave operations are performed for addition and deletion of members of the multicast group. First, Join operation is explained as follows. When a node joins the multicast group as a member, the node sends a Join packet to the clusterhead. The clusterhead which received the Join packet performs the following. When the state of the cluster is RC, MC or FC, the clusterhead sends a data packet to the node which performed the Join operation. At this point, if the state is FC, it is changed to MC. If the state is NC, the clusterhead sends a Reply packet to a neighboring cluster whose height is the largest among heights of the neighboring clusters. Finally, the cluster sets up a USDL to the neighboring cluster with the largest height. At the same time, the state of the cluster is changed from NC to MC.
Next, Leave operation is explained as follows. When a member node leaves from the multicast group, the node sends a Leave packet to the clusterhead. If the number of members of the multicast group in the cluster becomes zero, the clusterhead which received a Leave packet performs the following. If the cluster sets up some DSDL, the state of the cluster becomes FC. If the cluster is a leaf node of the multicast tree, the cluster sends a Prune packet through USDL and the state of the cluster is changed to NC.
Comparison between HiM-TORA and MAODV
The difference between HiM-TORA and MAODV is whether the hierarchical structure is introduced or not. In HiM-TORA, the multicast tree consists of clusters because the autonomous clustering is introduced. The route between the clusterhead and the other nodes in each cluster is created by proactive routing and the route among clusters is created by reactive routing. In HiM-TORA, the multicast tree is thus created by hybrid routing. On the contrary, in MAODV, the multicast tree consists of nodes and the route among multicast members is created by reactive routing.
In addition, in the multicast routing, join and leave operations for a multicast member occur. In case that a new multicast member joins the multicast tree, it discovers the multicast tree. In HiM-TORA, since the multicast tree is constructed among all clusters, in case that a new multicast member joins the multicast tree, it just sends the Join packet to the clusterhead of the cluster to which it belongs. In case that the multicast member leaves the multicast tree, it just sends the Leave packet to the clusterhead of the cluster to which it belongs like the join operation. On the contrary, in MAODV, in case that a new multicast member joins the multicast tree, it broadcasts the Join packet within the TTL to discover the multicast tree. In case that the multicast member leaves the multicast tree, if it is the leaf, it sends the Leave packet to the upstream multicast member and if it has the multicast member in the downstream node, it just becomes the forwarding node for the multicast tree.
Simulation Experiments
We evaluate the proposed hierarchical multicast routing protocol HiM-TORA through simulation experiments in comparison with a typical core-based multicast routing protocol MAODV. This section describes the simulation model and parameters, and then, evaluates the performance of the hierarchical multicast routing protocols in terms of the number of control packets and the delivery ratio.
Simulation Model and Parameters
We used the network simulator ns-2 (version ns-2.26) [17] which models physical, data link and MAC layer. The simulation environments are shown in Table 1 . Parameters and constants of the autonomous clustering used in the hierarchical multicast routing protocols HiM-TORA and MAODV are shown in Tables 2 and 3 .
The source node starts to send data packets at 30 seconds. Each multicast tree consists of one source node and a multicast group including multicast members. The source node is regarded as a core in MAODV and HiM-TORA. In each simulation run, the source node does not change and the same multicast members are specified, but movement scenarios are different according to the random waypoint model. In this section we evaluate the performance of HiM-TORA for link changes. The number of link changes is counted every time the neighboring node of a node appears or disappears during simulation time. If the network topology is changed frequently because of node movement, the number of link changes becomes large. In this experiment, 5 multicast groups are constructed and each multicast group consists of one source node and 10 multicast members. Figure 5 shows the delivery ratio versus the number of link changes. HiM-TORA(0.5) and HiM-TORA(1.0) represent HiM-TORA with the interval when a clusterhead broadcasts a clustermember packet within the cluster is 0.5 s and 1.0 s, respectively. Along with increase of the number of link changes, the delivery ratio of HiM-TORA becomes larger than that of MAODV. This result clearly holds for HiM-TORA(0.5). Figure 6 shows the number of control packets versus the number of link changes. The number of control packets for MAODV increases in proportion to the number of link changes. It is because MAODV needs control packets to maintain multicast trees for topology changes. On the other hand, the number of control packets for HiM-TORA is almost the same regardless of the number of link changes. Control packets for HiM-TORA are divided into MEP and MAP to maintain clusters and control packets to maintain multicast trees. The number of control packets for HiM-TORA is dominated by that of MEP and MAP, which are sent periodically by a clusterhead and are not related to link changes. The number of control packets for HiM-TORA(0.5) is about twice that for HiM-TORA(1.0). It is because frequency of transmitting MEP for HiM-TORA(0.5) is twice that for HiM-TORA(1.0). There is tradeoff between frequency of transmitting MEP and the number of control packets for HiM-TORA. However, if frequency of transmitting MEP further increases, then the number of control packets further increases, which would result in degradation of the delivery ratio due to network congestion. On the other hand, if frequency of transmitting MEP further decreases, the number of control packets further decreases, which would also results in degradation of the delivery ratio due to lack of adaptability to change of network topology.
Scalability to Increase of Multicast Members
In this section we discuss scalability of HiM-TORA and MAODV to increase of multicast members.
First, we show performance results when the number of multicast members is 10, 20, 30 for the same source node and the number of multicast groups is three. Figure 7 shows the results on the number of control packets versus the number of link changes. Figure 8 shows the results on the delivery ratio versus the number of link changes. From Fig. 7 , we can observe that the number of control packets of HiM-TORA is stable regardless of the numbers of link changes and multicast members while that of MAODV increases along with increase of the numbers of link changes and multicast members. From Fig. 8, we can observe that the delivery ratio of HiM-TORA is also stable regardless of the numbers of link changes and multicast members while that of MAODV decreases along with increase of the numbers of link changes and multicast members. From the above observations, we can say that HiM-TORA has a high adaptability to link changes in comparison with MAODV and as a result it has a good performance with a stable overhead.
Next, we focus on the scalability issue in case that a new multicast member periodically joins in a multicast group as time proceeds. Initially, each multicast group consists of one source node and 10 multicast members and there are three multicast groups. Each source node starts to deliver data packets at 30 seconds to the multicast members in the multicast group, after that, new 5 multicast members join in each multicast group every 30 seconds. When the number of multicast members becomes 30, the join operation quits. The simulation experiments have been performed 5 times for combination of each parameter. Figure 9 shows the number of control packets every 30 seconds. In this figure, the number of control packets at a given time t is calculated by the number of control packets accumulated during (t − 30, t]. From Fig. 9 , we can observe that the number of control packets of HiM-TORA is stable regardless of increase of multicast members by join operations while that of MAODV increases along with increase of multicast members by join operations. The increasing ratio for MAODV becomes larger when node moving speed becomes higher.
In a similar way to Fig. 9, Fig. 10 shows the number of delivered data packets when the number of multicast members increases as time proceeds. The number of delivered data packets increase almost in proportion to the number of multicast members as time proceeds if data packets can be delivered to all multicast members. In case of MAODV, when node moving speed is 1 m/s, the number of delivered data packets increases in proportion to the number of multicast members. However, as node moving speed becomes higher such as 10 m/s and 20 m/s, the increasing ratio becomes worse. As shown in Fig. 9 , when node moving speed becomes higher, especially at 20 m/s, the number of control packets significantly increases. The increase of the number of control packets causes the network congestion, which results in degradation of the number of delivered data packets. On the contrary, in case of HiM-TORA, the increasing ratios of delivered data packets in all cases are almost the same. As shown in Fig. 9 , the number of control packets is stable independently of multicast join operations and node moving speed. When multicast members join in a multicast tree, HiM-TORA does not generate a number of control packets and does not cause network congestion. From the above considerations, we can say that HiM-TORA has the sufficient scalability with respect to the join operations of multicast members in comparison with MAODV. 
Conclusions
This paper has proposed a new multicast routing protocol HiM-TORA for ad hoc networks, which is based on the autonomous clustering we have proposed before and TORA. In multicast of the ad hoc networks, nodes always move and members of the multicast group increase and decrease. We have shown before that the autonomous clustering is adaptive to node movement. The TORA is applied to a set of clusters and reliable data packet delivery among clusters through multiple paths are realized. Even when the multicast members frequently change, data packet delivery is assured by autonomous change of states of clusters. We have shown by simulation experiments that the number of control packets for HiM-TORA are stable because control packets are delivered to only clusters which are related to multicast routing and that the delivery ratio for HiM-TORA becomes larger than that of MAODV along with increase of link changes and the number of multicast members. The proposed protocol HiM-TORA is therefore effective for the multicast routing in dynamic ad hoc networks, which means link changes frequently occur and multicast members increase.
