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AN INDEX THEORY FOR PATHS THAT ARE SOLUTIONS OF A CLASS OF
STRONGLY INDEFINITE VARIATIONAL PROBLEMS.
PAOLO PICCIONE AND DANIEL V. TAUSK
ABSTRACT. We generalize the Morse index theorem of [12, 13] and we apply the new re-
sult to obtain lower estimates on the number of geodesics joining two fixed non conjugate
points in certain classes of semi-Riemannian manifolds. More specifically, we consider
semi-Riemannian manifolds (M, g) admitting a smooth distribution spanned by commut-
ing Killing vector fields and containing a maximal negative distribution for g. In particular
we obtain Morse relations for stationary semi-Riemannian manifolds (see [7]) and for the
Go¨del-type manifolds (see [3]).
1. INTRODUCTION
The standard Morse theory for variational problems on Hilbert manifolds is applicable
under the assumptions that the functional involved satisfies good compactness properties
(like the Palais–Smale condition), that it has only nondegenerate critical points, and that
each critical point has finite Morse index. However, many variational problems that arise
naturally in several contexts lead to the study of functionals that do not satisfy such as-
sumptions. The main example that we will keep in mind as the prototype of the theory
developed in this paper, is the geodesic action functional on a semi-Riemannian manifold
(M, g), i.e., a manifold endowed with a non positive definite nondegenerate metric tensor
g. It is well known that the semi-Riemannian geodesic action functional, defined in the
Hilbert manifold Ωpq(M) of all curves of class H1 joining the points p, q ∈ M , does not
satisfy the Palais–Smale condition, it is unbounded both from above and from below, and
it is strongly indefinite, i.e., all its critical points have infinite Morse index. Recall that
the second variation of the geodesic action functional at a given geodesic γ is given by the
so-called index form Iγ , which is a symmetric bounded bilinear form in the space of all
variational vector fields along γ vanishing at the endpoints and whose kernel consists of
Jacobi fields along γ vanishing at the endpoints.
In order to establish the existence of at least one solution to this kind of variational prob-
lems by means of variational methods, a certain strategy has been suggested in some recent
works (see for instance [3, 6, 7, 10] and the references therein). The basic idea in these the-
ories is that, when the metric tensor g admits a suitable number of symmetries (i.e., Killing
vector fields), then the variational problem can be reduced to the study of a functional
which is bounded from below and it satisfies the Palais–Smale condition by “factoring
out” the negative contribution in the directions of the Killing fields. For instance (see [6]),
given a Lorentzian manifold (M, g) (i.e., the index of g is 1) admitting a timelike Killing
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vector field Y , then the mentioned reduction of the variational problem consists in restrict-
ing the geodesic action functional to the set of curves γ ∈ Ωpq(M) that are geodesics in
the direction of Y , i.e., that satisfy the conservation law g(γ′,Y) ≡ Cγ (constant). Sim-
ilarly, for semi-Riemannian metrics g of arbitrary index, the reduction is done under the
assumption that g admits a family (Yi)ri=1 of commuting Killing vector fields that gener-
ate a distribution which contains a maximal negative distribution for g. In Ref. [7] it is
studied the case of stationary semi-Riemannian manifolds, i.e., those manifolds that admit
a family of commuting Killing vector fields Yi that span a maximal negative distribution
for g, while in [3] it is studied the case of Lorentzian space-times of Go¨del type, which
are Lorentzian manifolds admitting a pair of Killing fields, whose causal character is not
necessarily constant, and that span a two-dimensional distribution where the restriction of
g has index equal to 1.
It is not hard to prove that the above mentioned restricted variational problems lead to
functionals whose second variation at each critical point γ (typically, a restriction of the
index form Iγ) is represented by a self-adjoint operator which is a compact perturbation
of a positive isomorphism, hence it has finite index. However, determining the value of
such index, as well as the problem of relating this number to the geometrical properties
of the corresponding geodesic, has turned out to be quite a complicated task. Observe
indeed that the classical Morse index theorem fails to make sense in this situation1, nor
its classical proof can be adapted to obtain an alternative statement. In Reference [5] the
authors have proven that, in the case of a stationary Lorentzian manifold, the index of the
restricted functional at each geodesic equals the Maslov index of the geodesic, which is
a homological invariant defined as an intersection number in the Grassmannian of all La-
grangian subspaces of a symplectic space. The notion of Maslov index was first introduced
by the Russian school (see [1] and the references therein) and successively extended by a
large number of authors in several contexts, mainly in connection with solutions (periodic
or not) of Hamiltonian systems. In the context of semi-Riemannian geodesics, the no-
tion of Maslov index was introduced by Helfer in [8]; under generic circumstances, the
Maslov index of a semi-Riemannian geodesic is given by a sort of algebraic count of the
conjugate points (see [8, 11]). Using this result, in [5] the authors proved the Morse rela-
tions for geodesics of any causal character in a stationary Lorentzian manifold, that give a
lower estimate of the number of geodesics joining two non conjugate points with a given
Maslov index in terms of a Betti number of the loop space of the underlying manifold.
The index theorem of [5] was generalized in references [13, 15]; given a geodesic γ in
a semi-Riemannian manifold (M, g) with metric g of arbitrary index, and given a max-
imal negative distribution Dt ⊂ Tγ(t)M , one defines spaces KD and SD of variational
vector fields along γ, where SD consists of vector fields along γ taking values in D and
KD consists of variational vector fields corresponding to variations of γ by geodesics in
the directions of D. Then, the index n−
(
Iγ |KD
)
of the restriction of Iγ to KD and the
the co-index n+
(
Iγ |SD
)
= n−
(
−Iγ |SD
)
are finite, and their difference equals the Maslov
index of γ. In order to use this result to develop an infinite dimensional Morse theory
for semi-Riemannian geodesics using the reduction argument mentioned above, one needs
to restrict to the case that the distribution is spanned by commuting Killing vector fields
(see Subsection 4.2). Namely, in this case the space KD is the tangent space of a Hilbert
submanifold of Ωpq(M); moreover, one has n+
(
Iγ |SD
)
= 0.
1It is well known that conjugate points along a semi-Riemannian geodesic do not in general form a finite set
(see [8, 14]), and the differential operator corresponding to the Jacobi equation along the geodesic is in general
not self-adjoint.
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The main goal of this paper is to push beyond the stationarity assumption the results of
Morse theory for semi-Riemannian geodesics, or, more generally, for solutions of unidi-
mensional strongly indefinite variational problems that admit a sufficiently large number
of symmetries. More precisely, we will consider the geodesic variational problem in a
semi-Riemannian manifold (M, g), with n−(g) = k, that admits linearly independent
commuting Killing vector fields (Yi)ri=1, with r ≥ k, that span a distribution D that con-
tains a maximal negative distribution ∆. Observe that the distribution ∆ itself need not
be spanned by Killing vector fields, i.e., we consider the case that the causal character of
each one of the Yi’s need not be constant on M . Such generalization enlarges significantly
the class of variational problems to which the theory can be applied; as an example, in this
paper we will consider the case of geodesics in semi-Riemannian manifolds of Go¨del type
(Subsection 4.3).
Let us give a short description of the results of the paper, as follows. Our main result
concerning the index theory is stated and proved in the context of symplectic differential
systems. These are linear homogeneous systems of ODE’s in IRn⊕IRn∗ whose coefficient
matrix is a smooth curve in the symplectic Lie algebra sp(2n, IR). Symplectic differential
systems arise naturally in connection with solutions of Hamiltonian problems in symplec-
tic manifolds as linearizations of the Hamilton equations, using a symplectic referential
along the solution (see [12, Section 3]). For instance, in the geodesic case one obtains a
symplectic system (more specifically, a Morse–Sturm system) by considering the Jacobi
equation along the given geodesic and using a parallel trivialization of the tangent bundle
of the semi-Riemannian manifold along the geodesic. Associated to a symplectic system
with Lagrangian initial data there is a notion of Maslov index and of index form; in the
case of symplectic systems arising from solutions of hyper-regular Hamiltonians (for in-
stance, geodesics), the index form coincides with the second variation of the Lagrangian
action functional. The choice of a distribution D determines a reduced symplectic system;
we prove that when D contains a maximal negative distribution then the Morse index of
the restriction of the index form to the space KD equals the difference between the Maslov
index of the original symplectic system and the Maslov index of the reduced symplectic
system, plus a suitable correction term determined by the initial condition (Theorem 3.2).
The paper is organized as follows. In Section 2 we recall from [12] the general formal-
ism of symplectic differential systems and the index theorem of [13]. In Section 3 we state
and prove our generalized index theorem; finally, in Section 4 we discuss the applications
to semi-Riemannian geodesics.
2. SYMPLECTIC DIFFERENTIAL SYSTEMS
We start by introducing the basic notation and terminology that will be used throughout
the paper. Given real vector spaces V , W we denote by Lin(V,W ) the space of linear
maps from V to W and by Bil(V,W ) the space of bilinear forms B : V ×W → IR; by
Bilsym(V ) we denote the subspace of Bil(V, V ) consisting of symmetric bilinear forms.
For T ∈ Lin(V,W ) we denote by T ∗ ∈ Lin(W ∗, V ∗) the transpose of T , where V ∗, W ∗
denote respectively the dual spaces of V and W . The index of a symmetric bilinear form
B ∈ Bilsym(V ), denoted by n−(B), is defined as the supremum of the dimensions of the
subspaces of V on which B is negative definite:
n−(B) = sup
{
dim(W ) : B|W is negative definite
}
∈ IN ∪ {+∞};
the coindex of B is defined by n+(B) = n−(−B) and the signature of B is defined as the
difference sgn(B) = n+(B) − n−(B), provided that one of the numbers n+(B), n−(B)
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is finite. We also define the degeneracy of a symmetric bilinear form B as the dimension
of its kernel, i.e., dgn(B) = dim
(
Ker(B)
)
.
We always implicitly identify the spaces Bil(V,W ) and Lin(V,W ∗) by the natural
isomorphism B(v, w) = B(v)(w). With such identification, if V is finite dimensional,
then a bilinear form B ∈ Bil(V, V ) ∼= Lin(V, V ∗) is symmetric iff B equals its own
transpose B∗ ∈ Lin(V ∗∗, V ∗) ∼= Lin(V, V ∗) ∼= Bil(V, V ); moreover, if B ∈ Bilsym(V )
is nondegenerate (i.e., Ker(B) = {0}) then B−1 ∈ Lin(V ∗, V ) ∼= Lin(V ∗, V ∗∗) ∼=
Bil(V ∗, V ∗) is the nondegenerate symmetric bilinear form on V ∗ which equals the push-
forward of B ∈ Bilsym(V ) by the isomorphism B : V → V ∗.
A central object for our theory is the symplectic space IRn ⊕ IRn∗ endowed with the
canonical symplectic form
ω
(
(v1, α1), (v2, α2)
)
= α2(v1)− α1(v2);
we denote by Sp(2n, IR) the symplectic group of (IRn ⊕ IRn∗, ω), which is the closed
subgroup of the general linear group GL(2n, IR) consisting of those isomorphisms of
IRn ⊕ IRn∗ that preserve ω. The Lie algebra sp(2n, IR) of Sp(2n, IR) consists of the
linear endomorphisms X of IRn ⊕ IRn∗ that are represented by matrices of the form:
(2.1) X =
(
A B
C −A∗
)
,
with B, C symmetric. We think of A as a linear endomorphism of IRn and of B, C as
linear maps B : IRn∗ → IRn, C : IRn → IRn∗; we also think of B as a symmetric bilinear
form on IRn∗ and C as a symmetric bilinear form on IRn. We can now give the following:
Definition 2.1. Let X : [a, b] → sp(2n, IR) be a smooth curve and define A, B and C as
in (2.1). Assume that B(t) is nondegenerate for all t ∈ [a, b]. The symplectic differential
system in IRn with coefficient matrix X is the following linear homogeneous first order
system of ODE’s:
(2.2) d
dt
(
v(t)
α(t)
)
= X(t)
(
v(t)
α(t)
)
.
We identify the symplectic differential system (2.2) with its coefficient matrix X so
that we will in general refer to the symplectic differential system X ; the blocks A, B, C
will be called the coefficients of X . The nondegeneracy of B(t) implies that the index of
B(t) is independent of t ∈ [a, b]; we call B the fundamental coefficient of the symplectic
differential system X and the integer n−
(
B(t)
)
the index of X .
Example 2.2. A special class of symplectic differential systems are the so called Morse–
Sturm systems; in our notation, Morse–Sturm systems are symplectic differential systems
with A ≡ 0. They can be written in the form of a second order linear differential equation:
(2.3) g−1(gv′)′ = Rv,
where g : [a, b] → Bilsym(IRn), R : [a, b] → Lin(IRn) are smooth curves, g(t) is nonde-
generate and g(t)R(t) is symmetric for all t ∈ [a, b]. Equation (2.3) is identified with the
symplectic differential system with coefficients A = 0, B = g−1 and C = gR. Observe
that when g is constant, (2.3) becomes:
(2.4) v′′ = Rv.
Let X be a symplectic differential system. Given a map v : [a, b]→ IRn there exists at
most one map α : [a, b]→ IRn∗ for which (v, α) can be a solution of X ; such map will be
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denoted by αv and it is given by:
αv = B
−1(v′ −Av).
We will usually say that a map v : [a, b] → IRn is a solution of X meaning that (v, αv) is
a solution of X . For later use, we give here the following formula:
(2.5) αfv = fαv + f ′B−1v,
valid for all absolutely continuous maps v : [a, b]→ IRn, f : [a, b]→ IR.
Recall that a Lagrangian subspace of IRn ⊕ IRn∗ is an n-dimensional subspace on
which the symplectic form ω vanishes. We will henceforth denote by L0 the Lagrangian
subspace:
(2.6) L0 = {0} ⊕ IRn∗ ⊂ IRn ⊕ IRn∗.
Definition 2.3. Given a Lagrangian subspace ℓ0 ⊂ IRn ⊕ IRn∗ we consider the following
initial condition for the system (2.2):
(2.7) (v(a), α(a)) ∈ ℓ0;
the pair (X, ℓ0) will be called a symplectic differential system with initial data. We call a
pair (v, α) an (X, ℓ0)-solution (or a solution of (X, ℓ0)) if (v, α) satisfies (2.2) and (2.7).
It is easy to see that a Lagrangian ℓ0 ⊂ IRn ⊕ IRn∗ determines uniquely a pair (P, S)
where P ⊂ IRn is a subspace, S : P → P ∗ is a symmetric bilinear form on P and
(2.8) ℓ0 =
{
(v, α) : v ∈ P, α|P + S(v) = 0 ∈ P
∗
}
;
in terms of the pair (P, S) the initial condition (2.7) can be rewritten as:
(2.9) v(a) ∈ P, α(a)|P + S
(
v(a)
)
= 0 ∈ P ∗.
The initial condition (2.7) (or (2.9)) is called nondegenerate if B(a)−1 ∈ Bilsym(IRn) is
nondegenerate on P . This is always the case, for instance, if ℓ0 = L0; in this case P = {0}
and (2.9) reduces to v(a) = 0.
We denote by V the n-dimensional space of all solutions v of (X, ℓ0); for t ∈ [a, b] we
set:
V[t] =
{
v(t) : v ∈ V
}
⊂ IRn.
For each t ∈ [a, b], we have an isomorphism Φ(t) of IRn⊕ IRn∗ defined by the relation
Φ(t)
(
v(a), α(a)
)
=
(
v(t), α(t)
)
for every solution (v, α) of X ; Φ satisfies the matrix
differential equation
(2.10) Φ′(t) = X(t)Φ(t),
with initial condition Φ(a) = Id. It follows that Φ is a smooth curve in the symplectic
group Sp(2n, IR). We call Φ the fundamental matrix of the system X . For t ∈ [a, b], we
set:
(2.11) ℓ(t) = Φ(t)(ℓ0) =
{(
v(t), αv(t)
)
: v ∈ V
}
;
obviously ℓ(t) is a Lagrangian subspace of IRn ⊕ IRn∗.
Definition 2.4. A focal instant for the symplectic differential system with initial data
(X, ℓ0) is an instant t ∈ ]a, b] such that there exists a non zero (X, ℓ0)-solution v with
v(t) = 0; the dimension of the space of all (X, ℓ0)-solutions vanishing at t is called the
multiplicity of the focal instant t and is denoted by mul(t). The signature of a focal instant
t ∈ ]a, b], denoted by sgn(t), is defined as the signature of the restriction of B(t)−1 to
the B(t)−1-orthogonal complement of V[t]; the focal instant is called nondegenerate when
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such restriction is nondegenerate. In the special case where ℓ0 = L0 then the focal instants
of (X, ℓ0) are also called conjugate instants of X .
An instant t ∈ ]a, b] is focal iff V[t] is a proper subspace of IRn, in which case mul(t)
is the codimension of V[t]. It is well known (see for instance [12, Theorem 2.3.3]) that
nondegenerate focal instants are isolated.
Formula (2.11) defines a smooth curve in the Lagrangian Grassmannian Λ of the sym-
plectic space IRn ⊕ IRn∗ which is the embedded submanifold of the Grassmannian of all
n-dimensional subspaces of IRn⊕IRn∗ consisting of all Lagrangian subspaces. We denote
by Λ≥1(L0) ⊂ Λ the Maslov cycle of L0 which is the set of all Lagrangians L ∈ Λ with
L ∩ L0 6= {0}. Each continuous curve l in Λ with endpoints outside Λ≥1(L0) defines
a relative singular homology class with integer coefficients in H1
(
Λ,Λ \ Λ≥1(L0)
)
∼= Z
and the corresponding integer number µL0(l) is called the Maslov index of the curve l. If
ℓ0 defines a nondegenerate initial condition for X then there are no (X, ℓ0)-focal instants
near t = a and we can give the following:
Definition 2.5. Let (X, ℓ0) be a symplectic differential system with initial data; assume
that t = b is not focal and that ℓ0 defines a nondegenerate initial condition for X . The
Maslov index of (X, ℓ0) is defined by:
iMaslov(X, ℓ0) = µL0
(
ℓ|[a+ε,b]
)
,
where ε > 0 is chosen in such a way that there are no focal instants in ]a, a+ ε]. When
ℓ0 = L0 we call iMaslov(X, ℓ0) the Maslov index of X and we write just iMaslov(X) .
For more details concerning the geometry of the Lagrangian Grassmannian Λ of a sym-
plectic space and the Maslov index of curves in Λ we refer to [4, 11, 16]; for more details
concerning the notion of Maslov index for symplectic differential systems with initial data
we refer to [12, Subsection 2.3]. The Maslov index of a pair (X, ℓ0) is stable by uniformly
small perturbations of X . Generically, it gives an algebraic count of the focal instants of
(X, ℓ0):
Proposition 2.6. If all the focal instants of (X, ℓ0) are nondegenerate, t = b is not focal
and ℓ0 defines a nondegenerate initial condition for X then:
iMaslov(X, ℓ0) =
∑
t∈]a,b[
sgn(t).
Proof. See [12, Theorem 2.3.3]. 
The nondegeneracy assumption on the focal instants of (X, ℓ0) is indeed generic (see
[12, Proposition 2.4.1]); in the case of degenerate focal instants, the Maslov index can also
be explicitly computed in terms of suitable coordinate charts on the Lagrangian Grassman-
nian (see [11, Proposition 4.3.1]).
Given a symplectic differential system with initial data (X, ℓ0) we consider the Hilbert
space:
H =
{
v ∈ H1([a, b], IRn) : v(a) ∈ P, v(b) = 0
}
,
whereH1([a, b], IRn) denotes the Sobolev space of absolutely continuous IRn-valued maps
on [a, b] with square integrable derivatives. On H we define a bounded bilinear form I
given by:
(2.12) I(v, w) =
∫ b
a
B(αv, αw) + C(v, w) dt − S
(
v(a), w(a)
)
.
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We call I the index form associated to the pair (X, ℓ0). The index form of (X,L0) will be
simply referred to as the index form ofX ; the term S(v(a), w(a)) in (2.12) does not appear
in the index form of X and the boundary conditions defining H become v(a) = v(b) = 0.
We recall from [12, Subsection 2.10] the notion of isomorphism in the class of sym-
plectic differential systems:
Definition 2.7. LetX , X˜ be symplectic differential systems. An isomorphism φ : X → X˜
is a smooth curve φ : [a, b] → Sp(2n, IR) with φ(t)(L0) = L0 for all t and such that one
of the following equivalent conditions are satisfied:
(a) X˜(t) = φ′(t)φ(t)−1 + φ(t)X(t)φ(t)−1 for all t ∈ [a, b];
(b) Φ˜(t) = φ(t)Φ(t)φ(a)−1 for all t, where Φ, Φ˜ denote respectively the fundamental
matrices of X and X˜;
(c) (v, α) is a solution of X iff (v˜, α˜) = φ(v, α) is a solution of X˜ .
Given Lagrangians ℓ0, ℓ˜0 ⊂ IRn ⊕ IRn∗, we say that φ : (X, ℓ0) → (X˜, ℓ˜0) is an isomor-
phism if φ : X → X˜ is an isomorphism and φ(a)(ℓ0) = ℓ˜0.
Elements φ ∈ Sp(2n, IR) that preserve L0 are written in block matrix form as:
(2.13) φ =
(
Z 0
Z∗−1W Z∗−1
)
,
with Z ∈ Lin(IRn, IRn) invertible and W ∈ Bilsym(IRn).
Proposition 2.8. Let φ : (X, ℓ0) → (X˜, ℓ˜0) be an isomorphism and define Z , W as in
(2.13). Then:
• (X, ℓ0) and (X˜, ℓ˜0) have the same focal instants with same multiplicity and sig-
nature;
• a focal instant is nondegenerate for (X, ℓ0) iff it is nondegenerate for (X˜, ℓ˜0);
• ℓ0 defines a nondegenerate initial condition for X iff ℓ˜0 defines a nondegenerate
initial condition for X˜;
• if t = b is not focal and ℓ0 defines a nondegenerate initial condition for X then
iMaslov(X, ℓ0) = iMaslov(X˜, ℓ˜0);
• the map H ∋ v 7→ Zv ∈ H˜ is a continuous isomorphism and it carries the index
form I : H×H → IR of (X, ℓ0) to the index form I˜ : H˜ × H˜ → IR of (X˜, ℓ˜0).
Proof. See [12, Subsection 2.10]. 
Definition 2.9. For each t ∈ [a, b], let Dt be an r-dimensional subspace of IRn, where
r = 0, . . . , n is fixed. We call D a smooth family of subspaces in IRn over the interval
[a, b] if there exist smooth maps Yi : [a, b] → IRn, i = 1, . . . , r, such that
(
Yi(t)
)r
i=1
is
a basis for Dt for every t ∈ [a, b]; the integer r is called the rank of the family D and the
family of maps (Yi)ri=1 is called a frame for D. A smooth family of subspaces D is called
nondegenerate (resp., negative) for a symplectic differential system X if the symmetric
bilinear form B(t)−1 ∈ Bilsym(IRn) is nondegenerate (resp., negative definite) on Dt for
all t ∈ [a, b]. If D is negative for X and the rank of D equals the index of X we say thatD
is maximal negative for X . If D is nondegenerate for X then the index of D with respect
to X is defined to be the index of the restriction of B(t)−1 to Dt (which does not depend
on t ∈ [a, b]).
Let D be a fixed smooth family of subspaces of rank r in IRn over the interval [a, b]. A
map Y : [a, b]→ IRn is called a section of D if Y (t) ∈ Dt for all t ∈ [a, b]; we set:
(2.14) SD =
{
v ∈ H : v is a section of D and v(a) = 0
}
.
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An absolutely continuous map v : [a, b] → IRn is called a solution of X along D if for
every absolutely continuous section Y : [a, b]→ IRn of D we have that t 7→ αv(t)Y (t) is
absolutely continuous and that:
(2.15) (αv(Y ))′ = B(αv, αY ) + C(v, Y );
we set:
(2.16) KD =
{
v ∈ H : v is a solution of X along D
}
.
When v′ is also absolutely continuous then the left hand side of (2.15) can be expanded
and one obtains that v is a solution of X along D iff α′v − Cv + A∗αv vanishes on D; in
particular, every solution v of X is a solution along D. If (Yi)ri=1 is a frame for D then v
is a solution of X along D iff αv(Yi) is absolutely continuous and (2.15) is satisfied with
Y = Yi for all i = 1, . . . , r.
The spaces KD and SD are orthogonal with respect to the index form:
Lemma 2.10. Consider a triple (X, ℓ0,D) where (X, ℓ0) is a symplectic differential sys-
tem with initial data and D is a smooth family of subspaces in IRn over the interval [a, b].
Then I(v, w) = 0 for all v ∈ KD and all w ∈ SD .
Proof. Choose a frame (Yi)ri=1 for D and write w =
∑r
i=1 fiYi; the conclusion follows
from an easy computation using (2.5), (2.12) and (2.15). 
Definition 2.11. Given a nondegenerate smooth family of subspaces D for a symplectic
differential system X and given a frame (Yi)ri=1 for D we define the reduced symplec-
tic differential system corresponding to X , D and (Yi)ri=1 to be the following symplectic
differential system in IRr:
(2.17)
{
f ′ = −(B−1 ◦ A)f +B−1ϕ,
ϕ′ = (C − A∗ ◦B−1 ◦ A)f + (A∗ ◦B−1)ϕ,
where A(t),B(t), C(t) ∈ Lin(IRr, IRr∗) are the linear operators represented by the fol-
lowing matrices:
Bij(t) = B(t)
−1
(
Yi(t), Yj(t)
)
, Aij(t) = αYj (t)Yi(t)
Cij(t) = B(t)
(
αYi(t), αYj (t)
)
+ C(t)
(
Yi(t), Yj(t)
)
.
(2.18)
The fact that D is nondegenerate for X implies that B(t) is indeed nondegenerate, so
that B(t)−1 in (2.17) makes sense. Moreover, the index of the reduced system (2.17)
equals the index of D with respect to X . We will denote by Xred the coefficient matrix of
(2.17) and by Ared, Bred, Cred the coefficients of Xred.
The introduction of the reduced symplectic system is motivated by the following:
Lemma 2.12. If D is a nondegenerate smooth family of subspaces for X and (Yi)ri=1 is a
frame for D then v = ∑ri=1 fiYi is a solution of X along D iff f = (fi)ri=1 is a solution
of the reduced symplectic system Xred corresponding to D and (Yi)ri=1. In particular,
KD ∩ SD = {0} iff t = b is not conjugate for Xred.
Proof. It is a straightforward computation using (2.5). 
The index form of the reduced symplectic system can be identified with a restriction of
the index form of the original system:
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Lemma 2.13. If Ired : Hred × Hred → IR denotes the index form of Xred then the
continuous isomorphism
(2.19) λ : Hred ∋ f = (fi)ri=1 7−→
r∑
i=1
fiYi ∈ SD
carries Ired to I|SD , i.e., I
(
λ(f), λ(g)
)
= Ired(f, g) for all f, g ∈ Hred.
Proof. Recall that the domain Hred of the index form of Xred is given by:
Hred =
{
f ∈ H1([a, b], IRr) : f(a) = f(b) = 0
}
,
so that λ is indeed a continuous isomorphism. The conclusion follows by a straightforward
computation using (2.5). 
Remark 2.14. The reduced symplectic system Xred depends on the choice of the frame
for D and not only on D; however, different choices of a frame for D produce isomorphic
reduced systems. In particular, when discussing notions that are invariant by isomorphisms
(like Maslov index, focal instants), we do not need to specify a frame for D.
We recall the following result announced in [13] and proven in [15]:
Theorem 2.15. Consider a triple (X, ℓ0,D), where (X, ℓ0) is a symplectic differential
system with initial data such that ℓ0 defines a nondegenerate initial condition for X andD
is a maximal negative smooth family of subspaces for X . If t = b is not (X, ℓ0)-focal then:
iMaslov(X, ℓ0) = n−
(
I|KD
)
− n+
(
I|SD
)
− n−
(
B(a)−1|P
)
.

The following lemma2 is an addendum to the result of Theorem 2.15:
Lemma 2.16. Let (X, ℓ0,D) be a triple where (X, ℓ0) is a symplectic differential system
with initial data and D is a nondegenerate smooth family of subspaces for X . If t = b is
not a conjugate instant for the reduced symplectic system corresponding to (X, ℓ0) and D
then we have a direct sum decompositionH = KD ⊕ SD .
Proof. If (Yi)ri=1 denotes a frame for D then KD is the kernel of the bounded linear oper-
ator F : H → L2
(
[a, b], IRr∗
)
/Const defined by
F (v)(t)i = αv(t)Yi(t)−
∫ t
a
B(αv, αYi) + C(v, Yi) ds mod Const,
for all v ∈ H, t ∈ [a, b], i = 1, . . . , r, where L2
(
[a, b], IRr∗
)
denotes the Hilbert space
of IRr∗-valued square integrable maps on [a, b] and Const denotes the r-dimensional sub-
space of L2
(
[a, b], IRr∗
)
consisting of constant maps. If λ denotes the isomorphism de-
fined in (2.19) then a straightforward computation using (2.5) shows that F ◦ λ is given
by:
(2.20) (F ◦ λ)(f)(t) = B(t)f ′(t) +A(t)f(t)−
∫ t
a
A∗f ′ + Cf ds mod Const,
for all f = (fi)ri=1 ∈ Hred, t ∈ [a, b]. The kernel of F ◦λ are the solutions f of the reduced
symplectic system with f(a) = f(b) = 0; it follows that F ◦ λ is injective. We will now
show that F ◦ λ is a Fredholm operator of index zero; this will imply that F ◦ λ (and
2In [12, Corollary 2.6.10] the result of Lemma 2.16 is proven for a maximal negative family D; here we adapt
the proof to the case where D is only nondegenerate.
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therefore F |SD ) is an isomorphism and that will conclude the proof. To prove that F ◦ λ
is a Fredholm operator of index zero, observe first that by the additivity of the Fredholm
index by composition of operators and by the invertibility of B, the map
(2.21) Hred ∋ f 7−→ Bf ′ mod Const ∈ L2
(
[a, b], IRr∗
)
/Const
is a Fredholm operator of index zero. By (2.20) and the compact inclusion H1 →֒ C0, the
operator F ◦ λ is a compact perturbation of (2.21). This concludes the proof. 
Remark 2.17. The kernel of the index form I : H × H → IR is the space of solutions
v : [a, b] → IRn of (X, ℓ0) with v(b) = 0 (see [12, Subsection 2.5]). It follows from
Lemmas 2.10 and 2.16 that if t = b is not conjugate for the reduced symplectic system
then the kernel of I|KD coincides with the kernel of I in H.
Remark 2.18. In some situations it is useful to consider the symplectic differential system
X˜red which is isomorphic to Xred and whose coefficients A˜red, B˜red, C˜red are given by:
A˜red(t) = −B(t)
−1 ◦ Aant(t), B˜red = B(t)
−1,(2.22)
C˜red(t) = C(t)−A
′
sym(t) +Aant(t) ◦B(t)
−1 ◦ Aant(t),
for all t ∈ [a, b], where Asym, Aant denote respectively the symmetric and anti-symmetric
components of A:
(2.23) Asym(t) = A(t) +A(t)
∗
2
, Aant(t) =
A(t)−A(t)∗
2
.
An explicit isomorphism from Xred to X˜red is given by (2.13) with:
Z(t) = Id, W (t) = −Asym(t), t ∈ [a, b].
Remark 2.19. If a nondegenerate smooth family of subspacesD for a symplectic differen-
tial system X admits a frame (Yi)ri=1 consisting of solutions of X satisfying the symmetry
condition
αYi(Yj) = αYj (Yi), i, j = 1, . . . , r,
then the coefficients of the reduced symplectic system X˜red defined in Remark 2.18 are
A˜red = 0, B˜red = B
−1
, C˜red = 0. The system X˜red becomes the differential equation
(2.24) Bf ′ ≡ constant.
An instant t ∈ ]a, b] is conjugate for X˜red iff the integral:
(2.25) B
∫
(t) =
∫ t
a
B(s)−1 ds
is a degenerate (symmetric) bilinear form in IRr∗, in which case the multiplicity of t equals
the degeneracy of B
∫
(t). If t = b is not conjugate for X˜red then, by Proposition 2.6, the
Maslov index of X˜red is given by:
(2.26) iMaslov(X˜red) =
∑
t∈]a,b[
sgn
(
B(t)|Im(B
∫
(t))⊥
)
,
provided that B(t) is nondegenerate on the image of B
∫
(t) for those t ∈ ]a, b] such that
B
∫
(t) is degenerate. In (2.26) we have denoted by ⊥ the orthogonal complement with
respect to B(t).
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3. THE INDEX THEOREM
In this section we consider the following setup:
• (X, ℓ0) is a symplectic differential system with initial data on IRn over the interval
[a, b];
• D and ∆ are nondegenerate smooth families of subspaces for X with ∆t ⊂ Dt
for all t;
• (Yi)
r
i=1 is a frame for D such that (Yi)ki=1 is a frame for ∆;
• Xred is the reduced symplectic system corresponding to D and (Yi)ri=1;
• I : H×H → IR is the index form of (X, ℓ0) and KD, SD (resp.,K∆, S∆) are the
subspaces ofH defined in analogy with (2.16) and (2.14) for (X, ℓ0) andD (resp.,
∆);
• Ired : Hred ×Hred → IR is the index form of Xred;
• λ : Hred → SD is the continuous isomorphism defined in (2.19);
• ∆red is the (constant) smooth family of subspaces ∆red ≡ IRk ⊕ {0} ⊂ IRr in
IRr over the interval [a, b];
• K∆red and S∆red are the subspaces of Hred defined in analogy with (2.16) and
(2.14) for the symplectic differential system with initial data (Xred, {0} ⊕ IRr∗)
relatively to the smooth family of subspaces ∆red;
The following facts are immediate:
(1) KD ⊂ K∆ and S∆ ⊂ SD;
(2) λ(S∆red) = S∆;
(3) ∆red is a nondegenerate family of subspaces for Xred.
We prove the following preparatory lemma:
Lemma 3.1. An absolutely continuous map f : [a, b] → IRr is a solution of Xred along
∆red iff v =
∑r
i=1 fiYi is a solution of X along ∆. In particular, λ
(
K∆red
)
= K∆ ∩ SD .
Proof. The map f is a solution of Xred along ∆red iff (Bf ′)i is absolutely continuous for
i = 1, . . . , k and [(
Bf ′ +Af
)
i
]′
=
(
Cf +A∗f ′
)
i
, i = 1, . . . , k.
Using (2.5) one easily checks that this is also the condition for v to be a solution of X
along ∆. 
We can now prove the main theorem of the section.
Theorem 3.2 (generalized index theorem). Consider a triple (X, ℓ0,D) where (X, ℓ0) is
a symplectic differential system with initial data in IRn over the interval [a, b] such that
ℓ0 defines a nondegenerate initial condition for X and D is a smooth family of subspaces
in IRn over [a, b] whose index with respect to X equals the index of X . Denote by Xred
the reduced symplectic system corresponding to X and D (see Remark 2.14). If t = b is
neither a focal instant for (X, ℓ0) nor a conjugate instant for Xred then:
(3.1) n−
(
I|KD
)
= iMaslov(X, ℓ0)− iMaslov(Xred) + n−
(
B(a)−1|P
)
.
Proof. Since the index of D with respect to X equals the index of X then D is nonde-
generate for X and there exists a maximal negative family ∆ for X with ∆ ⊂ D. We
may choose a frame (Yi)ri=1 of D such that (Yi)ki=1 is a frame for ∆, so that we are in
the setup specified at the beginning of the section. Obviously ∆red is a maximal negative
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family for Xred, so that we may apply Theorem 2.15 to the triple (X, ℓ0,∆) and to the
triple (Xred, {0} ⊕ IRr∗,∆red) obtaining:
iMaslov(X, ℓ0) = n−
(
I|K∆
)
− n+
(
I|S∆
)
− n−
(
B(a)−1|P
)
,
iMaslov(Xred) = n−
(
Ired|K∆red
)
− n+
(
Ired|S∆red
)
.
(3.2)
From Lemma 2.13 we get:
n−
(
Ired|K∆red
)
= n−
(
I|λ(K∆red )
)
,(3.3)
n+
(
Ired|S∆red
)
= n+
(
I|λ(S∆red )
)
;(3.4)
Using item (2) on page 11, we have:
(3.5) n+
(
I|λ(S∆red )
)
= n+
(
I|S∆
)
.
Lemmas 2.10, 2.16 and item (1) on page 11 imply that we have an I-orthogonal direct sum
decomposition K∆ = KD ⊕
(
SD ∩ K∆
)
, where SD ∩ K∆ = λ
(
K∆red
)
by Lemma 3.1.
Hence:
(3.6) n−
(
I|K∆
)
= n−
(
I|KD
)
+ n−
(
I|λ(K∆red )
)
.
The conclusion now follows from equalities (3.2)—(3.6). 
4. GEODESICS IN SEMI-RIEMANNIAN MANIFOLDS
Let (M, g) be an n-dimensional semi-Riemannian manifold, where g is a (nondegen-
erate) metric tensor of index k. We denote by ∇ the Levi-Civita connection of g and by
R(X,Y ) = ∇X∇Y − ∇Y∇X − ∇[X,Y ] the curvature tensor of ∇. Given a geodesic
γ : [a, b]→M then the Jacobi equation along γ
(4.1) v′′ = R(γ′, v)γ′
produces a Morse–Sturm system of the form (2.4) in IRn by means of a parallel trivial-
ization of the tangent bundle of M along γ (the bilinear form g ∈ Bilsym(IRn) corre-
sponds to the metric tensor g and the endomorphismR(t) ∈ Lin(IRn, IRn) corresponds to
R(γ′(t), ·)γ′(t)). In (4.1) the prime denotes covariant derivative along γ; this notation will
be used whenever a curve γ is fixed by the context.
Different parallel trivializations of TM along γ produce Morse–Sturm systems that are
isomorphic as symplectic differential systems3.
Let P ⊂M be a smooth submanifold with γ(a) ∈ P and γ′(a) ∈ Tγ(a)P⊥; a P-Jacobi
field along γ is a Jacobi field v satisfying the initial conditions:
(4.2) v(a) ∈ Tγ(a)P , g(v′(a), ·)|Tγ(a)P + IIγ′(a)(v(a), ·) = 0 ∈ Tγ(a)P∗,
where IIγ′(a) ∈ Bilsym(Tγ(a)P) denotes the second fundamental form of P in the normal
direction γ′(a). If P ⊂ IRn, S ∈ Bilsym(P ) correspond to Tγ(a)P and IIγ′(a) by means
of the chosen parallel trivialization of TM along γ then P-Jacobi fields correspond to
(X, ℓ0)-solutions, where X is the Morse–Sturm system (2.4) and ℓ0 ⊂ IRn ⊕ IRn∗ is
the Lagrangian (2.8). Also, the index form of the pair (X, ℓ0) corresponds to the second
variation of the geodesic action functional
(4.3) E(z) = 1
2
∫ b
a
g(z′, z′) dt
3More generally, non parallel trivializations of TM along γ yield symplectic differential systems from the
Jacobi equation along γ. All symplectic differential systems obtained in this way are isomorphic (see [12, Section
3]).
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at the critical point γ. The domain of E is the Hilbert manifold ΩPq(M) consisting of H1
curves z : [a, b] → M with z(a) ∈ P , z(b) = q, where q = γ(b). Recall that the critical
points of E in ΩPq(M) are the geodesics starting orthogonally at P and ending at q.
The Lagrangian ℓ0 defines a nondegenerate initial condition for X iff the submanifold
P is nondegenerate at γ(a), i.e., if g is nondegenerate on Tγ(a)P . Focal instants for (X, ℓ0)
correspond to P-focal points along γ. The case where the initial submanifold P is a single
point corresponds to the case where ℓ0 = L0 (recall (2.6)); in this case, the initial condition
defined by ℓ0 is always nondegenerate.
When P is nondegenerate at γ(a) and γ(b) is not P-focal along γ then we can define
the Maslov index iMaslov(γ,P) of the geodesic γ with respect to the initial submanifold P
to be the Maslov index of the pair (X, ℓ0); by Proposition 2.8, the Maslov index of γ with
respect to P does not depend on the parallel trivialization used to produce the pair (X, ℓ0).
When P is a single point we call iMaslov(γ,P) the Maslov index of γ and we write simply
iMaslov(γ).
If (Yi)ri=1 are smooth vector fields along γ such that
(
Yi(t)
)r
i=1
is the basis of a non-
degenerate subspace of Tγ(t)M for all t ∈ [a, b] then the parallel trivialization along γ
produce maps Yi : [a, b] → IRn which form a frame for a nondegenerate smooth family
of subspaces for X . The operators A,B, C ∈ Lin(IRr, IRr∗) which appear in the corre-
sponding reduced symplectic system (2.17) are given by:
Bij = g(Yi,Yj), Aij = g(Y
′
j ,Yi),(4.4)
Cij = g(Y
′
i ,Y
′
j) + g
(
R(γ′,Yi)γ
′,Yj
)
.
Definition 4.1. Let γ : [a, b]→M be a geodesic and (Yi)ri=1 smooth vector fields along γ
such that
(
Yi(t)
)r
i=1
is the basis of a nondegenerate subspace of Tγ(t)M for all t ∈ [a, b].
Consider the symplectic differential system Xred defined in (2.17) with A, B, C defined in
(4.4). If t = b is not conjugate for Xred then the reduced Maslov index of the geodesic γ
(with respect to the fields Yi) is defined by:
iredMaslov(γ) = iMaslov(Xred).
In this geometrical context, the Index Theorem 3.2 gives a generalized Morse index
theorem for semi-Riemannian geodesics. Observe that the term n−
(
B(a)−1|P
)
appearing
in equality (3.1) is the index of the metric g in the tangent space Tγ(a)P of the initial
submanifold.
4.1. A variational principle for semi-Riemannian geodesics. We now consider fixed
an n-dimensional semi-Riemannian manifold (M, g) with metric tensor g of index k, a
smooth submanifold P ⊂M , a point q ∈M and smooth vector fields (Yi)ri=1 on M such
that
(
Yi(m)
)r
i=1
is a basis for a nondegenerate subspace of TmM for all m ∈ M . We
say that an absolutely continuous curve γ : [a, b]→M is a geodesic along the fields Yi if
g(γ′,Yi) is absolutely continuous on [a, b] and
g(γ′,Yi)
′ = g(γ′,Y ′i),
for i = 1, . . . , r. If γ is of class C2 then γ is a geodesic along the fields Yi iff γ′′ is
orthogonal to the distribution spanned by the Yi; in particular, if γ is a geodesic then γ is
a geodesic along the fields Yi. Moreover, if the vector fields Yi are Killing4 then γ is a
geodesic along the fields Yi iff g(γ′,Yi) is constant for all i = 1, . . . , r.
4Recall that Y is a Killing vector field iff the bilinear form g(∇
·
Y , ·) is skew-symmetric.
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Consider the following subset of the Hilbert manifold ΩPq(M):
NPq(M) =
{
γ ∈ ΩPq(M) : γ is a geodesic along the fields Yi
}
.
We are interested in determining conditions that imply that NPq(M) is a Hilbert sub-
manifold of ΩPq(M) and that the critical points of the restriction of the geodesic action
functional E to NPq(M) are the geodesics γ : [a, b]→ M starting orthogonally to P and
ending at q. These conditions are given in the following:
Theorem 4.2. Let γ ∈ NPq(M) be fixed; consider the following homogeneous system of
linear ODE’s in IRr ⊕ IRr∗:
(4.5)
{
f ′ = −(B−1 ◦ A)f +B−1ϕ,
(ϕ+ Ef)′ =
(
C + E − (A∗ + E) ◦B−1 ◦ A
)
f +
(
(A∗ + E) ◦B−1
)
ϕ,
whereA,B, C ∈ Lin(IRr , IRr∗) are defined in (4.4) and E , E ∈ Lin(IRr, IRr∗) are defined
by:
Eij = g
(
∇YjYi, γ
′
)
, E ij = g
(
(∇YjYi)
′, γ′
)
.
Assume that the system (4.5) does not admit a non zero solution (f, ϕ) with f(a) = f(b) =
0. Then:
(1) γ has a neighborhood V in NPq(M) which is a Hilbert submanifold of ΩPq(M);
(2) γ is a critical point of E|V iff γ is a geodesic starting orthogonally at P;
(3) if γ is a critical point of E|V then the degeneracy of the second variation of E|V
at γ is equal to the multiplicity of γ(b) as a P-focal point along γ.
Assume that γ is a critical point of E|V such that γ(b) is not P-focal along γ and P is
nondegenerate at γ(a). If the index of g restricted to the distribution spanned by (Yi)ri=1
equals the index of g then the Morse index of E|V at γ is given by:
(4.6) n−
(
d2(E|V)(γ)
)
= iMaslov(γ)− i
red
Maslov(γ) + n−
(
g|Tγ(a)P
)
.
Before getting into the proof of Theorem 4.2, which will take up almost entirely the
rest of the subsection, we will make a few remarks about its statement. First we observe
that if γ is a geodesic then E = E ′, so that (4.5) becomes the reduced symplectic system
(2.17); in particular, the hypothesis of the theorem is satisfied precisely when t = b is not
a conjugate instant for the reduced symplectic system.
Let us look now at the particular case where each Yi is a Killing vector field; this
obviously implies that E = −A∗. Another remarkable equality that holds in this case is
C = −E ; to prove it, recall that the Hessian of a vector field Y is the (2, 1)-tensor field
defined by Hess(Y) = ∇∇Y , i.e., Hess(Y)(V,W ) = ∇V∇WY − ∇∇VWY . Observe
that Hess(Y)(V,W ) − Hess(Y)(W,V ) = R(V,W )Y; moreover, if Y is Killing then
g
(
Hess(Y)(V,W ), Z
)
is skew-symmetric in the variables W and Z , because g(∇·Y, ·) is
skew-symmetric. Using all these formulas we compute:
E ij = g
(
(∇YjYi)
′, γ′
)
= g
(
Hess(Yi)(γ
′,Yj), γ
′
)
+ g
(
∇Y′
j
Yi, γ
′
)
= g
(
R(γ′,Yj)Yi, γ
′
)
+ g
(
∇Y′
j
Yi, γ
′
)
= −Cij .
We have proven that if the fields Yi are Killing then the system (4.5) becomes (recall
(2.23)):
Bf ′ + 2Aantf ≡ constant.
Moreover, if the fields Yi commute, i.e., [Yi,Yj ] = ∇YiYj − ∇YjYi = 0 for all i, j =
1, . . . , r then A is symmetric and (4.5) becomes (2.24).
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Remark 4.3. In the case where the Yi’s are commuting Killing vector fields then the hy-
pothesis of Theorem 4.2 is satisfied iff the symmetric bilinear form B
∫
(b) (recall (2.25))
is nondegenerate. Moreover, if γ is a geodesic starting orthogonally at P then, by5 Re-
mark 2.19, the reduced Maslov index of γ is given by the righthand side of (2.26) provided
that B(t) is nondegenerate on Im
(
B
∫
(t)
)
for those t ∈ ]a, b] such that B
∫
(t) is degener-
ate.
Proof of Theorem 4.2. We start by considering the smooth map
(4.7) F : ΩPq(M) −→ L2
(
[a, b], IRr∗
)
/Const
defined by:
F(γ)(t)i = g
(
γ′(t),Yi(γ(t))
)
−
∫ t
a
g(γ′,Y ′i) ds mod Const,
for all γ ∈ ΩPq(M), t ∈ [a, b] and i = 1, . . . , r. In (4.7) we have denoted by Const the
subspace of L2
(
[a, b], IRr∗
)
consisting of constant maps. Obviously:
(4.8) NPq(M) = F−1(0).
The differential of F is computed as:
dFγ(v)(t)i = g
(
v′(t),Yi(γ(t))
)
+ g
(
γ′(t),∇v(t)Yi
)
−
∫ t
a
g(v′,Y ′i) + g
(
R(γ′, v)γ′,Yi
)
+ g
(
(∇vYi)
′, γ′
)
ds mod Const,
(4.9)
for all t ∈ [a, b], i = 1, . . . , r and all v ∈ TγΩPq(M). Consider the subspace Sγ of
TγΩPq(M) consisting of vector fields that vanish at the endpoints and that take values in
the span of the fields Yi, i.e.:
Sγ =
{∑r
i=1
fiYi : fi : [a, b]
H1
−−→ IR, fi(a) = fi(b) = 0
}
⊂ TγΩPq(M).
The central point of the proof is showing that the restriction of dFγ to Sγ is an isomor-
phism; for v =
∑r
i=1 fiYi ∈ Sγ , (4.9) can be rewritten as:
(4.10)
dFγ(v)(t) = B(t)f
′(t)+
(
A(t)+E(t)
)
f(t)−
∫ t
a
(A∗+E)f ′+(C+E)f ds mod Const,
for all t ∈ [a, b], where f = (fi)ri=1 : [a, b] → IRr. The righthand side of (4.10) defines
an L2
(
[a, b], IRr∗
)
/Const-valued Fredholm operator of index zero in the Hilbert space
H10 ([a, b], IR
r) of H1 maps f : [a, b] → IRr with f(a) = f(b) = 0. This is proven by
an argument similar to the one used in the proof of Lemma 2.16, except that here we also
need the compact inclusion W 1,1 →֒ L2. Setting ϕ = Af +Bf ′ then the righthand side
of (4.10) vanishes iff f is a solution of (4.5) with f(a) = f(b) = 0; it follows that dFγ |Sγ
is injective and therefore an isomorphism onto L2([a, b], IRr∗)/Const.
We can now prove all the assertions made in the statement of the theorem. Assertion
(1) follows from (4.8) and from the fact that γ is a regular point for F . Moreover:
(4.11) TγV = Ker
(
dFγ
)
.
5A Killing vector field restricts to a Jacobi field along any geodesic, so that the fields Yi indeed correspond
to solutions of X .
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Since dFγ |Sγ is an isomorphism, we have:
TγΩPq(M) = TγV⊕ Sγ .
Assertion (2) will follow once we establish that dEγ vanishes on Sγ . To see this, recalling
that γ is a geodesic along the fields Yi, we compute as follows for v =
∑r
i=1 fiYi ∈ Sγ :
dEγ(v) =
∫ b
a
g(γ′, v′) dt =
r∑
i=1
∫ b
a
[
fig(γ
′,Yi)
]′
dt = 0.
Assume now that γ is a geodesic starting orthogonally at P . As in the beginning of
the section, we choose a parallel trivialization of TM along γ and consider the Morse–
Sturm system with initial data (X, ℓ0) corresponding to (4.2) and to the Jacobi equation
along γ. As it was observed, the index form I ∈ Bilsym(H) of (X, ℓ0) corresponds to the
second variation d2Eγ ∈ Bilsym
(
TγΩPq(M)
)
; moreover, Sγ corresponds to the space SD
in (2.14). Since γ is a geodesic, integration by parts in (4.9) show that v ∈ TγΩPq(M) is
in the kernel of dFγ iff g(v′,Yi) is absolutely continuous and
g(v′,Yi)
′ = g(v′,Y ′i) + g
(
R(γ′, v)γ′,Yi
)
,
for all i = 1, . . . , r. From (4.11) we conclude that the tangent space TγV corresponds by
the chosen parallel trivialization of TM along γ to the space KD in (2.16) (here D is the
nondegenerate family of subspaces for X which has as a frame the maps Yi : [a, b]→ IRn
corresponding to the fields Yi). Since γ is a geodesic, the system (4.5) coincides with the
reduced symplectic system Xred, so that t = b is not conjugate for Xred. The remaining
assertions in the statement of the theorem now follow immediately from Remark 2.17 and
the generalized Index Theorem 3.2. 
4.2. Geodesics in stationary semi-Riemannian manifolds. In this subsection we apply
our theory to obtain Morse relations for geodesics in stationary semi-Riemannian man-
ifolds. For simplicity, we consider the case of geodesics between two fixed points. A
Ljusternik–Schnirelman theory for this situation was developed in [7]; we remark that in
this case we will need only the Index Theorem of [13] (Theorem 2.15) and not the gener-
alized Index Theorem 3.2.
Let (M, g) be an n-dimensional semi-Riemannian manifold with g a metric tensor of
index r. We will call (M, g) stationary if it admits Killing vector fields (Yi)ri=1 such that
[Yi,Yj ] = 0 for all i, j = 1, . . . , r and such that
(
Yi(m)
)r
i=1
is the basis of a subspace
Dm of TmM on which g is negative definite for all m ∈M .
Let p, q ∈ M be fixed and define Npq(M) and Ωpq(M) as in Subsection 4.1 with
P = {p}. Since g is negative definite on D, the bilinear form B(t) ∈ Bilsym(IRr) defined
in (4.4) is always negative definite and therefore also B
∫
(t) is negative definite for all
t ∈ [a, b] (see (2.25)). It follows from Remark 4.3 that the hypothesis of Theorem 4.2 is
satisfied for every curve γ ∈ Npq(M) and that the reduced Maslov index of any geodesic
is zero. Theorem 4.2 implies the following facts:
• Npq(M) is a Hilbert submanifold of Ωpq(M);
• the critical points of E|Npq(M) (see (4.3)) are precisely the geodesics on M from
p to q;
• if q is not conjugate to p then all the critical points ofE|Npq(M) are nondegenerate;
• if γ is a nondegenerate critical point of E|Npq(M) then its Morse index is given by:
n−
(
d2(E|Npq(M))(γ)
)
= iMaslov(γ).
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Definition 4.4. We say that E is pseudo-coercive onNpq(M) if given a sequence (γn)n≥1
in Npq(M) with supn≥1E(γn) < +∞ then (γn)n≥1 admits a uniformly convergent sub-
sequence.
Examples and sufficient conditions for E to be pseudo-coercive on Npq(M) are given
in [7, Appendix B].
Let D⊥ denote the orthogonal complement of D with respect to g and let g+ be the
Riemannian metric in M such that D and D⊥ are g+-orthogonal, g+ equals g on D⊥ and
g+ equals −g on D. We define a Riemannian metric on the Hilbert manifold Npq(M) by:
〈v,w〉H1 =
∫ b
a
g+(v
′,w′) dt, v,w ∈ TγNpq(M), γ ∈ Npq(M),
where the prime denotes the covariant derivative along γ with respect to the Levi-Civita
connection of g+.
Proposition 4.5. If E is pseudo-coercive on Npq(M) then E|Npq(M) has complete sub-
levels, it is bounded from below and it satisfies the Palais–Smale condition. Moreover, if
the fields Yi are complete then Npq(M) has the same homotopy type of the loop space of
M .
Proof. See [7, Proposition 3.3, Theorem 4.1, Proposition 4.3, Proposition 5.2]. 
Theorem 4.6 (Morse relations for geodesics in stationary semi-Riemannian manifolds).
Let (M, g) be a stationary semi-Riemannian manifold and let p and q in M be two non
conjugate points. For i ∈ IN , set:
ni(p, q) = number of geodesics γ in M from p to q with iMaslov(γ) = i.
Then, under all the assumptions of Proposition 4.5, we have the following equality of
formal power series in the variable λ:
+∞∑
i=0
ni(p, q)λ
i = Pλ(Ω
(0)(M);K) + (1 + λ)Q(λ),
where K is an arbitrary field, Ω(0)(M) is the loop space of M , Pλ(Ω(0)(M);K) is its
Poincare´ polynomial with coefficients in K and Q(λ) is a formal power series in λ with
coefficients in IN ∪ {+∞}.
Proof. It follows from Proposition 4.5 using standard Morse theory on Hilbert manifolds
(see for instance [2]). 
4.3. Geodesics in Go¨del-type spaces. In this subsection we will apply our theory to ob-
tain Morse relations for geodesics in semi-Riemannian manifolds of Go¨del-type; again, we
will consider the case of geodesics between two fixed points. A Ljusternik-Schnirelman
theory for this situation (in the Lorentzian case) was developed in [3]; to obtain the Morse
relations we will need the new index Theorem 3.2 rather than the index theorem of [13].
Let (M0, g0) be a Riemannian manifold and let ρ : M0 → Bilsym(IRr) be a smooth
map such that ρ(x) is a nondegenerate symmetric bilinear form of index k in IRr for all
x ∈M0. Consider the productM = M0× IRr endowed with the semi-Riemannian metric
g defined by:
g(x,u)
(
(ξ1, η1), (ξ2, η2)
)
= g0x(ξ1, ξ2) + ρ(x)(η1, η2),
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for all x ∈ M0, u ∈ IRr, ξ1, ξ2 ∈ TxM0 and η1, η2 ∈ IRr. In analogy with [3, Def-
inition 1.1] we will call (M, g) a semi-Riemannian manifold of Go¨del type. In [3] it is
considered the case where r = 2 and k = 1.
Consider the commuting Killing vector fields Yi =
(
0, ∂
∂ui
)
, i = 1, . . . , r in M . An
absolutely continuous curve γ = (γ0, u) : [a, b]→M is a geodesic along the fields Yi iff
(4.12) ρ(γ0(t))u′(t) ≡ constant ∈ IRr∗
for t ∈ [a, b]. Let p = (p0, u0), q = (q0, u1) ∈ M be fixed and define Npq(M) and
Ωpq(M) as in Subsection 4.1 with P = {p}. For γ = (γ0, u) ∈ Npq(M), the bilinear form
B(t) ∈ Bilsym(IR
r) corresponding to γ defined in (4.4) is given by B(t) = ρ(γ0(t)); the
bilinear form B
∫
(t) ∈ Bilsym(IRr
∗) defined in (2.25) is given by:
(4.13) B
∫
γ0(t) =
∫ t
a
ρ
(
γ0(s)
)−1
ds ∈ Bilsym(IR
r∗),
where we write B
∫
γ0(t) rather than B
∫
(t) to keep the dependence on γ0 explicit. By Re-
mark 4.3, the hypothesis of Theorem 4.2 is satisfied for γ iff B
∫
γ0(b) is nondegenerate6.
Assume now that for every γ0 ∈ Ωp0q0(M0) the bilinear form B
∫
γ0(b) is nondegenerate.
Then a curve γ = (γ0, u) ∈ Npq(M) is uniquely determined by γ0; namely, from (4.12),
we get:
(4.14) u(t) = u0 +B
∫
γ0(t)
(
B
∫
γ0(b)
)−1
(u1 − u0).
By Theorem 4.2, Npq(M) is a Hilbert submanifold of Ωpq(M); moreover, we obtain a
diffeomorphism φ : Ωp0q0(M0) → Npq(M) given by φ(γ0) = (γ0, u) with u defined in
(4.14). If E denotes the geodesic action functional of M (see (4.3)) then the composite
map E0 = E ◦ φ : Ωp0q0(M0)→ IR is given by:
E0(γ0) =
1
2
∫ b
a
g0(γ
′
0, γ
′
0) dt+
1
2
B
∫
γ0(b)
−1(u1 − u0, u1 − u0),
for all γ0 ∈ Ωp0q0(M0). Theorem 4.2 implies that the critical points of E0 are precisely
the curves γ0 ∈ Ωp0q0(M0) for which γ = φ(γ0) is a geodesic; moreover, γ0 is a nonde-
generate critical point of E0 iff q is not conjugate to p along γ. The index of the second
variation of E0 at a nondegenerate critical point γ0 is given by:
n−
(
d2E0(γ0)
)
= iMaslov(γ)− i
red
Maslov(γ).
By Remark 4.3, the reduced Maslov index iredMaslov(γ) can be generically computed by
formula (2.26).
The Palais-Smale condition and the boundedness from below for the functional E0 are
satisfied under certain technical hypothesis on g. In the result below we will assume that
the Hilbert manifold Ωp0q0(M0) is endowed with the Riemannian metric:
〈ξ1, ξ2〉H1 =
∫ b
a
g0(ξ
′
1, ξ
′
2) dt, ξ1, ξ2 ∈ Tγ0Ωp0q0(M0), γ0 ∈ Ωp0q0(M0),
where the prime denotes covariant derivative along γ0 in the Levi-Civita connection of
(M0, g0). Recall that if g0 is complete then the metric 〈·, ·〉H1 is also complete (see [9]).
6In the notation of [3] (where it is considered the case r = 2, k = 1), the nondegeneracy of (4.13) is the
condition “|L(x)| > 0”.
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Proposition 4.7. Assume that (M0, g0) is a complete Riemannian manifold, that B
∫
γ0(b)
is nondegenerate for all γ0 ∈ Ωp0q0(M0) and that:
sup
x∈M0
∥∥ρ(x)−1∥∥ < +∞, sup
γ0∈Ωp0q0 (M0)
∥∥B∫γ0(b)−1∥∥ < +∞.
Then the functional E0 : Ωp0q0(M0) → IR is bounded from below and it satisfies the
Palais-Smale condition.
Proof. This is proved in [3, Lemmas 3.5 and 3.7] in the case r = 2, k = 1. The proof of
the general case is analogous. 
The technical hypotheses in the statement of Proposition 4.7 are satisfied under suitable
boundedness assumptions on ρ (see [3, Remark 1.4] for examples).
Theorem 4.8 (Morse relations for geodesics in Go¨del-type manifolds). Let (M, g) be a
semi-Riemannian manifold of Go¨del-type. Let p = (p0, u0) and q = (q0, u1) in M be two
non conjugate points; for i ∈ IN , set:
ni(p, q) = number of geodesics γ in M from p to q with iMaslov(γ)− iredMaslov(γ) = i.
Then, under the assumptions of Proposition 4.7, we have the following equality of formal
power series in the variable λ:
+∞∑
i=0
ni(p, q)λ
i = Pλ(Ω
(0)(M);K) + (1 + λ)Q(λ),
where K is an arbitrary field, Ω(0)(M) is the loop space of M , Pλ(Ω(0)(M);K) is its
Poincare´ polynomial with coefficients in K and Q(λ) is a formal power series in λ with
coefficients in IN ∪ {+∞}.
Proof. It follows from Proposition 4.7 by using standard Morse theory on Hilbert mani-
folds (see for instance [2]) and observing that the loop space of M has the same homotopy
type of Ωp0q0(M0). 
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