This paper deals with the infinite horizon linear quadratic problem with indefinite cost. Given a linear system, a quadratic cost functional and a subspace of the state space, we consider the problem of minimizing the cost functional over all inputs for which the state trajectory converges to that subspace. Our results generalize classical results on the zero-endpoint version of the linear quadratic problem and more recent results on the free-endpoint version of this problem.
Introduction
Consider the finite-dimensional linear time-invariant system (1.1) x(t)=Ax(t)+Bu(t) ,
with A E JRrlXrl and BE JRrlxm. Given an initial point Xo and an input function u, the state trajectory of (1.1) is denoted by xll(t, xo) . In addition to (1.1) consider the quadratic cost functional o Here, ro(x, u) is a general real quadratic form on JR rl X JR m given by, say,
with Q E JRrlXII and R E JRmxm symmetric and S E JRmxlI. We allow ro to be indefinite. It will however be a standing assumption that R > O.
We shall now explain how the indefinite integral in (1.2) should be interpreted for a given u.
Let L2, loc(JR+) be the space of all vector valued measurable functions u such that 11 Jl Iu (t)1I 2 dt < 00 for all to, t 1~O. If u e LZ,loc (JR+) then for all T~0 the integral TĨ n [1] , an extensive treatment was given of the zero-endpoint linear-quadratic problem associated with (1.1) and (1.2) . This optimization problem is formulated as follows. For a given
x 0 E JR 11 define Complementary to the above problem, in a recent paper [2] we resolved the free-endpoint linear quadratic problem: find the optimal cost
together with all optimal inputs, i.e. all u* e U(xo) such thatJ(xo, u*) = Vj(xo).
In the present paper we shaH formulate and resolve a linear quadratic problem which has both the zero-endpoint version as well as .the free-endpoint version as special cases. Let 
1-+00
We define the L-endpoint linear quadratic problem as follows: given Xo, find the optimal cost
together with all optimal inputs, Le. all u* E UL(XO) such thatJ(xo, u*) = V1:(xo).
Clearly, the zero-endpoint problem and the free-endpoint problem can be reobtained from the latter formulation by taking L =0 and L =JR. rI , respectively.
The algebraic Riccati-equation
The characterization of the optimal cost and the optimal controls for the linear quadratic problems formulated above centers around the algebraic Riccati-equation (ARE):
We denote by r the set of all real symmetric solutions of the ARE. It was shown in [1] that if (A, B) is controllable then if r *0 it contains a unique element K-such that A -:= A -BR -1 (B TK-+ S) has all its eigenvalues in C+ u C O and a unique element K+ with the property that A+ :=A -BR-1 (B T K+ +S) has all its eigenvalues in C-u Co. Here we denote
These particular elements of r have the property that they are the extremal solutions of the ARE, in the sense that K E r implies K-:s; K:s; K+. The difference K+ -K-is denoted by Ii. For K E r we denote AK :=A -BR- 1 
(B T K +S).
IfM E /Rn XrI then we denote by X+(M) (Xo(M), X-eM»~the span of all generalized eigenvectors of M corresponding to its eigenvalues in C+(Co, C-). Let n denote the set of all A --invariant subspaces of X+(A -). The following well-known result states that there exists a one-to-one correspondence between n and r: [3] , [4] ). let (A, B) be controllable and assume r *0. If YEn then JR rI = Y EB Ii-I y.i. There exists a bijection "(: n~r defined by
where Py is the projector onto Yalong 1i-1 y.
Finiteness of optimal cost
For a given Xo E JR." the optimal costs V+(xo), Vj(xo) and V1:(xo) as defined by (1.4), (1.5) and (1.7) can in principle be equal to -00 or +00. Following [1] and [2] we want to restrict ourselves to the case that the optimal costs are finite for all initial points. For the zero-endpoint problem it was shown in [IJ that if (A, B) is controllable then V+(xo) is finite for all Xo if and only if r *0. For the free-endpoint problem it was shown in [2] 
is finite for all Xo if r *0 and K-SO (see also [2, remark 4.5] . In this section we shall establish conditions under which y!(xo) is finite for all xo.
Again let L be an arbitrary subspace of JR". If K is a symmetric element in JR." X" then we shall say that K is negative semi-definite on L if the following conditions hold:
As an example. the matrices
ness ofy!:
[ 000]
and 000 001 E ,JR 3 I x 3 = O}. We have the following condition for finite- Our proof of theorem 3.1 hinges on the following two lemmas:
Proof. For a proof of this we refer to the appendix. o Proof of theorem 3.1.
(in fact, one can steer from Xo to the origin in finite time). If follows that vt(x 0) E JR. u {~}.
Since x(D converges to L as T --+ 00, we have Hx(D --+ 0 (T --+ 00). It follows that
The latter holds for all U E UL(XO) so consequently we have vt(xo)~xbK-xo >~. In this section we shall formulate our main result, a complete solution to the L-endpoint linear quadratic problem as formulated in section 1. The optimal cost vt(xo) will turn out to be given by a particular solution of the ARE. We shall establish necessary and sufficient conditions for the existence of optimal inputs for all initial conditions and these optimal inputs will be given in the form of a state feedback control law. In the following, if V c JR.'" and M E JR.",xn then <V IM> denotes the largestM-invariant subspace in V.
Again let L be an arbitrary subspace of JR. n. A key role in our treatment of the L-endpoint problem is played by the subspace [5] ).
It turns out that the optimal cost V!(xo) is given by the solution of the ARE supported by N (L). This particular solution is denoted by In the next section we shall give a proof of theorem 4.1.
Proof of the main result
In the proof of tho 4.1 that we give, we shall use two lemmas that were proven in [2] . For completeness, these lemmas are refOInlUlated in the appendix. Let Kt be given by for given~ll > 0 and~33 > O. By applying tho 2.1 we then find
We first prove a lemma stating that Kt yields a lower bound for the optimal cost V!(xo): Consequently, xJ (t)~0 (t~00). According to (5.9), Since JT(XO, u*) -+ xbKtxo (T -+ 00) we find that X*T (n K-x*(T) -+ 0 (T -+ 00). Since also Hx* (n~0, we find that X*T(n[K--')JfTH] x* (n -+ 0 (T -+ 00) .
The latter implies that (K---')JfTH) x* (T) -+ 0 whence K-x* (T)~O. From this it follows that D 2X! (T) + D 3XJ (n -+ 0 so D 2X! (T)~O. Equivalently:
Sincex2(0) is arbitrary, we find thatD 2 e A22T -+ 0 soD 2 (Is -A22r 1 has all its poles in C-. However, cr(A22) c CO so it also has all its poles in Co. It follows that, in fact, (iv) The fact that u* =-R-1 (B T K! +S)x* is unique was already proven in (iii). This completes the proof. I]
Appendix
In this appendix we shall firsf give a proof of lemma 3.2. Next, we shall formulate two lemmas that are used in section 5. 
