This paper presents a new approach to deriving stability conditions for continuous-time linear systems interconnected with a saturation. The method presented here can be extended to handle a deadzone, or, in general, nonlinearities in the form of piecewise linear functions, of which a saturation is a speci c example. By representing the saturation as a constrained optimization problem, the necessary (Kuhn-Tucker) conditions for optimality are used to derive linear and quadratic constraints which characterize the saturation. After selecting a candidate Lyapunov function, we pose the question of whether the Lyapunov function is decreasing along trajectories of the system as an implication between the necessary conditions derived from the saturation optimization, and the time derivative of the Lyapunov function. This leads to stability conditions in terms of Linear Matrix Inequalities (LMIs), which are obtained by an application of the S-procedure to the implication. An example is provided where the proposed technique is compared with previous analysis methods.
Introduction
A standard problem in stability analysis is that of a linear system interconnected with a saturation nonlinearity. The stability properties of such a system have been studied for decades, beginning from the classical absolute stability theory, with the so-called circle criterion (see for instance 6]) and the Popov criterion 10]. A further advancement came when Zames and Falb 13] introduced a powerful condition for stability 13] , exploiting that fact that a saturation is an odd and monotonic nonlinearity. Recently, even more re ned stability analysis methods have been provided in 9, 3] for systems with saturation-like operators, using Integral Quadratic Constraints (IQCs) 8] .
From another point of view, a linear system interconnected with a saturation can be viewed as a special case of a piecewise linear system. Stability analysis of these systems has generally been attacked by partitioning the state space, and constructing piecewise Lyapunov functions. (For an account of such an approach, see the thesis by Johansson 5] .) A computable approach in which stability can be veri ed by linear matrix inequalities involves the construction of piecewise quadratic Lyapunov functions over a partitioned state space (again, see 5] ). This approach also represents a viable method for analyzing systems under saturation.
In this paper a new computationally tractable approach to analyzing the stability of a SISO linear system interconnected with piecewise linear functions is presented. We specialize to the case of a saturation, but the results can easily be extended to general piecewise linear functions. The method is based on a description of the saturation as an optimization problem and can be brie y described as follows. The saturation is described through the necessary conditions that characterize the optimal solution to an optimization problem which is equivalent to the saturation. These are simply a set of linear and quadratic equalities and inequalities in the variables involved in the optimization. After selection of a candidate Lyapunov function, we pose the question of whether the Lyapunov function is decreasing along trajectories of the system as an implication between the necessary conditions derived from the saturation optimization, and the time derivative of the Lyapunov function. This allows us to apply the S-procedure 12] which results in a linear matrix inequality 1] condition, whose feasibility can be e ciently tested.
We show that by using a Lyapunov function that contains variables from the saturation optimization, we implicitly construct a piecewise quadratic Lyapunov function, without explicitly partitioning the state space. In this sense, our results relate to those of the analysis of piecewise linear systems 5], yet our approach is much more indicative of classical absolute stability theory or IQCs. The proposed method actually provides a clear advantage over the Zames-Falb criterion, precisely because the use of a piecewise quadratic Lyapunov function captures the di erence between a saturation and a deadzone, a distinction which the Zames-Falb method fails to achieve. Furthermore, the proposed methodology can easily be extended to analyze the stability of a linear system interconnected with a piecewise linear function.
The paper is organized as follows. Section 2 formulates the problem, while Section 3 derives the main result in a sequence of steps. It begins with a description of a saturation as an optimization and presents the corresponding necessary conditions. This is followed by the choice of a candidate Lyapunov function, which is shown to be equivalent to a Lyapunov function piecewise quadratic in the state. Finally, stability is formulated as an implication and the S-procedure is used to derive LMI conditions. An example is presented in Section 4 where the results are compared with the circle, Popov, and Zames-Falb criterion. Our stability estimate is shown to equal that of the Zames-Falb method, which is the best possible for this example. A nal example clari es how it is possible to characterize saturation and deadzone, showing how the stability conclusions can dramatically change depending on whether the system is interconnected with a saturation or a deadzone.
Problem Formulation
Let IR n denote the space of n-dimensional real vectors and IR n m denote real matrices of size n m. Standard inequality signs ( ; >; <; ) will denote element by element inequalities when applied to vectors and matrices, and ( ; ; ; ) will signify matrix inequalities. x(t) = Ax(t) + Bu(t) (1) y(t) = Cx(t) (2) with x 2 IR n , u 2 IR, and y 2 IR. The relationship between u and y is given by: u(t) = sat(y(t)) (3) where sat( ) is the saturation operator de ned as: sat(y) = y= maxf1; jyjg: (4) The aim of this paper is to provide new convex conditions to analyze the global stability of the interconnection given above.
The Analysis Method
In this section we derive the main result, which is a linear matrix inequality condition for stability of the interconnected system. We begin by representing the saturation as the solution to an optimization, and then characterize that solution through the necessary conditions for optimality. Next, we consider candidate Lyapunov functions which include the state, and even the output of the saturation, u. Finally, after brie y introducing the S-procedure, Lyapunov stability is formulated as an implication involving constraints implied by the necessary conditions for the saturation optimization and the time derivative of the Lyapunov function. The S-procedure is used to convert the implication to the nal result, which is a linear matrix inequality for stability. 
One may easily verify that the input-output characteristics from y to u are exactly those of the saturation operator (4). The optimization problem (5)-(6) can be used to derive an alternate description of a saturation in terms of quadratic and linear constraints. This is achieved by exploiting the necessary (Kuhn-Tucker 7]) conditions for constrained optimality. It is important to notice that in this case the Kuhn-Tucker conditions are also su cient since the optimization problem is convex. For the above quadratic optimization problem, the Kuhn-Tucker conditions are:
u ? y + 1 ? 2 = 0 This set of linear and quadratic equalities and inequalities exactly describes the saturation nonlinearity. It is this description of a saturation that we will exploit in our analysis results. Furthermore, we will derive other constraints implied by the Kuhn-Tucker conditions which, when coupled with a candidate Lyapunov function as described in the following section, will allow us to derive stability LMIs.
Lyapunov Function Candidates
In this subsection several choices of Lyapunov function will be presented. Since a quadratic Lyapunov function in the state may lead to a restrictive stability criterion for a system under saturation, more general Lyapunov functions are expected to provide less conservative stability estimates. We will consider the following two Lyapunov functions:
1. A quadratic Lyapunov function in the state:
P(x) = x T Px (13) where P 0. Remark 3.1 It is possible to consider a Lyapunov function which includes the Lagrange multipliers along with the state x and u. Through numerous examples, we have found that adding the Lagrange multipliers does not provide stronger results than a Lyapunov function in x and u. Hence, in this paper we will not consider Lyapunov functions that include the Lagrange multipliers.
S-procedure
Both the Kuhn-Tucker conditions for the saturation, and our candidate Lyapunov function will be merged into a single LMI through a technique known as the S-procedure. More speci cally, the S-procedure is a method of replacing an implication of the form
by the su cient LMI condition: 0; r 0 is su cient since it implies that r' T 1 ' ' T ' for all '. In more complicated cases, the justi cation is more involved. We refer the reader to 12] or 1] for details.
To apply the S-procedure, we need to formulate our problem as an implication in the form given above. The following section converts the question of stability to an implication by using constraints implied by the Kuhn-Tucker conditions and a candidate Lyapunov function. Finally, the S-procedure is used to reduce the problem to an LMI condition.
Stability as an Implication
Given our description of a saturation through the Kuhn-Tucker conditions (7)- (12), and a candidate Lyapunov function as in (13) or (14), our interconnected system is stable if the following implication is true:
Kuhn-Tucker conditions satis ed ) Lyapunov function decreasing:
This implication simply asks whether the system is Lyapunov stable when y and u are related through the saturation operator, which we can equivalently describe through the Kuhn-Tucker conditions.
The above implication is actually already in a form where the S-procedure could be applied to it, but there are a couple of problems with the above formulation which make that a bad approach. The rst is that if we wish to use P(x; u) as a Lyapunov function, then we need its time derivative, which involves the time derivative of u. At this point, we have no convenient characterization of _ u, and the LMIs obtained from the S-procedure would fail miserably. Secondly, the S-procedure is only a su cient condition, and the exact form of the equalities and inequalities that are used in it can e ect the nal result enormously. This means that, even though the Kuhn-Tucker conditions describe the saturation exactly, they may not be written in the best form for the S-procedure. Fortunately, both of these problems can be remedied.
To obtain a characterization for _ u we simply di erentiate the Kuhn-Tucker (7)- (12) conditions implicitly. (Note that di erentiation of u and 1 , 2 is questionable since there are point (Cx = 1; ?1) where their derivatives do not exist. Nevertheless, it can be shown that the resulting equations are satis ed at all points where they are di erentiable, and is satis ed by the limits from the left and right at points where they are not di erentiable.)
To deal with the conservativeness of the S-procedure, in principle we should simply derive as many constraints as possible from the Kuhn-Tucker conditions. Stated this way, the procedure is clearly not feasible. An approach which works well in practice is to derive constraints up to quadratics in the variable x; u; 1 ; 2 ; _ u; _ 1 ; _ 2 ]. Yet only a few of those constraints are e ective when used in the S-procedure. As in any analysis methodology based upon the S-procedure, a priori it is not clear how e ective a constraint will be in the S-procedure (this is related to the problem of duality gaps in nonlinear programming). In the case of the saturation, among the linear and quadratic constraints, we found that the following are the key constraints in the S-procedure: (For completeness, a derivation of the above constraints is given in the appendix.) Hence, we will actually verify that the implication:
Constraints implied by KT conditions in (17) ) Lyapunov function decreasing:
is true.
Main Result
All that is left is to formulate the implication in (18) more precisely, and apply the S-procedure. The left side of the implication will be the equations in (17), while the right will be a conditions on one of our candidate Lyapunov functions in (13) 
where contains all linear equality constraints in (17), 1 contains all quadratic inequality constraints in (17) and 2 contains all quadratic equality constraints (17). Therefore, (19)-(21) are the mathematical expression of the left-hand side of the implication (18).
It remains now to characterize the right-hand side of (18). Using the Lyapunov function P(x; u) in (14) (the Lyapunov function P(x) follows similarly), the time derivative of P(x; u) being negative can be written as: 
where ; 1 and 2 are given in (19)-(21), and (P ) in (22), then x(t) 0 is a globally exponentially stable xed point of the system (1)-(3).
The appendix contains a proof of this theorem, which involves Lyapunov theory for nonsmooth systems.
In the following section we compare these results with previous results for determining the stability of a linear system interconnected with a saturation.
Example
In this section we test the analysis method on an example taken from 8]. Consider the feedback system with control saturation: _ x(t) = Ax(t) + Bu(t) y(t) = ?KCx(t) Next, since a saturation is a monotone and odd nonlinearity, the Zames-Falb result may be applied 13]. It is much stronger than the circle or Popov criterion and guarantees stability for all positive K.
Finally, we consider application of Theorem 3.1 for two Lyapunov functions. First, when the Lyapunov function is only quadratic in the state, we nd that the system is stable for K < K x 8:12:
In essence, we recover the circle criterion. In fact, the conic sector bound used in the circle criterion can be derived from the Kuhn-Tucker conditions. Next, we allowed the Lyapunov function to be a quadratic function of x and u as in P(x; u) in (14) . In this case we nd that the system is stable for all positive K. Hence, these results are as strong as the strongest of the other results that we tested. A summary of our results are presented in Table 1 
The constraints used in the S-procedure can be derived in a similar manner to those in equation The system (31) is now unstable, since in a neighborhood of the origin _ x = 0, which means that the state x can never asymptotically reach the origin. Applying our method with the constraints (34) captures this unstable behavior, because a piecewise quadratic Lyapunov function is used to actually prove stability. Instead, the Zames-Falb criterion fails to achieve such a characterization, since both (x) = sat(x) and (x) = dzn(x) have the same derivative range _ (x) 2 0; 1] (see 9]).
Conclusion
In this paper we presented new stability conditions for linear systems interconnected with a saturation. These results were obtained by representing the saturation as an optimization problem, and characterizing it through its necessary (Kuhn-Tucker) conditions, and constraints implied by them. The question of stability could then be posed as an implication between linear and quadratic equalities and inequalities, which were converted to a linear matrix inequality through the S-procedure.
These new stability conditions are related to the use of piecewise quadratic Lyapunov functions, but do not require an explicit partitioning of the state space. Instead, the appropriate partition falls out of the necessary conditions from the saturation operator formulated as an optimization. Furthermore, it should be clear that this approach can easily be extended to the analysis of general piecewise linear systems. When tested versus previous results, the conditions in this paper were found to match even the Zames-Falb stability conditions for an example where both the circle and Popov criteria fail to produce strong results. An important feature of the proposed method is its ability to capture the distinction between a deadzone and a saturation. This is achieved because a piecewise quadratic Lyapunov function is used in the stability analysis. Such a di erence cannot be represented by the Zames-Falb criterion within the multiplier analysis context.
A Appendix

A.1 Derivation of Kuhn-Tucker implied constraints
In this appendix, we derive the constraints in (17) from the Kuhn-Tucker conditions (7)- (12) .
First consider the linear equality constraints. The constraint, u ? y + 1 ? 2 = 0 is equation (7) A.2 Proof of Theorem 3.1
To prove the theorem, we must appeal to Lyapunov stability theory for nonsmooth systems. In particular, we consider solutions to the equations: De nition A.1 (Filipov) Assume that the conditions of Theorem 3.1 are satis ed. Then, to prove stability, we must establish that the conditions of Theorem A.2 are satis ed for the Lyapunov function P(x; u). Let Q be IR n . Clearly, the dynamics in (35)-(36) are essentially locally bounded and 0 2 K f](0; t). Now we are left to establish the conditions on the Lyapunov function P(x; u):
1. P(x; u) is regular: Since it is smooth in its arguments, it is clearly regular.
