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Abstract
We study the row-space partition and the pivot partition on the matrix space Fn×m
q
. We
show that both these partitions are reflexive and that the row-space partition is self-dual.
Moreover, using various combinatorial methods, we explicitly compute the Krawtchouk co-
efficients associated with these partitions. This establishes MacWilliams-type identities for
the row-space and pivot enumerators of linear rank-metric codes. We then generalize the
Singleton-like bound for rank-metric codes, and introduce two new concepts of code extremal-
ity. Both of them generalize the notion of MRD codes and are preserved by trace-duality.
Moreover, codes that are extremal according to either notion satisfy strong rigidity properties
analogous to those of MRD codes. As an application of our results to combinatorics, we give
closed formulas for the q-rook polynomials associated with Ferrers diagram boards. Moreover,
we exploit connections between matrices over finite fields and rook placements to prove that
the number of matrices of rank r over Fq supported on a Ferrers diagram is a polynomial in q,
whose degree is strictly increasing in r. Finally, we investigate the natural analogues of the
MacWilliams Extension Theorem for the rank, the row-space, and the pivot partitions.
Introduction
This paper investigates the mathematical structure of rank-metric codes, with a particular focus
on partition enumerators and their connection with the theory of q-rook polynomials. A rank-
metric code is an Fq-linear space of matrices endowed with the rank distance. The latter measures
the distance between two matrices as the rank of their difference. Rank-metric codes were first
studied by Delsarte [5] for combinatorial interest via association schemes, and were independently
re-discovered by Gabidulin [7], Roth [30], and Cooperstein [4] in different contexts.
In 2008, rank-metric codes were proposed as a solution to the problem of error amplification in
communication networks by Silva/Ko¨tter/Kschischang [33]. Since then, the mathematical theory
of rank-metric codes has seen a resurgence of interest. In particular, Fq-linear spaces of matrices
have been studied in connection with various topics in enumerative and algebraic combinatorics;
see [10,13,20,22,28,31,32] among many others. This paper belongs to the latter line of research.
∗The author was partially supported by grant # 422479 from the Simons Foundation.
†The author was supported by the Swiss National Science Foundation through grant # P2NEP2 168527 and
by the Marie Curie Research Grants Scheme, grant # 740880.
The best known class of rank-metric codes are the maximum rank distance (MRD) codes.
Fixing the desired matrix size, field size, and minimum rank distance, they have the largest
cardinality meeting these parameters, see (4.2) and the paragraph thereafter. MRD codes have
remarkable rigidity properties: (a) the dual of an MRD code, with respect to a natural bilinear
form, is an MRD code again; (b) the rank distribution of an MRD code (i.e., the number of
matrices of each rank) is fully determined by the parameters of the code and therefore does not
depend on the particular choice of the code. This shows the analogy between MRD codes in
the rank metric and MDS codes in the classical Hamming metric, which enjoy similar properties;
see [18] for a general reference on Hamming-metric codes.
The rank distribution is a special instance of a partition distribution. Partitioning the entire
matrix space, say Fn×mq , into subsets according to some property (such as the rank) gives rise
to the partition enumerator of a code, which simply encodes the number of codewords in any
partition block. In this paper, we study of the row-space partition Prs and the pivot partition Ppiv
on Fn×mq , and the connections between these and topics in q-rook theory.
In Prs, matrices in Fn×mq are in the same partition block if they have the same row space,
while in Ppiv they are grouped according to their pivot indices after row reduction. Thus Prs is
finer than Ppiv, which is finer than the rank partition, Prk. Continuing the analogy from above,
where the rank distribution is the analogue of the Hamming weight distribution, the row-space
distribution may be considered the analogue of the support distribution (counting the number of
codewords with a given support set). The terminology “support” is consistent with [28].
In this paper, we show that that the row-space partition and the pivot partition are both
reflexive, and that the row-space partition is also self-dual. We then compute the Krawtchouk
coefficients of the row-space partition using a combinatorial approach based on Mo¨bius inversion.
This leads to an explicit MacWilliams identity for the row-space enumerator. We further introduce
U -extremal codes (which generalize MRD codes) and show that they satisfy natural rigidity
properties: (a) U -extremality is preserved by trace-duality; (b) for codes that are U -extremal for
all U of a fixed dimension and below a fixed subspace, say T , the partial row-space distribution
below T only depends on the specified parameters, but not on the code or T itself (Theorem 4.9).
In the second part of the paper we study the dual of the pivot partition, showing that it can be
naturally identified with the reverse pivot partition Prpiv, where matrices are grouped according to
their pivot indices after row reduction from the right. We then express the Krawtchouk coefficients
of the partition pair (Ppiv,Prpiv) in terms of the rank distribution of matrices supported on Ferrers
diagrams (see Section 5 for the precise definition of Ferrers diagram), establishing a MacWilliams
identity in this context. We also provide both a recursive and an explicit formula for such rank
distributions. Then we define pivot-extremal codes and show that they satisfy rigidity properties
analogous to those for U -extremal codes.
Following work by Garsia/Remmel [9] and Haglund [15], in the third part of the paper we
investigate connections between the rank distribution of matrices supported on Ferrers diagrams
and q-rook polynomials. The latter can be regarded as the q-analogues of classical rook polyno-
mials associated with a board; see [29, Sections 7 and 8] for a general reference. More precisely,
as an application of our results, we give explicit expressions for the q-rook polynomials associated
with a Ferrers board, and show that the number of matrices over Fq with rank r and supported
on a Ferrers diagram is a polynomial in q whose degree strictly increases with r.
In the last part of the paper we characterize the linear maps on Fn×mq that preserve the rank,
the row-space, or the pivot partition. We then give examples to show that in neither situation a
MacWilliams Extension Theorem holds.
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Outline. The paper is organized as follows. In Section 1 we recall the main definitions and
results on partitions of finite abelian groups, Krawtchouk coefficients, rank-metric codes and
MacWilliams identities. In Section 2 we introduce and establish the first properties of the row-
space partition, the pivot partition and the reverse-pivot partition on the matrix space Fn×mq . We
devote Section 3 to the computation of the Krawtchouk coefficients of the row-space partition.
In Section 4 we define U -extremal codes and establish their rigidity properties. We compute
the Krawtchouk coefficients of the pivot partition in Section 5, expressing them in terms of
the rank distribution of matrices having a Ferrers diagram shape. Pivot-extremal codes are
studied in Section 6. In Section 7 we give both a recursive and an explicit formula for the
rank distribution of matrices supported on a Ferrers diagram. As a corollary, we show that the
distribution is a polynomial in q. We then use these results to give a closed formula for the
q-rook polynomials associated with Ferrers diagrams. In Section 8 we study, for each of the three
partitions, the partition-preserving linear maps, and show that they do not satisfy the analogue
of the MacWilliams Extension Theorem.
1 Partitions and MacWilliams Identities
In this section we introduce partitions on matrix spaces and their character-theoretic dual. We
also define the Krawtchouk coefficients, which then determine the MacWilliams identities.
Throughout this paper, q denotes a prime power and F = Fq is the finite field with q elements.
We denote by Fn×m the space of n ×m matrices over F and assume for the rest of the paper1
that
m ≤ n.
Let N = {1, 2, 3, . . .} and N0 = {0, 1, 2, ...}. For i ≥ 1, we let [i] := {1, ..., i}.
Recall that the trace product of matrices M,N ∈ Fn×m is
〈A,B〉 := Tr(AB⊤), (1.1)
where Tr denotes the matrix trace. Identifying Fn×m with Fnm via row concatenation, the trace
product becomes the classical inner product of Fnm. Thus (A,B) 7−→ 〈A,B〉 defines a symmetric
and non-degenerate bilinear form on Fn×m.
Definition 1.1. Let (G,+) be a group. The character group of G is the set of all group
homomorphisms G −→ C∗ endowed with point-wise multiplication. It is denoted by Ĝ.
It is well known (see for instance [19] for background on character theory) that if G is a finite
abelian group, then G and Ĝ are isomorphic (though not canonically so). This is not the case
for more general classes of groups. Note also that if G is finite, then |χ(g)| = 1 for all g ∈ G and
χ ∈ Ĝ. The character χ given by χ(g) = 1 for all g ∈ G is called the trivial character. For an
F-vector space V we simply write V̂ for the character group of (V,+). Note that in this case V̂
carries a natural F-vector space structure via
(cχ)(v) := χ(cv) for all c ∈ F, χ ∈ V̂ , v ∈ V. (1.2)
Let χ : F −→ C∗ be a non-trivial character of (F,+). The trace-product on Fn×m induces via
χ an isomorphism of F-vector spaces
Fn×m −→ F̂n×m, B 7−→
{
Fn×m −→ C∗
A 7−→ χ(〈A,B〉).
1In fact, the assumption is not needed for Sections 5, 7, and 8.
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This isomorphism allows us to identify Fn×m with its character group via the chosen character.
This identification is taken into account in the following definition.
Definition 1.2. Let P = (Pi)i∈I be a partition of F
n×m, and let χ be a non-trivial character
of F. The dual of P with respect to χ is the partition P̂ of Fn×m defined via the equivalence
relation
B∼
P̂
B′ ⇐⇒
∑
A∈Pi
χ(〈A,B〉) =
∑
A∈Pi
χ(〈A,B′〉) for all i ∈ I. (1.3)
We say that P is reflexive if P = P̂ and self-dual if P = P̂ . Note that self-duality implies
reflexivity.
One should be aware of the fact that the dual partition may depend on the choice of the non-
trivial character χ; see for example [11, Ex. 2.2]. Therein, it is shown that even self-duality of a
partition depends in general on the choice of the character. Reflexivity, however, is independent
of this choice. This is a consequence of [1, Prop. 4.4].
For the partitions studied in this paper, the dual partitions do not depend on the choice of
the character. In fact, (as we will see) they belong to the following special class.
Definition 1.3. A partition P = (Pi)i∈I of F
n×m is called invariant if uPi = Pi for all u ∈ F
∗
and i ∈ I, that is, all blocks of the partition are invariant under multiplication by non-zero
scalars.
Remark 1.4. Suppose P = (Pi)i∈I is an invariant partition of F
n×m.
1. The dual partition P̂ does not depend on the choice of the non-trivial character χ. This
follows from the fact that every other non-trivial character of F is of the form uχ for some
u ∈ F∗; see (1.2) for uχ. Hence∑
A∈Pi
(uχ)(〈A,B〉) =
∑
A∈Pi
χ(u〈A,B〉) =
∑
A∈Pi
χ(〈uA,B〉) =
∑
A∈Pi
χ(〈A,B〉), (1.4)
from which the statement follows.
2. The partition P̂ is invariant as well.
Now we are ready to introduce some fundamental parameters of invariant partitions.
Definition 1.5. Fix a non-trivial character χ of F. Let P = (Pi)i∈I be an invariant partition of
Fn×m and let P̂ = (Qj)j∈J be its dual partition. For all (i, j) ∈ I × J , the complex number
K(P; i, j) :=
∑
A∈Pi
χ(〈A,B〉), where B ∈ Qj, (1.5)
is called the Krawtchouk coefficient of P with index (i, j). Note that, thanks to (1.4), the
Krawtchouk coefficients do not depend on the choice of χ.
We now introduce the main objects studied in this paper.
Definition 1.6. A (matrix) code is a linear subspace C ≤ Fn×m. The dual of C is the matrix
code
C⊥ := {B ∈ Fn×m | 〈A,B〉 = 0 for all A ∈ C}.
Observe that dim(C⊥) = mn− dim(C), and that C⊥⊥ = C.
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Definition 1.7. Given a partition P = (Pi)i∈I of F
n×m and a code C ≤ Fn×m, we define
P(C, i) := |C ∩ Pi|, i ∈ I.
We call the collection (P(C, i))i∈I the P-distribution of C.
Now we can formulate a general version of the MacWilliams identities. Such identities have
been established various times for different settings: for general subgroups of finite abelian groups
in [3, Thm. 4.72, Prop. 5.42] and [12, Thm. 2.7], for discrete subgroups of locally compact abelian
groups in [6, p. 94], for codes over Frobenius rings in [16, Thm. 21] and [2, Thm. 2.11], and for
codes supported on lattices in [28, Thm. 29].
Theorem 1.8 (MacWilliams Identities, see [12, Thm. 2.7]). Let Q = (Qj)j∈J be an invariant
partition of Fn×m and let Q̂ =: P = (Pi)i∈I . For all codes C ≤ F
n×m and all j ∈ J we have
Q(C⊥, j) =
1
|C|
∑
i∈I
K(Q; j, i) P(C, i).
Note that in the above formulation Q is the primal partition and P its dual. The result tells
us that the Q-distribution of C⊥ is fully determined by the P-distribution of C. The converse is
not true in general. However, if Q is reflexive, thus Q = P̂ , then the two distributions mutually
determine each other.
The MacWilliams identities give rise to the task to determine the Krawtchouk coefficients
explicitly. We will do so for various invariant partitions of Fn×m, which we introduce in the next
section.
2 The Row-Space Partition and the Pivot Partition
In this section we introduce the partitions mentioned in the title along with their character-
theoretic duals. Before doing so, we briefly discuss the rank partition. Recall that m ≤ n.
Definition 2.1. For 0 ≤ i ≤ m set P rki := {A ∈ F
n×m | rk(A) = i}. Then Prk := (P rkr )0≤r≤m is
a partition of Fn×m of size m+ 1, called the rank partition of Fn×m.
This partition, which is clearly invariant, has been well studied in the past. Self-duality
is well-known but will also follow from our more general considerations later; see Corollary 2.6.
MacWilliams identities for additive codes endowed with the rank partition were first discovered by
Delsarte [5, Thm. 3.3] along with explicit expressions for the Krawtchouk coefficients [5, Thm. A2];
see also [28, Ex. 39] for a proof using lattice theory. They are given by
K(Prk; r, s) =
m∑
i=0
(−1)r−iqni+(
r−i
2 )
[
m− i
m− r
][
m− s
i
]
for all 0 ≤ r, s ≤ m. (2.1)
Here
[
a
b
]
denotes the q-binomial coefficient. It is the number of b-dimensional subspaces of Faq .
We now turn to the partitions that will be the main subject of our investigation later on. Let L
be the set of all subspaces of Fm. We have L =
⋃m
l=0 Gq(m, l), where Gq(m, l) is the Grassmannian
of l-dimensional subspaces of Fm. Then L is a lattice with respect to inclusion.
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Definition 2.2. For a matrix A ∈ Fn×m we define rs(A) := {uA | u ∈ Fn} to be the row space
of A. For U ∈ L set P rsU := {A ∈ F
n×m | rs(A) = U}. Then Prs := (P rsU )U∈L is a partition of
Fn×m, called the row-space partition of Fn×m.
Definition 2.3. Define Π = {(j1, . . . , jr) | 1 ≤ r ≤ m, 1 ≤ j1 < . . . < jr ≤ m} ∪ {( )}, where ( )
denotes the empty list. For a list λ ∈ Π we define |λ| ∈ {0, . . . ,m} as its length. For a matrix
A ∈ Fn×m we denote by RREF(A) the reduced row echelon form of A, and define
piv(A) := (j1, . . . , jr) ∈ Π, where 1 ≤ j1 < . . . < jr ≤ m are the pivot indices of RREF(A).
Then piv(0) := () and |piv(A)| = rk(A) for all A ∈ Fn×m. Matrices A,B ∈ Fn×m are called pivot-
equivalent if piv(A) = piv(B). This defines an equivalence relation on Fn×m. The equivalence
classes form the pivot partition of Fn×m, denoted by Ppiv.
Obviously, Π is in bijection to the set of all subsets of [m]. For us it will be helpful to record
pivots as ordered lists, as introduced above. We will use set-theoretical operations in the obvious
way for pivot lists.
The three partitions defined above (Prk, Prs, and Ppiv) arise as the collection of orbits with
respect to suitable group actions on Fn×m. Indeed, consider the general linear groups of order n
and m as well as the group Um(F) = {S ∈ GLm(F) | S is upper triangular}. Define the actions
ρ1 : GLn(F)× F
n×m −→ Fn×m, (S,A) 7−→ SA,
ρ2 : (GLn(F)× Um(F))× F
n×m −→ Fn×m, (S,U,A) 7−→ SAU−1,
ρ3 : (GLn(F)×GLm(F))× F
n×m −→ Fn×m, (S, T,A) 7−→ SAT−1.
 (2.2)
Denote by Oi the partition of F
n×m consisting of the orbits of ρi. We summarize some important
properties of these partitions.
Proposition 2.4. 1. Prs ≤ Ppiv ≤ Prk, that is, the row-space partition is finer than the pivot
partition, which is finer than the rank partition.
2. |Prk| = m+ 1, |Prs| = |L| =
∑m
l=0
[
m
l
]
, and |Ppiv| = |Π| =
∑m
r=0
(
m
r
)
= 2m.
3. Prs = O1, P
piv = O2, and P
rk = O3.
4. Prk, Prs and Ppiv are invariant partitions.
Proof. Property (1) is clear and (4) is immediate from (3). Property (2) follows from the fact
that for every possible rank r ∈ {0, . . . ,m} we have
(
m
r
)
possibilities for the pivot indices of a
matrix in Fn×m with rank r. The other two statements are clear.
Let us show (3). The identities concerning Prs and Prk are basic Linear Algebra. It remains
to show Ppiv = O2. Consider a matrix A ∈ F
n×m and denote its columns by A1, . . . , Am. Then
for any j ∈ [m] we have
j ∈ piv(A)⇐⇒ Aj is not in the span of the columns A1, . . . , Aj−1. (2.3)
Let now B = SAU−1 for some S ∈ GLn(F) and U ∈ Um(F). Then (2.3) immediately implies
that j ∈ piv(A) ⇐⇒ j ∈ piv(B) for any j ∈ [m]. This proves O2 ≤ P
piv. For the converse
let A,B ∈ Fn×m such that piv(A) = piv(B) := (j1, . . . , jr). Let Aˆ, Bˆ be the RREF’s of A,B,
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respectively. Then Aˆ = XA and Bˆ = Y B for some X,Y ∈ GLn(F). Denote by e1, . . . , en the
standard basis (column) vectors of Fn. Define the matrix M = (M1, . . . ,Mm) ∈ F
n×m via
Mi =
{
eℓ, if i = jℓ for some ℓ ∈ {1, . . . , r},
0, otherwise
In other words, M is obtained from Aˆ (hence Bˆ) by keeping the pivot columns and erasing the
others. Now (2.3) implies
Aˆ =MV, Bˆ =MW for some V,W ∈ Um(F).
Hence B = Y −1XAV −1W , and since V −1W is in Um(F) we conclude that the matrices A,B are
in the same orbit of O2.
We now turn to the duals of these partition. The following more general result will be helpful.
It is a special case of [1, Prop. 4.6], where partitions induced by group actions are considered
for arbitrary finite Frobenius rings instead of finite fields. For the sake of self-containment we
provide a short proof.
Proposition 2.5. Let S ≤ GLn(F) and T ≤ GLm(F) be subgroups and define their transposes
as S ′ = {S⊤ | S ∈ S} and T ′ = {T⊤ | T ∈ T }. Consider the group actions
ρ : S × T × Fn×m −→ Fn×m, (S, T,A) 7−→ SAT−1,
ρ′ : S ′ × T ′ × Fn×m −→ Fn×m, (S, T,A) 7−→ SAT−1.
Let O and O′ be the orbit partitions of ρ and ρ′, respectively. Then Ô = O′ and Ô′ = O. Thus,
the partitions are reflexive and |O| = |O′|.
Proof. We show that O′ ≤ Ô. Let B,B′ ∈ Fn×m be in the same orbit of O′, hence B′ = SBT for
some S ∈ S ′ and T ∈ T ′. For any orbit O of O we have S⊤OT⊤ = O and therefore∑
A∈O
χ(〈A,B′〉) =
∑
A∈O
χ(〈A,SBT 〉) =
∑
A∈O
χ(tr(AT⊤B⊤S⊤)) =
∑
A∈O
χ(tr(S⊤AT⊤B⊤))
=
∑
A∈O
χ(tr(AB⊤)) =
∑
A∈O
χ(〈A,B〉).
Hence O′ ≤ Ô. By symmetry we also have O ≤ Ô′ and thus O ≤ Ô. Since by [12, Thm. 2.4]
the converse is true for any partition, we conclude O = Ô. Furthermore, any partition P satisfies
|P| ≤ |P̂|, see again [12, Thm. 2.4], and thus we obtain |O′| ≤ |Ô′| ≤ |O| ≤ |Ô|, where the middle
step follows from O ≤ Ô′. Now the relation O′ ≤ Ô implies O′ = Ô. The rest follows from
symmetry.
The following is now immediate with Proposition 2.4(3).
Corollary 2.6. Prk = P̂rk and Prs = P̂rs, that is, the rank partition and the row-space partition
are self-dual.
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In order to describe the dual of the pivot partition we need the reverse pivot indices. They
are defined by performing Gaussian elimination on a matrix from right to left. This is most
conveniently defined using the matrix
Z =

1
1
. .
.
1
 ∈ GLm(F). (2.4)
Obviously, right multiplication of a matrix A by Z reverses the order of the columns of A.
Definition 2.7. Let A ∈ Fn×m be a matrix and set Aˆ := AZ. Let = piv(Aˆ) = (j1, . . . , jr) ∈ Π.
Then we define the reverse pivot indices of A as
rpiv(A) = (m+ 1− jr, . . . ,m+ 1− j1).
We call RREF(Aˆ)Z the reverse reduced row echelon form of A. Its pivot indices are rpiv(A).
Matrices A,B ∈ Fn×m are called reverse-pivot-equivalent if rpiv(A) = rpiv(B). The resulting
equivalence classes form the reverse-pivot partition of Fn×m, denoted by Prpiv.
Note that rpiv(A) ∈ Π, which means that the indices are ordered increasingly. They satisfy
the reverse analogue of (2.3), i.e., for all j ∈ [m]
j ∈ rpiv(A)⇐⇒ Aj is not in the span of Aj+1, . . . , Am. (2.5)
In analogy to Proposition 2.4(3), Prpiv is the orbit partition of the group action ρ2 if we
replace Um(F) by the group of lower triangular invertible matrices. Proposition 2.5 provides us
with the following simple fact.
Corollary 2.8. We have P̂piv = Prpiv and P̂rpiv = Ppiv. In particular, the partitions Ppiv and
Prpiv are reflexive, but not self-dual.
The above tells us that the pivot indices and the reverse pivot indices encode partitions that
are mutually dual with respect to the trace inner product 〈 · , · 〉 on Fn×m as in (1.1). In the
remainder of this section we show how these indices reflect duality of subspaces in Fm with
respect to the standard inner product on Fm. For V ∈ L denote by V ⊥ its orthogonal with
respect to the standard inner product. Furthermore, thanks to the uniqueness of the reduced
row echelon form we may extend both the pivot partition and the reverse pivot partition to the
lattice L of all subspaces of Fm: define piv(V ) = piv(A), where A ∈ Fr×m is any matrix of full
rank with row space V , and define rpiv(V ) similarly. We need the following notion.
Definition 2.9. Let λ = (λ1, . . . , λr) ∈ Π. We denote by λ̂ ∈ Π the dual pivot list of λ, that
is, λ̂ = (λˆ1, . . . , λˆm−r) ∈ Π such that {λ1, . . . , λr, λˆ1, . . . , λˆm−r} = [m].
Now we can show that for any subspace V ∈ L the list of reverse pivot indices of the dual
subspace V ⊥ is the dual of the list of pivot indices of V . We will need this result later in Section 6.
Even though this is an entirely basic result from Linear Algebra, we were not able to find it in
the literature and thus provide a proof.
Proposition 2.10. Let V ∈ L and piv(V ) = λ. Then rpiv(V ⊥) = λ̂.
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Let us first comment on this result. Note that piv(V ) may be regarded as an information set
(of minimal cardinality) of the code V in the classical sense (see [18, p. 4]). More precisely, it
is the lexicographically first one among all information sets of V . On the other hand, rpiv(V )
is the first information set of V with respect to the reverse lexicographic order (that is, starting
from the right). Hence the above result tells us that the complement of the lexicographically first
information set of V is the reverse lexicographically first information set of V ⊥. In this sense,
Proposition 2.10 may be regarded as a refinement of [18, Thm. 1.6.2].
Proof. Throughout this proof, for any matrix M ∈ Fs×m we denote by Mt the t
th column of M .
Furthermore, we let e1, . . . , em denote the standard basis vectors in F
m and also use e1, . . . , em−r
as the standard basis vectors in Fm−r. Let λ = (λ1, . . . , λr) and λ̂ = (λˆ1, . . . , λˆm−r).
Let dim(V ) = r and let A = (Aij) ∈ F
r×m be in RREF (reduced row echelon form) and such
that rs(A) = V . Define the permutation matrix P = (eλ1 , . . . , eλr , eλˆ1 , . . . , eλˆm−r ) ∈ GLm(F).
Then
AP = (Ir | B), where B = (Bα,β) = (Aα,λˆβ ) ∈ F
r×(m−r) satisfies Bα,β = 0 whenever λˆβ < λα.
(2.6)
In other words, the pivot columns have been sorted to the front and the remaining columns
appear in their original order in the matrix B. It follows that
V ⊥ = rs(M), where M = ((−B)⊤ | Im−r)P
−1
We show now thatM is in reverse reduced row-echelon form with rpiv(M) = λ̂ (see Definition 2.7).
Condition (2.6) implies for the columns of C := (−B)⊤ ∈ F(m−r)×r
Cα ∈ span{eβ | λˆβ > λα}. (2.7)
Hence the columns Mt are given by
Mt =
{
Cα, if t = λα for some α = 1, . . . , r
eβ, if t = λˆβ for some β = 1, . . . ,m− r.
Thus (2.7) reads as Mλα ∈ span{Mλˆβ | λˆβ > λα}, and this means that λα is not a reverse pivot
index of M ; see (2.5). As this is true for all α ∈ {1, . . . , r} and M has rank m− r, we arrive at
rpiv(V ⊥) = rpiv(M) = (λˆ1, . . . , λˆm−r) = λ̂.
3 The Krawtchouk Coefficients of the Row-Space Partition
In this section we explicitly determine the Krawtchouk coefficients of the row-space partition.
Recall that L denotes the lattice of all subspaces of Fm and that m ≤ n.
Definition 3.1. Let C ≤ Fn×m be a code. For U ∈ L define C(U) = {A ∈ C | rs(A) ≤ U}. Then
C(U) is a code as well (i.e., it is a linear subspace of C).
Note that we consider two kinds of dual spaces: the dual C⊥ of a matrix code C ≤ Fn×m
with respect to the trace product (see Definition 1.6) and the dual U⊥ of a subspace U ∈ L
with respect to the standard inner product on Fm. These two kinds of dual spaces are related as
follows.
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Lemma 3.2 ([27, Lem. 28]). Let U ∈ L with dimU = u. Then
∣∣C(U)∣∣ = |C|
qn(m−u)
∣∣C⊥(U⊥)∣∣.
Now we obtain the following explicit formulas for the Krawtchouk coefficients of Prs.
Theorem 3.3. For all U, V ∈ L we have
K(Prs;U, V ) =
m∑
t=0
(−1)dim(U)−t qnt+(
dim(U)−t
2 )
[
dim(U ∩ V ⊥)
t
]
.
Proof. Fix a subspace V ∈ L and let M ∈ Fn×m be any matrix with rs(M) = V . Fix any
non-trivial character χ of F. Let f, g : L −→ C be the functions defined, for all U ∈ L, by
f(U) :=
∑
N∈Fn×m
rs(N)=U
χ(Tr(MN⊤)), g(U) :=
∑
U ′≤U
f(U ′).
Therefore f(U) = K(Prs;U, V ) for all U ∈ L; see Definition 1.5. By Definition 3.1 we have
Fn×m(U) = {N ∈ Fn×m | rs(N) ≤ U}. It follows that Fn×m(U)⊥ = Fn×m(U⊥) by [27, Lem. 27]
and that |Fn×m(U)| = qndim(U) by Lemma 3.2. Thus for all U ∈ L we have
g(U) =
∑
N∈Fn×m
rs(N)≤U
χ(Tr(MN⊤)) =
∑
N∈Fn×m(U)
χ(Tr(MN⊤)) =
{
qndim(U) if M ∈ Fn×m(U⊥),
0 otherwise,
where the last equality follows from the orthogonality relations of characters. Denote by µL the
Mo¨bius function of the lattice L. From [35, Ex. 3.10.2] we know
µ(W,V ) =
{
(−1)v−wq(
v−w
2 ) if W ≤ V,
0 otherwise,
(3.1)
where dimW = w and dimV = v. Using that M ∈ Fn×m(U ′⊥) iff U ′ ≤ V ⊥, we thus obtain from
Mo¨bius inversion
f(U) =
∑
U ′≤U
g(U ′) µL(U
′, U) =
∑
U ′≤U∩V ⊥
qndim(U
′)(−1)u−dimU
′
q(
u−dimU′
2 )
for all subspaces U ∈ L with dim(U) = u. As a consequence,
f(U) =
m∑
t=0
∑
U ′≤U∩V ⊥
dim(U ′)=t
qnt(−1)u−tq(
u−t
2 ) =
m∑
t=0
(−1)u−tqnt+(
u−t
2 )
[
dim(U ∩ V ⊥)
t
]
.
This gives the desired formula.
Combining Theorem 1.8 with Theorem 3.3 one immediately obtains MacWilliams-type iden-
tities for the row-space partition.
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Corollary 3.4. Let C ≤ Fn×m be a code. Then for all V ∈ L we have
Prs(C⊥, V ) =
1
|C|
∑
U∈L
Prs(C, U)
m∑
t=0
(−1)dim(V )−t qnt+(
dim(V )−t
2 )
[
dim(V ∩ U⊥)
t
]
.
In the remainder of this section we provide different relations between the row-space partition
distribution of a code C and that of C⊥.
Proposition 3.5. Let C ≤ Fn×m be a matrix code. Then for all U ∈ L we have∑
V≤U
Prs(C, V ) =
|C|
qndimU⊥
∑
W≤U⊥
Prs(C⊥,W ).
Proof. Using Lemma 3.2 we obtain∑
V≤U
Prs(C, V ) = |C(U)| =
|C|
qndimU⊥
|C⊥(U⊥)| =
|C|
qndimU⊥
∑
W≤U⊥
Prs(C⊥,W ).
The last proposition gives N linear relations, where N = |L|. They may be written as a linear
system as follows. Define the row vectors
Prs(C) =
(
Prs(C, V )
)
V ∈L
, Prs(C⊥) =
(
Prs(C⊥, V )
)
V ∈L
∈ CN ,
which describe the partition distribution of the codes C and C⊥, respectively; see Definition 1.7.
Then Proposition 3.5 reads as
Prs(C) ·A = |C| · Prs(C⊥) · B ·D,
where A,B,D ∈ CN×N are defined as
A(V,U) :=
{
1 if V ≤ U
0 otherwise
, B(V,U) := A(V,U⊥), D := diag
(
1/qn dim(U
⊥)
)
U∈L
.
The matrix A may be regarded as the ζ-function of the subspace lattice L. Thus its inverse is the
Mo¨bius function, which shows that A is invertible. The same is true for the matrix B. Therefore
we have
Prs(C⊥) =
1
|C|
· Prs(C) ·M, where M := A · diag
(
qndim(U
⊥)
)
U∈L
·B−1. (3.2)
This provides us with a different method to compute the enumerators Prs(C⊥, U) from the enu-
merators Prs(C, V ) for V ∈ L. The entries of the matrix M ∈ CN×N are the Krawtchouk
coefficients of the row-space partition Prs. This follows, for instance, from [12, Thm. 2.7].
We close this section by presenting the binomial moments of the row-space distribution.
They consist of m+ 1 identities and form the analogue to those for the Hamming weight in Fn
(see [18, (M2) on p. 257]) and for the rank weight (see [8, Prop. 4] for Fqm-linear rank-metric
codes and [27, Thm. 31] for Fq-linear rank-metric codes).
Proposition 3.6. Let C ≤ Fn×m be a matrix code. Then for all integers 0 ≤ ν ≤ m we have∑
V ∈L
[
m− dimV
ν
]
Prs(C, V ) =
|C|
qnν
∑
W∈L
[
m− dimW
m− ν
]
Prs(C⊥,W ).
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Proof. By [14, Eq. (8)], for all C ≤ Fn×m and all 0 ≤ ν ≤ m we have
∑
U∈L
dimU=m−ν
|C(U)| =
m−ν∑
i=0
[
m− i
ν
]
Prk(C, i).
Therefore∑
V ∈L
[
m− dimV
ν
]
Prs(C, V ) =
m∑
i=0
[
m− i
ν
] ∑
V ∈L
dim(V )=i
Prs(C, V ) =
m∑
i=0
[
m− i
ν
]
Prk(C, i)
=
∑
U∈L
dimU=m−ν
|C(U)|.
Similarly, ∑
W∈L
[
m− dimW
m− ν
]
Prs(C⊥,W ) =
∑
U∈L
dimU=ν
|C⊥(U)|.
Using Lemma 3.2 we obtain∑
V ∈L
[
m− dimV
ν
]
Prs(C, V ) =
|C|
qnν
∑
U∈L
dimU=m−ν
|C⊥(U⊥)|
=
|C|
qnν
∑
U∈L
dimU=ν
|C⊥(U)|
=
|C|
qnν
∑
W∈L
[
m− dimW
m− ν
]
Prs(C⊥,W ),
for all 0 ≤ ν ≤ m, which is the desired equation.
4 U-Extremal Codes
In this section we generalize the notion of MRD codes to matrix codes with respect to the row-
space partition. Let us first recall the following facts. As before, we assume that m ≤ n.
Recall that (Fn×m, ρ), where ρ(A,B) = rk(A − B), is a metric space. A subspace C of this
metric space is called a rank-metric code. Its (minimum rank) distance is defined as
drk(C) := min{rk(A−B) | A,B ∈ C, A 6= B} = min{rk(M) |M ∈ C \ {0}}. (4.1)
The Singleton-like bound for rank-metric codes [5, Thm. 5.4] tells us that if C ≤ Fn×m is a
non-zero code of distance d, then
|C| ≤ qn(m−d+1). (4.2)
A code C ≤ Fn×m is an MRD code if C = {0} or if C 6= {0} and |C| = qn(m−d+1), where
d = drk(C). In other words, MRD codes are extremal with respect to the Singleton-like bound.
MRD codes enjoy various properties. We briefly list these properties and then generalize the
concept to matrix codes with respect to the row-space partition.
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Remark 4.1. Let C ≤ Fn×m an MRD code. The following hold.
1. The dual code C⊥ is MRD as well. Moreover, if C 6= {0} has minimum distance d, then C⊥
has minimum distance m− d+ 2; see [5, Thm. 5.5] or also [27, Cor. 41].
2. The rank distribution of C only depends only on the parameters q, n,m, d of the code;
see [5, Thm. 5.6] or [27, Cor. 44].
MRD codes are even more rigid than stated in (2) above: even their row-space distribution
depends only on their parameters, as the following result shows. This fact also follows from the
proof of [14, Thm. 8]. Recall the notation L for the lattice of subspaces in Fm as well as the
notation for partition distributions in Definition 1.7.
Theorem 4.2. Let C ≤ Fn×m be a non-zero MRD code of minimum distance d, and let V ∈ L
with dim(V ) = v. Then
Prs(C, V ) =
d−1∑
i=0
[
v
i
]
(−1)v−iq(
v−i
2 ) +
v∑
i=d
[
v
i
]
qn(i−d+1)(−1)v−iq(
v−i
2 ).
In particular, the row-space distribution of C depends only on the parameters q, n,m, d.
One may note that the above expression actually does not explicitly depend on m. This
parameter only enters via the lattice L.
Proof. Fix V ∈ L with dim(V ) = v. It follows from [28, Lem. 48] (see also [14, Lem. 25]) that
|C(V )| =
{
1 if 0 ≤ v ≤ d− 1,
qn(v−d+1) if v ≥ d.
(4.3)
Define functions f, g : L −→ R by
f(V ) = Prs(C, V ) and g(V ) =
∑
U≤V
f(U)
for all V ∈ L. Then g(V ) = |C(V )| by definition. Using Mo¨bius inversion in the lattice L and (3.1)
we compute
f(V ) =
∑
U≤V
g(U)µL(U, V )
=
∑
U≤V
dim(U)≤d−1
(−1)v−dim(U)q(
v−dim(U)
2 ) +
∑
U≤V
dim(U)≥d
qn(dim(U)−d+1)(−1)v−dim(U)q(
v−dim(U)
2 ).
The desired identity follows from the fact that V contains
[
v
i
]
subspaces of dimension i.
Note that using the q-binomial theorem [35, p. 74] one easily confirms that Prs(C, V ) = 0
whenever dim(V ) ∈ {1, . . . , d− 1}.
We now propose a generalization of the Singleton-type bound for matrix codes. This will lead
to a refined notion of extremality.
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Proposition 4.3. Let C ≤ Fn×m and U ∈ L with u := dim(U). Assume C(U) = {0}. Then we
have |C| ≤ qn(m−u).
Proof. From [27, Lem. 26] we know that dim(Fn×m(U)) = nu. Therefore 0 = dim(C(U)) =
dim(C ∩ Fn×m(U)) ≥ dim(C) + nu− nm, which results in the stated bound.
The following generalization of MRD codes is natural from the previous result. We will see
that these codes satisfy similar rigidity properties as listed for MRD codes in Remark 4.1.
Definition 4.4. Let C ≤ Fn×m and U ∈ L with u := dim(U). We say that C is U-extremal if
C(U) = {0} and |C| = qn(m−u).
Clearly, Fn×m is the only {0}-extremal code and, dually, {0} is the only Fm-extremal code.
The Singleton-like bound (4.2) implies that if C is U -extremal, then dim(U) ≥ drk(C) − 1. This
immediately leads to the following observation.
Remark 4.5. Let C ≤ Fn×m be a non-zero code of minimum distance d. The following are
equivalent.
1. C is an MRD code,
2. C is U -extremal for all U ∈ L with dim(U) = d− 1,
3. C is U -extremal for some U ∈ L with dim(U) = d− 1.
There exist U -extremal codes that are not MRD.
Example 4.6. Write m = m1 +m2 with m1,m2 6= 0. Let C1 ≤ F
n×m1 be a non-zero MRD code
of minimum distance d, say. Define C = {(A | 0) ∈ Fn×(m1+m2) | A ∈ C1}. Then C ≤ F
n×(m1+m2)
has cardinality qn(m1−d+1) and minimum distance d, thus C is not MRD.
Choose any subspace U1 ≤ F
m1 of dimension d − 1 and set U = U1 × F
m2 . Then dim(U) =
m2 + d − 1 and thus |C| = q
n(m1+m2−dim(U)). In order to see that the code C is U -extremal, let
(A | 0) ∈ C such that rs(A | 0) ≤ U . Then rs(A) ≤ U1 and thus rk(A) ≤ d − 1. But then A = 0,
and all of this shows that C(U) = {0}. Hence C is U -extremal, but not MRD.
Extremality is preserved under dualization. The following result is an immediate consequence
of the definitions and Lemma 3.2.
Proposition 4.7. Let C ≤ Fn×m and U ∈ L. Then C is U -extremal if and only if C⊥ is U⊥-
extremal.
For Fqm-linear codes, U -extremality is related to information spaces, defined in [25, Sec. VI].
These are spaces such that the according puncturing map (in a suitable sense) is injective on
the code, see [25, Def. 12], and hence preserves all information. Restricting our considerations to
Fqm-linear codes, one easily observes that C(U) = {0} iff U
⊥ is an information space of minimal
dimension. Hence Proposition 4.7 states that U⊥ is a minimal information space of C iff U is a
minimal information space of C⊥. This is a special case of [25, Prop. 15]. All of this tells us that
the above result may be regarded as an analogue of [18, Thm. 1.6.2] for matrix codes.
Next we turn to the row-space distribution of U -extremal codes. It cannot be expected that
the entire distribution depends only on the parameters of the code and the dimension of U . The
following example illustrates this.
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Example 4.8. Consider again Example 4.6, taking m2 = 1. Then we have dim(U) = d and,
of course, Prs(C, U) = 0. On the other hand, choose any d-dimensional subspace V˜ ≤ Fm1 and
set V = V˜ × {0}. Then Prs(C, V ) = Prs(C˜, V˜ ) = |C˜(V˜ )| − 1 = qn − 1 thanks to (4.3). Thus
Prs(C, V ) 6= Prs(C, U) even though dim(V ) = dim(U).
However, we do obtain a rigidity result in the case where C is U -extremal for all subspaces U
of a fixed dimension contained in a given T ∈ L. The following result generalizes Theorem 4.2.
Theorem 4.9 (Rigidity of extremality). Let C ≤ Fn×m and T ∈ L. Let 0 ≤ u ≤ dim(T ) be an
integer, and suppose that C is U -extremal for all U ≤ T of dimension u. Then for all V ∈ L with
V ≤ T we have
Prs(C, V ) =
u∑
i=0
[
v
i
]
(−1)v−iq(
v−i
2 ) +
v∑
i=u+1
[
v
i
]
qn(i−u)(−1)v−iq(
v−i
2 ), (4.4)
where v = dim(V ). Hence the partial row-space distribution (Prs(C, V ))V≤T depends only on
n, q, u.
Note the extreme case where u = dim(T ), in which the assumptions simply mean that C is
T -extremal. This clearly implies Prs(C, V ) = 0 for all 0 < V ≤ T , which also follows from (4.4)
along with the q-binomial formula. More interestingly, we also recover Theorem 4.2: choose
T = Fm and u = d − 1. Then the above assumption means that C is MRD, see Remark 4.5,
and (4.4) coincides with Theorem 4.2.
Proof. Let V ≤ T have dimension v. We show first that
|C(V )| =
{
1 if 0 ≤ v ≤ u,
qn(v−u) if v > u.
(4.5)
Indeed, if v ≤ u then there exists U ∈ L such that dim(U) = u and V ≤ U ≤ T . Since C is
U -extremal, we have C(V ) ≤ C(U) = {0}. Therefore |C(V )| = 1. Now suppose that v > u, and
fix a u-dimensional space U ∈ L with U ≤ V . By Proposition 4.7, C⊥ is U⊥-extremal. Therefore
C⊥(V ⊥) ≤ C⊥(U⊥) = {0}. Thus by Lemma 3.2 we conclude |C(V )| = |C|
qn(m−v)
= qn(v−u). This
establishes (4.5).
We can now proceed as in the proof of Theorem 4.2, this time using Mo¨bius inversion on the
interval [0, T ] of L.
We conclude this section by observing that there are indeed non-MRD codes that satisfy the
assumptions of Theorem 4.9. The example also shows that the result just proven does not extend
to subspaces that are not contained in T .
Example 4.10. 1. Let n,m1,m2 ≥ 1 be integers with n ≥ m1 + m2 ≥ u + 1 ≥ 2. Set
m := m1 +m2, and let C1 ≤ F
n×m1 be an MRD code with minimum distance u+ 1. Then
C1 has dimension n(m1 − u). Moreover, C1(U) = {0} for all U ≤ F
m1 of dimension u.
Construct the code
C :=
{
(A | B) ∈ Fn×m | A ∈ C1, B ∈ F
n×m2
}
.
Let T := Fm1 × 0m2 ≤ Fm. Clearly, C(U) = {0} for all U ≤ T of dimension u. Moreover,
dim(C) = n(m−u). Thus C is U -extremal for all U ≤ T of dimension u. Note that C is not
MRD, as its rank distance is 1 and dim(C) = n(m− u) < nm.
15
2. Consider the code from (1). By Theorem 4.9 we know that Prs(C, V ) only depends dim(V )
for all V ≤ T . Note however that this is not the case in general for the spaces V that
are not contained in T . Let e.g. V1 = 〈e1, ..., eu, em〉 and V2 = 〈em, em−1, ..., em−u〉, where
{e1, ..., em} is the canonical basis of F
m. The spaces V1 and V2 have the same dimension,
u + 1, and neither of them is contained in T . Suppose m2 ≥ u + 1. Then P
rs(C, V1) = 0
and Prs(C, V2) =
∏u
i=0(q
n − qi).
5 The Krawtchouk Coefficients of the Pivot Partition
This section is devoted to obtaining explicit formulas for the Krawtchouk coefficients of the pivot
partition, introduced in Definition 2.3. They will be expressed in terms of the rank distribution of
matrices that are supported on a Ferrers diagram. We therefore start by introducing the needed
notation and terminology. In this section we do not assume m ≤ n.
Definition 5.1. An n×m Ferrers diagram (or Ferrers board) F is a subset of [n]× [m] that
satisfies the following properties:
1. if (i, j) ∈ F and j < m, then (i, j + 1) ∈ F (right aligned),
2. if (i, j) ∈ F and i > 1, then (i− 1, j) ∈ F (top aligned).
For j = 1, . . . ,m let cj = |{(i, j) | (i, j) ∈ F , 1 ≤ i ≤ n}|. Then we may identify the Ferrers
diagram F with the tuple [c1, . . . , cm]. It satisfies 0 ≤ c1 ≤ c2 ≤ . . . ≤ cm ≤ n.
The Ferrers diagram F = [c1, . . . , cm] can be visualized as an array of top-aligned and right-
aligned dots where the j-th column has cj dots. Just like for matrices, we index the rows from
top to bottom and the columns from left to right. For instance, F = [1, 2, 4, 4, 5] is given by
•
•
•
•
•
•
•
•
•
•
•
•
•
•
••
We expressly allow c1 = 0 or cm < n. This has the consequence that for all n˜ ≤ n and m˜ ≤ m
an n˜×m˜ Ferrers diagram is also an n×m Ferrers diagram. Moreover, the empty Ferrers diagram
is given by F = [0, . . . , 0] of any length.
Definition 5.2. The (Hamming) support of a matrix M = (Mij) ∈ F
n×m is defined as the
index set supp(M) := {(i, j) | Mij 6= 0}. The subspace of F
n×m of all matrices with support
contained in F is denoted by F[F ]. For r ∈ {0, ...,m} we set Pr(F) = P
rk(F[F ], r), that is,
Pr(F) = |{M ∈ F[F ] | rk(M) = r}|.
We call (Pr(F))0≤r≤m the rank-weight distribution of F[F ]. Clearly, P0(F) = 1 for any Ferrers
diagram F , including the empty one.
The following result provides an explicit formula for the rank-weight distribution of the
space F[F ] for any Ferrers diagram F . We postpone the proof to Section 7, where we will
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describe connections between the rank-weight distribution of F[F ] and q-rook polynomials. For
all r ∈ N define
Ir,m := {(i1, . . . , ir) | 1 ≤ i1 < . . . < ir ≤ m}. (5.1)
Clearly Ir,m = ∅ if r > m. Moreover, for i = (i1, . . . , ir) ∈ Ir,m set
||i|| :=
r∑
j=1
ij . (5.2)
It will be convenient to set I0,m = {()} and ||()|| = 0.
Theorem 5.3. Let F = [c1, . . . , cm] be an n×m Ferrers diagram, and let r ∈ N0. Then
Pr(F) =
∑
i=(i1,...,ir)∈Ir,m
qrm−||i||
r∏
j=1
(q
cij−j+1 − 1). (5.3)
We also need the following technical result.
Lemma 5.4. Let σ = (σ1, . . . , σb) ∈ Π and B ∈ F
b×m be the matrix with columns
Bj =
{
eα if j = σα,
0 else.
Thus B is in RREF with piv(B) = σ, and where all non-pivot columns are zero. Let λ =
(λ1, . . . , λa) ∈ Π and set
λ ∩ σ = (λα1 , . . . , λαx) and σ̂ \ λ = (σˆβ1 , . . . , σˆβy).
Furthermore, for j ∈ [y] set zj = |{i | λαi < σˆβj}|. Then for any r ∈ {0, . . . , a} we have∣∣∣{A ∈ Fa×m | A is in RREF, piv(A) = λ, rk(A
B
)
= b+ r
}∣∣∣ = Pr−a+x(F),
where F is the x× y Ferrers diagram F = [z1, . . . , zy] and Pt(F) is the rank-weight distribution
of F[F ] from Theorem 5.3.
From σˆβ1 < . . . < σˆβy we conclude z1 < . . . < zy ≤ x. Hence F is indeed an x × y Ferrers
diagram. We may have z1 = 0 and the Ferrers diagram could be shortened by removing empty
columns. Precisely, let t′ be minimal such that σˆβt′ > λα1 . Then zt′ 6= 0 = zt′−1. Note also that
for the given matrix B and any matrix A as specified above we have rk
(
B
A
)
≥ b+|λ\σ| = b+(a−x).
Hence only r ≥ a − x matters in the above formula. Before giving the proof of Lemma 5.4, we
illustrate the count by an example.
Example 5.5. Let m = 7 and σ = (3, 4, 6), λ = (1, 4, 6). Then σ̂ = (1, 2, 5, 7) and
λ ∩ σ = (4, 6) = (λ2, λ3) and σ̂ \ λ = (2, 5, 7).
Using ∗ for the unspecified entries of the matrix A in RREF we observe
rk
(
B
A
)
= rk

0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
1 ∗ ∗ 0 ∗ 0 ∗
0 0 0 1 ∗ 0 ∗
0 0 0 0 0 1 ∗
 = rk

0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
1 ∗ 0 0 ∗ 0 ∗
0 0 0 0 ∗ 0 ∗
0 0 0 0 0 0 ∗
 ,
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where we applied row operations to clear the columns of A using the pivot positions of B. Clearing
the rows of A that still contain pivots shows that
rk
(
B
A
)
= 3 + 1 + rk
(
0 ∗ ∗
0 0 ∗
)
.
The rightmost 2 × 3-matrix is the submatrix of A consisting of those columns having indices
(2, 5, 7) = σ̂ \ λ and row indices (2, 3). The latter is the ordered list (α1, . . . , αx) such that
(λα1 , . . . , λαx) = λ ∩ σ.
Proof of Lemma 5.4. For any matrixM denote byM
(i1,...,ix)
(j1,...,jy)
the x×y-submatrix ofM consisting
of the rows indexed by i1, . . . , ix and the columns indexed by j1, . . . , jy. Following the idea of
the example, we can clear in the matrix
(
B
A
)
the columns of A in the pivot positions of B and
observe that rk
(
B
A
)
− b = rk(A
(1,...,a)
σ̂
). Making use of the remaining pivots in A to clear their
respective rows, we see that the rank of A
(1,...,a)
σ̂
equals |λ \ σ|+ rk(M), where
M = A
(α1,...,αx)
σ̂\λ .
Since |λ \ σ| = a− x, we conclude that
rk
(
B
A
)
= b+ r ⇐⇒ rk(M) = r − a+ x.
Now we obtain the desired result once we show thatM is in F[F ] for the stated Ferrers diagram F .
From the construction it is clear that the matrix M is supported by a (top and right aligned)
Ferrers diagram. Thus we just have to count the number of potentially nonzero entries in each
column. The jth column of M originates from the column of A indexed by σˆβj , which has the
form
(∗ . . . , ∗, 0, . . . , 0)⊤
with a zero at position i iff λi > σˆβj . Hence the number of potentially nonzero entries in the j
th
column of M is given by zj = |{i ∈ [x] | λαi < σˆβj}|. All of this shows that M ∈ F[F ], and this
concludes the proof.
Now we are ready to present explicit expressions for the Krawtchouk coefficients of the pivot
partition and its dual. From Corollary 2.8 we know that Ppiv and Prpiv are mutually dual,
where Prpiv is the reverse-pivot partition. Denote the blocks of the partitions by P pivλ and P
rpiv
λ ,
respectively. Thus
P pivλ = {A ∈ F
n×m | piv(A) = λ} and P rpivλ = {A ∈ F
n×m | rpiv(A) = λ}.
Theorem 5.6. Let λ, µ ∈ Π. Set λ\µ = (λα1 , . . . , λαx) and µ\λ = (µβ1 , . . . , µβy). Furthermore,
for j ∈ [y] set zj = |{i ∈ [x] | λαi < µβj}| and let F be the x× y Ferrers diagram F = [z1, . . . , zy].
Then
K(Ppiv;λ, µ) =
m∑
t=0
(−1)|λ|−tqnt+(
|λ|−t
2 )
|λ∩µ̂|∑
r=0
Pr(F)
[
|λ ∩ µ̂| − r
t
]
,
where (Pr(F))r is the rank-weight distribution of F[F ] given in Theorem 5.3.
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Proof. Let λ = (λ1, . . . , λa), µ = (µ1, . . . , µc), and µ̂ = (σ1, . . . , σb). By Definition 1.5
K(Ppiv;λ, µ) =
∑
A∈P piv
λ
χ(〈A,C〉), where C is any matrix in P rpivµ .
We may use for C the reverse reduced row echelon form (see Definition 2.7) with reverse pivot
indices µ and all unspecified entries equal to zero. Thus, using the standard basis vectors ei ∈ F
n
we may choose
C = (C1, . . . , Cm) ∈ F
n×m where Cj =
{
eα if j = µα for some α ∈ {1, . . . , c},
0 else.
Set V = rs(C). We also need V ⊥, which is given by V ⊥ = rs(B), where
B = (B1, . . . , Bm) ∈ F
n×m where Bj =
{
eβ if j = σβ,
0 else.
Note that dimV ⊥ = b = m − c. In the following computation we make use of the Krawtchouk
coefficients for the row-space partition, which have been determined in Theorem 3.3. Using that
any subspace U with piv(U) = λ satisfies dim(U) = |λ| = a we compute
K(Ppiv;λ, µ) =
∑
U∈L
piv(U)=λ
∑
A∈Fn×m
rs(A)=U
χ(〈A,C〉)
=
∑
U∈L
piv(U)=λ
K(Prs;U, V )
=
∑
U∈L
piv(U)=λ
m∑
t=0
(−1)a−tqnt+(
a−t
2 )
[
dim(U ∩ V ⊥)
t
]
=
m∑
t=0
(−1)a−tqnt+(
a−t
2 )
∑
U∈L
piv(U)=λ
[
dim(U ∩ V ⊥)
t
]
=
m∑
t=0
(−1)a−tqnt+(
a−t
2 )
∑
A∈Fn×m in RREF
piv(A)=λ
[
dim(rs(A) ∩ V ⊥)
t
]
.
It remains to determine the inner sum. Since V ⊥ = rs(B), we conclude that dim(rs(A) ∩ V ⊥) =
a+ b− dim(rs(A) + V ⊥) = a+ b− rk
(
A
B
)
. As mentioned after Lemma 5.4, for any matrix A as
specified we have rk
(
A
B
)
∈ {b + r | r = a − x, . . . , a}, where x = |λ ∩ µ̂|. Thus, thanks to the
lemma the inner sum turns into
a∑
r=a−x
∑
A∈Fn×m in RREF
piv(A)=λ, rk
(
A
B
)
=b+r
[
a− r
t
]
=
a∑
r=a−x
Pr−a+x(F)
[
a− r
t
]
=
x∑
r=0
Pr(F)
[
x− r
t
]
with F as in the theorem. This concludes the proof.
With the aid of Theorem 1.8 we now obtain an explicit MacWilliams identity for the pivot
distributions of matrix codes and the reverse pivot distribution of the dual codes by substitut-
ing the Krawtchouk coefficients from Theorem 5.6. We omit the resulting explicit form of the
identities.
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6 Pivot-Extremal Codes
In this section we generalize the notion of extremality to the pivot partition. To do so, we need
to introduce a partial order on the set Π of all possible pivot lists for matrices in Fn×m. This
is done in the obvious way: for λ, µ ∈ Π define λ ≤ µ if λ ⊆ µ, where for the latter we simply
interpret pivot lists as sets. Then (Π,≤) is a lattice, which of course is isomorphic to the subset
lattice of [m]. Recall that n ≥ m.
The following results from basic Linear Algebra will be crucial.
Lemma 6.1. 1. Let U, V ∈ L such that U ≤ V . Then piv(U) ≤ piv(V ).
2. Let λ, µ ∈ Π such that µ ≤ λ and let V ∈ L be such that piv(V ) = λ. Then there exists
U ∈ L such that piv(U) = µ and U ≤ V .
3. Let λ, µ ∈ Π such that µ ≤ λ and let U ∈ L be such that piv(U) = µ. Then there exists
V ∈ L such that piv(V ) = λ and U ≤ V .
Proof. 1) We may write U = rs(A) and V = rs(M), where M =
(
A
B
)
. Then piv(U) ≤ piv(V )
follows from (2.3) applied to A and M .
2) Let V = rs(A), where A ∈ Fn×m is in RREF. Hence piv(A) = λ ⊇ µ. Let B be the
submatrix of A consisting of the rows of A that contain the pivots in µ. Then U := rs(B) ≤ V
and piv(U) = µ.
3) Let A ∈ Fn×m be in RREF such that U = rs(A). Then piv(A) = µ. Let λ\µ = (σ1, . . . , σℓ).
Consider the matrix M =
(
A
B
)
, where
B =
eσ1...
eσℓ
 ,
where ei denotes the standard basis row vectors in F
m. Then piv(M) = µ ∪ (λ \ µ) = λ and
V = rs(M) is the desired subspace.
We now define the analogue of C(U) from Definition 3.1 for the pivot partition and reverse-
pivot partition. The following properties are immediate with Lemma 6.1 and 4.3.
Proposition 6.2. Let C ≤ Fn×m be a code and λ ∈ Π. Then
C(λ,piv) := {A ∈ C | piv(A) ≤ λ} =
⋃
U∈L
piv(U)=λ
C(U).
In particular, C(λ,piv) = {0} if and only if C(U) = {0} for all U ∈ L with piv(U) = λ. Thus,
if C(λ,piv) = {0}, then |C| ≤ qn(m−|λ|). Note that C(λ,piv) is not a subspace in general. Likewise
we define
C(λ, rpiv) = {A ∈ C | rpiv(A) ≤ λ} =
⋃
U∈L
rpiv(U)=λ
C(U),
which has the analogous properties.
This gives naturally rise to the following notion of extremal codes.
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Definition 6.3. Let λ ∈ Π. A code C ≤ Fn×m is called (λ,piv)-extremal if C(λ,piv) = {0}
and |C| = qn(m−|λ|). A code that is (λ,piv)-extremal for some λ ∈ Π is called piv-extremal.
According definitions are in place for (λ, rpiv).
Therefore
C is (λ,piv)-extremal ⇐⇒ C is U -extremal for all U ∈ L with piv(U) = λ. (6.1)
Remark 6.4. Let C be a nonzero code. Then
C is MRD with minimum distance d⇐⇒ C is (λ,piv)-extremal for all λ such that |λ| = d− 1.
The forward direction is immediate with Remark 4.5. For the backward direction note that
|C| = qn(m−d+1) by assumption, and the distance is clearly not smaller than d.
Just like for the rank-weight and the subspace distribution, extremality is preserved under
dualization. This is an immediate consequence of Propositions 4.7 and 2.10.
Proposition 6.5. Let C ≤ Fn×m and λ ∈ Π. Then C is (λ,piv)-extremal iff C⊥ is (λ̂, rpiv)-
extremal.
As for U -extremal codes, the partial pivot partition distribution of pivot-extremal codes sat-
isfies some rigidity properties. Its values depend on the cardinality of the blocks P pivµ of the pivot
partition, which we therefore compute first.
Proposition 6.6. Let µ = (µ1, . . . , µr) ∈ Π. Define
c(µ) =
r∑
i=1
(m− µi − r + i).
Then |P pivµ | = qc(µ)
∏r−1
i=0 (q
n − qi). Note also that |P pivµ | = 1 if µ = (), the empty list.
Proof. Consider a matrix in reduced row echelon form with pivot list µ. The number of unspecified
entries in the ith row is given by m− µi − (r− i). This shows that there exist q
c(µ) matrices A ∈
Fn×m in RREF with piv(A) = µ. Denote the set of these matrices by R(µ). Then |R(µ)| = qc(µ).
The partition set P pivµ is the set of all matrices in Fn×m with pivot list µ. It thus forms the
disjoint union of the orbits of the matrices in R(µ) under the group action
GLn(F)× F
n×m −→ Fn×m, (X,A) 7−→ XA.
In order to determine the orbit size of any A ∈ R(µ), we use the orbit-stabilizer theorem. For
A ∈ R(µ) we have A =
(
Aˆ
0
)
, where Aˆ ∈ Fr×m has full row rank. This tells us that for any matrix
X =
(
X1 X2
X3 X4
)
∈ GLn(F), where X1 ∈ F
r×r,
we have XA = A iff X3 = 0 and X1 = Ir. Hence X2,X4 are free and thus the stabilizer has
cardinality qr(n−r)|GLn−r(F)|. Now we arrive at
|P pivµ | = q
c(µ) |GLn(F)|
qr(n−r)|GLn−r(F)|
= qc(µ)
∏n−1
i=0 (q
n − qi)
qr(n−r)
∏n−r−1
i=0 (q
n−r − qi)
= qc(µ)
r−1∏
i=0
(qn − qi),
as desired.
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Now we can formulate the main result of this section.
Theorem 6.7. Let λ ∈ Π and let 0 ≤ u ≤ |λ| be an integer. Suppose that a code C is (λ′,piv)-
extremal for all λ′ ≤ λ with |λ′| = u. Then for all µ ≤ λ we have
Ppiv(C, µ) = qc(µ)
|µ|−1∏
i=0
(qn − qi)
( u∑
i=0
[
|µ|
i
]
(−1)|µ|−iq(
|µ|−i
2 ) +
|µ|∑
i=u+1
[
|µ|
i
]
qn(i−u)(−1)|µ|−iq(
|µ|−i
2 )
)
,
where c(µ) is defined as in Proposition 6.6. Thus, the partial pivot distribution of C depends only
on q, n, u.
Proof. Note first that by (6.1) the assumptions imply that C is U -extremal for all subspaces U ∈ L
such that dim(U) = u and piv(U) ≤ λ. Next, by definition, we have
Ppiv(C, µ) =
∣∣{A ∈ C | piv(A) = µ}∣∣ = ∣∣∣ ⋃
piv(T )=µ
{A ∈ C | rs(A) = T}
∣∣∣ = ∑
piv(T )=µ
Prs(C, T ).
Fix any µ such that µ ≤ λ. The case µ = () is trivial. If 0 < |µ| ≤ u, then the right hand side
of the formula in the theorem is 0. This is indeed Ppiv(C, µ) because, thanks to Lemma 6.1(3),
any subspace T with piv(T ) = µ is contained in a subspace U such that µ ≤ piv(U) ≤ λ and
dim(U) = u. Thus C(T ) ≤ C(U) and U -extremality implies Prs(C, T ) = 0.
Let now |µ| > u. Fix a subspace T such that piv(T ) = µ. Let U ≤ T be an arbitrary
subspace of dimension u and let λ′ = piv(U). Clearly, |λ′| = u. Since U ≤ T , Lemma 6.1(1)
implies λ′ ≤ piv(T ) = µ ≤ λ. Thus C is U -extremal.
All of this shows that C is U -extremal for any subspace U ≤ T of dimension u. In other
words, C satisfies the assumptions of Theorem 4.9. Since this is the case for any subspace T such
that piv(T ) = µ we conclude
Ppiv(C, µ) =
∑
piv(T )=µ
( u∑
i=0
[
|µ|
i
]
(−1)|µ|−iq(
|µ|−i
2 ) +
|µ|∑
i=u+1
[
|µ|
i
]
qn(i−u)(−1)|µ|−iq(
|µ|−i
2 )
)
.
Since the summands do not depend on the specific choice of T , we arrive at
Ppiv(C, µ) = |P pivµ |
( u∑
i=0
[
|µ|
i
]
(−1)|µ|−iq(
|µ|−i
2 ) +
|µ|∑
i=u+1
[
|µ|
i
]
qn(i−u)(−1)|µ|−iq(
|µ|−i
2 )
)
,
and Proposition 6.6 concludes the proof.
We conclude this section with an example of a code C that satisfies the assumptions of above
theorem, but is not MRD.
Example 6.8. Let m = m1+m2 with m1 ≥ 1 and m2 ≥ 2. Let n ≥ m and λ = (m1+1, ...,m1+
m2). Fix 1 ≤ u ≤ m2 − 1. Let C2 ≤ F
n×m2 be an MRD code of minimum distance u + 1.
Construct the code
C := {(A | B) ∈ Fn×m | A ∈ Fn×m1 , B ∈ C2}.
Then C has minimum distance 1 and cardinality |C| = qn(m−u). In particular, C is not MRD. We
claim that C is (λ′,piv)-extremal for all λ′ ≤ λ with |λ′| = u. Fix any λ′ ≤ λ with |λ′| = u, and
let U ≤ Fm be any space with piv(U) = λ′. There is only one space V ≤ Fm with piv(V ) = λ,
namely, V = 〈em1+1, ..., em〉, where {e1, ..., em} is the canonical basis of F
m. It is easy to see that
U ≤ V . Since C2 is MRD with minimum distance u+ 1, we have C(U) = {0}. As |C| = q
n(m−u),
C is (λ′,piv)-extremal for all λ′ ≤ λ with |λ′| = u, as claimed.
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7 Matrices Supported on Ferrers Diagrams and q-Rook Polyno-
mials
In this section we explicitly compute the rank distribution of matrices supported on an arbitrary
Ferrers diagram F , establishing Theorem 5.3. In particular, we prove that Pr(F) is a polynomial
in q for every value of r and every diagram F . We then exploit connections between the rank
distribution of matrices supported on a Ferrers diagram and q-rook polynomials, giving explicit
formulas for these and establishing the monotonicity in r of deg(Pr(F)). We follow the notation
of Definitions 5.1 and 5.2 and (5.1), (5.2). In this section we do not assume m ≤ n.
For r ∈ N0 let Pr(c1, ..., cm) := Pr(F), where F = [c1, ..., cm] is the Ferrers diagram whose
columns lengths are c1 ≤ . . . ≤ cm. Then P0(c1, . . . , cm) = 1 and Pr(c1, ..., cm) = 0 for r > cm.
Theorem 7.1. Let c1, ..., cm be integers with ci+1 ≥ ci for all i.
1. For r ∈ N we have the recursion
Pr(c1, . . . , cm) = Pr−1(c1, . . . , cm−1)(q
cm − qr−1) + Pr(c1, . . . , cm−1)q
r
with initial conditions
P0(c1, . . . , cs) = 1 for all s, P1(c1) = q
c1 − 1, Pr(c1) = 0 for r > 1.
2. Let r ∈ N0. Then Pr(c1, ..., cm) is given by the explicit formula
Pr(c1, . . . , cm) =
∑
(i1,...,ir)∈Ir,m
qrm−||i||
r∏
j=1
(q
cij−j+1 − 1). (7.1)
Proof. 1) The initial conditions are clear. Furthermore, both sides of the recursion are zero if
r > cm. Thus let r ≤ cm. Consider a matrix M ∈ F[F ] of rank r. Denote the submatrix of M
consisting of the first m− 1 columns by Mˆ . If Mˆ has rank r− 1, then the last column of M can
be any choice outside the column span of Mˆ . Since cm ≥ ci for all i, this results in q
cm − qr−1
options. If Mˆ has rank r, then the last column of M has to be in the column span of Mˆ . This
results in qr options. This proves the desired recursion.
2) First of all, (7.1) is satisfied if r > m because then Ir,m = ∅. It is also trivially true for
r = 0 and all m.
We now proceed by induction on r. Assume (7.1) for all ranks at most r−1 and allm. We want
to show the identity for rank r and all m. To do so, we induct on m. The induction hypothesis
is provided by all m ∈ {1, . . . , r − 1}, in which case both sides of (7.1) are zero. Thus let m ≥ r.
Denote the right hand side of (7.1) by Q. We now show that Q−Pr−1(c1, . . . , cm−1)(q
cm−qr−1) =
Pr(c1, . . . , cm−1)q
r. Thanks to the recursion in (1), which is true for all r regardless of m, this
establishes Q = Pr(c1, . . . , cm).
We compute Q− Pr−1(c1, . . . , cm−1)(q
cm − qr−1) =
=
∑
i∈Ir,m
qrm−||i||
r∏
j=1
(qcij−j+1 − 1)−
∑
i∈Ir−1,m−1
q(r−1)(m−1)−||i||
r−1∏
j=1
(qcij−j+1 − 1)(qcm − qr−1)
=
∑
i∈Ir−1,m−1
r−1∏
j=1
(qcij−j+1 − 1)
[ m∑
ir=ir−1+1
qrm−||i||−ir(qcir−r+1 − 1)− q(r−1)(m−1)−||i||(qcm − qr−1)
]
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=
∑
i∈Ir−1,m−1
r−1∏
j=1
(qcij−j+1 − 1)
[ m∑
ir=ir−1+1
qrm−||i||−ir(qcir−r+1 − 1)− q(r−1)m−||i||(qcm−r+1 − 1)
]
=
∑
i∈Ir−1,m−1
r−1∏
j=1
(q
cij−j+1 − 1)
[ m−1∑
ir=ir−1+1
qrm−||i||−ir(qcir−r+1 − 1)
]
=
∑
i∈Ir,m−1
qrm−||i||
r∏
j=1
(q
cij−j+1 − 1) = Pr(c1, . . . , cm−1)q
r.
This establishes (7.1) and concludes the proof.
For the rest of this section we regard q as an indeterminate over Z. Thus Z[q] (resp.
Z[q, q−1]), denotes the ring of polynomials (resp. Laurent polynomials) in q with integer coef-
ficients. From (7.1) it is clear that we may regard Pr(F) as an element in Z[q, q
−1]. We have the
following result.
Corollary 7.2. Let F = [c1, ..., cm] be a Ferrers diagram and r ∈ N0. Then Pr(F) ∈ Z[q].
Moreover, set
Ir,m(F) := {i ∈ Ir,m | cij 6= j − 1 for all 1 ≤ j ≤ r}.
Then
deg(Pr(F)) =
{
−∞ if Ir,m(F) = ∅,
rm−
(
r
2
)
+max
{∑r
j=1(cij − ij) | i ∈ Ir,m(F)
}
if Ir,m(F) 6= ∅.
Proof. The polynomiality of Pr(F) follows from the recursion and initial conditions in Theo-
rem 7.1(1). Alternatively, one can derive this fact from (7.1) by verifying that if in one of the
rightmost products there occurs a negative exponent of q, then the product is actually zero. More
precisely, if cij < j − 1, then there exists some ℓ < j such that ciℓ = ℓ − 1. This follows indeed
easily from 0 ≤ c1 ≤ . . . ≤ cm.
As for the degree, consider again (7.1). Clearly, the summands corresponding to i 6∈ Ir,m(F)
are zero. Furthermore, for any i ∈ Ir,m(F) the degree of the corresponding summand is rm −
||i||+
∑r
j=1(cij − j + 1) = rm−
(
r
2
)
+
∑r
j=1(cij − ij).
Note that the argument in the first paragraph also shows that the set Ir,m is in fact given by
Ir,m(F) = {i ∈ Ir,m | cij > j − 1 for all 1 ≤ j ≤ r}.
Remark 7.3. We wish to point out that for certain matrix spaces F[F ] where F ⊆ [n] × [m]
is not a Ferrers diagram, the rank-weight functions Pr(F) are not necessarily polynomials in q.
The smallest known case is for n = m = 7 and where F is the support of the point-line incidence
matrix of the Fano plane, see [21, Sec. 1] and [36, p. 381].
The formula in Theorem 7.1 takes a simpler form for some highly regular diagrams. This is
the case, for example, for the upper-triangular board. The following is easily verified.
Corollary 7.4. Let F = [1, 2, . . . ,m] be the m×m-upper triangle. Then
Pr(1, . . . ,m) =
∑
i∈Ir,m
r∏
j=1
(qm−j+1 − qm−ij ) for all r ∈ N0.
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Remark 7.5. Let F = [n, . . . , n] be the n×m rectangle. For all r ∈ N0 we have
Pr(n, . . . , n) =
∑
i∈Ir,m
qrm−||i||
r∏
j=1
(qn−j+1 − 1) = qrm−(
r
2)
∑
i∈Ir,m
q−||i||
r−1∏
j=0
(qn − qj)
= q−(
r
2)
∑
i∈Ir,m
q
∑r
j=1(m−ij)
r−1∏
j=0
(qn − qj) = q−(
r
2)
∑
0≤t1<...<tr≤m−1
q
∑r
j=1 tj
r−1∏
j=0
(qn − qj).
Comparing coefficients in the q-binomial identity
∑m
r=0 q
(r2)
[
m
r
]
tr =
∏m−1
j=0 (1 + q
jt), one easily
verifies that the last expression above simplifies to
[
m
r
]∏r−1
j=0(q
n − qj), which is indeed known as
the number of matrices in Fn×m of rank r.
Following work by Solomon [34], Haglund in [15, Section 2] establishes an interesting con-
nection between Pr(F) and the q-rook polynomial Rr(F) for an arbitrary Ferrers board F =
[c1, . . . , cm]. The latter has been introduced by Garsia/Remmel [9] and is defined as follows.
Definition 7.6. The q-rook polynomial associated with F and r ∈ N0 is defined as
Rr(F) =
∑
C∈NARr(F)
qinv(C,F) ∈ Z[q],
where NARr(F) is the set of all placements of r non-attacking rooks on F (non-attacking means
that no two rooks are in the same column, and no two are in the same row), and inv(C,F) ∈ N0
is computed as follows: For a placement C, cross out all dots which either contain a rook, or are
above or to the right of any rook; then inv(C,F) is the number of dots of F not crossed out.
For instance, placing on F = [1, 2, 4, 4, 5] the following three rooks (R) results in inv(C,F) = 7.
•
×
•
R
×
×
•
•
R
R
×
×
×
•
••
Note that |F| is the number of dots in F . Thus |F| =
∑m
j=1 cj for F = [c1, . . . , cm]. Hence
R0(F) = q
|F| for any Ferrers diagram F , including the empty diagram. Furthermore, note that
Rr(F) is the zero polynomial if and only if NARr(F) = ∅.
The connection between q-rook polynomials and the distribution of matrices supported on F
lies in the following elegant formula by Haglund.
Theorem 7.7 ([15, Thm. 1]). For any Ferrers diagram Fand any r ∈ N0 we have
Pr(F) = (q − 1)
r q|F|−r Rr(F)|q−1
in the ring Z[q, q−1].
Combining Theorems 7.1 and 7.7 we obtain an explicit formula for the q-rook polynomials.
Examples of Rr(F) for some Ferrers diagrams are listed in [9, pp. 273].
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Corollary 7.8. For any Ferrers diagram F = [c1, ..., cm] and for any r ∈ N0 we have
Rr(F) =
q
∑m
j=1 cj−rm
∑
i∈Ir,m
∏r
j=1(q
ij+j−cij−1 − qij )
(1− q)r
.
Remark 7.9. Corollary 7.8 can be used to derive an explicit formula for the q-Stirling number
of the second kind. The latter are defined via the recursion
Sm+1,r = q
r−1Sm,r−1 +
qr − 1
q − 1
Sm,r
with initial conditions S0,0(q) = 1 and Sm,r(q) = 0 for r < 0 or r > m.
2 It is known [9, p. 248]
that for all m and r we have
Sm+1,m+1−r = Rr(F),
where F = [1, ...,m] is the upper-triangularm×m Ferrers board. Therefore applying Corollary 7.8
we obtain
Sm+1,m+1−r =
q(
m+1
2 )−rm
∑
i∈Ir,m
∏r
j=1(q
j−1 − qij)
(1− q)r
for 0 ≤ r ≤ m+ 1.
As a second application of Theorem 7.1, we recover the recursion shown in [9] for the q-rook
polynomials Rr(F).
Corollary 7.10 (see also [9, Thm. 1.1]). Let F = [c1, ..., cm] be a Ferrers diagram, and let
F ′ = [c1, ..., cm−1]. For all r ≥ 1 we have
Rr(F) = Rr(F
′) qcm−r +Rr−1(F
′)
qcm−r+1 − 1
q − 1
.
Proof. By Theorem 7.7 we have
Rr(F)|q−1 = Pr(F) q
r−|F| (q − 1)−r.
Using the recursion for Pr(F) established in Theorem 7.1 we obtain
Rr(F)|q−1 =
(
Pr−1(F
′) (qcm − qr−1) + Pr(F
′) qr
)
qr−|F| (q − 1)−r.
Using that |F ′| =
∑m−1
j=1 cj and |F| = |F
′|+ cm and applying Theorem 7.7 twice we arrive at
Rr(F)|q−1 = (q − 1)
−1 q−cm+1 Rr−1(F
′)|q−1 (q
cm − qr−1) + q−cm Rr(F
′)|q−1 q
r.
Applying the transformation q 7−→ q−1 yields the desired result.
We conclude this section by studying the degree (in q) of the polynomials Pr(F). We will
show that, for any given diagram F , the function r 7−→ deg(Pr(F)) is strictly increasing as long
as Pr(F) 6≡ 0. This fact does not seem obvious from the explicit expression for deg(Pr(F)) given
in Corollary 7.2. Therefore we take a different approach based on rook placements. This will also
give us the chance to establish new connections between Pr(F) and Rr(F).
2In the combinatorics literature q-Stirling number of the second kind are often defined via the recursion
S˜m+1,r(q) = S˜m,r−1(q) + (q
r
− 1)/(q − 1)S˜m,r(q). It is easily seen that Sm,r(q) = q(
r
2
)S˜m,r(q).
26
Recall that the trailing degree of a Laurent polynomial
P =
∑
i
aiq
i ∈ Z[q, q−1]
is defined as tdeg(P ) = min{i | ai 6= 0}. The trailing degree of the zero polynomial is +∞ by
definition. Moreover, for any (possibly zero) Laurent polynomial P ∈ Z[q, q−1] one has
deg
(
P|q−1
)
= −tdeg(P ). (7.2)
We can relate the degree of Pr(F) and the trailing degree of Rr(F) as follows.
Proposition 7.11. Let F be a Ferrers diagram, and let r ≥ 0. We have
deg(Pr(F)) = |F| − tdeg(Rr(F)).
In particular, Pr(F) is the zero polynomial if and only if Rr(F) is the zero polynomial.
Proof. By Theorem 7.7 we have the identity
qrPr(F) = (q − 1)
r q|F| Rr(F)|q−1
in Z[q, q−1]. Taking degrees and using (7.2) we obtain r+deg(Pr(F)) = r+|F|−tdeg(Rr(F)).
We can finally show that the function r 7−→ deg(Pr(F)) is strictly increasing on [0, r], where
r is the maximum r with Pr(F) 6= 0. The proof relies on Proposition 7.11 and on the following
preliminary result.
Lemma 7.12. Let F be a Ferrers diagram, and let r ≥ 1. If tdeg(Rr(F)) = 0, then Rr+1(F) = 0.
Proof. We proceed by induction on r. If r = 1 and tdeg(R1(F)) = 0, then F consists of either a
single column or a single row. Therefore R2(F) = 0. Now assume r ≥ 2 and that the statement is
true for all 1 ≤ r′ ≤ r− 1. Suppose that tdeg(Rr(F)) = 0, and denote by F
′ the Ferrers diagram
obtained from F by deleting the last column. We distinguish two cases.
Case 1: tdeg(Rr−1(F
′)) = 0. By induction hypothesis we have Rr(F
′) = 0, and so it must be
that Rr+1(F) = 0 as well.
Case 2: tdeg(Rr−1(F
′)) > 0. By assumption there exists a placement C of r rooks on F
such that inv(C,F) = 0. Then all the rooks of C must lie on F ′ (as otherwise we would have
inv(C ′,F) = 0, where C ′ is obtained from C by removing the rook lying on F \ F ′, and this
contradicts tdeg(Rr−1(F
′)) > 0). Since inv(C,F) = 0, every dot in the last column of F is to the
right of one of the r rooks. But this means that F has exactly r non-empty rows. This in turn
implies, Rr+1(F) = 0, as desired.
Theorem 7.13. Let F be a Ferrers diagram, and let r ≥ 2. If Pr(F) is not the zero polynomial,
then
deg(Pr(F)) > deg(Pr−1(F)).
Proof. By Proposition 7.11, it suffices to show that tdeg(Rr−1(F)) > tdeg(Rr(F)). Note first
that by assumption, Rr(F) 6= 0 and thus tdeg(Rr(F)) < ∞. Thus the result is immediate if
Rr−1(F) = 0.
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We henceforth assume that both Rr(F) and Rr−1(F) are non-zero, and hence r ≤ m. Let
t = tdeg(Rr−1(F)). If t = 0 then Rr(F) must be the zero polynomial thanks to Lemma 7.12,
and this contradicts our assumptions. Therefore t ≥ 1. Let now C be a placement of r − 1
non-attacking rooks on F such that inv(C,F) = t. Since t ≥ 1, there is at least one dot (i, j) ∈ F
that has not been deleted (crossed out) by these rooks. We need to consider various cases.
Case 1: Suppose no rook of C is in row i and no rook is in column j. Then we may place
a rook at position (i, j) and obtain a placement of r non-attacking rooks on F . Denoting this
placement by C ′, we clearly have inv(C ′,F) < inv(C,F) = t. By definition of Rr(F), this implies
tdeg(Rr(F)) < t = tdeg(Rr−1(F)), as desired.
Case 2: Suppose there is a rook of C in row i, but none in column j. Then this rook is at
a position (i, j′) where j′ > j. We may move this rook to position (i, j) and obtain another
placement, C ′, of r − 1 non-attacking rooks. But then inv(C ′,F) < inv(C,F), because we have
to delete at least one more dot, namely the one at position (i, j). This contradicts the minimality
of t. The case where there is a rook of C in column j, but none in row i, is symmetric and leads
to a contradiction as well.
Case 3: Suppose there is a rook in row i and a rook in column j. Let their positions be
(i, j′) and (i′, j) for some j′ > j and i′ < i. Since these two positions are in F , the same is true
for the position (i′, j′). We may thus move these two rooks to the positions (i, j) and (i′, j′),
respectively, and obtain another placement, C ′, of r − 1 non-attacking rooks. Again, this leads
to inv(C ′,F) < inv(C,F) in contradiction to the minimality of t. This concludes the proof.
8 Partition-Preserving Maps
In this short section we consider maps between matrix codes that preserve any of the partitions
discussed in this paper. We will see that these maps can easily be described when defined on the
entire matrix space Fn×m, but that there is no analogue of the classical MacWilliams Extension
Theorem [23]. The latter states that (1) the Hamming-weight-preserving maps Fn −→ Fn are
given by monomial matrices (i.e., matrices that have exactly one nonzero entry in each row and
column), and (2) for any code C ≤ Fn each Hamming-weight-preserving map C −→ Fn extends
to a Hamming-weight-preserving map on Fn. In short, the Hamming isometries between codes
in Fn are monomial maps, and this fully describes these maps. We refer to [18, Thm. 7.9.4] for
further details. In this section, we study the analogous question for the rank, row-space, and
pivot partition. We do not assume m ≤ n.
Definition 8.1. Let C ≤ Fn×m be a subspace and f : C −→ Fn×m be a linear map.
1. f is rank-preserving if rk(f(A)) = rk(A) for all A ∈ C.
2. f is row-space-preserving if rs(f(A)) = rs(A) for all A ∈ C.
3. f is pivot-preserving if piv(f(A)) = piv(A) for all A ∈ C.
Note that rank-preserving maps preserve the rank partition in the sense that A and f(A) are
in the same block of Prk for all A ∈ C. Similar reformulations are true for row-space-preserving
or pivot-preserving maps. Thus we may call maps partition-preserving if they are of the
corresponding type above.
The question arises whether such maps can be described explicitly. As in the classical situation
with the Hamming distance, the simplest case occurs when the code C is the entire space. In
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this case the question can be answered for all three partitions by making use of the following
description of rank-preserving maps. A first instance of this result has been proven by Hua [17]
(see also [37, Thm. 3.4]). An elementary proof can be found in [24] by Marcus/Moyls.
Theorem 8.2 ([24, Thm. 1]). Let f : Fn×m −→ Fn×m be a rank-preserving map. Then there
exist matrices U ∈ GLn(F) and V ∈ GLm(F) such that
f(A) = UAV for all A ∈ Fn×m
or, only in the case n = m,
f(A) = UA⊤V for all A ∈ Fm×m.
Clearly, any map f of such a form is rank-preserving.
Let us briefly comment on this result for the case where n 6= m. From the rank-preserving
property it is clear that for every A in Fn×m there exist UA ∈ GLn(F) and VA ∈ GLm(F) such
that f(A) = UAAVA. The strength of the above theorem lies in the fact that these matrices are
global, that is, they do not depend on A.
Now the row-space-preserving and the pivot-preserving maps on Fn×m can be described easily.
Part (1) below can also be proven with the aid of [26, Thm. 4]. In [26], the authors study (among
other things) rank support spaces. These are matrix spaces consisting of all matrices whose row
space is contained in a fixed prescribed space. In [26, Thm. 4] the maps preserving the “rank
support space property” are characterized. Since row-space-preserving maps are of this form,
this result allows us to rule out immediately Case 2. in the proof of (1) below. However, since
the proof of [26, Thm. 4] is quite long, we prefer to present our short, elementary proof based
directly on Theorem 8.2.
Corollary 8.3. Let f : Fn×m −→ Fn×m be a linear map.
1. f is row-space-preserving iff there exists U ∈ GLn(F) such that f(A) = UA for all A ∈ F
n×m.
2. f is pivot-preserving iff there exists U ∈ GLn(F) and V ∈ Um(F) such that f(A) = UAV
for all A ∈ Fn×m, where Um(F) = {V ∈ GLm(F) | V is upper triangular}.
Proof. It is clear that maps of the form described in (1), resp. (2) are row-space-preserving, resp.
pivot-preserving (see also Proposition 2.4(3)). Let us now turn to the other implications.
1) Let f be row-space-preserving. Then f is also rank-preserving and we may apply Theo-
rem 8.2.
Case 1: There exist U ∈ GLn(F) and V ∈ GLm(F) such that f(A) = UAV for all A ∈ F
n×m.
Assume V 6= αIm for any α ∈ F
∗. Then there exists x ∈ Fm such that xV 6∈ span{x}. Let
A ∈ Fn×m be such that
UA =

x
0
...
0
 .
Then rs(A) = rs(UA) = span{x} 6= rs(UAV ), a contradiction. Thus V = αIm for some α ∈ F
∗
and f(A) = (αU)A for all A ∈ Fn×m, as desired.
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Case 2: Let m = n > 1 and suppose U ∈ GLm(F) and V ∈ GLm(F) are such that f(A) = UA
⊤V
for all A ∈ Fm×m. Write
V =
V1...
Vm
 . (8.1)
Consider the standard basis matrices Eij ∈ F
m×m which have entry 1 at position (i, j) and are
zero elsewhere. Then span(ej) = rs(Eij) = rs(UEjiV ) = rs(EjiV ) = span(Vi) for all i ∈ [m].
This contradicts the invertibility of V . Hence this case does not occur.
2) Let f be pivot-preserving. Then f is also rank-preserving, and we may proceed as in (1).
Case 1: There exist U ∈ GLn(F) and V ∈ GLm(F) such that f(A) = UAV for all A ∈ F
n×m.
Suppose V = (vij) is not upper triangular. Then there exists a smallest j ∈ [m] and i > j such
that vij 6= 0. With V as in (8.1) we arrive at (i) = piv(E1i) = piv(UE1iV ) = piv(E1iV ) =
piv(Vi) = (j), which is a contradiction. Thus V is upper triangular, as desired.
Case 2: Let m = n > 1 and suppose U ∈ GLm(F) and V ∈ GLm(F) are such that f(A) = UA
⊤V
for all A ∈ Fm×m. Fix some j > 1. With V as in (8.1) we obtain (j) = piv(Eij) = piv(UEjiV ) =
piv(Vi) for all i ∈ [m]. This means that the first j − 1 columns of V are zero, a contradiction to
the invertibility of V . Hence, again, this case cannot occur.
We conclude this paper with examples showing that for any of the partitions Prk, Prs, Ppiv
the partition-preserving maps between codes in Fn×m do not in general extend to such maps
on the entire space Fn×m. In other words, there is no analogue to the MacWilliams Extension
Theorem.
Example 8.4. Let F = F2.
1. In [1, Ex. 2.9(a)] it is shown that for the code C = {(A | 0) ∈ F2×3 | A ∈ F2×2} the rank-
preserving map f : C −→ C, (A | 0) 7−→ (A⊤| 0) does not extend to a rank-preserving map
on F2×3.
2. In F3×3 consider the subset C = F[P ] = {0, I, P, . . . , P 6}, where
P =
0 0 11 0 1
0 1 0
 .
Then P is the companion matrix of the primitive polynomial x3 + x+ 1 ∈ F[x] and thus C
is actually the field F8. In particular, A ∈ GL3(F) for all A ∈ C \ {0}. As a consequence,
the map
f : C −→ F3×3, A 7−→ A⊤
is trivially row-space-preserving and pivot-preserving. We show that f does not extend
to a pivot-preserving map on F3×3. Assume to the contrary that it does extend. Then
Corollary 8.3(2) tells us that there exist U ∈ GL3(F) and V ∈ U3(F) such that f(A) = UAV
for all A ∈ F3×3. Since I ∈ C we have I = I⊤ = f(I) = UIV , and thus U = V −1 is upper
triangular. Now P⊤ = f(P ) = UPU−1 implies UP = P⊤U . One easily verifies that no
matrix U ∈ U3(F) satisfies this identity. Hence f does not extend to a pivot-preserving map
on F3×3 and thus also not to a row-space-preserving map.
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