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PURELY INSEPARABLE RICHELOT ISOGENIES
BRADLEY W. BROCK AND EVERETT W. HOWE
ABSTRACT. We show that if C is a supersingular genus-2 curve over an algebraically-closed field of
characteristic 2, then there are infinitely many Richelot isogenies starting from C. This is in contrast
to what happens with non-supersingular curves in characteristic 2, or to arbitrary curves in charac-
teristic not 2: In these situations, there are at most fifteen Richelot isogenies starting from a given
genus-2 curve.
More specifically, we show that if C1 and C2 are two arbitrary supersingular genus-2 curves over
an algebraically-closed field of characteristic 2, then there are exactly sixty Richelot isogenies from
C1 to C2, unless either C1 or C2 is isomorphic to the curve y2 + y = x5. In that case, there are either
twelve or four Richelot isogenies from C1 to C2, depending on whether C1 is isomorphic to C2. (Here
we count Richelot isogenies up to isomorphism.) We give explicit constructions that produce all of
the Richelot isogenies between two supersingular curves.
1. INTRODUCTION
Let k be an algebraically closed field of characteristic 2. In this paper we prove that there are
Richelot isogenies connecting any two supersingular genus-2 curves over k. More specifically:
Theorem 1.1. Let C1 and C2 be two supersingular genus-2 curves over k. If neither C1 nor C2 is isomorphic
to the curve y2 + y = x5, then there are exactly sixty Richelot isogenies from C1 to C2, up to isomorphism.
If exactly one of C1 or C2 is isomorphic to the special curve, then there are twelve Richelot isogenies from C1
to C2, up to isomorphism. If both C1 and C2 are isomorphic to the special curve, then there are four Richelot
isogenies from C1 to C2, up to isomorphism.
In Section 5 we provide explicit constructions that give all of the Richelot isogenies connecting
two supersingular curves.
To explain the significance of our result, let us give some background information about Rich-
elot isogenies. Let k be an algebraically closed field of arbitrary characteristic and let J1 and J2
be abelian surfaces over k with principal polarizations λ1 and λ2. (We view a polarization of an
abelian variety A as an isogeny from A to its dual variety, rather than as a line bundle.) A Richelot
isogeny from (J1,λ1) to (J2,λ2) is an isogeny ϕ : J1 → J2 that fits in a diagram
(1) J1
2λ1 //
ϕ

Ĵ1
J2
λ2 // Ĵ2
ϕ̂
OO
where ϕ̂ is the dual isogeny of ϕ. If C1 and C2 are genus-2 curves over k, a Richelot isogeny from C1
to C2 is defined to be a Richelot isogeny from the Jacobian of C1 to the Jacobian of C2.
Up to automorphisms of (J2,λ2), a Richelot isogeny is determined by its kernel in J1. In char-
acteristic not 2, this kernel is an order-4 subgroup of the 2-torsion of J1(k) that is isotropic with
respect to the Weil pairing on J1[2]. Conversely, every maximal isotropic subgroup of J1[2](k)
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gives rise to an isogeny from (J1,λ1) to some principally-polarized variety (J2,λ2) (see [8, Propo-
sition 16.8, p. 135]).
We say that two Richelot isogenies ϕ and ψ from (J1,λ1) to (J2,λ2) are isomorphic to one another
if there are automorphisms β1 of (J1,λ1) and β2 of (J2,λ2) such that ψ = β2 ◦ ϕ ◦ β1. Thus we see
that in characteristic not 2 there is a bijection between the set of isomorphism classes of Richelot
isogenies starting from (J1,λ1) and the set of orbits of maximal isotropic subgroups of J1[2](k)
under the action of the automorphism group of (J1,λ1). Typically this automorphism group acts
trivially on the set of maximal isotropic subgroups, and in this case the number of Richelot isoge-
nies starting from (J1,λ1) is just the number of maximal isotropic subgroups of J1[2](k).
An easy calculation shows that there are 15 maximal isotropic subgroups of a 4-dimensional F2-
vector space with a nondegenerate alternating pairing. Thus we see that for a typical principally-
polarized surface (J1,λ1) in characteristic not 2, there are 15 non-isomorphic Richelot isogenies
starting from (J1,λ1).
In characteristic 2 life is a little different, because the 2-torsion of J1 can no longer be understood
simply in terms of the points of order 2 in J1(k). Instead, we must consider J1[2] as a group scheme.
Indeed, the bijection we mentioned two paragraphs ago is really between the set of isomorphism
classes of Richelot isogenies starting from (J1,λ1) and the set of orbits of maximal isotropic sub-
group schemes of J1[2] under the action of the automorphism group Aut(J1,λ1). Let us see what
this means in characteristic 2.
Suppose that (J1,λ1) is a principally-polarized abelian surface over an algebraically-closed field
k of characteristic 2. The rank of the group scheme J1[2] is 16, and J1[2] (like all finite commutative
group schemes over perfect fields) can be decomposed into a product
J1[2] = Arr × Arl × Alr × All,
where Arr is a reduced group scheme with reduced dual, Arl is a reduced group scheme with
local dual, Alr is a local group scheme with reduced dual, and All is a local group scheme with
local dual [12, Corollary, p. 52]. Since J1[2] is a 2-torsion group scheme in characteristic 2, its
reduced-reduced factor is trivial. And since J1[2] is self-dual (via the Weil pairing, obtained from
the principal polarization λ1), its reduced-local and local-reduced parts are dual to one another.
Thus, there are three possibilities:
• All has rank 1 and Arl and Alr have rank 4 (the ordinary case);
• All has rank 4 and Arl and Alr have rank 2 (the almost ordinary case);
• All has rank 16 and Arl and Alr have rank 1 (the supersingular case).
Consider the ordinary case, where J1[2] is isomorphic to the product of a rank-4 reduced group
scheme Arl with a rank-4 local group scheme Alr. The kernel of a Richelot isogeny starting at J1 can
be also be written as a product R× L of a reduced group scheme R with a local group scheme L,
and there are three possible shapes for these groups:
• R = 0 and L = Alr;
• R = Arl and L = 0;
• R(k) is {0, T} for one of the three points T of order 2 in J1(k), and L is the unique rank-2
sub-group scheme of Alr that pairs trivially with R under the Weil pairing.
The first possibility is the Frobenius isogeny starting at (J1,λ1), and the second is the Verschiebung.
The third possibility gives rise to three Richelot isogenies, corresponding to the three points of or-
der 2 in J1(k). These isogenies can be understood by lifting to characteristic 0 via the Serre–Tate
canonical lift.
For the almost-ordinary case, we note that a result of Manin [7, Theorem 4.1, pp. 72–73] shows
that the rank-4 group scheme All that appears in the product decomposition of J1[2] is isomor-
phic to the 2-torsion subgroup E[2] of the unique supersingular elliptic curve E over k, and so
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there is a unique isotropic subgroup S of All of rank 2. Thus, the only maximal isotropic sub-
groups of Arl × Alr × All are Arl × S and Alr × S, so there are only two Richelot isogenies starting
from (J1,λ1). The one with kernel Alr × S is the Frobenius, and the one with kernel Arl × S is
Verschiebung.
Note that in every case we have discussed so far, a given polarized abelian surface is the source
for finitely many Richelot isogenies: fifteen in characteristic not 2, five for ordinary surfaces in
characteristic 2, and two for almost-ordinary surfaces in characteristic 2. That is what makes
Theorem 1.1 somewhat surprising: Since there are Richelot isogenies between every pair of su-
persingular curves, there are infinitely many Richelot isogenies starting from a given supersingular
curve.
Our definition of a Richelot isogeny is of course a modern one. Richelot’s original papers [9,
10], published in 1836 and 1837, were concerned with the evaluation of “ultra-elliptic integrals”.
In 1865, Ko¨nigsberger [6] interpreted Richelot’s work in terms of duplication formulæ for two-
variable theta functions. In characteristic 0, this formulation is essentially the same as our formu-
lation in terms of isogenies of abelian varieties. See Bost and Mestre [1] for more information.
This paper is structured as follows. In Section 2 we review a few facts about supersingular
genus-2 curves in characteristic 2. In Section 3 we restate our main theorem in slightly different
terms, together with three lemmas used in its proof. In Section 4 we prove the theorem, and in
Section 5 we give explicit constructions that, in every case, provide all of the Richelot isogenies
between two curves.
2. SUPERSINGULAR GENUS-2 CURVES IN CHARACTERISTIC 2
In this section we present some background material and easily-proven results about supersin-
gular genus-2 curves in characteristic 2.
Recall that the Igusa invariants [J2 : J4 : J6 : J8 : J10] of a genus-2 curve over k form an element of a
weighted projective space over k, where each Ji has weight i, and where we have J2 J6 = J24 and
J10 6= 0.
Lemma 2.1. Let C be an arbitrary genus-2 curve over an algebraically-closed field k of characteristic 2,
with Igusa invariants [J2 : J4 : J6 : J8 : J10].
1. C is supersingular if and only if J2 = J4 = J6 = 0.
2. If C is supersingular and J8 6= 0, then
(a) C is isomorphic to the curve y2 + y = Ax5 + Ax3, where A16 = J58 /J
4
10.
(b) Aut C is a group of order 32.
(c) More specifically: For every root t of
T16 + T8 + A−2T2 + A−3T = T(T5 + T + A−1)(T10 + T6 + A−1T5 + A−2),
there are two polynomials f of degree at most 2 such that (x, y) 7→ (x + t, y + f (x)) is an
automorphism of C. Every automorphism of C arises in this way. The automorphisms with
t = 0 are the identity and the hyperelliptic involution ι; the automorphisms with t a root of
T5 + T + A−1 have order 2; the automorphisms with t a root of T10 + T6 + A−1T5 + A−2
have order 4, and their squares are the hyperelliptic involution. Two automorphism of order 4
are conjugate if and only if they come from the same value of t.
3. If C is supersingular and J8 = 0, then
(a) C is isomorphic to the curve y2 + y = x5.
(b) Aut C is a group of order 160.
(c) More specifically: for every fifth root of unity ζ and every root t of
T16 + T = T(T5 + 1)(T10 + T5 + 1),
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there are two polynomials f of degree at most 2 such that (x, y) 7→ (ζx + t, y + f (x)) is an
automorphism of C. Every automorphism of C arises in this way. The automorphisms with
ζ 6= 1 have order divisible by 5; the automorphisms with ζ = 1 and t = 0 are the identity
and the hyperelliptic involution ι; the automorphisms with ζ = 1 and t5 = 1 have order 2; the
automorphisms with ζ = 1 and with t a root of T10 + T5 + 1 have order 4, and their squares
are the hyperelliptic involution. Two automorphism of order 4 are conjugate if and only the
come from values of t having the same fifth power.
Proof. First we show that every supersingular genus-2 curve over k can be written in the form
y2 + y = f for a quintic polynomial f .
Every genus-2 curve over k has a model, nonsingular in the affine plane, of the form y2 + hy = f
for polynomials h, f ∈ k[x] with f of degree 5 and h nonzero of degree at most 2. (The nonsin-
gularity is equivalent to h and (h′)2 f + ( f ′)2 being coprime.) The desingularization of this model
has a single point at infinity, which we denote ∞. If h is nonconstant, say with a root a, then the
degree-0 divisor D = (a,
√
f (a))−∞ represents a 2-torsion point on the Jacobian, because 2D is
the divisor of the function x− a. Therefore, for a supersingular curve C, the polynomial h must be
a nonzero constant. By scaling y appropriately, we may assume that h = 1.
By explicit computation (which we leave to the reader and their computer algebra system) we
see that the Igusa invariants of a curve of the form y2 + y = (quintic) satisfy J2 = J4 = J6 = 0.
These conditions define an irreducible 1-dimensional subvariety of the moduli space of curves,
and we have just shown that it contains the subvariety of supersingular curves. But the moduli
space of supersingular principally-polarized abelian surfaces is one-dimensional and closed in the
moduli space of all principally-polarized abelian surfaces [5, Theorem 7(i), p. 163], so every curve
with J2 = J4 = J6 = 0 must be supersingular.
This completes the proof of the first statement. However, the appeal to a deep theorem about
the dimension of components of moduli spaces of abelian varieties with a given p-rank might be
unsatisfying, especially since there are elementary arguments that will serve instead. So let us
show more explicitly that every genus-2 curve with J2 = J4 = J6 = 0 must be supersingular. (The
argument also foreshadows reasoning about genus-4 curves that appears in Section 5.4.)
Let P = (r, s) be any affine point on the hyperelliptic curve y2 + y = x5 with r 6= 0 and let
P′ = (r, s + 1) be the image of P under the hyperelliptic involution. Set b = (r5 + 1)/r and
consider the curve
Cb : y2 + y = x5 + bx3.
We check that there is an involution α : Cb → Cb given by
(x, y) 7→ (x + r2, y + rx2 + r3x + s),
that the functions u = x2 + r2x and v = y + (x/r2)(rx2 + r3x + s) are stable under this involu-
tion, and that these functions satisfy v2 + v = u3/r2 + (s/r4)u, so that the quotient of Cb by the
involution α is the supersingular elliptic curve EP given by y2 + y = x3/r2 + (s/r4)x. Repeating
this computation with P′ (that is, replacing s with s+ 1), we construct another involution α′ of Cb,
and we find the quotient of Cb by this involution is the supersingular elliptic curve EP′ given by
y2 + y = x3/r2 + ((s + 1)/r4)x. We compute that α and α′ commute with one another, and we
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note that their product is the hyperelliptic involution ι of Cb. It follows that we have a diagram
Cb
〈α′〉
&&
〈α〉
xx
〈ι〉

EP
&&
P1

EP′
xx
P1
that exhibits Cb as a Galois V4-extension of P1. This diagram shows that the Jacobian of Cb is
isogenous to the product EP × EP′ , so Cb is supersingular. The vector of Igusa invariants of Cb is
[0 : 0 : 0 : b8 : 1]. Thus, every genus-2 curve over k with J2 = J4 = J6 = 0 is supersingular.
Next we note that two vectors of Igusa invariants [0 : 0 : 0 : J8 : J10] and [0 : 0 : 0 : J′8 : J′10] (with J10
and J′10 nonzero) are equal if and only if J
5
8 /J
4
10 = (J
′
8)
5/(J′10)
4, so supersingular curves over k are
classified up to isomorphism by the invariant I := J58 /J
4
10.
Let us turn to statement (2). Given any nonzero A, we compute that the Igusa invariants of the
curve CA : y2 + y = Ax5 + Ax3 are [0 : 0 : 0 : A8 : A6], so the invariant I(Ca) is equal to A16, which
is equal to the invariant of I(C). Thus, C is isomorphic to CA.
Suppose α is an automorphism of the curve CA. The hyperelliptic involution ι of CA is central
in the automorphism group, so α commutes with ι, and it is easy to check that therefore α must
be of the form (x, y) 7→ (g(x), y + f (x)) for rational functions f (x) and g(x) in k(x). The rational
function g(x) must define an automorphism of P1 that fixes the unique ramification point of the
double cover CA → P1 (which is ∞) so g(x) = ax + t for some a, t ∈ k with a 6= 0. From the
condition that
(y + f (x))2 + (y + f (x)) = A(ax + t)5 + A(ax + t)3
we find that
f (x)2 + f (x) = A(a5 − 1)x5 + Aa4tx4 + A(a3 − 1)x3 + Aa2tx2 + Aa(t4 + t2)x + (At5 + At3).
This shows that a5 = a3 = 1 so that a = 1, and also that the rational function f (x) is a polynomial
of degree at most 2. Writing f (x) = f2x2 + f1x + f0, we find that
f 22 x
4 + ( f 21 + f2)x
2 + f1x + ( f 20 + f0) = Atx
4 + Atx2 + A(t4 + t2)x + (At5 + At3),
so that
f 20 + f0 = At
5 + At3
f1 = At4 + At2
f2 = f 21 + At = A
2t8 + A2t4 + At
f 22 = At.
The first of these equations always has two solutions. The remaining three can be solved if and
only if (A2t8 + A2t4 + At)2 = At, which can be rewritten as
A4t16 + A4t8 + A2t2 + At = 0,
or
t16 + t8 + A−2t2 + A−3t = 0.
Thus, every automorphism gives a root t of the polynomial in statement 2(c), and every such
root t gives two polynomials f (x) = f2x2 + f1x + f0 such that (x, y) 7→ (x + t, y + f (x)) is an
automorphism. Note that this already proves statement 2(b).
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When t = 0 the automorphisms one obtains are the identity and the hyperelliptic involution ι.
Suppose α : (x, y) 7→ (x + t, y+ f2x2 + f1x + f0) is an automorphism with t 6= 0. We compute that
α2 is given by (x, y) 7→ (x, y + f2t2 + f1t), and using the formulæ for f1 and f2 we see that
f2t2 + f1t = A2t10 + A2t6 + At5 = At5(At5 + At + 1).
If t5 + t + A−1 = 0 then f2t2 + f1t = 0 and α2 is the identity. If A2t10 + A2t6 + At5 + 1 = 0 then
f2t2 + f1t = 1 and α2 = ι, so α has order 4.
It is clear that conjugate automorphisms have the same value of t. Let α be any an automor-
phism of order 4. Consider the automorphisms β of order 4 that do not conjugate α to α3; for such
a β we must have αβ = βα, and we see that
(αβ)2 = α2β2 = ι2 = 1.
This shows that β 7→ αβ is an injective map from the set of β of order 4 that commute with α to
the set of automorphisms of order at most 2. Since there are 20 automorphisms of order 4 and
only 12 of order at most 2, we see that there must be a β of order 4 that does not commute with α,
and that therefore conjugates α to α3. Thus, there is a bijection between the conjugacy classes of
automorphisms of order 4 and the roots of T10 + T6 + A−1T5 + A−2.
The proof of statement (3) is analogous, and we leave it to the reader. The main difference is
that instead of finding that a5 = a3 = 1, we only have that a5 = 1, so that g(x) can be of the form
ζx+ t for a 5th root of unity ζ. We note that all of the automorphisms of y2 + y = x5 can be defined
over F16. 
The invariant we used in the proof of Lemma 2.1 is useful enough to deserve a name.
Definition 2.2. If C is a supersingular genus-2 curve in characteristic 2, with Igusa invariants [0 : 0 : 0 : J8 : J10],
we define the supersingular invariant of C to be the quantity I(C) = J58 /J
4
10.
We close with some useful statements about the finite simple sub-group schemes of the square
of the unique supersingular elliptic curve E over k. These statements can be found in [3, §2].
Let α2 be the unique simple local-local group scheme over k; the group scheme α2 is the kernel
of Frobenius on the additive group over k. Note that Hom(α2,α2)(k) = k, and that there is a
unique copy of α2 in E. Fix an embedding e : α2 → E.
Given two elements i, j ∈ k, not both 0, we get an embedding
α2
(i,j)
// α2 ×α2 e×e // E× E
of α2 in E× E. The images we get from a pair (i, j) and a pair (i′, j′) are the same if and only if
[i : j] = [i′ : j′] as elements of P1(k). (And the image does not depend on the choice of e.)
The quotient of E × E by [i : j](α2) is isomorphic to E × E if and only if [i : j] lies in P1(F4).
Otherwise, the quotient contains a unique copy of α2. The quotient, divided by this unique copy
of α2, is E× E.
The Jacobian of a supersingular genus-2 curve over k is isomorphic to E× E/[i : j](α2) for some
[i : j] ∈ P1(k) that does not lie in P1(F4).
3. THE THEOREM, AND A FEW LEMMAS
Let k be an algebraically closed field of characteristic 2. Using the terminology from the preced-
ing section, we can restate our main theorem as follows:
Theorem 3.1. Let C1 and C2 be two supersingular genus-2 curves over k, with supersingular invariants
I1 and I2 and with Jacobians (J1,λ1) and (J2,λ2). If I1 and I2 are both nonzero, there are exactly sixty
Richelot isogenies from (J1,λ1) to (J2,λ2), up to isomorphism. If exactly one of I1 and I2 is zero, there are
PURELY INSEPARABLE RICHELOT ISOGENIES 7
exactly twelve Richelot isogenies from (J1,λ1) to (J2,λ2), up to isomorphism. If both I1 and I2 are zero,
there are exactly four Richelot isogenies from (J1,λ1) to (J2,λ2), up to isomorphism.
Supersingular curves have Jacobians isogenous to products of supersingular elliptic curves.
The following lemmas tell us a little more about the smallest isogenies E× E → J and J → E× E
and about polarizations on E × E obtained from J. To state the lemmas, we must first set some
notation.
Let E be the unique supersingular elliptic curve over k. The endomorphism ring of E is a
maximal order in the quaternion algebra H over Q that is ramified at 2 and infinity. We write
H = Q〈i, j〉where i2 = j2 = −1 and ij = −ji, and we may take End E to be the orderO containing
i, j, and (1 + i + j + ij)/2. There is a unique two-sided prime p of O lying above 2; the quotient
O/p is isomorphic to F4.
The elliptic curve E has a unique principal polarization p : E → Ê. We let P : E× E → Ê× Ê be
the product polarization p× p.
Let M be the endomorphism of E× E given by the matrix[
2 1+ i
1− i 2
]
in M2(O), and let M′ be the endomorphism[
2 −1− i
−1+ i 2
]
.
Lemma 3.2. Let J be a 2-dimensional supersingular Jacobian over k and let ψ0 be a 2-isogeny from J to
E× E. Then every 2-isogeny ψ : J → E× E is of the form α ◦ ψ0 for an automorphism α of E× E.
Proof. As we noted above, J has only one subgroupscheme of rank 2, so ψ and ψ0 have the same
kernel. Therefore ψ factors through ψ0. 
Lemma 3.3. Let J be a 2-dimensional supersingular Jacobian over k and let ϕ0 be a 2-isogeny from E× E
to J. Then every 2-isogeny ϕ : E× E→ J is of the form ϕ0 ◦ α for an automorphism α of E× E.
Proof. The 2-isogenies from E× E to J correspond by duality to the 2-isogenies from Ĵ to Ê× Ê.
Since Ĵ ∼= J and Ê× Ê ∼= E× E, Lemma 3.3 is just a restatement of Lemma 3.2. 
Lemma 3.4. Let J be a 2-dimensional supersingular Jacobian over k. There is an isogeny ϕ : E× E → J
that pulls the canonical polarization of J back to M ◦ P, and there is an isogeny ϕ′ : E× E → J that pulls
the canonical polarization back to M′ ◦ P.
Proof. Let ϕ be any 2-isogeny from E × E to J. Then ϕ pulls back the canonical polarization of
J to some degree-4 polarization of E × E with kernel α2 × α2. But from [3] we know that the
number of isomorphism classes of such polarizations is equal to the class number H2(1, 2) of the
non-principal genus in H× H, and this class number is 1. So we can modify ϕ by automorphisms
of E× E in order to get the pullback of the canonical polarization to be M ◦ P or M′ ◦ P. 
4. PROOF OF THE THEOREM
Let (J1,λ1) and (J2,λ2) be the canonically polarized Jacobians of C1 and C2, respectively. From
Lemma 3.4 we know that there is a degree-2 isogeny ϕ2 : E× E→ J2 that pulls the principal polar-
ization λ2 back to the degree-4 polarization P ◦M, and there is a degree-2 isogeny ϕ1 : E× E→ J1
that pulls the principal polarization λ1 back to the degree-4 polarization P ◦M′.
Let ψ1 be the composite isogeny
J1
λ1 // Ĵ1
ϕ̂1 // Ê× Ê P−1 // E× E.
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Claim 4.1. Every Richelot isogeny from C1 to C2 can be written as a composition ϕ2 ◦ α ◦ ψ1 for
some automorphism α of the polarized variety (E × E, P ◦ M), and every such composition is a
Richelot isogeny.
Proof. Let us begin by showing that the diagram
(2) J1
2λ1 //
ψ1

Ĵ1
E× E P◦M // Ê× Ê
ψ̂1
OO
is commutative. Using the fact that ψ1 = P−1 ◦ ϕ̂1 ◦ λ1, we check that
ψ̂1 ◦ P ◦M ◦ ψ1 = λ̂1 ◦ ϕ1 ◦ P̂−1 ◦ P ◦M ◦ P−1 ◦ ϕ̂1 ◦ λ1
= λ̂1 ◦ ϕ1 ◦M ◦ P−1 ◦ ϕ̂1 ◦ λ1
[because P̂ = P, since P is a polarization]
= λ̂1 ◦ ϕ1 ◦M ◦ P−1 ◦ ϕ̂1 ◦ λ1 ◦ ϕ1 ◦ ϕ−11
= λ̂1 ◦ ϕ1 ◦M ◦ P−1 ◦ P ◦M′ ◦ ϕ−11
[because ϕ1 pulls λ1 back to P ◦M′]
= λ̂1 ◦ ϕ1 ◦M ◦M′ ◦ ϕ−11
= λ̂1 ◦ ϕ1 ◦ 2 ◦ ϕ−11
[because M ◦M′ is multiplication by 2]
= 2 ◦ λ̂1
= 2 ◦ λ1 [because λ1 = λ̂1].
Also note that the diagram
(3) E× E P◦M //
ϕ2

Ê× Ê
J2
λ2
// Ĵ2
ϕ̂2
OO
is commutative, by the definition of ϕ2.
Now suppose that α is an automorphism of (E× E, P ◦M). This means that the diagram
(4) E× E P◦M //
α

Ê× Ê
E× E
P◦M
// Ê× Ê
α̂
OO
is commutative. Stacking Diagrams (2), (4), and (3) on top of one another, we get Diagram (1).
Thus, given α, we get a Richelot isogeny from C1 to C2.
Now suppose we are given a Richelot isogeny ϕ from C1 to C2. The kernel of ϕ is a local-local
subgroupscheme of J1[2]. This kernel must contain a copy of α2, and there is a unique α2 in J1[2].
So the isogeny ϕ : J1 → J2 must factor through ψ1, say ϕ = γ ◦ ψ1 for an isogeny γ : E× E → J2,
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and it follows that the middle arrow of the following diagram is P ◦M:
J1
2λ1 //
ψ1

Ĵ1
E× E P◦M //
γ

Ê× Ê
ψ̂1
OO
J2
λ2 // Ĵ2
γ̂
OO
Lemma 3.3 shows that γ is ϕ2 ◦ α for some automorphism α of E× E, so we can further expand
the diagram to get
J1
2λ1 //
ψ1

Ĵ1
E× E P◦M //
α

Ê× Ê
ψ̂1
OO
E× E P◦M //
ϕ2

Ê× Ê
α̂
OO
J2
λ2 // Ĵ2
ϕ̂2
OO
The middle part of the diagram shows that α is an automorphism of the principally-polarized
variety (E× E, P ◦M). This proves the claim. 
Every automorphism α of E × E can be written as an invertible matrix A in M2(O). The au-
tomorphism α respects the polarization P ◦ M if and only if we have M = A∗MA, where A∗ is
the conjugate transpose of A. (This is because the Rosati involution on End E × E determined
by the product polarization P is equal to the conjugate transpose.) It is not hard to compute (with
Magma, for example) that there are 1920 invertible matrices A in M2(O) that satisfy this condition.
Thus, # Aut(E× E, P ◦M) = 1920.
Suppose β is an automorphism of (J1,λ1). Then β must take the unique copy ofα2 in J1 to itself,
so β gives an automorphism of the polarized variety (E× E, P ◦M). This gives us an (injective)
homomorphism
Aut(J1,λ1)→ Aut(E× E, P ◦M)
that we denote by F1.
Now suppose A is an automorphism of (E × E, P ◦ M). If A takes ker ϕ2 to itself, then A de-
scends to give an automorphism of (J2,λ2). Lemmas 1.4 and 1.5 of [4] show that every automor-
phism of (J2,λ2) comes from a unique such A. Thus, we get an (injective) homomorphism
Aut(J2,λ2)→ Aut(E× E, P ◦M)
that we denote by F2.
Claim 4.1 leads us to this key observation: The set of Richelot isogenies from C1 to C2 (up to
isomorphism) is in bijection with the orbits of Aut(E× E, P ◦M) under the combined actions of
Image F1 on the right and Image F2 on the left. To make use of this observation we have to say a
little more about F1 and F2. First we look at F2.
Suppose A is an automorphism of E× E. How does A permute the various copies of α2 sitting
inside E× E? Recall that the copies of α2 correspond to elements [i : j] of P1(k). Let B in GL2 F4 be
the reduction of A modulo the two-sided prime p over 2. Using Dieudonne´ modules, it is not hard
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to show that A takes [i : j](α2) to [i′ : j′](α2), where [i′ : j′] is B[i : j], under the natural action of GL2
on P1. (A description of the Dieudonne´ module of E and of the action of End E on this module is
given in Section 4.2 of [11].)
By explicit calculation, we find that the image of Aut(E× E, P ◦M) in GL2 F4 is SL2 F4. Let G
be the kernel of the reduction map from Aut(E× E, P ◦M) to SL2 F4, so that #G = 32. We see that
the image of F2 contains G, and is equal to G if C2 is not the special curve y2 + y = x5.
We can also say a little more about F1. The Frobenius is a Richelot isogeny from C1 to C′1 (where
C′1 denotes the curve defined by the same equations as C1, but with all coefficients squared), so we
can always draw a diagram
J1
2λ1 //
ψ1

Ĵ1
E× E P◦M //

Ê× Ê
ψ̂1
OO
J′1
λ′1 // Ĵ′1
OO
where the map J1 → J′1 on the left is Frobenius. It follows that the image of F1 contains G, and is
equal to G unless C1 is the special curve y2 + y = x5.
Now we use the key observation above to complete the proof of the theorem. If neither C1 nor
C2 is the special curve, then the images of F1 and F2 are both equal to the normal subgroup G of
Aut(E× E, P ◦M), so the double cosets
G \Aut(E× E, P ◦M)/G
are in bijection with SL2 F4, a group with 60 elements.
If exactly one of C1 or C2 is isomorphic to the special curve, then the Richelot isogenies are in
bijection with the cosets of SL2 F4 by a non-normal subgroup of order 5. There are 12 orbits.
If C1 and C2 are both isomorphic to the special curve, then the Richelot isogenies are in bijection
with the double cosets of SL2 F4 by a non-normal subgroup of order 5 on the left, and a (possibly
different) such subgroup on the right. By direct calculation, we find that no matter what the
subgroups, there are 4 orbits.
This proves the theorem. 
5. EXPLICIT CONSTRUCTIONS FOR PURELY INSEPARABLE RICHELOT ISOGENIES
Theorem 1.1 tells us how many Richelot isogenies there are between two supersingular genus-2
curves over an algebraically-closed field k of characteristic 2. In this section we produce explicit
constructions that exhibit all of these isogenies.
In Sections 5.1 and 5.2 we present two constructions of Richelot isogenies between supersingu-
lar genus-2 curves. In Section 5.3 we discuss the Frobenius and Verschiebung isogenies, and we
prove that for supersingular Jacobians they are not isomorphic to one another. In Section 5.4 we
show how to parametrize the Richelot isogenies discussed in Section 5.1, and in Section 5.5 we
prove that the constructions we have presented account for all of the Richelot isogenies between
two supersingular Jacobians.
5.1. The dihedral construction. Let D be a supersingular hyperelliptic curve of genus 4 over k,
and suppose α and β are involutions of D that anti-commute — that is, suppose αβ = ιβα, where
ι is the hyperelliptic involution on D.
Let G be the subgroup of the automorphism group Aut D of D generated by the involutions α
and β. The anti-commutation of α and β shows that G is a dihedral group of order 8, so we can
draw a diagram of the intermediate curves in the Galois cover D → D/G ∼= P1 as follows:
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(5) D
〈ι〉

C′1
&&
ss
〈ια〉
C1

xx
〈α〉
P1
xx &&
C2

&&
〈β〉
C′2
xx
++
〈ιβ〉
P1
&&
P1

P1
xx
P1

Here the curves C1 and C′1 are isomorphic to one another because α and ια are conjugate to one
another in G; likewise, C2 and C′2 are isomorphic to one another.
From this large D8 diagram we can extract the V4 diagram from the upper left:
(6) D
〈ια〉
xx
〈ι〉
&&
C′1
&&
C1

〈α〉
P1
xx
P1

This abelian diagram shows that the Jacobian of D decomposes (up to isogeny) as the sum of
the Jacobians of C1 and C′1, so that, in particular, the genus of C1 must be 2. Likewise, the genus of
C2 must be 2. Also, since D is supersingular, so must be C1 and C2.
Let ϕ1 be the natural degree-2 map from D to C1 = D/〈α〉, and let ϕ2 be the natural map from
D to C2 = D/〈β〉. Each of the curves C1, C2, and D has a unique Weierstrass point, and each map
ϕi takes the Weierstrass point of D to that of Ci. Let J be the Jacobian of D, and for each i let Ji be
the Jacobian of Ci.
Proposition 5.1. The map ϕ2∗ϕ∗1 : J1 → J2 is a Richelot isogeny with dual isogeny ϕ1∗ϕ∗2 , and the curve
D and the involutions α and β can be recovered (up to isomorphism) from this isogeny.
Proof. Note that the homomorphism ϕ∗1ϕ1∗ of J is simply 1 + α
∗, and likewise ϕ∗2ϕ2∗ = 1 + β∗. If
we let Jα be the subvariety of J where α∗ acts trivially, then we have a diagram
J1 //
ϕ∗1

J2 //
ϕ∗2

J1
ϕ∗1

Jα 1+β∗
//
ϕ2∗
88
J
1+α∗
//
ϕ1∗
88
Jα.
For every point P ∈ Jα(k) we have
(1+ α∗)(1+ β∗)(P) = (1+ α∗ + β∗ + α∗β∗)(P)
= (1+ α∗ + β∗ − β∗α∗)(P)
= 2P + β∗(P)− β∗(P)
= 2P,
so the composite map Jα → J → Jα on the bottom of the diagram is multiplication by 2. It follows
that the composite map J1 → J2 → J1 at the top of the diagram is also multiplication by 2.
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Let λ, λ1, and λ2 be the canonical principal polarizations of J, J1, and J2, respectively. Lemma
4.4 (p. 186) of [2] shows that the homomorphisms1 ϕ1∗ and ϕ∗1 are dual to one another, in the sense
that
ϕ̂1∗ = λϕ∗1λ
−1
1 and ϕ̂
∗
1 = λ1ϕ1∗λ
−1,
and the same holds for ϕ2∗ and ϕ∗2 . In the preceding paragraph we showed that (ϕ1∗ϕ∗2)(ϕ2∗ϕ∗1) =
2 on J1, and using the duality we just mentioned we find
(λ−11 ϕ̂
∗
1λλ
−1 ϕ̂2∗λ2)(ϕ2∗ϕ∗1) = 2,
so that
(λ−11 ϕ̂2∗ϕ
∗
1λ2)(ϕ2∗ϕ
∗
1) = 2,
and therefore
ϕ̂2∗ϕ∗1λ2(ϕ2∗ϕ
∗
1) = 2λ1.
This is exactly what is shown in Diagram (1), so ϕ2∗ϕ∗1 is a Richelot isogeny from (J1,λ1) to (J2,λ2).
Similarly, ϕ1∗ϕ∗2 is a Richelot isogeny from (J2,λ2) to (J1,λ1), and the two isogenies are dual to
one another because their compositions in both orders are equal to multiplication by 2.
Now we turn to the final statement of the proposition.
Suppose we are given an isogeny ψ : J1 → J2. Every such isogeny comes from a correspondence
on C1 × C2, that is, a divisor on C1 × C2 that does not consist solely of horizontal and vertical
components. We will construct a particular correspondence that represents ψ.
Let W1 and W2 be the Weierstrass points on C1 and C2, respectively, and let P ∈ C1(k) be an
arbitrary point with P 6= W1. The isogeny ψ takes the class of the degree-0 divisor P−W1 on C1
to a point on the Jacobian of C2, and every such point other than the identity can be represented
as the class of a divisor Q + R − 2W2 in a unique way.2 For every P such that [P −W1] is not
in the kernel of ψ we let ψ(P) be the set {Q, R}, where Q and R are the points of C2 such that
ψ(P−W1) = [Q + R− 2W2]; for P such that [P−W1] is in the kernel of ψ we take ψ(P) to be the
empty set. LetW0 be the divisor on C1 × C2 consisting of the Zariski closure of the union over all
P the sets {(P, Q) : Q ∈ ψ(P)}. If there is a P such that #ψ(P) = 2, we takeW =W0; if there is no
such P, then we takeW = 2W0. Clearly the isogeny defined byW is equal to ψ.
Note that the divisorW is either an irreducible curve, or the union of two distinct irreducible
curves, or twice a single irreducible curve.
What does this construction produce in our case, where ψ = ϕ2∗ϕ∗1? Let W be the Weierstrass
point on D, and for a given P ∈ C1(k) let Q′ and R′ be the two points of D(k) that map to P. The
pullback (via ϕ1) of the divisor P−W1 is equal to Q′ + R′ − 2W, and the push-forward (via ϕ2) of
this divisor is ϕ2(Q′) + ϕ2(R′)− 2W2. Thus, the divisor W on C1 × C2 is nothing other than the
image of D under the map ϕ1× ϕ2, soW is also a curve. But since the degree-2 maps ϕ1 : D → C1
and ϕ2 : D → C2 factor through W , we see that either D is birationally equivalent to W and the
projection maps fromW to C1 and C2 have degree 2, orW is birationally equivalent to both C1 and
C2 and the projection maps have degree 1. The latter possibility is inconsistent with ϕ2∗ϕ∗1 having
degree 4, so the map ϕ1 × ϕ2 : D → C1 × C2 gives a birational equivalence between D and W .
Under this equivalence, the projection maps fromW to C1 and C2 correspond to ϕ1 and ϕ2.
Thus, D and the double covers ϕ1 and ϕ2 can be recovered, up to isomorphism, from the Rich-
elot isogeny ϕ2∗ϕ∗1 , and the involutions α and β are determined by ϕ1 and ϕ2. This proves the
proposition. 
1 The cited lemma mistakenly refers to “isogenies” when it should refer to “homomorphisms.”
2 The identity has an infinite number of such representations; it is equal to the class of Q + ι(Q) − 2W2 for any
point Q.
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5.2. The degenerate construction. Suppose C1 is a supersingular genus-2 curve over k, and let γ
be an automorphism of C1 such that γ2 is the hyperelliptic involution ι. Associated to γ we have
the pull-back automorphism γ∗ of the Jacobian J1 of C1.
Proposition 5.2. The map 1 + γ∗ : J1 → J1 is a Richelot isogeny with dual isogeny 1 − γ∗, and the
automorphism γ can be recovered (up to conjugation in the automorphism group of J1) from this isogeny.
This isogeny cannot be obtained from the construction of Proposition 5.1.
Proof. Let γ∗ ∈ Aut J1 be the push-forward of γ. The composition γ∗γ∗ is simply multiplication
by the degree of γ, which is 1; furthermore, since ι∗ = −1 we have (γ∗)2 = −1, so that γ∗ = −γ∗.
Thus we have a commutative diagram
J1
2 //
1+γ∗

J1
J1 1
∼ // J1.
1+γ∗
OO
From [2, Lemma 4.4, p. 186] we know that the γ∗ = λ−11 γ̂∗λ1, where λ1 is the canonical principal
polarization of J1 and where γ̂∗ is the dual isogeny of γ∗. This means that we can extend the
preceding diagram to get
J1
2 //
1+γ∗

J1
λ1 // Ĵ1
J1 1
∼ // J1
1+γ∗
OO
λ1
// Ĵ1.
1+γ̂∗
OO
The outer portion of this diagram is precisely Diagram (1), so we find that 1 + γ∗ is a Richelot
isogeny from (J1,λ1) to itself. The dual isogeny is clearly 1− γ∗. Also, from the isogeny 1 + γ∗
we can recover the automorphism γ∗ (up to conjugation), and Torelli’s theorem tells us that this
specifies γ (up to conjugation).
To show that this isogeny cannot be produced from the construction of the preceding section, we
repeat the construction of the correspondenceW ⊂ C1 × C1 given in the proof of Proposition 5.1.
If W1 is the Weierstrass point of C1 and P is an arbitrary point of C1 such that [P−W1] is not in the
kernel of 1+ γ∗, we find that
(1+ γ∗)([P−W1]) = [P + γ−1(P)− 2W1],
so the divisorW is the union of the graph of the identity of C1 and the graph of the automorphism
γ−1 of C1. In particular,W is the union of two irreducible curves (each isomorphic to C1). For the
Richelot isogenies in Proposition 5.1, the divisor W was an irreducible curve. Thus, no isogeny
can be produced by both of these constructions. 
As we have just proven, these degenerate isogenies do not come from the dihedral construc-
tion described in the preceding section. However, if we generalize the dihedral construction to
allow genus-4 “curves” D that are not irreducible, then the degenerate isogenies fit into the same
framework. Let us sketch here how this works.
Let D be the disjoint union of two copies of C1, which we denote by writing D = C1 äC1. An
automorphism of D can either swap the copies of C1 or not. Given two automorphisms f and g
of C1, we will denote by
[
f 0
0 g
]
the automorphism that sends the first component to itself by f and
the second component to itself by g; we will denote by
[
0 g
f 0
]
the automorphism that sends the
first component to the second via f and the second component to the first via g.
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Suppose γ is an automorphism of C1 with γ2 = ι. Let α =
[
0 1
1 0
]
, let β =
[
0 γ
ιγ 0
]
, and let I =
[
ι 0
0 ι
]
.
Note that I∗ acts as −1 on the Jacobian J = J1 ⊕ J1 of D, so I plays the role of the hyperelliptic
involution; it is central in the automorphism group of D.
We see that α and β are involutions that anti-commute with one another, in the sense that αβ =
Iβα, and the subgroup G of Aut D generated by them is dihedral of order 8. As in Section 5.1, we
get a Galois cover D → D/G ∼= P1:
C1 äC1
〈I〉

C1
&&
ss
〈Iα〉
C1

ww
〈α〉
P1 äP1
ww ''
C1

''
〈β〉
C1
xx
++
〈Iβ〉
P1
''
P1 äP1

P1
ww
P1

If we let Id denote the identity map on C1, then the four maps from C1 äC1 to C1 in this diagram
are, from left to right, isomorphic to (ι, ι), (Id, Id), (ιγ, Id), and (γ, ι). In the notation of Section 5.1,
we have ϕ1 = (Id, Id) and ϕ2 = (ιγ, Id).
Now we can compute where the homomorphism ϕ2∗ϕ∗1 : J1 → J1 sends the class of a divisor
P−W1. We see that ϕ∗1(P) consists of two points: P on one copy of C1 in C1 äC1, and P on the
other copy of C1. Applying ϕ2 to this divisor gives P + ιγ(P). Similarly, we find that W1 gets sent
to 2W1, so
ϕ2∗ϕ∗1([P−W1]) = [P + ιγ(P)− 2W1].
But γ∗(P) = ιγ(P), so we find that 1 + γ∗ = ϕ2∗ϕ∗1 , and the Richelot isogeny we produced with
the degenerate construction can be viewed as coming from a generalized version of the dihedral
construction.
5.3. Frobenius and Verschiebung. To be complete, we will make a few remarks on the Richelot
isogenies given by Frobenius and Verschiebung. Let C1 be an arbitrary supersingular genus-2
curve over k, say given by an equation y2 = x5 + bx3, and let C2 be the curve y2 = x5 + b2x3. Let
(J1,λ1) and (J2,λ2) be the polarized Jacobians of these curves. The Frobenius morphism ϕ from
C1 to C2 takes a point (x, y) to the point (x2, y2), and the push-forward of this map is an isogeny
F : J1 → J2 also called the Frobenius. The isogeny V : J2 → J1 given by V = λ−11 F̂λ2 is called the
Verschiebung. We have a diagram
J1
2λ1 //
F

Ĵ1
J2
λ2 // Ĵ2
F̂
OO
that shows that the Frobenius is a Richelot isogeny and that its dual isogeny is the Verschiebung.
If we apply the construction of the divisorW from the proof of Proposition 5.1 to the isogeny
ψ = F, we find that ψ(P) = {ϕ(P), W2} for every P 6= W1 in C1(k), so that W ⊂ C1 × C2 is the
union of the graph of ϕ and a “horizontal” copy of C1.
Similarly, if we construct W ⊂ C2 × C1 from the Verschiebung V : J2 → J1, we obtain the
transpose of the graph of ϕ together with a “horizontal” copy of C2.
We see that neither Frobenius nor Verschiebung can be constructed from the dihedral construc-
tion or from the degenerate construction from the preceding sections.
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There is one remaining point to consider: Are the Frobenius and Verschiebung isogenies start-
ing from a given Jacobian ever isomorphic to one another? The following theorem says that the
answer is no.
Theorem 5.3. Let C be a supersingular genus-2 curve over k with supersingular invariant I, let C(2) and
C(1/2) be the curves with invariants I2 and I1/2, respectively, and let J, J(2), and J(1/2) be the Jacobians
of these curves. Then Frobenius isogeny F : J → J(2) is never isomorphic to the Verschiebung isogeny
v : J → J(1/2).
Proof. Suppose, to get a contradiction, that F and V are isomorphic. This means that there are
isomorphisms a : J → J and b : J(2) → J(1/2) of polarized Jacobians such that V = b ◦ F ◦ a. Let F′
be the Frobenius morphism from J(1/2) to J. By definition, F′V is multiplication by 2 on J.
Torelli’s theorem tells us that there are isomorphisms α : C → C and β : C(2) → C(1/2) such that
a = α∗ and b = β∗. Also, if we let ϕ : C → C(2) and ϕ′ : C(1/2) → C be the Frobenius morphisms of
curves, then F = ϕ∗ and F′ = ϕ′∗.
Let ∞ be the infinite point on C and let P be any point on C other than ∞. Then in the Jacobian
of C we have
[2P− 2∞] = 2[P−∞]
= (F′ ◦V)([P−∞])
= (F′ ◦ b ◦ F ◦ a)([P−∞])
= (ϕ′∗ ◦ β∗ ◦ ϕ∗ ◦ α∗)([P−∞]
= [(ϕ′ ◦ β ◦ ϕ ◦ α)(P)−∞]
= [Q−∞]
= [Q +∞− 2∞]
where Q = (ϕ′ ◦ β ◦ ϕ ◦ α)(P). But since P 6= ∞, this equality contradicts the fact (noted above)
that every nonzero point on J has a unique representation as the class of a divisor of the form
[R + S− 2∞]. 
5.4. Parametrizing dihedral diagrams. In this section we investigate how to create a dihedral
diagram like Diagram (5) starting from two given double covers of P1 by supersingular genus-2
curves; that is, given C1 → P1 and C2 → P1, we want to determine what other information is
necessary and sufficient to specify a diagram like Diagram (5) up to isomorphism.
Since we are working up to isomorphism, we may demand that the double covers C1 → P1
and C2 → P1 be in the standard forms specified in Lemma 2.1. For now, let us assume that the
supersingular invariants of the two curves are nonzero, so that we can write the double cover
C1 → P1 as y2 + y = A2(x5 + x3) and the double cover C2 → P1 as v2 + v = B2(u5 + u3) for
some nonzero A and B ∈ k. (We use A2 and B2 instead of simply A and B in order to avoid a
proliferation of square roots in various formulæ to come.)
Theorem 5.4. Up to isomorphism, diagrams in the form of Diagram (5) with C1 and C2 given by y2 + y =
A2(x5 + x3) and v2 + v = B2(u5 + u3), respectively, are in bijection with pairs (a, c) of nonzero elements
of k satisfying
0 = B4a8 + B2a6c + a4 + A2ac6 + A4c8 + c4(7)
0 = A2B6a10 + B2a5 + A2B2a4c2 + A2B2a2c4 + A6B2c10 + A2c5(8)
0 6= B2a5 + A2c5.(9)
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Proof. Suppose we have a diagram like Diagram (5) that contains our given maps C1 → P1 and
C2 → P1. We begin by focusing on a subdiagram, looking especially at the relationships among
the copies of P1:
(10) D

C1

xx
P1
xx &&
C2

&&
P1
&&
P1

P1
xx
P1

Since (as we saw in Section 5.1) the hyperelliptic curve D is supersingular, the double cover D →
P1 of the top P1 is ramified at only one point. The point ∞ in the left P1 ramifies in C1 → P1, so
if two points of the top P1 mapped to ∞ in the left P1, both of those points would ramify in the
double cover D → P1, a contradiction. Therefore ∞ ramifies in the top left cover P1 → P1, and
similarly in the top right cover P1 → P1. It follows that ∞ in the left P1 and ∞ in the right P1 map
to the same point in the bottom P1, and this point in the bottom P1 ramifies going up to the left
and going up to the right.
We can choose a coordinate z on the bottom P1 so that this common image point is ∞. Then the
bottom left map P1 → P1 is of the form z = a2x2 + b2x + e21 and the bottom right map P1 → P1 is
z = c2u2 + d2u + e22. (We again take the coefficients to be squares to avoid square root signs later.)
Setting e = e1 + e2, we find that the V4-diagram of copies of P1 is specified by the relation
(11) a2x2 + b2x + c2u2 + d2u + e2 = 0,
for some a, b, c, d, e ∈ k. We note that a, b, c, and d must all be nonzero in order for the bottom
left and bottom right covers P1 → P1 to be separable maps of degree 2. The conic defined by this
equation is the P1 that appears in the top of the V4 diagram, so the conic must be nonsingular,
which means simply that ad2 + b2c 6= 0.
(At this point, the coefficients in Equation (11) are only specified up to a scaling factor; in a
moment we will see that there is a unique way of scaling the coefficients so that we have both
b = Ac2 and d = Ba2. Scaled in this way, the coefficients a and c will give the (a, c) pair specified
in the statement of the theorem.)
If we take t = ax + cu, then t generates the function field of the top P1, and we have
x = (ct2 + d2t + ce2)/(b2c + d2a)(12)
u = (at2 + b2t + ae2)/(b2c + d2a).(13)
Equation (11), together with the equations for the double covers C1 → P1 and C2 → P1, defines
a 1-dimensional variety. We still need to check that this variety is isomorphic to the curve D and
that we get the D8 extension given in Diagram (5). As a first step, we take a look at the maps that
are supposed to give the anti-commuting involutions α and β of D.
Recall that Diagram (6) shows a V4 extension extracted from Diagram (5). The middle extension
C1 → P1 in Diagram (6) is the Artin–Schreier extension
y2 + y = A2x5 + A2x3.
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The extension P1 → P1 on the right is given by Equation (11), which we can scale and rewrite as
an Artin–Schreier equation:(
c2
d2
u
)2
+
(
c2
d2
u
)
=
a2c2
d4
x2 +
b2c2
d4
x +
e2c2
d4
.
Therefore the double cover C′1 → P1 is given by(
y +
c2
d2
u
)2
+
(
y +
c2
d2
u
)
= A2x5 + A2x3 +
a2c2
d4
x2 +
b2c2
d4
x +
e2c2
d4
.
Consider the involution β of D, which is supposed to fix C2 and take C1 to C′1. On the V4 diagram
of copies of P1, the involution β must then act trivially on the rightmost P1 and nontrivially on
the leftmost P1. Since β fixes C2 we must have β∗u = u and β∗v = v. Since β acts nontrivially
on the leftmost P1 but fixes the bottom P1, we must have β∗x = x + b2/a2. And since β takes C1
to C′1, we must have
β∗y = y +
c2
d2
u + F
for some F ∈ k(x). Applying β∗ to y2 + y = A2x5 + A2x3 we find that(
y +
c2
d2
u + F
)2
+
(
y +
c2
d2
u + F
)
= A2
(
x +
b2
a2
)5
+ A2
(
x +
b2
a2
)3
,
which simplifies to
F2 + F =
A2b2
a2
x4 +
(
A2b2
a2
+
a2c2
d4
)
x2 +
(
A2b8
a8
+
A2b4
a4
+
b2c2
d4
)
x +
(
A2b10
a10
+
A2b6
a6
+
e2c2
d4
)
.
Therefore F = f2x2 + f1x + f0 for some f2, f1, f0 ∈ k. Looking at the coefficient of x4 in the
preceding equality, we find that f2 = Ab/a. Looking at the coefficient of x, we find
f1 =
A2b8
a8
+
A2b4
a4
+
b2c2
d4
.
We also have the condition that β is an involution, which implies that
f2x2 + f1x + f0 + f2
(
x +
b2
a2
)2
+ f1
(
x +
b2
a2
)
+ f0 = 0;
this simplifies to a2 f1 + b2 f2 = 0. Combining these three relations, we find that
(14) 0 = A2a4b2d4 + A2b6d4 + Aa5bd4 + a8c2.
It is not hard to check that that if this relation holds (and if we choose an appropriate value for f0),
then indeed F2 + F is equal to the appropriate polynomial expression in x given above.
The same argument, applied to the involution α, shows that we must have
(15) 0 = B2b4c4d2 + B2b4d6 + Bb4c5d + a2c8.
Next we check that the extension of the top P1 in Diagram (10) we get from C1 is isomorphic
to the one we get from C2. This condition simply means that the Artin–Schreier extension of k(t)
we get from Equation (12) and y2 + y = A2x5 + A2x3 should be isomorphic to the Artin–Schreier
extension we get from Equation (13) and v2 + v = B2u5 + B2u3. This means that the expression
S = A2x5 + A2x3 + B2u5 + B2u3,
viewed as a polynomial in t, should be expressible as T2 + T for some T ∈ k[t]. If we write
S = s10t10 + s9t9 + s8t8 + · · ·+ s1t + s0,
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then S can be written T2 + T if and only if we have
0 = s9(16)
0 = s7(17)
0 = s10 + s25(18)
0 = s6 + s23(19)
0 = s8 + s24 + s
4
2 + s
8
1.(20)
Consider Equation (16). With a computer algebra system it is easy to check that
s9 =
(Ba2b + Ac2d)2
(ad2 + b2c)5
,
so Equation (16) is equivalent to Ba2b = Ac2d. Now, all of our conditions on the variables a, b,
c, d, and e have been homogeneous, because these variables appear as coefficients in the conic
defined by Equation (11). The condition that Ba2b = Ac2d gives us an opportunity to remove this
homogeneity in a natural way: We scale all five variables by the (unique) factor that makes the
condition b = Ac2 hold. Then the relation Ba2b = Ac2d from Equation (16) shows that we also
have d = Ba2. This allows us to eliminate b and d from our equations. In particular, we find that
Equations (14) and (15) become
0 = A4B8a10 + A4B4a2c4 + A4B2c5 + 1(21)
0 = A2B4a5 + A4B4a4c2 + A8B4c10 + 1.(22)
Also note that the condition that the conic given by Equation (11) be nonsingular — namely, that
ad2 + b2c 6= 0 — becomes Inequality (9).
With these new scaled variables, we continue to check the conditions required for S to be of the
form T2 + T. Again, it is simplest to use a computer algebra system. We find that Equation (17) is
automatically satisfied. We find that
s10 + s25 =
(A2B6a10 + B2a5 + A2B2a4c2 + A2B2a2c4 + A6B2c10 + A2c5)2
(B2a5 + A2c5)6
,
so Equation (18) is equivalent to Equation (8) from the statement of the theorem.
To analyze Equation (19), we rely on our computer algebra system once again. First of all, we
find that Equation (19) holds if and only if
(23) 0 = A4B12a24 + A2B10a21c + B8a18 + A4B8a16c6 + A2B6a15c3
+ A2B6a13c5 + A4B4a10c8 + A4B4a8c10 + A8B4a6c16
+ A6B2a5c13 + A6B2a3c15 + A10B2ac21 + A12B4c24 + A8c18.
For a moment, let us view a, c, A, and B as indeterminates. Let t1, t2, and t3 be the polynomials
in F2[a, c, A, B] that appear on the right-hand sides of Equations (21), (22), and (23), respectively,
and let r1 be the polynomial that appears on the right-hand side of Equation (7). We check via
computer algebra that the ideal of F2[a, c, A, B] generated by t1, t2, and t3 is equal to the ideal
generated by t1, t2, and r1. Thus, demanding that Equations (21), (22), and (23) hold is equivalent
to demanding that Equations (21), (22), and (7) hold.
We turn to our final condition on creating a diagram: Equation (20). We find that
s8 + s24 + s
4
2 + s
8
1 =
(p16e16 + p8e8 + p4e4 + p2e2 + p1e + p0)2
(B2a5 + A2c5)24
,
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where
p16 = (B2a5 + A2B2a4c2 + A2B2a2c4 + A2c5)4
p8 = (B2a3 + A2c3)2(B2a5 + A2c5)6
p4 = A4B4a2c2(B2a5 + A2c5)6(B2a7 + A2c7)2
p2 = (B2a5 + A2c5)8
· (A2B6a11c + B4a8 + A4B4a6c6 + A2B2a5c3 + A2B2a3c5 + A6B2ac11 + A4c8)
p1 = (B2a5 + A2c5)10
p0 = A2B2ac(B2a5 + A2c5)9(B2a7 + A2c7).
However, we note that the term B2a5 + A2B2a4c2 + A2B2a2c4 + A2c5 appearing in p16 is equal to
A2B2(B2a5 + A2c5)2 + r2,
where r2 is the expression on the right-hand side of Equation (8), and the term
A2B6a11c + B4a8 + A4B4a6c6A2B2a5c3 + A2B2a3c5 + A6B2ac11 + A4c8
appearing in p2 is equal to
(A2B2a3c3 + a2 + c2)2 + r1 + acr2,
so
p16e16 + p8e8 + p4e4 + p2e2 + p1e + p0 = (B2a5 + A2c5)6(q16e16 + q8e8 + q4e4 + q2e2 + q1e + q0)
where
q16 = A8B8(B2a5 + A2c5)2
q8 = (B2a3 + A2c3)2
q4 = A4B4a2c2(B2a7 + A2c7)2
q2 = (B2a5 + A2c5)2(A2B2a3c3 + a2 + c2)2
q1 = (B2a5 + A2c5)4
q0 = A2B2ac(B2a5 + A2c5)3(B2a7 + A2c7).
For a given choice of a and c, a value of e satisfies Equation 20 if and only if it is a root of
(24) q16T16 + q8T8 + q4T4 + q2T2 + q1T + q0 = 0.
Note that q16 and q1 are both nonzero, so for a given choice of a and c there are exactly 16 values
of e ∈ k that satisfy Equation 20. We will show that different choices for e lead to isomorphic
diagrams.
Lemma 2.1 says that for every root x0 of f := T16 + T8 + A−4T2 + A−6T there are two auto-
morphisms of C1 that lie over the automorphism x 7→ x + x0 of P1. (We use A−4 and A−6 as
coefficients in the polynomial f instead of the A−2 and A−3 that appear in the lemma because our
curve uses an A2 where the curve in the lemma uses an A.) Shifting x by x0 changes the equation
for the conic in Equation (11) by changing e to e + e0, where
e0 = ax0 + b
√
x0 = ax0 + c2A
√
x0.
Since e + e0 must also be a root of Equation (24), we see that e0 must be a root of the additive
polynomial g := q16T16 + q8T8 + q4T4 + q2T2 + q1T. Thus, the map x0 7→ ax0 + Ac2√x0 is a
homomorphism from the (additive group of the) roots of the polynomial f to those of g. If this
map is surjective, then the isomorphism class of the diagram obtained from a given choice of a, c,
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and e does not depend on the choice of e, so it will suffice for us to show that no nonzero root x0
of f satisfies ax0 + Ac2
√
x0 = 0.
Suppose, to obtain a contradiction, that x0 is a nonzero root of f such that ax0 + Ac2
√
x0 = 0.
Then x0 = A2c4/a2, and plugging this expression into f we find that
0 = a30c4 + A4a28c8 + A20a16c32 + A36c64
= c4(a5 + A2a4c2 + A6c10)2(a10 + A6a5c10 + A8a4c12 + A12c20)2.(25)
The first factor on the right-hand side of Equation (25) is nonzero because c 6= 0. The second factor
is also nonzero, because from Equation (22) we see that
a5 + A2a4c2 + A6c10 =
A2B4a5 + A4B4a4c2 + A8B4c10
A2B4
=
1
A2B4
6= 0.
And the third factor is nonzero as well, because we have
B4(a10 + A6a5c10 + A8a4c12 + A12c20) = (B2a5 + A2c5)2 + A4c10(A2B4a5 + A4B4a4c2 + A8B4c10 + 1),
and the first term on the right-hand side is nonzero by Inequality (9) while the second term is
zero by Equation (22). Thus, the right-hand side of Equation (25) is nonzero, while the left-hand
side is zero. This contradiction shows that for given values of a and c, the isomorphism class of
Diagram (5) does not depend on the choice of e satisfying Equation (20).
In short, when C1 and C2 are supersingular genus-2 curves over k specified by nonzero A, B ∈ k
as in the statement of the theorem, then every diagram of the shape of Diagram (5) gives rise to a
unique pair (a, c) of nonzero elements of k that satisfies Equations (7) and (8), Inequality (9), and
Equations (21) and (22). And our analysis works in reverse, as well: Given nonzero a and c in k
that satisfy these four equalities and one inequality, we set b = c2A and d = a2B and choose a
value of e such that Equation (24) holds — and then the V4 diagram of copies of P1 specified by
the conic in Equation (11) extends to give a D8 diagram like Diagram (5).
To complete the proof, we need only show that any pair (a, c) of nonzero elements of k that
satisfies Equations (7) and (8) and Inequality (9) also satisfies Equations (21) and (22). If we let r1,
r2, and r3 be the quantities on the right-hand sides of (7), (8), and (9), and if we let t1 and t2 be the
quantities on the right-hand sides of (21) and (22), we see that
r23t1 = r
2
2 + A
6B2c10r2 + A4B4a4c4r1
r23t2 = r
2
2 + A
2B6a10r2 + A4B4a4c4r1.
Since r1 = r2 = 0 and r3 6= 0, we find that t1 = t2 = 0. 
The same strategy leads to the following two results, which deal with the cases where one or
both of C1 and C2 have supersingular invariant equal to 0; we leave the details of the proofs to the
reader.
Theorem 5.5. Up to isomorphism, diagrams in the form of Diagram (5) with C1 and C2 given by y2 + y =
A2(x5 + x3) and v2 + v = u5, respectively, are in bijection with orbits of pairs (a, c) of nonzero elements
of k satisfying
0 = a6c + a4 + A2ac6 + A4c8(26)
0 = A2a10 + a5 + A2a4c2 + A6c10 + A2c5(27)
0 6= a5 + c5A2,(28)
under the action of the fifth roots of unity given by ζ · (a, c) = (ζa, ζ3c). 
Theorem 5.6. There are no diagrams in the form of Diagram (5) when C1 and C2 are given by y2 + y = x5
and v2 + v = u5, respectively. 
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Remark 5.7. We will make one comment about a possibly non-obvious point in the proof of The-
orem 5.5. As in the proof of Theorem 5.4, we derive equations from the requirement that there be
anti-commuting involutions of D; for Theorem 5.5, the analogs of Equations (21) and (22) are
0 = A4a10 + A4c5 + 1(29)
0 = A2a5 + A4a4c2 + A8c10 + 1.(30)
If we let t1 and t2 be the right-hand sides of these equations, and if we let r1, r2, and r3 be the
right-hand sides of (26), (27), and (28), then we have
r3t1 = A2c2(A2a5 + A4c5 + 1)r1 + (A2a5 + A2ac3 + A4c5 + 1)r2
r3t2 = A2c2(A2a5 + A4c5 + 1)r1 + (A2ac3 + 1)r2.
Thus, Equations (26) and (27) and Inequality (28) imply Equations (29) and (30).
5.5. Counting isogenies. Now we are in a position to show that the dihedral construction, the
degenerate construction, the Frobenius, and the Verschiebung account for all of the Richelot iso-
genies between two supersingular curves. First we look at the case of two curves whose super-
singular invariants are nonzero, so that according to Theorem 1.1 there are 60 isogenies to account
for.
Theorem 5.8. Let A and B be nonzero elements of k, and let C1 and C2 be the curves given by y2 + y =
A2(x5 + x3) and v2 + v = B2(u5 + u3), respectively. The number of isomorphism classes of Richelot
isogenies from the Jacobian of C1 to the Jacobian of C2 coming from the dihedral construction, from the
degenerate construction, from Frobenius, and from Verschiebung are as given in Table 1, and these account
for all of the Richelot isogenies from the Jacobian of C1 to the Jacobian of C2.
TABLE 1. The number of isomorphism classes of Richelot isogenies from the Ja-
cobian of y2 + y = A2(x5 + x3) to the Jacobian of v2 + v = B2(u5 + u3) coming
from the dihedral construction, from the degenerate construction, from Frobenius,
and from Verschiebung, depending on whether A = B, A = B2, and B = A2. The
fourth row gives the case where A and B are distinct primitive cube roots of unity,
and the sixth row gives the case when A = B = 1.
Conditions on A and B: Number of isogenies coming from. . .
A = B? A = B2? B = A2? Dihedral Degen. Frob. Ver.
no no no 60 0 0 0
no no yes 59 0 1 0
no yes no 59 0 0 1
no yes yes 58 0 1 1
yes no no 50 10 0 0
yes yes yes 48 10 1 1
Proof. First let us consider the number of isogenies coming from the dihedral construction. From
Proposition 5.1 and Theorem 5.4 we know that the number of isomorphism classes of Richelot
isogenies from C1 to C2 is given by the number of pairs (a, c) of nonzero elements of k that satisfy
Equations (7) and (8) and Inequality (9).
As in the proof of Theorem 5.4, we view a, c, A, and B as indeterminates, we let r1 and r2
be the polynomials in F2[a, c, A, B] that appear on the right-hand sides of Equations (7) and (8),
respectively, and we let r3 be the polynomial on the right-hand side of Inequality (9).
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Given two elements g1, g2 in F2[a, c, A, B] and a variable v ∈ {a, c, A, B}, we let Resv(g1, g2)
denote the resultant of g1 and g2 with respect to the variable v and we let Discv(g1) denote the
discriminant of g1 with respect to the variable v. We compute that
(31) Resc(r1, r2) = A24(A + B)8a20 f ,
where
f = A24B48a60 + A18B36a45 + A16B32a40 + A14B28a33 + A12B24a28
+ A10B20a25 + A10B20a21 + A8B16a20 + A8B16a18 + A8B16a16
+ A8B16a12 + A6B12a9 + A4B8a8 + A4B8a6 + A4B8a4
+ A2B4a5 + A2B4a3 + A2B4a + (A + B2)4.
We further compute that
(32) Disca f = A1416B2832(A + B2)176.
Suppose now we are given specific nonzero values of A and B in k with A 6= B2 and B 6= A2
and A 6= B. From Equations (31) and (32) we find that there are exactly 60 nonzero values of
a ∈ k for which there exists a c ∈ k with r1(a, c) = r2(a, c) = 0. We claim that each of these
values of c is nonzero. To see this, note that if c were 0 we would have 0 = r1(a, 0) = a4(Ba + 1)4
and 0 = r2(a, 0) = B2a5(A2B4a5 + 1); the first relation gives a = 1/B and then the second gives
B = A2, a contradiction. Thus there are exactly 60 pairs (a, c) of nonzero elements of k that
satisfy Equations (7) and (8). We must still consider whether any of these pairs fails to satisfy
Inequality (9); that is, we must check to see whether r3 = 0 for any of these pairs.
We check that Resc(r2, r3) = A22B14(A + B)4a20, and since we have assumed that A 6= B, ev-
ery one of the 60 pairs (a, c) satisfies Inequality (9). This gives us the count of dihedral Richelot
isogenies on the first line of Table 1.
To see what happens when A 6= B2 and B 6= A2 but A = B, we repeat the computations we
above, but this time we work in the polynomial ring F2[a, c, A] and set B = A. (Note that the
assumptions that A 6= B2 and B 6= A2 imply that A 6= 1.) When A = B, the polynomial r3 has a
factor a+ c, so we must avoid solutions with a = c. The polynomials r1 and r2 also have factors of
a + c, and we write r1 = (a + c)u1 and r2 = (a + c)u2 for polynomials u1, u2 ∈ F2[a, c, A].
We compute that
Resc(u1, u2) = A20a12 f1 f2,
where
f1 = A24a20 + A16a12 + A14a11 + A12a10
+ A12a8 + A8a6 + A6a3 + A2a + (A + 1)4
f2 = A32a30 + A28a26 + A26a25 + A22a21 + A20a18 + A18a17
+ A14a15 + A14a13 + A10a11 + (A12 + A8)a10 + A10a9
+ A6a7 + (A8 + A4)a6 + (A6 + A2)a5 + A4a4 + A2a3 + 1,
and we find that
Disca f1 f2 = A2660(A + 1)120.
For a given value of A = B in k, with A 6= 0, 1, we find that there are exactly 50 nonzero values
of a ∈ k for which there exists a c ∈ k with u1(a, c) = u2(a, c) = 0. The same argument we used
before shows that none of these values of c can be equal to 0. We check that
Resc(u2, r3) = A36a24,
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so every one of these 50 pairs (a, c) satisfies Inequality (9). This gives us the count of dihedral
Richelot isogenies on the fifth line of Table 1.
Now let us consider the case where B = A2 but A 6= B2 (so that A 6= B as well). In this
case, Equation (32) still shows that the discriminant of f is nonzero, so we again have 60 distinct
nonzero values of a for which there exists a c ∈ k with r1(a, c) = r2(a, c) = 0. However, we check
that now there is a (unique) nonzero value of a satisfying r1(a, 0) = r2(a, 0) = 0, namely a = 1/A2.
This shows that when B = A2 and A 6= B2 we have exactly 59 pairs (a, c) of nonzero elements of
k that satisfy Equations (7) and (8) and Inequality (9). This gives us the count of dihedral Richelot
isogenies on the second line of Table 1. By symmetry, we get the count for the third line as well.
Now suppose A = B2 and B = A2 but A 6= B; this happens precisely when A and B are distinct
cube roots of unity. In this case we can explicitly compute the pairs (a, c) of nonzero elements of
k that satisfy Equations (7) and (8) and Inequality (9), and we find there are 58 such pairs. This
gives us the count of dihedral Richelot isogenies on the fourth line of Table 1.
Likewise, when A = B2 and B = A2 and A = B (that is, when A = B = 1), we find that there
are 48 pairs (a, c) of nonzero elements of k that satisfy Equations (7) and (8) and Inequality (9).
This gives us the count of dihedral Richelot isogenies on the last line of Table 1.
We turn now to the question of counting degenerate Richelot isogenies. Degenerate isogenies
require that C1 ∼= C2; that is, that A = B. This explains the four zero entries in the “Degenerate”
column of Table 1.
Suppose A = B, and let C be the curve C1 ∼= C2. We see from Proposition 5.2 that the number of
degenerate Richelot isogenies is equal to the number of conjugacy classes of elements γ ∈ Aut C
with γ2 = ι, the hyperelliptic involution. Statement 2(c) of Lemma 2.1 says that there are exactly
10 such conjugacy classes, and this gives us the count of degenerate Richelot isogenies on the last
two lines of the table.
The entries for Frobenius and Verschiebung are self-explanatory.
We see that for each pair (A, B), we can account for 60 distinct Richelot isogenies, the number
given by Theorem 1.1. 
Theorem 5.9. Let A be a nonzero elements of k, and let C1 and C2 be the curves given by y2 + y =
A2(x5 + x3) and v2 + v = u5, respectively. Then up to isomorphism, there are 12 Richelot isogenies from
the Jacobian of C1 to the Jacobian of C2 coming from the dihedral construction, and these account for all of
the Richelot isogenies from the Jacobian of C1 to the Jacobian of C2.
Proof. From Proposition 5.1 and Theorem 5.5 we know that the number of isomorphism classes of
Richelot isogenies from C1 to C2 is given by the number of orbits of pairs (a, c) of nonzero elements
of k that satisfy Equations (26) and (27) and Inequality (28), under the action of the fifth roots of
unity given by ζ · (a, c) = (ζa, ζ3c).
As before, we view a, c, and A as indeterminates, we let r1 and r2 be the polynomials in
F2[a, c, A] that appear on the right-hand sides of Equations (26) and (27), respectively, and we
let r3 be the polynomial on the right-hand side of Inequality (28).
We compute that Resc(r1, r2) = A34a20 f , where
f = A22a60 + A16a45 + A14a40 + A8a25 + A6a20 + a5 + A2,
and we note that Disca f = A1356. From this we see that given any specific nonzero value of A,
there are exactly 60 nonzero values of a ∈ k for which there exists a c ∈ k with r1(a, c) = r2(a, c) =
0. Since r1(a, 0) = a4, we see immediately that these c must be nonzero, so we get 60 pairs (a, c)
of nonzero elements of k that satisfy Equations (26) and (27). Since Resc(r2, r3) = A26a30, each of
these pairs also satisfies Inequality (28).
Under the action given in Theorem 5.5, the group of fifth roots of unity acts without fixed
points on the set of these pairs, so there are 12 orbits. Therefore there are 12 isomorphism classes
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of Richelot isogeny from C1 to C2 given by the dihedral construction, and, by Theorem 1.1, this
accounts for all of the Richelot isogenies between these curves. 
Theorem 5.10. Let C be the curve given by y2 + y = x5. There are exactly 2 isomorphism classes of
Richelot isogeny from the Jacobian of C to itself coming from the degenerate construction, and these two
degenerate isogenies, together with the Frobenius and the Verschiebung, represent all of the isomorphism
classes of Richelot isogeny from the Jacobian of C to itself.
Proof. Theorem 5.6 says that there are no Richelot isogenies from the Jacobian of C to itself coming
from the dihedral construction. Proposition 5.2 and part 3(c) of Lemma 2.1 show that there are
exactly 2 isomorphism classes of Richelot isogeny from the Jacobian of C to itself coming from the
degenerate construction. The Frobenius and the Verschiebung are also Richelot isogenies from the
Jacobian of C to itself, and Theorem 5.3 says that they are not isomorphic to one another. This
gives us a total of four isomorphism classes of Richelot isogeny from the Jacobian of C to itself,
and Theorem 1.1 says that there are no others. 
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