Abstract. We start the general structure theory of not necessarily semisimple finite tensor categories, generalizing the results in the semisimple case (i.e. for fusion categories), obtained recently in our joint work with D. Nikshych. In particular, we generalize to the categorical setting the Hopf and quasi-Hopf algebra freeness theorems due to Nichols-Zoeller and Schauenburg, respectively. We also give categorical versions of the theory of distinguished group-like elements in a finite dimensional Hopf algebra, of Lorenz's result on degeneracy of the Cartan matrix, and of the absence of primitive elements in a finite dimensional Hopf algebra in zero characteristic. We also develop the theory of module categories and dual categories for not necessarily semisimple finite tensor categories; the crucial new notion here is that of an exact module category. Finally, we classify indecomposable exact module categories over the simplest finite tensor categories, such as representations of a finite group in positive characteristic, representations of a finite supergroup, and representations of the Taft Hopf algebra.
Introduction
The aim of this paper is to develop a systematic theory of not necessarily semisimple finite tensor and multi-tensor categories, similarly to how it was done in [ENO] and references therein in the semisimple case, i.e., for fusion and multi-fusion categories. There are several (interrelated) motivations for this:
1. Representations of finite groups in positive characteristic. 2. Finite dimensional Hopf algebras, in particular quantum groups U q (g) at roots of unity.
3. Logarithmic conformal field theories; they lead to nonsemisimple finite tensor categories, similarly to how rational conformal field theories lead to semisimple ones (see [Ga] ).
4. Fusion categories of zero global dimension (duals to such categories may be nonsemsimple).
We begin by studying the general properties of finite tensor categories, focusing on issues specific to the nonsemisimple situation, like the behavior of projective objects (see Section 2). More specifically, we generalize a number of classical results in the theory of finite dimensional Hopf algebras to the categorical setting. For example, we show that a surjective quasi-tensor (in particular, tensor) functor C → D between finite tensor categories maps projective objects to projective ones, and that the regular (virtual) object of C maps to a multiple of the regular object of D. This means that the Frobenius-Perron dimension of C is divisible by that of D, and implies as a special case the Hopf and quasi-Hopf algebra freeness theorems of Nichols-Zoeller and Schauenburg, respectively. We also generalize to the categorical setting the theory of distinguished grouplike elements for finite dimensional Hopf algebras, Lorenz's theorem on the degeneracy of the Cartan matrix, and the theorem that a finite dimensional Hopf algebra in characteristic zero cannot have nonzero primitive elements. This last generalization implies that any finite tensor category in zero characteristic with a unique simple object is equivalent to the category of vector spaces. This generalizes the fact that a local finite dimensional Hopf algebra in zero characteristic is 1-dimensional.
More significantly, in Section 3 we propose a generalization to the nonsemisimple case of the theory of module categories and dual categories ( [O] , [ENO] ). The naive generalization does not give a good theory: for example, if C is the category of vector spaces and A any finite dimensional algebra, then M = Rep(A) is a module category over C, so there is no hope of explicit classification of module categories even over the simplest possible tensor category (the category of vector spaces). The situation with dual categories is even worse: the dual category C * M (i.e. the category of C-linear functors from M to itself) is the category of A-bimodules with the bimodule tensor product. If the algebra A is not semisimple, this category is not rigid and the tensor product functor in it is not exact, so much of the theory fails. This shows tha one should not study all module categories, but rather restrict to a "correct" subclass of them, containing some desirable examples, such as 1) any finite tensor category C as a module over itself; 2) semisimple module categories (= weak Hopf algebras); 3) any finite tensor category C as a module over C ⊠ C op (in this case the dual is the Drinfeld center Z(C) of C).
In this paper, we propose such a subclass. Namely, we define an exact module category over C to be any module category M such that for any object X ∈ M and any projective object P ∈ C the product P ⊗ X is projective. This class contains examples 1-3, and reduces to example 2 for semisimple C. We show that for exact module categories the theory works as perfectly as it does in the semisimple case (for fusion and multifusion categories). In particular, we show that if C is a finite tensor category and M an indecomposable exact module category over C, then C * M is a finite tensor category of the same Frobenius-Perron dimension, and (C * M ) * M = C. In particular, Z(C) is a finite tensor category, whose Frobenius-Perron dimension is the square of that of C.
Finally, in Section 4 we classify exact module categories over three examples of finite tensor categories: 1) representations of a finite group in positive characteristic, 2) representations of a finite supergroup in characteristic = 2, and 3) representations of the Taft Hopf algebra. In example 1, our result is a generalization to positive characteristic of the result of [O1] ; in example 2, it is a generalization of the work [EG1] .
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2. General properties of finite tensor categories 2.1. Definitions and notation. Let k be an algebraically closed field. Let C be an abelain category over k, where morphism spaces are finite dimensional, and every object has finite length. We will say that C is finite if it has finitely many simple objects, and each of them has a projective cover (we will denote the projective cover of a simple object X ∈ C by P (X)). This is equivalent to C being equivalent to the category of finite dimensional representations of a finite dimensional k-algebra.
By a tensor category we will mean an abelian rigid tensor category over k in which the unit object 1 is simple (see [BaKi] for a full definition). It is known ( [BaKi] , Proposition 2.1.8) that in such a category, the tensor product functor is exact in both arguments.
The main object of study in this paper is finite tensor categories. For example, if H is a finite dimensional Hopf (or, more generally, quasi-Hopf) algebra over k, then RepH is a finite tensor category.
Let C be a finite tensor category, I be the set of isomorphism classes of simple objects of C, and let i * , * i denote the right and left duals to i, respectively. Let Gr(C) be the Grothendieck ring of C, spanned by isomorphism classes of the simple objects L i . In this ring, we have
We will use the symbol ⊠ for Deligne's tensor product of abelian categories, see [D2] . Recall that for two finite dimensional algebras A and B one has Rep(A) ⊠ Rep(B) = Rep(A ⊗ B), see [D2] . Note that if C and D are finite tensor categories then C ⊠ D also has a natural structure of a finite tensor category.
2.3. Surjective quasi-tensor functors. Let C, D be abelian categories. Let F : C → D be an additive functor.
Definition 2.4. We will say that F is surjective if any object of D is a subquotient in F (X) for some X ∈ C.
Example. Let A, B be coalgebras, and f : A → B a homomorphism. Let F = f * : A − comod → B − comod be the corestriction functor. Then F is surjective iff f is surjective. Now let C, D be finite tensor categories. An additive functor F : C → D is said to be quasi-tensor if it is exact and faithful, and for any objects X, Y , the object F (X) ⊗ F (Y ) is isomorphic to F (X ⊗ Y ). In particular a tensor functor is quasi-tensor.
Theorem 2.5. Let F : C → D be a surjective quasi-tensor functor. Then F maps projective objects to projective ones.
The proof of this theorem is given later in this section.
2.4. Frobenius-Perron dimensions. Let C be a finite tensor category. Recall [E] that for each object X of C one can define its Frobenius-Perron dimension d + (X), which is additive on exact sequences and multiplicative (namely, d + (X) is the largest positive eigenvalue of the matrix of left or right multiplication by X). This is an algebraic integer. The function d + is the unique character of Gr(C) which takes positive values on all simple objects X of C (this follows from the Frobenius-Perron theorem). Therefore, any quasi-tensor functor between finite tensor categories preserves Frobenius-Perron dimensions.
Recall also that for every finite tensor category C one may define a unique virtual object R C := d + (L i )P i ∈ Gr(C)⊗ Z C, involving the neutral object with multiplicity 1, such that X ⊗R C = R C ⊗X = d + (X)R C for any X ∈ C. The Frobenius-Perron dimension of this object is called the Frobenius-Perron dimension of C, and denoted d + (C).
For any surjective quasi-tensor functor F : C → D, one has
Indeed, F (R C ) must be proportional to R D , since both are eigenvectors of a matrix with strictly positive entries with its Frobenius-Perron eigenvalue. (For this matrix we may take the matrix of multiplication by F (X), where X is such that F (X) contains as constituents all simple objects of D; such exists by the surjectivity of F ). This shows that
, where L i , P i are the simple and projective objects of C).
The following statement is well known in the semisimple case, see e.g. [ENO] .
Proposition 2.6. Assume that the Frobenius-Perron dimensions of objects in C are integers. Then C is equivalent to the representation category of a finite dimensional quasi-Hopf algebra.
Proof. Clearly it is enough to construct an exact functor F : C → Vec k together with a functorial isomorphism
and F = Hom(P, ?). Obviously, F is exact and dim F (X) = d + (X). Using [D2] Proposition 5.13 (vi) we continue the functors F (?⊗?) and F (?) ⊗ F (?) to the functors C ⊠ C → Vec k . Both of these functors are exact and take the same values on the simple objects of C ⊠ C. Thus these functors are isomorphic and we are done.
Let A be a separable algebra. For a finite tensor category C and a tensor functor F : C → Bimod(A) one constructs a tensor equivalence of C and the representation category of a finite dimensional weak Hopf algebra (see e.g. [ENO] ). If the functor F is assumed to be only quasi-tensor one should replace weak Hopf algebras by weak quasi-Hopf algebras, see [MaSc] . We have the following Proposition 2.7. Any finite tensor category C is equivalent to the representation category of a finite dimensional weak quasi-Hopf algebra.
Proof. We need to construct a quasi-tensor functor F : C → Bimod(A). Set A = ⊕ i∈I ke i , e i e j = δ ij e i . Let A ij denote the A−bimodule e i Ae j . Set
By the same argument as in the proof of Proposition 2.6 the functors F (X ⊗ Y ) and F (X) ⊗ A F (Y ) are isomorphic. The Proposition is proved.
2.5. Projectivity defect. Let C be a finite tensor category, and X ∈ C. Let us write X as a direct sum of indecomposable objects (such a representation is unique). Define the projectivity defect p(X) of X to be the sum of FrobeniusPerron dimensions of all the non-projective summands in this sum. It is clear that
2.6. Proof of Theorem 2.5. Let P i be the indecomposable projective objects in C. Let P i ⊗ P j ∼ = ⊕ k B k ij P k , and let B i be the matrix with entries B k ij . Also, let B = B i . Obviously, B has strictly positive entries, and the Frobenius-Perron eigenvalue of B is i d + (P i ).
On the other hand, let F : C → D be a surjective quasi-tensor functor between finite tensor categories. Let p j = p(F (P j )), and p be the vector with entries p j . Then we get
So, either p i are all zero, or they are all positive, and the norm of B with respect to the norm |x| = p i |x i | is at most p i . Then, by the Frobenius-Perron theorem, one would have
Assume the second option is the case. Then F (P i ) do not contain nonzero projective objects as direct summands, and hence for any projective P ∈ C, F (P ) cannot contain a nonzero projective object as a direct summand. However, let Q be a projective object of D. Then there exists an object X ∈ C such that Q is a subquotient of F (X). Since any X is a quotient of a projective object, and F is exact, we may assume that X = P is projective. So Q occurs as a subquotient in F (P ). As Q is both projective and injective, it is actually a direct summand in F (P ). Contradiction.
Thus, p i = 0 and F (P i ) are projective. The theorem is proved.
2.7. Categorical freeness. Suppose that the Frobenius-Perron dimensions of objects in C are integers and thus C is the representation category of a quasi-Hopf algebra, see Proposition 2.6. In this case R C is an honest (not only virtual) projective object of C. Multiples of R C will be called free objects of C, and the multiplicity will be refereed to as rank. In the Hopf case this theorem is well known and much used; it is due to Nichols and Zoeller [NZ] , and claims that a finite dimensional Hopf algebra is free as a module over a Hopf subalgebra. In the quasi-Hopf case it was recently proved in [ENO] in the semisimple case, and in general by Schauenburg [Sch] , Theorem 3.2.
2.8. The distinguished character. Since duals to projective objects are projective, we can define a map D :
Proof. The last equation implies that the matrix of action of L ρ * on projectives is a permutation matrix. Hence, the Frobenius-Perron dimension of L ρ * is 1, and we are done.
Lemma 2.10. One has:
Proof. It suffices to prove the first statement. Therefore we need to show that dim
The left hand side was computed before, it is N i ρj * . On the other hand, the right hand side is N * i j,ρ * (we use that ρ * = * ρ for an invertible object ρ). These numbers are equal by the definition of duality, so we are done.
Corollary 2.11. One has:
Proof. Again, it suffices to prove the first statement. We have
Proposition 2.13. Let H be a finite dimensional Hopf algebra, and
Proof. Let χ be the distinguished character of H. Then there exists a nonzero element I ∈ H such that xI = ε(x)I (i.e. I is a left integral) and Ix = χ(x)I. This means that for any V ∈ C, I defines a morphism from V ⊗ χ −1 to V . The element I belongs to the submodule P i of H, whose socle (i.e. the irreducible submodule) is the trivial H-module. Thus, P * i = P 1 , and hence by Lemma 2.10, i = ρ. Thus, I defines a nonzero (but rank 1) morphism P ρ ⊗ χ −1 → P ρ . The image of this morphism, because of rank 1, must be L 0 = 1, so 1 is a quotient of P ρ ⊗ χ −1 , and hence χ is a quotient of P ρ . Thus, χ = L ρ , and we are done.
Remark 2.14. A similar proof applies to weak Hopf algebras.
Conjecture 2.15. For any finite tensor category C, there exists a natural isomor-
For Hopf algebras, this follows from Radford's formula for S 4 . For weak Hopf algebras, it follows from the Nikshych's generalization of Radford's formula, see [N] , [ENO] .
2.9. Dimensions of projective objects and degeneracy of the Cartan matrix. The following result in the Hopf algebra case was proved by M.Lorenz [L] ; our proof in the categorical setting is analogous to his.
Let
be the entries of the Cartan matrix of C.
Theorem 2.16. Suppose that C is not semisimple, and admits an isomorphism of additive functors u : Id → * * (for example, C is braided). Then the Cartan matrix C is degenerate over the ground field k.
Proof. Let dim(V ) = Tr| V (u) be the dimension function defined by the categorical trace of u. Then the dimension of every projective object P is zero. Indeed, the dimension of P is the composition of maps 1 → P ⊗ P * → P * * ⊗ P * → 1, where the maps are the coevaluation, u ⊗ 1, and the evaluation. If this map is nonzero then 1 is a direct summand in P ⊗ P * , which is projective. Thus 1 is projective, hence any object V = V ⊗ 1 is projective. So C is semisimple. Contradiction.
Since the dimension of the trivial object 1 cannot be zero, 1 is not a linear combination of projective objects in the Grothendieck group tensored with k. We are done.
2.10. Absence of primitive elements. The following theorem is a categorical version of the absence of primitive elements in finite dimensional Hopf algebras in characteristic zero. Again, the proof is a categorical version of the standard proof for Hopf algebras.
Theorem 2.17. Assume that k has characteristic 0. Let C be a finite tensor category over k. Then Ext 1 (1, 1) = 0.
Proof. Assume the contrary, and suppose that V is a nontrivial extension of 1 by itself. Let P be the projective cover of 1. Then Hom(P, V ) is a 2-dimensional space, with a filtration induced by the filtration on V . Let v 0 , v 1 be a basis compatible to the filtration, i.e. v 0 spans the 1-dimensional subspace defined by the filtration. Let A = End(P ) (this is a finite dimensional algebra). Let ε : A → C be the character defined by the action of A on Hom(P, 1). Then the matrix of a ∈ A in v 0 , v 1 has the form
where
Now consider the representation V ⊗V . The space Hom(P, V ⊗V ) is 4-dimensional, and has a 3-step filtration, with basis v 00 ; v 01 , v 10 ; v 11 , consistent with this filtration. The matrix of a ∈ End(P ) in this basis (under appropriate normalization of basis vectors) is
2 is a homomorphism, we find
We can now proceed further (i.e. consider V ⊗ V ⊗ V etc.) and define for every positive n, a linear function χ n ∈ A * which satisfies the equation
where χ 0 = ε. Thus for any s ∈ k, we can define
and we find that φ s is a family of pairwise distinct homomorphisms. This is a contradiction, as A is a finite dimensional algebra. We are done.
In particular, if C has a unique simple object then C is equivalent to the category Vec k of vector spaces. Certainly this is not true in characteristic p > 0, a counterexample being C = Rep(G) for a finite p−group G.
2.11. The Ext algebra of a finite tensor category. We expect the following to be true.
Conjecture 2.18. For a finite tensor category C the algebra Ext * (1, 1) is finitely generated. Moreover, for any X ∈ C the module Ext * (1, X) over Ext * (1, 1) is finitely generated.
Note that the algebra Ext * (1, 1) is graded commutative, see e.g. [SA] and references therein.
It is known that the conjecture is true for C = Rep(H) where H is either commutative or cocommutative Hopf algebra (the first since the algebra of functions on a finite group scheme is a complete intersection and the second is a deep Theorem of E. Friedlander and A. Suslin [FS] ).
Exact module categories
In this section we will work with slightly more general categories than finite tensor categories. Namely by a multi-tensor category we will mean a rigid tensor category in which the unit object 1 is completely reducible, 1 = ⊕ i∈I 1 i . A multitensor category C is called indecomposable if the subcategory 1 i ⊗ C ⊗ 1 j ⊂ C is nonzero for all i, j ∈ I. Note that C ≃ ⊕ i,j∈I 1 i ⊗ C ⊗ 1 j . In what follows all multi-tensor categories are assumed to be indecomposable. We leave to the reader to check that Propositions 2.1, 2.3 and Theorems 2.5, 2.17 remain true for finite multi-tensor categories.
3.1. Definition and basic properties. We will assume in what follows that categories M, M 1 , M 2 etc have only finitely many isomorphism classes of simple objects.
Definition 3.1. Let C be a finite multi-tensor category. A module category M over C is called exact if for any projective object P ∈ C and any object X ∈ M the object P ⊗ X ∈ M is projective.
Our aim is to show that the notion of an exact module category is a good generalization of the notion of a semisimple module category over a fusion category.
Remark 3.2. (i) Let M be an arbitrary module category over C. For any projective object Q ∈ M and any object L ∈ C the object L ⊗ Q is projective. Indeed, the functor Hom(L ⊗ Q, ?) is isomorphic to Hom(Q, * L⊗?) and hence is exact. (ii) We will show later (Proposition 3.11) that any module functor from an exact module category is exact. This explains our choice for this name.
Example 3.3. (i) Any finite tensor category C considered as a module category over itself is exact. Also, the category C considered as a module category over C ⊠ C op is exact (here C op is the same category as C but with new tensor product
(ii) Let F : C → D be a surjective tensor functor. Then the category D considered as a module category over C is exact by Theorem 2.5.
(iii) Assume that C is a semisimple category (thus C is a fusion category). A module category over C is exact if and only if it is semisimple. Indeed, in this case the unit object of C is projective.
Lemma 3.4. Let M be an exact module category over C. The category M has enough projective objects. In particular the category M is finite.
Proof. Let P 0 ∈ C denote the projective cover of the unit object in C. Then the natural map P 0 ⊗ X → X is surjective for any X ∈ M and P 0 ⊗ X is projective by definition of an exact module category.
Lemma 3.5. Let M be an exact module category over C. Let P ∈ C be projective and X ∈ M. Then P ⊗ X is injective.
Proof. The functor Hom(?, P ⊗ X) is isomorphic to the functor Hom(P * ⊗?, X). The object P * is projective by Proposition 2.3. Thus for any exact sequence
→ 0 splits and hence the functor Hom(P * ⊗?, X) is exact. The Lemma is proved.
Corollary 3.6. In the category M any projective object is injective and vice versa.
Proof. Any projective object of M is a direct summand of the object of the form P 0 ⊗ X and thus is injective.
Remark 3.7. A finite abelian category A is called a Frobenius category if any projective object of A is injective and vice versa. Thus any exact module category over a finite multi-tensor category (in particular any finite multi-tensor category itself) is a Frobenius category. It is well known that any object of a Frobenius category admitting a finite projective resolution is projective (indeed, the last nonzero arrow of this resolution is an embedding of projective (= injective) modules and therefore is an inclusion of a direct summand. Hence the resolution can be replaced by a shorter one and by induction we are done). Thus any Frobenius category is either semisimple or of infinite homological dimension.
Let Irr(M) denote the set of (isomorphism classes of) simple objects in M. Let us introduce the following relation on Irr(M): two objects X, Y ∈ Irr(M) are related if Y appears as a subquotient of L ⊗ X for some L ∈ C.
Lemma 3.8. The relation above is reflexive, symmetric and transitive.
Proof. Since 1 ⊗ X = X we have the reflexivity. Let X, Y, Z ∈ Irr(M) and
a subquotient of (L 2 ⊗L 1 )⊗X (since ⊗ is exact) whence we get the transitivity. Now assume that Y is a subquotient of L ⊗ X. Then the projective cover P (Y ) of Y is a direct summand of P 0 ⊗L⊗X; hence there exists S ∈ C such that Hom(S⊗X, Y ) = 0 (for example S = P 0 ⊗L). Thus Hom(X, S * ⊗Y ) = Hom(S⊗X, Y ) = 0 and hence X is a submodule of S * ⊗ Y . Consequently our equivalence relation is symmetric.
Thus our relation is an equivalence relation. Hence Irr(M) is partitioned into equivalence classes, Irr(M) = i∈I Irr(M) i . For an equivalence class i ∈ I let M i denote the full subcategory of M consisting of objects all simple subquotients of which lie in Irr(M) i . Clearly, M i is a module subcategory of M. Proof. For any X ∈ Irr(M) i its projective cover is a direct summand of P 0 ⊗ X and hence lies in the category M i . Hence the category M is the direct sum of its subcategories M i , and M i are exact.
Recall (see e.g. [O] ) that a Z + −module over a Z + −ring is called irreducible if it has no notrivial Z + −submodules.
Corollary 3.10. Let M be an indecomposable exact module category. Then the Grothendieck group Gr(M) is an irreducible Z + −module over Gr(C).
In particular, for a given category C there are only finitely many Z + −modules over Gr(C) which are of the form Gr(M) where M is an indecomposable exact module category over C, see [O] , Proposition 2.1.
The crucial property of exact module categories is the following Proposition 3.11. Let M 1 and M 2 be two module categories over C. Assume that M 1 is exact. Then any additive module functor F :
→ 0 is also nonexact for any nonzero object P ∈ C since the functor P ⊗? is exact and P ⊗ X = 0 implies X = 0. In particular we can take P to be projective. But then the sequence 0 → P ⊗ X → P ⊗ Y → P ⊗ Z → 0 is exact and split and hence the sequence 0 → F (P ⊗ X) → F (P ⊗ Y ) → F (P ⊗ Z) → 0 is exact and we get a contradiction.
Remark 3.12. We will see later that this Proposition actually characterizes exact module categories.
3.2. Morita theory. An important technical tool in the study of module categories is the notion of internal Hom. Let M be a module category over C and M 1 , M 2 ∈ M. Consider the functor Hom(? ⊗ M 1 , M 2 ) from the category C to the category of vector spaces. This functor is left exact and thus is representable (see e.g. [G] , Chap. II, §4).
Definition 3.13. The internal Hom Hom(M 1 , M 2 ) is an object of C representing the functor Hom(? ⊗ M 1 , M 2 ).
Note that by Yoneda's Lemma Hom(M 1 , M 2 ) is a bifunctor.
Lemma 3.14. There are canonical isomorphims
Proof. See [O] , Lemma 3.3.
Note that isomorphisms (3) and (4) Proof. First we claim that under our assumptions any module functor F ∈ F un C (M 1 , C) is exact. Indeed let 0 = M ∈ M 2 . The functor F (?) ⊗ M ∈ F un C (M 1 , M 2 ) is exact. Since ? ⊗ M is exact and X ⊗ M = 0 implies X = 0 we see that F is exact.
In particular for any object N ∈ M 1 the functor Hom(N, ?) : M 1 → C is exact since it is a module functor. Now let P ∈ C be any projective object. Then for any N ∈ M 1 one has Hom(P ⊗ N, ?) = Hom(P, Hom (N, ?) ) and thus the functor Hom(P ⊗ N, ?) is exact. By the definition of an exact module category we are done.
For two objects M 1 , M 2 of a module category M we have the canonical morphism
obtained as the image of id under the isomorphism
Let M 1 , M 2 , M 3 be three objects of M. Then there is a canonical composition morphism
which produces the multipication morphism
It is straightforward to check that this multiplication is associative and compatible with the isomorphisms of Lemma 3.14. Now let us fix an object M ∈ M. The multiplication morphism defines a structure of an algebra on A := Hom(M, M ). Consider the category Mod C (A) of right A−modules in the category C. The category Mod C (A) has an obvious structure of a left module category over C. It is easy to see that the functor Hom(M, ?) : M → Mod C (A) has a natural structure of module functor (this structure is induced by isomorphism (4) of Lemma 3.14). We will say that M ∈ M generates M for any N ∈ M there is X ∈ C such that Hom(X ⊗ M, N ) = 0. It is easy to see that in the case of exact module category M the object M generates M if and only if its simple subquotients represent all equivalence classes in Irr(M) i . Proof. Note that in the case of an exact module category M the functor Hom(M, ?) is exact. The rest of the proof is parallel to the proof of Theorem 3.1 in [O] .
Definition 3.18. We will say that an algebra A ∈ C is exact if the category Mod C (A) is exact. 3.3. Dual category. In this subsection we show that there exists a good notion of the dual category with respect to an exact module category.
Let M 1 and M 2 be two exact module categories over C. Note that the category F un C (M 1 , M 2 ) of the additive module functors from M 1 to M 2 is abelian (note that such functors are automatically of finite length).
Proof. This is an immediate consequence of Proposition 3.11.
Another immediate consequence of Proposition 3.11 is the following:
Lemma 3.21. Let M 1 , M 2 be exact module categories over C. Any functor F ∈ F un C (M 1 , M 2 ) has both right and left adjoint.
Observe that an adjoint to a module functor has a natural structure of the module functor (we leave for the reader to define this). In particular, it follows that the category F un C (M, M) is a rigid monoidal category. We denote this category as C * M and call it the dual to C with respect to M. We also have the following immediate Corollary 3.22. Let M 1 , M 2 be exact module categories over C. Any functor F ∈ F un C (M 1 , M 2 ) maps projective objects to projectives.
In view of Example 3.3 (ii) this Corollary is a generalization of Theorem 2.5 (but this does not give a new proof of Theorem 2.5).
Proposition 3.23. The category F un C (M 1 , M 2 ) is finite. In particular, the category C * M is finite. Proof. We are going to use Theorem 3.17. Thus M 1 = Mod C (A 1 ) and M 2 = Mod C (A 2 ) for some algebras A 1 , A 2 ∈ C. It is easy to see that the category F un C (M 1 , M 2 ) is equivalent to the category of (A 1 , A 2 )−bimodules. But this category clearly has enough projective objects: for any projective P ∈ C the bimodule A 1 ⊗ P ⊗ A 2 is projective. Proof. The first statement is clear. For the second statement it is enough to consider the case when M is indecomposable. Let F be a nonzero module subfunctor of the identity functor. Then F (X) = 0 for any X = 0. Hence F (X) = X for any simple X ∈ M and thus F (X) = X for any X ∈ M since F is exact.
Thus the category C * M is a finite multi-tensor category; in particular if M is indecomposable then C * M is finite tensor category. Note that by the definition M is a module category over C * M . Lemma 3.25. The module category M over C * M is exact. Proof. Let A ∈ C be an algebra such that M = M od C (A). Thus the category C * M is identified with the category Bimod(A) op of A−bimodules with opposite tensor product (because A−bimodules act naturally on Mod C (A) from the right). Any projective object in the category of A−bimodules is a direct summand of the object of the form A ⊗ P ⊗ A for some projective P ∈ C. Now for any M ∈ M od C (A) one has that M ⊗ A A ⊗ P ⊗ A = (M ⊗ P ) ⊗ A is projective by exactness of the category M od C (A). The Lemma is proved. Proof. Let us consider C as a module category over itself. Consider an object * A ∈ C as an object of this module category. Then by Example 3.19 Hom( * A, * A) = * A ⊗ A = B and the statement follows from Theorem 3.17. The case of right modules is completely parallel.
It follows from the Lemma that any B−bimodule is of the form * A ⊗ X ⊗ A and it is easy to see that can(X) = * A ⊗ X ⊗ A. The Theorem is proved.
Corollary 3.29. Assume that C is a finite tensor (not only multi-tensor) category.
Then an exact module category M over C is indecomposable over C * M . Proof. This is an immediate consequence of Theorem 3.27 and Lemma 3.24.
Let M be a fixed module category over C. For any other module category M 1 over C the category Fun C (M 1 , M) has obvious structure of a module category over Any projective object of Bimod(A) is a direct summand of an object of the form A ⊗ P ⊗ A for some projective P ∈ C. Let M be an (
) (here Hom A1−A is the Hom in the category of (A 1 − A)−bimodules and Hom A1 is the Hom in the category of left A 1 −modules) and it is enough to check that M ⊗ P is a projective left A 1 −module. This is equivalent to (M ⊗P ) * being injective (since N → N * is an equivalence of the category of left A−modules to the category of right A−modules). But (M ⊗ P ) * = P * ⊗ M * and results follows from projectivity of P * and Lemma 3.5.
The proof of the following Theorem is similar to the proof of Theorem 3.27 and is left to the reader. 
Proof. By Theorem 3.27 it is enough to find a canonical isomorphism
This isomorphism is constructed as follows. Choose an algebra A such that M = Mod C (A). By Example 3.19 the LHS is
On the other hand by Example 3.26 the RHS is Z ⊗ A ( * X ⊗ Y ). Thus the associativity isomorphism gives a canonical isomorphism of the LHS and RHS. Observe that the isomorphism inverse to the one we constructed is the image of the identity under the homomorphism
and thus does not depend on the choice of A. Proof. (see [O1] ) Any object of (C ⊠ C * M ) * M commutes with C * M −action, so is an object X of C by Theorem 3.27. Additionally any object of (C ⊠ C * M ) * M commutes with C whence we get a structure of the object of Z(C) on X. We leave to the reader to check that commutative diagrams from definitions of (C ⊠ C * M ) * M and Z(C) correspond.
The second assertion is a special case of Proposition 3.23. We are going to use the particular case of Theorem 3.34 with M = C. In this case C * M = C op and we get Corollary 3.37. There is a canonical equivalence Z(C) ≃ (C ⊠ C op ) * C . Let F : Z(C) → C denote the canonical forgetful functor and let I : C → Z(C) denote the right adjoint functor of F (thus Hom(F (X), Y ) = Hom(X, I(Y ))). The functor I can be expressed in terms of the internal Hom in the following way:
Lemma 3.38. We have canonically I(X) = Hom Z (C) (1, X) .
Proof. By definition F (X) = F (X)⊗1 = X⊗1 (in the last equation 1 is an object of the module category C over Z(C)). Thus Hom(F (X), ?) = Hom(X, Hom Z (C) (1, ?) ) and the Lemma is proved. (ii) The functor I is exact.
(iii) For X ∈ C and Y ∈ Z(C) we have canonical isomorphisms
Proof. (i) is an immediate consequence of Corollary 3.29; (ii) follows from Lemma 3.38 and Corollary 3.15; (iii) is a special case of Lemma 3.14.
Recall that in Section 2.4 the Frobenius-Perron dimensions were defined.
Lemma 3.40. For any object V ∈ C one has d
Recall the virtual object R C from Section 2.4. It follows from Proposition 3.39 (i) and formula (1) 
is well defined for any X since R C is "virtually projective". One has
The Lemma is proved.
Proof. We have by Lemma 3.38: (Hom C⊠C op (1, 1) ). The simple objects of C ⊠ C op are of the form X ⊠Y where X, Y ∈ Irr(C) and their projective covers are of the form P (X)⊠P (Y ).
Now by Proposition 3.32 Hom
Proof. We have d + (I (1) 
Examples
In this section we present some cases when we were able to classify exact module categories. Let k denote an algebraically closed field.
4.1. Finite groups. Let G be a finite group. Consider the tensor category Rep k (G) of representations of G over the field k. Let H ⊂ G be a subgroup and ψ ∈ H 2 (H, k * ). A choice of a cocycle representing ψ defines a central extension
Let Rep k (H, ψ) denote the category of representationsH over k such that z ∈ k * acts via multiplication by z. Clearly Rep k (H, ψ) is a module category over Rep k (G) . Obviously, the module category Rep k (H, ψ) is exact and it is easy to see that it does not depend on a choice of cocycle representing ψ. Proof. The module category M is module equivalent to the category Mod C (A) and under this equivalence the object M corresponds to A considered as a right A−module. Since M is simple the result follows.
where V is a projective representation of H; the representation V is irreducible since otherwise the G−span of the annihilator of an H−submodule in V would be a G−invariant right ideal.
Since for any object M ∈ M the algebra A = Hom(M, M ) determines the exact module category M uniquely, the proposition is proved.
Remark 4.4. (i) Proposition 4.1 is new only in the case char(k) > 0, see e.g. [O] . Actually, our proof repeats the characteristic 0 proof.
(ii) There is another proof of Proposition 4.1 along the lines of [O1] . One can easily show that many other results of [O1] remain true in positive characteristic in the setting of exact module categories, for example the classification of module categories over the Drinfeld double of a finite group.
(iii) It seems plausible that the converse to Lemma 4.2 is true, that is for a simple from the right algebra A ∈ C the module category Mod C (A) is exact.
4.2. Finite supergroups. In this section we will assume that char(k) = 2. Let G be a finite group, W be a representation (possibly zero) of G and u ∈ G be a central element of order ≤ 2 acting by (−1) on W . Regard W as an odd supervector space and consider the supergroup G ⋉ W . Let us consider the category Rep(G ⋉ W, u) of representations on super vector spaces V of G ⋉ W such that u acts on V via the parity automorphism. The category Rep(G ⋉ W, u) has an obvious structure of a tensor category. Recall that according to P. Deligne [D1] in a case char(k) = 0 the most general finite symmetric tensor category is of the form Rep (G ⋉ W, u) .
One can construct exact module categories over Rep (G ⋉ W, u) in the following way. Let H ⊂ G be a subgroup and let Y be an H−invariant subspace of W . Let B be an H−invariant quadratic form on Y (possibly degenerate) and let Cl(Y, B) denote the corresponding Clifford algebra. Let ψ ∈ Z 2 (H, k * ) be a two cocycle and let k[H] ψ denote the corresponding twisted group algebra. Let M 0 (Y, B, H, ψ) denote the category of finite dimensional super vector spaces Z endowed with the following structures:
(i) Z is a Cl(Y, B)−module, that is for any v ∈ Y we have an odd endomorphism
(iii) Structures (i) and (ii) are compatible: we have
In other words M 0 (Y, B, H, ψ) is the category of (super) representations of the suitably defined smash-product
The category M 0 (Y, B, H, ψ) has a natural structure of a module category over Rep (G ⋉ W, u) : for S ∈ Rep(G ⋉ W, u) and Z ∈ M 0 (Y, B, H, ψ) we set S ⊗ Z to be the usual tensor product of vector spaces with the following action of Cl(Y, B) and k[H] ψ :
We leave for the reader to check that the module category M 0 (Y, B, H, ψ) over Rep (G ⋉ W, u Note that in the case dim(Y /Ker (B)) is odd the Clifford algebra Cl(Y, B) has a unique irreducible super representation S and in the case dim(Y /Ker (B)) is even the Clifford algebra Cl(Y, B) has a unique irreducible reprsentation S. Clearly in both cases the group H acts on S projectively; let us choose a corresponding 2-cocycle ψ 0 (in other words: the group H maps to the orthogonal group O(Y /Ker (B)) and ψ 0 is the inverse image of a cocycle defining the spinor group). It is easy to see that the simple objects of M(Y, B, H, ψ) are of the form V ⊗S where V is an irreducible projective representation of H corresponding to the 2-cocycle ψ − ψ 0 (here Cl(Y, B) acts trivially on the first factor and H acts diagonally). The quadratic form B induces a non-degenerate quadratic form on Y /Ker (B), hence a non-degenerate quadratic form on (Y /Ker (B)) * and consequently a quadratic form (denoted by the same letter B) on (W/Ker (B)) * . The corresponding Clifford algebra Cl((W/Ker (B)) * , B) has an obvious action ofĤ ⋉ W whereĤ ⊂ G denote the subgroup generated by H and u. One calculates readily
(tensor product here is in the super sense). The main result of this subsection is the following 
Proof. We are going to proceed in the same way as in the proof of Proposition 4.1. Thus we are going to classify simple from the right algebras in the category Rep (G ⋉ W, u) . In down to earth terms we are looking for finite dimensional associative algebras A (with unit) with the following structures:
(i) The group G acts by automorphisms on A; in particular the element u determines the structure of a superalgebra on A.
(ii) For any vector v ∈ W we have an odd derivation ∂ v of A; the assignment
The structures (i) and (ii) are compatible; that is for any g ∈ G, v ∈ W, a ∈ A we have g∂ v (a) = ∂ gv (ga).
(iv) The algebra A has no nontrivial right ideals I such that G(I) ⊂ I and
Define inductively a filtration on A: set A −1 = 0 and
In particular A 0 is a G−invariant subalgebra of A. Note that for any nonzero right G−invariant ideal I 0 ⊂ A 0 the right ideal I 0 A of A is nonzero G−invariant and ∂ v −invariant for any v ∈ W . Thus by condition (iv) we have I 0 A = A. In particular this applies to the radical R 0 of A 0 (note that R 0 is automatically G−invariant) and hence R 0 A = A. But since R 0 is a nilpotent ideal, this equality is impossible and thus R 0 = 0. Hence the algebra A 0 is semisimple and the filtration A 0 ⊂ A 1 ⊂ . . . splits as a filtration of A 0 −modules. Hence I 0 A = A implies that I 0 = I 0 A 0 = A 0 for any right ideal I 0 ⊂ A 0 . Summarizing we get (f) The algebra A 0 has no nontrivial G−invariant ideals. Hence there is a subgroup H ⊂ G and an irreducible projective representation V of H such that A 0 = Ind (g) The algebra A is generated by A 1 . Now let x ∈ U . For any v ∈ X one has ∂ v (x 2 ) = ∂ v (x)x − x∂ v (x) = 0. Thus x 2 ∈ A 0 . Moreover, for any a ∈ A 0 we have ax 2 = x 2 a and since x 2 is even we see that x 2 is proportional to 1 ∈ A 0 . Thus there exists a quadratic form B on U = X * such that x 2 = B(x, x)1 for any x ∈ U . Clearly, the form B is G−invariant. Thus A is a quotient of A 0 ⊗ Cl(X * , B) where Cl(X * , B) is the Clifford algebra constructed from the vector space of generators X * and the quadratic form B (here ⊗ is a tensor product of superalgebras). On the other hand it is easy to see that the algebra A 0 ⊗ Cl(X * , B) has no nontrivial ideals invariant under G ⋉ W . Therefore we have identified an arbitrary simple from the right algebra in the category Rep(G ⋉ W, u) with the internal Hom algebra of some simple object in the category M(Y, B, H, ψ). It follows from the above that the algebras we constructed are pairwise nonisomorphic, whence we deduce the second statement of the Theorem. The Theorem is proved.
Example 4.7. Consider the case when G = Z/2Z and u ∈ G is the nontrivial element. In this case Rep(G ⋉ W, u) is just the category Rep(W ) of representations of the supergroup W . There are two kinds of indecomposable module categories over Rep(W ): with two simple objects and with one simple object (note that the category Rep(W ) has just two simple objects and both of them are invertible). The exact module categories of both kinds are classified by a subspace Y ⊂ W and a quadratic form B ∈ S 2 (Y * ); the module category is semisimple if and only if the form B is nondegenerate.
Note that from Theorem 4.5, one can obtain the classification of fiber functors on Rep(G⋉W, u), i.e. module categories which are equivalent to the category of vector spaces. Namely, it is easy to see that the category M(Y, B, H, ψ) is equivalent to the category of vector spaces if and only if the cocycle ψ is nondegenerate (i.e. the algebra k[H] ψ is simple), and B is a nondegenerate quadratic form. In this case, the cocycle ψ defines an irreducible projective representation V of H.
Recall now that the category C := Rep(G ⋉ W, u) is symmetric, and that it admits a unique fiber functor which preserves the symmetric structure ([D1] ). This implies that equivalence classes of fiber functors on C are in bijection with isomorphism classes of triangular Hopf algebras A such that RepA = C. Thus, Theorem 4.5 implies that triangular Hopf algebras A with RepA = C for some G, W, u are parametrized bijectively by 7-tuples (G, W, H, Y, B, V, u) (with nondegenerate B). Upon specialization to characteristic zero, this is exactly the main result of [EG1] .
Remark 4.8. In characteristic zero, it is known from [D1] that these are all finite dimensional triangular Hopf algebras; see also [EG2] . 4.3. Taft's algebras. It is interesting to note that the principle of proof of Theorem 4.5 generalizes to many other situations. In this section we consider an example when C = Rep(H l ) where H l is Taft's Hopf algebra (see [T] ) defined as follows: choose a primitive l−th root of unity ζ (thus we assume that char(k) does not divide l), then H l = g, x|g l = 1, x l = 0, gxg −1 = ζx
ε(g) = 1, ε(x) = 0, S(g) = g −1 , S(x) = −g −1 x. Proof. Following the proof of Theorem 4.5 we are going to classify simple from the right algebras A in the category Rep(H l ). An algebra A in the category Rep(H l ) is the same as a usual algebra endowed with additional structures: (i) A multiplication-preserving action of g ∈ H l ; g l = 1; (ii) An action of the element x ∈ H l given by an operator ∂ : A → A satisfying Thus the algebra A 0 is of the form k [G/H] where H is a subgroup of G = g (observe that any such subgroup is cyclic). Assume that H is the (unique) subgroup of order d. In the case A = A 0 it is easy to check that the category Mod Rep(H l ) (A) is a nonsemisimple module category with d simple objects. So assume that A = A 0 . Let e s , s ∈ G/H denote the minimal central idempotents in A 0 . It is easy to see that A 1 contains a unique element y such that ∂(y) = 1, y = s∈S e gs ye s , g(y) = ζ −1 y. It is also easy to see that A is generated by A 0 and y. Now an easy calculation shows that ∂(y m ) = (1 + ζ −1 + ζ −2 + . . . ζ 1−m )y m−1 and by induction we have y m ∈ A m \ A m−1 for m < l. Finally, ∂(y l ) = 0 and hence y l = λ1 for some λ ∈ k. Conversely, it is not difficult to see that the algebra A(d, λ) generated by A 0 and y with the relations above is a simple from the right algebra in the category Rep(H l ). We leave to the reader to check that the category Mod Rep(H l ) (A(d, λ)) is semisimple with d simple objects (note that A(d, λ) is projective as an object of Rep(H l )). It is obvious that the algebras A(d, λ) are pairwise nonisomorphic. Using the fact that all simple objects in Rep(H l ) are invertible one shows that for an indecomposable exact module category M over Rep(H l ) the algebra Hom(M, M ) with simple M ∈ M does not depend on the choice of M . Thus the semisimple indecomposable exact module categories Mod Rep(H l ) (A(d, λ)) over Rep(H l ) are pairwise nonequivalent. The Theorem is proved.
Remark 4.11. The algebra A(l, λ) was studied by S. Montgomery and H.-J. Schneider in [MoSc] . It would be interesting to interpret the results of [MoSc] in our language.
