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Abstract
This thesis presents work on a series of devices for the generation of photonic quantum states
based on self-assembled InAs quantum dots, which are among the most technologically mature
candidates for practical quantum photonic applications due to their high internal quantum
efficiency, narrow linewidth, tunability and straightforward integration with photonic and
electric components. The primary results presented concern sources of multi-photon entangled
states and single-photon sources with high repetition rate, both of which are crucial components
for emerging photonic quantum technologies. First, we propose a scheme for the sequential
generation of entangled photon chains by resonant scattering of a laser field on a single charged
particle in a cavity-enhanced quantum dot. The charge has an associated spin that can determine
the time bin of a photon, allowing for information encoding in this degree of freedom. We
demonstrate coherent operations on this spin and realize a proof-of-principle experiment of the
proposed scheme by showing that the time bin of a single-photon is dependent on the measured
state of the trapped spin.
The second main avenue of work investigates the effects of a surface acoustic wave, a
mechanical displacement wave confined to the surface of a substrate, on the optical properties of
quantum dots. In particular, we exploit the dynamic acoustically-induced tuning of the emission
energy to modulate the Purcell effect in a pillar microcavity. Under resonant optical excitation
we demonstrate the conversion of the continuous wave laser into a pulsed single-photon stream
inheriting the acoustic frequency of 1 GHz as the repetition rate. High resolution spectroscopy
reveals the presence of narrow sidebands in the emission spectrum, whose relative intensity can
be controlled by the acoustic power and laser detuning. Furthermore, we develop a platform for
analogous in-plane experiments by transferring GaAs membranes hosting quantum dots onto
LiNbO3 substrates and patterning them into whispering gallery mode optical resonators. In
addition to Purcell enhancement and acoustic tuning of the emission, the devices exhibit strong
localized mechanical resonances. Finally, we perform initial experiments on the effects of a
surface acoustic wave on the spin of a charge trapped in a quantum dot. We integrate acoustic
transducers with charge-tunable diodes, where the charge state of the dot can be precisely
controlled by an applied bias voltage, and demonstrate the frustration of optical spin pumping
by the acoustic wave.
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Introduction & Motivation
Nowadays, quantum technologies are common and embedded in our society. A prime
example is atomic clocks, which dictate global time with incredible precision and provide the
platform on which the world trading and global positioning systems work. Advances in our
understanding of quantum mechanics have led to other widespread inventions such as light-
emitting diodes (LEDs) and magnetic-resonance imaging. However, quantum technologies have
the potential to further revolutionize multiple industries. The main areas of intense development
efforts are quantum sensing, secure quantum communications, and quantum computing.
Quantum sensing and metrology encompass any advance that overcomes classical measure-
ment limits. For example, stimulated-emission depletion (STED) microscopy[1] is a technique
that overcomes the diffraction limit and has contributed enormously to advances in biology and
medicine through accurate imaging of live tissue. Similar breakthroughs have been achieved in
the measurement of other physical quantities.
Quantum communication refers to the transfer of quantum information between distant
parties[2]. As such, it is a very broad field, whose ultimate goal is to arrive at a "quantum internet"
in close analogy with classical communications[3]. However, the analogues only go so far and
remarkable hurdles need to be overcome. One of them is the no-cloning theorem, which states
that a general quantum state cannot be copied, thus precluding the amplification of quantum
information for its transmission over global distances. This has spawned diverse ideas on how
to implement a quantum repeater that can boost the signal between two distant endpoints[4].
Although we are still far from a global quantum network, there are equally useful milestones on
the way there. One particularly active field is quantum key distribution (QKD), where a quantum
channel is used to securely transfer encryption keys for classical communication between parties.
The security of these keys can be proven because any interception on the quantum channel is
detected by the legitimate parties. When these parties detect an interception, they can repeat
the procedure until they successfully share encryption keys that have not been compromised.
This hybrid approach therefore provides provably secure communication. Protocols for the
implementation of QKD have evolved since the original proposal by Bennett and Brassard[5]
and the concept has reached the maturity to become commercially available for short distances.
Finally, the fields of quantum computing and quantum information processing (QIP)
comprise the research efforts towards a physical implementation of quantum systems that can
perform computations[6]. The idea was put forward in the 1980s by Feynman[7]. Since then,
the theoretical framework has been extended and algorithms for such a machine have been
devised. Two of them are particularly exciting because of their direct application to real-world
problems. The first is Shor’s algorithm, which achieves an exponential speedup in prime number
factorization over the best classical algorithms[8]. The second is Grover’s search algorithm[9],
which provides a polynomial speedup that could make an immense difference searching through
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today’s vast databases. Another major motivation is the fact that a computable quantum system
would be able to simulate the behaviour of quantum systems, such as complex enzymes. This
would represent a tool unlike any other thus far in fields like drug discovery and materials
science.
The appeal of these technologies has led to an astounding diversity in the physical systems
being considered for their realization. Among these, photons stand out for their practicality and
compatibility with most systems. A photon itself can represent a qubit, the quantum computing
analogue of a classical bit, by any property such as its polarisation. Photons are attractive
candidates for QIP and ubiquitous in quantum communication because they have negligible
interaction between themselves and can thus propagate over long distances (kms) in optical
fibre while preserving quantum information. It is this property, however, that also makes the
implementation of two-photon logic gates – required for the implementation of algorithms –
challenging. We highlight two photonic approaches to QIP. The first is the traditional model,
where computation steps are performed on "stationary" qubits, which are in turn linked by
"flying" qubits (photons)[3, 10]. In the second approach, known as linear optical quantum
computing[11], all information is carried and processed by photonic qubits.
The work presented in this thesis concerns devices capable of generating specific quantum
light states and therefore of potential use for future quantum computation and communication
hardware. The work focuses on semiconductor quantum dots, which are among the most
promising and advanced candidates for quantum applications for a variety of reasons. First,
they can trap charge carriers with an associated spin that efficiently couples to photons and has a
sufficiently long lifetime to perform operations on it[12–14]. Second, they are a near-ideal source
of single-photons with high internal quantum efficiency[15] and narrow linewidths[16]. Third,
their emission can be tuned to a specific wavelength range by careful growth. Finally, they have
the potential to be scalable with mature growth techniques, while the solid-state nature of the
platform lends itself to on-chip integration, as well as careful engineering of the photonic and
phononic environment. We take advantage of this fact to study single quantum dots coupled
to optical microcavities and under the influence of mechanical waves propagating along the
surface of the samples.
Thesis Outline
Chapters 1 and 2 provide an overview of the research field and present the employed research
methods needed to recreate or elaborate on the present work.
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Chapter 3 presents a single-photon source based on the dynamical tuning of the Purcell
effect of a quantum dot in a micropillar cavity by a surface acoustic wave. This expands on the
results published in Ref.[17].
Chapter 4 is conceptually similar to Ch.3 but explores a new hybrid platform for on-chip
integration using GaAs ring microcavities on LiNbO3. We demonstrate the fabrication of such
devices and present their initial characterisation, including Purcell enhancement of the quantum
dots contained in the GaAs.
Chapter 5 summarizes measurements on a device with simultaneous electrical, optical and
acoustical control over a quantum dot. We show selective population of the dot with a hole
and demonstrate its spin initialisation via optical spin pumping. We then show that a surface
acoustic wave can reverse this spin initialisation.
Chapter 6 puts forward a scheme to generate multi-photon entangled states in time-bin
encoding from a quantum dot. Such states constitute a key resource for LOQC. We present
experimental evidence of the feasibility of this scheme using a quantum dot. The contents of
this chapter are an extension of Ref.[18].
The main results and avenues for further work are summarised in the final chapter.
4 University of Cambridge
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Background & State of the Art
1.1 Quantum Information Processing
As briefly mentioned in the previous chapter, the basic building block in quantum computing is
the qubit, in analogy to the classical binary bit. A qubit can be any two-level system with states
|0⟩ and |1⟩, which is described by a wavefunction
|ψ⟩ = α |0⟩ + β |1⟩ , (1.1)
with complex coefficients α and β normalized such that |α |2 + |β |2 = 1. This can also be
expressed as
|ψ(θ, ϕ)⟩ = cos θ
2
|0⟩ + eiϕ sin θ
2
|1⟩ , (1.2)
which represents an arbitrary superposition of the basis states |0⟩ and |1⟩. All possible states
are determined by two angles ϕ and θ and can thus be mapped onto a unit sphere known as the
Bloch sphere. A state on the Bloch sphere is described by a wavevector from the origin to the
surface. Any computational operation requires control over this qubit wavevector with quantum
logic gates. After initialisation into a known state such as |0⟩, a single-qubit rotation can drive
the qubit onto any of its possible states. In order to scale this to multiple qubits, at least one
multi-qubit gate that links the states of two qubits is required. An example is the quantum
controlled NOT (CNOT) gate. For two qubits
|ψ⟩ = α |0⟩ + β |1⟩ (1.3)
and
|ϕ⟩ = γ |0⟩ + δ |1⟩ (1.4)
the joint system is described by the tensor product
|ψ⟩ ⊗ |ϕ⟩ = (α |0a⟩ + β |1a⟩) ⊗ (γ |0b⟩ + δ |1b⟩)
= αγ |00⟩ + αδ |01⟩ + βγ |10⟩ + βδ |11⟩ =
©­­­­­«
αγ
αδ
βγ
βδ
ª®®®®®¬
.
(1.5)
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The CNOT gate acts on the second qubit conditional on the state of the first one. It is defined as
UCNOT =
©­­­­­«
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
ª®®®®®¬
. (1.6)
Single-qubit rotations together with the quantum CNOT gate form a set of universal gates,
meaning that any other gate needed for the execution of an algorithm can be made out of
combinations from this set of gates[19]. It follows that finding a scalable physical implementation
of these gates alone is in principle enough to build a quantum computer.
This task has proven challenging because of a fundamental contradiction: a system that is
well isolated from the environment and thus retains fragile quantum information is inherently
difficult to address to perform operations such as qubit rotations. Conversely, if the system can
be easily manipulated, its desired state will easily be lost through unwanted interactions with
the environment. This is known as decoherence. The goal is to find a system with a coherence
time long enough to perform the deterministic operations that make up a quantum algorithm
and read out the result before the information is lost. In addition, the physical implementation
of two-qubit gates between arbitrary qubits presents a challenge of equal magnitude on its own.
A wide range of potential physical platforms have been identified. Two well-addressable
states can be separated from almost any single system, resulting in a rich variety of experiments.
Examples include atoms and ions confined in magneto-optical traps, charge and flux qubits
in superconducting circuits, nuclear magnetic resonance, spin qubits in solid-state hosts and
in particular spin or charge qubits in quantum dots. Trapped atoms have been pioneering
in the field but have been challenging to scale up due to the massive experimental overhead.
Implementations of two-qubit gates have been reported in various of the more technologically
mature systems but scaling further remains an elusive goal[20–23]. It is widely believed that
solid-state based implementations are the most promising for overcoming the scaling issue.
1.1.1 Entangled States
Of particular interest for many applications are a special set of states known as entangled states.
In general, a state |ψ⟩ is said to be entangled if there is no set of single qubit states |a0⟩ , . . . , |an⟩
such that |a0⟩ ⊗ |a1⟩ . . . ⊗ |an⟩ = |ψ⟩[19]. For two qubits, there are four distinct maximally
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entangled states known as Bell states. They are
|00⟩ + |11⟩√
2
|10⟩ + |01⟩√
2
|00⟩ − |11⟩√
2
|01⟩ − |10⟩√
2
.
(1.7)
The striking property of these states is that the measurement of one qubit immediately determines
the state of the other. It is this feature that is exploited for quantum teleportation[24] and makes
entangled states indispensable for a variety of applications, such as quantum repeaters[25].
Entanglement is routinely used in laboratories. For example, it can be generated from
non-linear crystals by spontaneous parametric downconversion[26, 27] or from quantum dots by
the biexciton-exciton radiative cascade[28]. However, these entanglement generation schemes
are limited to two-photon entangled states. A source of multi-qubit entangled states is an
invaluable resource for photonic quantum technologies and is an intense area of research.
1.1.2 Linear Optical Quantum Computation
In contrast to the common approach of separating the computation from the relaying of quantum
information, there have been efforts to create an all-photonic optical quantum computer. Knill,
Laflamme and Milburn showed that it is possible to perform conditional operations on two
photons in a scalable fashion[11]. Their scheme, known as KLM scheme, proposes the use of
the Hong-Ou-Mandel effect, described in Sec.1.2.7, to introduce probabilistic photon-photon
interactions. This sidesteps the central challenge of all-optical computation, which is the weak
photon-photon interaction that makes photons robust against decoherence but at the same time
precludes straightforward implementation of conditional operations[29, 30]. The introduction
of the KLM scheme opened new research avenues but although scalable in principle, its
probabilistic nature leads to an experimental overhead too great to be feasibly implemented[31].
There have been many proposals to mitigate the overhead issue and bring LOQC with the KLM
scheme within the realms of possibility[32–35]. Many of them are based on cluster state quantum
computation, which is introduced in the next section.
1.1.3 Cluster-State Quantum Computation
Cluster- or graph-state quantum computing was introduced by Raussendorf and Briegel in
2001[36]. It presents an alternative to the conventional circuit-based model of quantum
computation, where qubits are represented as rails and quantum gates act on them. In cluster
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Fig. 1.1: A. A representation of a general clus-
ter or graph state. B. Fusion of two graph
states.
state quantum computing the quantum information is held in a graph of entangled qubits, as
shown in Fig.1.1A. In this graph representation, each node amounts to a qubit and the edges
denote entanglement. A computation is then carried out by performing measurements on
specific qubits, which removes them from the total state and determines the basis for subsequent
measurements. Both single and two-qubit measurements can be implemented locally within the
graph. A review of cluster state computing protocols can be found in Ref.[37]. Importantly, the
validity of the scheme has been confirmed experimentally[38].
A feature of cluster state computing is that two cluster states can be "fused" together to increase
the size of the state, as schematically presented in Fig.1.1B. Browne and Rudolph introduced two
types of probabilistic fusion mechanisms based on Hong-Ou-Mandel interference[32]. These
can join two cluster states with n1 and n2 photons to create a state with n1 + n2 − 1 or n1 + n2 − 2
photons. A failure of the operation is equivalent to a measurement of the target photon in each
state so each state is decreased by one photon. Cluster-state computing therefore still requires
highly efficient photon sources and detectors to be implemented, as the success probability
needs to be above a threshold for the state to grow through fusion operations.
Recent advances in integrated photonic circuits[39–42] and photon detection efficiencies[43, 44]
have boosted the appeal of LOQC to the point that it has been suggested that a source of
three-photon entangled states suitable for fusion would bring the all-photonic quantum computer
within reach[45]. The importance of such a source of entangled states has sparked many ideas
on how to generate them[46–49]. Chapter 6 discusses the proposal put forward by Lindner and
Rudolph in Ref.[49] and proposes improvements, as well as demonstrating experimental steps
towards its execution.
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1.2 Semiconductor Quantum Dots
Generally speaking, a quantum dot (QD) is a structure with the capability to confine charged
particles within a reduced volume, such that quantization of the energy levels arises. They have
been realized in a variety of ways. For example, they can be synthesized in layered nanospheres,
defined electrostatically, or be grown on a wafer by careful deposition of material, among others.
For the purpose of this thesis, we focus on semiconductor quantum dots formed by embedding
a small-bandgap semiconductor in a high-bandgap matrix. This can be thought of as a quantum
well in all spatial dimensions. Figure 1.2 shows an example of the type of dots discussed here,
which consist of epitaxially grown InAs "islands" in a GaAs matrix. The substrate is covered in
a thin InAs film byproduct of the growth process, known as the wetting layer (WL). Details on
the fabrication are described in Ch.2. Each dot has a roughly Gaussian profile and elliptical
top view, with the major and minor axes aligned to the crystallographic axes. The lateral size
is generally 10 - 20 nm, and the height 4 - 8 nm[50]. With these dimensions, a charged particle
in this system can be treated like the traditional particle in a box problem – there is quantum
confinement. The confinement creates a set of discrete energy states for this particle in analogy
to atomic physics, which is why QDs are often referred to as "artificial atoms".
Fig. 1.2: Schematic of InAs quantumdots
on GaAs. Lens-shaped dots are formed
at random locations with slight elonga-
tion along the [1 1 0] crystallographic axis.
The inset shows a transmission electron
microscope image of a single dot (cour-
tesy of Dr. Joanna Skiba-Szymanska).
[110]
-
[110]
GaAs
InAs
This type of QDs is highly relevant for quantum applications and has benefited from mature
processing techniques. Thorough treatments of the theory and details of such systems can
be found in Refs.[51–53]. Here we review the basic concepts and highlight recently reported
achievements.
1.2.1 Electronic Properties
The two types of charge carriers considered here are electrons and holes. The latter are not real
particles per se but rather the result of charge imbalance after an electron is promoted from the
valence to the conduction band. Conveniently, they can be described as a particle with positive
elementary charge.
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Fig. 1.3: Parabolic approximation of the bandstructure around
k = 0 for a stress-free zincblende crystal. The bands are labelled
(c) for the conduction band, lh and hh for the light and heavy-hole
bands and so for the split-off band. Eg is the band gap, which is
the only energy taken into account in the spatial representation
of a semiconductor. Adapted from Ref.[53].
The influence of the periodic crystal lattice on charged particles is embedded in the dispersion
relation E(k) and can be described by an effective mass m∗ such that the kinetic energy is
E(k) = ℏ
2k2
2m∗
. (1.8)
Around k = 0 the effective mass is constant and therefore the conduction and valence bands
can be approximated by a parabola, as shown in Fig.1.3. The valence band comprises three
sub-bands: the light and heavy-hole bands and the split-off band. The latter is split off by
hundreds of meV[53] and is not relevant for the optical processes of interest here. The angular
momentum of charged particles is quantified along z and they are described by states
 j,m j〉
with total angular momentum j and projection m j . Electrons in the conduction band and holes
in the valence sub-bands are then described by
Conduction band |1/2,±1/2⟩
Heavy-hole band |3/2,±3/2⟩
Light-hole band |3/2,±1/2⟩
Split-off band |1/2,±1/2⟩ .
(1.9)
It is this difference in angular momentum projection between heavy and light-holes that changes
their effective mass and therefore the curvature of the band. The energy splitting between the
two bands at k = 0 is determined by strain. The QDs studied here have built-in strain so the
bands are typically offset by tens of meV and only the heavy-hole band is relevant to optical
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experiments[52, 54]. However, it is possible for a dot to exhibit heavy–light-hole mixing, enabling
optical transitions to the light-hole states. In general, the resulting state can be described as j′,m j ′〉 = |3/2,±3/2⟩ + β |3/2,∓1/2⟩√
1 + β2
. (1.10)
Previous experiments in our lab have determined β = 0.02 - 0.2 with most dots in the lower
part of this range, suggesting that the simplified treatment of heavy-holes exclusively is mostly
valid[55].
We now discuss the quantization effects that arise when the particles are confined within a
volume smaller than their de Broglie wavelength, which is around 10 nm for electrons and holes.
The simplest model is that of a cube of side length a0. The corresponding cubic potential of
infinite barrier height leads to the well-known energies
Enx,ny,nz =
ℏ2
2ma20
π2
(
n2x + n
2
y + n
2
z
)
, (1.11)
where m is the mass of the particle. This very rough model shows the clear quantization. It
can be refined by considering more accurate geometries and finite potential barriers. The QDs
studied here typically have very low aspect ratios, leading to a much stronger confinement in z
than in-plane and the Hamiltonian of trapped charge carriers can be separated into a vertical and
an in-plane component[52]. Consequently, the energy level separation in z is much greater than
that in-plane and all relevant states are in the ground state of the z quantization. Therefore, it
suffices to describe the quantization in-plane. An isotropic dot can be described by a harmonic
potential. This is known as the Fock-Darwin Hamiltonian[56]
HFock−Darwin =
1
2m∗
(p − eA(r))2 + 1
2
m∗ω20
(
x2 + y2
)
, (1.12)
where p is the momentum, e is the elementary charge, A is the magnetic vector potential and
ℏω0 is the harmonic oscillator energy. In the absence of a magnetic field A = 0 and the energy
levels are given by
Exy,s = ℏω(2r + |l | + 1) = ℏω(s + 1) (1.13)
with
s = 2r + |l | + 1. (1.14)
Here the two quantum numbers are the radial r = 0,1,2, . . . and azimuthal l = 0,±1,±2, . . .
numbers. Continuing the analogy with atomic physics, the resulting set of energies is grouped
in shells labelled s, p, d, and so on for s = 0,1,2, etc. Each shell has a 2(s + 1)-fold degeneracy
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A B C D
Fig. 1.4: Schematic occupations of the ground state of a QD. Electrons (holes) are represented by
blue (red) dots with a corresponding spin. Four possible configurations are presented: exciton (A),
negatively charged exciton (B), positively charged exciton (C) and biexciton (D).
from the azimuthal quantum number and the spin degree of freedom. There can therefore be 2
electrons (holes) in the s-shell and 4 in the p-shell.
1.2.2 Excitonic Complexes
Figure 1.4 presents the possible configurations for the occupation of the s shell of the conduction
and heavy-hole bands. An electron-hole pair trapped inside the QD is bound through the
Coulomb interaction and is referred to as an exciton, denoted as X . The addition of a second
electron or hole leads to a charged exciton also known as trion and labelled X− or X+, respectively.
Lastly, two excitons in the same dot are collectively called a biexciton XX . Due to the Pauli
exclusion principle, no further charges can be added to the same bands and the p shell starts to
be populated for complexes with higher numbers of particles.
Figure 1.4 only shows one particular arrangement of the charges’ spins. For an exciton, there
are four possible spin configurations. The total angular momentum projection for the electron
and hole is Mj = m j1 + m j2. Therefore M = ±2 for parallel spin M = ±1 for antiparallel spin
configurations. The former precludes electric dipole transitions and is thus known as a dark
exciton. In contrast, the latter is known as a bright exciton because the electron and hole can
recombine under emission of a photon. Indeed, this is a strong transition with photon energies
900 - 1200 nm for the dots studied here[57]. A consequence is that dark excitons are long-lived
but more challenging to excite and detect. The two bright excitons are degenerate for symmetric
dots. However, for asymmetric dots the exchange interaction between unpaired electrons and
holes leads to an energy splitting known as the fine-structure splitting (FSS), schematically
drawn in Fig.1.5. The FSS depends on the dot morphology but is generally in the the 1 - 100 µeV
range.
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Fig. 1.5: Energy diagram showing the fine-
structure splitting of excitons and the binding
energy of biexcitons. Note the binding energy
can be both positive and negative.
Trions on the other hand are either an electron or a hole interacting with a spin singlet
(S = 0) and therefore have a vanishing exchange interaction[58]. Most of the work presented here
is performed on this type of exciton complex, because the state after radiative recombination is
a single spin particle suitable as a qubit for quantum information processing.
For the sake of completeness, we note that the Coulomb interaction between charged
particles yields a finite binding energy such that EXX , 2EX . In addition, the weak interaction
between an exciton and additional charges is responsible for the emission from all complexes
lying in the same spectral range[52]. As will be described later, the emission spectra of single
QDs can be used to distinguish the presence of different exciton complexes.
1.2.3 Spins in Magnetic Fields
The addition of a magnetic field modifies the quantization energies on a scale of 1 meV and
has profound consequences for the excitonic complexes. Here we focus on charged excitons.
The interaction of holes and electrons with a magnetic field B is governed by the Zeeman
Hamiltonian[59]
HZeeman =
∑
i=x,y,z
µB
(
ge,im je,i − gh,i3 m jh,i
)
Bi, (1.15)
where µB is the Bohr magneton, m je and m jh are the electron and hole spin projections and ge
and gh the electron and hole g-factors. This lifts the degeneracy of the spin states, inducing an
energy shift∗
∆E = gµBB = (ge + gh)µBB. (1.16)
Figure 1.6 shows the modified energy levels of the system using the more intuitive notation
|▲⟩ = |1/2,1/2⟩
|▼⟩ = |1/2,−1/2⟩
|△⟩ = |3/2,3/2⟩
|▽⟩ = |3/2,−3/2⟩ (1.17)
∗The magnetic field also induces a diamagnetic energy shift ∆E = γ2B2 that is safely neglected here[60].
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B ≠ 0 Fig. 1.6: Zeeman energy splitting on a positively charged
exciton.
to describe single electrons and holes. The magnetic field effectively turns a single charge in
the QD together with the trion into a double Λ∗ system. With sufficient separation of the energy
levels they can become individually addressable and a single Λ system can be isolated. This
provides an ideal platform for quantum optics experiments.
The g-factor and therefore the Zeeman splitting are dependent on the orientation of the
magnetic field. The two main configurations are known as Faraday and Voigt geometries. In
the former, the field is parallel to the growth and quantization axis. In the latter, the field
falls perpendicular to that, parallel to the QD plane. In contrast to Faraday configuration, a
Voigt magnetic field breaks the in-plane symmetry of the dot and the new eigenstates are linear
combinations of the z eigenstates[57, 61]
|▲,△▽⟩x = |▲⟩z ⊗ (|△▽⟩z − |▽△⟩z)
|▼,△▽⟩x = |▼⟩z ⊗ (|△▽⟩z − |▽△⟩z),
(1.18)
omitting the normalization factors. This determines the optical transition rules between trion
and single charge states. These are summarized in Fig.1.7 for a single hole, but are analogous
for a single electron. The first thing to note is that the polarization of the emitted photons is
different in both cases. The second point is that while in the Voigt geometry all transitions are
allowed, in the Faraday geometry the diagonal transitions are ideally forbidden. The selection
rules are imperfect due to finite light-hole contributions so the excitonic states can decay via
these transitions, but at a much reduced rate compared to the vertical transitions[14, 57].
This has important implications for applications. For example, initializing the spin to a
known ground state is one of the most fundamental tasks for a usable algorithm. This can be
done here by optical spin pumping[62]. To initialize the spin in |▽⟩, one can drive the vertical
transition of |△⟩ with a coherent laser. Once excited the system can relax back into |△⟩, in
∗Two ground-state levels and one excited level are known as a Λ system due to the resemblance to the Greek
letter.
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B ≠ 0, FaradayB = 0 B ≠ 0, Voigt
σ+ σ- x x
y
y
σ+ σ-
Fig. 1.7: Optical tansitions between trion states in a magnetic field. A. No magnetic field. The
states are degenerate. B. Faraday field. Only vertical transitions with circular polarisation are allowed.
C. Voigt geometry. Both vertical and diagonal transitions are allowed. They have orthogonal linear
polarisations.
which case it is re-excited by the optical "pump", or it can relax into |▽⟩, the desired outcome.
Leaving the pump laser on, the system will eventually be shelved in the |▽⟩ state with high
probability. The key difference is that the process is three orders of magnitude faster in the
Voigt geometry when compared to the Faraday geometry. A single spin can be initialized in
∼1 ns vs. ∼1 µs, respectively[63].
1.2.4 Excitation Methods
The main mechanisms to populate a QD with charge carriers are electrical and optical injection.
The former requires that the QD is embedded in a diode structure, where carriers can be
introduced from doped regions acting as reservoirs. In the optical case carriers are introduced
directly by exciting electrons to the conduction band through the absorption of a photon. Both
methods are briefly outlined here.
Photoluminescence
Electrons can be directly excited from the valence to the conduction band by irradiation with
photons of energy larger than the bandgap. The subsequently emitted light following carrier
recombination is known as photoluminescence (PL). The details of the steps between excitation
and radiative recombination are dependent on the energy of the excitation light. Figure 1.8
summarizes the three main processes unleashed in the QD:
Above-band excitation If the photon energy is greater than the bandgap of the GaAs matrix
or WL, electrons are promoted from the valence band into the conduction band, where
they can diffuse until reaching the QD. At that stage, a series of non-radiative decay
processes lowers their energy until they eventually occupy a radiative state and recombine
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Fig. 1.8: Optical excitation regimes
for a QD. Off-resonant, above band
excitation: electrons are excited into
the valence band and have to go
through non-radiative relaxation pro-
cesses before combining with a hole
to generate light. Quasi-resonant ex-
citation: the electron is excited to
a higher level within the QD. Reso-
nant excitation: the incoming light
matches the exciton energy of the
QD, resonantly exciting carriers.
emitting a lower energy photon[64]. Phonon-assisted relaxation takes place in a 10 - 100 ps
timescale[65]. The radiative recombination time T1 is around 0.7 - 1 ns for an exciton in
InAs/GaAs QDs. Experimentally this excitation is the simplest to achieve but by its
nature does not preserve coherence. In addition, the emission time exhibits inherent jitter.
Quasi-resonant excitation When the incoming laser energy matches the energy difference
between higher order states such as the p-shell states within the QD, the transition can be
driven directly and the ability to preserve coherence is improved[54].
Resonant excitation The photon energy matches the lowest energy difference of the s-states
in the QD. The process and the collected light are known as resonance fluorescence
(RF). It is evident that under RF the timing uncertainty and dephasing processes are
minimized since the non-radiative decay channels are bypassed. RF is thus the ideal
form of excitation. The drawback is that it is experimentally more challenging. For
one, the frequency has to be tuned precisely. More importantly, because the input and
collection light have the same energy, it is critical to reliably suppress the exciting light
from the detection. This can be done by polarisation filtering[66] or geometrical solutions,
where the input beam is perpendicular to the collection[67]. Within RF there are two
main regimes defined by the input laser power. For high laser powers it is possible to
observe Rabi oscillations in the time-resolved signal from the dot[67]. The spectrum of
such a system exhibits the appearance of dressed states known as the Mollow triplet[68, 69].
In contrast, if the Rabi frequency is lower than the spontaneous emission rate the RF
signal inherits the coherence properties of the driving laser[65, 70]. This is known as the
resonant-Rayleigh-scattering (RRS) or Heitler regime and is used extensively throughout
the experiments presented in this work.
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Fig. 1.9: Photoluminescence spec-
trum from a QD. The transitions due
to the exciton, charged excitons, and
biexciton are marked. Other visible
lines are from higher-particle-count
complexes and residual light from
neighbouring dots.
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Figure 1.9 shows an exemplary above-band excitation PL spectrum from a QD. The
individual transition can be identified from diverse measurements. First, their relative intensities
depend on the excitation power. Charged and neutral excitons show a linear dependence on
the excitation power, whereas that of biexcitons is ideally quadratic[51]. Trions and neutral
excitons can be differentiated by the presence of FSS in the latter, reflected in distinct emission
energies for X at orthogonal polarisations. The identification of the charge state can generally
be done by energy relative to the X line. The theory predicts a blueshift for X+ and a redshift for
X− consequence of the Coulomb interaction between the respective charge and the additional
exciton[71]. Experiments where the charge inside the dot can be controlled (see next section)
have corroborated this[72–74].
Electroluminescence and Charge-Tunable Diodes
GrowingQDswithin the intrinsic region of a p-i-n junction allows the population of the QD states
by an applied voltage. The process of radiative recombination following electrical injection of
charge carriers is known as electroluminescence (EL). A single dot can be studied with this
method, showing evidence of exciton and biexciton formation depending on the current through
the device[75, 76]. However, most electrical pumping schemes share the problems of above-band
excitation, as the carriers undergo non-radiative relaxation prior to recombination[65].
A particularly elegant design first introduced in Ref.[72] extends this idea to allow control of
the number of charge carriers within the dot. The band diagram of such a device∗ is presented
in Fig.1.10. The main difference from a traditional p-i-n diode is the addition of a blocking
barrier that prevents current flow through the device and tunnelling of the other type of charge
∗The original device features a Schottky contact to the top layer, but the diagram pictured and discussed uses
an ohmic contact to a p-doped top layer.
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Fig. 1.10: Band diagram of a charge-tunable
diode. The QD is embedded in the intrinsic
region. Electrons can tunnel from the back
n contact when a QD level is aligned with the
Fermi energy EF by varying the applied voltage
Vg. An AlGaAs barrier avoids current flow.
carrier. Individual QD levels can be populated by controlling their distance from the Fermi
level EF via the top-gate voltage Vg. Once a charge has tunnelled into the QD, the Coulomb
blockade prevents further charges from tunnelling in[73]. Hence, a predefined charge state can
be studied with the addition of a laser for PL measurements. Such devices are presented and
discussed further in Ch.5.
1.2.5 Tuning Mechanisms
The energy of QD transitions does not have any inherent tuning after the dot has formed with a
given composition and dimensions. However, tunability is a desirable quality for the analysis in
the lab and for technological applications. This can be required to bring a QD into resonance
with another system, such as other QDs, a particular excitation laser, or an optical cavity for
enhanced emission. There are various tuning mechanisms that can be exploited for the dots
used in this thesis. These are:
Temperature tuning – Often this is the most straightforward way to tune QD emission energy.
Up to tens of degrees K retains narrow excitonic emission, with the emission wavelength
being redshifted for increasing temperatures.
Electric field tuning – Within a diode structure, an electric field applied across the device can
be used to tune the emission energy by the quantum-confined Stark effect[53]. This allows
for considerable tuning up to 25 meV[77].
Magnetic field tuning – As detailed in Sec.1.2.3, the degeneracy of the spin states is lifted
once a magnetic field is applied. The transitions can be tuned over ∼1 meV, which in
some circumstances can be exploited as a tuning mechanism.
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A B
Fig. 1.11: Ideal second-order autocorrelation function of a single-photon emitter under CW (A) and
pulsed (B) excitation.
Strain tuning – Additional strain also provides a tuning control over a ∼1 meV range. In this
work we exploit dynamical strain tuning, as described below in Sec.1.4.5.
1.2.6 Single-Photon Statistics
Non-classical light can be differentiated from classical light by its statistical correlations. The
second-order correlation function, defined as[78]
g(2)(τ) = ⟨I(t)I(t + τ)⟩⟨I(t)⟩2 =
⟨a†(t)a†(t + τ)a(t + τ)a(t)⟩
⟨a†(t)a(t)⟩2 , (1.19)
determines the degree of correlation between the intensities of light at a given time t and light
from the same source at an earlier or later time t ± τ. Here, the angled brackets represent
time averages, I denotes the light intensity, and a† and a are the creation and annihilation
operators, respectively. For delays longer than the temporal coherence length of the source
no correlations are expected and g(2)(τ) approaches 1. Therefore, the interesting range of the
function is around zero time delay. A classical thermal light source shows fluctuations in the
intensity that produces light with photons coming in packets. That means if a photon is present
at time t = 0, the probability of having a second photon is higher around t = 0. This effect
is known as photon bunching and is characterized by showing g(2)(0) > 1. A very different
picture is observed with coherent light. A coherent state |α⟩ is an eigenstate of the annihilation
operator and consequently g(2)(τ) = 1 for all time delays.
This means that classically one never expects to have a correlation g(2)(τ) < 1. In contrast,
quantum light is precisely characterized by this quality. Indeed, if a single-photon results from a
radiation process in a quantum-mechanical system, no second photon can be produced until the
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Fig. 1.12: Hanbury Brown and
Twiss (HBT) setup to measure
g(2)(τ). APD: avalanche photodiode,
TLS: two-level system, BS: 50:50
beam splitter, SPCM: single-photon
counting module.
system is excited anew. The result is a dip in the second-order correlation function, referred to
as anti-bunching. The theoretically expected g(2)(τ) for such a single-photon source is presented
in figures 1.11 (A) and (B) for continuous-wave (cw) and pulsed excitation, respectively. For a
number or Fock state |n⟩ at zero delay, equation (1.19) yields
g(2)(0) = 1 − 1
n
. (1.20)
From this follows that a measurement showing g(2)(0) < 1 is definitive proof that the light is of
quantum nature. It is often assumed that the condition g(2)(0) < 0.5 further demonstrates the
collected light originates from a single emitter. However, such a measurement could also stem
from the collective emission of a single photon by an ensemble of emitters[79]. Nevertheless,
the value of g(2)(0) quantifies the multi-photon emission probability and thus minimizing it has
become one of the key goals for researchers in the field.
The second-order autocorrelation function can be directly measured by an elegant and
simple experiment devised by Hanbury Brown and Twiss, which is routinely used in optical
laboratories today[80]. The modern version of it is shown schematically in Fig.1.12. Light from
the studied emitter is sent through two separate paths to two photodetectors, which send an
electric signal to a counter card that records a histogram of coincident events as a function of
time. In a real measurement the dip does not quite reach zero due to the finite response time
of the detection hardware, which usually is in the order of hundreds of ps. For a QD with a
lifetime of ∼1 ns this response time gives a non-negligible chance to register an event at τ = 0.
Furthermore, even the best detectors can register a count when no photon reached them (dark
counts). An in-depth treatment of quantum optics expanding on what is outlined here can be
found in Refs.[78, 81, 82].
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Fig. 1.13: Hong-Ou-Mandel inter-
ference measurement setup. Pho-
tons are split into two paths at the
first BS. When the path length differ-
ence matches the photon separation
two photons enter the second BS at
the same time. If they are indistin-
guishable they "bunch" and exit the
BS through the same port, so that
only one detector registers a signal.
SPCM
START
STOPAPD 1
TLS
BS
Polarizer
APD 2
1.2.7 Two-Photon Interference
For many applications such as LOQC it is of utmost importance that photons emitted at different
times are indistinguishable, meaning they coincide in all properties such as polarization,
frequency, spatial mode, pulse shape, etc. The degree of indistinguishability is limited by the
photon’s coherence time T2[83]
1
T2
=
1
2T1
+
1
T∗2
=
1
2
Γ + Γ∗. (1.21)
This is the inverse of the dephasing rate and has contributions from the radiative dephasing Γ
and pure dephasing Γ∗. The former is simply the light emission from exciton recombination
with lifetime T1 = Γ−1. The latter describes the dephasing due to external factors, with a
characteristic lifetime T∗2 . In the case of self-assembled QDs at low temperatures, the prevalent
dephasing mechanisms are of electric nature due to charge noise and magnetic due to the spin
bath of the matrix[84–88]. These fluctuations in the environment cause drifts over short and long
timescales. Notably, the central emission wavelength can vary over time, a phenomenon known
as spectral diffusion or spectral wandering. An ideal source would have no contribution from
pure dephasing and thus
T2
2T1
= 1. (1.22)
This condition is known as the Fourier-transform limit. QDs driven resonantly have been shown
to emit photons close to this limit[16].
Experimentally, the coherence time and the degree of indistinguishability can be extracted
from a two-photon interference measurement. If two indistinguishable photons simultaneously
enter a balanced beam splitter from separate ports, higher-order interference leads to a
cancellation of the probabilities of finding one photon in each output port. The only possible
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Fig. 1.14: Autocorrelations and vis-
ibility from a HOM measurement
on a QD in a micropillar cavity.
Adapted from Ref.[16].
outcomes are finding both photons in the transmission or in the reflection path (or a superposition
of both). This was first experimentally demonstrated by Hong, Ou and Mandel with photon
pairs from parametric downconversion and is known as the Hong-Ou-Mandel (HOM) effect[26].
Similar to HBT, the experimental method has not changed since then and is schematically
pictured in Fig.1.13. Building a histogram of the detection events on the APDs versus time delay
between pulses reveals a dip around zero delay, with a width determined by the coherence time
T2 of the photons. By measuring the histogram with and without intentional distinguishability,
a two-photon interference visibility can be defined and used as a figure of merit. In the case of
polarization the visibility is
VHOM =
g
(2)
⊥ (τ) − g(2)∥ (τ)
g
(2)
⊥ (τ)
, (1.23)
with the second-order autocorrelation functions g(2)⊥ (τ) and g(2)∥ (τ) for distinguishable and
indistinguishable measurements, respectively. Figure 1.14 shows experimental autocorrelations
and the corresponding visibility with a maximal value of 89%[16]. Similarly high visibilities
have been reported by other groups[89–94]. All of these works make use of an optical cavity
to achieve these high visibilities, which helps getting closer to the Fourier-transform limit by
reducing T1 as described in the next section.
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Fig. 1.15: A. Two-level system in an optical cavity. The interactions are represented by the coupling
rate g, cavity dissipation rate κ and system radiative decay rate Γ. B. Temporal excited state decay for a
system in free-space and the two cavity-QED regimes, showing enhanced decay and Rabi oscillations.
1.3 Optical Microcavities and Purcell Effect
As mentioned above, one of the advantages of solid-state approaches to quantum information
processing is the ability to engineer the local surroundings of the quantum emitters. In particular,
this can be exploited to enhance the collection of light emission by embedding the emitters in
optical microcavities[95, 96], solid-state immersion lenses[97], and nano-antennae[98]. Here, we
take a closer look at optical microcavities, as these are used for all experiments described in
this work. The study of this type of coupled system has given rise to a field known as cavity
quantum electrodynamics (cavity QED).
Considering a TLS defined by a ground state |g⟩, an excited state |e⟩ and a dipole transition
between the two, the decay rate from |e⟩ is determined by Fermi’s Golden Rule[96]
Γe−g =
2π
ℏ2
| ⟨g | Hint |e⟩ |2ρ(ω). (1.24)
Here, ℏ is the reduced Planck constant, Hint is the interaction Hamiltonian containing the
dipole matrix elements, and ρ(ω) denotes the photonic mode density. The latter represents the
number of modes available for photons at a given frequency and is determined by the photonic
environment. It is because of this factor that the confinement in an optical cavity can drastically
alter the dynamics of a TLS. The mode density in a cavity is determined by its supported modes
or resonances. Hence, a cavity can both suppress and enhance the emission rate of the TLS,
depending on whether the energy difference between |e⟩ and |g⟩ is resonant with the cavity.
The degree of enhancement is quantified by the Purcell factor, defined as the ratio of decay
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rates in the presence and absence of a cavity[99],
FP ≡
Γcavity
Γfree
≤ 3
4π2
(
λ0
n
)3 Q
V
, (1.25)
where λ0/n gives the resonant wavelength corrected by the refractive index and Q and V are the
quality or Q factor and mode volume of the cavity, respectively. It is worth noting that equation
(1.25) omits three factors ≤ 1 that can lower the actual Purcell factor from the ideal attainable
factor, hence the inequality[100]. These missing factors account for imperfect spatial overlap of
emitter and mode, spectral mismatch, and deviations in polarisation matching. The key point
is that for a perfectly located and oriented emitter, the ideal Purcell factor in equation (1.25)
depends solely on the cavity, with the Q/V ratio being the figure of merit.
This description holds as long as the interaction strength g between photons in the cavity
and the TLS is weak compared to the dissipative losses originating from the cavity photon-loss
rate κ and the incoherent decay into radiative modes Γloss. It is thus known as the weak coupling
regime. If g2 becomes larger than κ · Γloss, a photon emitted into the cavity mode can be
reabsorbed, and the system effectively drives itself. This is known as the strong-coupling regime.
The description of the coupled TLS-cavity system has to be extended into the Jaynes-Cummings
Hamiltonian. The situation and comparison of regimes is presented in Fig.1.15.
QDs have been embedded in diverse cavities to reach both the weak[89, 101, 102] and the
strong[103–105] coupling regimes. The main types of optical microcavities are Fabry-Pérot,
whispering-gallery-mode and photonic-crystal cavities[106]. Each type is further divided into
multiple designs, creating a wide variety of structures. In general, the most critical aspects
in the choice of cavity are whether the emission is in or out of plane, how high the coupling
to external optics can be, and how high a Q/V factor can be attained. This work presents
experiments performed on devices featuring Fabry-Pérot and whispering-gallery-mode cavities,
which are introduced in the following sections after a brief general discussion on the Q factor
and mode volumes.
1.3.1 Quality Factor and Mode Volume
Regardless of cavity design, the Q factor is defined as angular frequency times the stored energy
W over the dissipation rate per period:
Q = ωW
dWdt −1 (1.26)
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Fig. 1.16: Transmission spectrum of an optical
cavity supporting multiple resonances. The
linewidth and free spectral range are labelled.
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Given that the stored energy decays exponentially asW = W0 exp (−κt), this is equivalent to
Q =
ω
κ
. (1.27)
The Q factor is then inversely proportional to the cavity photon loss rate κ and thus represents a
measure of the cavity’s energy storage capability. An equivalent definition for optical resonators
is given by the ratio of resonance frequency to its linewidth δω,
Q =
ω0
δω
, (1.28)
as marked in Fig.1.16. This follows from the uncertainty principle between resonance δω
and photon lifetime κ−1 using equation (1.27). Equation (1.28) allows for the estimation of a
cavity’s Q factor from a simple transmission measurement.
As the Q factor quantifies energy storage, the mode volume quantifies its confinement. A
general definition compatible with any resonator geometry is given by the volume integral over
the energy stored in the mode normalized by its maximal value[107]
V =
∫
ϵ(r)|E(r)|2dr
max
[
ϵ(r)|E(r)|2] , (1.29)
where |E | is the electric field amplitude and ϵ is the dielectric permittivity.
1.3.2 Micropillar Cavities
Micropillar cavities are a type of Fabry-Pérot cavity. They are fabricated starting from planar
cavities formed by two opposing distributed Bragg reflectors (DBRs). These consist of stacks
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Fig. 1.17: Theoretical reflectivities for Bragg stacks centered around 950 nm calculated by the matrix
formalism. (A) Single DBR mirror. (B) Two equal DBRs with a λ cavity in between.
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Fig. 1.18: Schematic of a pil-
lar GaAs/AlGaAs microcav-
ity. The number of mirror
pairs is typically 10 - 30 . The
inset shows a simulation of
the electric field of the fun-
damental cavity mode of a
pillar with 18 and 28 mir-
ror pairs, represented by the
color scale.
of thin films with alternating refractive index, engineered such that their thickness corresponds
to a quarter of the target resonant wavelength in the material. In that case the reflections and
transmissions at the interfaces add up to create a stopband, as presented in Fig.1.17 (A) for
an increasing number of repeats. Leaving a space of half or a full wavelength between two
DBRs opens a window in the stopband, thus creating a cavity as in Fig.1.17 (B). Increasing the
number of repeats makes the reflectivity dip narrower, thus making the cavity more selective
and increasing its Q factor. The pillar cavity is formed by removing material from the planar
cavity to define a pillar. This reduces the mode volume, as the light is confined sideways by total
internal reflection. Figure 1.18 shows a schematic of a micropillar and a simulated photonic
mode within.
These cavities do not have the best Q factors nor the smallest mode volumes. The Q factor
of the micropillar is reduced from that of the planar cavity and its values usually lie in the
thousands to tens of thousands. Mode volumes are generally a few µm3[108]. Nevertheless, QDs
in micropillars exhibit modest Purcell enhancement with FP ∼4 - 7 [90, 109–112] and in exceptional
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cases above 20[113], close to the theoretical limit. Their main advantage is a good overall
collection efficiency. This is in part due to a good matching of the modes to free-space Gaussian
modes, which are the main form of optical access[114]. Another reason is that the cavities can
be made highly directional by having an asymmetric number of DBR repeats on the top and on
the bottom. With 12 repeats on the bottom and 4 on the top, there is a 24-fold increase in light
collection from the top facet[115]. Finally, they also exhibit a high β factor, which quantifies
the degree of coupling between an emitter and the optical mode. This factor is related to the
Purcell enhancement by[110]
β =
FP − 1
FP
. (1.30)
Values in excess of 80 % have been reported for pillar microcavities[109, 111]. These features
have attracted much attention and some of the best single-photon sources in terms of purity are
made in these cavities[90, 112]. Collection efficiencies of 79 % have been reported[116].
Pillar microcavities support a variety of modes. Since the lateral confinement arises from
total internal reflection they can be thought of as an electromagnetic waveguide. The theoretical
treatment of the modes then follows the conventional optical waveguide theory and the modes
are labelled according to their electric and magnetic field profiles. For pillars of cylindrical
symmetry, the supported modes are generally hybrid modes with both transverse-electric (TE)
2 μm pillar
A
B C
5 μm pillar HE11
HE11
Fig. 1.19: A. SEM micrograph of micropillar array. The sample is tilted at 45°. B. PL spectrum on a
planar cavity with 660 nm light irradiation revealing the InAs wetting layer (WL) and cavity modes. C.
PL spectrum on a micropillar cavity showing the fundamental mode.
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Fig. 1.20: Blueshift and Q factor as a function of
pillar diameter. Each data point is averaged over
three nominally identical pillars. Top. Blueshift
of the fundamental mode versus pillar diameter d.
Data points are fit with a inverse function ∝ 1/d.
Bottom. Q factor versus pillar diameter. The fit
line corresponds to an exponential decrease towards
smaller pillars.
and transverse-magnetic (TM) contributions. Modes with a dominant electric (magnetic) field
contribution are labelled HElm (EHlm), with l = 0,1,2, . . . and m = 1,2,3, . . . denoting the
mode order and eigenvalues of the propagation constant, respectively[117].
Figure 1.19 shows spectra taken on a planar region and on a micropillar cavity. The planar
spectrum shows emission from the wetting layer at 870 nm and a broad emission signature
around the cavity design wavelength of 940 nm. The low-energy side of this feature presents an
abrupt cut-off wavelength, which corresponds to the energy of the fundamental HE11 mode.
Longer wavelengths are effectively reflected by the DBRs and are therefore not collected. This is
also true for lower wavelengths. However, modes with a non-zero incidence angle are supported
and have an effectively blueshifted wavelength. The mode can thus not be identified from
this spectrum, only its position. The collection of the oblique rays is limited by the numerical
aperture (NA) of the collecting lens, which is responsible for the cut-off at the lower-wavelength
side.
As the planar structure is etched into pillars with smaller radii the individual modes can
be resolved in the spectrum. As the k vector is confined and directed vertically the modes
experience a blueshift[118, 119]. They do not cross in energy andHE11 is always the lowest-energy
mode. Figure 1.20 shows measurements on the magnitude of the blueshift for this mode. It
also shows that the Q factor is reduced compared to the planar Q factor below a critical pillar
diameter. This accompanying drop in Q factor comes about from the higher contribution of
losses from imperfections at the sidewalls as the mode is increasingly tightly confined[120]. It is
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Fig. 1.21: Schematic of whispering-gallery
modes in a resonator with n1 > n2. In the
ray-optics picture the light is confined by to-
tal internal reflection at the boundaries. In
the wave-optics picture the resonator supports
modes that interfere constructively.
n1
n2
n1
also worth noting that the symmetry of the pillar plays an important role, as the HE11 is not
polarisation-degenerate in an asymmetric pillar[121].
1.3.3 Whispering Gallery Mode Cavities
In contrast to micropillars, whispering-gallery-mode (WGM) cavities confine light exclusively
by total internal reflection. The curved boundary of a body such as a ring, disk, torus or
sphere can confine these modes, which owe their name to their acoustic analogue in which
a whisper can be heard along the walls of a gallery, as discovered by Lord Rayleigh in St.
Paul’s Cathedral[122]. Figure 1.21 shows a simple illustration of such a resonator. The light
confinement by total internal reflection is clear from the ray-optics picture. Beyond a critical
incidence angle the subsequent reflections on the boundary guide the light back onto its initial
entry point. The incidence angle is necessarily shallow and thus the light is confined in close
proximity to the edge. The wave picture also provides some intuitive insight into the resonance
condition. Requiring an integer number of wavelengths to fit in the circumference of the ring
leads to the expression
mλ = 2πRneff, (1.31)
with the radial mode order m, ring radius R and effective refractive index of the mode neff .
WGM resonators are known for record high-Q values, up to 1 × 109 - 1 × 1010 in mesoscopic
crystalline bodies[123, 124]. This is one of the reasons behind interest in such resonators for
multiple applications, such as optical communications, lasers[125], non-linear optics[126–129],
cavity QED[130, 131], sensing[132] and bio-photonics[133]. Accordingly, a wide variety of designs
and material combinations have been studied. In this work we focus on on-chip ring and disk
resonators. These can also show high-Q values up to ∼1 × 105[134, 135]. Purcell enhancement
factors of FP ∼3 - 12 have been reported in such structures[101, 136].
One of the challenges with WGM resonators is that, in contrast to micropillars, they are not
efficiently excited by direct plane-wave illumination[137]. For an on-chip ring the conventional
excitation scheme is evanescent coupling from a neighbouring waveguide, as illustrated in
Fig.1.22. The mode inside the ring has an amplitude A(t) and is coupled to the waveguide with
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Fig. 1.22: Schematic of a ring resonator and an
access waveguide. The ring and the waveguide
are coupled with a rate 1/τe and the cavity has
a loss rate κ.
a rate κe. The waveguide not only provides access but also an additional path for the light to
escape the resonator. This is reflected in the Q factor. Through Eq. (1.27) we can define a Q
factor for the cavity loss rate κ and one for the coupling rate κe. They are referred to as the
intrinsic and external Q factors Qi and Qe, respectively. The overall Q factor then becomes
1
Q
=
1
Qi
+
1
Qe
(1.32)
and is sometimes known as the "loaded" Q factor. It is evident then that κe is a critical parameter.
In the simplified case of a single-mode waveguide coupling to the fundamental mode of the
cavity, the steady-state solution of the transmission T through the waveguide is[138]
T =
PoutPin
 = ( κ2 − κ2eκ2 + κ2e
)2
. (1.33)
From this equation three main regimes of operation of the coupled system can be distinghished:
κ > κe
The system is undercoupled and the light field does not fully build up.
κ = κe
The system is critically coupled. The transmission drops to zero as all
input light couples into the resonator and is dissipated there. This is
usually the targeted operation.
κ < κe
The system is overcoupled and the waveguide damps the light-field
buildup.
The coupling strength is determined by the separation between waveguide and cavity and
the mode profiles, which can be influenced by geometry and refractive index contrasts. This
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covers the basics of WGM resonators needed here. Detailed information and derivations of the
theory can be found in Refs.[137, 139, 140].
1.4 Surface Acoustic Waves
As the name suggests, SAWs are mechanical waves that propagate along the surface of a body.
They have foundmultiple applications in electronics for decades, notably as delay lines and filters
that are included in essentially all consumer electronics. Another area of use has been sensing
applications, where the adhesion of specific molecules on the surface can be detected by the
change in acoustic wave frequency or amplitude[141]. They are also widespread in lab-on-a-chip
experiments, where they can be used to controllably transport and more importantly mix
analytes on a microfluidic chip[142]. The inexhaustive list continues with non-linear integrated
optical elements and RFID tags, and more recently quantum information applications that will
be outlined later. This vast variety leads to an extensive literature collection on SAWs, with
the usual textbooks being Refs.[143–145]. As has been done throughout this chapter, only the
pertinent part of the theory and closely related applications are revisited here.
SAWs encompass different modes, which are classified according to the directions of
displacement of the wavefronts. The waves used in this work are known as Rayleigh waves.
They are characterized by the lattice sites undergoing an ellipticalmotion on a plane perpendicular
to the interface, as shown in Fig.1.23. The strain field decays exponentially into the substrate
within an acoustic wavelength[146]. In piezoelectric materials the strain on the crystal lattice
λSAW
yx
z
Fig. 1.23: Displacement of a solid lattice by a Rayleigh wave. Light grey dots show a uniform static
lattice, while the black dots show the distorted lattice, where each lattice site follows an elliptical path
as the wave propagates. There is no displacement out of plane. The maximal displacement amplitude
along z is typically up to a few nanometres[146].
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Fig. 1.24: Schematic of a single-finger IDT.
The finger spacing determines the wavelength
of the generated SAW. This simple design only
needs a fabrication resolution of λSAW/4 and
generates a SAW in both directions. The aper-
ture wSAW of the SAW beam is determined by
the finger overlap.
can induce dipoles. Therefore, a SAW on a piezoelectric material consists of a strain and an
electric potential wave. The piezoelectricity depends on the lattice structure and on the cut of
the crystal along which the wave is propagating, making SAWs strongly anisotropic.
SAWs are also sensitive to the surface quality, as dirt and roughness inevitably introduce
losses. On a clean chip SAWs can have long propagation lengths in the mm–cm range[145]. That
means in most cases they can propagate along the length of the sample∗. One of the reasons for
their long propagation lengths is the fact that the material at an interface is less rigid, which
leads to a lower sound velocity than in the bulk and thus in principle SAWs cannot lose energy
by coupling to bulk waves[146].
1.4.1 Generation of SAWs on a Chip
SAWs can be generated either by short laser pulse excitation[147–149] or by the piezoelectric
effect with a carefully designed transducer. We exclusively use the latter method, employing
interdigitated or interdigital transducers (IDTs). These consist of two metal gates with
interleaved fingers (hence the name), as presented schematically in Fig.1.24. In the simplest
configuration, known as the single-finger transducer, the distance between the fingers and their
width correspond to a quarter of the target acoustic wavelength λSAW, which is usually in the
µm range. A SAW is generated on a material with sound velocity v when a radio frequency (rf)
voltage is applied to the IDT at the resonance frequency fSAW = vλ−1SAW. The same structure
can also act as a receiver by the inverse piezoelectric effect. Thus, a pair of opposing IDTs can
be used to transmit a signal through the material. This is a common structure known as a delay
line.
The SAW propagating from an IDT is generally well collimated. Though there are diffraction
effects that need to be considered for accurate applications, in the samples studied here the
∗When a SAW reaches the edge of a chip it is reflected, which might need to be taken into account depending
on the device under study.
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receiver IDT or the structures under influence of the waves reside within the near field and
diffraction can be neglected.
There are various designs of IDT beyond single-finger. A widespread extension on the
single-finger design is the double-finger IDT, in which each finger is further split in half while
keeping the same polarity. The motivation for this is to reduce reflections which arise from
individual partial reflection of an incoming SAW on each finger. In the single-finger IDT,
the whole structure acts as a Bragg reflector. In contrast, in the double-finger design the
reflected waves interfere destructively. The downside of the design is a two-fold higher accuracy
requirement for the fabrication of an IDT at the same frequency, since each individual finger is
λSAW/8 wide.
Chapters 4 and 5 present measurements on devices with a third type of IDT design, the split-
5-2 transducer[150]. In this design a period corresponding to one acoustic wavelength comprises
five fingers, two pairs of which have opposite polarity and a single finger of floating potential.
This design allows for the generation of a SAW at a fundamental frequency determined by the
finger spacing but also at higher harmonics, including even ones. In contrast, a single-finger
IDT can only generate odd overtones.
Figure 1.25 shows the arrangement of the three types of IDT as well as an example of their
expected delay line response calculated by the delta-function model[151]. In this basic model the
fingers are assumed to be non-reflective and each finger acts as a point source of waves that add
up to the total wave. The name comes from the fact that this is equivalent to a delta-function
in space. Taking the IDT to consist of a series x1, x2, ..., xN of finger positions separated by a
constant pitch p we can add up waves of the form exp(iωx/v) exp(iωt) originating from each
finger. To account for the polarity of the fingers we add a factor Pn defined as (−1)n for a
single-finger IDT. The wave amplitude is then proportional to
A(ω) =
N∑
n=1
Pn exp
(
iω
x − xn
v
)
exp(iωt)
=
N∑
n=1
Pn exp
(
−iω xn
v
)
exp
(
iω
x
v
)
exp(iωt).
(1.34)
The second to last and last factors do not vary in the sum and therefore represent a constant
factor. They can thus be left out without loss of generality. Given that the finger positions are
xn = pn the IDT response is given by
H(ω) = E(ω)A(ω) = E(ω)
N∑
n=1
Pn exp
(
iω
np
v
)
. (1.35)
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Single finger
Double finger
Split 5-2
Fig. 1.25: Comparison of IDT fin-
ger arrangements for three designs
and their corresponding response
function following the delta-function
model. The model assumes 100 fin-
gers and their positions are chosen
such that the fundamental frequency
is at 800 MHz.
Here, E(ω) includes all of the neglected factors and can generally be dependent on frequency
to incorporate dispersive effects[143]. The responses calculated for Fig.1.25 take E(ω) = 1. It
should be noted that although this simple model is useful in determinig the frequency response
of an IDT, it might not always be applicable because it neglects reflections, the physical width
of the fingers and the effects of the metal on the surface.
We note that the bandwith of SAW generation is inversely proportional to the number of
finger pairs Np and is limited up to tens of MHz. For some experiments it is desirable to have a
broader range of excitation frequencies. Fortunately, IDTs can be chirped while maintaining
the phase relationship of the response[151]. The delta-function model can provide an idea of
the increased bandwidth for a given chirp rate. Recently, chirped split-5-2 IDTs have been
demonstrated[152].
1.4.2 Electrical to Acoustic Conversion Efficiency
One issue with the acoustic transducers presented is that they generate a SAW in both positive
and negative directions. This can complicate experiments where reflections are important
and at the very least provides an unwanted loss of half the acoustic power. IDTs have been
designed to produce a wave in a single direction. These are known as single-phase unidirectional
transducers[153]. An alternative is the addition of a Bragg grating at the unwanted end of the
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Material Speed of sound [m/s] K2 [%] Reference
128 Y-X LiNbO3 3979 5.4 Ref.[143]
Y-Z LiNbO3 3488 4.8 Ref.[143]
ST-X Quartz 3159 0.12 Ref.[143]
a-plane AlN 5741 0.47 Ref.[154]
(1 0 0) GaAs 2868 0.07 Ref.[149, 155]
(1 0 0) AlAs 3387 - Ref.[156]
ZnO/GaAs 2880 0.7 Ref.[143]
AlN/Diamond 9200 - Ref.[143]
Table 1.1: Material parameters for selected SAW-supporting materials. The last two are examples of
thin film systems, which can be used to enhance piezoeletricity or to use SAWs on non-piezoelectric
materials such as diamond.
IDT. This is essentially the same as an IDT but where all fingers are shorted to have the same
electric potential. The incoming SAW is then reflected back towards the IDT and can add up
constructively with the outgoing SAW in the desired direction.
More fundamentally, the degree of conversion efficiency between electrical and mechanical
energy is given by the electromechanical coupling coefficient K2, defined as[145]
K2 =
e
cϵ
= 2
∆v
v
, (1.36)
where e is the piezoelectric coefficient, c is the elastic constant, ϵ is the dielectric permittivity
and ∆v is the difference in sound velocity between a free surface and a metallized surface. Table
1.1 summarizes the sound velocity and K2 for selected materials and thin films. The following
sections briefly comment on GaAs and LiNbO3, which are the materials employed in this work.
Following these considerations, it is also important to consider the impedance matching
of the IDT to the exterior circuit which is usually 50Ω. Matching helps to avoid unwanted
reflections and losses which can be significant when considering that the rf power sent into a
cryostat can be enough to warm up the sample. Following Ref.[157] the conductance Ga of an
IDT is derived from the equivalent-circuit model:
Ga(ω) ≈ 1.3K2N2pω0wIDTCS
(
sin X
X
)2
, (1.37)
with X = Npπ(ω − ω0)ω−10 . In this equation CS is the capacitance per unit length of an IDT
finger pair. The number of finger pairs Np and IDT aperture wIDT can then be chosen to satisfy
the condition Ga = 1/50Ω for a given K2. This is not always easily achievable, as the condition
could require an unfeasible number of finger pairs. For example, an IDT with 200 µm aperture
at 1 GHz in GaAs already requires 380 finger pairs. Very large numbers of pairs are avoided
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Fig. 1.26: A. Unit cell of GaAs with zincblende structure. B. View along main axes. C. A polyhedral
cell showing two crystallographic planes. Compression and tension along (perpendicular to) [1 1 0]
results in a dipole. This is not the case for [1 0 0].
because the fingers are not non-reflective[158]. More fingers present more scattering centres
where energy can be lost to bulk modes and the problem becomes more relevant at higher
frequencies, since the wave is more closely confined to the interface and therefore to the metal.
In cases where the number of finger pairs required to match the IDT is exceedingly large, a
matching circuit is needed.
Finally, we note that metal on the surface can affect SAW propagation in two ways:
electrically and mechanically. The two effects are known as electrical and mass-loading,
respectively. In the former, a metal layer shorts the electric field at the surface, thereby
eliminating the potential wave field. In the latter, the mass of the metal is enough to significantly
alter the sound velocity at the surface. This is the reason behind the reflectivity of fingers in an
IDT.
1.4.3 SAWs on GaAs
As evidenced by Tab.1.1 GaAs is only weakly piezoelectric. In (1 0 0) GaAs wafers SAWs can
be generated through the piezoelectric effect along the [1 1 0] and [1 1 0] directions. SAWs
propagating along other directions such as [1 0 0] cannot be generated directly through electrical
transducers[146, 159]. The reason for this becomes clear considering the crystal structure of
GaAs, shown in Fig.1.26. As a SAW propagates through the material the lattice is compressed
and tensioned, changing the bond lengths and angles. For a SAW propagating along [1 1 0] or
[1 1 0] this deformation generates a dipole. In contrast, a SAW in [1 0 0] does not. To generate a
SAW in this direction, a thin piezoelectric film, such as zinc oxide, would be necessary[159].
The same considerations apply for other piezoelectric materials and in particular with the same
planes to AlxGa1-xAs.
In Ch.3 and Ch.5 SAWs are generated on DBR structures. The layers are smaller than
one acoustic wavelength so the SAW propagates in both AlAs and GaAs. Most material
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Fig. 1.27: Modulation of the bandgap due to
a SAW within one acoustic wavelength. The
strain field produces the type I modulation,
which affects the CB and VB in opposite phase.
The electric field modulates the bands in phase.
The combined effect results in a modulation of
the bandgap. Note this is also true in time as
the wave propagates through a certain point.
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parameters are very similar[146] but AlAs has a higher sound velocity than GaAs, causing strong
dispersion[156, 160]. This is detrimental to the efficiency of operation, as measured between
samples and confirmed by simulations. This is discussed further in Sec.2.8.
1.4.4 SAWs on LiNbO3
LiNbO3 is one of the most common substrates for SAW and other acoustic devices thanks to
its large piezoelectricity. As for GaAs, the waves supported and their excitation depends on
the crystal orientation. There are multiple crystal cuts where LiNbO3 supports SAWs. For the
samples used in Ch.4 we use 128° Y-cut LiNbO3. This cut only supports electric generation of
SAWs along one axis, X.
1.4.5 Coupling to Semiconductor Structures
Both the acoustic and electric fields associated with a SAW have an effect on the band structure
of a semiconductor, resulting in a periodic modulation of the conduction band (CB) and the
valence band (VB) as presented in Fig.1.27. The modulation due to the strain field is known
as type I modulation and is usually on the order of 0.1 - 1 meV in GaAs[146, 150]. Notably, the
compression and expansion of the lattice shifts the valence and conduction bands in opposite
directions, thus increasing and reducing the bandgap. This is not the case for the modulation
caused by the electric field, known as type II modulation, which in GaAs can shift the bands by
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A B
Fig. 1.28: Broadening of an emission line due to the periodic tuning by the strain field. A. Lorentzian
lineshape. B. Time averaged signal of a Lorentzian with sinusoidal modulation of the center frequency.
larger values of around 50 - 150 meV[161]. The resulting dynamic modulation of the bandgap is
a common theme in this work and is exploited to produce a single-photon source, as detailed in
Ch.3. The spectrum of a QD transition can evidence the presence of a SAW, as schematically
pictured in Fig.1.28. Without a SAW, the transition is ideally a Lorentzian line at energy E0.
Under the presence of a SAW E0 becomes time-dependent. For a sinusoidal SAW it oscillates
around its original value with an amplitude χ dependent on the acoustic power. The central
emission energy is thus modified to
E0(t) = E0 + χ sin (ωSAWt) . (1.38)
Measuring the emission spectrum is equivalent to the temporal integration of the intensity. The
effect of the SAW is then measurable as a broadening of the emission line. For a sinusoidal
modulation the transition spends more time at the extrema of the modulation and a characteristic
two-lobed curve is observed, as presented in Fig.1.28B. This intensity profile can be expressed
as
I(E) =
∫ ∞
−∞
dt
δω
(E − E0(t))2 + δω2 (1.39)
=
∫ E0+χ
E0−χ
dE′
dt
dE′
δω
(E − E′)2 + δω2 (1.40)
=
1
χ
∫ E0+χ
E0−χ
dE′
1√
1 −
(
E ′−E0
χ
)2 δω(E − E′)2 + δω2 , (1.41)
where T is the SAW period and the linewidth of the Lorentzian transition is 2δω.
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1.4.6 Applications for Quantum Information
Recent years have seen a renewed interest in SAWs for experiments in the quantum regime and
in compact electronics. The "slowness" of sound∗ is practical for on-chip circuits, as it provides
time for signal relaying and feed-forward. In addition, SAWs typically operate in frequency
ranges compatible with the typical energies of various physical qubit candidates[162] and the
overlap of acoustic and photonic wavelengths can be controlled across technically relevant
spectra[163, 164]. As such, SAWs have been exploited for multiple experiments. Some prominent
examples include:
Single electron transport The band modulation can be thought of as a moving potential well,
giving SAWs the ability to confine and transport carriers. Many experiments have taken
advantage of this fact to separate electrons and holes in a two-dimensional electron gas
(2DEG) and carry them across a chip[165, 166] Adding confinement from a one-dimensional
channel, single electrons can be transported[167]. This enables control over single carriers,
such as the targeted population and depopulation of an electrostatically defined quantum
dot. It has been proposed that this mechanism cold be used as a platform for on-chip
quantum information processing[168].
Single phonon physics An active area of research is the development of an acoustic analogue
to cavity quantum electrodynamics (CQED), dubbed cavity quantum acousto-dynamics
(CQAD)[169–173].
Optomechanics SAWs provide a controllable photon-phonon interface. Recently, SAWs
and light have been confined in phononic waveguides with integrated optical cavities,
demonstrating coherent interactions[163]. Outside the quantum regime, SAWs can be
used for on-chip photon routing by modulating the refractive index. Acousto-optical
modulation of optical cavities of up to 19 GHz has been reported[174, 175]. Refs.[176, 177]
highlight applications of optomechanics.
Spintronics Related to the electron transport, a SAW spatially separates electrons and holes,
thereby decreasing the spin relaxation rate. Therefore, SAWs are attractive for spin
transport and spin manipulation[178]. Experimental demonstrations have reached spin
coherence lifetimes as long as 25 ns[179].
Single-photon trigger SAWs have been proposed as a high-repetition timing mechanism for
a single-photon source[161]. This idea has been experimentally demonstrated[180] and
∗The sound speed is ∼3000 m s−1 in GaAs, 5 orders of magnitude lower than c ∼ 3 × 108 m s−1 (in free-space).
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in this work is expanded onto cavity systems. The idea of a SAW-driven single-photon
source is discussed in detail in Ch.3.
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This chapter gives an overview of the methods used. The first part outlines the fabrication
methods used in the cleanroom. All of these are standard in micro and nanofabrication so
their description is kept short given the abundance of in-depth resources such as Ref.[181].
The second part focuses on the general spectroscopic measurements carried out in the optical
laboratories. More specific measurements based on these techniques are described in the
appropriate chapters.
2.1 Sample Growth
The starting point for obtaining a sample is the design of the material and doping composition
of layers followed by their precise growth. A variety of techniques have been developed for
growth of high purity crystalline layers with atomic thickness control. They are collectively
known as epitaxy. All of the wafers processed for the work presented here were grown by
molecular beam epitaxy, which is briefly described below. With the exception of the sample
used in Ch.4, which was grown at Walter Schottky Institut (Munich), the samples were grown
at the Semiconductor Physics Group in the Cavendish Laboratory (Cambridge) by either Dr.
Ian Farrer and Dr. Peter Spencer.
2.1.1 Molecular-Beam Epitaxy
Molecular-beam epitaxy (MBE) is an epitaxial technique well-suited to the growth of III-V
semiconductor alloys. The process starts with a commercially available wafer, cut from an
ingot of material grown by thermal crystallization (e.g. Bridgman or Czochralski growth)[182].
The wafer is placed in an ultra-high vacuum chamber (∼10 × 10−10 mbar), where effusion cells
loaded with the materials to be grown (e.g. Ga, As, Al, In) are targeted at the wafer. During
growth the wafer is heated to ∼550 - 650 °C and a beam of material is ejected from the desired
effusion cells, where the flow rate is controlled thermally[52]. Upon impinging on the wafer,
molecules can either stay in place, desorb, or migrate on the surface. The balance of the rates at
which these processes take place has a broad parameter space that constitutes one of the main
challenges of MBE. When appropriately tuned, the surface migration can homogeneously cover
the wafer, forming an atomically thin layer of material known as a monolayer. Growth rates
vary but are usually around 1 µm h−1 or about a monolayer per second[181].
All Cavendish-grown samples used in this work are grown on (1 0 0) wafers with nominally
no doping. They do show evidence of carbon p-doping originating from the chamber, with an
average concentration of 1 × 1013 cm−3[183]. This correlates with a preference for positively
charged lines in the quantum dots found in these samples.
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2.1.2 Self-Assembled Quantum Dots
The dots studied in this work are grown by the Stranski-Krastanov (SK) method[184, 185].
Figure 2.1 shows the process schematically. SK growth relies on lattice mismatch between
semiconductors layers. In the case of InAs and GaAs the strain is 7 %[57]. As a result, tension
builds up as monolayers of InAs are grown on GaAs. At a critical number of layers the growth
stops being uniform and nucleation sites start to form[186, 187]. The growth at these sites is faster
and forms the QDs as material accumulates. The dot size can be controlled by the material
deposition time and temperature. The result is a planar layer, known as the wetting layer (WL),
and a series of randomly distributed QDs.
Fig. 2.1: Stranski-Krastanov growth mode of quan-
tum dots. Epitaxial GaAs is grown on a commercial
substrate. The first InAs monolayers form the WL.
QDs form due to strain. After formation, dots are
capped with GaAs (not shown).
The inherently random position and size (energy) distribution of SK dots poses a considerable
challenge for scalable networks, where one would ideally want a predetermined grid of QD
positions with identical optical properties. There have been attempts to position QDs by
preferential nucleation in pre-selected sites, for example by etching small holes serving as
nucleation centres and regrowing[188, 189]. However, it has been found that interrupting the
growth process to allow for the positioning degrades the optical properties of the produced
dots[190]. Nevertheless, progress on mitigating the detrimental effects of positioning has been
recently reported[191]. An alternative constitutes measuring the sample after growth to create a
map of dot positions. The map can be extracted for example from µPL, atomic force microscopy
or scanning electron microscopy. Alignment markers can then be added for further processing
at the accurate dot locations. However, the additional complexity and requirement of tailored
maps for each sample makes this inefficient for mass scaling. With that said, it can be useful for
proof-of-principle experiments where the positioning is of paramount importance – for example
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for a dot inside a cavity. As for the energy degree of freedom, dots can be tuned into resonance
after fabrication by any of the mechanisms outlined in Sec.1.2.5.
It should be noted that the growth process is not perfectly homogeneous. This means that
the coverage of dots on the wafer exhibits a gradient. If the wafer is stationary during growth
the dot density gradient is linear. On the other hand, if the wafer is rotated during QD growth,
the gradient is radial. It is critical to perform an initial characterization on a newly grown wafer
to have an idea of which regions are suited for a particular sample. This characterization can be
done on a wafer scale or by cleaving the wafer and looking at smaller pieces from all cardinal
regions.
2.2 Microfabrication of Samples
The general procedures followed for the fabrication of the samples used in this thesis are outlined
here. Specific details on the individual steps are not included as some of these are considered
privileged information.
2.2.1 Photo- and Electron-Beam Lithography
Photolithography is the backbone of the semiconductor industry. In this process a light sensitive
polymer known as a photoresist (PR) is coated on a substrate. Subsequent illumination through
a stencil metal pattern selectively exposes some parts of the resist. Depending on the type of PR,
the exposed area is cross-linked, making it more robust and insoluble in a developer (negative
tone PR) or the bonds are broken, making short polymer chains that are easily dissolved by a
developer (positive tone PR). In this fashion the wanted pattern is transfered onto the PR. This
can then be used to transfer the pattern onto the underlying substrate or to selectively deposit
metal. Figure 2.2 shows a representation of the process. The process can be iterated multiple
times to create complex devices.
Electron-beam lithography (e-beam) follows the same principle as photolithography but
instead of using light for the exposure of the resist, a more energetic electron beam is used to
"write" the structure on the resist. The main advantage is an improved resolution, which can
be down to ∼10 nm compared to ∼1 µm resolution for standard basic photolithography. The
downside is that the process is more complex and has a low throughput, as the writing is a
sequential process where the beam has to scan through the pattern.
One of the complexities of e-beam is that the electrons are scattered as they go into the
sample. This can trigger processes that can lead to the resist being exposed where it is not
supposed to be, causing deviations from the ideal pattern. The main contributions to this are
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Fig. 2.2: Typical workflow for a photolithogra-
phy step in sample fabrication. Photoresist is
spin-coated on the sample. For negative (pos-
itive) tone resist, the exposed areas are made
insoluble (soluble) in a corresponding solvent.
Negative resist is used for etching of the top
layers of the sample. Positive resist is mostly
used for lift-off, where metal is deposited in the
exposed areas.
backscattered electrons and secondary-electrons released on impact by an electron from the
incoming beam. These processes are material-dependent. It is therefore necessary to simulate
the electron backscattering and secondary-electron generation rate to have an idea of the electron
spread when aiming for high-resolution structures. With an accurate simulation it is possible to
compensate for these effects by modifying the dosage across a design. An example is shown
in Fig.2.3, where the corrected dose is represented by the colour. Given that the decrease in
fidelity to the original design is most prominent in parts where two exposure areas are in close
proximity, this process is known as proximity correction.
Another point that is worth of a quick mention is the fact that by irradiating a sample with
electrons it will charge up if it is not sufficiently conductive. This will naturally lead to a field
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Fig. 2.3: Example of proximity correction on a
ring resonator, waveguide tapers, and gratings.
The original design is split into smaller areas.
The dose is codified in the colour of the regions,
with blue corresponding to a lower dose than
green.
deflecting further incoming electrons and causing the exposure to fail. When writing on semi
insulating samples a conductive layer is needed on top. This can be a conductive polymer or a
thin (< 10 nm) metal film.
Virtually all samples discussed in this thesis used e-beam lithography for the definition of
IDTs, as the finger dimensions needed for the targeted GHz frequencies are usually around
700 nm. This can be done without much worries on proximity correction.
2.2.2 Metal Evaporation
Once a pattern is defined on the resist on top of the substrate it is possible to deposit a thin
metal film∗ on the chip (e.g. to define gates). The general apparatus used is presented in Fig.2.4.
Subsequent immersion in a solvent will clear the remaining resist, along with the metal that was
deposited on top of it. This process is known as lift-off. A critical factor in its success is the
resist profile, which should ideally have an undercut thereby allowing the solvent to easily act
on the resist from beneath the top metal layer and avoid metal bridging. The devices fabricated
for this work mostly use bi-layer PMMA as an e-beam resist and Shipley S1800s as an optical
resist. An undercut can be reliably obtained for both.
For some of the devices discussed here, the sample surface was not homogeneous enough
to be evenly covered by a resist layer. In these cases a shadow mask was used in addition to the
resist. The shadow mask is an external element that covers the sample to shield a particular
region during evaporation. Presented in Fig.2.5 are two shadow masks used for this project. The
first one is very basic: a custom clamp with a beam can be used to cover regions with ∼100 µm
precision. The clamp is made of Teflon™ to avoid damage to the sample by thermal expansion
∗More often than not multiple layers are evaporated. Au is standard for Au wire bonds but needs Cr or Ti as an
adhesion layer underneath.
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Fig. 2.4: Schematic of a metal evaporator. The
sample with the pattern defined on the resist is
placed in a vacuum chamber. The metals to
be deposited are placed in a crucible with a
higher melting point (usually tungsten). Pass-
ing a current through will melt and evaporate
themetal. The thickness can bemonitoredwith
a crystal, whose oscillation frequency changes
proportionally to the mass deposited. Multiple
metals can be evaporated sequentially. An al-
ternative to thermal evaporation of the metal is
electron beam evaporation, where the metal is
evaporated by kinetic energy transfer from an
electron beam.
Fig. 2.5: A. Schematic of a simple shadow mask consisting of a clamp with a protruding beam that
can cover a rough area on the sample during metal evaporation. B. Picture of a Si-wafer shadow mask
with a sample (circled) aligned. C.Microscope view of the Si-wafer and the sample. The IDTs meant
for metal deposition are clearly visible, while the central region is covered.
during evaporation. The second mask is more elaborate: a protective pattern is written on a Si
wafer which is subsequently thinned down and etched through by Bosch etching[192]. The result
is a precise and thin mask that can be aligned on the chip under a mask aligner (the sample is
held in place by little blobs of resist on the corners).
Finally, in situations where the metal needs to extend over an etched trench or mesa, such as
when contacting LEDs, it can be problematic to achieve coverage without interruption at the
perimeter of structures. This issue can be mitigated by using a rotating sample holder held at an
angle during evaporation. The angle ensures coverage of the sidewall of steep features and the
rotation ensures homogeneity and coverage from all sides.
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Fig. 2.6: SEM micrograph of a
cleaved facet on a grown planar cav-
ity structure. Light regions are GaAs
and dark regions are AlGaAs.
2.2.3 Dry and Wet Etching
Just as a milling machine is used in traditional machining in a workshop, removing material
is one of the basic approaches to fabrication of semiconductor devices. There are two main
ways to do so: physical or chemical processing. Physical removal involves bombardment of
the material with high-energy particles that can sputter off material when they impinge on the
substrate. Chemical removal relies on interaction with reactive substances such as halogens
or acids. There is also a distinction between dry and wet etching. In the former the etchant is
found as an ion beam or a plasma and tends to rely more heavily on physical etching, while the
latter only works by chemical etching in a liquid. The applicable processes will depend on the
materials at hand.
For GaAs, multiple etching processes have been developed and the main difference between
dry and wet etching is the resulting profile. Dry etching can be made directional, yielding
straight edges, while wet etching is isotropic by nature. For dry etching, it is especially important
to consider the type of mask used. Photoresist can be used for some processes but it will also be
removed to some degree during the etching process. Its suitability will therefore depend on the
target etch depth. This is quantified by the selectivity of the process, which is the ratio of etch
rate of the underling material to the etch rate of the mask. An additional caveat of using resist
is that it can melt and deform or even burn if the etching process reaches a high temperature.
In cases where resist is not well suited it is necessary to perform an additional step to use a
"hard" mask, which can be metallic or dielectric. The following sections give more details on
the procedures used for this work.
2.2.4 Fabrication of Pillar Microcavities
As mentioned in Ch.1, a pillar cavity is made by growing a planar DBR cavity and subsequently
etching it to define the pillars. The DBRs used in this work are made of Al0.98Ga0.02As/GaAs
50 University of Cambridge
2.2 Microfabrication of Samples
Fig. 2.7: Process flow diagram for the fabrication of pillar microcavities in the path of a SAW. A.
Growth of cavity structure by MBE. B. PECVD deposition of SiN thin film to be used as a hard mask.
C. Definition of pillars by photolithography. PR: photoresist. D. Transfer of the pillars onto the SiN by
dry etching. E. Dry etching of the wafer to form the actual pillars. F, G. E-beam lithography to define
IDT fingers. A shadow mask is used during the evaporation to protect the pillars. H, I. Similar process
to evaporate the IDT contact pads.
stacks. This combination is widely used because the two materials have a high refractive index
contrast∗ and closely matching lattice constants[114]. The former translates into a higher partial
reflectivity per DBR period and thus reduced mirror thickness. The latter is a requirement for
strain-free growth of the multiple layers required. Even so the growth of high-Q cavities requires
multiple repeats and can be challenging as defects propagate with the growth. In addition, there
will be a variation of deposition thickness across a wafer, such that central wavelengths can
vary by as much as 10 nm.
An image of a planar cavity prior to patterning into pillars is shown in Fig.2.6. Pillar
microcavities on the Ga/AlGaAs system are traditionally made by either dry-etching the material
to define the pillar, or by etching only partially and defining an aperture by oxidation of an AlAs
layer[193]. We exclusively use the former method, which is schematically presented in figure
2.7. These cavities require high numbers of DBR mirror pairs to attain high-Q factors, which
poses challenges on their fabrication. Firstly, a mask with a high enough selectivity is needed to
ensure it survives the etch process and the patterns are transferred with high fidelity. Secondly,
for the definition of pillars with diameters of some µm, the etch needs to go through the various
∗nGaAs = 3.47 and nAl0.98Ga0.02As = 3.21 at 940 nm and 5 K inferred from measurements on cavities of known
thickness.
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DBR layers as vertically as possible to avoid undercutting the structure. The former issue can be
alleviated by using a hard mask instead of resist. We use a ∼100 nm thick Si3N4 film deposited
by plasma enhanced chemical vapour deposition (PECVD) due to its chemical compatibility
and accessibility. The circles that define the pillar circumference are transferred onto this film
by dry etching a resist mask (Shipley 1813 or S1813). This etch is not homogeneous and the
remaining surface is not perfectly clean, which is absolutely necessary before etching the actual
wafer. To solve that, a wet etching step with buffered HF (BHF) is used to clean any residue.
BHF does not attack GaAs but it does attack AlGaAs and Si3N4 so the timing is critical to
avoid damage to the desired structures. The final step is a dry etch, which uses an Ar/SiCl4
inductively coupled plasma (ICP). Laser end-point detection is used to monitor the etch. This
system shines a laser on the sample during the etch and records the reflected intensity. As
the alternating GaAs/AlGaAs layers are etched the signal fluctuates and one can count the
number of periods that have been etched, allowing for precise control of the depth regardless
of variations in the process conditions. This is important to avoid finishing the process on an
AlGaAs layer, which would quickly oxidise, causing damage to the sample and a rough surface
unsuited to SAW propagation. The AlGaAs on the pillar sidewalls is protected by a polymer
film that is formed as a byproduct of the etch, in analogy to the Bosch process[192]. Figure 2.8A
shows an image of this polymer peeling off a structure after a short DI water bath.
A B C
D E F
Fig. 2.8: SEMmicrographs. A. Polymer peeling off from sidewalls of a positioning mark. B. Top view
of a Ø 2 µm pillar. C. Angled view of a Ø 1 µm pillar. D. Angled view close-up of a pillar field. E.
Angled view of a Ø 2 µm pillar. F. Angled view of a Ø 3.5 µm pillar.
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The circular patterns are initially defined by optical lithography. This was found to be
sufficient for pillars down to 1 µm diameter and is considerably faster than the alternative
of e-beam lithography. Before transfer of the structures onto the hard mask, a hard bake is
used to increase the symmetry of the resist disks by surface tension, reducing the splitting
of perpendicular modes (c.f. Sec.1.3.2). Figure 2.8B shows a top view of a patterned pillar
showing a highly symmetric profile.
The height of the pillars is ∼3 µm depending on the number of DBR pairs and how many are
etched through. This poses a challenge for the integration of acoustic transducers. The main
reason is that the IDTs are defined by metal lift-off on e-beam-written Poly(methyl methacrylate)
(PMMA). The thickness of PMMA can be adjusted by its dilution and molecular weight but for
high-resolution it is generally well below 500 nm thick, making it impossible to have a proper
lift-off on the pillars. It is possible to cover the pillars with a thicker window of resist prior
to PMMA coating and exposure. However, tests with S1828 and double-coating of S1813∗
showed this is not optimal, as it causes damage to the pillars and is difficult to remove due to
incompatibilities in the bake temperatures of the resists involved. The shadow mask introduced
above is a clear preferred alternative.
2.2.5 Fabrication of Charge-Tunable LEDs
Similar to micropillars, the charge-tunable LEDs discussed in this work are processed from a
planar cavity. The difference is that it is a much weaker cavity (i.e. fewer DBR pairs per mirror)
and the mirrors are doped to generate the Schottky structure. The complete process is outlined
in Figure 2.9. Again, S1813 is used for all photolithography steps. First step is to define a
mesa where the active area of the LED will be located. Variants with ICP and wet etching were
fabricated. In this case ICP etching can be performed directly with resist as a mask given the
reduced etch depth of ∼1 µm. Wet etching of GaAs/AlGaAs is done in H2SO4 ·H2O2 ·H2O.
The relative concentrations are of great importance to the profile of the etch along different
crystal axes. All etches here were done with a mixing ratio of 1:8:1600 by volume, which has a
"slow" etch rate of ∼25 nm/min and yields a smooth profile along all axes.
The mesa is defined in two steps. The first clears the top p-doping to allow the later addition
of an ohmic contact to the n-doped bottom DBR. The second etch clears the bottom doping.
This is necessary to have an undoped surface on which to fabricate the IDTs. Multiple tests
showed definitive shorting of IDTs when fabricated on n-doped surfaces. The ohmic contact
is fabricated by AuGeNi evaporation and subsequent annealing at 430 °C. The IDT fingers
∗The name gives an indication of the nominal thickness when spin coating at 3000 RPM. S1813 and S1828
should produce a 1.3 µm and 2.8 µm thick layer, respectively.
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Fig. 2.9: Process flow diagram for the fabrication of LEDs with IDTs. A. Growth of cavity structure
by MBE. B. Definition of mesa opening by lithography. C. Etching of top DBR. D. Definition of
mesa step by lithography. E. Etching of bottom DBR. F, G. Lithography and metal evaporation and
annealing for ohmic contact to bottom DBR.H, I. E-beam lithography and metal evaporation to define
IDT fingers. J, K. Lithography and metal evaporation for top contact. L. Evaporation of thicker metal
layer for contact pads.
are evaporated next, followed by the top contact. The device is then finished with the final
evaporation of metal for all contact pads.
2.2.6 Fabrication of Hybrid Devices with GaAs Photonic Elements
Chapter 4 presents experiments on GaAs/LiNbO3 as a platform for integrated quantum photonic
applications. Initial tests were performed with simple devices to assess the feasibility of the
technology. The main challenge revolves around the reliable transfer of a GaAs membrane
onto the LiNbO3 carrier substrate. The main established techniques for such a transfer are
wafer bonding and epitaxial lift-off (ELO). We employed the latter, observing remarkably good
adhesion even without the presence of a promoting metal layer, which is commonly used for
this process.
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Fig. 2.10: Epitaxial lift-off schematic. The grown membrane can be underetched in HF (10 %). The
transfer is performed by melting wax (M&I Materials) on top of the membrane prior to the underetch
(not shown). The wax preserves the shape of the membrane after it is separated from the substrate.
The membrane can then be placed between pre-patterned IDTs on a LiNbO3 substrate and the wax is
removed in a solvent.
The ELO process involves wafer growth to include a sacrificial AlAs layer, which can be
completely etched post-growth to release the GaAs membrane grown above it, as depicted
in Fig.2.10. This membrane is then transferred without flipping. That is, the growth order
is preserved after transfer. In the tests performed, membranes with sizes of approximately
3 × 3 mm2 were manually placed onto LiNbO3 chips. Drying on a hotplate at 40 °C for > 4 h
is sufficient to effectively bond the membrane to the new substrate. The membrane can then be
etched by ICP into photonic elements. For this step we use a negative e-beam resist: ma-N
2403.
2.2.7 Device Packaging
A custom sample holder was designed to allow electrical access to the investigated devices
within the cryostat. All but one of the samples used for this work required at least rf connections
to the acoustic transducers. Figure 2.11 shows a schematic of the holder. The sample is glued
with silver paint onto a printed circuit board (PCB). The board material is not standard FR4
but a ceramic with high dielectric constant for rf applications (RO4003C – Rogers Corp.). Its
dimensions are such that it can be screwed tightly into the sample positioners (AttoCube). The
layout of the PCB is flexible. For each rf connection a coplanar waveguide is milled and a
miniature connector (U.FL – Hirose) is soldered onto it. The dimensions of the waveguide are
estimated to be close to 50Ω at 1 GHz and it is either tapered or stepped down to dimensions
close to those of the pads on the sample. However, it should be noted that given the wavelength
at 1 GHz is ∼30 cm and the side length of the holder is 2.4 cm, the exact layout is not expected
to have a great influence on reflections from impedance mismatch. Other sockets (preci-dip)
are soldered onto the PCB for dc connections where needed. The PCB is coated with gold prior
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Fig. 2.11: Schematic of one of the sample hold-
ers used. Wire-bonds from the sample to the
connectors are not shown. The PCB base plate is
24 × 16 mm2.
to milling to allow for stable wire/ribbon bonding to the sample. The profile of the holder is
restricted vertically by the working distance of the lens (2.5 mm).
2.3 Cryogenic System
All measurements on QDs are performed in a He gas cryostat able to reach temperatures down
to 5 K∗. This is necessary as InAs QDs do not have good optical properties at room temperature
primarily due to coupling to optical phonons and escape of charge carriers due to thermal
energy. The highest temperatures used for experiments in this work is ∼30 K, which can be
reached with a resistive heater located under the sample holder. The cryostat has optical and
electrical access and the possibility of generating a magnetic field with superconducting coils
up to 9 T. The system is schematically shown in Fig.2.12.
Electrical access to cryogenic spaces is a known problem given the thermal conductivity of
the cables. DC access cables are thermally anchored along the thermal stages of the cryostat.
For rf cables, the inner conductor is shielded and thermal anchoring is less effective. Two types
of rf access arrangements were used. The first is a direct connection of U.FL cables from the
sample holder to the cryostat flange. This is a 1 m long cable with 810 µm diameter†. The base
temperature is not significantly increased with the addition of this cabling. The trade-off is they
are lossy, with 6.52 dB m−1 attenuation at 3 GHz. The second solution is the use of a semi-rigid
stainless steel SMA cable (R2 – Amphenol) from the flange to the sample holder (1 m), with
∗Save for wafer characterisation PL measurements, which were performed on a cold-finger He flow cryostat.
†Thicker cable assemblies with the same connector are available. The next one is 1.32 mm in diameter. The
thicker wire decreases losses but increases the base temperature. The main issue however is that the thicker cable
is much more rigid and can impede the movement of the positioners.
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Fig. 2.12: Schematic of the cryostat. The
inner chamber is filled with low pressure
He gas. It is enclosed within a closed-
cycle He flow chamber where the mag-
netic coil is housed. An external heat
exchanger cools down the He, allowing
for long term operation. The sample
is mounted on slip-stick (AttoCube) and
piezoelectric positioners. A heater (not
shown) is also included in the stack. The
direction of the magnetic field is fixed so
to change configuration the sample posi-
tionmust be adjusted. Voigt configuration
can be easily attained using a 90° plate and
a mirror.
the final connection to the sample via a short U.FL cable. This lowers losses at the expense of a
3 K increase in base temperature.
2.4 Micro-Photoluminescence Spectroscopy
Photoluminescence (PL) is a standard measurement of the emission spectrum of a sample
resulting from optical excitation. In the case of measurements on QDs it is often referred to as
micro PL, or µPL, given that it is inherently spatially resolving and the focal spot is usually a
few µm in diameter. PL measurements are generally straightforward, as the only requirement is
to collect the light emitted from the sample and send it to a spectrometer. Figure 2.13 shows
the general experimental arrangement used. The essence of the technique is to excite charge
carriers by an above-band energy laser and collect the light emitted from their recombination.
This exhibits the transitions within a QD, as well as the GaAs matrix and the wetting layer. In
this work most µPL measurements are performed using an 850 nm laser, which can be operated
in either pulsed or cw mode. The InAs wetting layer lies around 870 nm, meaning that charges
are generated effectively in this region.
The resolution and efficiency of the spectrometer are determined by the grating used to
diffract the light into the pixels of the CCD camera. They are naturally inversely related.
The spectrometer used in this work has two gratings, with 1200 and 1800 grooves/mm. This
translates to a maximal resolution of 0.016 nm.
PL measurements are used to characterize newly grown wafers, determining the density of
dots and finding out where their emission lines are on the energy spectrum. Determining the
dot density is particularly important when one is interested in looking at a single emitter, in
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Fig. 2.13: Confocal microscope arrangement for
µPLmeasurements. The sample can be navigated by
moving the positioners on which it sits, while moni-
toring the image on the camera when the white light
source is turned on. Polarisers and λ/4 plates are
optional depending on the particular measurement
being carried out. The objective before the sample
is completely within the cryostat and optical access
is provided by a window.
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which case a low density is desired to avoid having multiple dots inside the focal spot. In some
cases where the density is high enough for this to happen with high probability one can still get
around the problem by patterning the material into nanostructures, thereby removing dots, or by
using a metal mask with holes serving as apertures that filter the collected light to a single dot.
Another useful use of the space resolving nature of µPL is to check the emission for signatures
like the WL at 870 nm. This can for example determine whether a particular region of a sample
has been etched past the WL.
2.5 Resonance Fluorescence
From the technical point of view resonance fluorescence is a special case of PL. As mentioned
in Sec.1.2.4, the additional challenge it poses is that the light coming from the sample to be
investigated coincides in energy with the excitation light and has to be filtered to a degree
where it does not contribute significantly to the measurement. To reiterate, the two main
ways to achieve this are either geometrically[67] or through polarisation rejection[16]. In the
former case the excitation and collection light paths are separated, unlike in Fig.2.13. If the
laser light is directed at the sample from the side, it can be guided along the sample by total
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Fig. 2.14: Principle of time-correlated single-
photon counting. The time axis is binned and the re-
sults frommultiple repetitions are added up, yielding
a histogram that matches the original curve. From
Ref.[195].
internal reflection and reach the QDs. The only contribution to the collected signal will be
from spurious reflections. The second approach uses the polarising optics included in Fig.2.13.
The polariser at the input and collection arms are set to be orthogonal to each other. This
cross-polarisation rejection can suppress the contribution of laser light by orders of magnitude.
Signal to background ratios in excess of 104 : 1 are attainable with commercially available
polarisers[194]. The flip side is that the collected light is also going through the polariser so one
must be clear what transition one is looking at and set the global angle accordingly. It is worth
noting that, when looking at pillar microcavities, the pair of polarisers is not enough to reach an
acceptable extinction ratio. The reason is that GaAs has a finite birefringence that becomes
significant when accumulated over multiple reflections inside the pillar. The laser light acquires
a phase difference that rotates its polarisation. Therefore, a λ/4 waveplate is needed before the
collection polariser to restore the linearity of the excitation polarisation.
2.6 Time-Resolved Spectroscopy
For studies on dynamic processes within the QD it is necessary to resolve measurements in
time. The HBT and HOM setups described in Ch.1 are examples of such measurements. The
basic idea behind time-resolved single-photon measurements is explained in Fig.2.14. Multiple
measurements of single-photon events are discretised in time and collected to form a histogram.
After several repetitions the histogram takes the shape of the investigated curve. The time-axis
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Fig. 2.15: Example of typical time-
resolved measurement of the decay
of a transition in a single QD. The
faster decaying curve is measured on
resonance with an optical cavity, ex-
hibiting a Purcell enhancement. The
slower curve is only partially reso-
nant.
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discretisation is achieved with electronic memory blocks populated by the signal after passing
through a time-to-amplitude converter (TAC) and an analog-to-digital converter (ADC). The
start and stop signals for the TAC have to be adjusted depending on the experiment. In an HBT
measurement both start and stop signals come from photon-detection events at two APDs. For
a lifetime measurement the sample is excited with a pulsed laser. In this case the sync pulse
from the laser pulse controller is used as the stop signal and the firing APD as the start. This is
known as the reverse start-stop operation mode. Its advantage over the more intuitive start-stop
mode is that the TAC only needs to operate at the photon detection rate, rather than the laser
pulse repetition rate, which is often faster than the time needed by the TAC and ADC between
measurements (dead time)[196]. Figure 2.15 shows an example of decay-time measurements on
a single QD. The lifetime T1 is inferred from an exponential decay fit to the tail of the curve.
The timing resolution of the measurement is determined by the response of the electronics
and the detectors. It is important to note that any measured data consists of the investigated
curve convoluted with the instrument response function. The APDs used in our laboratory have
a time resolution of ∼250 ps and a dark-count rate < 100 Hz.
2.6.1 Photon Time-Tagging
Time resolved spectroscopy reveals the temporal properties of an event, but only as an ensemble
average. There are cases where this is insufficient if one is interested in looking at correlations
between specific events and their temporal vicinity. In this work this is the case in Ch.6. In such
instances, it is necessary to record each single-photon detection event within the global runtime
of an experiment. This is naturally more data-intensive both for recording and processing. The
technique is known as photon time-tagging, as each detected photon is tagged with metadata
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including the detector on which it was found, the time from the last sync pulse and the global
time. Figure 2.16 illustrates the operation principle using PicoQuant’s nomenclature. This
assumes the experiment is running on a stable clock which provides the sync signal, such as the
repetition rate of a laser as in lifetime measurements.
A natural problem is that, as in histogramming, the dead time of the photon counting module
precludes continuous measurements at the high rates typically found in laser excitation sources
of 80 MHz. This can be circumvented by applying a frequency divider directly at the sync input,
which can be reversed at the data-analysis step[196]. In addition, the counting module can be
operated in the equivalent of reverse mode in histogramming, by only storing the photon events,
rather than each sync event. The sync pulses can simply be counted and the macro-time τmacro
is trivially retrieved due to the sync periodicity.
2.7 Acoustic Transducer Characterization
The standard way to test IDTs is to measure the scattering or S-parameters. This is a common
measurement in telecommunications and can be performed trivially with a network analyser, as
presented in Fig.2.17. The analyser has two ports and measures the reflection ri and transmission
ti from each one. The former is characterized by S11 and S22, while the latter is expressed in S12
and S21. These S-parameters are usually given in dB, defined as
S11 = 20 log10
(
r1
t1
)
S21 = 20 log10
(
t2
t1
)
.
(2.1)
In order to measure the transmission, it is necessary for the device to have an acoustic delay line.
That is, two opposing transducers, so that the rf signal can be converted to a SAW, propagate
along the chip, and be converted back to an electrical signal at the opposite end. In this case
the relation S12 = S21 holds. Figure 2.17B shows an exemplary measurement of a delay line
Fig. 2.16: Illustration of the principle of pho-
ton time-tagging. Each photon detection event
is saved with its corresponding detector id,
sync pulse number and micro-time τmicro. The
macro-time τmacro can be recovered from the
sync number and the known sync period.
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on GaAs. The dip in the S11 measurement corresponds to the resonance frequency of the
transducer, where less power is reflected into port 1 since it is converted into acoustic power.
For IDTs on GaAs at room temperature, the resonance dip is typically up to ∼1 dB in depth. At
the same time, S21 follows a typical sinc profile centred around the resonance frequency[143].
The maximum value is known as the insertion loss (IL) of the device. Away from the resonance
the background level amounts to the electromagnetic coupling between the IDTs, which can act
as an antenna. The high-frequency ripples seen on the side lobes originate from this cross-talk.
As mentioned in Ch.1, the metal of the IDT fingers changes the speed of sound at the
interface. This mass-loading effect can lead to reflections and can also considerably shift the
resonance frequency. Figure 2.18 shows a comparison of single-finger IDTs on GaAs for Au
and Al metallization made from a single chip cleaved only directly before metal evaporation.
Al is much lighter than Au and therefore induces a smaller shift of the resonant frequency.
2.8 Finite Element Numerical Simulations
Simulations were used primarily in the design stage for the devices presented in this work. In
particular, numerical simulations based on the finite-element method (FEM) were used for
optics and mechanics problems. The idea behind such methods is to approximate a global
Fig. 2.17: A. Schematic of S-parameter
measurement with a network analyser.
DUT: device under test. B. Example mea-
surement of S-parameters on an IDT delay
line on GaAs for an 800 MHz transducer.
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ments for four distinct transducers
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Np and Ti/Au or Ti/Al metallisation.
The resonance frequency is shifted
by 250 MHz by the metallisation.
A B
Fig. 2.19: A. Simulation domain for a pillar microcavity in 3D. B. Meshing of the domain. In reality,
only one quarter of the model needs to be solved, due to the symmetry of the problem.
solution to partial differential equations (e.g. a wave equation) over a given simulation domain
by discretizing the domain and combining the local solutions. In-depth treatments can be found
in Refs.[197, 198]. For the work carried out here we use the commercial software COMSOL.
As an example, take the micropillar cavity shown in Fig.2.19A. This represents the simulation
domain, which is discretized into smaller elements with the appropriate properties, such as the
refractive index in this case. This results in a mesh of the domain, as presented in Fig.2.19B.
Generally speaking, the accuracy of the global solution improves with decreasing mesh element
size, at the cost of computational time and memory. For optical problems it is necessary to
resolve the optical wavelength studied, having at least three discrete elements per wavelength.
The wave equation is solved at each node and a polynomial interpolation is used between
nodes, with the requirement of continuity across adjacent element boundaries. The meshing is
therefore one of the most critical steps in such simulations.
Another important configuration is the definition of boundary conditions. Boundary
conditions can be used to exploit symmetry and reduce the computational cost of a model.
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For example, the pillar model shown in Fig.2.19 can be solved completely by simulating only
a quarter of the domain. Boundary conditions are also responsible for the accuracy of the
results. For electromagnetic problems a common issue is unwanted reflections at the outer
boundaries, which distort the characterization of the simulated component. These reflections
can be alleviated with scattering boundary conditions. Even better performance is achieved by
surrounding the complete simulation domain with a "shell" where incoming electromagnetic
fields are heavily absorbed, immitating the ideal condition of the studied device being in an
infinite free-space. The layers around the modeling domain are known as perfectly matched
layers[199].
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Chapter 3
Acoustic Modulation of a Quantum Dot in
a Pillar Microcavity
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This chapter focuses on individual quantum dots embedded in pillar microcavities. We
show that the dynamic tuning of the trion emission energy due to a passing acoustic wave can
be used as an accurate timing mechanism for single-photon generation. The main results have
been published in Ref.[17] and are expanded upon here.
3.1 Introduction
Single-photon sources (SPS) are a key component in emerging quantum technologies and thus
constitute an extremely active area of research[15, 50, 200, 201]. In principle any two-level system
is a quantum emitter that only allows for one photon to be emitted after an excitation cycle.
The first demonstration of the signature antibunching of the autocorrelation of single-photons
was published from studies on sodium atoms in 1977[202]. Further confirmation followed with
other systems such as other atoms[203], individual ions[204] and molecules[205], and in particular
solid-state sources such as nitrogen-vacancy (NV) centers in diamond[206, 207] and epitaxially
grown QDs[95, 208–210]. Although many systems are single-photon emitters by nature, their
practical use has been limited mostly due to inefficiencies in the photon extraction, instabilities,
or experimental complexity.
Generally speaking, for an SPS to be of interest for applications it must satisfy various
criteria[211]. First, the photons must be of high purity and ideally mutually indistinguishable.
Second, the source must be efficient and able to operate at high repetition rates∗. Third, the
operation should be on-demand. Fulfilling all of these qualities simultaneously has proven
challenging and is the subject of continuous research. Presently, the available SPS are not
developed enough for widespread use. For example, current QKD applications use weak
laser pulses instead of true single-photon sources. Attenuated laser pulses show a Poissonian
distribution that can compromise the theoretical security of the communication, but have the
advantage of high count rates.
Single QDs are one of the most technologically advanced candidates for the realization of
a practical SPS. A major area of study has been the engineering of microfabricated photonic
structures around the dots to increase the efficiency with which photons are collected[212]. Most
promising are those cavities which both enhance the emission rate, and funnel photons into a
Gaussian mode that can be efficiently collected. Nanowire antennae can achieve the highest
collection efficiencies[98] but display no Purcell enhancement. Conversely, photonic crystals
can obtain the highest Purcell enhancements but only by suppressing the easy-to-collect vertical
emission[213]. In contrast pillar microcavities can achieve state-of-the-art performance in both
∗Brightness, which includes the system emission rate and collection efficiency at the first lens, is commonly
used as a figure of merit.
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metrics. Recently, there has been renewed interest in these cavities as it has been shown that,
in conjunction with resonant excitation, they can act as photon sources with unprecedented
efficiency, purity and indistinguishability[16, 86, 94, 112].
In addition to engineering the photonic density of states it is also possible to modify the
phonon environment of a dot through phononic engineering[163] or by driving the sample with
a sound wave. A SAW excited on the surface of a piezoelectric semiconductor can change
the separation of the energy levels in the dot as the lattice is stretched and compressed (see
Sec.1.4.5). The idea of using a SAW as a clock for timed single-photon emission was first
formally proposed in Ref.[161], as outlined in Fig.3.1. Their idea exploits the ability of the
electric field modulation by a surface acoustic wave to transport electrons and holes within
a 2D electron gas. This provides a convenient "conveyer belt" of single electrons. Wiele
et. al. realized that this could be used to feed carriers into a QD to give rise to regulated
photon emission[161]. Since then, this idea has been experimentally demonstrated[180, 214] and
adapted[215–217]. A key feature is that the photon emission inherits the SAW frequency and
intrinsically high repetition rates become possible, given that SAWs can span frequencies
of MHz to tens of GHz[175, 218–220]. These are difficult to realize with alternate approaches,
although some electrically driven sources with repetition rates from tens of MHz to 2 GHz have
been reported[221–226].
Here we show that it is possible to modulate the energy levels of a QD inside a pillar
microcavity with a SAW. The principle behind the device proposed here is similar to the
highlighted literature but relies on type I modulation instead of type II. Most reports on SAW-
modulated quantum structures to date are limited to samples without Purcell effect[180, 227, 228].
Although there is a recent report of SAWmodulated emission from a photonic crystal cavity[229],
the combination of SAWs on pillar microcavities has clear advantages and are not yet investigated.
Redacted due to copyright of APS
Fig. 3.1: SAW driven SPS. Carriers
are excited in the quantum well by a
laser and are subsequently separated
and transported by the SAW poten-
tial. Upon reaching the QD they
are trapped and can recombine ra-
diatively. From Ref.[161].
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Fig. 3.2: Schematic sample design.
The device consists of an interdigi-
tated transducer (IDT) and an optical
cavity in the path of the SAW. QDs
in the cavity are excited optically. In-
set: scanning electronmicrograph of
a pillar microcavity partially etched
through the bottom mirror.
We perform resonant excitation of this system, to create a stream of single-photons at a rate
defined by the SAW. Importantly, the cavity mode retains the ability to enhance the emission of
the dot and is not modulated by the SAW.
3.2 Device Design
The sample used in these experiments is fabricated from a planar cavity consisting of 18
and 28 repeats of λ/4 thick alternating GaAs/AlGaAs layers for the top and bottom DBRs,
respectively∗. The dots are grown in a λ thick GaAs spacer in-between the DBRs and emit light
around 880 nm. The cavity is etched into pillars of ∼2.1 µm diameter with Q factors around
3000 as described in Ch.2. A single-finger Ti/Au interdigitated transducer is deposited on the
etched surface to generate a SAW through the piezoelectric effect. In this simple design, each
finger alternates in voltage and is λSAW/4 wide. The transducer is designed to excite a SAW in
GaAs a frequency fSAW ∼ 1 GHz. The sample is schematically depicted in Fig.3.2.
An important consideration is the optimal etch depths for the phononic and photonic aspects
of the device. These do not coincide and need to be balanced. Because the SAW is confined to
within one acoustic wavelength normal to the surface, the planar cavity should ideally only be
etched close to the QD growth plane to achieve maximal strain tuning. However, this would
compromise the cavity mode confinement and lower the Q factor compared to a pillar that
is etched completely through the bottom mirror. FEM simulations corroborate this intuitive
picture, as illustrated in Fig.3.3. Both the Q factor and the mode confinement converge quickly
towards their achievable limits with increasing etch depth past the cavity region. Thus, it is
only necessary to etch the first few periods into the bottom DBR to get a cavity enhancement,
while keeping the QD growth plane in range of the SAW. The measurements presented here
were performed on a device etched seven periods into the DBR.
∗The Cavendish wafer number is W0704.
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Fig. 3.3: FEM simulations. A. Ex-
tracted Q factors of pillar micro-
cavities etched a fixed number of
DBR pairs past the cavity region
(bottom left) and substrate displace-
ment for a 1 GHz SAW on GaAs (top
right). The Q factors are calculated
by FEM, whereas the displacement
curve is the analytical solution for a
SAW.TenDBRperiods corespond to
1.5 µm in this device. B, C. Out-of-
plane electric field component of the
cavity mode at selected etch depths
(1, 22 DBR pairs, respectively).
In addition, the inherently random positioning of the QDs means the possibility of finding a
dot within a cavity relies on statistics. We therefore aim to place as many pillars as possible in
the path of the SAW. The IDT uses a coplanar waveguide design as presented in Fig.3.4. This
is equivalent to two IDTs sharing a common signal pad, thereby doubling the area covered at
the expense of acoustic energy density. The coplanar design is convenient to avoid additional
rf connections to the sample, which increase the base temperature. We note that the top and
bottom IDTs do not necessarily have to be identical and it is possible to test different IDT
designs simultaneously, as the fingers for each one can be designed independently. Since these
are fabricated by e-beam lithography their design is flexible from sample to sample∗. The
sample mask then consists of two acoustic paths and two pillar fields. Each field contains 256
pillars, providing enough devices to find a suitable QD with high probability. The acoustic
aperture of the IDTs is 165 µm.
3.3 SAWModulation of QD Lines
SAWs generated on a DBR are weaker compared to those on pure GaAs due to the mismatching
speed of sound in the alternating layers. Comparing samples with delay lines on epitaxial GaAs
∗For example, with the more sophisticated Si shadow mask discussed in Ch.2, it is possible to bring the IDTs
closer to the pillars.
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Fig. 3.4: Mask design for the first generation of SPS
devices. The circled region is a magnification of the
top pillar field. The square is 100 × 100 µm2. It also is
unetched and serves for alignment purposes and location
of the cavity mode.
Contact padsIDTs
200 μm
and on a DBR with etched pillars shows a dramatic effect, as presented in Fig.3.5. The two
samples have nominally the same IDTs in design and metallisation (7 nm Ti and 10 nm Au).
The number of finger pairs is Np = 51. For the DBR sample the SAW frequency is blue shifted
due to the higher speed of sound in AlAs, which means the effective speed is also higher (c.f.
Tab.1.1). FEM simulations of the unit cell of a SAW on a DBR and pure GaAs show a frequency
shift of 69.3 MHz, in agreement with the observed shift of ∼79 MHz in these two samples.
Besides the frequency shift, the increased insertion loss is an unavoidable consequence of the
DBR surface. As will be shown below, data on the SAW effect on QD modulation suggests there
is little contribution from scattering on the pillars to this transmission loss. Therefore, the DBR
is the main source of loss. In future this could be mitigated by using a stronger piezoelectric
layer such as ZnO before IDT deposition∗[230].
We now examine the modulation of QD transitions by the SAW. As outlined in Ch.1, a
sinusoidal mechanical wave induces a corresponding change in central emission energy
E0(t) = E0 + χ sin (ωSAWt) , (3.1)
which is equivalent to a change in central wavelength
λ0(t) = λ0 + χλ0
χ sin (ωSAWt) + λ0 sin (ωSAWt) ≈ λ0 + χ sin (ωSAWt) . (3.2)
Averaged over time, this process gives rise to a two-lobe intensity profile, with the maxima
at the modulation edges and a net broadening of the line shape. Figure 3.6 shows the typical
double peaked features observed in the spectrum as a 1 GHz SAW traverses the pillar field.
∗ZnO deposition was tested on an optically defined IDT. The conclusion is that ZnO on top of the IDT does
not enhance SAW generation. As detailed in Ref.[230], depositing ZnO before the IDT does improve performance.
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Fig. 3.5: Measured S-parameter
transmission through an acoustic de-
lay line for a sample on pure epitax-
ial GaAs and a sample with pillars,
where the IDTs lie on the remaining
bottom DBR.
The spectra show an increase in splitting with increasing acoustic power. On close inspection
one can also see that the centre of the line shifts to higher wavelengths as the SAW power is
increased above 20 dBm. This is due to heating of the sample. The magnitude of the heating
varies with sample but is usually on the order of 4 K at 25 dBm. We note that the signal is
noisy due to low intensity. The reason is that these transitions are measured outside the cavity
mode to exclude any possible additional effect. Hence, they are effectively reflected by the
DBRs and most of the recorded signal is likely to stem from losses at the pillar sidewalls. Each
curve is fitted with the convolution of a Lorentzian (from a fit to the SAW-free spectrum) and
the energy modulation, following equation (1.41). This allows the extraction of the splitting
amplitude A. Figure 3.7 shows this parameter vs SAW power for various dots along the center
of the pillar field in the SAW propagation direction. Intuitively we expect the regular array of
pillars to damp the SAW as it propagates. For the dimensions of these devices and the acoustic
wavelength this proves to be an erroneous assumption. The amplitude of the peak splitting,
which is a direct measurement of the acoustic displacement at the position of the dot, does
not decrease as the SAW propagates through the field. Instead we see a comparable splitting
throughout the field and even higher splitting on the opposite end. On a single dot, there is no
measurable difference in the SAW splitting when exciting from the left or from the right. We
can therefore conclude that the effects of the SAW are approximately uniform in a pillar array
and therefore their simultaneous action on a dot-pillar array could be exploited. We expect this
to be heavily dependent on the acoustic wavelength, with the pillars having a more pronounced
effect at higher frequencies.
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Fig. 3.6: Time-averaged modulation of
a QD spectral line under cw 660 nm
laser light excitation and cw SAW exci-
tation with varying applied SAW powers.
Curves are shifted for clarity. The bottom
spectrum is unperturbed by a SAW.
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Fig. 3.7: Modulation amplitude parame-
ter χ extracted from fits to the emission
of different dots vs. applied SAW power.
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3.4 Single Photon Emission from the Modulated System
We now discuss the effect of a SAW on a dot resonant with the cavity. We focus on a charged
transition, which is brought close to resonance with the cavity by means of temperature tuning.
At 26 K the two are overlapping but not completely resonant, as shown in Fig.3.8. The addition
of a SAW to the system completes the resonance tuning through the strain induced modulation.
Although the effect is small due to the relatively broad cavity, the high-energy end of the
modulation is consistently brighter than the low-energy side. Importantly, we do not observe
any signs of cavity modulation by the SAW. When sending the collected emission through a
monochromating grating, a small SAW-induced tuning suffices to periodically move the central
wavelength in and out of the corresponding detection window.
We now describe resonance fluorescence measurements on this system. As in the previous
chapter, a low-power non-resonant laser contribution is added to stabilize the charge environment
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Cavity (x10)
SAW tuning
20 dBm SAW
Fig. 3.8: Spectrum of a non-resonantly
excited quantum dot in a pillar microcav-
ity with and without the presence of a
SAW at 26 K. The cavity spectrum in-
ferred from a white-light measurement is
highlighted.
and introduce the necessary charge in the dot. Since the transition energy is constantly changing
due to the SAW while the cavity remains fixed, the resonance condition for optical excitation
is only met at certain points during the SAW cycle. This phase is controlled by the detuning
between the unperturbed transition and the laser as well as the SAW amplitude. For our
experiments the resonant excitation is set to happen at one of the modulation extrema, coinciding
with the spectral region filtered by the grating. We use the arrangement outlined in Fig.3.9 to
achieve accurate tuning of the SAW modulation. An APD and a single-photon counting card
are used to record arrival times of photons relative to the SAW. The rf input to the IDTs consists
of Gaussian pulses (FWHM 250 ps) from a pulse generator, whose output is amplified (25 dB
gain, 26 dBm saturation), and triggers the single-photon counting module. The collected light
is sent through a grating to remove any non-resonant light, while the resonant laser contribution
is suppressed by cross-polarisation filtering. Figure 3.10 schematically shows the principle and
a series of recorded histograms for increasing SAW amplitude. When the tuning by the SAW is
lower than the deliberate detuning of the transition no light reaches the detector, resulting in
a flat curve. As the SAW amplitude increases, so does the overlap of the transition with the
laser and grating window and a periodic signal starts to appear. Further increment of the tuning
range results in the transition crossing this resonance point twice per period and a second peak
becomes visible in the trace. We thus set the amplitude such that only one peak is clearly visible
in the time-resolved measurement, which corresponds to an optimal input power of 15 dBm.
In order to prove single-photon emission, the arrangement from Fig.3.9 is modified to
include a Hanbury-Brown and Twiss interferometer after the grating. Measurements of the
second-order autocorrelation function g(2)(τ) were carried out under resonant, continuous-wave
(cw) optical excitation (16 nW laser power) with a small amount (4 nW) of non-resonant 660 nm
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Fig. 3.9: Experimental arrangement for time-
resolvedmeasurement of the SAW tuning. The IDTs
are driven by Gaussian pulses from a pulse genera-
tor, whose sync signal acts as the stop trigger on
the photon-counting electronics. The start pulse is
given by a photon detection event on the energy de-
fined by the monchromating grating. The rf input
for the IDTs goes through an amplifier (SHF 826H)
before the cryostat. SPCM: single-photon counting
module, APD: avalanche photodiode, NPBS: non-
polarizing beam splitter.
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Fig. 3.10: Time-resolved measurement of the
SAW tuning. A. Illustration of the time-
averaged spectra for a sinusoidally tuned
Lorentzian line as a function of the tuning pa-
rameter A, as defined in the inset. The position
of the detuned excitation laser and the grating
window is marked. B. Time-resolved measure-
ment of the modulation for increasing applied
voltage on the input transducer and thus increas-
ing SAW modulation. The curves are offset
for clarity. For low modulation amplitudes the
transition is not shifted enough to compensate
for the initial detuning. As the modulation
increases the periodic driving with fSAW be-
comes evident as photons start to be detected.
With even stronger tuning the transition over-
laps with the resonant laser and grating twice
per period and a second peak becomes visible.
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Fig. 3.11: Second-order autocorre-
lation measurement under cw reso-
nant excitation. A continuous SAW
is applied such that the blue extreme
of the modulation overlaps with the
laser and cavity. The pulsed curve
reflects the SAW-modulation period
and shows anti-bunching at zero de-
lay. The red line is a cumulative
Voigt peak fit with fixed width.
laser light. The SAW is also excited continuously, as heating is not an issue. The periodic
filtering resulting from the effect of the SAW and the experimental setup gives rise to a pulsed
signature in g(2)(τ), as presented in Fig.3.11, where the spacing between pulses corresponds to
the SAW period TSAW = 0.92 ns. The central peak is clearly suppressed, with g(2)(0) = 0.21
measured in the raw data. It is evident that there is some overlap with the neighbouring peaks,
so we can be confident that the actual multi-photon emission in a given pulse is lower. Indeed,
a simple fit to the data as a series of overlapping Voigt functions with fixed width yields a curve
in reasonable agreement with the measurement (red curve in Fig.3.11). An upper bound of
g(2)(0) < 0.06 can be extracted from the ratio of zero-delay peak area to average peak area at
long time delays.
3.5 Resolved Sideband Regime
The simultaneous driving of the transition with a resonant laser and an acoustic field
also enables strong phonon-assisted transitions[228]. By introducing a Fabry-Pérot etalon
(free spectral range = 30 GHz, finesse F = 156) between the monochromating grating and
the detection APD, the corresponding sidebands can be resolved in our experiments. The
high-resolution spectrometry arrangement is presented in Fig.3.12. Using this system we can
measure spectral features with sub-natural linewidth. Each transition is broadened by the
instrumental resolution δ fFP, resulting in a total linewidth equal to the sum of QD and etalon
linewidths[231]
δ f = δ fQD + δ fFP. (3.3)
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Fig. 3.12: Modified experimental arrangement for
the high-resolution measurement of spectral lines.
The length of the Fabry-Pérot etalon is controlled by
a piezoelectric element. The spectral resolution of
the system is δ fFP ≈ 0.8 µeV.
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Fig.3.13A shows the spectrum resulting from scanning the etalon, while exciting the dot
with the resonant (33.75 nW) and red (4 nW) lasers as well as a continuous SAW. In addition to
the central carrier line, sidebands at integer multiples of the SAW frequency fSAW = 1.08 GHz
are clearly observed. We also note a strong asymmetry in the number of sidebands (> 5 red
and 2 blue), which we attributed to the position of the laser relative to the transition energy.
The reasoning is that as the central wavelength moves away from the laser, processes involving
different numbers of phonons can contribute to the same sideband, as illustrated in the inset. We
can reverse the asymmetry by detuning the laser from the blue side of the unperturbed transition
to the red. Figures 3.13B and 3.13C show that the situation is indeed reversed, showing more
blue sidebands for a red-detuned laser.
Neither the sideband positions nor their relative strengths are significantly affected by
changes in the resonant laser power over an order of magnitude. The SAW power, on the other
hand, determines the intensity ratio of carrier frequency to sidebands, with the higher SAW
amplitude strengthening the sidebands. We note that we observe a high number of sidebands.
Figure 3.14 shows a scan with up to 10 discernible sidebands on the low-energy side. Access to
these sidebands is interesting for operations such as optical sideband cooling[228].
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Fig. 3.13: Appearance of sidebands in the presence of a SAW with Prf = 15 dBm. A. High-resolution
spectrum of the resonantly driven transition, showing clear sidebands due to multiple phonon-assisted
transitions. The inset schematically shows the energy level diagram and some of the contributing
transitions (phonon arrows on the red side are omitted for clarity). The modulation of the transition
energy during half a SAW period is shown for each sideband. The energies E0 and EL mark the
unperturbed transition and laser energy, respectively, and the distance between dashed lines represents
the phonon energy ℏωSAW. B, C. Spectra as in A for the same (B), and opposite (C) spectral alignment
of the laser relative to the SAW induced tuning range, as illustrated in the respective insets.
In all measurements, the linewidths of the central peak and sidebands are very close to the
instrumental resolution of 192.3 MHz (0.80 µeV), indicating that at these powers the device
operates in the resonant Rayleigh scattering regime[16, 70]. For the measurement of Fig.3.13A,
the extracted linewidth of the central peak is 245.3(37)MHz (1.01(2) µeV) and coincides with
that of the sidebands within the error margin.
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Fig. 3.14: High-resolution spec-
trum showing evidence of up to 10
red sidebands. The data is the same
as pictured in Fig.3.13B.
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3.6 Conclusion
In summary, we have developed a device integrating surface acoustic waves and arrays of cavity-
enhanced quantum dots. Planar DBR cavities are partially etched to form pillar microcavities
containing single QDs. A 165 µm wide SAW can be launched across the pillar field, modifying
the emission energy of the QDs. We find that the SAW can uniformly act on large arrays of
emitter-cavity systems, offering the possibility of parallel operation of single-photon sources. A
single dot-pillar system is capable of coherently scattering cw resonant laser light into single-
photons with GHz repetition rate, inherited from the SAW. This is confirmed by antibunching
in the second-order autocorrelation. We show that the scattered light consists of a “comb" of
sub-natural linewidth emission peaks, spaced at the SAW frequency. Beyond single-photon
generation, the studied SAW-based platform opens up possibilities for acousto-optical systems
with two coherent manipulation pathways[163, 232] and has the potential to serve as an on-chip
quantum interface with spins in quantum dots[162].
In future experiments, it would be interesting to increase the SAW tuning range relative to
the cavity linewidth. This would enable further studies on the dynamics of the Purcell factor
modulation. To achieve this, the device can be modified by starting from a higher Q factor
cavity with more DBR repeats or by reducing the IDT aperture and adding an acoustic reflector
to increase the acoustic energy. It would also be worthwhile to study the efficiency of the photon
generation per acoustic period. With a resonant π pulse and deterministic charging schemes, it
could be possible to ensure a photon on each pulse, making the source essentially on-demand.
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In this chapter we present the exploration of a hybrid approach to integrated quantum
photonics combining GaAs photonic elements on LiNbO3 carrier substrates with acoustic
transducers. We transfer a membrane of GaAs containing InAs QDs by epitaxial lift-off (ELO)
(Ch.2). The presented project was conceived as part of a collaboration with the group of
Hubert Krenner at the University of Augsburg within the SAWtrain network. Their group has
experience on the transfer of GaAs membranes onto LiNbO3 by ELO and have shown that an
acoustic wave generated on the LiNbO3 substrate will couple into the membrane achieving
a strong modulation of the dots found within[233]. As a joint project with Emeline Nysten,
the network’s Ph.D. student based in Augsburg, we expanded on this by further processing
this membrane into optical microresonators. Numerical simulations and mask design were
performed at Toshiba by the author while fabrication was jointly carried out at Augsburg
University as part of a secondment. The optimization of the process required further samples
whose fabrication started in Augsburg and finished in Cambridge. A reciprocal secondment
of Emeline served for initial measurements at Toshiba. At the time of writing, experiments
are ongoing in Augbsurg. The first part of this chapter outlines the results of the modeling
and discusses the details of the fabricated devices. The second part presents the preliminary
measurements performed on these devices.
4.1 Introduction
As quantum photonic applications mature there is an increasing interest in moving key
components on chip, creating functional quantum photonic integrated circuits (QPICs). One
of the challenges is to find a suitable material platform that allows the integration of single-
photon emitters and detectors together with linear elements like phase shifters in a highly
integrated fashion. Silicon on insulator (SOI) is undoubtedly the most advanced in terms of
processing technology and has provided the base for remarkable devices (e.g. arbitrary two-
qubit processing[234] and high-dimensional entangled states[235]), but the single-photon sources
rely on non-linear parametric processes and are therefore inherently inefficient. Although
efforts to integrate single-photon emitters onto waveguides have been successful, more often
than not the complexity of the methods precludes large-scale fabrication[236, 237]. In light
of these issues, III-V materials such as GaAs have been suggested as a platform for on-chip
integration[238]. Among the attractive properties of GaAs are a high refractive index, allowing
for high integration density of components, readily available integrated single-photon emitters
with a strong spin-photon interface, integrated detectors[239], integrated laser sources[240], and
electro-optical phase modulation with low applied voltages[238]. For QPIC in particular, high
coupling factors β of QD emission[241, 242] and chiral QD emission in waveguides have also
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been demonstrated[243]. The hybrid approach of combining a waveguiding material on a foreign
substrate has recently gained traction in the research community and there is a wide variety of
material combinations being explored[40, 174, 240, 244].
Here we are additionally interested in the incorporation of SAWs on this type of platform.
SAWs can be useful both for next-generation optical components[163, 174, 245] as well as QPIC. In
the context of the latter, SAWs can be used for phase modulation and routing by the elasto-optic
effect[159] and on-chip optomechanics[220]. Their interaction with single emitters can also be
exploited for the implementation of non-linear components and single-photon routing[246].
Furthermore, recent demonstrations of coherent SAW-spin coupling[232, 247, 248] have sparked
interest in the possibility of scalable solid-state spin systems with phononic control[249]. SAWs
can be used for the coherent control of multiple emitters in parallel or targeted to specific sites,
helped by the fact that SAWs can be guided on acoustic waveguides[156, 163, 250].
In the following, we examine the feasibility of a hybrid platform incorporating GaAs
photonic elements on LiNbO3 . As a substrate, LiNbO3 provides high thermal stability and
strong piezoelectricity[251]. Throughout this chapter the mentions of LiNbO3 refer to 128°Y-cut
LiNbO3, which is used exclusively. We transfer a simple membrane of GaAs containing a layer
of self-assembled InAs dots by ELO but we note that it is in principle possible to transfer more
complicated layered and doped structures[252]. We design and fabricate optical ring resonators,
showing that the fabrication is scalable and straightforward. We then perform low temperature
spectroscopic measurements, demonstrating Purcell enhancement of individual dot emission
and their acoustic tuning by a SAW.
4.2 Device Design
The chosen device to study in this preliminary feasibility test is a ring resonator, as schematically
presented in Fig.4.1. The ring can sustain whispering-gallery-modes and enhance the emission
from dots in the material. An auxiliary waveguide is used to couple light evanescently to the
ring. Grating couplers are used in turn to inject and collect light from this waveguide. The
couplers are chosen to lie perpendicular to the SAW propagation direction to avoid interference
with possible acoustic effects on the ring.
The addition of a SAW opens the possibility to investigate the effects of the wave on the
optical properties of the system. In contrast to Ch.3, we can expect the cavity to be modulated
by the acoustic wave. The mechanical deformation should have a negligible effect on the
resonance condition but the indirect effect of refractive index modulation has been shown to
modify the resonances of such cavities[159, 174]. Naively, we can roughly expect two regimes of
operation. Where the diameter of the ring is much greater than the acoustic wavelength the
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Fig. 4.1: Schematic of the proposed
device. LiNbO3 is shown in dark
grey and GaAs in purple. Grating
couplers are used for vertical opti-
cal access. GaAs Microrings and
microdisks containing QDs are pat-
terned in the path of a SAW on
LiNbO3 .
refractive index modulation can average out, resulting in minimal modulation of the cavity
and strong modulation of the dots. On the other hand, where the diameter is comparable to
the wavelength we can expect to see the modulation of the cavity mode. These two situations
are analogous to SAW modulation of QDs in pillar microcavities and photonic-crystal cavities,
respectively. We aim to have both cases in one device by having rings of varying radius and an
IDT with the ability to produce a wide range of frequencies.
One critical question is the reliability of the adhesion between GaAs and LiNbO3. Previous
experiments with membranes have not been patterned. In contrast, the contact area of a device
such as the one in Fig.4.1 will be greatly reduced. Furthermore, a Pd adhesion layer is commonly
used because it provides an extremely strong bond[253]. A metal layer in direct contact with the
optical resonators would be disadvantageous for our purpose as it would introduce losses. The
test devices studied here have proven that the Van-der-Waals bonding of GaAs structures to
LiNbO3 is rather robust. There was no damage or detachment of devices during conventional
processing and the samples survive the local ultrasound needed for wire bonding as well as
multiple thermal cycles between 5 and 300 K. This is true even for the finer structures found in
the grating, with sides down to ∼200 nm in length.
We note that without access to positioned dots the usage of this platform for quantum optics
experiments has the obvious drawback of containing QDs all along the photonic elements. For
resonant experiments, their contribution may be negligible with moderate dot densities.
We now describe the considerations and simulations that led to the final design shown in
Fig.4.1 and subsequently discuss the arrangement of devices on the samples.
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GaAs LiNbO3
n 3.472 2.2
Waveguide
(350 × 350 nm2)
Ring
(1500 × 350 nm2)
Ring
(350 × 350 nm2)
neff (TE) 3.0413 3.3630 3.0421
neff (TM) 3.0621 3.3860 3.0647
Table 4.1: Refractive indices used for the mode profile simulations and calculated effective indices.
4.2.1 Numerical Simulations
Ring resonators are widely used in the telecommunications industry and are commonplace in the
laboratory. Their properties have been the subject of considerable investigation. Nevertheless,
it is necessary to perform simulations of key components with the specifics of the platform
chosen here. This is important in determining the sizes and geometry of the devices, and in
particular, the critical dimensions of ring-waveguide coupling gap and grating coupler period.
Unless explicitly mentioned, the simulations assume an optical wavelength of 940 nm. Figure
4.1 shows a schematic of the device for reference.
Mode Profiles
The first step in the simulations is to calculate the mode profiles in the ring and in the access
waveguide to extract the effective refractive indices and to ensure single-mode operation
of the waveguide. As mentioned in Ch.2, the system is modelled in Comsol. Iterating a
simulation of the modes supported on a cross-section of the waveguide one can arrive at a set
of dimensions supporting a single TE and a single TM mode. In this case the target dimension
is 350 × 350 nm2. This fixes the thickness of the GaAs slab to be grown by MBE. The dots
are grown in the middle of the GaAs layer. The ring can be any width above 350 nm, up to a
full disk. The effective refractive indices for TE and TM modes for a 30 µm radius ring are
summarized in Tab.4.1. These values are useful for further simulations that are computationally
too expensive to be performed in 3D.
Ring–Waveguide Coupling
The evanescent coupling between waveguide and ring is extremely important, as this dimension
is fixed by the fabrication and cannot be changed during experiments. If the system is either
under or overcoupled, the light field does not build up inside the ring. The parameter to control
to try to reach critical coupling is the gap or separation between both components. Simulations
were performed in 2D due to the computational complexity of a complete 3D model. For the
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Fig. 4.2: Simulated electric field distributions for a ring coupled to a waveguide. A. Comsol geometry.
B,C. Solutions for waveguide-ring gaps of 390 and 240 nm. D.Magnification of the coupling region.
waveguiding domains we use the effective index rather than the GaAs index as a way of taking
the LiNbO3 substrate, which is not directly modelled, into account.
We model the domain containing the waveguide and the ring in a top-view configuration, as
presented in Fig.4.2A. The bottom port of the waveguide is used for excitation and the top port
of the waveguide is absorbing. The rest of the figure shows the calculated field distribution
for 350 nm wide rings of 20 µm radius for two gap values. For a gap of 390 nm there is some
coupling into the ring, but most of the light is guided straight through the waveguide. In contrast,
for a gap of 240 nm the system is critically coupled and the field builds up in the ring to the
point that the light in the waveguide is barely visible with the linear colour scale. The stored
energy diminishes when increasing or decreasing the gap, as discussed in Ch.1. Figure 4.3
shows the integral of the electric energy over the ring versus wavelength for various gaps. Each
point in this graph is extracted from a simulation like those in Fig.4.2. These coarse scans show
that this particular ring has a resonance at ∼938.2 nm and the optimal coupling gap lies around
240 nm. This optimal value for the gap varies depending on the width and radius of the studied
ring, but it is consistently between 210 nm and 300 nm. Since fabrication imperfections and
deviations from the assumed refractive index can cause deviations in the experimentally optimal
value, the best strategy is to fabricate multiple structures covering this gap range. We note that
for some simulations the correct resonance might not be found in an automatic parameter sweep
and in the interest of limiting computation time the resolution of the wavelength sweep is coarse.
As a result, the stored energy in Fig.4.3 is not always smoothly varying as a function of the gap.
Waveguide Taper
A taper is included in the design in order to reduce the size mismatch between the waveguide
mode and the free-space Gaussian mode of the optical setup. Here, it is important to check
the dimensions to ensure the mode is expanded adiabatically and there is no conversion to the
higher order modes supported in a wider waveguide. Ideally we want to reach a spot size of
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Fig. 4.3: Integrated electric energy
over the ring versus the wavelength
for multiple gap values, showing a
clear resonance and the dependence
of the coupling on the gap. The data
shown is for a 350 nm ring of 20 µm
radius.
about 3 × 3 µm2 while minimizing the device footprint. We complete 3D FEM simulations in
Comsol to determine the optimal taper dimensions. Figure 4.4 shows the computation domains.
We can exploit symmetry to solve only a half space, by setting the cut line through the middle
of the waveguide to have perfect magnetic conductor conditions (n × H = 0).
The meshing of the domains constitutes a particular challenge in 3D simulations and
has an impact on the speed of the simulation as well as the accuracy of the results. For an
electromagnetic simulation such as this one, we need to resolve each wavelength with at least
three elements. Because the wavelength is shorter in GaAs, which has the higher refractive
index of the materials used here, and because we expect the electromagnetic wave to be confined
to the GaAs region, it is meshed more finely. We use auxiliary cut planes at the start and end of
the taper to help with the meshing. Using these planes we can first mesh the end facets of the
two separate waveguides with a rectangular grid. After this step we can use a swept mesh to
cover the length of the waveguide and taper, which is subsequently triangulated. The air/vacuum
and LiNbO3 domains can then be easily meshed with a tetrahedral mesh. Not shown in Fig.4.4
are the perfectly matched layers (PMLs) (see Sec.2.8) which surround the structure to avoid
reflections at the simulation domain boundaries. These are meshed with a swept mesh as well.
Having meshed the domains we proceed to solve for the field distribution. We insert a wave
on the left waveguide port and absorb it on the right port. Figure 4.5 shows the top view of the
solution for a 7 µm long taper going into 1.5 and 3.5 µm wide waveguides. From these images
one can see that the taper in A efficiently expands the mode. In contrast, the taper in B expands
too quickly and the mode is split into the guided modes of the wider waveguide. For a given
target waveguide width we can extract the transmission S-parameter S21 between input and
output ports, as presented in Fig.4.6 for a 3.0 µm wide waveguide. This measurement provides
an absolute minimum length for the coupler to avoid losses. It does not however give detailed
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Fig. 4.4: Arrangement of simulation domains
and meshing. A. Top view of a simple taper.
A 350 nm wide waveguide is linearly expanded
into second waveguiding region. The studied
parameters are the width of the wider waveg-
uide and the length of the taper region. B.
Angled view of the 3D LiNbO3 and GaAs do-
mains. The cladding and PMLs are hidden.
The back plane is the symmetry plane. C.
Meshing of the three main domains. D.Mesh-
ing of the domains with the cladding hidden. E.
Magnification of the mesh in the taper region.
F. Further magnification of the taper meshing,
focused on the start of the taper. The top re-
gion shows the waveguide sidewall, while the
bottom shows the substrate.
A
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5 μm
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B
Fig. 4.5: Solutions for the electric
field amplitude in two tapers. A. A
7 µm long taper from a 350 nm into
a 1.5 µm wide waveguide. B. As in
A but for a 3.5 µm waveguide.
information on the conservation of the mode. Combining the information from both types
of simulation we conclude that we should design tapers with a 10 µm long expansion region
ending in a 3.0 µm waveguide.
Grating Coupler
At the end of a taper, light is coupled perpendicularly in or out by a grating coupler[254]. These
are fairly standard components that allow the study of individual devices anywhere on the chip.
The main alternative is edge coupling, which involves direct coupling from a fibre at the edge
of the chip. This naturally requires the waveguides to extend to the chip edge and the face to be
polished for good contact. Generally grating couplers are therefore more flexible but achieve
lower efficiencies. They are usually designed to work straight with optical fibres at a small
angle from the surface normal. Here we need to optimize the grating design and dimensions to
our material system and the coupling to a free-space Gaussian beam. We propose an apodized
grating coupler, as presented in Fig.4.7, where the grating periodicity Λ is linearly varied along
0 5 1 0 1 5
- 9
- 6
- 3
0
S 21 
[dB
]
T a p e r  l e n g t h  [ µm ]
Fig. 4.6: Extracted S21 against taper
length for a taper going into a 3.0 µm
wide waveguide.
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Fig. 4.7: Top-view schematic of an
apodized grating couplerwith period
Λ(z), where the shaded areas cor-
respond to the high-refractive-index
material. Light propagates along z.
the length of the structure according to
Λ(z) = λ0 − λoffset(F0 − Rz)nGaAs + (1 − F0 + Rz)nair , (4.1)
where the light is assumed to propagate along z and the start of the grating is at z = 0, F0 is the
initial fill factor and R the apodization rate. Figure 4.8A shows the side view of such a grating
and the simulation domain we consider to evaluate it. The simulations for this component
are again performed in 2D due to computational limitations. First, we examine the spectral
response of the grating by investigating the scattering of a Gaussian beam. We arbitrarily
choose 16 grating periods, R = 0.0675 µm−1 and F0 = 0.8. Most of the scattering happens in
the first elements so there is no need for a large number of periods, but we do want an area that
can be easily found in the optical microscope. As before, PMLs are used around the structure.
We solve for the scattered field from a perpendicularly incoming Gaussian beam, as shown
in Fig.4.8B. The beam is polarised out of plane and has a beam waist of 2 µm, focused on
the LiNbO3 interface. Fig.4.8C shows the resulting scattered field amplitude for an efficiently
Pin
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10 μm
10 μm
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Emin 10 μm
A B C
Perfectly matched layers
Output port
Fig. 4.8: Simulations for a grating coupler. A. Comsol geometry. The domain is surrounded by
perfectly matched layers. B. Electric field distribution for the background Gaussian beam. C. Scattered
field amplitude for the optimal wavelength, where the light is effectively coupled into the waveguide.
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length.
coupled wavelength. We sweep the wavelength of the beam while monitoring the power flow
through the left port of the waveguide. This yields the dependence presented in Fig.4.9. We
note that the position of the Gaussian beam impacts the absolute power through the waveguide
but crucially not the spectral dependence.
We next repeat this procedure to study the effect of the apodization rate. Figure 4.10A
shows the power outflow through the waveguide versus the wavelength and the apodization
rate. The results show that a uniform grating has the best performance for a specific central
wavelength. However, the improved efficiency comes at the expense of a reduced bandwidth.
We choose to use an apodization rate of 0.05 µm−1 in order to increase the probability of having
devices with couplers working at the targeted wavelength of 940 nm, even in the case of strong
deviation from the simulations. Compared to no apodization, this reduces the coupled power
by a factor of 2.3 but increases the bandwidth from 7.8 to 29.9 nm. It is worth noting that the
wavelength range studied is reduced in the interest of reducing computation time. As seen in
Fig. 4.9, the output power drops further outside of this studied range.
We use the same type of simulation to confirm that the parameter λoffset linearly shifts the
centre of the coupling efficiency peak. This is an ad-hoc parameter that allows the tuning of the
grating to work at the desired wavelength after other parameters have been set. Figure 4.10B
shows the evolution of the spectral response for increasing λoffset. The simulation shows that
the actual response indeed varies linearly, although the scaling is not one to one. In addition to
the linear shift, it can be seen that the peak power is not constant. However, since changing
λoffset affects the periodicity of the grating elements, and with that the position of the complete
element relative to the incoming beam, quantitative comparisons should be avoided. In order
for the peak efficiency to be comparable across simulations, the position of the beam would
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A B
Fig. 4.10: A. Spectral waveguide output power against apodization rate. B. Spectral waveguide output
power against the central wavelength offset.
have to be optimized for each simulation of the spectral response. This is not done here since
absolute efficiency figures are not the goal of the simulations. Finally, at λoffset ≈ 30 nm, the
main peak shifts from being on the long wavelength side of the coupling region to the short
wavelength side. There is no physical reason to expect this. It is therefore reasonable to believe
this is an artefact from the simulation. One possibility is that it is a meshing effect, given that
the geometry changes significantly in the studied range. Despite this, the required λoffset can be
estimated from such a coarse sweep, after which a subsequent simulation with a refined mesh
can yield a more accurate result.
The last parameter to consider is the initial fill factor F0, which determines the degree of
refractive index contrast in the first grating period. It is not explicitly simulated, as it can
be reasonably expected to yield better performance for higher initial fills that account for a
smoother transition from the waveguiding into the diffracting region. The limiting factor for
large F0 is how small the first trench can be and is therefore determined by the fabrication
tolerance. Following this logic and the simulations we arrive at an optimal set of parameters
F0 = 0.8, R = 0.05 µm−1 and λoffset = 140 nm. As a final thought we note that the efficiency of
the grating can be greatly improved by etching only partially through the grating elements or at
an angle to create a blazed grating[255, 256]. However, this adds unnecessary complexity that we
prefer to avoid at the early stage of this project.
90 University of Cambridge
4.2 Device Design
SAW propagation
Fig. 4.11: Mask for a test chip containing multiple variations of the design. The IDTs are pre-patterned
and their aperture covers the field of devices. The field is 800 × 400 µm2. Waveguides of different
length without rings are included to test coupler efficiency and propagation losses. The inset shows a
close-up of one structure with its label. The ring has a 6 µm radius.
4.2.2 Final Mask
Putting the results from the previous section together we arrive at the mask design presented in
Fig.4.11. The devices are arranged in a grid with eight rows and sixteen columns. The primary
parameters that are varied across the mask are the ring radius and the waveguide-ring gap. The
former allows for the investigation of different regimes of the ratio of acoustic wavelength to
ring circumference. The latter is necessary to increase the chances of having critically coupled
structures, as there needs to be some room for fabrication tolerances and the fact that, especially
for such a critical parameter, the simulated value can easily deviate from the actual optimal
distance. We also note that the 2D coupler design is rotated around its origin to follow the
profile of the taper to compress the footprint relative to a rectangular cross-section coupler at
the end of a waveguide.
In order to ease the characterization, all couplers are identical. This allows for a single
alignment step of the optics on the input and output. It is desirable to have the gratings at
the ends of the waveguide as far apart as possible to minimize collection of scattered light
from the input. However, the confocal microscope setup and the objective within it pose
some limitations here if one wants to avoid large modifications of the system. The maximal
separation for input and collection spots in our system is ∼10 µm. The particular U-bend design
was chosen with this in mind to have the two gratings within close proximity, such that both
can be reached comfortably. It is worth noting that the presented arrangement is not ideal for
resonance fluorescence measurements given that the couplers are strongly polarising. Therefore
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the conventional polarisation filtering presented in earlier chapters is not applicable here. A 90°
bend would be necessary, as has been employed on suspended beams[257, 258]. Such a bend was
not included in our design to avoid tight curvature of the waveguide to fit the gratings within
10 µm of each other.
Not shown in Fig.4.11 are the IDTs and rectangular areas left unetched for reference and
optical beam alignment. In a single chip there are four identical fields of devices placed in
pairs within two separate acoustic delay lines, similar to the configuration presented in Ch.3.
The unetched areas are located between the delay lines and are thus unaffected by SAWs. The
chosen design for the IDTs in the samples studied is the chirped split-5-2 variant (Ref.[150] and
Sec.1.4.1) with the fundamental band at 250 MHz. This allows for SAW generation over four
broad (∼100 MHz) harmonic bands, thus enabling the study of multiple SAW wavelengths on a
single device.
In total, four samples were fabricated. This was not enough to optimize the e-beam
lithography step, which presented some issues due to charging. This is a known problem in
LiNbO3 and an electrically conducting polymer was used to alleviate it. However, this was
not enough and future processing should make use of thin metal films. The problem was
compounded by a low accelerating voltage (20 kV) in the e-beam gun available. Tests recreating
these structures with a higher voltage and on a silicon dioxide chip were successful in producing
high-quality structures with high yield. We concentrate on a single device, that has a mixture of
well-defined and less-well-defined structures. Figure 4.12 shows SEM images of this sample.
Some structures are very close to the design while in others the gratings and waveguide-ring
gap are not resolved. We define the terminology of hard-edge coupler for a coupler such as the
one at the bottom of Fig.4.12B, where the grating essentially extends the taper to a hard edge.
It is still possible to couple light into the structures by focusing on this edge.
4.3 Experimental Results
We present preliminary results from the sample described above. The sample contains 272
devices though the actual number available for experiments is more limited due to the described
issue with the fabrication in this early stage. All measurements presented are taken at low
temperature (10 K) unless stated otherwise.
4.3.1 Coupler Characterization
We first present the response of the optical elements disregarding the QDs. The experimental
apparatus can be modified to separate the input and collection paths, such that they lie on the
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A C E
B D F
Fig. 4.12: SEM micrographs. A. Top view of a successful device. B. Top view of a device with one
non-cleared coupling grating. C, D. Angled view of a grating coupler and close-up. E, F. Angled
views of the coupling gap region.
corresponding coupling gratings of a device, as shown in Fig.4.13. With this system it is then
possible to send the laser through the structure and collect the light from the output onto an
APD.
We measure the bandwidth of the couplers using a superluminescent diode (SLD) on the
input coupler, and looking at the spectrum from the output. To cancel information from the
wavelength dependence of the SLD emission and of the CCD efficiency, the collected signal is
normalized by the input signal. The spectra from the SLD and as collected from a representative
structure are presented in Fig.4.14. The measured spectra exhibit strong oscillations from
reflections at the waveguide ends, which are discussed below. Comparing the spectrum to
the simulated profile shows some discrepancy with the simulation. There is a clear offset in
central wavelength of 28(2) nm. The bandwidth is larger than expected from the simulations
with a FWHM of 47 nm versus 31 nm. It is not unreasonable to attribute the discrepancy to the
difference in dimensions between the simulations and the fabricated devices.
The interference fringes highlight a potential problem to consider in future devices, which
is the reflection from the couplers back into the waveguide. A measurement on waveguides of
different lengths with no rings and hard-edge couplers shows that the waveguide and its ends
form a textbook Fabry-Pérot cavity, as presented in Fig.4.15. The fringe periodicity matches
the predicted periodicity from considering the waveguide as a Fabry-Pérot cavity, proving the
fringes do not stem from the optical arrangement. Furthermore, no similar feature is present
when measuring other structures or with the spots aligned. It is worthwhile to minimize this
effect. One option is to completely separate the input and output by placing them in separate
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Fig. 4.13: Experimental arrangement for
microscopic mesurements with spatially
separated input and output focal spots.
Optional polarisers are not shown. For
most measurements the collected signal
is sent either to a spectrometer or to an
APD.
RF Source
Detection
Cryostat
Sample
Positioners 
APD
Laser NPBS45:55
Input Output
waveguides in an add-drop configuration[114]. Another option is to add a sub-grating within
the coupler grating[259]. A third option is a modification of the fabrication to have a shallow
grating, in which the GaAs is not completely etched through between grating elements.
To estimate the coupling efficiency we direct the collection spot onto an APD. We use a
tunable diode laser and overlap excitation and collection spots on a flat GaAs surface. This
gives a reference for the APD signal level going through the system Iref . Next, we separate
the two spots and navigate to a structure, again collecting the APD counts Idev from the light
passing through the system. Ignoring losses from waveguide propagation, from the taper and
from coupling to rings, we can calculate a lower bound for the efficiency η of a single grating
coupler following
Idev = η2Iref . (4.2)
Averaging over five devices for each wavelength, we obtain the efficiency per coupler reported
in table 4.2. The best efficiency is far from the record efficiencies close to 70 % reported for Si
devices operating in the telecom-C band[260, 261] but is close to the more modest values reported
at near-infrared wavelengths (22 %)[262] and sufficient for experiments with single dots. As a
final note on these gratings, it is worth noting that they are highly polarising.
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Fig. 4.14: Top. Spectra of the SLD
output at different currents. The
emission increases and blueshifts as
the current is increased. Bottom.
Collected signal through a single de-
vice normalized by the input spec-
trum. The red line is a Gaussian fit
to the data. The orange data points
show the simulated profile, as pre-
sented in Fig.4.9. The solid orange
line is a Gaussian fit to these data
points.
Finally, we note that the strong interference in the hard-edge couplers prevents us from
accurately measuring the Q factor of the resonators in transmission using the SLD. There are
not enough structures with both a gap between waveguide and ring and two good couplers. In
order to estimate the Q factor we use direct excitation on rings with a gap, as described in the
next section.
4.3.2 µPL Measurements
Figure 4.16 shows µPL spectra from large unetched regions, confirming the presence of QDs
in the sample, reflected in the individual lines. Due to the limited number of devices with
well-defined grating couplers and coupling gaps, we measure single QD lines with the input
and collection spots aligned, exciting the dots directly from the top. This is less efficient but
Wavelength [nm] 920 940 950 960
η [%] 6.76 8.69 10.28 11.65
Table 4.2: Extracted efficiencies for a single grating coupler.
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Fig. 4.15: Fabry-Pérot effect on
waveguides without rings and with
hard-edge couplers (no grating).
The curves are shifted vertically for
clarity.
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sufficient for these preliminary measurements. Figure 4.17 shows the spectrum from a dot
in a 12 µm radius ring, with a signal level significantly above what is observed in the planar
measurements of Fig.4.16. The bottom panel shows fine spectra taken at different temperatures
in order to tune the transition relative to the cavity. The difference in signal level is clear
evidence for Purcell enhancement in this system. Several other dots with analogous spectra and
temperature dependence were found in other devices on this sample.
While performing measurements on individual QDs it was established that the devices
suffer from detrimental charging effects. In particular, after continuous prolonged illumination
(> 12 h) with ∼13 µW 850 nm laser light, the QD transition can disappear and only be observed
Fig. 4.16: µPL spectra from un-
etched areas of a device, showing the
presence of QDs in the membrane.
The curves are shifted vertically for
clarity.
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Fig. 4.17: Top. Spectrum taken on
a ring resonator under non-resonant
850 nm laser irradiation. A QD line
dominates the spectrum. Bottom.
High-resolution spectra around the
bright QD line taken at various tem-
peratures.
again after thermal cycling of the device. Figure 4.18 shows a series of spectra taken one second
apart. There are intermittent and oscillatory features across the spectrum while the main peaks
are mostly constant across this timescale (∼1 min). This behaviour is not observed in the same
cryogenic system with other samples. Given that LiNbO3 is an electrical insulator and charging
was a source of problems in the e-beam lithography steps, it is tempting to conclude that this
behaviour stems from charge fluctuations. If that is the case it could potentially be mitigated
with a thin coating of indium tin oxide. Due to this issue we avoid prolonged uninterrupted
measurements on a single dot.
Coming back to the Q factor, it can be extracted from spectra taken directly on rings with
a gap to the waveguide. Figure 4.19 shows such a spectrum, where the dominant lines are
resonator modes. Fitting these with Lorentzian curves yields Q factors around 30000. This is not
unreasonable considering that Q factors of 1 × 105 have been reported in similar structures[263].
Furthermore, the minimal Q factor needed to reach the observed Purcell enhancement factor
FP ∼ 4 in the rings with 12 µm radius is ∼14000, using a mode volume of 13 µm3.
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Fig. 4.18: Stability test consisting of
a sequence of spectra under constant
conditions. The sample is illumi-
nated with a 13 µW non-resonant cw
laser. The curves are shifted verti-
cally for clarity.
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Fig. 4.19: Spectrum with overlap-
ping spots on the edge of a 6 µm ra-
dius ring under 4 µW non-resonant
illumination. The main peaks are fit-
ted with Lorentzians.
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4.3.3 SAWModulation of Dot Lines
As mentioned above, the IDTs patterned on this device are of split-5-2 design with a chirp to
extend the frequency range of SAW generation. The measured S-parameters are presented
in Fig.4.20. The fundamental mode at 250 MHz is clearly visible in both reflection and
transmission. The higher harmonics cannot be discerned in the reflection measurements, which
is a common issue with these IDTs. The first two harmonics, however, can be identified in
the transmission measurement, with a reduced efficiency. The generation of SAWs in the
corresponding frequency ranges can be readily verified by the resulting modulation of QD
transitions. In the following we refer to SAWs around 250 MHz, 500 MHz and 750 MHz as
being in the 1st, 2nd or 3rd band, respectively.
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Fig. 4.20: S-parameters of the
chirped split-5-2 acoustic delay line
at low temperature.
A B
Fig. 4.21: SAWmodulation of a cavity-enhanced QD line. Excitation with 13 µW 850 nm non-resonant
laser. A. SAW splitting at 800 MHz. B. SAW splitting at 840 MHz. The inset shows the spectrum at
0.5 dBm applied power, where this scan was halted manually.
We take a closer look at the modulation of the QD line from the dot shown in Fig.4.17.
Figure 4.21 shows the SAW-induced splitting as a function of applied rf power. As in the device
presented in Ch.3, we observe a clear broadening in the time-averaged spectrum. Interestingly,
there is a large discrepancy in the SAW-induced splitting at a given input power for 800 and
840 MHz. The natural explanation is that the IDT does not produce an acoustic wave of constant
power at different frequencies, but rather shows evidence of a complex interference pattern
that results in varied output powers for each frequency. However, we believe the difference in
splitting between Figs. 4.21A and B is too great for this to be the only contribution. These
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A B
Fig. 4.22: SAWmodulation of a cavity-enhanced QD line. Excitation with 13 µW 850 nm non-resonant
laser. A. SAW splitting at 260 MHz. B. SAW splitting at 280 MHz.
transducers∗ were investigated in unpatterned GaAs with shallow dots in Ref.[152]. The optical
transitions in a spectrum serve as a readout of the local strain and reveal the expected variations
in frequency but these are within 50 %, especially in the third band. As we discuss below, there
is another effect at play.
First, we consider the analogous measurements presented in Fig 4.22, which are taken for
frequencies in the first band. In this case there is barely any splitting observable before reaching
high powers. This difference in measurements between the first and third bands is compatible
with the experiments reported by the Augsburg group in Ref.[233]. Their analysis shows that in
thin membranes, the derivative of the hydrostatic pressure scales linearly with frequency for
frequencies below ∼1 GHz. We also note that the dependence on acoustic power is steeper for
the higher of the two frequencies in the first band. This behaviour could be traced back to the
IDT performance across the band.
We now take a look at sweeps over the frequency at a constant input power. Figure 4.23A
shows the scan across the first frequency band for the same QD discussed so far and labelled
QD 1. The orange lines delimit the rough region where SAW splitting of the QD line is
observed, corresponding to the SAW generation window of the IDT, in agreement with the
measured S-parameters. What is striking in this scan is the well-defined steep modulation
around 276.9 MHz. As mentioned before, we do expect the actual acoustic power to vary in
frequency, but not by the magnitude observed in this feature. In addition, the shape is indicative
of a resonant process, which we believe comes from the SAW exciting a mechanical eigenmode
∗The transducer design used is identical to the one discussed in the publication.
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Fig. 4.23: A. Frequency scan over the first band on QD 1. The orange lines delimit the rough range
of SAW generation by the IDT. B. SAW-splitting extracted from fits as in Ch.3 to the measurement in
panel A. The data is fit with a Lorentzian with FWHM 1.91 MHz.
of the ring. Fitting the SAW-split spectra yields the frequency dependence of the splitting
presented in Fig.4.23B. A Lorentzian fit to the splitting implies a mechanical Q factor of 145.
In Fig.4.24 we show measurements on a different dot in another ring resonator, labelled QD
2. Both rings have a radius of 12 µm. For QD 1, the right IDT is closer, because this QD is on a
field towards the right of the device. The opposite is true for QD 2, which is in a field on the
left. We note that there is no equivalent measurement on QD 1 for SAW excitation from the
left IDT because of the aforementioned charging issues, which made it impossible to find the
QD again in the same cooldown. In the measurements on QD 2 we do not observe the same
resonant structure.
Figure 4.25 shows further measurements on QD 2 for the second and third frequency bands,
using the closer IDT. In the former, we observe a roughly homogeneous broadening across the
band. On the other hand, for the third band we see two very clear resonances at ∼697.6 MHz
and ∼833.2 MHz, with little sign of splitting inbetween (note this measurement is taken at lower
rf power). Fits to these features suggest mechanical modes with Q factors of 239 and 177,
respectively. We note there is an additional shift at 850 MHz but this is not a split line and its
origin is unknown.
From this data we can conclude that there is an enhanced strain interaction at resonant
frequencies, and the resonance depends on the ring and on the position of the QD within the
ring. Intuitively, two possible explanations are a Fabry-Pérot type resonance by reflection of the
waves on the inner boundaries, and a mode propagating along the circumference of the ring.
These situations are depicted in Fig.4.26. Considering the mechanical Fabry-Pérot situation
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Fig. 4.24: Frequency scan over the
first band on QD2. The top panel
shows acoustic excitation from the
left IDT, while the bottom panel
shows excitation from the right IDT.
first, the resonance condition is satisfied when the distance travelled is
L = m λSAW = 4R| sinα |, (4.3)
with an integer m. The QDs studied are roughly located at 8 and 3 o’clock in their respective
rings. From Eq. 4.3 we can extract the predicted resonant frequencies. Using the speed of sound
on LiNbO3 of 3990 m s
−1 these do not match the experimental values. In order to reconcile
the experimental data with the model, a speed of 3323 m s−1 would be necessary, which is too
far off the speeds on GaAs or LiNbO3 . In addition, a SAW incident on a metallic strip is
A B
Fig. 4.25: A. Frequency scan over the second band on QD 2. B. Frequency scan over the third band on
QD 2. Two resonant features are observed. The power for this measurement is lower than the others, at
8 dBm.
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SAW
Fig. 4.26: Schematics for the sim-
plest mechanical resonance models.
The left ring shows the buildup of
a standing wave inside the ring by
reflection on the inner boundaries.
The right ring shows a standing wave
along the circumference of the ring.
reflected with a reflection coefficient of ∼1 %[158]. Allowing for a comparable reflection on the
thin GaAs ring would not lead to the high-quality mode observed. We therefore conclude that
the behaviour measured cannot be explained by this type of resonance.
The alternative simple model of a mechanical mode propagating around the circumference
of the ring requires the resonance condition
L = mλSAW = 2πR. (4.4)
In this case we would expect the wave to propagate with the speed of sound on GaAs of
2868 m s−1. This model fits the data in Fig.4.23A and Fig.4.25B with m = 7, and m = 18 and
m = 21, respectively. The speed shows little dispersion and is in the range v = 2922− 2992 m s−1.
Notably, the resonances at m = 19 and m = 20 are not present in the data. It is possible that
this is due to the positioning of the dot, as it can be close to a node of the standing wave for
the missing modes. If this is the case, an equivalent measurement on another dot in a different
position should show a different set of resonances. Considering the data in Fig.4.25A, it is also
interesting that no resonance is measured across the transducer band. The SAW splitting is
roughly constant throughout the ∼100 MHz band. Given that the predicted free spectral range is
∆ f =
v
2πR
≈ 38 MHz, (4.5)
the observation of modes here would be expected. Again, the lack of clear modes in this range
could be a consequence of the position of the dot.
Despite the partial agreement with the data, this simple model poses the problem of requiring
waveguiding along the ring. The cross-section of the ring is 350 × 350 nm2, compared to
acoustic wavelengths of 4.6 - 14 µm. The ring could therefore not support a guided mode.
Consequently, it is safe to say that there is a more intricate process taking place and more data is
needed to pinpoint the origin of the resonances and selectively avoid or encourage them. These
measurements are being continued at Augsburg University.
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4.4 Conclusion
This chapter has introduced a novel hybrid platform for QPIC, combining epitaxial GaAs
devices hosting single quantum emitters and a strong piezoelectric substrate, LiNbO3. We have
demonstrated that the fabrication is relatively simple and that the transferred membranes show
remarkably strong adhesion despite the lack of adhesion promoter. This technique can be scaled
to transfer complete wafers[264], making it indeed attractive for future applications.
Simple photonic devices were designed and fabricated, performing reasonably close
to expectations. Characterisation of the structures shows a clear Purcell enhancement of
single emitters with FP∼4. Quantum dot spectroscopy revealed instabilities in the emission,
attributed to charging of the device. This issue needs to be investigated further to allow its
mitigation. Furthermore, coherence measurements are required to confirm the conservation of
the outstanding QD optical properties after processing.
The study of QD optical transitions with the addition of a SAW allowed the identification of
strong acoustic resonances within the rings with Q factors in the 140 - 240 range. Although
more detailed measurements are necessary, the preliminary data points towards the excitation of
intrinsic mechanical modes which can be exploited to enhance the optomechanical interaction.
Work on these devices continues with collaborators at the University of Augsburg at the time of
writing.
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LEDs with Acoustical, Electrical and
Optical Control
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This chapter presents work to investigate the possibility of coherent control of single spins
in self-assembled QDs via mechanical waves. We fabricate a charge-tunable diode that provides
control over the charge state of a QD and interface it with an acoustic wave. We demonstrate
optical spin pumping on a single hole and its frustration by the presence of a SAW.
5.1 Introduction
Spin-based qubits are one of the most promising candidates for a solid-state quantum information
processing platform. Semiconductor quantum dots are particularly seen as a viable technology
thanks to their high quantum efficiency and coherence properties, together with mature
integration into photonic and electronic circuits. As mentioned in the previous chapters,
SAWs have recently gained attention as a coherent control mechanism and on-chip interface
between distinct physical qubits. Recent reports have demonstrated coherent manipulation of
the spin in an NV centre in diamond by a SAW[232, 247]. This has been extended to spins in
defect centres in silicon carbide[248] through the same spin-orbit-based mechanisms. A natural
question is whether an analogous experiment can be performed with the InAs dots studied here
and what the nature of the interaction between a SAW and a charge spin is. To date, single
spins in self-assembled dots can be controlled by ultrafast pulses in Voigt geometry fields, as
demonstrated in Refs.[265, 266], and there is one report of spin-flips with a magnetic antenna in
a Faraday field[267]. If proven to coherently rotate a spin, an acoustic mechanism could be used to
address single emitters individually and build complex, on-chip circuits[249]. Spin-flips based on
spin-orbit interaction have been demonstrated for electrostatically defined dots through pulsed
electric fields[268]. Phonons cannot directly flip a spin as they carry no angular momentum and
such a process would thus violate angular momentum conservation. However, they can induce
a spin-flip through indirect processes as a consequence of the spin-orbit interaction[269–271].
Both electron and hole spins can be expected to show spin-flips. In the case of holes, additional
effects can be expected from heavy- and light-hole band mixing[272] (see Ch.1), which theory
predicts becomes dominant for fields > 1 T[273].
Fig. 5.1: Energy levels for a single
hole in a QD in a magnetic field. A
driving resonant laser field is repre-
sented by the blue arrow. Raman
scattering is represented by the green
arrow. Once the system is in |▽⟩ it
remains there and the system goes
dark. Ideally, a resonant SAW can
complete the circuit.
B ≠ 0 B ≠ 0
ΓSAW
"Dark" "Bright"
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Fig. 5.2: Wafer structure of the sam-
ples for controlled hole tunnelling.
The corresponding Cavendish wafer
number is W887. The colours show
the type of doping in the structure
and the shading differentiates GaAs
and AlGaAs layers. The inset shows
a magnification of the QD region.
Here we study the feasibility of such an acoustic control mechanism, the idealized version
of which is presented in Fig.5.1. With the transitions separated to a degree that they become
individually addressable and spin-flips are suppressed, the state of the spin is initialised in |▽⟩
after continuous resonant illumination as shown. Ideally, a SAW phonon with energy matching
the hole (electron) Zeeman splitting can coherently rotate the spin and thus close the excitation
loop as shown in the right-hand side of the figure. We present a device with integrated electrical
and acoustical control over individual QDs and preliminary experiments on it.
5.2 Device Design
Our devices consist of a weak planar cavity with doped mirrors to form a charge-tunable diode
structure as described in Ch.1 (See Fig.1.10). Silicon and carbon are used to achieve the negative
and positive doping, respectively. In both cases the doping concentration is 2 - 4 × 1018 cm−3.
We perform measurements on devices from a wafer designed for controlled tunnelling of holes.
Figure 5.2 shows the layer structure of the wafer. The GaAs/AlGaAs superlattice that serves as
a blocking barrier is on the n-doped side. On the opposite side of the dot layer is the tunnelling
barrier to the corresponding carrier reservoir, which is 20 nm thick.
The samples are etched into square mesas with 230 µm side length. Each sample has four
individual mesas on a main mesa where the ohmic contact to the n-doped layers is made. Figure
5.3 shows the sample layout. IDTs are deposited on the intrinsic region below all doped layers.
We note that, as detailed in Ch.2, initial tests were made with IDTs directly on the n-doped
DBR. This has the advantage of reducing the losses at the mesa edges and avoiding the need for
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Fig. 5.3: Mask layout for charge-
tunable LEDs. The inset shows the
layers in growth direction along the
highlighted cut-line for the case of
controllable tunnelling of electrons.
A single mesa (shown in white) is
230 × 230 µm2.
N
I
P
Contact pads Ohmic contact
Top contact Insulator
IDTs Mesa
Mesas
Alignment marks
Mesas
Mesa
Superlattice
Dots
the main support mesa. The cost is increased damping of the SAW through screening of the
electric potential component and crosstalk between the IDT and the diode. These tests found
that the IDTs were completely shorted with resistivities < 100Ω between fingers. The addition
of a reverse bias to deplete the doped layer[145] did not regain IDT functionality.
The fabricated samples use a variety of IDTs. From the literature, the charge spin is
expected to be initialized at Faraday fields above 300 mT[62]. Assuming a g-factor of 0.5∗ this
is equivalent to a SAW frequency of 2.1 GHz, which is readily attainable on GaAs. Two issues
are considered at this point. First, IDTs have a very limited bandwidth in the MHz to tens of
MHz range depending on the number of fingers. In this experiment it is desirable to have a
wider range in order to scan the applied frequency in search of the resonance. Allowing for
a 10 MHz bandwidth, the equivalent magnetic field range is less than 2 mT, which is on the
order of the expected resonance width[267, 268]. Scanning the magnetic field instead is possible
in principle but in practice the precision is not sufficient. To alleviate this issue most devices
use chirped IDTs. Second, the higher frequencies confine the wave closer to the surface, which
translates into higher reflection at the mesa edge(s). In addition, the doped layers will damp
the wave by screening its electric component. It is therefore especially crucial to efficiently
generate SAWs in these devices. Generally speaking, the number of fingers will determine the
balance between efficiency and bandwith.
∗Dots in our devices often exhibit unusually large in-plane hole g-factors. For dots with smaller g-factors the
corresponding SAW frequency is reduced, making the fabrication requirements less stringent.
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The starting point for these experiments is the demonstration of control over the charge state
of the dot by the voltage applied across the p-i-n structure. This voltage shifts the QD energy
levels across the Fermi energy, at which point a single charge carrier can tunnel into the dot.
Single occupancy is guaranteed by Coulomb blockade[274]. Once in the dot, the trapped charge
is not completely isolated but rather interacts with the reservoir. In particular, it is possible for
the dot and back contact to exchange charge carriers of opposite spins. This process is known as
co-tunnelling[51]. In the following sections we show the operation for holes. All data shown is
taken at 8 K. Additional experiments with similar devices for controlled tunnelling of electrons
were carried out but in those devices the spin initialisation was unsuccessful. This is discussed
in more detail in appendix A.
5.3.1 Controllable Tunnelling of Holes
Fig. 5.4: Non-resonant PL charge
map for a hole charge-tunable diode.
The laser power is 3 µW.
Multiple devices for the controlled tunneling of holes were fabricated. Figure 5.4 shows
the charge map of such a device. This is a µPL measurement of a single QD while the voltage
across the diode is swept in forward bias. The non-resonant excitation laser has a wavelength
of 850 nm. The map reveals transition lines spanning well-defined voltages, which we refer
to as charge plateaus. This is the defining measurement of a charge-tunable device[72]. The
plateaus are labelled according to their power dependence and FSS, as discussed in Ch.2. We
note that due to Coulomb interaction, single electrons and holes charge at different voltages
than excitons and charged excitons, resulting in the observed overlap of plateaus for different
exciton complexes[71]. In the following, all measurements are performed on the X+ line.
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Fig. 5.5: Resonance fluorescence maps of the X+ line for two dots in the same sample but different
mesas. The inset of (A) shows the measurement at 0.486 V from which we extract a linewidth of
3.9 µeV. Shaded areas in (B) are not measured.
In contrast to the experiments shown in the previous chapters, the controlled tunnelling
of carriers directly into the dots allows us to perform resonance fluorescence measurements
without the addition of a weak non-resonant laser. Since the resonant laser is filtered by
its polarisation, we can also omit a monochromating grating in the detection path. An RF∗
measurement of the X+ plateau for two different dots is presented in Fig.5.5. The data clearly
shows a plateau analogous to the non-resonant PL measurement. The emission energy shifts
with the applied voltage due to the quantum-confined Stark effect. It is worth noting that
there are small deviations from the underlying voltage dependence in the data. These are
uncorrected artefacts from the laser, as the wavelength is scanned by a piezo stage with finite
hysteresis, resulting in the possibility of small offsets between subsequent laser scans. The
scan also shows another characteristic of charge-tunable diodes: at the centre of the plateau the
behaviour is dominated by tunnelling of charges (first-order), whereas the edges are dominated
by co-tunnelling (second-order) and appear blurred[62, 275, 276]. Figure 5.5(A) only shows the
right-hand side of the plateau because it extends over a broad enough range for the Stark tuning
to exceed the laser tuning range. We omit the left-hand side of the plateau in the following, as
there is no fundamental reason to expect a different behaviour there. This is confirmed by the
measurement presented in panel B, which is the same type of measurement on the same sample
but on a dot in a different mesa. The laser is shifted coarsely to scan the plateau in two separate
measurements. We note that the voltage values that define the plateau are different for the two
∗Throughout this chapter there are references to resonance fluorescence (RF) and radio frequency (rf). The
case of the acronyms is used to differentiate the two.
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Fig. 5.6: Resonance fluorescence
map of the X+ line in a 1 T Voigt
magnetic field. Only the plateau
edges are visible for the two diagonal
transitions, indicating spin pumping.
mesas due to differences in their contact resistances. Unless explicitly mentioned, all following
measurements are performed on the dot presented in Fig.5.5A.
These measurements show that the devices work as intended in terms of charge control and
we can address the desired transition. The next step is to demonstrate spin initialisation by
optical pumping in a magnetic field, as reported in Ref.[62]. Resonantly driving one of the
Zeeman-split transitions "shelves" the spin in the opposite Zeeman sublevel as the spontaneous
spin-flip rate due to hyperfine interaction with the nuclear InAs nuclear spins is suppressed[62].
This is reflected in the vanishing RF signal from the central region of the plateau, while the
edges remain unaffected.
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Fig. 5.7: A. Resonance fluorescence vs. magnetic field at 0.42 V bias. B. Integrated signal from (A)
versus magnetic field. The data is fit with an exponential decay. The decay constant is 216 mT.
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Figure 5.6 shows an RF scan over the dot in a 1 T Voigt field. Spin pumping is immediately
evident as there is no measurable RF signal in the centre of the plateaus, while the right-hand
side edge of each is clearly visible. The two curves observed correspond to the split vertical
transitions over which the laser is scanned. In Fig.5.7 we show the measured RF signal at a fixed
voltage in the centre of the plateau against the magnetic field. The signal is seen to decrease
exponentially with increasing field magnitude, showing high-fidelity spin initialisation below
1 T. This provides the base conditions to investigate the response of the system to a SAW.
5.4 Effects of a Surface Acoustic Wave on a Hole Spin
We now investigate the effects of a SAW on the system. As in Ch.4, we use chirped split-5-2
IDTs in this sample. Their fundamental frequency lies at 825 MHz. Figure 5.8 shows RF scans
in the centre of the plateau with varying acoustic powers. Contrary to the measurements shown
thus far, we record the RF intensity as the transition is tuned through the laser by Stark tuning,
rather than the other way around. The energy detuning is calibrated with the RF measurement
of Fig.5.5A. Without a SAW we observe a sharp transition line corresponding to the X+ decay.
In the presence of a SAW the peak is split, as is familiar from previous chapters. At increased
power, oscillations can be seen in the middle of the two-lobed split signal. Theoretically, such
curves follow the intensity distribution
I(ω) =
∞∑
n=−∞
J2n (χ)
γ2 + (ω − ω0 + nωSAW)2 , (5.1)
where Jn is the Bessel function of the first kind, its argument χ is the dimensionless parameter
quantifying the SAW splitting and γ is half the linewidth of the transition[228]. We find that
this expression reproduces the observed lines. The acoustic frequency ωSAW is used as a fitting
parameter with values close to 2π × 825 MHz. Deviations are attributed to the uncertainty
in the calibration of the energy scale. It is important to note that these measurements are
taken without spectral filtering. Thus, at each point the APD records all the signal coming
from the sample regardless of wavelength. They are therefore not comparable to the sideband
measurements presented in Ch.3. The arrangement is equivalent to the laser sweeping across
the SAW-modulated transition but all spectral information is reduced into an intensity value at
each point.
As mentioned in the introduction, we ideally aim to match the Zeeman splitting to the SAW
phonon energy. To that end, the first task is to determine the hole g-factor. Working in the Voigt
geometry, it can be directly read out from a spectrum with all transitions resolved. With the
detection polariser set at 45° we can detect all transitions simultaneously, as shown in Fig.5.9
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Fig. 5.8: Resonant fluorescence
measurements for varying acoustic
power at 825 MHz. The laser is kept
constant at zero detuning while the
transition is tuned by the bias on the
diode. In the top curve the rf signal
to the IDTs goes through an ampli-
fier. Solid lines are fits to the data
following Eq. (5.1) or a Lorentzian
in the case without a SAW.
for a 6 T Voigt field. All transitions associated with the X+ complex are clearly resolved, with
corresponding wavelengths λ1 . . . λ4 and energies E1 . . . E4. From the splittings we can extract
the magnitude of the electron and hole g-factors following µB |g∥e |B = E1 − E2 = E3 − E4 and
µB |g∥h |B = E1 − E3 = E2 − E4, under the assumption that both have the same sign[277]. We note
that we assign the central energies of the measured peaks to the corresponding transitions based
on the polarisation measurement and previous experience on these samples. The assignment
can be proven by means of a pump–repump scheme, or alternatively, a pump scheme with
randomization. In the former, resonant laser fields are used to drive two of the four transitions,
which, together with knowledge of the polarisations, allows the precise determination of the
energy level scheme. This has been demonstrated for both electrons[278] and holes[279]. The
latter technique involves simultaneous driving of the system with one weak non-resonant and
one resonant laser. The non-resonant laser ensures the system is randomized by driving all
transitions, while the resonant laser will only drive one of them at a time. Depending on which
transition is being driven preferentially, some peaks will be dominant in the spectrum. This is
demonstrated in the next chapter.
Following our assignment, we obtain |g∥e | = 0.239 and |g∥h | = 0.571. We note that observing
|g∥h | ≳ |g∥e | is not common, but has been reported previously[277, 279] and we have measured
such behaviour in a number of dots. The extracted value for |g∥h | is equivalent to a splitting of
2.4 GHz at 300 mT. The chirped split-5-2 IDTs found in this device should generate SAWs in
the 825, 1650, 2475 and 3300 MHz bands. Unfortunately, we only see evidence of acoustic
tuning in the first of these bands and experiments are thus limited to this frequency. Other
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Fig. 5.9: Spectrum of the X+ transi-
tions in a 6 T Voigt field under 3 µW
850 nm laser irradiation. The bottom
panel shows a spectrum with the po-
larisation adjusted so all transitions
are visible, while the top panel re-
solves their polarisation. The inset
presents the assignment of the ener-
gies to the transitions in the energy
level diagram.
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Fig. 5.10: Resonance fluorescence maps of the X+ lines at a Voigt field of 480 mT. A. No SAW. The
inset shows a cut line at 0.43 V bias. B. Addition of a SAW at 825 MHz and 11 dBm input power. The
inset shows a cut line at 0.43 V bias.
charge-tunable devices show acoustic tuning at 2500 MHz with single finger IDTs designed for
that frequency. We therefore attribute the lack of acoustic tuning in the higher bands to the lower
SAW generation efficiency at those frequencies. The frequency of 825 MHz corresponds to a
magnetic field of 100 mT, at which the RF signal is minimally suppressed in the centre of the
plateau, making any type of optically detected spin resonance challenging. Barring a resonant
experiment, we focus on the RF plateau at 480 mT. Figure 5.10 compares its measurement with
and without a SAW. Following from the previous section, we observe clear but incomplete spin
initialisation, as some degree of signal remains in the middle of the plateau. In the case of a
SAW being present, the signal recovers to around half its original value.
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A B
Fig. 5.11: A. PL spectrum vs. IDT frequency for an X+ line at 0 T. B. RF measurements over the same
transition vs. IDT frequency at a field of 480 mT.
We next investigate the frequency dependence of this RF signal recovery, as presented
in Fig.5.11. The chirped IDT produces the complex interference patterns mentioned in the
previous chapter. This is reflected in the oscillating SAWmodulation amplitude within the SAW
generation band in Fig.5.11A. This feature is faithfully replicated when the measurement is
performed with resonant excitation, as presented in Fig.5.11B. Comparing the twomeasurements
it is clear that the RF signal recovery matches the frequencies at which the SAW amplitude is
maximal. This measurement proves that the signal recovery originates from the SAW. However,
it is not a resonant process and the mechanisms at play need to be identified. One possible
explanation is that the SAW locally heats the sample. We note that at the applied rf power
there is no measurable increase in the temperature reading from a thermometer underneath
the sample holder but this is not a reliable proxy for the direct surroundings of the dot. We
can locally heat the sample by applying a high rf power on the IDT at a frequency where no
SAW generation is expected. Our particular cabling is especially lossy around 2.0 GHz. We
find that it is indeed possible to heat the sample to a degree where we recover roughly half of
the original signal. However, the linewidth is broader in that case (2.96 GHz vs 2.23 GHz). In
addition, we do not observe a shift in emission energy with the rf powers applied for SAW
generation. From this we conclude that although an increased temperature is certainly expected
to be detrimental and a potential contributing factor at high powers, it is not the main reason for
the recovery here. A different possibility is that the SAW drags away charges from the QD and
introduces new ones, whose spin is randomly orientated. SAWs are known to have such an
effect in 2D electron gases and in QDs. To investigate this further we measure the RF plateau at
1 T for three different acoustic powers. These are presented in Fig.5.12. Panel A shows that
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Fig. 5.12: Resonance fluores-
cence measurements of the X+
plateau at 1 T Voigt field. A
cw SAW at 825 MHz is added
to the system. The laser power
is 40 nW. A. 9 dBm SAW.
B. 11 dBm SAW. C. 16 dBm
SAW.
A
B
C
116 University of Cambridge
5.4 Effects of a Surface Acoustic Wave on a Hole Spin
A B
Fig. 5.13: Resonance fluorescence measurements with fixed laser energy vs. magnetic field. The
transition is scanned over the laser by Stark tuning. A. No SAW. B. 9 dBm cw SAW excitation at
825 MHz. The orange lines mark the Zeeman splitting of the vertical transitions.
an acoustic power of 9 dBm does not significantly increase the RF signal in the centre of the
plateau, contrary to the measurement at 480 mT. This would not be the case if the SAW were
sweeping charges in and out of the dot. The other two scans show that a higher power increases
the degree of signal recovery, which we discuss below.
B ≠ 0 With SAW
1
2
3
4 EL EL'
A B C Fig. 5.14: A.Energy levels in a mag-
netic field. B. Energy levels effec-
tively broadened under the presence
of a SAW.C.The broadening leads to
some overlap between Zeeman split
levels depending on the SAW mod-
ulation amplitude. When the laser
energy EL matches the overlapped re-
gions, the system can cycle through
the energy levels. When the detun-
ing is larger than the SAW modula-
tion amplitude (E ′L), only one of the
vertical transitions is driven and spin
pumping takes place.
Focusing on a SAW with 9 dBm input power we perform RF measurements against the
magnitude of the magnetic field as presented in Fig.5.13. Without a SAW we observe the
exponential decay as measured before in Fig.5.7. With a SAW we can see the splitting at zero
field as in Fig.5.8. This evolves into a single RF peak between the two transitions at 300 mT.
At first glance this is counter-intuitive. We note that the SAW-induced energy shift affects
Zeeman-split transitions equally and there is no dependence of the splitting on the magnetic
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Fig. 5.15: Integrated RF signal vs.
magnetic field, extracted from the
measurements in Fig.5.13. The
curvewithout a SAW is fittedwith an
exponential decay. The decay con-
stant of 228 mT agrees with the pre-
vious measurement in Fig.5.7. The
bottom curve is fitted with the sum
of an exponential decay and two
Lorentzians with FWHM of 61 and
56 mT.
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Fig. 5.16: Pulse sequence for pulsed
measurements separating the acous-
tic and optical effects.
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field. Therefore, one could expect the measurement to reveal two SAW-broadened spectra
following the Zeeman-split transitions marked in orange. However, this neglects the fact that
the measurement is performed resonantly with the conditions for fast optical spin pumping,
leading to the exponential decrease in signal recorded in panel A. Figure 5.14 schematically
presents the energy levels for the dot at non-zero magnetic field. With a SAW, the energy levels
are effectively broadened, leaving an energy range where the Zeeman-split levels overlap. From
Fig. 5.8 we can extract a SAW tuning amplitude χ of 11.73 µeV. At 300 mT and zero detuning,
this SAW tuning leads to a dynamic overlap of both transitions with the laser. Therefore, the
system can cycle in a figure-of-eight loop and no spin initialisation takes place, resulting in
the strong signal observed. On the other hand, for detunings greater than χ/2, the same SAW
tuning can only bring one of the transitions into resonance with the laser and not the other
one. In this case spin pumping takes place and no signal is recorded. This also fits with the
measurements at 1 T presented in Fig.5.12: when the Zeeman splitting surpasses the SAW
modulation amplitude no RF is recovered. A higher acoustic power increases the SAW tuning
range and hence the overlap between Zeeman levels and the observed signal.
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Figure 5.15 shows the integrated RF signal as a function of magnetic field∗. Interestingly,
there is a clear peak around 100 mT, where a resonance is expected and a second, weaker peak
at twice that field. We fit the data with the sum of an exponential decay and two Lorentzians
with 61 and 56 mT linewidths. This is much broader than what can be expected for a single
spin-flip event but in the same order of magnitude as reported values for averaged measurements
on electron spins[268]. These peaks could indeed be due to a resonant process but they can also
stem from sideband transitions allowing the cycling through the energy level diagram in the
mentioned figure of eight fashion. In order to discern the contributions involved it is necessary
to temporally separate the optical and acoustic excitation. A measurement sequence as outlined
in Fig.5.16 could give some insight into the dynamics of the process. If there is a resonant
effect on the spin through mechanical action alone, Rabi oscillations should be present in the
readout with changes in the SAW pulse duration. This measurement is feasible but requires fast
pulsing of the SAW compared to the lifetime T1 of the charge. Lifetimes of 20 ms have been
demonstrated for electrons in charge-tunable diodes[14]. For holes, values around ∼1 ms have
been reported[74, 280]. Dephasing lifetimes between 20 and 100 ns have been reported[281, 282].
The length of the SAW pulses is limited by the time needed to build up the wave inside the
IDT. The shortest SAW pulses are around 20 ns long. The temporal separation of acoustic and
optical pulses is therefore in principle possible. A new device with acoustic transducers at
higher frequencies is needed to investigate this.
5.5 Conclusion
We have presented devices with controllable tunnelling of holes, integrated with acoustic
transducers for SAW generation. We demonstrate high fidelity spin initialisation by means of
optical pumping in Voigt magnetic fields below 1 T. We then perform resonant excitation of
the system and show that a SAW can frustrate spin initialisation, proven by the revival of the
fluorescence signal. This recovery is observed at different fields to varying degree depending on
the acoustic power, which is explained by the SAW modulation of the two vertical transitions of
the system and does therefore not involve a spin-flip. Nevertheless, we record data indicating the
possible existence of a resonant process in addition to this modulation. Further work is needed
to determine if this is a consequence of sideband transitions or spin-flips. The investigated
device is limited to a relatively low frequency of 825 MHz, which needs to be increased to
determine if the SAW can indeed induce a coherent spin rotation in this system.
∗The bright point at 50 mT and 15 µeV detuning is an artefact of the laser and is not included in the summed
curve.
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This chapter is devoted to the introduction of a proposal for the generation of multi-photon
entangled states, which constitute an invaluable resource for the development of all-optical
quantum information processing architectures and quantum technologies in general. The
following expands on the results published in Ref.[18]. The work was jointly carried out with
James P. Lee, a fellow Ph.D. student who did much of the prior work on resonance fluorescence
from QDs in pillar microcavities[283]. The measurements presented here were performed as
a team. The data analysis was also collectively carried out, albeit with a larger contribution
by the author. In the first part of the chapter the proposal is introduced and discussed in
the context of similar proposals. The second part presents our preliminary efforts towards
its experimental implementation using quantum dots, in which we show proof-of-principle
experimental validation of the key parts of the protocol. We note that the scheme is in principle
applicable to any photon-emitting qubit system with coherent rotations.
6.1 Introduction
The motivation for this particular experiment is set out in the introduction to this thesis and Ch.1.
In a single sentence, the drive behind it is the realisation of a practical source of multi-photon
entangled states that can be used to create larger entangled states through HOM-based fusion[32].
Large states could be used to perform quantum computation. Consequently, multiple proposals
for the generation of such a stream of photons have recently been put forward[46, 48, 284, 285]. Here
we focus on sequential generation schemes, where photons build up the entangled state as they
are emitted from an ancillary qubit[286]. Of particular interest is Lindner and Rudolph’s scheme
for the generation of a linear cluster state from a QD: the photonic cluster state machine gun[49].
Their scheme proposes the creation of polarisation-entangled states from resonant scattering off
a singly charged QD. The idea works by synchronising the sequential pulsed excitation of the
system with the precession of the associated spin in a magnetic field. A natural challenge is that
the polarisation entanglement is incompatible with polarisation filtering for RF. Linder and
Rudolph’s scheme was recently demonstrated experimentally by Schwartz et al. using the dark
exciton, thereby bypassing the RF problem[287]. This proves the validity of the scheme and is
a strong motivation for the pursuit of this approach to LOQC. The disadvantage of the dark
exciton approach is unresolved questions as to the nature of the information conservation in the
phonon-assisted transitions needed.
Here we explore the impact of applying recent developments in coherent spin control and
cavity-QED techniques to the challenge of building a source of photonic states useful for
quantum computing applications. With this aim, we introduce a new scheme that encodes the
photons in time-bins instead of polarisation. This scheme has the potential to be modified
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Fig. 6.1: Artist’s impression of the proposed system,
consisting of a QD embedded in a micropillar cavity.
The QD is probabilistically charged with a single
hole and placed in a Voigt magnetic field, resulting
in the presented energy level diagram. The Zeeman-
split hole (trion) states are denoted by |h⟩ and h¯〉
(|T⟩ and T¯〉). The |T⟩ → h¯〉 transition is brought
into resonance with the cavity. A chain of entangled
photons is then generated by repeated excitation of
the system as described in the main text.
to create a broad set of useful states, as characterized in Ref.[286], with linear cluster states
being particularly attractive. For this work however, we focus on how we could generate a
Greenberger-Horne-Zeilinger (GHZ) state as it is conceptually and experimentally simpler. The
necessary modification to the protocol to turn the output into a linear cluster state is outlined in
Sec.6.4.
We focus on a QD embedded in an optical microcavity in a Voigt magnetic field. A single
charge carrier trapped in the dot has an associated spin that can be controlled by ultrashort
optical pulses. Spins in QDs are especially attractive for the task at hand thanks to their coherent
properties[282] and readily available entanglement with photons[288–290]. Photons are generated
sequentially by resonant scattering from the quantum dot, while the charge’s spin is used to
determine the encoding of the photons into time-bins. In this way a multi-photon entangled
state can be gradually built up. Figure 6.1 shows a representation of the idealised system∗.
With a simple optical pulse sequence we demonstrate a proof-of-principle experiment of our
proposal by showing that the time-bin of a single-photon is dependent on the measured state of
the trapped charge’s spin.
∗We use a shorthand notation for the states to represent the hole and trion by |h⟩ and |T⟩, respectively. In the
notation of Ch.1, |T⟩ = |▲,△▽⟩x .
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6.2 Scheme
As discussed in Ch.1 and shown in Fig.6.1, a single hole and the corresponding trion in the
QD exhibit a double Λ system, where the four distinct and individually addressable transitions
enable fast spin manipulation. We assume the cavity selectively enhances one of the vertical
transitions. For our scheme we exploit this enhancement to allow a cycling transition suitable
for spin-state readout and entangled-photon generation. The proposal for generating time-bin
encoded GHZ states, as illustrated in Fig.6.2, is as follows:
1. Prepare the trapped hole spin in the
( |h⟩ + h¯〉) /√2 superposition state by performing
spin initialisation and subsequently using an off-resonant pulse to perform a π/2 rotation
of the spin.
2. Resonantly drive the cavity-enhanced transition with a π-pulse to generate a photon in
the first time-bin conditional on the spin being in the
h¯〉 state. The resulting state is(|h⟩ |0τ=1⟩ + h¯〉 |1τ=1⟩) /√2.
3. Flip the spin of the trapped charge to produce the state
(h¯〉 |0τ=1⟩ − |h⟩ |1τ=1⟩) /√2.
4. Resonantly drive the cavity-enhanced transition with a π-pulse to generate a photon in
the second time-bin conditional on the spin being in the
h¯〉 state. The resulting state is(h¯〉 |0τ=11τ=2⟩ − |h⟩ |1τ=10τ=2⟩) /√2.
5. Another spin-flip yields − (|h⟩ |0τ=11τ=2⟩ + h¯〉 |1τ=10τ=2⟩) /√2.
6. Repeating steps 2-5 builds up the desired entangled state. After three repetitions the state of
the system is
(h¯〉 |0τ=11τ=20τ=31τ=40τ=51τ=6⟩ − |h⟩ |1τ=10τ=21τ=30τ=41τ=50τ=6⟩) /√2.
7. Finally, a spin readout can be done by applying a π/2 spin rotation and resonantly
driving the cavity-enhanced transition. This effectively performs a measurement in the
|±⟩ = 1√
2
(|h⟩ ± h¯〉) basis. Assumingwemeasure the spin to be in the |−⟩ state, we are left
with the photonic state (|0τ=11τ=20τ=31τ=40τ=51τ=6⟩ + |1τ=10τ=21τ=30τ=41τ=50τ=6⟩) /
√
2.
Rewriting this state using a photon in an odd-numbered time-bin to be a logical 1 and a
photon in an even-numbered time-bin as a logical 0 we have the state (|111⟩ + |000⟩) /√2,
which is a 3-photon GHZ state.
The outlined scheme is conceptually similar to Lindner and Rudolph’s in the sense that it
relies on periodic resonant excitation of a charged QD for the generation of photons. However,
it provides a series of improvements:
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Operation & state System Output
2. Drive Transition
3. Flip Spin
4. Drive Transition
6. Repeat Steps 2-5
Time bins
1. Initialise System
5. Flip Spin
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Logical 0
GHZ
Energy Level Diagram
Fig. 6.2: Diagram of the proposed scheme for the sequential generation of time-bin-encoded multi-
photon entangled states. The double-lambda energy level diagram corresponds to a single hole trapped
in a QD in a Voigt magnetic field. The Zeeman-split hole (trion) states are denoted by |h⟩ and h¯〉 (|T⟩
and
T¯〉). The vertical |T⟩ ↔ h¯〉 transition is selectively enhanced by an optical cavity and is used to
resonantly scatter photons. Each photon (qubit) is spread across two time-bins.
Time-bin encoding Rather than having the state encoded in the photon polarisation, encoding
it in time has two important benefits. First, it allows for polarisation filtering to reject
the reflected laser light when performing resonance fluorescence measurements. This is
naturally incompatible with polarisation encoding. Second, time-bin-encoded states are
well suited for transmission through optical fibre and integrated waveguide technologies
as they suffer less from decoherence than polarisation-encoding techniques[291, 292].
Voigt geometry field and spin rotations The orientation of the magnetic field determines the
allowed transitions between the energy levels. At zero magnetic field or in Faraday fields
only the vertical transitions are allowed. This configuration is required for the proposal
in Ref.[49]. The authors suggest using a weak Voigt magnetic field to allow the spin to
precess in order to perform the spin rotations needed to generate the cluster state. It is
unclear to what extent this Voigt field would remove the Faraday-like selection rules, as
in a Voigt field both vertical and diagonal transitions are allowed. This is complicated by
the fact that, ideally, one would use a larger magnetic field, as this has been shown to
improve the coherence time of the trapped spin[293, 294].
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In addition, a key advantage of using Voigt magnetic fields is that it allows for high-
fidelity coherent optical spin rotations, which has not been reproduced in Faraday fields.
Of particular interest here are the experiments reported in Refs.[265, 266], where a
several-picosecond circularly polarised laser pulse was used to induce a spin rotation via
the AC Stark effect. We propose to use this technique to implement the required spin
rotations while using cavity enhancement to negate the detrimental effect of the allowed
diagonal transitions.
Cavity enhancement The selective cavity enhancement of a single transition has been used to
demonstrate fast spin preparation, cavity-enhanced Raman scattering and the generation
of time-bin-encoded single-photon states[295, 296]. In addition to increasing the expected
number of repeated excitations of the vertical transition resulting in a higher probability of
a successful spin readout, cavity enhancement has been shown to improve the coherence
properties of the emitted light under resonant excitation[90, 94, 297]. Photons generated
in this way are highly indistinguishable and so are suitable for HOM interference-based
operations[16, 298]. We note that for a linear cluster state generated using Lindner and
Rudolph’s scheme, the coherence of the photons’ wavepackets does not matter[299].
However, in order to be useful for quantum computing applications via HOM interference-
based operations, the generated photons must have good coherence properties because
‘degree of indistinguishability equals the degree of coherence’[300].
6.3 Control over a Hole Spin in a Quantum Dot
Here we present the initial experimental step required for the implementation of our scheme
with the proposed QD-based system. The sample consists of a single layer of self-assembled
InAs QDs, grown in the center of an AlAs/GaAs microcavity. The cavity is asymmetric with
25 DBR pairs on the bottom and 17 pairs on the top to enhance the collection efficiency by
directing the emission away from the substrate. It is etched into ∼2 µm diameter pillars. The
sample was fabricated in 2008 by Dr. David Ellis from a wafer grown by Dr. Ian Farrer∗. We
focus on the positive trion transition within a single QD. The latter is confirmed with a standard
second-order autocorrelation measurement (Inset of Fig.6.3).
The experimental arrangement used throughout is presented in Fig.6.3. Three lasers are
used to control the state of the system. A continuous-wave (cw) laser (blue) is used for resonant
excitation. Its output is modulated by an electro-optic modulator and combined on a beam
splitter with a pulsed non-resonant laser (green – 850 nm). Spin rotations are performed by
∗Cavendish wafer number W162.
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Fig. 6.3: Illustration of the experimental arrangement. See main text for details. The insets show a g(2)
measurement under 1 µW non-resonant illumination and a schematic of the micropillar relative to the
magnetic field.
pulses from a red-detuned mode-locked Ti:sapphire laser (red). The pulses are sent through an
interferometer in order to create two closely spaced pulses required for the rotations, as will be
discussed later. These double pulses are directed to a second interferometer that can have either
two or three arms, depending on the pulse sequence required. This in turn is combined on a
beam splitter with the output of the resonant and non-resonant lasers and focused on the cooled
QD-micropillar system via a dark-field microscope. The output light is polarisation filtered by
the dark-field microscope to remove the resonant laser light and a grating is used to spectrally
filter the light from the other two lasers. The filtered output light is directed into a pair of APDs
with timing electronics to time-tag each detection event.
For all data presented here we use the positive trion transition. The X+ line is identified in
the spectrum based on experience with the dots grown in the Cavendish Laboratory chamber W.
We observe consistent spectral features across wafers, with the X− and X+ always present on
the same side of the neutral transitions. These charged transitions corresponding to an excess
electron or an excess hole are differentiated with certainty by growing charge-tunable diodes, as
presented in the previous chapter. We note that the difficulty in assigning a spectral feature to a
particular transition in a pillar is that transitions outside the cavity mode are suppressed and
therefore hard to detect. This particular dot has been used for previous experiments, where
the X and XX emission could be observed, allowing the identification of the transition as the
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Fig. 6.4: Spectrum of the positive
trion transitions in a 9 T Voigt ge-
ometry magnetic field. The cavity
lineshape inferred from awhite-light
reflectivity measurement is shown in
blue. The spectrum of the detuned
rotation pulses before entering the fi-
bre is shown in red.
1 2
3 4
Cavity
Rotation Pulse
(x100)
9 T
positively charged trion. Figure 6.4 shows the spectrum at 5 K under non-resonant excitation in
a 9 T Voigt geometry magnetic field. The spectrum indicates that the cavity-enhanced transition
is Purcell-enhanced by a factor of ∼5 and fitting a Lorentzian peak to the cavity mode allows us
to determine that the cavity has a Q factor of ∼7500. A typical spectrum from the Ti:sapphire
Fig. 6.5: Identification of spectral
lines. A. Spectrum under non-
resonant optical excitation. B. Spec-
tra obtained under optical excitation
with a non-resonant laser and a reso-
nant laser scanned over the diagonal
transitions (marked white line). The
signal from the laser is not constant
within the scan due to the fact that
it is rejected by polarization filtering
and this is optimized for a limited
wavelength range. C. Deduced en-
ergy level diagrams.
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Fig. 6.6: Test of hole lifetime
within the dot. A hole is inserted
by a short 850 nm pulse and it
is subsequently probed by a res-
onant pulse. A series of pulse
sequences where the pulse sep-
aration is increased by 5 ns at
a time shows no drop in probe
pulse intensity, suggesting that
the hole remains trapped within
the dot for timescales >50 ns.
laser is also shown. As discussed later the laser pulses reach the cryostat through optical fibre
and the actual incoming spectrum deviates from the one presented.
The spectrum at high magnetic fields gives information on the electron and hole g-factors but
not on their sign[301]. In order to determine which spectral peak corresponds to each transition
with absolute confidence, we excite the system using non-resonant light and simultaneously
scan the narrow linewidth resonant laser across the central two transitions. Figure 6.5 shows
the measured spectra, where intensity changes in the vertical transitions can be seen when the
resonant laser crosses a diagonal transition. From this information we can assign each transition
in the spectrum to the corresponding transition in the energy diagram. From the spectrum it
is noticeable that transition #3 is also Purcell-enhanced. Fortunately, this transition links theh¯〉 state with the T¯〉 state, which is unpopulated during the photon generation scheme. If the
situation was reversed and transition #2 was enhanced, the QD would not be suitable for the
implementation of the scheme, as the readout and photon generation rely on resonant scattering
on
h¯〉 without modification of the state. As in the previous chapter, we use the assignment
of the transitions to the peaks in the spectrum to extract the magnitude of the in-plane hole
and electron g-factors. This particular dot also shows |g∥h | > |g∥e |, with |g∥h | = 0.605 and
|g∥e | = 0.294.
The non-resonant laser is used throughout to probabilistically introduce a hole into the QD
and to stabilize the charge environment[16, 116, 302]. We probe the lifetime of the hole in the
QD by injecting a hole with a non-resonant pulse and subsequently probing it with a resonant
pulse on the cavity-enhanced transition after a variable amount of time. The results are shown
in Fig.6.6 and indicate that the hole remains trapped in the dot for times greater than 50 ns,
since no decrease in readout signal intensity is observed. This is enough for the demonstration
performed here. Deterministic charging schemes[303–305] could be used in future. As mentioned
in the previous chapters, the spin storage time in such devices is shown to be at least 20 ms[14].
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6.3.1 Spin Initialization
Reset Initialization
Fig. 6.7: Pulse sequence used for the in-
jection of a charge carrier and its spin ini-
tialisation. The measurement shows the
exponential decay of the recorded signal
as the spin is shelved in the |h⟩ state.
The probe pulses in Fig.6.6 show a marked exponential
decay for the duration of the pulse (4.5 ns). This is
a clear sign of spin initialisation and the first require-
ment for control over the spin state of the hole. After
probabilistic injection of a charge, spin initialisation
is observed upon driving transition #4 owing to the al-
lowed decay path from |T⟩ to |h⟩ (transition #2), which
means the population is eventually shelved in |h⟩ after
some excitation and relaxation cycles. Figure 6.7 shows
the time-resolved trace of an initialisation pulse with a
steep decay, indicating that the |h⟩ state can be prepared
with high fidelity. From this data we can estimate
the initialisation fidelity Fini of this operation. The
maximum signal is observed immediately after spin
injection and can therefore be assumed to be equally
distributed between the two spin states, or equivalent
to 0.5. In that case Fini = 1 − 0.5min/max = 95.63%.
However, we note that the maximum signal is actually
closer to 0.9, as will be clarified later. This modification
yields Fini = 92.14%. We take the uncertainty between
these two values, which is larger than that from a fit
to the data, as the error. These values will also have
some contribution from the background, which is not
removed. Therefore, we conclude we achieve initialisation in line with the reported state of
the art[62]. We note that cavity-enhanced spin preparation in a similar experimental setup
has been demonstrated by driving a non-enhanced transition in order to increase the speed of
spin-preparation[296]. We choose not to initialise this spin to avoid additional experimental
complexity at the cost of longer spin-preparation times.
6.3.2 Spin Rotations and Ramsey Interference
Having a reliable way to initialise the spin, the next operation needed for the implementation of
the photon generation scheme is spin rotations. In order to coherently rotate the spin we use
the Ti:sapphire laser to produce ∼6 ps long pulses, which allow for spin manipulation via the
AC Stark effect[265, 266]. To demonstrate this, we prepare the system in |h⟩, apply a rotation
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Reset
(hole injection)
Readout
pulse
Initialization
Rotation
pulse
9 T
Fig. 6.8: Pulse sequence used to
measure Rabi oscillations and the
corresponding measured RF inten-
sity as a function of the square root of
the rotation-pulse power. The signal
is averaged over twenty 50 ps time-
bins
pulse, and then apply a second resonant pulse to serve as a readout pulse. We will only see
emission if the
h¯〉 state has a non-zero probability of being occupied. Fig.6.8 shows the result
of varying the rotation pulse power. Rabi oscillations can be seen in the intensity of the readout
pulse. As well as observing the expected oscillations, we record a substantial increase in signal
as the rotation pulse power is increased. We attribute this to two factors. First, the spectral
detuning of the rotation laser is not sufficient to completely suppress off-resonant excitation of
the system. Second, a long fibre propagation length (∼ 10 m between laser and sample) allows
for non-linear effects such as chirping and broadening through stimulated Raman scattering in
the fibre. The spectral and temporal profile of the pulses is thus altered by the time they arrive
at the sample[306, 307]. Both of these issues are exacerbated by the high laser power used, which
is an unavoidable consequence of using a laser in the stopband of the cavity. These effects
inevitably reduce the fidelity of the spin rotation. We believe they can be alleviated using a
free-space setup and spectral filtering of the rotation laser in future experiments.
In order to demonstrate complete control of the spin state, we perform Ramsey interference
with the hole spin. An interesting detail here is that, unlike in prior work, a single rotation pulse
is not sufficient to flip the spin state. Due to the 9 T magnetic field, the hole spin precession
time is ∼ 13 ps – comparable to the length of the Fourier-transform-limited rotation pulse (the
hole splitting is 75.26 GHz). As a result, a single pulse does not perform a rotation about the y
(or an equivalent) axis (see Fig.6.9A), but about an axis with some z-component – high fidelity
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spin-flips are therefore not possible. This situation is depicted in Fig.6.9B. To counter this
problem, we lower the magnetic field to 6T to increase the spin-precession time (the Larmor
frequency drops to 49.58 GHz). This on its own is not enough to enable high fidelity π rotations.
We therefore additionally use a two-pulse sequence to flip the spin, as reported for trapped
ions in Ref.[308]. This two-pulse sequence allows us to perform a complete π rotation as
illustrated in Fig.6.9C. Since high magnetic fields are required to separate the transitions enough
to allow for selective cavity enhancement, the precession time for the trapped spin will be short.
Consequently this two-pulse rotation scheme is likely to be useful for all realisations of our
scheme.
Single rotation pulse Two pulses with free 
precession
Single rotation pulse with
free precession
A B C
Fig. 6.9: Rotation pulses on the Bloch sphere. A. Ideal π rotation about y with a rotation pulse. B. The
trayectory of the Bloch vector is affected by the precession during the rotation pulse when the Larmor
precession frequency is comparable to the length of the pulse. As a consequence, the vector cannot
reach the opposite pole. C.Workaround for fast-precession issue by having two accurately timed pulses.
The first rotation brings the Bloch vector to the equator, where it precesses around z. A second rotation
can then complete the transfer onto the pole |0⟩.
To implement this two-pulse scheme we start by performing a Ramsey interference
measurement with the interferometer in front of the laser, as presented in Fig.6.10. The position
of the movable interferometer arm determines the separation between consecutive pulses and
with that the free precession time. We note that the two-pulses are too close in time to be
individually resolved in our measurement. In fact, we can identify the position of zero delay
where the two-pulses interfere. We therefore fix this interferometer to operate close to this time
delay.
Having established the time delay between the double pulses, we measure Ramsey interfer-
ence using the two-pulse rotation scheme. Figure 6.11 shows the intensity of the RF signal
from the readout pulse as a function of the separation between the rotation pulses for π/2
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and π rotation pulses, comparing the single-pulse and double-pulse cases. For two-pulse π/2
rotations, we observe Ramsey fringes with a visibility of 42%. In the case of π pulses, we do
not observe Ramsey fringes (Fig.6.11), indicating that we are reliably flipping the spin state as
expected. This is in strong contrast with the case of using only single rotation pulses, where the
spin can’t be flipped to the same degree. We conclude that it is therefore necessary for us to use
this two-pulse rotation technique to perform the time-bin entanglement scheme. The Ramsey
fringe visibility is low relative to prior work[265]. We attribute this to both the slow drift in
laser power and intensity over the duration of a measurement and the aforementioned issues
of non-linear effects in the fibre. From this data we can estimate the π/2 rotation fidelity in a
similar manner as for the initialisation fidelity. Here we take F = max (min+max)−1 = 71.22%
to be the fidelity of the measurement. This in turn is equivalent to
F =
1 + ps
2
(6.1)
with the probability of sucess ps, which determines the fidelity over the 50 % baseline. The
probability of success follows from the probabilities of success of each individual step as
ps = ps ini(ps π/2)2 = (2Fini − 1) (2Fπ/2 − 1)2 ≈ (2Fπ/2 − 1)2. (6.2)
Reset
(hole injection)
Readout
pulse
Initialization
Rotation
pulses
Fig. 6.10: Ramsey interference pulse sequence and measurement with the interferometer in front of
the laser ("rotation pulse interferometer" in Fig.6.3). The area highlighted in yellow corresponds to the
readout pulse and the average RF intensity is recorded in the top panel. The interference of the laser
pulses around 103 mm marks their zero relative delay.
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Fig. 6.11: Measurement sequence
for Ramsey interference using dou-
ble rotation pulses. The data shows
the recorded interference for both
single and double rotation pulses
with the powers corresponding to
π/2 and π rotations. Note that the
data has not been artificially shifted
but the measurements are taken at
different time delays.
Reset
(hole injection)
Readout
pulse
Initialization
Rotation
pulses
6 T
6 T
From this we infer Fπ/2 = (1 +
√
2F − 1)/2 = 82.58% for an individual rotation. The fidelity
for a π rotation has a very similar value, as shown in the next section.
Figure 6.12A shows the time traces for initialisation and readout pulses at the maximum
and minimum signal of the double pulse π/2 Ramsey interference measurement. Panel B of the
figure shows the equivalent time trace for a double-pulse π rotation (not Ramsey interference).
As mentioned above, one could expect the charge to be in a random state upon injection,
such that the peak of RF signal in the initialisation trace is around 50 % of its maximal value.
This maximal intensity should then be observed after having initialised the system in |h⟩ and
performing a spin-flip to
h¯〉. However, this is not what we observe. After the π pulse rotation
the state is of roughly equal brightness, suggesting that the bright spin state is preferentially
populated.
Finally, we use a Ramsey interference measurement to extract the T∗2 time of the hole
spin, as shown in Fig.6.13. From an exponential decay fit we find that T∗2 = 2.11 ± 0.11
ns, in close agreement with the work in Ref.[309] but an order of magnitude lower than
other reported values[281, 310]. This value is in line with measurements on other dots in the
same sample[311]. The reported longer coherence times for hole spins are encouraging for the
extension of the scheme. Although this is long enough for this experimental demonstration,
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π/2 - max
π/2 - min
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A B
Initialisation Readout
Fig. 6.12: A. Time-resolved mea-
surement of the initialisation and
readout pulses for the maximum and
minimum readout signal in aRamsey
interference measurement with π/2
pulses. B. Time-resolved measure-
ment of the initialisation and readout
pulses for a π rotation.
there are techniques available to extend the coherence time via dynamical decoupling and
nuclear-field manipulation[312, 313].
6.4 Proof-of-Principle Demonstration
Having demonstrated control operations over the spin we move on to implementing the first
step of the proposed scheme by showing that the time-bin of the first photon is dependent on
the measured state of the spin. The pulse sequence for generating a time-bin encoded photon
is shown in Fig.6.14A. Just as before, the spin is injected and prepared in the |h⟩ state. A
double-pulse sequence is used to perform a π/2 spin rotation which prepares the spin in a
superposition state. Then a sequence of a photon-generation pulse, followed by a double-pulse
π rotation, and a second photon-generation pulse is used to generate a photon in the early or
late time-bin, conditional on the spin state. The result of this process should be to generate a
spin – time-bin entangled state. Finally, we projectively measure the spin state. To measure theh¯〉 state, we use a long resonant pulse to drive the h¯〉 → |T⟩ transition – measuring a photon
here projects the hole into
h¯〉 (sequence A). To measure the |h⟩ state, we apply a double-pulse
π rotation sequence to flip the populations of |h⟩ and h¯〉 and then measure h¯〉 (sequence B).
Time-tagging each measured photon allows us to investigate the correlations between different
events.
Figure 6.14B shows the degree of correlation of the prepared two-qubit states. This is the
classical counterpart to the state fidelity and hence omits the phase relationship between spin
and photons. For sequence A, where we measure the system in the
h¯〉 state, there is a 77 %
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Fig. 6.13: A. Raw measurement of Ramsey interference. The bottom panel shows the complete
measurement. The bright pulses in the middle are the rotation pulses, whose temporal distance
increases. Reflections in the system are noticeable at the power used. The signal between 21 and 28
ns comes from the initialisation pulses, while that after the rotations is the readout. The top panel
shows a cut line through the readout pulses. The inset shows a magnification of a 0.1 ns region. B.
Extracted visibility versus pulse separation. An exponential decay curve is fitted to the data, giving a
measurement of the coherence time T∗2 = 2.11 ± 0.11 ns.
probability that the photon is in the second time-bin. In contrast, for sequence B, this probability
drops and detecting the photon in the first time-bin becomes the more likely outcome (68 %) as
expected. We therefore conclude that the photon time-bin is dependent on the measured state of
the trapped hole spin.
From this measurement we can estimate Fπ by comparing the two-pulse sequences. We
can take the probability of success for sequence A to be pAs = (2Fini − 1) (2Fπ/2 − 1) (2Fπ − 1).
Then pBs = pAs (2Fπ − 1). Taking the ratio of these and using FA|B = (1 + pA|Bs )/2 we can solve
for Fπ = 83.35%.
Our results are consistent with the expected behaviour, albeit with reduced fidelity. The
main hurdle to overcome in order to extend the produced state to two or more photons is the
fidelity of the spin rotations. The decrease in output degree of correlation observed between
sequences A and B in Fig.6.14 can be attributed to the additional π pulse employed in the latter.
From our data we estimate fidelities of Fini = 92.14 ± 3.49% and Fπ ≈ Fπ/2 = 82.58 ± 2.73%
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Fig. 6.14: Correlations between hole spin state
and photon time-bin. A.Pulse sequence used to
generate the entangled state. In sequence A the
readout stage is simply a pulse resonant with
the enhanced transition – the measurement of
a photon projects the hole spin on the
h¯〉 state.
In sequence B the combination of a spin-flip
and the resonant pulse results in the measure-
ment of a photon projecting the spin into the
|h⟩ state. The coloured lines between the pho-
ton generation and the readout pulses indicate
the time ranges used to calculate the degrees
of correlation. A single pulse sequence rep-
etition is 25 ns long. The nominal pulse du-
rations are: non-resonant: 800 ps; resonant
(initialisation/readout): 7 ns; resonant (photon
generation): 250 ps; rotation: 6 ps. B. Mea-
surements of the degree of correlation between
the photon-generation pulses and the readout
pulse for each sequence.
for spin initialisation and rotation, respectively. The quality of these rotations, which is critical
to the success of the scheme, is therefore below the state of the art and constitutes the limiting
factor here. Assuming the measured degree of correlation to be equivalent to the fidelity and
extrapolating to the fidelity for the 3-photon GHZ state yields FGHZ ≈ 16%∗. Given that spin
initialisation fidelities of 99.8% and rotation fidelities in excess of 90% have been reported
in QDs[62, 265, 309], we expect the generation of longer entangled states to be attainable with
current techniques. For the scheme shown here, the fidelity of a 3 qubit GHZ state goes with the
seventh power of the rotation fidelity, so any small improvement of this operation has a dramatic
effect on the fidelity of the output state. With Fπ/2 = 99% we can expect FGHZ ≈ 90%.
We note that the number of spin rotations needed can be reduced by altering the pulse
sequence for a GHZ state but not for a cluster state. The focus here lies on the 3-photon
GHZ state but as mentioned in the introduction, the protocol can be modified to generate
linear cluster states. As suggested in Ref.[49], an additional π/2 spin rotation about the y axis
between subsequent photons will accomplish this. With spin rotations being a central part of
∗The fidelity for a 3-photon GHZ state (or cluster state) can be estimated from these fidelities and corresponding
success probabilities as FGHZ = ps + (1 − ps)/8, where seven rotation operations are needed (two π/2 and 5 π
rotations or two 3π/2 and 5 π rotations).
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the scheme, this step can be directly incorporated. Note that a photon here is distributed among
two time-bins, so the π/2 pulse is only needed every two photon-generation pulses. In step #4
of Fig.6.2, the state would evolve fromh¯〉 |0τ=11τ=2⟩ − |h⟩ |1τ=10τ=2⟩ (6.3)
to (h¯〉 − |h⟩) |0τ=11τ=2⟩ − (|h⟩ + h¯〉) |1τ=10τ=2⟩ . (6.4)
Following the operations outlined in the introduction of the scheme, including an additional
π/2 pulse between time-bins 4 and 5, it can be seen that the extracted photonic state in the
logical basis will be |111⟩ + |101⟩ − |011⟩ + |001⟩ − |110⟩ + |100⟩ + |010⟩ + |000⟩, which is a
linear 3-photon cluster state.
We now comment on other considerations for future improvements. First, with the particular
sample used here the hole spin is probabilistically injected into the QD. Therefore, photons are
not generated in repetitions of the pulse sequence in which a hole is not present. In order to
make the scheme deterministic, it would be necessary to have a trapped spin present with unit
probability. This can be done via deterministic charging methods[72, 303–305].
Second, in this implementation we use the electro-optic modulation of a cw resonant laser to
generate short excitation pulses (250 ps). These pulses are long relative to the Purcell-enhanced
decay time meaning that multiple excitations are possible within the length of the pulse[314]. This
can result in the actual output state differing from the ideal output state. Future implementations
should avoid this problem by using shorter pulses to perform deterministic excitation, although
as the pulse length is reduced the system can leave the RSS regime and questions open up as to
what determines the phase difference between successive time-bins. Nevertheless, we believe
that the theoretical investigation of the classes of states that could be produced by varying the
number of photons generated in each excitation pulse (whether accidental or intentional) would
be an interesting avenue for further work.
Third, the decay rate of the cavity-enhanced transition used is increased by a factor of
∼ 5. The system is thus ∼ 5 times more likely to decay vertically, as required, than decaying
diagonally. This is sufficient for a proof-of-principle demonstration, but to generate much
longer states deterministically, the diagonal transition should be further suppressed relative to
the vertical transition. Their ratio can be improved with a higher Purcell factor.
Lastly, the spin investigated here has a relatively short coherence time. Although it is long
enough for the demonstration, it could become a limiting factor for long pulse sequences. Our
scheme involves a π pulse half way through, which should increase the effective coherence time
via the spin-echo effect. Future work could make use of available techniques such as dynamical
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decoupling, nuclear-field manipulation and reduced nuclear spin noise to extend the coherence
time[88, 312, 315].
6.5 Conclusion
We have presented a novel scheme for generating entangled, time-bin encoded multi-photon
states based on cavity-enhanced resonance fluorescence from a hole spin in a quantum dot. We
experimentally demonstrate complete coherent control over the trapped hole via multi-pulse
sequences and show that the time-bin of the generated photons is dependent on the state of the
spin. The correlations presented do not include phase information, which is the next step for
the extension of the scheme. We stress that recent works on resonance fluorescence of QDs in
micropillar cavities have shown photons generated in this manner to be highly indistinguishable.
The generated light can thus be expected to be suitable for HOM based fusion operations. The
results presented here constitute a key step on the way to producing multi-photon entangled
states following the proposed scheme. We foresee no fundamental barrier on the extension of
these experiments onto full linear photonic cluster states with current technology, implementing
the improvements discussed above. Indeed, after the publication of this work, we became aware
of a preprint detailing the implementation of a similar scheme using nitrogen-vacancy centres
in diamond[316].
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7.1 Conclusion & Future Work
We have presented work on an array of devices with potential for mid to long-term applications
in quantum information processing. All devices rely on self-assembled semiconductor quantum
dots for the generation of quantum light states. The first and last experimental chapters detailed
the generation of two particularly useful states: chains of single-photons and multi-photon
entangled states. The second and third experimental chapters have extended the idea of novel
devices exploiting acoustic control over quantum dots. We now summarize each chapter’s
conclusions and provide avenues for further work.
7.1.1 Chapter 3 – SAW-Driven Single-Photon Generation
Here we developed a device integrating pillar microcavities and large-area surface acoustic
waves. A passing acoustic wave periodically shifts the energy of the quantum dot transitions
while leaving the cavity mode unperturbed. This gives rise to a temporal dependence of the
detuning between cavity and emitter and therefore a dynamic Purcell effect. Under these
conditions we perform resonance fluorescence and demonstrate that a continuous laser field
is scattered into a pulsed single-photon stream inheriting the acoustic frequency of 1 GHz as
the repetition rate. Furthermore, we perform high-resolution spectroscopy on the scattered
light, revealing up to ten acoustic sidebands, which can be controlled by the original detuning
between emitter and cavity as well as the acoustic wave amplitude.
The experiments presented did not completely tune the emitter from Purcell enhancement
to suppression, but rather between different degrees of enhancement. In future work it would
be interesting to increase the acoustic tuning range and decrease the cavity linewidth to explore
this regime. Additionally, the maximal theoretical repetition rate of such a source is limited
by the radiative lifetime of the transition, which is usually about 1 ns, corresponding to 1 GHz.
A higher Purcell effect can increase this limit and the acoustic frequency can be increased in
turn. Finally, it would be worth investigating the efficiency of the source and determine if the
frequency can be set such that the time on resonance corresponds to a π pulse.
7.1.2 Chapter 4 – Hybrid SAW Devices
This chapter also looked at the tuning of quantum dot transitions by a surface acoustic wave,
but it explored a novel platform for integration of the sources with the emission in-plane. We
designed optical ring resonators with grating couplers and fabricated these on a GaAs membrane
transferred on LiNbO3 by epitaxial lift-off. The technique is scalable and straightforward,
exhibiting remarkable adhesion properties without a promoting layer. We showed that the
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resonators lead to amodest Purcell enhancement FP∼4 of the quantum dot transitions. In addition,
the acoustic waves couple to well-defined mechanical resonances of the rings, exhibiting strong
modulation of the transitions at specific frequencies. We extracted mechanical Q factors in
the 140–240 range for this modes. Overall, the work shows that GaAs photonic structures on
LiNbO3 are a viable candidate for quantum photonic integrated circuits.
Additional work is needed to fully investigate the nature of the mechanical modes and
exploit them or suppress them as needed. In addition, the coherence of the emission needs
to be investigated to ensure that it is not degraded relative to that from dots in unprocessed
GaAs. There are also open questions regarding charging issues seen on the devices. This can
presumably be mitigated adding conducting or doped layers. Once these are understood, the
platform can be expanded to demonstrate low-footprint photonic circuits and test the integration
of active guiding elements and single-photon detectors.
7.1.3 Chapter 5 – SAW Integrated LEDs
We studied devices with control over the charge state of single quantum dots and acoustic waves.
We presented devices with controlled tunnelling of electrons and holes and studied the optical
spin initialisation in magnetic fields by resonant excitation of a single electron and a single hole.
In the former case, high-fidelity spin initialisation was not achieved across dots and samples,
indicating a strong remnant spin-flip mechanism that is not suppressed by the Zeeman splitting.
On the other hand, single holes were readily initialised in weak magnetic fields < 1 T. Under
resonance fluorescence we demonstrated the frustration of this spin initialisation by a SAW at
825 MHz. The main mechanism is related to the acoustic modulation of the transitions and
does not directly affect the spin. However, we recorded evidence of a potential resonant process
happening in parallel.
In order to conclusively determine if there is a resonant process involving acoustic interaction
with the single spin, time-resolved measurements of pulsed acoustic and optical sequences
are needed. This is the next step for these experiments and requires the fabrication of a new
sample with higher acoustic frequencies. Beyond the study of the effect on the spin, these
devices could be used to study the possibility of exploiting the acoustic strain to minimize the
fine structure splitting. This is a requirement for high-fidelity entangled-photon pair generation
by the biexcition-exciton radiative cascade. If the splitting is minimized at a particular phase
in the acoustic period, an excitation laser can be locked to that phase to produce photon pairs
entangled in polarisation with high repetition rates.
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7.1.4 Chapter 6 – Multi-Photon Entangled State Generation
We introduced a scheme for the generation of multi-photon entangled states, which constitute
a key resource for measurement-based quantum computation. The scheme focuses on the
sequential generation of single photons by resonant scattering from a cavity-enhanced quantum
dot. The dot is populated with a single charge carrier, whose energy levels are separated by the
Zeeman energy in a Voigt magnetic field. The spin state of this charge determines the presence
or lack of a resonantly scattered photon in a given time-bin, acting as a switch on the system. It
can be coherently manipulated by optical pumping and optically induced rotations, allowing
for the implementation of a pulse sequence generating long chains of entangled photons in the
time-bin basis. We demonstrated the first step in the implementation of this scheme by showing
that the time-bin of a single-photon is indeed dependent on the measured state of the trapped
spin.
We found that our spin rotations lack fidelity compared to the state of the art and limited
our capability to extend the scheme to higher numbers of photons. We attribute these issues to
non-linear effects in the optical fibre and are confident that the use of a free-space arrangement
for the high-power spin-rotation laser pulses would solve them. Future work should therefore
prioritise this and aim to extend the scheme to three-photon states. The next step would be the
demonstration of entanglement between the individual photons by interferometry. Lastly, the
verification of Hong-Ou-Mandel based fusion of two independent three-photon chains would
pose the most significant advance for all-photonic quantum computation.
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Appendix A
Deterministic Charge Control and Spin
Initialisation of a Single Electron
In addition to the experiments on single holes reported in Ch.5, multiple devices with controlled
tunnelling of electrons were investigated for spin storage and initialisation. The wafer structure
used for these samples is similar, as shown in Fig. A.1. In the case of electron-tunnelling
diodes, the superlattice is located between the dots and the p-doped top layers. The width of the
tunneling barrier to the n-doped layers is 30 nm, compared to 20 nm for holes.
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Fig. A.1: Wafer structure of the samples for electron and hole tunnelling. The corresponding Cavendish
wafer numbers are W915 and W887. The colours show the type of doping in the structure and the
shading differentiates GaAs and AlGaAs layers. The centre shows a magnification of the QD region.
The main difference between the wafers is the location of the superlattice.
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Fig. A.2: Non-resonant PL charge
map for an electron charge-tunable
diode. The dot is illuminated with
40 µW of an 850 nm laser.
Fig. A.3: Non-resonant PL charge maps for two excitation powers. Higher power reveals the XX line
and causes a shift of the plateaus due to charging.
Figure A.2 shows the µPL charge map of an electron-tunnelling device. As expected, the
population of charges with applied bias is reversed compared to the hole tunnelling devices
and we can controllably populate the dot with a single electron. The energy spacings between
exciton complexes are comparable with the dots presented in Ch. 5. It is worth noting that the
width and position of the plateaus is affected by the excitation laser power. Figure A.3 shows a
comparison of maps taken at 5 and 50 µW illumination on another device. The higher power
measurement exhibits extended plateaus and increased overlap in the emission from different
complexes. It also highlights the position of the XX exciton complex. The distortion of the
map at higher power is a consequence of charge accumulation at the blocking barrier[317, 318]. It
is important to consider this effect when performing resonance fluorescence measurements, as
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the absence of a non-resonant laser results in the plateau not necessarily extending as it might
be expected from µPL measurements.
For the dots presented in Figs. A.2 and A.3, the equivalent RF measurement over the X−
line is shown in Fig.A.4. The measurement reveals the expected narrow resonance line with
blurred edges at the plateau edge. Next, we look at the optical initialisation of the electron
spin, in complete analogy to Ch.5 and Ch.6. Figure A.5 shows RF measurements on the two
dots from Fig.A.4 for Faraday fields of 1 and 5 T, respectively. In Fig.A.5A two transitions
can be clearly identified, corresponding to the vertical transitions of the system. They show a
reduced signal compared to the B = 0 T measurement but it merely follows from the splitting
into individually resolvable transitions. Contrary to the expectation, the spin is not initialised at
this field, as the RF signal does not vanish in the central region of the plateau. This observation
is consistent across dots and samples. Ref.[319] reports similar results, attributing the lack of
spin pumping to current flow through the device or background doping. The current flowing
through our devices at the voltages allowing for single electron tunnelling are < 0.1 nA and
16 µA for the dots presented in Fig.A.5 A and B, respectively. From the negligible current
in the former device we do not expect this to be the reason for the lack of spin pumping. In
Fig.A.5B the field is stronger and only one transition is visible, since the splitting exceeds
the tuning range of the laser. This transition does exhibit some degree of extinction of the
signal in the central region, marking the onset of spin initialisation, but is far from high-fidelity
operation. The same behaviour is observed for Voigt magnetic fields. This evidence points to
an insufficient suppression of the spin-flip rate which made it impossible to pursue experiments
on single-electron spins. We note that the hole and electron tunnelling devices were processed
in the same fashion, suggesting that the lack of spin initialisation in the latter is not related to
the fabrication but intrinsic to the wafer. The hole-tunnelling device from Ch.5 also shows
negligible current < 0.1 nA at the relevant voltage for measurement of the charged transition.
Therefore, background doping is left as the likely cause of the lack of spin initialisation.
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Fig. A.4: Resonance fluorescence maps of the X− line for the dots presented in (A) Fig.A.2 and (B)
Fig.A.3. The laser power is 40 nW in both cases.
A B
Fig. A.5: Resonance fluorescence maps of the X− line for the dots presented in (A) Fig.A.2 and (B)
Fig.A.3 at Faraday fields of (A) 1 T and (B) 5 T. The laser power is 40 nW in both cases.
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