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Abstract
We study nuclear and neutron matter by combining chiral effective field theory with non-
perturbative lattice methods. In our approach nucleons and pions are treated as point particles on
a lattice. This allows us to probe larger volumes, lower temperatures, and greater nuclear densities
than in lattice QCD. The low energy interactions of these particles are governed by chiral effective
theory and operator coefficients are determined by fitting to zero temperature few-body scattering
data. Any dependence on the lattice spacing can be understood from the renormalization group
and absorbed by renormalizing operator coefficients. In this way we have a realistic simulation
of many-body nuclear phenomena with no free parameters, a systematic expansion, and a clear
theoretical connection to QCD. We present results for hot neutron matter at temperatures 20 to
40 MeV and densities below twice nuclear matter density.
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I. INTRODUCTION
The nuclear many-body problem has long been recognized as one of the central questions
in nuclear physics [1]. The traditional approach to the many-body problem is based on the
assumption that nucleons can be treated as non-relativistic point-particles interacting mainly
via two-body potentials. Three-body potentials, relativistic effects, and non-nucleonic de-
grees of freedom are assumed to give small corrections. The many-body problem is studied
by solving the many-body Schro¨dinger equation. The ground-state properties of light nu-
clei and neutron drops have been analyzed by several groups using variational methods and
Green’s function Monte Carlo [2][3][4][5][6][7].
These methods have been very successful, but there are several good reasons for seeking an
alternative approach. One reason is the desire for a theory that is more directly grounded
in QCD. We expect this theory to explain why two-body forces are dominant, and how
the interaction should be chosen. In addition to that, we would like to have a framework
which allows the calculations to be systematically improved, and provides an estimate of
the errors due to contributions that have been neglected. If we consider the interaction
of a single nucleon with pions and external fields such a framework is provided by chiral
perturbation theory. In a very influential paper Weinberg proposed to extend effective field
theory methods to the nucleon-nucleon interaction [8]. Over the last several years effective
field theory methods have been applied successfully to the two and three-nucleon system
[9, 10]. Effective field theory methods have also been applied to nuclear and neutron matter,
but these calculations rely on a perturbative expansion in powers of the Fermi momentum
[11][12].
Our aim in this work and the goal of the Nuclear Lattice Collaboration as a whole [13] is
to extend effective field theory methods to the nuclear many-body problem. For this purpose
we investigate the many-body physics of low-energy nucleons and pions on the lattice. Our
starting point is the same as that of Weinberg. We begin with the most general local La-
grangian involving pions and low-energy nucleons consistent with translational invariance,
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isospin symmetry, and spontaneously broken chiral symmetry. This yields an infinite set
of possible interaction terms with increasing numbers of derivatives and/or nucleon fields.
Degrees of freedom associated with anti-nucleons, heavier mesons such as the ρ, and heavier
baryons such as the ∆, are integrated out. The contribution of these particles appear as
coefficients of local terms in our pion-nucleon Lagrangian. We also integrate out nucleons
with momenta greater than πa−1, where a is the lattice spacing.
The operator coefficients in our effective Lagrangian are determined by fitting to
experimentally-measured few-body nucleon scattering data at zero temperature. The de-
pendence on the lattice spacing is described by the renormalization group and can absorbed
by renormalizing operator coefficients. In this way we construct a realistic simulation of
many-body nuclear phenomena with no free parameters. In our discussion we present re-
sults for hot neutron matter at temperatures 20 to 40 MeV and densities below twice nuclear
matter density.
The first lattice study of nuclear matter was done by Brockmann and Frank [14]. They
used a momentum lattice and analyzed the quantum hadrodynamics model of Walecka [15].
Mu¨ller, Koonin, Seki, and van Kolck [16], were the first to look at infinite nuclear and neutron
matter on a spatial lattice at finite density and temperature. They used an effective nucleon-
nucleon interaction on a 43 lattice and found evidence for saturation in nuclear matter. The
approach we pursue is similar in spirit to that of [16]. The main difference is the inclusion
of pion degrees of freedom and our use of chiral effective field theory with Weinberg power
counting. The nuclear liquid-gas transition has also been studied using classical lattice gas
models [17][18][19][20].
II. NOTATION
Before describing the physics it will be helpful to first define the notation that we use
throughout our discussion. We let ~n represent integer-valued lattice vectors on our 3 + 1
dimensional space-time lattice. We use a subscripted ‘s’ such as in ~ns to represent purely
spatial lattice vectors. We use subscripted indices such as i, j for the two spin components
of the neutron, ↑ and ↓. We let 0ˆ be the unit lattice vector in the time direction and let
lˆs = 1ˆ, 2ˆ, 3ˆ be the corresponding unit lattice vectors in the spatial directions. A summation
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symbol such as ∑
ls
(1)
implies a summation over values ls = 1, 2, 3.
We let a be the lattice spacing in the spatial direction and L be the length of the spatial
lattice in each direction. at is the lattice spacing in the temporal direction and Lt is the
length in the temporal direction. We let αt be the ratio between lattice spacings,
αt =
at
a
. (2)
Throughout we use dimensionless parameters and operators, which correspond with physical
values multiplied by the appropriate power of a. We use the superscript ‘phys’ such as in
mphysN to represent quantities with physical units. We use a, a
† to represent annihilation
and creation operators for the neutron, whereas c, c∗ indicate the corresponding Grassmann
variables in the path integral representation. We use the symbol : f(a†, a) : to indicate the
normal ordering of operators in f(a†, a). We let mN be the mass of the neutron, µ be the
neutron chemical potential, and mπ be the mass of the pion.
Our conventions for Fourier transforms are
f˜(~k) = 1√
LtL3
∑
~n
ei
~k∗·~nf(~n), (3)
f(~n) = 1√
LtL3
∑
~k
e−i
~k∗·~nf˜(~k), (4)
where
~k∗ = (2πLt k0,
2π
L
k1,
2π
L
k2,
2π
L
k3). (5)
We use periodic boundary conditions in the spatial directions and periodic/antiperiodic
boundary conditions in the temporal direction for bosons/fermions.
We let DN(~k)δij and Dπ(~k) be the free neutron and neutral pion propagators. For
notational convenience the spin-conserving δij in the neutron propagator will from here on
be implicit. The self-energies, ΣN (~k) and Σπ(~k), are defined by
DfullN (
~k) =
DN (~k)
1− ΣN (~k)DN(~k)
, (6)
Dfullπ (
~k) =
Dπ(~k)
1− Σπ(~k)Dπ(~k)
, (7)
where DfullN (
~k) and Dfullπ (
~k) are the fully-interacting propagators.
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V = V0 + V2
...
FIG. 1: Chiral expansion of the two-particle irreducible kernel.
III. NON-PERTURBATIVE EFFECTIVE FIELD THEORY
Effective field theory provides a systematic method to compute physical observables order
by order in the small parameter Q/Λχ, where Λχ is the chiral symmetry breaking scale and
Q = (q,mπ, . . .). Here, q is a small external momentum and mπ is the mass of the pion.
The simplest processes are those that involve only pions and external fields. In this case the
effective field theory is perturbative. At any order in Q there are only a finite number of
diagrams that have to be included. At lowest order these are tree diagrams with the leading
order interaction. At higher order, diagrams with more loops or higher order terms in the
interaction have to be taken into account.
Weinberg showed [8][21] that the simple diagrammatic expansion for nucleon-nucleon
scattering is spoiled by infrared divergences. He suggested performing an expansion of
the two-particle irreducible kernel (see Fig. 1) and then iterating the kernel to all orders to
produce the scattering Green’s function (see Fig. 2). It was later pointed out that a possible
difficulty arises because at any order in Q an infinite number of diagrams is summed, and it
is not clear that all the cutoff dependence at that order can be absorbed into counterterms
that are present at that order [22]. This problem does indeed arise if one considers nucleon-
nucleon scattering in the 1S0 channel [23], but in practice the cutoff dependence appears to
be very weak [20][24].
In this work we go one step further and consider the nuclear many-body problem. We
expand the terms in our action order by order,
S = S0 + S1 + S2 + · · · (8)
At order k in the chiral expansion, we calculate observables by evaluating the functional
6
G = + V + V ...V
FIG. 2: The two-particle irreducible kernel is iterated to all orders to produce the nucleon-nucleon
scattering Green’s function.
integral
〈
G(N¯, N, π)
〉
k
=
∫
DNDN¯DπG(N¯, N, π) exp [−S0 − S1 − · · · − Sk]∫
DNDN¯Dπ exp [−S0 − S1 − · · · − Sk]
. (9)
We will refer to this approach as non-perturbative effective field theory. The interactions at
chiral order k or less are iterated to arbitrary loop order. The functional integral is computed
non-perturbatively by putting the pion and nucleon fields on the lattice and using Monte
Carlo sampling. Since the number of diagrams at a given chiral order grows exponentially
with the number of nucleons, a non-perturbative technique such as this is needed for systems
with more than just a few nucleons.
Computing the path integral corresponds to summing an infinite set of diagrams. As
in the case of iterating the two-particle irreducible kernel to determine the full two-nucleon
Green’s function, it is not clear that the cutoff dependence at a given order in the low energy
expansion can be absorbed into a finite number of coefficients in the action. In practice we
will therefore restrict ourselves to lattice cutoffs that satisfy πa−1 < Λχ. In order to show
that the effective field theory calculation is consistent we must find a window of lattice
cutoffs such that the many-body calculation is independent of the cutoff up to terms that
are higher order. We shall study this question numerically in our results section.
IV. LOWEST ORDER INTERACTIONS
Our momentum cutoff scale is πa−1 and we choose the lattice spacing so that
mπ < πa
−1 < Λχ. (10)
An irreducible diagram is one that cannot be disconnected by cutting internal lines that
match the set of incoming or outgoing particles. In the Weinberg counting scheme [8][21][25]
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we estimate the chiral order of an irreducible diagram by associating one power of Q/Λχ for
each derivative interaction or explicit factor of mπ, four powers for each loop integral, one
inverse power for each nucleon internal line, and two inverse powers for each pion internal
line. If ν is the chiral order of an irreducible diagram, it can be shown that
ν = 4− en
2
+ 2l − 2c+
∑
vertex i
δi. (11)
In (11) en is the number of external nucleons, l is the number of loops, c is the number of
connected pieces, and δi for each vertex is
δi = #∂ +#mπ +
#n
2
− 2, (12)
where #∂ is the number of derivatives, #mπ is the number of explicit factors of mπ in the
coefficient, and #n is the number of nucleon fields. It turns out that #mπ is always an
even number.
We let N represent the nucleon fields,
N =

 proton
neutron

⊗

 ↑
↓

 . (13)
We use τi to represent Pauli matrices acting in isospin space, and we use ~σ to represent
Pauli matrices acting in spin space. Pion fields are notated as πi. We denote the pion decay
constant as F physπ ≈ 183 MeV and let
D = 1 + π2i /F
2
π . (14)
The lowest order Lagrange density for low-energy pions and nucleons is given by terms with
δi = 0 [26],
L(0) = −1
2
D−2
[
(~∇πi)
2 − π˙2i
]
− 1
2
D−1m2ππ
2
i + N¯ [i∂0 − (mN − µ)]N
−D−1F−1π gAN¯
[
τi~σ · ~∇πi
]
N −D−1F−2π N¯ [ǫijkτiπj π˙k]N
− 1
2
CS : N¯NN¯N : −
1
2
CT : N¯~σN · N¯~σN : . (15)
gA is the nucleon axial coupling, and ǫijk is the Levi-Civita symbol. The chemical potential
µ controls the nucleon density and µ will be set very close to mN . At next order we have
terms with δi = 1,
L(1) = 1
2mN
N¯ ~∇2N + ... (16)
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We will include this kinetic energy term from L(1) in our lowest-order Lagrange density so
that we get the usual free nucleon propagator.
In this study we limit ourselves to the interactions of neutrons and neutral pions and
consider processes with only up to two pions. As a result we have at lowest order the terms
L = −1
2
[
−π˙20 + (
~∇π0)
2 +m2ππ
2
0
]
+ a†j [i∂0 +
~∇2
2mN
− (mN − µ)]aj
+ gA
Fpi
a†i~σijaj · ~∇π0 − Ca
†
↑a↑a
†
↓a↓ (17)
where a, a† are annihilation and creation operators for the neutron. In the Euclidean
formalism, we have the partition function
Z =
∫
DπDNDN¯ exp (−SE) =
∫
DπDNDN¯ exp
(∫
d4xLE
)
(18)
where
LE = −
1
2
[
π˙20 + (
~∇π0)
2 +m2ππ
2
0
]
− a†j [∂0 −
~∇2
2mN
+ (mN − µ)]aj
+ gA
Fpi
a†i~σijaj · ~∇π0 − Ca
†
↑a↑a
†
↓a↓. (19)
We will use x0 to represent the Euclidean temporal coordinate, rather than switching from
x0 to x4.
V. FREE NEUTRON
In the simplest discretization, the Euclidean lattice action for free neutrons has the form
Ssimple
N¯N
=
∑
~n,i
[
c∗i (~n)ci(~n+ 0ˆ) + (−1 + (mN − µ)αt + 6h) c
∗
i (~n)ci(~n)
]
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
(20)
where
h = αt
2mN
. (21)
However we want a discretization that will minimize the dependence on αt so that fewer
lattice steps in the temporal direction can be used and results for different αt can be directly
compared.
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Let us review the conversion from the operator formalism to path integrals. The free
neutron lattice Hamiltonian is
HN¯N =
∑
~ns,i
[
(mN − µ+
3
mN
)a†i(~ns)ai(~ns)
]
− 1
2mN
∑
~ns,lˆs,i
[
a†i(~ns)ai(~ns + lˆs) + a
†
i(~ns)ai(~ns − lˆs)
]
. (22)
We want to convert the partition function for free neutrons,
Z = Tr [exp(−βHN¯N)] = Tr [exp(−αtHN¯N ) exp(−αtHN¯N)... exp(−αtHN¯N )] , (23)
into the form
Z =
∫
DcDc∗ exp [−SN¯N ] . (24)
Using the identity [27]
exp[a†iXijaj ] =: exp[a
†
i (e
X − 1)ijaj ] :, (25)
we can write
exp(−αtHN¯N ) =: exp(−hN¯N(a
†, a)) : +O(h), (26)
where
hN¯N(a
†, a) =
∑
~ns,i
[
(1− e−((mN−µ)αt+6h))a†i (~ns)ai(~ns)
]
− he−((mN−µ)αt)
∑
~ns,lˆs,i
[
a†i (~ns)ai(~ns + lˆs) + a
†
i (~ns)ai(~ns − lˆs)
]
. (27)
Introducing the extra e−((mN−µ)αt) factor multiplying h is not well motivated at this stage,
but it insures that the neutron chemical potential is coupled to an exactly conserved neutron
number operator [28][29]. We now use the correspondence [27][30]
Tr
[
: fn−1(a
†, a) : ... : f1(a
†, a) :: f0(a
†, a) :
]
=
∫
dcn−1dc
∗
n−1...dc0dc
∗
0 exp[
∑
j=0,...,n−1
c∗j (cj − cj+1)]
∏
j=0,...,n−1
fj(c
∗
j , cj) (28)
with cn = −c0. We can now convert the partition function to the path integral form in (24)
with
SN¯N =
∑
~ns,i
[
c∗i (~n)ci(~n+ 0ˆ)− e
−((mN−µ)αt+6h)c∗i (~n)ci(~n)
]
− he−(mN−µ)αt
∑
~n,lsi
[
c∗i (~n)ci(~n + lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
. (29)
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This lattice action has temporal discretization errors of O(h), whereas the action in (20) has
errors of O(αt). Since h is a small parameter this is an improvement and so the dependence
on αt has been significantly reduced.
It is conventional to define a new normalization for ci,
c′i = cie
−(mN−µ)αt . (30)
Then
Z = e−2(mN−µ)βL
3
∫
Dc′Dc∗ exp [−SN¯N ] (31)
where
SN¯N =
∑
~n,i
[
e(mN−µ)αtc∗i (~n)c
′
i(~n+ 0ˆ)− e
−6hc∗i (~n)c
′
i(~n)
]
− h
∑
~n,lˆs,i
[
c∗i (~n)c
′
i(~n+ lˆs) + c
∗
i (~n)c
′
i(~n− lˆs)
]
. (32)
We observe that the neutron chemical potential is in fact coupled to an exactly conserved
neutron number operator since it appears in the same manner as a lattice gauge connection
in the temporal direction. Comparing the two actions (20) and (32) we can summarize the
difference as follows. If we write
Ssimple
N¯N
=
∑
~n,i
[
c∗i (~n)ci(~n+ 0ˆ)
]
+
∑
~n,i
[(−1 + (mN − µ)αt +X) c
∗
i (~n)ci(~n)]
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
(33)
where
X = 6h, (34)
then
SN¯N =
∑
~n,i
[
e(mN−µ)αtc∗i (~n)c
′
i(~n + 0ˆ)
]
−
∑
~n,i
[
c∗i (~n)e
−Xc′i(~n)
]
− h
∑
~n,lˆs,i
[
c∗i (~n)c
′
i(~n+ lˆs) + c
∗
i (~n)c
′
i(~n− lˆs)
]
. (35)
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In momentum space we have
SN¯N =
∑
~k,i
c˜∗i (−~k)c˜
′
i(
~k)

e−ik∗0+(mN−µ)αt − e−6h − 2h∑
lˆs
cos(k∗ls)

 . (36)
We now have the free neutron correlation function on the lattice,∫
Dc′Dc∗c′i(~n)c
∗
i (0) exp [−SN¯N ]∫
Dc′Dc∗ exp [−SN¯N ]
=
1
LtL3
∑
~k
e−i
~k∗·~nDN(~k), (37)
(no sum over i) where the free neutron propagator is
DN (~k) =
1
e−ik∗0+(mN−µ)αt − e−6h − 2h
∑
lˆs
cos(k∗ls)
. (38)
VI. NEUTRON CORRELATION FUNCTIONS
At nonzero time step there are some subtleties going from the correlation functions in
the operator formalism to correlation functions in the path integral formalism. We have
Z = Tr [exp(−αtH)... exp(−αtH) exp(−αtH)]
= Tr
[
: fLt−1(a
†, a) : · · · : f1(a
†, a) :: f0(a
†, a) :
]
(39)
where the total number of time steps is Lt and each of the fj ’s are the same,
: fj(a
†, a) := exp(−αtH) +O(h). (40)
Suppose we wish to calculate
Tr
[
uLt−1(a)vLt−1(a
†) : fLt−1 : · · ·u1(a)v1(a
†) : f1 : u0(a)v0(a
†) : f0 :
]
. (41)
This can be rewritten as
Tr
[
: vLt−1(a
†)fLt−1uLt−2(a) : · · · : v1(a
†)f1u0(a) :: v0(a
†)f0uLt−1(a) :
]
. (42)
In the path integral formalism this is equivalent to∫
DcDc∗F (c, c∗) exp[−S] (43)
where
F (c, c∗) = vLt−1(c
∗
Lt−1)uLt−2(cLt−1) · · · v0(c
∗
0)uLt−1(c0). (44)
We note that vj is a function of c
∗
j whereas uj is a function of c
∗
j+1.
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VII. FREE NEUTRAL PION
The lattice action for a free neutral pion is
Sππ = ((
m2pi
2
+ 3)αt + α
−1
t )
∑
~n
π(~n)π(~n)−
∑
~n,lˆ
[
elπ(~n)π(~n+ lˆ)
]
(45)
where
(e0, e1, e2, e3) = (α
−1
t , αt, αt, αt). (46)
In momentum space the action is
Sππ =
∑
~n
π(−~k)π(~k)

(m2pi
2
+ 3)αt + α
−1
t −
∑
lˆ
el cos(k∗l)

 (47)
and so ∫
Dππ(~n)π(0) exp [−Sππ]∫
Dπ exp [−Sππ]
=
1
LtL3
∑
~k
e−i
~k∗·~nDπ(~k), (48)
where free neutral pion propagator is
Dπ(~k) =
1
2
[
(m
2
pi
2
+ 3)αt + α
−1
t −
∑
lˆ el cos(k∗l)
] . (49)
In this first exploratory study we are not concerned with the issue of exact chiral symmetry
on the lattice and therefore will neglect the Haar measure. This aspect of exact chiral
symmetry will be investigated in a future study along with the inclusion of charged nucleons
and pions.
VIII. NEUTRAL PION-NEUTRON COUPLING
In the continuum the pion-nucleon coupling makes a contribution to the integrand of the
partition function of the form
exp
[
− gA
Fpi
∫
d4x D−1N¯ [τa(~σ · ~∇πa)]N
]
, (50)
where ~σ = (σ1, σ2, σ3) are Pauli matrices for spin, τa = (τ1, τ2, τ3) are Pauli matrices for
isospin,
D = 1 + ~π
2
F 2pi
, (51)
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and F physπ ≈ 183 MeV is the pion decay constant,
〈0| jµ5a |πb(p)〉 = iδab
Fpi
2
pµ. (52)
We keep only the term involving the neutral pion and neutron,
exp
[
gA
Fpi
∫
d4x
(
c∗i~σijcj · ~∇π0
)]
. (53)
The simplest lattice discretization of this interaction term is
exp [−SπN¯N ] (54)
where
Ssimple
πN¯N
= −gAαt
2Fpi
∑
~n
[[
c∗↑(~n)c↑(~n)− c
∗
↓(~n)c↓(~n)
]
∆±3 π0(~n)
]
− gAαt
2Fpi
∑
~n
[
c∗↑(~n)c↓(~n)
[
∆±1 π0(~n)− i∆
±
2 π0(~n)
]]
− gAαt
2Fpi
∑
~n
[
c∗↓(~n)c↑(~n)
[
∆±1 π0(~n) + i∆
±
2 π0(~n)
]]
. (55)
and
∆±l π0(~n) = π0(~n+ lˆ)− π0(~n− lˆ). (56)
We now use a temporally-improved discretization. We can write the simple lattice action
for the free neutron with pion-neutron coupling as
Ssimple
N¯N
+ Ssimple
πN¯N
=
∑
~n,i
c∗i (~n)ci(~n + 0ˆ)
+
∑
~n,i,j
c∗i (~n) ([−1 + (mN − µ)αt]δij +Xij(~n)) cj(~n)
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
(57)
with Xij(~n) given by the matrix
 6h− gAαt2Fpi ∆±3 π0(~n) −gAαt2Fpi (∆±1 − i∆±2 )π0(~n)
−gAαt
2Fpi
(
∆±1 + i∆
±
2
)
π0(~n) 6h+
gAαt
2Fpi
∆±3 π0(~n)

 (58)
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Then our temporally-improved action is
SN¯N+πN¯N =
∑
~n,i
e(mN−µ)αtc∗i (~n)c
′
i(~n+ 0ˆ)
−
∑
~n,i,j
c∗i (~n)
(
e−X(~n)
)
ij
c′j(~n)
− h
∑
~n,lˆs,i
[
c∗i (~n)c
′
i(~n+ lˆs) + c
∗
i (~n)c
′
i(~n− lˆs)
]
. (59)
IX. NEUTRON CONTACT TERM
The neutron contact term has the form
HN¯NN¯N = C
∑
~n,i
a†↑(~n)a↑(~n)a
†
↓(~n)a↓(~n). (60)
We can rewrite the contribution at lattice site ~n to the partition function using a discrete
Hubbard-Stratonovich transformation [31]. For C ≤ 0,
exp(−Cαta
†
↑(~n)a↑(~n)a
†
↓(~n)a↓(~n))
= 1
2
∑
s(~n)=±1
exp
[
−(Cαt
2
+ λs(~n))(a†↑(~n)a↑(~n) + a
†
↓(~n)a↓(~n)− 1)
]
, (61)
where
cosh λ = exp(−Cαt
2
). (62)
Since
eλ + e−λ = 2 exp(−Cαt
2
), (63)
we can write
λ = ln
[
exp(−Cαt
2
) +
√
exp(−Cαt)− 1
]
. (64)
The simplest lattice discretization gives a contribution to action,
−Cβ
2
L3 + Sss + S
simple
sN¯N
(65)
where
Sss = −
∑
~n
λs(~n) (66)
and
Ssimple
sN¯N
=
∑
~n
[
(Cαt
2
+ λs(~n))(c∗↑(~n)c↑(~n) + c
∗
↓(~n)c↓(~n))
]
. (67)
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However this actually gives a result that is inconsistent with the Hamiltonian operator
form in (61) in limit αt → 0. The problem is somewhat subtle and has not been given
much attention in the literature. The point is that operator ordering at O(λ2) cannot be
ignored since λ2 ∼ O(αt). We will deal with this in the same way that we constructed the
temporally-improved action for the free neutron and the pion-neutron coupling. We write
Ssimple
N¯N
+ Ssimple
πN¯N
+ Ssimple
sN¯N
=
∑
~n,i
c∗i (~n)ci(~n+ 0ˆ)
+
∑
~n,i,j
c∗i (~n) ([−1 + (mN − µ)αt]δij +Xij(~n)) cj(~n)
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
(68)
with Xij(~n) equal to
 6h− gAαt2Fpi ∆±3 π0(~n) + Cαt2 + λs(~n) −gAαt2Fpi (∆±1 − i∆±2 ) π0(~n)
−gAαt
2Fpi
(
∆±1 + i∆
±
2
)
π0(~n) 6h+
gAαt
2Fpi
∆±3 π0(~n) +
Cαt
2
+ λs(~n)

 (69)
then
SN¯N+πN¯N+sN¯N =
∑
~n,i
e(mN−µ)αtc∗i (~n)c
′
i(~n+ 0ˆ)
−
∑
~n,i,j
c∗i (~n)
(
e−X(~n)
)
ij
c′j(~n)
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
. (70)
X. ONE-LOOP NEUTRON SELF-ENERGY
In the next few sections we calculate several lattice Feynman diagrams. These calcula-
tions will serve as a check that our non-perturbative simulation is functioning properly in
the small coupling limit gA → 0, C → 0. It will also give us a reference point to measure
how non-perturbative the interactions are at physical values for gA and C and for various
densities.
At O(g2A) we have a contribution to the neutron self-energy due to a neutral pion and
neutron intermediate state as shown in Fig. 3. If we write the pion-interaction interaction
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FIG. 3: Neutron self-energy due to a neutral pion and neutron intermediate states.
k, i k, i

p
FIG. 4: Neutron self-energy due to the pipiN¯N interaction in the temporally-improved action.
term to order O(gA) in momentum space, we have a contribution to the action of the form
igAαte
−6h
Fpi
√
L3Lt
∑
~k,~p
[
c˜∗↑(−~k − ~p)c˜
′
↑(~k)− c˜
∗
↓(−~k − ~p)c˜
′
↓(~k)
]
π0(~p) sin(p∗3)
+ igAαte
−6h
Fpi
√
L3Lt
∑
~k,~p
[
c˜∗↑(−~k − ~p)c˜
′
↓(~k)
]
π0(~p) [sin(p∗1)− i sin(p∗2)]
+ igAαte
−6h
Fpi
√
L3Lt
∑
~k,~p
[
c˜∗↓(−~k − ~p)c˜
′
↑(~k)
]
π0(~p) [sin(p∗1) + i sin(p∗2)] . (71)
Then the diagram in Fig. 3 leads to a contribution to the self-energy that goes as
Σ
(g2
A
)
N (
~k) =
g2
A
α2
t
e−12h
F 2piL
3Lt
∑
~p
Dπ(~p)DN(~k + ~p)
[
sin2(p∗1) + sin
2(p∗2) + sin
2(p∗3)
]
. (72)
Our temporally-improved action has a ππN¯N interaction of the form
S = ...−
g2
A
α2
t
8F 2pi
e−6h
∑
~n,lˆs,i
c∗i (~n)c
′
i(~n)(∆
±
ls
π0(n))
2, (73)
which gives rise to the diagram in Fig. 4. We get an additional contribution to the self-
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FIG. 5: Neutron self-energy due to the contact interaction.
energy,
Σ
(g2
A
)
N (
~k) = · · ·+
g2
A
α2
t
8F 2pi
e−6hX, (74)
where
X =
4
LtL3
∑
~p
Dπ(~p)
[
sin2(p∗1) + sin
2(p∗2) + sin
2(p∗3)
]
. (75)
At O(C) we have the one-loop diagram shown in Fig. 5. If the vertex is located at lattice
site ~n we can isolate the relevant lowest-order interaction in the path integral starting from
1
2
∑
s(~n)=±1
e(Cαt/2+λs(~n)) exp

e−6h (e−(Cαt/2+λs(~n)) − 1)

 c∗↑(~n)c′↑(~n)
+c∗↓(~n)c
′
↓(~n)



 . (76)
Expanding the exponential we get
1
2
∑
s(~n)=±1
e(Cαt/2+λs(~n))


1 + e−6h
(
e−(Cαt/2+λs(~n)) − 1
) c∗↑(~n)c′↑(~n)
+c∗↓(~n)c
′
↓(~n)


+e−12h
(
e−(Cαt/2+λs(~n)) − 1
)2
c∗↑(~n)c
′
↑(~n)c
∗
↓(~n)c
′
↓(~n)


. (77)
We find that
1
2
∑
s(~n)=±1
e(Cαt/2+λs(~n))
(
e−(Cαt/2+λs(~n)) − 1
)
= 0 (78)
and
1
2
∑
s(~n)=±1
e(Cαt/2+λs(~n))
(
e−(Cαt/2+λs(~n)) − 1
)2
= e−Cαt − 1. (79)
So to lowest order we can write the interaction as
e−12h
(
e−Cαt − 1
)
c∗↑(~n)c
′
↑(~n)c
∗
↓(~n)c
′
↓(~n). (80)
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k → k→
p, i
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FIG. 6: Pion self-energy due to neutron-neutron hole intermediate states.
Therefore the contribution to the self-energy is
Σ
(C)
N (
~k) = e−12h(e−Cαt − 1)Y, (81)
where
Y =
∫
Dc′Dc∗c∗i (0)c
′
i(0) exp [−SN¯N ]∫
Dc′Dc∗ exp [−SN¯N ]
(no sum over i)
= −
1
LtL3
∑
~k
DN(~k). (82)
This self-energy term is proportional to Y , which in turn is proportional to the neutron
density with an O(αt) time discretization correction.
XI. ONE-LOOP PION SELF-ENERGY
At O(g2A) we have a contribution to the pion self-energy due to a neutron and neutron-hole
intermediate state as shown in Fig. 6. The contribution to the self-energy is
Σ
(g2
A
)
π (~k) = −
2g2
A
α2
t
e−12h
F 2piL
3Lt
∑
~p
DN(~p)DN(~k + ~p)
[
sin2(k∗1) + sin
2(k∗2) + sin
2(k∗3)
]
, (83)
Our temporally-improved action has a term of the form
S = · · · −
g2
A
α2
t
8F 2pi
e−6h
∑
~n,lˆs,i
c∗i (~n)c
′
i(~n)(∆
±
ls
π0(n))
2. (84)
This leads to the diagram in Fig. 7 and gives an additional contribution
Σ
(g2
A
)
π (~k) = · · ·+
2g2
A
α2
t
F 2pi
e−6hY
[
sin2(k∗1) + sin
2(k∗2) + sin
2(k∗3)
]
. (85)
19
k → k →
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FIG. 7: Pion self-energy due to the pipiNN¯ interaction in the temporally-improved action.

←k
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FIG. 8: Two loop connected bubble diagram at O(g2A).
XII. TWO-LOOP AVERAGE ENERGY
We will calculate the shift in the average energy by computing
−
∂
∂β
ln
[
Z(g2A, C)
Z(0, 0)
]
. (86)
The logarithm of the full partition function is the sum of the connected diagrams. At O(g2A)
we get a contribution from the connected bubble diagram shown in Fig. 8.
The amplitude for this bubble can be obtained in a straightforward manner from either
(72) or (83):
−
g2
A
α2
t
e−12h
F 2piL
3Lt
∑
~p,~k
DN(~p)DN(~k + ~p)Dπ(~k)
[
sin2(k∗1) + sin
2(k∗2) + sin
2(k∗3)
]
. (87)
In our temporally-improved action the term
S = ...−
g2
A
α2
t
8F 2pi
e−6h
∑
~n,lˆs,i
c∗i (~n)c
′
i(~n)(∆
±
ls
π0(n))
2. (88)
produces the diagram shown in Fig. 9. The amplitude for this process can be computed
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k, i
p
FIG. 9: Two loop connected bubble due to a pipiN¯N interaction in the temporally-improved action
at O(g2A).
k, i
p, j
FIG. 10: Two loop connected bubble at O(C).
from either (74) or (85) and is
g2
A
α2
t
F 2pi
e−6hY
∑
~k
Dπ(~k)
[
sin2(k∗1) + sin
2(k∗2) + sin
2(k∗3)
]
=
g2
A
α2
t
L3Lt
4F 2pi
e−6hXY. (89)
At O(C) we have the connected bubble diagram shown in Fig. 10. If the vertex is located
at lattice site ~n the lowest order interaction is
e−12h
(
e−Cαt − 1
)
c∗↑(~n)c
′
↑(~n)c
∗
↓(~n)c
′
↓(~n). (90)
Summing over all sites, we find that the connected bubble in Fig. 10 has the amplitude
L3Lte
−12h(e−Cαt − 1)Y 2. (91)
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XIII. AVERAGE ENERGY FROM SIMULATIONS
The average energy can be computed by taking − ∂
∂β
lnZ and then adding µA to the
result, where A is the average number of nucleons. The partition function is given by
Z(β) ∝ e−2(mN−µ)βL
3
e
Cβ
2
L3
∫
DπDsDc′Dc∗ exp [−SN¯N+πN¯N+sN¯N − Sππ − Sss] . (92)
It is convenient to define a new partition function Z ′ with normalization,
Z ′(β) =
∫
DπDsDc′Dc∗ exp [−SN¯N+πN¯N+sN¯N − Sππ − Sss] . (93)
Z ′ is what we actually compute in the simulation. Then
−
∂
∂β
lnZ = −
∂
∂β
lnZ ′ + 2(mN − µ)L
3 − C
2
L3. (94)
After computing − ∂
∂β
lnZ we subtract out the value for − ∂
∂β
lnZ at the same β but zero
neutron density. In our theory we have not included pion self-interactions. Therefore in
the absence of neutrons we can calculate − ∂
∂β
lnZ for free pions exactly. If we later decide
to include pion self-interactions then a separate simulation with only pions will be needed
for this calculation.
At zero neutron density and free neutral pions, the lattice path integral gives
Z ′ ∝
[
det
(
(Sππ)ij
)]−1/2
(95)
where (Sππ)ij are the coefficients of the quadratic form in the pion action Sππ. We find
−
∂
∂β
ln
[[
det
(
(Sππ)ij
)]−1/2]
= 1
2
∂
∂β
∑
~k
ln

(m2pi
2
+ 3)αt + α
−1
t −
∑
lˆ
el cos(k∗l)

 . (96)
This quantity is the pion contribution to − ∂
∂β
lnZ ′. This is not exactly what one might
define as the pion contribution to the energy, though it is closely related. To calculate the
pion contribution to the energy, one also needs to add
1
2
L3Lt
∂
∂β
ln(αt) =
1
2
L3Ltβ
−1, (97)
which arises from an additional factor of[
1√
αt
]L3Lt
(98)
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in the partition function. This factor is due to the conjugate momenta integrations going
from the Hamiltonian formalism to the path integral formalism,∫
dp 〈qn+1| exp
[
∆T
2
∂2
∂2q
]
|p〉 〈p| qn〉 ∝
∫
dp exp
[
−∆T
2
p2 + ip(qn+1 − qn)
]
∝ 1√
∆T
exp
[
− 1
2∆T
(qn+1 − qn)
2
]
. (99)
After we calculate − ∂
∂β
lnZ, we can compute the average energy per nucleon using
E
A
= −
1
A
∂
∂β
lnZ + µ. (100)
In the simulations Lt is kept fixed, and αt is varied in order to compute
∂
∂β
.
XIV. WEAK COUPLING RESULTS
In this section we check that the results of our numerical simulations at weak coupling
agree with our results from perturbation theory. For the neutrons we define the temporal
two-point correlation functions,
〈
a nt←→a
†〉 ≡ Z−1Tr [exp(−(β − ntαt)H)a↑(nt, 0, 0, 0) exp(−ntαtH)a†↑(0, 0, 0, 0)] (101)
and spatially separated correlation functions in the x direction
〈
a ns←→a
†〉 ≡ Z−1Tr [exp(−βH)a↑(0, ns, 0, 0)a†↑(0, 0, 0, 0)] . (102)
The results are exactly the same in the y and z directions. Similarly for the neutral pion,
we define the temporal and spatial correlation functions
〈
π nt←→π
〉
≡ Z−1Tr [exp(−(β − ntαt)H)π(nt, 0, 0, 0) exp(−ntαtH)π(0, 0, 0, 0)] , (103)
〈
π ns←→π
〉
≡ Z−1Tr [exp(−βH)π(0, ns, 0, 0)π(0, 0, 0, 0)] . (104)
At weak coupling we compare the temporal and spatial correlation functions for the
neutron and pion as well as the energy per neutron, E/A. We use the parameters a−1 = 150
MeV, β = 2.0, L = 3, Lt = 3, m
phys
N = 939 MeV, and m
phys
π = 135 MeV, µ = mN − 0.1. We
first take gA = 0 and C = −0.135. In Tables 1a and 1b we show the results for the free
neutron correlation functions, the one-loop results using the self-energy correction given in
(81), and the results of our Monte Carlo simulation.
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Table 1a:
〈
a nt←→a
†〉 for gA = 0, C = −0.135
nt 0 1 2
Free 0.7568 0.5027 0.3444
One-loop 0.7453 0.5059 0.3537
Simulation 0.7447(2) 0.5057(3) 0.3537(3)
Table 1b:
〈
a ns←→a
†〉 for gA = 0, C = −0.135
ns 1
Free −0.03903
One-loop −0.03940
Simulation −0.03936(2)
In Table 1c we show the free neutron value for the energy per neutron, the two-loop corrected
value using (91), and the result of the simulation.
Table 1c: E/A for gA = 0, C = −0.135
Free 6.665
One-loop 6.653
Simulation 6.652(1)
There is no correction to the free pion correlation function when gA = 0. We see that all
the simulation results match the loop calculations for gA = 0 and small C.
For C = 0 and small gA there are two sets of diagrams which we would like to separately
compare with simulation results. The temporally-improved neutron action has the form
SN¯N+πN¯N =
∑
~n,i
e(mN−µ)αtc∗i (~n)c
′
i(~n+ 0ˆ)
−
∑
~n,i,j
c∗i (~n)
(
e−X(~n)
)
ij
c′j(~n)
− h
∑
~n,lˆs,i
[
c∗i (~n)ci(~n+ lˆs) + c
∗
i (~n)ci(~n− lˆs)
]
(105)
where Xij(~n) 
 6h− gAαt2Fpi ∆±3 π0(~n) −gAαt2Fpi (∆±1 − i∆±2 ) π0(~n)
−gAαt
2Fpi
(
∆±1 + i∆
±
2
)
π0(~n) 6h+
gAαt
2Fpi
∆±3 π0(~n)

 . (106)
The one-loop corrected neutron correlator gets a contribution from both (72) and (74); the
one-loop corrected pion correlator uses (83) and (85); and the one-loop corrected energy per
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neutron has terms (87) and (89). The comparisons with simulation results for gA = 0.750,
C = 0, are shown in Tables 2a-e and are labelled by ‘exp’, which stands for the exponential
form used in the temporally-improved action.
We will also remove the temporally-improved diagrams which gave us the contributions
(74), (85), and (89). We do this by replacing the term in the action
−
∑
~n,i,j
c∗i (~n)
(
e−X(~n)
)
ij
c′j(~n) (107)
by ∑
~n,i,j
c∗i (~n)Mij(~n)c
′
j(~n), (108)
where Mij(~n) is
exp(−6h)

 −1− gAαt2Fpi ∆±3 π0(~n) −gAαt2Fpi (∆±1 − i∆±2 ) π0(~n)
−gAαt
2Fpi
(
∆±1 + i∆
±
2
)
π0(~n) −1 +
gAαt
2Fpi
∆±3 π0(~n)

 . (109)
The comparisons with simulation results for this linearized action are also shown in Tables
2a-e and are labelled by ‘lin’.
Table 2a:
〈
a nt←→a
†〉 for gA = 0.750, C = 0
nt 0 1 2
Free 0.7568 0.5027 0.3444
One-loop (lin) 0.7586 0.4978 0.3400
Simulation (lin) 0.7585(1) 0.4974(1) 0.3399(1)
One-loop (exp) 0.7496 0.5005 0.3475
Simulation (exp) 0.7494(1) 0.5000(1) 0.3472(1)
Table 2b:
〈
a ns←→a
†〉 for gA = 0.750, C = 0
ns 1
Free −0.03903
One-loop (lin) −0.03859
Simulation (lin) −0.03856(1)
One-loop (exp) −0.03890
Simulation (exp) −0.03886(1)
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Table 2c:
〈
π nt←→π
〉
for gA = 0.750, C = 0
nt 0 1
Free 0.1764 0.0615
One-loop (lin) 0.1780 0.0644
Simulation (lin) 0.1780(3) 0.0643(3)
One-loop (exp) 0.1810 0.0660
Simulation (exp) 0.1809(2) 0.0659(2)
Table 2d:
〈
π ns←→π
〉
for gA = 0.750, C = 0
ns 1
Free 0.0364
One-loop (lin) 0.0366
Simulation (lin) 0.0364(2)
One-loop (exp) 0.0367
Simulation (exp) 0.0365(2)
Table 2e: E/A for gA = 0.750, C = 0
Free 6.665
One-loop (lin) 6.673
Simulation (lin) 6.672(1)
One-loop (exp) 6.640
Simulation (exp) 6.638(1)
We see that all the simulation results match the loop calculations for C = 0 and small gA.
XV. RENORMALIZATION OF COEFFICIENTS
We now discuss the renormalization of operator coefficients in our lowest order effective
Lagrangian. At zero temperature and µ < mN , the pion self-energy vanishes since there are
no neutron holes. Thus there is no renormalization for the pion wavefunction and mass.
In the Weinberg counting scheme, the neutron self-energy at zero temperature and µ <
mN gets a contribution from diagrams such as the one shown in Fig. 3. This is the lowest
order diagram and comes at chiral order ν = 3. Since we require cutoff independence, the
counterterm diagrams must also be at order ν = 3. Since this is a small correction, we
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FIG. 11: One-loop correction to the one-particle irreducible piN¯N vertex.
will ignore wavefunction and kinetic energy renormalization for the neutron in the present
study. Although the mass counterterm is also small, we will take some extra care with
this one since we are interested in precise measurements of the energy per neutron. In the
non-relativistic formalism the mass counterterm can be regarded as a shift in the definition
of the chemical potential. Its purpose is to eliminate cutoff dependence in loop diagrams,
but we will also use it to absorb residual effects due to the finite temporal spacing,
αt =
at
a
> 0. (110)
We will refer to the mass counterterm as ∆mN . In the limit of zero neutron density, the
neutrons behave as free particles. We can therefore calculate ∆mN in that limit. From
a theoretical point of view it would be nice to measure the average energy at both zero
density and zero temperature. Computationally, however, it is more practical to make the
measurement at non-zero temperature.
At zero temperature and µ < mN , the one-loop contribution to the one-particle irre-
ducible πN¯N vertex is shown in Fig. 11. This process is also at chiral order ν = 3. Since
this is a small correction we will also ignore renormalization of the πN¯N coefficient and set
its value to equal the physically measured value,
gA ≈ 1.25. (111)
At zero temperature and µ < mN , the lowest order contribution to the NN scattering
Green’s function is due to iterating the lowest order two-particle irreducible diagrams. The
lowest order two-particle irreducible diagrams are shown in Figs. 12 and 13. When there is
a bound state or the scattering length is very large compared to other relevant scales, the
two-particle irreducible kernel must be iterated and summed to all orders. The result is
that the NN scattering Green’s function has a cutoff dependence that cannot be regarded
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FIG. 12: Two-particle irreducible one pion exchange diagram.
FIG. 13: Two-particle irreducible contact diagram.
as a small correction. We will therefore need a non-perturbative calculation of the N¯NN¯N
contact interaction counterterm. We will use the Schro¨dinger equation on the lattice to
deal with this problem, and we describe the procedure in the next section.
XVI. LATTICE SCHRO¨DINGER EQUATION AND PHASE SHIFTS
We adjust C, the coefficient of the N¯NN¯N contact interaction, so that the NN s-wave
scattering length matches the experimental value (see for example [32]). In order to calculate
the phase shifts, we will solve the lattice Schro¨dinger equation for the two-neutron system
and observe the asymptotic form of the scattering wavefunctions. The first step will be to
construct the potential between two neutrons.
Let |0〉 be the free non-interacting vacuum. The two-neutron state with zero total spatial
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momentum, zero total intrinsic spin, and spatial separation ~ns can be constructed as
|~ns〉 =
1√
2L3
∑
m
[
a†↑(~ns + ~ms)a
†
↓(~ms)− a
†
↓(~ns + ~ms)a
†
↑(~ms)
]
|0〉 . (112)
We let V2N be the lowest-order potential in the Weinberg counting scheme between two-
neutron states with zero total spatial momentum, zero total intrinsic spin, and spatial sep-
aration ~ns. Using the fact that
∑
~n′s,~n
′′
s
〈~ns| : a
†
i′′(~n
′′
s)σ
l′′s
i′′j′′aj′′(~n
′′
s)a
†
i′(~n
′
s)σ
l′s
i′j′aj′(~n
′
s) : |~ns〉 = −2δl′s,l′′s 〈~ns |~ns〉 , (113)
we have
V2N (~ns) =
g2A
2F 2πL
3
∑
~ks
e−i~ns·~ks∗
∑
ls
sin2(ks∗)ls
m2pi
2
+ 3−
∑
ls
cos(ks∗)ls
+ Cδ~ns,0. (114)
After obtaining V2N we can construct a matrix representation for the Hamiltonian in the
two-neutron sector and solve the time-independent lattice Schro¨dinger equation. At this
stage one could implement Lu¨scher’s formula for the measuring phase shifts in a cubical
periodic box [33][34]. However in our case we can construct the eigenvectors explicitly
using Lanczos iteration, and so we find it more straightforward and accurate to read the
phaseshifts directly from the asymptotic forms of the s-wave scattering states. Since we
are working in a periodic box it is important to measure the phase shifts far away from the
center of the potential and all its translations in the periodic box, as shown in Fig. 14.
Before using this technique for our actual neutron system, we first test our technique for
hard sphere scattering where the exact result for the s-wave phase shifts is well known. If
the spheres have radii r/2 (therefore the centers of the spheres are separated by r) then the
s-wave phase shift has the form
δ0 = −kr, (115)
where k is the momentum. The momentum k for a given scattering state can be determined
from the energy and the free particle non-relativistic dispersion relation. In Table 3 we show
results for the s-wave phase shift δ0 at inverse lattice spacing a
−1 = 150 MeV, with particle
masses set at mN and a lattice volume of 20
3. We use several radii r and show comparisons
with the exact continuum result −kr. The results suggest that our lattice Schro¨dinger
technique seems to be functioning properly.
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FIG. 14: Measuring s-wave phase shifts from the asymptotic form of scattering states in a periodic
box of length L. The center of the potential is at x = 0 and x = L
Table 3: Hard sphere scattering phase shifts
r k δ0 −kr
4.5 0.117 −0.56 −0.53
5.5 0.147 −0.85 −0.81
6.5 0.179 −1.20 −1.16
We now use the lattice Schro¨dinger technique to tune the coupling C to reproduce the
large scattering length that is observed in nature. In Table 4 we show the best fit values
for Cphys for several different lattice spacings.
Table 4: Cphys for different lattice spacings
a−1 Cphys
150 MeV −4.0 · 10−5 MeV−2
200 MeV −3.4 · 10−5 MeV−2
250 MeV −3.1 · 10−5 MeV−2
300 MeV −2.9 · 10−5 MeV−2
We can compare this with the pionless case where the only interaction is the contact interac-
tion. In this case we need only sum bubble diagrams and that gives the relation Cphys ∝ a.
The pionless calculation on the lattice has been discussed in [35].
30
XVII. ZONE DETERMINANT METHOD
It can be shown that fermions at inverse temperature β with spatial hopping parameter
h′ have a localization length [36] of
l ∼
√
βh′. (116)
This idea was used in [37] to generate an algorithm called the zone determinant method to
speed up the calculation of determinants using LU decomposition in nuclear lattice simula-
tions.
The technique is relatively simple to describe. Let M be the neutron matrix, in general
an n×n complex matrix. We partition the lattice spatially into separate zones such that the
length of each zone is larger than the localization length l. Since most neutron worldlines
do not cross the zone boundaries, they would not be affected if we set the zone boundary
hopping terms to zero. Hence we anticipate that the determinant ofM can be approximated
by the product of the submatrix determinants for each spatial zone.
Let us partition the lattice into spatial zones labelled by index j. Let {Pj} be a complete
set of matrix projection operators that project onto the lattice sites within spatial zone j.
We can write
M =
∑
i,j
PjMPi = M0 +ME , (117)
where
M0 =
∑
i
PiMPi, (118)
ME =
∑
i 6=j
PjMPi. (119)
If the zones can be sorted into even and odd sets so that
PjMPi = 0 (120)
whenever i is even and j is odd or vice-versa, then we say that the zone partitioning is
bipartite. We now have
det(M) = det(M0) det(1 +M
−1
0 ME)
= det(M0) exp(Tr(log(1 +M
−1
0 ME))). (121)
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Using an expansion for the logarithm, we have
det(M) = det(M0) exp
( ∞∑
p=1
(−1)p−1
p
Tr((M−10 ME)
p)
)
. (122)
Let us define
∆m = det(M0) exp
(
m∑
p=1
(−1)p−1
p
Tr((M−10 ME)
p)
)
. (123)
Let λk(M
−1
0 ME) be the eigenvalues of M
−1
0 ME and R be the spectral radius,
R = max
k=1,...,n
(
∣∣λk(M−10 ME)∣∣). (124)
It has been shown [38] that for R < 1,
|det(M)−∆m|
|∆m|
≤ cRmecR
m
, (125)
where
c = −n log(1− R). (126)
The spectral radius R determines the convergence of our expansion. R can be reduced by
increasing the size of the spatial zone relative to the localization length l. In the special
case where the zone partitioning is bipartite, we note that for any odd p,
Tr((M−10 ME)
p) = 0. (127)
In that case
∆2m+1 = ∆2m. (128)
In the simulations presented in this article we use the zone determinant method to calcu-
late neutron matrix determinants. We use the second order approximation ∆2 with zones of
the smallest possible size, a single spatial point ([1,1,1] in the notation of [37]). An estimate
of the approximation error is discussed along with each measurement in the results section.
XVIII. RESULTS
We have generated simulation results for a−1 = 150 MeV; αt = ata = 1.0; temperatures
T phys = 25.0 MeV and 37.5 MeV; and lattice sizes 33, 44, and 55. Half-filling at this lattice
spacing occurs at
ρ
ρN
= 2.64, (129)
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FIG. 15: Energy per nucleon in MeV for temperatures 25 MeV and 37.5 MeV and different lattice
volumes.
where ρphysN is the normal nuclear density of about 0.17 nucleons per fm
3. The calculations
were performed using the zone determinant method using the second order approximation
∆2 with zones consisting of a single spatial point. By calculating the exact determinants of
some generated matrix configurations we estimate the systemic error for the zone expansion
to be about < 0.1% for T phys = 37.5 MeV and < 0.5% for T phys = 25.0 MeV.
We have dealt with the complex action by computing the phase as an observable,
〈O〉 =
∑
[n]O[n]e
−ReS[n]e−i ImS[n]∑
[n] e
−ReS[n]e−i ImS[n]
. (130)
For the various simulations presented here we found an average phase of about∑
[n] e
−ReS[n]e−i ImS[n]∑
[n] e
−ReS[n] ∼ 0.95− 1.00, (131)
and so this did not present a significant computational problem.
In Fig. 15 we show the energy per neutron as a function of neutron density. Our results
indicate a rather flat function for the energy per neutron as a function of density. For
comparison we show in Fig. 16 the energy per neutron for the free neutron for temperatures
T phys = 7.5, 15.0, 25.0, and 37.5 MeV.
In Figs. 17 and 18 we compare with results for free neutrons on the lattice and loop
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FIG. 16: Energy per nucleon in MeV for temperatures 7.5, 15, 25 and 37.5 MeV and lattice volume
43.
calculations for the physical values of gA and C. As is easily seen, the loop calculations are
not very close to the non-perturbative simulation results for the densities shown.
The flatness of our energy per neutron curves at these temperatures are intriguing and
hopefully will be checked by others in the near future. Our results appear to be consistent
with the neutron matter results of [16] at the same temperatures. Variational calculations
[39] and recent quantum Monte Carlo results from [2] observe a gradually flattening of the
energy per neutron curve with increasing density, though not as flat as the results we see.
The calculations in [2] however were performed at zero temperature and at lower densities.
We implemented a temporally-improved action in order to remove as much as possible
the dependence on αt =
at
a
, the ratio of the temporal lattice spacing to the spatial lattice
spacing. In Fig. 19 we show the dependence on αt for αt = 1.0, 0.667, 0.500. We see that
the dependence on αt is minimal.
We now look at how the energy per neutron changes as the interaction strength is varied.
According to Table 4, the physical value for Cphys at a−1 = 150 MeV is −4.0 · 10−5 MeV−2.
If we however take the coupling to be 50%, 100%, and 150% of the physical value we find
the results shown in Fig. 20.
In Figs. 21 and 22 we show density versus chemical potential and comparisons with the
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FIG. 17: Energy per neutron for temperature 37.5 MeV and comparisons with the free neutron
result on the lattice and loop calculations.
free neutron and loop calculations. We can see again that loop calculations are not close to
the simulation results. For fixed chemical potential, the simulation density is higher than
the loop-calculated density, which is in turn higher than the free neutron density.
If our effective field theory formalism is valid, we should be able to reproduce the same
results for different lattice spacings. There are however practical computational constraints
on a. The determinant zone expansion for fixed zone size and expansion order will break
down if the lattice spacing is too small. For a−1 = 200 MeV we estimate that the second
order approximation ∆2 with zones consisting of a single spatial point produces errors of size
roughly 3%. In Fig. 23 we compare the energy per neutron as measured for a−1 = 150 MeV
and a−1 = 200 MeV at temperature 37.5 MeV. The results are in rather good agreement.
In the future we hope to use larger zone sizes and do simulations at lattice spacings up to
a−1 = 300 MeV.
XIX. SUMMARY AND FUTURE DIRECTIONS
We have introduced a new approach to the study of nuclear and neutron matter which
combines chiral effective field theory and lattice methods. Nucleons and pions are treated on
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FIG. 18: Energy per neutron for temperature 25.0 MeV and comparisons with the free neutron
result on the lattice and loop calculations.
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FIG. 19: Dependence on αt for temperature 37.5 MeV.
the lattice as point particles and we are able to probe larger volumes, lower temperatures, and
greater nuclear densities than in lattice QCD. The low energy interactions of these particles
are governed by chiral effective field theory and operator coefficients are determined by
fitting to nucleon scattering data. Any dependence on the lattice spacing can be absorbed
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FIG. 21: Density versus chemical potential for temperature 37.5 MeV.
by the renormalization of operator coefficients. In this way we have a realistic simulation
of many-body nuclear phenomena with no free parameters, a systematic expansion, and a
clear theoretical connection to QCD. We have presented results for the energy per neutron
for hot neutron matter at temperatures 20 to 40 MeV and densities below twice nuclear
matter density.
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FIG. 22: Density versus chemical potential for temperature 25.0 MeV.
25
30
35
40
45
50
55
60
65
0 0.5 1 1.5 2
E
ph
ys
/A
 
-
 
m
N
ph
ys
 
(M
eV
)
ρ/ρN
Energy per neutron for Tphys = 37.5 MeV
Results for a-1 = 150 MeV, L = 3
Results for a-1 = 200 MeV, L = 4
FIG. 23: Comparison of the energy per neutron results for a−1 = 150 MeV and a−1 = 200 MeV at
temperature 37.5 MeV.
In conjunction with other members of the Nuclear Lattice Collaboration, we plan several
extensions, generalizations, and improvements upon this work. In the course of producing
data for this article, we have also generated a large amount of data for the neutral pion,
neutron, and pair density correlation functions. This data will be analyzed and presented in
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a forthcoming article. In the near future we also plan to study the pionless version of the same
neutron system. There has been a recent mean-field discussion of this model [40]. Without
pions, the phase will be completely eliminated from the matrix determinant. This is due to
the fact that the matrix is purely real, and in the Hubbard-Stratonovich formalism the up
and down spins appear in a way that the matrix determinant is the square of a real number.
We also plan to extend our studies to include neutrons, protons, neutral and charged pions,
and make use the recent progress in implementing exact non-linear representations of chiral
symmetry on the lattice [41][42][43][44].
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