The complex processes involved in the determination of the availability of power from renewable energy sources, such as wind power, impose great challenges in the forecasting processes carried out by transmission system operators (TSOs). Nowadays, many of these TSOs use operation planning tools that take into account the uncertainty of the wind-power. However, most of these methods typically require strict assumptions about the probabilistic behavior of the forecast error, and usually ignore the dynamic nature of the forecasting process.
Introduction and motivation
The incorporation of renewable sources in electricity production has unquestionable benefits; low operating costs, near zero emissions and stability of their prices, to mention a few of them. Nonetheless, and particular in the case of wind power, the high levels of variability and uncertainty involved impose new challenges, especially in the operational planning carry out by transmission system operators (TSOs) [1, 2] .
Generation planning is usually performed by solving the well-known Unit Commitment (UC) Problem [3] [4] [5] [6] . The UC is a fundamental problem that has been exhaustively studied from a practical and theoretical point of view. The UC optimizes the operational costs of the system during a specific period of time ensuring that the produced power will satisfy a given level of demand. Traditionally, the technical constraints considered in the optimization process are related to the operational limits of the generation units (such as minimum and maximum power capacity, up and down ramp rates, among others), transmission capacity of the system, and operational security constraints for the whole system. A critical issue when using wind energy from a UC perspective is having reliable models for short-term forecasting of wind-power (see [2, 7 , and the references therein]). Nowadays, many power systems with high levels of wind-power generation use UC planning approaches that take into account the inherent uncertainty due to wind-power forecasting (see, e.g., [8, 9] ).
Typically, forecasting errors are incorporated into the decision process by means of stochastic modeling techniques (e.g., [10, 11] ), or by rather simple approaches such as fixed intervals (e.g., [12] [13] [14] ). The premise of decision-makers is that forecasting error is unavoidable and it must be incorporated into the decision-making process, precisely in order to reduce its effect and find reliable and/or robust solutions.
The use of stochastic techniques usually yields the definition of a set of wind-power scenarios (see, e.g., [15, 16] ), whose probability of occurrence must be known a priori. This requires very strict, and possibly artificial assumptions about the stochastic behavior of the wind forecast error (see, e.g., [10, 8] ). On the one hand, an accurate representation of the possible outcomes requires to generate many scenarios, burdening the computational efficacy of such model; on the other hand, if a wrong scenario selection is done (which is likely to occur), the resulting solution lacks of practical value [17] . Moreover, in [18] , it is studied how the typical forecasting error models fail in representing its true behavior. The use of closed deterministic intervals for modeling wind-power uncertainty is becoming a common practice with the outburst of Robust Optimization [19, 12, 20, 21] . Deterministic means that no probability distribution is needed to characterize how the wind-power distributes within the interval. So, instead of optimizing a stochastic function, one is interested in optimizing a worst-case measure. Although this model avoids the need of assumptions regarding the stochasticity of the wind-power, it has some drawbacks. In order to capture all the possible outcomes of wind-power, one needs to define sufficiently wide intervals; in addition, the worst-case emphasis of the robust models leads to focus only on the midpoint or lower limit of the intervals, ignoring information contained in the whole interval. This behavior, that yields over-conservative solutions, has been somehow tackled by introducing the so-called uncertainty budget (see, e.g., [19, 21] ).
Contribution and paper outline
The main contribution of this paper is the development of a methodological framework for obtaining one-day ahead robust UC policies in power systems with wind-power penetration. The proposed framework is comprised by specially revised methods of forecasting, uncertainty modeling and mathematical optimization. As it will be shown with a real case study, the combination of these methods yield UC policies that perform reasonably well regardless the actual wind-power values.
The paper is organized as follows. In Section 2.1 the forecasting method proposed in this paper is presented; the obtained forecast data is then used in a scenario generation scheme which is presented in Section 2.2. In Section 2.3 a modeling approached based on the concept of budget of uncertainty is presented; in the same section, a Mixed Integer Linear Programming (MILP) model for the Two-Stage Robust UC problem (TSRUC) is formulated. The case study is described in Section 3. In Section 4 numerical results analyzing different aspects of the methodology are reported. Finally, conclusions and paths for future work are presented in Section 5.
Methodology
The methodological framework proposed in this paper is designed to generate one-day ahead Robust UC policies considering wind-power generation uncertainty. Such framework is composed by three elements: (i) a wind-power forecasting approach via bootstrapping, (ii) a technique for generating wind-power scenarios, and (iii) a two-stage robust optimization model. In Fig. 1 a block diagram of the proposed methodology is shown. As can be seen, the framework requires wind-power measurements as input, which will be first used for forecasting and then for defining the scenarios. These two phases of the methodology are referred to as Uncertainty Modeling phase, since it yields a scenario-based model of uncertain wind-power values. The generated scenarios are then introduced in the optimization model (TSRUC), whose constraints are given by the operational characteristics of the power system (e.g., generator capacities, generator ramps, power demand, etc.). The final result is a one-day ahead robust UC especially suitable for high levels of uncertainty.
In the following, each of the elements of the proposed approach will be described.
Wind-power forecast via bootstrapping
The core of the forecasting method is the use of the bootstrapping re-sample procedure proposed in [22] (and later used in different areas (see, e.g., [23, 24] )).
Suppose that it is required to forecast the wind-speed that will be observed, hourly, tomorrow (denoted as day D Ã ). Step 1 Given a series of wind speed data (e.g., of two days), which is assumed to be available, a time series model is fitted to it [25] . 1 A result of this is shown in Fig. 2 (a) between periods 0-48.
Step 2 The residuals of the model are then calculated, i.e., the differences between the real values (measurements) and those obtained from the fitted model.
Step 3 A bootstrap series using a recursion function (which is characterized by the time series parameters and the calculated residuals) is generated, and the linear estimates of the forecasting function are then calculated.
Step 4 A bootstrap future or forecast path (or series of values) is obtained for the next s periods using the estimators calculated in Step 3. An example of a 3 h path of forecast data is shown in Fig. 2 
(a).
Step 5 Repeat P times Steps 3 and 4. This is depicted in Fig. 2(b) , where the paths obtained for P ¼ 30 are shown.
Once the paths for the first s hours are obtained, the average value for each period using the P paths is calculated (see dark blue 2 line in Fig. 2(b) ), these values are ''concatenated'' to the real data (refreshment), and Steps 1-5 are performed again in order to obtained the P paths for the following s periods.
As result of applying this process consecutively for the 24 h of day D Ã , it is possible to obtain for each period, say t, an interval given by the maximum forecast value ws max t (for a given path p max 2 f1; . . . ; Pg) and the minimum forecast value ws min t (for a given path p min 2 f1; . . . ; Pg). Intuitively, due to the refreshment strategy, the interval ½ws (at the beginning of the a time-window) is expected to be narrower than the interval ½ws min ðtþsÞ ; ws max ðtþsÞ . This, because it is likely that the quality of the forecasting decreases, i.e., the magnitude of the residuals increases, between period t and period t þ s. This is shown in Fig. 3(a) , where a summary of the forecast values is shown for a complete day. It is clear how the induced interval (see gray lines) becomes wider along the periods between refreshment points.
Scenario generation
The forecasting strategy described before yields to intervals that are likely to contain the real wind-speed that will be realized. Once these intervals are calculated, the intervals can be transformed 1 For the considered data (see Section 4) an ARIMA model was used since it provided the best goodness-of-fit, which was measured by the AIC, ACF and FACF tests (see [25, for fruther details]). Note that different data sets might be characterized by different time series models. 2 For interpretation of color in Figs. 2 and 3 , the reader is referred to the web version of this article.
into wind power intervals ½q (by choosing a wind power generator) and they can be incorporated into the decision model by means, for example, of an interval-data-based robust approach (see, e.g., [20, 12] ), or by means of a single-point scenario-based (stochastic) method (see, e.g., [26, 17] ). The pros and cons of these alternatives are described in Section 1.
In this work, a scenario-based model of uncertainty that combines both uncertainty models mentioned above is proposed. In this novel model of uncertainty, a discrete set of scenarios is given, and each scenario is characterized by wind-speed intervals, one per period. In addition, no assumption is made with respect to the probability of occurrence of these scenarios nor the probability distribution of the values within the intervals. This model of uncertainty allows to cope two of the main drawbacks of the other two models: (i) intervals do not require to be too wide in order to capture the whole spectrum of values defined by the forecasting process, and (ii) only a reduced number of scenarios is enough to ensure that most of the possible realizations of values are sampled into the calculated scenarios.
The scenarios are generated as follows. After generating P bootstrapping paths (as described above), for each s periods, a pair of paths that enclose at least the 90% of the forecast values is taken. Such pairs define an area that is likely to contain the true value of wind-speed in the corresponding period. This is depicted in Fig. 3(a) , where these pairs are shown by red dashed lines and the true values are shown by dark blue points. Once these paths are calculated, a set of scenarios is defined; each of them characterized by one interval per period. These intervals have as midpoint the average value calculated considering the P bootstrapping estimations. The upper limits are randomly (and uniformly) taken between this average and the corresponding upper path; likewise, the lower limits are randomly (and uniformly) taken between this average and the corresponding lower path. In Fig. 3(b) an example of these interval-based scenarios is shown. In the figure four scenarios are depicted in green, blue, black and red, respectively. The dark blue points connected by dashed lines correspond to the aforementioned average values (and midpoint of the corresponding intervals). As one can see in this example (which corresponds to a day of the case study), only these four scenarios are enough to cover a broad spectrum of possible data realizations.
This process is applied to generate a discrete set X of scenarios; for a given scenario x 2 X; ½q xÀ t ; q xþ t corresponds to the uncertain interval (with midpoint q x t ) corresponding to the wind-power produced by a wind-power field of U generators at period t if scenario x is realized. Note that no assumption is made regarding the probabilistic distribution of wind-power, nor about the probabilistic distribution of the forecasting error. This element is crucial when compared with other forecasting and error characterization techniques.
As it will be shown in Section 2.3, the two-stage robust optimization approach exploits this model of uncertainty by hedging against data realizations that are either too optimistic (i.e., high wind-speed) or too pessimistic (i.e., low wind-speed). Clearly, such cases might be induced by scenarios where wind-power is at the upper or lower interval limits, respectively. In this way, it is not only ensured that a robust fulfillment of the operating constraints and power demand, but the system is also protected against large fluctuations of wind-power output, which might induce problems in the system operation due to the violation of ramp constraints.
Comparison with persistence model
Currently, the TSO of the power system we will consider as a study case uses as forecasting model the well-known Persistence model (PM) (also called naïve predictor, see [18] ). Intuitively speaking, the PM assumes that tomorrow (D Ã ) will happen what happened today. Although very simple, the PM is broadly used since it performs well for short prediction horizons (e.g., a few minutes or hours). Moreover, the PM is frequently used to compare the performance of newly proposed forecasting models. In Fig. 4 we show a schematic comparison between the PM and our scenario-based model. Real data of two days (D Ã À 1 corresponds to November 19th, and D Ã to November 20th) is shown with a black line; the PM used to forecast the wind speed of D Ã is shown by a green line, and the overlapped intervals (and the corresponding midpoints) resulting of generating five scenarios are shown in blue. From this graphic it is possible to see that model proposed in this paper is able, in most cases, of containing the true values within the corresponding intervals. As it will be shown later, the fact that true values are contained within the intervals enable the optimization model to provide, in average, more robust operation policies (in terms of their cost) than those provided by the PM.
An optimization model for the TSRUC
The third element of the methodology is modeling the Two-Stage Robust UC problem (TSRUC), using as input data the generated scenarios of the proposed uncertainty modeling phase.
Hedging against wind power fluctuation
So far, it has been presented a methodology to define a sound set of wind-speed scenarios that naturally embodies the uncertainty of wind-power. Now, it is necessary to develop a procedure to plug-in this information into the optimization framework. The method follows the idea of budget of uncertainty coined in [27] , and it is a revisited version of the method applied for the same problem in [12] .
Assume that day D Ã is divided into T periods (for example, 24
periods of 1 h each). Now, for a given scenario x 2 X, there is an interval ½q xÀ t ; q xþ t (with midpoint q x t ) for each period t 2 f1; . . . ; Tg. From the power generation point of view, a good data realization is such that the actual wind-power is q xþ t ; on the contrary, a bad one is q xÀ t .
Let C þ be maximum number of periods that the wind-power is at the upper limit, and let C À be minimum number of periods that the wind-power is at the lower limit.
then it is assumed that all wind-power values will be at the corre- enable the decision-maker to control the level of uncertainty so that the obtained solutions can be protected against scenarios with large fluctuations from the midpoints. Note that in [27] , and later in [12] , only one parameter C is considered, which in this context would correspond to C þ .
For better comprehension of the model, the following notation is needed: B, is the set of buses; K b , is the set of generators at bus b 2 B (K ¼ S b2B K b ); and X, is the set of scenarios
, be a vector of real-valued variables such that each element, q x bt , indicates the actual wind-power used at bus b in period t, if the scenario x is realized ðMWÞ. For simplicity, let
We define the auxiliary variables z þ 2 f0; 1g jBjÂjXjÂT and z À 2 f0; 1g jBjÂjXjÂT , such that the wind-power output at given bus b 2 B, at a given period t 2 f1; . . . ; Tg and for a given scenario x 2 X, is at its upper limit Therefore, the corresponding uncertainty set, for a given scenario x 2 X, is given by optimism. This uncertainty set, which is determined by C þ and C À , will be then tackled when embedded into the mathematical optimization model presented next.
MILP Formulation for the TSRUC
In addition to the previously introduced notation, the following parameters will be used for the MILP formulation. it ! R P0 , whose structure depends, in principle, on the type of generator. In this work a piecewise linear function has been considered.
As said before, the formulation defines a two-stage (robust) problem. In the first stage, the decision about the state of each generating unit (on/off) is defined. Intuitively speaking, it is decided today which generating unit will be working tomorrow, and for how long. In the second stage, the so-called dispatching problem has to be solved. This means that it is defined how much energy will be produced tomorrow by each of the committed generating units, taking into account the UC defined in the first stage, the power demand and the wind-power availability (the later subject to the realized scenario). The goal is to find a cost efficient one-day ahead operation policy, i.e. a unit commitment schedule for tomorrow, such that it minimizes a worst-case measure of the operating cost of the second-stage decisions.
A first-stage UC must satisfy two operating constraints: (i) if a unit i at bus b is turned on, then it must remain on at least the minimum-up time (G 3 Constraints (DP.5) and (DP.6) model the so-called ðN À 1Þ-primary-reserve constraints. This requirement ensures that, in every period, the system will be able to withstand the outage of the largest single generating unit without activating load shedding schemes [28] . This criterion is also used in several other works (see, e.g., [29, 30] ). Constraint (DP.7) imposes that the total generated power, including wind-power, is at least the total demand in every period plus system losses. Constraint (DP.8) ensures the correctness of the model, and constraint (DP.9) characterize the nature of the variables. For a given first-stage solution ðŷ;û;vÞ the robust dispatching cost Rðŷ;û;vÞ corresponds to the maximum (minimum) dispatching cost among all x 2 X, i.e., Rðŷ;û;vÞ ¼ max An optimal first-stage UC ðy; u; vÞ is robust because it guarantees that, regardless which scenario actually occurs, the second-stage dispatching decisions will be: (i) economically efficient (due to the minimization of the worst case); (ii) protected against large fluctuations of wind-power (which is given by the combined effect of ðC þ ; C À Þ); and (iii) reliable with respect to possible errors of the wind-power forecasting (due to the tailored procedure to generate forecast data).
Algorithmic alternatives and further considerations
There is a plethora of algorithmic techniques for solving the UC and its corresponding Stochastic and Robust counterparts. Recent reformulation and exact approaches for obtaining optimal or near optimal solutions for different variants of the UC can be found in [31] [32] [33] [34] . Likewise, specially tailored metaheuristics for the UC have been recently proposed in [35] [36] [37] [38] [39] [40] . Due to the structure of both Stochastic and Robust UC, decomposition approaches such as Benders Decomposition are effective tools tackle to problem and provide good solutions. This type of approach can be found in [41, 42, 10] for the Stochastic UC, and in [12, 20, 13, 14] for the Robust UC.
Besides wind power uncertainty, authors have addressed UC considering demand uncertainty (see, e.g. [43] ), incorporating constraints on emissions with stochastic behavior (see, e.g. [44] ), or combining transmission network decisions (see, e.g. [45] ), to mention just few possible generalizations or extensions of the basic UC problem.
Power system under study: NIS
The electricity system in the northern part of Chile (NIS) is a small isolated 50 Hz system with a current peak load of 2200 MW. The system is characterized by a pure thermal generation mix with a total installed capacity of 4500 MW based on diesel, coal, natural gas and oil. The system load is characterized by 90% industrial load (mining industry), and the remaining 10% corresponds to residential customers. Table 2 in Appendix A. The purpose of this study is to evaluate a new wind-power plant connected to the NIS. This plant is expected to be located near the city of Sierra Gorda (latitude 22.92S, longitude 69.04E), an important area since many mines are located in the surroundings. Detailed wind-speed measurements from the studied area (for 2012 and 2013) are available in [46] . These measurements are incorporated into the forecasting machinery presented in Section 2.1 in order to generate wind-speed estimations for different days of 2013. The wind-power plant under evaluation is composed by Vestas V90-3.0 wind turbines (see [47] ); settings of 33, 45 and 66 units (i.e., U ¼ 33; U ¼ 45 and U ¼ 66) will be considered as possible sizes of the wind-power plant. The wind-speed to wind-power conversion was made using the available datasheet of the turbine taking into account that the wind-speed measurements were made at 80 m and the turbine tower is 80 m tall. To illustrate the network structure and the location of the wind-power plant in the network, a simplified diagram of the NIS is shown in Fig. 5 .
The case study considers 39 units based on diesel (41%), coal (33%), natural gas (21%) and oil (5%). Detailed technical information about the 39 units is provided in

Numerical results
The experiments consist of solving the TSRUC, given by model (1) and (2), considering different input data: different days under study, different number of scenarios (jXj), and different values of ðC þ ; C À Þ.
We have been provided with load data observed in 2013; since our goal is to assess the behavior of the model, the use of real demand records enables us to draw better conclusions. However, when finally implementing this method as part of the tools of the NIS management, load estimation will not represent an important challenge. This is justified due to the strong industrial characteristics of the NIS demand (load factor close to one), which leads to a quite flat load profile during the year [48] .
Wind-power scenario sets for 12 different days (one day at random of every month) are generated. It has been considered jXj ¼ 1; jXj ¼ 2 and jXj ¼ 5 (1, 2 and 5 scenarios, respectively). Evidently, the larger the value of jXj, the more possible data realizations are taken into account, and the better the quality of the corresponding optimal first-stage unit scheduling policy. Without loss of generality, it is assumed that for each of the selected days it is verified that y b i0 ¼ 0, for all i 2 K b and for all b 2 B. The resulting MILP formulations are solved by means of the commercial solver CPLEX™ 12.5; this strategy proved to be successful for the data used in this work. Experiments were performed on an Intel Core™ i7 (4702QM) 2.2 GHz machine (8 cores) with 16 GB RAM. A time limit of 1200 s was imposed for every run of the code.
Sensitivity analysis
In order to analyze the performance of the model with respect to the different parameters, it has been performed a sensitivity analysis. The analysis consists of measuring the reduction of the operating costs derived by including the above discussed wind farm when compared to the operating cost of the current system (only fossil-fuel generators). The cost reduction is calculated with respect to the total cost (UC + dispatching/generation cost), the first-stage cost (the UC cost), and the second-stage cost (the dispatching/generation cost).
Total cost reductions induced by including wind power is an obvious effect. Therefore, the purpose of this sensitivity analysis is not to show that including renewables yields savings in the operation cost; instead, the goal is to show how the proposed robust optimization model is able to manage the uncertainty of wind power production according to the decision maker preferences regarding the level of uncertainty. In Table 1 , the results obtained for U ¼ 45 and different combinations of jXj (column 1) and ðC þ ; C À Þ (columns 2 and 3, respectively) are summarized. These results correspond to the average values calculated on the 12 studied days. Column ''Red. total (%)'' corresponds to the average reduction (expressed as a percentage) in the total operating cost (unit scheduling + dispatching), column ''Red. 1stage (%)'' corresponds to the reduction of the first-stage UC cost, and column ''Red. 2stage (%)'' shows the average reduction of the second-stage dispatching cost. Column ''No. Cuts'' reports the number of cutting planes added by CPLEX during the execution of the algorithm, column ''No. Nodes'' reports the number of branch-and-bound nodes explored by CPLEX, and column ''Gap (%)'' reports the optimality gap attained by CPLEX when reaching the time limit.
From Table 1 tend to be 1) and the min objective of the TSRUC will push-down the dispatching cost; (iii) if more scenarios are considered, then a new worst-case scenario might appear, so a higher second-stage cost will be induced due to the definition of the robust dispatching cost (see (RD)).
From the values reported in the column ''Red total (%)'' it is possible to conclude that, if a wind farm of 45 units (135 MW) is incorporated into the current power system, the daily operative cost might experience an average reduction between 1.54 and 4.18%. Therefore, this type of analysis can be used by the TSOs for defining the values of C À and C þ that suit better to their preferences.
From column ''Gap (%)'', we can see that, in average, we have a guarantee that the obtained solutions are not further than 0.5% from the optimal ones. From columns ''No. Cuts'' and ''No. Nodes'', we see that the more scenarios we consider, the more difficult the problem becomes: more cutting planes have to be added to improve the bounds and less nodes are explored (because the linear programming relaxations become considerably harder).
From Table 1 it is possible to see that the proposed modeling and optimization strategy obtains sound results without any sophisticated implementation in quite reasonable running times (20 min), allowing real time applications. This means that the TSOs at NIS might not require complex algorithmic frameworks for obtaining their UC policies and, instead, they can use a more straightforward method as simply giving the resulting MILP formulation to a solver (such as CPLEX). As a matter of fact, one can retrieve detailed information of the units on/off scheduling by looking at the values attained by the y variables; likewise, the power that is expected to be produced by each unit can be also straightforwardly known by inspecting the x variables. In Table 3 , in Appendix A, the generation hourly scheduling (corresponding to July 1st, 2013) of the 39 thermal units comprising the NIS is shown; likewise, the total power produced by these units, and its relation with respect to the total load and the wind power generation, is displayed in Fig. 9 in Appendix A.
Measuring robustness
When solving problem (1) and (2) with a particular setting of X; C þ and C À , one obtains today a scheduling of the working regime of (fossil-fuel) generators for tomorrow. Once the true wind-speed data is realized tomorrow, the obtained scheduling is expected to perform well in terms of the generation cost exhibited by the corresponding dispatching scheme. To measure how well the obtained solutions actually perform, one needs more than just compare their cost with the cost induced by the system without the wind farm under evaluation. Indeed, one needs to test the obtained robust first-stage solution under many possible wind-speed realizations (and not only the worst-case scenario induced by the uncertainty sets Q x ). This is done as follows:
Step 1 Calculate a first-stage UC ðŷ;û;vÞ, for a given day and a given uncertainty setting ðX; C þ ; C À Þ. Let Rðŷ;û;vÞ be the robust dispatching cost (RD).
Step 2 Randomly generate a wind-power realization s contained in X.
Step 3 Calculate the optimal (second-stage) dispatching induced by ðŷ;û;vÞ and the wind-power realization s. Let rðŷ;û;v; sÞ be the cost of the obtained dispatching.
Step 4 Calculate the relative difference between Rðŷ;û;vÞ and rðŷ;û;v; sÞ as DðsÞ ¼ Rðŷ;û;vÞ À rðŷ;û;v; sÞ rðŷ;û;v; sÞ Â 100%:
Step 5 (Fig. 6(a) ) and jXj ¼ 5 ( Fig. 6(b) ) (the graphics are obtained for July 1st). For each boxplot, both the maximum (above each boxplot) and average (marked with ) values are displayed. From the graphic, one can conclude the following: (i) for a fixed C þ , increasing C À yields solutions that, in average, perform better (lower costs) than the corresponding worst-case (the differences tend to be greater than 0%); (ii) for a fixed C À , increasing C þ yields solutions that, in average, perform worse (highers costs) than the corresponding worst-case (the differences tend do be less than 0%), (iii) having 5 scenarios produces marginal differences in the results, meaning that a single scenario is already effective in capturing the nature of the uncertain data, at least for this particular data. The above described behavior can be explained as follows: (i)
Increasing C À , forces the uncertainty set to be defined by more values at the lower bounds (yielding a higher dispatching cost); afterward, when generating a random scenario, this scenario is likely to be given by values that are greater than the lower limits, which induces a lower dispatching cost.
(ii) Increasing C þ , allow the uncertainty set to be defined by more values at the upper limit Table 1 Operating cost reductions and algorithmic performance, U ¼ 45. (yielding a lower dispatching cost); then, when generating a random realization, this realization is likely to be given by values that are less than the upper limits, which induces a higher dispatching cost. The results shown in 
Comparison with persistence model
In this part the proposed forecasting model is compared with the PM. In order to carry out the comparison, the following procedure is carried out.
Step 1 Calculate a first-stage UC ðŷ;û;vÞ, for a given day D Ã and a given uncertainty setting ðX; C þ ; C À Þ. Let Rðŷ;û;vÞ be the robust dispatching cost (RD).
Step 2 Calculate a first-stage UC ðỹ;ũ;ṽÞ, for a given day D Ã using the PM. Let PMðỹ;ũ;ṽÞ be the corresponding dispatching cost.
Step 3 Calculate the optimal (second-stage) dispatching induced by ðŷ;û;vÞ using the real wind-power values r of day D Ã (which are assumed to be known). Let r 1 ðŷ;û;v; rÞ be the cost of the obtained dispatching.
Step 4 Calculate the optimal (second-stage) dispatching induced by ðỹ;ũ;ṽÞ using the real wind-power values r of day D Ã .
Let r 2 ðỹ;ũ;ṽ; rÞ be the cost of the obtained dispatching.
Step 5 
The effect of including spinning reserves
To complement the results shown so far, the consideration of spinning reserves has been incorporated to the model. More precisely, constraint (DP.6) has been replaced by Fig. 6 . Boxplots of the differences between the worst-case dispatching cost and the optimal dispatching costs of 250 realizations (July 1st, 2013). (wind factor). This means that the spinning reserve at period t is equal to the p 1 % of the total load at period t plus the p 2 % of the total (maximum) wind-power expected at period t. By this way, we incorporate the fact that the additional amount of operating reserves required due to the variability and uncertainty of wind generation is dependent of its penetration level. This approach assumed a dynamic reserve requirement, i.e. one that is not constant for all hours of the optimization horizon but in fact a function of the wind penetration level. For these cases, it has been considered C À ¼ 12 and C þ ¼ 12.
The results obtained when considering p 1 ; p 2 ¼ f0:5; 1:0g
(which leads to 4 combinations) are displayed in Fig. 8 . Each curve, that corresponds to a given pair p 1 ; p 2 , shows the relation between the total operating cost and different levels of wind power (U ¼ 33; U ¼ 45 and U ¼ 66). The curves in Fig. 8 show that the way in which the spinning reserve O t is defined has a direct impact on the total production cost of the system. However, since the considered wind penetration levels are not significant with respect to system demand D t , increasing p 1 from 0.5 to 1.0 has a stronger influence on the total cost increase than increasing p 2 from 0.5 to 1.0. This is an expected result from a power system perspective, since the difference between a wind farm of 33 or 66 wind turbines is not relevant when considering a total system demand of 2200 MW. Nevertheless for higher wind penetration levels the inclusion of the spinning reserves constraint should influence the total operating costs of the system.
Besides the impact on the total production cost, the incorporation of spinning reserves did not influence on the computational time.
Conclusions
In this paper a methodological framework to obtain Robust Unit Commitment policies, considering a novel scenario-based uncertainty model for wind power applications, is presented. The proposed method is composed by three main phases. The first two phases generate a sound wind-power forecast using a bootstrap predictive inference approach. The third phase corresponds to modeling and solving a one-day ahead Robust UC considering the output of the first phase.
The performance of the proposed framework was tested considering a new wind farm interconnected to the power system of the North of Chile. Using real data of wind-speed measurements, power demand and current generation infrastructure, robust UC policies were calculated for different parameter settings.
The obtained results suggest that the proposed methodology, as a whole, is effective in capturing the variability of wind-power and yielding unit commitment solutions that exhibit robustness. Moreover, the benefits of the proposed approach with respect to existing methods have been pointed out.
An important conclusion from the practical point of view, is that the methodological framework allows to obtain sound solutions, in short resolution times, and without any significant implementation effort, thus allowing it real time implementation.
As path for future work we would expect to apply this technique to other sources of renewable energies as photovoltaic or solar thermal power.
See Tables 2, 3 and Fig. 9 . 
