We study the orthogonal polynomials and the Hankel determinants associated with Gaussian weight with two jump discontinuities. When the degree n is finite, the orthogonal polynomials and the Hankel determinants are shown to be connected to the coupled Painlevé IV system. In the double scaling limit as the jump discontinuities tend to the edge of the spectrum and the degree n grows to infinity, we establish the asymptotic expansions for the Hankel determinants and the orthogonal polynomials, which are expressed in terms of solutions of the coupled Painlevé II system. As applications, we re-derive the recently found Tracy-Widom type expressions for the gap probability of there being no eigenvalues in a finite interval near the the extreme eigenvalue of large Gaussian unitary ensemble and the limiting conditional distribution of the largest eigenvalue in Gaussian unitary ensemble by considering a thinned process.
Introduction and statement of results
Consider the Gaussian Unitary Ensemble (GUE), where the joint probability density function of the eigenvalues is given by
see [15, 23] . Here Z n , known as the partition function, is a normalization constant. It is well known that the density function (1.1) can be expressed in the determinantal form ρ n (λ 1 , ..., λ n ) = det[K n (λ i , λ j )] 1≤i,j≤n , The polynomial H k (x) therein is the k-th degree monic orthogonal polynomial with respect to the Gaussian weight e −x 2 , which is the Hermite polynomial except for a constant [24, Eq. (18.5.13) ]. Introduce the Hankel determinant D n (s 1 , s 2 ; ω 1 , ω 2 ) = det R x j+k w(x; s 1 , s 2 ; ω 1 , ω 2 )dx n−1 j,k=0
where w(x; s 1 , s 2 ; ω 1 , ω 2 ) = e −x 2    1
x < s 1 , ω 1 s 1 < x < s 2 , ω 2
x > s 2 ,
with the constant ω k 0, k = 1, 2. If ω 1 = ω 2 = 1, the Hankel determinant D n (s 1 , s 2 ; 1, 1) is corresponding to the pure Gaussian weight e −x 2 and can be evaluated explicitly D GUE n = D n (s 1 , s 2 ; 1, 1) = (2π) n/2 2 −n 2 /2 n−1 k=1 k! ; (1.6) see [23, Equation (4.1.5) ]. There is a system of monic orthogonal polynomials π n (x) = π n (x; s 1 , s 2 ) = x n + · · · , orthogonal with respect to the weight function w(x) = w(x; s 1 , s 2 ; ω 1 , ω 2 ), R π m (x)π n (x)w(x)dx = γ −2 n δ m,n , m, n ∈ N.
(1.7)
The orthogonal polynomials satisfy the three term recurrence relation zπ n (z) = π n+1 (z) + α n π n (z) + β 2 n π n−1 (z), (1.8) where α n = α n (s 1 , s 2 ) and β n = β n (s 1 , s 2 ) are the recurrence coefficients. The polynomials γ n π n (x) are the normalized orthogonal polynomials and the leading coefficients γ n = γ n (s 1 , s 2 ) are connected to the Hankel determinant D n (s 1 , s 2 ) = D n (s 1 , s 2 ; ω 1 , ω 2 ) by D n (s 1 , s 2 ) = n−1 j=0 γ −2 j (s 1 , s 2 ).
(1.9)
Consider the gap probability that there is no eigenvalues in the finite interval (s 1 , s 2 ) for the GUE matrices. On account of (1.1) and (1.4) , the gap probability can be expressed as a ratio of the Hankel determinants Pro(λ j ∈ (s 1 , s 2 ) : j = 1...n) = D n (s 1 , s 2 ; 0, 1) D GUE n , (1.10)
where λ 1 <, ..., λ n are the eigenvalues of a matrix in GUE and D n (s 1 , s 2 ; ω 1 , ω 2 ) is defined in (1.4) . For the gap probability on the infinite interval (s, +∞), we have the distribution of the largest eigenvalue
Pro(λ n < s) = D n (s, s; 0, 0) D GUE n .
(1.11)
In the large n limit, the distribution of the largest eigenvalue converges to the celebrated Tracy-Widom distribution
where q HM (s) is the Hastings-Mcleod solution of the second Painlevé equation q (x) − 2q 3 (x) − xq(x) = 0 with the asymptotic behavior q HM (x) ∼ Ai(x) as x → +∞; see [25] . We proceed to consider the thinned process in GUE by removing each eigenvalues λ 1 <, ..., λ n of the GUE independently with probability p ∈ (0, 1); see [2, 3] . It is observed in [3] that the remaining and removed eigenvalues can be interpreted as observed and unobserved particles, respectively. If we know the information that the largest observed particle λ T max is less that y, then the conditional distribution of the largest eigenvalue λ n of the original GUE can be expressed by the ratio of Hankel determiants Pro(λ n < x|λ T max < y) = D n (y, x; p, 0) D n (y, x; p, p) , x > y, (1.13) and
Pro(λ n < x|λ T max < y) = D n (x, y; 0, 0) D n (x, y; p, p) , x < y, (1. 14) with D n (s 1 , s 2 ; ω 1 , ω 2 ) defined in (1.4) ; see [5, 8] and [1, 7] . It is noted that other thinned random matrices in the situation of circular ensemble is considered in [5] and also in [4] with applications in the studies of Riemann zeros.
Recently, the limits of (1.10) and (1.13) are studied in [6, 8] by considering the Fredholm determinants of the Airy kernel with several discontinuities. More generally, the limits of the gap probabilities on any finite union of intervals near the extreme eigenvalues are considered in [8] . In [27] , the second author of the present paper and Dai derive the asymptotics of (1.13) via the Fredholm determinants of the Painlevé XXXIV kernel which is a generalization of the Airy kernel. In both [8] and [27] , Tracy-Widom type expressions for the limiting distributions are established by using solutions to the coupled Painlevé II system. The Hankel determinants and orthogonal polynomials associated with the Gaussian weight with one jump discontinuity have also been considered in [1, 16, 17, 22, 26, 28] with applications in random matrices.
The present work is devoted to the studies of the Hankel determinants and the orthogonal polynomials associated with the Gaussian weight with two jump discontinuities both as the degree n is finite and as n tends to infinity. When the degree n is finite, we show that the Hankel determinants and the orthogonal polynomials are described by the coupled Painlevé IV system. As the jump discontinuities tend to the largest eigenvalue of GUE and the degree n grows to infinity, we establish asymptotic expansions for the Hankel determinants and the orthogonal polynomials. The asymptotics are expressed in terms of solutions to the coupled Painlevé II system. As applications, our results reproduce the asymptotic expansions of the gap probability in a finite interval near the largest eigenvalue of GUE and the conditional distribution of largest eigenvalue of GUE as defined in (1.10) and (1.13), respectively, which are obtained previously in [8, 27 ].
Statement of results

The coupled Painlevé IV system
We introduce the Hamiltonian
which is a special Garnier system in two variables in the studies of the classification of 4dimensional Painlevé-type equations by Kawakami, Nakamura and Sakai [21, Equations (3.12)-(3.13)]. The coupled Painlevé IV system can be written as the following Hamiltonian system
(1.16)
Eliminating b 1 and b 2 from the system, we find that a 1 and a 2 solve a couple of second order nonlinear differential equations
If a 2 = 0, we recover from the above equations the classical Painlevé IV equation (see [13] and [24, Equation ( 32.2.4)] )
Orthogonal polynomials of finite degree: the coupled Painlevé IV system
Our first result shows that, when the degree n is finite, several quantities of the orthogonal polynomials associated with the weight function (1.5) can be expressed in terms of the coupled Painlevé IV system. These quantities include the the Hankel determiniants, the recurrence coefficients, leading coefficients and the values of the orthogonal polynomials at the jump discontinuities of (1.5). We are interested in the Gaussian weight with two jump discontinuities, thus without loss of generality we assume that the parameters in (1.5) satisfy
Theorem 1. Let s k and ω k , k = 1, 2 be as in (1.19 ) and D n (s 1 , s 2 ) = D n (s 1 , s 2 , ω 1 , ω 2 ) be the Hankel determinant defined in (1.4), we denote 20 )
Then F (s 1 , s 2 ) is related to the Hamiltonian for the coupled Painlevé IV system by
Moreover, let α n (s 1 , s 2 ), β n (s 1 , s 2 ) be the recurrence coefficients defined in (1.8), γ n (s 1 , s 2 ) be the leading coefficient of the orthonormal polynomial defined in (1.7) and π n (x) = π n (x; s 1 , s 2 ) be the monic orthogonal polynomial defined in (1.7), we have
where a k (s 1 , s 2 ) and b k (s 1 , s 2 ), k = 1, 2, satisfy the coupled Painlevé IV system (1.16) and y(x; s) is connected to a k (x; s), k = 1, 2, by dy dx = 2(a 1 + a 2 − x)y.
Remark 1. In view of (1.25) and (1.28), we have
where the error bound is uniform for x and s in any compact subset of R and R\{0}, respectively. Using π n−1 (s 2 ) 2 = 8πi ω 2 −ω 1 e 2sx+s 2 a 2 (x;s) y(x;s) (see (2.45)), we obtain that
(1.30)
Since a 2 (x; s) → 0, as ω 1 → ω 2 , the function y IV (x) = −2a 1 (x+s; s) solves the classical Painlevé IV equation as shown before in (1.18). Thus, as ω 1 → ω 2 , Theorem 1 implies that the Hankel determinants and the orthogonal polynomials associated with the weight function (1.5) with one discontinuity are related to the classical Painlevé IV equation.
The coupled Painlevé II system
To state our main results on the asymptotics of the orthogonal polynomials, we introduce the following coupled Painlevé II system in dimension four
where v k = v k (x; s), w k = w k (x; s), k = 1, 2 and the Hamiltonian H II = H II (v 1 , v 2 , w 1 , w 2 ; x; s) is given by
The coupled Painlevé II system appears in both of the degeneration schemes of the Garnier system in two variables [ 
(1.33)
Let v k (x; s) = u k (x; s) 2 = u k (x) 2 , k = 1, 2, the above equations are further simplified to which can be obtained be taking derivative on both side of (1.32); see also [27, Equation (7.37)]. The existence of solutions to the coupled Painlevé II system are established in [8, 27] .
Proposition 1. ( [8, 27] ) For the parameters ω k , k = 1, 2 as given in (1.19 ) and s > 0, there exist real-valued and pole-free solutions v k (x; s) (or u k (x; s)), k = 1, 2, to the coupled nonlinear differential equations (1.33) (or (1.34)) subject to the boundary conditions as
where Ai is the standard Airy function.
Asymptotics of the Hankel determinants and applications in random matrices
Our second result gives the asymptotics of the Hankel determinants expressed in terms of the solutions to the coupled Painlevé II system.
Theorem 2. Let s k and ω k , k = 1, 2 be as in (1.19) and s k are related to t k , k = 1, 2 by
with t 1 < t 2 , then we have the asymptotics of the Hankel determinant D n (s 1 ,
n is the Hankel determinant associated with the Gaussian weight with expression given in (1.6), u k (x; s), k = 1, 2, are solutions to (1.34) subject to the boundary conditions (1.37) and the error bound is uniform for t 1 , t 2 in any compact subset of R. 
where D n (s 1 ) is the Hankel determinant associated with the weigh function (1.5) with one jump discontinuity by taking s 1 = s 2 = √ 2n + t 1 √ 2n 1/6 . The expansion agrees with the result from [1] where the case with one jump discontinuity is considered.
As an application of the asymptotics of the Hankel determinants. We derive the gap probability of there being no eigenvalues in a finite interval near the extreme eigenvalues of large GUE by using (1.10) and (1.38), which confirms a recent result from [8, Equation (2.6)]. 
where u k (x; s), k = 1, 2, are solutions to (1.34) subject to the boundary conditions (1.37) with the parameters ω 1 = 0, ω 2 = 1 and the error bound is uniform for t 1 and t 2 in any compact subset of R.
In the second application, we derive from (1.38) and (1.40) the large n limit of the distribution (1.13) in the thinning and conditioning GUE. This reproduces the result in [8, 27] . 
where u k (x; s), k = 1, 2, are solutions to (1.34) subject to the boundary conditions (1.37) with the parameters ω 1 = p ∈ (0, 1), ω 2 = 0, q(x; p) is the Ablowitz-Segur solution to the second Painlevé equation (1.35) with the asymptotics (1.39) and the error bound is uniform for t 1 and t 2 in any compact subset of R.
Asymptotics of the coupled Painlevé IV system
Next, we show that the scaling limit of the coupled Painlevé IV system leads to the coupled Painlevé II system.
Theorem 3. Let s k , ω k , k = 1, 2 be as in Theorem 2 and x = (s 1 + s 2 )/2, s = (s 2 − s 1 )/2, then we have the asymptotics of the coupled Painlevé IV system as n → ∞
where v 1 (x; s) and v 2 (x; s) are solutions to the coupled Painlevé II system (1.33) subject to the boundary conditions (1.37), H II (x; s) is the Hamiltonian associated to these solutions and the subscript x in v kx (x; s) denotes the derivative of v k (x; s) with respect to x for k = 1, 2.
Asymptotics of the orthogonal polynomials
Applying Theorem 1 and 3, we obtain the asymptotics of the recurrence coefficients, leading coefficients of the orthogonal polynomials and the values of the orthogonal polynomials at s 1 and s 2 .
Theorem 4. Let s k , ω k , k = 1, 2 be as in Theorem 2, we have the asymptotics of the recurrence coefficients and leading coefficients of the orthogonal polynomials as n → ∞
Moreover, we derive the asymptotics of the values of the orthogonal polynomials at s k as n → ∞ π n (s 1 ) = 2π
(1.52)
Here v k (x; s) and u k (x; s), k = 1, 2 are solutions to (1.33) and (1.34) subject to the boundary conditions (1.37), H II (x; s) is the Hamiltonian correponding to these solutions.
Remark 3. When s 1 → s 2 , the weight function (1.5) is reduced to the Gaussian weight with one jump discontinuity. Then, Theorem 4, together with Remark 2, implies the asymptotics of the recurrence coefficients, leading coefficients and the orthogonal polynomials associated with Gaussian weight with one jump discontinuity. This agrees with a result from [1, Theorem 5].
Organization of the rest of this paper
The rest of the paper is organized as follows. In Section 2, we consider the Riemann-Hilbert (RH) problem for the orthogonal polynomials associated with the Gaussian weight with two jump discontinuities (1.5). We show that the RH problem is equivalent to the one for the coupled Painlevé IV system. The properties of the Painlevé IV system are studied, including the Lax pair and the Hamiltonian formulation. We then prove Theorem 1 at the end of this section which relates the Hankel determinants and the orthogonal polynomials to the coupled Painlevé IV system. In section 3, we study the asymptotics of the orthogonal polynomials by performing Deift-Zhou steepest descent analysis of the RH problem for the orthogonal polynomials. Finally, the proofs of Theorem 2-4 are given in Section 4.
2 Orthogonal polynomials and the coupled Painlevé IV system
In this section, we will relate the the Hankel determinants and the orthogonal polynomials associated with the weight function (1.5) to the coupled Painlevé IV system. The cennections are collected in Theorem 1. The derivations are based on the RH problem representation of the orthogonal polynomials.
Riemann-Hilbert problem for the orthogonal polynomials
In this subsection, we first consider the RH problem for the orthogonal polynomials with respect to (1.5), which was introduced by Fokas, Its and Kitaev [14] . We then derive several identities relating the logarithmic derivative of the Hankel determinants to the RH problem. At the end of the subsection, we transform the RH problem to a model RH problem with constant jumps.
For ω k 0, k = 1, 2, it follows from the Sokhotski-Plemelj formula and Liouville's theorem that the unique solution of the RH problem for Y is given by
where π n (z) and γ n−1 are defined in (1.7); see [14] . We establish two differential identities expressing the logarithmic derivative of the Hankel determniant D n in terms of the solution Y . 
3)
and
Proof. According to (1.20) , it follows by taking logarithmic derivative on both sides of the equation (1.9) that
Applying the Christoffel-Darboux identity, we obtain
Then, the differential identity (2.3) follows from the definition of Y and (2.7).
To prove (2.4), we use a change of variable in (1.7) and obtain
Taking derivative with respect to s k on both sides of (2.8) for k = 1, 2 and using the orthogonality and the definition of the weight function (1.5), we have
Combining the formulas with (2.5)-(2.6) and using the Christoffel-Darboux formula once again, we obtain
we have the decomposition
Substituting this into (2.11) and using the orthogonality, we obtain (2.4). This completes Proposition 2.
We define Φ(z; x, s) = σ 1 e
where the variables x, s are related to s 1 and s 2 by (1.21). Then Φ(z) = Φ(z; x, s) satisfies the following RH problem.
Riemann-Hilbert problem for Φ (a) Φ(z) is analytic in C\R;
(b) Φ(z) satisfies the jump condition
where arg(z + s) ∈ (−π, π). Here, Φ (−s) (z) is analytic near z = −s and has the following expansion
The piecewise constant matrix E (−s) is given by
where arg(z − s) ∈ (−π, π). Here, Φ (s) (z) is analytic near z = s and has the following expansion
The piecewise constant matrix E (s) is defined by
, Im z < 0.
Lax pair and the coupled Painlevé IV system
In this section, we show that the solution Φ(z; x, s) of the RH problem satisfies a system of differential equations in z and x when the parameter s is fixed. The compatibility condition Φ zx (z; x, s) = Φ xz (z; x, s) gives us the coupled Painlevé IV system. The Hamiltonian for the system is also derived.
Proposition 3. We have the following Lax pair
20)
with the coefficients given below
The compatibility condition of the Lax pair gives us the coupled Painlevé IV system
(2.23)
Eliminating b 1 and b 2 from the system, it is seen that a 1 and a 2 satisfy the following nonlinear differential equations We denote (A k ) 11 = a k b k for k = 1, 2.
Substituting the behavior of Φ at infinity into the master equation of the Lax pair (2.18), we find after comparing the coefficients of z 0 and z −1 on both sides of the equation that
26)
where Φ k is the coefficient of z −k in the large z asymptotic expansion of Φ(z). In view of (2.25), we get
From the diagonal entries of the equation (2.26), we find the relation
We define y = −2(Φ 1 ) 12 , (2.29) then the above relations imply that
We define (A k ) 12 = a k y for k = 1, 2. Then, the other entries of A k can be expressed in terms of a k and b k for k = 1, 2, as given in (2.22) . Similarly, the coefficient B(z) = B(z; x, s) can be determined by using the behavior of Φ at infinity
The compatibility condition Φ zx = Φ xz gives us the zero-curve equation 
(2.33)
We then obtain the system of differential equations (2.23). Deleting b 1 and b 2 from the system, we obtain the differential equations for a 1 and a 2 as given in (2.24) . This completes the proof of Proposition 3.
Proposition 4. The Hamiltonian for the coupled Painlevé IV system is
And the coupled Painlevé IV system (2.23) can be written as the Hamiltonian system:
where H IV,a denotes the partial derivative of H IV with respect to a.
Proof. The Hamiltonian introduced by Jimbo, Miwa and Ueno [18] is given by 
From (2.14) and (2.16), we get 
39)
P 1 + 1 − ω 1 2πi P 1 , 0 0 1 0 = P −1 0 ((x − s)σ 3 + A ∞ − A 2 2s )P 0 , (2.40) ω 1 − ω 2 2πi Q 0 0 0 1 0 Q −1 0 = A 2 ,(2.
41)
Then, a substitution of the above equation into (2.39) gives
we obtain from (2.40) that
Similarly, we get after some straightforward calculations
and 
Proof of Theorem 1
The relation (1.22) follows from (2.37). Let Y 1 and Y 2 be the coefficients of 1/z and 1/z 2 in the expansion of Y near infinity (2.1), we have the following relations for the recurrence coefficients α n = α n (s 1 , s 2 ), β n−1 = β n−1 (s 1 , s 2 ) and the leading coefficient γ n = γ n (s 1 , s 2 ) of the monic orthogonal polynomial of degree n − 1:
(2.47) see [11] . In view of (2.12), it is then seen that
where Φ 1 and Φ 2 are defined in (2.13) . From the relation (2.26), we have 
. 
Nonlinear steepest descent analysis of the Riemann-Hilbert problem for Y
In this section, we take s 1 = √ 2n + t 1 √ 2n 1/6 and s 2 = √ 2n + t 2 √ 2n 1/6 in the weight function (1.5). Then, we perform Deift-Zhou nonlinear steepest descent analysis [10, 11, 12] for the Riemann-Hilbert problem for Y (z; s 1 , s 2 ) as n → ∞. The analysis will allow us to find the asymptotics of Hankel determinants and the orthogonal polynomials associated with (1.5). The analysis of a Riemann-Hilbert problem with one jump singularity in the weight function (1.5) is considered in [28] by the second author and Zhao.
The first transformation: Y → T
The first transformation is defined by
where the constant l = −1 − 2 ln 2. The g-function therein is defined by
2)
where the logarithm takes the principle branch arg(z − x) ∈ (−π, π). We then introduce the
where the principle branches are chosen. The φ-function and g-function are related by
As a consequence, T is normalized at infinity
and satisfies the jump condition
with λ 1 = 1 + t 1 2n 2/3 and λ 2 = 1 + t 2 2n 2/3 .
The second transformation: T → S
In the second transformation, we define
for z outside the lens,
, for z in the upper lens,
for z in the lower lens, (3.6) where the regions are illustrated in Fig.1 . Then S satisfies the jump condition For
where the contours are indicated in Fig. 1 .
, z on lens,
Global Parametrix
The global parametrix solves the following approximating RH problem, with the jump along (−1, λ 1 ):
(a) N (z) is analytic in C\[−1, λ 1 ];
The solution of the RH problem is constructed explicitly ( see [26] ):
where the branch is chosen such that η(z) is analytic in C \ [−1, λ 1 ], and η(z) ∼ 1 as z → ∞. Riemann-Hilbert problem for P (1) To construct the local parametrix, we introduce the following model RH problem, which shares the same jump condition as P (1) 
Local parametrix near
The Riemann-Hilbert problem for Ψ (a) Ψ(ζ; x, s) (Ψ(ζ), for short) is analytic in C\ 4 j=0 Σ j , where the jump contours are indicated in Fig. 2; (b) Ψ(ζ) satisfies the jump condition for s > 0
ir(x, s) 1
where r(x, s) = i(Ψ 1 (x, s)) 12 .
(d) As ζ → 0,
where Ψ (0) (ζ) is analytic at ζ = 0 with the expansion
And the piecewise constant matrix
(e) As ζ → s,
where Ψ (1) (ζ) is analytic at ζ = s with the following expansion
Here, the piecewise constant matrix
The RH problem for Ψ appears recently in the studies of the Fredholm determinants of Painlevé II kernel and Painlevé XXXIV kernel in [27] by the second author of the present work and Dai. It also arises in the studies of the determinants of the Airy kernel with several discontinuities in [8] by Claeys and Doeraene, when the number of discontinuities therein equals to two. The existence of solution to the RH problem for Ψ is proved. It is also shown that Ψ(ζ; x, s) satisfies the following Lax pair
The compatibility condition of the Lax pair is described by the coupled Painlevé II system (1.31 
from a neighborhood of z = 1 to that of the origin. Then the local parametrix P (1) (z) can be constructed for z ∈ U (1, r) as follows 24) and the pre-factor 
with bounded real parameters t k , k = 1, 2, the local parametrix defined in (3.24) and (3.25) solves the RH problem for P (1) . Moreover, we have the expansion for z ∈ ∂U (1, r): 27) and H II (x, t) is the Hamiltonian defined in (1.32).
Proof. Taking the principle branch for the fractional power, it follows from (3.23 ) that
Remark 4. The estimate in (3.27 ) and thus the matching condition (3.13) can be established for more general parameters:
30)
for any given positive constants c k , k = 1, 2, 3. Actually, for such parameters, we have
In view of the asymptotic behavior (1.37) and the relation (1.36), we know that H II (x; s) is exponentially small for bounded s and large positive x. Therefore, we have the estimate (3.27) for d t 1 c 2 n 1/6 with a certain big enough constant d. This, together with the estimate (3.27) derived before for −c 1 t 1 d, leads us to the claim.
The final transformation: S → R
The final transformation is defined by
From the matching condition (3.13), we have
where the error bound is uniform for the parameters t 1 and t 2 specified by (3.30) . Thus, by a standard argument as given in [9, 10, 11] , we have the estimate
where the error bound is uniform for z in whole complex plane.
Proofs of Theorem 2-4
In this section, we will prove the main results on the asymptotics of the Hankel determinants and several quantities related to the orthogonal polynomials, including the recurrence coefficients and the leading coefficients. Moreover, we will derive the asymptotics of the coupled Painlevé IV system. 
Proof of
where H II (x; s) is the Hamiltonian for the coupled Painlevé II system as defined in (1.32) . The error bound is uniform for −c 1 t 1 < t 2 c 2 n 1/6 and t 2 − t 1 c 3 for any given positive constants c k , k = 1, 2, 3; see also (3.30) .
Proof. Tracing back the series of invertible transformations (3.1), (3.6) and (3.31 )
); x n , s n e nz 2 σ 3 , λ 1 < z < 1 + r, (4.2) where E(z) as defined in (3.25) is analytic for |z − 1| < r. With the parameters specified by (3.30), we have
Thus, substituting (4.2) and the estimate (3.33) into the differential identity (2.3), we obtain
where the error bound is uniform for s 1 and s 2 specified by (3.30) . Using the expansions of Ψ(z) near z = 0 and z = s in (3.16) and (3.18), we have F (s 1 , s 2 ) = 1 − ω 1 √ 2πi n 1/6 (P 1 ) 21 (x n , s n ) + ω 1 − ω 2 √ 2πi n 1/6 (Q 1 ) 21 (x n , s n ) + O(n −1/6 ), (4.5)
whereP 1 andQ 1 are defined in (3.17) and (3.19) , respectively. Next, we expressP 1 andQ 1 in terms of the coupled Painlevé II system. Applying the differential equation (3.20) , we obtain
(4.6)
NowP 0 0 1 0 0
Then, this, together with (4.6), leads us to
From the (21) entry of the matrix equation (4.7), it is seen that
Substituting (4.8) into (4.9), we obtain
Similarly, we have that
Therefore, we obtain from (1.31), (4.3) (4.5), (4.10) and (4.12) that
where H II (x; s) is the Hamiltonian for the coupled Painlevé II system as defined in (1.32 ). This completes the proof Lemma 1.
Next we derive the asymptotic expansion for the Hankel determinant D n defined by (1.4) when the jump discontinuities of the weight function (1.5) are large enough. where c is some positive constant and D GUE n , given explicitly in ( where e ng(z)σ 3 = (I + O 1 z 2 )z nσ 3 . In view of (2.2) and the differential identity (2.4), we obtain
where p n = 0 is the sub-leading coefficient of the monic Hermite polynomial of degree n. We integrate on both sides of the above equation and obtain
where l = −1 − 2 ln 2. From the definition of g(z) in (3.2), it is seen that
By the expression of N (z) in (3.11), we have the expansion 27) where N 1 = − 1 4 (1 + λ 1 )σ 2 . It follows from the expansion of the jump for R(z) in (3.26) and (3.27) that
(4.28)
Here, R (1) satisfy the jump relation
where ∆(z) is given in (3.27) and R (1) (z) = O(1/z) for z large. Applying Cauchy's theorem, it is seen that Thus, we get from the expression the following expansion as z → ∞
where use is also made of (3.23). In view of (3.11), (3.23) and (3.27), we have the following expansion as z → λ 1 where the subscript z denotes the derivative with respect to z. It is seen from (2.12) that Φ z Φ −1 = σ 1 e Thus, we obtain from (3.33), (4.43)-(4.45) that a 1 (x; s) = (1 − ω 1 )(2n) −n 2πiy(x; s) e −x 2 −nl (P 0 ) 2 11 n 1/3 + i(P 0 ) 11 (P 0 ) 21 + H II (t 1 ; t 2 − t 1 )(P 0 ) 2 11 + O(n −1/3 ) .
Using 
Proof of Theorem 4: asymptotics of the orthogonal polynomials
From (1.43)-(1.46), we have
49) a 2 (x; s)b 2 (x; s) 2 = − √ 2n 5/6 v 2 (t 1 ; t 2 − t 1 ) − 1 2 v 2x (t 1 ; t 2 − t 1 )n −1/3 + O(n −2/3 ) , (4.50) a 1 (x; s)b 1 (x; s) + a 2 (x; s)b 2 (x; s) = −n 1/3 (v 1 (t 1 ; t 2 − t 1 ) + v 2 (t 1 ; t 2 − t 1 )) + O(n −2/3 ) . (4.51) Substituting (4.49)-(4.51) into (1.23), (1.24), (1.27) and (1.28), we obtain the asymptotics of the recurrence coefficients and π n (s k ), k = 1, 2, as given in (1.48), (1.49), (1.51) and (1.52), respectively. In view of (2.47), (4.27), (4.32) and (4.35), we derive the asymptotic expansion for the leading coefficient γ n−1 of the orthonormal polynomial of degree n − 1: Thus, we complete the proof of Theorem 4.
