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Kapitel 1
Einleitung
Das zentrale Thema der vorliegenden Arbeit ist die statistische Analyse von
La¨ngsschnittdaten bei Vorliegen fehlender Werte. Beide Bereiche, die Ana-
lyse von La¨ngsschnittdaten und mo¨gliche Kompensationsstrategien bei Vor-
liegen fehlender Werte, werden sowohl von theoretischer als auch von einer
Anwendungs-Perspektive aus behandelt. Eine tiefergehende und gleichzeitig
erscho¨pfende Behandlung aller beteiligten Gebiete wu¨rde den Rahmen der
vorliegenden Arbeit allerdings bei weitem u¨berschreiten. Einen allgemei-
nen aber kurz gehaltenen U¨berblick u¨ber die in der sozial- und wirtschafts-
wissenschaftlichen sowie der psychologischen aber auch biometrischen For-
schung verwendeten statistischen Panelmodelle bietet der Abschnitt 1.1.
Auf einer rein deskriptiven Ebene wird in Abschnitt 1.2 die Problematik
fehlender Werte in La¨ngschnittdatensa¨tzen angerissen. Abschnitt 1.3 fu¨hrt
in eine praktische Umsetzung der beschriebenen Verfahren ein. Dabei geht
es um die Untersuchung der Frage nach einer u¨ber die Zeit hinweg mo¨gli-
cherweise abnehmenden Bindungswirkung einer Investitions- sowie weiterer
sozio-demographischer Variablen bezu¨glich zweier Gratifikationsvariablen.
1
2 Kapitel 1. Einleitung
1.1 La¨ngsschnittdaten und -modelle
Ausgehend von einem klassischen frequentistischen Ansatz, auch als modell-
-basiert frequentistischer Ansatz bezeichnet (siehe Abschnitt 2.4), wird im
Folgenden eine asymmetrische Fragestellung unterstellt, im Zentrum des In-
teresses steht also der Einfluss einer Funktion des einen Variablensatzes auf
eine Funktion eines anderen Variablensatzes. Erstere werden auch als Ein-
flussgro¨ßen, exogene, unabha¨ngige oder erkla¨rende Variablen, Pra¨diktoren,
Regressoren oder Kovariablen bezeichnet. Letztere als Responsevariablen,
endogene, abha¨ngige oder zu erkla¨rende Variablen, Zielvariablen oder Re-
gressanden. Erga¨nzend sei bemerkt, dass in der Subklasse der dynamischen
Modelle Variablen, die einmal als Responsevariablen auftauchen, im selben
Modell aber in einem anderen Zusammenhang als Einflussgro¨ßen auftreten
ko¨nnen.
Mit immer gro¨ßerer Rechnerleistung wird die Auswertung auch komple-
xerer Datensa¨tze zunehmend einfacher. Zu den komplexeren Datensa¨tzen
geho¨ren La¨ngsschnitt- oder Paneldaten. Typischerweise zeichnen sich La¨ngs-
schnitterhebungen durch eine große Anzahl an Beobachtungseinheiten, etwa
Personen, Haushalte oder Firmen, aus, an denen jeweils dieselben Merkmale
zu verschiedenen Zeitpunkten erhoben werden. Die Anzahl der Zeitpunkte
ist im Allgemeinen deutlich kleiner als die Anzahl an Einheiten. Ein Bei-
spiel fu¨r einen solchen Datensatz ist das deutsche Sozio-o¨konomische Panel
(SOEP). Im Jahr 2001 besteht es aus sechs Teilstichproben, von denen zwei
bereits seit 1984 fortgefu¨hrt werden. Dabei werden die u¨ber 15 Jahre al-
ten Bewohner mehrerer Tausend in Deutschland ansa¨ssiger Privathaushalte
jedes Jahr zu einer Vielfalt von Themen bezu¨glich ihrer Lebenssituation be-
fragt (Hanefeld, 1987; Rendtel, 1995; Spieß, 2001a). Dieser Datensatz ist
vor allem fu¨r sozialwissenschaftliche und o¨konomische Fragestellungen in-
teressant. La¨ngsschnittdaten werden auch in experimentellen Situationen
erhoben. In allgemeinpsychologischen oder psychophysiologischen Unter-
suchungen werden etwa den Einheiten, oft Personen, die dann auch als
Versuchspersonen bezeichnet werden, mehrere Reize als Auspra¨gungen der-
selben Variablen in Folge vorgegeben und deren Reaktionen auf diese re-
gistriert. In psychologisch-testtheoretischen Kontexten sind die Personen
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aufgefordert der Reihe nach auf verschiedene Fragen, die jeweils dasselbe
messen sollen, zu reagieren. Aber auch Datensa¨tze aus Untersuchungen, in
denen Personen Auskunft geben u¨ber Merkmalsauspra¨gungen an verschie-
denen vergangenen Zeitpunkten, ko¨nnen als La¨ngsschnittdaten aufgefasst
werden (z.B. Keller, Spieß und Hautzinger, 1996).
Der Begriff der La¨ngsschnittdaten ist nicht scharf eingrenzbar, denn
sowie eine oder auch mehrere Merkmale oder Variablen mehrmals pro Ein-
heit erhoben werden, erha¨lt man unabha¨ngig von der zeitlichen Distanz
auch zeitlich voneinander verschiedene Messungen. Im Gegensatz etwa zu
Verbeke und Molenberghs (2000), die unter anderem zwischen Messwie-
derholungen und La¨ngsschnittdaten unterscheiden, soll in dieser Arbeit der
Begriff La¨ngsschnitt- oder auch Paneldatensatz etwas locker verwendet wer-
den und alle Datenstrukturen einschließen, in denen dieselben Variablen an
denselben Einheiten mehrmals erhoben wurden. Diese Sichtweise la¨sst sich
auch dadurch rechtfertigen, dass in vielen Fa¨llen die entsprechenden, hier
betrachteten statistischen Modelle und Verfahren sehr a¨hnlich sind.
Viele Fragestellungen sind sowohl mit Quer- als auch mit La¨ngsschnitt-
daten bearbeitbar.Querschnittsdaten sind solche, bei denen an einer großen
Zahl von Einheiten Merkmale an nur einem Zeitpunkt erhoben werden. Die
Erhebung von Querschnittsdaten ist im Allgemeinen1 erheblich unproble-
matischer als die Erhebung von La¨ngsschnittdaten. Einerseits ist der perso-
nelle und finanzielle Aufwand erheblich geringer, wenn etwa Personen nur
einmal befragt werden, andererseits birgt die mehrmalige Erhebung von
Merkmalen mit zunehmendem zeitlichen Abstand ein gro¨ßeres Ausfallrisi-
ko einzelner Untersuchungseinheiten. Daru¨ber hinaus sind die statistischen
Auswertungsverfahren fu¨r La¨ngsschnittdaten oft deutlich komplexer und
aufwendiger. Worin also liegt der Vorteil von La¨ngsschnittdaten ?
Durch die Hinzunahme der Zeitdimension ist es mo¨glich Vera¨nderungen
u¨ber die Zeit von unterschiedlichen Ausgangsniveaus der Untersuchungsein-
heiten in den Variablen zu trennen. Beispielsweise ko¨nnte eine Querschnitts-
1Dieses Argument betrifft weniger Erhebungen von La¨ngsschnittdaten, wie sie etwa
in einem allgemeinpsychologischen Experiment mit Messwiederholungen vorkommen, bei
denen die Daten an jeder Untersuchungseinheit im Allgemeinen in zeitlich sehr kurzen
Absta¨nden erhoben werden.
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untersuchung Daten liefern, die auf zwei Gruppen von Kindern hinweisen,
eine mit hoher und eine mit niedriger Leseleistung. Eine zweite, unabha¨ngi-
ge Querschnittserhebung ko¨nnte dasselbe Resultat zur Folge haben. Mit
einer La¨ngsschnitterhebung, das heißt einer hier zweimaligen Erhebung an
denselben Einheiten, ko¨nnte ausgehend von den gleichen Werten zusa¨tzlich
unterschieden werden, ob die beiden Gruppen u¨ber die zwei betrachteten
Zeitpunkte stabil sind, jedesmal also mit großer Wahrscheinlichkeit die-
selben Einheiten in derselben Gruppe zu finden sind, oder ob mit hoher
Wahrscheinlichkeit eine starke Fluktuation stattfindet. Abgesehen von Fra-
gestellungen, die explizit auf Zeiteffekte abzielen, sind daher La¨ngsschnitt-
daten prinzipiell Querschnittsdatensa¨tzen bei Fragestellungen vorzuziehen,
bei denen solche Zeiteffekte nicht auszuschließen sind, erlauben sie doch
eine differenziertere Untersuchung als dies mit Querschnittsdaten mo¨glich
ist.
Ein weiterer Grund fu¨r die Verwendung von La¨ngsschnittdaten besteht
in der, selbst im Vergleich zur Verwendung einer entsprechenden Anzahl
an Querschnittsdatensa¨tzen, im Allgemeinen potentiell ho¨heren (asympto-
tischen) Effizienz der Scha¨tzer, die sich bei der Scha¨tzung der Modelle
durch die Beru¨cksichtigung der Abha¨ngigkeiten zwischen Beobachtungen
etwa u¨ber die Zeit ergibt. Die praktische Folge ist, dass die Parameter
im Allgemeinen (asymptotisch)
”
pra¨ziser“ gescha¨tzt werden, was sich etwa
in (asymptotisch) kleineren Konfidenzintervallen niederschla¨gt. Fu¨r weitere
Diskussionen der Vorteile von La¨ngsschnittdaten siehe etwa Baltagi (2001),
Hsiao (2003) oder Petersen (1993).
Einzelne Zeitreihen, die aus vielen Beobachtungen an einer Einheit be-
stehen, unterscheiden sich von La¨ngsschnittdaten indem erstere zwar die
zeitliche Dynamik erfassen aber nur fu¨r eine Einheit. Genauso wie der Be-
griff der La¨ngsschnittdaten nicht klar eingegrenzt werden kann, ist auch die
hier vorgenommene Unterscheidung zwischen Querschnittsdaten, La¨ngs-
schnittsdaten und Zeitreihen in der Forschungspraxis nicht immer eindeu-
tig. Oft kommen verschiedene Mischformen vor, wenn etwa sehr viele Er-
hebungen derselben Variablen an mehreren oder sogar sehr vielen Unter-
suchungseinheiten vorgenommen werden (z.B. Baltagi, 2001; Greene, 2000;
Verbeek, 2000). Die in den folgenden Kapiteln betrachteten Datenstruk-
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turen beschra¨nken sich im Wesentlichen auf die wie oben beschriebenen
La¨ngsschnittdatensa¨tze mit einer im Verha¨ltnis zur Anzahl der Messungen
pro Untersuchungseinheit großen Anzahl an Untersuchungseinheiten. Da-
bei werden die Messungen in diskreten Zeitabsta¨nden vorgenommen und
in den Modellen auch entsprechend behandelt. Ansa¨tze, in denen Zeit als
stetige Variable modelliert wird, werden in dieser Arbeit nicht betrachtet
(siehe dazu etwa Singer, 1999).
In sozial- oder wirtschaftswissenschaftlichen, psychologischen oder kli-
nischen Untersuchungen werden ha¨ufig neben verschiedenen, spa¨ter als Ein-
flussgro¨ßen verwendeten Variablen auch die La¨ngen der Zeitintervalle zwi-
schen aufeinanderfolgenden Ereignissen erhoben (z.B. Hornsteiner, 1998;
Petersen, 1993; Spatz, 1999). Solche Daten werden meist mit Modellen zur
Analyse von Verweildauern, die je nach wissenschaftlicher Disziplin auch
als Event-History-Analysen, Ereignisdatenanalysen, Analyse von Duration-
Modellen oder Survival-Analysen bezeichnet werden, ausgewertet. Auch
diese Datenstrukturen und Auswertungsmodelle werden in der vorliegen-
den Arbeit nicht betrachtet. Siehe dazu aber Fahrmeir, Hamerle und Tutz
(1996c) und die dort zitierte Literatur.
Die Klasse der statistischen Modelle zur Auswertung von La¨ngsschnitt-
oder Paneldaten unter einer asymmetrischen Fragestellung sowie der ent-
sprechenden Verfahren zur Scha¨tzung interessierender Parameter ist sehr
umfassend. Modellunterschiede resultieren aus unterschiedlichen Gegeben-
heiten und Annahmen bezu¨glich der Komponenten. Responsevariablen und
Einflussgro¨ßen ko¨nnen etwa als stetige oder diskrete, die Einflussgro¨ßen
zusa¨tzlich invariant u¨ber wiederholte Messungen oder Einheiten oder va-
riabel u¨ber alle Beobachtungspunkte vorliegen. Der modellierte Zusammen-
hang zwischen Responsevariablen und Einflussgro¨ßen kann basieren auf
der Annahme einer systematischen Komponente bestehend aus einer Li-
nearkombination der Einflussgro¨ßen sowie den Regressionsparametern und
einer sogenannten Linkfunktion, die diese systematische Komponente mit
dem Erwartungswert der Responsevariablen verknu¨pft. In Zusammenhang
mit einer solchen Modellkomponente wird ha¨ufig eine (bedingte) Verteilung
der Responsevariablen spezifiziert. Im univariaten Fall, wenn also gegeben
die Werte der Einflussgro¨ßen Unabha¨ngigkeit der Responsevariablen un-
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terstellt werden kann und die bedingte Verteilung der Responsevariablen
einer einfachen Exponentialverteilung angeho¨rt, handelt es sich bei solchen
Modellen um univariate generalisierte lineare Modelle (McCullagh und Nel-
der, 1990). Die klassischen linearen Regressionsmodelle sind eine Subklas-
se dieser recht allgemeinen Modellklasse. Die Verallgemeinerung auf den
multivariaten Fall, der sich dadurch auszeichnet, dass nun jeweils mehrere
Responsevariablen, gegeben die Werte der Einflussgro¨ßen, als nicht mehr
unabha¨ngig voneinander aufgefasst werden ko¨nnen, bildet die Klasse der
multivariaten generalisierten linearen Modelle (Fahrmeir und Tutz, 1994).
Eine weitere Verallgemeinerung stellen Quasi-Likelihood-Modelle dar,
bei denen nun keine vollsta¨ndige Verteilung mehr korrekt zu spezifizieren
ist, sonderen lediglich die (bedingte) Erwartungswert- und (Ko-)Varianz-
struktur der Responsevariablen (z.B. McCullagh, 1983; Wedderburn, 1974).
Im multivariaten Fall ist bei Verwendung sogenannter Pseudo-Likelihood-
Modelle (PLM) nur noch eine korrekte Modellierung der (bedingten) Er-
wartungswertstruktur (PLM1) beziehungsweise, a¨hnlich wie fu¨r die Quasi-
Likelihood-Modelle, der (bedingten) Erwartungswert- und Kovarianzstruk-
tur (PML2) erforderlich (Gourieroux, Monfort und Trognon, 1984b; Gou-
rieroux und Monfort, 1993). Wa¨hrend bei diesen Modellen jeweils noch
von Funktionen ausgegangen wird, deren Maximierung (Minimierung) den
entsprechenden Scha¨tzwert fu¨r die interessierenden Parameter ergibt, wird
bei dem Ansatz mit generalisierten Scha¨tzgleichungen nicht mehr von einer
Quasi-, Pseudo- oder Likelihood-Funktion ausgegangen. Stattdessen star-
tet man direkt von den sogenannten generalisierten oder verallgemeinerten
Scha¨tzgleichungen (Liang und Zeger, 1986; McCullagh und Nelder, 1990,
Kap. 9.3; Zeger und Liang, 1986). Dieser aus der Biometrie stammende An-
satz zur Scha¨tzung von Regressionsparametern in Modellen mit gegenseitig
abha¨ngigen Responsevariablen, oft kurz als GEE Ansatz (
”
generalized esti-
mating equations“ Ansatz) bezeichnet, wird Gegenstand des Kapitels 4 sein.
Erweiterungen dieses Ansatzes sowie verschiedene Maße der Erkla¨rungs-
kraft fu¨r die entsprechenden Modelle werden in Kapitel 5 vorgeschlagen
und diskutiert.
Zahlreiche weitere Verallgemeinerungen der oben skizzierten Regressi-
onsmodelle in verschiedene Richtungen wurden vorgeschlagen. Einige davon
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werden hier zwar kurz erwa¨hnt, sind mit Ausnahmen aber nicht oder nur am
Rande Gegenstand der folgenden Kapitel (siehe aber etwa Aigner, Hsiao,
Kapteyn und Wansbeek, 1984; Chamberlain, 1984; Heckman und Singer,
1986; Ma´tya´s und Sevestre, 1996). So ist eine ha¨ufig gemachte Annahme
in linearen Regressionsmodellen, dass der Erwartungswert des Produktes
von Fehlervariablen und Einflussgro¨ßen null ist oder zumindest das Mittel
dieses Ausdrucks nach Wahrscheinlichkeit gegen null konvergiert. Fu¨r den
Fall, dass diese Annahme verletzt ist, besitzen die interessierenden Regres-
sionsparameterscha¨tzer im Allgemeinen nicht mehr die fu¨r eine sinnvolle In-
terpretation notwendigen Eigenschaften. Eine Mo¨glichkeit dieses Problem
bei der Scha¨tzung der Parameter auch in nichtlinearen Modellen zu um-
gehen besteht in der zusa¨tzlichen Verwendung sogenannter Instrumente,
das heißt zusa¨tzlicher Variablen, die bestimmte Eigenschaften in ihrer Be-
ziehung zu den Einflussgro¨ßen und den Fehlervariablen besitzen. Fu¨r eine
Einfu¨hrung siehe etwa Baltagi (1998), Davidson und MacKinnon (1993),
Greene (2000) oder Verbeek (2000). Ein weiteres Problem kann ha¨ufig sein,
dass von Messfehlern bei den Einflussgro¨ßen ausgegangen werden muss.
Auch in diesem Fall ergeben sich im Allgemeinen massive Probleme bei
der Scha¨tzung der interessierenden Parameter mit Standardmethoden. Ein
ausfu¨hrliche Behandlung dieser Problematik findet man etwa in Carroll,
Ruppert und Stefanski (1995).
Eine zusa¨tzliche Erweiterung der oben angesprochenen Regressionsmo-
delle fu¨r La¨ngsschnittdaten erha¨lt man, wenn erga¨nzend zu den exogenen
Variablen zeitverzo¨gerte Responsevariablen als Einflussgro¨ßen zu behandeln
sind. Eine solche Modellierung entspricht etwa in einem linearen Modell der
Annahme, dass die zu einem bestimmten Zeitpunkt beobachtbare Respon-
sevariable nicht nur eine Funktion der entsprechenden exogenen Variablen
ist, sondern eben auch durch die Responsevariablen fru¨herer Zeitpunkte
beeinflusst wird. Auch fu¨r die Scha¨tzung dieser sogenannten dynamischen
Modelle sind die Standardmethoden im Allgemeinen nicht mehr anwendbar.
Fu¨r eine Einfu¨hrung in diese Modelle siehe etwa Baltagi (2001), Davidson
und MacKinnon (1993) oder Greene (2000).
Sind die in der O¨konometrie verwendeten simultanen Gleichungsmo-
delle (z.B. Hausman, 1983; Phillips, 1983) eine naheliegende Erweiterung
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der univariaten Regressionmodelle, bei denen im einfachsten Fall pro Un-
tersuchungseinheit simultan zwei Regressionsgleichungen betrachtet wer-
den, so sind die im Wesentlichen in den Sozialwissenschaften und der Psy-
chologie eingesetzten Strukturgleichungs- beziehungsweise Mittelwert- und
Kovarianzstrukturmodelle nicht mehr nur als Erweiterung des Regressi-
onsansatzes aufzufassen (z.B. Marcoulides und Schumacker, 1996). Eher
handelt es sich bei letzteren um eine Modellklasse, die selbst wieder eine
ganze Reihe verschiedener Modelle als Spezialfa¨lle entha¨lt. Ein allgemei-
nes Mittelwert- und Kovarianzstrukurmodell und dessen Scha¨tzung ist et-
wa in Ku¨sters (1987) beschrieben. Als Spezialfa¨lle dieses Modells erha¨lt
man unter anderen simultane Gleichungsmodelle, faktorenanlytische Mo-
delle, das LISREL-Modell (
”
linear structural relationship“, Jo¨reskog, 1973,
1977) oder Muthe´n’s (1979, 1983, 1984) verallgemeinertes LISREL Modell.
Sowohl die simultanen Gleichungsmodelle als auch die allgemeinere Klasse
der Strukturgleichungs- beziehungsweise Mittelwert- und Kovarianstruk-
turmodelle sind auf La¨ngsschnittdaten anwendbar.
Anstatt oder zusa¨tzlich zu der Annahme eines Einflusses vergangener
Responsevariablen auf die Responsevariable zu einem bestimmten Zeit-
punkt, kann auch die Annahme einer zeitlich konstanten, unbeobachtbaren
und fu¨r eine Untersuchungseinheit spezifischen Komponente angenommen
werden. Handelt es sich bei den Untersuchungseinheiten etwa um Personen,
ko¨nnte es sinnvoll sein eine bestimmte Disposition anzunehmen, die dann in
einem linearen Regressionsmodell u¨ber den Beobachtungszeitraum auf die
beobachtbaren Responsevariablen einwirkt. Abha¨ngigkeiten in den Respon-
sevariablen wu¨rden demnach (auch) durch diese Disposition zustande kom-
men. Solche Komponenten oder Effekte ko¨nnen selbstversta¨ndlich auch in
nichtlineare Regressionsmodelle aufgenommen werden. Entsprechende Mo-
delle, bei denen Abha¨ngigkeiten nur u¨ber diese Effekte modelliert werden,
werden je nach Annahme bezu¨glich dieser Effekte, als
”
Random“ oder
”
Fi-
xed Effects“ Modelle bezeichnet. Fu¨r eine Einfu¨hrung in diese Modelle siehe
Kapitel 3 beziehungsweise Baltagi (2001) oder Greene (2000).
Eine Erweiterung dieser eher einfachen Random oder Fixed Effects Mo-
delle, ergibt sich mit der oft sinnvoll erscheinenden Annahme, dass alle oder
einige der Regressionsparameter nicht wie das etwa in den traditionelleren
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Modellen vorausgesetzt wird, u¨ber die Beobachtungspunkte konstant sind,
sondern variieren. Oft werden die variierenden Parameter als Zufallsvaria-
blen mit einer spezifischen Verteilung angenommen. Die entsprechenden
Modelle werden in klinischen beziehungsweise biometrischen Anwendun-
gen auch als
”
Mixed“ Effects Modelle bezeichnet, weil u¨blicherweise nur
ein Teil der Parameter als zufa¨llig aufgefasst wird (z.B. Gibbons, Hedeker,
Charles und Frisch, 1994; Verbeke und Molenberghs, 2000). Diese Modelle
lassen sich im Allgemeinen auch als die in den Sozialwissenschaften u¨blichen
Multilevelmodelle anschreiben (z.B. Hedeker und Gibbons, 1994). Fu¨r ei-
ne Einfu¨hrung in letztere siehe etwa Engel (1998). Eine Verallgemeinerung
dieses Ansatzes stellen die Variierende-Koeffizienten Modelle dar (Hasti
und Tibshirani, 1993). Bei diesen Modelle werden die Regressionsparame-
ter oder Koeffizienten als zuna¨chst nicht weiter spezifizierte Funktionen
zusa¨tzlicher Einflussgro¨ßen, sogenannte effektmodifizierende Variablen, mo-
delliert. Diese Modelle enthalten wiederum zahlreiche andere Modelle als
Spezialfa¨lle, etwa die Klasse der generalisierten additiven Modelle, bei de-
nen zwar noch, wie im einfachen linearen Modell, von einer Additivita¨t von
Funktionen der Einflussgro¨ßen ausgegangen wird, die aber als nichtlinear
in den Einflussgro¨ßen modelliert werden (Hasti und Tibshirani, 1990).
Trotz ihrer inzwischen weit verbreiteten Anwendung, etwa in O¨konome-
trie oder Biometrie, scheinen sich Panelmodelle insbesondere in Soziologie
und Sozialwissenschaften nicht im selben Maße durchgesetzt zu haben2, ob-
wohl gerade in Soziologie und Sozialwissenschaften der Einsatz von La¨ngs-
schnittmodellen in vielen Fa¨llen zu tieferen Einsichten verhelfen kann (z.B.
DiPrete und McManus, 2000). Zur Behandlung des Themas La¨ngsschnitt-
modelle in den Sozialwissenschaften siehe etwa Engel und Reinecke (1996),
Hamerle und Ronning (1995), Hsiao (1995), Muthe´n (1997) oder Petersen
(1993). Auch dies ist ein Anliegen der vorliegenden Arbeit: Durch die Be-
handlung von La¨ngsschnittmodellen und deren Anwendung eine sta¨rkere
Verbreitung in den Sozialwissenschaften zu unterstu¨tzen.
2So widmen etwa Schnell, Hill und Esser (1999) dem Thema
”
Panelanalyse“ einen Ab-
satz von 12 Zeilen und schreiben
”
Interessanterweise werden Verfahren der Panelanalyse
außerhalb einer kleinen Gruppe von Spezialisten nur selten genutzt.“ (S. 427).
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1.2 Fehlende Werte
Viele Datensa¨tze sind nicht vollsta¨ndig, das heißt fu¨r einige Erhebungs-
einheiten wurden die Auspra¨gungen nicht aller der erhobenen Variablen
beobachtet. Ein Grund dafu¨r liegt ha¨ufig im Forschungsdesign selbst be-
ziehungsweise dem Erhebungsinstrument begru¨ndet, wenn etwa einige Un-
tersuchungseinheiten bestimmten experimentellen Bedigungen nicht ausge-
setzt werden oder bestimmte Fragen eines Fragebogens Sachverhalte be-
treffen, die fu¨r einige Personen nicht zutreffen. Diese durch das Design
bedingte Form fehlender Werte (
”
missing data“,
”
missing by design“)3 ist
nicht Gegenstand der folgenden Kapitel. Stattdessen werden Konsequenzen
und Kompensationsmo¨glichkeiten im Hinblick auf Auswertungsergebnisse
bei Vorliegen fehlender Werte betrachtet, fu¨r die prinzipiell gu¨ltige Werte
existieren (
”
Nonresponse“).
Das Problem fehlender Werte, die nicht auf das Design zuru¨ckzufu¨hren
sind, tritt in sehr vielen, vor allem in Datensa¨tzen auf, die auf Umfragen
basieren. Allgmein kann, auf einer rein deskriptiven Ebene, zwischen fehlen-
den Einheiten (
”
units“) und einzelnen, fehlenden Antworten (
”
items“) un-
terschieden werden. Bei einer Querschnittserhebung, etwa einer Befragung,
werden die Stichprobenelemente ausgewa¨hlt, an denen dann die interes-
sierenden Variablen einmal erhoben werden sollen. Fallen Stichprobenele-
mente aus bevor die Merkmale erhoben werden konnten, etwa wenn es sich
um Personen handelt, die die Teilnahme verweigern, dann spricht man von
”
Unit-Nonresponse“. Andere Personen nehmen zwar teil, geben aber auf
bestimmte Fragen unter Umsta¨nden keine Auskunft. In diesem Fall spricht
man von
”
Item-Nonresponse“. Bei La¨ngsschnittdaten kommt schließlich ein
weiteres Pha¨nomen hinzu. So ko¨nnen Untersuchungseinheiten, die anfa¨ng-
lich an der Untersuchung teilnahmen, im weiteren Verlauf aus den verschie-
densten Gru¨nden ausscheiden. Eine solche
”
Abnutzung“ einer Stichprobe
u¨ber die Zeit wird auch als
”
Attrition“ oder
”
Panelattrition“ bezeichnet.
Die hier verwendete Definition von Attrition ist allerdings erheblich allge-
3Da der u¨berwiegende Teil der Literatur zur Problematik fehlender Werte englisch-
sprachiger Natur ist und sich hier bestimmte Begriffe durchgesetzt haben, werden diese
auch spa¨ter verwendeten englischen Begriffe in diesem Abschnitt eingefu¨hrt.
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meiner, als meist u¨blich. So werden ha¨ufig etwa durch Todesfa¨lle befragter
Personen bedingte Ausfa¨lle nicht als Attrition betrachtet. Welche Art von
Ausfa¨llen jeweils als Attrition bezeichnet wird, ha¨ngt im Wesentlichen von
der jeweils interessierenden Grundgesamtheit ab.
Zur Veranschaulichung der verschiedenen Arten fehlender Werte sei das
Sozio-o¨konomische Panel, genauer die ersten beiden Teilstichproben, be-
trachtet. Beide Teilstichproben wurden im Jahr 1984 in der damaligen
Bundesrepublik Deutschland gezogen (z.B. Hanefeld, 1987; Spieß, 2001a).
Teilstichprobe B in 1984 ist eine Stichprobe aus der Grundgesamtheit der
damals in Westdeutschland ansa¨ssigen privaten Haushalte, mit einem Haus-
haltsvorstand griechischer, italienischer, damals jugoslawischer, spanischer
oder tu¨rkischer Nationalita¨t. Teilstichprobe A in 1984 ist eine Stichprobe
aus der Grundgesamtheit aller in Westdeutschland ansa¨ssigen Privathaus-
halte mit Ausnahme der fu¨r Teilstichprobe B definierten Grundgesamt-
heit. In Teilstichprobe A sind die gezogenen Einheiten (
”
Sampling Units“)
Haushalte, in Teilstichprobe B Personen. Abbildung 1.1 weist die absolu-
ten Ha¨ufigkeiten der in 1984 gezogenen gu¨ltigen4 Haushalte beziehungswei-
se der ab 1985 angelaufenen Haushalte (
”
Brutto insges.“), der Haushalte,
fu¨r die gu¨ltige Haushaltsfragebo¨gen (
”
Netto insges.“) und jene, fu¨r die ei-
ne gu¨ltige Angabe zum durchschnittlichen monatlichen Haushaltsnettoein-
kommen (
”
Angabe HhEk“) vorliegen, aus.
Erkennbar ist in der ersten Welle eine deutliche Differenz zwischen ange-
laufenen gu¨ltigen Haushalten, auch als um die qualita¨tsneutralen Ausfa¨lle
bereinigte Brutto-Stichprobe bezeichnet, und Haushalten, fu¨r die gu¨ltige
Fragebo¨gen vorliegen. Insgesamt wurden 1984 9527 gu¨ltige Haushalte ge-
zogen. Gu¨ltige Daten liegen fu¨r 5921 Haushalte vor. Am Ende des Be-
4Gu¨ltige Haushalte sind Privathaushalte. Bei der eigentlichen Ziehung ist oft nicht
eindeutig zu bestimmen ob es sich um Privathaushalte handelt oder nicht. Dies stellt
sich im Allgemeinen erst bei den Befragungsversuchen heraus. Beispiele fu¨r so entdeck-
te nicht private Haushalte sind etwa Arztpraxen, Studentenheimwohnungen oder auch
zum Zeitpunkt der Befragung unbewohnte Wohnungen. Nachtra¨glich als nicht private
Haushalte identifizierte Haushalte werden auch als qualita¨tsneutrale Ausfa¨lle bezeich-
net. Entsprechend entha¨lt die Brutto-Stichprobe auch Haushalte, die, weil kein Kontakt
hergestellt werden konnte, nicht als Nicht-Privathaushalte identifiziert werden ko¨nnen.
Dieser Anteil wird im Folgenden nicht beru¨cksichtigt.
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Abbildung 1.1: Entwicklung der Anzahl an Haushalten in Teilstichprobe
A und B des SOEP im Zeitraum von 1984 bis 2000: Bereinigtes Brutto
(Brutto insges.), Netto (Netto insges.) und Haushalte mit gu¨ltiger Angabe
des durchschnittlichen Haushaltsnettoeinkommmens (Angabe HhEk).
obachtungszeitraumes im Jahr 2000, nach immerhin 16 Jahren, konnten
noch 4060 Privathaushalte in den beiden Stichproben befragt werden. Die
Differenz zwischen der Anzahl an Haushalten in der Netto-Stichprobe und
derjenigen, die ein Haushaltseinkommen angeben ist eher gering und nimmt
tendenziell ab. Obwohl das Problem fehlender Werte was diese Variable an-
geht, relativ etwa zur Differenz zwischen bereinigtem Brutto und Netto in
der ersten Welle, eher gering zu sein scheint, ist zu beachten, dass in vie-
len Analysen nicht nur eine Variable betrachtet wird. Stattdessen gehen im
Allgemeinen mehrere Variablen ein. Treten bei einigen dieser Variablen feh-
lende Werte auf, so kann dies recht schnell zu einer verha¨ltnisma¨ßig großen
Anzahl an Untersuchungseinheiten fu¨hren, fu¨r die der Wert wenigstens einer
Variable nicht beobachtet wurde.
Die Differenz zwischen der Anzahl an beobachteten Privathaushalten im
Jahr 1984 und im Jahr 2000 ist allerdings nicht identisch mit der zeitlichen
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”
Abnutzung“ des Panels. Dies liegt daran, dass sich Haushalte auch aufspal-
ten ko¨nnen, etwa wenn ein Familienmitglied auszieht und einen eigenen Pri-
vathaushalt bildet, und sich damit die Anzahl der Haushalte erho¨ht. Daher
ist die Differenz von 1861 = 5921 − 4060 eher als eine untere Abscha¨tzung
der Panelabnutzung zu interpretieren. Eine obere Abscha¨tzung erha¨lt man,
wenn die Anzahl der im Datensatz befindlichen urspru¨nglich beru¨cksich-
tigten Privathaushalte, also ohne Abspaltungen oder sonstige Neuzuga¨nge,
betrachtet wird. Der entsprechende Verlauf u¨ber den Zeitraum von 1984
bis 2000 ist in Abbildung 1.2 dargestellt. Im Jahr 2000 blieben von den im
Jahr 1984 gezogenen 9527 Haushalten (bereinigtes Brutto) beziehungsweise
5921 (Netto-Stichprobe) beru¨cksichtigten Ursprungshaushalten noch 2671
(Netto-Stichprobe) u¨brig. Die Differenz von 3250 = 5921 − 2671 ist sicher
eine obere Abscha¨tzung der Panelabnutzung, denn bei dieser Festlegung
werden von den Ursprungshaushalten abgespaltene Haushalte, unabha¨ngig
davon ob sie tatsa¨chlich ausfallen oder nicht, bei der Quantifizierung der
Attrition nicht beru¨cksichtigt5.
Das Auffa¨lligste an den Abbildungen 1.1 und 1.2 ist, dass der jeweilige
zur Verfu¨gung stehende Datensatz durch fehlende Daten reduziert wird.
Diese Reduzierung des Datensatzes ist im gu¨nstigsten Fall unangenehm
kann aber, wenn nicht eine (sinnvolle) Kompensationsmo¨glichkeit verwen-
det wird, insbesondere bei La¨ngsschnittdatensa¨tzen dazu fu¨hren, dass im
Extremfall bestimmte Modelle u¨berhaupt nicht mehr gescha¨tzt werden ko¨n-
nen. Unter gu¨nstigsten Bedingungen lassen sich ohne Kompensationsme-
thoden diesselben Analysen durchfu¨hren, die man auch mit dem komplet-
ten Datensatz durchgefu¨hrt ha¨tte, die Ergebnisse sind ebenso valide, wenn
auch aufgrund des verringerten Stichprobenumfanges im Allgemeinen we-
niger pra¨zise. Ha¨ufig muss aber davon ausgegangen werden, dass die nicht
beobachteten Werte nicht vo¨llig zufa¨llig fehlen und der Prozess, der zu den
fehlenden Werten fu¨hrte nicht ignorierbar ist. In diesem Fall fu¨hrt die An-
wendung von Standardmethoden ohne weitere Modifikation im Allgemeinen
5Das Problem einer eindeutigen Angabe der Panelattrition ist einerseits darin be-
gru¨ndet, dass ein Haushalt eine ku¨nstliche Einheit darstellt, andererseits dadurch, dass
die gezogenen Einheiten in Stichprobe A und B verschieden sind.
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Abbildung 1.2: Entwicklung der Anzahl an Ursprungs- oder Originalhaus-
halten in Teilstichprobe A und B des SOEP im Zeitraum von 1984 bis 2000:
Bereinigtes Brutto (Brutto orig.) und Netto (Netto orig.).
nicht mehr zu sinnvollen Ergebnissen. Auf diese Problematik wird in Ka-
pitel 7 na¨her eingegangen. Fu¨r eine genauere Definition von vo¨llig zufa¨llig
und zufa¨llig fehlenden Werten sowie dem Konzept
”
Ignorierbarkeit“ (Little
und Rubin, 2002; Rubin, 1976a), siehe Kapitel 6.
Die Ausscho¨pfungsquote, gegeben als das Verha¨ltnis der Anzahl an
Haushalten im bereinigten Brutto zur Anzahl an Netto-Haushalten, zum
Start der Teilstichproben A und B, E und F des Sozio-o¨konomischen Pa-
nels waren ca. 62% im Jahr 1984 fu¨r A und B, ca. 54% im Jahr 1998 fu¨r E
und ca. 51% im Jahr 2000 fu¨r die Teilstichprobe F6. Ob diese abnehmende
Ausscho¨pfungsquote einen allgemeinen Trend widerspiegelt, ist zumindest
umstritten. Nach Groves und Couper, 1998, S. 156–172) und Smith (1995)
la¨sst sich diese Hypothese, zumal in dieser allgemeinen Formulierung, nicht
6Die Teilstichproben C und D fallen wegen der jeweiligen Grundgesamtheit bezie-
hungsweise der Ziehungsmethode etwas aus dem Rahmen und werden daher nicht beru¨ck-
sichtigt.
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belegen. Dagegen findet Schnell (1997) in seiner Untersuchung einen wenn
auch nicht dramatischen so doch leicht zunehmenden Anstieg nicht reagie-
render Untersuchungseinheiten in der Umfrageforschung (S. 130). A¨hnlich
auch de Leeuw und de Heer (2002), die fu¨r 16 La¨nder u¨ber die Zeit abneh-
mende Ausscho¨pfungsquoten identifizieren.
Ob es in welcher Erhebungssituation eine solchen Trend gibt oder nicht,
fehlende Werte sind offensichtlich in vielen Datensa¨tzen ein Problem und es
gibt keine Hinweise darauf, dass sich daran in Zukunft etwas a¨ndern wird.
So ist den Forderungen etwa von Groves und Couper (1998) oder Schnell
(1997) nach einer versta¨rkten Forschung zu den Ursachen und empirischen
Korrelaten fu¨r das Pha¨nomen fehlender Werte sowie einer sorgfa¨ltigeren
und, was nicht reagierende Untersuchungseinheiten betrifft, umfangreiche-
ren und besser dokumentierten Datenerhebung zuzustimmen. Die Aussage
”
Man beno¨tigt zuna¨chst inhaltliche Modelle zur Erkla¨rung der Ausfa¨lle;
die statistischen Probleme sind dagegen vergleichsweise trivial.“ (Schnell,
1997, S. 10) dagegen ist irrefu¨hrend. Ein solches Vorgehen wu¨rde voraus-
setzen, dass zuna¨chst inhaltliche Modelle mit einem hohen Erkla¨rungswert
fu¨r Nonresponse zu finden wa¨ren. Abgesehen davon, dass es bereits proble-
matisch ist etwas wie einen hohen oder ausreichenden Erkla¨rungswert zu
definieren, ist es daru¨ber hinaus fragwu¨rdig, ob es mo¨glich ist eine allgemei-
ne Theorie des Nonresponse zu entwickeln, aus der heraus dann in einzelnen
und sehr unterschiedlichen Situationen Modelle mit Erkla¨rungswert abge-
leitet werden ko¨nnen. Zudem ist in statistischen Analysen im Allgemeinen
eine Erkla¨rung fu¨r das Nichtvorliegen von Werten nur insofern von Inter-
esse als damit bestimmte Annahmen und statistische Modelle begru¨ndbar
sind. Daher sind — obwohl beides nicht als voneinander unabha¨ngig zu
sehen ist – hier gute Modelle zur Beschreibung, nicht zur Erkla¨rung ge-
fragt. So macht es fu¨r statistische Analysen etwa zu einer Einkommensva-
riablen keinen Unterschied, ob der Mechanismus, der zu fehlenden Werten
fu¨hrte, unabha¨ngig von den Einkommensvariablen ist, oder ob er von an-
deren Variablen abha¨ngt, die aber ihrerseits von der interessierenden Ein-
kommensvariablen unabha¨ngig sind. A¨hnliches gilt fu¨r die Datenerhebung
selbst. Auch hier steht im Vordergrund nicht ein Erkla¨rungsmodell son-
dern die Frage wie die Erhebungssituation gestaltet werden kann um den
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Anteil an Nonresponse mo¨glichst gering zu halten. Auch der sequentielle
Aspekt an dieser Aussage ist nicht unproblematisch. Forschung kann nicht
erst dann einsetzen, wenn alle Grundlagenprobleme vollsta¨ndig gelo¨st sind.
Stattdessen sind entsprechende Ergebnisse immer lediglich als vorla¨ufig an-
zusehen, bedingt auf die jeweils fu¨r die Untersuchung der entsprechenden
Fragestellung notwendigen Bedingungen und getroffenen Annahmen sowie
die jeweils gegebenen oder gesetzten Rahmenbedingungen. Auch fu¨r diesen
Bereich sei auf die Notwendigkeit einer engen Verbindung zwischen eher
inhaltlicher und eher methodischer Forschung, einem wechselseitigen Aus-
tauschprozess und gegenseitiger Befruchtung hingewiesen. Ein Austausch,
der sich im Bereich Nonresponse erfreulicherweise in Tagungen wie der
”
In-
ternational Conference on Survey Nonresponse“ in Portland, Oregon, USA
(1999) niederschla¨gt.
Schließlich sind die
”
statistischen Probleme“, womit wohl die statisti-
schen Verfahren und Methoden zur Kompensation bei Vorliegen fehlender
Werte gemeint sind, keineswegs trivial. Dies la¨sst sich an der inzwischen sehr
umfangreichen internationalen statistischen Literatur zum Thema Nonre-
sponse problemlos nachweisen (z.B. Meng, 2000). Insbesondere zeigt sich,
dass es kaum Sinn macht erst die inhaltlichen Probleme zu lo¨sen um an-
schließend schnell Antworten auf die
”
relativ trivialen statistischen Proble-
me“ zu finden. Stattdessen muss Forschung in beiden Bereichen intensiv
betrieben werden, werden doch zunehmend Datensa¨tze als Grundlage fu¨r
mehr und breiter gestreute auch aktuelle Fragestellungen verwendet. Ein
unkritischer Umgang mit dem Problem fehlender Werte kann hier zu vo¨llig
falschen Schlu¨ssen fu¨hren.
1.3 Analyse von La¨ngsschnittdaten mit fehlenden
Werten: Sozialwissenschaftliche Anwendung
In Abschnitt 1.1 wurde eine kurze Begru¨ndung dafu¨r geliefert warum La¨ngs-
schnittdaten gegenu¨ber Querschnittsdaten von Vorteil sein ko¨nnen. Diesem
Vorteil, na¨mlich der Trennung von Ausgangsniveaus und zeitlichen Effek-
ten sowie einer (asymptotisch) effizienteren Scha¨tzung, stehen allerdings
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auch die Nachteile komplexerer Scha¨tzverfahren einerseits und einer Pane-
lattrition, und damit einer abnehmenden asymptotischen Effizienz, anderer-
seits gegenu¨ber. Gerade der letzte Punkt ist ein Grund dafu¨r asymptotisch
mo¨glichst effiziente Scha¨tzverfahren, die gleichzeitig gegenu¨ber eventuellen
Fehlspezifikationen eine gewisse Robustheit aufweisen, zu entwickeln und
anzuwenden.
In Kapitel 9 wird mit Hilfe eines La¨ngsschnittansatzes die Annah-
me u¨berpru¨ft, ob sich der Einfluss verschiedener sozio-demographischer
Variablen, insbesondere der Investitionsvariablen
”
beruflicher Bildungsab-
schluss“, auf eine objektive Gratifikationsvariable (
”
Monatliches Durch-
schnitts-Bruttoeinkommen“) sowie eine subjektive Gratifikationsvariable
(
”
Mache mir Sorgen um die Sicherheit meines Arbeitsplatzes“) u¨ber die Zeit
hinweg abschwa¨cht. Eine solche, u¨ber die Zeit hinweg abnehmende Binnen-
beziehung zwischen den betrachteten Statusfaktoren ist gleichbedeutend
mit einer zunehmenden Wahrscheinlichkeit dafu¨r, dass Auspra¨gungen ele-
mentarer Statusfaktoren in Kombinationen auftauchen, die am Beginn des
betrachteten Zeitraumes eher unu¨blich sind. Anders ausgedru¨ckt wird etwa
die objektive Gratifikation
”
Monatliches Durchschnitts-Bruttoeinkommen“
auf der Basis der sozialen Investition
”
beruflicher Bildungsabschluss“ zu-
nehmend unpra¨ziser pra¨dizierbar. Das zunehmende Auftreten zuna¨chst
unu¨blicher Kombinationen von Auspra¨gungen elementarer Statusfaktoren
wird auch als zunehmende Statusinkonsistenz bezeichnet. Zunehmenden
Statusinkonsistenzen werden andererseits Reaktionen zugeschrieben, die fu¨r
Fragen der sozialen Integration von zentraler Bedeutung sind (z.B. Engel
und Wuggenig, 1990; Geschwender, 1967a, 1967b).
Bei dem hier verwendeten Datensatz handelt es sich um Personen aus
den bereits in Abschnitt 1.2 beschriebenen Teilstichproben A und B des
Sozio-o¨konomischen Panels. Der beru¨cksichtigte Zeitraum beginnt im Jahr
1991 und endet 1999. Da diese Teilstichproben bereits 1984 gezogen wurden,
ist bei Auswertung der Teilstichprobe zu beru¨cksichtigen, dass bis 1991
bereits Einheiten ausgefallen sind. Einerseits handelt es sich dabei um jene
Einheiten, die bereits im ersten Befragungsjahr ausfielen, und andererseits
um jene, die zwischen 1984 und 1991 die Stichprobe verließen. Weiterhin
fielen weitere Einheiten im Zeitraum von 1991 bis 1999 aus und einige der
18 Kapitel 1. Einleitung
verbliebenen Personen beantworteten nicht alle Fragen.
Um nun die oben genannte Fragestellung beantworten zu ko¨nnen, wird
einerseits das in Kapitel 5 beschriebene Modell verwendet, das mit Hilfe der
dort beschriebenen Methode, die zu asymptotisch vergleichsweise effizienten
Scha¨tzern fu¨hrt, gescha¨tzt werden soll. Wegen der unterschiedlichen Arten
fehlender Werte sind andererseits entsprechende Kompensationsmethoden
zu verwenden. Um diesen Erfordernissen gerecht zu werden, wird das zur
Scha¨tzung des Modells implementierte Programm erweitert um Gewich-
te verwenden zu ko¨nnen (siehe Abschnitt 7.5), die fu¨r Unit-Nonresponse
bis 1991 kompensieren sollen. Weiterhin wird die Methode der multiplen
Imputation (siehe Abschnitt 7.3.5 und Kapitel 8), realisiert in Form eines
von Raghunathan, Solenberger und Van Hoewyk (2002) bereitgestellten
SAS-Makros, verwendet um fu¨r Unit- und Item-Nonresponse ab 1991 zu
kompensieren.
Neben der Beantwortung der inhaltlichen Fragstellung werden in einem
empirischen Vergleich — unter Verwendung der Teilstichproben A und B
des SOEP— verschiedene Kompensationsstrategien in ihren Auswirkungen
auf die Scha¨tz- und Testergebnisse, und damit Schlussfolgerungen, einander
gegenu¨bergestellt.
Kapitel 2
Statistisch-methodische
Grundlagen empirischer
Forschung
Bis zur wissenschaftlich befriedigenden Beantwortung einer Fragestellung
ist es auch in den empirischen Wissenschaften im Allgemeinen ein lan-
ger und schwieriger Weg. Dies liegt nicht nur daran, dass die Erhebung
und Auswertung der Daten meist sehr aufwendig ist, sondern auch an der
Komplexita¨t der fu¨r eine befriedigende Beantwortung notwendigerweise zu
lo¨senden Probleme, die oft weit in andere Wissenschaftsbereiche hineinra-
gen. Bereits die Frage danach, was denn eine
”
befriedigende“ Antwort ist,
la¨sst sich meist nicht einfach beantworten. Aber selbst wenn alle fu¨r eine
akzeptable Arbeitsgrundlage relevanten erkenntnis- und wissenschaftstheo-
retischen U¨berlegungen als beantwortet betrachtet werden, sind zahlreiche
weitere Probleme zu lo¨sen, von denen sich ein großer Teil nicht oder zu-
mindest nicht unmittelbar auf die jeweils interessierende inhaltliche Fra-
gestellung beziehen. Dennoch sind die verschiedenen Problembereiche im
Allgemeinen eng miteinander und mit der auf dem Pru¨fstand stehenden
Theorie verzahnt. So sind etwa Fragen nach der Erhebung, Aufbereitung
sowie der Auswertung der Daten im Hinblick auf die Fragestellung von
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zentraler Bedeutung fu¨r die Interpretation der Ergebnisse.
Trotz ihrer inzwischen recht großen Bedeutung scheint die Bescha¨fti-
gung mit statistischen Ansa¨tzen und Methoden ha¨ufig eher zu den ungelieb-
ten Notwendigkeiten empirischer Forschung zu geho¨ren und gegenu¨ber so-
genannten inhaltlichen Fragestellungen gerne vernachla¨ssigt zu werden (vgl.
Duncan, 1984, S. 225 f.). Dies mag auch daran liegen, dass die Bescha¨fti-
gung mit der einschla¨gigen statistischen Literatur meist einiges an Einsatz
erfordert. Dasselbe gilt aber in gleicher Weise auch fu¨r andere der fu¨r die em-
pirische Forschung wichtigen Wissenschaftsbereiche, wie etwa Erkenntnis-
oder Wissenschaftstheorie. Dennoch, gerade weil die verschiedenen Bereiche
im Allgemeinen nicht unabha¨ngig voneinander zu sehen sind, sind fu¨r eine
wissenschaftlich akzeptable Beantwortung der jeweiligen Fragestellung auch
ausreichende Kenntnisse in den jeweils beteiligten Gebieten erforderlich.
In Bezug auf den Werkzeugcharakter statistischer Auswertungsmetho-
den bedeutet dies, dass fu¨r deren korrekte Anwendung in vielen Fa¨llen zu-
mindest ein grundsa¨tzliches Versta¨ndnis der jeweils beteiligten statistischen
Konzepte sowie der jeweils verwendeten Methode notwendig ist. Fehlt diese
Grundversta¨ndnis, dann ist die Folge ein
”
blindes“ Anwenden statistischer
Techniken mit entsprechend unabsehbaren Folgen (vgl. Ru¨ger, 1999, S. IX).
Wie in anderen Wissenschaftsbereichen auch, setzt wissenschaftliches Ar-
beiten in den Sozial- beziehungsweise Wirtschaftswissenschaften oder der
Psychologie die korrekte Bedienung der verwendeten Instrumente in einem
inhaltlich sinnvollen Zusammenhang voraus.
Nun soll durch den Begriff des Instrumentes nicht impliziert werden,
dass statistische Ansa¨tze oder Methoden nur auf der Werkzeugebene eine
Rolle spielen. Neben mehr oder weniger impliziten Ru¨ckwirkungen auf die
Theorieebene bei Verwendung statistischer Ansa¨tze und Methoden auf der
Auswertungsebene, spielen diese explizit auch auf der Ebene der Modell-
bildung eine zentrale Rolle. Im entscheidungstheoretischen Kontext siehe
etwa Becker (1975), Brock und Durlauf (2001), Fishburn (1988, 1992 und
die dort zitierte Literatur), Hogarth und Reder (1987) oder Kahneman,
Slovic und Tversky (1982). Dieser Aspekt steht im Folgenden allerdings
eher im Hintergrund, obwohl in Abschnitt 2.2 in Zusammenhang mit dem
Begriff der Messung noch einmal die Rede davon sein wird. Stattdessen
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soll in den folgenden Abschnitten und Kapiteln im Wesentlichen auf den
Werkzeugaspekt, das heißt die Bedeutung statistischer Ansa¨tze und Metho-
den bei der Gewinnung und Auswertung von Daten eingegangen werden.
Dabei soll aber noch einmal betont werden, dass eine Trennung zwischen
”
Theorie“ einerseits und
”
Methoden“ andererseits im Allgemeinen weder
durchzuhalten ist noch sinnvoll erscheint.
Neben einleitenden Bemerkungen sowie einem groben U¨berblick u¨ber
den empirischen Forschungsprozess in den Abschnitten 2 und 2.1 wird in
Abschnitt 2.2 die Frage nach messtheoretischen Aspekten vor allem in der
auf Umfragedaten basierenden Forschung aufgeworfen und behandelt. Die
Abschnitte 2.3 und 2.4 dienen im Wesentlichen der Darstellung verschiede-
ner statistischer Ansa¨tze.
2.1 Stationen empirischer Forschung
Sehr stark vereinfacht kann die empirische Bearbeitung einer Fragestellung
durch das Schema in Abbildung 2.1 dargestellt werden.
Abbildung 2.1: Stationen des empirischen Forschungsprozesses
Fragestellung,
Hypothese
Datenerhebung Datenauswertung
Interpretation
d. Ergebnisse
Am Anfang des Prozesses steht die mo¨glichst pra¨zise Formulierung der
Fragestellung beziehungsweise die Ableitung der zu u¨berpru¨fenden Hypo-
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thesen. Hierzu geho¨rt, neben den hier nicht weiter ausgefu¨hrten U¨berle-
gungen zum Forschungsdesign und den oft damit nahegelegten Auswer-
tungsverfahren, die Festlegung der Grundgesamtheit oder Population fu¨r
die diese Aussagen Geltung besitzen sollen. Auch die Verbindung zwischen
mo¨glicherweise resultierenden Aussagen und dem Gegenstand der Frage-
stellung beziehungsweise den Hypothesen muss weiter konkretisiert und vor
allem begru¨ndet1 werden. So kann das Forschungsinteresse etwa nicht di-
rekt beobachtbare Eigenschaften oder Merkmale und Relationen zwischen
Untersuchungseinheiten oder Merkmalstra¨gern in Bezug auf diese Merkma-
le betreffen. In diesem Fall ist zu kla¨ren, wie aus Beobachtungen auf die
interessierenden aber nicht beobachtbaren Sachverhalte zuru¨ckgeschlossen
werden kann. Falls nicht die Beobachtungen selbst sondern stattdessen die-
sen zugeordnete Zahlen als Grundlage fu¨r weitere Aussagen dienen, dann ist
die Zuordnungsvorschrift der Zahlen zu den verschiedenen Beobachtungen
zu formulieren und zu begru¨nden. Liegen schließlich Zahlen vor, dann steht
ein umfangreiches Instrumentarium, etwa in Form statistischer Methoden,
zu deren Weiterverarbeitung zur Verfu¨gung. Nicht alle der mit Zahlen prin-
zipiell mo¨glichen Operationen sind im Hinblick auf die intendierten Aussa-
gen inhaltlich sinnvoll. Es ist daher zu begru¨nden inwieweit die Aussagen
basierend auf Operationen mit Zahlen entsprechende Aussagen u¨ber den
Gegenstand des Forschungsinteresses rechtfertigen.
In einem weiteren Schritt geht es darum, Aussagen u¨ber eine oft nicht
vollsta¨ndig beobachtete Grundgesamtheit zu machen. Je nach Grundge-
samtheit und statistischem Ansatz ko¨nnen sich diese Aussagen voneinan-
der unterscheiden. Es ist daher das Verfahren, auf welches sich die Aussage
stu¨tzt, zu begru¨nden. Sollen etwa — ausgehend von einer Zufallsstichpro-
1Als wissenschaftlich akzeptables soll ein begru¨ndetes Vorgehen verstanden werden.
Wenn daher im Folgenden von Begru¨ndungen die Rede ist, dann ist die Offenlegung der
mo¨glichst schlu¨ssigen Argumentationskette von bestimmten Annahmen und Vorstellun-
gen zu bestimmten Aussagen (und umgekehrt) gemeint. Durch diese Offenlegung wird
die Begru¨ndung und werden die Grundlagen der Aussage diskutierbar. Gegenstand die-
ses Kapitels ist also nicht das Induktionsproblem, das heißt die Frage nach einer allge-
meingu¨ltigen Theorie, deren Methoden den Nachweis der Richtigkeit eines induktiven
Schlusses erlauben.
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be befragter Personen — Aussagen u¨ber das mittlere Einkommen in einer
bestimmten Subpopulation der Bundesrepublik Deutschland in einem be-
stimmten Jahr gemacht werden, dann liegt der Beantwortung dieser Frage
im Allgemeinen ein anderer statistischer Ansatz zugrunde, als wenn Aussa-
gen u¨ber den Erwartungswert einer Zufallsvariable
”
Einkommen“ innerhalb
einer durch entsprechende Merkmalsauspra¨gungen definierten Gruppe un-
ter einer bestimmten Verteilungsannahme bezu¨glich der Zufallsvariablen
”
Einkommen“ intendiert sind. Daru¨ber hinaus sind fu¨r eine korrekte In-
terpretation der Ergebnisse der Datenauswertung natu¨rlich die mit der je-
weils verwendeten Methode verknu¨pften Voraussetzungen und Grenzen zu
beru¨cksichtigen. So betreffen ha¨ufig gemachte Annahmen etwa die Vertei-
lungen der betrachteten Zufallsvariablen und es stellt sich die Frage, inwie-
weit diese Verteilungsannahmen jeweils erfu¨llt sind, beziehungsweise welche
Aussagen sinnvollerweise noch mo¨glich sind, sollten diese Annahmen ver-
letzt sein. Andererseits sollte schon bei der Formulierung der Fragestellung
beziehungsweise der Hypothese bedacht werden, inwieweit etwa statistische
Methoden zu deren ada¨quater Beantwortung u¨berhaupt zur Verfu¨gung ste-
hen. Denn auch die Statistik ist eine wissenschaftliche Disziplin, die sich
weiterentwickelt und an einem bestimmten Zeitpunkt keineswegs fu¨r alle
Fragen eine jeweils optimale Antwort zur Verfu¨gung stellen kann. Verglei-
che dazu etwa Dawid (2000) und die daran anschließende Diskussion, die
kurzen Beitra¨ge in American Statistical Association (2000, S. 1269–1368)
oder Ru¨ger (1999, S. 111 f. und S. 273 ff.). In den folgenden drei Abschnit-
ten soll auf die hier angerissenen Probleme eingegangen und verschiedene
Mo¨glichkeiten diese anzugehen vorgestellt werden.
2.2 Beobachtbare und interessierende Variablen
Zur Herstellung einer Verbindung zwischen Aussagen basierend auf den
mo¨glichen Ergebnissen der Untersuchung und dem Gegenstand des For-
schungsinteresses ist, neben U¨berlegungen etwa zum Forschungsdesign und
der Art der zu verwendenden Instrumente und Daten, die Frage nach der
eigentlichen Messbarkeit (zu einer Definition von Messung siehe unten) der
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interessierenden Eigenschaften oder Merkmale der Untersuchungseinheiten
zu beantworten. Dabei spielt dieMesstheorie, ein eigensta¨ndiger Bereich in-
nerhalb der Datenanalyse, eine wichtige Rolle (vgl. Fahrmeir und Hamerle,
1996a).
2.2.1 Messtheorie: Repra¨sentationaler Ansatz
Wie andere Wissenschaftszweige auch, stellt die Messtheorie weder ein ho-
mogenes unumstrittenes Theoriengeba¨ude dar, noch ko¨nnen die jeweils ver-
tretenen Ausrichtungen alle Fragen befriedigend beantworten, die sich in
der empirischen Forschungspraxis stellen. Die folgende Darstellung lehnt
sich im Wesentlichen an Fischer (1974) und Hamerle (1982) an und ist eher
dem sogenannten repra¨sentationalen Ansatz zuzuordnen, dessen Wurzeln
unter anderem in den Arbeiten von Stevens (1946, 1951, 1959), Suppes
(1951) oder Suppes und Zinnes (1963) zu finden sind. Zahlreiche Weiter-
entwicklungen fu¨hrten zu einem umfassenden Theoriegeba¨ude dessen Dar-
stellung etwa in Krantz, Luce, Suppes und Tversky (1971), Suppes, Krantz,
Luce und Tversky (1989) und Luce, Krantz, Suppes und Tversky (1990) zu
finden ist (siehe auch die in Hamerle, 1982, oder Heidenreich, 1999a, zitier-
te Literatur). Fu¨r eine kritische Diskussion des repra¨sentationalen Ansatzes
siehe Michell (1986, 1999).
Gegenstand der Messtheorie ist die Untersuchung der Voraussetzungen
der Messbarkeit (z.B. Fischer, 1974; Hamerle, 1982). Unter einer Messung
versteht man dabei eine homomorphe Abbildung der Untersuchungseinhei-
ten und der zwischen diesen empirisch feststellbaren Relationen in Bezug
auf die interessierende Eigenschaft (empirisches Relativ) in eine Menge von
Zahlen und Relationen zwischen diesen (numerisches Relativ). Homomor-
phe Abbildungen sind solche, die jedem Element und jeder Relation aus
dem empirischen Relativ eindeutig ein Element und eine analoge Relation
aus dem numerischen Relativ zuordnen. Eine solche Abbildung zusammen
mit dem empirischen und dem numerischen Relativ wird auch als Skala
bezeichnet. Nun existieren im Allgemeinen ausgehend von einem speziel-
len empirischen Relativ, welches die entsprechenden Bedingungen erfu¨llt,
nicht nur eine sondern viele mo¨gliche Skalen, die ineinander transformiert
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werden ko¨nnen. Transformationen, die die Abbildung der empirischen Re-
lationen durch die gewa¨hlten numerischen Relationen nicht zersto¨ren, hei-
ßen zula¨ssig. Alle Skalen mit derselben Menge zula¨ssiger Transformationen
charakterisieren einen Skalentyp. Fu¨r ein sehr anschauliches Beispiel zur
Konstruktion eines solchen Skalentyps siehe Fischer (1974, S. 155 ff.).
Die gebra¨uchlichsten Skalentypen sind die Nominalskala, die Ordinals-
kala, die Intervall- und die Verha¨ltnisskala. Auf Nominalskalenniveau sind
alle Transformationen, die die Verschiedenheit der Zahlen im numerischen
Relativ erhalten, d.h. eineindeutige Transformationen, zula¨ssig. Beispiele
fu¨r entsprechende Eigenschaften sind etwa Geschlecht oder Nationalita¨t.
Auf Ordinalskalenniveau sind es streng monoton steigende Transformatio-
nen. Beispiele hierfu¨r sind etwa Ausbildungsniveau oder Ha¨rtegrad von Mi-
neralien nach der Mohsschen Ha¨rteskala. Auf Intervallskalenniveau sind
es positiv-lineare und auf Verha¨ltnisskalenniveau schließlich A¨hnlichkeit-
stransformationen, d.h. Transformationen der Art v′ = αv (α > 0). Bei-
spiele fu¨r entsprechende Eigenschaften auf Intervallskalenniveau sind etwa
Temperatur in Grad Celsius oder kalendarische Zeit und auf Verha¨ltnisska-
lenniveau Ko¨rpergro¨ße oder Lebensalter.
Als metrische oder kardinale Merkmale werden solche Variablen be-
zeichnet, die mindestens intervallskaliert sind. Qualitative Merkmale sind
Merkmale deren Auspra¨gungen sich unterscheiden ohne dass ein Ausmaß
der Auspra¨gungen angebbar ist. Hingegen la¨sst sich das Ausmaß der Aus-
pra¨gungen quantitativer Merkmale durch Zahlen kennzeichnen. Nominals-
kalierte Merkmale sind demnach qualitative, metrische dagegen sind quan-
titative Merkmale. Ordinalskalierte Merkmale werden ha¨ufig ebenfalls als
quantitative Merkmale aufgefasst, da zwischen den qualitativen Auspra¨gun-
gen eine Gro¨ßer-Kleiner-Beziehung besteht.
Gegen die Einteilung von Merkmalen nach ihrem Skalenniveau ist die
Einteilung danach ob es sich um stetige oder diskrete Merkmale handelt ab-
zugrenzen. Unter stetigen Merkmalen versteht man solche, bei denen mit
jeweils zwei Auspra¨gungen auch jeder Zwischenwert mo¨glich ist2. Diskrete
2In Verbindung mit linearen Regressionsmodellen sollen in spa¨teren Kapiteln steti-
ge Variablen, die mindestens intervallskaliert sind, etwas ungenau aber kurz als stetige
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Merkmale sind solche, die ho¨chstens abza¨hlbar viele Auspra¨gungen anneh-
men ko¨nnen. Kategoriale Merkmale schließlich sind Merkmale mit endlich
vielen Auspra¨gungen.
Ausgehend von einem bestimmten Skalentyp stellt sich schließlich die
Frage, welche numerischen Aussagen, also Aussagen die durch Operationen
im numerischen Relativ gewonnen werden, fu¨r diesen Skalentyp eine empi-
rische Relevanz besitzen oder bedeutsam sind. Darunter werden Aussagen
verstanden, die fu¨r alle mo¨glichen Skalen, die einen Skalentyp charakte-
risieren, wahr sind. Dieses Kriterium ist notwendig, denn Aussagen, die
fu¨r einige, nicht aber fu¨r alle Skalen, die einen Skalentyp charakterisieren,
gu¨ltig sind, basieren offensichtlich auf Informationen, die nicht im empiri-
schen Relativ enthalten sind (vgl. Acze´l und Roberts, 1989; Luce, Krantz,
Suppes und Tversky, 1990; Michell, 1986).
Zu den Operationen im numerischen Bereich geho¨ren vor allem alle
statistischen Verfahren. Eine hier ha¨ufig verwendete Operation, etwa zur
Berechnung des arithmetischen Mittels, ist die Summation. Um Aussagen,
die aufgrund dieser mathematischen Operation gewonnen werden, in obi-
gem Sinne empirisch relevant interpretieren zu ko¨nnen ist allerdings der
Nachweis no¨tig, dass das empirische Relativ den Bedingungen einer Inter-
vallskala genu¨gt (fu¨r weitere Beispiele, siehe etwa Nagl, 1992, Kap. 2; fu¨r
eine formale Darstellung dieser Problematik siehe z.B. Acze´l und Roberts,
1989). Zu beachten ist, dass entsprechend dem beschriebenen Konzept das
Skalenniveau auch abha¨ngig von der Fragestellung beziehungsweise den Hy-
pothesen ist. So kann etwa das monatliche Einkommen einmal als verha¨lt-
nisskaliertes Merkmal betrachtet werden, wenn es beispielsweise um den
Aspekt der Kaufkraft geht, oder als ordinales Merkmal, wenn es um den
Aspekt der
”
Lebensqualita¨t“ geht (Nagl, 1992, S. 54). Zu beachten ist zu-
dem, dass Aussagen, die fu¨r einen bestimmten Skalentyp in obigem Sinne
keine empirische Relevanz besitzen, bei Bezugnahme auf eine spezifische
Skala durchaus korrekte und unter Umsta¨nden interessante Informationen
Variablen bezeichnet werden. Diese Bezeichnung wurde gewa¨hlt um — gegenu¨ber einer
mo¨glichen Bezeichung als metrische Variablen — explizit kategoriale metrische Variablen
auszuschließen.
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liefern ko¨nnen. So folgt etwa aus der Aussage
”
Der Mittelwert der Variablen
‘Ha¨rtegrad’ unter Verwendung der Mohsschen Ha¨rteskala der in Stichprobe
A enthaltenen Mineralien ist gro¨ßer als derjenige der Variablen ‘Ha¨rtegrad’
unter Verwendung der Mohsschen Ha¨rteskala in Stichprobe B“, dass wenig-
stens ein Mineral in Stichprobe A ha¨rter ist als ein Mineral in Stichprobe
B (vgl. Michell, 1986).
Fu¨r die Anwendung der Ergebnisse dieses messtheoretischen Ansatzes
bedeuten die obigen Ausfu¨hrungen, dass zuna¨chst zu u¨berpru¨fen ist, ob
das in Frage stehende empirische Relativ die fu¨r einen bestimmten Ska-
lentyp notwendigen Bedingungen u¨berhaupt erfu¨llt. Wichtig ist dabei, dass
die entsprechenden Relationen im empirischen Bereich vor der Messung und
unabha¨ngig von dieser bestehen und festgestellt werden. Kann dieser Nach-
weis nicht erbracht werden, dann sind entsprechende Aussagen zumindest
problematisch.
Handelt es sich bei den interessierenden Merkmalen um Gro¨ßen aus
dem naturwissenschaftlichen oder technischen Bereich, dann lassen sich die
im empirischen Relativ notwendigen Relationen zur Begru¨ndung minde-
stens einer Intervallskala in vielen Fa¨llen nachweisen. Entsprechendes gilt
im Allgemeinen fu¨r im sozialwissenschaftlichen, o¨konomischen oder psycho-
logischen Kontext benutzte physikalische Gro¨ßen, etwa Temperatur, La¨nge
oder Zeit. Sind die entsprechenden Voraussetzungen erfu¨llt, dann ko¨nnen,
bei Annahme zufallsbehafteter Messungen, statistische Techniken etwa zur
Bestimmung der Messgenauigkeit der verwendeten Instrumente eingesetzt
werden.
2.2.2 Messmodelle: Latent-Trait Modelle
Fu¨r viele in sozialwissenschaftlichen, o¨konomischen oder psychologischen
Untersuchungen interessierende Merkmale sind messtheoretische Fragen al-
lerdings erheblich schwieriger zu beantworten, das heißt entsprechende Re-
lationen im empirischen Relativ nur schwer nachzuweisen. Meist handelt es
sich bei diesen Merkmalen um sogenannte latente, das heißt nicht direkt be-
obachtbare Variablen, die u¨ber einen bestimmten Zeitraum als relativ stabil
angenommen werden. Unter solchen latenten Merkmalen werden Variablen
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wie Einstellungen, Normen oder kognitive Fa¨higkeiten verstanden. Aber
nicht nur Personen oder allgemeiner Untersuchungseinheiten, wie Haus-
halte oder Firmen, sondern auch den verschiedensten Reizobjekten, etwa
Lichtsignalen, Umweltbedingungen, Testaufgaben oder Statements in ei-
nem Fragebogen, werden solche latente Eigenschaften oder Dimensionen,
auch als
”
latent traits“ bezeichnet, zugesprochen. Beobachtet werden die
Reaktionen der Untersuchungseinheiten auf die Vorgabe der verschiedenen
Reizobjekte. Diese beobachtbaren oder manifesten Variablen werden aber
lediglich als Indikatoren oder Symptome fu¨r die latenten Traits betrach-
tet, auf keinen Fall wird das Symptom oder der Indikator gleichgesetzt
mit den als latente Traits aufgefassten Pha¨nomenen. Die jeweiligen empiri-
schen Relationen werden in den entsprechenden Latent-Trait Modellen nun
durch mathematisch-statistische Modellvorstellungen u¨ber den zugrundelie-
genden Prozess ersetzt. An die Stelle des Nachweises bestimmter Relationen
im empirischen Bereich tritt damit die Notwendigkeit der U¨berpru¨fung der
Voraussetzungen des jeweiligen Messmodells, das den Zusammenhang zwi-
schen den beobachteten Indikatoren und den latenten Traits herstellt, denn
erst die Gu¨ltigkeit des Modells sichert ein bestimmtes Skalenniveau und
ermo¨glicht damit entsprechende Aussagen u¨ber den Gegenstand des For-
schungsinteresses. Die Modellierung des Zusammenhangs zwischen beob-
achtbaren Indikatoren und den latenten Traits setzt wiederum eine Theorie
des Messens als integralen Bestandteil der bezu¨glich der zugrundeliegenden
Fragestellung formulierten Theorie voraus.
Die Klasse der mathematisch-statistischen Modelle, die unter dem Be-
griff der Latent-Trait Modelle subsumiert werden ko¨nnen, ist recht um-
fangreich (vgl. Hamerle, 1982). Grob lassen sich hier Modelle, bei denen
sich das ausschließliche Interesse auf die Messung der latenten Eigenschaf-
ten der Reizobjekte bezieht, von solchen unterscheiden, bei denen auch
die latenten Eigenschaften der Untersuchungseinheiten gemessen werden
sollen. Ein Beispiel fu¨r erstere sind etwa die in der O¨konomie enwickelten
Pra¨ferenz- und Nutzenmodelle (fu¨r einen kurzen U¨berblick siehe etwa Fish-
burn, 1989), ein Beispiel fu¨r letztere sind Modelle zur Messung von Einstel-
lungen und Intelligenz, wie etwa das Rasch-Modell (Hamerle, 1982; Bartho-
lomew, 1996), die in der Soziologie entwickelten Latent-Structure-Modelle
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(z.B. Andersen, 1980, S. 235–292; Lazarsfeld und Henry, 1968) sowie die
neueren Strukturgleichungs- beziehungsweise Mittelwert- und Kovarianz-
strukturmodelle (z.B. Jo¨reskog, 1973, 1978, 1993; Ku¨sters, 1987; Muthe´n,
1984, 1997; Muthe´n und Satorra, 1995; Schepers, Arminger und Ku¨sters,
1991).
Indem der oben beschriebene Ansatz mit der Untersuchung der Vor-
aussetzungen von Messbarkeit, der Entwicklung entsprechender Modelle,
der expliziten Formulierung der jeweils notwendigen Annahmen und der
Forderung nach deren empirischer U¨berpru¨fung einen eigenen Forschungs-
zweig begru¨ndet, werden fu¨r die angewandte Forschungspraxis schwer zu
beantwortende Fragen aufgeworfen, die im Rahmen anderer Ansa¨tze u¨ber-
haupt nicht gestellt werden. Ein wesentlicher Punkt weshalb sich dieser
Ansatz nur wenig durchgesetzt hat, sind wohl neben der Tatsache, dass
dieser relativ junge Forschungszweig nicht fu¨r alle Problemstellungen fer-
tige Rezepte liefern kann (z.B. Loomes und Sugden, 1998; Michell, 1999),
auch zahlreiche Befunde, die gegen die mit verschiedenen Messmodellen
verknu¨pften Annahmen sprechen. Im Bereich der Nutzentheorie siehe etwa
Fishburn (1989), beziehungsweise allgemeiner Fishburn und LaValle (1989).
Ausfu¨hrliche Diskussionen der Latent-Trait-Modelle findet man in Hamerle
(1982) und, vor allem im Hinblick auf den psychologisch-testtheoretischen
Kontext, in Fischer (1974) oder Rost (1996). Fu¨r verschiedene Kritikpunkte
am Rasch-Modell aber auch an anderen Modellen siehe etwa Heidenreich
(1999a) oder Henning (1999) und die jeweils dort zitierte Literatur.
2.2.3 Messtheorie: Operationaler Ansatz
Die oben angefu¨hrten Schwierigkeiten werden umgangen folgt man dem An-
satz der
”
operationalen Definition“ (Hamerle, 1982; Michell, 1986). Dabei
werden anstelle der eigentlich interessierenden latenten Variablen leichter
erfassbare Variablen gemessen, wobei angenommen wird, dass zwischen er-
sterer und letzteren ein enger Zusammenhang besteht. So werden etwa statt
der latenten Variablen
”
Schichtzugeho¨rigkeit“ die Variablen
”
Einkommen“,
”
Ausbildungsstatus“ und
”
Beruf“ gemessen, wobei Messung hier lediglich
die Zuordnung von Zahlen zu Beobachtungsdaten unter Verwendung ei-
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ner in der operationalen Definition festgelegten Zuordnungs- oder Messvor-
schrift meint. Oft wird in der Messvorschrift zusa¨tzlich die Konstruktion ei-
nes Indexes als Funktion der erhobenen Variablen festgelegt. Entsprechend
dem operationalen Ansatz ist es Ziel quantitativer Forschung, ausgehend
von einer operationalen Messvorschrift, quantitative Beziehungen zwischen
den so gewonnenen Zahlen zu entdecken.
Dieser Ansatz ist mit verschiedenen Schwierigkeiten behaftet. Indem
lediglich angenommen wird, dass zwischen latenten und erhobenen Varia-
blen ein enger Zusammenhang besteht, wird eine zentrale Forderung im
Rahmen des repra¨sentationalen Ansatzes, na¨mlich die Begru¨ndung und der
Nachweis eines solchen Zusammenhanges, ignoriert. Ein anderes Problem
besteht darin, dass kein objektives und theoretisch befriedigendes Kriterium
exisiert, mit Hilfe dessen entschieden werden ko¨nnte, welche operationale
Definition der latenten Variablen am besten gerecht wird (Hamerle, 1982).
Aus diesem Grund wird eine solche Art von Messung auch als
”
vereinbarte
Messung“ oder
”
measurement by fiat“ bezeichnet. Gerechtfertigt wird das
Vorgehen entsprechend dem operationalen Ansatz ha¨ufig mit dem Hinweis
darauf, dass sich dieser Ansatz in der Praxis oft bewa¨hrt habe (vgl. Michell,
1986), zu brauchbaren Ergebnissen gefu¨hrt habe (z.B. Heidenreich, 1999b,
S. 410) oder, ein eher pragmatischer Standpunkt, dass empirische Forschung
in den Sozialwissenschaften, der O¨konomie oder Psychologie nicht erst dann
beginnen kann, wenn alle messtheoretischen Fragen beantwortet sind (vgl.
Anderson, Basilevsky und Hum, 1983).
2.2.3.1 Beispiel: Klassische psychologische Testtheorie
Ein bekanntes Beispiel fu¨r diesen Ansatz ist die klassische psychologische
Testtheorie, deren Anliegen es zuna¨chst war, die Gro¨ße des Messfehlers ab-
zuscha¨tzen, der bei der Messung von Merkmalen wie Intelligenz gemacht
wird und Verfahren bereitzustellen, mit Hilfe derer die Ergebnisse solcher
Messungen verla¨sslicher gemacht werden ko¨nnen (Fischer, 1974). Ausgangs-
punkt der klassischen psychologischen Testtheorie ist die Annahme eines
linearen statistischen Modells, genauer, einer zufallsbehafteten manifesten
Variablen, deren Erwartungswert gleich dem wahren Wert gesetzt wird,
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wobei sich der Messfehler als Differenz zwischen der manifesten Zufallsva-
riablen und dem wahren Wert ergibt. Zwei zentrale Themen der klassischen
psychologischen Testtheorie waren und sind die Fragen nach der Reliabilita¨t
oder Messgenauigkeit und der Validita¨t oder Gu¨ltigkeit eines Messinstru-
mentes. Die Reliabilita¨t eines Instrumentes in einer Population ist definiert
als das Verha¨ltnis der Varianz der wahren Werte — unabha¨ngig davon
wofu¨r diese wahren Werte stehen — in dieser Population zur Varianz der
manifesten Zufallsvariablen in derselben Population und kann auch als qua-
drierte Korrelation zwischen beiden verstanden werden. Diese Definition ist
zwar in praktischen Anwendungen zuna¨chst nicht brauchbar, es lassen sich
aber, jeweils unter bestimmten Bedingungen, fu¨r die Praxis Formeln zur
Abscha¨tzung der Reliabilita¨t eines Messinstrumentes ableiten. Diese beru-
hen meist auf einem sehr ha¨ufig benutzten statistischen Kennwert, na¨mlich
dem Produkt-Moment-Korrelationskoeffizienten. Auch die Validita¨t, ein ne-
ben der Reliabilita¨t weiteres Gu¨tekriterium zur Beurteilung eines Messin-
strumentes, die Auskunft daru¨ber geben soll, wie gut das eigentlich interes-
sierende Merkmal durch das verwendete Messinstrument tatsa¨chlich erfasst
wird, wird ha¨ufig u¨ber einen Korrelationskoeffizienten bestimmt. Fu¨r eine
ausfu¨hrliche Darstellung der klassischen psychologischen Testtheorie siehe
etwa Lord und Novick (1968). Eine kurze Darstellung und eine ausfu¨hrli-
che Kritik der klassischen Testtheorie findet man etwa in Fischer (1974).
Fu¨r eine Darstellung der klassischen psychologischen Testtheorie und ih-
res statistischen Instrumentariums im Kontext der fu¨r sozialwissenschaftli-
che Erhebungen typischen Umfrageforschung siehe etwa Bohrnstedt (1983).
Festzuhalten ist, dass die klassische psychologische Testtheorie einen Ver-
such darstellt, Aussagen u¨ber die Gu¨te von Messinstrumenten zu machen
und zwar aufbauend auf und mit Hilfe von statistischen Modellen und Me-
thoden, insbesondere der Varianzzerlegung sowie der Regressions- und Kor-
relationsrechnung.
2.2.4 Praxis: Umfrageforschung
Sehr oft, vor allem in der Umfrageforschung, wird auf die Untersuchung
messtheoretischer Fragen oder zumindest der Gu¨te der verwendeten Mess-
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instrumente im Sinne der klassischen psychologischen Testtheorie vo¨llig ver-
zichtet. Dem oben kurz beschriebenen operationalen Ansatz folgend, ist das
Augenmerk meist auf die Auswahl und Konstruktion des Messinstrumen-
tes, im Allgemeinen ein standardisierter Fragebogen, im Sinne einer techni-
schen Vorbereitung der Messung, beschra¨nkt. Entsprechende Aussagen im
Hinblick auf messtheoretische Fragen oder Gu¨tekriterien der verwendeten
Messinstrumente findet man daher kaum.
Die Konstruktion der Messinstrumente basiert hier im Wesentlichen auf
den Ergebnissen sogenannter “Pretests“, bei denen etwa die verschiedenen
Fragen oder ein Auswahl daraus in einer mehr oder weniger kontrollier-
ten Untersuchung unter Verwendung verschiedener Techniken (siehe etwa
Porst, 2000; Statistisches Bundesamt, 1996) einer mehr oder weniger zufa¨lli-
gen Stichprobe unter Umsta¨nden in verschiedenen Fassungen vorgelegt wer-
den. Nach Porst (2000) sollte ein solcher Pretest Auskunft geben etwa
u¨ber die Versta¨ndlichkeit der Fragen, Probleme von Befragungspersonenen
mit ihrer Aufgabe, Interesse und Aufmerksamkeit der Befragungsperson
bei einzelnen Aufgaben aber auch wa¨hrend der gesamten Befragungsdau-
er, Wohlbefinden der Befragungsperson, Kontexteffekte, Reihenfolge der
Fragen, Ha¨ufigkeitsverteilung der Antworten und so weiter. Das Kriteri-
um der Akzeptanz einer bestimmten Frage oder eines gesamten Fragen-
komplexes basiert ha¨ufig auf Beurteilungen und Aussagen der Interviewer
und einer anschliessenden Bewertung durch sogenannte
”
Pretestexperten“
(Porst, 2000, S. 72), mithin also auf Erfahrungen der mit Befragungssitua-
tionen befassten Personen. In erster Linie zielen Pretests demnach darauf
ab, die Qualita¨t des Messinstrumentes im Hinblick auf die weitestgehende
Ausschaltung potentieller Fehlerquellen, die in der Gestaltung des Frage-
bogens und der Befragungssituation begru¨ndet sind, zu optimieren.
Die mit diesem Ansatz verknu¨pften Probleme liegen auf der Hand. Ei-
nerseits greift hier die bereits weiter oben am operationalen Ansatz geu¨bte
Kritik. Daru¨ber hinaus werden, im Gegensatz zum Ansatz entsprechend
der klassischen psychologischen Testtheorie, Fragen nach den oben bereits
genannten Gu¨tekriterien weitgehend ignoriert. Auch die Frage danach, ob
beziehungsweise inwieweit die Antworten der befragten Personen zum Bei-
spiel von den Messinstrumenten oder den Interviewern unabha¨ngig sind
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(
”
Objektivita¨t“ im Sinne der klassischen psychologischen Testtheorie, siehe
etwa Lienert, 1969) wird im Allgemeinen wissenschaftlich nur unbefriedi-
gend beantwortet. Insgesamt ist das beschriebene Vorgehen im Hinblick auf
Kriterien, wie O¨ffentlichkeit und zumindest prinzipiell unabha¨ngige Repro-
duzierbarkeit der Vorgehensweise und Resultate des Pretests problematisch.
Obwohl solche Pretests insbesondere dann, wenn sie sorgfa¨ltig geplant,
durchgefu¨hrt und ausgewertet werden, eine wichtige Stufe im Prozess der
Fragebogenkonstruktion sein ko¨nnen, sind sie als einzig verwendetes Ver-
fahren im Allgemeinen nicht ausreichend.
2.2.5 Erga¨nzungen und weitere Arbeitsgrundlagen
Die Auswahl und Konstruktion der Erhebungsinstrumente ist unabha¨ngig
vom gewa¨hlten Ansatz ein sehr wichtiger Punkt im Rahmen des empirischen
Forschungsprozesses und eng verknu¨pft mit messtheoretischen Ansa¨tzen
oder U¨berlegungen zur Gu¨te des Instrumentes. Darstellungen der verschie-
denen Erhebungsinstrumente findet man in den meisten Arbeiten zu den
Methoden empirischer Forschung (z.B. Roth, Heidenreich und Holling, 1999).
Da in diesem Kapitel die Darstellung der engen Verknu¨pfung statistischer
Methoden und Konzepte mit den verschiedenen Stationen des empirischen
Forschungsprozesses im Vordergrund stehen, wird auf diese Thematik, auch
weil sie den Rahmen sprengen wu¨rde, nicht weiter eingegangen. Dassel-
be gilt fu¨r die im Zusammenhang mit der Umfrageforschung sehr wich-
tigen Forschungsfelder zu mo¨glichen Fehlerfaktoren beim Ausfu¨llen von
Fragebo¨gen, wie absichtliche Verstellung, soziale Erwu¨nschtheit, Akquies-
zenz oder, gegebenenfalls von Seiten der Befrager, absichtliche oder unab-
sichtliche Fa¨lschungen sowie zu weiteren in unterschiedlicher Weise das Be-
fragungsergebnis beeinflussenden Faktoren einschließlich neuerer Ansa¨tze,
bei denen explizit kognitive Aspekte auf Seiten der Befragten in der Be-
fragungssituation beru¨cksichtigt werden (z.B. Groves und Couper, 1998;
Sirken, Herrmann, Schechter, Schwarz, Tanur und Tourangeau, 1999). Zu
erwa¨hnen sei allerdings, dass sich die in diesem Bereich durchgefu¨hrten
Untersuchungen, zumindest auf der Auswertungsebene, gro¨ßtenteils selbst
wieder auf statistische Methoden stu¨tzen.
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Nun soll hier nicht der Standpunkt vertreten werden, dass Forschung
u¨ber sozial- und wirtschaftswissenschaftliche oder psychologische Themen
erst dann mo¨glich ist, wenn alle entsprechenden Messmodelle, einschließ-
lich der notwendigen Scha¨tz- und Testmethoden, zur Verfu¨gung stehen und
der Nachweis erbracht ist, dass die jeweiligen Bedingungen erfu¨llt sind.
Stattdessen wird eine eher pragmatische Position eingenommen, wonach
entsprechende Untersuchungen auch unter weniger strengen Voraussetzun-
gen vorgenommen werden ko¨nnen, allerding unter verschiedenen Bedingun-
gen. Dazu geho¨rt, dass die Interpretation der Ergebnisse nur eingeschra¨nkt
mo¨glich ist, sich unter Umsta¨nden nur auf die beobachteten Variablen be-
zieht und, dass messtheoretische Fragen soweit wie mo¨glich beru¨cksichtigt
werden und das zugrundegelegte Messmodell falls mo¨glich angepasst wird
wenn Erkenntnisse dies nahelegen (vgl. etwa Anderson, Basilevsky und
Hum, 1983, S. 235 f.; Bartholomew, 1996, S. 9 f.). Gleichzeitig sei an die-
ser Stelle aber die Wichtigkeit von Grundlagenforschung in diesem Bereich
betont, denn sehr ha¨ufig scheint in der empirischen Forschungspraxis allzu
leichtfertig u¨ber messtheoretische Fragen hinweggegangen zu werden (z.B.
Blalock, 1982; Duncan, 1984).
2.3 Design- versus modellbasierte Inferenz
2.3.1 Grundgesamtheit
Neben der Frage nach der Verbindung zwischen beobachtbaren Daten und
deren Zusammenha¨ngen auf der einen und interessierenden Merkmalen und
deren Zusammenha¨ngen auf der anderen Seite, ist das Verfahren zu be-
gru¨nden mit dessen Hilfe Aussagen ausgehend von beobachteten Elementen
oder Untersuchungseinheiten u¨ber die interessierenden Elemente gemacht
werden sollen. Die Menge aller Elemente, fu¨r die die Aussage Geltung be-
sitzen soll wird auch als Grundgesamtheit bezeichnet. Sie kann endlich oder
unendlich, konkret oder hypothetisch sein.
Ein Beispiel fu¨r eine endliche, konkrete Grundgesamtheit ist etwa die
Menge aller erwachsenen Personen mit deutscher Staatsangeho¨rigkeit, die
zum Zeitpunkt der Untersuchung in Deutschland leben. Stu¨nden genu¨gend
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finanzielle Mittel und ausreichendes Personal zur Verfu¨gung, dann ko¨nnte
diese Grundgesamtheit vollsta¨ndig erhoben werden. In diesem Fall einer so-
genannten Totalerhebung ist die Stichprobe mit der Grundgesamtheit iden-
tisch. Im Allgemeinen ist dieses Vorgehen aber zu aufwendig und aus der
Grundgesamtheit wird nach bestimmten Regeln eine Stichprobe, gezogen
(Teilerhebung).
Aus einer endlichen oder unendlichen Grundgesamtheit kann auch nur
ein Teil fu¨r die Entnahme einer Stichprobe konkret zur Verfu¨gung stehen.
So ko¨nnte mit Aussagen, die etwa aufgrund einer sozialwissenschaftlichen
Untersuchung gewonnen wurden, der Anspruch eines — unter bestimm-
ten Bedingungen — allgemein gu¨ltigen Zusammenhanges verbunden sein.
Die entsprechende, gro¨ßtenteils hypothetische Grundgesamtheit bestu¨nde
in diesem Fall nicht nur aus allen tatsa¨chlich existierenden Menschen son-
dern aus einer unendlichen Population von fiktiven Menschen, die bestimm-
ten Anforderungen genu¨gen. In diesem Fall handelt es sich bei den letzlich
beobachteten Untersuchungseinheiten aus naheliegenden Gru¨nden immer
um eine Stichprobe.
Eine hypothetische Grundgesamtheit ist eine Menge von fiktiven Ele-
menten. Erst durch die Untersuchung selbst konkretisieren sich diejenigen
Elemente, die im Rahmen der Stichprobenerhebung untersucht werden. Als
Beispiel sei hier die Menge aller mo¨glichen Mu¨nzwu¨rfe genannt. Ein Ele-
ment aus dieser Menge konkretisiert sich in diesem Fall durch das Werfen
einer Mu¨nze.
Wie auch immer die Grundgesamtheit definiert wird — die genann-
ten Beispiele sind keineswegs erscho¨pfend — meist wird eine Stichprobe
unter Verwendung eines bestimmten Verfahrens aus der interessierenden
Grundgesamtheit entnommen. Wird die Stichprobe in einem bestimmten
Sinne zufa¨llig (siehe unten) gezogen, dann sind wahrscheinlichkeitsbehaf-
tete Aussagen u¨ber die Grundgesamtheit mit Hilfe statistischer Verfahren
prinzipiell mo¨glich. In diesem Fall spielen, je nach statistischem Ansatz mit
unterschiedlicher Gewichtung, Stichprobentheorie und Inferenzstatistik ei-
ne zentrale Rolle. Faktoren, die die Entscheidung bezu¨glich des zu wa¨hlen-
den Verfahrens beeinflussen sind dementsprechend neben rein praktischen
U¨berlegungen, wie finanzielle oder personelle Kapazita¨ten, auch die jeweils
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vorliegende Grundgesamtheit sowie der gewa¨hlte statistische Ansatz.
2.3.2 Modell-basierter Ansatz
Aussagen u¨ber eine teilweise oder vollsta¨ndig hypothetische und sehr große
oder unendliche Grundgesamtheit liegt meist ein sogenanntermodell-basierter
Ansatz 3 zugrunde. Ausgangspunkt ist hier oft ein in einem sehr weiten Sin-
ne zu interpretierender Zufallsvorgang. Die Menge aller mo¨glichen Ergebnis-
se oder Realisationen eines Zufallsvorganges wird als Ergebnis- oder Stich-
probenraum beziehungsweise als Ergebnismenge, Teilmengen dieser Menge
werden als (zufa¨llige) Ereignisse bezeichnet. Die Ereignisse selbst ko¨nnen
wieder zu einem Ereignissystem zusammengefasst werden. In der Wahr-
scheinlichkeitstheorie beschra¨nkt man sich bei den Ereignissystemen wegen
ihrer gu¨nstigen Eigenschaften auf sogenannte σ-Algebren. Im Falle abza¨hl-
barer oder endlicher Ergebnisra¨ume kann die Menge aller Teilmengen, die
Potenzmenge des Ergebnisraumes, die selbst eine σ-Algebra ist, betrachtet
werden. Um zu verhindern, dass das Ereignissystem
”
zu groß“ wird falls
der Ergebnisraum gerade die Menge der reellen Zahlen ist, beschra¨nkt man
sich auf die sogenannte Borel’sche σ-Algebra, die neben anderen Teilmen-
gen auch sa¨mtliche Intervalle entha¨lt. Das sogenannte Wahrscheinlichkeits-
maß , eine Mengenfunktion, ordnet jedem Element dieses Ereignissystems
eine reelle Zahl, dessen Wahrscheinlichkeit , zu.
Das wahrscheinlichkeitstheoretische Modell eines Zufallsvorganges kann
damit als Tripel, bestehend aus dem Ergebnisraum, der σ-Algebra und
dem Wahrscheinlichkeitsmaß dargestellt werden. Dieses Tripel wird auch
als Wahrscheinlichkeitsraum bezeichnet. Eine Zufallsvariable ist schließ-
lich eine Funktion, die jedem Ergebnis des Zufallsvorgangs eine reelle Zahl
zuordnet. Da das Wahrscheinlichkeitsmaß als Mengenfunktion mathema-
3Der Begriff modell-basiert wird, allerdings auch nicht einheitlich, im Allgemeinen
nur im Zusammenhang mit und in Abgrenzung zu dem weiter unten kurz beschriebenen
design-basierten Ansatz verwendet. Teilweise ist er dem ebenfalls weiter unten ange-
sprochenen Superpopulationsansatz vorbehalten (z.B Sa¨rndal, Swensson und Wretman,
1992). Fu¨r eine, a¨hnlich wie in dieser Arbeit, breitere Verwendung des Begriffes siehe
etwa Little (1982).
2.3. Design- versus modellbasierte Inferenz 37
tisch umsta¨ndlich zu handhaben ist, geht man stattdessen von der soge-
nannten Wahrscheinlichkeitsverteilung der Zufallsvariablen aus, die auch
durch deren Verteilungsfunktion oder, bei diskreter Zufallsvariable, durch
deren Wahrscheinlichkeitsfunktion beziehungsweise bei stetiger Zufallsva-
riable durch derenWahrscheinlichkeitsdichtefunktion, kurz Dichtefunktion,
charakterisiert werden kann. Eine mehr oder weniger ausfu¨hrliche Einfu¨hrung
beziehungsweise Darstellung von Maß- und Wahrscheinlichkeitstheorie fin-
det man in vielen o¨konometrischen Lehrbu¨chern beziehungsweise Lehr- und
Taschenbu¨chern zur Statistik (z.B. Amemiya, 1985; Davidson und MacKin-
non, 1993; Knu¨ppel, 2000; Lehmann und Casella, 1998). Grundlagenwerke
sind etwa Billingsley (1995) oder Halmos (1950). Anzumerken ist, dass der
geschilderte Ansatz der derzeit meist u¨bliche, keineswegs aber der einzig
mo¨gliche ist (z.B. Ru¨ger, 1999)
Die in einer Stichprobe beobachteten Werte werden nun als Resultate
von Zufallsvorga¨ngen und damit als Realisationen von Zufallsvariablen auf-
gefasst. So kann etwa die zufa¨llige Ziehung eines Elementes aus einer Grund-
gesamtheit, an dem ein oder auch mehrere Merkmale betrachtet werden,
als ein solcher Zufallsvorgang aufgefasst und jede beobachtete Merkmals-
auspra¨gung kann als Realisation einer Zufallsvariablen betrachtet werden.
Dasselbe gilt fu¨r Reaktionen von Untersuchungspersonen auf bestimmte
Reize, etwa Fragen eines Fragebogens oder visuelle Reize in einem Expe-
riment. Eine solche Stichprobe von Merkmalen wird auch als Zufallsstich-
probe bezeichnet. Oft wird weiterhin davon ausgegangen, dass die ein- oder
mehrdimensionalen Zufallsvariablen stochastisch unabha¨ngig (unabha¨ngige
Stichprobe) und identisch verteilt sind. Dies ist etwa dann der Fall, wenn die
Elemente alle unabha¨ngig voneinander und mit gleicher Wahrscheinlichkeit
aus derselben Grundgesamtheit gezogen werden. Fasst man das Ergebnis
des
”
Aufeinanderprallens“ von Untersuchungspersonen und Reizen als Re-
sultat eines Zufallsvorganges auf, so wa¨re die Annahme unabha¨ngig und
identisch verteilter Zufallsvariablen dann gerechtfertigt, wenn die Unter-
suchungspersonen als voneinander unabha¨ngig betrachtet werden ko¨nnen
und sich im Hinblick auf die interessierenden Merkmale nicht unkontrol-
liert systematisch voneinander und den Elementen der Grundgesamtheit
unterscheiden. Eine Stichprobe mit festem Umfang, die diese Bedingungen
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erfu¨llt, wird auch als einfache Zufallsstichprobe bezeichnet4. Die im Allg-
meinen unbekannte Verteilung der Zufallsvariablen wird oft durch mehr
oder weniger weitreichende Annahmen ersetzt. So wird etwa eine bestimm-
te Verteilung als bis auf bestimmte Parameter, die dann zu scha¨tzen sind,
bekannt angenommen. Allerdings soll diese Darstellung nicht daru¨ber hin-
wegta¨uschen, dass in einigen Bereichen mit wesentlich weniger strengen
Voraussetzungen gearbeitet wird. Ein Beispiel hierfu¨r sind etwa semi- be-
ziehungsweise non-parametrische Scha¨tzverfahren (z.B. Ha¨rdle und Linton,
1994, und die weiter unten angegebene Literatur).
Typischerweise steht bei einem solchen modell-basierten Ansatz das
Auswahlverfahren nicht im Vordergrund der Betrachtungen (z.B. Little,
1982) und oft wird etwas sorglos vorausgesetzt, dass die betrachtete Stich-
probe als Resultat der Ziehung einer einfachen Zufallsstichprobe behandelt
werden kann. So werden beispielsweise ha¨ufig die jeweils verfu¨gbaren Ele-
mente oder, in psychologischen Untersuchungen, sich freiwillig meldende
Personen in die Stichprobe aufgenommen. Auf der anderen Seite ist wie
bereits angedeutet, nicht unabha¨ngig von der Fragestellung zu entschei-
den, ob die Annahme einer einfachen Zufallsstichprobe plausibel ist oder
nicht, denn im Zentrum der obigen Definition einer Zufallsstichprobe stehen
nicht die Elemente selbst, sondern die an diesen erhobenen Merkmale oder
Variablen. Dementsprechend kann dieselbe Stichprobe in Bezug auf eine
Fragestellungen und Grundgesamtheit einmal — zumindest na¨herungswei-
se — als einfache Zufallsstichprobe aufgefasst werden, wa¨hrend diese An-
nahme in Bezug auf eine andere Fragestellung sehr fragwu¨rdig ist. Besteht
die Stichprobe etwa aus freiwilligen Studenten und Studentinnen, dann ist
die Annahme dass es sich dabei um eine einfache Zufallsstichprobe aus
einer hypothetischen Grundgesamtheit junger Erwachsener im Studenten-
alter handelt einfacher zu rechtfertigen, wenn in einem Experiment Aspekte
der Motorik untersucht werden sollen als wenn es in der Untersuchung etwa
um Schichtzugeho¨rigkeit oder Einkommensfragen geht.
Das Ziehen von Schlu¨ssen bezu¨glich einer Grundgesamtheit ausgehend
4Allgemeiner spricht man dann von einer einfachen Zufallsstichprobe, wenn jede mo¨gli-
che Stichprobe des gleichen Umfangs dieselbe Auswahlwahrscheinlichkeit besitzt.
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von einem modell-basierten Ansatz, bei dem ein wie oben beschriebenes, auf
Annahmen beruhendes wahrscheinlichkeitstheoretisches Modell den Aus-
gangspunkt bildet, wird auch alsmodell-basierte Inferenz bezeichnet (
”
model-
based inference“, z.B. Little, 1982; Sa¨rndal, Swensson und Wretman, 1992).
Aufbauend auf einem solchen Ansatz steht ein umfangreiches Instru-
mentarium statistischer Techniken, Methoden und Modelle zur Verfu¨gung.
Mit Hilfe mathematischer Beweise werden, jeweils unter bestimmten Vor-
aussetzungen, wahrscheinlichkeitsbehaftete Aussagen u¨ber die jeweils inter-
essierende Grundgesamtheit begru¨ndbar. Problematisch ko¨nnen Aussagen
dann sein, wenn diese Voraussetzungen als nicht erfu¨llt angesehen wer-
den mu¨ssen. Neben der bereits angesprochenen oft fragwu¨rdigen Annahme
des Vorliegens einer einfachen Zufallsstichprobe ero¨ffnet sich ein weiterer
Problembereich durch die Frage, ob die jeweils no¨tigen Annahmen etwa
bezu¨glich der Verteilung der Zufallsvariablen tatsa¨chlich erfu¨llt sind. Ist
dies nicht der Fall, bedeutet das allerdings keineswegs notwendigerweise,
dass Schlussfolgerungen vo¨llig unbrauchbar sind. So bescha¨ftigen sich zahl-
reiche Arbeiten mit den Konsequenzen von Fehlspezifikationen (z.B. Fahr-
meir, 1990; Gourieroux, Montfort und Trognon, 1984a, 1984b; Huber, 1967;
Li und Duan, 1989; White, 1980, 1981, 1982). In anderen Arbeiten werden
robuste Verfahren und statistische Modelle vorgeschlagen, die mit immer
weniger strengen Annahmen auskommen (z.B. Davison und Hinkley, 1997;
Efron und Tibshirani, 1993; Ha¨rdle und Linton, 1994; Hastie und Tibshira-
ni, 1990; Horovitz, 2001; Huber, 1981; Liang und Zeger, 1986; McCullagh
und Nelder, 1990, Kap. 9; Tutz, G., 2000; Weisberg und Welsh, 1994). Sie-
he zu letzterem Thema auch Portnoy und He (2000) und die dort zitierte
Literatur.
2.3.3 Design-basierter Ansatz
Aussagen u¨ber eine konkrete endliche Grundgesamtheit liegt ha¨ufig ein
design-basierter Ansatz zugrunde (siehe z.B. Hansen, Hurwitz und Ma-
dow, 1953; Levy und Lemeshow, 1999; Sa¨rndal, Swensson und Wretman,
1992). Dabei werden die Auspra¨gungen der interessierenden Merkmale in
der endlichen Population, anders als im modell-basierten Ansatz, als fest,
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die Merkmale selbst also als Konstante betrachtet. Von Interesse sind meist
Kennwerte wie Anteile, Summen oder Mittelwerte in der jeweiligen Grund-
gesamtheit. Da im Allgemeinen eine Totalerhebung nicht mo¨glich ist, muss
auch hier von einer Stichprobe auf die Grundgesamtheit geschlossen werden.
Dies ist wiederum dann begru¨ndet mo¨glich, wenn es sich bei der Stich-
probe um eine Zufallsstichprobe aus dieser Grundgesamtheit handelt. Im
Mittelpunkt des design-basierten Ansatzes steht die Ziehung der Stichpro-
be von Elementen aus der Grundgesamtheit. Ausgehend von einer konkre-
ten, endlichen Grundgesamtheit liegt nach Sa¨rndal, Swensson undWretman
(1992, S. 8) eine Zufallsstichprobe dann vor, wenn die Menge aller Stich-
proben, die mit einem bestimmten Plan zur Auswahl der Elemente theo-
retisch mo¨glich sind, angegeben werden kann, wenn mit jeder mo¨glichen
Stichprobe eine bekannte Ziehungswahrscheinlichkeit verknu¨pft ist, wenn
unter dem gewa¨hlten Auswahlplan jedes Element der Grundgesamtheit ei-
ne positive Ziehungswahrscheinlichkeit besitzt und wenn der eigentlichen
Ziehung der Stichprobe ein Zufallsvorgang zugrunde liegt, unter dem sich
jede mo¨gliche Stichprobe mit ihrer Ziehungswahrscheinlichkeit realisieren
la¨sst. Eine konkret beobachtete Stichprobe kann damit als Realisation ei-
ner entsprechenden Zufallsvariablen aufgefasst werden. Die Funktion, die
jeder mo¨glichen Stichprobe unter dem gewa¨hlten Auswahlverfahren eine
Ziehungswahrscheinlichkeit zuordnet und damit die Wahrscheinlichkeits-
funktion der entsprechenden Zufallsvariablen bestimmt, wird auch als Zie-
hungsdesign bezeichnet. Das Ziehungsdesign spielt eine zentrale Rolle, denn
es legt die grundlegenden statistischen Eigenschaften der aus der Stichpro-
be gewonnenen Zufallsgro¨ßen, wie Anteile, Summen oder Mittelwerte fest
und ermo¨glicht damit begru¨ndete wahrscheinlichkeitsbehaftete Aussagen
u¨ber die Grundgesamtheit. Eigenschaften der Scha¨tzer, wie Erwartungs-
wert, Varianz und Verteilung, beziehen sich jeweils auf die Variation aller
unter einem gegebenen Ziehungsdesign mo¨glichen Stichproben und wer-
den auch als design-basierte Eigenschaften, die Scha¨tzer selbst als design-
basierte Scha¨tzer , bezeichnet. Diese Form der Inferenz, bei der die stocha-
stische Komponente allein u¨ber die Ziehungswahrscheinlichkeiten ins Spiel
kommt, wird auch als design-basierte Inferenz bezeichnet (
”
design-based
inference“ oder
”
randomization inference“).
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Liegen vor der eigentlichen Stichprobenziehung zusa¨tzlich zu Merkma-
len, die die Identifikation der Populationselemente ermo¨glichen, weitere In-
formationen vor, dann ko¨nnen diese auf verschiedene Weise genutzt werden
um Scha¨tzer mit gu¨nstigeren Eigenschaften zu erhalten. Eine Mo¨glichkeit
ist der sogenannte Regressionsscha¨tzer, der unter Verwendung der Zusatz-
informationen in Form von Hilfsvariablen ha¨ufig eine pra¨zisere Scha¨tzung
der interessierenden Kennwerte liefert. Eine solche Hilfsvariable ist, wenn es
sich bei den Einheiten etwa um Stimmbezirke handelt, die Anzahl der Wahl-
berechtigten in jedem Stimmbezirk. Mit den fu¨r ein Regressionsmodell ty-
pischen Annahmen wird nun zusa¨tzlich eine Modell-Komponente, na¨mlich
die Annahme, dass es sich bei den interessierenden Variablen um Zufalls-
variablen handelt, in den design-basierten Ansatz u¨bernommen. Allerdings
wird nicht davon ausgegangen, dass die Werte in der endlichen Populati-
on tatsa¨chlich dem angenommenen Modell entsprechend erzeugt wurden
sondern lediglich, dass dieses Modell eine gute Beschreibung der in der
Grundgesamtheit vorliegenden Werte liefert. Dementsprechend beeinflusst
die Richtigkeit der Annahme nicht die grundlegenden Eigenschaften des
Scha¨tzers sondern lediglich dessen Pra¨zision im Sinne einer kleineren Vari-
anz. Daher wird dieser Ansatz etwas umsta¨ndlich auch als modell-gestu¨tz-
ter, design-basierter Ansatz (
”
model assisted design-based inference“) be-
zeichnet. Fu¨r eine ausfu¨hrliche Darstellung siehe Sa¨rndal, Swensson und
Wretman (1992, Kap. 6).
Neben Auswahlverfahren, bei denen die Elemente direkt aus der Grund-
gesamtheit entnommen werden, kommen ha¨ufig auch solche zur Anwen-
dung, bei denen in einer ersten Stufe oder Phase Teilgesamtheiten, soge-
nannte Klumpen von Elementen, gezogen werden (fu¨r eine Unterscheidung
zwischen Stufen und Phasen, siehe etwa Sa¨rndal, Swensson und Wretman,
1992, Kap. 9). Auf diese Stufe oder Phase ko¨nnen weitere folgen, in denen
dann aus den jeweils gezogenen Klumpen weitere Klumpen gezogen werden.
Die eigentlich interessierenden Elemente werden schließlich in der letzten
Stufe oder Phase entnommen. In diesen Fa¨llen beziehen sich die oben ge-
nannten Kriterien, die eine Zufallsstichprobe beschreiben, auf jede dieser
Auswahlstufen oder -phasen. Zentral dabei ist, dass unter dem gewa¨hlten
Verfahren jedem Element der Grundgesamtheit eine positive und prinzipiell
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angebbare Auswahlwahrscheinlichkeit zukommt.
Zur Ziehung von Zufallsstichproben stehen eine ganze Reihe verschiede-
ner Auswahlverfahren zur Verfu¨gung (z.B. Gabler, Ha¨der und Hoffmeyer-
Zlotnik, 1998; Gabler und Hoffmeyer-Zlotnik, 1997). Beispiele sind neben
einfachen Zufallsziehungen etwa geschichtete, systematische oder mehrstu-
fige Verfahren. Ein Ziel bei Verwendung eines von der einfachen Zufallsaus-
wahl abweichenden Auswahlverfahrens besteht meist darin, Scha¨tzer mit
kleinerer Varianz verwenden zu ko¨nnen. Ausfu¨hrlich beschrieben werden
verschiedene Verfahren in Verbindung mit verschiedenen Scha¨tzern sowie
deren Eigenschaften unter den jeweiligen Verfahren in der bereits oben zi-
tierten Literatur. Fu¨r ein ausfu¨hrliche Darstellung siehe insbesondere Sa¨rn-
dal, Swensson und Wretman (1992). Ku¨rzere U¨bersichten findet man in
vielen Hand- oder Lehrbu¨chern zur Statistik (z.B. Scha¨fer, 2000).
Von Verfahren, die auf einer zufa¨lligen Auswahl der Stichprobenelemen-
te basieren sind nicht-zufa¨llige Verfahren zu unterscheiden. Ha¨ufig sind bei
diesen Verfahren die Auswahlwahrscheinlichkeiten unbekannt und es lassen
sich die design-basierten Eigenschaften der Scha¨tzer nicht bestimmen. Oft
weisen auch viele Elemente der Grundgesamtheit eine Ziehungswahrschein-
lichkeit von null auf. Zwar sind genaue Scha¨tzungen durchaus mo¨glich, aber
da es im Allgemeinen unmo¨glich ist die Eigenschaften der Scha¨tzer objektiv
zu bewerten, lassen sich entsprechende design-basierte Aussagen u¨ber die
Grundgesamtheit nicht begru¨nden.
Bekannte nicht-zufa¨llige Verfahren sind etwa die typische Auswahl, die
Auswahl nach dem Konzentrationsprinzip oder die Quotenauswahl (z.B.
Sa¨rndal, Swensson und Wretman, 1992; Scha¨fer, 2000). Bei Markt- und
Meinungsforschung kommt die Quotenauswahl ha¨ufig zur Anwendung. Da-
bei wird die Grundgesamtheit anhand verschiedener Variablen, etwa Ge-
schlecht, Altersgruppe und Schulbildung unterteilt. Fu¨r jede dieser so ent-
standenen Zellen wird eine Anzahl an Elementen, die Quote, festgelegt, die
in die Stichprobe aufzunehmen sind. Bei Umfragen ist es dann Aufgabe der
Befrager, die vorgegebenen Quoten zu erfu¨llen. Die Auswahl der Elemente,
etwa Personen, kann auf Grundlage einer Befragung der zuerst beobach-
teten Personen beruhen oder sie wird dem Befrager selbst u¨berlassen. Da
dies kein Zufallsstichprobe in obigem Sinne ist, existieren auch keine design-
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basierten Scha¨tzer. Antwortverweigerungen ko¨nnen natu¨rlich, wie bei den
meisten Stichproben, auch hier auftreten, aber die Quoten ko¨nnen im Allge-
meinen erfu¨llt werden indem einfach weitere Personen befragt werden. Das
Problem einer mo¨glichen Verzerrung durch Antwortverweigerungen bleibt
allerdings bestehen.
2.3.4 Erga¨nzungen
Ein immer wieder genannter Vorteil des design-basierten Ansatzes ist des-
sen Unabha¨ngigkeit von Annahmen. Im Gegensatz zu einem modell-basierten
Ansatz, der oft Verteilungsannahmen no¨tig macht, ergibt sich das Zie-
hungsdesign aus dem gewa¨hlten zufa¨lligen Auswahlverfahren. Dieser An-
spruch la¨sst sich im Allgemeinen nicht aufrechterhalten. Neben Problemen,
wie Nichtu¨bereinstimmung der Auswahlgesamtheit mit der interessierenden
Grundgesamtheit, Kodierungs- und Editierungsfehlern, sind ha¨ufig weite-
re Fehlerquellen zu beru¨cksichtigen, die meist nicht ohne Modellannahmen
angemessen zu behandeln sind. Dazu geho¨ren vor allem Antwortverweige-
rungen sowie die Problematik fehlerbehafteter Messungen. Anders als beim
oben kurz beschriebenen modell-gestu¨tzten, design-basierten Ansatz fu¨hrt
die Einbeziehung von Modellannahmen in diesen Fa¨llen im Allgemeinen zur
Abha¨ngigkeit aller Eigenschaften der Scha¨tzer von der Richtigkeit der Mo-
dellannahmen (z.B. Sa¨rndal, Swensson und Wretman, 1992, Kap. 14–16).
Fu¨r ein weiteres Beispiel dafu¨r, dass zusa¨tzliche Modellannahmen hilfreich
sein ko¨nnen, siehe etwa Cassel, Sa¨rndal und Wretman (1979).
Ha¨ufig werden Aussagen u¨ber eine endliche Population aber auch mit
Hilfe eines sogenannten Superpopulationsmodells gemacht (z.B. Ericson,
1969; Hansen, Madow und Tepping, 1983; Little, 1982; Royall, 1970; Sa¨rn-
dal, Swensson und Wretman, 1992). Dabei werden die Merkmale in der
endlichen Population selbst als Realisation einer entsprechend hochdimen-
sionalen Zufallsvariablen aufgefasst. Grundlage der Inferenz ist in diesem
Fall neben dem Ziehungsdesign die angenommene Verteilung dieser Zufalls-
variablen. Allerdings gibt es auch Ansa¨tze, bei denen das Ziehungsdesign
nur eine untergeordnete oder keine Rolle fu¨r die Inferenz spielt. In ersterem
Fall soll die Zufallsauswahl lediglich einer systematischen Auswahl vorbeu-
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gen, in letzterem kann die Auswahl sogar nicht-zufa¨llig sein (z.B. Royall,
1970).
Obwohl es sich offensichtlich um einen — wenigstens partiell — mo-
dell-basierten Ansatz handelt, sind im Unterschied zu dem oben beschrie-
benen Ansatz hier Aussagen u¨ber Kennwerte in der endlichen Population
und nicht u¨ber die Superpopulationsparameter beabsichtigt. Allerdings un-
terscheiden sich in vielen Fa¨llen Scha¨tzer fu¨r Kennwerte in der endlichen
Population nur durch einen Korrekturfaktor von jenen fu¨r die entsprechen-
den Superpopulationsparameter. Ist der Auswahlsatz im Verha¨ltnis zum
Umfang der Grundgesamtheit sehr klein, dann sind Schlu¨sse bezu¨glich der
zu scha¨tzenden Gro¨ßen in der endlichen Grundgesamtheit beziehungsweise
den Superpopulations- oder Modellparametern oft kaum voneinander ver-
schieden (Little, 1982).
Anknu¨pfend an die Problematik nicht-zufa¨lliger Stichproben im Zusam-
menhang mit Aussagen u¨ber eine endliche Grundgesamtheit, sei an dieser
Stelle noch einmal kurz auf eine mit Hilfe der Quotenauswahl gewonnenen
Stichprobe eingegangen. Im Rahmen des design-basierten Ansatzes lassen
sich keine Eigenschaften von Scha¨tzern basierend auf Quotenstichproben
angeben. Dies a¨ndert sich, geht man von einem Superpopulationsmodell
aus. Dann sind Eigenschaften unter bestimmten, oft problematischen An-
nahmen ableitbar, allerdings um dem Preis, dass die Gu¨ltigkeit der Schlu¨sse
von der Gu¨ltigkeit der Annahmen abha¨ngt (z.B. Little, 1982; Sa¨rndal,
Swensson und Wretman, 1992).
2.4 Statistische Ansa¨tze
In diesem Abschnitt soll von einem allgemeineren Standpunkt aus auf ver-
schiedene statistische Ansa¨tze eingegangen werden, mit Hilfe derer Aussa-
gen u¨ber eine wie auch immer definierte Grundgesamtheit gemacht wer-
den ko¨nnen. Dabei steht nicht wie in Abschnitt 2.3 die Beziehung zwi-
schen statistischer Inferenz, Grundgesamtheit, Auswahlverfahren und Mo-
dellannahmen im Vordergrund. Stattdessen werden verschiedene statisti-
sche Ansa¨tze angesprochen, die ausgehend von verschiedenen Sichtweisen,
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Grundsa¨tzen und bei Verwendung verschiedener Qualita¨tskriterien eine sta-
tistische Inferenz ermo¨glichen sollen. Aus Platzgru¨nden ist die Darstellung
nicht erscho¨pfend und soll lediglich einen Einblick in die Vielfalt der Ansa¨tze
geben. Fu¨r eine umfassendere Einfu¨hrung siehe etwa Ru¨ger (1999) oder
Welsh (1996).
2.4.1 Deskriptive, explorative und induktive Statistik
Zuna¨chst ist zu unterscheiden, ob Aussagen u¨ber die Stichprobe, also u¨ber
einen vorliegenden Datensatz oder u¨ber eine nicht mit dieser Stichprobe
identischen Grundgesamtheit gemacht werden sollen. Den ersten Fall decken
die statistischen Teilgebiete der deskriptiven Statistik sowie der explorativen
Datenanalyse ab (z.B. Bosch, 1998; Rohwer und Po¨tter, 2001). Ziel ist hier
die Darstellung und Beschreibung von Verteilungen sowie das Auffinden
von Strukturen. Verwendet werden die verschiedensten Darstellungsformen
von Verteilungen, Kennwerte zur Beschreibung der Verteilungen, wie Lage-,
Streuungs-, Konzentrations- oder Zusammenhangsmaße, aber auch Verfah-
ren wie die Regressionsrechnung, die Hauptkomponentenanalyse oder die
Zeitreihenzerlegung (z.B. Fahrmeir, Hamerle und Tutz, 1996a; Stier, 2000).
Fu¨r eine u¨ber eine Einfu¨hrung in die explorative Datenanalyse hinausgehen-
de Darstellung siehe etwa Hoaglin, Mosteller und Tukey (1985). Daru¨ber
hinaus ko¨nnen in Bezug auf die explorative Datenanalyse weitere Verfah-
ren zur Generierung von Fragestellungen, Hypothesen oder zum Auffinden
von Strukturen zur Anwendung kommen, wie sie auch unter dem Stichwort
”
Data Mining“ (z.B. Lenz, 2000) verwendet werden.
Begru¨ndbare Aussagen u¨ber eine nicht mit der Stichprobe identischen
Grundgesamtheit sind mit Hilfe inferenzstatistischer Methoden mo¨glich.
Wie bereits am Beginn dieses Kapitels angedeutet, stellt
”
die Statistik“
weder einen einheitlichen Ansatz dar, noch wird — ausgehend von un-
terschiedlichen Ansa¨tzen — verschiedenen grundlegenden Sichtweisen oder
Grundsa¨tzen statistischer Inferenz beziehungsweise verschiedenen Qualita¨ts-
kriterien gleichermaßen entsprochen (z.B. Cox und Hinkley, 1974; Robins
und Wassermann, 2000). Die Uneinheitlichkeit, die sich unter anderem
aus den unterschiedlichen Anwendungsbereichen erkla¨ren la¨sst, manifestiert
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sich bereits in den unterschiedlichen Auffassungen und Definitionen des
Wahrscheinlichkeitsbegriffs (z.B. Ru¨ger, 1999, S. 120 ff. und die dort zitier-
te Literatur; Stegmu¨ller, 1973; Zellner, 1983).
2.4.2 Wahrscheinlichkeitsbegriffe und -definitionen
Zwei zentrale Auffassungen des Wahrscheinlichkeitsbegriffs werden als ob-
jektivistisch beziehungsweise subjektivistisch bezeichnet. Bei der objekti-
vistischen Sichtweise wird davon ausgegangen, dass Zufallsereignisse eine
bestimmte Wahrscheinlichkeit, wie eine bestimmte Eigenschaft,
”
besitzen“.
Im Rahmen dieser Sichtweise lassen sich die klassische, die frequentistische
und die logische Version unterscheiden (z.B. Ru¨ger, 1999). Nach der klassi-
schen Version der Wahrscheinlichkeit liegen a priori Kenntnisse bezu¨glich
des Zufallsvorganges dergestalt vor, dass die Wahrscheinlichkeit fu¨r ein Er-
eignis vor der eigentlichen Durchfu¨hrung des Zufallsvorganges bestimmt
werden kann. Nach der frequentistischen Version lassen sich zumindest hy-
pothetisch unendlich oft wiederholbare Ereignisse mit dem mathematischen
Konzept unabha¨ngig wiederholbarer Zufallsereignisse, im Allgemeinen un-
ter Annahme gleicher Wahrscheinlichkeiten, hinreichend in U¨bereinstim-
mung bringen. Dementsprechend erha¨lt man Hinweise fu¨r die Gu¨te der
U¨bereinstimmung zwischen mathematischem Konzept und den betrachte-
ten Vorga¨ngen, sowie fu¨r die Ho¨he der entsprechenden Wahrscheinlichkeit
einzig durch die Betrachtung von Wiederholungen dieser Ereignisse. Bei der
logischen Version wird eine Wahrscheinlichkeit nicht mehr einem Ereignis
zugeordnet, sondern sie bezieht sich auf zwei Ereignisse oder Aussagen und
wird als eine zweistellige Relation eingefu¨hrt. In einer ersten Interpretation
wird diese als die Wahrscheinlichkeit des einen Ereignisses (der einen Aus-
sage) unter der Annahme oder Voraussetzung des anderen Ereignisses (der
anderen Aussage) verstanden. In einer ga¨nzlich von dieser verschiedenen
Interpretation wird sie als die Wahrscheinlichkeit der Implikation
”
aus dem
einen Ereignis (der einen Aussage) folgt das andere Ereignis (die andere
Aussage)“ aufgefasst. In diesem Fall handelt es sich um eine dem Schluss
selbst zugeordnete Wahrscheinlichkeit.
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Nach der subjektivistischen Auffassung gibt eine Wahrscheinlichkeit den
Grad der U¨berzeugung an, den eine bestimmte Person mit dem Eintreffen
eines Ereignisses verknu¨pft. Bei dieser Sichtweise wird zwar nicht ausge-
schlossen, dass zwei verschiedene Personen mit demselben Ereignis ver-
schiedene Wahrscheinlichkeiten verknu¨pfen, aber es wird postuliert, dass
die jeweilige Person
”
rational“ handelt. Je nachdem, ob und in welchem
Ausmaß neben den subjektiven Wahrscheinlichkeiten auch eine subjektive
Nutzenskala und damit der Nutzenbegriff beru¨cksichtigt wird, lassen sich
zwei Ansa¨tze unterscheiden. Der erste Ansatz stellt das subjektive Wissen
oder den Glauben, den eine Person mit ihrer Wahrscheinlichkeit ausdru¨cken
will, und den Vorgang, wie sich subjektives Wissen durch Beobachtung
vera¨ndert, in den Vordergrund (z.B. de Finetti, 1972). Bei dem zweiten
Ansatz wird ein enger Zusammenhang zwischen Verhalten und subjektiver
Wahrscheinlichkeit betont. Demnach verha¨lt sich eine Person so, dass der
Erwartungswert ihres Nutzens, der sowohl von den subjektiven Wahrschein-
lichkeiten als auch von der subjektiven Nutzenskala abha¨ngt, mo¨glichst groß
wird (z.B. Savage, 1972).
Eine nicht inhaltliche sondern formale Definition von Wahrscheinlich-
keit ist die axiomatische Definition von Kolmogorov (z.B. Hamerle und
Keme´ny, 1985; Knu¨ppel, 2000). Ausgangspunkt ist ein Zufallsvorgang mit
einer Ergebnismenge und einer σ-Algebra von Teilmengen dieser Ergeb-
nismenge, den Ereignissen (vgl. Abschnitt 2.3). Nach dieser axiomatischen
Definition ordnet das Wahrscheinlichkeitsmaß jedem Ereignis eine reelle
Zahl zwischen null und eins, dessen Wahrscheinlichkeit, so zu, dass auf
der Ereignismenge die vollsta¨ndige oder σ-Additivita¨t erfu¨llt ist. Zusa¨tzlich
wird die Wahrscheinlichkeit fu¨r die Ergebnismenge selbst (
”
sicheres Ereig-
nis“) auf eins normiert. Vollsta¨ndige oder σ-Additivita¨t bedeutet, dass die
Wahrscheinlichkeit der Vereinigung von je endlich vielen oder abza¨hlbar
unendlich vielen Ereignissen, die sich paarweise gegenseitig ausschließen,
gerade gleich der Summe der Einzelwahrscheinlichkeiten ist. Zu beachten
ist, dass durch diese axiomatische Definition der Begriff des Wahrschein-
lichkeitsmaßes lediglich implizit definiert wird. Numerische Werte fu¨r die
Wahrscheinlichkeiten verschiedener Ereignisse ko¨nnen daraus im Allgemei-
nen noch nicht berechnet werden. Auf dem Hintergrund eines objektivisti-
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schen Wahrscheinlichkeitsbegriffes ko¨nnen Wahrscheinlichkeiten allerdings
entsprechend der klassischen oder der frequentistischen Version bestimmt
werden. Fu¨r die Diskussion weiterer Axiomensysteme siehe etwa Lindley
(1971) oder Zellner (1983) und die jeweils dort zitierte Literatur.
2.4.3 Klassische Ansa¨tze
Unterschiedliche statistische Ansa¨tze manifestieren sich auch in dem jeweils
formulierten wahrscheinlichkeitstheoretischen Modell. Ein solches, bereits
in Abschnitt 2.3 eingefu¨hrtes Model, ist das Tripel bestehend aus einem
Ergebnisraum, einer σ-Algebra und einem Wahrscheinlichkeitsmaß. Alter-
nativ wird ha¨ufig auch eine etwas erweiterte Darstellung gewa¨hlt, beste-
hend aus einem mit einer geeigneten σ-Algebra versehenen Ergebnisraum,
einem Parameterraum sowie einer Familie von Wahrscheinlichkeitsmaßen.
Der Parameter kann Werte aus dem Parameterraum annehmen und legt
so das jeweilige Wahrscheinlichkeitsmaß fest (z.B. Lindley, 1971; Zellner,
1983). Meist wird die Wahrscheinlichkeitsverteilung statt des Wahrschein-
lichkeitsmaßes betrachtet und ha¨ufig wird angenommen, dass diese einer
bekannten Familie von Verteilungen angeho¨rt. Ziel — nicht nur dieses An-
satzes — ist es, einen plausiblen Wert fu¨r diesen unbekannten Parameter zu
gewinnen (Punktscha¨tzung), einen Bereich anzugeben, von dem mit einiger
Plausibilita¨t angenommen werden kann, dass er den unbekannten Para-
meter entha¨lt (Bereichsscha¨tzung), zu pru¨fen ob mit einiger Plausibilita¨t
bestimmte Werte des unbekannten Parameters abgelehnt werden ko¨nnen
(Hypothesentest) oder plausible Werte fu¨r nicht beobachtete oder zuku¨nfti-
ge Daten vorherzusagen (Pra¨diktion). Der jeweilige wahre Parameter wird
als fester Wert aufgefasst.
Verbunden mit diesem Modell ist ha¨ufig der Anspruch, dass statistische
Verfahren im Hinblick auf ihr Verhalten in hypothetischen Wiederholun-
gen unter identischen Bedingungen zu beurteilen seien (frequentistisches
Prinzip). Ein typisches Beispiel dafu¨r ist die Berechnung eines Konfidenz-
intervalls fu¨r den Erwartungswert unabha¨ngig und identisch normalverteil-
ter Zufallsvariablen bei bekannter Varianz. Ausgehend von der Verteilung
der entsprechenden Scha¨tzfunktion, in diesem Fall das arithmetische Mit-
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tel der jeweils beobachteten Daten, u¨ber wiederholte Ziehungen, lassen sich
Grenzen fu¨r ein Intervall angeben, welches — unter Geltung der jeweili-
gen Annahmen — mit einer vorgegebenen Wahrscheinlichkeit den wahren
aber unbekannten Erwartungswert u¨berdeckt. Die Konstruktion dieses In-
tervalls basiert auf einem Verfahren, welches dazu fu¨hrt, dass bei unendlich
ha¨ufiger Wiederholung der Ziehung die jeweils berechneten Intervalle den
wahren Wert mit einer der vorgegebenen Wahrscheinlichkeit gleichen relati-
ven Ha¨ufigkeit enthalten. Dies ist ein typisches Beispiel fu¨r ein statistisches
Verfahren, bei dem sowohl dessen Eigenschaften als auch die Interpretation
der Ergebnisse auf der Vorstellung wiederholter Ziehungen beruhen.
Ansa¨tze denen, wie auch in den folgenden Kapiteln, das oben beschrie-
bene wahrscheinlichkeitstheoretische Modell in Verbindung mit einer objek-
tivistischen Auffassung von Wahrscheinlichkeit zugrundeliegt, werden oft
als
”
klassische“ Ansa¨tze bezeichnet (z.B. Amemiya, 1985; Lehmann und
Casella, 1998). In Verbindung mit dem Prinzip, dass statistische Verfahren
mit Hilfe hypothetischer Wiederholungen unter identischen Bedingungen zu
beurteilen seien, wird oft auch von einem
”
frequentistischen“ Ansatz oder
”
frequentistischer“ Inferenz gesprochen5 (z.B. Heitjan und Basu, 1996; Zell-
ner, 1983). Allerdings ist die Verwendung der Bezeichnungen in der Litera-
tur nicht einheitlich (siehe etwa Efron, 1998, und Fraser, 1998; Ru¨ger, 1999).
In den folgenden Kapiteln soll dieser Ansatz in Abgrenzung zu Bayesiani-
schen und design-basierten Ansa¨tzen als modell-basiert frequentistischer
Ansatz bezeichnet werden (vgl. Meng, 1994a).
Viele der Entwicklungen im Rahmen des klassischen Ansatzes gehen
auf die Arbeiten von Sir Ronald A. Fisher zuru¨ck (z.B. Fisher, 1973), si-
cher einer der einflussreichsten Statistiker des 20sten Jahrhunderts (z.B.
Efron, 1998). Der von Fisher vertretene Ansatz6 basiert allerdings nicht
auf der Idee hypothetischer Wiederholungen unter identischen Bedingun-
gen, sondern folgt eher dem Likelihood-Prinzip (die entsprechende inferenz-
5Ha¨ufig findet man in der englischsprachigen Literatur auch den Begriff
”
sampling
theory“, der hier aber, um Verwechslungen vorzubeugen, nicht verwendet wird.
6Genau genommen ist der Ansatz von Fisher keineswegs koha¨rent. So wechselte er bei-
spielsweise zwischen frequentistischen und nicht-frequentistischen Rechtfertigungen hin
und her (Efron, 1998).
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statistische Vorgehensweise wird auch als
”
Likelihood-Inferenz“ bezeichnet,
z.B. Rubin, 1976a). Demnach sollten die Schlussfolgerungen ausgehend von
zwei Zufallsvorga¨ngen, die fu¨r je eine gegebene Realisation zu proportiona-
len Likelihood-Funktionen fu¨r alle Parameterwerte aus jeweils demselben
Parameterraum fu¨hren, identisch sein. Entsprechend diesem Ansatz entha¨lt
alleine die entsprechende Likelihood-Funktion als Funktion der Daten und
der Parameter alle no¨tigen Informationen fu¨r die statistische Inferenz. Zur
Kla¨rung wie Schlu¨sse zu ziehen sind, wird ha¨ufig zusa¨tzlich das Prinzip ein-
gefu¨hrt, nachdem ausgehend von mit zwei Werten des Parameters verknu¨pf-
ten Hypothesen die Daten jene Hypothese besser stu¨tzen, fu¨r die der Wert
der Likelihood-Funktion gro¨ßer ist. Die Beurteilung von aus der Likelihood-
Funktion abgeleiteten Gro¨ßen unter wiederholter Ziehung bei identischen
Bedingungen wird als unno¨tig oder gar irrefu¨hrend betrachtet (z.B. Birn-
baum, 1962; Fisher, 1973, S. 103 ff.; Hacking, 1965). Andererseits gibt es
Beispiele, die zeigen, dass das Likelihood-Prinzip von Konfidenzintervallen,
die im Rahmen eines frequentistischen Ansatzes konstruiert wurden, ver-
letzt wird (z.B. Cox und Hinkley, 1974, Kap. 2; Robins und Wassermann,
2000).
2.4.4 Frequentistisch entscheidungstheoretischer Ansatz
Vor allem von Wald wurde aufbauend auf den Arbeiten von Neyman (z.B.
Neyman, 1952, 1967) und Neyman und Pearson (z.B. Neyman und Pear-
son, 1967) ein frequentistisch ausgerichtetes Konzept einer statistischen
Entscheidungstheorie entwickelt, bei der die Inferenzsituation als eine Pro-
blemlo¨sesituation angesehen wird, in deren Verlauf eine Entscheidung mit
entsprechenden Konsequenzen zu fa¨llen ist (z.B. Wald, 1971). Bei einer
solchen Entscheidung kann es sich etwa um konkrete sozial- oder produk-
tionspolitische Entscheidungen aber auch um die Angabe eines speziellen
Scha¨tzwertes handeln. Konsequenterweise spielen bei diesem Ansatz die
Stichproben- beziehungsweise Fehlentscheidungskosten eine zentrale Rolle.
Formal wird zuna¨chst von dem bereits beschriebenen wahrscheinlich-
keitstheoretischen Modell ausgegangen, allerdings erweitert um einen Ent-
scheidungsraum, in dem die mo¨glichen Entscheidungen zusammengefasst
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sind, und einer sogenannten Verlust- oder Schadensfunktion. Die Regel, die
jeder mo¨glichen Realisation einer Zufallsvariablen eine mo¨gliche Entschei-
dung zuordnet, die statistische Entscheidungsfunktion, Entscheidungsregel
oder Strategie, ist eine Abbildung des entsprechenden Ergebnis- oder Stich-
probenraumes in den Entscheidungsraum. Im Allgemeinen wird wieder an-
statt von einem Wahrscheinlichkeitsmaß von einer bis auf den Parameter
bekannten Verteilung der beobachtbaren Zufallsvariablen ausgegangen. Die
Konsequenzen einer Entscheidung bei festem, als wahr angenommenen Pa-
rameterwert werden in Form einer Verlust- oder Schadensfunktion darge-
stellt, die nur nicht-negative reelle Werte annehmen kann, zumindest aber
nach unten beschra¨nkt ist. Der Erwartungswert dieser Funktion bezu¨glich
der angenommenen Verteilung der Zufallsvariablen wird als Risikofunktion
bezeichnet. Diese kann, als Funktion der statistischen Entscheidungsregel
und der gewa¨hlten Verteilung, als der insgesamt zu erwartende Verlust oder
Schaden bezeichnet werden. An die Stelle der Wahl einer einzelnen Ent-
scheidung, verbunden mit einem bestimmten Verlust, tritt die Wahl einer
Strategie, verbunden mit einem entsprechenden Risiko, und zwar indem
die Risikofunktion fu¨r verschiedene mo¨gliche Strategien und bei Zugrunde-
legung verschiedener Werte des Parameters verglichen werden. Zusa¨tzlich
zur Verlustfunktion kann auch die Stichprobenkostenfunktion in der Risi-
kofunktion beru¨cksichtigt werden.
Offensichtliches Ziel sollte es demnach sein, diejenige Strategie aus-
zuwa¨hlen, fu¨r die die resultierende Risikofunktion fu¨r alle interessierenden
Parameterwerte minimal ist. Leider existiert ha¨ufig keine in diesem Sinne
beste Strategie. In der statistischen Entscheidungtheorie wurden daher ver-
schiedene Verfahren mit weniger strengen Qualita¨tskriterien entwickelt. Ein
solches Verfahren ist die Minimax-Strategie. Demnach wird jene Strategie
gewa¨hlt, die den gro¨ßten u¨ber verschiedene Parameterwerte zu erwartenden
Schaden am kleinsten ha¨lt. Ausfu¨hrlichere Darstellungen findet man etwa
in Lehmann und Casella (1998), Ru¨ger (1999) oder Zacks (1971), einen
allgemeinen U¨berblick etwa in Brown (2000).
Obwohl die Grundlagen dieses Ansatzes, na¨mlich die Explikation des
Zwecks der Untersuchung, die mo¨glichen Entscheidungen sowie deren Kon-
sequenzen nach wie vor als sehr wichtige Punkte bei einem Forschungsvor-
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haben angesehen werden ko¨nnen, spielt dieser Ansatz in der Praxis sozial-,
wirtschaftswissenschaftlicher oder psychologischer Forschung keine dement-
sprechend große Rolle. Ein Grund dafu¨r ist sicher, dass in vielen Untersu-
chungen, die sich statistischer Methoden bedienen selbst dann, wenn eine
klare Entscheidung getroffen wird, das Element der Entscheidungsfindung
sowie deren Konsequenzen nicht im Vordergrund stehen. Meist steht eine
Antwort auf die Frage, was aus den Daten bezu¨glich der Theorie zu ler-
nen ist, im Vordergrund (vgl. Cox und Hinkley, 1974). Andererseits gibt
es auch Situationen, in denen die Ergebnisse zu Entscheidungen mit kon-
kreten Konsequenzen fu¨hren, etwa in der Produktion, der Politikberatung
oder, etwas allgemeiner, bei der Erstellung von Gutachten. In solchen Situa-
tionen, in denen ein entscheidungstheoretischer Ansatz eher angebracht ist,
ergibt sich — abgesehen von relativ einfach strukturierten Situationen etwa
im Produktions- oder versicherungswirtschaftlichen Bereich — ha¨ufig das
Problem der Formulierung einer ada¨quaten Verlustfunktion und es lassen
sich viele Konsequenzen von Entscheidungen, etwa im sozialwissenschaft-
lichen Bereich, im Allgemeinen nur schwer exakt quantifizieren. Innerhalb
der Statistik spielt dieser Ansatz eine gro¨ßere Rolle. So lassen sich einige
Verfahren statistischer Inferenz als Entscheidungsprobleme formulieren und
unter dem Gesichtspunkt einer Verlustfunktionen und eines entsprechenden
Qualita¨tskriteriums beurteilen (z.B. Ru¨ger, 1999).
2.4.5 Design-basierter und klassischer Ansatz
In Abschnitt 2.3 wurde unterschieden zwischen design- und modell-basie-
rten Ansa¨tzen. Dass diese Unterscheidung im laufenden Abschnitt noch
nicht aufgegriffen wurde, liegt daran, dass das entsprechende Kriterium
”
quer“ zu den hier verwendeten Trennungslinien liegt. Tatsa¨chlich la¨sst
sich der design-basierte Ansatz in den klassischen Ansatz einbetten (Cassel,
Sa¨rndal und Wretman, 1977).
Dazu werden die mit jeder Einheit verknu¨pften Merkmale, wie etwa Ein-
kommen oder Schulbildung, um einen Identifikator, etwa eine Zahl, der eine
eineindeutige Zuordnung zu den Einheiten ermo¨glicht, erweitert. Zwar wer-
den die Merkmale in der konkreten endlichen Grundgesamtheit als fest auf-
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gefasst, zufa¨llig gezogen werden aber die Identifikatoren. Die beobachteten
Merkmale einer Einheit zusammen mit dem jeweiligen Identifikator werden
auch als
”
gekennzeichnete Beobachtung“ bezeichnet. Die in einer Stichpro-
be beobachteten gekennzeichneten Daten ko¨nnen nun als Realisation einer
entsprechend dimensionierten Zufallsvariable aufgefasst werden, wobei sich
fu¨r eine gegebene Grundgesamtheit die Wahrscheinlichkeit fu¨r jede mo¨gli-
che Realisation u¨ber das Ziehungsdesign angeben la¨sst. Der Ergebnis- oder
Stichprobenraum ist gegeben durch die Menge aller mo¨glichen Realisatio-
nen dieser Zufallsvariablen. Als σ-Algebra kann, weil die Anzahl mo¨glicher
Ergebnisse endlich ist, die Potenzmenge verwendet werden. Das (diskre-
te) Wahrscheinlichkeitsmaß, das jeder Realisation deren Wahrscheinlichkeit
zuordnet, ha¨ngt von den wahren Merkmalswerten in der Grundgesamtheit
ab. Der Vektor der wahren Merkmalswerte in der Grundgesamtheit fun-
giert als hochdimensionaler Parametervektor und ist Element eines ent-
sprechend festgelegten Parameterraumes. Mit dieser Formulierung ist der
design-basierte Ansatz in den klassischen Ansatz, allerdings mit einem be-
kannten Wahrscheinlichkeitsmaß, eingebettet.
2.4.6 Bayes-Ansa¨tze
Bayes-Ansa¨tze erweitern das im Rahmen des klassischen Ansatzes beschrie-
bene wahrscheinlichkeitstheoretische Modell durch die Annahme einer mit
dem Parameterraum verbundenen, geeigneten σ-Algebra und einem auf
letzterer definierten Wahrscheinlichkeitsmaß. Im Allgemeinen wird anstatt
des Wahrscheinlichkeitsmaßes die entsprechende Wahrscheinlichkeitsvertei-
lung verwendet, je nach Situation charakterisierbar durch die jeweilige
Wahrscheinlichkeits- oder Dichtefunktion. Diese Verteilung wird auch als
a priori Verteilung des Parameters bezeichnet. Sie repra¨sentiert Informa-
tionen bezu¨glich der Plausibilita¨t der mo¨glichen Werte des Parameters, die
vorliegen bevor die Daten beobachtet werden. Zu beachten ist, dass mit
dieser Verteilung nicht das Verhalten eines Parameters sondern das Wissen
u¨ber diesen beschrieben wird. Die a priori Verteilung wird im Allgemeinen
als vollsta¨ndig bekannt vorausgesetzt. Das den Bayes- vom klassischen An-
satz unterscheidende Merkmal ist also die Annahme, dass der Parameter
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selbst auch als Zufallsvariable aufzufassen ist (z.B. Lindley, 1971; Zellner,
1983).
Entsprechend dem Bayes-Ansatz ist die Verteilung der Zufallsvariablen,
deren Realisation beobachtet wird, eine bedingte Verteilung, na¨mlich die
Verteilung der beobachtbaren Zufallsvariablen gegeben den Parameter. In-
sofern als fu¨r die beobachtbare Zufallsvariable eine Verteilungsannahme ge-
geben ist, unterscheidet sich der Bayes-Ansatz in dieser Modellkomponente
prinzipiell nicht von dem oben beschriebenen klassischen Ansatz. Die ent-
sprechende (bedingte) Dichte- oder Wahrscheinlichkeitsfunktion, aufgefasst
als Funktion des Parameters bei fester beobachtbarer Zufallsvariable, wird
auch als Likelihood-Funktion bezeichnet. Um Aussagen u¨ber den Parameter
machen zu ko¨nnen, wird nun die a priori Verteilung im Lichte der Daten
nach dem Satz von Bayes in die sogenannte a posteriori Verteilung des
Parameters, das heißt die Verteilung des Parameters gegeben die Daten,
transformiert. Diese Verteilung spiegelt das nach der Beobachtung der Da-
ten u¨ber den Parameter vorhandene Wissen wider. Anders ausgedru¨ckt,
stellt der U¨bergang von der a priori Verteilung auf die a posteriori Vertei-
lung einen Lernvorgang dar, ein Dazulernen aus den Beobachtungen. Im
Gegensatz zum frequentistischen Ansatz ergibt sich zwischen dem Bayes-
Ansatz und dem Likelihood-Prinzip kein Widerspruch. Tatsa¨chlich folgt das
Likelihood-Prinzip aus dem Bayes-Ansatz (z.B. Ru¨ger, 1999).
Innerhalb des Bayes-Ansatzes ko¨nnen grob zwei verschiedene Stro¨-
mungen unterschieden werden. Vertreter einer subjektiven Richtung be-
trachten die a priori Verteilung als mathematischen Ausdruck des Vorwis-
sens des Wissenschaftlers oder der Wissenschaftlerin oder allgemeiner auch
einer Gruppe von Menschen u¨ber den Parameter (z.B. Bernardo und Smith,
1994; de Finetti, 1972; Savage, 1972). Sie wird daher auch als subjektive a
priori Verteilung bezeichnet. Allerdings ist dieser Punkt nicht unproblema-
tisch, denn es stellt sich die Frage, wie man — bereits im eindimensionalen
Fall — von einem meist nur vagen Vorwissen zu einer exakten Verteilung
kommt. Der ha¨ufig eingeschlagene Weg u¨ber fiktive Wetten (z.B. Ru¨ger,
1999, S. 189) la¨sst die Frage offen, ob eine so gewonnene diskrete Vertei-
lung, selbst wenn sie die Eigenschaften einer Verteilungsfunktion besitzt,
tatsa¨chlich eine Art latente Verteilungsfunktion korrekt abbildet oder zu-
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mindest ausreichend approximiert (vgl. dazu auch Abschnitt 2.2).
Vertreter einer auch als objektiv bezeichneten Richtung (vgl. Efron,
1998) entfernen das subjektive Element indem sie sogenannte nichtinfor-
mative a priori Verteilungen vorschlagen (z.B. Jeffreys, 1961). Nichtinfor-
mative a priori Verteilungen sollen das Nichtwissen bezu¨glich der Parame-
ter widerspiegeln das heißt, in Situationen, in denen keine Informationen
bezu¨glich der Plausibilita¨t der Parameterauspra¨gungen vorliegen, eine sta-
tistische Inferenz a¨hnlich der eines vo¨llig unvoreingenommenen Beobachters
erlauben (z.B. Box und Tiao, 1973, S. 2). Oft werden als nichtinformati-
ve a priori Verteilungen Gleichverteilungen gewa¨hlt. Diese Wahl bietet sich
zuna¨chst an, dru¨ckt eine Gleichverteilung doch gerade aus, dass kein Grund
vorhanden ist, irgendeinen Parameterwert vor einem anderen als plausibler
anzunehmen. Es zeigt sich allerdings, dass nicht in allen interessierenden
Fa¨llen Gleichverteilungen existieren. Ha¨ufig werden daher auch sogenann-
te uneigentliche Verteilungen (
”
improper distributions“) betrachtet. Dabei
handelt es sich um Verteilungen, deren Dichten Funktionen sind, deren In-
tegral gegen unendlich geht. Das ist kein Problem, solange die a posteriori
Verteilungen eigentliche, das heißt
”
echte“ Verteilungen bleiben. Allerdings
ko¨nnen solche uneigentlichen a priori Verteilungen auch zu uneigentlichen a
posteriori Verteilungen und unakzeptablen Scha¨tzern fu¨hren (z.B. Berger,
2000, vgl. Bernardo und Smith, 1994, Kap. 5.6). Ein grundsa¨tzlicher Kri-
tikpunkt an diesem Ansatz besteht allerdings in der Fragwu¨rdigkeit Nicht-
wissen durch eine Verteilung ausdru¨cken zu ko¨nnen (vgl. Ru¨ger, 1999, S.
272).
2.4.7 Entscheidungstheoretischer Bayes-Ansatz
Der Bayes-Ansatz wird ha¨ufig erweitert um die bereits weiter oben ange-
sprochenen entscheidungstheoretischen Elemente Entscheidungsraum und
Verlustfunktion. Ein Gu¨tekriterium zur Auswahl einer Entscheidungsfunk-
tion oder Strategie ist das Bayes-Kriterium. Dabei wird eine Strategie nach
ihrem Risikoerwartungswert , dem Erwartungswert der Risikofunktion u¨ber
die Parameter mit der entsprechenden a priori Verteilung, beurteilt. Eine
Strategie ist dann optimal und wird als Bayes-Strategie bezeichnet, wenn
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sie den Risikoerwartungswert am geringsten ha¨lt. Der entscheidungstheo-
retische Ansatz fu¨gt sich besonders gut in den Bayes-Ansatz ein. So zeigt
bereits Wald (1950), obwohl selbst Frequentist, dass jede zula¨ssige Strategie
eine Bayes-Strategie bezu¨glich einer mo¨glicherweise uneigentlichen a priori
Verteilung ist. Dabei ist eine Entscheidungsfunktion oder Strategie dann
zula¨ssig, wenn es keine andere Strategie gibt, fu¨r die die Risikofunktion fu¨r
alle Parameterwerte gleich und wenigstens fu¨r einen der Parameterwerte
kleiner ist. In Bezug auf weitere Anmerkungen, gilt prinzipiell das bereits
zu dem weiter oben kurz beschriebenen entscheidungstheoretischen sowie
zum Bayes-Ansatz. Ausfu¨hrlichere Darstellungen findet man etwa in Ber-
nardo und Smith (1994), Lehmann und Casella (1998), Ru¨ger (1999) oder
Zacks (1971).
2.4.8 Konsequenzen fu¨r die Forschungspraxis
Die Darstellung in diesem Abschnitt verdeutlich die Heterogenita¨t der ver-
schiedenen statistischen Ansa¨tze. Es gibt nicht einen objektiven und fu¨r alle
Situationen in irgendeinem Sinne
”
richtigen“ methodischen Ansatz. Auch
gibt es nicht eine einzige in sich geschlossene statistische Inferenztheorie
(Ru¨ger 1999, S. 117). Stattdessen handelt es sich um eine wissenschaftliche
Disziplin in der, a¨hnlich wie in anderen Disziplinen auch, verschiedene, hier
formale Ansa¨tze der praktischen Empirie in Konkurrenz zueinander stehen.
Teilweise stehen sich diese scheinbar unverso¨hnlich gegenu¨ber, etwa wenn es
um die Frage nach dem Wahrscheinlichkeitsbegriff geht. Andererseits gibt
es auch Ansa¨tze, bei denen verschiedene Bausteine aus den unterschiedli-
chen Konzepten miteinander verknu¨pft werden (vgl. Brown, 2000, S. 1278;
Lehmann und Casella, 1998, S. 309 f.; Zellner, 1983, S. 174). Ein Beispiel
dafu¨r ist die empirische Bayes-Inferenz, auf die aber hier, genauso wie auf
neuere Ansa¨tze, die u¨ber die hier dargestellten eher traditionellen Ansa¨tze
hinausgehen, nicht eingegangen werden kann (siehe aber z.B. Ru¨ger, 1999).
Es zeigt sich, dass verschiedene Ansa¨tze in denselben Situationen zu sehr
unterschiedlichen Ergebnissen fu¨hren ko¨nnen (z.B. Zellner, 1983, S. 174).
Wenn schon nicht aufgrund eines wissenschaftlichen Selbstversta¨ndisses, so
mindestens aus diesem eher pragmatischen Grund, ergibt sich die Notwen-
2.4. Statistische Ansa¨tze 57
digkeit die Verwendung eines bestimmten statistischen Ansatzes mit der
jeweils interessierenden
”
substanzwissenschaftlichen“ Theorie zumindest in
Einklang zu bringen, besser aus dieser heraus zu begru¨nden. Einer ha¨ufig
gea¨ußerten Ansicht, dass Methoden von der jeweils interessierenden Theorie
vo¨llig unabha¨ngig seien ist, zumindest was statistische Methoden angeht,
daher nicht zuzustimmen. Insgesamt kann resu¨miert werden, dass sich der
oder die jeweilige Forscher/in der jeweiligen Mo¨glichkeiten aber auch Gren-
zen der verschiedenen Ansa¨tze bewusst sein sollte, was nur dann mo¨glich
ist, wenn ein Grundversta¨ndis bezu¨glich der theoretischen Grundlagen der
verschiedenen Ansa¨tze, sowie der Konzepte und Methoden vorhanden ist.
Das einfache bedienen ko¨nnen entsprechender statistischer Programmpa-
kete kann sicher noch nicht als Arbeit mit wissenschaftlichem Anspruch
interpretiert werden.
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Kapitel 3
Lineare La¨ngsschnittmodelle
In diesem Kapitel werden die statistischen Grundlagen und Konzepte be-
schrieben, die fu¨r das Versta¨ndnis der in den spa¨teren Kapiteln beschriebe-
nen Modelle und statistischen Methoden zur Scha¨tzung von La¨ngsschnitt-
modellen notwendig sind. Zuna¨chst werden die ga¨ngigsten linearen La¨ngs-
schnittmodelle und deren Scha¨tzung, das Fixed Effects Modell (Abschnitt
3.2) und das Random Effects Modell (Abschnitt 3.3) behandelt. Anschlie-
ßend werden Verallgemeinerungsmo¨glichkeiten des linearen Modells beschrie-
ben (Abschnitt 3.5). Abschnitt 3.4 diskutiert Unterschiede zwischen Fixed
und Random Effects Modell. Allen in diesem und den folgenden Kapiteln
betrachteten Modelle sind wesentliche Modellcharakteristika gemeinsam.
Diese sind Gegenstand des Abschnitts 3.1.
3.1 Gemeinsamkeiten der Modelle
3.1.1 Der Modellansatz
Alle der in den folgenden Abschnitten behandelten Modelle zeichnen sich
dadurch aus, dass der Einfluss mehrerer Einflussgro¨ßen auf die jeweilige
stetige Responsevariable durch den linearen Ansatz
y = α+ x1β1 + · · ·+ xPβP + ǫ = x′β + ǫ (3.1)
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modelliert wird. Dabei ist y die Responsevariable, x = (1, x1, . . . , xP )
′
der Vektor der Einflussgro¨ßen, β = (α, β1, . . . , βP )
′ ein unbekannter Re-
gressionsparametervektor, dessen Komponenten die Einflussgro¨ßen gewich-
ten und ǫ eine unbeobachtbare Zufallsvariable, die als Fehlervariable oder
Sto¨rgro¨ße aufgefasst werden kann. Durchweg soll angenommen werden, dass
der Erwartungswert der Zufallsvariablen ǫ nicht von den Einflussgro¨ßen
abha¨ngt, demnach also E(ǫ|x) = E(ǫ) gilt. Daru¨ber hinaus wird in die-
sem sowie in den folgenden Kapiteln mit Ausnahme des Unterabschnitts
3.2 von E(ǫ) = 0 ausgegangen. Bildet man den Erwartungswert in Modell
(3.1) bezu¨glich ǫ, dann erha¨lt man das Modell im Erwartungswert
E(y|x) = x′β + E(ǫ),
bzw. mit E(ǫ) = 0,
E(y|x) = x′β. (3.2)
Bei (3.1) handelt es sich um ein Modell, das nicht zu verwechseln ist mit
dem datengenerierenden Prozess, also dem Vorgang, der den beobachtba-
ren Daten tatsa¨chlich zugrundeliegt. Vorausgesetzt der datengenerierende
Prozess la¨sst sich mit einer Modellstruktur wie (3.1) beschreiben, dann
zeichnet er sich dadurch aus, dass anstelle des Parameters β der wahre
Parameterwert β0 einzusetzen und die Verteilung der Zufallsvariablen ǫ
vollsta¨ndig bekannt wa¨re. Im Allgemeinen wird davon ausgegangen, dass
der datengenerierende Prozesses bis auf einzelne Parameter, die dann mit
Hilfe beobachteter Werte noch zu scha¨tzen sind, bekannt ist oder doch recht
gut durch das Modell beschrieben werden kann.
Ausgangspunkt sind NTJ Beobachtungen (yntj ,xntj) (n = 1, . . . , N ,
t = 1, . . . , T , j = 1, . . . , J), zuna¨chst mit J = 1 und gleicher Anzahl
von Einflussgro¨ßen (P + 1) an jedem Messpunkt. Fu¨r die Beobachtungen
(ynt,xnt) wird das Modell
ynt = α+ xnt1β1 + · · ·+ xntPβP + ǫnt = x′ntβ + ǫnt,
n = 1, . . . , N, t = 1, . . . , T, (3.3)
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unterstellt, mit E(ǫnt|xms) = E(ǫnt), m = 1, . . . , N und s = 1, . . . , T fu¨r
alle m, n, s und t, wobei E(ǫnt) = 0 fu¨r alle n, t gelten soll wenn nicht
explizit anders angegeben. In Matrixschreibweise erha¨lt man fu¨r jedes n
yn = Xnβ + ǫn, n = 1, . . . , N, (3.4)
mit E(ǫn|Xm) = E(ǫn) fu¨r alle m, n und, im Allgemeinen E(ǫn) = 0, fu¨r
alle n. Fu¨r alle N Einheiten erha¨lt man
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Kompakter la¨sst sich das Modell damit schreiben als
y = Xβ + ǫ, (3.5)
mit, im Allgemeinen, E(ǫ|X) = 0, wobei y als Responsevektor und X als
Datenmatrix bezeichnet wird. Einige der folgenden Ausfu¨hrungen erfolgen
wegen der einfacheren Darstellung fu¨r den Fall T = J = 1, lassen sich aber
problemlos auf den Fall T, J > 1 u¨bertragen.
3.1.2 Der lineare Pra¨diktor
Eine allen betrachteten Modellen gemeinsame Komponente ist der als linea-
rer Pra¨diktor η(x) = x′β formulierte systematische Teil des Modells. Dieser
ist linear in den Parametern, nicht notwendigerweise in den Einflussgro¨ßen.
So ko¨nnen auf der rechten Seite von (3.1) statt der Einflussgro¨ßen selbst,
etwa Potenzen oder Produkte zweier oder auch mehrerer Einflussgro¨ßen
stehen. Wichtig ist, dass diese neu gebildeten Einflussgro¨ßen linear in das
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Modell eingehen. Wie durch solche Funktionen die Flexibilita¨t des einfa-
chen linearen Modells erho¨ht werden kann, zeigen die Abbildungen 3.1.a bis
3.1.d. In diesen Abbildungen sind fu¨r verschiedene Modelle die bedingten
Erwartungswerte E(y|x) fu¨r verschiedene Werte der Einflussgro¨ßen abge-
tragen. Die so entstehenden Gebilde werden auch als Response-Oberfla¨chen
(
”
Response-Surfaces“) bezeichnet.
Die Aufnahme von Funktionen der Einflussgro¨ßen in ein Modell, sollte,
wie die Modellwahl selbst, inhaltlich begru¨ndet werden. Abbildung 3.1.a
zeigt ein einfaches lineares Modell, E(y|x) = 1.5x (Modell 1), und als Ver-
gleich ein lineares Modell mit E(y|x) = .05x + .05x2 + .02x3 (Modell 2).
Durch die Hinzunahme der Terme x2 und x3 la¨sst sich offensichtlich auf
recht einfache Weise ein nichtlinearer Zusammenhang zwischen y und x
modellieren. Zu beachten ist, dass diese neuen Einflussgro¨ßen linear in das
Modell eingehen. Modelle, wie das in Abbildung 3.1.a dargestellte Modell 2,
ko¨nnen etwa zur Modellierung eines entsprechenden, nichtlinearen Wachs-
tumsprozesses angemessen sein. Allgemein ist die Aufnahme von Produk-
ten in das Modell etwa dann gerechtfertigt, wenn sich begru¨ndet anneh-
men la¨sst, dass ein Effekt, operationalisiert durch den zugeho¨rigen Regres-
sionsparameter, der einen Einflussgro¨ße durch eine oder mehrere andere
Einflussgro¨ßen versta¨rkt oder abgeschwa¨cht wird. Produkte verschiedener
Einflussgro¨ßen werden auch als Interaktionen bezeichnet.
Abbildung 3.1.c zeigt eine einfache Erweiterung des in Abbildung 3.1.b
dargestellten Modells (Modell 3: E(y|x) = x1 + x2), das sich durch die
Hinzunahme des Interaktionsterms von Modell 3 unterscheidet (Modell 4:
E(y|x) = x1 + x2 + x1x2). In Abbildung 3.1.d schließlich ist das Modell
E(y|x) = .02x1 + .1x21 + .1x22 (Modell 5) dargestellt. Alle Funktionen sind
fu¨r Werte von x beziehungsweise x1 und x2 aus dem Intervall [−10, 10]
abgetragen. Neben Potenzen und Produkten sind natu¨rlich auch andere
Funktionen mo¨glich, etwa die Exponentialfunktion oder die Logarithmus-
funktion.
Fu¨r die Einflussgro¨ßen in einem Regressionsmodell ist das jeweilige Ska-
lenniveau zu beachten (siehe Abschnitt 2.2). Grundsa¨tzlich wird voraus-
gesetzt, dass die Einflussgro¨ßen metrisch, also mindestens intervallskaliert
sind. Wie bereits in Abschnitt 2.2 beschrieben, ist mindestens Intervallska-
3.1. Gemeinsamkeiten der Modelle 63
Abbildung 3.1: Bedingte Erwartungswerte E(y|x) als Funktion von x fu¨r
verschiedene Modelle: E(y|x) = 1.5x (Modell 1), E(y|x) = .05x + .05x2 +
.02x3 (Modell 2), E(y|x) = x1 + x2 (Modell 3), E(y|x) = x1 + x2 + x1x2
(Modell 4) und E(y|x) = .02x1 + .1x21 + .1x22 (Modell 5).
Abbildung 3.1.a: Modelle 1 und 2
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Abbildung 3.1.b: Modell 3
−10
−5
0
5
10
x1
−10
−5
0
5
10
x2
−20
−15
−10
−5
0
5
10
15
20
E(y|x1,x2)
Abbildung 3.1.c: Modell 4
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Abbildung 3.1.d: Modell 5
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lenniveau notwendig um Aussagen, die aufgrund einer Summation gewon-
nen werden, empirisch relevant interpretieren zu ko¨nnen und die Summati-
on ist eine mathematische Operation, die bei der Verwendung des linearen
Modells eine Rolle spielt (siehe etwa Gleichung 3.1). So ist etwa sofort er-
sichtlich, dass die Interpretation eines Regressionskoeffizienten, der etwa
eine Variable
”
Familienstand“ mit den Auspra¨gungen 1:
”
ledig“, 2:
”
verhei-
ratet“, 3:
”
geschieden“ und 4:
”
verwitwet“ gewichtet, unsinnig ist. Dement-
sprechend sind nicht-metrische Variablen durch entsprechende, sogenannte
”
Dummy“-Variablen zu ersetzen.
3.1.3 Nicht-metrische Einflussgro¨ßen
Nominal- oder ordinalskalierte Einflussgro¨ßen werden wie bei varianzana-
lytischen Modellen auch als Faktoren und die verschiedenen Auspra¨gungen
als Faktorstufen bezeichnet. Allerdings sind zusa¨tzlich zur Konstanten α
nicht die Effekte aller Faktorstufen und, bei mehreren Faktoren, Faktorstu-
fenkombinationen identifizierbar denn die Anzahl der Gruppen und damit
der zur Gewinnung der Modellparameter zur Verfu¨gung stehenden Gro¨ßen
ist kleiner als die Anzahl der im Modell auftretenden Parameter. Zum Bei-
spiel erha¨lt man ausgehend von dem oben genannten Beispiel der Variablen
”
Familienstand“ mit vier Auspra¨gungen vier Gruppen und damit lediglich
vier Gro¨ßen, na¨mlich die Erwartungswerte innerhalb der Gruppen, aus de-
nen einschließlich der Konstanten und der vier Effektparameter fu¨nf Pa-
rameter zu gewinnen wa¨ren. Auch das einfache Weglassen der Konstanten
fu¨hrt nicht zur Lo¨sung des Problems, denn zusa¨tzlich zu den Effekten der
einzelnen Faktorstufen ist im Allgemeinen davon auszugehen, dass das von
den spezifischen Effekten der Faktorstufen zu unterscheidende allgemeine
Niveau, das sich in der Konstanten niederschla¨gt, nicht identisch null ist.
Noch dramatischer wird das Problem wenn von mehr Faktoren mit mehr als
zwei Auspra¨gungen und sa¨mtlichen mo¨glichen Interaktionen ausgegangen
wird. Eine Mo¨glichkeit zur Lo¨sung dieses Problems besteht darin, solche
Parameter zu wa¨hlen, die sich unter bestimmten Restriktionen als Linear-
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kombinationen der Erwartungswerte der Gruppen darstellen lassen1.
Dies ist mit Hilfe verschiedener Kodierungen der nicht-metrischen Ein-
flussgro¨ßen mo¨glich (vgl. Nagl, 1992, S. 178 ff.; Tutz, 2000, S. 18 ff.). Dabei
werden die Parameter bestimmten Restriktionen unterworfen und damit die
Anzahl der Parameter im Modell soweit reduziert, dass das Modell identifi-
zierbar ist. Bei der (0–1)- oder Dummy-Kodierung wird eine Kategorie als
Referenzkategorie ausgewa¨hlt und auf null restringiert. Umgesetzt wird die-
se Kodierung indem man eine Variable beziehungsweise einen Faktor2 Amit
I Faktorstufen (i = 1, . . . , I) durch I − 1 Dummy-Variablen xA1, . . . , xAI−1
folgendermaßen ersetzt
xAi =
{
1 wenn A = i
0 sonst,
wobei sich die letzte Kategorie als Referenzkategorie ergibt. Fu¨r die Varia-
ble
”
Familienstand“ und der Auspra¨gung
”
verwitwet“ als Referenzkategorie
erha¨lt man
Familienstand xA1 xA2 xA3
1: ledig 1 0 0
2: verheiratet 0 1 0
3: geschieden 0 0 1
4: verwitwet 0 0 0 .
Setzt man die I − 1 Dummy-Variablen als Einflussgro¨ßen in das Erwar-
tungswertmodell 3.2 ein, so ergibt sich
E(y|A) = α+ xA1β1 + · · ·+ xAI−1βI−1. (3.6)
1Die Parameter, die aufgrund entsprechender Restriktionen gescha¨tzt werden ko¨nnen
sind spezielle scha¨tzbare Funktionen. Eine allgemeine Darstellung scha¨tzbarer Funktionen
im Rahmen varianzanalytischer Modelle gibt Nagl (1992, S. 178 ff.).
2Die Verwendung lateinischer Grossuchstaben ist der in varianzanalytischen Modellen
u¨blichen Schreibweise entlehnt.
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Daraus folgt unmittelbar α = µI und βi = µi − α fu¨r alle i = 1, . . . , I − 1,
mit µi = E(y|A = i), dem Erwartungswert innerhalb der i-ten Grup-
pe. Implizit wird mit dieser Kodierung βI = 0 gesetzt. Die Parameter βi
(i = 1, . . . , I−1) entsprechen damit jeweils der Differenz in den Erwartungs-
werten der i-ten Faktorstufe und der Referenzkategorie. Welche Kategorie
im Einzelfall als Referenzkategorie gewa¨hlt wird, ha¨ngt einzig von inhalt-
lichen U¨berlegungen ab. Die durch diese Kodierung gewa¨hlte Restriktion
bezu¨glich der Parameter, bei der die Abweichungen von einem
”
Normalfall“
beziehungsweise einer
”
Normalzelle“, im Beispiel die Auspra¨gung
”
verwit-
wet“, betrachtet werden, wird auch als asymmetrische Restriktion bezeich-
net und bietet sich insbesondere bei nominalskalierten Variablen an.
Eine weitere Mo¨glichkeit, ebenfalls vorzugsweise fu¨r nominalskalierte
Variablen, bietet die sogenannte Effektkodierung . Wieder werden fu¨r eine
Variable beziehungsweise einen Faktor Amit I Auspra¨gungen I−1 Dummy-
Variablen, xA1, . . . , xAI−1 , gebildet und zwar mit
xAi =

1 wenn A = i
−1 wenn A = I
0 sonst.
Fu¨r die Variable
”
Familienstand“ erha¨lt man
Familienstand xA1 xA2 xA3
1: ledig 1 0 0
2: verheiratet 0 1 0
3: geschieden 0 0 1
4: verwitwet -1 -1 -1 .
Als Erwartungswertmodell ergibt sich auch hier das Modell (3.3) mit T =
J = 1 allerdings mit anders zu interpretierenden Parametern. Einsetzen der
Auspra¨gungen der Einflussgro¨ßen und Umformen fu¨hrt zu α = 1I
∑I
i=1 µi,
βi = µi−α und, implizit, βI = −β1− · · · − βI−1. Die mit dieser Kodierung
realisierte Restriktion, na¨mlich
∑I
i=1 βi = 0, wird auch als symmetrische
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Restriktion bezeichnet. Inhaltlich lassen sich die Parameter im Sinne der
Abweichung von einem
”
Durchschnitt“ oder mittleren Niveau u¨ber alle Fak-
torstufen interpretieren.
Liegt eine ordinale Variable vor, dann ist eine Mo¨glichkeit die Helmert-
Kodierung . Auch hier werden fu¨r eine Variable A mit I Auspra¨gungen I−1
Dummy-Variablen, xA1 , . . . , xAI−1 , gebildet, in diesem Fall mit
xAi =

i wenn A = i+ 1
−1 wenn A < i+ 1
0 sonst.
Fu¨r die Variable
”
Familienstand“ erha¨lt man
Familienstand xA1 xA2 xA3
1: ledig -1 -1 -1
2: verheiratet 1 -1 -1
3: geschieden 0 2 -1
4: verwitwet 0 0 3 .
Als Erwartungswertmodell ergibt sich wieder Modell (3.3) (T = J = 1)
mit einer wiederum von den vorherigen Modellen unterschiedlichen Inter-
pretation der Parameter. Fu¨r die Parameter erha¨lt man α = 1I
∑I
i=1 µi und
βi =
1
i+1(µi+1 − 1i
∑i
j=1 µj) fu¨r i = 1, . . . , I − 1. Inhaltlich la¨sst sich der
Parameter α wie im Falle der Effektkodierung im Sinne eines allgemeinen
”
Durchschnitts“ oder mittleren Niveaus u¨ber alle Faktorstufen interpretie-
ren. Der Parameter βi hingegen gibt die u¨ber die i + 1 Stufen gemittelte
Abweichung des Erwartungswertes der i+1-ten Stufe vom mittleren Niveau
der vorherigen i Stufen an.
Zahlreiche Kodierungsschemata sind mo¨glich. Dabei spielen sogenann-
te Kontrastkodierungen eine wichtige Rolle. Kontrastkodierungen sind sol-
che, bei denen sich die Summen u¨ber die Zeilen fu¨r jede Spalte in dem
entsprechenden Teil der Matrix der Einflussgro¨ßen zu null ergeben. Zum
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Beispiel sind die Effektkodierung und die Helmert-Kodierung Kontrastko-
dierungen, nicht aber die (0–1)-Kodierung. Fu¨r weitere, vor allem in vari-
anzanalytischen Modellen verwendete Kodierungsschemata siehe etwa Nagl
(1992, S. 178–203). Neben den mo¨glicherweise unterschiedlich kodierten
nicht-metrischen Einflussgro¨ßen selbst ko¨nnen natu¨rlich auch Interaktionen
zwischen diesen sowie anderen Einflussgro¨ßen in das Modell aufgenommen
werden.
3.1.4 Metrische Einflussgro¨ßen
Neben nominal- oder ordinalskalierten Variablen (siehe Abschnitt 2.2) wer-
den in das Regressionsmodell im Allgemeinen auch metrische, das heißt
mindestens intervallskalierte Variablen (Abschnitt 2.2) als Einflussgro¨ßen
aufgenommen. Bei der Interpretation der Ergebnisse einer Regressionsana-
lyse ist allerdings zu beachten ob Aussagen basierend auf der jeweils be-
trachteten Maßzahl eine empirische Relevanz (siehe Abschnitt 2.2) besitzen.
Eine notwendige Bedingung dafu¨r, dass globale Maßzahlen eines ge-
scha¨tzten Modells wie der Determinationskoeffizient (R̂2) oder der globale
F-Test, bei dem die Hypothese, dass die Regressionsparameter β1, . . . , βP
gleich null sind, getestet wird, empirisch relevant oder bedeutsam sind, ist
deren absolute Invarianz gegenu¨ber zula¨ssigen Transformationen (fu¨r ver-
schiedene Formen der Invarianz siehe etwa Tutz, 1990). Absolut invariant
sind diese Statistiken wenn das Regressionsmodell nach der Ausfu¨hrung der
bei den Skalenniveaus der Einflussgro¨ßen zula¨ssigen Transformationen die-
selben, gegebenenfalls transformierten, Einflussgro¨ßen entha¨lt wie vorher
(Nagl, 1992, S. 155 ff.). Fu¨r Modelle, in die Produkte der interessierenden
Merkmale als Einflussgro¨ßen aufgenommen werden, und nur solche sollen
im Folgenden betrachtet werden, reicht dazu bereits Intervallskalenniveau
aus3. Zu beachten ist, dass dies nicht mehr notwendigerweise gilt, wenn an-
3Eine in Abschnitt 2.2 nicht erwa¨hnte Skala ist die Absolutskala, fu¨r die lediglich
die identische Transformation, v′ = v, zula¨ssig ist. Dieses Skalenniveau ist
”
ho¨her“ als
das Niveau der Verha¨ltnisskala. Einflussgro¨ßen auf diesem Skalenniveau (etwa Wahr-
scheinlichkeiten) sind in den Sozial- und Wirtschaftswissenschaften beziehungsweise der
Psychologie eher selten.
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dere Funktionen betrachtet werden. Unter Produkten sind hier Produkte
ab dem nullten Grad gemeint, wobei unter einem Produkt nullten Grades
die Konstante, unter einem Produkt ersten Grades die erhobene Variable
selbst, unter einem Produkt zweiten Grades das Produkt zweier Variablen
beziehungseise das Quadrat einer Variablen etc. zu verstehen ist.
Entha¨lt das Modell intervallskalierte Einflussgro¨ßen, dann sind bei der
Bildung von Produkten diese Maßzahlen absolut invariant, wenn die In-
tervallskalen-Regel (Nagl, 1992, S. 156) erfu¨llt ist. Demnach muss, wenn
eine Einflussgro¨ße aus einem Produkt mit einer intervallskalierten Variable
und einem Restfaktor besteht, auch der Restfaktor dieses Produktes als
Einflussgro¨ße im Modell enthalten sein. Der Restfaktor kann selbst wieder
ein Produkt oder eine Konstante, also ein Produkt nullten Grades, sein.
Mit Hilfe der zula¨ssigen Transformationen la¨sst sich leicht zeigen, dass
bei Einhalten der Intervallskalen-Regel ein Modell vor und nach Transfor-
mation dieselben (transformierten) Einflussgro¨ßen entha¨lt und damit die
globalen Maßzahlen absolut invariant sind, das Modell also zula¨ssig ist.
Umgekehrt la¨sst sich unter Anwendung der zula¨ssigen Transformationen
auch u¨berpru¨fen, ob ein Modell zula¨ssig ist oder nicht.
Beispiel 3.1: Anwendung der Intervallskalen-Regel: E(y|x∗) = α+
x∗1β1, x
∗
1 intervallskaliert. Das Modell sei E(y|x∗) = α+x∗1β1, mit x∗1 in-
tervallskaliert. Die fu¨r x∗1 zula¨ssige Transformation ist x
∗
1 = λ+γx1 (λ 6= 0,
γ > 0). Einsetzen liefert das transformierte Modell im Erwartungswert
E(y|x) = (α+ λβ1) + x1γβ1.
Das Modell ist zula¨ssig, denn nach der Transformation entha¨lt es neben der
Konstanten dieselbe (transformierte) Einflussgro¨ße. 2
Beispiel 3.2: Anwendung der Intervallskalen-Regel: E(y|x∗) = α+
x∗1x
∗
2β3, x
∗
1 intervall- und x
∗
2 verha¨ltnisskaliert. Das Modell sei nun
E(y|x∗) = α + x∗1x∗2β3, mit x∗1 intervall- und x∗2 verha¨ltnisskaliert. Die fu¨r
x∗1 zula¨ssige Transformation ist x
∗
1 = λ1 + γ1x1 (λ1 6= 0, γ1 > 0), die fu¨r x∗2
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zula¨ssige Transformation ist x∗2 = γ2x2 (γ2 > 0). Einsetzen und Umformen
liefert
E(y|x) = α+ (λ1 + γ1x1)(γ2x2)β3
= α+ x2λ1γ2β3 + x1x2γ1γ2β3.
Nach der Transformation entha¨lt das Modell mehr Einflussgro¨ßen als vor-
her. Das urspru¨ngliche, nur die Konstante sowie die Interaktion enthalten-
de Modell ist offensichtlich nicht zula¨ssig. Anders das Modell E(y|x∗) =
α + x∗2β2 + x
∗
1x
∗
2β3. Wie man leicht u¨berpru¨ft, enspricht dieses Modell der
Intervallskalen-Regel. Es entha¨lt vor und nach der Transformation dieselben
(transformierten) Einflussgro¨ßen und ist damit zula¨ssig. 2
Beispiel 3.3: Anwendung der Intervallskalen-Regel: E(y|x∗) = α+
x∗1β1+x
∗
2β2+x
∗
1x
∗
2β3, x
∗
1 intervallskaliert und x
∗
2 absolutskaliert. Das
Modell sei E(y|x∗) = α + x∗1β1 + x∗2β2 + x∗1x∗2β3, x∗1 intervallskaliert und
x∗2 absolutskaliert. Mit der zula¨ssigen Transformation x
∗
1 = λ+ γx1 erha¨lt
man
E(y|x) = α+ (λ+ γx1)β1 + x2β2 + (λ+ γx1)x2β3
= (α+ λβ1) + x1γβ1 + x2(β2 + λβ3) + x1x2γβ3.
Das Modell E(y|x∗) = α+x∗1β1+x∗2β2+x∗1x∗2β3 ist zula¨ssig, denn es entha¨lt
dieselben (transformierten) Einflussgro¨ßen wie vor der Transformation. 2
Ist ein Modell zula¨ssig, dann sind weitere Maßzahlen, die auf ihre In-
terpretierbarkeit hin untersucht werden ko¨nnen, etwa die Regressionspa-
rameter selbst, die Varianzen der Regressionsparameterscha¨tzer und die
Testgro¨ßen zur U¨berpru¨fung von Hypothesen bezu¨glich individueller Re-
gressionsparameter. Hilfreich ist in diesem Zusammenhang der Begriff ei-
ner
”
reinen“ Einflussgro¨ße. Darunter ist eine Einflussgro¨ße zu verstehen,
die nicht auch aufgrund der Intervallskalen-Regel im Modell enthalten sein
muss (Nagl, 1992, S. 156 und S. 186 f.). Wie bereits an den Beispielen 3.1
bis 3.3 zu sehen ist, erha¨lt man nach Durchfu¨hren der jeweils zula¨ssigen
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Transformationen
”
neue“ Parameter, wobei die
”
neuen“ Parameter solcher
Einflussgro¨ßen, die aufgrund der Intervallskalen-Regel im Modell enthalten
sein mu¨ssen, aus Summen gebildet werden. Diese Summen enthalten auch
Effekte anderer Einflussgro¨ßen und sind daher nicht sinnvoll interpretier-
bar. Die
”
neuen“ Parameter solcher Einflussgro¨ßen, die nicht aufgrund der
Intervallskalen-Regel enthalten sein mu¨ssen, bestehen dagegen nicht aus
Effekten anderer Einflussgro¨ßen. Eine Einflussgro¨ße ist genau dann
”
rein“,
wenn der entsprechende
”
neue“ Parameter nicht aus einer Summe gebildet
wird (Nagl, 1992, S. 158).
Die Modelle der Beispiele 3.1 und 3.3 sind zula¨ssig. Die Konstante in
beiden Modellen ist keine
”
reine“ Einflussgro¨ße, denn sie muss wegen der
Intervallskalen-Regel enthalten sein. Anders die intervallskalierte Einfluss-
gro¨ße des Modells in Beispiel 3.1, die nicht aufgrund der Intervallskalen-
Regel enthalten sein muss. Sie ist eine
”
reine“ Einflussgro¨ße. Weitere
”
rei-
ne“ Einflussgro¨ßen in Beispiel 3.3 sind die intervallskalierte Einflussgro¨ße
selbst sowie das Produkt zweiten Grades, der Interaktionsterm. Entspre-
chend sind die Konstante sowie die absolutskalierte Variable des Beispiels
3.3 keine
”
reinen“ Einflussgro¨ßen. Im Allgemeinen gilt, dass ein Produkt
ho¨chsten Grades, der ho¨chste Interaktionsterm, eine
”
reine“ Einflussgro¨ße
ist. Eine Ausnahme bilden Produkte ho¨chsten Grades, wenn diese Einfluss-
gro¨ßen involvieren, die die Stufen einer Interaktion mit mehr als einem
Freiheitsgrad kodieren, wie dies in varianzanalytischen Modellen ha¨ufig der
Fall ist (Nagl, 1992, S. 186 f.)
Eine notwendige Bedingung dafu¨r, dass die oben genannten Maßzahlen
u¨berhaupt sinnvoll interpretierbar sind, ist, dass die jeweilige Einflussgro¨ße
”
rein“ ist. Die Regressionskoeffizienten sowie die Varianzen der Scha¨tzer der
Regressionsparameter sind absolut invariant, wenn die
”
reine“ Einflussgro¨ße
ein Produkt absolutskalierter Variablen oder ein Produkt nullten Grades
(siehe dazu die zula¨ssige Version des Modells in Beispiel 3.2) ist4. Absolut
invariant sind auch die sogenannten standardisierten Parameter, das heißt
4Aussagen bezu¨glich der Varianz der Regressionsparameterscha¨tzer sowie der Teststa-
tistiken liegen die entsprechenden Annahmen klassischer uni- und multivariater linearer
Modelle zugrunde (z.B. Fahrmeir, Kaufmann und Kredler, 1996).
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die Parameter multipliziert mit dem Verha¨ltnis der Standardabweichung
der entsprechenden
”
reinen“ Einflussgro¨ße zur Standardabweichung der Re-
sponsevariablen, wenn die entsprechenden
”
reinen“ Einflussgro¨ßen Produkt
mindestens intervall- oder verha¨ltnisskalierter Variablen unter Beru¨cksich-
tigung der Intervallskalen-Regel sind (vgl. Nagl, 1992, S. 155). Dasselbe gilt
fu¨r die t-Statistik zur U¨berpru¨fung von Hypothesen zu spezifischen Regres-
sionsparametern.
Bei der hier vorgestellten Vorgehensweise zur U¨berpru¨fung ob ein Mo-
dell zula¨ssig ist, wurden als Einflussgro¨ßen nur Produkte betrachtet. Dane-
ben wurde das klassische lineare Regressionsmodell mit den entsprechenden
Annahmen zugrundegelegt. Werden als Einflussgro¨ßen andere Funktionen,
weniger strenge Annahmen oder andere, etwa nichtlineare Modelle betrach-
tet, dann sind die oben gemachten Aussagen nicht mehr notwendigerweise
gu¨ltig. Es ist daher im Einzelfall mit Hilfe der zula¨ssigen Transformatio-
nen zu u¨berpru¨fen, welches Modell gu¨ltig und welche Maßzahlen sinnvoll
interpretierbar sind.
3.1.5 Feste oder zufa¨llige Einflussgro¨ßen
Die Einflussgro¨ßen ko¨nnen entweder als feste Werte vorgegeben, das heißt
deterministisch, oder selbst Zufallsvariablen sein. Die Annahme determini-
stischer Pra¨diktoren ist gerechtfertigt, wenn sie einen Trend oder saisonale
Schwankungen beschreiben sollen, wenn sie die Zugeho¨rigkeit zu vorher
festgelegten Gruppen kodieren oder bei geplanten Experimenten die rea-
lisierten Versuchsbedingungen widerspiegeln5. Ha¨ufig, vor allem im sozial-
oder wirtschaftswissenschaftlichen Bereich, ist allerdings davon auszugehen,
dass es sich neben den Responsevariablen auch bei den Einflussgro¨ßen um
Zufallsvariablen handelt. In diesem Fall wird angenommen, dass die Paare
(yn,Xn) unabha¨ngig und identisch verteilt (”
independent and identically
distributed“, kurz iid) sind. Die Ergebnisse der in diesem Kapitel behan-
delten klassischen linearen aber auch der in spa¨teren Kapiteln betrach-
teten Modelle sind dann bedingt, das heißt fu¨r gegebene Auspra¨gungen
5In diesem Fall wird die Datenmatrix auch als Designmatrix bezeichnet.
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der Einflussgro¨ßen, zu verstehen. Fu¨r entsprechende unbedingte Aussagen
bei Vorliegen stochastischer Einflussgro¨ßen sind gegebenenfalls Modifika-
tionen vorzunehmen (fu¨r lineare Modelle siehe etwa Fahrmeir, Kaufmann
und Kredler, 1996).
3.1.6 Identifizierbarkeit, lineare Abha¨ngigkeit und Multi-
kollinearita¨t
Ein Regressionsmodell ist fu¨r einen gegebenen Datensatz global identifi-
ziert , wenn das gewa¨hlte Scha¨tzverfahren zu genau einem Wert fu¨r den zu
scha¨tzenden, mo¨glicherweise mehrdimensionalen Parameter fu¨hrt. Im Fal-
le linearer Regressionsmodelle ist das gewa¨hlte Scha¨tzverfahren meist die
LS-Methode. Ein Regressionsmodell ist unter Verwendung der LS-Methode
global identifiziert, wenn die Summe der quadrierten, gegebenenfalls ge-
wichteten, Abweichungen des linearen Pra¨diktors von der beobachteten
Response u¨ber alle Beobachtungseinheiten fu¨r genau einen Parameterwert,
den Scha¨tzwert, minimal ist. Die Summe der Abweichungsquadrate besitzt
an dieser Stelle ein globales Minimum. Ist ein Modell fu¨r einen Datensatz
nicht global identifiziert, dann existieren mehrere, unter Umsta¨nden unend-
lich viele Scha¨tzwerte.
Von der globalen ist die lokale Identifizierbarkeit zu unterscheiden. Un-
ter Verwendung der LS-Methode ist ein Modell dann lokal identifiziert,
wenn geringe Vera¨nderungen des Scha¨tzwertes in alle Richtungen zu ei-
ner Vergro¨ßerung der Summe der Abweichungsquadrate fu¨hren. Ein solcher
Wert kennzeichnet ein lokales Minimum der Summe der Abweichungsqua-
drate. Fu¨hrt die Vera¨nderung der Paramterwerte in einer Umgebung des
Scha¨tzwertes nicht zu einer Vergro¨ßerung der Summe der Abweichungsqua-
drate, dann existieren mehrere, unter Umsta¨nden unendlich viele Scha¨tz-
werte und das Modell ist nicht identifiziert. Ein lokales Minimum liefert
nicht notwendigerweise auch einen eindeutigen Scha¨tzwert. Mo¨glicherweise
existieren fu¨r einen bestimmten Datensatz mehrere lokale Minima eventuell
sogar mit jeweils demselben Wert der aufsummierten Abweichungsquadra-
te.
Eine notwendige und in linearen Modellen oft auch hinreichende Be-
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dingung fu¨r die globale Identifizierbarkeit ist, dass die Einflussgro¨ßen nicht
linear abha¨ngig sind. La¨sst sich in einem Modell etwa die Einflussgro¨ße
xn2 als lineare Funktion einer anderen Einflussgro¨ße, etwa xn1, fu¨r alle
n schreiben, dann erha¨lt man fu¨r den Modellteil α + xn1β1 + xn2β2 mit
xn2 = a + bxn1 den Ausdruck α + xn1β1 + (a + bxn1)β2 und nach Umfor-
men (α+aβ2)+xn1(β1+ bβ2). Die Teilmodelle sind a¨quivalent und letztere
Darstellung zeigt, dass neben dem Parameter, der die Konstante gewichtet,
α∗ = (α+aβ2), nur noch ein Regressionsparameter (β
∗ = β1+bβ2) gescha¨tzt
werden kann. Sind Einflussgro¨ßen, in der Datenmatrix Spalten, linear von-
einander abha¨ngig, dann besitzt die entsprechende Datenmatrix nicht den
vollen Spaltenrang. Die Forderung nach einer Datenmatrix mit vollem Spal-
tenrang ist identisch mit der Forderung nach linear unabha¨ngigen Einfluss-
gro¨ßen, eine notwendige Bedingung fu¨r die (globale) Identifizierbarkeit des
Regressionsmodells. Diese Voraussetzung bedeutet im Allgemeinen keine
Einschra¨nkung und soll daher auch in dieser Arbeit zugrundegelegt wer-
den.
Problematischer ist die Situation, in der Spalten der Datenmatrix fast
linear abha¨ngig sind. In diesem Fall sind Regressoren hoch korreliert, man
spricht von Multikollinearita¨t . Miteinander korrelierende Einflussgro¨ßen
sind nicht an sich schon ein Problem. Zu hohe Korrelationen zwischen zwei
oder auch mehreren Einflussgro¨ßen ko¨nnen allerdings zu technischen Pro-
blemen bei der Bestimmung der Scha¨tzwerte und zu unreliablen Resultaten
fu¨hren. Ob beziehungsweise ab wann Multikollinearita¨t ein Problem dar-
stellt, ha¨ngt auch von der Problemstellung ab. So kann im Hinblick auf
die Pra¨diktion, beziehungsweise die Genauigkeit einer Pra¨diktion einer Re-
sponse im Allgemeinen eine ho¨here Multikollinearita¨t hingenommen werden
als fu¨r die Interpretation des Einflusses der entsprechenden Einflussgro¨ße
(z.B. Verbeek, 2000, S. 40). Da hohe Multikollinearita¨ten bedeuten, dass
die Stichprobe nicht genu¨gend Information zur Scha¨tzung der entsprechen-
den Parameter entha¨lt, lassen sich die dadurch hervorgerufenen Probleme
mildern, indem zusa¨tzliche Information etwa in Form von Restriktionen ge-
nutzt wird. Ha¨ufig bedeutet dies, dass bestimmte Einflussgro¨ßen nicht im
Modell beru¨cksichtigt werden.
Von der Identifizierbarkeit fu¨r einen gegebenen Datensatz ist die asym-
3.1. Gemeinsamkeiten der Modelle 75
potische Identifizierbarkeit zu unterscheiden. Ein Modell ist lokal oder glo-
bal asymptotisch identifiziert, wenn das Modell in einem entsprechenden
Sinn fu¨r N gegen unendlich identifiziert ist. Dies ist eine Eigenschaft des
Modells und des datengenerierenden Prozesses und nicht die des Modells
und eines spezifischen Datensatzes (z.B. Davidson und MacKinnon, 1993).
3.1.7 Die Fehlervariable
Von den Fehlervariablen wird, von Abschnitt 3.2 (Fixed Effects Modell)
abgesehen, in diesem und den folgenden Kapiteln angenommen, dass sie
unabha¨ngig und identisch verteilt sind mit Erwartungswert 0 und Kova-
rianzmatrix Σǫ, das heißt ǫ ∼ IID(0,Σǫ), wobei IID auch hier fu¨r ”in-
dependently and identically distributed“ steht. Im Allgemeinen wird an-
genommen, dass ǫ multivariat normalverteilt ist. Bei zufa¨lligen Einfluss-
gro¨ßen wird angenommen, dass die bedingte Verteilung der Fehler nicht
von den Einflussgro¨ßen abha¨ngt. Die Annahmen bezu¨glich der Fehlervaria-
blen ko¨nnen teilweise abgeschwa¨cht werden. An den entsprechenden Stellen
wird gegebenenfalls auf eine mo¨gliche Lockerung hingewiesen. Wie bereits
bemerkt, sind in diesem und den folgenden Kapiteln Aussagen im Allge-
meinen fu¨r fixe und bei zufa¨lligen Einflussgro¨ßen fu¨r gegebene Werte der
Einflussgro¨ßen intendiert.
Von den Fehlervariablen sind die Residuen zu unterscheiden. Als Re-
siduen werden die Differenzen zwischen den beobachteten Werten der Re-
sponsevariablen und den gescha¨tzten linearen Pra¨diktoren bezeichnet.
3.1.8 Die Responsevariable
Die Responsevariable ergibt sich in Modell (3.1) als Summe des linearen
Pra¨diktors und der Fehlervariable. Sie ist in diesem Kapitel mindestens
intervallskaliert. Bei einigen Transformationen der Responsevariablen kann
eine ho¨heres Skalenniveau notwendig sein. So sollte etwa bei der logarithmi-
schen Transformation mindestens Verha¨ltnisskalenniveau vorliegen. In den
folgenden Kapiteln werden auch Modelle mit ordinalen und, als Spezialfall
davon, bina¨ren Responsevariablen betrachtet. In diesen Fa¨llen wird die be-
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obachtbare Responsevariable nicht mehr als lineare Funktion des Pra¨diktors
modelliert.
3.2 Fixed Effects Modell
3.2.1 Modellspezifikation und Least-Squares-Scha¨tzer
Liegen pro Einheit mehrere Messungen vor, dann ist im Allgemeinen davon
auszugehen, dass die Responsevariablen u¨ber die t = 1, . . . , T Messungen,
gegeben die linearen Pra¨diktoren, nicht unabha¨ngig voneinander sind. Ei-
ne Mo¨glichkeit solche Abha¨ngigkeiten zu modellieren besteht darin, von
individuellen, zeitlich stabilen aber unbeobachtbaren Effekten auszugehen.
Bei Personen ko¨nnen diese fu¨r bestimmte Neigungen oder Dispositionen,
bei Firmen fu¨r eine bestimmte Firmenpolitik oder einen firmeneigenen Stil
stehen.
Die Annahme der unbeobachtbaren individuellen Effekte als feste Gro¨ßen
(
”
fixed effects“) fu¨hrt zu einem Fixed Effects Modell (z.B. Baltagi, 2001;
Hsiao, 2003; Judge, Griffiths, Hill, Lu¨tkepohl und Lee, 1985; Verbeek, 2000;
Wooldridge, 2002). Dazu wird das Modell in der Fehlervariablen ǫnt =
πn + νnt formuliert, mit πn dem unbeobachtbaren festen Effekt, nun als
unbekannter Parameter betrachtet, und νnt einer zufa¨lligen Fehlerkompo-
nente mit νnt ∼ N(0, σ2ν) unabha¨ngig u¨ber alle n und t. In Verbindung mit
dem Modell
ynt = x
′
ntβ + ǫnt, n = 1, . . . , N, t = 1, . . . , T,
erha¨lt man
yn = Xnβ + 1Tπn + νn, n = 1, . . . , N,
mit νn ∼ N(0, σ2νIT ).
Allerdings sind nicht alle Parameter α, β1, . . . , βP und π1, . . . , πN iden-
tifizierbar. Dies ist leicht zu sehen, wenn man das Modell fu¨r alle NT Beob-
achtungen anschreibt. MitD = IN⊗1T , π = (π1, . . . , πN )′, der um den Ein-
servektor verkleinerten DatenmatrixX∗ = (x∗11, . . . ,x
∗
1T , . . . ,x
∗
N1, . . . ,x
∗
NT )
′
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und β∗ = (β1, . . . , βP )
′ erha¨lt man
y = 1NTα+Dπ +X
∗β∗ + ν, ν ∼ N(0, σ2νINT ).
Aus dieser Darstellung wird deutlich, dass das Modell in dieser Form nicht
identifiziert ist, denn 1NT la¨sst sich als lineare Funktion, na¨mlich der Sum-
me der Spalten vonD darstellen. Dies a¨ndert sich, wenn man die Parameter
α und π einer geeigneten Restriktion unterwirft. Mo¨gliche Restriktionen
sind die symmetrische Restriktion mit
∑N
n=1 πn = 0 oder die asymme-
trische Restriktion mit πn = 0 fu¨r beliebiges n. Eine andere Restriktion
setzt α = 0. Im Folgenden bezeichne D∗ eine (NT ×N) Matrix bestehend
aus Dummy-Variablen, die die jeweils gewa¨hlte Restriktion realisieren und
π∗ den entsprechenden N dimensionalen (restringierten) Parametervektor
mit, je nach Restriktion, den Elementen α∗, π∗1 , . . . , π
∗
N−1 beziehungsweise
π∗1 , . . . , π
∗
N . Welche dieser Restriktionen auch immer gewa¨hlt wird, sie be-
einflusst nicht die Scha¨tzung des Parameters β∗ (siehe Anhang B.1). Mit
den Komponenten D∗ und π∗ la¨sst sich das Fixed Effects Modell nun an-
schreiben als
y = D∗π∗ +X∗β∗ + ν, ν ∼ N(0, σ2νINT ). (3.7)
Trotz geeigneter Restriktion bezu¨glich der Parameter α und π ergibt
sich dasselbe Problem der linearen Abha¨ngigkeit wenn zusa¨tzlich zeitin-
variante Einflussgro¨ßen, wie etwa das Merkmal Geschlecht, in das Modell
aufgenommen werden. Auch in diesem Fall lassen sich diese Einflussgro¨ßen
als Linearkombination der Spalten der MatrixD∗ darstellen, weshalb zeitin-
variante Einflussgro¨ßen nicht in Modell (3.7) beru¨cksichtigt werden ko¨nnen.
Als Mo¨glichkeit zur Scha¨tzung des Modells (3.7) liegt wegen der Un-
abha¨ngigkeit der Fehlervariablen νnt dieOrdinary-Least Squares- oder OLS-
Methode (gewo¨hnliche Kleinst-Quadrate-Methode) nahe, wobei neben β∗
auch die Parameter π∗ als Regressionsparameter aufgefasst werden. Der
LS-Scha¨tzer ist jener Wert fu¨r θ, der die Funktion
q(θ) = (y − Zθ)′(y − Zθ),
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mit Z = (D∗ X∗) und θ = (π∗′,β∗′)′, minimiert. Ableiten nach θ und
Nullsetzen der ersten Ableitung fu¨hrt zu dem OLS-Scha¨tzer
θˆ = (Z′Z)−1Z′y. (3.8)
Als Scha¨tzer fu¨r σ2ν verwendet man mit yˆ = Zθˆ
σˆ2ν = (NT −N − P )−1(y − yˆ)′(y − yˆ)
= (NT −N − P )−1Qe. (3.9)
3.2.2 Eigenschaften des OLS-Scha¨tzers
Unter den Annahmen E(ν) = 0 und Cov(ν) = σ2νINT ist der auch
als
”
Least-Squares-Dummy-Variable“-Scha¨tzer (LSDV-Scha¨tzer) bezeich-
nete Scha¨tzer θˆ erwartungstreu, das heißt E(θˆ) = θ0, mit einer Kovari-
anzmatrix, die mit Ĉov(βˆ) = σˆ2ν(Z
′Z)−1 gescha¨tzt werden kann. Weiterhin
ist er bester linearer unverzerrter Scha¨tzer (BLUE), das heißt, unter allen
erwartungstreuen linearen Scha¨tzern der Form θ˜ = Ay besitzt c′θˆ fu¨r jeden
reellen Vektor c die kleinste Varianz. Auch der Scha¨tzer σˆ2ν ist unverzerrt
(E(σˆ2ν) = σ
2
ν,0).
Wegen der zusa¨tzlichen Annahme, dass ν normalverteilt ist, erha¨lt man,
bei Geltung der Annahmen, eine Reihe weiterer Aussagen, die fu¨r die Kon-
struktion von Tests und Konfidenzintervallen wichtig sind (z.B. Fahrmeir,
Kaufmann und Kredler, 1996). Einerseits ist in diesem Fall der OLS-Scha¨tzer
mit dem ML-Scha¨tzer des Modells (3.7) identisch. Andererseits gilt θˆ ∼
N(θ0, σ
2
ν,0(Z
′Z)−1) und θˆ ist unabha¨ngig von σˆ2ν . Daru¨ber hinaus ist der
Scha¨tzer θˆ bester unverzerrter Scha¨tzer, das heißt besser als alle anderen li-
nearen und nichtlinearen unverzerrten Scha¨tzer. Fu¨r weitere Eigenschaften
siehe etwa (Fahrmeir, Kaufmann und Kredler, 1996, S. 99 ff.).
Der βˆ
∗
-Teil des LSDV-Scha¨tzers θˆ ist nicht nur erwartungstreu son-
dern, fu¨r T → ∞ oder N → ∞ auch (zumindest schwach) konsistent6
(siehe Anhang A.5). Der π∗-Teil ist lediglich fu¨r T → ∞ konsistent, eine
6Im Allgemeinen reicht fu¨r praktische Anwendungen die schwache Konsistenz aus.
Daher soll durchweg mit Konsistenz die schwache Konsistenz gemeint sein.
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in La¨ngsschnittuntersuchungen eher seltene Situation (z.B. Baltagi, 2001;
Hsiao, 2003; Verbeek, 2000; Wooldridge, 2002).
3.2.3 Alternative Darstellung des OLS-Scha¨tzers
Zur Bestimmung des OLS-Scha¨tzers (3.8) ist allerdings mit Z = (D∗ X∗)
eine (N +P )× (N +P ) Matrix zu invertieren, was insbesondere fu¨r großes
N technische Probleme bereitet. Betrachtet man aber (3.8) genauer, zeigt
sich (siehe Anhang B.1), dass βˆ
∗
unabha¨ngig von πˆ∗ einfacher berechnet
werden kann und zwar mit
βˆ
∗
=
(
N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′
)−1 N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(ynt − y¯n)′.
(3.10)
Diesen Scha¨tzer erha¨lt man direkt, wenn man das transformierte Modell,
ynt − y¯n = (x∗nt − x¯∗n)′β∗ + (νnt − ν¯n), (3.11)
mit y¯n = T
−1
∑T
t=1 ynt, x¯n = T
−1
∑T
t=1 xnt und ν¯n = T
−1
∑T
t=1 νnt, aus
dem die Komponenten πn durch die Bildung der Differenzen vom jeweiligen
individuellen Mittel u¨ber die Zeit herausfallen, betrachtet. Zur Berechnung
von βˆ
∗
nach (3.10) ist dann nur noch eine (P × P ) Matrix zu invertieren.
Auch der Scha¨tzer πˆ∗ la¨sst sich alternativ, je nach gewa¨hlter Restrikti-
on, aber als Funktion von βˆ
∗
darstellen (siehe Anhang B.1). Zum Beispiel
erha¨lt man unter der Restriktion πN = 0
πˆ∗ =

y¯N
y¯1 − y¯N
...
y¯N−1 − y¯N
−

x¯∗′N
x¯∗′1 − x¯∗′N
...
x¯∗′N−1 − x¯∗′N
 βˆ∗.
Mit x¯∗ = (NT )−1
∑N
n=1
∑T
t=1 x
∗
nt und y¯ = (NT )
−1
∑N
n=1
∑T
t=1 ynt ergibt
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sich unter der Restriktion
∑N
n=1 πn = 0
πˆ∗ =

αˆ∗
πˆ∗1
...
πˆ∗N−1
 =

y¯
y¯1 − y¯
...
y¯N−1 − y¯


x¯∗′
x¯∗′1 − x¯∗′
...
x¯∗′N−1 − x¯∗′
 βˆ∗.
Als Scha¨tzer fu¨r die Residualvarianz erha¨lt man mit yˆ = D∗πˆ∗+X∗βˆ
∗
auch in diesem Fall (3.9). Dies ist insbesondere dann zu beachten, wenn
ausgehend vom transformierten Modell (3.11), βˆ
∗
nach (3.10) mit Hilfe ei-
nes Programms zur Berechnung des OLS-Scha¨tzers bestimmt wird. In die-
sem Fall wird im Allgemeinen bei der Scha¨tzung von σ2ν von (NT − P )
Freiheitsgraden ausgegangen. Der entsprechende Scha¨tzer ist daher mit
(NT − P )/(NT − N − P ) zu multiplizieren. Als Scha¨tzer fu¨r die Kova-
rianzmatrix von βˆ
∗
la¨sst sich
Ĉov(βˆ
∗
) = σˆ2ν
(
N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′
)−1
(3.12)
verwenden, eine mit der entsprechenden Teilmatrix der gescha¨tzten Kova-
rianzmatrix von θˆ
∗
identischen Matrix.
3.2.4 Tests
Neben Tests auf einzelne Parameterwerte oder anderer linearer Hypothesen
ist ha¨ufig ein simultaner Test, dass alle Parameter π∗1 , . . . , π
∗
N gleich Null
sind von Interesse. Diese, sowie eine ganze Reihe weiterer linearer Hypo-
thesen bezu¨glich der Parameter, lassen sich als Spezialfall der allgemeinen
linearen Hypothese
H0 : Cθ = ξ, H1 : Cθ 6= ξ,
mit C einer (S × (N + P )) dimensionalen Matrix mit vollem Zeilenrang,
auffassen (z.B. Fahrmeir, Kaufmann und Kredler, 1996, S. 110 ff.). Die
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entsprechende, unter H0 F-verteilte Pru¨f- oder Testgro¨ße ist
F =
Q/S
Qe/(NT −N − P )
∼ F(S,NT −N − P ),
mit Q = (Cθˆ − ξ)′(C(Z′Z)−1C′)−1(Cθˆ − ξ).
Soll u¨bepru¨ft werden, ob die individuellen Effekte einen statistisch re-
levanten Erkla¨rungswert besitzen, dann fu¨hrt dies fu¨r die Restriktionen∑N
n=1 πn = 0 und πN = 0 nach Umsortieren des Vektors π
∗ zu π˜∗ =
(π∗1 , . . . , π
∗
N−1, α
∗)′ mit C = (IN−1 0(N−1)×(P+1)) zu folgendem Testpro-
blem
H0 : C
(
π˜∗
β∗
)
= 0, H0 : C
(
π˜∗
β∗
)
6= 0
und unter H0 zur F-verteilten Pru¨fgro¨ße
F =
Q/(N − 1)
Qe/(NT −N − P )
∼ F(N − 1, NT −N − P )
mit Q = Q0 − Qe, Q0 = (y − yˇ)′(y − yˇ) und yˇ = 1αˆ∗ + X∗βˆ
∗
. Unter
der Restriktion α = 0 ist die Matrix C so zu bilden, dass alle N − 1 Dif-
ferenzen der N Effekte auf Null getestet werden. Einen solchen Test auf
die statistische Bedeutsamkeit der festen, unbeobachtbaren Effekte sollte
durchgefu¨hrt werden, bevor man sich entscheidet individuelle feste Effek-
te nicht in die Modellgleichung aufzunehmen, denn das Ignorieren stati-
stisch relevanter individueller fester Effekte fu¨hrt zu verzerrten und inkon-
sistenten Scha¨tzern fu¨r die Regressionsparameter β∗. Fu¨r weitere Tests,
die Konstruktion von Konfidenzintervallen, Punkt- und Bereichsprognosen
oder Mo¨glichkeiten zur Modellu¨berpru¨fung siehe etwa Fahrmeir, Kaufmann
und Kredler (1996, S. 108 ff.).
3.2.5 Erga¨nzungen
Im Allgemeinen steht β∗ im Mittelpunkt des Interesses. Daher sollen einige
Anmerkungen zu βˆ
∗
folgen. Eine Mo¨glichkeit der Fehlspezifikation besteht
in der Annahme der linearen Unabha¨ngigkeit der Fehlervariablen νnt, wenn
82 Kapitel 3. Lineare La¨ngsschnittmodelle
nicht auszuschließen ist, dass diese u¨ber die Messpunkte korreliert sind. Ist
die Annahme unkorrelierter Fehler falsch, dann ist, unter relativ schwachen
Bedingungen, der Scha¨tzer βˆ
∗
zwar immer noch erwartungstreu, konsistent
und asymptotisch normalverteilt, aber mit einer anderen asymptotischen
Kovarianzmatrix (z.B. White, 1982). Diese kann, ausgehend vom transfor-
mierten Modell (3.11), gescha¨tzt werden mit
Ĉov(βˆ
∗
) =
(
N∑
n=1
X˜
′
nX˜n
)−1( N∑
n=1
X˜
′
nu˜nu˜
′
nX˜n
)(
N∑
n=1
X˜
′
nX˜n
)−1
wobei X˜n = (x
∗
n1− x¯∗n, . . . ,x∗nT − x¯∗n)′ und u˜n = (yn1− y¯n, . . . , ynT − y¯n)′−
X˜nβˆ
∗
. Ein a¨hnliches Ergebnis erha¨lt man, wenn die Annahme gleicher Va-
rianzen der Fehlervariable (Homoskedastizita¨t) falsch ist, also Heteroske-
dastizita¨t nicht auszuschließen ist (White, 1980). Sind die Fehlervariablen
unabha¨ngig und identisch aber nicht normalverteilt, dann ist βˆ
∗
unter recht
schwachen Bedingungen immer noch konsistent und asymptotisch normal-
verteilt7 (z.B. Fahrmeir, Kaufmann und Kredler, 1996, S. 101). Die Kova-
rianzmatrix kann auch in diesem Fall mit (3.12) gescha¨tzt werden.
Bei der Einfu¨hrung und Diskussion des Fixed Effects Modells wurden
die individuellen, nicht beobachtbaren Effekte als feste Parameter aufge-
fasst. Dies ist nicht zwingend notwendig. Insbesondere die Ergebnisse in
Abschnitt 3.2.3 machen deutlich, dass unter Geltung der Annahmen eine
Inferenz bezu¨glich β∗ nicht davon abha¨ngt ob es sich bei πn um feste oder
zufa¨llige Gro¨ßen handelt, denn alle zeitinvarianten Merkmale werden durch
die Transformation eliminiert.
Das in diesem Abschnitt behandelte Fixed Effects Modell kann um einen
zusa¨tzlichen festen Effekt erweitert werden, der invariant u¨ber die Einheiten
n = 1, . . . , N aber variabel u¨ber die Messpunkte t = 1, . . . , T ist. Dieser
Effekt modelliert etwa Zeiteffekte, die an jedem Zeitpunkt unterschiedlich
aber fu¨r alle Einheiten identisch wirken (z.B. Baltagi, 2001; Hsiao, 2003).
Vorgehen und Ergebnisse im Modell mit zwei festen Effekten sind a¨hnlich
wie im einfachen Fixed Effects Modell.
7Wenn nicht anders angegeben, dann wird im Folgenden von festem T und N → ∞
ausgegangen.
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3.3 Random Effects Modell
3.3.1 Modellspezifikation und Least-Squares-Scha¨tzer
Liegen wie in Abschnitt 3.2 beschrieben fu¨r jede Einheit n (n = 1, . . . , N)
t = 1, . . . , T Messungen vor, dann kann eine Abha¨ngigkeit der Response-
variablen gegeben die linearen Pra¨diktoren anstatt u¨ber die Annahme fe-
ster u¨ber die Annahme zufa¨lliger Effekte (
”
random effects“), die hier eben-
falls etwa fu¨r bestimmte Dispositionen oder Einstellungen stehen ko¨nnen,
modelliert werden (z.B. Baltagi, 2001; Hsiao, 2003; Judge, Griffiths, Hill,
Lu¨tkepohl und Lee, 1985; Verbeek, 2000). Auch in diesem Fall wird ein Mo-
dell in der Fehlervariablen ǫnt = πn+νnt mit νnt einer zufa¨lligen Fehlerkom-
ponente formuliert, nun allerdings mit πn einem unbeobachtbaren zufa¨lligen
Effekt. Im einfachen Random Effects Modell wird zusa¨tzlich angenommen,
dass πn und νnt fu¨r alle n, t gegenseitig unabha¨ngig und beide von den
Werten der Einflussgro¨ßen unabha¨ngig verteilt sind mit πn ∼ N(0, σ2π) und
νnt ∼ N(0, σ2ν).
Mit dieser Spezifikation erha¨lt man das Random Effects Modell
yn = Xnβ + 1Tπn + νn, n = 1, . . . , N, (3.13)
mit πn ∼ N(0, σ2π) und νn ∼ N(0, σ2νIT ) fu¨r alle n. Fu¨r die Fehlervaria-
ble ǫn ergibt sich ǫn ∼ N(0,Σǫ), mit Σǫ = σ2νIT + σ2π1T1′T einer hier als
positiv definit angenommenen Kovarianzmatrix8, mit Diagonalelementen
var(ǫnt) = σ
2
ν + σ
2
π und den Off-Diagonalelementen cov(ǫntǫnt′) = σ
2
π. Als
Korrelation zwischen ǫnt und ǫnt′ erha¨lt man corr(ǫntǫnt′) = σ
2
π/(σ
2
ν + σ
2
π).
Diese Spezifikation der Abha¨ngigkeitsstruktur impliziert demnach diesel-
be Assoziationssta¨rke der Fehlervariablen unabha¨ngig davon wie groß der
zeitliche Abstand zwischen den Messungen ist. Eine solche Korrelations-
struktur wird auch als Equi-Korrelationsstruktur , im varianzanalytischen
Kontext auch als Compound Symmetry, die Korrelation selbst als Intra-
klassenkorrelation bezeichnet.
8Diese Annahme bedeutet keine Einschra¨nkung, denn die Kovarianzmatrix Σǫ =
σ2νIT + σ
2
π1T1
′
T ist mit σˆ
2
π ≥ 0 genau dann positiv definit, wenn σ
2
ν > 0 (z.B. Gray-
bill, 1983, S. 190 f.).
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Modell (3.13) la¨sst sich mit Ωǫ = IN ⊗Σǫ kompakter schreiben als
y = Xβ + ǫ mit ǫ ∼ N(0,Ωǫ). (3.14)
Der Regressionsparameter β des Random Effects Modells kann mit
Hilfe der Generalized-Least-Squares-(GLS-)Methode (verallgemeinerte KQ-
Methode) gescha¨tzt werden. Nimmt man zuna¨chst Ωǫ als bekannt an, so
erha¨lt man den GLS-Scha¨tzer des Modells (3.14) mit
βˆGLS = (X
′Ω−1ǫ X)
−1X′Ω−1ǫ y. (3.15)
Denselben Scha¨tzer erha¨lt man, wenn als Ausgangspunkt das transformierte
Modell mit y˜n = Σ
−1/2
ǫ yn, X˜n = Σ
−1/2
ǫ Xn und ǫ˜n = Σ
−1/2
ǫ ǫn gewa¨hlt
wird. Mit dieser Transformation geht Modell (3.14) u¨ber in das Modell
y˜n = X˜nβ + ǫ˜n, ǫ˜n ∼ N(0, I), n = 1, . . . , N. (3.16)
Der OLS-Scha¨tzer fu¨r β ausgehend von diesem Modell ist
βˆ = (X˜
′
X˜)−1X˜
′
y˜ = (X′Ω−1ǫ X)
−1X′Ω−1ǫ y (3.17)
und damit identisch mit (3.15).
Eine Darstellung, die auf Maddala (1971) zuru¨ckgeht, zeigt interessante
Beziehungen von (3.15) zu anderen Scha¨tzern. So erha¨lt man ausgehend
von der a¨quivalenten Darstellung des Scha¨tzers (3.15)
βˆGLS =
(
N∑
n=1
X′nΣ
−1
ǫ Xn
)−1 N∑
n=1
X′nΣ
−1
ǫ yn
mit x¯∗n = T
−1
∑T
t=1 x
∗
nt, x¯
∗ = N−1
∑N
n=1 x¯
∗
n, y¯n = T
−1
∑T
t=1 ynt, y¯ =
N−1
∑N
n=1 y¯n und ψ = σ
2
ν/(σ
2
ν + Tσ
2
π) (siehe auch Hsiao, 2003)
βˆGLS =
(
N∑
n=1
X′nXn − (1− ψ)T x¯nx¯′n
)−1 N∑
n=1
X′nyn − (1− ψ)T x¯ny¯n(3.18)
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und mit β∗ = (β1, . . . , βP )
′ und der um den Einservektor verkleinerten
Datenmatrix X∗ = (x∗11, . . . ,x
∗
1T , . . . ,x
∗
N1, . . . ,x
∗
NT )
′
βˆ
∗
GLS =∆βˆ
∗
B + (IP −∆)βˆ
∗
LSDV und αˆGLS = y¯ − x¯∗′βˆ
∗
GLS .(3.19)
Dabei ist
∆ = ψT
(
N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′ + ψT
N∑
n=1
(x¯∗n − x¯∗)(x¯∗n − x¯∗)′
)−1
(
N∑
n=1
(x¯∗n − x¯∗)(x¯∗n − x¯∗)′
)
, (3.20)
βˆ
∗
B =
(
N∑
n=1
(x¯∗n − x¯∗)(x¯∗n − x¯∗)′
)−1 N∑
n=1
(x¯∗n − x¯∗)(y¯n − y¯)′ (3.21)
und
βˆ
∗
LSDV =
(
N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′
)−1 N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(ynt − y¯n)′.
(3.22)
Der GLS-Scha¨tzer kann mit (3.19) als ein gewichteter Mittelwert von βˆ
∗
B
und βˆ
∗
LSDV interpretiert werden. Der Scha¨tzer βˆ
∗
B wird auch als ”
Between-
Group“-Scha¨tzer bezeichnet, weil er die Variation innerhalb der Einheiten
oder Gruppen ignoriert. Man erha¨lt ihn als OLS-Scha¨tzer eines Modells
mit den jeweils u¨ber T gemittelten abha¨ngigen Variablen als Responseva-
riablen und den entsprechenden Mittelwerten der unabha¨ngigen Variablen
als Einflussgro¨ßen. Der Scha¨tzer βˆ
∗
LSDV ist identisch mit dem fu¨r das Fixed
Effects Modell betrachteten Scha¨tzer fu¨r β∗ (3.10), in dessen Berechnung le-
diglich die Variation innerhalb der Einheiten oder Gruppen eingeht. Dieser
Scha¨tzer wird daher auch als
”
Within Group“-Scha¨tzer bezeichnet.
Fu¨r ψ → 1 geht, wie aus (3.18) deutlich wird, der Scha¨tzer βˆGLS gegen
den OLS-Scha¨tzer des Modells (3.13) beziehungsweise (3.14). Dies liegt auch
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nahe, ist doch fu¨r ψ nahe eins die Varianz, die durch die zufa¨lligen Effekte
πn modelliert wird und damit die Korrelation zwischen den Beobachtungen
innerhalb der Einheiten oder Gruppen, unbedeutend relativ zur Varianz
der Fehlerkomponente νnt. Fu¨r ψ → 0 geht, wie aus (3.19) und (3.20)
ersichtlich, ∆ gegen null und damit βˆ
∗
GLS gegen βˆ
∗
LSDV . Auch dies liegt
nahe, denn ψ wird klein, wenn entweder σ2ν unbedeutend relativ zu σ
2
π oder
T sehr groß wird. In letzterem Fall wird durch das Erhebungsdesign der
Variation innerhalb der Einheiten zunehmend mehr Gewicht zugemessen als
der Variation zwischen den Einheiten. Diese Mo¨glichkeit wird im Folgenden
allerdings keine Rolle spielen, denn die typische La¨ngsschnittsituation ist
durch eine relativ zur Anzahl an Einheiten kleine Anzahl an Zeitpunkten
gekennzeichnet. Alle vier Scha¨tzer, der GLS-Scha¨tzer, der OLS-Scha¨tzer,
der LSDV-Scha¨tzer und der
”
Between Group“-Scha¨tzer sind unabha¨ngig
von der Normalverteilungsannahme bezu¨glich der individuellen Effekte πn
sowie der Fehlervariablen erwartungstreu fu¨r β∗0.
Der Ausdruck ψ steuert offensichtlich in welchem Ausmaß die Variati-
on zwischen den Einheiten bei der Scha¨tzung von β∗ beru¨cksichtigt wird.
Im Fall des OLS-Scha¨tzers werden die Variation innerhalb der Einheiten
und die Variation zwischen den Einheiten lediglich aufsummiert (vgl. (3.19)
bis (3.22)). Im Fall des LSDV-Scha¨tzers wird die letztere Variationsquelle
vollsta¨ndig ignoriert. Der GLS-Scha¨tzer kombiniert beide Variationsquellen
optimal so, dass dessen Varianz im Allgemeinen kleiner ist als die des OLS-
Scha¨tzers, des LSDV-Scha¨tzers und des
”
Between Group“-Scha¨tzers. Dies
la¨sst sich leicht zeigen, wenn man die Varianzen der Scha¨tzer miteinander
vergleicht. Eine allgemeinere Aussage erha¨lt man, wenn man beru¨cksich-
tigt, dass der GLS-Scha¨tzer identisch ist mit dem OLS-Scha¨tzer des trans-
formierten Modells (3.16). Damit lassen sich die fu¨r den OLS-Scha¨tzer in
Abschnitt 3.2 beschriebenen Eigenschaften auf (3.15) u¨bertragen.
Meist sind die Komponenten σ2ν und σ
2
π aber unbekannt und
der GLS-Scha¨tzer kann nicht ohne weiteres berechnet werden. Ei-
ne Mo¨glichkeit besteht in einem zweistufigen Scha¨tzverfahren. Da-
bei werden im ersten Schritt σ2ν und σ
2
π konsistent gescha¨tzt. Die
entsprechenden Scha¨tzwerte setzt man dann etwa in (3.15) oder
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(3.18) ein und berechnet so einen Estimated-Generalized-Least-Squares-
(EGLS-) oder Feasible-Generalized-Least-Squares-(FGLS-)Scha¨tzer ,
βˆEGLS = (X
′Ω̂
−1
ǫ X)
−1X′Ω̂
−1
ǫ y. (3.23)
Anstatt eines zweistufigen kann auch ein iteratives Verfahren, bei dem
ausgehend von Scha¨tzwerten fu¨r die Varianzkomponenten ein Scha¨tzwert
fu¨r den Regressionsparameter berechnet wird, der dann wieder verwendet
wird um neue Scha¨tzwerte fu¨r die Varianzkomponenten zu berechnen. Diese
Schritte werden solange wiederholt, bis vor Beginn des Scha¨tzverfahrens
festgelegte Konvergenzkriterien erfu¨llt sind.
Zur Scha¨tzung der Varianzkomponenten σ2ν und σ
2
π wurden verschie-
dene Verfahren vorgeschlagen (siehe z.B. Baltagi, 2001, S. 16 ff.; Judge,
Griffiths, Hill, Lu¨tkepohl und Lee, 1985, S. 525 f.). Eine Vorgehensweise
besteht darin, die Varianzkomponenten mit Hilfe zweier Regressionen zu
scha¨tzen (Maddala, 1971; Swamy und Arora, 1972). Dazu wird zuna¨chst
der LSDV-Scha¨tzer berechnet wie in Abschnitt 3.2 fu¨r das Fixed Effects
Modell beschrieben und σ2ν konsistent u¨ber (3.9) gescha¨tzt. Die Fehlervari-
anz des
”
Between Group“ Modells, in das die individuellen Mittelwerte der
abha¨ngigen Variablen und der unabha¨ngigen Variablen als Responsevaria-
blen beziehungsweise als Einflussgro¨ßen eingehen, ist σ2π + T
−1σ2ν , so dass
sich mit zusa¨tzlicher Hilfe der Residuen des
”
Between Group“ Modells σ2π
mit
σˆ2π = (N − P − 1)−1
N∑
n=1
(y¯n − αˆB − x¯′nβˆ
∗
B)
2 − T−1σˆ2ν ,
konsistent scha¨tzen la¨sst, wobei αˆB = y¯ − x¯′βˆ∗B der Scha¨tzer fu¨r den die
Konstante des
”
Between Group“ Modells gewichtenden Parameter ist. Zu
beachten ist, dass bei dieser Vorgehensweise nicht ausgeschlossen werden
kann, dass der Scha¨tzer fu¨r σ2π negative Werte annehmen kann. Dies trat
in einer Simulationsstudie von Maddala und Mount (1973) allerdings nur
fu¨r sehr kleine wahre Werte von σ2π auf. In diesem Fall ist aber der OLS-
Scha¨tzer eine sinnvolle Alternative, so dass Maddala und Mount (1973)
vorschlagen negative Scha¨tzwerte fu¨r σˆ2π durch Null zu ersetzen.
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3.3.2 Eigenschaften des EGLS-Scha¨tzers
Die beschriebene Vorgehensweise zur konsistenten Scha¨tzung der Varianz-
komponenten ist nur eine der in der Literatur vorgeschlagenen Mo¨glichkei-
ten. Verschiedene Arbeiten kommen allerdings zu dem Schluss, dass sich
trotz unterschiedlicher Verfahren die Eigenschaften der jeweiligen EGLS-
Scha¨tzer (3.23) in endlichen Stichproben offensichtlich nicht wesentlich un-
terscheiden (z.B. Baltagi, 1981; Maddala und Mount, 1973; Taylor, 1980).
Da die Varianzkomponenten meist gescha¨tzt werden mu¨ssen, sind Ei-
genschaften des EGLS-Scha¨tzers, wie dies fu¨r den OLS-Scha¨tzer oder den
GLS-Scha¨tzer in endlichen Stichproben mo¨glich war, im gleichen Ausmaß
nicht mehr angebbar. Taylor (1980) zeigt analytisch, dass unter den auch
hier gemachten Annahmen einschließlich der Normalverteilungsannahmen
sowie einer weiteren, relativ schwachen Annahme der EGLS-Scha¨tzer un-
verzerrt fu¨r den wahren Wert ist. Weiterhin besitzt er abgesehen von Fa¨llen
mit einer extrem kleinen Anzahl an Freiheitsgraden (etwa N −P − 1 ≤ 10)
eine kleinere Varianz als der LSDV-Scha¨tzer. Diese Varianz liegt niemals
mehr als 17 % u¨ber der Crame´r-Rao Unterschranke9 und wird mit wach-
sendem N − P oder T kleiner.
Es wurde bereits erwa¨hnt, dass der GLS-Scha¨tzer des Modells (3.14)
identisch ist mit dem OLS-Scha¨tzer des transformierten Modells (3.16)
und sich daher die Eigenschaften des OLS-Scha¨tzers auf den GLS-Scha¨tzer
(3.15) u¨bertragen lassen. Insbesondere la¨sst sich ausgehend von dem hier
betrachteten Fall mit festem T und wachsendem N zeigen, dass unter recht
schwachen Bedingungen und ohne die Normalverteilungsannahme der GLS-
Scha¨tzer (3.15) konsistent und asymptotisch normalverteilt ist (z.B. Judge,
Griffiths, Hill, Lu¨tkepohl und Lee, 1985, Kap. 5). Mit den weiter oben be-
schriebenen konsistenten Scha¨tzern der Varianzkomponenten10 σ2π und σ
2
ν
und unter recht schwachen weiteren Bedingungen la¨sst sich zeigen, dass
9Unter recht schwachen Regularita¨tsbedingungen la¨sst sich die kleinste mo¨gliche Vari-
anz unverzerrter Scha¨tzer angeben. Diese wird als Crame´r-Rao Unterschranke bezeichnet
(z.B. Amemiya, 1985, S. 14 ff.).
10Genaugenommen reicht an dieser Stelle lediglich die konsistente Scha¨tzung von σ2π.
Weiter unten wird aber auch die konsistente Scha¨tzung von σ2ν beno¨tigt.
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EGLS- und GLS-Scha¨tzer dieselbe asymptotische Normalverteilung besit-
zen (z.B. Fuller und Battese, 1973; Judge, Griffiths, Hill, Lu¨tkepohl und
Lee, 1985, Kap. 5). Dies impliziert auch, dass der EGLS-Scha¨tzer asympto-
tisch effizient (siehe Anhang 9.7) ist. Die Kovarianzmatrix kann unter Aus-
nutzung der Konsistenz der Scha¨tzer der Varianzkomponenten gescha¨tzt
werden u¨ber
Ĉov(βˆEGLS) =
(
X′Ω̂
−1
ǫ X
)−1
,
mit
Ω̂ǫ = IN ⊗ Σ̂ǫ und Σ̂ǫ = (σˆ2νIT + σˆ2π1T1′T ),
beziehungsweise fu¨r βˆ
∗
EGLS, den um den Scha¨tzer fu¨r α verkleinerten Scha¨tzer
βˆEGLS, mit ψˆ = σˆ
2
ν/(σˆ
2
ν + T σˆ
2
π) u¨ber
Ĉov(βˆ
∗
EGLS) =
σˆ2ν
(
N∑
n=1
T∑
t=1
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′ + ψˆT
N∑
n=1
(x¯∗n − x¯∗)(x¯∗n − x¯∗)′
)−1
(z.B. Verbeek, 2000, S. 317).
3.3.3 Tests
Mit diesen Ergebnissen lassen sich nun auch asymptotisch gu¨ltige Tests
und Konfidenzintervalle angeben. Eine oft zuna¨chst interessierende Frage
ist etwa, ob σ2π = 0 gilt. Zur U¨berpru¨fung dieser Hypothese wird ha¨ufig ein
auf Breusch und Pagan (1980) zuru¨ckgehender, einfach durchzufu¨hrender
Test verwendet. Die dabei verwendete Pru¨fgro¨ße
λ =
NT
2(T − 1)
(∑N
n=1(
∑T
t=1 e˜nt)
2∑N
n=1
∑T
t=1 e˜
2
nt
− 1
)2
mit e˜nt, den OLS-Residuen aus einer Regression von y auf X, ist mit νn ∼
N(0, σ2νIT ) und bei Geltung der Nullhypothese H0 : σ
2
π = 0 asymptotisch
χ2(1) verteilt.
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Einen solchen Test schla¨gt Hamerle (1990) fu¨r eine wesentlich allgemei-
nere Modellklasse vor, bei der die Verteilung der Responsevariablen gege-
ben die Einflussgro¨ßen und die individuellen zufa¨lligen Effekte der Klasse
der linearen Exponentialverteilungen angeho¨rt. Die von Hamerle (1990)
vorgeschlagene Testgro¨ße ist unter Geltung der H0 unabha¨ngig von der
Verteilung der individuellen zufa¨lligen Effekte asymptotisch standardnor-
malverteilt, der Test ist konsistent, das heißt die Wahrscheinlichkeit fu¨r
einen Fehler 2. Art konvergiert mit wachsendem Stichprobenumfang gegen
null, aber konservativ. Letzteres hat seinen Grund in dem sehr einfach zu
berechnenden aber systematisch die tatsa¨chliche Varianz u¨berscha¨tzenden
Varianzscha¨tzer, der in den Nenner der Testgro¨ße eingeht. Diese Proble-
matik wird vor allem in Orme (1993) diskutiert, siehe auch Hamerle und
Ronning (1995, S. 419 ff.). Orme (1993) schla¨gt eine alternative Vorgehens-
weise vor, so dass der resultierende Test nicht nur konsistent, sondern auch
das vorgebene Signifikanzniveau gleich der — u¨ber unendlich viele Wie-
derholungen des Zufallsvorganges — tatsa¨chlichen Ablehnrate ist. Es la¨sst
sich zeigen (siehe Anhang B.2), dass im hier betrachteten Fall des linea-
ren Random Effects Modells die quadrierte Testgro¨ße unter Verwendung
des entsprechenden von Orme (1993) abgeleiteten Varianzscha¨tzers gerade
identisch mit der von Breusch und Pagan (1980) vorgeschlagenen Testgro¨ße
ist, letzterer Test also als Spezialfall von ersterem aufgefasst werden kann.
Verwendet man die — unabha¨ngig von dem verwendeten Varianzscha¨tzer
— auf Hamerle (1990) zuru¨ckgehende Testgro¨ße (siehe Anhang B.2), dann
ist mit der Alternativhypothese σ2π > 0 ein einseitiger Test zu verwenden.
Zu beachten ist bei einem solchen Test, dass eine Ablehnung der H0
nicht notwendigerweise als Besta¨tigung der durch das Modell implizierten
Abha¨ngigkeitstruktur der Fehlervariablen interpretiert werden kann.
Andere Tests betreffen meist die Regressionsparameter β. Dabei werden
die asymptotischen Eigenschaften des EGLS-Scha¨tzers (3.15) und die Kon-
sistenz der Scha¨tzer der Varianzkomponenten zur Konstruktion von Tests
bezu¨glich eines Teils oder simultan fu¨r alle Parameter ausgenutzt. So la¨sst
sich wie in Abschnitt (3.2) fu¨r das Fixed Effects Modell beschrieben, die
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allgemeine linearen Hypothese
H0 : Cβ = ξ, H1 : Cβ 6= ξ,
mit C einer (S × (P + 1)) dimensionalen Matrix mit vollem Zeilenrang,
formulieren und u¨berpru¨fen. Die dazu verwendbare Pru¨fgro¨ße
λ =
Q/S
Qe/(NT − P − 1)
mit
Q = (CβˆEGLS − ξ)′(C(X′Ω̂
−1
ǫ X)
−1C′)−1(CβˆEGLS − ξ),
Qe = (y −XβˆEGLS)′Ω̂
−1
ǫ X(y −XβˆEGLS)
ist unter Geltung der H0 asymptotisch F(S,NT −P −1) verteilt (z.B. Jud-
ge, Griffiths, Hill, Lu¨tkepohl und Lee, 1985, S. 177). Fu¨r eine ausfu¨hrliche
Diskussion und weitere Tests siehe auch Baltagi (2001, Kap. 4.1 und 4.2).
3.3.4 ML-Scha¨tzung
Nimmt man neben den bereits fu¨r die LS-Scha¨tzung beno¨tigten Annah-
men noch die Normalverteilungsannahmen bezu¨glich der zufa¨lligen Effekte
πn und der Fehlervariablen νnt hinzu, la¨sst sich mit θ = (β
′, σ2π, σ
2
ν)
′ die
Likelihood-Funktion der beobachteten Daten anschreiben als
L(θ) =
N∏
n=1
(2π)−T/2 |Σǫ|−1/2 exp
{−1
2
(yn −Xnβ)′Σ−1ǫ (yn −Xnβ)
}
,
fu¨r die log-Likelihood-Funktion erha¨lt man
l(θ) = −NT
2
ln(2π)− N
2
ln |Σǫ| − 1
2
N∑
n=1
(yn −Xnβ)′Σ−1ǫ (yn −Xnβ).
Als ML-Scha¨tzer erha¨lt man jene Werte fu¨r β, σ2π und σ
2
ν , fu¨r die die Score-
Funktion, das heißt die erste Ableitung der log-Likelihood-Funktion nach
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diesen Parametern null wird und die Matrix der zweiten Ableitung negativ
definit ist. Die Bestimmung der ML-Scha¨tzwerte kann u¨ber ein iteratives
Verfahren erfolgen, bei dem ausgehend von Startwerten fu¨r die zu scha¨tzen-
den Parameter in jedem Iterationsschritt ein neuer Scha¨tzwert berechnet
wird. Dies wird so lange wiederholt, bis vorher festgelegte Konvergenzkri-
terien, etwa der Wert der ersten Ableitung und die Vera¨nderungen der
Scha¨tzwerte gegenu¨ber dem jeweils letzten Schritt, erfu¨llt sind. U¨ber ver-
schiedene Vorgehensweisen siehe etwa Baltagi (2001) oder Hsiao (2003).
Fu¨r festes T und N → ∞ ist der ML-Scha¨tzer konsistent und asym-
ptotisch normalverteilt. Die entsprechende Kovarianzmatrix kann u¨ber die
negative Inverse der zweiten Ableitung gescha¨tzt werden. Obwohl der ML-
Scha¨tzer asymptotisch effizient ist, ist ein mo¨gliches Problem bei der Scha¨tzung,
dass ein negativer Scha¨tzwert fu¨r σ2π auftreten kann. In diesem Fall kann
σˆ2π wieder auf null gesetzt werden (Maddala und Mount, 1973). Um dem
Problem negativer Werte fu¨r σ2π und σ
2
ν auszuweichen werden die Scha¨tz-
werte σˆ2π und σˆ
2
ν meist auf Werte gro¨ßer oder gleich null restringiert. Bei
diesem Vorgehen sind Randlo¨sungen prinzipiell nicht auszuschließen. Aller-
dings zeigt Maddala (1971), dass eine Lo¨sung σ2ν = 0 nicht auftreten kann.
Eine Lo¨sung σ2π = 0 kann zwar auftreten, aber mit einer Wahrscheinlichkeit,
die fu¨r wachsendes N (oder T ) gegen null geht.
3.3.5 Erga¨nzungen
Die Annahme, dass die wahre Kovarianzstruktur durch die Annahme glei-
cher Varianzen und jeweils u¨ber T Messpunkte gleicher Korrelationen (Mo-
dell (3.13)) korrekt abgebildet wird, kann natu¨rlich falsch sein. In diesem
Fall ist der EGLS-Scha¨tzer auch ohne Normalita¨tsannahme unter recht
schwachen Bedingungen immer noch konsistent und asymptotisch normal-
verteilt, mit einer Kovarianzmatrix, die gescha¨tzt werden kann mit
Ĉov(βˆEGLS) =(
N∑
n=1
X′nΣ̂
−1
ǫ Xn
)−1( N∑
n=1
X′nΣ̂
−1
ǫ unu
′
nΣ̂
−1
ǫ Xn
)(
N∑
n=1
X′nΣ̂
−1
ǫ Xn
)−1
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(z.B. Liang und Zeger, 1986; White, 1982)
Repra¨sentieren die Einflussgro¨ßen die fu¨r alle Einheiten identischen Aus-
pra¨gungen fester, nicht-metrischer Faktoren unter Verwendung einer geeig-
neten Kodierung, dann wird Modell (3.13) — einschließlich der Normal-
verteilungsannahmen — zu einem varianzanalytischen Modell mit einem
Wiederholungsfaktor. Fu¨r eine kurze Einfu¨hrung in diese Modelle siehe et-
wa Fahrmeir, Hamerle und Nagl (1996).
Auch das hier betrachete einfache Random Effects Modell kann durch
die Hinzunahme einer zusa¨tzlichen, u¨ber die Einheiten n = 1, . . . , N inva-
rianten aber u¨ber die Messpunkte t = 1, . . . , T variierenden zufa¨lligen aber
unbeobachtbaren Variable erweitert werden. Diese wird etwa verwendet um
Einflu¨sse zu modellieren, die zeitlich variieren, die verschiedenen Einheiten
aber in a¨hnlicher Weise beeinflussen. Auch diese Variable wird im Allgemei-
nen als unabha¨ngig von den beobachteten Auspra¨gungen der Einflussgro¨ßen
und der Variablen πn sowie der Fehlervariablen νnt unabha¨ngig verteilt an-
genommen. Vorgehen und Ergebnisse im einfachen Random Effects Modell
lassen sich auf das Modell mit zwei zufa¨lligen Effekten u¨bertragen (z.B.
Baltagi, 2001; Hsiao, 2003).
3.4 Fixed versus Random Effects
In einer konkreten Auswertungssituation, wenn etwa eine Stichprobe von
Einheiten vom Umfang N u¨ber eine bestimmte Anzahl an Zeitpunkten T
beobachtet wurde, kann die Frage auftauchen, ob die individuellen, nicht
beobachtbaren Effekte als feste oder zufa¨llige Gro¨ßen aufzufassen sind. Die
Entscheidung daru¨ber ha¨ngt mit der intendierten Interpretation der Scha¨tz-
ergebnisse zusammen. So ist die Annahme fester Effekte dann angemessen,
wenn die Interpretation gegeben die Effekte erfolgen soll. Diese konditio-
nale Interpretation macht eher dann Sinn, wenn es sich bei den Einheiten
etwa um Firmen, Schulsysteme oder La¨nder handelt und Aussagen in Bezie-
hung zu diesen betrachteten konkreten Einheiten gemacht werden sollen.
Im Gegensatz dazu sind die Aussagen ausgehend von zufa¨lligen Effekten
unkonditional, das heißt, nicht beschra¨nkt durch die konkreten Auspra¨gun-
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gen der — hier zufa¨lligen — Effekte. Stattdessen sind Aussagen u¨ber eine
Population, aus der die entsprechenden Merkmalstra¨ger gezogen wurden,
von Interesse. Dieses Modell kann etwa dann Sinn machen, wenn es sich
bei den Einheiten um Personen, Haushalte oder, bei einer Befragung, um
Interviewer handelt.
Werden die unbeobachtbaren individuellen Effekte als fest angenom-
men, dann bietet sich das Fixed Effects Modell und ein damit verbundenes
Scha¨tzverfahren an. Ist von zufa¨lligen unbeobachtbaren individuellen Ef-
fekten auszugehen, dann besteht eine Mo¨glichkeit in der Verwendung des
Random Effects Modells und eines in Verbindung mit diesem besproche-
nen Scha¨tzverfahrens. Eine andere Mo¨glichkeit ist die Verwendung des in
Abschnitt 3.2.3 beschriebenen LSDV-Scha¨tzers fu¨r β∗, bei dem alle zeitin-
varianten Effekte und Einflussgro¨ßen eliminiert werden.
In der Praxis ko¨nnen diese Verfahren zu deutlichen Unterschieden in der
Inferenz bezu¨glich β∗ fu¨hren (z.B. Hsiao, 2003). Voraussetzung fu¨r eine va-
lide Inferenz bezu¨glich des Regressionsparameters β ausgehend von einem
Random Effects Modell und dem in Abschnitt 3.3.1 beschriebenen Verfah-
ren ist die Unkorreliertheit der Einflussgro¨ßen und der zufa¨lligen Effekten.
Sind die Effekte πn mit den Einflussgro¨ßen nicht unkorreliert, dann ist der
Scha¨tzer βˆEGLS nicht konsistent. Fu¨r die konsistente Scha¨tzung des Para-
meters β∗ ist unter Verwendung des LSDV-Scha¨tzers (3.10) (S. 79) eine
solche Annahme bezu¨glich der Einflussgro¨ßen und der festen Effekte nicht
no¨tig. In bestimmten Situationen, na¨mlich dann, wenn nicht von der Unkor-
reliertheit der unbeobachteten Effekte und der Einflussgro¨ßen ausgegangen
werden kann, kann daher die Verwendung des LSDV-Scha¨tzers vorteilhaft
sein. Diesem Vorteil steht allerdings der Nachteil gegenu¨ber, dass die Para-
meter zeitinvarianter Einflussgro¨ßen, etwa Geschlecht, sowie die Varianz der
individuellen Effekte mit dem beschriebenen Ansatz nicht gescha¨tzt werden
ko¨nnen. Andererseits ko¨nnen in ein Random Effects Modell zusa¨tzlich ver-
schiedene Dummy-Variablen, etwa zur Kodierung des Wohngebietes einer
Person, aufgenomen werden um so die Korrelation zwischen Einflussgro¨ßen
und verbleibenden unbeobachtbaren Effekten zu minimieren.
Die Unterschiedlichkeit in den Scha¨tzern macht man sich bei einem Test
der Hypothese auf Unkorreliertheit der Effekte πn und der Einflussgro¨ßen
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zunutze. Die generelle Idee des nach Hausman benannten Tests (Hausman,
1978) besteht im Vergleich der beiden Scha¨tzer β∗EGLS und β
∗
LSDV (siehe
die Abschnitte 3.3.1 und 3.3.2). Die Nullhypothese, dass die Einflussgro¨ßen
und die unbeobachteten Effekte unkorreliert sind, wird verworfen, wenn
die Differenz zwischen den Werten der beiden Scha¨tzer zu groß wird. Die
entsprechende Pru¨fgro¨ße
λ = (β∗LSDV − β∗EGLS)′(Ĉov(βˆ
∗
LSDV )− Ĉov(βˆ
∗
EGLS))
−1(β∗LSDV − β∗EGLS)
ist unter der Nullhypothese asymptotisch χ2(P )-verteilt. Allerdings setzt die-
ser Test die lineare Unabha¨ngigkeit von Einflussgro¨ßen und Fehlervariablen,
sowie die Homoskedastizita¨t der Fehler voraus. Eine Verletzung dieser An-
nahmen kann zu einer invaliden Inferenz fu¨hren. Zahlreiche weitere, auch
gegenu¨ber verschiedenen Fehlspezifikationen robustere Verfahren zur U¨ber-
pru¨fung dieser Hypothese wurden vorgeschlagen. Eine ausfu¨hrliche Diskus-
sion findet man etwa in Baltagi (2001, Kap. 4.3) oder Wooldridge (2002).
3.5 Verallgemeinerungen des Modells
Das Random Effects Modell kann als Spezialfall des Modells
yn = Xnβ + ǫn, n = 1, . . . , N, (3.24)
betrachtet werden, mit ǫn ∼ N(0,Σǫ) fu¨r alle n und Σǫ einer hier wieder
als positiv definit angenommenen Kovarianzmatrix. Dieses Modell stellt ei-
ne erste Erweiterung des Modells (3.13) beziehungsweise (3.14) dar, indem
hier die Struktur der Kovarianzmatrix nicht wie in Abschnitt 3.3 auf eine
Equi-Korrelationsstruktur mit positiver Korrelation und identischen Va-
rianzen eingeschra¨nkt ist. Die Scha¨tzung dieses Modells kann a¨hnlich wie
fu¨r das Random Effects Modell u¨ber die Estimated-Least-Squares-Methode
erfolgen. Der EGLS-Scha¨tzer
βˆEGLS = (X
′Ω̂
−1
ǫ X)
−1X′Ω̂
−1
ǫ y. (3.25)
mit Ω̂ǫ = I ⊗ Σ̂ǫ ist, wieder unter recht schwachen Bedingungen und
unter Verwendung eines konsistenten Scha¨tzers fu¨r die Kovarianzmatrix
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Σǫ konsistent und asymptotisch normalverteilt (z.B. Judge, Griffiths, Hill,
Lu¨tkepohl und Lee, 1985, S. 175). Die allgemeine Form des Scha¨tzers fu¨r
die Kovarianzmatrix ist, wie in Abschnitt 3.3,
Ĉov(βˆEGLS) =
(
X′Ω̂
−1
ǫ X
)−1
.
Besteht die Mo¨glichkeit, dass die Kovarianzmatrix fehlspezifiziert ist, ist
auch hier die
”
robuste“ Version
Ĉov(βˆEGLS) =(
N∑
n=1
X′nΣ̂
−1
ǫ Xn
)−1( N∑
n=1
X′nΣ̂
−1
ǫ unu
′
nΣ̂
−1
ǫ Xn
)(
N∑
n=1
X′nΣ̂
−1
ǫ Xn
)−1
zu verwenden.
Alternativ zum EGLS-Scha¨tzer ko¨nnte der OLS-Scha¨tzer verwendet
werden. Auch dieser Scha¨tzer ist, selbst wenn die Beobachtungen nicht un-
abha¨ngig sind, wie im Random Effects Modell konsistent und asymptotisch
normalverteilt. Der dann zu verwendende Scha¨tzer fu¨r die Kovarianzmatrix
ist ebenfalls die
”
robuste“ Version
Ĉov(βˆOLS) =
(
N∑
n=1
X′nXn
)−1( N∑
n=1
X′nunu
′
nXn
)(
N∑
n=1
X′nXn
)−1
.
Ein Grund den EGLS-Scha¨tzer anstatt des OLS-Scha¨tzers zu verwenden
ist, dass ersterer asymptotisch effizienter, das heißt der mittlere quadrati-
sche Fehler (
”
Mean Squared Error“, MSE) (siehe Anhang 9.7) asympto-
tisch kleiner ist. Das schließt aber nicht aus, dass insbesondere in kleinen
Stichproben und bei niedrigen wahren Korrelationen der OLS-Scha¨tzer effi-
zienter sein kann (z.B. Rao und Griliches, 1969). Die asymptotischen Eigen-
schaften sowohl des OLS-Scha¨tzers als auch des EGLS-Scha¨tzers erfordern
keine spezifischen Verteilungsannahmen.
La¨sst sich aber eine bestimmte Verteilung fu¨r ǫ annehmen, dann kann
das Modell u¨ber die ML-Methode gescha¨tzt werden. Prinzipiell la¨sst sich der
ML-Scha¨tzer, wie in Abschnitt 3.3 kurz angesprochen iterativ bestimmen.
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Dazu stehen verschiedene Verfahren, etwa das Newton-Verfahren oder die
Scoring Methode, zur Verfu¨gung. Eine kurze U¨bersicht u¨ber diese sowie
weitere Verfahren findet man etwa in Fahrmeir und Hamerle (1996b).
Neben der durch das Random Effects Modell implizierten Equi-Korrela-
tionsstruktur lassen sich weitere Korrelationsstrukturen scha¨tzen. Von In-
teresse sind hier oft Strukturen, die dadurch gekennzeichnet sind, dass die
Korrelationen mit zunehmender zeitlicher Distanz abnehmen. Zu nennen
sind hier stationa¨re autoregressive Prozesse erster und ho¨herer Ordnung,
moving-average Prozesse unterschiedlicher Ordnung, eine Kombination bei-
der Prozesse oder ein solcher Prozess in Verbindung mit unbeobachteten
Zufallseffekten. Daneben la¨sst Modell (3.24) auch u¨ber die T Messpunkte
variierende Varianzen zu.
Ein autoregressiver Prozess K-ter Ordnung (AR(K)) ist
ǫt = ϑ1ǫt−1 + ϑ2ǫt−2 + · · ·+ ϑKǫt−K + νt,
ein moving average Prozess L-ter Ordnung (MA(L)) ist
ǫt = νt + α1νt−1 + α2νt−2 + · · ·+ αLνt−L
und ein kombinierter autoregressiver, moving average Prozess der Ordnung
(K,L) (ARMA(K,L)) ist
ǫt = ϑ1ǫt−1 + ϑ2ǫt−2 + · · ·+ ϑKǫt−K + νt + α1νt−1 + α2νt−2 +
· · ·+ αLνt−L
jeweils mit ϑk und αl unbekannten Parametern und νt zufa¨lligen und unbe-
obachtbaren Fehlervariablen mit E(νt) = 0, var(ν
2
t ) = σ
2
ν und E(νtνt′) = 0
fu¨r t 6= t′. Ein stationa¨rer AR(1) ist ǫt = ϑǫt−1 + νt mit |ϑ| < 1, ein fle-
xiblerer stationa¨rer AR(2) ist ǫt = ϑ1ǫt−1 + ϑ2ǫt−2 + νt mit ϑ2 − ϑ1 < 1,
ϑ1+ϑ2 < 1 und −1 < ϑ2 < 1. Ein invertierbarer MA(1) Prozess ist gegeben
durch ǫt = νt + ανt−1, mit |α| < 1 (z.B. Judge, Griffiths, Hill, Lu¨tkepohl
und Lee, 1985, S. 229 ff.). Wa¨hrend etwa bei einem AR(1) Prozess die Ef-
fekte der Fehlervariablen vergangener Messpunkte u¨ber zunehmende zeitli-
che Distanz schwa¨cher werden, wirkt bei einem MA(1) Prozess ein Teil der
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Fehlervariable lediglich am na¨chsten Messpunkt nach. Fu¨r o¨konomische An-
wendungsbeispiele solcher Modelle fu¨r die Korrelationsstruktur siehe etwa
Baltagi (2001) oder Verbeek (2000).
Die Annahme von u¨ber mit zunehmender zeitlicher Distanz abnehmen-
den Korrelationen la¨sst sich etwa mit der Annahme begru¨nden, dass die
Fehlervariable aus zahlreichen Einflussfaktoren besteht, die nicht erfasst
wurden, aber im Wesentlichen an einem spezifischen Messpunkt wirksam
sind. Ha¨ufig ist es dann auch plausibel von einer abnehmenden Wirkung
solcher Faktoren an den folgenden Zeitpunkten auszugehen. Diese Annah-
me fu¨hrt zu einem Prozess in den Fehlervariablen mit abnehmender Kor-
relation. Andererseits ist die Annahme unberu¨cksichtigter Variablen nicht
ganz unproblematisch, denn sie macht auch andere Konsequenzen plausi-
bel. So ist es durchaus mo¨glich, dass durch die Nichtberu¨cksichtigung von
Variablen als Einflussgro¨ßen die Annahme, dass der Erwartungswert der
Fehlervariablen gleich null ist oder Einflussgro¨ßen und Fehler unkorreliert
sind, nicht mehr erfu¨llt ist (Maddala, 1977, S. 291). In diesem Fall sind
andere als die oben beschriebenen Scha¨tzmethoden zu verwenden.
Zur U¨berpru¨fung bestimmter Korrelationsstrukturen stehen eine Reihe
verschiedener Tests zu Verfu¨gung. Siehe dazu etwa Baltagi (2001), Judge,
Griffiths, Hill, Lu¨tkepohl und Lee (1985) oder Verbeek (2000).
Weitere naheliegende Verallgemeinerungsmo¨glichkeiten betreffen den
systematischen Teil des Modells (3.24). Die Restriktion identischer Re-
gressionsparameter u¨ber die Messpunkte kann in einigen Anwendungen zu
streng sein. In diesen Fa¨llen kann das Modell
yn = Πxn + ǫn, n = 1, . . . , N, (3.26)
mit ǫn ∼ N(0,Σǫ) fu¨r alle n und Σǫ betrachtet werden. Dabei ist Π eine
(T × (L + 1)) Parametermatrix und xn ein ((L + 1) × 1) Vektor der Ein-
flussgro¨sen mit einer Eins als erstem Element. Modell (3.24) erha¨lt man als
Spezialfall dieses Modells, wenn bestimmte Elemente in Π auf null bezie-
hungsweise auf denselben Wert restringiert werden. La¨sst man die Parame-
termatrix vo¨llig unrestringiert, erha¨lt man das multivariate lineare Regres-
sionsmodell (z.B. Mardia, Kent und Bibby, 1995).
Kapitel 4
La¨ngsschnittmodelle fu¨r
bina¨re Responsevariablen
Im letzten Kapitel wurden neben den ga¨ngigsten linearen La¨ngsschnittmo-
dellen auch einige Verallgemeinerungsmo¨glichkeiten aufgezeigt. In dem nun
folgenden Kapitel soll die Erweiterung auf Modelle mit bina¨ren Response-
variablen erfolgen. Die Scha¨tzung dieser Modelle mit der ML-Methode ist
nicht einfach, denn es sind — abha¨ngig von der Anzahl an Zeitpunkten
und der Korrelationsstruktur — ho¨herdimensionale Integrale zu berech-
nen. Exakt lassen sich diese im Allgemeinen nicht lo¨sen. Daher wurden
Techniken vorgeschlagen, die diese Integrale mit Hilfe numerischer Integra-
tion oder mit Simulationsmethoden approximieren. Allerdings sind diese
Verfahren nach wie vor sehr rechenzeitaufwa¨ndig. Alternativ ko¨nnen, wie
im Folgenden vorgestellt, Scha¨tzverfahren eingesetzt werden, die ohne die
Spezifikation der gemeinsamen Verteilung der Responsevariablen auskom-
men und damit die Berechnung dieser Integrale umgehen. Diesem Vorteil,
mit dem auch eine gewisse Robustheit der Scha¨tzer verbunden ist, steht
der Nachteil einer relativ zu den entsprechenden ML-Scha¨tzern geringeren
(asymptotischen) Effizienz gegenu¨ber.
Das zu scha¨tzende bina¨re La¨ngsschnitt-Probitmodell wird in Abschnitt
4.1 beschrieben. Die Scha¨tzung eines Spezialfalles, des bina¨ren Random Ef-
99
100 Kapitel 4. La¨ngsschnittmodelle fu¨r bina¨re Responsevariablen
fects Modells, ist Gegenstand des Abschnitts 4.2. Eine dreistufige Methode
zur Scha¨tzung des allgemeinen Modells ist in Abschnitt 4.3 und ein An-
satz unter Verwendung verallgemeinerter Scha¨tzgleichungen in Abschnitt
4.4 beschrieben. In Abschnitt 4.5 werden diese drei Methoden mit Hilfe ei-
ner Simulationsstudie miteinander verglichen. Gegenstand des Abschnitts
4.5.3 ist — ebenfalls mit Hilfe einer Simulationsstudie — die Effizienz der
GEE-Scha¨tzer unter verschiedenen Abha¨ngigkeitsannahmen und verschie-
denen Arten invarianter Einflussgro¨ßen. Die Ergebnisse dieser Untersuchun-
gen sind in Abschnitt 4.5.4 zusammengefasst. Zwei Erweiterungen der Me-
thode der verallgemeinerten Scha¨tzgleichungen, die neben der Scha¨tzung
der identifizierbaren Parameter des systematischen Teils des Regressions-
modells auch die Scha¨tzung der Korrelationsstrukturparameter erlauben,
werden in Abschnitt 4.6 vorgestellt und mit Hilfe einer Simulationsstudie
in Abschnitt 4.7 miteinander verglichen. Eine Zusammenfassung der Er-
gebnisse dieses Kapitels wird Abschnitt 4.8 gegeben.
4.1 Ein Modell mit bina¨ren Responsevariablen
Ausgangspunkt ist der in Abschnitt 3.1.1 beschriebene Modellansatz, ins-
besondere das Modell 3.3 (siehe Seite 60), allerdings wird hier die Respon-
sevariable als eine latente, nicht beobachtbare Variable aufgefasst, die u¨ber
eine Schwellenwertrelation mit der bina¨ren Responsevariablen verbunden
ist. Das Modell la¨sst sich schreiben als
y∗nt = x
′
ntβ + ǫnt, ǫnt ∼ N(0, σ2ǫ ),
ynt =
{
1 wenn y∗nt > ζ,
0 sonst,
und (4.1)
n = 1, . . . , N, t = 1, . . . , T,
mit y∗nt der latenten, nicht beobachtbaren Responsevariablen und ζ einem
unbekannten Schwellenwert.
Solche Modelle, bei denen die beobachtbaren Responsevariablen u¨ber
Schwellenwertrelationen mit latenten, nicht beobachtbaren Responsevaria-
blen verbunden werden, sind in der Sozial- und Wirtschaftswissenschaf-
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ten aber auch der Psychologie ha¨ufig eingesetzte Modelle. Im biometri-
schen Kontext wurde das Probitmodell von Bliss (1935) vorgeschlagen und
von Finney (1971) auf dem Hintergrund des auf Pearson (1900) zuru¨ckge-
henden Schwellenwertkonzeptes in Zusammenhang mit der Scha¨tzung von
Schwellenwerten in Experimenten zur Untersuchung der Wirkung bestimm-
ter Stoffe auf Organismen ausfu¨hrlich besprochen. In der psychologischen
Testtheorie wird im Rahmen der probabilistischen Testmodelle etwa eine
latente Responsevariable als lineare Funktion der Differenz von Aufgaben-
schwierigkeit des Items und einer relevanten latenten Eigenschaft der Test-
person angenommen. Die beobachtbare Variable
”
Testitem gelo¨st“ nimmt
den Wert eins (
”
ja“) an, wenn die latente Variable eine bestimmte Schwelle
u¨berschreitet, das heißt wenn die latente Eigenschaft der Testperson, etwa
eine bestimmte Fa¨higkeit, die Schwierigkeit des Testitems u¨bersteigt (z.B.
Lord und Novick, 1968). Ebenfalls in der Psychologie aber auch in den So-
zialwissenschaften spielen komplexe Mittelwert- und Kovarianzstrukturmo-
delle, die eine Reihe verschiedener Modelle subsumieren, eine wichtige Rol-
le (z.B. Ku¨sters, 1987). Dabei werden latente Modelle, die simultan ha¨ufig
verschiedene faktorenanalytische teilweise auch zusa¨tzlich regressionsana-
lytische Modellspezifikationen in verschiedenen Hierarchiebenen erlauben,
formuliert. Die entsprechenden latenten, und im Falle kategorialer beob-
achtbarer Responsevariablen nicht beobachtbaren Responsevariablen sind
wiederum u¨ber eine Schwellenwertrelation mit den beobachtbaren Variablen
verbunden. Ein einfacher Spezialfall eines solchen Modells wird etwa von
Sobel und Arminger (1992) verwendet um den Entscheidungsprozess von
Paaren fu¨r oder gegen eine Schwangerschaft zu modellieren. Diese Anwen-
dung eines Mittelwert- und Kovarianzstrukturmodells steht in der Traditi-
on der Modellierung von Entscheidungsmodellen in den Sozial- und Wirt-
schaftwissenschaften (z.B. McFadden, 1976). Dabei wird, wie in den pro-
babilistischen testtheoretischen Modellen, die latente Responsevariable als
Funktion verschiedener Einflussgro¨ßen, im Falle von La¨ngsschnittmodellen
unter Umsta¨nden einschließlich Responsevariablen anderer Messzeitpunkte,
und natu¨rlich einer Fehlervariablen modelliert (z.B. Heckman, 1981).
In bina¨ren Modellen sind nicht alle Parameter, das heißt Schwellenwert,
Parameter des systematischen Teils, Varianzen und Korrelationen identi-
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fizierbar. Zuna¨chst sind die Schwellenwerte nicht unabha¨ngig von dem die
Konstante gewichtenden Parameter α identifizierbar. Dies gilt bereits im
univariaten Modell, denn fu¨r jedes t gilt
Pr(ynt = 1|x′ntβt) = Pr(y∗nt > ζt|x′ntβt)
= Pr(x′ntβt + ǫnt > ζt)
= Pr((ζt − αt)− (xnt1βt1 + · · ·+ xntPβtP ) < ǫnt).
Restringiert man, wie dies in La¨ngsschnittmodellen u¨blich ist, die iden-
tifizierbaren Parameter des systematischen Teils auf u¨ber die Messzeitpunk-
te identische Werte, dann sind diese selbst, die Korrelationsparameter und
(T − 1) Varianzen identifizierbar. Dies la¨sst sich damit begru¨nden, dass an
jedem Messzeitpunkt
Pr(x′ntβt + ǫnt > ζt) = Pr(ζt − x′ntβt < ǫnt)
= Φ(σ−1ǫt (x
′
ntβt − ζt))
gilt, mit βt beziehungsweise ζt den Parametern des systematischen Teils
zum Zeitpunkt t, σ2ǫt der Varianz der Fehlervariablen ǫnt und Φ(·) der Ver-
teilungsfunktion der Standardnormalverteilung. Daraus folgt, dass an je-
dem Zeitpunkt die Parameter ζ∗t = σ
−1
ǫt (αt − ζt) und σ−1ǫt βtp (p = 1, . . . , P )
identifizierbar sind. Dies gilt ebenso wenn die gemeinsame Verteilung be-
trachtet wird, die zusa¨tzlich eine Identifikation der T (T−1)/2 Korrelationen
erlaubt. Die Ausfu¨hrung zeigt, dass neben den Korrelationen beispielsweise
ein u¨ber die Zeit hinweg konstanter Parametervektor fu¨r den systemati-
schen Teil und (T − 1) Varianzen identifizierbar sind. Alternativ ko¨nnen
etwa anstatt der Varianzen, T verschiedene Parametervektoren fu¨r den sy-
stematischen Teil gescha¨tzt werden. In den in diesem Kapitel besprochenen
Modellen werden typischerweise, etwas strenger als no¨tig, die Parameter-
vektoren β∗t = (ζ
∗
t , σ
−1
ǫt (βt1, . . . , βtP )
′)′ auf den u¨ber alle t = 1, . . . , T Zeit-
punkte hinweg gleichen Wert, das heißt β∗ = β∗t fu¨r alle t, restringiert,
ohne zusa¨tzlich Varianzen zu scha¨tzen.
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4.2 ML-Scha¨tzung des Random Effects Probit
Modells
U¨bernimmt man die fu¨r das lineare Random Effects Modell gemachte An-
nahme bezu¨glich der Korrelationsstruktur (siehe Abschnitt 3.3.1), erha¨lt
man das bina¨re Random Effects Probitmodell mit
ǫnt = πn + νnt,
πn ∼ N(0, σ2π), νnt ∼ N(0, σ2ν) und E(πnνnt) = 0 jeweils fu¨r alle n, t.
Die Komponente πn wird auch als Heterogenita¨tskomponente bezeichnet
und modelliert auch hier die fu¨r verschiedene Einheiten unterschiedlichen,
unbeobachtbaren aber u¨ber den Beobachtungszeitraum hinweg invarianten
Einflu¨sse auf die Responsevariablen.
Aus den Annahmen bezu¨glich der Fehlervariablen ergibt sich σ2ǫ =
σ2π + σ
2
ν und cov(ǫnt, ǫnt′) = σ
2
π, t 6= t′. Als Korrelation der ǫnt und ǫnt′
erha¨lt man die Intraklassenkorrelation corr(ǫntǫnt′) = σ
2
π/(σ
2
π + σ
2
ν) fu¨r
alle n, t (siehe Abschnitt 3.3.1). Fu¨r die Korrelationsmatrix der Fehler-
variablen ǫn = (ǫn1, . . . , ǫnT )
′ folgt demnach auch hier wieder eine Equi-
Korrelationsstruktur . Die Elemente der Korrelationsmatrix werden im Fol-
genden kurz mit ρtt′ bezeichnet.
Da die Beobachtungen ynt und ynt′ bei gegebenem π˜n stochastisch un-
abha¨ngig sind, la¨sst sich die log-Likelihood Funktion fu¨r dieses Modell
schreiben als
l(θ) =
N∑
n=1
ln
∫ ∞
−∞
T∏
t=1
Φ(ψnt)ϕ(π˜n) dπ˜n,
mit ψnt = (2ynt − 1)(x′ntβA + σAπ˜n), βA = σ−1ν (α − ζ, β1, . . . , βP )′, σA =
σ−1ν σπ und π˜n = σ
−1
π πn (Spieß, 1995). Um die Scha¨tzer dieses Modells
mit den in den folgenden Abschnitten beschriebenen Scha¨tzern vergleichen
zu ko¨nnen, wird der transformierte Parameter θ = (β∗′ σ)′ mit β∗ = (1 +
σ2A)
−1/2βA und σ = (1+σ
2
A)
−1/2σA sowie dessen Varianz betrachtet werden.
Wie man leicht sieht, ist β∗ = σ−1ǫ (α− ζ, β1, . . . , βP )′ und σ = σ−1ǫ σπ. ML-
Scha¨tzwert ist jener Wert fu¨r θˆ = (βˆ
∗′
σˆ)′, fu¨r den die erste Ableitung
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der log-Likelihood Funktion, die Score-Funktion null wird. Ist das Modell
korrekt spezifiziert, dann sind die entsprechenden ML-Scha¨tzer unter den
u¨blichen Regularita¨tsbedingungen konsistent, asymptotisch normalverteilt
und effizient. Die Kovarianzmatrix wird im Folgenden u¨ber die negative
Inverse der zweiten Ableitung gescha¨tzt.
Zur Scha¨tzung der Parameter kann das Newton-Raphson Verfahren ver-
wendet werden. Dies ist ein iteratives Verfahren, bei dem ausgehend von
einem Startwert θˆ(0) fu¨r die zu scha¨tzenden Parameter in jeder l-ten Itera-
tion (l = 1, 2, . . .) ein aktualisierter Scha¨tzwert
θˆ(l) = θˆ(l−1) − δ(l−1)
berechnet wird. Dabei ist
δ(l−1) =H(θˆ(l−1))
−1s(θˆ(l−1)),
mit H(θˆ(l−1)) der zweiten Ableitung der log-Likelihood Funktion nach dem
Parameter θ, der Hesse’schen Matrix , und s(θˆl−1)) der Score-Funktion,
jeweils ausgewertet an der Stelle θˆ(l−1). Unter recht allgemeinen Voraus-
setzungen und unter der zusa¨tzlichen Bedingung, dass der Anfangsscha¨tzer
θˆ(0) nahe genug an einem (relativen) Maximum liegt und die Hesse’sche Ma-
trix negativ definit ist, ist die mit Hilfe des Newton-Raphson-Verfahrens
erzeugte Folge {θˆ(l)} quadratisch konvergent gegen diesen Extrempunkt
(Dennis und Schnabel, 1983). Mit einem solchen iterativen Verfahren erha¨lt
man allerdings keine Lo¨sung fu¨r die die Score-Funktion exakt null wird.
Stattdessen muss ein Kriterium definiert werden, nach dessen Erfu¨llung die
Iterationen beendet werden. Bei der auch in den folgenden Kapiteln verwen-
deten Vorgehensweise wird am Ende jeder Iteration gepru¨ft, ob entweder
eine maximal erlaubte Anzahl an Iterationen erreicht oder das maximale
absolute Element des Vektors s(θˆ(l−1)) an dem jeweiligen Parameterpunkt
und das maximale absolute Element des Vektors δ(l−1), das heißt die ma-
ximale absolute Schrittla¨nge, kleiner als ein festgelegter, sehr kleiner abso-
luter Wert ist. Das Verfahren iteriert nun so lange, bis mindestens eine der
beiden Bedingungen erfu¨llt ist. Wird der Scha¨tzvorgang nach einer vorher
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festgelegten Anzahl an Iterationen beendet ohne dass die zweite Bedingung
erfu¨llt ist, so wird kein Scha¨tzwert zuru¨ckgeliefert. Ist dagegen die zwei-
te Bedingung erfu¨llt, so steht als Parameterscha¨tzer derjenige Wert zur
Verfu¨gung, fu¨r den die Bedingungen s(θˆ(l−1)) ≈ 0 und δ(l−1) ≈ 0 erfu¨llt
sind. Liegen die Startwerte zu weit von dem jeweilgen Lo¨sungspunkt ent-
fernt, dann konvergiert die Folge {θˆ(l)} nicht. Fu¨r solche Fa¨lle stehen ver-
schiedene Verfahren zur Auswahl (z.B. Dennis und Schnabel, 1983). Eine
einfache Mo¨glichkeit besteht in der Verwendung einer Line-Search Methode.
Dafu¨r ist zuna¨chst zu sichern dass, die Hesse’sche Matrix negativ definit ist.
Anschließend kann gegebenenfalls die Schrittweite korrigiert werden, um
einen hinreichend großen Anstieg in der log-Likelihood zu erreichen. Fu¨r
eine detaillierte Beschreibung des hier verwendeten Verfahrens siehe Spieß
(1995, Kapitel 7) und die dort zitierte Literatur.
Zur Berechnung der Scha¨tzwerte sind sowohl erste als auch zweite Ab-
leitungen der log-Likelihood Funktion nach allen Parametern notwendig.
Die etwas aufwa¨ndigen Ableitungen unter Beru¨cksichtigung der Restriktion
σ > 0 findet man in Spieß (1995). Zur Berechnung der log-Likelihood Funk-
tion selbst sowie der Ableitungen ist die Berechnung des Integrals bezu¨glich
π˜n notwendig. Dies ist analytisch zwar nicht mo¨glich, das Integral kann aber
mit Hilfe der Gauss-Hermite’schen Quadraturformel
∫ ∞
−∞
f(m)e−m
2
dm ≈
K∑
k=1
wkf(mk),
approximiert werden (z.B. Bock und Lieberman, 1970; Butler und Mof-
fitt, 1982), wobei K die Anzahl der Stu¨tzstellen mk und wk das Gewicht
der k-ten Stu¨tzstelle ist (Davis und Rabinowitz, 1984). Wegen ϕ(π˜n) =
(2π)−1/2 exp(−0.5 π˜2n) muss die Substitution m =
√
0.5 π˜n vorgenommen
werden. Damit ergibt sich π˜n =
√
2m und dπ˜n =
√
2 dm. Die Log-
Likelihood Funktion la¨sst sich nun als
l(θ) ≈ −N
2
lnπ +
N∑
n=1
ln
K∑
k=1
exp
{
T∑
t=1
lnΦ(ψnt(mk))
}
wk
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schreiben. Werte fu¨r die Stu¨tzstellen und Gewichte bei verschiedener Anzahl
von Stu¨tzpunkten findet man etwa in Stroud und Secrest (1966).
Mit Hilfe der Gauss Hermite’schen Quadraturformeln wird das in der
log-Likelihood Funktion und den Ableitungen auftretende Integral ledig-
lich approximiert. Dabei ist zu beachten, dass eine zu geringe Anzahl an
Stu¨tzstellen sowohl zu verzerrten Parameter- als auch zu verzerrten Va-
rianzscha¨tzungen fu¨hren kann. Diese Verzerrungen werden mit Zunahme
der Anzahl der Stu¨tzstellen aber tendenziell kleiner (Butler, 1985). Gene-
rell ha¨ngt die Gu¨te der Approximation von der zu integrierenden Funktion
und der Anzahl gewa¨hlter Stu¨tzstellen ab. Der hier betrachtete Integrand
ist Funktion der Responsevariablen, der Einflussgro¨ßen, von T , β∗ und σ.
Die fu¨r eine hinreichende Genauigkeit notwendige Anzahl an Stu¨tzstellen
ha¨ngt von diesen Gro¨ßen ab, wobei σ den sta¨rksten Effekt aufweist (Spieß,
1995, Abschnitt 8.1). Je ho¨her der Wert von σ, desto mehr Stu¨tzstellen sind
no¨tig, um u¨ber verschiedene Anzahlen an Stu¨tzstellen stabile Scha¨tzer fu¨r
die Parameter und deren Varianzen zu erhalten. Unter ungu¨nstigen Bedin-
gungen, etwa N = 50 und σ2 = .8, ko¨nnen 92 solcher Stu¨tzstellen no¨tig
sein1 (Spieß und Hamerle, 2000).
4.3 Ein dreistufiges Scha¨tzverfahren des allgemei-
nen Modells
Das allgemeine Modell (4.1) kann als Spezialfall eines wesentlich allgemeine-
ren Mittelwert- und Kovarianzstrukturmodells aufgefasst werden (Ku¨sters,
1987; Sobel und Arminger, 1992). Dementsprechend ko¨nnen die Parame-
ter mit einem fu¨r diese allgemeine Modellklasse entwickelten dreistufigen
Verfahren gescha¨tzt werden (siehe dazu Ku¨sters, 1987).
Im ersten Schritt werden dabei fu¨r jeden Zeitpunkt t = 1, . . . , T , univa-
riate bina¨re Probitmodelle formuliert und die identifizierbaren Parameter
des jeweiligen systematischen Teils unabha¨ngig voneinander u¨ber die ML-
Methode gescha¨tzt. Es la¨sst sich zeigen, dass die log-Likelihood Funktion
1Dabei war als Kriterium die Stabilita¨t der vier fu¨hrenden von null verschiedenen
Ziffern u¨ber eine zunehmende Anzahl an Stu¨tzstellen festgelegt.
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univariater Probitmodelle global konkav ist, so dass — vorausgesetzt es exi-
stiert ein Maximum im Inneren des Parameterraumes — die Verwendung
eines beliebigen Startwertes in Verbindung mit dem Newton-Raphson Ver-
fahren unproblematisch ist (z.B. Spieß, 1995). Im zweiten Schritt werden
unter Verwendung der Scha¨tzwerte aus dem ersten Schritt die T (T − 1)/2
Korrelationen der Fehlervariablen ǫnt und ǫnt′ u¨ber die T (T − 1)/2 loga-
rithmierten bivariaten marginalen Dichten gescha¨tzt. Dabei wird, wie fu¨r
die Scha¨tzung des Random Effects Probit Modells, das Newton Raphson in
Verbindung mit dem in diesem Zusammenhang beschriebenen Line-Search
Verfahren verwendet.
Im letzten Schritt des Scha¨tzverfahrens wird der eigentlich interessieren-
de Parameter θ = (β∗′ σ)′ u¨ber ein nichtlineares gewichtetes KQ-Verfahren
gescha¨tzt. Dabei wird die quadratische Funktion
q(θ) = (ξˆ − g(θ))′Ŵ−1(ξˆ − g(θ)) (4.2)
nach θ minimiert. Der Vektor ξˆ entha¨lt die Regressionsparameter der ersten
und die Z-transformierten2 gescha¨tzten Korrelationen der zweiten Stufe.
Die Matrix Ŵ ist ein Scha¨tzer der asymptotischen Kovarianzmatrix von ξˆ
(Spieß, 1995, Abschnitt 6.3). Die Funktion g(θ) ha¨ngt von den Restriktio-
nen bezu¨glich der Parameter ab. Die hier betrachteten Modelle implizieren
g(θ) = M (θ′1 h(θ2)
′)′ mit M = Bdiag(M1,M2) einer Blockdiagonalma-
trix mit den Blockdiagonalelementen M1 undM2, θ1 den identifizierbaren
Parametern des systematischen Teils und θ2 den Korrelationsstrukturpa-
rametern. Entha¨lt das Modell keine Einflussgro¨ßen, die u¨ber die Einheiten
konstant sind, u¨ber die Messzeitpunkte aber variieren, und werden die Re-
gressionsparameter u¨ber die Zeit hinweg auf den gleichen Wert restringiert,
dann ist β∗ = β∗t fu¨r alle t undM1 = 1T ⊗ IP+1, mit ⊗ dem Kroneckerpro-
dukt. Werden u¨ber die Einheiten invariante, u¨ber die Zeit aber variierende
2Die Fisher’sche Z-Transformation von Korrelationen fu¨hrt fu¨r normalverteilte Varia-
blen bereits in kleinen Stichproben zu in guter Na¨herung normalverteilten Gro¨ßen mit
einer von der wahren Korrelation unabha¨ngigen Varianz (Fisher, 1963). In Simulationen
fu¨hrte die Z-Transformation der Korrelationen zu geringeren Verzerrungen in den hier be-
schriebenen Scha¨tzern als bei Verwendung der nicht-transformierten Korrelationen (Spieß
und Hamerle, 2000).
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Einflussgro¨ßen in das Modell aufgenommen, etwa Zeiteffekte modellieren-
de Dummy-Variablen, dann ha¨ngt M1 von der gewa¨hlten Restriktion ab.
Wird beispielsweise die Dummy-Kodierung mit dem letzten Zeitpunkt als
Referenzkategorie gewa¨hlt (siehe Abschnitt 3.1.3), so ergibt sich fu¨r T = 3
unter Nicht-Beru¨cksichtigung weiterer Regressionsparameter
M1 =
1 1 01 0 1
1 0 0
 .
Wird fu¨r die Korrelationsmatrix der Fehlervariablen des latenten Mo-
dells eine Equi-Korrelationsstruktur angenommen, so ist M2 = 1T (T−1)/2,
θ2 = σ und h(θ2) = 0.5(ln(1 + σ
2)− ln(1− σ2)). Wird eine vo¨llig unstruk-
turierte Korrelationsmatrix modelliert, so ist M2 = IT (T−1)/2 und θ2 =
(z21, z31, z32, . . . , zT (T−1))
′ mit ztt′ = 0.5(ln(1+ρtt′)−ln(1−ρtt′)) und ρtt′ der
Korrelation der ǫnt und ǫnt′ . Sowohl im Falle der Equi-Korrelationsstruktur
als auch der unstrukturierten Korrelationsmatrix la¨sst sich fu¨r das hier be-
trachtete Modell der Scha¨tzer θˆ in einem Schritt berechnen (Spieß, 1995,
Abschnitt 4.3).
Dies ist nicht mehr der Fall, wenn andere Korrelationsstrukturen be-
trachtet werden. Fu¨r einen stationa¨ren autoregressiven Prozess erster Ord-
nung (AR(1)),
ǫnt = ϑǫn t−1 + νnt,
mit ǫn0 ∼ N(0, σ2ǫ ), νnt u¨ber alle n, t unabha¨ngig N(0, σ2ν)-verteilt,
E(ǫn0νnt) = 0 fu¨r alle n, t, |ϑ| < 1, den Korrelationen der latenten Feh-
lervariablen, ρtt′ = ϑ
|t−t′|, und θ2 = ϑ ist
h(θ2) = 0.5
(
ln
1 + ϑ1
1− ϑ1 , ln
1 + ϑ2
1− ϑ2 , . . . , ln
1 + ϑT−1
1− ϑT−1
)′
.
Die Matrix M2 ist eine geeignete Zuordnungsmatrix
3 mit den Elementen
null und eins. In diesem Fall kann zur Minimierung der Funktion (4.2) auf
3Sei d = (1, 2, 1, 3, 2, 1, . . . , )′ der T (T − 1)/2-dimensionale Vektor der Differenzen
4.3. Ein dreistufiges Scha¨tzverfahren des allgemeinen Modells 109
das Newton-Raphson Verfahren zuru¨ckgegiffen werden, wobei die Gewich-
tungsmatrix Ŵ als nicht von den interessierenden Parametern abha¨ngig
betrachtet wird.
A¨hnliches gilt wenn ein stationa¨rer Prozess mit AR(1)-Struktur und
zusa¨tzlicher Heterogenita¨tskomponente modelliert wird. Fu¨r ein lineares
Modell mit verschiedenen Einflussgro¨ßen und logarithmiertem Einkommen
wurde ein solches Korrelationsstrukturmodell etwa von Lillard und Wil-
lis (1978) verwendet um unbeobachtete, u¨ber den Messzeitraum aber kon-
stante sowie gleichzeitig zeitlich korrelierte und kurzfristig wirkende Effekte
abzubilden (siehe auch Anderson und Hsiao, 1982; Hsiao, 2003). Das ent-
sprechende Fehlermodell ist
ǫnt = πn + νnt mit νnt = ϑνn(t−1) +wnt,
mit πn unabha¨ngig N(0, σ
2
π)-, wnt unabha¨ngig N(0, σ
2
w)-verteilt, νn0 ∼
N(0, σ2ν), E(νn0, wnt) = E(πn, νn0) = E(πn, wnt) = 0 fu¨r alle n, t und
|ϑ| < 1. Diese Spezifikation fu¨hrt zu den Korrelationen
ρtt′ =
σ2π
σ2ǫ
+ (1− σ
2
π
σ2ǫ
)ϑ|t−t
′|.
Identifizierbar sind in diesem Fall die Parameter σ = σπ/σǫ und ϑ. Mit
θ2 = (σ ϑ)
′ ist
h(θ2) = 0.5
(
ln
1 + σ2 + (1− σ2)ϑ1
1− σ2 − (1− σ2)ϑ1 , ln
1 + σ2 + (1− σ2)ϑ2
1− σ2 − (1− σ2)ϑ2 , . . . ,
. . . , ln
1 + σ2 + (1− σ2)ϑT−1
1− σ2 − (1− σ2)ϑT−1
)′
.
t− t′ mit t > t′, angeordnet entsprechend den Elementen der unteren Dreiecksmatrix der
(T × T )-Korrelationsmatrix. Dann ist M2 eine Matrix mit q = 1, . . . , T (T − 1)/2 Zeilen
und r = 1, . . . , T −1 Spalten und den Elementen mqr = I(r = dq). Fu¨r T = 4 erha¨lt man
beispielsweise M2 =
0

1 0 1 0 0 1
0 1 0 0 1 0
0 0 0 1 0 0
1
A
′
.
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Die MatrixM2 ist hier dieselbe wie fu¨r die AR(1)-Struktur. Zur Parameter-
scha¨tzung kann wieder das Newton-Raphson Verfahren in Verbindung mit
der bereits beschriebenen Line-Search Methode verwendet werden.
In allen drei Schritten ist wie fu¨r die Scha¨tzung der Parameter des Ran-
dom Effects Probitmodells bei der iterativen Scha¨tzung die Festlegung von
Abbruchkriterien notwendig. Die fu¨r die Scha¨tzung der in diesem Abschnitt
behandelten Modellspezifikationen notwendigen Ableitungen findet man in
Spieß (1995).
Die Scha¨tzer dieses dreistufigen Verfahrens sind, unter den u¨blichen
Regularita¨tsbedingungen, konsistent und asymptotisch normalverteilt mit
einer Kovarianzmatrix, die mit
Ĉov(θ) = N−1(ĜŴ
−1
Ĝ)−1
und Ĝ = (∂ g(θ)/∂ θ)
θ=θˆ, konsistent gescha¨tzt werden kann (Ku¨sters, 1987;
Shapiro, 1986).
Die praktische Berechnung der Scha¨tzer ist allerdings problematischer
als im Falle des Random Effects Probit Modells. So finden Spieß und Ha-
merle (2000) vor allem in kleineren Stichproben und bei ho¨heren Korre-
lationen Konvergenzprobleme. Im Allgemeinen treten diese Probleme im
zweiten Schritt, bei der Scha¨tzung der T (T − 1)/2 Korrelationen auf. Das
ist nicht u¨berraschend, denn bereits bei T = 5 Zeitpunkten sind 10 Kor-
relationen zu scha¨tzen. Sind die wahren Korrelationen hoch, dann steigt
die Wahrscheinlichkeit mit kleiner werdenden Datensa¨tzen dafu¨r, dass fu¨r
wenigstens eine Korrelation die Folge der Scha¨tzwerte nicht konvergiert.
4.4 GEE-Scha¨tzung des allgemeinen Modells
Die Methode der verallgemeinerten Scha¨tzgleichungen (
”
generalized esti-
mating equations“, GEE; Liang und Zeger, 1986) ist nicht an das hier be-
trachtete Probitmodell gebunden, sondern ist ein sehr allgemein einsetzba-
res Verfahren zur Scha¨tzung von Regressionsmodellen, bei denen ein Teil
der Parameter von inhaltlichem Interesse und der andere Teil uninteres-
sant aber fu¨r die Spezifikation des statistischen Modells notwendig ist. Ge-
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genu¨ber einer ML-Scha¨tzung, fu¨r die eine vollsta¨ndige Spezifikation der
entsprechenden Verteilung erforderlich ist, basiert die GEE-Scha¨tzung —
a¨hnlich wie das im letzten Abschnitt beschriebene dreistufige Verfahren —
lediglich auf einer teilweisen Spezifikation des beteiligten Zufallsmechanis-
mus. Eine Einbettung der Methode der verallgemeinerten Scha¨tzgleichun-
gen in den
”
Quasi-Likelihood“-Ansatz sowie die Darstellung der Beziehun-
gen zu alternativen Methoden findet man in (Liang und Zeger, 1995).
Fu¨r das hier betrachtete Modell sind — im Rahmen der GEE-Methode
— die identifizierbaren Parameter des systematischen Teils die inhaltlich
interessierenden Parameter und die Korrelationsstrukturparameter die un-
interessanten Parameter. Letztere werden auch als
”
nuisance“ oder
”
inci-
dental“ Parameter bezeichnet. Sei E(yn|Xn) = µn = (µn1, . . . , µnT )′ der
Erwartungswert der beobachtbaren bina¨ren Responsevariablen bei festen
Einflussgro¨ßen Xn = (xn1, . . . ,xnT )
′, der als korrekt spezifiziert vorausge-
setzt wird. Fu¨r das bina¨re Probitmodell ist µnt = Φ(x
′
ntβ
∗). Dann ist der
GEE-Scha¨tzer fu¨r den systematischen Teil des Regressionsmodells jenes βˆ
∗
,
das die Scha¨tzgleichungen
N∑
n=1
∂µn
∂β∗
Ω−1n (yn − µn) = 0 (4.3)
lo¨st. Fu¨r die Ableitung ∂ µn/∂ β
∗ erha¨lt man ausgehend von der Probits-
pezifikation ∂ µn/∂ β
∗ = X′nDn, mit Dn = Diag(ϕ(x
′
n1β
∗), . . . , ϕ(x′nTβ
∗)).
Die Matrix Ωn ist die Kovarianzmatrix der Responsevariablen yn. Liang
und Zeger (1986) schlagen eine Kovarianzmatrix der Form
Ωn = V
1/2
n R(γ)V
1/2
n mit Vn = Diag(µn1(1− µn1), . . . , µnT (1 − µnT ))
vor. Dabei ist R(γ) die unbekannte Korrelationsmatrix der beobachtbaren
Responsevariablen, die fu¨r alle Einheiten als identisch angenommen wird
und γ ein Vektor, der die nicht interessierenden Strukturparameter der
Korrelationsmatrix entha¨lt. Sowohl die Struktur als auch der Parameter
γ sind im Allgemeinen nicht bekannt. Nach Festlegung einer Struktur fu¨r
R(γ) ist daher γ gegebenenfalls zu scha¨tzen.
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Abweichend von Liang und Zeger (1986) oder Sharples und Breslow
(1992) wird im Folgenden zur Scha¨tzung von γ zuna¨chst die u¨bliche
Pearson-Korrelationsmatrix der Residuen4 (yn − µn) berechnet, die un-
ter den u¨blichen Bedingungen positiv definit ist. Das weitere Vorgehen
ha¨ngt davon ab, welche Annahme bezu¨glich der Korrelationsstruktur ge-
troffen wird. Wird eine Equi-Korrelationsstruktur angenommen, dann ist
γ ein Skalar und γˆ das zuru¨cktransformierte arithmetische Mittel u¨ber die
Z-transformierten T (T − 1)/2 Elemente der unteren Dreiecksmatrix der
gescha¨tzten Korrelationsmatrix. Bei Annahme einer unrestringierten Kor-
relationsmatrix geht die aus den Residuen gescha¨tzte Korrelationsmatrix
in die Scha¨tzgleichungen ein. Wird eine AR(1)- oder eine gemischte AR(1)-
und Equi-Korrelationsstruktur — hier immer in den beobachtbaren Resi-
duen — angenommen, dann wird die Funktion
q(γ) = (zˆ−M2h(γ))′(zˆ−M2h(γ))
nach γ minimiert. Dabei ist zˆ = (zˆ21, zˆ31, zˆ32, . . .)
′ der (T (T − 1) × 1)-
Vektor, der die Z-transformierten Elemente der unteren Dreiecksmatrix
der gescha¨tzten Korrelationsmatrix entha¨lt. Die ZuordnungsmatrixM2 ist
identisch mit der entsprechenden Matrix in Abschnitt 4.3. Auch die Funkti-
on h(γ) entspricht jeweils der in Abschnitt 4.3 gegebenen Funktion. Unter
Annahme einer AR(1)-Struktur wird γ zu einem Skalar und als Korrelati-
on erha¨lt man corr((ynt − µnt)(ynt′ − µnt′)) = γ|t−t′|. Bei einer gemischten
AR(1)- und Equi-Korrelationsstruktur ist γ ein zweidimensionaler Vektor
und
corr((ynt − µnt)(ynt′ − µnt′)) = γ1 + (1− γ1)γ|t−t
′|
2 .
In beiden Fa¨llen kann die Scha¨tzung von γ u¨ber das Newton-Raphson Ver-
fahren erfolgen.
Die Scha¨tzung der Parameter β∗ und γ erfolgt iterativ, wobei in je-
dem Iterationsschritt (l = 1, 2, . . .) zuna¨chst, ausgehend von einem Scha¨tz-
wert βˆ
∗
l−1, ein Scha¨tzwert fu¨r γ berechnet wird, um anschließend u¨ber
4Anstatt der Residuen ko¨nnten auch standardisierte Residuen verwendet werden. In
Simulationen traten allerdings keine Unterschiede in den resultierenden GEE-Scha¨tzern
auf (Spieß und Hamerle, 2000).
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eine modifizierte Fisher-Scoring Methode einen neuen Scha¨tzwert fu¨r β∗
zu berechnen. Sei D = Bdiag(D1, . . . ,DN ), Ω = Bdiag(Ω1, . . . ,ΩN ) und
µ = (µ′1, . . . ,µ
′
N )
′, dann erha¨lt man den in jedem Schritt aktualisierten
Scha¨tzwert fu¨r β∗ u¨ber die Beziehung
βˆ
∗
l = βˆ
∗
l−1 −
{−(X′DΩ−1DX)−1X′DΩ−1(y − µ)}
βˆ
∗
l−1
.
Dabei ist −X′DΩ−1DX eine Approximation an die Ableitung der verall-
gemeinerten Scha¨tzgleichungen nach β∗,
(
∂
∂β∗
X′DΩ−1(y − µ)) = −X′DΩ−1DX+ ( ∂
∂β∗
DΩ−1)(X⊗ (y − µ)).
Als Abbruchkriterien ko¨nnen dieselben Kriterien wie fu¨r die Scha¨tzung der
Parameter im Random Effects Probitmodell gewa¨hlt werden.
4.4.1 Eigenschaften der GEE-Scha¨tzer
Mit einem konsistenten Scha¨tzer fu¨r γ und unter recht schwachen Regu-
larita¨tsbedingungen ist der Scha¨tzer βˆ
∗
, der die verallgemeinerten Scha¨tz-
gleichungen 4.3 lo¨st, konsistent und asymptotisch normalverteilt mit einer
Kovarianzmatrix, die mit Ĉov(βˆ
∗
) = Ĝ
−1
ŴĜ
−1
, wobei
Ĝ = −(X′DΩ−1DX)
βˆ
∗
,γˆ
und
Ŵ = (X′DΩ−1Ĉov(y)Ω−1DX)
βˆ
∗
,γˆ
mit
Ĉov(y) = Bdiag((y1 − µ1)(y1 −µ1)′, . . . , (yN − µN )(yN − µN )′),
konsistent gescha¨tzt werden kann (Liang und Zeger, 1986). Zentral
fu¨r dieses Ergebnis ist die korrekte Spezifikation des Erwartungswertes
E(yn|Xn) = µn bei festen Einflussgro¨ßen. Weder muss die Korrelationsma-
trixR(γ) korrekt spezifiziert sein, noch ist fu¨r γ ein bestimmter Scha¨tzer zu
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verwenden. Letzterer muss lediglich, ausgehend von der gewa¨hlten Korrela-
tionsstruktur, konsistent sein. Die Begru¨ndung fu¨r diese Ergebnisse liegt in
den Scha¨tzgleichungen selbst, denn diese setzen sich aus dem Produkt zwei-
er Terme zusammen, wovon der erste eine Funktion von γ aber nicht von
yn und der zweite nicht abha¨ngig von γ, und dessen Erwartungswert null
ist (Liang und Zeger, 1986, 1995). Obwohl der Scha¨tzer βˆ
∗
auch bei einer
Fehlspezifikation der Korrelationsmatrix konsistent ist, muss in diesem Fall
mit einer, relativ zu einer korrekten Spezifikation der Korrelationsmatrix,
geringeren (asymptotischen) Effizienz gerechnet werden.
Fu¨r spezielle Situationen ko¨nnen weitergehende Ergebnisse gezeigt wer-
den (z.B. Fitzmaurice, Laird und Rotnitzky, 1993; Mancl und Leroux, 1996;
McDonald, 1993; Spieß und Hamerle, 1996). Liegt etwa fu¨r jede Einheit die-
selbe regula¨re und damit invertierbare Matrix Xn vor, dann ist der GEE-
Scha¨tzer βˆ
∗
selbst und dessen asymptotische und gescha¨tzte Kovarianzma-
trix unabha¨ngig von der angenommenen Korrelationsmatrix (siehe Anhang
C.1). Weiterhin ist die asymptotische Varianz des GEE-Scha¨tzers gleich der
asymptotischen Varianz eines
”
Quasi-Likelihood“-Scha¨tzers, der innerhalb
der Klasse der in den Responsevariablen linearen Scha¨tzer die kleinste Vari-
anz aufweist (McCullagh, 1983). Entsprechende Datenmatrizen liegen etwa
bei einem La¨ngsschnittmodell vor, bei dem neben der Konstanten ledig-
lich Dummy-Variablen, die Zeiteffekte kodieren beru¨cksichtigt werden oder
bei einem saturierten varianzanlytischen Modell mit Messwiederholungen
auf allen Faktoren. Ein a¨hnliches, wenn auch schwa¨cheres Ergebnis erha¨lt
man, wenn nicht u¨ber die Einheiten, sondern u¨ber die T Messwiederho-
lungen invariante Einflussgro¨ßen betrachtet werden. In diesem Fall ist der
Scha¨tzer sowie dessen asymptotische und gescha¨tzte Kovarianzmatrix le-
diglich Funktion der Summe u¨ber die Zeilen beziehungsweise u¨ber Zeilen
und Spalten der angenommenen Korrelatiosstruktur, das heißt die ange-
nommene Korrelationsstruktur spielt nur eine unwesentliche Rolle (siehe
Anhang C.2). Allerdings ist in diesem Fall die asymptotische Varianz der
GEE-Scha¨tzer nicht identisch mit der asymptotischen Varianz der
”
Quasi-
Likelihood“-Scha¨tzer. Weiterhin la¨sst sich zeigen, dass in diesem Fall die
Annahme einer Equi-Korrelationsstruktur zu identischen Resultaten fu¨hrt
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wie die Annahme der Unabha¨ngigkeit (siehe Anhang C.2).
Die Eigenschaften von GEE-Scha¨tzern wurden, meist im Kontext von
Logitmodellen, in einigen Arbeiten mit Hilfe von Simulationen oder, fu¨r
sehr einfache Modelle, analytisch untersucht (z.B. Emrich und Piedmon-
te, 1992; Lee, Scott und Soo, 1993; Liang und Zeger, 1986; Sharples und
Breslow, 1992). Generelles Ergebnis dieser Untersuchungen ist, dass die
GEE-Scha¨tzer relativ zu dem jeweils entsprechenden ML-Scha¨tzer auch in
endlichen Stichproben recht brauchbar und der Effizienzverlust zwar bei
einer fa¨lschlicherweise gemachten Unabha¨ngigkeitsannahme gro¨ßer als bei
der korrekten Spezifikation der Korrelationsmatrix, im Allgemeinen aber
nicht sehr groß ist.
Prentice (1988) weist darauf hin, dass die Korrelation bina¨rer Respon-
sevariablen durch die jeweiligen marginalen Wahrscheinlichkeiten restrin-
giert ist. Sharples und Breslow (1992) berichten von Konvergenzproblemen
fu¨r ein Logitmodell mit zwei bina¨ren Einflussgro¨ßen, wenn diese Restrik-
tionen verletzt werden. Dabei traten entweder mehrere Lo¨sungen fu¨r die
Scha¨tzgleichungen oder negative Varianzscha¨tzungen auf. In Modellen mit
u¨ber alle Beobachtungspunkte variierenden Einflussgro¨ßen, die mehr als
zwei verschiedene Werte annehmen ko¨nnen ist allerdings zu erwarten, dass
diese Restriktion zumindest in einigen Fa¨llen verletzt ist. In diesem Zusam-
menhang ist nicht gekla¨rt, ab welchem Anteil an Restriktionsverletzungen
Konvergenzprobleme auftreten ko¨nnen.
Die in diesem Abschnitt beschriebenen GEE-Scha¨tzer ko¨nnen auch als
GMM-Scha¨tzer (
”
generalized methods of moments“-Scha¨tzer; z.B Avery,
Hansen und Hotz, 1983; Hansen, 1982) aufgefasst werden. Wa¨hrend die
GEE-Scha¨tzer auf einem biometrischen Hintergrund vorgeschlagen wurden,
wurden GMM-Scha¨tzer im o¨konometrischen Kontext entwickelt. Fu¨r eine
Einfu¨hrung in die Theorie der GMM-Scha¨tzer siehe etwa Davidson und
MacKinnon (1993).
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4.5 Ein Simulationsvergleich der Scha¨tzer
In diesem Abschnitt werden die in den letzten drei Abschnitten beschrie-
benen Scha¨tzer mit Hilfe von Simulationen in endlichen Stichproben mit-
einander verglichen, wobei besonderes Augenmerk auf die Eigenschaften
der GEE-Scha¨tzer gelegt werden soll (vgl. Spieß, 1995; Spieß und Hamerle,
1996, 2000).
Ausgehend von einem Random Effects Probitmodell oder, a¨quivalent,
einem Modell das zu einer Equi-Korrelationsstruktur in den latenten Feh-
lervariablen fu¨hrt, sind alle drei Scha¨tzer, der ML-Scha¨tzer, der dreistufige
Scha¨tzer und der GEE-Scha¨tzer, konsistent und asymptotisch normalver-
teilt. Dem Vorteil der dreistufigen und der GEE-Methode, keine vollsta¨ndi-
ge Verteilungsspezifiktion zu erfordern, steht der Nachteil einer relativ zu
dem ML-Scha¨tzer geringeren (asymptotischen) Effizienz gegenu¨ber. Eine zu
beantwortende Frage ist, neben einem generellen Vergleich, daher wie groß
der Effizienzverlust in verschiedenen Situationen, jeweils in endlichen Stich-
proben, tatsa¨chlich ist. Dabei ist, auch u¨ber das Equi-Korrelationsstruktur-
modell hinaus, ein Vergleich der dreistufigen mit den GEE-Scha¨tzern von
Interesse. Schließlich soll der Effizienzverlust unter Fehlspezifikation der
Korrelationsmatrix bei Verwendung der GEE-Methode untersucht werden.
Mit Ausnahme des ML-Scha¨tzers, der nur im Falle einer simulier-
ten Equi-Korrelationsstruktur berechnet wurde, ko¨nnen sowohl der GEE-
Scha¨tzer als auch der dreistufige Scha¨tzer, im Folgenden als 3ST-Scha¨tzer
bezeichnet, auch fu¨r andere Korrelationsstrukturen berechnet werden. Un-
ter welcher Annahme bezu¨glich der Korrelationsstruktur der jeweilige
Scha¨tzer berechnet wurde, ist durch einen entsprechenden Index ange-
zeigt. Im Falle einer Equi-Korrelationsstruktur werden die entsprechen-
den Scha¨tzer mit dem Index E versehen werden, die Scha¨tzer also als
GEEE- beziehungsweise 3STE-Scha¨tzer bezeichnet. Wird ein Scha¨tzer un-
ter Annahme einer gemischten AR(1)- und Equi-Korrelationsstruktur be-
rechnet, dann wird der Index AE verwendet, also GEEAE beziehungswei-
se 3STAE. Wird bei der Scha¨tzung eine AR(1)-Struktur modelliert, ist
der entsprechende Scha¨tzer mit dem Index A gekennzeichnet. Unter Un-
abha¨ngigkeit berechnete Scha¨tzer erhalten den Index U . Der Index R¯ be-
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zeichnet Scha¨tzer, die unter einer unrestringierten Korrelationsmatrix be-
rechnet wurden.
Fu¨r die in diesem Kapitel beschriebenen Simulationsstudien wurden Da-
ten entsprechend Modell (4.1) unter Verwendung der Programmiersprache
SAS/IML5 wie folgt simuliert. Unter Verwendung des von SAS bereitge-
stellten (Pseudo-) Zufallszahlengenerators, im Folgenden kurz als Zufalls-
zahlengenerator bezeichnet, zur Erzeugung von Werten standardnormal-
verteilter Zufallsvariablen, RANNOR, wurde zuna¨chst eine (T × N)-Matrix
von Werten erzeugt, die als Realisation unabha¨ngig standardnormalverteil-
ter Zufallsvariablen aufgefasst werden ko¨nnen. Diese Matrix wurde mit der
transponierten Cholesky-Wurzel der wahren Korrelationsmatrix multipli-
ziert. Mit diesem Schritt werden Fehlervariablen aus der entsprechenden
Normalverteilung mit Erwartungswert null und der gewu¨nschten Korrela-
tionsmatrix simuliert. Als wahre Korrelationsmatrizen wurde eine Equi-
Korrelationsmatrix (ρtt′ = σ
2 fu¨r alle t, t′) mit Korrelationen σ2 = .2,
σ2 = .5 und σ2 = .8, eine Korrelationsmatrix mit AR(1)-Struktur (ρtt′ =
ϑ|t−t
′|) mit ϑ = .2 und ϑ = .8 und eine gemischte AR(1)- und Equi-
Korrelationsstruktur (ρtt′ = σ
2 + (1 − σ2)ϑ|t−t′|) mit σ2 = .8 und ϑ = .2
gewa¨hlt. Fu¨r die in diesem Abschnitt betrachteten Simulationen wurde als
Anzahl an Messzeitpunkten im Allgemeinen T = 5 gewa¨hlt.
Anschließend wurden drei Einflussgro¨ßen, ebenfalls unter Verwendung
der von SAS bereitgestellten Zufallszahlengeneratoren, simuliert. Die erste,
eine bina¨re mit Pr(xnt1 = 1) = .5 fu¨r alle n, t, wurde mit Hilfe des Zu-
fallszahlengenerators RANUNI zur Generierung von aus [0, 1] gleichverteilten
Werten generiert. Dazu wurden zuna¨chst u¨ber alle NT Beobachtungspunk-
te voneinander unabha¨ngige Werte erzeugt und falls der Wert 0.5 u¨berstieg
auf den Wert eins gesetzt und auf null sonst. Fu¨r die zweite Einflussgro¨ße
wurden jeweils unabha¨ngig u¨ber alle NT Beobachtungspunkte Werte mit
Hilfe von RANNOR und fu¨r die dritte mit Hilfe von RANUNI, nun allerdings
mit Erwartungswert 0 und Varianz 1/12, erzeugt.
5SAS ist ein umfassendes Programmsystem fu¨r statistische Analysen. Das Copyright
besitzt SAS Institute Inc., Cary, NC, USA. IML (
”
Intercative matrix language“) ist eine
in die SAS-Umgebung integrierte Programmiersprache.
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Die latenten, nicht beobachtbaren Responsevariablen wurden erzeugt,
indem die Einflussgro¨ßen mit den Parameterwerten β1, β2 und β3 multipli-
ziert, aufsummiert und mit der Konstanten α sowie den erzeugten Werten
fu¨r die Fehlervariablen addiert wurden. Fu¨r die hier betrachtete Simulati-
onsstudie wurde β1 = .8, β2 = .8, β3 = −.8 und α = −.3 gewa¨hlt. Da die
Werte der Fehlervariablen aus einer Normalverteilung mit den Varianzen
eins generiert wurden, ist β∗ = β fu¨r alle drei Regressionsparameter. Wei-
terhin ist σ = σπ. Die beobachtbare Responsevariable wurde auf den Wert
eins gesetzt, falls die jeweils entsprechende latente Responsevariable den
Wert null u¨berschritt und auf den Wert null sonst. Damit ist auch ζ∗ = α.
Neben der Korrelationsstruktur und den jeweiligen Parameterwerten
wurde als weiterer Faktor die Anzahl an Einheiten variiert. So wurden fu¨r
die hier zu untersuchende Fragestellung Simulationen mitN = 50,N = 100,
N = 250, N = 500 und N = 1000 Einheiten durchgefu¨hrt. Fu¨r jede mo¨gli-
che Kombination der Korrelationsstruktur mit einem bestimmten Parame-
terwert und der Anzahl an Einheiten wurden jeweils unter Konstanthal-
tung der Einflussgro¨ßen 500 Datensa¨tze erzeugt und mit den verschiedenen
Verfahren gescha¨tzt. ML-Scha¨tzer fu¨r das Random Effects Probitmodell
wurden lediglich dann berechnet, wenn eine Equi-Korrelationsstruktur si-
muliert wurde. Um eine hinreichende Anzahl an Stu¨tzstellen fu¨r die appro-
ximative Berechnung der Integrale bei der ML-Scha¨tzung sicherzustellen,
wurde jedes Modell unter Verwendung derselben Datensa¨tze mit einer je-
weils zunehmenden Anzahl an Stu¨tzstellen gescha¨tzt, bis die gerundeten Er-
gebnisse in den vier fu¨hrenden, von null verschiedenen Ziffern gleich blieb.
Die iterative Berechnung der Scha¨tzwerte wurde beendet, wenn alle abso-
luten Werte der ersten Ableitung und alle absoluten Differenzen zwischen
den aktualisierten und den noch nicht aktualisierten Scha¨tzwerten kleiner
als 10−6 war oder wenn nach 40 Iterationen keine Lo¨sung gefunden wor-
den war. Als Anfangsscha¨tzer wurden fu¨r die in den folgenden Abschnitten
berichteten Ergebnisse die wahren Werte, oder falls solche nicht verfu¨gbar
waren, etwa fu¨r γ im Falle der GEE-Scha¨tzer, einfache u¨ber Mittelwerte
berechnete Startwerte (Spieß, 1995, Abschnitt 9) verwendet.
Um die Ergebnisse vergleichen zu ko¨nnen, wurde jeweils das arithme-
tische Mittel (m) der Scha¨tzwerte u¨ber die Simulationen (s = 1, . . . , S),
4.5. Ein Simulationsvergleich der Scha¨tzer 119
die Wurzel aus dem mittleren quadratischen Fehler (rmse) u¨ber die Simu-
lationen, definiert als rmse = (S−1
∑S
s=1(θˆs − θ0)2)1/2, mit θˆs dem in der
s-ten Simulation gewonnenen Scha¨tzwert fu¨r den Parameter θ mit wahrem
Wert θ0, sowie die Wurzel aus den u¨ber die Simulationen gemittelten Va-
rianzscha¨tzungen ŝd = (S−1
∑S
s=1 v̂ar(θˆs))
1/2, mit v̂ar(θˆs) der gescha¨tzten
Varianz fu¨r θˆs, berechnet. Werden fu¨r einen Scha¨tzer dessen asymptotische
Eigenschaften auch in endlichen Stichproben in Anspruch genommen, dann
sollte der Kennwert ŝd a¨hnliche Werte wie rmse annehmen.
4.5.1 Bias
In diesem Abschnitt sollen der Bias der mit den drei Scha¨tzverfahren be-
rechneten Scha¨tzer untersucht werden. Dazu wurden ML-, GEE- und der
mit dem dreistufigen Verfahren gewonnene Scha¨tzer jeweils unter Annahme
der korrekten Korrelationsstruktur berechnet.
Obwohl alle drei Scha¨tzer konsistent sind, sind sie in endlichen Stich-
proben nicht unverzerrt. Da in den simulierten Beispielen die verschiedenen
Einflussgro¨ßen keinen systematisch unterschiedlichen Einfluss auf den Bias
ausu¨bten, wird hier der Mittelwert m(|βˆ|) = (m(βˆ1) +m(βˆ2) + |m(βˆ3)|)/3,
mit m(βˆp) dem arithmetischen Mittel der u¨ber die Simulationen berechne-
ten Scha¨tzwerte fu¨r βp, betrachtet werden. Wie aus Abbildung 4.1 ersicht-
lich ist, nimmt der Bias, hier unter einer Equi-Korrelationsmatrix, fu¨r alle
drei Verfahren mit zunehmender Stichprobengro¨ße ab.
Wa¨hrendML- und GEE-Scha¨tzer den absoluten wahrenWert eher u¨ber-
scha¨tzen, fu¨hrt die dreistufige Methode eher zu einer Unterscha¨tzung. Be-
trachtet man den absoluten Bias, dann sind die Unterschiede zwischen den
Scha¨tzern fu¨r eine sinnvolle Interpretation zu gering. A¨hnliche Ergebnis-
se fu¨r GEE- und dreistufige Scha¨tzer erha¨lt man, wenn die anderen Mo-
dellspezifikationen betrachtet werden. Zu beachten ist, dass die Anzahl an
Konvergenzproblemen in mehr als in 5% der Simulationen bei Verwendung
der dreistufigen Methode dazu fu¨hrte, dass die Simulationsergebnisse fu¨r
N = 50 bei σ2 = .2 beziehungsweise fu¨r N = 50 und N = 100 bei σ2 = .8
nicht beru¨cksichtigt werden. Aus Abbildung 4.1 ist weiterhin ein schwacher
Effekt der Korrelationssta¨rke ersichtlich: Der Bias ist etwas gro¨ßer bei einer
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Abbildung 4.1: Scha¨tzergebnisse m(|βˆ|) fu¨r die die Einflussgro¨ßen gewich-
tenden Parameter in Abha¨ngigkeit von N bei einer Equikorrelation mit
niedrigen beziehungsweise hohen Korrelationen und T = 5. ML-, GEEE
und 3STE-Scha¨tzer jeweils u¨ber 500 Simulationen.
0.77
0.80
0.83
100 250 500 1000
N
σ2 = .2
m
(|β|)ˆ
ML
GEEE
3STE 0.77
0.80
0.83
100 250 500 1000
N
σ2 = .8
m
(|β|)ˆ
ML
GEEE
3STE
ho¨heren Korrelation.
Abbildung 4.2: Scha¨tzergebnisse m(|σˆ|) fu¨r den Korrelationsstrukturpara-
meter σ in Abha¨ngigkeit von N bei einer Equikorrelation mit niedrigen
beziehungsweise hohen Korrelationen und T = 5. ML-, GEEE und 3STE-
Scha¨tzer jeweils u¨ber 500 Simulationen.
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Betrachtet man die Scha¨tzer fu¨r σ (Abbildung 4.2), dann wird auch hier
deutlich, dass der Bias mit zunehmender Stichprobengro¨ße abnimmt. Dies-
mal tendiert der ML-Scha¨tzer dazu den wahren Wert eher zu unterscha¨tzen,
der Scha¨tzer unter Verwendung des dreistufigen Verfahrens tendiert dage-
gen zu einer U¨berscha¨tzung. Anders als bei der Scha¨tzung der Regressi-
onsparameter ist der Bias bei einer niedrigen wahren Korrelation deutlich
gro¨ßer als bei einer hohen.
4.5.2 Relative Effizienz und Verteilungen
Auch fu¨r die Untersuchung der relativen Effizienz der verschiedenen Scha¨t-
zer zueinander wurde fu¨r die GEE- und die Scha¨tzer unter Verwendung des
dreistufigen Verfahrens jeweils die wahre Korrelationsstruktur verwendet.
Fu¨r die GEE-Scha¨tzer ist bei anderen als einer simulierten Equi-Korrelati-
onsstruktur die wahre Korrelationsstruktur in den beobachtbaren Respon-
sevariablen nicht so einfach anzugeben. Wurde eine AR(1)-Struktur simu-
liert, dann wurde bei der Berechnung der GEE-Scha¨tzer eine gemischte
AR(1)- und Equi-Korrelationsstruktur unterstellt. Diese bildet die Struk-
tur der Korrelationsmatrix der beobachtbaren Responsevariablen mit nur
einem zusa¨tzlichen Parameter deutlich besser ab als eine AR(1)-Struktur
(Spieß, 1995, Kapitel 9).
Die Wurzel aus den mittleren gescha¨tzten Varianzen und den mittleren
quadrierten Fehlern waren unterschiedlich fu¨r die verschiedenen Regressi-
onsparameterscha¨tzer. Die Werte der beiden Kennwerte waren am gro¨ßten
fu¨r β3, gefolgt von β1 und am kleinsten fu¨r β2. Dies galt fu¨r alle drei Scha¨tz-
verfahren unter allen simulierten Modellspezifikationen. Da das Ergebnis-
muster bezu¨glich dieser beiden Kennwerte fu¨r alle drei Scha¨tzer dasselbe
war, werden im Folgenden lediglich die Ergebnisse fu¨r β1, den die dichotome
Einflussgro¨ße gewichtenden Parameter, dargestellt.
In den folgenden Abbildungen sind in der jeweils obersten Graphik die
Kennwerte rmse fu¨r ML-, GEEE- und 3STE-Scha¨tzer bei zunehmendem
N abgetragen. In den jeweils mittleren Graphiken sind die Verha¨ltnisse
ŝd/rmse und in den jeweils untersten Graphiken die Verha¨ltnisse der Kenn-
werte rmse fu¨r GEEE- zu ML- beziehungsweise 3ST- zu ML-Scha¨tzer abge-
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tragen. Eine deutliche U¨berscha¨tzung der Varianz der Scha¨tzwerte spiegelt
sich in der mittleren Graphik demnach in einem Wert wider, der deutlich
gro¨ßer als eins ist. Die Effizienz von GEEE- und 3STE-Scha¨tzer relativ zum
ML-Scha¨tzer la¨sst sich der jeweils dritten Graphik entnehmen. Werte gro¨ßer
eins deuten auf einen gegenu¨ber dem ML-Scha¨tzer ineffizenteren Scha¨tzer
hin.
Die in Abbildung 4.3 abgetragenen Ergebnisse spiegeln zuna¨chst das
zu erwartende Ergebnis wider, dass mit zunehmender Stichprobengro¨ße die
mittleren quadratischen Fehler kleiner werden. Fu¨r die dreistufigen Scha¨tzer
sind die Kenwerte rmse systematisch gro¨ßer als fu¨r GEE- und ML-Scha¨tzer.
Bei niedrigen Korrelationen (σ2 = .2) sind die Unterschiede zwischen drei-
stufigem, GEE- und ML-Scha¨tzer ab etwa N = 250, bei einer hohen Kor-
relation (σ2 = .8) erst ab etwa N = 1000 vernachla¨ssigbar.
Die mittleren Graphiken zeigen sowohl fu¨r eine geringe als auch fu¨r ei-
ne hohe Korrelation eine deutliche Unterscha¨tzung der mittleren quadrati-
schen Fehler durch die gescha¨tzten Varianzen fu¨r die dreistufigen Scha¨tzer,
die erst ab N = 500 beziehungsweise N = 1000 vernachla¨ssigbar wird. Die
Abweichungen dieser Verha¨ltnisse von eins sind fu¨r ML- und GEE-Scha¨tzer
von einem Ausreißer bei einer niedrigen Korrelation und N = 100 abgese-
hen vernachla¨ssigbar.
Die jeweils untersten Graphiken machen deutlich, dass der GEEE-Scha¨t-
zer relativ zum ML-Scha¨tzer effizienter ist als der dreistufige Scha¨tzer. Fu¨r
geringe Korrelationen ist der GEEE-Scha¨tzer nicht ineffizienter als der ML-
Scha¨tzer, ab etwa N = 500 sind GEEE- und 3STE-Scha¨tzer vergleichbar.
Bei hohen Korrelationen ist dies anders. Hier ist der GEEE-Scha¨tzer im All-
gemeinen etwas ineffizienter als der ML-Scha¨tzer. Der dreistufige Scha¨tzer
ist — relativ zum ML-Scha¨tzer — zuna¨chst (N = 250) deutlich ineffizienter
als der GEEE-Scha¨tzer, wird bei zunehmendem N effizienter, bleibt aber
selbst bei N = 1000 ineffizienter als der GEEE-Scha¨tzer.
Im Falle der Equi-Korrelationsstruktur legen die Simulationsergebnisse
den Schluss nahe, dass der ML-Scha¨tzer fu¨r β1 bei einer hohen Korrelati-
on effizienter ist im Sinne eines kleineren quadrierten mittleren Fehlers als
der GEE-Scha¨tzer und dieser wiederum effizienter als der Scha¨tzer unter
Verwendung des dreistufigen Verfahrens. Diese Unterschiede zwischen ML-
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Abbildung 4.3: Scha¨tzergebnisse rmse, ŝd/rmse und Verha¨ltnisse der rmse
fu¨r den die dichotome Einflussgro¨ße gewichtenden Parameter in Abha¨ngig-
keit von N bei einer Equikorrelation mit hohen beziehungsweise niedrigen
Korrelationen und T = 5. ML-, GEEE und 3ST-Scha¨tzer jeweils u¨ber 500
Simulationen.
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und GEE-Scha¨tzer werden klein bei einer mittleren Korrelation und ver-
schwinden bei einer geringen Korrelation (vgl. Spieß und Hamerle, 1996,
2000). Das dreistufige Verfahren fu¨hrt in den hier betrachteten Modellen
fu¨r N < 500 beziehungsweise N < 1000 zu systematisch unterscha¨tzten
mittleren quadrierten Fehlern. Weiterhin fu¨hrt dieses Verfahren fu¨r die hier
betrachteten Modellspezifikationen zu den — relativ zum ML-Scha¨tzer —
ineffizientesten Scha¨tzern. Dieses prinzipielle Ergebnismuster ist dasselbe
fu¨r die anderen Parameter des systematischen Teils des Regressionsmodells.
In Tabelle 4.4 sind die Simulationsergebnisse fu¨r die Scha¨tzer σˆ unter
Verwendung der ML-Methode und des dreistufigen Verfahrens angegeben.
Das generelle Ergebnis fu¨r σ ist a¨hnlich wie fu¨r den Regressionspara-
meter β2. So nimmt der mittlere quadratische Fehler mit zunehmendem N
ab. Allerdings ist dieser bei einer hohen Korrelation generell geringer als
bei einer niedrigen Korrelation. Bei Verwendung der ML-Methode ist der
mittlere quadratische Fehler, mit einer Ausnahme bei einer niedrigen Kor-
relation und N = 50, nicht wesentlich von eins verschieden, wa¨hrend das
dreistufige Verfahren zu einer Unterscha¨tzung neigt, die bei einer niedrigen
Korrelation fu¨r N = 100 und bei einer hohen Korrelation fu¨r N ≤ 250 recht
deutlich ist. Bei einer niedrigen Korrelation ist der unter der dreistufigen
Methode berechnete Scha¨tzer fu¨r N = 100 zudem deutlich ineffizienter, fu¨r
N > 100 wenn auch nicht in diesem Ausmaß so doch systematisch ineffizi-
enter als der ML-Scha¨tzer. Bei einer hohen Korrelation ist der 3ST-Scha¨tzer
deutlich und systematisch ineffizienter als der ML-Scha¨tzer.
Die Verteilungen der Scha¨tzwerte wurden im Rahmen der von SAS be-
reitgestellten Prozedur PROC UNIVARIATE auf Normalverteilung getestet.
Zwar war dieser Test in einigen Fa¨llen, vor allem in kleineren Stichproben
signifikant, das Ergebnismuster unterschied sich aber nicht wesentlich fu¨r
die drei Scha¨tzverfahren. Aufgrund der Restriktion −1 < ρ < 1 tendier-
ten die Verteilungen der Scha¨tzwerte fu¨r σ bei hohen wahren Werten und
insbesondere in kleinen Stichproben zu linksschiefen Verteilungen.
Das in diesem Abschnitt beschriebene generelle Ergebnismuster trat
ebenso auf, wenn anstatt eines Modells mit T = 5 ein Modell mit T = 8
Zeitpunkten beziehungsweise anstelle der hier betrachten eine dichotome
und eine gammaverteilte Einflussgro¨ße betrachtet wurde. Ebenso u¨betra¨gt
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Abbildung 4.4: Scha¨tzergebnisse rmse, ŝd/rmse und Verha¨ltnisse der rmse
fu¨r den Korrelationsstrukturparameter σ in Abha¨ngigkeit von N bei ei-
ner Equikorrelation mit hohen beziehungsweise niedrigen Korrelationen und
T = 5. ML-, GEEE und 3ST-Scha¨tzer jeweils u¨ber 500 Simulationen.
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sich das generelle Ergebnismuster fu¨r GEE- und 3ST-Scha¨tzer wenn anstatt
der Equi-Korrelationsstruktur die anderen simulierten Korrelationsstruktu-
ren betrachtet werden.
4.5.3 Zur Effizienz der GEE-Scha¨tzer
Die Ergebnisse des letzten Abschnittes legen den Schluss nahe, dass der Effi-
zienzverlust bei Verwendung der GEE-Scha¨tzer relativ zu demML-Scha¨tzer
zwar von der Ho¨he der Korrelation abha¨ngig aber insgesamt relativ gering
ist, wenn fu¨r die GEE-Scha¨tzer eine geeignete Korrelationsmatrix gewa¨hlt
wird. In diesem Abschnitt soll untersucht werden, wie groß der Effizienz-
verlust bei Verwendung unterschiedlicher Korrelationsmatrizen fu¨r die Be-
rechnung der GEE-Scha¨tzer in endlichen Stichproben ist. Dabei werden als
Korrelationsstrukturmodell neben der Equi-, der AR(1)- und der gemisch-
ten Equi- und AR(1)-Korrelationsstruktur auch das Unabha¨ngigkeitsmodell
sowie eine unrestringierte Korrelationsstruktur beru¨cksichtigt. Des Weite-
ren sollen, anknu¨pfend an die Ausfu¨hrungen in Abschnitt 4.4.1, die Eigen-
schaften der GEE-Scha¨tzer bei Vorliegen verschiedener Arten invarianter
Einflussgro¨ßen untersucht werden. Schließlich werden Konsequenzen einer
Verletzung der Restriktionen bezu¨glich der Korrelationen (Prentice, 1988;
Sharples und Breslow, 1992) betrachtet.
Bei der Erzeugung der Daten und der Berechnung der Scha¨tzer wur-
de vorgegangen, wie im letzten Abschnitt beschrieben. Die Daten wurden
unter Verwendung derselben Parameterwerte und Korrelationsstrukturen
generiert. Ausgehend von den jeweils unter einer bestimmten Korrelations-
struktur simulierten Daten wurden die GEE-Scha¨tzer unter verschiedenen
Annahmen bezu¨glich der Korrelationsstruktur berechnet. Der U¨bersicht-
lichkeit wegen, sollen hier lediglich die Ergebnisse unter Simulation der
Equi- sowie der AR(1)-Strukturen betrachtet werden. Das Ergebnismuster
entspricht demjenigen fu¨r die gemischte Equi- und AR(1)- sowie fu¨r ei-
ne unrestringierte Struktur. Die Anzahl an Einheiten wurde bei N = 500
konstant gehalten.
Neben den bereits beschriebenen Kennwerten m, ŝd und rmse wurde
hier zusa¨tzlich der Anteil an Ablehnungen der Nullhypothese H0: θ = θ0
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mit θ0 dem wahren Wert des Parameters θ, bei einem α = .05 (approxi-
mativer Gaußtest) u¨ber die jeweils 500 Simulationen berechnet (rej). Fu¨r
alle hier betrachteten Modellspezifikationen und GEE-Varianten lagen die-
se fu¨r alle Parameter im akzeptablen Bereich von .05 ± .02. Ein Test auf
Normalverteilung fu¨hrte zu vereinzelten, aber nicht systematischen Ableh-
nungen. Um die Darstellung u¨bersichtlich zu gestalten werden auch hier, da
sich die Ergebnismuster fu¨r die verschiedenen Regressionsparameter nicht
systematisch unterscheiden, die Simulationsergebnisse lediglich fu¨r den die
dichotome Einflussgro¨ße gewichtenden Parameter β1 dargestellt.
In Abbildung 4.5 sind fu¨r β1 unter einer simulierten Equi-Korrelati-
onsstruktur mit σ2 = .2 und σ2 = .8, sowie unter einer AR(1)-Struktur
mit ϑ = .2 und ϑ = .8, jeweils im oberen Teil der Graphik Werte fu¨r den
Kennwert m, im mittleren Teil fu¨r rmse und im jeweils unteren Teil fu¨r
ŝd/rmse als Funktion der unter verschiedenenen Annahmen berechneten
GEE-Scha¨tzer abgetragen.
Aus der Darstellung in Abbildung 4.5 wird zuna¨chst deutlich, dass fu¨r
alle GEE-Scha¨tzer die Unterschiede zwischen den gemittelten Scha¨tzwerten
selbst sowie den mittleren quadratischen Fehlern und den gescha¨tzten Vari-
anzen auch bei Fehlspezifikation der Korrelationsstruktur vernachla¨ssigbar
sind. Auffallend sind dagegen die Unterschiede in den Kennwerten rmse.
Vor allem bei hohen wahren Korrelationen ist der Unterschied zwischen
GEEU - einerseits und GEEE-, GEEAH- und GEER¯-Scha¨tzern andererseits
sehr deutlich. Der Effizienzgewinn ist offensichtlich maximal wenn von der
Unabha¨ngigkeitsannahme zur Modellierung irgend einer Korrelationsstruk-
tur u¨bergegangen wird. Wie die Graphik zur AR(1)-Struktur mit ϑ = .8
zeigt, gewinnt man weitere Effizienz, wenn anstatt irgend einer die wahre
Korrelationsstruktur modelliert wird6. Aufgrund des Maßstabs nicht aus
Abbildung 4.5 ersichtlich, gilt dies wenn auch nur mit sehr geringen un-
terschieden prinzipiell auch bei einer niedrigen wahren Korrelation. Etwas
deutlicher zeigten sich diese Unterschiede bei einer mittleren Korrelation.
6Dies la¨sst sich aus der Graphik zur Equi-Korrelation mit σ2 = .8 nicht ableiten,
denn die Scha¨tzer GEEE, GEEAH und GEER¯ sind gleichermaßen in der Lage eine Equi-
Korrelationsstruktur abbzubilden.
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Abbildung 4.5: Scha¨tzergebnisse m, rmse und ŝd/rmse u¨ber 500 Simulatio-
nen fu¨r β1 unter einer simulierten Equi-Korrelationsstruktur mit σ
2 = .2
und σ2 = .8 sowie einer AR(1)-Struktur mit ϑ = .2 und ϑ = .8 fu¨r GEEU -,
GEEE-, GEEAH- und GEER¯-Scha¨tzer fu¨r T = 5.
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Diese generellen Ergebnisse sind sehr robust. Sie treten sowohl unter
den anderen beschriebenen Korrelationsstrukturen, bei Verwendung ande-
rer Einflussgro¨ßen, einer anderen Anzahl an Messzeitpunkten aber auch
bei unterschiedlichen Anzahlen an simulierten Einheiten auf. Dabei sind
die beschriebenen Unterschiede bei einer kleineren Anzahl an Einheiten
(N = 100) deutlicher als bei einer gro¨ßeren (N = 1000). Eine ausfu¨hrliche
Darstellung findet man in Spieß (1995).
Eine andere Frage betrifft die Effizienz der GEE-Scha¨tzer bei Vorliegen
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invarianter Einflussgro¨ßen. Die Fa¨lle, bei denen jeweils nur fu¨r alle Einhei-
ten dieselbe regula¨re Datenmatrix oder nur u¨ber die Messzeitpunkte inva-
riante Einflussgro¨ßen vorliegen wurde theoretisch bereits in Abschnitt 4.4.1
behandelt. Daher soll hier ein Modell mit einer Mischung aus beiden Arten
von Einflussgro¨ßen betrachtet werden. Als
”
Referenzmodell“ wird daneben
ein Modell mit u¨ber die Einheiten und Messzeitpunkte frei variierenden
Einflussgro¨ßen simuliert.
Die Daten wurden entsprechend dem bereits beschriebenen Verfahren
erzeugt. Abweichend von den bereits beschriebenen Modellen, wurde fu¨r
jede Einheit eine Datenmatrix bestehend aus Dummy-Variablen, die die
Stufen der T = 3 Messzeitpunkte unter einer symmetrischen Restriktion ko-
dieren (siehe Abschnitt 3.1.3), sowie zusa¨tzlich eine jeweils fu¨r die Einheiten
spezifische aber u¨ber die Messzeitpunkte identische normalverteilte Varia-
ble mit Erwartungswert null und Varianz eins simuliert (Modell I). Letztere
wurde unter Verwendung des Zufallszahlengenerators RANNOR erzeugt. Als
”
Referenzmodell“ (Modell II) wurde ein Modell mit zwei jeweils trichoto-
men Variablen mit Pr(xnp = 1) = Pr(xnp = 0) = Pr(xnp = −1) = 1/3 fu¨r
alle n und p = 1, 2, und einer u¨ber alle n, t Beobachtungspunkte frei variie-
renden Variable, derenWerte mit Hilfe von RANNORmit Erwartungswert null
und Varianz eins erzeugt wurden, simuliert. Als Korrelationsmatrix wurde
eine Equi-Korrelationsmatrix simuliert mit σ2 = .8. Fu¨r jede dieser Konstel-
lationen wurden N = 1000 Einheiten simuliert. Berechnet wurden sowohl
die GEE-Scha¨tzer unter einer Unabha¨ngigkeitsannahme sowie der Annah-
me einer Equi-Korrelationsstruktur als auch der ML-Scha¨tzer des Random
Effects Probitmodells. Als wahre Parameterwerte wurden α = −.3, β1 = 1,
β2 = −1 und β3 = 1 gewa¨hlt.
Die Ergebnisse fu¨r β2, einen der beiden die trichotomen Variablen ge-
wichtenden Parameter, sowie β3, den die normalverteilte Variable gewich-
tenden Parameter sind in Abbildung 4.6 dargestellt. In jeder Teilgraphik
ist fu¨r die drei Scha¨tzer (GEEU , GEEE und ML) zuna¨chst der Kennwert
m, im mittleren Teil der Kennwert rmse und im unteren Teil der Kennwert
rej u¨ber die jeweils S = 500 Simulationen abgetragen. Die Ergebnisse fu¨r
β1 sind mit jenen fu¨r β2 vergleichbar.
Die Ergebnisse in Abbildung 4.6 sowie die nicht abgebildeten Ergebnis-
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Abbildung 4.6: Scha¨tzergebnisse m, rmse und rej u¨ber 500 Simulationen
fu¨r β1, β2 und β3 unter einer simulierten Equi-Korrelationsstruktur mit
σ2 = .8 fu¨r GEEU -, GEEE- und ML-Scha¨tzer bei N = 1000 und T = 3.
Modell I: U¨ber die Einheiten invariante Designmatrix und zeitinvariante
Einflussgro¨ße. Modell II: Frei variierende Einflussgro¨ßen.
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se fu¨r β1 legen den Schluss nahe, dass der Unterschied zwischen den drei
Scha¨tzern selbst fu¨r die hier betrachtete hohe Korrelation bei der betrachte-
ten Kombination von invarianten Einflussgro¨ßen praktisch vernachla¨ssigbar
ist. Der Effizienzverlust gegenu¨ber dem ML-Scha¨tzer bei Verwendung der
GEE-Scha¨tzer ist selbst bei einer deutlichen Fehlspezifikation der Korrelati-
onsstruktur offensichtlich nur gering. Dies gilt insbesondere fu¨r die Scha¨tz-
werte der Regressionsparameter des fu¨r alle Einheiten identischen Teils der
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Datenmatrix. Wie zu erwarten, sind die Unterschiede zwischen den drei
Scha¨tzern fu¨r das Modell mit den frei variierenden Parametern deutlicher,
wobei der GEE-Scha¨tzer unter Annahme der Unabha¨ngigkeit ineffizienter
ist als der GEE-Scha¨tzer unter Annahme einer Equi-Korrelationsstruktur
und dieser wiederum ist ineffizienter als der ML-Scha¨tzer (vgl. Spieß und
Hamerle, 1996).
Fu¨r keines der simulierten Modelle wurde eine Verbindung zwischen
einer Verletzung der Restriktionen bezu¨glich der Korrelationen (Prentice,
1988) und mo¨glichen Konvergenzproblemen beobachtet. Dazu ist zu be-
merken, dass in den durchgefu¨hrten Simulationen bei der Berechnung der
GEE-Scha¨tzer insgesamt nur wenig Konvergenzprobleme auftraten, und an-
dererseits, dass diese Restriktionen in vielen Fa¨llen, in denen keine Konver-
genzprobleme auftraten, verletzt waren. Der Anteil an Verletzungen dieser
Restriktion erreichte etwa in den in den Abschnitten 4.5.1 und 4.5.2 be-
richteten Simulationsstudien Werte bis zu 47%, wobei diese Verletzungen
ha¨ufiger bei hohen wahren Korrelationen und in kleineren Stichpoben auf-
traten.
4.5.4 Zusammenfassung der Simulationsergebnisse
Wie zu erwarten, sind die Scha¨tzer fu¨r alle drei betrachteten Verfahren bei
zunehmender Stichprobengro¨ße weniger verzerrt und weisen einen kleineren
mittleren quadratischen Fehler auf. Als eine wichtige Konsequenz aus den
Simulationsergebnissen des Abschnitts 4.5.2 ergibt sich, dass das dreistufige
Scha¨tzverfahren fu¨r die betrachteten Modelle generell zu den ineffiziente-
sten Scha¨tzern fu¨hrt. Dazu kommt eine zumindest in kleineren Stichproben
(N < 500 beziehungsweise N < 1000) systematische Unterscha¨tzung des
mittleren quadratischen Fehlers. In Verbindung mit einem im Vergleich zu
den anderen Scha¨tzern vor allem in kleineren Stichproben und bei ho¨heren
wahren Korrelationen hohen Anteil an Konvergenzproblemen (vgl. Spieß
und Hamerle, 2000), ist dieses Verfahren das von den Beru¨cksichtigten am
wenigsten Geeignete. Von den weiteren Betrachtungen wird es daher aus-
geschlossen. Der Vergleich des ML-Scha¨tzers mit dem GEE-Scha¨tzer unter
Annahme der korrekten Korrelationsstruktur legt den Schluss nahe, dass
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der GEE-Scha¨tzer etwas ineffizienter ist als der ML-Scha¨tzer. Der Unter-
schied ist vernachla¨ssigbar bei einer sehr kleinen und nimmt zu mit ei-
ner gro¨ßer werdenden wahren Korrelation. Beide Verfahren fu¨hren fu¨r die
hier betrachteten Modellspezifikationen bereits ab N = 50 beziehungsweise
N = 100 zu akzeptablen Ergebnissen.
Der Vergleich der GEE-Scha¨tzer unter Annahme unterschiedlicher Kor-
relationsstrukturen zeigt, dass auch hier die Effizienzunterschiede zwischen
den verschiedenen GEE-Scha¨tzern bei einer geringen wahren Korrelati-
on und großen Stichproben vernachla¨ssigbar ist. Diese Unterschiede wer-
den deutlicher mit einer zunehmenden Korrelation und einer abnehmen-
den Stichprobengro¨ße. Dabei sind die Unterschiede am deutlichsten zwi-
schen dem GEE-Scha¨tzer unter Annahme der Unabha¨ngigkeit und jenen
GEE-Scha¨tzern, die unter einer Abha¨ngigkeitsannahme gewonnen werden.
Die Unterschiede zwischen den GEE-Scha¨tzern, die unter Annahme ei-
ner Abha¨ngigkeit berechnet werden sind gering, wobei derjenige Scha¨tzer,
bei dem die angenommene Korrelationsstruktur der wahren Struktur am
na¨chsten kommt die ho¨chste Effizienz aufweist.
Diese Unterschiede gelten jeweils fu¨r frei variierende Einflussgro¨ßen.
Bezu¨glich invarianter Einflussgro¨ßen legen die theoretischen Ergebnisse so-
wie die Ergebnisse in Abschnitt 4.5.3 nahe, dass die Unterschiede sowohl
zwischen den GEE-Scha¨tzern unter verschiedenen Annahmen bezu¨glich der
Korrelationsstruktur als auch zwischen diesen und dem ML-Scha¨tzer ver-
schwinden oder deutlich geringer sind als bei frei variierenden Einfluss-
gro¨ßen.
Insgesamt weisen diese wie auch etwa von Liang und Zeger (1986), Li-
ang, Zeger und Qaqish (1992) oder Sharples und Breslow (1992) berichtete
Ergebnisse darauf hin, dass die GEE-Scha¨tzer bei einem im Allgemeinen
nur geringen Effizienzverlust eine zu einem ML-Scha¨tzer brauchbare Alter-
native darstellen. Die Tatsache, dass die identifizierbaren Parameter des
systematischen Teils auch dann konsistent, wenn auch weniger effizient,
gescha¨tzt werden, wenn die Korrelationsmatrix fehlspezifiziert ist, macht
die GEE-Scha¨tzer fu¨r die Anwendung zusa¨tzlich attraktiv. Fu¨r bestimm-
te Fragestellungen sind die von Liang und Zeger (1986) vorgeschlagenen
GEE-Scha¨tzer allerdings nicht verwendbar, und zwar dann, wenn neben
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den identifzierbaren Regressionsparametern auch ein Modell in den Feh-
lervariablen eines latenten Modells, das zu einer bestimmten Korrelations-
matrix der Fehlervariablen fu¨hrt, angenommen wird und gescha¨tzt werden
soll. Die zur Scha¨tzung solcher bina¨ren Probitmodelle notwendige Modifika-
tion der verallgemeinerten Scha¨tzgleichungen ist Gegenstand der na¨chsten
Abschnitte.
4.6 Erweiterungen des GEE-Ansatzes
Vor allem in Sozial- und Wirtschaftswissenschaften aber auch in der Psy-
chologie besteht ha¨ufig ein inhaltliches Interesse an einem Modell in den
Fehlervariablen des latenten Modells (z.B. Heckman, 1981; Muthe´n, 1984;
Schepers, Arminger und Ku¨sters, 1991). Der in Abschnitt 4.4 beschriebene
GEE-Ansatz bietet allerdings keine Mo¨glichkeit zur Scha¨tzung auch die-
ser Parameter. Basierend auf der Arbeit von Prentice (1988) schlagen Qu,
Williams, Beck und Medendorp (1992) und Qu, Piedmonte und Williams
(1994) eine Erweiterung der GEE-Methode zur Scha¨tzung von Funktionen
der Korrelationen der latenten Fehler vor. Diese Methode ist Gegenstand
des na¨chsten Abschnitts. Bei der iterativen Berechnung der Scha¨tzer sind
verschiedene Vorgehensweisen mo¨glich. Eine Mo¨glichkeit besteht darin, die
Scha¨tzwerte und die jeweilige Kovarianzmatrix der identifizierbaren Para-
meter des systematischen Teils so zu bestimmen als wa¨ren sie orthogonal zu
den Parametern der Korrelationsstruktur. Dieses Vorgehen ist dann sinn-
voll, wenn eine robuste Scha¨tzung der Parameter des systematischen Teils
im Vordergrund steht und die Parameter der Korrelationsstruktur nur von
nachrangigem Interesse sind. Die Scha¨tzer fu¨r die Parameter des systema-
tischen Teils ko¨nnen, bei geeigneten Scha¨tzfunktionen, effizienter sein, als
bei Verwendung der in Abschnitt 4.4 beschriebenen Vorgehensweise (Liang
und Zeger, 1995). Geht man neben der korrekten Modellierung der Erwar-
tungswerte zusa¨tzlich von einer korrekten Modellierung der Abha¨ngigkeits-
struktur aus, dann ko¨nnen bei der simultanen Berechnung der Scha¨tzer der
asymptotischen Kovarianzmatrix sowie der Parameter des systematischen
Teils und jener der Korrelationsstruktur alle Abha¨ngigkeiten beru¨cksichtigt
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werden (z.B. Prentice und Zhao, 1991; Zhao und Prentice, 1990). Schließlich
ko¨nnen die identifizierbaren Scha¨tzer fu¨r den systematischen Teil und jene
fu¨r die Korrelationsstruktur simultan gescha¨tzt dabei aber als orthogonal
behandelt werden. Bei der Scha¨tzung der asymptotischen Kovarianzma-
trix dagegen werden Abha¨ngigkeiten beru¨cksichtigt (z.B. Zhao und Pren-
tice, 1990; Qu, Williams, Beck und Medendorp, 1992; Qu, Piedmonte und
Williams, 1994). Der Vorteil dieser Vorgehensweise gegenu¨ber derjenigen,
bei der Abha¨ngigkeiten wa¨hren der iterativen Berechnung der Scha¨tzwerte
beru¨cksichtigt werden, besteht — neben einer wesentlich weniger aufwa¨ndi-
gen Berechnung — in einer im Allgemeinen robusteren Berechnung der
Scha¨tzwerte. Daher soll fu¨r die hier betrachteten bina¨ren Modelle diese
letzte Vorgehensweise gewa¨hlt werden.
Eine Erweiterung des in Abschnitt 4.4 beschriebenen Ansatzes um wei-
tere Scha¨tzgleichungen zur zusa¨tzlichen Scha¨tzung der Korrelationsstruk-
turparameter wird im na¨chsten Abschnitt beschrieben. Um den Effizienz-
verlust gegenu¨ber einem entsprechenden ML-Scha¨tzer zu minimieren, ko¨n-
nen die generalisierten Scha¨tzgleichungen fu¨r die identifizierbaren Parame-
ter des systematischen Teils durch
”
Pseudo-Score“-Gleichungen zur Scha¨t-
zung der Korrelationsstrukturparameter erga¨nzt werden (Spieß, 1998; Spieß
und Keller, 1999). Diese Methode ist Gegenstand des Abschnitts 4.6.2.
4.6.1 Eine GEE Erweiterung
Qu, Williams, Beck und Medendorp (1992) und Qu, Piedmonte und Wil-
liams (1994) schlagen ausgehend von Prentice (1988) als Scha¨tzgleichungen
fu¨r die identifizierbaren Regressionsparameter
N∑
n=1
X′nDnΩ
−1
n (yn − µn) = 0 (4.4)
vor. Der Unterschied zu den Scha¨tzgleichungen (4.3) besteht in der Ma-
trix Ωn, die hier die Diagonalelemente ωntt = µnt(1 − µnt) und die Nicht-
Diagonalelemente ωntt′ = E(yntynt′ |xnt,xnt′)−µntµnt′ (t 6= t′), mit den be-
dingten Erwartungswerten E(yntynt′ |xnt,xnt′) = Φ(x′ntβ∗,x′nt′β∗, ρtt′) und
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Φ(·, ·, ·) der Verteilungsfunktion der bivariaten Standardnormalverteilung,
besitzt. Als Scha¨tzgleichungen fu¨r die Korrelationsstrukturparameter wer-
den
N∑
n=1
∂ωn
∂θ2
Ψ−1n (sn − ωn) = 0, (4.5)
vorgeschlagen, mit sn = (sn21, sn31, sn32, . . . , snT (T−1))
′ und den Elementen
sntt′ = (ynt − µnt)(ynt′ − µnt′), wobei (t > t′), ωn dem Vektor der entspre-
chend angeordneten unteren Nicht-Diagonalelemente der Kovarianzmatrix
Ωn, Ψn einer Kovarianzmatrix fu¨r sn und
∂ωn
∂θ2
=
∂ρ
∂θ2
Diag(ϕ(x′n2β
∗,x′n1β
∗, ρ21), . . . , ϕ(x
′
nTβ
∗,x′n(T−1)β
∗, ρT (T−1))),
mit ρ dem Vektor der Korrelationen, ρ = (ρ21, ρ31, ρ32, . . . , ρT (T−1))
′,
θ2 dem Vektor der interessierenden Korrelationsstrukturparameter und
ϕ(·, ·, ·) der Dichte der bivariaten Standardnormalverteilung. Dabei ist
θ2 je nach Annahme bezu¨glich der Korrelationsstruktur ein Skalar
oder ein Vektor und ρ eine entsprechende Funktion von θ2. Als Ko-
varianzmatrix fu¨r sn wa¨hlen Qu, Williams, Beck beziehungsweise Me-
dendorp (1992) und Qu, Piedmonte und Williams (1994) Ψn =
Diag(ψn21, ψn31, ψn32, . . . , ψnT (T−1), ), mit
ψntt′ = var(sntt′) = (1− 2µnt)(1 − 2µnt′)ωntt′ + ωnttωnt′t′ − ω2ntt′
(vgl. Zhao und Prentice, 1990).
Der von Qu, Williams, Beck und Medendorp (1992) und Qu, Piedmonte
und Williams (1994) vorgeschlagene GEE-Scha¨tzer kann mit Hilfe der be-
reits in Abschnitt 4.4 beschriebenen iterativen Methode berechnet werden.
Fu¨r die weitere, etwas technische Darstellung, sollen folgende, teilweise be-
reits in fru¨heren Abschnitten eingefu¨hrte Matrizen und Vektoren verwendet
werden. Mit
X = (X′1, . . . ,X
′
N )
′, D = Bdiag(D1, . . . ,DN ),
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Ω = Bdiag(Ω1, . . . ,ΩN ), y = (y
′
1, . . . ,y
′
N )
′,
µ = (µ′1, . . . ,µ
′
N )
′, ω = (ω′1, . . . ,ω
′
N )
′,
Ψ = Bdiag(Ψ1, . . . ,ΨN ), und s = (s
′
1, . . . , s
′
N )
′
erha¨lt man den in jeder Iteration zu aktualisierenden GEE-Scha¨tzer θˆ =
(βˆ
∗′
, θˆ
′
2)
′ mit
θˆl = θˆl−1
+
(
(X′DΩ−1DX) 0
0 ∂ω∂θ2Ψ
−1
n
(
∂ω
∂θ2
)′)−1
θˆl−1
(
X′DΩ−1(y − µ)
∂ω
∂θ2
Ψ−1(s− ω)
)
θˆl−1
.
Die asymptotische Kovarianzmatrix von θˆ kann mit
Ĉov(θˆ) =
(
Q11 0
Q′12 Q22
)−1(
Λ11 Λ12
Λ′12 Λ22
)(
Q11 Q12
0 Q22
)−1
wobei
Q11 = (X
′DΩ−1DX)
θˆ
, Q12 =
(
∂(s− ω)
∂β∗
Ψ−1
(
∂ω
∂θ2
)′)
θˆ
,
Q22 =
(
∂ω
∂θ2
Ψ−1n
(
∂ω
∂θ2
)′)
θˆ
, Λ11 = (X
′DΩ−1Ĉov(y)Ω−1DX)
θˆ
mit Ĉov(y) = Bdiag((y1 − µ1)(y1 − µ1)′, . . . , (yN −µN )(yN − µN )′),
Λ12 =
(
X′DΩ−1Ĉov(y, s)Ψ−1
(
∂ω
∂θ2
)′)
θˆ
,
mit Ĉov(y, s) = Bdiag((y1−µ1)(s1−ω1)′, . . . , (yN −µN )(sN −ωN )′), und
Λ22 =
(
∂ω
∂θ2
Ψ−1Ĉov(s)Ψ−1
(
∂ω
∂θ2
)′)
θˆ
,
mit Ĉov(s) = Bdiag((s1 − ω1)(s1 − ω1)′, . . . , (sN − ωN )(sN − ωN )′), kon-
sistent gescha¨tzt werden (Prentice, 1988; Qu, Williams, Beck und Meden-
dorp, 1992; Qu, Piedmonte und Williams, 1994).
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4.6.2 Der GEPSE-Ansatz
Einer anderen Vorgehensweise zufolge werden die verallgemeinerten
Scha¨tzgleichungen (4.3) (Seite 111) mit
”
Pseudo-Score“-Gleichungen zur
Scha¨tzung der Korrelationsstrukturparameter erga¨nzt (Spieß, 1998; Spieß
und Keller, 1999). Ausgangspunkt sind auch hier wieder die Scha¨tzgleichun-
gen (4.4)
N∑
n=1
X′nDnΩ
−1
n (yn − µn) = 0 (4.6)
mit Ωn der Kovarianzmatrix der yn, mit Diagonalelementen ωntt =
µnt(1 − µnt) und Nicht-Diagonalelementen ωntt′ = E(yntynt′ |xnt,xnt′) −
µntµnt′ , mit den bedingten Erwartungswerten E(yntynt′ |xnt,xnt′) =
Φ(x′ntβ
∗,x′nt′β
∗, ρtt′) (t 6= t′). Als Scha¨tzgleichungen fu¨r die Korrelations-
strukturparameter werden
N∑
n=1
AnW
−1
n vn = 0, (4.7)
mit
vn = ((2yn2 − 1)(2yn1 − 1), (2yn3 − 1)(2yn1 − 1), (2yn3 − 1)(2yn2 − 1),
. . . , (2ynT − 1)(2yn(T−1) − 1))′,
einem T (T − 1)/2-Vektor,
W = Diag(Pn21, Pn31, Pn32, . . . , PnT (T−1)),
mit Pntt′ = Pr(ynt, ynt′ |x′ntβ∗,x′nt′β∗, ρtt′) der Wahrscheinlichkeit dafu¨r, die
Werte ynt und ynt′ , gegeben die Einflussgro¨ßen, den identifizierbaren Para-
meter des systematischen Teils, sowie die Korrelation der entsprechenden
Fehlervariablen, zu beobachten. Die Matrix An schließlich ist
An =
∂ρ
∂θ2
Diag(ϕ(x′n2β
∗,x′n1β
∗, ρ21), ϕ(x
′
n3β
∗,x′n1β
∗, ρ31),
ϕ(x′n3β
∗,x′n2β
∗, ρ32), . . . , ϕ(x
′
nTβ
∗,x′n(T−1)β
∗, ρT (T−1))).
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Die Scha¨tzgleichungen (4.7) sind identisch mit der ersten Ableitung der
”
Pseudo-Maximum-Likelihood“-Funktion
l∗(θ2) =
N∑
n=1
l∗n(θ2) =
N∑
n=1
∑
t,t′
(t>t′)
log Pntt′
nach θ2, wobei
∑
t,t′
(t>t′)
fu¨r die Summation u¨ber alle T (T − 1)/2 Wahr-
scheinlichkeiten Pn21, Pn31, . . . , PnT (T−1) steht. Dabei werden Abha¨ngigkei-
ten zwischen den T (T − 1)/2 Paaren (ynt, ynt′) ignoriert. Die Scha¨tzglei-
chungen (4.7) werden auch als
”
Pseudo-Score“-Gleichungen bezeichnet.
Der entsprechende Scha¨tzer θ2 ist dem von Gourieroux, Monfort und
Trognon (1984a) beschriebenen Pseudo-ML-Scha¨tzer sehr a¨hnlich. Beide
Scha¨tzer unterstellen die Unabha¨ngigkeit der (ynt, ynt′). Im Gegensatz zu
dem von Gourieroux, Monfort und Trognon (1984a) vorgeschlagenen Scha¨t-
zer, bei dem unter der Unabha¨ngigkeitsannahme berechnete Pseudo-ML-
Scha¨tzer fu¨r die identifizierbaren Parameter des systematischen Teils ver-
wendet werden, werden bei dem hier beschriebenen Verfahren beide Para-
meterarten simultan und die Regressionsparameter unter Beru¨cksichtigung
von Abha¨ngigkeiten gescha¨tzt. Damit ist zu erwarten, dass der hier be-
schriebene Ansatz zu effizienteren Scha¨tzern fu¨hrt.
Die Parameter werden nach dem bereits in Abschnitt 4.4 beschriebenen
Verfahren iterativ berechnet. In jeder Iteration erha¨lt man
θˆl = θˆl−1 −
(
−(X′DΩ−1DX) 0
0 ∂
2l∗(θ2)
∂θ2 ∂θ2
)−1
θˆl−1
(
X′DΩ−1(y − µ)
A′W−1v
)
θˆl−1
,
mit A = (A′1, . . . ,A
′
N )
′, W = Diag(W1, . . . ,WN ) und v = (v
′
1, . . . ,v
′
N )
′.
Aufgrund der Verwendung von GEE-Gleichungen zur Scha¨tzung der Re-
gressionsparameter und der Pseudo-Score-Gleichungen zur Scha¨tzung der
Korrelationsstrukturparameter wird der entsprechende Scha¨tzer im Folgen-
den als GEPSE-Scha¨tzer bezeichnet. Dieser ist wieder konsistent und asym-
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ptotisch normalverteilt, mit einer Kovarianzmatrix, die mit
Ĉov(θˆ) =
(−Q11 0
Q′12 Q22
)−1(
Λ11 Λ12
Λ′12 Λ22
)(−Q11 Q12
0 Q22
)−1
wobei Q11 und Λ11 bereits im letzten Abschnitt definiert wurden und
Q12 =
(
∂2l∗(θ2)
∂β∗ ∂θ2
)
θˆ
, Q22 =
(
∂2l∗(θ2)
∂θ2 ∂θ2
)
θˆ
,
Λ12 =
(
X′DΩ−1Ĉov(y,v)W−1A
)
θˆ
,
mit Ĉov(y,v) = Bdiag((y1 − µ1)v′1, . . . , (yN − µN )v′N ), und
Λ22 =
(
A′W−1Ĉov(v)W−1A
)
θˆ
,
mit Ĉov(v) = Bdiag(v1v
′
1, . . . ,vNv
′
N ), konsistent gescha¨tzt werden kann
(Spieß und Keller, 1999).
Zu beachten ist, dass in die verwendeten Scha¨tzgleichungen (4.6) Kovari-
anzmatrizen eingehen, die nicht wie bei den in Abschnitt 4.4 beschriebenen
Scha¨tzgleichungen auf einer u¨ber alle Einheiten identischen Korrelations-
matrix aufbauen.
Zwar ist bei den hier verwendeten individuellen Kovarianzmatrizen ei-
ne ho¨here Effizienz der identifizierbaren Regressionsparameter zu erwarten,
gleichzeitig ist aber auch mit einer ho¨heren Wahrscheinlichkeit an Konver-
genzproblemen zu rechnen, denn die individuellen Kovarianzmatrizen sind
nicht garantiert positiv definit. Daher wurde zusa¨tzlich eine einfache Va-
riante einer u¨ber alle Einheiten identischen Korrelationsmatrix verwendet.
Dazu wurde aus den individuellen Kovarianzmatrizen zuna¨chst das arith-
metische Mittel gebildet. Aus dieser gemittelten Kovarianzmatrix wurde
dann eine mittlere Korrelationsmatrix berechnet. Fu¨r jede Einheit wurde
anschließend unter Verwendung dieser Korrelationsmatrix und der indivi-
duellen gescha¨tzten Varianzen eine individuelle Kovarianzmatrix gebildet.
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Die entsprechenden Scha¨tzer werden im Folgenden als GEPSE∗-Scha¨tzer
bezeichnet.
Im folgenden Abschnitt sollen die beiden hier beschriebenen GEPSE-
Scha¨tzer im Rahmen einer Simulationsstudie evaluiert und mit dem im
vorherigen Abschnitt beschriebenen GEE-Scha¨tzer verglichen werden.
4.7 Evaluation des GEPSE-Scha¨tzers
In den letzten beiden Abschnitten wurden zwei Verfahren vorgestellt, die es
erlauben alle identifizierbaren Parameter des Modells 4.1 zu scha¨tzen. Bei-
de Verfahren erfordern die korrekte Spezifikation der entsprechenden univa-
riaten und bivariaten marginalen Verteilungen. In diesem Abschnitt sollen
beide Verfahren mit Hilfe simulierter Daten miteinander und im Falle einer
Equi-Korrelationsstruktur mit dem ML-Scha¨tzer des in Abschnitt 4.2 be-
schriebenen Random Effects Probit Modells verglichen werden (vgl. Spieß,
1998). Um Konvergenzprobleme weitgehend zu minimieren, wurden auch
fu¨r die hier verwendeten iterativen Scha¨tzverfahren das bereits in Abschnitt
4.2 beschriebene Line-Search Verfahren verwendet. Der Scha¨tzung der Mo-
delle wurden dieselben Abbruckriterien wie in Abschnitt 4.5 beschrieben
zugrundegelegt.
Die Daten wurden wie in Abschnitt 4.5 beschrieben generiert, wobei die
u¨ber alle NT Beobachtungen frei variierenden Werte einer bina¨ren, einer
normal- und einer gleichverteilten Einflussgro¨ße wieder unter Verwendung
der Zufallszahlengeneratoren RANUNI und RANNOR erzeugt wurden. Als Wer-
te fu¨r die Regressionsparameter wurden β1 = .1, β2 = .8 und β3 = −1.5
und α = −.3 gewa¨hlt. Die Fehlervarianz wurde fu¨r alle t = 1, . . . , T auf
den Wert eins gesetzt. Damit gilt α∗ = α und β∗p = βp. Bei den wahren
Korrelationsstrukturen handelte es sich um eine Equi-Korrelationsstruktur
mit ρtt′ = σ
2 = .2 beziehungsweise σ2 = .8 sowie eine AR(1)-Struktur mit
ρtt′ = ϑ
|t−t′| und ϑ = .2 beziehungsweise ϑ = .8. Als Anzahl an simulierten
Einheiten wurde N = 50, N = 100 und N = 500 gewa¨hlt, die Anzahl an
Beobachtungen pro Einheit wurde auf T = 5 festgesetzt.
Fu¨r N = 50 ergaben sich bei der Berechnung der verschiedenen Scha¨t-
4.7. Evaluation des GEPSE-Scha¨tzers 141
zer, mit Ausnahme des GEPSE∗-Scha¨tzers, zum Teil erhebliche Konver-
genzprobleme. Das galt insbesondere fu¨r den von Qu, Williams, Beck und
Medendorp (1992) und Qu, Piedmonte und Williams (1994) vorgeschla-
genen GEE-Scha¨tzer. Im Extremfall, einer Equi-Korrelationsstruktur mit
σ2 = .8, konvergierte dieser lediglich fu¨r 450 der 500 simulierten Da-
tensa¨tze. Sowohl GEPSE- als auch ML-Scha¨tzer waren deutlich problemlo-
ser, auch wenn in bis zu 9 von 500 Fa¨llen Konvergenzprobleme auftraten.
Der GEPSE∗-Scha¨tzer konvergierte in allen betrachteten Fa¨llen. Da der
Anteil an Konvergenzproblemen fu¨r den GEE-Scha¨tzer relativ hoch war,
werden fu¨r die weiter unten durchgefu¨hrten Vergleiche der verschiedenen
Scha¨tzer nur die Ergebnisse jener Simulationen mit N = 100 und N = 500
beru¨cksichtigt werden.
Generell war in den hier betrachteten Simulationen der Bias der
Scha¨tzer, unabha¨ngig vom Ansatz, tendenziell kleiner fu¨r gro¨ßeres N . Syste-
matische Unterschiede zwischen den Scha¨tzern waren nicht zu beobachten.
Daru¨ber hinaus traten keine systematischen oder wesentlichen Abweichun-
gen zwischen den gemittelten Scha¨tzwerten und den wahren Werten auf,
wodurch der Unterschied zwischen mittlerem quadratischen Fehler und Va-
rianz der Scha¨tzwerte u¨ber die Simulationen praktisch unbedeutend ist.
Auch die prinzipiellen Ergebnismuster fu¨r die verschiedenen Regressions-
parameter β1, β2 und β3 zwischen den Scha¨tzern unterschieden sich nicht.
Daher werden in den folgenden Abbildungen nur die Ergebnisse fu¨r die Pa-
rameter β3 und σ
2 beziehungsweise ϑ beru¨cksichtigt. In jeder Einzelgraphik
sind das arithmetische Mittel m der jeweils S Scha¨tzwerte, mit S der An-
zahl an simulierten Datensa¨tzen pro Modellspezifikation, die Wurzel aus
dem mittleren quadratischen Fehler (rmse) und der Anteil an Ablehnun-
gen der Nullhypothese H0: β3 = β3,0 beziehungsweise H0: σ
2 = σ20 oder
H0: ϑ = ϑ0 (approximativer Gaußtest) abgetragen.
Ergebnisse fu¨r die unter einer Equi-Korrelationsstruktur berechneten
Scha¨tzer GEPSE∗E, GEEE, GEPSEE und ML fu¨r eine simulierte Equi-Kor-
relationsmatrix mit N = 100 sind in Abbildung 4.7 abgetragen. Dabei
ist zu beachten, dass die Scha¨tzergebnisse fu¨r den ML-Scha¨tzer bei σ2 =
.2 auf lediglich S = 499, die Scha¨tzergebnisse fu¨r den GEE-Scha¨tzer bei
σ2 = .8 auf lediglich S = 498 erfolgreichen Simulationen beruhen. Die
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entsprechenden Scha¨tzergebnisse fu¨r N = 500 findet man in Abbildung
4.8. Fu¨r N = 500 waren alle Simulationen erfolgreich.
Abbildung 4.7: Scha¨tzergebnisse m, rmse und rej u¨ber jeweils S Simulatio-
nen fu¨r β3 und σ
2 unter einer simulierten Equi-Korrelationsstruktur mit
σ2 = .2 beziehungsweise σ2 = .8 fu¨r GEE-, GEPSE∗-, GEPSE- und ML-
Scha¨tzer bei N = 100 und T = 5.
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aDie Ergebnisse fu¨r die ML-Scha¨tzer basieren auf S = 499, alle anderen auf S = 500
erfolgreichen Simulationen.
bDie Ergebnisse fu¨r die GEEE-Scha¨tzer basieren auf S = 498, alle anderen auf S = 500
erfolgreichen Simulationen.
Bei einer geringen Korrelation von σ2 = .2 sind mit einer Ausnahme die
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Abbildung 4.8: Scha¨tzergebnisse m, rmse und rej u¨ber jeweils 500 Simu-
lationen fu¨r β3 und σ
2 unter einer simulierten Equi-Korrelationsstruktur
mit σ2 = .2 beziehungsweise σ2 = .8 fu¨r GEE-, GEPSE∗-, GEPSE- und
ML-Scha¨tzer bei N = 500 und T = 5.
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Unterschiede zwischen den betrachteten Kennwerten sowohl fu¨rN = 100 als
auch fu¨r N = 500 praktisch vernachla¨ssigbar. Bei der Ausnahme handelt es
sich um den Kennwert rmse fu¨r σ2 bei N = 100, der fu¨r den GEE-Scha¨tzer
etwas gro¨ßer (.0825) ist als fu¨r den GEPSE∗- (.0816) beziehungsweise den
GEPSE-Scha¨tzer (.0817) und fu¨r diese wiederum etwas gro¨ßer als fu¨r den
ML-Scha¨tzer (.0807). Die Werte fu¨r rej sind in allen Fa¨llen in einem akzep-
tablen Bereich.
Anders sieht es bei einer hohen Korrelation von σ2 = .8 aus. Zwar sind
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Unterschiede in den mittleren Scha¨tzwerten vernachla¨ssigbar und nur un-
wesentlich von den jeweiligen wahren Werten verschieden, deutliche und
systematische Unterschiede gibt es dagegen in den Kennwerten rmse. Nicht
u¨berraschend ist der ML-Scha¨tzer der effizienteste Scha¨tzer im Sinne klein-
ster Werte fu¨r rmse. Nur geringfu¨gig weniger effizient ist der GEPSEE-
Scha¨tzer mit etwas gro¨ßeren Werten. Betrachtet man die Ergebnisse fu¨r
den Parameter des systematischen Teils, so ist der GEEE-Scha¨tzer nur un-
wesentlich ineffizienter als der GEPSEE-Scha¨tzer, wa¨hrend der GEPSE
∗-
Scha¨tzer deutlich ineffizienter ist. Das a¨ndert sich, wenn man die Ergeb-
nisse fu¨r den Korrelationsstrukturparameter betrachtet. In diesem Fall ist
der GEPSE∗-Scha¨tzer deutlich effizienter als der GEEE-Scha¨tzer. Bei der
Scha¨tzung der Parameter des systematischen Teils scheint eine individuelle
Korrelationsmatrix, selbst wenn die Korrelationsstrukturparameter selbst
weniger effizient gescha¨tzt werden, zu effizienteren Scha¨tzern zu fu¨hren.
Auffallend ist, dass der Anteil an Ablehnungen der Nullhypothese H0:
σ2 = .8 bei N = 100 und σ2 = .8 fu¨r GEEE-, GEPSE
∗
E- und GEPSEE-
Scha¨tzer außerhalb des Bereiches .05 ± .02 liegt (Abbildung 4.7). In allen
anderen Fa¨llen ist diese Statistik unauffa¨llig. Die fu¨r β4 beschriebenen Er-
gebnisse a¨hneln jenen fu¨r die anderen, hier nicht betrachteten Regressions-
parameter. Das generelle Ergebnismuster gilt, wenn auch in einem nicht so
deutlich ausgepra¨gten Maße fu¨r das Modell mit σ2 = .5.
Das bereits fu¨r das Equi-Korrelationsmodell gefundene Muster bezu¨g-
lich der relativen Effizienz findet sich, was die GEE-, GEPSE- sowie die
GEPSE∗-Scha¨tzer angeht, auch im Falle einer AR(1)-Struktur wieder. Die
entsprechenden Ergebnisse sind in den Abbildungen 4.9 und 4.10 abgetra-
gen.
Generell zeigt sich auch hier, dass sich die mittleren Scha¨tzwerte bei
Verwendung der verschiedenen Verfahren nicht wesentlich voneinander und
von dem jeweiligen wahren Wert unterscheiden. Weiterhin sind die Unter-
schiede in den Kennwerten rmse bei einem niedrigen Wert fu¨r ϑ (ϑ = .2)
vernachla¨ssigbar. Bei ϑ = .8 ist der, im Sinne kleinster Werte fu¨r rmse, ef-
fizienteste Scha¨tzer wieder der GEPSE-Scha¨tzer. Der GEE-Scha¨tzer weist
relativ zu dem GEPSE∗-Scha¨tzer etwas kleinere Werte in den Kennwerten
rmse bezu¨glich des Regressionsparameters, gro¨ßere dagegen bezu¨glich des
4.7. Evaluation des GEPSE-Scha¨tzers 145
Abbildung 4.9: Scha¨tzergebnisse m, rmse und rej u¨ber jeweils 500 Simula-
tionen fu¨r β3 und σ
2 unter einer simulierten AR(1)-Struktur mit ϑ = .2
beziehungsweise ϑ = .8 fu¨r GEE-, GEPSE∗- und GEPSE-Scha¨tzer bei
N = 100 und T = 5.
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Parameters ϑ auf. Dasselbe Ergebnismuster ergab sich auch hier, wenn die
anderen Regressionsparameter betrachtet werden und, etwas weniger deut-
lich, fu¨r ϑ = .5. In keinem der betrachteten Fa¨lle lag der Kennwert rej
außerhalb des Bereiches .05± .02.
Diese Ergebnisse legen den Schluss nahe, dass der in Abschnitt 4.6.2 be-
schriebene GEPSE-Ansatz fu¨r mittlere bis hohe Korrelationen zu Scha¨tzern
fu¨hrt, die sehr effizient, relativ zu dem entsprechenden ML-Scha¨tzer und ef-
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Abbildung 4.10: Scha¨tzergebnisse m, rmse und rej u¨ber jeweils 500 Simu-
lationen fu¨r β3 und σ
2 unter einer simulierten AR(1)-Struktur mit ϑ = .2
beziehungsweise ϑ = .8 fu¨r GEE-, GEPSE∗-, GEPSE- und ML-Scha¨tzer
bei N = 500 und T = 5.
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fizienter als der betrachtete GEE-Scha¨tzer sind. Der GEPSE∗-Scha¨tzer ist
zwar bezu¨glich der Scha¨tzung der Regressionsparameter etwas ineffizien-
ter als der GEPSE-Scha¨tzer, dafu¨r aber auch etwas robuster. Bei niedrigen
Korrelationen scheint es weitgehend unerheblich zu sein, welches der be-
trachteten Scha¨tzverfahren gewa¨hlt wird. Dieses generelle Ergebnismuster
trat auch bei Variationen der Anzahl an Zeitpunkten, der wahren Parame-
terwerte sowie der Arten der Einflussgro¨ßen auf.
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Die Simulationsergebnisse weisen ebenfalls darauf hin, dass die beru¨ck-
sichtigten Scha¨tzer zumindest fu¨r die hier betrachteten Modellspezifikatio-
nen auch in kleinen Stichproben bis zu N = 100 akzeptable Ergebnisse
liefern. Allerdings ha¨ngt dies auch von der Ho¨he der wahren Korrelationen
ab. So ko¨nnen die Ergebnisse fu¨r σ2 in den Kennwerten rej in Abbildung
4.7 als Hinweis auf Scha¨tzprobleme in kleinen Stichproben mit sehr hohen
Korrelationen aufgefasst werden. Tatsa¨chlich werden in diesen Fa¨llen die
mittleren quadratischen Fehler deutlich unterscha¨tzt. Dies gilt nicht mehr
fu¨r den Parameter ϑ unter der AR(1)-Struktur mit ϑ = .8, bei der die
Korrelationen mit zunehmendem zeitlichen Abstand abnehmen.
4.8 Zusammenfassung
Die Maximum Likelihood-Scha¨tzung genereller bina¨rer La¨ngsschnitt-Prob-
itmodelle erfordert die vollsta¨ndige Spezifikation der gemeinsamen Ver-
teilung der bina¨ren Responsevariablen sowie die Berechnung hochdimen-
sionaler Integrale. Letztere ko¨nnen unter Verwendung numerischer oder
Monte-Carlo-Verfahren sehr aufwa¨ndig und lediglich approximativ berech-
net werden. Zu den Simulationsverfahren siehe etwa Geweke, Keane und
Runkle (1997) oder Hajivassiliou, McFadden und Ruud (1996). Alternativ
ko¨nnen Verfahren verwendet werden, die lediglich die Spezifikation margi-
naler Verteilungen erfordern und damit wesentlich problemlosere und ro-
bustere Scha¨tzungen ermo¨glichen. Als alternative Scha¨tzverfahren wurden
zuna¨chst der von Liang und Zeger (1986) vorgeschlagene GEE-Ansatz so-
wie ein dreistufiges Scha¨tzverfahren (Ku¨sters, 1987; Sobel und Arminger,
1992) betrachtet. Unter anderem im Vergleich mit dem ML-Scha¨tzer des
Random Effects Probit Modells zeigte sich, dass das dreistufige Verfahren
in Stichproben unter N = 1000 nicht nur relativ zu ML- beziehungswei-
se GEE-Scha¨tzer zu ineffizienten Scha¨tzern fu¨hrt, sondern zusa¨tzlich den
mittleren quadratischen Fehler systematisch unterscha¨tzt. Daher wurde die-
ses Verfahren als eine Alternative zur Scha¨tzung allgemeiner La¨ngsschnitt-
Probitmodelle ausgeschlossen.
Der von Liang und Zeger (1986) vorgeschlagene GEE-Scha¨tzer ist, re-
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lativ zu dem betrachteten ML-Scha¨tzer, recht effizient und daru¨ber hinaus
einfach zu berechnen. Allerdings werden dabei die Korrelationsstrukturpa-
rameter des latenten Modells nicht gescha¨tzt wa¨hrend diejenigen des mani-
festen Modells als nicht interessierende Parameter betrachtet werden und
daher deren Scha¨tzung der Scha¨tzung der identifizierbaren Regressionspa-
rameter untergeordnet wird. Aus diesem Grund wurden im zweiten Teil des
Kapitels zwei Erweiterungen des GEE-Ansatzes betrachtet, die es erlauben,
neben den identifizierbaren Regressionsparametern auch die Korrelations-
strukturparameter des latenten Modells zu scha¨tzen.
Bei dem von Qu, Williams, Beck und Medendorp (1992) und Qu, Pied-
monte und Williams (1994) vorgeschlagenen, auf Prentice (1988) zuru¨ckge-
henden Ansatz, werden zusa¨tzlich zu den Scha¨tzgleichungen fu¨r die identi-
fizierbaren Regressionsparameter weitere Scha¨tzgleichungen fu¨r die Kor-
relationsstrukturparameter eingefu¨hrt. Auch der von Spieß (1998) und
Spieß und Keller (1999) vorgeschlagene Ansatz nutzt die Scha¨tzgleichun-
gen fu¨r die identifizierbaren Regressionsparameter, erga¨nzt diese aber
um Pseudo-Score-Gleichungen zur Scha¨tzung der Korrelationsstrukturpa-
rameter (GEPSE-Methode). In einer Simulationsstudie zeigte sich dieser
GEPSE-Scha¨tzer als effizienter als der von Qu, Williams, Beck und Me-
dendorp (1992) und Qu, Piedmonte und Williams (1994) vorgeschlagene
GEE-Scha¨tzer und, fu¨r verschiedene Modellspezifikationen mit einer Equi-
Korrelationsstruktur, als relativ zu dem ML-Scha¨tzer sehr effizient.
Kapitel 5
La¨ngsschnittmodelle:
Verallgemeinerungen
Gegenstand dieses Kapitels ist einerseits eine Verallgemeinerung des im
letzten Kapitel behandelten bina¨ren Probitmodells auf Mehrgleichungs-
La¨ngsschnittmodelle mit gemischt stetigen und/oder ordinalen Response-
variablen, andererseits die Entwicklung und Evaluation von Maßen zur
Erkla¨rungskraft der gescha¨tzten Modelle. Das allgemeine Modell ist Ge-
genstand des Abschnitts 5.1. Abschnitt 5.2 beschreibt die Scha¨tzung die-
ses Modells mit Hilfe des GEPSE-Ansatzes. Dabei werden zuna¨chst die
Scha¨tzgleichungen sowie die prinzipielle Berechnung der Scha¨tzer beschrie-
ben. Schließlich wird der Ansatz mit Hilfe von Simulationen auch fu¨r dieses
allgemeine Modell evaluiert. Abschnitt 5.3 diskutiert verschiedene in der
Literatur vorgeschlagene Maße fu¨r die Erkla¨rungskraft von Regressionsmo-
dellen, auch als Pseudo-R2-Maße bezeichnet. Daru¨ber hinaus werden Ver-
allgemeinerungen auf die hier betrachteten allgemeinen Modelle sowie eine
Technik zur Berechnung approximativer Konfidenzintervalle vorgeschlagen
und mit Hilfe von Simulationen evaluiert.
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5.1 Ein Mehrgleichungs-La¨ngsschnittmodell
Das in Abschnitt 4.1 beschriebene bina¨re La¨ngsschnittmodell kann in ver-
schiedene Richtungen verallgemeinert werden. Im folgenden Abschnitt soll
eine Verallgemeinerung auf ein Mehrgleichungs-La¨ngsschnittmodell mit ge-
mischt stetigen und ordinalen Responsevariablen vorgenommen werden.
Mehrgleichungs-La¨ngsschnittmodelle ko¨nnen dann von Interesse sein, wenn
der Effekt verschiedener Einflussgro¨ßen auf simultan erhobene Response-
variablen u¨ber die Zeit hinweg untersucht werden soll. In einem solchen
Zusammenhang kann neben den Effekten der Einflussgro¨ßen auch ein Mo-
dell in den Fehlervariablen von Interesse sein, wenn beispielsweise neben
unbeobachtbaren, u¨ber den Beobachtungszeitraum konstanten individuel-
len Effekten auf die verschiedenen Responsevariablen kurzfristig wirkende
Effekte unterschiedlicher Art beru¨cksichtigt werden sollen.
Ausgangspunkt ist auch hier das Modell (3.3) (Seite 60), aller-
dings wird an jedem Zeitpunkt ein (J × 1)-dimensionaler Responsevek-
tor ynt = (ynt1, . . . , yntJ)
′ beobachtet1. Mit jeder Responsevariablen yntj
(j = 1, . . . , J , t = 1, . . . , T ) ist ein Vektor beobachtbarer Einflussgro¨ßen
verbunden. Die zum Zeitpunkt t beobachteten, gegebenenfalls unterschied-
lich (Ptj × 1)-dimensionalen vektoriellen Einflussgro¨ßen ko¨nnen in einem
Vektor x∗nt = (xnt11, . . . , xnt1Pt1 , . . . , xntJ1, . . . , xntJPtJ )
′ zusammengefasst
werden. Mit xnt = (1 x
∗′
nt)
′ erha¨lt man als latentes Modell zum Zeitpunkt t
y∗nt = Πtxnt + ǫnt, mit Πt =
β
′
t1
...
β′tJ
 (5.1)
einer (J × (1 + ∑Jj=1 Ptj))-dimensionalen Parametermatrix und ǫnt ∼
N(0,Σt). Jedes Element y
∗
ntj des Vektors y
∗
nt ist u¨ber eine Schwellenwer-
trelation mit dem entsprechenden Element yntj des beobachtbaren Vektors
ynt verbunden. Ist yntj eine stetige Variable, so ist yntj = y
∗
ntj . Ist yntj eine
1Zusa¨tzliche Flexibilita¨t erhielte man mit einer u¨ber t = 1, . . . , T variierenden Anzahl
an Gleichungen, Jt, die hier aber nicht betrachtet wird.
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ordinale Variable, so ist
yntj = ktj ⇐⇒ ζtjktj < y∗ntj ≤ ζtj(ktj+1),
mit ktj ∈ {0, . . . ,Ktj}, ζtj0 = −∞ und ζtj(Ktj+1) =∞.
Zur Veranschaulichung soll ein einfaches Drei-Gleichungsmodell mit ei-
ner stetigen, einer bina¨ren und einer ordinalen Responsevariablen betrach-
tet werden. In Verbindung mit der stetigen Responsevariablen, ynt1, werde
eine Einflussgro¨ße, xnt11, in Verbindung mit der bina¨ren Responsevaria-
blen, ynt2, werden zwei Einflussgro¨ßen, xnt21 und xnt22, und in Verbindung
mit der ordinalen Responsevariablen, ynt2, mit drei Auspra¨gungen, werden
ebenfalls zwei Einflussgro¨ßen, xnt31 und xnt32, wobei xnt31 = xnt21 gelten
soll, beobachtet. Das latente Modell ist
y∗nt1y∗nt2
y∗nt3
 =
αt1 βt11 0 0 0αt2 0 βt22 βt23 0
αt3 0 βt32 0 βt34


1
xnt11
xnt21
xnt22
xnt32
+
ǫnt1ǫnt2
ǫnt3
 ,
mit αt1, αt2 und αt3 den jeweiligen die Konstante gewichtetenden und βt11,
βt22, βt23, βt32 und βt34 den die variierenden Einflussgro¨ßen gewichtenden
Parametern. Mit den Schwellenwerten ζt21 (Kt2 = 1) fu¨r die bina¨re Re-
sponsevariable beziehungsweise ζt31 und ζt32 (ζt31 < ζt32, Kt3 = 2) fu¨r die
ordinale Variable, erha¨lt man
ynt2 =
{
0 wenn y∗nt2 ≤ ζt21
1 sonst,
beziehungsweise
ynt3 =

0 wenn y∗nt3 ≤ ζt31,
1 wenn ζt31 < y
∗
nt3 ≤ ζt32
2 wenn ζt32 < y
∗
nt3.
Bislang wurden lediglich Regressionsgleichungen fu¨r einen Zeitpunkt
betrachtet. Die Erweiterung dieses Modells auf ein Mehrgleichungs-La¨ngs-
schnittmodell la¨sst sich recht einfach anschreiben. Dazu bildet man aus
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allen Einflussgro¨ßen den Vektor xn = (1,x
′
n1, . . . ,x
′
n1T )
′ sowie den Vektor
der Responsevariablen y∗n = (y
∗′
n1, . . . ,y
∗′
nT )
′. Die Parameter des systemati-
schen Teils des Regressionsmodells werden nach demselben Prinzip wie in
(5.1) in einer Matrix Π angeordnet, so dass sich das allgemeine Modell
y∗n = Πxn + ǫn, mit ǫn ∼ N(0,Σ),
y∗n = (y
∗
n11, . . . , y
∗
n1J , . . . , y
∗
nT1, . . . , y
∗
nTJ)
′
und den beobachtbaren Responsevariablen
yntj =
{
y∗ntj falls yntj stetig ist,
ktj ⇐⇒ ζtjktj < y∗ntj ≤ ζtj(ktj+1) falls yntj ordinal ist,
mit ktj ∈ {0, . . . ,Ktj}, ζtj0 = −∞ und ζtj(Ktj+1) =∞

(5.2)
schreiben la¨sst.
An dieser Stelle noch offen, fu¨r die Scha¨tzung aber wichtig und meist
aus inhaltlichen Gru¨nden auch von Interesse, ist die Struktur der Matrix Σ.
Prinzipiell ko¨nnte diese als vo¨llig unstrukturiert angenommen werden, was
aber dazu fu¨hrt, dass die Anzahl zu scha¨tzender Parameter sehr schnell
sehr groß wird. Bei zwei Gleichungen pro Zeitpunkt und fu¨nf Zeitpunk-
ten sind in diesem Fall bereits 45 Korrelationen zu scha¨tzen. Andererseits
ist die Formulierung geeigneter Korrelationsstrukturmodelle im Falle der
Mehrgleichungs-La¨ngsschnittmodelle meist aufwa¨ndiger als etwa im Rah-
men der La¨ngsschnittmodelle, denn es sind neben den Korrelationsmatrizen
der Fehlervariablen u¨ber die Gleichungen fu¨r jeden Zeitpunkt die Korrela-
tionsmatrizen der Blo¨cke von Gleichungen u¨ber die Zeit zu beru¨cksichtigen.
Wie im bina¨ren Modell sind auch hier, falls qualitative Responsevaria-
blen betrachtet werden, nicht alle Parameter identifizierbar. Analog zu den
Ausfu¨hrungen in Abschnitt 4.1 erha¨lt man mit ηntj = αtj+βtj1xntj1+ · · ·+
βtjPtjxntjPtj fu¨r eine ordinale Responsevariable yntj
Pr(yntj = ktj |ηntj , ζtjktj , ζtj(ktj+1))
= Pr(y∗ntj > ζtjktj)− Pr(y∗ntj > ζtj(ktj+1))
= Pr(ηntj + ǫntj > ζtj(ktj))− Pr(ηntj + ǫntj > ζtj(ktj+1))
= Pr(ǫntj ≤ ηntj − ζtjktj)− Pr(ǫntj ≤ ηntj − ζtj(ktj+1)).
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Aus dieser Darstellung wird deutlich, dass die Parameter αtj und ζtjktj
(ktj = 1, . . . ,Ktj) nicht unabha¨ngig voneinander identifizierbar sind. Daru¨-
ber hinaus sind hier, wie in Abschnitt 4.1 fu¨r bina¨re Probitmodelle bereits
begru¨ndet, mit
Pr(ǫntj ≤ ηntj − ζtjktj) = Φ(σ−1ǫntj (ηntj − ζtjktj)),
die Parameter des systematischen Teils der Regressionsgleichung lediglich
bis auf ein positives Vielfaches identifizierbar. Dies gilt fu¨r jede Gleichung
mit einer ordinalen oder bina¨ren Responsevariablen. Bezeichnet βtj den
Vektor, der die Parameter βtj1, . . . , βtjPtj entha¨lt, dann ko¨nnen die Para-
meter β∗tj = σ
−1
ǫtj βtj und ζ
∗
tjktj
= σ−1ǫtj (αtj − ζtjktj) gescha¨tzt werden. Fu¨r
jede Gleichung mit einer stetigen Responsevariablen sind selbstversta¨ndlich
alle Parameter, die Regressionsparameter sowie die Varianz identifizierbar.
U¨ber die Gleichungen hinweg ko¨nnen zusa¨tzlich die Korrelationen gescha¨tzt
werden.
Im Folgenden enthalte der Vektor δ = (δ′(1), δ
′
(2), δ
′
(3))
′ sa¨mtliche identi-
fizierbaren Parameter des Modells, ohne Beru¨cksichtigung etwaiger Restrik-
tionen. Dabei sei δ(1) der Teilvektor, der alle identifizierbaren Parameter
des systematischen Modellteils enthalte, δ(2) enthalte, falls stetige Respon-
sevariablen beobachtet wurden, alle Varianzen und δ(3) enthalte alle Korre-
lationen. Der Vektor θ = (θ′1,θ
′
2,θ
′
3)
′ enthalte die letztlich interessierenden
Parameter unter Beru¨cksichtigung aller Restriktionen, wobei θ1 die interes-
sierenden Parameter des systematischen Teils, θ2, falls Varianzen gescha¨tzt
werden sollen, die interessierenden Varianzen und θ3 die interessierenden
Korrelationsstrukturparameter.
5.2 GEPSE-Scha¨tzung des allgemeinen Modells
Besteht lediglich Interesse an den identifizierbaren Parametern des systema-
tischen Teils, dann bietet sich eine Vorgehensweise entsprechend dem von
Liang und Zeger (1986) vorgeschlagenen Ansatz an. In sozial- oder wirt-
schaftswissenschaftlichen beziehungsweise psychologischen Untersuchungen
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ist man allerdings ha¨ufig an Modellen, die die Abha¨ngigkeiten in den Fehler-
variablen beschreiben interessiert. Daher wird in diesem Abschnitt vorran-
gig die Scha¨tzung dieser Modelle mit Hilfe des in Abschnitt 4.6.2 beschriebe-
nen GEPSE-Ansatzes beschrieben. Die entsprechenden GEE-Scha¨tzer fu¨r
den systematischen Teil des Modells ergeben sich dabei sozusagen
”
neben-
her“. Zuna¨chst werden die Scha¨tzgleichungen fu¨r den systematischen Teil
des Modells und anschließend die Scha¨tzgleichungen, falls stetige Response-
variablen vorhanden, fu¨r die Varianzen sowie fu¨r die Parameter der Korrela-
tionsstruktur beschrieben. Zu beachten ist, dass die jeweiligen Teilvektoren
des Parametervektors θ nicht ausschließlich Funktion der entsprechenden
Teilvektoren des Parameters δ sein mu¨ssen. So ko¨nnte etwa θ(2) aus zu
scha¨tzenden Varianzen der Fehlerterme der Gleichungen mit ordinalen Re-
sponsevariablen aufgebaut werden, obwohl diese nur indirekt — und auch
dann nicht vo¨llig unrestringiert — u¨ber die Scha¨tzung der Parameter des
systematischen Teils dieser Gleichungen identifiziert werden ko¨nnen.
5.2.1 Scha¨tzgleichungen fu¨r die identifizierbaren Regressi-
onsparameter
In die Scha¨tzgleichungen fu¨r die identifizierbaren Parameter des systemati-
schen Teils des Regressionsmodells, δ1, geht neben der Differenz zwischen
den beobachtbaren Responsevariablen und den modellierten Erwartungs-
werten dieser Variablen, µn, eine Gewichtungsmatrix, Ωn, ein. Sowohl die
Gewichtungsmatrix als auch der Responsevektor und dessen Erwartungs-
wert unterscheiden sich in Abha¨ngigkeit vom Skalenniveau der jeweiligen
Responsevariablen.
Wenn lediglich stetige Responsevariablen beobachtet werden, dann sind
alle Regressionsparameter identifizierbar und δ(1) besteht aus allen Ele-
menten der Parametermatrix Π, die nicht a priori auf einen bestimmten
Wert restringiert sind. Man erha¨lt Ωn = Ω fu¨r alle n, µn = ηn = Πxn
und ∂µn∂δ1 =
∂Π
∂δ1
(I ⊗ xn). Werden an allen Messpunkten fu¨r alle Einheiten
dieselben Einflussgro¨ßen betrachtet, werden die Parameter des systemati-
schen Teils auf u¨ber alle Gleichungen hinweg identische Werte restringiert
und fasst man die Einflussgro¨ßen jeder Einheit n wie in Abschnitt 3.1.1 be-
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schrieben in einer Matrix Xn zusammen, dann la¨sst sich
∂µn
∂θ1
= X′n schrei-
ben. Mit einem geeigneten Scha¨tzer fu¨r Ω, der Kovarianzmatrix der ste-
tigen Responsevariablen, erha¨lt man den in Abschnitt 3.3.1 beschriebenen
EGLS-Scha¨tzer.
Um die identifizierbaren Parameter des systematischen Teils des Modells
mit ordinalen Responsevariablen im Rahmen des GEE- beziehungsweise
GEPSE-Ansatzes scha¨tzen zu ko¨nnen, wird jede ordinale Responsevariable
durch eine mehrdimensionale bina¨re Variable ersetzt. In den Scha¨tzglei-
chungen wird dann der Erwartungswert jeder dieser bina¨ren Variablen bei
festen Einflussgro¨ßen modelliert.
Der u¨bersichtlicheren Darstellung wegen soll im Folgenden auf die In-
dizes n, t und j zuna¨chst verzichtet werden. Weiterhin sei η = α + x1β1 +
· · ·+xPβP , mit x1, . . . xP den relevanten Einflussgro¨ßen, β1, . . . , βP den ent-
sprechenden Regressionsparametern und η∗k = σ
−1
ǫ (η − ζk). Eine ordinale
Responsevariable y mit K + 1 Auspra¨gungen kann durch einen (K + 1)-
dimensionalen Vektor z, der aus den bina¨ren Variablen zk+1 = I(y = k) mit
(k = 0, . . . ,K) besteht, ersetzt werden. Dabei ist I(·) die Indikatorfunktion
(siehe Anhang A.6). Genau ein Element des Vektors z nimmt, in Abha¨ngig-
keit von der Auspra¨gung der Variablen y, den Wert eins an, alle anderen den
Wert null. Ausgehend von einem Probitmodell ist der mit µk+1 bezeichnete
Erwartungswert dieser bina¨ren Variablen fu¨r feste Einflussgro¨ßen
E(zk+1|η, ζk, ζk+1) = Pr(zk+1 = 1|η, ζk, ζk+1) = Pr(y = k|η, ζk, ζk+1)
= Pr(ǫ ≤ η − ζk)− Pr(ǫ ≤ η − ζk+1)
= Φ(η∗k)− Φ(η∗k+1),
mit Φ(η∗0) ≈ 1 und Φ(η∗K+1) ≈ 0.
Fu¨r ein univariates Modell mit einer ordinalen Responsevariablen sind
die Scha¨tzgleichungen identisch mit der Score-Funktion, der ersten Ab-
leitung der log-Likelihood-Funktion nach dem identifizierbaren Parame-
ter des systematischen Teils (siehe Anhang B.3). Statt des ((K + 1) ×
1)-dimensionalen Vektors z geht in die Scha¨tzgleichungen ein (K × 1)-
dimensionaler Vektor, hier y˜ = (y˜1, . . . , y˜K)
′ ein, denn genau ein Ele-
ment ist mit z1 = 1 −
∑K+1
l=2 zl redundant. Entsprechendes gilt wegen
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Pr(z1 = 1|η, ζ0, ζ1) = 1−
∑K+1
l=2 Pr(zl = 1|η, ζl−1, ζl) fu¨r die Erwartungswer-
te, so dass der in die Scha¨tzgleichungen eingehende Erwartungswertvektor
fu¨r eine ordinale Responsevariable als µ = (µ1, . . . , µK)
′ geschrieben wird.
Weiterhin sind diese bina¨ren Variablen nicht unabha¨ngig voneinander. Die
entsprechende Gewichtungsmatrix in den Scha¨tzgleichungen ist — im All-
gemeinen nicht fu¨r alle Einheiten identisch — Ω = Diag(µ) − µµ′ (siehe
Anhang B.3).
Die Gleichungen zur Scha¨tzung der identifizierbaren Parameter des
systematischen Teils des allgemeinen Mehrgleichungs-La¨ngsschnittmodells
(5.2) werden — je nach beobachtbaren Responsevariablen — aus Scha¨tz-
gleichungen ausgehend von ordinalen, stetigen oder gemischt ordinalen und
stetigen Variablen gebildet. Allgemein lassen sich die Scha¨tzgleichungen in
der bekannten Weise anschreiben als
v1 =
N∑
n=1
∂µn
∂δ1
Ω−1n (y˜n − µn) = 0.
Dabei besteht der Vektor µn aus den Erwartungswerten der u¨ber alle Glei-
chungen und Messzeitpunkte beobachteten stetigen Responsevariablen, η,
und aus den Erwartungswertvektoren der u¨ber alle Gleichungen und Mes-
szeitpunkte beobachteten dichotomisierten ordinalen Responsevariablen je-
weils bei festen Einflussgro¨ßen. Der Vektor y˜n besteht aus den entsprechen-
den stetigen und gegebenenfalls dichotomisierten ordinalen Responsevaria-
blen.
Die Kovarianzmatrix Ωn wird entsprechend den Eintra¨gen in y˜n gebil-
det. Fu¨r jeden Teilvektor y˜ntj, der eine ordinale Responsevariable kodiert,
steht an der entsprechenden Stelle auf der Diagonalen ein wie oben be-
schriebener Block Diag(µntj)−µntjµ′ntj . Fu¨r eine bina¨re Responsevariable
wird dieser Block zu einem Skalar µntj(1−µntj), der Varianz dieser bina¨ren
Variablen. Fu¨r eine stetige Responsevariable ist der entsprechende Diago-
naleintrag gerade die Varianz σ2ǫntj .
Als Nicht-Diagonaleintra¨ge erha¨lt man die Kovarianzen der entspre-
chenden Responsevariablen. Fu¨r zwei ordinale Responsevariablen mitK1+1
beziehungsweise mit K2+1 Auspra¨gungen unter Nichtberu¨cksichtigung des
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Indexes n, cov(y˜tjk1 y˜t′j′k2) = E(y˜tjk1 y˜t′j′k2)− E(y˜tjk1)E(y˜t′j′k2). Dabei ist
E(y˜tjk1 y˜t′j′k2) =
Pr(y˜tjk1 = 1, y˜t′j′k2 = 1|ηtj , ηt′j′ , ζk1 , ζk1+1, ζk2 , ζk2+1, ρtj,t′j′)
(siehe Anhang E.2) mit k1 = 1, . . . ,K1 und k2 = 1, . . . ,K2, wobei wenig-
stens ein t 6= t′, j 6= t′. Fu¨r die Kovarianz zweier stetiger Responsevariablen
erha¨lt man σǫtjσǫt′j′ρtj,t′j′ fu¨r wenigstens ein t 6= t′, j 6= t′. Das entsprechen-
de Element fu¨r die Kovarianz einer stetigen (y˜tj) mit einer bina¨ren Respon-
sevariablen (y˜t′j′k) erha¨lt man mit σǫtjρtj,t′j′{ϕ(η∗t′j′k)−ϕ(η∗t′j′(k+1))} (siehe
Anhang B.4). Dabei ist zu beachten, dass die Korrelation ρtj,t′j′ fu¨r alle die
entsprechende ordinale Variable kodierenden bina¨ren Variablen dieselbe ist.
Die Korrelationen ρtj,t′j′ mit wenigstens einem t 6= t′ oder j 6= j′ werden
selbst als Funktionen von Korrelationsstrukturparametern θ3 aufgefasst.
Die entsprechende Struktur in den Fehlern des latenten Modells spiegelt sich
in der Kovarianzmatrix der beobachtbaren Responsevariablen y˜n wider.
5.2.2 Scha¨tzgleichungen fu¨r die identifizierbaren Kovarianz-
strukturparameter
In diesem Abschnitt werden die Scha¨tzgleichungen fu¨r die Kovarianzstruk-
turparameter beschrieben. Betrachtet man ein Modell mit ausschließlich or-
dinalen Responsevariablen, dann unterscheidet sich der Aufbau der Scha¨tz-
gleichungen nur unwesentlich von dem in Abschnitt 4.6.2 beschriebenen
Vorgehen. Anstatt der Pseudo-log-Likelihood-Funktion der Korrelationen
der latenten Fehlervariablen der Gleichungen mit bina¨ren Responsevaria-
blen ist in diesem Fall die Pseudo-log-Likelihood-Funktion der Korrela-
tionen der latenten Fehlervariablen der Gleichungen mit ordinalen oder
bina¨ren Responsevariablen zu betrachten. Deutliche Unterschiede ergeben
sich, wenn das Modell neben ordinalen oder bina¨ren auch stetige Respon-
sevariablen aufweist. In diesem Fall sind zusa¨tzlich Scha¨tzgleichungen fu¨r
die Varianzen derjenigen Gleichungen mit stetigen Responsevariablen zu
beru¨cksichtigen. Weiterhin mu¨ssen Pseudo-log-Likelihood-Funktionen so-
wohl fu¨r die Korrelationen der Fehlervariablen derjenigen Gleichungen mit
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stetigen Responsevariablen als auch fu¨r die Korrelationen von Fehlervaria-
blen derjenigen Gleichungen mit stetigen und ordinalen Responsevariablen
formuliert und abgeleitet werden.
Im Folgenden soll die Korrelation der latenten Fehlervariablen einer
Gleichung mit einer ordinalen und jener mit einer stetigen Responsevaria-
blen als polyseriale Korrelation bezeichnet werden. Die Korrelation zwi-
schen den latenten Fehlervariablen einer Gleichung mit einer bina¨ren und
einer stetigen Responsevariablen ko¨nnte als biseriale Korrelation bezeichnet
werden. Da bina¨re Responsevariablen im Kontext der hier beschriebenen
Scha¨tzgleichungen aber als Spezialfall ordinaler Responsevariablen aufge-
fasst werden, soll auf diese zusa¨tzliche Unterscheidung verzichtet werden.
Entsprechend werden die Korrelationen zwischen latenten Fehlervariablen
der Gleichungen mit ordinalen oder bina¨ren Responsevariablen als polycho-
rische Korrelation bezeichnet, das heißt auch hier wird nicht unterschieden,
ob lediglich zwei bina¨re (tetrachorische Korrelation) oder zwei ordinale Re-
sponsevariablen beteiligt sind.
Wird pro Einheit mehr als eine stetige Responsevariable erhoben, dann
la¨sst sich fu¨r alle stetigen Beobachtungen eine Pseudo-Likelihood-Funktion
formulieren. Durch Ableiten der logarithmierten Pseudo-Likelihood-Funk-
tion nach den Varianzen und Korrelationen gewinnt man Pseudo-Score-
Gleichungen, die an den entsprechenden Stellen in die Scha¨tzgleichungen
eingehen. Im Folgenden sei Σs die Kovarianzmatrix der Fehlervariablen
derjenigen Gleichungen mit stetigen Responsevariablen und Sn = (y˜n,s −
µn,s)(y˜n,s − µn,s)′, wobei der Index s die Menge derjenigen Elemente be-
zeichnet, die fu¨r Gleichungen mit stetigen Responsevariablen stehen. Als
Scha¨tzgleichungen fu¨r Varianzen und Kovarianzen erha¨lt man
N∑
n=1
1
2
Kvec(Σ−1s SnΣ
−1
s −Σ−1s ) = 0
mit K der Ableitung von Σs nach Varianzen und Kovarianzen, das heißt
einer Matrix bestehend aus Nullen und Einsen (siehe Anhang E.1). Die
Kovarianzen sind Funktion der interessierenden Korrelationen sowie der
Varianzen. Schreibt man fu¨r die Scha¨tzgleichungen der Varianzen v∗(2), der
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Kovarianzen v∗(3),s und ξs fu¨r den Vektor aller Kovarianzen, dann erha¨lt
man bei entsprechender Anordnung der Scha¨tzgleichungen als Scha¨tzglei-
chungen fu¨r Varianzen und Korrelationen(
v(2)
v(3),s
)
=
(
I ∂ξs∂δ(2)
0
∂ξs
∂δ(3),s
)(
v∗(2)
v∗(3),s
)
= 0
mit v(2) den Scha¨tzgleichungen fu¨r die Varianzen und v(3),s den Scha¨tz-
gleichungen fu¨r die Korrelationen u¨ber alle Gleichungen mit stetigen Re-
sponsevariablen (siehe Anhang E.1). Werden nur stetige Responsevaria-
blen erhoben, dann ist die Pseudo-log-Likelihood-Funktion gerade die log-
Likelihood-Funktion und man erha¨lt mit diesen Scha¨tzgleichungen und den
Scha¨tzgleichungen fu¨r die Regressionsparameter die entsprechenden ML-
Scha¨tzer.
Werden pro Einheit mehr als eine ordinale Responsevariable erho-
ben, dann wird ausgehend von den Paaren ordinaler Responsevariablen
(yntj , ynt′j′) fu¨r jede polychorische Korrelation ρtj,t′j′ der entsprechenden
Fehlervariablen, mit wenigstens einem t 6= t′, j 6= j′, a¨hnlich wie in Ab-
schnitt 4.6.2 fu¨r das bina¨re Modell, eine log-Likelihood formuliert, deren
Ableitung nach der entsprechenden Korrelation in die Scha¨tzgleichungen
eingeht. Mit
Pntjk1,t′j′k2 =
Pr(yntj = k1, ynt′j′ = k2|ηntj , ηnt′j′ , ζtjk1, ζtj(k1+1), ζt′j′k2, ζt′j′(k2+1), ρtj,t′j′)
der Wahrscheinlichkeit, dafu¨r dass yntj den Wert k1 und ynt′j′ den Wert k2
annimmt, und ϕntjk1,t′j′k2 = ϕ(η
∗
ntjk1
, η∗nt′j′k2, ρtj,t′j′), dem Wert der Dich-
tefunktion der bivariaten Standardnormalverteilung an den Stellen η∗ntjk1 ,
η∗nt′j′k2 und ρtj,t′j′ , erha¨lt man als Scha¨tzgleichung fu¨r die polychorische
Korrelation ρtj,t′j′
0 =
N∑
n=1
ϕntjk1,t′j′k2 − ϕntj(k1+1),t′j′k2 − ϕntjk1,t′j′(k2+1) + ϕntj(k1+1),t′j′(k2+1)
Pntjk1,t′j′k2
.
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Die Scha¨tzgleichungen fu¨r alle polychorischen Korrelationen erha¨lt man
als die Ableitung der Pseudo-log-Likelihood-Funktion nach den Korrela-
tionen, bei der alle mo¨glichen Paare der ordinalen Responsevariablen —
gegeben die Einflussgro¨ßen — als unabha¨ngig voneinander aufgefasst wer-
den. Die Herleitung der Ableitungen ausgehend von der entsprechenden
Pseudo-Maximum-Likelihood-Funktion findet man in Anhang E.2.
Werden wenigstens eine stetige und eine ordinale Responsevariable erho-
ben, dann sind auch Scha¨tzgleichungen fu¨r die entsprechenden polyserialen
Korrelationen zu formulieren. Tatsa¨chlich werden fu¨r den hier beschriebe-
nen Ansatz, ausgehend von der entsprechenden log-Likelihood-Funktion,
Scha¨tzgleichungen fu¨r den Vektor der Korrelationen zwischen den Fehler-
variablen jeder Gleichung mit einer ordinalen Responsevariablen und jenen
aller Gleichungen mit stetigen Variablen verwendet (siehe auch Anhang
E.3). Sei ρso der Vektor der polyserialen Korrelationen der Fehlervariablen
aller Gleichungen mit stetigen und der Fehlervariablen einer Gleichung mit
einer ordinalen Responsevariablen, Σs = V
1/2
s RsV
1/2
s die Kovarianzma-
trix der Fehlervariablen der stetigen Gleichungen mit Vs den entsprechen-
den Varianzen und Rs die entsprechende Korrelationsmatrix. Weiterhin sei
̺ = 1 − ρ′soR−1s ρso und ψntjk = ̺−1/2(η∗ntjk + ρ′soR−1s V−1/2s (yn,s − µn,s))
mit η∗ntjk = σ
−1
ǫ (α+ xntj1β1 + · · ·+ xntjPβP − ζntjk) fu¨r die Gleichung mit
der ordinalen Responsevariablen, yn,s dem Vektor der stetigen Response-
variablen und µn,s dem entsprechenden Erwartungswert. Dann erha¨lt man
als Scha¨tzgleichungen fu¨r ρso
∑N
n=1 ̺
−1/2
K∑
k=0
I(yntj,o = k)(Φ(ψntjk)− Φ(ψntj(k+1)))−1
R−1s
(
ρso̺
−1/2(ψntjkϕ(ψntjk)− ψntj(k+1)ϕ(ψntj(k+1)))
+V−1/2s (yn,s − µn,s)(ϕ(ψntjk)− ϕ(ψntj(k+1)))
)
= 0,
mit yntj,o der ordinalen Response, Φ(ψntj0) ≈ 1, Φ(ψntj(K+1)) ≈ 0,
ϕ(ψntj0) ≈ 0 und ϕ(ψntj(K+1)) ≈ 0. Die Scha¨tzgleichungen fu¨r alle polyse-
rialen Korrelationen erha¨lt man auch hier indem die entsprechenden log-
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Likelihood-Funktionen so zusammengefasst werden, als wa¨ren alle mo¨gli-
chen Kombinationen aller stetigen mit jeweils einer ordinalen Response-
variablen — gegeben die Einflussgro¨ßen — unabha¨ngig voneinander. Zur
Scha¨tzung der eigentlich interessierenden Parameter werden die Scha¨tzglei-
chungen fu¨r alle identifizierbaren Parameter zusammengefasst. Dabei wird
implizit von einer Pseudo-log-Likelihood ausgegangen, in die die Beitra¨ge
fu¨r Korrelationen zwischen stetigen Variablen, polychorischen und polyse-
rialen Korrelationen als voneinander unabha¨ngig eingehen. Alle scha¨tzbaren
Korrelationen gehen in den Vektor δ(3) ein. Weiterhin wird die Ableitung
∂δ
∂θ beno¨tigt.
5.2.3 Berechnung der Scha¨tzer
Anstatt an allen identifizierbaren Parametern δ ist man im Allgemeinen an
sparsamer parametrisierten Modellen interessiert. So ist oft die Annahme
plausibel, dass die Parameter des systematischen Teils u¨ber den betrach-
teten Zeitraum hinweg konstant bleiben. Oft werden Varianzen auf den
gleichen Wert restringiert, oder es wird eine Korrelationsmatrix mit weni-
ger als TJ(TJ−1)/2 Parametern gescha¨tzt. Die entsprechenden Parameter
sollen als die interessierenden Parameter des systematischen Teils (θ(1)), als
Varianzstrukturparameter (θ(2)) beziehungsweise als Korrelationsstruktur-
parameter (θ(3)) bezeichnet werden. Schreibt man fu¨r die Scha¨tzgleichungen
aller identifizierbaren Parameter des systematischen Teils v(1), fu¨r die der
Varianzen v(2) und fu¨r die Scha¨tzgleichungen aller TJ(TJ − 1)/2 Korrela-
tionen v(3), dann erha¨lt man als Scha¨tzgleichungen fu¨r θ
u =
∂δ
∂θ
v1v2
v3
 .
Fu¨r die im Allgemeinen iterative Berechnung der interessierenden Pa-
rameter des systematischen Teils sowie — gegebenenfalls — der Scha¨tzung
der Kovarianzstrukturparameter werden die Ableitungen der Scha¨tzglei-
chungen nach den interessierenden Parametern θ — oder Approximationen
an diese — beno¨tigt. Dabei ha¨ngt es von dem zu scha¨tzenden Modell, den
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gewa¨hlten Restriktionen und der Art der Responsevariablen ab, wie die
Scha¨tzgleichungen im Einzelnen aufzubauen sind. Recht allgemein erha¨lt
man als aktualisierten Scha¨tzer in jeder Iteration l (l = 1, 2, . . .)
θˆl = θˆl−1 −Q−1
θˆl−1
u
θˆl−1
, (5.3)
mit u
θˆl−1
den Scha¨tzgleichungen undQ
θˆl−1
der Jacobi’schen Matrix , bezie-
hungsweise einer Approximation an die Jacobi’sche Matrix von u
θˆl−1
(siehe
Anhang A.4), jeweils ausgewertet an der Stelle θˆl−1.
Sind nur die identifizierbaren Parameter des systematischen Teils, θ1,
von Interesse, so erha¨lt man
u =
∂δ1
∂θ1
N∑
n=1
∂µn
∂δ1
Ω−1n (y˜n −µn)
=
N∑
n=1
∂
(
µn,s
µn,o
)
∂θ1
(
Ωs Ωn,so
Ω′n,so Ωn,o
)−1((
y˜n,s
y˜n,o
)
−
(
µn,s
µn,o
))
, (5.4)
wobei der einfacheren Darstellung wegen die stetigen (y˜n,s) u¨ber den dicho-
tomisierten ordinalen Responsevariablen (y˜n,o) angeordnet sind. Die Matrix
Ωn setzt sich aus den Teilmatrizen Ωs, Ωn,so und Ωn,o zusammen, deren
Struktur wie fu¨r den in Abschnitt 4.4 beschriebenen GEE-Scha¨tzer von den
Annahmen bezu¨glich der Varianz- und Korrelationsstruktur in den beob-
achtbaren Responsevariablen abha¨ngt. Die Kovarianzmatrix ist
Ωn = V
1/2
n R(γ)V
1/2
n ,
mit Vn einer Diagonalmatrix, auf deren Diagonalen entsprechend der An-
ordnung in y˜n die gescha¨tzten Varianzen der stetigen Responsevariablen,
diag(S), mit S = N−1
∑N
n=1(y˜n,s−µn,s)(y˜n,s−µn,s)′, beziehungsweise der
ordinalen Responsevariablen, diag(Diag(µn,o)−µn,oµ′n,o), jeweils berechnet
an der Stelle θˆl−1 abgetragen sind.
Die Korrelationsmatrix la¨sst sich auf unterschiedliche Weise berechnen.
Da im Folgenden allerdings nicht die Scha¨tzung lediglich der Parameter des
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systematischen Teils sondern auch der Kovarianzstruktur im Vordergrund
steht, werden nur zwei einfache Varianten des GEE-Scha¨tzers betrachtet
werden. Bei einer Variante wird R(γ) = I gesetzt, das heißt, es wird unter
Unabha¨ngigkeit gescha¨tzt. Dies gilt auch fu¨r die dichotomisierten ordinalen
Variablen, fu¨r die keine spezifische Struktur angenommen werden mu¨sste.
Dieser Scha¨tzer soll lediglich als ein grober Vergleichsscha¨tzer dienen. In
einer anderen Version wird eine vo¨llig unrestringierte Matrix R(γˆ) mit γˆ
dem Vektor der unteren Dreiecksmatrix der u¨ber alle (y˜n−µn) berechneten
Korrelationsmatrix verwendet. Diese Scha¨tzer werden, den Bezeichnungen
in Kapitel 4 folgend, als GEE-Scha¨tzer bezeichnet werden.
Die Matrix Q ist im Falle dieser GEE-Scha¨tzer
Q = −
N∑
n=1

∂
(
µn,s
µn,o
)
∂θ1

(
Ωs Ωn,so
Ω′n,so Ωn,o
)−1
∂
(
µn,s
µn,o
)
∂θ1

′
. (5.5)
Werden simultan zusa¨tzlich zu den identifizierbaren Parametern des sy-
stematischen Teils die Kovarianzstrukturparameter gescha¨tzt, dann gehen
in die Scha¨tzgleichungen u fu¨r die interessierenden Parameter θ in (5.3) die
Scha¨tzgleichungen fu¨r die identifizierbaren Parameter des systematischen
Teils, v(1), und die im letzten Abschnitt beschriebenen Scha¨tzgleichungen
fu¨r Varianzen (v(2)) und Korrelationen (v(3)) ein, wobei der einfacheren
Darstellung wegen v(3) = (v
′
(3),s,v
′
(3),so,v
′
(3),o)
′ geschrieben werden soll,
mit v(3),s den Scha¨tzgleichungen fu¨r die Korrelationen der Fehlervariablen
der Gleichungen mit stetigen Responsevariablen, v(3),so denjenigen fu¨r die
polyserialen und v(3),o den polychorischen Korrelationen. Auch die Scha¨tz-
gleichungen v(1) sowie δ(1) werden weiter unterteilt in v(1),s und v(1),o bezie-
hungsweise δ(1),s und δ(1),o fu¨r die identifizierbaren Parameter des systema-
tischen Teils mit stetigen und jenem Teil mit ordinalen Responsevariablen.
Die Scha¨tzgleichungen fu¨r die Parameter θ(1), θ(2), und θ(3) werden mit
u(1), u(2) und u(3) bezeichnet.
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Die Matrix Q ist in diesem Fall
Q =
(
∂δ
∂θ
)(
Q11 0
0 Q′22
)(
∂δ
∂θ
)′
,
wobei
Q11 = −
N∑
n=1

∂
(
µn,s
µn,o
)
∂δ(1)

(
Ωs Ωn,so
Ω′n,so Ωn,o
)−1
∂
(
µn,s
µn,o
)
∂δ(1)

′
. (5.6)
Die Matrix Q22 ist
Q22 =

A1 A12 A13 0
A′12 A2 A23 0
0 0 A3 0
0 0 0 A4
 , (5.7)
mit
(
A1 A12
A′12 A2
)
der zweiten Ableitung der log-Likelihood-Funktion fu¨r Va-
rianzen und Korrelationen der Fehlervariablen aller Gleichungen mit ste-
tigen Responsevariablen nach δ(2) und δ(3),s (siehe Anhang E.1). Die Ma-
trix A3 ist eine Blockdiagonalmatrix wobei als Blo¨cke auf der Diagonalen
die zweiten Ableitungen der log-Likelihood-Funktionen fu¨r die polyseria-
len Korrelationen aller Fehlervariablen derjenigen Gleichungen mit stetigen
und jeweils einer mit einer ordinalen Responsevariablen abzutragen sind. Da
diese Ableitungen sehr aufwa¨ndig abzuleiten und zu berechnen und daher
fehleranfa¨llig sind, werden hier numerische Ableitungen verwendet (siehe
Dennis und Schnabel, 1983, S. 103 ff., Algorithmus A 5.6.1). Zur entspre-
chenden Pseudo-log-Likelihood-Funktion und deren erste Ableitung siehe
Anhang E.3. Auch die Matrizen A13 und A23 sind unter Verwendung des
in Dennis und Schnabel (1983) beschriebenen Algorithmus A 5.6.1 (S. 105)
berechnete numerische Ableitungen dieser Pseudo-log-Likelihood-Funktion
nach δ(2) und δ(3),s. A4 schließlich ist eine Diagonalmatrix auf deren Dia-
gonalen die zweiten Ableitungen der log-Likelihood-Funktionen der poly-
chorischen Korrelationen (siehe Anhang E.2) abgetragen sind. Alle anderen
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Teilmatrizen in Q beziehungsweise Q22 sind entweder im Erwartungswert
null oder sind, weil sie nicht existieren, null zu setzen.
Die MatrizenΩn sind nicht bekannt und mu¨ssen gescha¨tzt werden. Dazu
sind diese Matrizen zu berechnen wie in Abschnitt 5.2.1 beschrieben, wobei
die wahren Parameter durch die entsprechenden Scha¨tzer zu ersetzen sind.
Diese gescha¨tzten Matrizen Ω̂n sind nicht immer positiv definit. Daher wird
dies bei der Berechnung der Inversen2 jeder Matrix Ω̂n jeweils gepru¨ft. Ge-
gebenenfalls wird fu¨r die entsprechende Einheit, fu¨r die das nicht gilt, eine
u¨ber die Z-transformierten individuellen Korrelationsmatrizen gemittelte
Matrix verwendet um die Matrix Ωn zu berechnen. Den Bezeichnungen in
Kapitel 4 folgend werden die Scha¨tzer, bei denen die interessierenden und
identifizierbaren Parameter des systematischen Teiles und der Kovarianz-
struktur simultan unter Verwendung der hier und im letzten Abschnitt be-
schriebenen Gewichtungsmatrix Ωn gescha¨tzt werden, als GEPSE-Scha¨tzer
bezeichnet. Neben diesen GEPSE-Scha¨tzern kann, ebenfalls dem in Kapitel
4 beschriebenen Vorgehen folgend, auch hier wieder von vorneherein eine
mittlere Korrelationsmatrix verwendet werden. Der entsprechende Scha¨tzer
wird als GEPSE∗-Scha¨tzer bezeichnet.
Als GEE- beziehungsweise GEPSE-Scha¨tzer sind auch die hier beschrie-
benen Scha¨tzer des allgemeinen Modells (5.2), unabha¨ngig von der je-
weils gewa¨hlten Matrix Ωn unter recht allgemeinen Bedingungen konsistent
und asymptotisch normalverteilt. Als Scha¨tzer fu¨r die Kovarianzmatrix der
GEE-Scha¨tzer erha¨lt man mit
un =
∂µn
∂θ1
Ω−1n (y˜n − µn)
und Q der in (5.5) gegebenen Matrix
Ĉov(θˆ1) = Q̂
−1
θˆ1,γˆ
(
N∑
n=1
uˆnuˆ
′
n
)
θˆ1,γˆ
Q̂
−1′
θˆ1,γˆ.
2Die Inversen werden unter Verwendung der in Golub und Van Loan (1996) beschrie-
benen entsprechend angepassten Algorithmen 3.1.1 und 3.1.2 sowie der auf den Seiten
167 und 112 in Golub und Van Loan (1996) beschriebenen Methoden berechnet.
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Dabei ist Q̂
−1
θˆ1,γˆ die unter der jeweiligen Annahme bezu¨glich der Korrelati-
onsstruktur gescha¨tzte Matrix Q, ausgewertet an der Stelle θˆ1 beziehungs-
weise γˆ, dem gescha¨tzten Korrelationsstrukturparameter in den Residuen
(y˜n − µn). Entsprechendes gilt fu¨r uˆn. Fu¨r die GEPSE- beziehungsweise
GEPSE∗-Scha¨tzer erha¨lt man
Ĉov(θˆ) = Q̂
−1
(+),θˆŴθˆQ̂
−1′
(+),θˆ
mit
Q(+) =
(
∂δ
∂θ
)(
Q11 0
Q′12 Q
′
22
)(
∂δ
∂θ
)′
ausgewertet an der Stelle θˆ. Dabei ist Q11 wie in (5.5) und Q22 wie in (5.7)
gegeben. Die Matrix Q12 setzt sich aus den (approximierten) Ableitungen
der Scha¨tzfunktionen fu¨r δ(2), δ(3),s, δ(3),so und δ(3),o nach den Parametern
des systematischen Teils, δ(1), zusammen (siehe die Anha¨nge E.1, E.2 und
E.3). Geht man von der Anordnung v(1) = (v
′
(1),s,v
′
(1),o)
′ aus, dann erha¨lt
man
Q12 =
 ∂v(2)∂δ(1),s ∂v(3),s∂δ(1),s ∂v(3),so∂δ(1),s 0
0 0
∂v(3),so
∂δ(1),o
∂v(3),o
∂δ(1),o
 ,
wobei fu¨r
∂v(3),so
∂δ(1),s
und
∂v(3),so
∂δ(1),o
jeweils — wie bereits beschrieben — die nu-
merischen Ableitungen verwendet werden. Auch hier sind die verbleibenden
Teilmatrizen inQ(+) beziehungsweiseQ12 entweder im Erwartungswert null
oder, weil sie nicht existieren, null zu setzen.
Mit den in den beiden Abschnitten 5.2.1 und 5.2.2 beschriebenen indi-
viduellen Scha¨tzgleichungen fu¨r alle identifizierbaren Parameter des syste-
matischen Teils, v(1),n, fu¨r alle Varianzen, v(2),n, und fu¨r die Korrelationen,
v(3),n, zusammengefasst im Vektor vn = (v
′
(1),n,v
′
(2),n,v
′
(3),n)
′ erha¨lt man
W =
(
∂δ
∂θ
)( N∑
n=1
vnv
′
n
)(
∂δ
∂θ
)′
.
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5.2.4 Evaluation des GEPSE-Scha¨tzers
In diesem Abschnitt soll der GEPSE-Scha¨tzer des allgemeinen Modells
(5.2) mit Hilfe simulierter Datensa¨tze evaluiert werden. Zum Vergleich
werden der ebenfalls in den letzten Abschnitten beschriebene GEE- und
der GEPSE∗-Scha¨tzer betrachtet. Die GEE-Scha¨tzer wurden unter der Un-
abha¨ngigkeitsannahme, gekennzeichnet durch den Index U , beziehungswei-
se unter Verwendung einer unrestringierten Korrelationsmatrix, gekenn-
zeichnet durch den Index R¯ berechnet. Sowohl GEPSE- als auch GEPSE∗-
Scha¨tzer wurden unter Annahme der korrekten Korrelationsstruktur be-
rechnet.
Die Daten wurden entsprechend der bereits in Abschnitt 4.5 beschriebe-
nen prinzipiellen Vorgehensweise erzeugt. Als Anzahl an Einheiten wurden
N = 100, N = 200, N = 500 und N = 1000, als Anzahl an Zeitpunkten
T = 5 und als Anzahl an Gleichungen pro Zeitpunkt J = 2 gewa¨hlt. Die
normalverteilten Fehlervariablen des latenten Modells wurden unter Ver-
wendung einer symmetrischen Block-Toeplitzmatrix mit θ3 = (ϑ1, . . . , ϑT )
′
Rǫ = (Mθ3 ⊗ 1J1′J) + (1− ϑ1)ITJ ,
wobei
Mθ3 =

ϑ1 ϑ2 ϑ3 · · · ϑT
ϑ2 ϑ1 ϑ2 · · · ϑT−1
...
...
...
. . .
...
ϑT ϑT−1 ϑT−2 · · · ϑ1

simuliert. Fu¨r eine insgesamt ho¨here Korrelation wurden ϑ1 = .8, ϑ2 = .68,
ϑ3 = .584, ϑ4 = .507, ϑ5 = .446, fu¨r insgesamt geringere Korrelationen
ϑ1 = .4, ϑ2 = .25, ϑ3 = .175, ϑ4 = .138, ϑ5 = .119 verwendet. Die wahren
Varianzen betrugen an jedem Beobachtungspunkt eins.
Als Einflussgro¨ßen wurden eine dichotome mit Erwartungswert .3, eine
normalverteilte mit Erwartungswert null und Varianz eins, eine gleichver-
teilte mit Erwartungswert null und Varianz 1/12 und eine gemischt gamma-
und gleichverteilte Variable mit Erwartungswert null und Varianz eins si-
muliert. Die generierten Werte der dichotomen Variablen wurden u¨ber die
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Gleichungen pro Zeitpunkt konstant gehalten. Zur Erzeugung der Werte der
gemischt gamma- und gleichverteilten Variablen wurden, unter Verwendung
des Zufallszahlengenerators RANGAM, zuna¨chst Werte aus einer Gammaver-
teilung mit Erwartungswert null und Varianz .5 unabha¨ngig u¨ber alle Beob-
achtungspunkte erzeugt. Zu diesen Werten wurden dann die fu¨r jede Einheit
u¨ber die Beobachtungspunkte invarianten simulierten Werte einer gleichver-
teilten Variablen mit Erwartungswert null und Varianz .5 summiert. Dies
ergibt eine Korrelation dieser Variablen u¨ber die Messpunkte innerhalb der
Einheiten von .5. Die Werte der normalverteilten und der gleichverteilten
Einflussgro¨ßen wurden als unabha¨ngig u¨ber alle Beobachtungspunkte simu-
liert. Die generierten Werte der dichotomen, der normalverteilten und der
gleichverteilten Variable gingen als Auspra¨gungen der releventen Einfluss-
gro¨ßen in die jeweils erste Gleichung eines jeden Zeitpunktes ein. Auch in
die zweite Gleichung gingen die simulierten Werte der dichotomen und der
normalverteilten Variablen, zusa¨tzlich aber die Werte der gemischt gamma-
und gleichverteilten Variablen ein. U¨ber die Simulationen wurde die Werte
der Einflussgro¨ßen jeweils konstant gehalten.
U¨ber alle Gleichungen hinweg wurden die simulierten Werte der di-
chotomen Variablen mit dem wahren Parameterwert −1 und die der nor-
malverteilten Variablen mit .8 gewichtet. Die an jedem Zeitpunkt jeweils
nur in der ersten Gleichung relevanten Werte der gleichverteilten Variablen
wurden mit dem wahren Parameterwert −.8 und die nur in der jeweils zwei-
ten Gleichung relevanten Werte der gemischt gamma- und gleichverteilten
Variablen mit −.1 gewichtet. Die Werte der wahren Regressionsparameter
aber auch der Schwellenwerte wurden u¨ber t = 1, . . . , T konstant gehalten.
Es wurden drei verschiedene Kombinationen von Responsevariablen si-
muliert. In einer ersten Version, dem linearen Modell, wurden zwei stetige
Responsevariablen erzeugt. Als wahre Parameterwerte, die die Konstante
gewichten wurde fu¨r die jeweils erste Gleichung pro Zeitpunkt .7 und fu¨r
die zweite −.3 gewa¨hlt. In einer zweiten Version, dem gemischten Modell,
wurden eine ordinale und eine stetige Responsevariable generiert. Fu¨r die
jeweils erste Gleichung mit der ordinalen Responsevariablen wurde als wah-
rer Parameterwert, der die Konstante gewichtet, der Wert null gewa¨hlt und
fu¨r die zweite Gleichung mit einer stetigen Responsevariablen der Wert −.3.
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Die latenten Responsevariablen wurden entsprechend dem latenten Modell
(5.2, siehe Seite 152) erzeugt. Als ordinale Responsevariable wurde eine
Variable mit drei Auspra¨gungen generiert. Als Schwellenwerte wurden −.4
und .7 gewa¨hlt. Die beobachtbare Responsevariable wurde auf den Wert
null gesetzt, falls der Wert der entsprechenden latenten Responsevariablen
kleiner oder gleich dem Schwellenwert −.4 war, sie wurde auf den Wert
eins gesetzt, falls der Wert der latenten Responsevariablen gro¨ßer als −.4
aber kleiner oder gleich dem Wert .7 war und sie wurde auf den Wert zwei
gesetzt, falls der Wert der latenten Responsevariablen gro¨ße als .7 war. Die
beobachtbare stetige Responsevariable der jeweils zweiten Gleichung war
identisch mit der entsprechenden latenten Responsevariablen. In einer drit-
ten Version, dem ordinalen Modell, wurden fu¨r die jeweils erste Gleichung
eine ordinale sowie fu¨r die jeweils zweite Gleichung eine bina¨re Responseva-
riable erzeugt. Als Schwellenwerte fu¨r die ordinale Responsevariable, wieder
mit drei Auspra¨gungen, wurden −.4 und .7, fu¨r die bina¨re Responsevariable
wurde .3 gewa¨hlt.
Fu¨r jede Kombination der Faktoren
”
Anzahl an Einheiten“,
”
Korre-
lationsmatrix der Fehlervariablen“,
”
Skalenniveau der Responsevariablen“
und
”
Scha¨tzer“ wurden jeweils 500 Datensa¨tze simuliert und gescha¨tzt. Da-
bei wurden die Regressionsparameter u¨ber die beiden Gleichungen hinweg
pro Zeitpunkt unrestringiert gescha¨tzt, fu¨r jede der beiden Gleichungen
allerdings u¨ber die Zeit hinweg auf denselben Wert restringiert. Fu¨r die
Gleichungen mit stetigen Responsevariablen wurden die Varianzen fu¨r das
lineare Modell frei u¨ber die Gleichungen u¨ber die Zeit hinweg aber auf den-
selben Wert restringiert gescha¨tzt. GEPSE∗- und GEPSE-Scha¨tzer wurden
jeweils unter Annahme der wahren Korrelationsstruktur berechnet. Als Ab-
bruchkriterien dienten die bereits in Abschnitt 4.2 beschriebenen Kriterien.
Als Anfangsscha¨tzer fu¨r GEEU - und GEER¯-Scha¨tzer wurden jeweils die
wahren Werte verwendet. Zur Gewinnung von Anfangswerten fu¨r GEPSE∗-
und GEPSE-Scha¨tzer wurden die Parameter des systematischen Teils mit
Hilfe des GEE-Scha¨tzers unter einer Unabha¨ngigkeitsannahme berechnet.
Als Anfangsscha¨tzer fu¨r die Varianzstrukturparameter derjenigen Gleichun-
gen mit stetigen Responsevariablen wurden die unter der entsprechenden
Restriktion berechneten Stichprobenvarianzen verwendet. Als Ausgangs-
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punkt fu¨r die Korrelationsstrukturparameter dienten die wahren Werte.
Die im Folgenden dargestellten Simulationsergebnisse basieren jeweils auf
der Scha¨tzung aller 500 simulierten Datensa¨tzen.
Zum Vergleich der verschiedenene Scha¨tzer sind in den folgenden Gra-
phiken das arithmetische Mittel der Scha¨tzwerte (m), die Wurzel aus dem
mittleren quadratischen Fehler (rmse) und der Anteil an Ablehnungen der
Nullhypothese H0: θ = θ0, mit θ0 dem wahren Wert des Parameters θ, bei
einem α = .05 (approximativer Gaußtest) u¨ber die jeweils 500 Simulatio-
nen abgetragen (rej). Weiterhin wurden die Verteilungen der Scha¨tzwerte
u¨ber die Simulationen mit Hilfe des SAS-Prozedur PROC UNIVARIATE auf
”
Normalverteilung“ getestet (α = .05). Der U¨bersichtlichkeit wegen sind
die mittleren gescha¨tzten Standardabweichungen nicht dargestellt. Diese
unterscheiden sich im Allgemeinen nicht wesentlich von den dargestellten
Wertn fu¨r rmse. Indirekt legen die Ergebnisse fu¨r rej aber nahe, dass die
Varianzscha¨tzer unproblematisch sind.
Wa¨hrend fu¨r N = 200, N = 500 und N = 1000 die Scha¨tzer problemlos
berechnet wurden, traten bei N = 100 fu¨r einige Datensa¨tze Konvergenz-
probleme auf. Weiterhin waren Verteilungen der Scha¨tzwerte insbesondere
von Korrelationsstrukturparametern ha¨ufiger als in den gro¨ßeren Stichpro-
ben signifikant von der Normalverteilung verschieden.
Der U¨bersichtlichkeit wegen sind Ergebnisse fu¨r lediglich einige der Pa-
rameter fu¨r N = 500 ausfu¨hrlich dargestellt. Die Ergebnismuster gelten
aber in gleicher Weise auch fu¨r die anderen Parameter. Als Beispiel fu¨r
die Parameter des systematischen Teils werden die Regressionsparameter
betrachtet, die die u¨ber die Gleichungen hinweg konstante, dichotome Ein-
flussgro¨ße gewichten. Die entsprechenden Parameter werden als β1d und
β2d bezeichnet. Da fu¨r die Fehlervarianz in jeder Gleichung der Wert eins
gewa¨hlt wurde, gilt fu¨r die identifizierbaren Parameter der Gleichungen mit
ordinalen beziehungsweise bina¨ren Responsevariablen β∗ = β. Die Ergeb-
nisse fu¨r die Parameter β1d und β2d sind fu¨r den Fall mit hohen Korrelatio-
nen in Abbildung 5.1 und fu¨r den Fall mit niedrigen Korrelationen in Ab-
bildung 5.3 dargestellt. Fu¨r jede Modellspezifikation (ordinale und bina¨re
Responsevariablen, ordinale und stetige Responsevariablen sowie zwei ste-
tige Responsevariablen) sind die Scha¨tzergebnisse getrennt fu¨r die jeweils
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zwei Gleichungen dargestellt. Zu beachten ist, dass im Falle zweier steti-
ger Responsevariablen GEPSE∗- und GEPSE-Scha¨tzer identisch und gleich
dem ML-Scha¨tzer sind.
Die Scha¨tzergebnisse fu¨r die Korrelationsstrukturparameter jeweils mit
dem ho¨chsten und dem niedrigsten Wert fu¨r die Fa¨lle mit allgemein hohen
und niedrigen Korrelationen und N = 500 sind in den Abbildungen 5.2 und
5.4 dargestellt. Dabei wird lediglich der GEPSE-Scha¨tzer beru¨cksichtigt, da
die Scha¨tzergebnisse fu¨r GEPSE∗- und GEPSE-Scha¨tzer nahezu identisch
waren und weil bei der GEE-Methode die Korrelationen der latenten Mo-
delle nicht gescha¨tzt werden.
Aus Abbildung 5.1 ist zuna¨chst ersichtlich, dass die u¨ber die Simu-
lationen gemittelten Scha¨tzwerte unter Verwendung der unterschiedlichen
Scha¨tzverfahren nur geringfu¨gig voneinander und von dem wahren Wert
abweichen. Dies gilt ebenso fu¨r die in den Abbildungen 5.2, 5.3 und 5.4
abgetragenen Ergebnisse sowie fu¨r die die anderen Einflussgro¨ßen gewich-
tenden Parameter fu¨r N = 500. Nicht u¨berraschend sind die Abweichungen
prinzipiell geringer, wenn N = 1000 Einheiten simuliert werden und gro¨ßer,
wenn der simulierte Stichprobenumfang kleiner wird.
Betrachtet man den Anteil an Ablehnungen der Nullhypothese u¨ber die
jeweils 500 Simulationen (rej), dann fa¨llt auf, dass diese im Allgemeinen
in einem akzeptablen Bereich von etwa .05± .02 liegen. Dies gilt nicht nur
fu¨r die in den Abbildungen 5.1 bis 5.4 dargestellten Ergebnisse, sondern
generell fu¨r alle simulierten Modellspezifikationen. Obwohl einzelne Anteile
außerhalb des Intervalls liegen, ist dieses Ereignis weder systematisch noch
sind die Werte weit von den Intervallgrenzen entfernt. Fu¨r N = 100 trat
dieser Fall etwas ha¨ufiger auf, wobei der Anteil an Ablehnungen von .088
fu¨r ein Modell mit einer ordinalen und einer bina¨ren Responsevariablen
durchaus deutlicher von der Grenze entfernt ist.
Fu¨r einzelne Parameter war die Annahme der Normalverteilung der
entsprechenden Scha¨tzwerte abzulehnen. Dies trat bei einem Stichproben-
umfang ab N = 200 aber nur vereinzelt und unsystematisch auf. Deutlich
ha¨ufiger war dies fu¨r N = 100 der Fall.
Von zentralem Interesse sind die Ergebnisse zu den mittleren quadra-
tischen Fehlern, beziehungsweise der Wurzel aus diesen (rmse). Aus Ab-
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Abbildung 5.1: Scha¨tzergebnisse m, rmse und rej fu¨r die die dichotome
Einflussgro¨ße gewichtenden Parameter β1d beziehungsweise β2d unter Ver-
wendung der Scha¨tzmethoden GEEU , GEER¯, GEPSE
∗ und GEPSE jeweils
u¨ber 500 Simulationen. N = 500, T = 5, hohe Korrelationen.
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Abbildung 5.2: Scha¨tzergebnisse m, rmse und rej fu¨r die Korrelationen
ρtj,tj′ = .8 und ρtj,(t−4)j′ = .446 unter Verwendung der Scha¨tzmethode
GEPSE fu¨r die Modelle mit ordinalen und bina¨ren (o-b), ordinalen und
stetigen (o-s) und nur stetigen (s-s) Responsevariablen jeweils u¨ber 500 Si-
mulationen. N = 500, T = 5, hohe Korrelationen.
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bildung 5.1 ist fu¨r diejenigen Modelle mit wenigstens einer diskreten Re-
sponsevariablen eine gegenu¨ber den anderen Scha¨tzern deutliche Verringe-
rung der rmse-Werte bei Verwendung des GEPSE-Scha¨tzers sichtbar. Diese
Unterschiede sind, bei fu¨r die verschiedenen Scha¨tzer sehr a¨hnlichen Mit-
telwerten der Scha¨tzwerte, im Wesentlichen auf die unterschiedlichen Vari-
anzen zuru¨ckzufu¨hren. Offensichtlich ist der GEPSE-Scha¨tzer fu¨r die hier
betrachteten Modellspezifikationen der effizienteste Scha¨tzer. Die Unter-
schiede zwischen GEER¯-, GEPSE
∗- und GEPSE-Scha¨tzer verschwinden,
wenn die Scha¨tzergebnisse fu¨r den die dichotome Einflussgro¨ße gewichten-
den Parameter derjenigen Gleichungen mit einer stetigen Responsevariablen
betrachtet werden. Der GEEU -Scha¨tzer ist durchga¨ngig der ineffizienteste
Scha¨tzer. Insgesamt sind die Werte fu¨r rmse im Falle der bina¨ren Respon-
sevariablen am gro¨ßten, kleiner im Falle der ordinalen und am kleinsten
im Falle der stetigen Responsevariablen. Dieses Muster gilt fu¨r alle be-
trachteten Modellspezifikationen mit den allgemein ho¨heren Korrelationen,
allerdings ha¨ngt das Niveau der rmse-Werte deutlich von den Verteilungen
der Einflussgro¨ßen ab. So sind etwa die rmse-Werte fu¨r den die gleichver-
teilte Einflussgro¨ße gewichtenden Parameter deutlich gro¨ßer als die der die
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anderen Einlussgro¨ßen gewichtendenen Parameter.
Die in Abbildung 5.2 abgetragenen Scha¨tzergebnisse fu¨r die Korrelati-
onsstrukturparameter basieren lediglich auf der Verwendung des GEPSE-
Scha¨tzers. Die durchschnittlichen Mittelwerte der Scha¨tzer liegen nahe beim
wahren Wert. Auch der jeweilige Anteil an Ablehnungen der Nullhypothese
liegt im akzeptablen Bereich. Die Werte fu¨r rmse sind ho¨her fu¨r jenes Mo-
dell mit einer ordinalen und einer bina¨ren Responsevariablen, etwas geringer
fu¨r das Modell mit einer ordinalen und einer stetigen und am geringsten
fu¨r das Modell mit zwei stetigen Responsevariablen. Dies war zu erwarten,
denn einerseits ist die zur Verfu¨gung stehende Information am geringsten
bei einer bina¨ren Variablen, etwas gro¨ßer bei einer ordinalen und am gro¨ßten
bei einer stetigen Responsevariablen. Andererseits werden zunehmend auch
ho¨here Abha¨ngigkeiten bei der Scha¨tzung korrekt beru¨cksichtigt, die ver-
allgemeinerten Scha¨tzgleichungen sowie die Pseudo-Sore-Funktionen gehen
in Score-Funktionen u¨ber.
Da die mittleren Scha¨tzwerte sehr nahe beim wahren Wert und nicht sy-
stematisch voneinander verschieden sind, sind die Unterschiede in den rmse-
Werten im Wesentlichen auf unterschiedliche Varianzen zuru¨ckzufu¨hren.
Zwar sind einzelne Verteilungen signifikant von der Normalverteilung ver-
schieden, diese Abweichungen sind aber weder ha¨ufig noch systematisch.
Die hier berichteten Ergebnismuster fu¨r die Modellspezifikationen mit
hohen Korrelationen gelten prinzipiell auch fu¨r N = 200 und N = 1000,
wobei mit gro¨ßer werdenden Stichproben die Abweichungen der mittleren
Scha¨tzwerte von den wahren Werten sowie die rmse-Werte kleiner werden.
Fu¨r N = 100 weichen deutlich mehr Verteilungen, insbesondere der Scha¨tz-
werte der Korrelationsstrukturparameter von der Normalverteilung ab.
Die fu¨r die Modellspezifikation mit hohen Korrelationen beobachteten
Ergebnismuster finden sich a¨hnlich auch in den Ergebnissen fu¨r die Spezi-
fikation mit niedrigen Korrelationen (siehe die Abbildungen 5.3 und 5.4).
Allerdings sind hier die Unterschiede zwischen den Scha¨tzmethoden in den
rmse-Werten weniger deutlich ausgepra¨gt. Das bereits fu¨r die Spezifikation
mit hohen Korrelationen berichtete Ergebnismuster fu¨r die Korrelations-
strukturparameter findet sich in gleicher Weise in den Ergebnissen fu¨r die
Spezifikation mit niedrigen Korrelationen wider. Ebenfalls u¨bertragbar sind
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Abbildung 5.3: Scha¨tzergebnisse m, rmse und rej fu¨r die die dichotome
Einflussgro¨ße gewichtenden Parameter β1d beziehungsweise β2d unter Ver-
wendung der Scha¨tzmethoden GEEU , GEER¯, GEPSE
∗ und GEPSE jeweils
u¨ber 500 Simulationen. N = 500, T = 5, niedrige Korrelationen.
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Abbildung 5.4: Scha¨tzergebnisse m, rmse und rej fu¨r die Korrelationen
ρtj,tj′ = .4 und ρtj,(t−4)j′ = .119 unter Verwendung der Scha¨tzmethode
GEPSE fu¨r die Modelle mit ordinalen und bina¨ren (o-b), ordinalen und
stetigen (o-s) und nur stetigen (s-s) Responsevariablen jeweils u¨ber 500 Si-
mulationen. N = 500, T = 5, niedrige Korrelationen.
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die Aussagen bezu¨glich der Normalverteilungen der Scha¨tzwerte sowie die
generellen Aussagen zu den Situationen mitN = 200 undN = 1000. Abwei-
chend von der Spezifikation mit hohen Korrelationen ist die Scha¨tzung fu¨r
N = 100 weitgehend unproblematisch. Einerseits traten weniger Konver-
genzprobleme auf, andererseits waren nur wenige Verteilungen der Scha¨tz-
werte signifikant von der Normalverteilung verschieden. Dies hat seinen
Grund darin, dass bei insgesamt niedrigen Korrelationen die die Verteilung
der Scha¨tzwerte beschra¨nkenden Grenzen des Parameterraumes weiter vom
Hauptteil der Verteilung entfernt sind.
Insgesamt legen die Simulationsergebnisse dieses Abschnitts nahe, dass
die GEPSE-Methode auch fu¨r die Scha¨tzung komplexerer Mehrgleichungs-
La¨ngsschnittmodelle geeignet ist und sehr befriedigende Ergebnisse liefert.
Dagegen fu¨hrt die GEPSE∗-Methode offensichtlich zu etwas ineffzienteren
Scha¨tzern. Diese Unterschiede sind bei hohen wahren Korrelationen ausge-
pra¨gter als bei niedrigen. Beide Versionen liefern fu¨r die hier betrachteten
Spezifikationen in Abha¨ngigkeit etwa von der Ho¨he der wahren Korrela-
tionen bereits bei kleinen Stichproben, etwa vom Umfang N = 100 bis
N = 200, akzeptable Ergebnisse. Weiterhin legen die Ergebnisse nahe, dass
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sowohl der GEPSE∗- als auch der GEPSE-Scha¨tzer fu¨r die Parameter des
systematischen Teils des Regressionsmodells mindestens so effizient meist
aber effizienter sind als die hier verwendeten GEER¯-Scha¨tzer, wa¨hrend der
GEEU -Scha¨tzer als der ineffizienteste Scha¨tzer betrachtet werden kann.
5.3 Pseudo-R2-Maße der Erkla¨rungskraft des Mo-
dells
Unter Ausnutzung der asymptotischen Eigenschaften der GEE-, GEPSE∗-
und GEPSE-Scha¨tzer stehen fu¨r viele der meist interessierenden Hypothe-
sen zumindest asymptotische Testverfahren etwa u¨ber die Wald-Statistik
(z.B. Fahrmeir, Hamerle und Tutz, 1996b) zur Verfu¨gung. In den nun fol-
genden Abschnitten sollen einige in der Literatur vorgeschlagenen Maße fu¨r
die Erkla¨rungskraft von multivariaten linearen und univariaten nichtlinea-
ren Modellen sowie nichtlinearen Panelmodellen diskutiert werden. Dabei
soll insbesondere auf die mit diesen Maßen verbundenen Probleme einge-
gangen und alternative Maße vorgeschlagen werden. Diese Kennwerte so-
wie eine Mo¨glichkeit zur Berechnung approximativer Konfidenzintervalle,
die auch zur Durchfu¨hrung approximativer Tests verwendet werden kann,
sollen abschließend mit Hilfe von Simulationen evaluiert werden (siehe auch
Spieß und Tutz, 2004).
5.3.1 Pseudo-R2-Maße fu¨r multivariate lineare Modelle
Ausgangspunkt ist wieder das allgemeine Modell (5.2) (siehe Seite 152),
zuna¨chst aber mit J = 1 und mit ausschließlich stetigen Responsevaria-
blen. Weiterhin soll zuna¨chst von dem datengenerierenden Prozess, dem
”
Populationsmodell“
y∗ = Πx+ ǫ, mit ǫ ∼ N(0,Σǫ), (5.8)
ausgegangen werden, wobei hier die Kovarianzmatrix der Fehler mit Σǫ
bezeichnet wird. Die Kovarianzmatrix von y∗ wird mit Σy∗ und die Kova-
rianzmatrix der Einflussgro¨ßen mit Σx bezeichnet. Fu¨r eine spezielle Aus-
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pra¨gung wa¨ren die Matrizen Π, Σǫ und Σy∗ entsprechend den Ausfu¨hrun-
gen in Abschnitt 3.1.1 mit dem Index 0 zu versehen. Die Einflussgro¨ßen
werden hier der Einfachheit halber als Zufallsvariablen aufgefasst. Alle wei-
teren Ausfu¨hrungen gelten prinzipiell unvera¨ndert, wenn stattdessen von
festen Einflussgro¨ßen ausgegangen wird. In Abschnitt 5.3.5 werden die Ein-
flussgro¨ßen wieder, dem in den anderen Abschnitten und Kapiteln u¨blichen
Ansatz folgend, als fest aufgefasst.
Ausgehend von diesem Modell und der auch hier durchgehend gemach-
ten Annahme, dass die Fehlervariable unabha¨ngig von den Einflussgro¨ßen
verteilt ist, la¨sst sich die Varianz der Responsevariablen schreiben als
Σy∗ = ΠΣxΠ
′ +Σǫ, (5.9)
wobei Σǫ und Σy∗ unter den u¨blichen Annahmen positiv definit sind.
In Zusammenhang mit solchen Modellen schla¨gt Hooper (1959) die
“squared trace“-Korrelation als Kennwert fu¨r die Erkla¨rungskraft des Mo-
dells vor. Ausgehend von dem
”
Populationsmodell“ (5.8) la¨sst sich dieses
Maß schreiben als
ρ2H = T
−1tr(Σ−1y∗ΠΣxΠ
′),
wobei tr(A) die Spur der Matrix A ist. Dieser Kennwert la¨sst sich auch
ausgehend von (5.9) begru¨nden, denn es la¨sst sich schreiben
I = Σ−1y∗ΠΣxΠ
′ +Σ−1y∗Σǫ.
Dividiert man durch T und betrachtet die Spur der Matrizen auf der rechten
beziehungsweise der linken Seite, dann erha¨lt man
1 = T−1tr(Σ−1y∗ΠΣxΠ
′) + T−1tr(Σ−1y∗Σǫ).
Der Kennwert ρ2H nimmt offensichtlich Werte zwischen eins und null an
und ist nichts anderes als das arithmetische Mittel von Komponenten des
Modells, die als Anteile
”
erkla¨rter“ Varianz des systematischen Teils des
Regressionsmodells an der Gesamtvarianz interpretiert werden ko¨nnen. Er
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nimmt den Wert null an, wenn die Variablen y∗ und x gegenseitig un-
abha¨ngig sind und nimmt gro¨ßere Werte mit zunehmender linearer Abha¨n-
gigkeit dieser beiden Variablen an. Fu¨r T = 1 ist ρ2H die quadrierte multiple
Korrelation der Responsevariablen mit den Einflussgro¨ßen.
Ein a¨hnliches Maß ist der von Glahn (1969) vorgeschlagene zusammen-
gesetzte Korrelationskoeffizient (
”
composite correlation coefficient“), aus-
gehend von Modell (5.8),
ρ2G =
tr(ΠΣxΠ
′)
tr(Σy∗)
,
den man ebenfalls aus (5.9) erha¨lt, mit
tr(Σy∗) = tr(ΠΣxΠ
′) + tr(Σǫ)
und
1 =
tr(ΠΣxΠ
′)
tr(Σy∗)
+
tr(Σǫ)
tr(Σy∗)
.
Der erste Term auf der rechten Seite der letzten Gleichung, ρ2G, kann inter-
pretiert werden als der Anteil an Variation, der durch den systematischen
Teil des Modells
”
erkla¨rt“ wird, der zweite Term als der Anteil der Feh-
lervariation. Offensichtlich gilt auch in diesem Fall 0 ≤ ρ2G ≤ 1, wobei ρ2G
ho¨here Werte annimmt, wenn der Anteil der durch den systematischen Teil
”
erkla¨rten“ Variation zunimmt und umgekehrt. Fu¨r T = 1 ist ρ2G = ρ
2
H .
McElroy (1977) schla¨gt ein Maß im Rahmen der
”
seemingly unrelated
regression“ (SUR) Modelle vor, das ebenso fu¨r die hier betrachteten Modelle
verwendet werden kann. Es unterscheidet sich in der
”
Populationsversion“
von dem von Glahn (1969) vorgeschlagenen Kennwert lediglich dadurch,
dass ersteres auf das transformierte Modell
Σ
−1/2
ǫ y
∗ = Σ
−1/2
ǫ Πx+Σ
−1/2
ǫ ǫ
angewandt wird, so dass
Σ
−1/2
ǫ Σy∗Σ
−T/2
ǫ = Σ
−1/2
ǫ ΠΣxΠ
′Σ
−T/2
ǫ +Σ
−1/2
ǫ ΣǫΣ
−T/2
ǫ .
180 Kapitel 5. La¨ngsschnittmodelle: Verallgemeinerungen
Bildet man die Spur der Matrizen, so erha¨lt man
tr(Σ−1ǫ Σy∗) = tr(Σ
−1
ǫ ΠΣxΠ
′) + T
und
1 =
tr(Σ−1ǫ ΠΣxΠ
′)
tr(Σ−1ǫ Σy∗)
+
T
tr(Σ−1ǫ Σy∗)
.
Das von McElroy (1977) vorgeschlagene Maß
ρ2M =
tr(Σ−1ǫ ΠΣxΠ
′)
tr(Σ−1ǫ Σy∗)
kann Werte zwischen null und eins annehmen. Zu beachten ist, dass hier
der Anteil an
”
erkla¨rter“ Variation im transformierten Modell, nicht im
urspru¨nglichen Modell erfasst wird. Die Eigenschaften dieses Kennwertes
in endlichen Stichproben werden von McElroy (1977) unter Annahme der
OLS-Scha¨tzung des transformierten Modells hergeleitet.
Carter und Nagar (1977) schlagen im Rahmen von Strukturgleichungs-
modellen ein sehr a¨hnliches Maß vor. Dieses la¨sst sich schreiben als
ρ2CN =
tr(Σ−1ǫ ΠΣxΠ
′)
tr(Σ−1ǫ ΠΣxΠ
′) + tr(I)
=
tr(Σ−1ǫ ΠΣxΠ
′)
tr(Σ−1ǫ ΠΣxΠ
′) + T
und ist in der
”
Populationsversion“ identisch mit dem von McElroy (1977)
vorgeschlagenen Kennwert. Allerdings betrachten Carter und Nagar (1977)
nicht nur die OLS-Scha¨tzer des transformierten Modells, sondern allgemei-
ner konsistente Scha¨tzer dieses Modells. In endlichen Stichproben stimmen
die beiden Kennwerte daher im Allgemeinen nicht u¨berein.
5.3.2 Kritische Diskussion der Maße
Allen im letzten Abschnitt beschriebenen Maßen ist gemeinsam, dass die
Variation im systematischen Teil des Models als durch das Modell
”
erkla¨rte“
Variation, und die Variation in den Fehlervariablen als
”
nicht erkla¨rte“ Va-
riation aufgefasst wird. Unter Verwendung des Determinationskoeffizienten
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Abbildung 5.5: Hooper’s ρ2H und McElroy’s ρ
2
M in Abha¨ngigkeit von ver-
schiedenen Werten von a (−.99 ≤ a ≤ .99) und ρ (ρ = −.9, 0, .9).
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R2 deckt sich diese mit der Interpretation der entsprechenden Komponen-
ten im univariaten linearen Modell. Anders als im univariaten Fall stellt
sich aber in multivariaten Modellen die Frage nach der inhaltlichen In-
terpretation der Kovarianzen des linearen Pra¨diktors η = Πx sowie der
Korrelationen der Fehlervariablen. Erst wenn auch deren inhaltlicher Bei-
trag in Bezug auf
”
erkla¨rte“ Variation gekla¨rt ist, lassen sich entsprechende
Kennwerte sinnvoll konstruieren und interpretieren.
Zur Illustration sei das Verhalten der verschiedenen Maße ausgehend
von einem einfachen Modell mit T = 2 betrachtet (Spieß und Tutz, 2004).
Sei Ση =
(
1 a
a 1
)
und Σǫ =
(
1 ρ
ρ 1
)
. Dann erha¨lt man
ρ2H =
2− (a+ ρ)a
4− (a+ ρ)2 , ρ
2
M = ρ
2
CN =
2− 2ρa
2− 2ρa+ 1− ρ2
und ρ2G = .5. Das Verhalten der Kennwerte ρ
2
H und ρ
2
M fu¨r verschiedene
Werte von a und ρ ist in Abbildung 5.5 abgetragen.
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Aus Abbildung 5.5 wird deutlich, dass die Kennwerte ρ2H , ρ
2
M und ρ
2
CN
sowohl von ρ als auch von a abha¨ngen, wobei im Allgemeinen der Einfluss
der einen Komponente vom Wert der jeweils anderen Komponente abha¨ngt.
Ein Vergleich von ρ2H und ρ
2
M zeigt weiterhin, dass sich beide Maße sehr
unterschiedlich verhalten.
Zusammenfassend la¨sst sich festhalten, dass die Kennwerte ρ2H , ρ
2
M und
ρ2CN von Komponenten des Modells abha¨ngen, deren Beitrag zu einem ”
er-
kla¨rten“ oder
”
nicht erkla¨rten“ Variationsanteil unklar ist. So a¨ndert sich
der Wert dieser Kenngro¨ßen im Allgemeinen etwa dann, wenn sich die Kor-
relation der Einflussgro¨ßen u¨ber die Messzeitpunkte a¨ndert, alles andere
aber konstant bleibt, wobei unklar ist wie eine solche zu- oder abnehmende
Korrelation zu interpretieren ist. Dies gilt nicht fu¨r ρ2G. Bei diesem Maß
spielen nur die Variation des systematischen Teils sowie die Fehlervariation
eine Rolle. Die Kovarianzen des linearen Pra¨diktors und die Korrelationen
zwischen den Fehlervariablen werden ignoriert.
Diese Eigenschaften gelten auch bei der Anwendung dieser Kennwerte
auf endliche Stichproben, in diesem Fall als ρˆ2H , ρˆ
2
G, ρˆ
2
M und ρˆ
2
CN bezeich-
net. Weiterhin werden, abgesehen von ρˆ2CN , alle Kennwerte und deren Ei-
genschaften ausgehend von dem jeweiligen OLS-Scha¨tzer beziehungsweise
zumindest von Scha¨tzern, fu¨r die die gescha¨tzten Residuen unkorreliert mit
den Einflussgro¨ßen sind, abgeleitet. Werden andere Scha¨tzer, etwa solche,
die a priori Restriktionen bezu¨glich der Parameter beru¨cksichtigen, verwen-
det, dann trifft diese Orthogonalita¨tseigenschaft im Allgemeinen nicht mehr
zu. Andererseits weist ρˆ2CN nicht mehr die auch dem Determinationskoef-
fizienten univariater linearer Modelle eigene Eigenschaft der orthogonalen
Zerlegung der totalen Variation in einen
”
erkla¨rten“ und einen
”
nicht er-
kla¨rten“ Teil auf.
Die ausgehend von endlichen Stichproben berechneten Kennwerte ρˆ2H
und ρˆ2G beru¨cksichtigen nicht, ob bei der Scha¨tzung eine bestimmte Korre-
lationsstruktur gescha¨tzt wurde oder nicht. So fu¨hren im allgemeinen mul-
tivariaten linearen Regressionsmodell, bei dem die Parametermatrix Π kei-
nen Restriktionen unterliegt, OLS-, GLS- und, bei Annahme der Normal-
verteilung der Fehlervariablen, ML-Scha¨tzung zu denselben Scha¨tzern fu¨r
Π (Mardia, Kent und Bibby, 1995, S. 173–175). Auf der anderen Seite sind
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die Kennwerte ρˆ2M und ρˆ
2
CN zwar Funktionen der gescha¨tzten Korrelations-
matrizen, deren Einfluss auf diese Kennwert ha¨ngt allerdings, wie bereits
gezeigt, von den Kovarianzen des linearen Pra¨diktors ab.
5.3.3 Alternative Pseudo-R2-Maße
Bei der Scha¨tzung des allgemeinen Modells (5.2, Seite 152) werden im All-
gemeinen die Parameter des bedingten Erwartungswertes E(y|η) sowie der
bedingten Kovarianzmatrix Cov(y|η) gescha¨tzt, wobei ha¨ufig einige der Pa-
rameter bestimmten Restriktionen unterworfen werden. Neben der Normal-
verteilungsannahme sind dies die bei einer Scha¨tzung explizit modellierten
Komponenten. Gescha¨tzt werden im linearen Modell Parameter des syste-
matischen Modellteils, Korrelationsstrukturparameter und Varianzen.
Die Variation des linearen Pra¨diktors an jedem Messzeitpunkt kann,
entsprechend der Interpretation im univariaten linearen Modell, als
”
er-
kla¨rte“ Variation aufgefasst werden. Obwohl sie indirekt in die Scha¨tzung
der Parameter eingehen, werden die Nicht-Diagonalelemente der Kovari-
anzmatrix der Einflussgro¨ßen bei der Modellbildung nicht explizit beru¨ck-
sichtigt. Aus diesem Grund werden Glahn (1969) folgend, lediglich die Dia-
gonalelemente der Kovarianzmatrix des linearen Pra¨diktors als sinnvoll zu
interpretierende Komponenten bei der Konstruktion eines Maßes fu¨r die
Erkla¨rungskraft eines Modells wie (5.2) beru¨cksichtigt.
Die Varianzen ko¨nnen, ebenfalls wie im univariaten linearen Fall, als
Komponenten, die die
”
nicht erkla¨rte“ Variation in den Responsevariablen
widerspiegeln, interpretiert werden. A¨hnliches gilt fu¨r die Diagonalelemente
der Kovarianzmatrix der Responsevariablen. Diese spiegeln die Gesamtva-
riation in den Responsevariablen wider.
Bis zu diesem Punkt folgt die Argumentation dem Vorschlag Glahn’s
(1969). Ist weiterhin die Korrelationstruktur, wie etwa bei der Berechnung
von GEE-Scha¨tzern, uninteressant, dann bietet sich tatsa¨chlich das von
Glahn (1969) vorgeschlagene Maß ρ2G an.
Im Folgenden soll allerdings davon ausgegangen werden, dass das Mo-
dell unter Annahme einer bestimmten Korrelationsstruktur gescha¨tzt wird.
Beispielsweise fu¨hrt die Annahme des in Abschnitt 3.3 beschriebenen einfa-
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chen Random Effects Modells zu einer Equi-Korrelationsmatrix, wobei die
u¨ber alle Messzeitpunkte gleiche Korrelation zu scha¨tzen ist. Wird diese
Korrelation auf den Wert null restringiert, erha¨lt man die Unabha¨ngig-
keitsannahme. Um ein solches Modell in den Korrelationen in einem Maß
fu¨r die Erkla¨rungskraft eines Regressionsmodells zu beru¨cksichtigen, wird
als entsprechendes Maß fu¨r dieses Teilmodell die quadrierte multiple Kor-
relation jeder Fehlervariablen ǫt mit jeweils allen anderen T − 1 Fehler-
variablen verwendet. Diese Korrelation ist ̺2t|t′ = 1 − (rt)−1, mit rt dem
t-ten Diagonalelement der Inversen der Korrelationsmatrix R(θ3), wobei
θ3 der Korrelationsstrukturparameter ist. Da ǫ normalverteilt ist, ist der
quadrierte multiple Korrelationskoeffizient gerade gleich der Korrelation
der Fehlervariablen ǫt und der (linearen) Regressionsfunktion von ǫt auf
die Fehlervariablen zu allen anderen Messzeitpunkten und gibt den Anteil
der Variationsreduktion in ǫt an, der durch die Bedingung auf alle anderen
Fehlervariablen ǫt′ erreicht wird (z.B. Muirhead, 1982). Weiterhin ist der
quadrierte multiple Korrelationskoeffizient gleich dem Determinationskoef-
fizienten R2 in univariaten linearen Modellen. Da die Fehlervariablen als
normalverteilt vorausgesetzt wurden, impliziert eine Korrelation von null
Unabha¨ngigkeit der Variablen und ̺2t|t′ = 0. Weiterhin ist ̺
2
t|t′ maximal
wenn R(θ3) gleich der wahren Korrelationsmatrix ist.
Fu¨r die Konstruktion eines Maßes der Erkla¨rungskraft multivariater
Regressionsmodelle wird anstelle des Modells (5.8) ein transformiertes Mo-
dell zugrundegelegt, aber im Unterschied zu Carter und Nagar (1977) oder
McElroy (1977) wird von
V
−1/2
ǫ y
∗ = V
−1/2
ǫ Πx+V
−1/2
ǫ ǫ (5.10)
ausgegangen, wobei Vǫ = Diag(Σǫ), so dass
V
−1/2
ǫ Σy∗V
−1/2
ǫ = V
−1/2
ǫ ΠΣxΠ
′V
−1/2
ǫ +R,
wobei hier und im Folgendem anstatt R(θ3) kurz R geschrieben wird. Fu¨r
jede der T Gleichungen wird die Variation in der Fehlervariablen des trans-
formierten Modells in einen durch die Korrelationsstruktur
”
erkla¨rten“ An-
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teil, ̺2t|t′ , und einen ”
nicht erkla¨rten“ Anteil, 1− ̺2t|t′ , zerlegt. Als ”Popula-
tionsversion“ eines Maßes der Erkla¨rungskraft la¨sst sich nun
ρ21 =
tr(V−1ǫ ΠΣxΠ
′) + tr(IT −Diag(R−1)−1)
tr(V−1ǫ ΠΣxΠ
′) + T
definieren, mit tr(IT − Diag(R−1)−1) = tr(Diag(̺21|1′ , . . . , ̺2T |T ′)) dem
Anteil der durch die Korrelationsstruktur
”
erkla¨rten“ Variation und
tr(Diag(R−1)−1) dem Anteil
”
nicht erkla¨rter“ Variation. Der Kennwert ρ21
la¨sst sich mit σ2ǫt, den Diagonalelementen der Matrix Vǫ, und σ
2
ηt , den
Diagonalelementen der Matrix ΠΣxΠ
′, vereinfachen zu
ρ21 =
∑T
t=1 σ
−2
ǫt σ
2
ηt +
∑T
t=1 ̺
2
t|t′∑T
t=1 σ
−2
ǫt σ
2
ηt + T
,
und la¨sst sich interpretieren als Anteil der durch den systematischen Teil
und die Korrelationsstruktur
”
erkla¨rten“ Variation in allen T Gleichungen
an der gesamten Variation, wobei letztere gegeben ist durch die Summe
u¨ber die Gesamtvariation in allen Gleichungen. Wie leicht zu sehen ist, gilt
0 ≤ ρ21 < 1, und, falls neben der Konstante wenigstens eine Einflussgro¨ße
in das Modell eingeht, ρ21 = 0 genau dann, wenn Π = 0 und R = I.
Dies ist nicht das einzige plausible Maß, das entsprechend dem oben
beschriebenen Ansatz konstruiert werden kann. Ist man etwa am Beitrag
einzelner Gleichungen zu einem globalen Maß der Erkla¨rungskraft interes-
siert, so bietet sich
ρ22 = T
−1
T∑
t=1
σ−2ǫt σ
2
ηt + ̺
2
t|t′
σ−2ǫt σ
2
ηt + 1
,
das ungewichtete Mittel der T Werte des entsprechenden Maßes u¨ber die
einzelnen Gleichungen, an.
Ein dem von Hooper (1959) vorgeschlagenen Maß a¨hnlicher Kennwert
la¨sst sich wie folgt konstruieren. Sei σ2y∗t
das t-te Diagonalelement der Matrix
Σy∗ , M = Diag(σ
−2
ǫ1 σ
2
η1 , . . . , σ
−2
ǫT
σ2ηT ) und
̺2y∗t |y∗t′
=
σ2ǫtr
′
t,t′(Mt′ +Rt′)
−1rt,t′
σ2y∗t
,
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wobei fu¨r eine (T×T )-MatrixA,At′ die um die t-te Zeile und Spalte verklei-
nerte Matrix A und r′t,t′ der Vektor der Korrelationen der t-ten Fehlervaria-
blen mit den verbleibenden T − 1 Fehlervariablen ist. Das Maß ̺2y∗t |y∗t′ kann
als die quadrierte multiple Korrelation von yt mit den verbleibenden T − 1
Responsevariablen unter Vernachla¨ssigung der Nicht-Diagonalelemente in
Ση interpretiert werden. Als ein Maß fu¨r die Erkla¨rungskraft la¨sst sich nun
definieren
ρ23 = T
−1tr(M+R)−1M
= T−1
T∑
t=1
(
σ2y∗t
σ2ǫt
+
σ2y∗t
σ2ǫt
̺2y∗t |y∗t′
)−1
σ2y∗t
σ2ηt
= T−1
T∑
t=1
σ2ηtσ
−2
ǫt
(σ2ηtσ
−2
ǫt + 1)(1 − ̺2y∗t |y∗t′ )
,
mit (
σ2y∗t
σ2ǫt
+
σ2y∗t
σ2ǫt
̺2y∗t |y∗t′
)−1
dem t-ten Diagonalelement der Matrix (M +R)−1. Gegenu¨ber den Kenn-
werten ρ21 und ρ
2
2 wird bei ρ
2
3 dem systematischen Teil des Regressionsmo-
dells deutlich mehr Gewicht als der Korrelationsstruktur beigemessen.
Es la¨sst sich leicht zeigen, dass 0 ≤ ρ23 ≤ ρ22 < 1 und dass, wenn neben
der Konstanten wenigstens eine Einflussgro¨ße in das Modell eingeht, ρ22
genau dann null ist, wenn Π = 0 und R = I, wa¨hrend ρ23 genau dann null
ist, wenn Π = 0. Sind alle Korrelationen der Fehlervariablen gleich null,
dann ist ρ22 = ρ
2
3.
Ganz allgemein fu¨hren gro¨ßere Wert fu¨r ̺2t|t′ beziehungsweise ̺
2
y∗t |y
∗
t′
zu
gro¨ßeren Werten fu¨r ρ21, ρ
2
2 beziehungsweise ρ
2
3 und umgekehrt fu¨hren gro¨ße-
re Werte in den Diagonalelementen von Σǫ zu kleineren Werten fu¨r ρ
2
1, ρ
2
2
beziehungsweise ρ23. Fu¨r T = 1 gilt ρ
2
1 = ρ
2
2 = ρ
2
3 = ρ
2
H = ρ
2
G = ρ
2
M = ρ
2
CN .
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5.3.4 Verallgemeinerung auf das allgemeine Modell
Die
”
Populationsversion“ eines von McKelvey und Zavoina (1975) ent-
wickelten Maßes der Erkla¨rungskraft des Regressionsmodells ist
ρ2MZ =
σ−1ǫ σ
2
η
σ−1ǫ σ2η + 1
.
Hooper’s (1959) Ansatz folgend schlagen Spieß und Keller (1999) (siehe
auch Spieß, 2001b) eine Erweiterung auf multivariate Probitmodelle mit
ordinalen Responsevariablen vor. Die
”
Populationsversion“ dieses Maßes
la¨sst sich schreiben als
ρ2SK = T
−1tr((V
−1/2
ǫ ΠΣxΠ
′V
−1/2
ǫ +R)
−1(V
−1/2
ǫ ΠΣxΠ
′V
−1/2
ǫ )).
Ein Vergleich von ρ2SK mit ρ
2
3 zeigt, dass sich die beiden Kennwerte le-
diglich dadurch unterscheiden, dass bei ρ23 die Nicht-Diagonalelemente der
Matrix ΠΣxΠ
′ unberu¨cksichtigt bleiben. Da in ρ2SK auch diese Nicht-
Diagonalelemente eingehen, treffen auf diesen Kennwert die in Abschnitt
5.3.2 genannten Kritikpunkte zu.
Der von Spieß und Keller (1999) vorgeschlagene Kennwert ist zwar
Funktion der Varianzen und der Parameter des systematischen Teils des la-
tenten Regressionsmodells, diese sind im allgemeinen Modell mit ordinalen
Variablen aber nicht unabha¨ngig voneinander scha¨tzbar. Ausgangspunkt
zur Konstruktion alternativer Maße fu¨r die Erkla¨rungskraft des allgemei-
nen Modells (5.2) ist daher nicht das latente Modell (5.8), sondern das
transformierte Modell (5.10) (Seite 184)
V
−1/2
ǫ y
∗ = Bx+V
−1/2
ǫ ǫ
mit B = V
−1/2
ǫ Π, so dass
V
−1/2
ǫ Σy∗V
−1/2
ǫ = BΣxB
′ +R
(vgl. Abschnitt 5.3.3). Der Kennwert ρ2SK ist invariant gegenu¨ber dieser
Transformation (Spieß und Keller, 1999).
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Auf dem Hintergrund der den von McKelvey und Zavoina (1975) und
Spieß und Keller (1999) entwickelten Maße zugrundeliegenden Idee lassen
sich nun die in Abschnitt 5.3.3 vorgeschlagenen Kennwerte fu¨r multivaria-
te lineare Modelle auf das allgemeine multivariate Modell u¨bertragen. In
die
”
Populationsversionen“ der Kennwerte ρ21, ρ
2
2 und ρ
2
3 gehen lediglich
die identifizierbaren Parameter des Modells (5.2) ein3. Die Scha¨tzer dieser
Kennwerte sind
ρˆ21 =
∑T
t=1 σˆ
2
η∗t
+
∑T
t=1 ˆ̺
2
t|t′∑T
t=1 σˆ
2
η∗t
+ T
,
ρˆ22 = T
−1
T∑
t=1
σˆ2η∗t
+ ˆ̺2t|t′
σˆ2η∗t
+ 1
,
und
ρˆ23 = T
−1
T∑
t=1
σˆ2η∗t
(σˆ2η∗t
+ 1)(1− ˆ̺2y∗t |y∗t′ )
,
mit η∗t der t-ten Zeile der Matrix Bx, σˆ
2
η∗t
dem t-ten Diagonalelement der
Matrix BΣxB
′, ˆ̺2t|t′ der gescha¨tzten quadrierten multiplen Korrelation der
Fehlervariablen des latenten Modells ausgehend von der gescha¨tzten Kor-
relationsmatrix R̂ (siehe Abschnitt 5.3.3) und
ˆ̺2y∗t |y∗t′
=
rˆ′t,t′(M̂t′ + R̂t′)
−1rˆt,t′
σˆ2η∗t
+ 1
,
mit rˆ′t,t′ , M̂t′ und R̂t′ den Stichprobenkennwerten der entsprechenden in
Abschnitt 5.3.3 beschriebenen Gro¨ßen.
3Alle drei hier betrachteten Gro¨ßen sind, wie ρ2SK , invariant gegenu¨ber der Transfor-
mation mit Hilfe der Standardabweichungen der Fehlervariablen. Die Aussage der Kenn-
werte ρ21, ρ
2
2 und ρ
2
3 (ρˆ
2
1, ρˆ
2
2 und ρˆ
2
3) fu¨r das transformierte Modell 5.10 sind daher identisch
mit den Aussagen u¨ber das allgemeine Modell (5.2).
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Zu beachten ist, dass die beschriebenen Maße mit Vorsicht zu interpre-
tieren sind. Einerseits teilen sie die mit dem Determinationskoeffizienten des
univariaten linearen Modells verbundenen problematischen Eigenschaften.
So kann im allgemeinen Fall der Wert eines Maßes, der in einem bestimm-
ten Kontext als hoch bewertet wird, in einem anderen Kontext als niedrig
beurteilt werden. Weiterhin nimmt der Wert des entsprechenden Kennwer-
tes nicht ab, wenn die Anzahl an Einflussgro¨ßen des Modells erho¨ht wird.
Andererseits, und das betrifft die hier vorgeschlagenen Maße, wird die Ge-
samtvariation in der Stichprobe nicht in zwei orthogonale Anteile, die
”
er-
kla¨rte“ und die “nicht erkla¨rte“ Variation zerlegt. Diese Orthogonalita¨t gilt
lediglich in der
”
Populationsversion“.
5.3.5 Evaluation, Test und Konfidenzintervalle
In diesem Abschnitt sollen die vorgeschlagenen Maße der Erkla¨rungskraft
des allgemeinen Regressionsmodells (5.2) mit Hilfe von Simulationen eva-
luiert werden. Da sich die Gesamtvariation in endlichen Stichproben aus-
gehend von den hier betrachteten Scha¨tzern nicht orthogonal in
”
erkla¨rte“
und
”
nicht erkla¨rte“ Variation zerlegen la¨sst, sind die Kennwerte nicht so
sehr als deskriptive Maße von Interesse. Stattdessen wird eine Mo¨glichkeit
um die Hypothese zu testen, dass die betrachteten Kennwerte gleich null
sind, das Modell demnach im entsprechenden Sinne keine
”
Erkla¨rungskraft“
besitzt, vorgeschlagen und ebenfalls evaluiert. Dieselbe Methode, eine spe-
zifische Bootstrap-Methode, wird auch auf die Berechnung approximativer
Konfidenzintervalle angewandt werden. Zur U¨berpru¨fung dieser Methode
in dem hier betrachteten Kontext werden Simulationen verwendet.
Den Simulationen soll allerdings kein Modell mit ordinalen Responseva-
riablen zugrundegelegt werden. Die eher aufwa¨ndige Scha¨tzung dieser Mo-
delle in Verbindung mit einer ebenfalls aufwa¨ndigen Bootstrap-Methode
macht, zumindest mit der derzeitigen Rechnergeneration, eine systema-
tische Simulationsstudie in einem vertretbaren zeitlichen Rahmen kaum
mo¨glich. Stattdessen wird ein lineares Modell simuliert und gescha¨tzt. Dies
bedeutet keine Einschra¨nkung der Interpretation der Ergebnisse, denn Aus-
gangspunkt fu¨r die Berechnung der Maße sind die Parameterscha¨tzwerte
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und deren gescha¨tzte Varianzen.
Das simulierte Modell ist
yn = Xnβ + ǫn, mit ǫn ∼ N(0,R),
wobei yn und ǫn dreidimensionale Vektoren sind und β = (α β1 β2)
′. Die
Matrix Xn ist eine (3 × 3)-Matrix bestehend aus einem Einservektor und
zwei Einflussgro¨ßen. Als erste Einflussgro¨ße wurde eine gleichverteilte Va-
riable mit Erwartungswert .5 und Varianz eins, als zweite eine gammaver-
teilte Variable mit Erwartungswert und Varianz .5 erzeugt. Werte fu¨r er-
stere wurden unter Verwendung des Zufallszahlengenerators RANUNI, Werte
fu¨r letztere unter Verwendung des Zufallszahlengenerators RANGAM gene-
riert. Die Werte der Einflussgro¨ßen wurden in der jeweils ersten Simulation
erzeugt und dann konstant gehalten. Zur Erzeugung der Werte der Fehler-
variablen wurde die Einheitsmatrix oder eine Korrelationsmatrix mit einer
Struktur, die einem stationa¨ren autoregressiven Prozess erster Ordnung mit
Parameter θ3 entspricht, gescha¨tzt. Werte fu¨r θ3 waren .3, .5 oder .8. Die
Anzahl an Einheiten betrug N = 200. Die Simulationsergebnisse basieren
auf jeweils 500 simulierten Datensa¨tzen.
Gescha¨tzt wurde das Modell unter Verwendung des in Abschnitt 5.2 be-
schriebenen GEPSE-Verfahrens. Anstelle der Parameter β und θ3 sowie der
Varianzen wurden die Parameter des transformierten Modells β∗ = σ−1ǫt βt,
fu¨r alle t = 1, 2, 3, und θ3 gescha¨tzt. Bei der Scha¨tzung wurde entweder
Unabha¨ngigkeit, eine Equi-Korrelationsstruktur oder eine AR(1)-Struktur
angenommen. Unter Annahme von Unabha¨ngigkeit wurde lediglich der Re-
gressionsparameter β∗ gescha¨tzt. Fu¨r die Equi-Korrelationsstruktur und
die AR(1)-Struktur ist θ3 ein Skalar.
Ausgehend von dem jeweiligen Scha¨tzwert fu¨r diese Parameter wur-
den die Kennwerte ρˆ21 und ρˆ
2
3 jeweils unter den verschiedenen Annahmen
bezu¨glich der Korrelationsstruktur berechnet. Die u¨ber jeweils 500 Simula-
tionen gemittelten4 Ergebnisse fu¨r θ3 = .3 und θ3 = .8 unter einer simulier-
4Das jeweilige arithmetische Mittel wurde — nach geeigneter Transformation — u¨ber
die Z-transformierten Scha¨tzwerte ρˆ21 beziehungsweise ρˆ
2
3 gebildet, genauer, u¨ber die in
jeder Simulation berechneten zˆ21 = .5 ln(ρˆ
2
1/(1+ρˆ
2
1) beziehungsweise zˆ
2
2 = .5 ln(ρˆ
2
2/(1+ρˆ
2
2
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ten AR(1)-Struktur und unterschiedlichen Werten fu¨r die Regressionspara-
meter sind in den Tabellen 5.1 und 5.2 abgetragen.
Tabelle 5.1: U¨ber jeweils 500 Simulationen gemittelte Scha¨tzwerte ¯ˆρ21 und
¯ˆρ23.
Wahre Werte: ρ21 und ρ
2
3. Scha¨tzungen unter Annahme von Unabha¨ngigkeit
(Unab), einer Equi-Korrelations- (Equi) oder AR(1)- (AR(1)) Struktur.
Simuliertes Modell: N = 200, β∗ = (α β1 β2)
′ mit α = 0 und Korrelations-
struktur AR(1) mit θ3 = .3.
¯ˆρ21
¯ˆρ23
β1 β2 ρ
2
1 Unab Equi AR(1) ρ
2
3 Unab Equi AR(1)
0 0 .115 .002 .084 .114 0 .002 .002 .002
.15 −.15 .150 .040 .121 .149 .044 .040 .043 .044
.35 −.1 .215 .114 .190 .215 .125 .114 .122 .125
.5 −.63 .440 .368 .422 .440 .383 .366 .379 .383
.7 −.7 .533 .474 .518 .534 .486 .472 .484 .487
1 −1 .687 .648 .677 .688 .654 .646 .653 .654
2 −2 .894 .880 .890 .894 .880 .879 .880 .880
Zuna¨chst wird aus den Tabellen 5.1 und 5.2 deutlich, dass ρ21 > ρ
2
3 in
allen betrachteten Fa¨llen. Weiterhin sind die gemittelten Scha¨tzwerte fu¨r
ρ21 beziehungsweise ρ
2
3 gro¨ßer und na¨her am jeweils wahren Wert, wenn die
bei der Scha¨tzung angenommene Korrelationsstruktur der wahren Korrela-
tionsstruktur na¨her kommt: Die entsprechenden Mittelwerte sind am klein-
sten unter der Unabha¨ngigkeitsannahme, sie werden gro¨ßer unter Annahme
einer Equi-Korrelationsstruktur und sind am gro¨ßten und sehr nahe an den
wahren Werten wenn unter Annahme einer AR(1)-Struktur gescha¨tzt wird.
Diese Unterschiede sind deutlicher bei mittleren wahren Werten von ρ21 be-
ziehungsweise ρ23. Daru¨ber hinaus sind diese Differenzen gro¨ßer fu¨r
¯ˆρ21 als fu¨r
¯ˆρ23. Dies ist nicht verwunderlich, denn bei ρ
2
1 wird die Korrelationsstruktur
sta¨rker gewichtet als bei ρ23. Bei gleichen Werten fu¨r β sind die Kennwerte
ρ21 und ρ
2
3 fu¨r einen ho¨heren Wert fu¨r θ3 gro¨ßer. Die generellen Schlussfol-
192 Kapitel 5. La¨ngsschnittmodelle: Verallgemeinerungen
Tabelle 5.2: U¨ber jeweils 500 Simulationen gemittelte Scha¨tzwerte ¯ˆρ21 und
¯ˆρ23.
Wahre Werte: ρ21 und ρ
2
3. Scha¨tzungen unter Annahme von Unabha¨ngigkeit
(Unab), einer Equi-Korrelations- (Equi) oder AR(1)- (AR(1)) Struktur.
Simuliertes Modell: N = 200, β∗ = (α β1 β2)
′ mit α = 0 und Korrelations-
struktur AR(1) mit θ3 = .8.
¯ˆρ21
¯ˆρ23
β2 β3 ρ
2
1 Unab Equi AR(1) ρ
2
3 Unab Equi AR(1)
0 0 .687 .002 .636 .686 0 .002 .002 .002
.15 −.15 .699 .040 .651 .698 .115 .040 .098 .115
.5 −.63 .802 .369 .770 .801 .531 .367 .525 .531
1 −1 .889 .649 .872 .889 .725 .646 .725 .726
gerungen aus diesen zwei Tabellen a¨ndern sich nicht, wenn die Ergebnisse
fu¨r θ3 = .5 beru¨cksichtigt werden.
Um die Hypothese zu testen, dass der jeweilige Kennwert gleich null
ist, oder um ein Konfidenzintervall zu berechnen, wird im Folgenden die
BCa-Bootstrap-Methode verwendet. Fu¨r eine Beschreibung des verwende-
ten Verfahrens siehe die Anha¨nge D.1 und D.2. Um die Nullhypothese zu
testen, dass ρˆ21 beziehungsweise ρˆ
2
3 gleich null ist, wurden einseitige Konfi-
denzintervalle berechnet. In den entsprechenden Simulationen wurden die
Regressionsparameter auf null gesetzt und als Korrelationsmatrix die Ein-
heitsmatrix verwendet. In diesem Fall ist ρ21 = 0 und ρ
2
3 = 0. Als Anzahl an
Einheiten wurde N = 200 gewa¨hlt. Das Modell wurde unter der korrekten
Annahme der Unabha¨ngigkeit gescha¨tzt. Ausgehend von jedem der jeweils
500 generierten Datensa¨tze wurden M = 2000 Bootstrap-Werte der Kenn-
werte ρ21 und ρ
2
2 unter Verwendung von R = IT und β = 0 erzeugt, und
zur Berechnung eines einseitigen, approximativen Konfidenzintervalls ver-
wendet. Die Nullhypothese wurde abgelehnt, wenn der jeweilige Scha¨tzwert
ρˆ21 beziehungsweise ρˆ
2
3 oberhalb der jeweils u¨ber die BCa-Methode berech-
neten Quantile lag. Diese Quantile wurden ausgehend von einem intendier-
ten U¨berdeckungsanteil der Konfidenzintervalle von .9 beziehungsweise .95
bestimmt. Die relativen Ha¨ufigkeiten, mit denen die Scha¨tzwerte ρˆ21 bezie-
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hungsweise ρˆ23 oberhalb der Quantile lagen, war — fu¨r beide Kennwerte —
.084 beziehungsweise .046. Ein ganz a¨hnliches Resultat ergab sich, wenn die
Anzahl an Bootstrap-Replikationen auf M = 8000 erho¨ht wurde.
In einem na¨chsten Schritt wurden approximative zentrale Konfidenz-
intervalle mit einer intendierten U¨berdeckungsrate von .9 fu¨r verschiede-
ne wahre Werte der beiden Kennwerte ρ21 beziehungsweise ρ
2
3 berechnet.
Zur Beurteilung der gewa¨hlten Vorgehensweise wird der Anteil an Nicht-
U¨berdeckungen des jeweiligen wahren Wertes durch die gema¨ß Anhang D.1
und D.2 berechneten approximativen Konfidenzintervalle u¨ber jeweils 500
Simulationen betrachtet. Simuliert und gescha¨tzt wurde ein Modell mit
AR(1)-Struktur in der Korrelationsmatrix der Fehler beziehungsweise der
Einheitsmatrix als Korrelationsmatrix. Als wahre Werte des Korrelations-
strukturparameters fu¨r die AR(1)-Struktur wurde θ3 ∈ {.3, .5, .8} gewa¨hlt.
Der die Konstante gewichtende Parameter α wurde auf null gesetzt, fu¨r
die Regressionsparameter β1 und β2 wurden verschiedene Werte gewa¨hlt,
so dass die wahren Werte der Kennwerte ρ21 beziehungsweise ρ
2
3 mo¨glichst
breit streuen.
In Tabelle 5.3 sind die Resultate der Simulationen unter Verwendung
der Einheitsmatrix als Korrelationsmatrix, sowohl bei der Generierung der
Werte als auch bei der Scha¨tzung, fu¨r verschiedene Werte der Regressi-
onsparameter abgetragen. Angegeben sind jeweils die wahren Werte der
Parameter β1, β2, die resultierenden wahren Werte der Kennwerte ρ
2
1 be-
ziehungsweise ρ23 sowie der Anteil an Ergebnissen, bei denen der wahre Wert
unterhalb (oberhalb) der unteren (oberen) Intervallgrenze mit intendierten
Anteilen von jeweils .05 lag, l051 beziehungsweise l
05
3 (l
95
1 beziehungsweise
l953 ), sowie der insgesamte Anteil an Nicht-U¨berdeckungen der wahren Wer-
te (KI1 beziehungsweise KI3, intendiert: .9).
Die in Tabelle 5.3 abgetragenen Ergebnisse legen den Schluss nahe, dass
die verwendete BCa-Methode in einem weiten Bereich akzeptable Fehlerra-
ten liefert. Fu¨r wahre Werte der Kennwerte ρ21 beziehungsweise ρ
2
3 nahe null
(ρ21 = ρ
2
3 = .011) werden die Fehlerraten allerdings ho¨her, das heißt der An-
teil an Konfidenzintervallen, die den wahren Wert nicht u¨berdecken, steigt
deutlich an. Je na¨her die wahren Werte bei null liegen, desto rechtsschiefer
sind die Verteilungen der Scha¨tzwerte ρˆ21 beziehungsweise ρˆ
2
3. Mo¨glicherwei-
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Tabelle 5.3: Nicht-U¨berdeckungen der wahren Werte von ρ21 und ρ
2
3 u¨ber
jeweils 500 Simulationen und jeweils 2000 Bootstrap-Stichproben. Fehler-
raten in den unteren (l051 , l
05
3 ) und oberen (l
95
1 , l
95
3 ) Bereichen (intendierte
Fehlerrate jeweils: .05) und zentrale Konfidenzintervalle (KI1, KI3) mit
intendierter U¨berdeckungsrate .9. Simuliertes Modell: N = 200, α = 0 und
R = IT . Scha¨tzung: Unabha¨ngigkeit.
β1 β2 ρ
2
1 l
05
1 l
95
1 KI1 ρ
2
3 l
05
3 l
95
3 KI3
.05 −.1 .011 .054 .094 .148 .011 .054 .094 .146
.15 −.3 .088 .042 .072 .114 .088 .042 .072 .114
.3 −.3 .141 .032 .070 .102 .141 .032 .070 .102
.5 −.5 .314 .044 .064 .108 .313 .044 .064 .108
.65 −.6 .419 .048 .062 .110 .417 .046 .062 .108
.8 −.63 .491 .048 .062 .110 .490 .044 .062 .106
1 −1 .646 .054 .062 .116 .644 .054 .064 .118
2 −2 .890 .052 .066 .118 .878 .05 .064 .114
se ist die BCa-Methode selbst bei immerhin 2000 Bootstrap-Replikationen
nicht in der Lage die Schiefe zu kompensieren.
In Tabelle 5.4 sind die Ergebnisse ausgehend von einer AR(1)-Struktur
mit θ3 = .3 abgetragen. Tabelle 5.5 gibt die Ergebnisse fu¨r θ3 = .5 und
θ3 = .8 wider.
Auch in diesen Fa¨llen erha¨lt man fu¨r eine weite Bandbreite an wah-
ren Werten fu¨r ρ21 beziehungsweise ρ
2
3 akzeptable Fehlerraten. Allerdings
steigt offensichtlich auch hier der Anteil an Nicht-U¨berdeckungen des wah-
ren Wertes durch die approximativen Konfidenzintervalle deutlich an, wenn
die wahren Werte nahe bei null liegen und die entsprechenden Verteilungen
der Scha¨tzwerte deutlich rechtsschief werden.
Um zu u¨berpru¨fen, ob eine Erho¨hung der Anzahl an Bootstrap-Repli-
kationen zu einer Verbesserung in den U¨berdeckunsanteilen fu¨hrt, wurde
diese Anzahl von M = 2000 auf M = 8000 erho¨ht. Es zeigte sich, dass sich
die prinzipiellen Ergebnisse zwar in die richtige Richtung aber nur nur ge-
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Tabelle 5.4: Nicht-U¨berdeckungen der wahren Werte von ρ21 und ρ
2
3 u¨ber
jeweils 500 Simulationen und jeweils 2000 Bootstrap-Stichproben. Fehler-
raten in den unteren (l051 , l
05
3 ) und oberen (l
95
1 , l
95
3 ) Bereichen (intendierte
Fehlerrate jeweils: .05) und zentrale Konfidenzintervalle (KI1, KI3) mit
intendierter U¨berdeckungsrate .9. Simuliertes Modell: N = 200, α = 0 und
AR(1)-Korrelationsstruktur mit θ3 = .3. Scha¨tzung: AR(1)-Struktur.
β1 β2 ρ
2
1 l
05
1 l
95
1 KI1 ρ
2
3 l
05
3 l
95
3 KI3
0 0 .115 .056 .04 .096 0
.05 −.01 .117 .060 .048 .108 .003 .094 .138 .232
.15 −.15 .150 .062 .060 .122 .044 .060 .070 .130
.35 −.1 .215 .064 .058 .122 .125 .064 .054 .118
.5 −.7 .466 .056 .068 .124 .412 .042 .074 .116
1 −1 .687 .048 .078 .126 .654 .044 .072 .116
2 −2 .894 .044 .080 .124 .880 .042 .072 .114
ringfu¨gig a¨nderten. Beispielsweise fa¨llt der Anteil an Nicht-U¨berdeckungen
fu¨r θ3 = .3, β1 = .05, β2 = −.01, ρ23 = .003 auf KI1 = .194 (mit l051 = .07
und l951 = .124) (vgl. Tabelle 5.4).
Fu¨r die in dieser Simulationsstudie betrachteten Situationen zeigt sich
die vorgeschlagene Vorgehensweise zum Test der Hypothese, dass die Ein-
flussgro¨ßen keine Erkla¨rungskraft besitzen, sowie zur Berechnung approxi-
mativer Konfidenzintervalle als in weiten Bereichen recht brauchbar. Le-
diglich fu¨r Werte der entsprechenden Kennwerte nahe null — und, was
allerdings fu¨r die Anwendungspraxis eher irrelevant sein du¨rfte, nahe eins
— kann die Wahrscheinlichkeit, dass das berechnete Intervall den wahren
Wert nicht u¨berdeckt unakzeptabel groß werden.
5.4 Zusammenfassung
In diesem Kapitel wurde die bereits in Kapitel 4 fu¨r La¨ngsschnittmodelle
mit bina¨ren Responsevariablen eingefu¨hrte GEPSE-Methode auf die Scha¨t-
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Tabelle 5.5: Nicht-U¨berdeckungen der wahren Werte von ρ21 und ρ
2
3 u¨ber
jeweils 500 Simulationen und jeweils 2000 Bootstrap-Stichproben. Fehler-
raten in den unteren (l051 , l
05
3 ) und oberen (l
95
1 , l
95
3 ) Bereichen (intendierte
Fehlerrate jeweils: .05) und zentrale Konfidenzintervalle (KI1, KI3) mit
intendierter U¨berdeckungsrate .9. Simuliertes Modell: N = 200, α = 0
und AR(1)-Korrelationsstruktur mit θ3 = .5 und θ3 = .8. Scha¨tzung:
AR(1)-Struktur.
θ3 β1 β2 ρ
2
1 l
05
1 l
95
1 KI1 ρ
2
3 l
05
3 l
95
3 KI3
.5 0 0 .300 .056 .038 .094 0
.5 .15 −.3 .362 .062 .056 .118 .120 .050 .064 .114
.5 .5 −.63 .557 .064 .056 .120 .418 .048 .066 .114
.5 1.5 −1 .828 .054 .070 .124 .768 .042 .070 .112
.8 0 0 .687 .044 .048 .092 0
.8 .15 −.15 .699 .038 .048 .086 .115 .056 .050 .106
.8 .5 −.63 .802 .046 .056 .102 .531 .042 .060 .102
.8 .7 −.7 .835 .048 .060 .108 .609 .040 .054 .094
zung von Mehrgleichungs-La¨ngsschnittmodellen verallgemeinert. Fu¨r Me-
thoden zur Scha¨tzung der hier betrachteten Modelle ko¨nnen im Allgemei-
nen lediglich asymptotische Eigenschaften in Anspruch genommen werden.
Mit Hilfe von Simulationen la¨sst sich dagegen das Verhalten der Scha¨tzer
auch in unterschiedlich großen, endlichen Stichproben untersuchen.
Die Simulationsergebnisse dieses sowie des letzten Kapitels legen den
Schluss nahe, dass die GEPSE-Methode auch fu¨r
”
kleinere“ Stichproben be-
friedigende Ergebnisse liefert. Was allerdings im Einzelnen
”
kleinere“ Stich-
proben sind, ha¨ngt vom jeweils zu scha¨tzenden Modell ab. Wie die Simu-
lationsergebnisse des Kapitels 4 zeigen, fu¨hrt die GEPSE-Methode bereits
fu¨r wesentlich kleinere Stichproben als etwa das in Abschnitt 4.3 beschrie-
bene dreistufige Verfahren zur Scha¨tzung von allgemeinen Mittelwert- und
Kovarianzstrukturmodellen zu akzeptablen Ergebnissen. So ko¨nnen in den
betrachteten Beispielen bereits N = 100 Einheiten eine ausreichend große
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Stichprobe sein.
Verallgemeinert man die hier und in Kapitel 4 gefundenen Simulations-
ergebnisse, dann sind die GEPSE-Scha¨tzer relativ zu den ML-Scha¨tzern
sehr effizient. Daru¨ber hinaus sind sie, auch fu¨r die komplexeren Model-
le, vergleichsweise einfach zu berechnen. Beide Eigenschaften macht diese
Methode auch fu¨r die Scha¨tzung allgemeinerer Mittelwert- und Kovarianz-
strukturmodelle attraktiv.
Im zweiten Teil dieses Kapitels wurden einfach zu berechnende Maße
der Erkla¨rungskraft allgemeiner Regressionsmodelle mit stetigen und/oder
ordinalen Responsevariablen vorgeschlagen. Dabei ha¨ngt das jeweils zu ver-
wendende Maß davon ab, ob die Korrelationsstruktur gegenu¨ber dem sy-
stematischen Teil sta¨rker oder weniger stark gewichtet in ein solches Maß
eingehen soll, beziehungsweise ob der Anteil etwa der Gleichungen einzel-
ner Zeitpunkte getrennt betrachtet werden soll. In den Simulationen zeigte
sich, dass die vorgeschlagenen Maße im vorgegebenen Sinn sinnvoll die Er-
kla¨rungskraft der Modelle abbilden. Weiterhin zeigte sich die BCa-Technik
in Verbindung mit dem vorgeschlagenen Bootstrap-Ziehungsverfahren als
brauchbares Verfahren zur Durchfu¨hrung von Tests sowie zur Berechnung
approximativer Konfidenzintervalle.
198 Kapitel 5. La¨ngsschnittmodelle: Verallgemeinerungen
Kapitel 6
Fehlende Werte: Grundlagen
Zur Beantwortung einer Fragestellung oder U¨berpru¨fung einer Hypothe-
se werden ausgehend von einem Datensatz im Allgemeinen entsprechende
Scha¨tz- oder Testprobleme formuliert. Liegt ein vollsta¨ndiger Datensatz vor,
so werden ha¨ufig Scha¨tzwerte der interessierenden Parameter sowie deren
(asymptotischen) Varianzen beziehungsweise Kovarianzen in der u¨blichen
Weise, etwa u¨ber die Kleinst-Quadrate-, die Maximum-Likelihood-Methode
oder u¨ber verschiedene semi- beziehungsweise nicht-parametrische Verfah-
ren gewonnen. Daru¨ber hinaus bilden die (asymptotischen) Verteilungen
der Scha¨tzer die Grundlage fu¨r eine statistische Inferenz nach dem fre-
quentistischen Prinzip (vgl. Abschnitt 2.4). Oft ist allerdings der Datensatz
unvollsta¨ndig, das heißt es werden nicht alle Daten sa¨mtlicher ausgewa¨hl-
ten Einheiten beobachtet. In dieser Situation stellt sich die Frage, ob eine
Vorgehensweise, die den Mechanismus, der zur Beobachtung beziehungswei-
se Nichtbeobachtung von Werten fu¨hrte, ignoriert immer noch zu validen
Aussagen fu¨hrt. Nach einem einleitenden Beispiel in Abschnitt 6.1 wird in
Abschnitt 6.2 zuna¨chst eine Klassifikation fehlender Werte vorgenommen,
die eine wesentliche Grundlage fu¨r die Beurteilung einer Ignorierbarkeit ei-
nes Missingmechanismus (Abschnitt 6.4) bildet. Veranschaulicht werden die
jeweiligen Konzepte mit Hilfe von Beispielen in den Abschnitten 6.3 und
6.5. Abschnitt 6.6 behandelt in deskriptiver Weise mo¨gliche, in der Praxis
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auftretende Muster fehlender Werte.
6.1 Einfu¨hrung
Bereits in Abschnitt 1.2 der Einleitung wurde auf das Problem fehlender
Werte hingewiesen, wobei hier unter fehlenden Werten nur solche verstan-
den werden sollen, fu¨r die prinzipiell gu¨ltige Werte existieren. Bei der Ana-
lyse von Datensa¨tzen mit fehlenden Werten (
”
Missing values“ oder kurz
”
Missings“) stellt sich die Frage, ob die Tatsache, dass bestimmte Werte
fehlen beru¨cksichtigt werden sollte oder nicht und wenn ja, in welcher Weise
dies zu geschehen hat. Im konkreten Fall sind die hier aufgeworfenen Fragen
meist nicht einfach zu beantworten, denn deren Beantwortung ha¨ngt von
dem oft unbekannten Prozess ab, der dazu fu¨hrte, dass die Werte nicht be-
obachtet wurden. Im Folgenden wird dieser auch als Missingmechanismus
bezeichnet.
Die angesprochene Problematik sei an einem ersten einfachen Beispiel
erla¨utert, bei dem der Erwartungswert einer Variablen x mit Hilfe des
arithmetischen Mittels gescha¨tzt werden soll. Dabei wird angenommen,
dass mo¨glicherweise nicht alle Werte der Stichprobenvariablen xn (n =
1, . . . , N), die alle wie x verteilt sind, beobachtet werden. Vorausgesetzt
wird ferner, dass die jeweilige Wahrscheinlichkeit, den Wert der Variablen
xn zu beobachten, weder gleich eins noch gleich null ist. Genauer betrach-
tet hat man es, vorausgesetzt der Missingmechanismus wird wie hier als
Zufallsgeschehen aufgefasst, jeweils mit zwei Zufallsvariablen zu tun: Der
Variablen xn und der Indikatorvariablen rn, die angibt, ob die Werte der
Zufallsvariablen xn (n = 1, . . . , N) beobachtet werden (rn = 1) oder nicht
(rn = 0).
Beispiel 6.1: Unabha¨ngig und identisch (iid) verteilte (eindimen-
sionale) Zufallsvariablen x1, . . . , xN mit fehlenden Werten. Be-
trachtet werden die jeweils (eindimensionalen) Zufallsvariablen x1, . . . , xN
und r1, . . . , rN . Dabei seien xn (n = 1, . . . , N) unabha¨ngig und iden-
tisch (iid) verteilt wie x mit Erwartungswert µ und Varianz σ2. Die di-
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chotomen Zufallsvariablen r1, . . . , rN seien ebenfalls unabha¨ngig und iden-
tisch (iid) verteilt wie r mit Pr(r = 1) = π und 0 < π < 1. Es gelte
E(rnxn) = E(rx) fu¨r alle n und E(rn′xn) = πµ fu¨r n 6= n′. Weiterhin sei
σrx = E(rx)−E(r)E(x). Die Variable rn ist auch Indikatorvariable. Nimmt
sie den Wert eins an, so wird der Wert der entsprechenden Variablen xn
beobachtet, sonst (rn = 0) nicht. Der Mittelwert wird unter Verwendung
nur derjenigen Variablen, deren Werte tatsa¨chlich beobachtet werden, mit
1∑N
n=1 rn
N∑
n=1
rnxn
gescha¨tzt. Aus naheliegenden Gru¨nden werden nur Fa¨lle mit
∑N
n=1 rn > 0
beru¨cksichtigt. Der Erwartungswert1 dieses Scha¨tzers sei
E
(
1∑N
n=1 rn
N∑
n=1
rnxn
)
= γ.
Nach Umformen (siehe Anhang F.1) erha¨lt man
E(rx)− E(r)γ = 0
und damit
γ =
E(rx)
π
beziehungsweise γ = µ+
σrx
π
.
Wie man nun leicht sieht, ist fu¨r σrx = 0, das heißt bei linearer Unabha¨ngig-
keit der beiden Variablen, γ = µ. Das arithmetische Mittel unter Verwen-
dung nur derjenigen Variablen, deren Werte beobachtet werden, ist in die-
sem Fall erwartungstreu. Ist dagegen σrx 6= 0, dann ist das arithmetische
1Genaugenommen handelt es sich um den bedingten Erwartungswert der Scha¨tzfunk-
tion gegeben wenigstens fu¨r eine Variable xn wurde ein Wert beobachtet. Da die Wahr-
scheinlichkeit dafu¨r, keinen einzigen Wert zu beobachten mit zunehmender Stichproben-
gro¨ße fu¨r nicht allzu hohe Ausfallwahrscheinlichkeiten schnell gegen null geht, soll diese
Bedingung im Folgenden im Allgemeinen ignoriert werden.
202 Kapitel 6. Fehlende Werte: Grundlagen
Mittel als Scha¨tzfunktion fu¨r den Erwartungswert nicht mehr erwartungs-
treu mit Verzerrung oder Bias σrx/π. 2
Eine wichtige Folgerung aus diesem Beispiel ist die offensichtliche Not-
wendigkeit zu unterscheiden, ob die Indikatorvariable und die eigentlich
interessierende Variable gegenseitig, hier linear, abha¨ngig sind oder nicht.
Sind sie unabha¨ngig, dann kann der Missingmechanismus im Hinblick auf
den Erwartungswert bei der Scha¨tzung unberu¨cksichtigt bleiben. Entspre-
chende Schlu¨sse bezu¨glich des interessierenden Parameters ko¨nnen in die-
sem Fall ausgehend von den beobachteten Daten ohne die Notwendigkeit
einer Kompensation fu¨r fehlende Werte gezogen werden. Im Gegensatz zur
urspru¨nglichen Stichprobe stehen dafu¨r allerdings weniger Beobachtungen
zur Verfu¨gung.
Sind die beiden Variablen nicht linear unabha¨ngig voneinander, dann
ist die Verwendung nur der beobachteten Daten problematisch. Schreibt
man den Bias in Beispiel 6.1 als corr(r, x)
√
(1− π)σ2x/
√
π, so zeigt sich,
dass die Verzerrung, jeweils unter gleichen Bedingungen, gro¨ßer wird fu¨r
einen sta¨rkeren linearen Zusammenhang, fu¨r eine gro¨ßere Wahrscheinlich-
keit Werte der Variablen xn nicht zu beobachten und fu¨r eine gro¨ßere Va-
rianz der Variablen xn.
Die Frage ob und gegebenenfalls wie die Tatsache fehlender Werte bei
der Analyse zu beru¨cksichtigen ist, ha¨ngt demnach auch mit dem Me-
chanismus zusammen, der das Fehlen der Werte steuert. Daher wird im
na¨chsten Abschnitt zuna¨chst auf eine Klassifikation fehlender Werte basie-
rend auf verschiedenen Missingmechanismen eingegangen, die auf Rubin
(1976a) zuru¨ckgeht (siehe auch Little und Rubin, 2002).
6.2 Klassifikation fehlender Werte
Ausgegangen wird bei der inzwischen bereits klassischen Einteilung der
verschiedenen Arten fehlender Werte nach Rubin (1976a) zuna¨chst von der
Wahrscheinlichkeits-(dichte-)Funktion der aus inhaltlichen Gru¨nden inter-
essierenden und beobachteten Daten, deren korrekte Spezifikation voraus-
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gesetzt wird. Liegen fu¨r eine gezogene Stichprobe von Einheiten fehlende
Werte vor, dann werden neben Werten der interessierenden Variablen auch
die Auspra¨gungen der Indikatorvariablen beobachtet, die — selbst als Zu-
fallsvariablen aufgefasst — angeben, ob die Realisationen der entsprechen-
den interessierenden Variablen beobachtet wurden. Bei der statistischen In-
ferenz ist daher im Allgemeinen auch der Prozess, der zu fehlenden Werten
fu¨hrte, zu beru¨cksichtigen.
Den allgemein u¨blichen Darstellungen folgend (z.B. Little und Rubin,
2002; Rubin, 1976a; Schafer, 1997) soll zuna¨chst nicht unterschieden werden
zwischen Responsevariablen einerseits und Einflussgro¨ßen andererseits. Der
Datenvektor, in dem die beobachteten Werte aller hier als
”
interessieren-
de“ Variablen bezeichneten Zufallsvariablen zusammengefasst werden, soll
daher mit uobs (von ”
observed“), der Vektor, der die Werte der nicht beob-
achteten Variablen entha¨lt mit umis (von ”
missing“) bezeichnet werden. Der
entsprechende Vektor der Auspra¨gungen der Response-Indikatorvariablen
soll mit r bezeichnet werden.
Den Ausgangspunkt statistischer Inferenz bildet, weil einerseits nicht
alle Werte der interessierenden Variablen beobachtet und andererseits die
Indikatorvariablen als Zufallsvariablen aufgefasst werden, die Funktion∫
f(uobs,umis;θ)g(r|uobs,umis;γ) dumis. (6.1)
Dabei ist f(·;θ) die Wahrscheinlichkeits-(dichte-)funktion der
”
interessie-
renden“ Variablen mit dem zu scha¨tzenden Parameter θ und g(·|·;γ) die
bedingte Wahrscheinlichkeitsfunktion der Indikatorvariablen gegeben die
”
interessierenden“ Variablen mit Parameter γ, der Missingmechanismus.
Um untersuchen zu ko¨nnen, unter welchen Bedingungen ein Missingmecha-
nismus bei der statistischen Inferenz bezu¨glich θ ignoriert werden kann,
sind die folgenden Definitionen hilfreich (vgl. Rubin, 1976a).
Definition 6.1: Die fehlenden Werte fehlen zufa¨llig (
”
missing at ran-
dom“, MAR), wenn fu¨r jeden Wert von γ die Funktion g(r|uobs,umis;γ)
denselben Wert fu¨r alle mo¨glichen umis annimmt.
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Inhaltlich bedeutet
”
missing at random“ (MAR), dass die Wahrschein-
lichkeit fu¨r das beobachtete Muster an fehlenden und beobachteten Wer-
ten mo¨glicherweise von den beobachteten Variablen, nicht aber zusa¨tzlich
von denjenigen Variablen abha¨ngt, deren Werte nicht beobachtet wurden.
Anders ausgedru¨ckt, ko¨nnen die fehlenden Werte gegeben die Werte der
beobachteten Variablen bei festem r als Realisation einer einfachen Zu-
fallsstichprobe aufgefasst werden. Als Beispiel sei die Situation betrachtet,
in der an unabha¨ngig voneinander aus derselben Grundgesamtheit gezoge-
nen Personen die Variablen
”
Alter“ und
”
Einkommen“ erhoben, fu¨r einige
Einheiten die Werte der Variablen
”
Einkommen“ aber nicht beobachtet
werden. Werte fehlen dann zufa¨llig, wenn die Wahrscheinlichkeit des Feh-
lens mo¨glicherweise vom Alter, nicht aber zusa¨tzlich vom Einkommen der
entsprechenden Einheiten abha¨ngt.
Definition 6.2: Die beobachteten Werte werden zufa¨llig beobachtet (
”
ob-
served at random“, OAR), wenn fu¨r jeden Wert von γ und umis die Funk-
tion g(r|uobs,umis;γ) denselben Wert fu¨r alle mo¨glichen uobs annimmt.
Werte werden nach dieser Definition dann zufa¨llig beobachtet (
”
obser-
ved at random“, OAR), wenn die Wahrscheinlichkeit fu¨r das beobachtete
Muster an fehlenden und beobachteten Werten mo¨glicherweise von den Va-
riablen, deren Werte nicht beobachtet wurden abha¨ngt aber nicht zusa¨tzlich
von jenen Variablen, derenWerte beobachtet wurden. In diesem Fall ko¨nnen
die beobachteten Werte gegeben die Werte der fehlenden Variablen bei fe-
stem r als Realisation einer einfachen Zufallsstichprobe aufgefasst werden.
Ausgehend von obigem Beispiel sei nun fu¨r keine der Einheiten das Alter
und nur fu¨r einen Teil das Einkommen beobachtet worden. Die beobachte-
ten Werte der Variablen
”
Einkommen“ werden zufa¨llig beobachtet, wenn die
Wahrscheinlichkeit sie zu beobachten mo¨glicherweise vom Alter, nicht aber
zusa¨tzlich von der Ho¨he des Einkommens derjenigen Einheiten abha¨ngt, fu¨r
die das Einkommen beobachtet wurde.
Definition 6.3: Die Parameter θ und γ heißen distinkt, wenn ihr ge-
meinsamer Parameterraum das (kartesische) Produkt der beiden Parame-
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terra¨ume von θ und γ ist.
Die dritte Definition formuliert den in vielen Situationen sinnvollen
Sachverhalt, dass vorhandenes Wissen bezu¨glich des einen Parameters keine
Information u¨ber den anderen Parameter liefert. Diese Definition der Di-
stinktheit basiert auf der statistischer Inferenz nach dem frequentistischen
oder dem Likelihood-Prinzip zugrundeliegenden Vorstellung nicht stocha-
stischer Parameter (vgl. Abschnitt 2.4). Fu¨r eine Bayes-Inferenz werden die
beiden Parameter dann als distinkt bezeichnet, wenn deren gemeinsame a
priori Verteilung in das Produkt der beiden individuellen a priori Vertei-
lungen zerfa¨llt (Rubin, 1976a).
Zur Untersuchung von Bedingungen der Ignorierbarkeit des Missing-
mechanismus sind diese drei Definitionen ausreichend. Anstatt der Unter-
scheidung zwischen MAR und OAR zeigt sich in der Praxis allerdings die
Einteilung fehlender Werte als MAR oder MCAR (
”
missing completely at
random“) nu¨tzlicher.
Definition 6.4: Fehlende Werte werden als vollsta¨ndig zufa¨llig fehlend
(
”
missing completely at random“, MCAR) bezeichnet, wenn fu¨r jeden Wert
von γ die Funktion g(r|uobs,umis;γ) denselben Wert fu¨r alle mo¨glichen uobs
und umis annimmt.
Werte fehlen dann vollsta¨ndig zufa¨llig, wenn sie zufa¨llig fehlen und wenn
gleichzeitig die beobachteten Werte zufa¨llig beobachtet werden. Formal gilt
in diesem Fall g(r|uobs,umis;γ) = g(r;γ). Inhaltlich bedeutet ”missing
completely at random“, dass die Wahrscheinlichkeit fu¨r das beobachtete
Muster an fehlenden und beobachteten Werten unabha¨ngig ist sowohl von
den Variablen, deren Werte beobachtetet wurden, als auch von den Va-
riablen, deren Werte nicht beobachtet wurden. Die Verteilung der interes-
sierenden Variablen ha¨ngt nicht von der konkreten Auspra¨gung der Indi-
katorvariablen r ab. Anders augedru¨ckt ko¨nnen in diesem Fall sowohl die
beobachteten als auch die nicht beobachteten Werte der interessierenden
Variablen als Resultat einer einfachen Zufallsstichprobe aufgefasst werden.
In obigem Beispiel wa¨re dies der Fall, wenn die Wahrscheinlichkeit fu¨r das
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Fehlen von Werten der Variablen
”
Einkommen“ weder von der Variablen
”
Einkommen“ noch von der Variablen
”
Alter“ abha¨ngt.
Fehlen Werte weder zufa¨llig noch vo¨llig zufa¨llig, so werden sie als
”
nicht zufa¨llig fehlend“ (
”
not missing at random“, NMAR) bezeichnet2.
Die Wahrscheinlichkeit fu¨r das beobachtete Muster an fehlenden und be-
obachteten Werten ist dann von unbeobachteten Werten sowie mo¨glicher-
weise von beobachteten Werten abha¨ngig. Die fehlenden Werte im bereits
genannten Beispiel wa¨ren etwa dann NMAR, wenn die Wahrscheinlichkeit
fu¨r das Fehlen von Werten der Variablen
”
Einkommen“ von der Ho¨he des
Einkommens abha¨ngt.
Wichtig ist, dass die Definitionen 6.1, 6.2 und 6.4 fu¨r konkrete, beob-
achtete Auspra¨gungen der Indikatorvariablen gelten (vgl. Rubin, 1976a).
Diese Forderung ist weniger streng als die Forderung nach der (beding-
ten) Unabha¨ngigkeit der Indikatorvariablen und der interessierenden be-
ziehungsweise dem nicht beobachteten Teil der interessierenden Variablen.
Oft werden die Definitionen 6.1, 6.2 und 6.4 mehr oder weniger explizit
in diesem Sinne strenger gefasst (z.B. Diggle, Heagerty, Liang und Zeger,
2002; Kenward und Molenberghs 1998). Fehlende Werte werden dann etwa
als MAR bezeichnet oder aufgefasst, wenn die Indikatorvariablen gegeben
die beobachteten Werte, unabha¨ngig von denjenigen Variablen verteilt sind,
deren Werte nicht beobachtet wurden. Die Bedingung, dass die Wahrschein-
lichkeit fu¨r die beobachtete Realisation der Indikatorvariablen gegeben die
beobachteten Werte dieselbe ist fu¨r alle mo¨glichen Werte der Variablen
deren Werte nicht beobachteten wurden, gilt demnach fu¨r alle mo¨glichen
Realisationen der Indikatorvariablen. Entsprechend werden fehlende Werte
dann als MCAR bezeichnet oder aufgefasst, wenn die Indikatorvariablen
sowohl von den Variablen, deren Werte nicht beobachtet wurden, als auch
von jenen, deren Werte beobachtet wurden, unabha¨ngig verteilt sind. Ob
die strenge oder die schwache Bedingung zugrundegelegt wird, ha¨ngt —
auf dem Hintergrund einer frequentistischen Inferenz — im Allgemeinen
davon ab, ob von einer bedingten oder einer unbedingten frequentistischen
2NMAR ist inhaltlich als
”
weder MAR noch MCAR“ aufzufassen, keinesfalls ist damit
eine Art nicht-stochastischer Mechanismus gemeint.
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Inferenz ausgegangen wird (siehe Abschnitt 6.4). Im folgenden Abschnitt
sollen allerdings zuna¨chst die hier eingefu¨hrten Konzepte veranschaulicht
werden.
6.3 Veranschaulichung: Bivariat normalverteilte
Variablen
6.3.1 Allgemeine Beschreibung der Beispiele
Die verschiedenen Missingmechanismen und deren Konsequenzen fu¨r die
Verteilungen der interessierenden Variablen seien an drei einfachen Bei-
spielen veranschaulicht. In jedem dieser drei Beispiele wurden Daten un-
ter Verwendung des von SAS bereitgestellten Zufallszahlengenerators zur
Erzeugung von Werten standardnormalverteilter Zufallsvariablen, RANNOR,
verwendet. Gemeinsam ist allen drei Beispielen, dass unter Verwendung des
Zufallszahlengenerators Wertepaare fu¨r N = 2000 Einheiten simuliert wur-
den. Die so erzeugten Werte ko¨nnen als Realisationen unabha¨ngig bivariat
normalverteilter Zufallsvariablen mit einer Korrelation von null aufgefasst
werden. Unter Verwendung einer einfachen linearen Transformation wur-
den daraus Werte erzeugt, die als Auspra¨gungen bivariat normalverteilter
Variablen un1 und un2 mit µu1 = µu2 = 0 (kurz µ1 und µ2), σ
2
µ1 = σ
2
µ2 = 1
(kurz σ21 und σ
2
2) und ρ = 0.8 aufgefasst werden ko¨nnen.
In einem zweiten Schritt wurden Daten entsprechend
r∗n = un1γ1 + un2γ2 + wn (6.2)
erzeugt, wobei die Werte von wn unter Verwendung desselben Zufallszahlen-
generators mit σ2w = 1 generiert wurden. Eine Indikatorvariable rn wurde
auf den Wert eins gesetzt falls r∗n > 0 und auf null sonst. Fu¨r Werte der
Indikatorvariablen gleich null wurde der Wert der Variablen un2 gelo¨scht.
Die Wahrscheinlichkeit fu¨r einen fehlenden Wert ist damit 0.5. Je nach Mis-
singmechanismus wurde γ1 beziehungsweise γ2 auf null oder 0.8 gesetzt. Zu
beachten ist, dass mit positiven Werten fu¨r γ1 beziehungsweise γ2 kleinere
Werte von un2 mit ho¨herer Wahrscheinlichkeit gelo¨scht werden als gro¨ßere
Werte.
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In den folgenden Beispielen werden in den jeweils ersten beiden Gra-
phiken der Abbildungen die gescha¨tzten marginalen Dichten sowohl der
urspru¨nglichen, vollsta¨ndig beobachteten Variablen un, als auch derjeni-
gen Variablen, fu¨r die nach der Erzeugung der Indikatorvariable noch beide
Werte beobachtet wurden, dargestellt. Erstere werden mit
”
com“ fu¨r
”
com-
plete“, letztere mit
”
cob“ fu¨r
”
completely observed“ gekennzeichnet. Ent-
sprechend bezeichne
”
cob“ jenen Teil der Variablen, die nicht vollsta¨ndig
beobachtet werden. In der jeweils dritten Graphik sind die Ho¨henlinien der
gescha¨tzten bivariaten Dichte fu¨r die urspru¨nglichen, vollsta¨ndig beobach-
teten Variablen sowie derjenigen Variablen, fu¨r die nach der Erzeugung der
Indikatorvariable noch beide Werte beobachtet wurden, abgetragen. Zu bes-
seren Vergleichbarkeit handelt es sich allerdings um Scha¨tzungen der stan-
dardisierten Dichten mit marginalen Mittelwerten von null und Varianzen
gleich eins. Zur Scha¨tzung wurden einfache Kern-Dichtescha¨tzer mit uni-
beziehungsweise bivariatem Gauß-Kern verwendet (z.B. Silverman, 1986).
Neben diesen Darstellungen der Verteilungen ist jeweils in einer vierten
Graphik das Ergebnis der Scha¨tzung zweier Regressionen von un2 auf un1,
einmal fu¨r den kompletten Datensatz (
”
com“) und einmal fu¨r den Teil des
Datensatzes, fu¨r den vollsta¨ndige Wertepaare vorliegen (
”
cob“), abgetragen.
Die wahren Werte betragen, wie man leicht nachpru¨ft, fu¨r die Konstante 0
und fu¨r den Steigungsparameter 0.8. Die Parameter θ = (µ1, µ2, σ
2
1 , σ
2
2 , ρ)
′
sowie die im Vektor ϑ zusammengefassten Parameter der Regression von
un2 auf un1 einerseits und γ = (γ1, γ2, σ
2
w)
′ andererseits sind distinkt.
6.3.2 Bivariat normalverteilte Zufallsvariablen: Beispiel 6.2
Beispiel 6.2: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2) (n = 1, . . . , N) mit fehlenden Werten
fu¨r un2; Missingmechanismus mit γ1 = γ2 = 0. In diesem Beispiel
wurde γ1 = γ2 = 0 gesetzt. Damit ist die Wahrscheinlichkeit dafu¨r, den
Wert der Variablen un2 nicht zu beobachten unabha¨ngig von den Wer-
ten der Variablen un1 und un2, die fehlenden Werte fehlen vollsta¨ndig
zufa¨llig (MCAR). Die beobachteten Werte ko¨nnen als einfache Stichpro-
be aus der Gesamtstichprobe aufgefasst werden. Fasst man zuna¨chst die
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Werte u1,1, u2,1, . . . , u1,N , u2,N im Vektor u zusammen, schreibt uobs fu¨r al-
le beobachteten Werte, umis fu¨r alle nicht beobachteten Werte und r fu¨r
den vollsta¨ndigen Vektor r = (r1, . . . , rn), dann erha¨lt man als Verteilungs-
funktion bei gegebenem r∫
f(uobs,umis;θ)
g(r|uobs,umis;γ)
h(r;γ,θ)
dumis
mit h(r;γ,θ) =
∫
f(u;θ)g(r|u;γ) du der marginalen Wahrscheinlichkeit
fu¨r r, die als gro¨ßer null angenommen wird. Da die fehlenden Werte voll-
sta¨ndig zufa¨llig fehlen, erha¨lt man g(r|uobs,umis;γ) = g(r;γ), h(r;γ,θ) =
g(r;γ) und damit ∫
f(uobs,umis;θ)
g(r;γ)
g(r;γ)
dumis = f(uobs;θ)
= f(u1,cob,u2,cob;θ)f(u1,cob;µ1, σ
2
1).
Aus dieser Darstellung wird deutlich, dass die gemeinsame Verteilung der-
jenigen Variablen, deren Werte beobachtet wurden, nicht von dem beob-
achteten Muster r abha¨ngt. Daru¨ber hinaus sind die Variablen u1,cob und
u2,cob unabha¨ngig von u1,cob verteilt. Damit ha¨ngen auch die marginalen
Verteilungen der Variablen u1,cob und u2,cob, sowie die bedingte Verteilung
von u2,cob|u1,cob nicht von dem beobachteten Muster r beziehungsweise von
u1,cob ab. Dies wird auch aus Abbildung 6.1 deutlich: Unterschiede zwischen
den (gescha¨tzten) Randdichten fˆ(u1) und fˆ(u2) fu¨r den jeweils marginalen
vollsta¨ndigen Datensatz und denjenigen Teil, fu¨r den vollsta¨ndige Werte-
paare beobachtet wurden, sind praktisch vernachla¨ssigbar. Dasselbe gilt fu¨r
die bivariaten (gescha¨tzten) Dichten und Regressionen von un2 auf un1. Die
gerundeten Scha¨tzwerte fu¨r die verschiedenen Parameterwerte sind (nahe-
zu) identisch mit den wahren Werten. 2
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Abbildung 6.1: Simulierte Werte fu¨r bivariat normalverteilte u = (u1, u2)
′
mit Erwartungswerten µ1 = µ2 = 0, Varianzen σ
2
1 = σ
2
2 = 1 und Korrela-
tion ρ = .8, n = 2000 Ziehungen (com) und n1 = 996 beobachteten Werten
fu¨r u2 (cob), Missingmechanismus mit γ1 = 0 und γ2 = 0: Regression und
gescha¨tzte Dichten.
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6.3.3 Bivariat normalverteilte Zufallsvariablen: Beispiel 6.3
Beispiel 6.3: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2) (n = 1, . . . , N) mit fehlenden Werten
fu¨r un2; Missingmechanismus mit γ1 = 0.8 und γ2 = 0. Mit der Wahl
γ1 = .8 und γ2 = 0 ist die Wahrscheinlichkeit fu¨r das Muster beobachteter
beziehungsweise nicht beobachteter Werte der Variablen un2 zwar abha¨ngig
von un1, nicht aber zusa¨tzlich von un2. Beru¨cksichtigt man alle beteilig-
ten Variablen, dann sind die fehlenden Werte MAR. Unter Verwendung
der bereits eingefu¨hrten Schreibweise erha¨lt man als Verteilungsfunktion
der beobachteten und interessierenden Variablen bei gegebenem r zuna¨chst
wieder ∫
f(uobs,umis;θ)
g(r|uobs,umis;γ)
h(r;γ,θ)
dumis.
Da die Daten zufa¨llig fehlen, ergibt sich g(r|uobs,umis;γ) = g(r|uobs;γ)
und ∫
f(uobs,umis;θ)
g(r|uobs;γ)
h(r;γ,θ)
dumis = f(uobs;θ)
g(r|uobs;γ)
h(r;γ,θ)
.
Aus dieser Darstellung wird deutlich, dass die gemeinsame Verteilung der
interessierenden und beobachteten Daten bei gegebenem r nicht unabha¨n-
gig vom Missingmechanismus ist. Weiterhin la¨sst sich fu¨r das hier betrach-
tete Beispiel schreiben
f(uobs;θ)
g(r|uobs;γ)
h(r;γ,θ)
=
f(u1,cob,u2,cob;θ)
g(rcob|u1,cob;γ)
h(rcob;γ,θ)
f(u1,cob;µ1, σ
2
1)
g(rcob|u1,cob;γ)
h(rcob;γ,θ)
,
wobei rcob ein Einservektor und rcob ein Nullvektor ist. Offensichtlich ist
auch die gemeinsame Verteilung von u1,cob und u2,cob nicht von r un-
abha¨ngig. Dasselbe gilt fu¨r die entsprechenden Randverteilungen. Dabei
ist zu beachten, dass bei der Betrachtung der gemeinsamen Verteilung von
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u1,cob und u2,cob sowie der Randverteilung von u1,cob die fehlenden Wer-
te nicht mehr MAR sind, denn die Wahrscheinlichkeit fu¨r eine bestimmte
Auspra¨gung von r ha¨ngt von den Variablen u1,cob ab. A¨hnliches gilt wenn
lediglich die Randverteilung von u2,cob betrachtet wird. Zwar ist die Wahr-
scheinlichkeit fu¨r das Responsemuster gegeben u1,cob unabha¨ngig von u2,cob,
dasselbe gilt aber nicht bei unbedingter Betrachtungsweise. Diese Ergebnis-
se spiegeln sich in den ersten drei Darstellungen von Abbildung 6.2 wider.
Alle Scha¨tzwerte und Verteilungen basierend auf den vollsta¨ndig beobach-
teten Werten weichen deutlich von den entsprechenden Kennwerten und
Verteilungen basierend auf dem jeweils vollsta¨ndigen Datensatz ab.
Betrachtet man die bedingte Verteilung der Variablen u2|u1 bei gege-
benem r, dann ist Ausgangspunkt der Inferenz∫
f(u2|u1;ϑ)g(r|u1,u2;γ)
h(r|u1;ϑ,γ) dumis,
wobei sich h(r|u1;ϑ,γ) =
∫
g(r|u1,u2;γ)f(u2|u1;ϑ) du2 wegen
g(r|u1,u2;γ) = g(r|u1;γ) zu g(r|u1;γ) vereinfacht. Dann ist∫
f(u2,cob|u1,cob;ϑ)
g(rcob|u1,cob,u2,cob;γ)
g(rcob|u1,cob;γ)
×f(u2,cob|u1,cob;ϑ)
g(rcob|u1,cob,u2,cob;γ)
g(rcob|u1,cob;γ)
du2,cob
= f(u2,cob|u1,cob;ϑ).
Daraus folgt, dass die bedingte Verteilung von u2,cob|u1,cob nicht von r
abha¨ngt. Dies schla¨gt sich auch in der letzten Darstellung von Abbildung 6.2
nieder. Die Regressionsgeraden ausgehend vom vollsta¨ndigen beziehungs-
weise vom vollsta¨ndig beobachteten Datensatz sind nahezu identisch. Der
Unterschied in den Scha¨tzwerten βˆcom und βˆcob wird durch Auf- beziehungs-
weise Abrunden etwas u¨berho¨ht.
Dieses Beispiel macht deutlich, dass eine Scha¨tzung etwa der Parameter
der gemeinsamen Verteilung der u1 und u2 bei Vorliegen zufa¨llig fehlender
Werte allein aus den vollsta¨ndig beobachteten Datenpaaren problematisch
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Abbildung 6.2: Simulierte Werte fu¨r bivariat normalverteilte u = (u1, u2)
′
mit Erwartungswerten µ1 = µ2 = 0, Varianzen σ
2
1 = σ
2
2 = 1 und Korrela-
tion ρ = .8, n = 2000 Ziehungen (com) und n1 = 992 beobachteten Werten
fu¨r u2 (cob), Missingmechanismus mit γ1 = .8 und γ2 = 0: Regression und
gescha¨tzte Dichten.
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ist. Fu¨r die Scha¨tzung dieser Parameter bietet sich allerdings die bedingte
Verteilung der u2,cob|u1,cob bei gleichzeitiger Verwendung der Randvertei-
lung der u1 an. 2
6.3.4 Bivariat normalverteilte Zufallsvariablen: Beispiel 6.4
Beispiel 6.4: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2) (n = 1, . . . , N) mit fehlenden Werten
fu¨r un2; Missingmechanismus mit γ1 = 0.8 und γ2 = 0.8. Mit γ1 = .8
und γ2 = .8 ist die Wahrscheinlichkeit fu¨r das Muster beobachteter bezie-
hungsweise nicht beobachteter Werte der Variablen un2 sowohl von un1 als
auch von un2 abha¨ngig. Die fehlenden Werte sind NMAR. Die Verteilungs-
funktion der beobachteten und interessierenden Variablen bei gegebenem
r, ∫
f(uobs,umis;θ)
g(r|uobs,umis;γ)
h(r;γ,θ)
dumis.
la¨sst sich im Allgemeinen ohne weitere Annahmen nicht in einer Wei-
se anschreiben, die eine valide Scha¨tzung der interessierenden Parameter
ermo¨glicht. Die gemeinsamen, die marginalen aber auch die bedingten Ver-
teilungen der vollsta¨ndig beobachteten Variablen sind nicht vom Response-
muster r unabha¨ngig. Alle Darstellungen in Abbildung 6.3 zeigen dement-
sprechend deutliche Abweichungen zwischen den gescha¨tzten Verteilungen
sowie der Regression basierend auf den vollsta¨ndigen und den vollsta¨ndig
beobachteten Werten. 2
6.4 Ignorierbarkeit
Da man bei der Analyse von Daten im Allgemeinen nicht an der Model-
lierung des Missingmechanismus interessiert ist und daru¨ber hinaus des-
sen Fehlspezifikation zu unvorhersehbaren Folgen fu¨r die Scha¨tzergebnisse
fu¨hren kann, wa¨re es sehr komfortabel, wenn der Missingmechanismus bei
der Analyse von Daten nicht beru¨cksichtigt werden mu¨sste. Mit der Fra-
ge nach dessen Ignorierbarkeit bescha¨ftigt sich der folgende Abschnitt. Als
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Abbildung 6.3: Simulierte Werte fu¨r bivariat normalverteilte u = (u1, u2)
′
mit Erwartungswerten µ1 = µ2 = 0, Varianzen σ
2
1 = σ
2
2 = 1 und Korrelati-
on ρ = .8, n = 2000 Ziehungen (com) und n1 = 1006 beobachteten Werten
fu¨r u2 (cob), Missingmechanismus mit γ1 = .8 und γ2 = .8: Regression und
gescha¨tzte Dichten.
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ignorierbar soll ein Missingmechanismus dann bezeichnet werden, wenn die
Scha¨tzung des entsprechenden Modells zu demselben Ergebnis fu¨hrt, un-
abha¨ngig davon, ob der Missingmechanismus beru¨cksichtigt wird oder nicht.
6.4.1 Inferenz nach dem Likelihood-Prinzip
Fehlen die Werte zufa¨llig (MAR), das heißt g(r|uobs,umis;γ) = g(r|uobs;γ)
fu¨r alle umis, so erha¨lt man∫
f(uobs,umis;θ)g(r|uobs,umis;γ) dumis = f(uobs;θ)g(r|uobs;γ).
Logarithmieren ergibt
l(θ,γ) = ln f(uobs;θ) + ln g(r|uobs;γ).
Sind die beiden Parameter θ und γ daru¨ber hinaus distinkt, dann fu¨hrt die
Maximierung des ersten Terms auf der rechten Seite dieser Gleichung nach
dem interessierenden Paramter θ im Rahmen einer statistischen Inferenz
nach dem Likelihood-Prinzip (vgl. Abschnitt 2.4) zu denselben Schlussfol-
gerungen bezu¨glich θ wie die Verwendung der log-Likelihood-Funktion
l(θ) = ln f(uobs;θ), bei der der Missingmechanismus ignoriert wird (Rubin,
1976a). Fu¨r diese Form der statistischen Inferenz, das heißt bei der Bestim-
mung von ML-Scha¨tzern, der Berechnung von Likelihood-Intervallen oder
-Bereichen oder der Durchfu¨hrung eines Likelihood-Quotienten-Tests (z.B.
Ru¨ger, 1999), kann bei Geltung der MAR-Bedingung und bei distinkten
Parametern θ und γ der Missingmechanismus ignoriert werden. Zu be-
achten ist, dass diese Aussage auf festen Werten der Variablen uobs und r
basiert. Der Missingmechanismus ist natu¨rlich auch dann ignorierbar, wenn
die Parameter θ und γ distinkt sind und die strengere MCAR-Bedingung
gilt. Schließlich sei noch betont, dass die genannten Bedingungen, MAR und
Distinktheit, notwendig und hinreichend fu¨r die — im Hinblick auf alle Ana-
lyseaspekte, das heißt generelle — Ignorierbakeit des Missingmechanismus
bei der Inferenz bezu¨glich der gemeinsamen Verteilung der interessieren-
den Variablen nach dem Likelihood-Prinzip3 sind. Ein Missingmechanismus
3Bei einer entsprechenden Anpassung der Definition der Distinktheit, siehe Abschnitt
6.2, gilt dasselbe bei einer Bayes-Inferenz (Heitjan und Basu, 1996; Rubin, 1976a).
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kann im Hinblick lediglich auf bestimmte Aspekte einer Analyse auch dann
ignorierbar sein, wenn diese Bedingungen nicht gelten (vgl. etwa Heitjan
und Basu, 1996; Laird, 1988; Vach und Blettner, 1998).
6.4.2 Modell-basiert frequentistische Inferenz
Sehr oft werden Scha¨tzwerte zwar unter Verwendung einer Likelihood-
Funktion gewonnen, aber die Beurteilung der entsprechenden Scha¨tzer und
die Interpretation der Scha¨tzergebnisse folgt dem frequentistischen Prin-
zip (vgl. Abschnitt 2.4). So werden neben der (asymptotischen) Verteilung
fu¨r die verwendeten Scha¨tzer Gu¨tekriterien wie Erwartungstreue, Konsi-
stenz oder (asymptotische) Effizienz u¨ber hypothetische Wiederholungen
der Zufallsvorga¨nge betrachtet (vgl. etwa Beispiel 6.1). Zur Interpretation
der Ergebnisse werden Konfidenzintervalle bestimmt oder Hypothesentests
durchgefu¨hrt, jeweils basierend auf den (asymptotischen) Verteilungen der
Scha¨tzer und damit der Verteilung der beteiligten Zufallsvariablen, und
u¨ber hypothetische Wiederholungen der Zufallsvorga¨nge beurteilt. Unter
diesen vera¨nderten Bedingungen, bei denen die statistische Inferenz u¨ber
die beobachteten Realisationen hinaus auf der wiederholten Ziehung der
beteiligten Zufallsvariablen basiert, stellt sich die Frage nach der Ignorier-
barkeit des Missingmechanismus neu. Dabei ist die Untersuchung dieser
Frage nicht an die Verwendung der Likelihood-Funktion gebunden.
Prinzipiell kann eine frequentistische Inferenz auf der gemeinsamen Ver-
teilung der Variablen u und r (vgl. Beispiel 6.1), der bezu¨glich r margi-
nalen Verteilung von u oder der bedingten Verteilung von u gegeben r
basieren. Oft liegt der statistischen Inferenz implizit letztere Verteilung zu-
grunde. Dabei wird ausgehend von den beobachteten Daten der Wert eines
Scha¨tzers berechnet, etwa des arithmetischen Mittels, und, etwa zur U¨ber-
pru¨fung einer statistischen Hypothese, fu¨r diesen die Verteilung lediglich
unter Zugrundelegung der Verteilung derjenigen interessierenden Variablen
bestimmt, deren Werte beobachtet wurden. Dies entspricht dem u¨blichen
Vorgehen wenn alle Werte beobachtet wurden und r und damit der Stich-
probenumfang als fest angenommen wird. Liegen fehlende Werte vor, dann
ist aber das Ereignis
”
Wert der interessierenden Variablen wurde beobach-
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tet“ und damit auch die Anzahl an Beobachtungen selbst eine Zufallsvaria-
ble. Allgemeiner trifft dies auch dann zu, wenn fu¨r eine konkrete Stichprobe
zwar die Werte aller interessierenden Variablen beobachtet wurden, r aber
als Zufallsvariable zu konzipieren ist.
Liegen keine fehlenden Werte vor, dann basiert eine frequentistische
Inferenz im Allgemeinen auf der Verteilung der interessierenden und beob-
achteten Variablen bei festem Stichprobenumfang. Liegen dagegen fehlende
Werte vor, dann ist ein Missingmechanismus daher dann ignorierbar, wenn
die bedingte Verteilung der interessierenden Variablen, gegeben die Rea-
lisation der Response-Indikatorvariablen, identisch ist mit der Verteilung
der interessierenden Variablen, bei der der Missingmechanismus ignoriert
wird. Die bedingte Inferenz nach dem frequentistischen Prinzip bei festem
r basiert auf der bedingten Verteilung∫
f(uobs,umis;θ)
g(r|uobs,umis;γ)
h(r;γ,θ)
dumis (6.3)
mit h(r;γ,θ) =
∫
f(u;θ)g(r|u;γ) du, der bezu¨glich u marginalen Wahr-
scheinlichkeit fu¨r das beobachtete Muster an fehlenden beziehungsweise be-
obachteten Werten, die als gro¨ßer null vorausgesetzt wird.
Notwendig und hinreichend fu¨r die generelle Ignorierbarkeit des Missing-
mechanismus ist bei dieser Form der Inferenz bezu¨glich der gemeinsamen
Verteilung der interessierenden Variablen die MCAR-Bedingung. In diesem
Fall gilt g(r|uobs,umis;γ) = g(r;γ) fu¨r alle uobs und umis. Damit erha¨lt
man ∫
f(uobs,umis;θ)g(r|uobs,umis;γ) dumis
= g(r;γ)
∫
f(uobs,umis;θ) dumis
= g(r;γ)f(uobs;θ).
beziehungsweise h(r;γ,θ) =
∫
f(u;θ)g(r|u;γ) du = g(r;γ) und (6.3) ver-
einfacht sich zu f(uobs;θ). Der Missingmechanismus ist bei der statistischen
Inferenz nach dem frequentistischen Prinzip fu¨r festes r dann ignorierbar,
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wenn die MCAR-Bedingung erfu¨llt ist. Dieses Ergebnis, das die bedingte
frequentistische Inferenz betrifft, ist unabha¨ngig davon, ob die Parameter
distinkt sind oder nicht. Da es sich um eine bedingte Inferenz handelt,
sind Aussagen konditional, fu¨r eine gegebene Realisation der Response-
Indikatorvariablen.
Neben einer bedingten Inferenz wird ha¨ufig auch von einer unbeding-
ten frequentistischen Inferenz ausgegangen. In diesem Fall sind die Defi-
nitionen 6.1, 6.2 und 6.4, wie am Ende des Abschnittes 6.2 beschrieben,
strenger zu fassen. Der Missingmechanismus ist dann, wie man leicht sieht,
auch unter der strengen MCAR-Bedingung nicht generell ignorierbar. Fu¨r
eine marginale Inferenz schließlich ist der Missingmechanismus explizit zu
beru¨cksichtigen.
6.4.3 Diskussion und Erweiterungen
Trotz der Ausfu¨hrungen in den letzten beiden Abschnitten bleiben eini-
ge Fragen offen. Dies zeigt sich auch in der oft ungenauen Verwendung
des Begriffs der Ignorierbarkeit eines Missingmechanismus (vgl. Heitjan,
1997; Heitjan und Basu, 1996; Kenward und Molenberghs, 1998). So wird
ha¨ufig, manchmal unter Beru¨cksichtigung der Bedingung der Distinktheit
der Paramter, die MAR-Bedingung mit einer generellen Ignorierbarkeit des
Missingmechanismus gleichgesetzt. Wie die obigen Ausfu¨hrungen zeigen ist
dies aber nicht gerechtfertigt. Bei der Anwendung der Resultate aus den
Abschnitten 6.4.1 und 6.4.2 ist daher deren Geltungsbereich zu beru¨cksich-
tigen.
Die Resultate in den Abschnitten 6.4.1 und 6.4.2 basieren auf den exak-
ten Verteilungen der Variablen. Oft werden aber große Datensa¨tze ausge-
wertet und es kommen Scha¨tzmethoden zum Einsatz, die lediglich asympto-
tische Aussagen erlauben. Auch ko¨nnen unter Umsta¨nden nur bestimmte
Aspekte der Verteilung im Hinblick auf eine bestimmte Auswertung rele-
vant sein. In solchen Fa¨llen ist die Ignorierbarkeit, wie sie im letzten Ab-
schnitt definiert wurde, zu eng gefasst. Stattdessen kann es sinnvoll sein,
von einer asymptotischen Ignorierbarkeit oder einer auf bestimmte Aspekte
eingeschra¨nkten Ignorierbarkeit zu sprechen. Daneben kann ein Missing-
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mechanismus in speziellen Modellen auch unter schwa¨cheren Bedingungen
ignorierbar sein. Im diesem Abschnitt und den sich daran anschließenden
Beispielen soll, neben einer Diskussion bedingter beziehungsweise unbeding-
ter frequentistischer Inferenz, auf einige dieser Aspekte kurz eingegangen
werden.
Ist nicht die gemeinsame Verteilung der interessierenden Variablen son-
dern die bedingte Verteilung einer Variablen, der Responsevariablen, ge-
geben weitere Variablen von Interesse und liegen fehlende Werte nur fu¨r
Erstere vor, dann ist, wie in Beispiel 6.3 gezeigt wurde, der Missingmecha-
nismus auch fu¨r eine bedingte frequentistische Inferenz ignorierbar wenn die
fehlenden Daten nicht zusa¨tzlich von den Responsevariablen abha¨ngen, in
diesem Sinne also MAR sind. Einschra¨nkend ist zu bemerken, dass, wie sich
in Beipiel 6.6 zeigen wird, der dort verwendete Scha¨tzer in einem solchen
Fall mit unabha¨ngigen Beobachtungen bei Vorliegen fehlender Werte nicht
dieselbe Robustheit gegenu¨ber Fehlspezifikationen aufweist, wie derselbe
Scha¨tzer wenn fehlende Werte auszuschließen sind. Die Ignorierbarkeit des
Missingmechanismus beschra¨nkt sich in diesem Fall auf die Scha¨tzung unter
einer korrekten Spezifikation der interessierenden Verteilung, wie sie auch
den Resultaten in den Abschnitten 6.4.1 und 6.4.2 zugrundeliegt.
Fu¨r eine Inferenz bezu¨glich der gemeinsamen Verteilung der interes-
sierenden Variablen nach dem Likelihood-Prinzip ist zumindest die MAR-
Bedingung in Verbindung mit der Distinktheit der Parameter notwendig
und hinreichend fu¨r die generelle Ignorierbarkeit des Missingmechanismus,
wa¨hrend fu¨r eine bedingte frequentistische Inferenz die MCAR-Bedingung
notwendig und hinreichend ist. Daraus folgt, dass unter der MCAR-Bedin-
gung eine bedingte frequentistische Inferenz basierend auf der korrekt spe-
zifizierten Verteilung der interessierenden Variablen nicht generell effizient
sein kann, wenn die Parameter nicht zusa¨tzlich distinkt sind (Rubin, 1976b).
Dagegen ist nichts daru¨ber ausgesagt, inwieweit ein Missingmechanismus
ignorierbar ist, wenn ein ML-Scha¨tzer unter der MAR-Bedingung und Di-
stinktheit der Parameter berechnet und im Hinblick auf seine (bedingten)
frequentistischen Eigenschaften beurteilt wird. Wie die Beispiele 6.6 und
6.9 zeigen, kann der Missingmechanismus unter der MAR-Bedingung und
der Distinktheit der Parameter unter einer bedingten Inferenz ignorierbar
6.4. Ignorierbarkeit 221
sein (Beispiel 6.6). Dies gilt allerdings nicht allgemein (Beispiel 6.9). Zu be-
achten ist, dass — falls der Missingmechanismus unter der MAR-Bedingung
ignorierbar ist und der ML-Scha¨tzer verwendet wird — die Kovarianzmatrix
der Scha¨tzer nicht, wie dies dann mo¨glich ist wenn fehlende Werte auszu-
schließen sind, u¨ber den bezu¨glich der interessierenden Variablen gebildeten
Erwartungswert der zweiten Ableitung gescha¨tzt werden sollte. Korrekter-
weise wa¨re der Erwartungswert bezu¨glich der interessierenden Variablen
gegeben die beobachtete Realisation der Responsevariablen zu bilden. Ein-
facher ist es allerdings, die Kovarianzmatrix u¨ber die zweite Ableitung zu
scha¨tzen (vgl. Laird, 1988; siehe dazu auch das Beispiel 6.8). Der Missing-
mechanismus kann in einem solchen Fall als eingeschra¨nkt asymptotisch
ignorierbar bezeichnet werden.
Neben einer bedingten frequentistischen Inferenz wurde mehrfach auch
auf die Mo¨glichkeit einer unbedingten Inferenz hingewiesen (etwa Beispiel
6.1). Mit diesem Ansatz sind allerdings auch einige, zum Teil subtile A¨nde-
rungen der jeweiligen Definitionen und der Bedingungen fu¨r eine Ignorier-
barkeit des Missingmechanismus verbunden, die in der Literatur zu einigen
Missversta¨ndnissen und Diskussionen fu¨hrte (siehe etwa die Diskussionen
zwischen Little, 1976, und Rubin, 1976b, Shih, 1992, und Diggle, 1993, oder
Heitjan, 1994, und Diggle, 1994).
Kenward und Molenberghs (1998) gehen unter Verwendung der Like-
lihood-Funktion bei frequentistischer Interpretation und Beurteilung der
Scha¨tzer von einer unbedingten statistischen Inferenz aus und damit —
implizit — von entsprechend strengeren MCAR- und MAR-Bedingungen.
Die Bedingungen sind strenger, weil sie nicht mehr nur fu¨r die jeweils beob-
achtete Realisation, sondern fu¨r alle mo¨glichen Realisationen der Response-
Indikatorvariablen gelten mu¨ssen. Scha¨tzer, die nicht auf einer korrekt spe-
zifizierten Likelihood-Funktion basieren bleiben dabei, wie auch bei der
Diskussion der bedingten Inferenz unter der MAR-Bedingung, ausgeklam-
mert.
Bei einem unbedingten Ansatz muss der Missingmechanismus zuna¨chst
selbst dann beru¨cksichtigt werden, wenn die Daten MCAR sind, denn die
Verteilung der Scha¨tzer basiert auch unter der MCAR-Bedingung nicht
mehr nur auf der Verteilung der interessierenden Variablen sondern auf der
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gemeinsamen Verteilung der interessierenden und der Response-Indikator-
variablen. Weiterhin ist insbesondere in kleinen Stichproben zu beachten,
dass die unbedingte Inferenz genau genommen eine bedingte Inferenz ist,
na¨mlich bedingt auf das Ereignis
”
Es wird eine Mindestanzahl an Wer-
ten beobachtet“. Kenward und Molenberghs (1998) betrachten daher die
Verwendung von ML-Scha¨tzern in großen Stichproben wenn die fehlenden
Daten MAR sind.
Im Falle einer unbedingten Inferenz zerfa¨llt die log-Likelihood-Funktion
in zwei additiv verknu¨pfte Terme, die log-Likelihood-Funktion der inter-
essierenden Daten und die log-Likelihood-Funktion der Realisation der
Response-Indikatorvariablen. Die ML-Scha¨tzer fu¨r die Paramter der inter-
essierenden Verteilung sind unter recht allgemeinen Bedingungen, falls die
Parameter nicht im strengeren Sinne distinkt sind, mit einem Verlust an Ef-
fizienz konsistent und asymptotisch normalverteilt (Altham, 1984; vgl. Dig-
gle, 1993). Eine Voraussetzung ist, dass die Dimension der Parameter nicht
von der Stichprobengro¨ße abha¨ngt. Auch hier sollte, aus denselben Gru¨nden
wie fu¨r eine bedingte Inferenz, nicht die von vielen Statistikprogrammen
auf der Basis des Erwartungswertes der zweiten Ableitung bezu¨glich der
interessierenden Variablen gescha¨tzte Kovarianzmatrix verwendet werden.
Stattdessen bietet sich als Scha¨tzer der Kovarianzmatrix die Inverse der
negativen zweiten Ableitung an (z.B. Kenward und Molenberghs, 1998).
Ob eine frequentistische Inferenz bedingt oder unbedingt erfolgt, ist ei-
ne Entscheidung, die in der jeweiligen Analysesituation zu treffen ist. Sind
fehlende Werte auszuschließen, dann entspricht das typische Vorgehen einer
bedingten Inferenz, das heißt, es wird die (marginale) Verteilung derjeni-
gen Variablen betrachtet, deren Werte beobachtet wurden. Sind fehlende
Daten MCAR, dann bietet sich, auch bei einem mo¨glichen Verlust an Ef-
fizienz, eine bedingte Inferenz an, denn meist besteht Interesse allein an
der Verteilung der interessierenden Variablen und eine Fehlspezifikation
des Missingmechanismus kann schwer vorhersehbare Folgen haben. A¨hn-
liches gilt unabha¨ngig von der Stichprobengro¨ße, wenn Interesse an der
bedingten Verteilung von Responsevariablen besteht, ausschließlich Werte
der Responsevariablen fehlen, diese MAR sind und die Wahrscheinlichkeit
fu¨r das beobachtete Muster lediglich von beobachteten Werten der Einfluss-
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gro¨ßen abha¨ngt. Anders sieht es aus, wenn es um eine ML-Scha¨tzung der
Parameter der gemeinsamen Verteilung der interessierenden Variablen in
großen Stichproben geht. Dann kann eine bedingte im Gegensatz zu einer
unbedingten Inferenz zu inkonsistenten Scha¨tzern fu¨hren. Fu¨r eine unbe-
dingte Inferenz sind allerdings strengere Annahmen no¨tig. Einerseits muss
der Missingmechanismus fu¨r alle mo¨glichen Auspra¨gungen der Response-
Indikatorvariablen die MAR-Bedingung erfu¨llen und nicht, wie fu¨r eine be-
dingte Inferenz nur fu¨r die Realisation der Response-Indikatorvariablen.
Andererseits gelten entsprechende Aussagen nicht fu¨r eine feste Anzahl an
Beobachtungen. Stattdessen schwankt diese Anzahl zwischen einer von den
gewa¨hlten Scha¨tzgro¨ßen abha¨ngigen Untergrenze und dem vorgegebenen
Stichprobenumfang. Da ein Missingmechanismus im Rahmen einer unbe-
dingten Inferenz im Allgemeinen bestenfalls asymptotisch ignorierbar ist,
sollte die Stichprobe groß genug gewa¨hlt werden und gleichzeitig die Wahr-
scheinlichkeit fu¨r das Fehlen von Werten nicht allzu groß sein.
6.5 Veranschaulichung: Normalverteilte Varia-
blen
In diesem Abschnitt soll anhand einiger Beispiele die im letzten Abschnitt
in Verbindung mit dem Begriff der Ignorierbarkeit angesprochene Proble-
matik im Hinblick auf eine frequentistische Inferenz veranschaulicht werden.
Die jeweils zu scha¨tzenden Parameter des
”
interessierenden“ Modells und
diejenigen des Missingmechanismus sind dabei jeweils distinkt.
6.5.1 Frequentistische Inferenz, bivariat normalverteilte Zu-
fallsvariablen: Beispiel 6.5
Beispiel 6.5: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) mit von un unabha¨ngig
fehlenden Werten fu¨r un2. In diesem Beispiel wird zuna¨chst von drei-
dimensionalen Zufallsvariablen zn = (r
∗
n un1 un2)
′ (n = 1, . . . , N) ausge-
gangen, die gegenseitig unabha¨ngig normalverteilt sind wie z = (r∗ u1 u2)
′
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mit E(z) = (µr∗ 0 0)
′ und Kovarianzmatrix
Cov(z) =
 1 ρ1 ρ2ρ1 1 ρ3
ρ2 ρ3 1
 .
Dabei sei r∗n nicht beobachtbar. Beobachtet wird dagegen eine Variable rn,
fu¨r die gilt
rn =
{
1 wenn r∗n > 0,
0 sonst.
Wenn rn den Wert eins annimmt, dann wird der Wert der Variablen un2
beobachtet, nimmt sie den Wert null an, dann wird der Wert der Variablen
un2 nicht beobachtet. Als bedingte Verteilung von r
∗
n|un1, un2 erha¨lt man
r∗n|un1, un2 ∼ N(µr∗|u1,u2, σ2r∗|u1,u2),
mit µr∗|u1,u2 = µr∗ + γ1un1 + γ2un2, wobei γ1 = (ρ1 − ρ2ρ3)/(1 − ρ23) und
γ2 = (ρ2−ρ1ρ3)/(1−ρ23) sowie σ2r∗|u1,u2 = 1−(ρ21−2ρ1ρ2ρ3+ρ22)/(1−ρ23). Fu¨r
ρ2 = ρ1ρ3 ha¨ngt die bedingteWahrscheinlichkeit fu¨r einen bestimmten Wert
der Variablen r∗n und damit von rn zwar von un1 nicht jedoch zusa¨tzlich von
un2 ab. Gilt weiterhin ρ1 = ρ2ρ3, dann ist diese Wahrscheinlichkeit auch
unabha¨ngig von un1.
Bekannt seien µu1 = 0, σ
2
u,1 = σ
2
u,2 = 1 und ρ3. Zu scha¨tzen sei µu2 .
Sind fehlende Werte von vorneherein auszuschließen, dann bieten sich dafu¨r
zwei mo¨gliche Scha¨tzer an, und zwar einerseits ausgehend von der margi-
nalen Verteilung der un2 und andererseits ausgehend von der gemeinsa-
men Verteilung der un1 und un2. Die entsprechenden ML-Scha¨tzer sind
µˆ
(1)
2 = N
−1
∑N
n=1 un2 beziehungsweise µˆ
(2)
2 = N
−1
∑N
n=1(un2−ρ3un1). Bei-
de sind normalverteilt und erwartungstreu mit Varianz σ2(1) = 1/N bezie-
hungsweise σ2(2) = (1− ρ23)/N .
In diesem Beispiel soll die Situation mit ρ1 = ρ2 = 0, und damit
γ1 = γ2 = 0, betrachtet werden. Die Wahrscheinlichkeit dafu¨r, Wer-
te von u2,n zu beobachten oder nicht zu beobachten, ha¨ngt nicht von
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den Variablen u1,n beziehungsweise u2,n ab, fehlende Werte sind sowohl
im urspru¨nglichen, schwa¨cheren als auch im strengeren Sinne MCAR.
Als Scha¨tzfunktionen bieten sich µˆ
(1)
2 = (
∑N
n=1 rn)
−1
∑N
n=1 rnun2 und
µˆ
(2)
2 = (
∑N
n=1 rn)
−1
∑N
n=1 rn(un2 − ρ3un1) an. Bei gegebenen r1, . . . , rN
sind beide Scha¨tzer normalverteilt mit Erwartungswert null und Vari-
anz σ2(1) = 1/(
∑N
n=1 rn) beziehungsweise σ
2
(2) = (1 − ρ23)/(
∑N
n=1 rn). Der
Missingmechanismus ist fu¨r eine frequentistische Inferenz bei gegebenem
(r1, . . . , rN ) ignorierbar. Dies a¨ndert sich, wenn der Inferenz nicht die be-
dingte Verteilung der interessierenden Variablen gegeben die Indikatorva-
riablen, sondern deren gemeinsame Verteilung zugrundegelegt wird4. Insbe-
sondere ist dann die Verteilung des Scha¨tzers in endlichen Stichproben im
Allgemeinen nicht mehr normal, denn sie ha¨ngt nun auch von der Vertei-
lung der Indikatorvariablen rn ab. Andererseits sind die beiden ML-Scha¨tzer
konsistent und asymptotisch normalverteilt mit der oben angegebenen Va-
rianz.
Um die Konsequenzen dieses Missingmechanismus fu¨r die Scha¨tzung des
Erwartungswertes unter verschiedenen Bedingungen zu veranschaulichen,
wurden wieder unter Verwendung von SAS entsprechend dem beschriebe-
nen Modell jeweils 10000 Datensa¨tze mit jeweils 15 beziehungsweise 500
Realisationen simuliert. Dazu wurden zuna¨chst die Werte der Variablen r∗n
und anschließend unter Verwendung der bedingten Verteilung(
u1,n
u2,n
)∣∣∣∣ r∗n ∼ N ((ρ1ρ2
)
r∗,
(
1− ρ21 ρ3 − ρ1ρ2
ρ3 − ρ2ρ1 1− ρ22
))
die Werte der Variablen u1,n und u2,n und rn wie oben beschrieben er-
zeugt. Fu¨r eine frequentistische Inferenz bei gebenem r wurden die r∗n nur
jeweils bei der Simulation des ersten Datensatzes und fu¨r eine frequentisti-
sche Inferenz basierend auf der gemeinsamen Verteilung der u1,n, u2,n und
rn fu¨r jeden simulierten Datensatz neu erzeugt. Fu¨r die Scha¨tzung des Er-
wartungswertes wurden die Werte der Variablen u2,n verwendet, wenn rn
4Genau genommen handelt es sich um die gemeinsame Verteilung der beiden Varia-
blen, gegeben es wird — wenn lediglich der Erwartungswert gescha¨tzt werden soll —
wenigstens ein Wert beobachtet.
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den Wert eins annahm. Fu¨r N = 15 (N = 500) waren dies fu¨r die bedingte
Inferenz 6 (230) Fa¨lle und fu¨r die unbedingte im Mittel 6.88 (230.27) Fa¨lle.
In Tabelle 6.1 sind die u¨ber die jeweils 10000 Simulationen gemittel-
ten Scha¨tzwerte µˆ
(1)
2 und µˆ
(2)
2 , deren Varianzen u¨ber die Simulationen, der
jeweilige Anteil an Ablehnungen der Nullhypothese H0 : µ = 0 (Gauß-
test, bei α = .05), sowie Schiefe und Exzess der Verteilung der Scha¨tzwerte
u¨ber die Simulationen abgetragen. Des Weiteren wurde unter Verwendung
der Prozedur PROC UNIVARIATE des Programmpaketes SAS ein Test auf
Normalverteilung der Scha¨tzwerte unter Verwendung einer auf Kolmogo-
rov zuru¨ckgehenden Statistik durchgefu¨hrt (α = .05).
Im Falle der kleinen Anzahl an Einheiten sind fu¨r beide Scha¨tzer bei
bedingter Inferenz erwartungsgema¨ß keine Auffa¨lligkeiten zu beobachten.
Anders dagegen fu¨r die unbedingte Inferenz. Obwohl Mittelwerte, Varianz,
Schiefe und Anteil an Ablehnungen der Hypothese H0 : µ = 0 keine auffa¨lli-
gen Werte annehmen, ist der Exzess fu¨r beide Verteilungen deutlich gro¨ßer
als null, das heißt, die jeweilige Ha¨ufigkeitsverteilung ist deutlich
”
spitzer“
als die Normalverteilung, und die entsprechende Hypothese der Normal-
verteilung wird verworfen. Unauffa¨llig sind die Ergebnisse hingegen fu¨r die
große Anzahl an Einheiten. Offensichtlich greifen hier bereits die asympto-
tischen Eigenschaften. 2
6.5.2 Frequentistische Inferenz, bivariat normalverteilte Zu-
fallsvariablen: Beispiel 6.6
Beispiel 6.6: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) mit von un1 abha¨ngig
fehlenden Werten fu¨r un2. Das hier betrachtete Beispiel unterscheidet
sind von Beispiel 6.5 lediglich dadurch, dass nun ρ1 = .8 und ρ2 = .64, und
damit γ1 = .8 und γ2 = 0, gewa¨hlt wurde. Die Wahrscheinlichkeit dafu¨r,
Werte von u2,n zu beobachten oder nicht zu beobachten, ha¨ngt von den
Variablen u1,n, nicht aber zusa¨tzlich von u2,n ab. Die fehlenden Daten sind
NMAR, wenn lediglich die Randverteilung der u2,n betrachtet wird, sie sind
im schwa¨cheren und im strengeren Sinne MAR, wenn die gemeinsame Ver-
teilung von u betrachtet wird. Auch fu¨r diesen Missingmechanismus wurden
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Tabelle 6.1: Simulationsergebnisse fu¨r bedingte (b) und unbedingte (u)
Inferenz (Inf): Mittelwerte (m), Anteil an Ablehnungen der H0 : µ = 0, bei
α = .05 (rej), Varianz (s2), Schiefe (v1) und Exzess (v2) der Verteilung der
Scha¨tzwerte µˆ
(1)
2 und µˆ
(2)
2 u¨ber 10000 Simulationen bei unterschiedlicher
Anzahl an Einheiten (N) und jeweils unterschiedlicher durchschnittlicher
Anzahl an beobachteten Werten (n¯1). Letzte Spalte H
N
0 : Resultat eines
Tests der Verteilung der Scha¨tzwerte auf Normalverteilung (a: abgelehnt,
na: nicht abgelehnt) bei α = .05. Parameter des Missingmechanismus
γ1 = 0, γ2 = 0.
Inf N n¯1 m rej s
2 v1 v2 H
N
0
b 15 6 µˆ
(1)
2 -.0008 .0498 .1645 .0192 .0139 na
µˆ
(2)
2 -.0002 .0482 .0595 .0380 -.0552 na
u 15 6.88 µˆ
(1)
2 -.0013 .0479 .1601 -.0174 .6160 a
µˆ
(2)
2 .0001 .0500 .0582 -.0371 .6767 a
b 500 230 µˆ
(1)
2 .0001 .0523 .0044 .0094 .0129 na
µˆ
(2)
2 .0005 .0486 .0015 .0489 .0184 na
u 500 230.27 µˆ
(1)
2 -.0003 .0492 .0044 -.0105 .0131 na
µˆ
(2)
2 -.0003 .0477 .0015 .0252 -.0015 na
Simulationen nach demselben Muster wie in Beispiel 6.5 durchgefu¨hrt. Die
entsprechenden Ergebnisse sind in Tabelle 6.2 abgetragen.
Die Verwendung der Scha¨tzfunktion µˆ
(1)
2 fu¨hrt offensichtlich unter allen
Bedingungen zu deutlich verzerrten Scha¨tzern. Dieses Ergebnis ist nicht
u¨berraschend, denn µˆ
(1)
2 verwendet lediglich die marginale Verteilung der
u2,n, wodurch die fehlenden Werte NMAR sind. Interessant ist das Ergebnis
auf den ersten Blick dagegen fu¨r µˆ
(2)
2 beiN = 15 und bedingter Inferenz. Bei
genauerer Betrachtung wird deutlich, dass µˆ
(2)
2 in dem betrachteten Beispiel
identisch ist mit dem ML-Scha¨tzer fu¨r den bedingten Erwartungswert von
un2 gegeben un1 wenn fehlende Werte auszuschließen sind. Wie bereits in
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Tabelle 6.2: Simulationsergebnisse fu¨r bedingte (b) und unbedingte (u)
Inferenz (Inf): Mittelwerte (m), Anteil an Ablehnungen der H0 : µ = 0, bei
α = .05 (rej), Varianz (s2), Schiefe (v1) und Exzess (v2) der Verteilung der
Scha¨tzwerte µˆ
(1)
2 und µˆ
(2)
2 u¨ber 10000 Simulationen bei unterschiedlicher
Anzahl an Einheiten (N) und jeweils unterschiedlicher durchschnittlicher
Anzahl an beobachteten Werten (n¯1). Letzte Spalte H
N
0 : Resultat eines
Tests der Verteilung der Scha¨tzwerte auf Normalverteilung (a: abgelehnt,
na: nicht abgelehnt) bei α = .05. Parameter des Missingmechanismus
γ1 = .8, γ2 = 0.
Inf N n¯1 m rej s
2 v1 v2 H
N
0
b 15 6 µˆ
(1)
2 .4712 .1472 .0974 .0359 -.0038 na
µˆ
(2)
2 -.0002 .0482 .0595 .0380 -.0552 na
u 15 6.98 µˆ
(1)
2 .3279 .0870 .1009 .0043 .6158 a
µˆ
(2)
2 .0002 .0505 .0572 -.0428 .6691 a
b 500 230 µˆ
(1)
2 .3273 1 .0026 .0301 .0200 na
µˆ
(2)
2 .0005 .0486 .0015 .0489 .0184 na
u 500 230.27 µˆ
(1)
2 .3300 .9998 .0028 -.0128 .0266 na
µˆ
(2)
2 -.0003 .0480 .0015 .0194 -.0064 na
Beispiel 6.3 (Seite 211) deutlich wurde, ist aber die bedingte Verteilung der
Variablen un2 gegeben un1 nicht zusa¨tzlich von der konkreten Auspra¨gung
von rn beziehungsweise der Zufallsvariablen rn abha¨ngig.
Nicht ignorierbar ist der Missingmechanismus allerdings dann, wenn in
der Scha¨tzfunktion µˆ
(2)
2 nicht der wahre Wert ρ0,3 verwendet wird. Wa¨hrend
bei einem vollsta¨ndigen Datensatz ohne Mo¨glichkeit fehlender Werte diese
Form der Fehlspezifikation fu¨r den Erwartungswert des Scha¨tzers µˆ
(2)
2 keine
Konsequenzen nach sich zieht, trifft dies bei Vorliegen von zufa¨llig fehlenden
Daten (MAR) nicht zu. Als bedingten Erwartungswert von µˆ
(2)
2 gegeben das
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beobachtete Missingmuster erha¨lt man in diesem Fall (siehe Anhang F.2)
E(µˆ
(2)
2 |r) = µ2 + (ρ0,3 − ρ3)(E(u1|r)− µ1).
Sind die fehlenden Daten MAR, dann ist E(u1|r) 6= E(u1), sind sie MCAR
oder ist die Mo¨glichkeit fehlender Werte auszuschließen, dann ist E(u1|r) =
E(u1). In ersterem Fall ist E(µˆ
(2)
2 |r) = µ2 genau dann, wenn ρ3 = ρ0,3, in
letzterem ist E(µˆ
(2)
2 |r) = µ2 unabha¨ngig von dem gewa¨hlten ρ3.
Bei unbedingter Inferenz ist dagegen, wie in Beispiel 6.5, die Verteilung
der Scha¨tzwerte bei kleiner Stichprobengro¨ße offensichtlich nicht normal,
mit einem deutlich positiven Exzess. Fu¨r N = 500 sind die Kennwerte fu¨r
den Scha¨tzer µˆ
(2)
2 weder unter der bedingten noch unter der unbedingten In-
ferenz auffa¨llig. Auch in diesem Fall scheinen bei einer unbedingten Inferenz
die asymptotischen Eigenschaften bereits bei den betrachteten Fallzahlen
zu greifen. 2
6.5.3 Frequentistische Inferenz, bivariat normalverteilte Zu-
fallsvariablen: Beispiel 6.7
Beispiel 6.7: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) mit von un abha¨ngig
fehlenden Werten fu¨r un2. Fu¨r dieses Beispiel wurde in Abweichung
von den Beispielen 6.5 und 6.6 ρ1 = .8 und ρ2 = .8, und damit γ1 = .44 und
γ2 = .44, gesetzt. Die Wahrscheinlichkeit dafu¨r, Werte von u2,n zu beobach-
ten oder nicht zu beobachten, ha¨ngt nun sowohl von u1,n als auch von u2,n
selbst ab. Die fehlenden Daten sind im Hinblick auf die beiden Scha¨tzfunk-
tionen zugrundeliegenden Verteilungen NMAR. Entsprechend den voran-
gegangenen Beispielen wurden auch fu¨r diesen Missingmechanismus Simu-
lationen durchgefu¨hrt. Die entsprechenden Ergebnisse sind in Tabelle 6.3
abgetragen.
Unter diesem Missingmechanismus sind offensichtlich beide Scha¨tzfunk-
tionen, µˆ
(1)
2 und µˆ
(2)
2 , verzerrt, wobei µˆ
(2)
2 weniger stark betroffen ist als µˆ
(1)
2 .
2
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Tabelle 6.3: Simulationsergebnisse fu¨r bedingte (b) und unbedingte (u)
Inferenz (Inf): Mittelwerte (m), Anteil an Ablehnungen der H0 : µ = 0, bei
α = .05 (rej), Varianz (s2), Schiefe (v1) und Exzess (v2) der Verteilung der
Scha¨tzwerte µˆ
(1)
2 und µˆ
(2)
2 u¨ber 10000 Simulationen bei unterschiedlicher
Anzahl an Einheiten (N) und jeweils unterschiedlicher durchschnittlicher
Anzahl an beobachteten Werten (n¯1). Letzte Spalte H
N
0 : Resultat eines
Tests der Verteilung der Scha¨tzwerte auf Normalverteilung (a: abgelehnt,
na: nicht abgelehnt) bei α = .05. Parameter des Missingmechanismus
γ1 = .44, γ2 = .44.
Inf N n¯1 m rej s
2 v1 v2 H
N
0
b 15 6 µˆ
(1)
2 .5279 .1299 .0595 .0444 -.0203 na
µˆ
(2)
2 .1056 .0614 .0551 .0186 -.0688 na
u 15 6.86 µˆ
(1)
2 .3729 .0687 .0686 .0084 .6848 a
µˆ
(2)
2 .0752 .0553 .0550 -.0311 .6963 a
b 500 230 µˆ
(1)
2 .3665 1 .0016 .0460 .0268 na
µˆ
(2)
2 .0738 .4586 .0014 .0180 .0054 na
u 500 230.54 µˆ
(1)
2 .3701 1 .0019 -.0019 .0114 na
µˆ
(2)
2 .0738 .4571 .0014 .0220 -.0319 na
6.5.4 Zwischenbilanz
Zusammenfassend lassen sich fu¨r die gewa¨hlten Beispiele folgende Aussa-
gen machen. Sind die fehlenden Daten MCAR, dann ist der Missingme-
chanismus im Rahmen einer bedingten Inferenz ignorierbar. Fehlen die Da-
ten zufa¨llig (MAR), dann ist ausgehend von den kleinen Stichproben der
Missingmechanismus fu¨r das betrachtete Modell bei Verwendung des ML-
Scha¨tzers im Hinblick auf die betrachteten Kennwerte bei einer bedingten
Inferenz ebenfalls ignorierbar, sofern das Scha¨tzmodell korrekt spezifiziert
ist. Fu¨r eine unbedingte Inferenz ist der Missingmechanismus in den kleinen
Stichproben im Hinblick auf die betrachteten Kennwerte nicht ignorierbar,
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auch wenn verschiedene Aspekte der Inferenz offensichtlich nicht beein-
tra¨chtigt sind, solange die Daten im strengeren Sinne zufa¨llig oder vo¨llig
zufa¨llig fehlen (MAR oder MCAR). Ausgehend von den großen Stichproben
ist der Missingmechanismus fu¨r die betrachteten Beispiele im Hinblick auf
die betrachteten Aspekte offensichtlich ignorierbar, solange die Daten MAR
sind, und zwar unabha¨ngig davon, ob die Inferenz bedingt oder unbedingt
erfolgt.
Das Resultat, dass der Missingmechanismus bei Verwendung von ML-
Scha¨tzern fu¨r eine bedingte Inferenz zumindest eingeschra¨nkt beziehungs-
weise asymptotisch ignorierbar ist wenn die Daten zufa¨llig fehlen (MAR),
kann nicht verallgemeinert werden. Dies zeigt insbesondere das Beispiel 6.9.
In Beispiel 6.8 wird auf die — selbst in einem wie in Beispiel 6.6 gutmu¨tigen
MAR-Fall — Eingeschra¨nktheit der Ignorierbarkeit des Missingmechanis-
mus eingegangen. Allerdings sind nun die beiden Parameter µ2 und ρ3 zu
scha¨tzen.
6.5.5 Bedingte frequentistische Inferenz, bivariat normal-
verteilte Zufallsvariablen: Beispiel 6.8
Beispiel 6.8: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) mit von un1 abha¨ngig
fehlenden Werten fu¨r un2. Zu scha¨tzen ist µ2 und ρ3. In diesem Bei-
spiel wurden ausgehend von der in Anhang F.3 gegebenen log-Likelihood-
Funktion fu¨r unabha¨ngig normalverteilte un (n = 1, . . . , N) bei bekanntem
µ1 = 0 und σ
2
1 = σ
2
2 = 1 die ML-Scha¨tzer µˆ2 und ρˆ3 unter Verwendung der
ersten und zweiten Ableitung bestimmt (siehe Anhang F.3).
Werden alle Werte beobachtet und ist der Umfang der beobachteten
Stichprobe nicht als Zufallsvariable aufzufassen, dann gibt es ausgehend
von der log-Likelihood-Funktion verschiedene Mo¨glichkeiten die Varianzen
von µˆ2 und ρˆ3 zu scha¨tzen. Sie ko¨nnen u¨ber den jeweiligen Eintrag in der
Matrix der negativen Inversen der zweiten Ableitung oder der negativen
Inversen des Erwartungswertes der zweiten Ableitung, jeweils ausgewertet
an der Stelle der entsprechenden Parameterscha¨tzwerte, gescha¨tzt werden.
Beide Vorgehensweisen fu¨hren in diesem Fall zu konsistenten Scha¨tzern fu¨r
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die jeweilige Varianz. Im vorliegenden Beispiel erha¨lt man als zweite Ablei-
tung der log-Likelihood-Funktion nach µ2 und ρ3 eine (2 × 2)-Matrix mit
den in Anhang F.3 gegebenen Eintra¨gen. Bildet man nun auf dem Hinter-
grund frequentistischer Inferenz den bei vollsta¨ndig beobachteten Werten
korrekten Erwartungswert bezu¨glich un, dann erha¨lt man
E(
∂2l(θ)
∂µ2 ∂µ2
) = −
∑N
n=1 rn
1− ρ23
, E(
∂2l(θ)
∂µ2 ∂ρ3
) = 0
und
E(
∂2l(θ)
∂ρ3 ∂ρ3
) = −
∑N
n=1 rn(1 + ρ
2
3)
(1− ρ23)2
,
wobei
∑N
n=1 rn = N , wenn alle Werte beobachtet werden. Bei Vorliegen
fehlender Werte sind die letzten beiden Erwartungswerte mit den beding-
ten Erwartungswerten der zweiten Ableitungen bei gegebenem r identisch,
wenn die fehlenden Werte MCAR sind. Dies gilt nicht mehr, wenn die feh-
lenden Werte von un2 zufa¨llig fehlen, denn die bedingten Erwartungswer-
te sind in diesem Fall nicht mehr mit den unbedingten Erwartungswerten
identisch. Zur Illustration sind, ausgehend von einer bedingten frequentisti-
schen Inferenz, in Tabelle 6.4 Simulationsergebnisse fu¨r das hier betrachtete
Beispiel abgetragen. Dabei wurden die Daten im Wesentlichen nach dem-
selben Schema wie in den Beispielen 6.5 bis 6.7 erzeugt. So wurden jeweils
10000 Datensa¨tze wie in den Beispielen 6.5 bis 6.7 mit µ1 = µ2 = 0 und
σ21 = σ
2
2 = 1 simuliert, allerdings hier mit jeweils 1000 Einheiten. Weiterhin
wurde zur Erzeugung fehlender Werte, die fu¨r die intendierte Analyse MAR
sind, ρ1 = .8, ρ2 = .4 und ρ3 = .5 gesetzt. Damit erha¨lt man γ1 = .8 und
γ2 = 0. Um fehlendeWerte zu erzeugen, die MCAR sind, wurde ρ1 = ρ2 = 0
gesetzt. Dies fu¨hrt zu γ1 = γ2 = 0. Die Anzahl beobachteter Werte betrug
501.
Tabelle 6.4 gibt fu¨r den MCAR- und MAR-Fall die Mittelwerte der
Scha¨tzwerte µˆ2 (¯ˆµ2) und ρˆ3 (¯ˆρ3) u¨ber die Simulationen, die Wurzel aus
der mittleren gescha¨tzten Varianz unter Verwendung des entsprechenden
Eintrages in der u¨ber die zweite Ableitung (H) beziehungsweise u¨ber den
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Erwartungswert der zweiten Ableitung (EH) gescha¨tzten Kovarianzmatrix
(ŝdµˆ2 , ŝdρˆ3) sowie den Anteil an Ablehnungen (approximativer Gaußtest)
der H0 : µ2 = 0 beziehungsweise H0 : ρ3 = .5 (rej) an.
Tabelle 6.4: Simulationsergebnisse fu¨r bedingte Inferenz: Mittelwerte (¯ˆµ2,
¯ˆρ3), Wurzel aus den mittleren gescha¨tzten Varianzen (ŝd) u¨ber die zweite
Ableitung (H) beziehungsweise den Erwartungswert der zweiten Ableitung
ohne Beru¨cksichtigung des Missingmechanismus (EH) und Anteil an
Ablehnungen der H0 : µ2 = 0 beziehungsweise H0 : ρ3 = .5, bei α = .05
(rej) u¨ber 10000 Simulationen und 501 beobachteten Werten. Fehlende
Werte: MCAR beziehungsweise MAR.
fehlende Varianz-
Werte scha¨tzung ¯ˆµ2 ŝdµˆ2 rej
¯ˆρ3 ŝdρˆ3 rej
MCAR H −.0006 .0387 .048 .5004 .0300 .052
EH .0387 .048 .0298 .053
MAR H −.0007 .0492 .049 .5001 .0384 .054
EH .0387 .120 .0300 .122
Die Ergebnisse in Tabelle 6.4 machen deutlich, dass die Verwendung
des Erwartungswertes der zweiten Ableitung unter Nicht-Beru¨cksichtigung
des Missingmechanismus zu deutlich verzerrten Varianzscha¨tzungen fu¨hren
kann, wenn die fehlenden Werte MAR sind. Fu¨r eine frequentistische Infe-
renz bei gegebenem r ist der Missingmechanismus auch fu¨r die hier betrach-
tete, relativ große Stichprobe im Hinblick auf diese Kennwerte nicht igno-
rierbar. Im Gegensatz dazu fu¨hrt die Verwendung der zweiten Ableitung
ohne Erwartungswertbildung zu akzeptablen Ergebnissen. Bei Verwendung
dieses Scha¨tzers und im Hinblick auf die betrachteten Kennwerte ist der
Missingmechanismus wie in Beispiel 6.6 ignorierbar. Auch hier werden die
Parameter der Regression von un2 auf un1 gescha¨tzt und die bedingte Ver-
teilung der Variablen un2 gegeben un1 ist nicht zusa¨tzlich von der konkreten
Auspra¨gung von rn abha¨ngig. Der Missingmechanismus ist offensichtlich in
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diesem Fall dann ignorierbar, wenn die fehlenden Werte MCAR sind und
eingeschra¨nkt ignorierbar wenn sie MAR sind. 2
Wa¨hrend in Beispiel 6.8 die Konsequenzen eines ignorierten Missing-
mechanismus offensichtlich nur im Hinblick auf eine — bei vollsta¨ndigen
Datensa¨tzen valide — Varianzscha¨tzung ein deutlich wahrnehmbares Pro-
blem darstellt, zeigt das na¨chste Beispiel zu welchen unter Umsta¨nden sehr
unterschiedlichen Konsequenzen das Ignorieren des Missingmechanismus in
Abha¨ngigkeit davon fu¨hren kann, ob der statistischen Inferenz ein bedingter
oder eine unbedingter frequentistischer Ansatz zugrunde liegt.
6.5.6 Frequentistische Inferenz, normalverteilte Variablen,
Mischung verschiedener Arten fehlender Werte: Bei-
spiel 6.9
Beispiel 6.9: Unabha¨ngig normalverteilte zweidimensionale Zu-
fallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) mit von un1 abha¨ngig
fehlenden Werten. Zu scha¨tzen ist µ = µ1 = µ2. Es werden un-
abha¨ngige Zufallsvariablen un = (un1, un2)
′ (n = 1, . . . , N) betrachtet, die
alle wie u = (u1, u2)
′ ∼ N(( µµ ) , ( 1 00 1 )) verteilt sind. Die zweidimensionalen
Response-Indikatorvariablen rn = (rn1, rn2)
′ seien wie r = (r1, r2)
′ verteilt
und es gelte Pr(r = (1 0)′|u1 ≤ 0) = γ, Pr(r = (1 1)′|u1 ≤ 0) = 1 − γ,
Pr(r = (1 0)′|u1 > 0) = γ und Pr(r = (0 1)′|u1 ≤ 0) = 1 − γ, das heißt
g(r|u1, u2; γ) = g(r|u1; γ) und
g(r|u1; γ) =

γ fu¨r r = (1 0)′,
(1− γ)I(u1 ≤ 0) fu¨r r = (1 1)′,
(1− γ)(1− I(u1 ≤ 0)) fu¨r r = (0 1)′,
0 sonst,
mit I(·) der Indikatorfunktion. Weiterhin ist Pr(u1 ≤ 0) = 1−Φ(µ), mit Φ(·)
der Verteilungsfunktion der Standard-Normalverteilung. Die Parameter µ
und γ seien distinkt5. Fehlende Werte sind in diesem auf Rubin (1976a)
5Die beiden Parameter wa¨ren etwa dann nicht distinkt, wenn γ = exp{µ}/(1+exp{µ})
gelten wu¨rde.
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zuru¨ckgehenden Beispiel dann MCAR, wenn r = (1, 0)′, sie sind MAR,
wenn r = (1, 1)′ und NMAR, wenn r = (0, 1)′.
Bei einer unbedingten frequentistischen Inferenz sind in einem solchen
Fall Missingmechanismen auf jeden Fall zu beru¨cksichtigen. Es gilt, jeweils
im strengeren Sinne, weder die MCAR- noch die MAR-Bedingung, u¨ber
alle mo¨glichen Auspra¨gungen der Response-Indikatorvariablen. Kann da-
gegen fu¨r eine gegebene Stichprobe unterstellt werden, dass fehlende Werte
MCAR sind, dann ist eine bedingte Inferenz bei Ignorieren des Missingme-
chanismus mo¨glich.
Eine Vereinfachung des Beispiels soll mo¨gliche Unterschiede zwischen ei-
ner bedingten und einer unbedingten Inferenz im MAR Fall verdeutlichen.
Wieder wird angenommen, dass die Zufallsvariablen un wie u normalver-
teilt sind, jeweils mit Erwartungswert µ, Varianzen gleich eins und Korre-
lation null. Auch die Response-Indikatorvariablen rn seien wie r verteilt.
Allerdings sei nun
g(r|u1; γ) =

γI(u1≤0) fu¨r r = (1 0)′,
(1− γ)I(u1 ≤ 0) fu¨r r = (1 1)′,
0 sonst,
das heißt Pr(r = (1 0)′|u1 ≤ 0) = γ, Pr(r = (1 0)′|u1 > 0) = 1 und
Pr(r = (1 1)′|u1 ≤ 0) = 1 − γ. Man erha¨lt Pr(u1 ≤ 0) = 1 − Φ(µ), Pr(r =
(1 0)′) = γ(1 − Φ(µ)) + Φ(µ), Pr(r = (1 1)′) = (1 − γ)(1 − Φ(µ)). Die
fehlenden Werte sind in diesem Fall immer MAR. Die Parameter µ und γ
seien auch hier wieder distinkt.
Fu¨r eine frequentistische Inferenz bedingt auf rn = (1, 0)
′ fu¨r alle N
erha¨lt man die log-Likelihood
l(µ, γ) =
N∑
n=1
log
∫
f(un1, un2;µ)g(rn = (1 0)
′|un1; γ)
h(rn = (1 0)′;µ, γ)
dun2
=
N∑
n=1
log
ϕ(un1 − µ)γI(un1≤0)
γ(1− Φ(µ)) + Φ(µ) ,
236 Kapitel 6. Fehlende Werte: Grundlagen
mit ϕ(·) der Dichtefunktion der Standard-Normalverteilung, und schließlich
l(µ, γ) = −N
2
log(2π) − 1
2
N∑
n=1
(un1 − µ)2 +
N∑
n=1
I(un1 ≤ 0) log γ
−
N∑
n=1
log(γ(1− Φ(µ)) + Φ(µ)).
Ableiten nach µ und Nullsetzen liefert
0 =
N∑
n=1
(un1 − µ)− Nϕ(µ)(1 − γ)
γ(1− Φ(µ)) + Φ(µ) .
Der Scha¨tzer µˆ = N−1
∑N
n=1 un1 fu¨r µ, den man unter Vernachla¨ssigung
des Missingmechanismus, das heißt des letzten Terms, gewinnt ist verzerrt
mit Bias (siehe Anhang F.4)
bias =
ϕ(µ)(1 − γ)
γ(1− Φ(µ)) + Φ(µ) .
Da dieser Bias konstant ist und auch fu¨r großes N nicht verschwindet, ist
der Scha¨tzer µˆ = N−1
∑N
n=1 un1, der den Missingmechanismus ignoriert,
weder erwartungstreu noch konsistent.
Ein ganz a¨hnliches Ergebnis erha¨lt man fu¨r eine frequentistische Inferenz
bedingt auf r = (1 1)′. Die log-Likelihood ist in diesem Fall
l(µ, γ) =
N∑
n=1
log
f(un1;µ)f(un2;µ)(1− γ)I(un1≤0)
(1− γ)(1− Φ(µ))
= −N log(2π)− 1
2
N∑
n=1
(
(un1 − µ)2 + (un2 − µ)2
)
+
N∑
n=1
(I(un1 ≤ 0) log(1− γ))−N log(1− γ) +N log(1− Φ(µ)).
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Ableiten nach µ und Nullsetzen liefert
0 = −
N∑
n=1
(
1
2
(un1 + un2)− µ) + Nϕ(µ)
2(1− Φ(µ)) .
Auch der Scha¨tzer µˆ = 1N
∑N
n=1
1
2(un1 + un2) ist verzerrt und nicht konsi-
stent. Der Bias ist, wie man leicht und analog zum obigen Fall zeigt,
bias = − ϕ(µ)
2(1− Φ(µ)) .
Eine unbedingte frequentistische Inferenz basiert auf der Wiederho-
lung des Zufallsvorganges, der die Response-Indikatorvariablen einschließt.
Dementsprechend muss etwa die MAR-Bedingung u¨ber alle mo¨glichen Rea-
lisationen der interessierenden Variablen, soweit nicht auf diese bedingt
wird, und die Response-Indikatorvariablen gelten. Diese strengere MAR-
Bedingung ist im vorliegenden Beispiel erfu¨llt. Als log-Likelihood erha¨lt
man
l(µ, γ) =
N∑
n=1
log
{
f(un1;µ)γ
I(un1≤0)
}1−rn2 {f(un1;µ)f(un2;µ)(1 − γ)}rn2
=
N∑
n=1
(1− rn2)
{
−N
2
log(2π)− 1
2
(un1 − µ)2
}
+ rn2
{
−N log(2π)− 1
2
(un1 − µ)2 − 1
2
(un2 − µ)2
}
+ {(1− rn2)I(un1 ≤ 0) log γ + rn2 log(1− γ)} .
Ableiten nach µ und Nullsetzen liefert
0 =
N∑
n=1
(un1 − µ) + rn2(un2 − µ)
=
∑N
n=1(1− rn2)un1 +
∑N
n=1 rn2(un1 + un2)∑N
n=1(1− rn2) + 2
∑N
n=1 rn2
− µ
=
∑N
n=1 un1 +
∑N
n=1 rn2un2
N +
∑N
n=1 rn2
− µ.
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Als ML-Scha¨tzer erha¨lt man demnach µˆ =
PN
n=1 un1+rn2un2
N+
PN
n=1 rn2
, das arithme-
tische Mittel u¨ber alle Beobachtungen. Dieser ML-Scha¨tzer, bei dem der
Missingmechanismus unberu¨cksichtigt bleibt, ist, wie man leicht zeigt, kon-
sistent fu¨r µ. 2
6.5.7 Zusammenfassung
In Abschnitt 6.4 wurden die auf Rubin (1976a) zuru¨ckgehenden Bedin-
gungen fu¨r die generelle Ignorierbarkeit des Missingmechanismus bei einer
Inferenz nach dem Likelihood-Prinzip und dem bedingten frequentistischen
Prinzip angegeben. Fu¨r eine generelle Inferenz nach dem Likelihood-Prinzip
ist die MAR-Bedingung und die Distinktheit der Parameter, fu¨r eine be-
dingte frequentistische Inferenz die MCAR-Bedingung notwendig und hin-
reichend. In Abschnitt 6.4.3 wurde darauf hingewiesen, dass eine generelle
Ignorierbarkeit in vielen Fa¨llen strenger ist als notwendig und oft durch
eine eingeschra¨nkte beziehungsweise asymptotische Ignorierbarkeit ersetzt
werden kann.
Die Beispiele des laufenden Abschnitts zeigen, dass bei einer beding-
ten frequentistischen Inferenz ausgehend von der Likelihood-Funktion ein
Missingmechanismus nicht ignorierbar, asymptotisch oder zumindest im
Hinblick auf bestimmte Aspekte einer Analyse, das heißt eingeschra¨nkt,
ignorierbar sein kann, wenn die fehlenden Werte lediglich MAR und die
Parameter distinkt sind. Es zeigte sich aber auch, dass in letzterem Fall
ein Missingmechanismus im Hinblick auf andere Aspekte unter diesen Be-
dingungen nicht ignorierbar sein kann, etwa wenn es um eine Scha¨tzung
unter Fehlspezifikation geht. Im betrachteten Fall geht die Robustheitsei-
genschaft des verwendeten Scha¨tzers verloren, wenn fehlende Werte vorlie-
gen, die MAR sind. Weiterhin zeigte sich, dass ein Missingmechanismus im
Hinblick auf bestimmte Aspekte der Analyse in kleinen Stichproben nicht
ignorierbar, asymptotisch aber ignorierbar sein kann. So ist insbesondere
in kleinen Stichproben bei einer unbedingten Inferenz neben der Verteilung
der interessierenden auch die Verteilung der Response-Indikatorvariablen zu
beru¨cksichtigen. Asymptotisch kann unter einer unbedingten Inferenz bei
6.6. Fehlende Werte in komplexeren Datensituationen 239
Verwendung der ML-Methode der Missingmechanismus dagegen im Allge-
meinen ignoriert werden.
Insgesamt folgt, wenn die jeweils hinreichende Bedingung fu¨r eine Igno-
rierbarkeit des Missingmechanismus als nicht erfu¨llt betrachtet werden
muss, dass im Einzelfall zu pru¨fen ist, ob ein jeweils zugrundegelegter Mis-
singmechanismus eventuell eingeschra¨nkt oder asymptotisch ignorierbar ist.
Je nachdem, welche Form der Inferenz gewa¨hlt wird, sind bei der Interpre-
tation der Ergebnisse die jeweiligen Voraussetzungen sowie der jeweils mit
diesen verbundene Geltungsbereich der Aussagen zu beru¨cksichtigen.
Nur am Rande beru¨cksichtigt wurde die Frage nach der Rolle der Di-
stinktheit der Parameter des interessierenden Modells und derjenigen Pa-
rameter die den Missingmechanismus steuern. Sind die fehlenden Werte
MCAR, dann ist der Missingmechanismus fu¨r eine frequentistische Infe-
renz ignorierbar, unabha¨ngig davon ob diese Parameter distinkt sind oder
nicht. ML-Scha¨tzer sind in diesem Fall generell dann effizienter, wenn diese
Parameter zusa¨tzlich distinkt sind (vgl. Rubin, 1976a).
Da in den vergangenen aber auch in den folgenden Kapiteln eine Infe-
renz ausgehend von großen Stichproben im Vordergrund steht und im All-
gemeinen daru¨ber hinaus Interesse an unbedingten Aussagen besteht, wird
in den folgenden Kapiteln die unbedingte Sichtweise eine zentrale Rolle
spielen. Etwas unpra¨zise, aber der in der Literatur vorherrschenden Praxis
folgend, wird dabei anstatt von einer eingeschra¨nkt asymptotischen Igno-
rierbarkeit einfach von Ignorierbarkeit die Rede sein und dabei sowohl die
Distinktheit der Parameter als auch die MAR-Bedingung im strengen Sinne
zugrundegelegt werden.
6.6 Fehlende Werte in komplexeren Datensitua-
tionen
In der Praxis ist die Datensituation meist komplexer als in den Beispielen
der vorangegangenen Abschnitte. Eine solche, fu¨r La¨ngsschnittdatensa¨tze
typische Struktur, weist etwa das bereits in Abschnitt 1.2 erwa¨hnte Sozio-
o¨konomische Panel auf. Hier werden, beginnend im Jahr 1984, jedes Jahr
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eine große Anzahl an Haushalten und innerhalb jedes Haushaltes mo¨glichst
alle Personen, die zum Zeitpunkt der Befragung a¨lter als 15 sind zu ver-
schiedenene Themengebieten befragt.
Ha¨ufig werden in empirischen Untersuchungen zuna¨chst Einheiten oder
Objekte entsprechend einem zufa¨lligen Verfahren ausgewa¨hlt. Nach der
Auswahl der Einheiten ist die Erhebung der Daten durchzufu¨hren. Da-
bei ko¨nnen aus den verschiedensten Gru¨nden die Werte zahlreicher aus-
gewa¨hlter Elemente vollsta¨ndig fehlen, etwa weil Personen die Teilnahme
vollsta¨ndig verweigern. Selbst fu¨r jene Einheiten, an denen prinzipiell Da-
ten erhoben werden ko¨nnen, werden einzelne Werte mo¨glicherweise nicht
beobachtet, weil etwa bestimmte Fragen nicht beantwortet werden. Fa¨llt
eine Einheit komplett aus, so spricht man von
”
Unit-Nonresponse“. Fa¨llt
eine Einheit nicht komplett aus, aber werden nicht alle Werte der interes-
sierenden und prinzipiell beobachtbaren Variablen beobachtet, so spricht
man von
”
Item-Nonresponse“ (vgl. Abschnitt 1.2).
Diese ha¨ufig gemachte Unterscheidung zwischen Item- und Unit-Nonre-
sponse ist in vielen Fa¨llen etwas unscharf. Einerseits kann Unit-Nonresponse
als eine extreme Form des Item-Nonresponse aufgefasst werden. Anderer-
seits liegen in vielen Erhebungen fu¨r alle Einheiten bereits vor beziehungs-
weise unabha¨ngig von der Erhebung an den Einheiten bestimmte Informa-
tionen vor. In der Umfrageforschung kann es sich etwa um Informationen
zur Wohngegend oder zum Wohnumfeld der interessierenden Personen oder
Haushalte oder andere, etwa durch Nachbarn gelieferte, Informationen han-
deln. In klinischen Untersuchungen ko¨nnen etwa Informationen zu Alter
und Geschlecht der Untersuchungspersonen vorliegen, unabha¨ngig davon
ob diese Personen an der Studie tatsa¨chlich teilnehmen.
Werden pro Einheit mehrere Variablen erhoben, ergeben sich in Abha¨n-
gigkeit von den Reaktionen der Einheiten unterschiedliche Muster fehlen-
der Werte (Missingmuster). Zur Veranschaulichung sind in Abbildung 6.4
verschiedene mo¨gliche Missingmuster dargestellt. Dabei wird von der hy-
pothetischen Situation einer La¨ngsschnitterhebung mit T = 2 Zeitpunkten
ausgegangen, wobei zum Zeitpunkt t = 1 N Einheiten ausgewa¨hlt wur-
den. An diesen N Einheiten sollen zu beiden Zeitpunkten die Variablen
znt, xnt1, xnt2 und xnt3 erhoben werden. Die Variablen znt seien Variablen,
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deren Werte unabha¨ngig von den Reaktionen der Einheiten prinzipiell be-
obachtbar sind.
Abbildung 6.4: Beispiel fu¨r einen multivariaten Datensatz mit fehlenden
Werten: Es werden n = 1, . . . , N Einheiten zu einem Zeitpunkt (t = 1)
ausgewa¨hlt. In Verbindung mit diesen sollen zu diesem und zu einem spa¨te-
ren Zeitpunkt (t = 2) die Variablen znt, xnt1, xnt2 und xnt3 erhoben werden.
Beobachtete Werte: obs, fehlende Werte: mis.
n
1
...
...
...
...
N
znt xnt1 xnt2 xnt3 znt xnt xnt2 xnt3
t = 1 t = 2
obs mis
Der untere Teil der Graphik spiegelt die Fa¨lle wider, in denen zwar
keine Einheiten komplett ausfallen, dafu¨r aber die Werte einiger Variablen
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nicht beobachtet wurden. Dabei handelt es sich zum Zeitpunkt t = 1 um
ein nicht-monotones Muster, wa¨hrend zum Zeitpunkt t = 2 ein monotones
Missingmuster vorliegt.
Ein monotones Missingmuster kommt dann zustande, wenn fu¨r die be-
trachteten Einheiten mit einem fehlenden Wert einer Variablen wns der
Wert jeder Variablen wns′ mit s < s
′ ebenfalls fehlt. Der Index s steht hier
gegebenenfalls fu¨r mehrere Indizes, etwa wenn pro Messpunkt verschiedene
Variablen erhoben werden. Ein monotenes Muster muss nicht durch eine
”
natu¨rliche“ Anordnung der Daten gegeben sein, sondern kann gegebenen-
falls durch eine entsprechende Sortierung der Daten gewonnen werden.
Der Vorteil eines monotonen Missingmusters ist, dass in einigen Fa¨llen
die Scha¨tzung interessierender Parameter erheblich einfacher ist als bei
Vorliegen eines nicht-monotonen Musters. So kann bei einem monotonen
Missingmuster im Falle multivariat normalverteilter Variablen und eines
ignorierbaren Missingmechanismus die Likelihood-Funktion ha¨ufig so fak-
torisiert werden, dass eine nicht iterative Scha¨tzung der Parameter auch mit
Methoden, die nicht fu¨r Analysen mit fehlenden Werten konzipiert wurden,
mo¨glich wird (z.B. Little und Rubin, 2002, S. 135 ff.). Eine solche Vorge-
hensweise ist trotz monotonem Muster allerdings nicht immer mo¨glich. So
ko¨nnen bei einer Faktorisierung die Parameter unter Umsta¨nden nicht di-
stinkt sein, etwa dann, wenn wie in einem loglinearen Modell die Parameter
bestimmten Restriktionen unterworfen sind (z.B. Little und Rubin, 2002,
S. 285).
Dennoch, in vielen Fa¨llen erleichtert ein monotones Muster die Scha¨t-
zung erheblich. Bei Vorliegen eines nicht-monotonen Musters wird daher
auch vorgeschlagen (vgl. Little und Rubin, 2002, S. 7; Rubin, 1987, S. 189
f.) gegebenenfalls einige wenige Daten zu eliminieren um ein monotones Mu-
ster zu erzeugen. Eine andere, etwas aufwa¨ndigere Strategie besteht darin,
gerade so viele fehlende Werte durch plausible, ku¨nstlich generierte Da-
ten zu ersetzen, dass ein monotones Muster entsteht (z.B. Schafer, 1997,
S. 218). Fu¨r Mo¨glichkeiten der Faktorisierung der Likelihood-Funktion bei
Vorliegen etwas allgemeinerer Blockstrukturen siehe Rubin (1974). Liegt
kein monotones Muster vor oder kann keines erzeugt werden, dann muss
im Allgemeinen auf meist aufwa¨ndigere iterative Verfahren zuru¨ckgegriffen
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werden.
Der obere Teil der Graphik 6.4 spiegelt den Ausfall ganzer Einheiten
wider: Abgesehen von den Variablen znt wird fu¨r t = 1 der Wert keiner ein-
zigen der Variablen xnt1, xnt2 und xnt3 beobachtet. In den meisten dieser
Fa¨lle werden die Werte der entsprechenden Variablen, wenn sie zum Zeit-
punkt t = 1 nicht beobachtet wurden, auch zum Zeitpunkt t = 2 nicht be-
obachtet. Diese Form fehlender Werte fu¨hrt bei einer La¨ngschnitterhebung
zur Ausdu¨nnung des Panels u¨ber die Zeit (Panelattrition, kurz: Attrition;
vgl. 1.2). In seltenen Fa¨llen gibt es einige, meist wenige Einheiten, die trotz
Totalausfalls an einem fru¨heren Zeitpunkt zu einem spa¨teren Zeitpunkt
(im Beispiel T = 2) an der Untersuchung wieder teilnehmen. Ohne solche
”
Ru¨ckkehrer“ la¨ge fu¨r diesen Teil der Daten ein monotones Missingmuster
vor.
Vor allem in komplexen Datensituationen kann die beschreibende Dar-
stellung der Missingmuster ein erster Schritt sein, wenn es um die Suche
nach einer Strategie zur Kompensation bei Vorliegen fehlender Werte geht.
Eine solche Darstellung kann auch hilfreich sein um zu entscheiden, ob fu¨r
Datenausfa¨lle korrigiert werden sollte, selbst wenn der Missingmechanismus
fu¨r die intendierte Analyse ignoriert werden kann. Wie aus Abbildung 6.4
ersichtlich, kann etwa bei Verwendung nur derjenigen Einheiten, fu¨r die die
Werte aller erhobenen Variablen beobachtet wurden, die Fallzahl so klein
werden, dass es auch in solchen Fa¨llen sinnvoll sein kann fu¨r einige oder
alle Ausfa¨lle zu korrigieren.
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Kapitel 7
Kompensation bei fehlenden
Werten: U¨berblick
7.1 Vorbemerkungen und U¨bersicht
Die Auswertung eines Datensatzes mit fehlenden Werten ist abgesehen von
der Ausnahmesituation, in der der Missingmechanismus bekannt ist, wie
auch das Kapitel 6 zeigt, in jedem Fall mit nicht oder zumindest schwer
u¨berpru¨fbaren Annahmen bezu¨glich des Missingmechanismus verbunden,
denn fu¨r einen vorliegenden, unvollsta¨ndig beobachteten Datensatz ist der
jeweilige Missingmechanismus ohne weitere Information nicht identifizier-
bar.
Steht keine zusa¨tzliche Information zur Verfu¨gung, etwa in Form theo-
retischer Argumente oder aus empirischen Untersuchungen, die einen be-
stimmten Missingmechanismus begru¨nden, dann ist es ga¨ngige Praxis einen
mehr oder weniger plausiblen Missingmechanismus zu unterstellen und zu
hoffen, dass die resultierenden Analyseergebnisse auch bei einer leichten
Verletzung der Annahmen valide sind. Um grobe Fehlentscheidungen weit-
gehend zu vermeiden kann dabei ha¨ufig auf Ergebnisse a¨hnlicher Untersu-
chungen zuru¨ckgegriffen werden. Weiterhin sind Verfahren und Methoden
zu bevorzugen, die mo¨glichst robust gegenu¨ber Verletzungen der Annahmen
245
246 Kapitel 7. Kompensation bei fehlenden Werten: U¨berblick
sind und gleichzeitig eine mo¨glichst große Bandbreite an Mo¨glichkeiten zu
modellieren in der Lage sind. Bei Unsicherheit bezu¨glich des Missingmecha-
nismus ko¨nnen schließlich Kompensationsverfahren basierend auf verschie-
denen plausiblen Missingmechanismen verwendet und die Empfindlichkeit
der Schlussfolgerungen auf die entsprechenden Annahmen untersucht wer-
den (
”
Sensitivita¨tsanalyse“, z.B. Little und Rubin, 2002; Scharfstein, Rot-
nitzky und Robins, 1999).
Statt einer solchen Vorgehensweise schlagen Horovitz und Manski
(1998) eine Methode zur Berechnung sehr konservativer Intervalle vor, in-
nerhalb derer ausgehend von einer bestimmten Responsewahrscheinlichkeit
der wahre Populationsparameter, in Horovitz und Manski (1998) der be-
dingte Erwartungswert einer Responsevariablen gegeben die Einflussgro¨ßen,
liegt. Die Identifikation dieser Grenzen erfordert keine nicht u¨berpru¨fbaren
Annahmen.
Die Grundidee basiert, ausgehend von der Zufallsvariablen (y, r), mit y
einer skalaren Responsevariablen und r einer skalaren Response-Indikator-
variablen auf der Beziehung
E(y) = E(y|r = 1)Pr(r = 1) + E(y|r = 0)Pr(r = 0).
Die beobachtbaren Variablen erlauben lediglich die Identifikation von
E(y|r = 1), Pr(r = 1) und Pr(r = 0). Der bedingte Erwartungswert
E(y|r = 0) ist nicht identifiziert, es la¨sst sich aber im Allgemeinen ein
Intervall [K0,K1] fu¨r diese Gro¨ße angeben. Damit erha¨lt man
E(y|r = 1)Pr(r = 1) +K0 Pr(r = 0) ≤ E(y)
≤ E(y|r = 1)Pr(r = 1) +K1 Pr(r = 0).(7.1)
Mit dieser Beziehung la¨sst sich nun auch ein
”
worst case“-Intervall fu¨r den
Bias in der Population anschreiben. Horovitz und Manski (1998) geben fu¨r
die Scha¨tzer dieser Intervallgrenzen selbst wieder Konfidenzintervalle an
und verallgemeinern diese Grundidee auf komplexere Situationen, etwa den
Fall simultan fehlender Werte der Responsevariablen und Einflussgro¨ßen.
Das Intervall (7.1) beziehungweise das die Unsicherheit in den Scha¨tzern
beru¨cksichtigende Pendant sind
”
worst case“-Szenarien wenn keinerlei An-
nahme bezu¨glich des Missingmechanismus gemacht wird und sind hilfreich
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logisch invalide Scha¨tzer zu identifizieren, die außerhalb der Grenzen lie-
gen. Andererseits wird die Berechnung der Intervallgrenzen, die sich durch
die Beru¨cksichtigung zusa¨tzlicher Informationen verku¨rzen lassen (Horovitz
und Manski, 2000), selbst bei den von Horovitz und Manski (1998, 2000)
betrachteten Modellen relativ schnell recht aufwa¨ndig. Ob und wie sich
dieses Verfahren auf komplexere Modelle und, wie in gro¨ßeren Datensa¨tzen
typisch, vielfa¨ltige Missingmuster verallgemeinern la¨sst ist eine noch offene
Frage.
Die am ha¨ufigsten gewa¨hlte Vorgehenweise besteht jedoch nach wie vor
darin, oft auch implizit, einen Missingmechanismus zu unterstellen und
die interessierenden Parameter unter den entsprechenden Annahmen zu
scha¨tzen. In diesem Kapitel soll daher ein U¨berblick u¨ber ha¨ufig verwende-
te Verfahren gegeben werden. Dabei muss die Auswahl angesichts der Fu¨lle
vorgeschlagener und verwendeter Verfahren unvollsta¨ndig bleiben.
Einige auf den ersten Blick sich anbietende Verfahren, die bei genaue-
rer Betrachtung aber auf sehr restriktiven Annahmen beruhen, sind in Ab-
schnitt 7.2 beschrieben. Eine vor allem bei Item-Nonresponse gewa¨hlte Stra-
tegie besteht darin, einen lu¨ckenhaften Datensatz aufzufu¨llen. In Abschnitt
7.3 sind daher verschiedene Imputationsverfahren beschrieben. Dabei wird
die Problematik einer validen Varianzscha¨tzung bei einfach imputierten Da-
tensa¨tzen angesprochen und als eine mo¨gliche, nutzerfreundliche Alternati-
ve auf die Methode der multiplen Imputation hingewiesen. Ansa¨tze, die sich
ausgehend von allen beobachteten Daten der Likelihood-Funktion bedienen,
sind Gegenstand des Abschnitts 7.4, in dem auch kurz auf den in diesem
Kontext ha¨ufig verwendeten EM-Algorithmus eingegangen wird. Abschnitt
7.5 behandelt Verfahren, bei denen Gewichte zum Einsatz kommen. Dies ist
die bei Unit-Nonresponse im Allgemeinen bevorzugte Vorgehensweise. Ein
Simulationsbeispiel in dem ein Verfahren das auf allen vollsta¨ndig beob-
achteten Einheiten beruht, ein auf der Methode der multiplen Imputation
basierendes sowie ein Gewichtungsverfahren betrachtet werden ist schließ-
lich in Abschnitt 7.6 zu finden.
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7.2 Kompensation: Ad-hoc-Verfahren
In diesem Abschnitt sollen einige einfache Vorgehensweisen zur Analyse
von Datensa¨tzen mit fehlenden Werten beschrieben werden. Dabei wird
sich zeigen, dass mit dem Vorteil der Einfachheit ha¨ufig zu strenge Annah-
men, teilweise ein deutlicher Informationsverlust oder erhebliche technische
Probleme verknu¨pft sind.
7.2.1 Analyse vollsta¨ndig beobachteter Fa¨lle
Bei der Analyse lediglich der vollsta¨ndig beobachteten Fa¨lle werden nur jene
Einheiten beru¨cksichtigt, fu¨r die die Werte aller erhobenen beziehungsweise
interessierenden Variablen beobachtet werden. Vorteile dieser Vorgehens-
weise sind die einfache Analyse der Daten mit Standardsoftware sowie die
fu¨r jeweils verschiedene Analysen desselben Datensatzes gleiche Stichpro-
bengro¨ße.
Ein offensichtlicher Nachteil ist der vor allem fu¨r Datensa¨tze mit vielen
Variablen mo¨glicherweise hohe Verlust an beobachteten Daten. Wenn etwa
pro Einheit 40 Variablen erhoben werden und der Wert jeder Variablen von
den anderen Variablen unabha¨ngig beobachtet beziehungsweise nicht beob-
achtet wird, dann ist, bei einer Ausfallwahrscheinlichkeit von .05, der zu
erwartende Anteil an vollsta¨ndig beobachteten Einheiten 0.9540 = 0.1285.
Verwendet man lediglich diese vollsta¨ndig beobachteten Einheiten, so ent-
spricht dies bei einem insgesamt erwarteten Anteil beobachteter Werte von
95% einem Anteil von nur ca. 13%.
Ob die Verwendung lediglich derjenigen Fa¨lle, fu¨r die alle Variablen
beobachtet werden, sinnvoll ist, ha¨ngt auch vom Missingmechanismus ab.
Gilt die MCAR Annahme, dann sind die beobachteten Werte lediglich ei-
ne einfache Zufallsstichprobe der urspru¨nglichen Stichprobe. In diesem Fall
ist die Scha¨tzung auf einem bedingten frequentistischen Hintergrund be-
ziehungsweise in großen Stichproben im Allgemeinen auch auf einem unbe-
dingten frequentistischen Hintergrund problemlos (vgl. Beispiel 6.2, Seite
208). Dies gilt nicht mehr, wenn die MCAR-Bedingung nicht erfu¨llt ist. In
solchen Fa¨llen ko¨nnen diese Analysen zu verzerrten Scha¨tzern fu¨hren.
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7.2.2 Analyse unter Verwendung aller verfu¨gbaren Fa¨lle
Vor allem bei Analysen, bei denen lediglich marginale Verteilungen be-
trachtet werden, kann die im letzten Unterabschnitt beschriebene Vorge-
hensweise zu großen und unno¨tigen Datenverlusten fu¨hren. Eine alternative
Strategie besteht daher in der Verwendung aller jener Einheiten, fu¨r die die
Werte der fu¨r eine spezifische Fragestellung relevanten Variablen beobachtet
wurden. Damit werden etwa im univariaten Fall alle fu¨r die entsprechende
Variable verfu¨gbaren Werte verwendet.
Eine unangenehme Konsequenz dieser Vorgehensweise kann darin be-
stehen, dass die Summe der Fa¨lle in verschiedenen Subgruppen nicht mehr
identisch mit der Summe der Fa¨lle in einer u¨bergeordneten Gruppe ist.
Wenn etwa das Einkommen aller erwerbsta¨tigen Personen im Alter von 20
bis 40 Jahren einer Stichprobe betrachtet wird und diese klassiert werden
in Personen, die bis zum Zeitpunkt der Erhebung wenigstens eine Periode
der Arbeitslosigkeit erfahren haben und in Personen, fu¨r die das nicht gilt,
so weichen bei fehlenden Werten der Variablen
”
Wenigstens eine Periode
der Arbeitslosigkeit“ die Summe der Fa¨lle u¨ber die beiden Subklassen von
der Summe der Fa¨lle in der Klasse der erwerbsta¨tigen Personen ab. Dies
kann insbesondere bei Vergleichen unterschiedlich definierter Subgruppen
sto¨rend sein.
Probleme ko¨nnen sich auch ergeben, wenn etwa Beziehungen zweier Va-
riablen untersucht werden sollen. Kovarianzen oder Korrelationen ko¨nnen
dann auf verschiedene Weise gescha¨tzt werden, denn die Berechnung der
Produktmomente, Varianzen und Mittelwerte kann jeweils auf unterschied-
lichen Fallzahlen beruhen. Zwar ist unter Geltung der MCAR-Annahme die
konsistente Scha¨tzung einzelner Korrelationen oder Kovarianzen mo¨glich,
im ho¨her dimensionalen Fall ko¨nnen die entsprechenden Matrizen unter
Umsta¨nden nicht mehr positiv definit sein.
Problematisch ist diese Vorgehensweise aber vor allem dann, wenn da-
von auszugehen ist, dass Werte nicht vo¨llig zufa¨llig fehlen. Entsprechende
Scha¨tzergebnisse ko¨nnen in diesem Fall ohne weitere Modifikationen ver-
zerrt beziehungsweise inkonsistent sein. Betrachtet man etwa das Beispiel
6.3 (Seite 211), so erha¨lt man bei Verwendung nur der vollsta¨ndig beobach-
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teten Fa¨lle als Scha¨tzwert fu¨r die Korrelation ρˆcob = 0.75. Verwendet man
zur Scha¨tzung die gescha¨tzte Standardabweichung aller beobachteten Werte
der Variablen u1, das heißt σˆ
2
1,com anstatt σˆ
2
1,cob, so ergibt sich als Scha¨tz-
wert ρˆ1 = 0.63. Wird zusa¨tzlich µˆ1,com anstatt µˆ1,cob genutzt, so erha¨lt man
ρˆ2 = 0.85.
7.3 Kompensation durch Auffu¨llen
Eine beliebte Strategie, vor allem wenn Bereitsteller und Nutzer von Daten
nicht identisch sind, besteht darin, den unvollsta¨ndigen Datensatz mit in
irgendeinem Sinne
”
plausiblen“ Daten aufzufu¨llen. Dieses auf den ersten
Blick naheliegende und einfache Verfahren ist bei genauerer Betrachtung
im Allgemeinen allerdings keineswegs trivial oder unproblematisch. Zwei
zentrale Fragen sind erstens, wie die einzusetzenden oder zu imputierenden
Werte zu gewinnen sind und — falls das jeweils wahre Datum nicht aus
einer anderen Quelle zur Verfu¨gung steht — zweitens, in welcher Form der
Tatsache Rechnung zu tragen ist, dass die imputierten Werte bestenfalls
als Anna¨herung an den wahren Wert betrachtet werden ko¨nnen.
Meist wird der ersten Frage ein großes Maß an Aufmerksamkeit gewid-
met. Dabei steht im Allgemeinen die Erwartungstreue oder Konsistenz in-
teressierender Scha¨tzer im Vordergrund und es wird oft u¨bersehen, dass die
imputierten Werte selbst, von sehr wenigen Ausnahmen abgesehen, als zu-
fallsbehaftete Pra¨diktionen individueller Werte aufzufassen sind. Dement-
sprechend ist neben der Frage nach einem im Hinblick auf Erwartungstreue
beziehungsweise Konsistenz der interessierenden Scha¨tzer mo¨glichst guten
Modell zur Generierung der zu imputierenden Werte auch das Problem der
korrekten Beru¨cksichtigung der durch die unsicherheitsbehaftete Pra¨diktion
verursachten, zusa¨tzlichen Varianz zu beachten. In den folgenden Unterab-
schnitten soll auf einige der vorgeschlagenen Imputationsverfahren sowie
Techniken fu¨r eine angepasste Varianzscha¨tzung kurz eingegangen werden.
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7.3.1 Imputation unbedingter Mittelwerte
Eine sehr einfache Methode bei metrischen Variablen besteht darin, fu¨r je-
den fehlenden Wert das entsprechende arithmetische Mittel der unbeding-
ten marginalen Verteilung der beobachteten Werte dieser Variablen einzu-
setzen. Durch das Imputieren von Mittelwerten a¨ndert sich der Mittelwert
der entsprechenden Variablen gegenu¨ber der Verwendung lediglich der be-
obachteten Werte nicht. Konsequenterweise gilt in diesem Fall dasselbe wie
fu¨r die bereits erwa¨hnten Methoden.
Die Varianz der Variablen wird bei Standardauswertungen allerdings sy-
stematisch unterscha¨tzt, ebenso die Kovarianz zweier Variablen, denn die
Differenz zwischen imputierten Werten und Mittelwerten ist null. Die ent-
sprechenden Ausdru¨cke tragen nichts zur (Ko-)Variation bei. Dividiert wird
im Allgemeinen allerdings durch die Anzahl an Summanden, die diejenigen
Fa¨lle entha¨lt, fu¨r die Werte imputiert wurden. Aus demselben Grund wer-
den im Allgemeinen die Varianzen der Scha¨tzer systematisch unterscha¨tzt.
Unter Geltung der MCAR-Annahme kann die Varianz sowie die Kovarianz
zweier Variablen konsistent gescha¨tzt werden, wenn nicht durch die An-
zahl an Summanden sondern durch die Anzahl derjenigen Fa¨lle dividiert
wird, deren Werte tatsa¨chlich beobachtet wurden. Durch diese Korrektur
erha¨lt man Scha¨tzer wie sie auch bei der Analyse unter Verwendung aller
verfu¨gbaren Fa¨lle zum Einsatz kommen.
Betrachtet man mehr als zwei Variablen, ist die entsprechende Kova-
rianzmatrix ohne Korrektur wenigstens positiv semi-definit, die Varianzen
und Kovarianzen werden aber unterscha¨tzt. Mit Korrektur kann, a¨hnlich
wie in Abschnitt 7.2.2 bereits beschrieben, die gescha¨tzte Kovarianzmatrix
unter Umsta¨nden nicht einmal mehr positiv semi-definit sein.
Bei Vorliegen nicht-metrischer Daten bietet sich anstatt des arithmeti-
schen Mittels der Median oder der Modus an. Prinzipiell fu¨hrt deren Ver-
wendung zu a¨hnlichen Problemen wie die Verwendung von Mittelwerten
fu¨r metrische Variablen, insbesondere wird die Variation in den Daten sy-
stematisch unterscha¨tzt.
Wie fu¨r die bereits in den letzten Unterabschnitten beschriebenen Me-
thoden ist auch das Auffu¨llen mit unbedingtem Mittelwert, Median oder
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Modus problematisch wenn davon auszugehen ist, dass Werte nicht vo¨llig
zufa¨llig fehlen.
7.3.2 Imputation bedingter Mittelwerte
Naheliegender als die Imputation unbedingter Mittelwerte ist, ausgehend
von metrischen Variablen, die Imputation bedingter Mittelwerte. Dabei
wird das arithmetische Mittel einer Variablen, deren Wert nicht beobachtet
wurde, gegeben die fu¨r den entsprechenden Fall beobachteten Werte der
anderen Variablen, verwendet.
Handelt es sich bei den betrachteten um normalverteilte Variablen, dann
kann fu¨r jede Variable, deren Wert nicht beobachtet wurde, eine lineare Re-
gression auf diejenigen Variablen, deren Werte beobachtet wurden, angege-
ben werden und die Parameter dieser Regressionen sind bekannte Funktio-
nen des Vektors der Erwartungswerte und der Kovarianzmatrix der gemein-
sam normalverteilten Variablen. Bei der von Buck (1960) vorgeschlagenen
Methode werden ausgehend von den Fa¨llen mit vollsta¨ndig beobachteten
Werten zuna¨chst Erwartungswerte und Kovarianzmatrix gescha¨tzt. Diese
Scha¨tzwerte werden dann verwendet, um fu¨r jedes spezifische Muster an
fehlenden Werten die Parameterscha¨tzwerte der entsprechenden Regressi-
on zu bestimmen. Fu¨r jeden Fall mit fehlenden Werten werden dann die
beobachteten Werte in die entsprechende gescha¨tzte Regressionsgleichung
eingesetzt und so ein bedingter Mittelwert pra¨diziert.
Fehlen die Werte vollsta¨ndig zufa¨llig, dann sind die Mittelwerte u¨ber die
nach Buck (1960) vervollsta¨ndigten Variablen unter recht schwachen Bedin-
gungen konsistent fu¨r die entsprechenden Erwartungswerte. Unter zusa¨tzli-
chen Annahmen (Little und Rubin, 2002, S. 63 f.) sind diese Scha¨tzer auch
konsistent, wenn lediglich die MAR-Annahme erfu¨llt ist. Dasselbe gilt nicht
fu¨r die Scha¨tzer der Varianzen und Kovarianzen der Variablen. Die wahren
Varianzen und Kovarianzen werden ausgehend von der Kovarianzmatrix
basierend auf dem vervollsta¨ndigten Datensatz systematisch unterscha¨tzt,
obwohl das Ausmaß der Unterscha¨tzung nach Little und Rubin (2002) ge-
ringer ist als bei Verwendung unbedingter Mittelwerte. Gilt die MCAR-
Annahme, dann ist eine Korrektur der Verzerrung in der gescha¨tzten Ko-
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varianzmatrix mo¨glich, indem der Korrekturterm etwa aus den vollsta¨ndig
beobachteten Daten gescha¨tzt wird (Buck, 1960; Little und Rubin, 2002).
Eine Erweiterung dieser Methode auf nicht-metrische kategoriale Varia-
blen ist mo¨glich, bei Verwendung des linearen Ansatzes, etwa fu¨r dichotome
Variablen, allerdings mit den bei linearen Wahrscheinlichkeitsmodellen be-
kannten Problemen behaftet (z.B. Spieß und Wagner, 2004).
7.3.3
”
Hot Deck“- und
”
Cold Deck“-Imputation
Bei der Verwendung von Mittelwerten ko¨nnen Werte auftreten, die in einer
Stichprobe nicht beobachtet werden ko¨nnen. Um solche Werte zu vermei-
den, wurden
”
Hot Deck“- beziehungsweise
”
Cold Deck“-Verfahren vorge-
schlagen. Unter der
”
Hot Deck“-Imputation werden fehlende Werte durch in
derselben Stichprobe beobachtete Werte ersetzt. Die fu¨r eine
”
Cold Deck“-
Imputation verwendeten Werte stammen dagegen entweder aus anderen
Datensa¨tzen oder aus sonstigen Quellen.
Zur Gewinnung von Werten fu¨r eine
”
Hot Deck“-Imputation wur-
den zahlreiche Prozeduren vorgeschlagen (z.B. David, Little, Samuhel und
Triest, 1986). In der einfachsten Form, der
”
Random Overall“-Imputation
(z.B. Sa¨rndal, Swensson und Wretman, 1992, S. 92), wird fu¨r jeden feh-
lenden ein aus dem beobachteten Teil der Stichprobe zufa¨llig ausgewa¨hlter
Wert eingesetzt. Dabei kann die zufa¨llige Auswahl auf verschiedene Wei-
se erfolgen. So lassen sich die Werte mit Zuru¨cklegen (
”
simple random“-
Imputation, Rubin und Schenker, 1986) oder, um die Varianzen der resul-
tierenden Scha¨tzer zu minimieren, ohne Zuru¨cklegen beziehungsweise unter
Verwendung verschiedener Ziehungsdesigns ziehen (z.B. Little und Rubin,
2002, S. 66 ff.).
Ein sehr einfaches Verfahren ist die sequentielle
”
Hot Deck“-Imputation.
Dabei werden die Beobachtungen etwa in Abha¨ngigkeit vom Zeitpunkt
der Erhebung sequentiell angeordnet. Fu¨r jeden fehlenden Wert wird der
in dieser Sequenz und fu¨r die entsprechende Variable zuletzt beobachtete
Wert eingesetzt. Fehlt der erste Wert, dann muss auf ein
”
Cold Deck“-
Verfahren zuru¨ckgegriffen werden. Der Vorteil dieser Methode liegt im Kon-
text der fru¨hen Rechnergenerationen begru¨ndet, bei denen der Einsatz von
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aufwa¨ndigen Methoden, insbesondere fu¨r große Datensa¨tze, zu teuer waren.
Ein solches, auch heute noch etwa in La¨ngsschnitterhebungen benutztes
Verfahren, besteht in der Imputation eines fu¨r die entsprechende Variable
in einer Vorwelle beobachteten Wertes (
”
last observation carried forward“-
Methode; z.B. Eurostat, 2000).
Sowohl die
”
Random Overall“- als auch die sequentielle
”
Hot Deck“-
Imputation liefern im Allgemeinen nur dann unverzerrte beziehungsweise
konsistente Scha¨tzer, wenn die fehlenden Werte MCAR sind. Um die auf
die fehlendenWerte zuru¨ckzufu¨hrende Verzerrung zu minimieren, sollte falls
mo¨glich, bei der Imputation weitere Information genutzt werden.
Unter Verwendung kategorialer Kovariablen ko¨nnen etwa Klassen (
”
ad-
justment cells“) gebildet und die oben beschriebenen Verfahren innerhalb
dieser Zellen angewandt werden. Stehen beliebige Kovariablen zur Verfu¨-
gung, dann ko¨nnen auch Verfahren zur Anwendung kommen, bei denen je-
ne Einheiten als
”
Spender“ auftreten, die der Einheit mit fehlendem Wert
bezu¨glich der beobachteten Realisationen der Kovariablen am
”
na¨chsten“
liegen (
”
Nearest Neighbor Hot Deck“). Aus der Festlegung einer
”
Na¨he“,
genauer der Definition einer Distanzfunktion basierend auf den beobachte-
ten Kovariablenwerten sowie der jeweils beru¨cksichtigten Anzahl mo¨glicher
Spender, die in der
”
Na¨he“ liegen, ergeben sich verschiedene Vorgehenswei-
sen. Eine einfache Form besteht darin, Distanz als Maximum der absoluten
Differenzen in den beobachteten Kovariablenwerten zu definieren und je-
weils jene Einheit mit dem kleinsten Maximum als Spender festzulegen.
Wird fu¨r die Generierung zu imputierender Werte ein Regressionsmodell
verwendet, dann liegt es nahe, die Distanzen zwischen den gescha¨tzten be-
dingten Erwartungswerten derjenigen Einheiten mit fehlenden Werten und
jenen ohne fehlende Werte heranzuziehen. Fu¨r jede Einheit mit einem feh-
lenden Wert der Responsevariable werden nun ein oder auch mehr Einheiten
ohne fehlende Werte ausgewa¨hlt, fu¨r die diese Distanzen am kleinsten sind.
Jeweils einer dieser mo¨glichen Spender liefert nun den zu imputierenden
Wert. Liegen mehrere mo¨gliche Spender vor, dann kann die spendende Ein-
heit zufa¨llig gezogen werden. Ein solches Vorgehen wird auch als
”
predictive
mean matching“ bezeichnet (Little, 1988).
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7.3.4 Zur Varianzscha¨tzung nach Imputation
Der Einbezug von Kovariableninformation hilft im Allgemeinen mo¨gliche
Verzerrungen in den letztlich interessierenden Scha¨tzern zu verkleinern,
wenn die fehlenden Werte nicht MCAR sind. Wird ein Imputationsverfah-
ren verwendet, das die Verzerrungen minimiert, dann ist ein weiteres Pro-
blem die Scha¨tzung der Varianz der interessierenden Parameterscha¨tzer.
Die Anwendung von Varianzscha¨tzern, die von vollsta¨ndig beobachteten
Datensa¨tzen ausgehen, fu¨hrt im Allgemeinen zu einer Unterscha¨tzung dieser
Varianzen. Diese Unterscha¨tzung ist Folge der mit den imputierten Werten
verbundenen Unsicherheit bezu¨glich der nicht beobachteten Werte1, denn
die generierten Werte sind ausgehend von dem jeweils gewa¨hlten, gegebe-
nenfalls impliziten Modell lediglich
”
plausible“ oder gescha¨tzte Werte, die
als Pra¨diktionen fu¨r die fehlenden Werte verwendet werden. Die Problema-
tik la¨sst sich mit Hilfe eines einfachen Beispiels illustrieren.
Beispiel 7.1: Unabha¨ngig verteilte Zufallsvariablen mit fehlen-
den Werten. Ausgangspunkt sei eine Stichprobe von Realisationen un-
abha¨ngig wie u verteilter Zufallsvariablen un, mit E(u) = µ und var(u) =
σ2. Weiterhin sei u = (u1, . . . , uN )
′. Die Werte der N1 ersten Variablen
(n1 = 1, . . . , N1) seien beobachtet worden, die der N2 letzten (n2 = N1 +
1, . . . , N2) dagegen nicht. Die Anzahl an Variablen mit beobachteten und
nicht beobachteten Werten sei im Folgenden fest, die fehlenden Werte seien
MCAR. Ziel sei die Scha¨tzung des Parameters µ.
La¨gen keine fehlenden Werte vor, dann wu¨rde sich als Scha¨tzfunkti-
on µˆc = N
−1(
∑N
n=1 un) mit var(µˆc) = N
−1σ2 anbieten. Die Varianz die-
ses erwartungstreuen Scha¨tzers kann durch die ebenfalls erwartungstreue
Scha¨tzfunktion v̂ar(µˆc) = (N(N − 1))−1
∑N
n=1(un− µˆc)2 gescha¨tzt werden.
Im vorliegenden Beispiel mit Werten, die vollsta¨ndig zufa¨llig fehlen, bietet
sich der Scha¨tzer µˆo = N
−1
1 (
∑N1
n1=1
un1) an. Auch dieser ist erwartungstreu
1Dabei wird trivialerweise angenommen, dass die fehlenden Werte nicht zweifelsfrei
abgeleitet werden ko¨nnen.
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mit einer Varianz,
var(µˆo) =
1
N1
σ2 =
1
N
σ2 +
N2
NN1
σ2,
die mit v̂ar(µˆo) = (N1(N1 − 1))−1
∑N1
n1=1
(un1 − µˆc)2 erwartungstreu
gescha¨tzt werden kann. Bei einer weiteren mo¨glichen Vorgehensweise wer-
den die fehlenden Werte der Variablen un2 durch das arithmetische Mittel
der beobachteten Werte, u¯1 = N
−1
1
∑N1
n1
un1, ersetzt. Als Scha¨tzfunktion
erha¨lt man mit
∑
n1
fu¨r
∑N1
n1=1
beziehungsweise
∑
n2
fu¨r
∑N
n2=N1+1
µˆM =
1
N
(∑
n1
un1 +
∑
n2
u¯1
)
=
1
N
(∑
n1
(
1 +
N2
N1
)
un1
)
=
1
N1
( N1∑
n1=1
un1
)
mit E(µˆM ) = µ. Die Varianz dieses Scha¨tzers ist wegen µˆM = µˆo
var(µˆM ) =
1
N
σ2 +
N2
NN1
σ2.
Ausgehend von der mit den Mittelwerten vervollsta¨ndigten Stichprobe wird
die Varianz des Scha¨tzers µˆM mit der fu¨r vollsta¨ndig beobachtete Stichpro-
ben geeigneten Scha¨tzfunktion
v̂ar(µˆM ) =
1
N(N − 1)
(∑
n1
(un1 − µˆM )2 +
∑
n2
(µˆM − µˆM )2
)
=
1
N(N − 1)
(∑
n1
(un1 − µˆM )2
)
offensichtlich systematisch unterscha¨tzt. Wie man leicht zeigt, ist
E(v̂ar(µˆM )) =
1
N
N1 − 1
N − 1 σ
2.
Eine weitere Mo¨glichkeit besteht in einer einfachen
”
Simple Random“-Im-
putation. Dabei werden die fehlenden Werte durch mit gleicher Wahrschein-
lichkeit und Zuru¨cklegen aus dem beobachteten Teil der Stichprobe gezoge-
ne Werte, u∗n2 , pra¨diziert. Als Scha¨tzfunktion fu¨r den Ewartungswert erha¨lt
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man
µˆI =
1
N
(∑
n1
un1 +
∑
n2
u∗n2
)
.
Auch dieser Scha¨tzer ist erwartungstreu. Seine Varianz ist
var(µˆI) =
1
N
σ2 +
N2
NN1
σ2 +
N2(N1 − 1)
N2N1
σ2.
Details zu diesen und den folgenden Ergebnissen findet man in Anhang
F.5. Verwendet man den fu¨r vollsta¨ndig beobachtete Stichproben geeigneten
Varianzscha¨tzer, dann fu¨hrt dieser auch hier mit
E(v̂ar(µˆI)) =
1
N
N1 − 1
N − 1 σ
2 +
N2(N1 − 1)
N2N1
σ2
zu einer systematischen Unterscha¨tzung der Varianz. Fu¨r eine valide
Scha¨tzung der Varianzen muss fu¨r die auf imputierten Werten basieren-
den Scha¨tzer offensichtlich eine Korrektur vorgenommen werden.
Neben der systematischen Unterscha¨tzung der Varianz der Scha¨tzer µˆM
und µˆI bei Verwendung der fu¨r vollsta¨ndig beobachtete Stichproben geeig-
neten Varianzscha¨tzer weist dieses Beispiel auch auf die unterschiedlichen
Varianzen der Scha¨tzer hin. So ist N2NN1 σ
2 die Zunahme an Varianz, die auf
das Fehlen der Daten zuru¨ckzufu¨hren ist. Wird fu¨r jeden fehlenden ein Wert
zufa¨llig aus der beobachteten Stichprobe gezogen, dann wird zusa¨tzliche
Varianz erzeugt, die sich in einer Zunahme um N2(N1−1)N2N1 σ
2 niederschla¨gt.
Zwar ist der Preis fu¨r die Verwendung zufa¨llig gezogener Werte eine gro¨ße-
re Varianz als fu¨r den Scha¨tzer, der fu¨r jeden nicht beobachteten Wert das
arithmetische Mittel der beobachteten Teilstichprobe verwendet, dafu¨r ist
die Unterscha¨tzung der Varianz in diesem Fall geringer (siehe Anhang F.5).
2
Die Methode, die zu den (asymptotisch) effizientesten Scha¨tzern fu¨hrt
ist die ML-Methode ausgehend von allen beobachteten Werte, unter Um-
sta¨nden einschließlich der Werte der Response-Indikatorvariablen. In obi-
gem stark vereinfachenden univariaten Beispiel mit vollsta¨ndig zufa¨llig feh-
lenden Werten entspricht dies gerade der Verwendung des Scha¨tzers µˆo. Oft
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sind Programme zur Berechnung von ML-Scha¨tzern nicht verfu¨gbar, insbe-
sondere wenn wie meist u¨blich, mehrdimensionale Variablen mit fehlenden
Werten auf mehreren der beteiligten eindimensionalen Variablen beobach-
tet werden.
Das einfache Auffu¨llen eines unvollsta¨ndigen Datensatzes mit plausiblen
Werten erzeugt zwar einen scheinbar vollsta¨ndigen Datensatz, sollte aber
nicht dazu verleiten, diesen ohne weitere Adaption mit Verfahren, die fu¨r
vollsta¨ndig beobachtete Datensa¨tze entwickelt wurden auszuwerten. Vor-
ausgesetzt der betrachtete Scha¨tzer ausgehend von dem vervollsta¨ndigten
Datensatz ist erwartungstreu oder konsistent, ist eine Korrektur bei der
Varianzscha¨tzung vorzunehmen. Dies gilt in obigem Beispiel sowohl fu¨r µˆM
als auch fu¨r µˆI , wobei ersterer die kleinere Varianz besitzt wa¨hrend der
von vollsta¨ndig beobachteten Datensa¨tzen ausgehende Varianscha¨tzer fu¨r
µˆI eine geringere Unterscha¨tzung aufweist. Bei einer Adaption der Vari-
anzscha¨tzung ist demnach zu beru¨cksichtigen, dass eben nicht alle Werte
tatsa¨chlich beobachtet wurden und, dass gegebenenfalls durch die Imputa-
tion selbst zusa¨tzliche Varianz erzeugt wird.
Zur Berechnung valider Varianzscha¨tzer wurden verschiedene Verfah-
ren entwickelt. Ha¨ufig bieten diese aber Lo¨sungen nur fu¨r spezifische Ana-
lyseprobleme und erfordern zudem meist eine Anpassung existierender
Software. Neben verschiedenen Resampling-Verfahren, wie Jackknife- oder
Bootstrap-Methoden, wurden auch analytische Approximationen vorge-
schlagen (z.B. Fay, 1996; Rao, 1996; Sa¨rndal, 1992; Schafer und Schenker,
2000; Shao, 2000; Yung und Rao, 2000). Robins und Wang (2000) schla-
gen eine gegenu¨ber Fehlspezifikationen robuste Varianzscha¨tzung vor. Eine
Einfu¨hrung in einige der Verfahren findet man in Little und Rubin (2002).
7.3.5 Multiple Imputation
Bei der Methode der multiplen Imputation werden fu¨r jeden fehlenden Wert
mehrere (M) plausible Wert erzeugt. Dabei ist zu beachten, dass jeder ge-
nerierte Wert lediglich eine mit Unsicherheit behaftete Pra¨diktion des wah-
ren aber nicht beobachteten Wertes ist. Diese plausiblen Werte sind so zu
generieren, dass alle der fu¨r eine valide Pra¨diktion der fehlenden Werte rele-
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vanten Varianzquellen beru¨cksichtigt werden. Auf diese Weise soll durch die
erzeugte Variation u¨ber die jeweils M Werte die gesamte, mit der Pra¨dik-
tion verbundene Unsicherheit abgebildet werden. Stehen M entsprechend
diesen Vorgaben generierte Werte zur Verfu¨gung, kann jeder dieser Da-
tensa¨tze mit einem Standardprogramm zur Auswertung vollsta¨ndig beob-
achteter Datensa¨tze ausgewertet werden. Die M resultierenden Ergebnisse
sind auf einfache Weise kombinierbar und ermo¨glichen so eine Inferenz in
der u¨blichen Weise. Die dieser Methode zugrundeliegende Theorie geht im
Wesentlichen auf Rubin (1987) zuru¨ck und ist einschließlich u¨blicherwei-
se verwendeter Verfahren zur Erzeugung der zu imputierenden Werte, das
heißt
”
geeigneter“ Multipler-Imputationsmethoden (siehe Abschnitt 8.2),
Gegenstand des Kapitels 8.
Die der Methode der multiplen Imputation zugrundeliegende Idee im
Hinblick auf die Varianzscha¨tzung soll in der folgenden Fortsetzung des
Beispiels 7.1 veranschaulicht werden.
Beispiel 7.2: Unabha¨ngig verteilte Zufallsvariablen mit fehlenden
Werten. Die Situation sei dieselbe wie in Beispiel 7.1 (Seite 255), das
heißt es liege eine Stichprobe von Realisationen unabha¨ngig wie u verteilter
Zufallsvariablen un vor, mit E(u) = µ und var(u) = σ
2. Weiterhin sei
u = (u1, . . . , uN )
′. Die Werte der N1 ersten Variablen (n1 = 1, . . . , N1)
seien beobachtet worden, die der N2 letzten (n2 = N1+1, . . . , N2) dagegen
nicht. Die Anzahl an Variablen mit beobachteten und nicht beobachteten
Werten sei auch hier fest, die fehlenden Werte seien MCAR. Gescha¨tzt
werden soll der Parameter µ.
Eine zuna¨chst naheliegende Mo¨glichkeit besteht darin, das in Beispiel
7.1 beschriebene einfache
”
Simple Random“-Imputationsverfahren M -mal
anzuwenden (m = 1, . . . ,M). Mit
∑
m fu¨r
∑M
m=1 und
µˆSR,m =
1
N
(∑
n1
un1 +
∑
n2
u∗n2,m
)
,
wobei u∗n2,m den m-ten fu¨r den n2-ten nicht beobachteten, mit gleicher
Wahrscheinlichkeit und Zuru¨cklegen aus dem beobachteten Teil der Stich-
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probe gezogenen Wert bezeichnet, bietet sich als Scha¨tzfunktion fu¨r den
Ewartungswert
µˆSR =
1
M
∑
m
µˆSR,m
=
1
N
(∑
n1
un1 +
1
M
∑
m
∑
n2
u∗n2,m
)
,
an (siehe Abschnitt 8.2 beziehungsweise 8.3). Dieser Scha¨tzer ist erwar-
tungstreu. Seine Varianz ist
var(µˆSR) =
1
N
σ2 +
N2
NN1
σ2 +
N2(N1 − 1)
MN2N1
σ2.
(siehe dazu Anhang F.6) und geht fu¨r M → ∞ gegen die Varianz des
Scha¨tzers µˆo beziehungsweise µˆM des Beispiels 7.1. Fu¨r eine endliche An-
zahl an imputierten Werten kann der auf Rubin (1987; vgl. Abschnitt 8.3)
zuru¨ckgehende Scha¨tzer
v̂ar(µˆSR) =
1
M(N − 1)
∑
m
[∑
n1
(
un1 − µˆSR,m
)2
+
∑
n2
(
u∗n2,m − µˆSR,m
)2]
+
(
1 +
1
M
)
1
M − 1
∑
m
(µˆSR,m − µˆSR)2
verwendet werden.
Ob diese Vorgehensweise akzeptabel ist, soll mit Hilfe von Simulationen
u¨berpru¨ft werden. Dazu wurden mit SAS/IML Datensa¨tze erzeugt, indem
N = 1000 Werte mit Hilfe des Zufallszahlengenerators RANNOR aus einer
Normalverteilung mit µ = 2 und σ2 = 4 gezogen wurden. Davon wur-
den die letzten N2 = 500 Werte gelo¨scht. Aus dem beobachteten Teil der
Stichprobe vom UmfangN1 = 500 wurden anschließendM = 10 Bootstrap-
Stichproben durch Ziehen mit gleicher Wahrscheinlichkeit und Zuru¨cklegen
gewonnen. Fu¨r jede dieserM Stichproben wurden der Scha¨tzwert selbst so-
wie der mit diesem verknu¨pfte Varianzscha¨tzwert wie oben beschrieben be-
rechnet. Dies wurde 1000-mal durchgefu¨hrt, so dass am Ende 1000 Scha¨tz-
werte mit entsprechenden Varianzscha¨tzwerten zur Verfu¨gung standen. In
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Tabelle 7.1 ist in Spalte 3 fu¨r diese Vorgehensweise der Mittelwert der
Scha¨tzwerte (m), die Wurzel aus den u¨ber die Simulationen gemittelten Va-
rianzscha¨tzwerte (ŝd), sowie die Standardabweichung der Scha¨tzwerte (s)
u¨ber die Simulationen angegeben. Als Vergleich wurden dieselben Kennwer-
te ausgehend von der urspru¨nglich vollsta¨ndigen (Tabelle 7.1, erste Spalte)
sowie dem beobachteten Teil der Stichprobe berechnet (Tabelle 7.1, zweite
Spalte; siehe Beispiel 7.1).
Tabelle 7.1: Mittelwerte (m) der Scha¨tzwerte fu¨r den Erwartungswert
unabha¨ngig normalverteilter Variablen mit µ = 2 und σ2 = 4, Wurzel aus
den gemittelten Varianzscha¨tzungen (ŝd) und Standardabweichung u¨ber
jeweils 1000 Simulationen. Scha¨tzer berechnet ausgehend vom vollsta¨ndi-
gen Datensatz (µˆcom), beobachteten Datensatz (µˆobs), unter Verwendung
des
”
Simple Random“- (µˆSR) und des abgea¨nderten ”
Simple Random“-
Imputationsverfahrens (µˆSR∗), M = 10, N = 1000, N1 = 500, fehlende
Werte sind MCAR.
µˆcom µˆobs µˆSR µˆSR∗
m 2.0015 1.9987 1.9989 1.9989
ŝd 0.0632 0.0894 0.0787 0.0915
s 0.0639 0.0867 0.0883 0.0895
Wie der Tabelle 7.1 zu entnehmen ist, fu¨hrt die oben beschriebene Vor-
gehensweise zu einer deutlichen Unterscha¨tzung der Varianz des Scha¨tzers
fu¨r den Erwartungswert. Die entsprechende Imputationsmethode ist fu¨r ei-
ne valide Varianzscha¨tzung offensichtlich nicht geeignet. Mit einer leichten
A¨nderung la¨sst sich diese Methode allerdings so anpassen, dass die Infe-
renz unter Verwendung des obigen Varianzscha¨tzers valide wird. Das der
oben beschriebenen
”
Simple Random“-Imputations-Methode zugrundelie-
gende Modell la¨sst sich unter Vernachla¨ssigung des Indexes n schreiben als
u2,m = µobs + ǫobs,
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mit µobs dem Erwartungswert derjenigen Variablen, derenWerte beobachtet
wurden und E(ǫobs|µobs) = E(ǫobs) = 0. Ziel der Methode der Multiplen-
Imputation ist es nun, die mit den Pra¨diktionen verbundene Unsicherheit in
die Variation der generierten Werte abzubilden. Bei der
”
Simple Random“-
Imputations-Methode wird µobs durch den Scha¨tzer µˆobs und ǫobs durch
ǫ∗obs = u
∗
n1−µˆobs ersetzt, wobei u∗n1 ein aus dem beobachteten Teil der Stich-
probe zufa¨llig gezogener Wert ist. Damit wird eine Varianzquelle, na¨mlich
die durch der Sto¨rterm ǫobs verursachte, korrekt beru¨cksichtigt. Allerdings
wird vernachla¨ssigt, dass µˆobs selbst lediglich ein mit Unsicherheit behaf-
teter Scha¨tzer ist. Die entsprechende, zusa¨tzliche Varianz kann dadurch
beru¨cksichtigt werden, dass bei der Generierung eines jeden derM zu impu-
tierenden Werte zuna¨chst eine einfache Bootstrap-Stichprobe vom Umfang
N1 durch Ziehen mit jeweils gleicher Wahrscheinlichkeit und Zuru¨cklegen
aus der beobachteten Teilstichprobe gezogen wird. Wie bei der
”
Simple
Random“-Imputations-Methode wird anschließend aus dieser Bootstrap-
Stichprobe fu¨r jeden fehlenden ein Wert durch Ziehen mit Zuru¨cklegen ge-
zogen. Durch die Ziehung der jeweils vorgeschalteten Bootstrap-Stichprobe
wird die Unsicherheit bezu¨glich der Scha¨tzwerte µˆobs simuliert. Die genann-
ten verschiedenen Varianzquellen sind analog bei der Berechnung eines Kon-
fidenzintervalles fu¨r die Pra¨diktion aus einer linearen Regression zu beru¨ck-
sichtigen. Der Unterschied besteht lediglich darin, dass sich hier die Unsi-
cherheit nicht in einem analytisch berechneten, gro¨ßeren Konfidenzintervall
ausdru¨ckt sondern explizit simuliert wird.
Nach diesem Verfahren wurden sowohl der Scha¨tzer fu¨r µ, µˆSR∗ , als
auch dessen Varianzscha¨tzer wie oben angegeben berechnet. Die zufrieden-
stellenden Scha¨tzergebnisse sind in Tabelle 7.1, Spalte 4, abgetragen. Das
hier beschriebene Verfahren ist identisch mit dem von Rubin (1987) be-
schriebenen approximativen Bayes-Bootstrap. 2
Der Vorteil der Methode der multiplen Imputation gegenu¨ber
”
Sin-
gle“-Imputationsmethoden liegt in deren Konzeption. Sie wurde von Rubin
(1987, 1996) ausgehend von der Annahme entwickelt, dass es sich bei Da-
tenbereitsteller und Datennutzer um verschiedene Einheiten handelt, eine
Situation die typisch ist fu¨r große Umfragedatensa¨tze. Weiter wird ange-
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nommen, dass der Datenbereitsteller u¨ber mehr Informationen verfu¨gt als
der Datennutzer. Dabei kann es sich um Informationen handeln, die dem
Datenschutz unterliegen, die aber fu¨r eine Kompensation bei fehlendenWer-
ten nu¨tzlich sein ko¨nnen. Fu¨r den typischen Datennutzer wird angenom-
men, dass er lediglich Zugang zu statistischer Standardsoftware besitzt. Ein
grundsa¨tzliches Ziel besteht daher nach Rubin (1987, 1996) darin, den Da-
tennutzer in die Lage zu versetzen, abgesehen von einigen einfachen und
sehr allgemeinen Makroprogrammen, dieselben Programme mit denselben
Ein- und Ausgabestrukturen auf den um die imputierten Daten erga¨nzten
Datensatz wie auf den urspru¨nglich vollsta¨ndigen Datensatz anwenden zu
ko¨nnen. Konsequenterweise ist die mit der Methode der multiplen Impu-
tation vorgeschlagene Lo¨sung der Problematik fehlender Werte nicht an
spezifische Analysen oder Scha¨tzmethoden gebunden und damit wesentlich
allgemeiner als etwa die Vorschla¨ge zur Varianzkorrektur bei Verwendung
von Imputationsmethoden, bei denen fu¨r jeden fehlenden Wert lediglich
ein plausibler Wert erzeugt wird. Mit den zunehmend zur Verfu¨gung ste-
henden Programmen zur Erzeugung der zu imputierenden Werte auch fu¨r
sehr allgemeine Datensituationen wird auch dieser Teil der Arbeit deutlich
vereinfacht (siehe Abschnitt 8.4).
7.4 Likelihood Ansa¨tze
Statt einen unvollsta¨ndigen Datensatz mit plausiblen Werten aufzufu¨llen,
kann oft ausgehend von den beobachteten Daten eine Likelihood-Funktion
formuliert werden. Die resultierenden ML-Scha¨tzer sind, unter Geltung der
jeweiligen Annahmen (asymptotisch) effizient und damit anderen Scha¨tzern
im Allgemeinen u¨berlegen. Grundsa¨tzlich ist das Vorgehen dasselbe wie
bei vollsta¨ndig beobachteten Datensa¨tzen. Zuna¨chst ist die log-Likelihood-
Funktion zu bilden und nach den interessierenden Parametern abzuleiten.
Scha¨tzer fu¨r diese Parameter ko¨nnen dann entweder direkt angeschrieben
oder iterativ berechnet werden. Fu¨r eine iterative Berechnung aber auch
fu¨r die Scha¨tzung der Kovarianzmatrix der Scha¨tzer wird schließlich ha¨ufig
entweder auf die zweite Ableitung oder eine Approximation an diese zuru¨ck-
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gegriffen.
Liegen fehlende Werte vor, dann wird die jeweilige Likelihood allerdings
oft deutlich komplizierter, die Berechnung der Scha¨tzwerte und die mit die-
sen verbundenen Varianzscha¨tzungen aufwa¨ndiger. Lediglich fu¨r bestimmte
Modelle, Missingmechanismen und Missingmuster ko¨nnen — gegebenen-
falls nur geringfu¨gig abgea¨nderte — Standardmethoden fu¨r vollsta¨ndig be-
obachtete Datensa¨tze verwendet werden.
7.4.1 Ignorierbare Missingmechanismen
7.4.1.1 Spezialfall: Das lineare Random Effects Modell
Fu¨r einzelne Modelle la¨sst sich die Likelihood-Funktion unter einem (asym-
ptotisch) ignorierbaren Missingmechanismus direkt anschreiben und mit
leicht abgea¨nderten Standardmethoden auswerten.
Ein solches Beispiel ist das lineare Random Effects Modell (siehe Ab-
schnitt 3.3), das im Folgenden beispielhaft etwas genauer betrachtet werden
soll. Wie in Abschnitt 3.3 wird von Modell (3.13),
yn = Xnβ + πn1T + νn, n = 1, . . . , N, (7.2)
mit πn ∼ N(0, σ2π), νn = (νn1, . . . νnT )′ ∼ N(0, σ2νIT ) fu¨r alle n un-
abha¨ngig von den Einflussgro¨ßen, sowie Xn = (xn1, . . . ,xnT )
′ und yn =
(yn1, . . . , ynT )
′ (t = 1, . . . , T ), ausgegangen. Weiter wird eine Response-In-
dikatorvariable, rn = (rn1, . . . , rnT )
′ eingefu¨hrt. Nimmt rnt den Wert eins
an, dann wird (ynt,x
′
nt)
′ beobachtet, nimmt sie denWert null an, wird weder
ynt noch xnt beobachtet. Die fehlenden Werte seien MAR, die Parameter
des Missingmechanismus, γ, und des Modells (7.2) distinkt.
Ausgangspunkt ist mit θ = (β′, σ2π, σ
2
ν)
′ die Wahrscheinlichkeitsdichte-
funktion
h(yn, rn|xn, πn;θ,γ) = f(yn|xn, πn;θ)g(rn|yn,xn, πn;γ)
mit xn den in einem Vektor zusammengefassten Elementen der Matrix Xn.
Bezeichne obs die Menge derjenigen Variablen, derenWerte beobachtet wur-
den undmis die Menge derjenigen Variablen, deren Werte nicht beobachtet
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wurden, dann ist, wegen der MAR-Bedingung,
g(rn|yn,xn, πn;γ) = g(rn|yn,obs,xn,obs;γ)
und
h(yn,obs, rn|xn,obs, πn;θ,γ)
=
∫ ∫
f(yn|xn, πn;θ)g(rn|yn,xn, πn;γ)k(xn,mis|xn,obs) dxn,mis dyn,mis
= f(yn,obs|xn,obs, πn;θ)g(rn|yn,obs,xn,obs;γ),
mit k(xn,mis|xn,obs) der bedingten Wahrscheinlichkeitsdichtefunktion der
Variablen xn,mis|xn,obs, wobei der Einfachheit halber angenommen wird,
dass dieser bedingte Erwartungswert existiert. Besteht xn,mis aus diskreten
Komponenten oder ist xn,mis als fest aufzufassen, dann wird das entspre-
chende Integral zu einer Summe.
Wegen
h(yn,obs, rn|xn,obs;θ,γ) = E
[
h(yn,obs, rn|xn,obs, πn;θ,γ)|yn,obs, rnxn,obs
]
erha¨lt man schließlich die bezu¨glich πn marginale Wahrscheinlichkeitsdich-
tefunktion
h(yn,obs, rn|xn,obs;θ,γ) = f(yn,obs|xn,obs;θ)g(rn|yn,obs,xn,obs;γ).
Als bezu¨glich πn (n = 1, . . . , N) marginale log-Likelihood-Funktion ergibt
sich damit
l(θ,γ;yobs, r,xobs) = l1(θ;yobs,xobs) + l2(γ;yobs, r,xobs).
Mit der (Tn×T )-Matrix Rn (Tn =
∑T
t=1 rnt), die man aus der (T ×T )-
Einheitsmatrix gewinnt indem die Zeilen e′t dieser Matrix gelo¨scht werden,
die einem Wert rnt = 0 entsprechen, und Σ = σ
2
π1T1
′
T + σ
2
νIT der Kovari-
anzmatrix von πn1Tn + νn, erha¨lt man
f(yn,obs|xn,obs;θ) =
N∏
n=1
(2π)−Tn/2
∣∣RnΣR′n∣∣−1/2
× exp{−1
2
(Rnyn −RnXnβ)′(RnΣR′n)−1(Rnyn −RnXnβ)
}
,
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und
l(θ;yobs,xobs) =
−
∑
n Tn
2
ln(2π)− 1
2
∑
n
ln
∣∣RnΣR′n∣∣
−1
2
N∑
n=1
(Rnyn −R′nXnβ)′(RnΣR′n)−1(Rnyn −RnXnβ)
(vgl. Abschnitt 3.3.4).
Besteht lediglich Interesse an θ, wie das oft der Fall ist, dann erha¨lt
man mit der log-Likelihood-Funktion l1(θ;yobs,xobs) ML-Scha¨tzer fu¨r β,
σ2π und σ
2
ν . Der Unterschied zur log-Likelihood-Funktion der vollsta¨ndigen
Stichprobe besteht lediglich darin, dass nun die Anzahl an Beobachtungen
pro Einheit variiert. Eine einfache Mo¨glichkeit der Scha¨tzung besteht dar-
in, das Random Effects Modell fu¨r jede in der Stichprobe vorkommende
Summe
∑
n rnt getrennt mit Standardmethoden zu scha¨tzen. Anschließend
ko¨nnen ML-Scha¨tzer berechnet werden, indem die verschiedenen Scha¨tzer
auf denselben Wert restringiert und entsprechend kombiniert werden. Als
Scha¨tzer fu¨r die Varianz kann jeweils die negative Inverse der zweiten Ab-
leitung verwendet werden. Auch diese Scha¨tzer werden zuna¨chst getrennt
berechnet und anschließend kombiniert.
7.4.1.2 Faktorisierung der Likelihood-Funktion
In vielen Fa¨llen kann die log-Likelihood-Funktion in additive Komponenten
mit distinkten Parametern zerlegt werden, die jeweils einer log-Likelihood-
Funktion fu¨r vollsta¨ndig beobachtete Daten entsprechen (Little und Rubin,
2002). Eine solche Zerlegung ist nicht immer mo¨glich, wenn sie aber gelingt,
dann wird die ML-Scha¨tzung ausgehend von unvollsta¨ndig beobachteten
Datensa¨tzen deutlich vereinfacht.
Sei l(θ;u) die log-Likelihood-Funktion mit interessierendem Parame-
ter θ und bezeichne uobs die Variablen, deren Werte beobachtet wurden,
umis diejenigen, deren Werte nicht beobachtet wurden. Mit θ = g(ϑ),
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ϑ = (ϑ′1, . . . ,ϑ
′
J)
′, einer geeignete Funktion ist eine Zerlegung
l(ϑ;uobs) = l1(ϑ1;uobs) + l2(ϑ2;uobs) + · · · + lJ(ϑJ ;uobs)
mit ϑ1, . . . ,ϑJ distinkten Parametern und lj(ϑj;uobs) (j = 1, . . . , J) log-
Likelihood-Funktionen ausgehend von vollsta¨ndig beobachteten Datensa¨t-
zen gesucht. Existiert eine solche Zerlegung, dann ko¨nnen die Parameter
ϑj unabha¨ngig voneinander gescha¨tzt werden.
Unter recht schwachen Bedingungen (z.B. Lehmann, 1999; Serfling,
1980) ist damit auch θˆ = g(ϑˆ) ML-Scha¨tzer. Auch die Informationsma-
trix erha¨lt man mit obiger Zerlegung auf einfache Weise und aus dieser
eine Scha¨tzung der asymptotischen Kovarianzmatrix fu¨r θˆ. Als zweite Ab-
leitung der log-Likelihood-Funktion nach ϑ erha¨lt man
∂2l(ϑ;u)
∂ϑ ∂ϑ
= Bdiag
(
∂2l1(ϑ1;u)
∂ϑ1 ∂ϑ1
, · · · , ∂
2l(ϑJ ;u)
∂ϑJ ∂ϑJ
)
.
Als Scha¨tzer fu¨r die asymptotische Kovarianzmatrix von θˆ la¨sst sich mit2
der Matrix Dϑ =
∂g(ϑ)
∂ϑ
Ĉov(θˆ) = −D′
ϑˆ
Bdiag
(
∂2l1(ϑ1;u)
∂ϑ1 ∂ϑ1
, · · · , ∂
2l(ϑJ ;u)
∂ϑJ ∂ϑJ
)−1
ϑˆ
D
ϑˆ
verwenden (Serfling, 1980).
Zerlegungen dieser Art sind insbesondere bei monotonen Missingmu-
stern mo¨glich. Ein interessantes und vergleichsweise einfach zu scha¨tzen-
des Modell erha¨lt man, wenn davon ausgegangen werden kann, dass un =
(un1, . . . , unJ)
′ fu¨r alle N (n = 1, . . . , N) identisch multivariat normal-
verteilt ist. In diesem Fall handelt es sich bei f(un1) und den bedingten
Verteilungen f(unj|un1, . . . , un(j−1)) ebenfalls um Normalverteilungen und
die Parameter lassen sich sukzessive durch einfache lineare Regressionen
scha¨tzen. Fu¨r ausfu¨hrliche Beispiele siehe Little und Rubin (2002, Kap. 7).
2Zu beachten ist, dass Dϑ mit ϑ ∼ K × 1 und g(ϑ) ∼ P × 1 eine (K ×P )-Matrix ist.
In einigen Arbeiten wird die Transponierte dieser Matrix als Ableitung festgelegt.
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Faktorisierungen wie oben angegeben sind auch fu¨r spezielle Situationen
bei nicht-monotonen Missingmustern mo¨glich (z.B. Little und Rubin, 2002;
Rubin, 1974). In der Praxis liegen aber ha¨ufig weniger gutmu¨tige Muster
vor, bei denen eine solche Zerlegung nicht mo¨glich ist oder keine Faktori-
sierung erlauben, bei der die Parameter distinkt sind, so dass auf andere,
im Allgemeinen iterative, Verfahren zuru¨ckgegriffen werden muss.
7.4.1.3 Der EM-Algorithmus
Das generelle Problem bei der ML-Scha¨tzung ausgehend von unvollsta¨ndig
beobachteten Datensa¨tzen besteht darin, dass die log-Likelihood-Funktion
des beobachteten Teils der Stichprobe, l(θ;uobs) =
∫
f(uobs,umis;θ) dumis,
selbst dann ha¨ufig keine einfache Form besitzt, wenn eine solche fu¨r die
vollsta¨ndige Stichprobe existiert. In solchen Fa¨llen bietet sich zur Berech-
nung der ML-Scha¨tzer der EM-Algorithmus (
”
Expectation Maximization“-
Algorithmus) an, der ha¨ufig eine bemerkenswert einfache Mo¨glichkeit dar-
stellt und daher oft auch als Alternative in Situationen verwendet wird, in
denen andere Vorgehensweisem gewa¨hlt werden ko¨nnten. Die Bezeichnung
EM wurde von Dempster, Laird und Rubin (1977) eingefu¨hrt, deren Ar-
beit durch entsprechende Beispiele und insbesondere durch den Nachweis,
dass jede EM Iteration zu einer Zunahme in der log-Likelihood fu¨hrt, die
generelle Einsetzbarkeit dieser Methode aufzeigte. In zahlreichen Arbeiten
wurden die Anwendungsmo¨glichkeiten erweitert beziehungsweise der EM-
Algorithmus fu¨r bestimmte Situationen weiterentwickelt. In vielen Arbei-
ten zur Statistik findet man zumindest einen kurzen Abschnitt zum EM-
Algorithmus (z.B. Fahrmeir und Tutz, 1994; Lehmann und Casella, 1998),
eine ausfu¨hliche Darstellung in Little und Rubin (2002, Kap. 8 und 9).
Die zentrale Idee besteht darin, ein schwieriges ML-Problem durch eine
Sequenz einfacherer Maximierungsprobleme zu ersetzen, deren Lo¨sungen
gegen die Lo¨sung des urspru¨nglichen Problems geht. Bezeichne u den Vek-
tor der vollsta¨ndig beobachteten Daten, uobs den beobachteten und umis
den nicht beobachteten Teil. Die Dichtefunktion von u kann, mit θ dem
Parameter dieser Verteilung, prinzipiell geschrieben werden als
f(u;θ) = f(uobs;θ)f(umis|uobs;θ).
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Logarithmieren fu¨hrt zu der Beziehung
l(θ;uobs) = l(θ;u)− ln f(umis|uobs;θ).
Eine Iteration des EM-Algorithmus besteht aus zwei Schritten, dem
E-Schritt und dem M-Schritt. Da umis nicht verfu¨gbar ist, wird der Erwar-
tungswert bezu¨glich der bedingten Verteilung von umis|uobs gebildet. Mit
θˆ
(0)
einem Startwert fu¨r θ,
Q(θ|θˆ(0);u) =
∫
l(θ;u)f(umis|uobs; θˆ(0)) dumis
und
H(θ|θˆ(0);u) =
∫
ln f(umis|uobs;θ)f(umis|uobs; θˆ(0)) dumis
erha¨lt man, weil l(θ;uobs) nicht Funktion von umis ist,
l(θ;uobs) = Q(θ|θˆ(0);u)−H(θ|θˆ(0);u).
Die Erwartungswertbildung, die zu Q(θ|θˆ(0);u) fu¨hrt, wird auch als
E-Schritt bezeichnet. In einem zweiten, dem M-Schritt, wird diese Funkti-
on nach θ maximiert. Dieser Schritt liefere den Wert θˆ
(1)
. Ausgehend von
diesem Wert, der in der zweiten Iteration θˆ
(0)
ersetzt, werden diese bei-
den Schritte mehrmals wiederholt, wodurch eine Sequenz θˆ
(j)
, j = 1, 2, . . .
erzeugt wird, fu¨r die
l(θˆ
(j+1)
;uobs) ≥ l(θˆ(j);uobs)
gilt. Fu¨r den recht einfachen Beweis siehe etwa Lehmann und Casella (1998,
S. 459 f.) oder Little und Rubin (2002).
Diese Eigenschaft alleine garantiert allerdings noch nicht, dass die Se-
quenz {θˆ(j)} gegen einen ML-Scha¨tzer konvergiert. Bedingungen, die die
Konvergenz gegen einen stationa¨ren Punkt, etwa eine (relatives) Maxi-
mum oder einen Sattelpunkt, sichern, findet man etwa in Fahrmeir und
270 Kapitel 7. Kompensation bei fehlenden Werten: U¨berblick
Tutz (1994), Lehmann und Casella (1998, S. 460 f.) oder Little und Rubin
(2002) und der jeweils dort zitierten Literatur. In
”
gutmu¨tigen“ Situatio-
nen sind diese stationa¨ren Punkte identisch mit dem globalen Maximum
der entsprechenden log-Likelihood-Funktion fu¨r die beobachteten Daten.
Unter
”
gutmu¨tig“ werden Situationen verstanden, in denen das Modell re-
lativ zu der in den fehlenden Daten steckenden Information bezu¨glich der
zu scha¨tzenden Parameter nicht u¨berparametrisiert ist, die Stichprobe nicht
zu klein und der Anteil an fehlenden Werten nicht zu groß ist.
Der E-Schritt, das heißt die Bildung des Erwartungswertes, entspricht
in manchen Problemen, na¨mlich dann, wenn die Likelihood der vollsta¨ndi-
gen Daten linear in umis ist, einfach der Imputation bedingter Erwar-
tungswerte der Variablen mit fehlenden Werten gegeben die beobachte-
ten Werte und den aktuellen Scha¨tzwert θˆ
(j)
. Insofern kommt der EM-
Algorithmus der Imputationsidee sehr nahe. In Fa¨llen, in denen die Vertei-
lung der vollsta¨ndigen Daten der Exponentialfamilie angeho¨rt (z.B. Fahr-
meir und Tutz, 1994; Lehmann und Casella, 1998; McCullagh und Nelder,
1990), werden die suffizienten Statistiken durch deren bedingten Erwar-
tungswerte ersetzt. Ha¨ufig ko¨nnen die zu imputierenden Gro¨ßen analytisch
bestimmt werden, so dass der E-Schritt relativ einfach durchfu¨hrbar ist.
Dies gilt auch fu¨r den M-Schritt. So ist die Maximierung von Q(θ|θˆ(0);u)
nach θ ha¨ufig nicht aufwa¨ndiger als die Maximierung der log-Likelihood-
Funktion der vollsta¨ndigen Stichprobe.
Diese fu¨r viele Modelle vorteilhaften Eigenschaften gelten allerdings
nicht generell. So ist der M-Schritt in einigen Situationen recht schwierig
oder der Algorithmus konvergiert sehr langsam. Ein Nachteil im Vergleich
zu anderen Scha¨tztechniken ist weiterhin, dass nicht
”
nebenher“ ein Scha¨tz-
wert fu¨r die (asymptotische) Varianz der Scha¨tzer berechnet wird. In zahl-
reichen Arbeiten wurden zu diesen Problemen Lo¨sungsvorschla¨ge gemacht,
die hier aber nur kurz erwa¨hnt werden sollen. Eine ausfu¨hrliche Darstellung
findet man in Little und Rubin (2002) und der dort angegebenen Literatur.
In Situationen, in denen der M-Schritt schwierig ist, kann eine der vor-
geschlagenen Erweiterungen des EM-Algorithmus hilfreich sein. Die dem
ECM-Algorithmus (
”
Expectation Conditional Maximization“-Algorithmus,
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Meng und Rubin, 1993) zugrundeliegende Idee besteht darin, den kom-
plizierten M-Schritt durch eine Sequenz bedingter Maximierungsschritte
zu ersetzen. Dabei wird der zu scha¨tzende Parametervektor in Subvek-
toren zerlegt und die zu maximierende Funktion in jedem Schritt dieser
Sequenz nach dem entsprechenden Subvektor bei gleichzeitiger Konstan-
thaltung aller anderen Subvektoren maximiert. Bei ECME- (
”
Expectati-
on Conditional Maximization Either“-Algorithmus, Liu und Rubin, 1994)
und AECM-Algorithmus (
”
Alternating Expectation Conditional Maximiza-
tion“-Algorithmus, Meng und van Dyk, 1997) werden einige der Schritte des
ECM-Algorithmus durch Schritte ersetzt, in denen nicht der Erwartungs-
wert der log-Likelihood-Funktion der vollsta¨ndigen Stichprobe gegeben be-
stimmte Subvektoren des Parametervektors, sondern andere, angemessene
Funktionen maximiert werden. Eine U¨bersicht u¨ber weitere Vorschla¨ge den
M-Schritt zu erleichtern oder die Konvergenzgeschwiendigkeit zu erho¨hen
findet man in Little und Rubin (2002). Vorschla¨ge zur Erho¨hung der Kon-
vergenzgeschwindigkeit stoßen allerdings an Grenzen, denn diese ha¨ngt auch
von dem Anteil an Information ab, die in den fehlenden Daten bezu¨glich
der zu scha¨tzenden Parameter enthalten ist. Je ho¨her dieser Anteil ist,
desto langsamer konvergiert der EM-Algorithmus (z.B. Little und Rubin,
2002). Fu¨r Vorschla¨ge , die eine Scha¨tzung der asymptotischen Varianz der
Scha¨tzer erlauben, siehe etwa Jamshidian und Jennrich (2000), Little und
Rubin (2002, Kap. 9), Meng und Rubin (1991) oder Oakes (1999). Ein
einfaches Simulationsbeispiel zur Veranschaulichung des EM-Algorithmus
findet man in Abschnitt 7.4.2.
7.4.2 Nicht-Ignorierbare Missingmechanismen
Sind die fehlenden Werte nicht zufa¨llig fehlend (NMAR), dann ist bei
der Scha¨tzung der interessierenden Parameter der Missingmechanismus zu
beru¨cksichtigen. Ist der Missingmechanismus bekannt, etwa wenn ein Wert
dann nicht beobachtet wird, wenn er eine bekannte Schwelle u¨berschreitet,
dann lassen sich die interessierenden Parameter mit Hilfe des im letzten
Abschnitt (Abschnitt 7.4.1.3) beschriebenen EM-Algoritmus scha¨tzen. Im
folgenden Abschnitt soll der EM-Algorithmus anhand eines solchen Bei-
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spiels veranschaulicht werden.
7.4.2.1 Der EM-Algorithmus: Beispiel 7.3
Beispiel 7.3: Scha¨tzung des Erwartungswertes unabha¨ngig nor-
malverteilter un, mit von un abha¨ngig fehlenden Werten. Das
folgende Beispiel soll das prinzipielle Vorgehen bei Verwendung des EM-
Algorithmus veranschaulichen. In diesem Beispiel werden die Zufallsvaria-
blen un (n = 1, . . . , N) betrachtet, die alle unabha¨ngig wie u ∼ N(µ, 1)
seien. Weiterhin werde un beobachtet, falls un ≤ c∗. Fu¨r un > c∗ wer-
de un nicht beobachtet, das heißt die fehlenden Werte sind NMAR und
Pr(rn = 1) = Pr(un ≤ c∗) = Φ(c), mit c = c∗ − µ und Φ(c) dem
Wert der Verteilungsfunktion der Standardnormalverteilung an der Stelle
c. Ohne Beschra¨nkung der Allgemeinheit sollen die Daten so sortiert sein,
dass uobs = (u1, . . . , uN1)
′ und umis = (uN1+1, . . . , uN )
′. Die Likelihood-
Funktion der vollsta¨ndigen Daten ist mit u = (u1, . . . , uN )
′
L(µ;u) =
N∏
n=1
(2π)−1/2 exp
{
−(un − µ)
2
2
}
.
Beru¨cksichtigt man, dass die beobachteten Daten aus einer gestutzten Ver-
teilung stammen und auch die Anzahl N1 an beobachteten Werten nicht
fest ist, dann erha¨lt man als Likelihood der beobachteten Daten
L(µ;uobs) =
 N1∏
n=1
(2π)−1/2 exp
{
− (un−µ)22
}
Φ(c)
 [Φ(c)N1(1− Φ(c))N−N1] .
Als Dichtefunktion derjenigen Variablen, deren Werte nicht beobachtet
wurden, gegeben die beobachteten Werte, erha¨lt man
f(umis|uobs;µ) = f(umis|N −N1;µ)
=
 N∏
n=N1+1
(2π)−1/2 exp
{
− (un−µ)22
}
1− Φ(c)
 .
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Logarithmieren und Erwartungswertbildung bezu¨glich f(umis|uobs; µˆ(j))
liefert
Q(µ|µˆ(j);u) = −N
2
ln(2π) − 1
2
N1∑
n=1
(un − µ)2
− 1
2
N∑
n=N1+1
∫
(un − µ)2f(un|N −N1; µˆ(j)) dun
Ableiten und Nullsetzen ergibt
N1∑
n=1
(un − µ) +
∫ N∑
n=N1+1
(un − µ)f(un|N −N1; µˆ(j)) dun = 0.
Die Variablen, deren Werte nicht beobachtet wurden, sind alle unabha¨ngig
und identisch verteilt. Die Erwartungswerte
∫
unf(un|N − N1; µˆ(j)) dun
sind daher alle identisch. Fu¨r diesen Erwartungswert wird E(umis|µˆ(j)) ge-
schrieben. Auflo¨sen der Scha¨tzgleichung liefert
µˆ(j+1) = N−1(N1u¯obs + (N −N1)E(umis|µˆ(j))). (7.3)
Im E-Schritt ist demnach E(umis|µˆ(j)) zu berechnen. Dies ist der Er-
wartungswert einer gestutzten Normalverteilung (z.B. Bosch, 1998)
E(umis|µˆ(j)) = µˆ(j) + ϕ(c)
1− Φ(c) ,
mit ϕ(c) dem Wert der Dichtefunktion der Standardnormalverteilung an
der Stelle c. Der sich an den E-Schritt anschließende M-Schritt besteht in
der Berechnung von µˆ(j+1) entsprechend (7.3).
In Tabelle 7.2 sind die Werte µˆ(j) (j = 1, . . .) unter Verwendung des
EM-Algorithmus fu¨r einen entsprechend dem beschriebenen Beispiel simu-
lierten Datensatz abgetragen. Dazu wurden mit Hilfe des Zufallszahlen-
generators von SAS zur Erzeugung von Werten standardnormalverteilter
Zufallsvariablen N = 100 Werte generiert. Anschließend wurde ein Vektor
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r = (r1, . . . , rN )
′ erzeugt, mit rn = I(un ≤ .5). Auf diese Weise ergab sich
fu¨r den hier betrachteten Datensatz N1 = 64. Als Startwert wurde µˆ
(0) = .7
verwendet. Als Abbruchkriterium fu¨r die Iterationen wurde eine maximale
absolute Vera¨nderung in den Scha¨tzwerten von 10−6 gewa¨hlt. Dieser Wert
war nach 7 Iterationen erreicht.
Tabelle 7.2: Scha¨tzwerte µˆ(j) und Differenzen µˆ(j) − µˆ(j−1) fu¨r sukkzessive
Iterationen j des EM-Algorithmus zur Scha¨tzung des Erwartungswertes
normalverteilter Variablen unter NMAR mit Startwert µˆ(0) = .7, N = 100,
N1 = 64 und wahrem Wert µ0 = 0.
j µˆ(j) µˆ(j) − µˆ(j−1)
1 .1778847 -.5221153 Scha¨tzwert
2 .1118010 -.0660837 ausgehend
3 .1048268 -.0069742 von dem voll-
4 .1041070 -.0007198 sta¨ndigen Da-
5 .1040329 -.0000741 tensatz:
6 .1040252 -.0000076 µˆcom = .107664762
7 .1040244 -.0000008
Insgesamt wurde nicht nur ein Datensatz simuliert, sondern 1000. U¨ber
diese Simulationen wurden Mittelwerte sowohl der mit Hilfe des EM-Algo-
rithmus ausgehend von den beobachteten Daten berechneten Scha¨tzwerte
als auch der Scha¨tzwerte ausgehend von den vollsta¨ndigen, urspru¨nglichen
Daten berechnet. Fu¨r ersteren ergab sich ¯ˆµEM = .0024037, fu¨r letzteren
¯ˆµcom = .0002271. Beide liegen nahe am wahren Wert µ0 = 0. Dies kann
nicht verwundern, denn fu¨r N → ∞ konvergiert N1/N in Wahrschein-
lichkeit gegen Φ(c), u¯obs in Wahrscheinlichkeit gegen µ − ϕ(c)/Φ(c) und
(N −N1)/N gegen 1− Φ(c). Der Ausdruck (N1/N)u¯obs konvergiert damit
in Wahrscheinlichkeit gegen Φ(c)µ−ϕ(c) (z.B. Lehmann, 1999, S. 50). Ein-
setzen in (7.3) und Gleichsetzen von µ(j+1) und µ(j) zeigt, dass µ(j) gegen
µ0, den wahren Erwartungswert, konvergiert. 2
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7.4.2.2 Selection und Pattern Mixture Modelle
Bei Vorliegen fehlender Werte lassen sich zwei Arten von Modellierungen
unterscheiden,
”
Selection“- und
”
Pattern Mixture“-Modelle (z.B. Diggle,
Heagerty, Liang und Zeger, 2002; Little und Rubin, 2002).
Selection Modelle modellieren die Verteilung der interessierenden Varia-
blen und die bedingte Verteilung der Response-Indikatorvariablen gegeben
die interessierenden Variablen,
h(u, r;θ,γ) = f1(u;θ)g1(r|u;γ). (7.4)
Pattern Mixture Modelle hingegen modellieren die bedingte Verteilung der
interessierenden Variablen gegeben die Response-Indikatorvariablen und die
Wahrscheinlichkeitsfunktion der Response-Indikatorvariablen,
h(u, r;ϑ,ψ) = f2(u|r;ϑ)g2(r;ψ). (7.5)
Selection Modelle sind die wohl am ha¨ufigsten verwendeten Modelle
(vgl. Michiels, Molenberghs und Lipsitz, 1999) und bieten sich an, wenn
Aussagen u¨ber die Population aus der die Werte der interessierenden Va-
riablen gezogen wurden intendiert sind. Sollen dagegen Unterschiede in Sub-
gruppen untersucht werden, die durch ihr Muster an fehlenden beziehungs-
weise beobachteten Werten identifizierbar sind, dann sind Pattern Mixture
Modelle naheliegend. Fu¨r Beispiele siehe Little (1993), Little und Rubin
(2002) oder Michiels, Molenberghs und Lipsitz (1999). Little (1993) be-
schreibt eine allgemeine Klasse von
”
Pattern-Set Mixture“-Modellen, die
die beiden genannten Modelle als Spezialfa¨lle entha¨lt, auf die aber hier
nicht eingegangen wird.
Die Darstellungen 7.4 beziehungsweise 7.5 sind zuna¨chst lediglich un-
terschiedliche Faktorisierungen der Wahrscheinlichkeitsdichtefunktion von
(u′, r′). Je nach Zerlegung werden allerdings unterschiedliche Funktionen
des Parameters ξ der gemeinsamen Verteilung von (u′, r′), (θ′,γ ′)′ = g1(ξ)
beziehungsweise (θ′,γ′)′ = g2(ξ), betrachtet, die dementsprechend unter-
schiedlich zu interpretieren sind.
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Als Wahrscheinlichkeitsdichtefunktion der Variablen, deren Werte be-
obachtet wurden, erha¨lt man
h(uobs, r;θ,γ) =
∫
f1(uobs,umis;θ)g1(r|uobs,umis;γ) dumis
fu¨r das Selection Modell, beziehungsweise
h(uobs, r;ϑ,ψ) = g2(r;ψ)
∫
f2(uobs,umis|r;ϑ) dumis
= g2(r;ψ)
∫
f3(umis|uobs, r;ϑ1)f4(uobs|r;ϑ2) dumis
fu¨r das Pattern Mixture Modell. Am Beispiel des Pattern Mixture Mo-
dells wird ein Problem bei der Scha¨tzung unter einem nicht-ignorierbaren
Missingmechanismus deutlich. Interesse besteht in diesem Fall an dem Pa-
rameter ϑ, es liegen aber keine Daten vor, die Information bezu¨glich ϑ1
liefern, denn die Werte der Variablen umis werden nicht beobachtet. Um
den Parameter ϑ identifizieren zu ko¨nnen sind daher im Allgemeinen wei-
tere Annahmen beziehungsweise Restriktionen no¨tig. A¨hnliches gilt fu¨r das
Selection Modell. Obwohl aus obiger Darstellung nicht ohne Weiteres er-
sichtlich, sind auch hier im Allgemeinen Annahmen bezu¨glich der Beziehung
zwischen den Verteilungen jener Variablen, deren Werte beobachtet wurden
und jener Variablen, deren Werte nicht beobachtet wurden, notwendig.
7.4.2.3 Beispiel fu¨r ein Selection Modell
In diesem Abschnitt wird auf ein recht ha¨ufig verwendetes, einfaches Selec-
tion Modell eingegangen. Ausgangspunkt ist das Modell
y∗1 = x
′
1γ + ǫ1 mit y1 =
{
1, falls y∗1 > 0,
0 sonst,
(7.6)
und
y2 = x
′
2β + ǫ2,
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wobei (y1, y2) und (ǫ1, ǫ2) jeweils iid sind und (x
′
1,x
′
2)
′ ebenfalls iid und
unabha¨ngig von (ǫ1, ǫ2) verteilt ist. Der jeweils erste Eintrag in x1 bezie-
hungsweise x2 ist eine Eins. Der Wert der Variablen y2 wird beobachtet,
wenn y1 den Wert eins annimmmt, sonst nicht. Die Variablen seien je-
weils so angeordnet, dass die Werte der N1 ersten beobachtet und die der
(N − N1) verbleibenden nicht beobachtet wurden. Ziel ist die Scha¨tzung
des Parameters β = (α, β1, . . . , βP )
′.
Der bedingte Erwartungswert von y2 gegeben x2, wenn man beru¨ck-
sichtigt, dass y2 nur fu¨r y1 = 1 beobachtet wird, ist
E(y2|x, y1 = 1) = x′2β + E(ǫ2|x, y∗1 > 0),
mit x dem Vektor, in dem alle Einflussgro¨ßen zusammengefasst sind. Mit
ν2 = y2 − E(y2|x, y∗1 > 0) la¨sst sich schreiben
y2 = x
′
2β + E(ǫ2|x, y∗1 > 0) + ν2.
Der Erwartungswert von ν2 ist konstruktionsbedingt null. Fu¨r den Aus-
druck u2 = E(ǫ2|x, y∗1 > 0) + ν2 gilt dies nur, wenn E(ǫ2|x, y∗1 > 0) = 0
ist, was im Allgemeinen kaum der Fall sein du¨rfte. Ist E(ǫ2|x, y∗1 > 0) kon-
stant und ungleich null, wird lediglich der die Konstante gewichtende Para-
meter α nicht konsistent gescha¨tzt. Variiert der bedingte Erwartungswert
mit Einflussgro¨ßen, die mit x2 korrelieren, dann werden die entsprechen-
den Parameter aus β nicht konsistent gescha¨tzt. Eine Scha¨tzung von β
ohne Beru¨cksichtigung von E(ǫ2|x, y∗1 > 0) fu¨hrt daher im Allgemeinen zu
irrefu¨hrenden Ergebnissen.
Fu¨r eine Scha¨tzung von β kann folgendes Vorgehen gewa¨hlt werden.
Bestimme beziehungsweise scha¨tze zuna¨chst E(ǫ2|x, y∗1 > 0), bilde y˜2 =
y2 − Eˆ(ǫ2|x, y∗1 > 0) und scha¨tze β mit Hilfe einer Regression von y˜2 auf
x2. Dieses prinzipielle Vorgehen liegt sowohl parametrischen als auch semi-
parametrischen Scha¨tzverfahren zugrunde. Fu¨r eine U¨bersicht siehe etwa
Pagan und Ullah (1999).
Bei der einfachsten Version dieses Modells wird (ǫ1, ǫ2)
′ als N(0,Σ)-
verteilt angenommen, mit Σ =
( σ21 σ12
σ12 σ22
)
, wobei σ21 = σ1σ2ρ, mit ρ der
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Korrelation von ǫ1 und ǫ2. Mit den Eigenschaften der Normalverteilung
erha¨lt man
E(ǫ2|x, y∗1 > 0) = σ−11 σ21ϕ(x′1γσ−11 )Φ−1(x′1γσ−11 )
und damit
y2 = x
′
2β + σ2ρϕ(x
′
1γσ
−1
1 )Φ
−1(x′1γσ
−1
1 ) + ν2. (7.7)
Zur Scha¨tzung der interessierenden Parameter stehen verschiedene Ver-
fahren zur Verfu¨gung. Dabei beru¨cksichtigt man, dass die Selektionsglei-
chung (7.6) unter der Normalverteilungsannahme zu einem Probitmodell
fu¨hrt, das die Scha¨tzung von γ∗ = γσ−11 erlaubt. Damit ist ein Zwei-
Gleichungsmodell formuliert, dessen ML-Scha¨tzung etwa in Pagan und Ul-
lah (1999, S. 303 ff.) beschrieben ist. Little und Rubin (2002) beschreiben
die Scha¨tzung dieses Modells mit Hilfe des EM-Algorithmus. Eine weitere
Mo¨glichkeit besteht in einem (ineffizienteren) zweistufigen Verfahren (z.B.
Heckman, 1976, 1979). Eine zentrale Rolle fu¨r die Scha¨tzung dieses Mo-
dells spielt die Beziehung zwischen den Einflussgro¨ßen x1 und x2. Wa¨re
E(ǫ2|x, y∗1 > 0) eine lineare Funktion und x1 = x2, dann wa¨re β nicht iden-
tifizierbar. Zwar ist E(ǫ2|x, y∗1 > 0) fu¨r das hier betrachtete Modell eine
nichtlineare Funktion von η = x′γ∗ und damit zumindest theoretisch iden-
tifizierbar, aber wie Amemiya (1985, S. 472) bemerkt, ist E(ǫ2|x, y∗1 > 0)
unter der Normalverteilungsannahme im Bereich −1 < η < 5 recht gut
durch eine lineare Funktion von η approximierbar. Daher ist es in der Pra-
xis oft notwendig Elemente von γ oder β auf null zu restringieren, obwohl
ha¨ufig nichts dagegen spricht, dass dieselben Variablen in beiden Modell-
gleichungen eine wichtige Rolle spielen.
Ist ρ = 0 dann sind die fehlenden Werte MAR. Die Scha¨tzung von
κ = σ2ρ ist daher zentral bezu¨glich der Kompensation fu¨r die fehlen-
den Werte. Laut Annahme ist die Responsevariable y2 gegeben die Ein-
flussgro¨ßen normalverteilt. Fu¨r ρ 6= 0 ist die entsprechende Verteilung
derjenigen Variablen, deren Werte beobachtet wurden, schief. Der Term
κϕ(x′1γ
∗)Φ−1(x′1γ
∗) in (7.7) korrigiert fu¨r diese Schiefe auf dem Hinter-
grund der Verteilungsannahme. Ist diese Annahme aber nicht korrekt, dann
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fu¨hrt diese
”
Korrektur“ zu einer (zusa¨tzlichen) Verzerrung des Scha¨tzers
fu¨r β (Little und Rubin, 2002, S. 324). Wie im vorigen Abschnitt bereits
erwa¨hnt, geht auch in ein solches Selection Modell, wenn auch sehr indirekt,
eine Annahme u¨ber die Beziehung zwischen den Verteilungen der Variablen
deren Werte beobachtet und jenen, deren Werte nicht beobachtet wurden,
ein.
Neben semiparametrischen Erweiterungen wurde dieses Selection Mo-
dell auch auf La¨ngsschnittdaten erweitert (z.B. Hausman und Wise, 1979;
Heckman, Ichimura, Smith und Todd, 1998; Ridder, 1990; Vella, 1998).
Einen Test auf Normalverteilung in dem oben beschriebenen Modell schla-
gen van der Klaauw und Koning (2003) vor.
7.5 Gewichtungsverfahren
7.5.1 Bekannte Gewichte
Ausgehend von einem design-basiert frequentistischen Ansatz werden bei
der Analyse von Umfragedaten u¨blicherweise Scha¨tzverfahren, die auf Ge-
wichten basieren, verwendet. Diese meist von dem Datenbereitsteller zu-
sammen mit dem jeweiligen Datensatz mitgelieferten Gewichte sollen fu¨r
ungleiche Ziehungswahrscheinlichkeiten sowie Unit-Nonresponse kompen-
sieren und werden meist zusa¨tzlich u¨ber bekannte Randverteilungen einzel-
ner Variablen angepasst. Diese Anpassung ist im Allgemeinen mit dem Ziel
verbunden effizientere Scha¨tzer zu erhalten sowie fu¨r verbliebene Nonre-
sponseeffekte oder solche Effekte zu kompensieren, die durch eine fehlerhaf-
te oder unvollsta¨ndige Auswahlbasis fu¨r die Stichprobenziehung auftreten.
Eine im design-basiert frequentistischen Kontext ha¨ufig verwendete Scha¨tz-
funktion, die auf der Verwendung von bekannten Ziehungswahrscheinlich-
keiten basiert, ist der Horvitz-Thompson-Scha¨tzer (Horvitz und Thompson,
1952; siehe auch Hedayat und Sinha, 1991).
Sei die Ziehungs-Indikatorvariable sn = 1 falls das n-te Element in die
Stichprobe gezogen wurde und sn = 0 falls nicht und πsn=1 die bekannte
Wahrscheinlichkeit dafu¨r, das n-te Element mit einer bestimmten Merk-
malsauspra¨gung yn aus einer endlichen Population vom Umfang N
+ in
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eine Stichprobe zu ziehen. Der Horvitz-Thompson-Scha¨tzer fu¨r die Summe∑N+
n=1 yn ist ausgehend von einer vollsta¨ndig beobachteten Stichprobe
yˆtotal =
N+∑
n=1
sn
πsn=1
yn.
Die beobachteten Werte yn werden mit den Gewichten 1/πsn=1 multipli-
ziert. Die Varianz dieses erwartungstreuen Scha¨tzers ist
var(yˆtotal) =
N+∑
n=1
(
1
πsn=1
− 1
)
y2n +
N+∑
n=1
N+∑
n′=1
n′ 6=n
(
πsn=1,sn′=1
πsn=1πsn′=1
− 1
)
ynyn′
mit πsn=1,sn′=1 der Wahrscheinlichkeit sowohl das n-te als auch das n
′-te
Element zu ziehen.
Die Idee, jede Beobachtung mit der inversen Wahrscheinlichkeit, sie in
eine Stichprobe zu ziehen, zu gewichten, la¨sst sich zuna¨chst recht einfach
auf die Scha¨tzung bei Unit-Nonresponse u¨bertragen. Wa¨re die Wahrschein-
lichkeit dafu¨r, eine Einheit zu beobachten, gegeben sie wurde in die Stich-
probe gezogen, bekannt und mit πrn=1|sn=1 bezeichnet, wobei rn = 1 falls
das n-te Element beobachtet wurde und rn = 0 falls nicht, dann erhiel-
te man als Wahrscheinlichkeit dafu¨r, das jeweilige Element zu beobachten
πn = πsn=1πrn=1|sn=1. Damit la¨sst sich nun wieder der Horvitz-Thompson-
Scha¨tzer berechnen, wobei als Gewicht rnsnπn zu verwenden wa¨re.
Die Verwendung von Gewichten la¨sst sich auch auf dem Hintergrund
eines modell-basiert frequentistischen Ansatzes motivieren. Recht allgemein
sei m(u) eine interessierende Funktion einer skalaren Zufallsvariablen u und
r eine skalare Response-Indikatorvariable. Dann la¨sst sich schreiben
f(u) =
h(u, r = 1)
g(r = 1|u)
mit f(·), h(·) und g(·) den entsprechenden Dichte- beziehungsweise Wahr-
scheinlichkeitsfunktionen, und
E(m(u)) =
∫
m(u)
g(r = 1|u)h(u, r = 1)du.
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Als Scha¨tzer fu¨r E(m(u)) kann damit, ausgehend von einer Stichprobe von
N (n = 1, . . . , N) Realisationen von wie (u, r) verteilten Zufallsvariablen
(un, rn),
N−1
N∑
n=1
m(un)
g(rn = 1|un) rn
verwendet werden.
Im Allgemeinen ist allerdings die Wahrscheinlichkeit dafu¨r, ein Merkmal
zu beobachten unbekannt und muss gescha¨tzt werden. Damit erha¨lt man
eine entsprechend abgea¨nderte Scha¨tzfunktion. Bei der Bestimmung dessen
Varianz beziehungweise deren Scha¨tzung ist zu beru¨cksichtigen, dass die
Responsewahrscheinlichkeit gescha¨tzt wurde.
7.5.2 Zu scha¨tzende Gewichte
Neben der Anwendung gewichteter Verfahren im design-basierten Kon-
text wurden entsprechende Verfahren vor allem in Biometrie und O¨ko-
nometrie zur Scha¨tzung der Parameter in Regressionsmodellen im Rah-
men des modell-basiert frequentistischen Ansatzes entwickelt. Robins, Rot-
nitzky und Zhao (1995) beschreiben einen Ansatz zur semiparametrischen
Scha¨tzung eines Regressionsmodells fu¨r La¨ngsschnittdaten bei fehlenden
Werten der Responsevariablen auf der Basis gewichteter Scha¨tzgleichungen.
Dieser Ansatz stellt eine Generalisierung der in Abschnitt 4.4 beschriebenen
verallgemeinerten Scha¨tzgleichungen dar.
Von Interesse ist auch hier wie bei dem GEE-Ansatz die Scha¨tzung
der Parameter des systematischen Teils, im Folgenden mit β∗ bezeichnet,
ausgehend von Responsevariablen ynt (n = 1, . . . , N , t = 1, . . . , T ), zusam-
mengefasst in einem Vektor yn, und vektoriellen Einflussgro¨ßen xnt ein-
schließlich der Konstanten eins, ebenfalls zusammengefasst in einem Vek-
tor xn. Weiterhin werden zeitvera¨nderliche Variablen znt beru¨cksichtigt,
die selbst nicht von zentralem Interesse sind, die aber bei der Scha¨tzung
der Responsewahrscheinlichkeiten eine Rolle spielen. Auch diese werden
in einem Vektor zn zusammengefasst. Der U¨bersichtlichkeit wegen sei fu¨r
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t > 1 im Folgenden y˜nt = (yn1, . . . , yn(t−1))
′, x˜nt = (x
′
n1, . . . ,x
′
n(t−1))
′ und
z˜nt = (z
′
n1, . . . , z
′
n(t−1))
′.
Fu¨r jede Messung (t = 1, . . . , T ) an den Einheiten n = 1, . . . , N wird
die Gu¨ltigkeit des Modells
E(ynt|xn) = gt(xn,β∗0) (7.8)
vorausgesetzt. Bei den Einflussgro¨ßen handelt es sich um zeitinvariante oder
feste zeitvera¨nderliche Gro¨ßen oder solche Zufallsvariablen, fu¨r die
f(xnt|y˜nt, x˜nt, z˜nt) = f(xnt|x˜nt) (7.9)
gilt. Anders ausgedru¨ckt kann es sich bei letzteren Zufallsvariablen etwa
um Einflussgro¨ßen handeln, wie extern festgesetzte Preise fu¨r bestimmte
Gu¨ter oder an den jeweiligen Wohnorten der Einheiten (Personen, Haus-
halte) u¨ber die Messpunkte t = 1, . . . , T hinweg sich a¨ndernde Angebote
des o¨ffentlichen Nahverkehrs. Mit (7.9) erha¨lt man
E(ynt|xn) = E(ynt|xn1, . . . ,xnt),
das heißt, das Modell im Erwartungswert am Zeitpunkt t ist lediglich Funk-
tion der an den Zeitpunkten 1, . . . , t beobachteten Einflussgro¨ßen.
Zusa¨tzlich zu den Variablen ynt, xnt und znt wird die Response-In-
dikatorvariable rnt beobachtet. Diese nimmt den Wert eins an, wenn
(ynt,x
′
nt, z
′
nt)
′ beobachtet wird und den Wert null wenn (ynt, z
′
nt)
′ nicht
beobachtet wird. Es wird vorausgesetzt, dass xnt u¨ber alle Messzeitpunkte
beobachtet wird. Weiterhin wird ein monotones Missingmuster betrachtet,
das heißt rnt = 0 impliziert rn(t+1) = 0. Die Variablen (y
′
n,x
′
n, z
′
n, r
′
n)
′, mit
rn = (rn1, . . . , rnT )
′ sind unabha¨ngig und identisch verteilt. Bezu¨glich des
Missingmechanismus wird angenommen, dass
Pr(rnt = 1|rn(t−1) = 1,yn,xn, z˜nt)
= Pr(rnt = 1|rn(t−1) = 1, y˜n,xn, z˜nt) (7.10)
> λ > 0 t = 1, . . . , T. (7.11)
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Bedingung (7.10) folgt aus der MAR-Bedingung und bedeutet, dass die
Wahrscheinlichkeit dafu¨r, die Werte fu¨r (ynt, z
′
nt)
′ zu beobachten gegeben
die
”
Geschichte“ von Einheit n ausgedru¨ckt durch (rn(t−1) = 1, y˜n,xn, z˜nt)
nicht von gegenwa¨rtigen oder zuku¨nftigen ynt′ beziehungsweise znt′ (t
′ ≥ t)
und damit Variablen, deren Werte nicht beobachtet werden, abha¨ngt.
Bedingung (7.11) ist eine technische Bedingung, die die Existenz eines
Scha¨tzers fu¨r β∗0 sichert.
Fu¨r die Responsewahrscheinlichkeit (7.10) wird angenommen, dass sie
bis auf einen Parameter γ bekannt ist. Diese Wahrscheinlichkeit soll im
Folgenden kurz mit λ˜nt bezeichnet werden,
λ˜nt = Pr(rnt = 1|rn(t−1) = 1, y˜n,xnt, z˜nt;γ). (7.12)
Meist bietet sich als Modell zur Scha¨tzung von γ ein Logit- oder Probit-
modell an. Als Likelihood-Funktion erha¨lt man
L(γ) =
N∏
n=1
T∏
t=1
(
λ˜rntnt (1− λ˜nt)1−rnt
)rn(t−1) mit rn0 = 1.
Im Folgenden bezeichne sn den Beitrag der n-ten Einheit zur Score-Funk-
tion fu¨r die ML-Scha¨tzung des Parameters γ und π˜nt = λ˜n1 × · · · × λ˜nt.
Robins, Rotnitzky und Zhao (1995) schlagen die Scha¨tzgleichungen
N−1/2
N∑
n=1
un = N
−1/2
N∑
n=1
DnVn(yn − gn) = 0 (7.13)
vor. Dabei ist Dn eine nicht-stochastische Funktion von xn und β
∗,
Vn = Diag(π˜
−1
n1 rn1, . . . , π˜
−1
nT rnT )
und gn = (g1(xn,β
∗), . . . , gT (xn,β
∗)).
Dass die in Abschnitt 4.4 beschriebenen verallgemeinerten Scha¨tzglei-
chungen ein Spezialfall sind, sieht man, wenn man π˜−1nt rnt = 1, gn =
E(yn|xn) und Dn = (∂ gn/∂ β∗) Ω−1n , mit Ωn der als fest betrachteten
Kovarianzmatrix der Responsevariablen yn, setzt.
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Unter den u¨blichen Regularita¨tsbedingungen und gegeben (7.8), (7.10),
(7.11) und (7.12) zeigen Robins, Rotnitzky und Zhao (1995), dass der
Scha¨tzer βˆ
∗
, der die Scha¨tzgleichungen (7.13) lo¨st, konsistent und asympto-
tisch normalverteilt ist. Die asymptotische Kovarianzmatrix von N1/2(βˆ
∗−
β∗0) mit β
∗
0 dem wahren Wert ist
Covγˆ(βˆ
∗
) = Q−1ΛQ−1′. (7.14)
Dabei ist
Q = E
(∂un
∂β∗
)′
β∗0,γˆ
Λ = Γ−BCov(γˆ)B′
mit
Γ = E(unu
′
n)β∗0,γˆ und B = E
(
∂un
∂γ
)′
β∗0,γˆ
.
Als einen konsistenten Scha¨tzer fu¨r die asymptotische Kovarianzmatrix von
βˆ
∗
erha¨lt man
Ĉovγˆ(βˆ
∗
) = Qˆ
−1
ΛˆQˆ
−1′
.
Dabei ist
Qˆ =
( N∑
n=1
DnVn
(
∂gn
∂β∗
)′)
βˆ
∗
,γˆ
und
Λˆ = Γˆ− BˆĈov(γˆ)Bˆ′ mit Γˆ =
( N∑
n=1
unu
′
n
)
βˆ
∗
,γˆ
,
Bˆ =
( N∑
n=1
DnVnDiag(yn −µn)Vn
(
∂π˜n
∂γ
)′)
βˆ
∗
,γˆ
,
7.5. Gewichtungsverfahren 285
π˜n = (π˜n1, . . . , π˜nT )
′ und Ĉov(γˆ) der gescha¨tzten asymptotischen Kovari-
anzmatrix von γˆ, basierend auf der zweiten Ableitung der log-Likelihood-
Funktion, die zur Scha¨tzung von γ verwendet wird.
Dieser Scha¨tzer der Kovarianzmatrix ist nicht sicher positiv definit.
Als eine positiv definite Alternative schlagen Robins, Rotnitzky und Zhao
(1995) daher den Scha¨tzer
Ĉovγˆ(βˆ
∗
) = Qˆ
−1
Λ˜Qˆ
−1′
(7.15)
vor, mit Qˆ wie oben und
Λ˜ =
N∑
n=1
((
un −
( N∑
n=1
uns
′
n
)( N∑
n=1
sns
′
n
)−1
sn
)
×
(
un −
( N∑
n=1
uns
′
n
)( N∑
n=1
sns
′
n
)−1
sn
)′ )
βˆ
∗
,γˆ
.
Bei einer genaueren Betrachtung der asymptotischen Kovarianzmatrix
(7.14) lassen sich zwei wichtige Ergebnisse ableiten (Robins, Rotnitzky und
Zhao, 1995). Betrachtet man na¨mlich die asymptotische Kovarianzmatrix
von βˆ
∗
bei bekanntem γ0, so erha¨lt man
Covγ0(βˆ
∗
) = Q−1γ0Λγ0Q
−1′
γ0
,
mit
Qγ0 = E
(∂un
∂β∗
)′
β∗0,γ0
und Λγ0 = E(unu
′
n)β∗0,γ0.
Nun la¨sst sich leicht zeigen, dass die Matrix Covγ0(βˆ
∗
) − Covγˆ(βˆ∗) po-
sitiv semidefinit ist. Daraus folgt, dass selbst dann, wenn die Respon-
sewahrscheinlichkeiten bekannt sind, der Scha¨tzer βˆ
∗
unter Verwendung
der gescha¨tzten Wahrscheinlichkeiten (asymptotisch) wenigstens so effizi-
ent ist wie derjenige Scha¨tzer, der die bekannten Responsewahrscheinlich-
keiten verwendet. Wenn daher die Responsewahrscheinlichkeiten in einer
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ersten Stufe gescha¨tzt werden, dies bei der Scha¨tzung der Kovarianzmatrix
von βˆ
∗
aber nicht beru¨cksichtigt wird, so fu¨hrt der entsprechende Scha¨tzer
der asymptotischen Kovarianzmatrix zu einer U¨berscha¨tzung der Varianzen
und damit zu einer konservativeren Inferenz.
Eine weitere Konsequenz, die bei einer etwas anderen Darstellung der
asymptotischen Kovarianzmatrix (7.14) deutlich wird (Robins, Rotnitz-
ky und Zhao, 1995) ist, dass die Hinzunahme zusa¨tzlicher Terme bei der
Scha¨tzung der Responsewahrscheinlichkeit, etwa nichtlinearer Funktionen
von Elementen aus xn, z˜nt und y˜nt beziehungsweise zusa¨tzlicher Interak-
tionen niemals zu einer Verminderung sondern, zumindest innerhalb eines
gewissen Rahmens was die Anzahl zu scha¨tzender Parameter angeht, oft zu
einer Erho¨hung der (asymptotischen) Effizienz des Scha¨tzers βˆ
∗
fu¨hrt.
7.5.3 Erga¨nzungen
Die im letzten Abschnitt betrachtete Situation mit einem monotonen Mis-
singmuster und fehlenden Werten lediglich fu¨r die Responsevariablen ist
zwar ein wichtiger Fall, in vielen Anwendungen aber zu restriktiv. Daher
beschreiben Robins, Rotnitzky und Zhao (1995) auch eine Erweiterung auf
nicht-monotone Muster. Die Scha¨tzung bei fehlenden Werten fu¨r Einfluss-
gro¨ßen ist in Robins, Rotnitzky und Zhao (1994) beschrieben. Mit der Pro-
blematik einer semiparametrisch (asymptotisch) effizienten Scha¨tzung bei
fehlenden Werten sowohl fu¨r Responsevariablen als auch fu¨r Einflussgro¨ßen
unter nicht-ignorierbaren Missingmechanismen bescha¨ftigen sich Rotnitz-
ky und Robins (1997) beziehungsweise Rotnitzky, Robins und Scharfstein
(1998).
Je allgemeiner die in den zitierten Arbeiten betrachteten Situationen
sind, desto komplexer und schwieriger zu lo¨sen werden die Scha¨tzfunktio-
nen, insbesondere dann, wenn das Ziel in der Gewinnung mo¨glichst effi-
zienter Scha¨tzer besteht (siehe auch Rotnitzky und Robins, 1995). Zwar
existieren ha¨ufig auch weniger komplexe Scha¨tzgleichungen die eine konsi-
stente Scha¨tzung erlauben (vgl. Robins, Rotnitzky und Zhao, 1994), diese
fu¨hren aber im Allgemeinen zu (asymptotisch) ineffizienteren Scha¨tzern.
Aufgrund ihrer wesentlich einfacheren Handhabbarkeit ko¨nnen in der An-
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wendungspraxis daher letztere Verfahren dennoch attraktiv sein.
Schließlich sei angemerkt, dass bei allen zitierten Arbeiten die semipa-
rametrisch effiziente Scha¨tzung von Regressionsmodellen im Vordergrund
steht. Gerade in Zusammenhang mit großen, von vielen Nutzern analysier-
ten Datensa¨tzen, werden ha¨ufig aber auch andere Modelle und Analysever-
fahren, etwa Faktoren-, Diskriminanz- oder Clusteranalysen eingesetzt. Ab-
gesehen von einfachen Gewichtungsverfahren ist bei solchen Modellen und
entsprechenden Methoden die Verwendung von gescha¨tzten Responsewahr-
scheinlichkeiten fu¨r eine effiziente Scha¨tzung insbesondere bei komplexen
Missingmustern unklar.
Dagegen kann die Methode der multiplen Imputation, die im Allge-
meinen nicht zu den (asymptotisch) effizientesten Scha¨tzern fu¨hrt, auch in
solchen Situationen eingesetzt werden und erlaubt eine recht einfache Aus-
wertung der Daten. Vor allem bei großen Umfragedatensa¨tzen bietet sich
daher fu¨r die Kompensation fehlender Werte im Allgemeinen die Methode
der multiplen Imputation an. Bei vollsta¨ndig fehlenden Einheiten wa¨re die
Anzahl an zu imputierenden Werten allerdings meist recht groß. Fu¨r diesen
Fall bieten sich daher Gewichtungsverfahren an. Im Gegensatz zu ga¨ngiger
Praxis wa¨re es allerdings von Vorteil, wenn alle die fu¨r eine valide Scha¨tzung
der asymptotischen Kovarianzmatrix notwendigen Informationen mit einem
solchen Datensatz ausgeliefert werden wu¨rden.
7.6 Veranschaulichung: Beispiel 7.4
Im folgenden Beispiel 7.4 soll das im letzten Abschnitt beschriebene Ver-
fahren zur semiparametrischen Scha¨tzung unter Verwendung von Gewich-
ten in einer Simulationsstudie mit der Scha¨tzung desselben einfachen Re-
gressionsmodells in Verbindung mit der Methode der multiplen Imputation
sowie unter Verwendung nur den vollsta¨ndig beobachteten Einheiten ver-
glichen werden.
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7.6.1 Beschreibung des Simulationsbeispiels
Mit Hilfe von SAS/IML wurden fu¨r jeweils 500 Simulationen unter jeder
der noch zu beschreibenden Bedingungen und fu¨r jedes Scha¨tzverfahren
Datensa¨tze wie im Folgenden beschrieben erzeugt. In einem ersten Schritt
wurden Variablen entsprechend dem zu scha¨tzenden Modell generiert. Das
interessierende Modell ist ein Modell fu¨r La¨ngsschnittdaten von der Form
E(yn|xn), mit yn = (yn1, yn2)′, n = 1, . . . , N (N = 500) und zwei Zeitpunk-
ten (T = 2), sowie einer Einflussgro¨ße xn = (xn1, xn2)
′. Dementsprechend
wurden zuna¨chst unter Verwendung des Zufallszahlengenerators RANUNI zur
Erzeugung von Werten von in [−1.732, 1.732] unabha¨ngig gleichverteilten
Variablen mit Erwartungswert null und Varianz eins, Werte fu¨r xnt erzeugt.
Diese wurden anschließend transformiert, so dass jeweils xn1 und xn2 mit
.5 miteinander korrelierten. Unabha¨ngig von den interessierenden Einfluss-
gro¨ßen wurden auf die gleiche Weise voneinander unabha¨ngig gleichverteilte
Variablen zn = (zn1, zn2)
′ mit Erwartungswerten null und Varianzen eins
realisiert und anschließend transformiert, so dass die Variablen zn1 und zn2
mit .7 miteinander korrelierten. Die Variablen z sind im Hinblick auf das
Regressionsmodell nicht von zentralem Interesse.
Die Responsevariable yn = (yn1, yn2)
′ wurde erzeugt, indem an den
beiden Zeitpunkten zu der Konstanten α0 = −1 die entsprechende, mit
dem Parameter β = 1 gewichtete Variable xnt sowie ein Fehlerterm addiert
wurde. Der Fehlerterm setzte sich additiv aus zwei Komponenten zusam-
men, na¨mlich 1/
√
5 ǫn und
√
4/5 zn. Werte fu¨r ǫn = (ǫn1, ǫn2)
′ wurden un-
abha¨ngig u¨ber die Einheiten aus der Gleichverteilung mit E(ǫn) = 0 und
var(ǫnt) = 1 (t = 1, 2) gezogen. Diese wurden anschließend transformiert,
so dass sie jeweils mit .7 miteinander korrelierten.
Wa¨hrend die Werte fu¨r x = (x′1, . . . ,x
′
N )
′ nur jeweils in der ersten
Simulation erzeugt und dann konstant gehalten wurden, wurden die Werte
fu¨r z = (z′1, . . . , zN )
′ ebenso wie fu¨r ǫ = (ǫ′1, . . . , ǫ
′
N )
′ in jeder Simulation
neu erzeugt.
Fu¨r das den Simulationen zugrundeliegende datengenerierende Modell
gilt E(yn|xn) = 12α0 + xnβ0. Gleichzeitig ist
f(xn2|yn1, xn1, zn1) = f(xn2|xn1)
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(vgl. 7.9, Seite 282 ).
In einem zweiten Schritt wurden Response-Indikatorvariablen erzeugt.
Dazu wurde zuna¨chst eine latente Variable r∗n2 als Funktion der Summe
von γ01, yn1γ02, zn1γ03, zn2γ04 und — unter Verwendung des Zufallszahlen-
generators RANNOR — eines nach N(0, 1) verteilten Fehlerterms generiert.
Die beobachtbare Response-Indikatorvariable rn2 nahm den Wert eins an
falls r∗n2 > 0 und den Wert null sonst.
Die Werte der Variablen yn2 und zn2 wurden auf ”
fehlend“ gesetzt, falls
rn2 = 0. Damit wurden alle realisierten Werte von yn1 und zn1 beobachtet
und, fu¨r γ04 = 0,
Pr(rn2 = 1|rn1 = 1,yn,xn, zn1) = Pr(rn2 = 1|rn1 = 1, yn1, zn1)
mit rn1 der entsprechenden Response-Indikatorvariablen zum Zeitpunkt t =
1, die fu¨r alle n = 1, . . . , N gleich eins ist (siehe 7.10, Seite 282).
U¨ber γ0 = (γ01, . . . , γ04)
′ kann gesteuert werden, ob die fehlenden Werte
MCAR, MAR oder NMAR sind. Fu¨r γ04 6= 0 sind sie NMAR. Fu¨r γ04 = 0
und γ02 6= 0 und beziehungsweise oder γ03 6= 0 sind sie MAR und fu¨r γ02 =
γ03 = γ04 = 0 sind sie MCAR. U¨ber γ01 la¨sst sich der Anteil an fehlenden
Werten festlegen. Fu¨r alle Simulationen wurde ein Anteil von etwa 40%
fehlender Werte (relativ zu N) erzeugt. Fu¨r γ0 wurde γ0 =
(
.27 0 0 0
)′
(MCAR), γ0 =
(−.1 −.4 .1 0)′ (MAR) beziehungsweise γ0 = (2.2 1 0 2)′
(NMAR) gewa¨hlt.
Fu¨r die hier durchgefu¨hrten Simulationen wurden drei verschiedene
Kompensationsverfahren betrachtet. Fu¨r die Analyse nur der vollsta¨ndig
beobachteten Fa¨lle blieben alle jene Einheiten unberu¨cksichtigt, die einen
fehlenden Werte fu¨r yn2 beziehungsweise zn2 aufwiesen.
Fu¨r eine multiple Imputationsmethode wurde aus den vollsta¨ndig be-
obachteten Fa¨llen zuna¨chst eine einfache Bootstrap-Stichprobe vom sel-
ben Umfang wie der vollsta¨ndig beobachtetet Teil der Stichprobe gezogen.
Ausgehend von dieser Stichprobe wurde eine einfache lineare Regression
von der am zweiten Zeitpunkt beobachteten Responsevariablen auf die am
ersten Zeitpunkt beobachteten Responsevariablen yn1, Einflussgro¨ßen xn1
und z-Variablen, sowie den am zweiten Zeitpunkt beobachteten Einfluss-
gro¨ßen xn2 unter Einbeziehung einer Konstanten gescha¨tzt. Ausgehend von
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diesen Scha¨tzwerten und den entsprechenden beobachteten Werten der un-
vollsta¨ndig beobachteten Einheiten wurden fu¨r letztere die bedingten Er-
wartungswerte der Responsevariablen am zweiten Zeitpunkt gescha¨tzt. Zu
jedem dieser bedingten Erwartungswerte wurde schließlich noch ein jeweils
aus den Residuen der gescha¨tzten Regression fu¨r die vollsta¨ndig beobach-
teten Fa¨lle zufa¨llig gezogenes Residuum addiert. Dieser Vorgang wurde je-
weils 20 mal wiederholt und lieferte damit 20 verschiedene Werte fu¨r jeden
fehlenden Wert.
Als dritte Kompensationsmo¨glichkeit wurde das im letzten Abschnitt
beschriebene Gewichtungsverfahren verwendet. Dazu wurde in einem er-
sten Schritt ein Probitmodell mit Responsevariable rn2 und Einflussgro¨ßen
yn1, xn1, xn2 und zn1 gescha¨tzt. Neben den entsprechenden Scha¨tzwerten
wurden die individuellen ersten Ableitungen der log-Likelihood-Funktion
des Probitmodells sn an das Modul zur Scha¨tzung der interessierenden Pa-
rameter α und β u¨bergeben. Als Alternative zur Scha¨tzung der Response-
wahrscheinlichkeiten wurden der wahre Parametevektor γ0 u¨bergeben.
Gescha¨tzt wurden die interessierenden Parameter unter Verwendung des
in Abschnitt 4.4 beschriebenen GEE-Ansatzes, hier allerding in einer ver-
einfachten Version fu¨r stetige Responsevariablen und T = 2 (vgl. (4.3), Seite
111). Fu¨r die Analyse unter Verwendung lediglich der vollsta¨ndig beobach-
teten Fa¨lle wurde zur Berechnung der Scha¨tzwerte verfahren wie in Ab-
schnitt 4.4 beschrieben. Als Kovarianzmatrix der Responsevariablen wurde
die Diagonalmatrix der empirischen Kovarianzmatrix der Responsevaria-
blen verwendet, das heißt die Korrelationsmatrix wurde fa¨lschlicherweise
als Einheitsmatrix modelliert.
Fu¨r die Scha¨tzung unter Verwendung der Methode der multiplen Im-
putation wurden wie oben beschrieben jeweils 20
”
plausible“ Werte fu¨r die
fehlenden Werte fu¨r yn2 erzeugt und jeweils 20 mal die Standardanalyse,
wie fu¨r den Fall unter Verwendung nur der vollsta¨ndig beobachteten Werte
beschrieben, verwendet. Dies fu¨hrt zu jeweils 20 Scha¨tzwerten fu¨r α und
β sowie 20 Scha¨tzwerten fu¨r deren asymptotische Varianzen. Diese wurden
kombiniert wie in Abschnitt 8.3 ausfu¨hrlich beschrieben und lieferten da-
mit die entsprechenden Scha¨tzwerte αˆ und βˆ beziehungsweise v̂ar(αˆ) und
v̂ar(βˆ). Die Anzahl an Freiheitsgraden wurden entsprechend (8.16) (Seite
7.6. Veranschaulichung: Beispiel 7.4 291
307) gescha¨tzt. Auch in diesem Fall wurde als Kovarianzmatrix der Respon-
sevariablen die Diagonalmatrix der empirischen Kovarianzmatrix verwen-
det.
Fu¨r die gewichtete Scha¨tzung wurde wie im letzten Abschnitt be-
schrieben vorgegangen. Als Kovarianzmatrix der Responsevariablen wurde
die Diagonalmatrix der empirischen Kovarianzmatrix der jeweils mit dem
Verha¨ltnis der Response-Indikatorvariablen zu gescha¨tzer beziehungsweise
wahrer Responsewahrscheinlichkeit multiplizierten Responsevariablen ver-
wendet. Die asymptotische Kovarianzmatrix des Scha¨tzers βˆ wurde u¨ber
(7.15) gescha¨tzt.
7.6.2 Simulationsergebnisse
U¨ber die jeweils 500 Simulationen wurden das arithmetische Mittel der in
jeder Simulation gewonnenen Scha¨tzwerte αˆ und βˆ (m), die Standardab-
weichung aus den u¨ber die Simulationen gemittelten Varianzscha¨tzungen
(ŝd), die Standardabweichung u¨ber die Simulationen sowie der Anteil an
Ablehnungen der Nullhypothese H0: θ = θ0 mit θ = α beziehungsweise
θ = β bei einem α = .05 berechnet (Abl.). Die Scha¨tzergebnisse basierend
auf den vollsta¨ndig beobachteten Einheiten sind in den Spalten cob, die-
jenigen ausgehend von den multipel imputierten in den Spalten MI20, die
unter Verwendung der wahren Gewichte in den Spalten πn0 und diejeni-
gen unter Verwendung der gescha¨tzten in den Spalten πˆn abgetragen. Die
Simulationsergebnisse sind in Tabelle 7.3 abgetragen.
Die Ergebnisse stu¨tzen die Erwartung, dass alle Verfahren unter der
MCAR-Bedingung zu validen Scha¨tzergebnissen fu¨hren. Ebenfalls zu er-
warten war, dass sowohl die Varianzen u¨ber die Simulationen als auch die
gescha¨tzten Varianzen fu¨r die Analyse, die lediglich auf den vollsta¨ndig be-
obachteten Einheiten basiert etwas gro¨ßer sind als fu¨r die anderen Verfah-
ren, denn erstere nutzt einen geringeren Teil der in den Daten verfu¨gbaren
Information. Fu¨r die Konstante α scheint das auf der multiplen Imputation
beruhende Verfahren — im Hinblick sowohl auf die Varianz der Scha¨tzer
u¨ber die Simulationen als auch auf die gescha¨tzten Varianzen — etwa so
effizient zu sein wie das Verfahren basierend auf den wahren Gewichten.
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Tabelle 7.3: Mittelwerte (m) der Scha¨tzwerte, Wurzel aus den gemit-
telten Varianzscha¨tzungen ( ŝd), Standardabweichung u¨ber jeweils 500
Simulationen und Anteil an Ablehnungen der Nullhypothese H0: θ = θ0
bei α = .05 (Abl.). Fehlende Werte sind MCAR, MAR oder NMAR.
Scha¨tzung unter Verwendung nur der vollsta¨ndig beobachteten Fa¨lle ( cob),
multipler Imputation mit jeweils 20
”
plausiblen Werten“ (MI20), wahren
(πn0) und gescha¨tzten ( πˆn) Responsewahrscheinlichkeiten. Anzahl an
Einheiten N = 500, Anzahl an Simulationen 500, Anteil an beobachteten
Werten ca. 60% (relativ zu N), wahre Parameterwerte α0 = −1, β0 = 1.
MCAR
αˆ βˆ
cob MI20 πn0 πˆn cob MI20 πn0 πˆn
m −1.006 −1.004 −1.005 −1.005 1.002 1.000 .9997 .9996
ŝd .0946 .0779 .0776 .0758 .0881 .0687 .0701 .0699
s .0940 .0786 .0778 .0765 .0839 .0706 .0722 .0723
Abl. .042 .05 .044 .052 .052 .05 .05 .048
MAR
αˆ βˆ
cob MI20 πn0 πˆn cob MI20 πn0 πˆn
m −1.546 −1.004 −1.008 −1.006 .8784 1.0011 .9972 .9974
ŝd .0898 .0800 .0805 .0775 .0792 .0691 .0733 .0724
s .0898 .0793 .0789 .0777 .0820 .0705 .0769 .0760
Abl. 1 .048 .052 .048 .344 .06 .058 .062
NMAR
αˆ βˆ
cob MI20 πn0 πˆn cob MI20 πn0 πˆn
m .0523 −.6580 −.5999 −.7261 .8111 .9684 .9605 .9640
ŝd .0630 .0772 .0658 .0664 .0579 .0612 .0618 .0634
s .0630 .0769 .1655 .1435 .0573 .0622 .0631 .0656
Abl. 1 .988 .904 .816 .886 .08 .112 .106
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Beide weisen gegenu¨ber dem auf den gescha¨tzten Gewichten basierenden
Verfahren eine etwas geringere Effizienz auf. Fu¨r den Steigungsparameter
β scheint das auf der multiplen Imputation basierende Verfahren dagegen
etwas effizienter zu sein. In diesem Fall sind die beiden Gewichtungsver-
fahren etwas weniger effizient. Der Anteil an Ablehnungen der jeweiligen
Nullhypothesen ist fu¨r alle Verfahren in einem akzeptablen Bereich von
etwa .05± .02.
Ebenfalls nicht u¨berraschend ist das Scha¨tzergebnis unter der MAR-Be-
dingung bei Verwendung nur der vollsta¨ndig beobachteten Fa¨lle. Die gemit-
telten Scha¨tzwerte weichen deutlich von den wahren Werten ab. Dement-
sprechend ist der Anteil an Ablehnungen der jeweiligen Nullhypothese un-
akzeptabel hoch. Dagegen fu¨hren sowohl Imputations- als auch Gewich-
tungsverfahren offensichtlich zu akzeptablen Ergebnissen. Im Hinblick auf
die drei betrachteten Verfahren zeigt sich bezu¨glich deren Effizienz dasselbe
Muster wie unter der MCAR-Bedingung. Fu¨r die Konstante scheinen die
Imputationsmethode und die Gewichtungsmethode, die die wahren Gewich-
te verwendet, zu etwas ineffizienteren Scha¨tzern zu fu¨hren als die Methode,
bei der die Gewichte gescha¨tzt werden. Umgekehrt fu¨hrt die Verwendung
des multipel imputierten Datensatzes fu¨r β offensichtlich zu effizienteren
Scha¨tzern als beide Gewichtungsverfahren.
Ein Vergleich der Gewichtungsverfahren weist auf den bereits theore-
tisch begru¨ndeten Effizienzunterschied zwischen der Verwendung der wah-
ren und der gescha¨tzten Gewichte hin. Wenn Unterschiede in den Varianzen
u¨ber die Simulationen beziehungsweise den gescha¨tzten Varianzen auftre-
ten, dann sind diese Varianzen und gescha¨tzten Varianzen bei Verwendung
der wahren Gewichte gro¨ßer als bei Verwendung der gescha¨tzten.
Neben den bereits genannten Kennwerten wurden die Verteilungen der
Scha¨tzwerte u¨ber die Simulationen unter Verwendung der von SAS bereit-
gestellten Prozedur PROC UNIVARIATE darauf getestet, ob die Normalvertei-
lungsannahme abgelehnt werden kann. Dieser Test fu¨hrte bei einem α = .05
in keinem Fall unter der MCAR- beziehungsweise MAR-Bedingung zu einer
Ablehnung.
Unter der NMAR-Bedingung fu¨hrt keines der verwendeten Verfahren
zu akzeptablen Ergebnissen, wobei die Verfahren, die auf dem multipel im-
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putierten Datensatz beziehungsweise den Gewichten basieren immer noch
zu
”
besseren“ Ergebnissen, im Sinne geringerer Abweichungen der mittle-
ren Scha¨tzwerte von den wahren Werten und geringeren — aber immer
noch zu hohen — Anteilen an Ablehnungen der Nullhypothese fu¨hren. Hier
wird in zwei Fa¨llen die Hypothese der Normalverteilung der Scha¨tzwerte
abgelehnt, na¨mlich fu¨r αˆ unter Verwendung der Gewichtungsverfahren.
Die hier verwendeten Scha¨tzgleichungen, bei denen die gescha¨tzten Ge-
wichte zum Einsatz kommen, fu¨hren — zumindest in den hier betrachteten
Fa¨llen — offensichtlich nicht zu effizienteren Scha¨tzern als die Scha¨tzer ba-
sierend auf den multipel imputierten Datensa¨tzen. Wie bereits erwa¨hnt be-
fassen sich Rotnitzky und Robins (1997) beziehungsweise Rotnitzky, Robins
und Scharfstein (1998) mit einer semiparametrisch (asymptotisch) effizien-
ten Scha¨tzung. Dabei werden im Hinblick auf die asymptotische Varianz
optimale Scha¨tzgleichungen betrachtet, wobei auch die Variablen zn zur
Erho¨hung der Effizienz der Scha¨tzer αˆ und βˆ beru¨cksichtigt werden.
Abschließend zu den Simulationsergebnissen sei noch erwa¨hnt, dass die
Gewichtungsverfahren in einer weiteren Simulation durchaus bereits un-
ter der MAR-Bedingung zu problematischen Ergebnissen fu¨hrte. So lieferte
etwa das Verfahren unter Verwendung der wahren Gewichte fu¨r β als mitt-
leren Scha¨tzwert .9768 und unter Verwendung der gescha¨tzten Gewichte
.9782. Der Anteil an Ablehungen war mit .064 beziehungsweise .08 in erste-
rem Fall akzeptabel in Letzterem nicht mehr. Dieses Ergebnis trat bei einer
extremeren Wahl des Wertes γ0 auf und la¨sst sich auf numerische Probleme
bei der Division durch die (gescha¨tzten) Gewichte zuru¨ckfu¨hren.
Kapitel 8
Kompensation bei fehlenden
Werten: Multiple
Imputation
Ausgangspunkt fu¨r die Erzeugung der zu imputierenden Werte ist der in
Abschnitt 8.1 dargestellte Bayes-Ansatz. Die Beurteilung der Gu¨te dieser
Vorgehensweise im design-basiert frequentistischen Kontext ist in Abschnitt
8.2 dargestellt. Unter Verwendung eines Bayes-Modells werden fu¨r jeden
nicht beobachteten Wert M
”
plausible“ Werte simuliert. Man erha¨lt da-
mit M vervollsta¨ndigte Datensa¨tze, wovon jeder mit einem fu¨r vollsta¨ndige
Datensa¨tze, das heißt Datensa¨tze, die nicht von fehlenden Werten betroffen
sind, u¨blichen Programm ausgewertet werden kann. Unter weiter unten aus-
gefu¨hrten Voraussetzungen ko¨nnen Ergebnisse fu¨r diese M Datensa¨tze auf
einfache Weise kombiniert werden und ermo¨glichen eine Inferenz, bei der
die Tatsache fehlender Werte angemessen beru¨cksichtigt werden kann und
die design-basiert frequentistischen Gu¨tekriterien genu¨gt. Wie die entspre-
chende Inferenz erfolgt, ist in Abschnitt 8.3 beschrieben. Die Abschnitte
8.4 und 8.5 befassen sich mit den Verfahren zur Erzeugung der M zu im-
putierenden Werte bei (asymptotisch) ignorierbaren beziehungsweise nicht
ignorierbaren Missingmechanismen. Da vielen Anwendungen ein modell-
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basiert frequentistischer Ansatz zugrundeliegt, ist eine modell-basiert fre-
quentistische Interpretation der Bayesianischen Begru¨ndung Gegenstand
des Abschnitts 8.6. In Abschnitt 8.7 wird auf einige der mit der Metho-
de der multiplen Imputation verbundenen Fragen und mo¨glichen Probleme
eingegangen. Abschnitt 8.8 veranschaulicht auf dem modell-basiert frequen-
tistischen Hintergrund einige der in diesem Kapitel behandelten Konzepte
mit Hilfe einer Simulation.
8.1 Bayesianische Begru¨ndung
Die interessierende und zu scha¨tzende, eventuell mehrdimensionale Gro¨ße,
eine Funktion der in der endlichen Population vorliegenden Werte, wird mit
q = q(u) bezeichnet1, wobei u ein Vektor bestehend aus N+ Subvektoren
der Dimension (P×1), un = (un1, . . . , unP )′ ist mitN+ (n = 1, . . . , N+) der
Anzahl an Elementen der endlichen Population und P (p = 1, . . . , P ) der
Anzahl an erhobenen Merkmalen pro Element oder Einheit. Meist werden
zusa¨tzlich zu u noch weitere Variablen beru¨cksichtigt, etwa regionale Infor-
mationen, die, in einem zusa¨tzlichen Datenvektor zusammengefasst, fu¨r alle
Einheiten einer endlichen Population beobachtet werden. Der einfacheren
Darstellung wegen wird darauf im Folgenden zuna¨chst verzichtet.
Aus dieser endlichen Population wird eine Zufallsstichprobe (siehe Ab-
schnitt 2.3) vom Umfang N (N ≤ N+) gezogen. Die Elemente des (N+P ×
1)-Vektors s, snp, auch als Selektions-Indikatorvariablen bezeichnet, geben
an, ob der Wert des p-ten Merkmals der n-ten Einheit in die Stichprobe
gezogen wird (snp = 1) oder nicht (snp = 0). Die Wahrscheinlichkeits-
verteilung dieser Zufallsvariablen ist durch das verwendete Ziehungsde-
sign gegeben. Nicht alle Merkmale aller fu¨r die Stichprobe ausgewa¨hlten
Einheiten werden im Allgemeinen auch beobachtet. Der Vektor r ist ein
(N+P × 1)-Vektor von Response-Indikatorvariablen, wobei die Realisatio-
nen der Elemente rnp angeben, ob der Wert des Merkmals unp beobachtet
1Die in diesem Kapitel verwendete Notation weicht teilweise etwas von der in der rest-
lichen Arbeit verwendeten Notation ab. Diese Unterschiede sind den zugrundeliegenden
unterschiedlichen statistischen Ansa¨tzen geschuldet.
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wird (rnp = 1) oder nicht (rnp = 0). Fu¨r alle Einheiten, die nicht in eine
konkrete Stichprobe gezogen werden, nehmen die entsprechenden Subvek-
toren in r die Werte null an.
Im Folgenden sei weiterhin obs = {(n, p)|snp = 1 und rnp = 1}, mis =
{(n, p)|snp = 1 und rnp = 0}, com = {(n, p)|snp = 1}, so dass sich ucom =
(u′obs,u
′
mis)
′ schreiben la¨sst, und nob = {(n, p)|snp = 0 oder rnp = 0}. Die
Menge jener Variablen aus u, deren Werte nicht beobachtet wurden, wird
dementsprechend mit unob bezeichnet, so dass u = (u
′
obs,u
′
nob)
′.
Die Begru¨ndung der Methode der multiplen Imputation basiert auf ei-
nem Bayes-Ansatz mit dem Ziel einer Inferenz bezu¨glich q = q(u), einer
Gro¨ße in endlicher Population. Neben den Selektions- und Response-Indi-
katorvariablen wird im Gegensatz zu einem design-basiert frequentistischen
Ansatz auch fu¨r u ein Modell spezifiziert. Im Gegensatz zu einem Bayes-
Ansatz mit einer
”
Superpopulations“-Perspektive (vgl. Abschnitt 2.3), bei
dem die interessierende Gro¨ße als ein Parameter des Modells aufgefasst
wird, ist die hier betrachtete Gro¨ße q nicht notwendigerweise eine Funkti-
on der Modellparameter.
Ausgehend von einem Modell fu¨r alle beteiligten Zufallsvariablen erha¨lt
man die a posteriori Verteilung fu¨r unob, f(unob|uobs, rcom, s), mit de-
ren Hilfe in Verbindung mit den beobachteten Werten uobs, rcom und s
die a posteriori Verteilung von q bei Vorliegen nicht beobachteter Werte,
p(q|uobs, rcom, s), u¨ber
p(q|uobs, rcom, s) =
∫
A(q)
f(unob|uobs, rcom, s) dunob,
mit A(q) = {unob|q(u) = q} und q jeweils einem festen Wert, be-
stimmt werden kann. Dabei ist p(·|·) je nach Kontext eine bedingte Wahr-
scheinlichkeit oder Wahrscheinlichkeitsdichte. Die a posteriori Verteilung
p(q|uobs, rcom, s) spiegelt das Wissen u¨ber die Gro¨ße q im Lichte der be-
obachteten Daten wider. Wu¨rden alle Werte der endlichen Population be-
obachtet, dann wa¨re p(q|uobs, rcom, s) eine degenerierte Verteilung mit der
gesamten Wahrscheinlichkeitsmasse auf einem Punkt, dem Wert fu¨r q in
der endlichen Population. Die a posteriori Verteilung von q, wenn die Wer-
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te aller Merkmale aller erhobenen Einheiten beobachtet werden, la¨sst sich
entsprechend anschreiben.
Die a posteriori Verteilung p(q|uobs, rcom, s) ist, wie sich leicht zeigen
la¨sst, gleich dem bezu¨glich der a posteriori Verteilung der fehlenden Werte
gebildeten Mittel von p(q|ucom, rcom, s),
p(q|uobs, rcom, s) =∫
p(q|ucom, rcom, s)f(umis|uobs, rcom, s) dumis.
Seien qˆ = qˆ(ucom, rcom, s) und V = V(ucom, rcom, s) Scha¨tzer fu¨r die
interessierende Gro¨ße q und die Kovarianzmatrix von (qˆ−q) undMittel und
Kovarianzmatrix der a posteriori Verteilung von q ausgehend von einem
jeweils vervollsta¨ndigten Datensatz. Dann ist
E(q|uobs, rcom, s) = E(E(q|ucom, rcom, s)|uobs, rcom, s)
= E(qˆ|uobs, rcom, s) (8.1)
und
Cov(q|uobs, rcom, s) = E(Cov(q|ucom, rcom, s)|uobs, rcom, s)
+ Cov(E(q|ucom, rcom, s)|uobs, rcom, s)
= E(V|uobs, rcom, s) + Cov(qˆ|uobs, rcom, s) (8.2)
(Rubin, 1987, S. 84). Die Beziehungen (8.1) und (8.2) weisen auf eine ein-
fache Mo¨glichkeit hin das a posteriori Mittel sowie die a posteriori Varianz
zu simulieren.
Fu¨r M unabha¨ngige Ziehungen aus der a posteriori Verteilung
von umis ko¨nnen M Werte qˆ
∗
m = qˆ(um,com, rcom, s) sowie V
∗
m =
Cov(q|um,com, rcom, s) der Scha¨tzer qˆ und V, mit um,com dem m-ten ver-
vollsta¨ndigten Datensatz (m = 1, . . . ,M), berechnet werden. Man erha¨lt
q¯∞ = lim
M→∞
1
M
M∑
m=1
qˆ∗m = E(qˆ|uobs, rcom, s), (8.3)
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V¯W,∞ = lim
M→∞
1
M
M∑
m=1
V∗m = E(V|uobs, rcom, s) (8.4)
und
VB,∞ = lim
M→∞
1
M
M∑
m=1
(qˆ∗m − q¯∞)(qˆ∗m − q¯∞)′
= Cov(qˆ|uobs, rcom, s). (8.5)
Mit (8.1) und (8.3) ist nun
E(q|uobs, rcom, s) = q¯∞ (8.6)
und mit (8.2), (8.4) und (8.5) erha¨lt man
Cov(q|uobs, rcom, s) = VT,∞, (8.7)
wobei
VT,∞ = V¯W,∞ +VB,∞. (8.8)
Anders ausgedru¨ckt geht der Mittelwert u¨ber die qˆ∗m fu¨r großesM gegen das
Mittel der a posteriori Verteilung von q gegeben die beobachteten Daten.
Fu¨r unabha¨ngige Ziehungen aus der entsprechenden a posteriori Verteilung
von umis gilt dies entsprechend fu¨r den Mittelwert u¨ber die Kovarianzma-
trizen V∗m. Die a posteriori Kovarianzmatrix Cov(q|uobs, rcom, s) = VT,∞
(
”
Total“) ergibt sich einerseits aus dem a posteriori Mittel der Kovari-
anzmatrizen, V¯W,∞ (”
W ithin“), und andererseits aus der Kovarianzmatrix
der a posteriori Mittel, VB,∞ (”
Between“), ausgehend von den jeweils ver-
vollsta¨ndigten Datensa¨tzen.
Die Kovarianzmatrizen in (8.8) ko¨nnen mit Konzepten der Informati-
on der beobachteten Stichprobe und der Information des fehlenden Teils
der Stichprobe u¨ber die interessierende Gro¨ße in Verbindung gebracht wer-
den. Sei V−1T,∞ die Information der beobachteten Stichprobe und V¯
−1
W,∞ die
erwartete Gesamtinformation wenn umis beobachtet werden wu¨rde (vgl.
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(8.2) und (8.4)). Die Information des fehlenden Teils der Stichprobe la¨sst
sich dann als V¯
−1
W,∞−V−1T,∞ schreiben und der Anteil an ”fehlender“ Infor-
mation ist
Γ∞ = V
−1/2
T,∞ VB,∞V
−1/2
T,∞ ,
wobei VB,∞ die Zunahme in der a posteriori Varianz von q, die auf das
Fehlen der Werte zuru¨ckzufu¨hren ist, widerspiegelt. Statt der gesamten
Kovarianzmatrix wird der Vektor γ∞ der Eigenwerte der Matrix Γ∞ be-
trachtet. Die Elemente von γ∞ entsprechen dem jeweiligen Anteil an In-
formation bezu¨glich der Komponenten in q, der auf die fehlenden Werte
zuru¨ckzufu¨hren ist. Fu¨r skalares q ist der Anteil an
”
fehlender“ Informa-
tion entsprechend γ∞ = r∞/(r∞ + 1), mit r∞ = vB,∞/v¯W,∞, wobei vB,∞
und v¯W,∞ die skalaren Versionen von VB,∞ und V¯W,∞ sind.
In vielen Fa¨llen, vor allem in großen Stichproben, ist die Normalvertei-
lung zumindest als approximative Verteilung eine begru¨ndbare a posteriori
Verteilung, so dass als weitere Grundlage
(q− q¯∞)|uobs, rcom, s a∼ N(0,VT,∞)
vorausgesetzt werden soll. Zu beachten ist, dass im Rahmen des hier
beschriebenen Bayes-Ansatzes q als Zufallsvariable bei festem q¯∞ auf-
gefasst wird. Mit dieser Verteilungsannahme ko¨nnen nun etwa Bayes-
Bereiche (auch:
”
highest posterior density regions“, HPD-Bereiche), das
heißt Scha¨tzbereiche fu¨r die interessierende Gro¨ße nach Beobachtung der
Werte, fu¨r eine Bayes-Inferenz bestimmt werden (siehe Rubin, 1987, S. 59
ff. und S. 86).
Bislang stand jeweils die a posteriori Verteilung p(q|ucom, rcom, s), das
heißt die a posteriori Verteilung ausgehend von einem vervollsta¨ndigten
Datensatz, im Zentrum der Betrachtungen. Fu¨r einen im Bayes-Sinne igno-
rierbaren Selektionsmechanismus ist, wie sich leicht zeigen la¨sst, diese a
posteriori Verteilung gleich der a posteriori Verteilung von q, bei der die
Selektions-Indikatorvariable unberu¨cksichtigt bleibt. Ignorierbar im Bayes-
Sinne ist ein Selektions- oder auch Missingmechanismus dann, wenn die
nicht beobachteten Werte zufa¨llig fehlen und die Parameter des Modells der
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interessierenden Variablen und des Selektions- beziehungsweise Missingme-
chanismus distinkt sind (vgl. die Abschnitte 6.2 und 6.4.1). Im Gegensatz
zum Missingmechanismus ist die Annahme zumindest einer asymptotischen
Ignorierbarkeit des Selektionsmechanismus in vielen Analysesituationen, in
denen wissenschaftliche Umfragedatensa¨tze verwendet werden, die auf Zu-
fallsstichproben basieren, plausibel. Fu¨r eine ausfu¨hrliche Diskussion und
Begru¨ndung siehe Little (1982) oder Rubin (1987, Kap. 2).
Bei der Auswertung von Datensa¨tzen ist allerdings auch die a poste-
riori Verteilung p(q|ucom, rcom) nicht die eigentlich interessierende Vertei-
lung. Stattdessen steht im Allgemeinen die Verteilung p(q|ucom) im Mit-
telpunkt, das heißt die a posteriori Verteilung von q ausgehend von einem
vollsta¨ndigen Datensatz. Wenn die Verwendung der a posteriori Verteilung
p(q|ucom, rcom) nicht zumindest approximativ zu denselben Ergebnissen
fu¨hrt wie die Verwendung von p(q|ucom), dann wa¨re bei einer Auswertung
vervollsta¨ndigter Datensa¨tze auf die realisierten Werte von rcom zu bedin-
gen. In diesem Fall ko¨nnte eine Datennutzer nicht die bei Datensa¨tzen ohne
fehlende Werte verwendeten Standardmethoden auf die vervollsta¨ndigten
Datensa¨tze anwenden.
Es la¨sst sich zeigen, dass die beiden a posteriori Verteilungen identisch
sind, wenn der Missingmechanismus ignorierbar ist. Fu¨r große Stichprobe-
numfa¨nge gilt dies meist zumindest approximativ, auch wenn der Missing-
mechanismus nicht ignorierbar ist (Rubin, 1987, S. 102 ff.). Damit lassen
sich im Allgemeinen auf die vervollsta¨ndigten Datensa¨tze die gleichen Pro-
gramme anwenden wie auf die vollsta¨ndigen.
8.2 Design-basiert frequentistische Gu¨tebeurtei-
lung
Obwohl bayesianisch motiviert, ist die Methode der multiplen Imputation
nach Rubin (1987, 1996) im Hinblick auf die design-basiert frequentistischen
Eigenschaften der resultierenden Scha¨tzer zu beurteilen.
Dabei wird davon ausgegangen, dass der Scha¨tzer qˆ = qˆ(ucom, s) ba-
sierend auf der vollsta¨ndigen Stichprobe, gegeben die wahren und festen
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Daten u, asymptotisch unverzerrt fu¨r den wahren Wert und normalverteilt
ist, mit einer Kovarianzmatrix VW,0, die mit V = V(ucom, s) asymptotisch
unverzerrt und mit einer Variabilita¨t, die deutlich kleiner ist, als diejeni-
ge von qˆ|u, gescha¨tzt wird. Dabei ist die Zufallsvariable s. Trifft dies zu,
dann wird eine entsprechende Inferenz als design-valide (auch
”
randomi-
zation“-valide, Rubin, 1987, 1996) bezeichnet. Analog zur Situation ohne
fehlende Werte ist eine design-basierte Inferenz unter Verwendung multipel
imputierter Werte mitM =∞ design-valide, wenn — unter dem angenom-
menen Missingmechanismus und dem spezifizierten Ziehungsmechanismus
— q¯∞|u, jetzt als Zufallsvariable betrachtet, asymptotisch unverzerrt fu¨r
den wahren Wert und normalverteilt ist mit Kovarianzmatrix VT,0, die
mit VT,∞ asymptotisch unverzerrt und mit einer Variabilita¨t, die deut-
lich kleiner ist, als diejenige von qˆ∞|u, gescha¨tzt werden kann (Rubin,
1987, 1996). Zufallsvariablen sind in diesem Fall r und s. Der Ausdruck
”
unter dem angenommenen Missingmechanismus“ weist darauf hin, dass
eine solche Inferenz nicht nur dann design-valide ist, wenn der wahre Mis-
singmechanismus korrekt modelliert wird. Tatsa¨chlich ist ein wesentlicher
Punkt bei der Anwendung der Methode der multiplen Imputation die Ver-
wendung verschiedener mo¨glicher Modelle fu¨r den Missingmechanismus um
die Sensitivita¨t der Schlussfolgerungen gegenu¨ber verschiedenen plausiblen
Annahmen u¨berpru¨fen zu ko¨nnen. Die Frage ist nun, unter welchen Be-
dingungen eine Inferenz unter multipler Imputation in diesem Sinne, also
design-valide ist.
Hinreichende Bedingungen dafu¨r, dass eine design-basierte Inferenz un-
ter wiederholt imputierten Werten mit M = ∞ design-valide ist, sind er-
stens, dass die design-basierte Inferenz ausgehend von dem vollsta¨ndigen
Datensatz design-valide ist und, zweitens, dass die Multiple-Imputations-
Methode in einem noch zu spezifizierenden Sinne geeignet ist.
Die erste Bedingung ist eine, ausgehend von vollsta¨ndigen Datensa¨tzen,
im Allgemeinen u¨bliche Grundlage einer Analyse und wurde daher bereits
vorausgesetzt. Eine Multiple-Imputations-Methode ist dann fu¨r die Statisti-
ken qˆ(ucom, s) und V(ucom, s) geeignet , wenn die folgenden Voraussetzun-
gen erfu¨llt sind:
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1. Ausgehend von den Statistiken q¯∞ und VB,∞ sind design-basierte
Inferenzen bezu¨glich qˆ = qˆ(ucom, s) bei festem u und s ausgehend
von einer Multiplen-Imputations-Methode mit M = ∞ unter dem
angenommenen Missingmechanismus design-valide, das heißt q¯∞ ist
asymptotisch unverzerrt fu¨r qˆ(ucom, s) und normalverteilt,
q¯∞|u, s a∼ N(qˆ,VB),
mit VB = VB(ucom, s), und VB wird durch VB,∞ asymptotisch un-
verzerrt gescha¨tzt mit einer Variabilita¨t, die deutlich kleiner ist, als
diejenige von qˆ∞|u, s. Dabei ist VB = Cov(q¯∞|u, s).
2. Fu¨r festes u und s ist V¯W,∞ unter dem angenommenen Missingme-
chanismus und M =∞ asymptotisch unverzerrt fu¨r V = V(ucom, s)
mit deutlich geringerer Variabilita¨t als q¯∞|u, s.
3. U¨ber wiederholte Stichprobenziehungen bei festem u ist VB asym-
ptotisch unverzerrt fu¨r VB,0 = E(VB |u) mit einer Variabilita¨t, die
deutlich geringer ist als diejenige von qˆ = qˆ(ucom, s), dem Scha¨tzer
ausgehend von einem nicht von fehlenden Werten betroffenen Daten-
satz.
Anders ausgedru¨ckt ist, von den eher technischen Voraussetzungen abgese-
hen, eine Multiple-Imputations-Methode dann geeignet, wenn die jeweilige
Inferenz bezu¨glich qˆ undV unter dem angenommenen Missingmechanismus
design-valide ist. Dabei werden die Werte qˆ und V der vollsta¨ndigen Stich-
probe als — ausgehend von der beobachteten Stichprobe — zu scha¨tzende
Gro¨ßen in endlicher Population aufgefasst. Bei dieser bedingten Sichtweise
werden lediglich die Response-Indikatorvariablen als Zufallsvariablen be-
trachtet2.
Wenn die gewa¨hlte Multiple-Imputations-Methode in diesem Sinne ge-
eignet ist und die Inferenz ausgehend von dem urspru¨nglichen, noch voll-
sta¨ndigen Datensatz design-valide ist, dann, so la¨sst sich zeigen, ist auch
2Zu beachten ist, dass Grundlage der dritten Voraussetzung die Verteilung u¨ber
Selektions- und Response-Indikatorvariablen ist.
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die Inferenz ausgehend von dem multipel vervollsta¨ndigten Datensatz un-
ter dem angenommenen Missingmechanismus design-valide (Rubin, 1987,
S. 119–120), das heißt q¯∞|u ist asymptotisch unverzerrt fu¨r q und normal-
verteilt mit Varianz VT,0, die mit VT,∞ = VW,∞ + VB,∞ asymptotisch
unverzerrt und mit einer Variabilita¨t, die deutlich kleiner ist, als diejeni-
ge von qˆ∞|u, gescha¨tzt werden kann (siehe auch Rubin, 1996, S. 478).
Die Frage, die sich von einem praktischen Standpunkt aus stellt ist, wel-
che Multiple-Imputations-Methoden unter einem angenommenen Missing-
mechanismus fu¨r eine mo¨glichst große Bandbreite an Scha¨tzern qˆ(ucom, s)
und V(ucom, s) in diesem Sinne geeignet sind.
Rubin (1987, S. 125 f.) gibt einige Beispiele sowie eine heuristische Be-
gru¨ndung dafu¨r, dass in großen Stichproben eine Methode tendenziell dann
geeignet ist, wenn die zu imputierenden Werte unter einem angenommenen
Missingmechanismus und einem passenden Modell fu¨r die Daten Ziehun-
gen aus einer a posteriori Verteilung, einem Bayes-Modell, approximieren.
Unter einem passenden Modell wird dabei ein Modell verstanden, so dass
entsprechend den ersten beiden Bedingungen fu¨r eine geeignete Multiple-
Imputations-Methode, das a posteriori Mittel q¯∞ (siehe (8.6)) und die a po-
steriori Kovarianzmatrix V¯W,∞ (siehe (8.7)) approximativ unverzerrt sind
fu¨r qˆ = qˆ(ucom, s) und V(ucom, s), das heißt
E(q¯∞|u, s) .= qˆ(ucom, s) (8.9)
und
E(V¯W,∞|u, s) .= V(ucom, s). (8.10)
Die heuristische Begru¨ndung fu¨r dieses Ergebnis verla¨uft folgendermaßen.
Bezu¨glich der ersten Voraussetzung fu¨r eine geeignete Imputations-Methode
la¨sst sich fu¨r große Stichproben unter recht schwachen Bedingungen und
geeigneten a priori Verteilungen zeigen, dass unter wiederholten Ziehungen
bei Geltung von (8.9) die Verteilung des a posteriori Mittels gegen eine
entsprechende Normalverteilung geht und die a posteriori Kovarianzmatrix
mit einer hinreichend geringen Variabilita¨t asymptotisch unverzerrt ist fu¨r
VB (Rubin, 1987, S. 65 ff.). Wichtig ist dabei, dass eine Fokussierung auf
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die Erfu¨llung der Bedingung (8.9) alleine im Allgemeinen nicht ausreichend
ist, denn u¨ber diese hinaus sollte entsprechend der ersten Bedingung VB
durch VB,∞ approximativ unverzerrt gescha¨tzt werden. Die Verwendung
eines Modells zu Generierung der zu imputierenden Werte, die Ziehungen
aus einer a posteriori Verteilung zumindest approximieren, tendiert dazu
auch diese, oft u¨bersehene Bedingung zu erfu¨llen. Die Vernachla¨ssigung
dieser Varianzkomponente fu¨hrt zu einer systematischen Unterscha¨tzung
der Varianz. Die Erfu¨llung der zweiten Voraussetzung kann schließlich un-
ter Verwendung von (8.10) mit Hilfe der u¨blichen Argumente in großen
Stichproben begru¨ndet werden. Die dritte Voraussetzung la¨sst sich a¨hnlich
wie die zweite Voraussetzung mit Hilfe großer Stichproben begru¨nden.
8.3 Inferenz fu¨r endliches M
Bei der Anwendung steht jeweils nur eine begrenzte Anzahl an imputierten
Werten zur Verfu¨gung, M ist endlich. In diesem Abschnitt soll daher auf
die Inferenz ausgehend von einer endlichen Anzahl an imputierten Werten
eingegangen werden. Wie im vorangegangenen Abschnitt soll auch hier kei-
ne detaillierte Ableitung erfolgen, sondern die Begru¨ndung der asymptoti-
schen Verteilung der Statistiken u¨ber wiederholte Ziehungen der beteiligten
Zufallsvariablen
q¯M =
1
M
M∑
m=1
qˆ∗m, (8.11)
V¯W,M =
1
M
M∑
m=1
V∗m (8.12)
und
VB,M =
1
M − 1
M∑
m=1
(qˆ∗m − q¯M )(qˆ∗m − q¯M )′ (8.13)
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bei festem u fu¨r endlichesM und geeignete Imputations-Methoden lediglich
skizziert werden. Fu¨r eine ausfu¨hrlichere Darstellung siehe Rubin (1987, S.
128–132).
Die Ableitung der asymptotischen Verteilung von (q¯M , V¯W,M ,VB,M )|u
basiert auf den Annahmen, dass (1) die Stichproben hinreichend groß, (2)
die gewa¨hlten Imputations-Methoden geeignet und (3) die Inferenzen aus-
gehend von den vollsta¨ndigen Datensa¨tzen design-valide sind.
Fu¨r den ersten Schritt wird Bedingung (1) beno¨tigt. Diese soll gewa¨hr-
leisten3, dass die a posteriori Mittel ausgehend von den vervollsta¨ndigten
Datensa¨tzen, qˆ∗m|u, r, s, zumindest approximativ als M unabha¨ngige Zie-
hungen aus einer Normalverteilung mit Erwartungswert q¯∞ und Varianz
VB,∞ aufgefasst werden ko¨nnen und, dass die a posteriori Kovarianzen
ebenfalls ausgehend von den vervollsta¨ndigten Datensa¨tzen, V∗m|u, r, s, zu-
mindest approximativ als M — auch von den a posteriori Mitteln — un-
abha¨ngige Ziehungen aus einer Verteilung mit Erwartungswert V¯W,∞ und
mit einer Variabilita¨t, die deutlich kleiner ist als diejenige von qˆ∗m|u, r, s,
aufgefasst werden ko¨nnen. Diese Verteilungsaussagen ko¨nnen in vielen ga¨n-
gigen Situationen unter recht allgemeinen Bedingungen, wenn es sich bei
den Ziehungen der fehlenden Werte um unabha¨ngige Ziehungen aus einer
auf Bayes-Modellen fu¨r u und r|u basierenden a posteriori — oder einer
diese approximierenden — Verteilung der von fehlenden Werten betroffe-
nen Variablen handelt, als erfu¨llt angenommen werden. In vielen Fa¨llen gilt
dies auch dann, wenn die beteiligten Modelle nicht korrekt spezifiziert sind
(Rubin, 1987, S. 129). Wegen ihrer recht allgemeinen Gu¨ltigkeit wird diese
Bedingung im Folgenden als erfu¨llt vorausgesetzt.
In mehreren Schritten, beginnend bei den Verteilungen von q¯M |u, r, s
sowie V¯W,M |u, r, s und unter Verwendung der Bedingungen (1)–(3) des
Abschnitts 8.2 erha¨lt man unter recht allgemeinen Voraussetzungen: q¯M |u
ist asymptotisch unverzerrt fu¨r q und normalverteilt mit Kovarianzma-
trix VW,0 + (1 + M
−1)VB,0, wobei VB,0 = E(VB |u). Weiterhin ist
3Da qˆ∗m und V¯
∗
m nur u¨ber uobs und rcom von u und r abha¨ngen, wird anstatt
qˆ∗m|uobs, rcom, s und V¯
∗
m|uobs, rcom, s im Folgenden ku¨rzer qˆ
∗
m|u, r, s und V¯
∗
m|u, r, s ge-
schrieben.
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V¯W,M |u asymptotisch unverzerrt fu¨r VW,0 mit deutlich kleinerer Variabi-
lita¨t als q¯M |u und ((M−1)VB,M )|u folgt asymptotisch einer multivariaten
Wishart-Verteilung mit Kovarianzmatrix VB,0 und (M − 1) Freiheitsgra-
den. Die drei Zufallsvariablen q¯M , V¯W,M und ((M−1)VB,M ) sind, gegeben
u, unabha¨ngig. Damit kann in großen Stichproben mit der Approximation
q¯M |u ∼ N(q,VW,0 + (1 +M−1)VB,0), (8.14)
mit VT,M = V¯W,M + (1 + M
−1)VB,M einem asymptotisch unverzerrten
Scha¨tzer fu¨r VW,0 + (1 +M
−1)VB,0 gearbeitet werden.
8.3.1 Inferenz bezu¨glich einer skalaren Gro¨ße
Fu¨r die Inferenz bezu¨glich einer skalaren Gro¨ße erha¨lt man
q¯M − q√
vT,M
ist approximativ tνM -verteilt, (8.15)
mit vT,M dem Varianzscha¨tzer fu¨r qM , das heißt der skalaren Version von
VT,M , wobei hier und im Folgenden die Bedingung ”
fu¨r festes u“ notationell
unberu¨cksichtigt bleibt. Als Anzahl an Freiheitsgraden schla¨gt Rubin (1987,
S. 130)
νM = (M − 1)(1 + r−1M )2 =
(M − 1)
γˆ2M
, (8.16)
vor, wobei
rM =
(1 +M−1)vB,M
v¯W,M
(8.17)
und
γˆM =
(1 +M−1)vB,M
vT,M
, (8.18)
mit v¯W,M und vB,M den skalaren Versionen von V¯W,M und VB,M . Weiter-
hin ist γˆM eine Approximation an γM , einen Kennwert, der den Anteil an
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Information, der auf die fehlenden Werte zuru¨ckzufu¨hren ist, angibt. Die-
ser ist ausgehend von dem Konzept der Information bezu¨glich q als dem
Mittel der negativen zweiten Ableitung der logarithmierten a posteriori
tνM -Verteilung (8.15) bei gegebenem M mit (8.16) und (8.17) (vgl. Rubin
1987, S. 93)
γM =
rM + 2/(νM + 3)
rM + 1
(vgl. Abschnitt 8.1).
Mit einer wachsenden Anzahl an Imputationen oder einem kleiner wer-
denden Verha¨ltnis von vB,M zu vT,M wa¨chst auch die Anzahl an Freiheits-
graden, so dass die t-Verteilung gegen die Standardnormalverteilung geht.
Die Bayesianisch begru¨ndete Ableitung dieser Anzahl an Freiheitsgraden
basiert auf der Annahme, dass Analysen ausgehend von großen vollsta¨ndi-
gen Datensa¨tzen auf asymptotischen Methoden und der damit verbunde-
nenen Normalverteilungs-Annahme beruhen, das heißt die Anzahl an Frei-
heitsgraden gegen unendlich geht. Insbesondere in kleineren Datensa¨tzen,
in denen stattdessen von einer t-Verteilung ausgegangen wird, mit einer
geringen Anzahl an fehlenden Werten kann die so berechnete Anzahl an
Freiheitsgraden deutlich gro¨ßer werden als die Anzahl an Freiheitsgraden
ausgehend von der vollsta¨ndigen Stichprobe. Barnard und Rubin (1999)
schlagen daher als adjustierte Anzahl an Freiheitsgraden
˜˜νM = νM
(
1 +
νM
νˆobs
)−1
(8.19)
vor, mit
νˆobs = λ(νcom)νcom(1− γˆM ), (8.20)
λ(ν) =
ν + 1
ν + 3
(8.21)
und νcom der Anzahl an Freiheitsgraden ausgehend von der vollsta¨ndi-
gen Stichprobe. Geht die Anzahl an Freiheitsgraden ausgehend von der
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vollsta¨ndigen Stichprobe gegen unendlich, so geht ˜˜νM gegen νM . In einer
Simulationsstudie zeigte sich dieses unter der MCAR-Annahme abgeleitete
Verfahren auch unter der MAR-Bedingung dem urspru¨nglich von Rubin
(1987) vorgeschlagenen Verfahren u¨berlegen (Barnard und Rubin, 1999).
Der Ausdruck rM kann als Approximation an die relative Zunahme
der Varianz, die auf die fehlenden Werte zuru¨ckzufu¨hren ist, interpretiert
werden. Sowohl rM als auch γM beziehungsweise, im Falle kleinerer Stich-
proben,
˜˜γM = 1− λ(
˜˜νM )v¯W,M
λ(νcom)vT,M
(8.22)
(vgl. Barnard und Rubin, 1999, S. 953) sind nu¨tzliche diagnostische Kenn-
werte um den Beitrag der fehlenden Werte an der Unsicherheit in der Infe-
renz bezu¨glich q einscha¨tzen zu ko¨nnen.
8.3.2 Inferenz bezu¨glich einer mehrdimensionalen Gro¨ße
Fu¨r eine L-dimensionale Gro¨ße q bietet sich zuna¨chst die Testgro¨ße
DM = L
−1(q¯M − q)′V−1T,M (q¯M − q)
an. Als approximative Pru¨fverteilung schla¨gt Rubin (1987, S. 94 ff. und S.
137 ff.) die FL,νM -Verteilung mit νM = (M − 1)(1 + r−1M )2 (vgl. 8.16) und
rM = L
−1(1 +M−1)tr(VB,MV¯
−1
W,M) vor.
Ein Vorteil dieser Testgro¨ße in Verbindung mit der FL,νM -Verteilung
ist die relative Unempfindlichkeit der tatsa¨chlichen Ablehnrate der Null-
hypothese gegenu¨ber variierenden Anteilen an Information bezu¨glich der
Elemente von q, die auf die fehlenden Werte zuru¨ckzufu¨hren ist (vgl. γ∞
in Abschnitt 8.1). Die Verwendung dieser Verteilung basiert unter ande-
rem auf einer Approximation von VB,∞ durch VB,M . Darin liegt auch der
Nachteil dieses Verfahrens: Fu¨r kleines M ist die Scha¨tzung VB,M stark
fehlerbehaftet, kann unter Umsta¨nden, bei einem im Verha¨ltnis zu L klei-
nen M , sogar singula¨r werden. In einem solchen Fall ist die Approximation
der Verteilung von DM durch die FL,νM -Verteilung eher ungeeignet. Fu¨r
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M ≥ 5L, so eine grobe Daumenregel, bietet sich DM in Verbindung mit
der FL,νM -Verteilung an.
Da meist mit einer kleineren Anzahl an Imputationen gearbeitet wird,
wird ha¨ufig die ebenfalls auf Rubin (1987, S. 94 ff. und S. 137 ff.) zuru¨ck-
gehende Statistik
D˜M =
1
L(1 + rM )
(q¯M − q)′V¯−1W,M (q¯M − q) (8.23)
vorgeschlagen oder verwendet (z.B. Li, Raghunathan und Rubin, 1991; Ru-
bin und Schenker, 1991; Schafer, 1997).
Im Gegensatz zu DM basiert die Herleitung von D˜M auf der Annahme,
dass der jeweilige Anteil an Information bezu¨glich q, der auf die fehlenden
Werte zuru¨ckzufu¨hren ist, fu¨r alle Elemente in q identisch ist. Li, Raghu-
nathan und Rubin (1991) schlagen als Pru¨fverteilung die FL,ν˜M -Verteilung
vor, mit
ν˜M =
 4 + (L(M − 1)− 4)
[
1 +
1− 2
L(M−1)
rM
]2
fu¨r L(M − 1) > 4
(M − 1) (L+12 ) (1 + r−1M )2 sonst.
(8.24)
Die Arbeit von Li, Raghunathan und Rubin (1991) zeigt, dass dieses
Verfahren auch mit relativ wenigen Imputationen, hohem mittleren Anteil
an fehlender Information, sowie selbst bezu¨glich der Elemente von q vari-
ierenden Anteilen an fehlender Information zu befriedigenden Ergebnissen
fu¨hrt. Li, Raghunathan und Rubin (1991) finden mit Hilfe eines Simula-
tionsexperimentes, dass sich das aktuelle Signifikanzniveau in den meisten
praktisch relevanten Situationen vom vorgegebenen Niveau kaum unter-
scheidet. Der Verlust an Power des Tests mit endlichem M (M ≤ 10) ge-
genu¨ber dem selben Verfahren mit M =∞ war in den meisten Situationen
gering. Als problematisch ist die Verwendung dieses Verfahrens, wie auch
des von Rubin (1987) vorgeschlagenen, fu¨r M = 2, kleines L und bezu¨glich
der Elemente in q stark schwankende Anteile an fehlender Information zu
betrachten.
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Das von Barnard und Rubin (1999) vor allem fu¨r kleinere Stichproben
vorgeschlagene Verfahren kann auch im Falle einer Inferenz bezu¨glich einer
mehrdimensionalen Gro¨ße verwendet werden. Die entsprechende Statistik
ist
V¯
−1
T,M (q¯M − q).
Als approximative Verteilung wird die L-dimensionale t-Verteilung mit ˜˜νM
Freiheitsgraden
˜˜νM = νM
(
1 +
νM
νˆobs
)−1
(vgl. (8.19)),
νM =
(M − 1)
γˆ2M
(vgl. (8.16)),
γˆM = L
−1(1 +M−1)tr(VB,MV
−1
T,M),
νˆobs = λ(νcom)νcom(1− γˆM ) (vgl. (8.20) und (8.21))
und νcom der Anzahl an Freiheitsgraden ausgehend von der vollsta¨ndigen
Stichprobe, vorgeschlagen. Im Falle einer mehrdimensionalen Gro¨ße q wird
auch bei der Ableitung dieses Ergebnisses vorausgesetzt, dass die Anteile an
fehlender Information bezu¨glich der Elemente von q etwa gleich sind. Der
mittlere auf die fehlenden Werte zuru¨ckzufu¨hrende Anteil an Information
bezu¨glich q ist, in einer Verallgemeinerung von (8.22),
˜˜γM = 1− L−1tr
([
λ(˜˜νM )V¯W,M
]
[λ(νcom)VT,M ]
−1
)
mit λ(ν) definiert in (8.21).
Als nu¨tzliche diagnostische Kennwerte um den Beitrag der fehlenden
Werte an der Unsicherheit in der Inferenz bezu¨glich q einscha¨tzen zu ko¨nnen
erweisen sich auch im mehrdimensionalen Fall rM und ˜˜γM .
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8.4 Ignorierbare Missingmechanismen: Verfahren
Die zu imputierendenWerte sollten unabha¨ngige Ziehungen aus der a poste-
riori Verteilung der Variablen, deren Werte nicht beobachtet wurden zumin-
dest approximieren (vgl. Abschnitt 8.2). Die Komplexita¨t der Erzeugung
zu imputierender Werte ha¨ngt unter anderem vom Muster der fehlenden
Werte (vgl. Abschnitt 6.6) und den Annahmen bezu¨glich des Prozesses ab,
der zu fehlenden Werten fu¨hrte (vgl. Abschnitte 6.2 und 6.4).
Im einfachsten, aber auch unrealistischen Fall betrachtet man eine Va-
riable, die fu¨r einige Einheiten vo¨llig zufa¨llig fehlende (MCAR) Werte auf-
weist. Mit der schwierigste Fall umfasst die Situation eines Datensatzes mit
sehr vielen Variablen und Werten, die weder zufa¨llig noch vo¨llig zufa¨llig
fehlen, also NMAR sind. Eine zentrale Unterscheidung ist, ob der Mis-
singmechanismus als im Bayes-Sinne ignorierbar oder im frequentistischen
Sinne in großen Stichproben als approximativ ignorierbar angenommem
werden kann oder nicht (siehe Kapitel 6). Letzteres setzt voraus, dass die
fehlenden Werte im strengen Sinne MAR und die Parameter des Modells
der interessierenden Variablen und des Missingmechanismus distinkt sind.
Etwas ungenau soll der Missingmechanismus auch in diesem Fall als igno-
rierbar bezeichnet werden. Ist der Missingmechanismus ignorierbar, verein-
facht sich die Erzeugung zu imputierenderWerte, da bei den entsprechenden
Bayes- beziehungsweise den diese approximierenden Modellen der Missing-
mechanismus nicht beru¨cksichtigt werden muss. Dementsprechend liegen im
Rahmen multipler Imputationen Vorschla¨ge zur Kompensation fu¨r fehlen-
de Werte im Wesentlichen fu¨r diesen Fall vor. Ist der Missingmechanismus
nicht ignorierbar, dann ist neben der Verteilung der
”
interessierenden“ Va-
riablen die Verteilung der Response-Indikatorvariablen zu beru¨cksichtigen.
In beiden Fa¨llen ergeben sich Vereinfachungen, wenn ein monotones Muster
fehlender Werte vorliegt (vgl. Abschnitt 6.6).
8.4.1 Grundsa¨tzliche Vorgehensweise
Oft werden neben den Variablen u, r und s weitere Variablen, hier mit
z bezeichnet, beru¨cksichtigt, deren Auspra¨gungen prinzipiell fu¨r alle Ein-
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heiten der endlichen Population beobachtbar sind. Dies ko¨nnten bei einer
Haushaltsbefragung etwa das Bundesland, der Gemeindetyp oder die Stadt-
region sein, die dem jeweiligen Haushalt zuzuordnen sind. Die a posteriori
Verteilung, aus der die zu imputierenden Werte zu ziehen sind, ist dem-
nach (vgl. Abschnitt 8.1) f(umis|z,uobs, rcom, s). Da der Ziehungs- und der
Responsemechanismus als ignorierbar vorausgesetzt wird, vereinfacht sich
diese a posteriori Verteilung zu
f(umis|z,uobs) =
∫
f(umis|z,uobs,θ)h(θ|z,uobs) dθ,
mit θ einem Modellparameter. Zur Erzeugung plausibler, zu imputieren-
der Werte ist nun zuna¨chst ein Wert fu¨r θ aus der a posteriori Verteilung
h(θ|z,uobs) und ausgehend von diesem, mit θ∗ bezeichneten Wert, ein Wert
fu¨r umis aus der Verteilung f(umis|z,uobs,θ∗) zu ziehen. Wiederholt man
diese Prozedur M -mal, erha¨lt man M Realisationen aus der gemeinsamen
a posteriori Verteilung von umis und θ. Die so gewonnenen Werte fu¨r umis
ko¨nnen als Ziehungen aus der entsprechenden marginalen a posteriori Ver-
teilung aufgefasst und fu¨r eine Analyse basierend aufM imputierten Werten
verwendet werden.
Um handhabbare Verteilungen, aus denen Werte fu¨r umis und θ gezogen
werden ko¨nnen, zu erhalten, sind noch einige Annahmen zu treffen. Eine
u¨bliche, auch hier gemachte Annahme ist, dass die Variablen (un, zn) fu¨r
gegebenes θ unabha¨ngig und identisch verteilt sind. Man erha¨lt
f(u, z) =
∫ {N+∏
n=1
f(un, zn|θ)
}
h(θ) dθ. (8.25)
Eine weitere Vereinfachung bringt die Zerlegung
f(un, zn|θ) = f(un|zn,θu|z)f(zn|θz), (8.26)
mit θu|z und θz Funktionen von θ. Dabei soll angenommen werden, dass
θu|z und θz distinkt, im Bayesianischen Kontext also unabha¨ngig sind.
314 Kapitel 8. Fehlende Werte: Multiple Imputation
Diese letzte Annahme ist in vielen Fa¨llen sinnvoll. Andererseits gibt es Si-
tuationen, in denen dies nicht zutrifft, etwa wenn eine gemeinsame Korrela-
tionsstruktur von (u, z) gescha¨tzt werden soll, die von nur einem Parameter
abha¨ngt.
Mit der iid-Annahme (8.25) und der Zerlegung (8.26) erha¨lt man
f(umis|z,uobs,θ) =
∏
cob
f(un,mis|zn,un,obs,θu|z), (8.27)
mit cob = {n|snp = 1 und rnp = 0 fu¨r irgendein p} (vgl. Rubin, 1987, S.
160 ff.). Diese a posteriori Verteilung zerfa¨llt in unabha¨ngige Beitra¨ge der-
jenigen in die Stichprobe gezogenen Einheiten, fu¨r die der Wert wenigstens
einer Variablen nicht beobachtet wurde. Fu¨r gegebenes θ sind die un,mis a
posteriori unabha¨ngig mit einer Verteilung, die nur noch durch θu|z festge-
legt wird.
Ein weiterer Schritt ist die Bestimmung der a posteriori Verteilung von
θ, wobei mit obigen Vereinfachungen lediglich die a posteriori Verteilung
von θu|z abgeleitet werden muss. Im allgemeinen Fall ist die analytische
Ableitung dieser Funktion nur schwer mo¨glich. Ha¨ufig muss in solchen Si-
tuationen auf approximative Verteilungen und Monte Carlo Methoden aus-
gewichen werden. Dies gilt selbst unter der vereinfachenden Annahme, dass
die beiden Parameter θu|z und θz a priori unabha¨ngig sind. In diesem Fall
ist
h(θ) = h(θu|z)h(θz) (8.28)
und es la¨sst sich zeigen, dass θu|z und θz auch a posteriori unabha¨ngig
sind (Rubin, 1987, S. 164). Weiterhin erha¨lt man dann die a posteriori Ver-
teilung von θu|z aus h(θu|z) und f(un|zn,θu|z), wobei nur jene Einheiten
eingehen, fu¨r die wenigstens ein unp beobachtet wurde. Trotz dieser Ver-
einfachung bleibt diese a posteriori Verteilung im Allgemeinen analytisch
kaum handhabbar. Eine Ausnahme ergibt sich mit univariatem un. Dieser
Fall ist allerdings wesentlich allgemeiner als es auf den ersten Blick scheint,
denn in vielen Situationen ko¨nnen zu imputierende Werte fu¨r multivaria-
te un durch wiederholte Anwendungen von fu¨r univariate un entwickelte
Methoden generiert werden.
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8.4.2 Univariate un, monotones Missingmuster
Fu¨r univariates un und a priori unabha¨ngige θu|z und θz erha¨lt man als a
posteriori Verteilung fu¨r umis
f(umis|z,uobs,θ) =
∏
mis
f(un|zn,θu|z). (8.29)
Die a posteriori Verteilung von θu|z ist in diesem Fall
h(θu|z|z,uobs) =
{∏
obs f(un|zn,θu|z)
}
h(θu|z)∫ {∏
obs f(un|zn,θu|z)
}
h(θu|z) dθu|z
, (8.30)
das heißt in diese a posteriori Verteilung gehen lediglich die Beitra¨ge derjeni-
gen Variablen ein, deren Werte beobachtet wurden. Fu¨r einige Standardfa¨lle
la¨sst sich die a posteriori Verteilung analytisch ableiten (z.B. Rubin, 1987,
S. 166 f.).
Ein monotones Missingmuster ist ein Beispiel, in dem fu¨r univariate un
entwickelte Imputationsmethoden eingesetzt werden ko¨nnen. Fu¨r die An-
wendung wichtig ist, dass es sich bei den fehlenden Werten, unabha¨ngig
davon, ob die Werte aufgrund von Nonresponse fehlen oder weil sie nicht
erhoben werden, um solche handelt, die als zufa¨llig fehlend (MAR) zu klas-
sifizieren sind. Bezeichne u(p) die p-te Spalte von U, hier einer (N × P )-
Datenmatrix, und seien die Spalten von U so angeordnet, dass die Spalte
u(1) die meisten validen Werte entha¨lt, u(2) sei diejenige Spalte mit den
meisten validen Werten der verbleibenden P − 1 Spalten, u(3) sei diejenige
Spalte mit den meisten validen Werten der verbleibenden P−2 Spalten, und
so weiter bis zur P -ten Spalte, die die geringste Anzahl an beobachteten
Werten entha¨lt. Die von Rubin (1987, S. 171 f.) vorgeschlagene Prozedur
besteht darin, in einem ersten Schritt die fehlenden Werte in u(1) ausge-
hend von dem vollsta¨ndig beobachteten Datenvektor z aufzufu¨llen. Dabei
werden die Spalten u(2), . . . ,u(P ) nicht beru¨cksichtigt. Anschließend wer-
den z und die aufgefu¨llte Spalte u(1) verwendet um u(2) aufzufu¨llen und so
weiter, bis alle Spalten der Matrix U erga¨nzt sind. Um nun mehrere plau-
sible Werte zu generieren kann dieser Vorgang M -mal wiederholt werden.
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Alternativ ko¨nnen im ersten Schritt M Werte gezogen und diese als Aus-
gangspunkt fu¨r die Ziehung jeweils eines Wertes fu¨r jeden fehlenden Wert
in u(2), . . . ,u(P ) genutzt werden.
Jedes der verwendeten Imputationsmodelle fu¨r u(p) kann unabha¨ngig
von den anderen Modellen formuliert und angewandt werden. So kann etwa
fu¨r eine stetige Variable u(1) ein lineares Modell und anschließend etwa fu¨r
eine bina¨re Variable u(2) ein Logit-Modell verwendet werden.
Formal ist diese einfache Prozedur fu¨r ein monotones Missingmuster
dann wohl begru¨ndet, wenn ausgehend von der Zerlegung
f(un|zn,θ) = f1(un(1)|zn,θ1)f2(un(2)|un(1), zn,θ2)× · · ·
×fP (un(P )|un(1), . . . , un(P−1), zn,θP ) (8.31)
die Parameter θ1, . . . ,θP distinkt, das heißt im Bayesianischen Kontext a
priori unabha¨ngig sind,
h(θ) =
P∏
p=1
h(θp).
Als a posteriori Verteilung erha¨lt man bei einem monotonen Missingmuster
mit der Zerlegung (8.31)
f(umis|uobs, z,θ) =
P∏
p=1
∏
n∈mis(p)
fp(unp|un(1), . . . , un(p−1), zn,θp)
mit mis(p) = {n|snp = 1 und rnp = 0}. Diese Verteilung ist formal a¨quiva-
lent mit einer Sequenz von P unabha¨ngigen, jeweils bedingten Verteilungen
der Form (8.29). Die Ziehungen der zu generierenden Werte erfolgen damit
entsprechend einer Sequenz von p = 1, . . . , P unabha¨ngigen Ziehungen, je-
weils fu¨r u(p), aus einer bedingten Verteilung gegeben einen Wert aus der
jeweiligen a posteriori Verteilung von θp (s.u.) und Werten der Variablen
u(1), . . . ,u(p−1). In der Praxis kann die Ziehung der Werte fu¨r u(p) auf be-
obachteten und jeweils fu¨r die fehlenden Werte in u(1), . . . ,u(p−1) bereits
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sukzessive imputierten Werten basieren. Als a posteriori Verteilung von θp
erha¨lt man mit (8.31) und der Distinktheit der Parameter (vgl. (8.30))
h(θp|z,uobs) =
{∏
n∈obs(p) fp(unp|un(1), . . . , un(p−1), zn,θp)
}
h(θp)∫ {∏
n∈obs(p) fp(unp|un(1), . . . , un(p−1), zn,θp)
}
h(θp) dθp
mit obs(p) = {n|snprnp = 1}. Damit basiert diese a posteriori Verteilung
nur auf Beitra¨gen von Einheiten und Variablen, deren Werte beobachtet
wurden, sowie der a priori Verteilung von θp. Weiterhin sind die θ1, . . . ,θP
a posteriori unabha¨ngig. Um Werte θ∗p aus der entsprechenden a posteriori
Verteilung ziehen zu ko¨nnen, sind damit fu¨r jedes θp neben der Festlegung
der a priori Verteilung lediglich bedingte Verteilungen der beteiligten Zu-
fallsvariablen zu scha¨tzen, wobei nur diejenigen Einheiten und Variablen,
deren Werte beobachtet wurden, beru¨cksichtigt werden mu¨ssen.
8.4.3 Nicht-monotones Missingmuster
Vor allem in komplexeren Datensa¨tzen liegt ha¨ufig kein monotones Missing-
muster vor. Zwar existieren auch dann spezielle Situationen, in denen einfa-
che Erweiterungen der fu¨r univariate un entwickelte Verfahren angewandt
werden ko¨nnen, zum Beispiel wenn die Likelihood-Funktion in unabha¨ngige
Beitra¨ge der beobachteten Werte mit distinkten Parametern zerfa¨llt4, im
Allgemeinen ist eine solche Vereinfachung aber nicht mo¨glich.
Eine einfach zu realisierende Vorgehensweise besteht darin, gerade so
viele Werte zu lo¨schen, dass ein monotones Missingmuster entsteht. An-
schließend kann dann wie in Abschnitt 8.4.2 beschrieben verfahren werden.
Allerdings ist ein solches Verfahren bestenfalls dann akzeptabel, wenn dazu
nur sehr wenige Werte zu lo¨schen sind. Alternativ ko¨nnen, wenn es sich nur
um wenige Werte handelt, mit Hilfe des unten beschriebenen Data Aug-
4Dies ist etwa der Fall, wenn zwei Datensa¨tze zusammengefu¨hrt werden, wobei ein
Datensatz die Werte der Variablen u1 und Z und der zweite Datensatz die Werte der
Variablen u2 und Z, jeweils fu¨r die gleichen Einheiten entha¨lt und der jeweilige Missing-
mechanismus ignorierbar ist (
”
Statistical file matching“, z.B. Rubin, 1987, S. 186 f.; Little
und Rubin, 2002, Abschnitt 7.5). Fu¨r den allgemeinen Fall siehe z.B. Rubin (1974).
318 Kapitel 8. Fehlende Werte: Multiple Imputation
mentation Algorithmus gerade so viele Werte imputiert werden, dass ein
monotones Missingmuster entsteht (Schafer, 1997).
Mit zunehmender Rechnerleistung sind vor allem in den letzten etwa
zehn Jahren rechenintensive Verfahren fu¨r viele Analysesituationen und da-
mit auch zur Erzeugung zu imputierender Werte praktikabel geworden (z.B.
Horton und Lipsitz, 2001). So wurden etwa von Raghunathan, Lepkowski,
Van Hoewyk und Solenberger (2001), Raghunathan, Solenberger und Van
Hoewyk (2002), Schafer (1997) oder Van Buuren und Oudshoorn (2000)
Programme entwickelt, die aufbauend auf Markov Chain Monte Carlo Me-
thoden in der Lage sind, plausible Werte auch im Falle nicht-monotoner
Missingmuster unter der MAR-Bedingung zu generieren. Auch einige kom-
merzielle Programmpakete bieten inzwischen entsprechende Prozeduren an
(z.B. PROC MI im Programmpaket SAS, ab Version 8.1).
Unter dem OberbegriffMarkov Chain Monte Carlo Methoden (MCMC)
werden eine ganze Reihe verschiedener Techniken zusammengefasst, die die
approximative Berechnung von Integralen unter Verwendung simulierter
Daten ermo¨glichen. Zentral ist dabei die Ziehung von Werten fu¨r eine P -
dimensionale Zufallsvariable y mit Dichte- beziehungsweise Wahrschein-
lichkeitsfunktion g(y), im Folgenden einfach als Dichtefunktion bezeich-
net. Anstatt der Zufallsvariablen y und deren Dichte g(y) selbst betrach-
tet man eine Folge von Variablen {y(0),y(1),y(2), . . . ,y(t), . . .}, bei der an
jedem Punkt t ≥ 0 der na¨chste Wert fu¨r y(t+1) aus einer bedingten Vertei-
lung f(y(t+1)|y(t)) gezogen wird, die nur von y(t), nicht aber zusa¨tzlich von
y(0), . . . ,y(t−1) abha¨ngt. Eine solche Kette wird als Markov-Kette bezeich-
net und f(·|·) als U¨bergangskern (
”
Transition kernel“, z.B. Roberts, 1996).
Die Verteilung von y(t)|y(0) ist nicht unabha¨ngig von y(0). Unter Regu-
larita¨tsbedingungen (z.B. Roberts, 1996; Tierney, 1996), die nach Schafer
(1997, S. 70) in den meisten praktisch relevanten Fa¨llen als weitgehend
erfu¨llt betrachtet werden ko¨nnen, wird diese Abha¨ngigkeit fu¨r wachsendes
t allerdings immer schwa¨cher und die Verteilung f(y(t)|y(0)) konvergiert
gegen eine stationa¨re oder invariante Verteilung. Bei der Wahl geeigneter
U¨bergangskerne ist dies gerade g(y), die weder von t noch von y(0) abha¨ngt.
Anders ausgedru¨ckt, ko¨nnen die Werte y(t) mit gro¨ßer werdendem t als
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abha¨ngige Realisationen aus dieser stationa¨ren Verteilung betrachtet wer-
den. Interessant ist diese Vorgehensweise, wenn es einfacher ist Werte aus
den Verteilungen f(y(t+1)|y(t)) als aus g(y) selbst zu ziehen.
Markov-Ketten ko¨nnen auf unterschiedliche Art erzeugt werden, aber
alle sind Spezialfa¨lle des durch den Metropolis-Hastings-Algorithmus vor-
gegebenen Rahmens (z.B. Gilks, Richardson und Spiegelhalter, 1996).
Ein auch fu¨r die Imputation fehlender Werte interessanter Algorithmus
ist der Gibbs-Sampler (Geman und Geman, 1984). Anstatt in jedem t-
ten Schritt den vollsta¨ndigen P -dimensionalen Vektor y(t) zu ziehen wird
y(t) = (y
′
(1), . . . ,y
′
(K))
′ in k = 1, . . . ,K (K ≤ P ) Schritten aktualisiert.
Sei y(t,−k) ein Vektor mit den Subvektoren y(t+I(j<k),j) (j = 1, . . . ,K) oh-
ne das k-te Element y(t,k), fu¨r k = 3 etwa erha¨lt man damit y(t,−3) =
(y′(t+1,1),y
′
(t+1,2),y
′
(t,4),y(t,5), . . .)
′, und f(y(t,k)|y(t,−k)) die bedingte Dichte
von y(t,k)|y(t,−k). Eine Aktualisierung des Vektors y(t) erha¨lt man durch
sukzessives Ziehen von
y(t,1) aus f(y(t,1)|y(t,−1))
y(t,2) aus f(y(t,2)|y(t,−2))
...
y(t,K) aus f(y(t,K)|y(t,−K)).
Das heißt, bei jedem Zug wird aus der bedingten Verteilung des k-ten Sub-
vektors gegeben die im t-ten Schritt bereits aktualisierten sowie die noch
nicht aktualisierten Komponenten gezogen.
Nah verwandt mit dem Gibbs-Sampler ist der Data Augmentation Algo-
rithmus von Tanner und Wong (1987). Dabei wird ein Vektor y = (v′,w′)′
mit gemeinsamer Dichte g(y) und den bedingten Dichten h(v|w) und
f(w|v) betrachtet. Diese Vorgehensweise bietet sich an, wenn es im Ver-
gleich zu den bedingten Verteilungen schwieriger ist die gemeinsame Vertei-
lung abzuleiten beziehungsweise aus dieser Werte zu simulieren. Die beiden
Subvektoren werden, a¨hnlich wie beim Gibbs-Sampler, abwechselnd aktua-
lisiert. In jedem t-ten Schritt wird zuna¨chst von einer Approximation ft(w)
an f(w) ausgegangen. Die Aktualisierung im t-ten Schritt erfolgt dann fol-
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gendermaßen:
1. Fu¨r i = 1, . . . , I
1.1 Ziehe wi,(t+1) aus ft(w)
1.2 Ziehe vi,(t+1) aus h(v|wi,(t+1))
2. Aktualisiere die gegenwa¨rtige Approximation ft(w) mit
ft+1(w) = I
−1
I∑
i=1
f(w|vi,(t+1)).
Fu¨r t → ∞ konvergiert die Verteilung von yt bereits fu¨r kleines I gegen
g(y) (Tanner und Wong, 1987). Fu¨r I = 1 ist ft+1(w) = f(w|vi,(t+1)) und
dieser Data Augmentation Algorithmus ein Spezialfall des Gibbs-Samplers,
bei dem y in zwei Komponenten zerlegt wird. Fu¨r weitere Details siehe
Tanner (1996) oder Tanner und Wong (1987).
Sind unter der MAR-Bedingung fu¨r fehlende Werte plausible Werte zu
generieren, so sollten diese unabha¨ngige Ziehungen aus der Verteilung
f(umis|z,uobs) =
∫
f(umis|z,uobs,θ)h(θ|z,uobs) dθ,
approximieren (vgl. Abschnitt 8.4.1). Dies ko¨nnte dadurch bewerkstelligt
werden, dass in einem Schritt ausgehend von einem Wert θt Werte umis,(t)
aus der Verteilung f(umis|z,uobs,θ(t)) erzeugt werden und anschließend
ein Wert θt+1 aus h(θ|z,uobs) gezogen wird. Letzter kann dann wieder als
Ausgangspunkt zur Generierung eines neuen Wertes umis,(t+1) verwendet
werden.
Oft ist allerdings die Verteilung h(θ|z,uobs) nur schwer handhabbar
wa¨hrend es erheblich leichter ist aus der Verteilung h(θ|z,uobs,umis) zu
ziehen. Mit dem eben beschriebenen Data Augmentation Algorithmus mit
I = 1 erha¨lt man ausgehend von einem Parameterwert θ(t) in der t-ten
Iteration folgenden iterativen Algorithmus (vgl. Li, 1988; Schafer, 1997)
1. Ziehe umis,(t+1) aus f(umis|z,uobs,θ(t))
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2. Ziehe θ(t+1) aus h(θ|z,uobs,umis,(t+1)).
Ausgehend von einem Startwert θ(0) erha¨lt man fu¨r t = 1, 2, . . . eine Fol-
ge {(θ′(0),u′mis,(0))′, (θ′(1),u′mis,(1))′, . . .} deren stationa¨re Verteilung die ge-
meinsame Verteilung von θ und umis gegeben z und uobs, g(θ,umis|z,uobs)
ist. Die stationa¨re Verteilung der Teilfolge {θ(0),θ(1), . . .} ist h(θ|z,uobs),
die der Teilfolge {umis,(0),umis,(1), . . .} ist f(umis|z,uobs). Fu¨r ein ausrei-
chend großes t ko¨nnen die Werte θ(t) und umis,(t) daher als approximative
Ziehungen aus den entsprechenden bedingten stationa¨ren Verteilungen auf-
gefasst werden.
Ist es schwierig in einem Data Augmentation oder Gibbs-Sampler
Schritt aus der entsprechenden Verteilung zu ziehen, so kann in diesem
Schritt selbst wieder etwa der Gibbs-Sampler verwendet werden, um eine
Folge mit der gewu¨nschten stationa¨ren Verteilung zu generieren. Ersetzt
man die Ziehung aus ersterer durch eine oder mehrere Iterationen dieses
Ziehungsschemas, erha¨lt man einen Hybridalgorithmus der immer noch zur
gewu¨nschten Verteilung konvergiert (Schafer, 1997, S. 79).
Bevor Werte fu¨r umis als approximative Ziehungen aus f(umis|z,uobs)
aufgefasst werden ko¨nnen, muss sichergestellt sein, dass der oben beschrie-
bene Algorithmus konvergiert ist. Dies ist bei MCMC Methoden gene-
rell nicht einfach festzustellen. Voraussetzung dafu¨r ist, neben den bereits
erwa¨hnten Regularita¨tsbedingungen, dass zu den betrachteten bedingten
Verteilungen eine eigentliche gemeinsame Verteilung existiert. Dies ist nicht
selbstversta¨ndlich, denn es lassen sich leicht Beispiele konstruieren, in denen
dies nicht der Fall ist (z.B. Casella und George, 1992).
Das Problem der Existenz einer (bedingten) gemeinsamen Verteilung
der Variablen mit fehlenden Werten betrifft alle Verfahren, die nach der
oben beschriebenen Vorgehensweise zu imputierende Werte generieren. Die
von Schafer (1997, 2001; siehe auch Schafer und Yucel, 2002) entwickelten
Algorithmen gehen jeweils von einer gemeinsamen Verteilung der Varia-
blen mit fehlenden Werten aus. Wird weiterhin eine eigentliche a priori
Verteilung der Parameter zugrundegelegt, dann ist auch die stationa¨re ge-
meinsame Verteilung eine eigentliche Verteilung. Oft werden aber solche
nichtinformativen, uneigentlichen Verteilungen verwendet, die zwar in Si-
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tuationen ohne fehlende Werte zu eigentlichen a posteriori Verteilungen
fu¨hren, bei Vorliegen fehlender Werte aber zu uneigentlichen Verteilungen
fu¨hren ko¨nnen (Schafer, 1997, S. 80 f.). Weiterhin ist die Verteilungsan-
nahme bezu¨glich der Variablen mit fehlenden Werten, etwa im Programm
NORM von Schafer (1999) die multivariate Normalverteilung, in vielen
Fa¨llen etwas restriktiv. Schafer (1997) schla¨gt daher vor, schief verteilte
Variablen entsprechend zu transformieren oder Werte, die ausgehend von
der Normalverteilungsannahme generiert wurden aber fu¨r fehlende katego-
riale Daten imputiert werden sollen, entsprechend zu runden. Ein anderer
Weg wurde im Programm IVEware von Raghunathan, Lepkowski, Van Hoe-
wyk und Solenberger (2001), Raghunathan, Solenberger und Van Hoewyk
(2002) beziehungsweise im Programm MICE von Van Buuren und Ouds-
hoorn (2000) gewa¨hlt. Obwohl in Details unterschiedlich, gleichen sich diese
beiden Programme darin, dass — ohne Voraussetzung einer vorher festge-
legten gemeinsamen Verteilung — fu¨r jede Variable eines bestimmten Typs
ein eigenes Regressionsmodell formuliert wird, etwa fu¨r stetige Variablen
ein lineares, fu¨r bina¨re Variablen ein logistisches Modell. Das heißt, es wird
lediglich davon ausgegangen, dass eine gemeinsame Verteilung der Daten
existiert. Ob und unter welchen Bedingungen eine entsprechende eigentliche
Verteilung der Variablen mit fehlenden Werte gegeben die Variablen, deren
Werte beobachtet wurden, tatsa¨chlich existiert, ist im Allgemeinen nicht
klar. Andererseits gibt es nach Raghunathan, Lepkowski, Van Hoewyk und
Solenberger (2001) und Van Buuren und Oudshoorn (2000) in unterschied-
lichen betrachteten Beispielen bislang keine Hinweise auf solche Anomalien
(vgl. auch Heeringa, Little und Raghunathan, 2002).
Vorausgesetzt eine gemeinsame Verteilung existiert, bestehen einfache
Methoden zur Bestimmung der Konvergenz des Algorithmus darin, be-
stimmte Kennwerte, etwa Mittelwerte oder Quantile, zu berechnen und
mit Hilfe graphischer Darstellungen und einfacher Kennwerte wie Autokor-
relationen oder Varianzen zu entscheiden, ab welchem Zeitpunkt die Werte
dieser Statistiken in einem akzeptablen Rahmen variieren und nur noch ge-
ringfu¨gig voneinander abha¨ngen. Dieses Vorgehen ist allerdings nicht ganz
ohne Probleme. So ko¨nnen etwa die Verteilungen der betrachteten Stati-
stiken scheinbar konvergieren, wa¨hrend dies fu¨r andere, nicht beobachtete
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Statistiken nicht gilt. Fu¨r eine ausfu¨hrliche Behandlung dieses Problems,
siehe etwa Schafer (1997, S. 118 ff.), Tanner und Wong (1987), Tanner
(1996) oder Gelman (1996).
Ist ein Punkt identifiziert, an dem von Konvergenz ausgegangen wird,
dann ko¨nnen zu imputierende Werte fu¨r umis gezogen werden. Allerdings
sind diese nicht aus aufeinanderfolgenden Iterationen zu ziehen (siehe dazu
aber Van Buuren und Oudshoorn, 2000). Stattdessen sollte zwischen jeder
Ziehung eine hinreichend große Anzahl an Iterationen liegen, um Abha¨ngig-
keiten zu minimieren und damit letztlich Varianzen nicht zu unterscha¨tzen.
Neben einer sehr langen Folge, ko¨nnen auch parallel mehrere Folgen un-
abha¨ngig voneinander erzeugt werden. Als zu imputierende Werte ko¨nnen
in diesem Fall jeweils die letzten Werte der erzeugten Folgen verwendet
werden, wobei auch hier die Bestimmung der Anzahl an Iterationen bis zur
Konvergenz nicht unproblematisch ist (z.B. Schafer, 1997, S. 126; Gelman,
1996).
Faktoren, die die Konvergenzgeschwindigkeit beeinflussen, sind der An-
teil an fehlender Information sowie die Startwerte beziehungsweise die zur
Startiteration gewa¨hlten Approximationen an die entsprechenden Vertei-
lungen. Je ho¨her der Anteil an fehlender Information und je extremer —
von der stationa¨ren Verteilung aus gesehen — die Startwerte beziehungs-
weise die
”
Startverteilungen“ sind, desto langsamer ist die Konvergenz.
8.4.4 Ein sequentielles Imputationsverfahren
Das im Programm IVEware (Raghunathan, Solenberger und Van Hoewyk,
2002) — und a¨hnlich im Programm MICE (Van Buuren und Oudshoorn,
2000) — implementierte Verfahren zur Generierung zu imputierender Wer-
te besteht im allgemeinen Fall aus zwei Schritten, die wiederum aus je-
weils mehreren Teilschritten bestehen. In jedem der beiden Schritte wer-
den sukzessive fu¨r alle Variablen mit fehlenden Werten Regressionsmodelle
formuliert, fu¨r stetige ein lineares, fu¨r bina¨re ein logistisches, fu¨r ungeord-
net kategoriale ein multinomiales Logit-Modell, fu¨r Za¨hldatenvariablen ein
Poissonmodell und fu¨r gestutzte Variablen ein entsprechendes zweistufiges
Modell.
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Seien wie in Abschnitt 8.4.2 die Spalten einer Datenmatrix U so ange-
ordnet, dass u(1) die wenigsten fehlenden Werte, u(2) die von den verblei-
benden P −1 Spalten die wenigsten fehlenden Werte entha¨lt und so weiter,
bis u(P ) mit dem ho¨chsten Anteil an fehlenden Werten.
Im ersten Schritt wird zuna¨chst eine dem Variablentyp entsprechende
Regression der Variablen mit dem geringsten Anteil an fehlenden Werten,
hier u(1), auf alle Variablen ohne fehlende Werte, hier z, unter Verwendung
der beobachteten Daten in u(1) gescha¨tzt. Dabei ko¨nnen neben Haupteffek-
ten auch beliebige Interaktionen verwendet werden. Unter Annahme einer
nichtinformativen Gleichverteilung fu¨r die Parameter lassen sich mit diesen
Scha¨tzergebnissen Werte aus der entsprechenden approximativen a poste-
riori Verteilung der Parameter generieren (Raghunathan, Lepkowski, Van
Hoewyk und Solenberger, 2001). Mit Hilfe der so erzeugten Parameterwerte
werden nun u¨ber das formulierte Regressionsmodell Werte fu¨r die fehlen-
den Daten in u(1) imputiert. Im na¨chsten Teilschritt wird dieser Vorgang
fu¨r u(2) wiederholt, wobei nun z und das aufgefu¨llte u(1) als Einflussgro¨ßen
verwendet werden. Dies wird bis zur Variablen u(P ) fortgefu¨hrt, so dass am
Ende dieses Schrittes ein erster vollsta¨ndiger Datensatz vorliegt.
Im zweiten Schritt wird prinzipiell wie im ersten Schritt vorgegangen,
mit der Ausnahme, dass nun neben z jeweils alle andere Spalten der Matrix
U einschließlich der bereits imputierten Werte als Einflussgro¨ßen genutzt
werden. Dieser Schritt wird so oft wiederholt, bis eine vorher festgesetz-
te Anzahl an Wiederholungen erreicht ist. Die M zu imputierenden Werte
ko¨nnen entweder aus M unabha¨ngigen La¨ufen mit unterschiedlichen Start-
werten oder indem aus einem Lauf in jeweils festzulegenden Absta¨nden
M -mal gezogen wird.
Ist das Missingmuster monoton, dann entspricht der erste Schritt des
hier beschriebene Verfahrens prinzipiell dem in Abschnitt 8.4.2 beschrie-
benen Vorgehen. Obwohl der zweite Schritt dem im letzten Abschnitt be-
schriebenen Gibbs-Sampler a¨hnlich sieht, gibt es doch Unterschiede. So
werden die fehlenden Werte einer Variablen u(p) nicht ausgehend von ei-
ner bedingten Verteilung von u(p) gegeben alle anderen imputierten oder
beobachteten Werte und aller anderen aktualisierten oder nicht aktualisier-
ten Parameterwerte gezogen. Stattdessen wird in den bedingten Verteilun-
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gen zur Generierung der Imputationen, neben imputierten und beobach-
teten Werten lediglich der eben fu¨r dieses Modell gezogene Parameterwert
beru¨cksichtigt. Nach Raghunathan, Lepkowski, Van Hoewyk und Solenber-
ger (2001) ist dies als eine Approximation an die entsprechende unter dem
Gibbs-Sampler verwendete bedingte Verteilung aufzufassen.
Schließlich sei noch angemerkt, dass bei der Generierung der zu imputie-
renden Werte ha¨ufig sinnvolle Restriktionen bezu¨glich bestimmter Teilpo-
pulationen beziehungsweise Variablenwerte beru¨cksichtigt werden ko¨nnen.
So ist etwa die Variable
”
Einkommen aus selbststa¨ndiger Arbeit“ nur fu¨r
Selbststa¨ndige definiert und die Variable
”
Dauer der Ausbildung“ kann kei-
ne Zahl sein, die gro¨ßer ist als das Alter.
8.5 Nicht-Ignorierbare Missingmechanismen:
Verfahren
Ist der Missingmechanismus nicht (asymptotisch) ignorierbar, dann unter-
scheiden sich Einheiten mit Missings in den nicht beobachtbaren Werten
systematisch von jenen ohne Missings, selbst wenn beide dieselben Werte
in den beobachtbaren Daten aufweisen. Da die beobachteten Werte keinen
Hinweis auf diese Unterschiede enthalten, sind Schlussfolgerungen in ho-
hem Maße abha¨ngig von Annahmen bezu¨glich der Unterschiede zwischen
den Einheiten mit und jenen ohne fehlende Werte.
Anders als bei einem (asymptotisch) ignorierbaren Missingmechanismus
vereinfacht sich — unter einem ignorierbaren Ziehungsdesign — die a po-
steriori Verteilung, aus der die zu imputierenden Werte zu generieren sind,
lediglich zu
f(umis|z,uobs, rcom)
=
∫
f(umis|z,uobs, rcom,θ)h(θ|z,uobs, rcom) dθ, (8.32)
(vgl. die Abschnitte 8.1 und 8.4.1). Dennoch ist das weitere Vorgehen in
wesentlichen Punkten demjenigen unter einem ignorierbaren Missingmecha-
nismus sehr a¨hnlich (Rubin, 1987, S. 210 ff.). So erha¨lt man auch hier mit
326 Kapitel 8. Fehlende Werte: Multiple Imputation
der im Allgemeinen unproblematischen iid-Annahme
f(u, z, r) =
∫ {N+∏
n=1
f(un, zn, rn|θ)
}
h(θ) dθ. (8.33)
(vgl. (8.25), Seite 313) und der Zerlegung
f(un, zn, rn|θ) = f(un, rn|zn,θur|z)f(zn|θz), (8.34)
(vgl. (8.26)) schließlich
f(umis|z,uobs, rcom,θ) =
∏
cob
f(un,mis|zn,un,obs, rn,com,θur|z), (8.35)
(vgl. (8.27)) mit cob = {n|snp = 1 und rnp = 0 fu¨r irgendein p}.
Das prinzipielle Vorgehen ist ausgehend von (8.32) nun sehr a¨hnlich wie
unter einem ignorierbaren Missingmechanismus: Ziehe einen Wert aus der a
posteriori Verteilung h(θ|z,uobs, rcom) und verwende diesen Wert, etwa θ∗,
um Werte fu¨r umis aus der bedingten Verteilung f(umis|z,uobs, rcom,θ) zu
ziehen. Die M -malige Wiederholung dieser Schritte erzeugt M Ziehungen
aus der a posteriori Verteilung von (u′mis,θ
′)′. Die so erzeugten umis werden
dann als zu imputierende Werte verwendet.
Im Gegensatz zu einem ignorierbaren ist bei einem nicht-ignorierbaren
Missingmechanismus die Zufallsvariable r zu beru¨cksichtigen. Die a po-
steriori Verteilung f(un, rn|zn,θur|z) in (8.34) kann auf zwei verschiedene
Arten modelliert werden. Nach dem
”
mixture modeling“-Ansatz (vgl. Ab-
schnitt 7.4.2.2) wird die Zerlegung
f(un, rn|zn,θur|z) = f(un|zn, rn,θu|zr)f(rn|zn,θr|z)
zugrunde gelegt und die a priori Unabha¨ngigkeit von θu|zr und (θr|z,θz)
vorausgesetzt. Der
”
selection modeling“-Ansatz geht von
f(un, rn|zn,θur|z) = f(un|zn,θu|z)f(rn|zn,un,θr|zu)
aus, mit θu|z und (θr|zr,θz) a priori unabha¨ngig (z.B. Little, 1993; Rubin,
1987, S. 211).
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Wurden alle Variablen, die fehlende Werte aufweisen oder aufweisen
ko¨nnen, an allen Einheiten erhoben, dann erha¨lt man ausgehend vom
”
mix-
ture modeling“-Ansatz
f(umis|z,uobs, rcom,θ) =
∏
cob
f(un,mis|zn,un,obs, rn,θu|zr), (8.36)
das heißt die un,mis sind gegeben θ a posteriori unabha¨ngig mit ei-
ner Verteilung, die von θ nur u¨ber θu|zr, dem Parameter der Verteilung
f(un|zn, rn,θu|zr), abha¨ngt.
Die Ergebnisse (8.35) beziehungsweise (8.36) zeigt zwar, dass nicht θ
selbst sondern lediglich θur|z beziehungsweise θu|zr zur Erzeugung zu im-
putierender Werte notwendig ist. Das heißt, es wird lediglich die a poste-
riori Verteilung von θur|z beziehungsweise θu|zr beno¨tigt. Allerdings sind
diese im Allgemeinen noch immer schwer zu handhaben. Eine Vereinfa-
chung bringt die Annahme der a priori Unabha¨ngigkeit von θur|z und θz
beziehungsweise θu|zr und (θ
′
r|z,θ
′
z)
′. A¨hnlich wie im Falle ignorierbarer
Missingmechanismen ist eine solche Annahme allerdings nicht immer sinn-
voll (siehe Abschnitt 8.4.1).
Sind θur|z und θz a priori unabha¨ngig, dann sind sie auch a po-
steriori unabha¨ngig. Weiterhin erfordert die Modellierung der a poste-
riori Verteilung von θur|z in diesem Fall lediglich die Spezifikation von
f(un, rn|zn,θur|z) sowie h(θur|z) und es gehen nur Beitra¨ge von in die Stich-
probe gezogenen Einheiten ein. Wurden alle Variablen, die fehlende Wer-
te aufweisen oder aufweisen ko¨nnen, an allen Einheiten erhoben und sind
θu|zr und (θ
′
r|z,θ
′
z)
′ a priori unabha¨ngig, dann sind sie auch a posteriori
unabha¨ngig. Weiterhin erfordert die Modellierung der a posteriori Vertei-
lung von θu|zr lediglich die Spezifikation f(un|zn, rn,θu|zr) sowie h(θu|zr)
und es gehen nur Daten von jenen Einheiten ein, fu¨r die wenigstens ein unp
beobachtet wurde.
Insbesondere fu¨r univariate un ergibt sich mit diesen Ergebnissen und
ausgehend von einem
”
mixture modeling“-Ansatz eine deutliche Verein-
fachung. Einerseits sind die un,mis fu¨r gegebenes θu|zr a posteriori un-
abha¨ngig. Andererseits sind θu|zr und (θ
′
r|z,θ
′
z)
′ a posteriori unabha¨ngig,
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wenn sie a priori unabha¨ngig sind. Außerdem erfordert die Modellie-
rung der a posteriori Verteilung von θu|zr lediglich die Spezifikation von
f(un|zn, rn,θu|zr) sowie h(θu|zr) und es gehen nur Einheiten mit beobach-
teten Daten ein.
Wie im Falle ignorierbarer Missingmechanismen ist auch hier der Fall fu¨r
univariate un allgemeiner als es zuna¨chst den Anschein hat. Liegt ein mono-
tones Missingmuster vor und geht man davon aus, dass die bedingten Ver-
teilungen von unp|zn, r fu¨r p = 1 beziehungsweise unp|zn, un1, . . . , un(p−1), r
fu¨r p > 1 von r nur jeweils u¨ber rnp abha¨ngen, dann reduziert sich die
Ziehung der zu imputierenden Werte, die Formulierung der a posteriori
Verteilung der entsprechenden Parameter und die Ziehung aus dieser wie
fu¨r ignorierbare Missingmechanismen zu einer Folge von P unabha¨ngigen
univariaten Schritten. Fu¨r Details siehe Rubin (1987, S. 214 f.). Fu¨r eine
entsprechende Vereinfachung des
”
selection modeling“-Ansatzes sind deut-
lich restriktivere Annahmen no¨tig (Rubin, 1987, S. 215).
Bei einer Kompensation fehlender Werte mit Hilfe der Methode der
Multiplen Imputation wird meist von der (asymptotischen) Ignorierbar-
keit des Missingmechanismus ausgegangen. Der bereits erwa¨hnte Grund ist
die Notwendigkeit nicht aus den Daten ableitbare Annahmen treffen zu
mu¨ssen. Dies sei an einem einfachen Beispiel mit univariaten un und ohne
z veranschaulicht.
Beispiel 8.1: Univariate un, nicht ignorierbarer Missingmechanis-
mus. Mit univariaten un erha¨lt man entsprechend den oben getroffenen
Annahmen (vgl. Rubin, 1987, S. 205 ff.)
f(u, r) =
∫ {N+∏
n=1
f(un, rn|θ)
}
h(θ) dθ (8.37)
und ausgehend von einem
”
mixture modeling“-Ansatz
f(un, rn|θ) = f(un|rn,θu|r)f(rn|θr). (8.38)
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Die Ausdru¨cke auf der rechten Seite lassen sich schreiben als
f(un|rn,θu|r) =
{
f(un|θu|r=0) fu¨r rn = 0
f(un|θu|r=1) fu¨r rn = 1 (8.39)
beziehungsweise
f(rn|θr) = θrnr (1− θr)1−rn . (8.40)
Die Parameter θu|r=0, θu|r=1 und θr sind Funktionen von θ und im Allge-
meinen a priori abha¨ngig. Als a posteriori Verteilung der umis, aus der die
zu imputierenden Werte zu ziehen sind, erha¨lt man
f(umis|uobs, rcom) =
∫
f(umis|uobs, rcom,θ)h(θ) dθ
=
∫ {∏
mis
f(un,mis|θu|r=0)
}
h(θu|r=0|uobs, rcom) dθu|r=0
Um Werte fu¨r umis aus f(umis|rcom) ziehen zu ko¨nnen wird die a posteriori
Verteilung von θu|r=0 beno¨tigt. Mit (8.37) bis (8.40) und
h(θ) = h(θu|r=0|θu|r=1, θr)h(θu|r=1, θr) (8.41)
erha¨lt man (siehe Anhang F.7)
h(θu|r=0|uobs, rcom) =∫
h(θu|r=0|θu|r=1, θr)h(θu|r=1, θr|uobs, rcom) d(θ′u|r=1, θr)′ (8.42)
und
h(θu|r=1, θr|uobs, rcom) ∝
∏
obs
f(un|θu|r=1)
∏
com
θrnr (1− θr)1−rnh(θu|r=1, θr).
Das durch die letzten beiden Gleichungen implizierte Vorgehen besteht dar-
in, zuna¨chst einen Wert aus h(θu|r=1, θr|uobs, rcom) zu ziehen, um dann,
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gegeben diesen Wert, einen Wert fu¨r θu|r=0 zu ziehen. Der so gewonne-
ne Wert fu¨r θu|r=0 wird genutzt, um einen Wert fu¨r un,mis zu ziehen.
Die M -malige Wiederholung dieser Schritte fu¨hrt zur Generierung von M
plausiblen Werten fu¨r die fehlenden Daten. Die Darstellung (8.42) zeigt
aber auch die Abha¨ngigkeit der Schlussfolgerungen von der Verteilung
h(θu|r=0|θu|r=1, θr). In diese Verteilung gehen aus den beobachteten Daten
heraus nicht u¨berpru¨fbare Annahmen u¨ber die Beziehung zwischen θu|r=0
und θu|r=1 beziehungsweise θr ein. Beispielsweise ko¨nnte mit stetigen un
und θu|r=1 =
( µ
lnσ
)
die Annahme θu|r=0 =
(
κ
0
)
+
(
1 0
0 γ
)
θu|r=1 verbunden
sein. 2
Wie das Beispiel nahelegt, sind die notwendigen Annahmen im Allge-
meinen nur schwer zu rechtfertigen. Dies gilt a¨hnlich fu¨r den
”
selection mo-
del“-Ansatz. Eine gewisse Attraktivita¨t besitzen beide Ansa¨tze allerdings
im Hinblick auf die Abscha¨tzung der Sensitivita¨t der Ergebnisse gegenu¨ber
verschiedenen — falls solche existieren — sinnvollen Annahmen bezu¨glich
des Missingmechanismus.
8.6 Ein modell-basiert frequentistischer Ansatz
In diesem Abschnitt soll zuna¨chst eine modell-basiert frequentistische Be-
gru¨ndung wiederholter Imputationen des Abschnitts 8.1 sowie der design-
basiert frequentistischen Gu¨tebeurteilung des Abschnittes 8.2 skizziert wer-
den. Anschließend soll kurz auf eine praktische Umsetzung zur Erzeugung
zu imputierender Werte auf dem Hintergrund eines modell-basiert frequen-
tistischen Ansatzes eingegangen werden. Dabei werden die fu¨r die folgende
Darstellung jeweils notwendigen Voraussetzungen bezu¨glich der beteiligten
Verteilungen als erfu¨llt angenommen. Der Selektionsmechanismus wird als
ignorierbar vorausgesetzt.
Betrachtet man die in der urspru¨nglich vollsta¨ndigen Stichprobe beob-
achteten Werte als Realisation einer (NP × 1)-dimensionalen Zufallsvaria-
blen w mit einer durch die (Wahrscheinlichkeits-) Dichtefunktion charak-
terisierten Verteilung f(w; ξ), dann ist es im Rahmen eines modell-basiert
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frequentistischen Ansatzes meist Ziel, eine Funktion des Parameters ξ zu
scha¨tzen. Der entsprechende Scha¨tzer fu¨r vollsta¨ndige Stichproben ist eine
geeignet gewa¨hlte Funktion der Variablen w, θˆ1 = θ1(w).
Werden nicht alle Werte beobachtet, ko¨nnen aber fu¨r die fehlenden Da-
ten plausible Werte aus der entsprechenden wahren Verteilung erzeugt wer-
den, dann bietet sich als Scha¨tzer
θˆ∞ =
∫
θ1(wobs,wmis)f(wmis|wobs, r; ξ,γ) dwmis
an, mit r einer hier (NP × 1)-dimensionalen Response-Indikatorvariablen
und γ einem Parameter, der mit der Zufallsvariablen r zusa¨tzlich zu beru¨ck-
sichtigen ist. Weiterhin ist die Dichtefunktion von θˆ1, gegeben wobs und r,
g(θˆ1|wobs, r; ξ,γ) =
∫
A(θˆ1)
f(wmis|wobs, r; ξ,γ) dwmis,
mit A(θˆ1) = {wmis|θ1(wobs,wmis) = θˆ1}, und
g(θˆ∞|r; ξ,γ)
=
∫
A(θˆ∞)
∫
A(θˆ1)
f(wmis|wobs, r; ξ,γ) dwmisf(wobs|r; ξ,γ) dwobs,
mit A(θˆ∞) = {wobs|θ∞(wobs) = θˆ∞}. Eine einfache Mo¨glichkeit die Ver-
teilungsfunktion von θˆ∞|r zu scha¨tzen besteht demnach darin, wiederholt
Bootstrap-Stichproben aus dem beobachteten Teil der Stichprobe wobs zu
ziehen und jeweils fu¨r aus der bedingten Verteilung von wmis|wobs, r gene-
rierte Realisationen Werte fu¨r θˆ∞ zu berechnen. Der Gro¨ße nach angeord-
net ko¨nnen damit Wahrscheinlichkeiten Pr(θˆ∞ ≤ c|r) gescha¨tzt und zur
Scha¨tzung der Verteilungsfunktion verwendet werden.
Der Erwartungswert von θˆ∞ gegeben r ist
E(θˆ∞|r) =∫ ∫
θˆ1f(wmis|wobs, r; ξ,γ) dwmisf(wobs|r; ξ,γ) dwobs
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beziehungsweise
E(θˆ∞|r) = E(E(θˆ1|wobs, r)|r).
Weiterhin la¨sst sich unter Geltung einer Bedingung, die bis Abschnitt 8.7
als erfu¨llt betrachtet wird (siehe Anhang B.5) mit θˆ1 dem Scha¨tzer auf der
Basis des vollsta¨ndigen Datensatzes, schreiben
MSE(θˆ∞|r) = E((θˆ∞ − θ)(θˆ∞ − θ)′|r)
= E((θˆ1 − θ + θˆ∞ − θˆ1)(θˆ1 − θ + θˆ∞ − θˆ1)′|r)
= E((θˆ1 − θ)(θˆ1 − θ)′|r) + E((θˆ∞ − θˆ1)(θˆ∞ − θˆ1)′|r)
= MSE(θˆ1|r) + E((θˆ∞ − θˆ1)(θˆ∞ − θˆ1)′|r).
Der erste Term auf der rechten Seite repra¨sentiert die Varianz, genauer den
mittleren quadratischen Fehler, des Scha¨tzers θˆ1, das heißt des Scha¨tzers
der ausgehend von dem vollsta¨ndigen Datensatz, wenn keine fehlenden Wer-
te vorla¨gen, verwendet wird. Der zweite Ausdruck auf der rechten Seite
dagegen repra¨sentiert den Erwartungswert der quadrierten Abweichungen
des Scha¨tzers ausgehend von den multipel imputierten Daten von θˆ1 u¨ber
w, die durch das Fehlen der Daten und deren Simulation zusa¨tzlich zu
beru¨cksichtigen sind.
A¨hnlich wie in Abschnitt 8.1 ko¨nnen die Gro¨ßen E(θˆ∞|r)
und MSE(θˆ∞|r) mit Hilfe simulierter Werte gescha¨tzt werden. Mit
m = 1, . . . ,M unabha¨ngig gezogenen Werten aus der Verteilung
f(wmis|wobs, r; ξ,γ) ko¨nnen M Werte fu¨r θˆ1, θˆ1,m, berechnet werden. Fu¨r
M gegen unendlich geht das arithmetische Mittel u¨ber diese Werte un-
ter recht allgemeinen Bedingungen gegen θˆ∞, den Scha¨tzer fu¨r E(θˆ∞|r).
Entsprechendes gilt fu¨r das arithmetische Mittel der mit jedem θˆ1,m ver-
bundenen Scha¨tzung der Kovarianzmatrix, V¯W,M (siehe (8.12), Seite 305),
das als Scha¨tzer fu¨r E((θˆ1 − θ)(θˆ1 − θ)′|r) verwendet wird. Der Ausdruck
E(Cov(θˆ1|wobs, r)) kann mit der entsprechenden, korrigierten Stichproben-
varianz VB,M (siehe (8.13), Seite 305) gescha¨tzt werden. Mit der fu¨r große
Stichproben plausiblen Normalverteilungsannahme la¨sst sich nun auch hier
unter recht allgemeinen Bedingungen
(θ0 − θˆ∞)|r a∼ N(0,Cov(θˆ∞|r)),
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mit θ0 dem wahren Parameterwert, unterstellen. Die weitere Argumentati-
on verla¨uft — neben einer anderen Auffassung bezu¨glich der Parameter —
a¨hnlich wie in Abschnitt 8.1. Bei der Analyse des mit Hilfe der generierten
Daten vervollsta¨ndigten Datensatzes muss bei einer bedingten Inferenz r
nicht beru¨cksichtigt werden, wenn die fehlenden Werte MCAR sind. Asym-
ptotisch ist der Missingmechanismus bei einer unbedingten Inferenz ha¨ufig
ignorierbar, bei nicht-distinkten Parametern allerdings etwas weniger effi-
zient, auch wenn die fehlenden Werte lediglich MAR sind (siehe Abschnitt
6.4.3). Entsprechendes gilt, wenn der Missingmechanismus nicht ignorier-
bar aber bekannt ist und in der Formulierung der bedingten Verteilung der
Variablen mit fehlenden Werten beru¨cksichtigt wird.
Die Beurteilung der Gu¨te der Multiplen Imputation (vgl. Abschnitt 8.2)
la¨sst sich leicht auf den modell-basiert frequentistischen Ansatz u¨bertragen,
indem man die Gro¨ße q durch den Parameterwert θ0 ersetzt und die Stich-
probenwerte als Ziehungen aus einer durch diesen Parameter festgelegten
Verteilung auffasst (vgl. Meng, 1994a, S. 547).
Die Tatsache, dass sich die Methode der Multiplen Imputation auch
modell-basiert frequentistisch motivieren la¨sst, ist nicht u¨berraschend, denn
Nicht-Bayesianische Imputationsmethoden ko¨nnen durchaus geeignet sein.
So beschreiben Rubin und Schenker (1986) eine approximative Bayes-Boot-
strap Methode (siehe auch Rubin, 1987). Eine Modifikation der
”
Hot Deck“
Imputation findet man in Rubin (1987, S. 124) und eine Modifikation der
”
Predictive Mean Matching“-Methode verwenden Heitjan und Little (1991)
oder Spieß und Keller (1999).
Die Idee hinter der modifizierten
”
Predictive Mean Matching“-Methode
sei im regressionsanalytischen Kontext an einem einfachen Beispiel mit nur
einer Variablen, die fehlende Werte aufweist, veranschaulicht. Der Missing-
mechanismus wird als ignorierbar angenommen.
Um Werte entsprechend der Verteilung f(wmis|wobs, r; ξ,γ) generieren
zu ko¨nnen, mu¨sste diese vollsta¨ndig bekannt sein. Aus dem beobachteten
Teil der Stichprobe la¨sst sich aber lediglich ein Scha¨tzer, ξˆ, gewinnen. Um
nun Ziehungen aus der Verteilung f(wmis|wobs, r; ξ,γ) zu approximieren,
wird im m-ten Schritt aus dem vollsta¨ndig beobachteten Teil der Stich-
probe vom Umfang Nobs eine Bootstrap-Stichprobe vom selben Umfang
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das heißt, eine einfache Zufallsstichprobe, bei der alle Elemente dieselbe
Ziehungswahrscheinlichkeit besitzen, gezogen. Mit dieser Stichprobe wird,
ausgehend von einem entsprechenden Modell, der Parameter ξ gescha¨tzt.
Der Scha¨tzwert wird dann dazu verwendet, fu¨r jedes nicht beobachtete Da-
tum einen Wert zu pra¨dizieren. Aus der Bootstrap-Stichprobe werden nun
fu¨r jeden vorhergesagten fehlenden Wert jene fu¨nf Einheiten ohne fehlende
Werte ausgewa¨hlt, die dem jeweiligen fu¨r ein fehlendes Datum vorherge-
sagten Wert am
”
na¨chsten“ sind. Aus diesen fu¨nf Einheiten wird dann
jeweils eine zufa¨llig ausgewa¨hlt. Der tatsa¨chlich beobachtete Wert dieser
ausgewa¨hlten Einheit wird dann als zu imputierender Wert verwendet. Die-
ser Vorgang wird M -mal wiederholt, wobei der Wert fu¨nf fu¨r die Anzahl
mo¨glicher
”
Spender“ willku¨rlich gewa¨hlt ist.
Durch die Ziehung der Bootstrap-Stichproben wird einerseits der Tat-
sache Rechnung getragen, dass die Parameterscha¨tzungen mit Unsicherheit
behaftet sind. Dies entspricht im Bayesianischen Kontext der Ziehung der
Parameter aus ihrer a posteriori Verteilung. Andererseits wird durch die
Wahl eines beobachteten Wertes als zu imputierendes Datum anstelle der
Imputation des pra¨dizierten Wertes der Tatsache Rechnung getragen, dass
ein individueller Wert und nicht der (bedingte) Erwartungswert vorherzu-
sagen ist.
Denkbar wa¨re auch ein Vorgehen, bei dem anstatt der wiederholten
Ziehung einer Bootstrap-Stichprobe Werte fu¨r den Parameter ξ unter Ver-
wendung des gesamten beobachteten Teils der Stichprobe gescha¨tzt wird,
um dann aus der gescha¨tzten Verteilung fu¨r ξˆ wiederholt Scha¨tzwerte zu
ziehen. Dies wa¨r einem Bayesianischen Vorgehen sehr nahe.
Anzumerken ist, dass zur Erzeugung der zu imputierenden Werte nicht
notwendigerweise die wahre Verteilung f(wmis|wobs, r; ξ,γ) verwendet wer-
den muss. Wie in Abschnitt 8.2 ausgefu¨hrt, ist lediglich zu fordern, dass die
gewa¨hlte Multiple-Imputations-Methode im dort definierten Sinne geeignet
ist. Dies schließt auch von der wahren Verteilung abweichende Verteilungen
nicht aus.
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8.7 Erga¨nzungen
8.7.1 Nicht-U¨bereinstimmungen zwischen Datenbereitstel-
ler und Datennutzer
Die Methode der multiplen Imputation wurde ausgehend von der Annahme
entwickelt, dass Datenbereitsteller und Datennutzer verschiedene Einhei-
ten darstellen (Rubin, 1987, 1996). Damit verbunden ist die Vorstellung,
dass in den meisten Fa¨llen die Datenbereitsteller u¨ber mehr Infomationen
und Ressourcen verfu¨gen als die Datennutzer. Dieses
”
mehr an Informa-
tion und Ressourcen“ kann sich auf Daten, die dem Datenschutz unter-
liegen und nicht weitergegeben werden du¨rfen, bessere Kenntnis u¨ber das
Ziehungsverfahren, Kenntnis von Verteilungen in der Zielpopulation oder
Werten von Populationsgro¨ßen, statistische Fertigkeiten und Mo¨glichkei-
ten zur Entwicklung und Umsetzung von Programmen beziehen. Mit einer
solchen Trennung zwischen Datenbereitsteller, der die zu imputierenden
Daten erzeugt, und Datennutzer, der den vervollsta¨ndigten Datensatz aus-
wertet, stellt sich natu¨rlich die Frage, wie unterschiedliches, in die jeweilige
Bearbeitungsphase einfließendes Wissen auf die statistische Inferenz wirkt.
Fu¨r jede statistische Methode wird vorausgesetzt, dass bestimmte zen-
trale Annahmen zumindest approximativ erfu¨llt sind. Trifft dies nicht zu,
dann kann die Validita¨t der statistischen Inferenz insgesamt fragwu¨rdig
sein. Dies gilt selbstversta¨ndlich auch bezu¨glich der Methode der multiplen
Imputation. Grundsa¨tzlich soll daher, ausgehend von großen Stichproben,
zuna¨chst gelten, was bereits in Abschnitt 8.2 vorausgesetzt wurde, na¨mlich
dass das inferenzstatistische Verfahren, welches der Datennutzer fu¨r einen
vollsta¨ndigen Datensatz verwenden wu¨rde, design-valide ist und, dass eine
geeignete Multiple-Imputations-Methode verwendet wird.
Innerhalb dieses Rahmens gibt es zwei Szenarien, in denen der Input des
Datenbereitstellers, der die zu imputierenden Daten erzeugt, und der Input
des Datennutzers nicht u¨bereinstimmt. Fu¨r eine exakte Definition und eine
formale Darstellung siehe Meng (1994a).
Im ersten Fall besitzt und verwendet der Datenbereitsteller Information,
die der Datennutzer nicht besitzt oder nicht verwendet. Als einfaches Bei-
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spiel sei eine lineare Regression mit zwei Einflussgro¨ßen und einer Respon-
sevariablen genannt. Nur letztere sei von fehlenden Werten betroffen. Der
Datenbereitsteller nutzt bei der Generierung5 der zu imputierenden Wer-
te die korrekte Information, dass die zweite Einflussgro¨ße keinen Einfluss
auf die Responsevariable besitzt. Dieses Wissen besitzt der Datenauswerter
nicht und scha¨tzt ein Regressionsmodell, in dem die zweite Einflussgro¨ße
beru¨cksichtigt wird. Beide Modelle, das heißt das des Datenbereitstellers
und das des Datennutzers, sind korrekt. Weil die Modelle nicht u¨berein-
stimmen gilt unter Verwendung des Wissens des Datennutzers im Allge-
meinen dennoch nicht mehr, dass die Varianz des Scha¨tzers ausgehend von
den Variablen deren Werte beobachtet wurden, asymptotisch mit der Vari-
anz des Scha¨tzers ausgehend von einem Datensatz mitM =∞ imputierten
Werten u¨bereinstimmt (Meng, 1994a).
Ausgehend von dem Datenauswerter ist in diesem ersten Fall die Vari-
anz des Scha¨tzers basierend auf dem multipel imputierten Datensatz kleiner
als desjenigen Scha¨tzers, der lediglich die Variablen verwendet, deren Werte
beobachtet wurden. Dieses Pha¨nomen wird von Rubin (1996) als Superef-
fizienz bezeichnet (vgl. Meng, 1994a, S. 546). Ein Scha¨tzer ausgehend von
einem multipel imputierten Datensatz ist stark supereffizient, wenn des-
sen (asymptotische) Varianz kleiner ist als diejenige des entsprechenden
Scha¨tzers ausgehend von dem vollsta¨ndigen Datensatz (Rubin, 1996). Der
Punkt in beiden Fa¨llen ist, dass die imputierten Werte Information u¨ber
die Werte des vollsta¨ndigen Datensatzes hinaus tragen, die von
”
außen“,
na¨mlich durch den Datenbereitsteller, zugefu¨hrt werden.
Mit der Supereffizienz eines Scha¨tzers ist allerdings, ausgehend von ei-
ner in einem weiteren Sinne geeigneten Multiplen-Imputations-Prozedur
(Rubin, 1996, S. 482), eine konservative, das heißt relativ zur tatsa¨chlichen
Varianz gro¨ßere, Varianzscha¨tzung verbunden. Dies fu¨hrt dazu, dass fu¨r In-
tervallscha¨tzungen der — im frequentistischen Sinne — tatsa¨chliche Anteil
an U¨berdeckungen des wahren Wertes gro¨ßer oder gleich dem im Allgemei-
5Die verwendete Multiple-Imputations-Prozedur sei im Hinblick auf den dem Modell
des Datenbereitstellers entsprechenden Scha¨tzer geeignet und die Inferenz ausgehend von
dem vollsta¨ndigen Datensatz valide.
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nen mit α vorgebenen Anteil ist. Bei Hypothesentests ist in diesem Fall die
tatsa¨chliche Ablehnrate kleiner oder gleich dem vorgegebenen Signifikanz-
niveau. Diese U¨berscha¨tzung der Varianz des Scha¨tzers wurde mehrfach
kritisiert (z.B. Fay, 1992). Nach Meng (1994a) und Rubin (1996) ist diese
Kritik allerdings nicht gerechtfertigt, denn selbst mit einer U¨berscha¨tzung
der Varianz ist diese i. Allg. immer noch kleiner als die Varianz des Scha¨tzers
ausgehend lediglich von den Variablen, deren Werten beobachtetet wurden.
Das heißt etwa fu¨r Konfidenzintervalle, dass zwar der tatsa¨chliche U¨ber-
deckungsanteil gro¨ßer oder gleich dem vorgegebenen ist, aber mit einer ge-
ringeren Breite als bei Verwendung nur derjenigen Variablen, deren Werte
beobachtet wurden. Daher ist, selbst wenn in letzterem Fall der tatsa¨chli-
che mit dem vorgegebenen U¨berdeckungsanteil u¨bereinstimmt, von einem
praktischen Standpunkt aus betrachtet, die Vorgehensweise basierend auf
dem multipel imputierten Datensatz vorzuziehen.
In einem zweiten Szenario nutzt der Datenbereitsteller weniger Informa-
tion als der Datennutzer. Im Beispiel des linearen Regressionsmodells wu¨rde
etwa der Datenbereitsteller beide Einflussgro¨ßen in das Modell zur Erzeu-
gung der zu imputierenden Werte aufnehmen, wa¨hrend der Datennutzer die
zweite Einflussgro¨ße unberu¨cksichtigt la¨sst. Auch hier sind beide Modelle
korrekt. Auch in diesem Fall ist die Inferenz ausgehend von dem Modell
des Datennutzers valide, wenn aufgrund der zusa¨tzlichen Unsicherheit im
Modell des Datenbereitstellers unter Umsta¨nden auch etwas konservativer.
8.7.2 Robustheit
Der letzte Abschnitt zeigt, dass eine Inferenz ausgehend von einem multipel
imputierten Datensatz auch dann valide sein kann, wenn die Imputationen
nicht im engeren Sinne von Abschnitt 8.2 geeignet sind. Weitere, vorwie-
gend empirische Ergebnisse deuten nach Rubin (1996) darauf hin, dass
selbst bei einer Nicht-Beru¨cksichtigung von geringfu¨gig wichtigen Variablen
durch den Datenbereitsteller im Allgemeinen die resultierenden Ergebnisse
des Datennutzers im Sinne des letzten Abschnittes valide, das heißt konser-
vativ, sind. Eine mo¨gliche Erkla¨rung, die auch von einem Ergebnis in Meng
(1994a) (Lemma 2) gestu¨tzt wird, besteht darin, dass eine mangelnde Mo-
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dellanpassung, etwa durch Nicht-Beru¨cksichtigung von Variablen durch den
Datenbereitsteller im Allgemeinen die Residualvarianz und damit die Va-
rianz der Ziehungen aus der a posteriori Verteilung der umis erho¨ht. Dies
fu¨hrt zu einem gro¨ßeren VB,M , so dass der Effekt der Vernachla¨ssigung von
Einflussgro¨ßen maskiert wird. Weitere Evidenz fu¨r eine gewisse Robustheit
gegenu¨ber Abweichungen von dem wahren Modell berichtet neben Rubin
(1987, Kap. 4) auch Schafer (1997, S. 211 ff.). So fu¨hrte in einer Simulati-
onsstudie von Schafer (1997) die Verwendung der Normalverteilungsannah-
me zur Generierung der zu imputierenden Werte selbst bei einer deutlich
schiefen wahren Verteilung der entsprechenden Variablen beziehungsweise
bei einer bina¨ren Variablen — nach Rundung— zu weitgehend akzeptablen
Ergebnissen.
Schafer und Graham (2002) berichten Resultate wonach die Annah-
me eines ignorierbaren Missingmechanismus dann zu deutlich verzerrten
Scha¨tzern fu¨hrt, wenn die Responsewahrscheinlichkeit direkt von den von
fehlenden Werten betroffenenen Variablen abha¨ngt. In anderen Situatio-
nen, in denen die Responsewahrscheinlichkeit von einer nicht kontrollierten
Variablen abha¨ngt, die selbst nur ma¨ßig mit der von fehlenden Werten be-
troffenen Variablen korreliert, fu¨hrt die falsche Annahme der Ignorierbar-
keit des Missingmechanismus nur zu geringen Verzerrungen. Nach Schafer
und Graham (2002) ist letzterer Fall der von den beiden Mo¨glichen der in
der Praxis wohl Ha¨ufigere.
Nach Rubin (1987, S. 125 f.) ist in großen Stichproben eine Methode
tendenziell dann geeignet, wenn die zu imputierenden Werte unter einem
angenommenen Missingmechanismus und einem passenden Modell fu¨r die
Daten Ziehungen aus einer a posteriori Verteilung, einem Bayes-Modell,
approximieren (vgl. Abschnitt 8.2). Allerdings ist die Formulierung der
vollsta¨ndigen a posteriori Verteilung keine notwendige Bedingung. Stattdes-
sen ko¨nnen auch teilweise spezifizierte (semi-parametrische) Modelle aus-
reichen (z.B. Heitjan und Little, 1991; Schenker und Taylor, 1996; Spieß
und Keller, 1999) oder es kann die Wahrscheinlichkeit fu¨r das Fehlen der
Werte ohne Verteilungsannahmen gescha¨tzt und zur multiplen Imputation
genutzt werden (z.B. Lipsitz, Zhao und Molenberghs, 1998).
Obwohl der Einfluss
”
fehlerhaft“ erzeugter zu imputierender Werte —
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bei einem nicht allzu großen Anteil an fehlenden Werten — relativ zu ei-
ner durch den Datennutzer gewa¨hlten
”
fehlerhaften“ Auswertungsmethode
insgesamt eher als gering einzuscha¨tzen ist (vgl. Little und Rubin, 2002; Ru-
bin, 1996) und auch eine gewisse Robustheit der Verfahren gegenu¨ber Ab-
weichungen von der vollsta¨ndigen wahren Verteilung angenommen werden
kann, ist zu beachten, dass diese Resultate beziehungsweise vorgeschlagenen
Methoden jeweils nur fu¨r bestimmte Aspekte und Auswertungsmethoden,
oft ML-Methdoden, beziehungsweise Inputationsmodelle (z.B. Lazzeroni,
Schenker und Taylor, 1990) gelten. So zeigen Liu, Taylor und Belin (2000)
in einer Simulationsstudie, dass bestimmte Formen von Fehlspezifikatio-
nen zu geringen Effekten bezu¨glich Verzerrung und U¨berdeckungsanteil von
Konfidenzintervallen, andere dagegen zu deutlicheren Effekten fu¨hren (sie-
he dazu auch Robins und Wang, 2000). Allerdings besteht bezu¨glich der
Robustheit der Multiplen-Imputations-Methode noch einiger Forschungs-
bedarf nicht nur im Hinblick auf die ML-Scha¨tzung, sondern auch bei Ver-
wendung anderer Ansa¨tze, etwa der in den Kapiteln 4 und 5 beschriebenen
GEE- und GEE-a¨hnlichen Verfahren auf der Basis multipler Imputationen.
In einer kleinen Simulationsstudie ergaben sich bei Verwendung des in Ab-
schnitt 4.6.2 beschriebenen GEPSE-Scha¨tzers und des in Verbindung mit
der Methode der multiplen Imputation vorgeschlagenen Varianzscha¨tzers
keine Hinweise auf eine systematische Unter- oder U¨berscha¨tzung der Vari-
anzen (Spieß und Keller, 1999). Andererseits betrachtet etwa Meng (2002)
einige Situationen, in denen die Multiple-Imputations-Methode bei Fehls-
pezifikation der Verteilung bei der Generierung der zu imputierenden Werte
und in Abha¨ngigkeit vom verwendeten Scha¨tzer zu zu kleinen Konfidenzin-
tervallen und damit etwa einer zu ha¨ufigen Ablehnung der Nullhypothese
fu¨hrt. Robins und Wang (2000) zeigen in einem Beispiel, dass eine — wenn
auch geringere — Unterscha¨tzung der Varianzen auch bei einer korrekten
Spezifikation der fu¨r die Generierung der zu imputierenden Werte verwen-
deten Modelle auftreten kann.
Schließlich ist trotz einiger
”
ermutigender“ Ergebnisse (Van Buuren und
Oudshoorn, 2000) bei Verwendung einer MCMC-Technik nicht wirklich
klar, mit welcher Ha¨ufigkeit mit einer Nicht-Existenz der gemeinsamen Ver-
teilung der beteiligten Variablen in der Praxis zu rechnen ist, und welche
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Konsequenzen eine solche Nicht-Existenz der gemeinsamen Verteilung der
beteiligten Variablen hat.
8.7.3 Konsequenzen fu¨r die Erzeugung zu imputierender
Werte
Der mit der Multiplen-Imputations-Methode verbundene Anspruch einer
recht allgemeinen Verwendbarkeit fu¨r große Datensa¨tze im Hinblick auf die
verschiedensten Auswertungsmethoden ist bei der praktischen Erzeugung
zu imputierender Werte mit einigen Problemen verbunden, die in diesem
Abschnitt kurz angesprochen werden sollen.
Zuna¨chst ist es bei der Generierung zu imputierender Werte, falls Daten-
bereitsteller und Datennutzer verschiedene Einheiten sind, kaummo¨glich al-
le potentiellen Auswertungsmethoden zu antizipieren. Daneben ist es selbst
dann, wenn die Scha¨tzverfahren bekannt wa¨ren, ha¨ufig schwierig zu ent-
scheiden, ob eine Multiple-Imputations-Methode unter Verwendung einer
bestimmten Scha¨tzmethode im Sinne von Abschnitt 8.2 tatsa¨chlich geeignet
ist. Einige generelle Handlungsanweisungen fu¨r die Erzeugung zu imputie-
render Werte um potentielle Probleme zu mindern geben etwa Rubin (1996)
und Schafer (1997, S. 143 f.). Demnach sollten in die vom Datenbereitsteller
verwendeten Modelle so viele Variablen, auch Interaktionen, wie mo¨glich,
ebenso solche, die nicht von fehlenden Werten betroffen sind, aufgenommen
werden. Die Modelle sollten mo¨glichst ohne Restriktionen bezu¨glich der Pa-
rameter gescha¨tzt werden. Durch die Hinzunahme mo¨glichst vieler Varia-
blen erho¨ht sich die Chance, dass die Multiple-Imputations-Methode fu¨r
mo¨glichst viele Scha¨tzverfahren geeignet ist. Die unrestringierte Scha¨tzung
soll mo¨gliche Verzerrungen in der Phase der Datenauswertung vermeiden,
die dann auftreten, wenn die entsprechenden Restriktionen nicht korrekt
sind.
Vor allem fu¨r große Datensa¨tze ist diese Forderung nicht immer umsetz-
bar, etwa wegen hoher Multikollinearita¨ten oder weil die entsprechenden
Modelle nicht mehr identifizierbar sind. In solchen Fa¨llen sind Kompro-
misse einzugehen. So ko¨nnten eventuell nur fu¨r zentrale Variablen, die von
fehlenden Werten betroffen sind, plausible Werte erzeugt werden. In die-
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sem Fall sind in das Imputationsmodell Variablen, die in einer Beziehung
zu den zentralen Variablen stehen, sowie Variablen, die fu¨r den Ausfall
verantwortlich sein ko¨nnen aufzunehmen.
Was die jeweilige Anzahl an plausiblen, fu¨r jedes fehlende Datum zu
erzeugende Werte, M , betrifft gilt prinzipiell: Je mehr desto besser. Die
meist u¨bliche Praxis besteht in einer Anzahl 3 ≤ M ≤ 10 (vgl. Li, Raghu-
nathan und Rubin, 1991; Meng, 1994a, S. 555; Schafer, 1997, S. 106 f.),
obwohl teilweise auch M > 10 gewa¨hlt wird (z.B. Horton und Lipsitz,
2001; Meng, 1994b, S. 570; Schafer, 1994, S. 561). Die letztlich gewa¨hlte
Anzahl ha¨ngt im Wesentlichen von der zur Verfu¨gung stehenden Speicher-
kapazita¨t ab. Wenn Datenbereitsteller und Datennutzer dieselbe Einheit
bilden, dann kann mit den heutigen Rechnerausstattungen in Allgemeinen
eine recht große Anzahl an zu imputierenden Daten erzeugt und verwendet
werden. Die bei der Auswertung verwendete Anzahl ha¨ngt dann im We-
sentlichen davon ab, ab welchem Punkt die Scha¨tzergebnisse stabil bleiben.
In vielen Fa¨llen ist 5 ≤M ≤ 10 ausreichend (z.B. Schafer, 1997, S. 106 f.).
Sind Datenbereitsteller und Datennutzer nicht identisch und handelt es sich
etwa um einen großen Umfragedatensatz, dann stehen einer fu¨r jeden feh-
lenden Werte großen Anzahl (M > 10) an plausiblen Daten die jeweiligen
Speicherkosten gegenu¨ber.
8.8 Veranschaulichung: Beispiel 8.2
8.8.1 Beschreibung des Simulationsbeispiels
Im folgenden Abschnitt sollen einige der in diesem Kapitel beschriebenen
Konzepte und Verfahren veranschaulicht werden. Wie fu¨r die Beispiele in
Abschnitt 6.3 wurden fu¨r das im Folgenden beschriebene Beispiel 8.2
Wertepaare (un1, un2), hier jeweils N = 1000, erzeugt, die als unabha¨ngi-
ge Ziehungen aus einer bivariaten Normalverteilung mit µ1 = µ2 = 0,
σ21 = σ
2
2 = 1 und ρ = .5 aufgefasst werden ko¨nnen. Weiterhin wurden
entsprechend dem in Abschnitt 6.3.1 beschrieben Vorgehen Werte einer
Response-Indikatorvariablen erzeugt (siehe insbesondere Seite 207 und Mo-
dell (6.2)) und Werte der Variablen un2 gelo¨scht falls die entsprechende
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Response-Indikatorvariable den Wert null annahm. Als Werte fu¨r γ wurde
γ = (0 0)′, γ = (0 .8)′ und γ = (.8 .8)′ gewa¨hlt. Diese Spezifikation fu¨hrt
zu fehlenden Werten, die MCAR, MAR beziehungsweise NMAR sind.
Die Scha¨tzung der Parameter µ1, µ2, σ
2
1, σ
2
2 und ρ erfolgte auf unter-
schiedliche Weise. Zuna¨chst wurden die Parameter unter Verwendung der
urspru¨nglichen, vollsta¨ndigen Stichprobe u¨ber die Maximum-Likelihood-
Methode gescha¨tzt. Die dafu¨r notwendigen Ableitungen sind in Anhang F.8
gegeben. Die zweite Methode berechnet die ML-Scha¨tzer unter Verwendung
aller beobachteten Werte. Auch fu¨r dieses, etwas aufwa¨ndigere Verfahren,
sind die Ableitungen in Anhang F.8 gegeben. Bei einer dritten Vorgehens-
weise wurden die Parameter lediglich ausgehend von den vollsta¨ndig beob-
achteten Wertepaaren berechnet. Dabei wurde diese Teilstichprobe behan-
delt, als wa¨re sie eine nicht von fehlenden Werten betroffene, vollsta¨ndige
Stichprobe, das heißt es wurden dieselben Scha¨tzfunktionen wie fu¨r die ur-
spru¨ngliche, vollsta¨ndige Stichprobe verwendet.
Fu¨r die weiteren Verfahren wurde die Methode der multiplen Impu-
tation angewandt. Ausgangspunkt war der modell-basiert frequentistische
Ansatz (Abschnitt 8.6). Die zu imputierenden Werte wurden auf verschie-
dene Weise generiert. Bei drei Varianten wurden jeweilsM zu imputierende
Werte erzeugt, indem die folgenden SchritteM -mal wiederholt wurden (vgl.
auch Abschnitt 8.6):
1. Ziehe eine Bootstrap-Stichprobe aus der vollsta¨ndig beobachteten
Teilstichprobe
2. Scha¨tze fu¨r diese Bootstrap-Stichprobe eine Regression der un2 auf
un1 einschließlich einer Konstanten
3. Pra¨diziere die bedingten Erwartungswerte fu¨r diejenigen Einheiten,
fu¨r die un2 nicht beobachtet wurde, mit Hilfe der in Schritt (2)
gescha¨tzten Regressionsparameter und der beobachteten un1
4. Ziehe Werte fu¨r die auf diese gescha¨tzten bedingten Erwartungswerte
zu addierenden Sto¨rgro¨ßen und erzeuge damit Scha¨tzwerte fu¨r die
fehlenden Werte.
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Fu¨r das mit MINV bezeichnete multiple Imputationsverfahren wurden die
Werte fu¨r die Sto¨rterme aus der Normalverteilung mit Erwartungswert null
und der im zweiten Schritt gescha¨tzten Varianz gezogen. Fu¨r MIRes wur-
den fu¨r die Sto¨rterme Werte, jeweils mit gleicher Wahrscheinlichkeit und
mit Zuru¨cklegen, aus den in Schritt (2) anfallenden Residuen gezogen. Fu¨r
MIGl wurden die Werte fu¨r die Sto¨rterme mit Hilfe des von SAS bereit-
gestellten Pseudo-Zufallszahlengenerators RANUNI aus der Gleichverteilung
mit Erwartungswert null und der im zweiten Schritt gescha¨tzten Varianz
gezogen.
Bei dem im Folgenden mit MIPar bezeichneten Verfahren wurde im
ersten Schritt, wie oben bereits beschrieben, eine Regression der un2 auf
die un1 ausgehend von der vollsta¨ndig beobachteten Stichprobe berechnet.
Dies liefert den Scha¨tzer θˆ = (αˆ βˆ)′, mit αˆ dem Scha¨tzer fu¨r die Konstan-
te, βˆ dem Scha¨tzer fu¨r den Steigungsparameter, und σˆ2u2|u1 dem Scha¨tzer
der Varianz der Sto¨rterme. Mit der Matrix W = (1 u1), wobei u1 ein die
Werte un1 der vollsta¨ndig beobachteten Stichprobe enthaltender Spalten-
vektor ist, erha¨lt man als Varianzscha¨tzung fu¨r die Regressionsparameter
V̂ar(θˆ) = σˆ2u2|u1(W
′W)−1. Asymptotisch sind die entsprechenden Scha¨tzer
der Regressionsparameter unter recht schwachen Bedingungen normalver-
teilt. Der Scha¨tzer fu¨r die Fehlervarianz σˆ2u2|u1 ist unabha¨ngig von den
Scha¨tzern der Regressionsparameter χ2N1−2-verteilt, wobei N1 der Umfang
der vollsta¨ndig beobachteten Stichprobe ist. DieM zu imputierenden Werte
wurden, ausgehend von diesen gescha¨tzten Parametern fu¨r die vollsta¨ndig
beobachtete Stichprobe, durch die M -malige Wiederholung der folgenden
Schritte erzeugt.
1. Generiere den Wert einer χ2N1−2-verteilten Variablen v und erzeuge
σˆ2∗ = (N1 − 2)σˆ2u2|u1/v
2. Simuliere den Wert einer zweidimensionalen, normalverteilten Zufalls-
variablen mit Erwartungswerten null, Varianzen eins und einer Kor-
relation von null, z, und erzeuge θˆ∗ = θˆ + σˆu2|u1L
′z, wobei L′L =
(W′W)−1 mit L der Cholesky Wurzel
3. Erzeuge Scha¨tzwerte fu¨r die fehlenden Werte in der unvollsta¨ndig be-
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obachteten Stichprobe gema¨ß der unterstellten linearen Regressions-
beziehung unter Verwendung der in Schritt (1) und (2) erzeugten
Parameterwerte, der beobachteten un2 sowie der aus einer Normal-
verteilung mit Erwartungswert null und Varianz σˆ2u2|u1 generierten
Werten fu¨r die Sto¨rgro¨ßen.
Der Wert der in Schritt (1) beno¨tigten χ2N1−2-verteilten Zufallsvariablen
wurde simuliert indem mit Hilfe des Zufallszahlengenerators RANNOR N1−2
Werte unabha¨ngig standardnormalverteilter Zufallsvariablen erzeugt, qua-
driert und aufsummiert wurden.
Fu¨r das mit MIF0 bezeichnete Verfahren schließlich wurden die zu im-
putierenden Werte ausgehend von der unterstellten linearen Regressionsbe-
ziehung von un2 auf un1 unter Verwendung des Zufallszahlengenerators zur
Erzeugung von Werten normalverteilter Zufallsvariablen mit dem wahren
Regressionsparameter θ0 = (0 .5)
′ und der wahren Varianz σ20,u2|u1 = .75
generiert.
Zur Scha¨tzung der Parameter µ1, µ2, σ
2
1 , σ
2
2 und ρ wurde der jeweilige
Datensatz zuna¨chst mit einem der oben beschriebenen multiplen Imputati-
onsverfahren vervollsta¨ndigt. Mit den auch fu¨r die urspru¨ngliche, vollsta¨ndi-
ge Stichprobe verwendeten ML-Scha¨tzgleichungen wurden dann die Para-
meterscha¨tzwerte berechnet. Diese jeweils M Ergebnisse wurden entspre-
chend der in den 8.3 Vorgehensweise kombiniert.
8.8.2 Simulationsergebnisse
Die Scha¨tzwerte fu¨r µ1, µ2, σ
2
1 , σ
2
2 und ρ wurden unter jedem der gewa¨hlten
Verfahren fu¨r 500 simulierte Datensa¨tze berechnet. Als Ergebnisse wurden
das arithmetische Mittel der Scha¨tzwerte (m), die Wurzel aus den u¨ber
die Simulationen gemittelten gescha¨tzten Varianzen der Scha¨tzer (ŝd), die
Wurzel aus dem mittleren quadratischen Fehler (rmse), der Anteil an Ab-
lehnungen der Nullhypothese H0: ζ = ζ0, mit ζ einem der oben genannten
Parameter (rej), sowie γˆ, dem approximativen Anteil an Information, der
auf die fehlenden Werte zuru¨ckzufu¨hren ist (siehe (8.18), Seite 307), be-
trachtet. Im Folgenden sind lediglich die Ergebnisse der Scha¨tzung von µ2
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dargestellt. Die Resultate fu¨r die anderen von fehlenden Werten betroffene
Scha¨tzer sind a¨hnlich.
In einem ersten Schritt wurden die Scha¨tzergebnisse unter Verwendung
einer variierenden Anzahl an zu imputierenden Werte betrachtet. Abbil-
dung 8.1 zeigt fu¨r den MAR-Fall, jeweils u¨ber 500 Simulationen die Scha¨tz-
ergebnisse m, ŝd und rej unter Verwendung der multiplen Imputationsme-
thoden MINV , MIRes, MIPar und MIGl in Abha¨ngigkeit von der Anzahl
imputierter Werte (M).
Abbildung 8.1: Scha¨tzergebnisse m, ŝd und rej fu¨r µ2 unter Verwendung
der multiplen Imputationsmethoden MINV , MIRes, MIPar und MIGl in
Abha¨ngigkeit von der Anzahl imputierter Werte (M = 5, 7, 10, 15, 20) je-
weils u¨ber 500 Simulationen. Fehlende Werte sind MAR.
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Abbildung 8.1 zeigt, dass die u¨ber die Simulationen gemittelten Scha¨tz-
werte µˆ2 fu¨r alle vier betrachteten Methoden in einem sehr engen Bereich
um den wahren Wert herum, zwischen −.005 und .005, schwanken. Die
mittlere gescha¨tzte Standardabweichung der Scha¨tzer schwankt ebenfalls
nur geringfu¨gig, in einem Bereich zwischen .0480 und .0501.
Unter Geltung der H0: µ2 = µ2,0 und allen jeweils notwendigen wei-
teren Bedingungen sollte der Anteil an Ablehnungen der H0 u¨ber die 500
Simulationen im Bereich [.03, .07] liegen (siehe Anhang A.6). Von einer
Ausnahme abgesehen (MINV , bei M = 5) ist dies fu¨r alle betrachteten
Verfahren und Anzahlen an Imputationen der Fall. Die in Abbildung 8.1
sichtbaren Schwankungen in den Kennwerten u¨ber M hinweg sind sehr ge-
ring und ha¨ngen — in diesem Rahmen — von den gewa¨hlten Startwerten
fu¨r die Pseudo-Zufallszahlengeneratoren ab. Ein ganz a¨hnliches Bild ergibt
sich unter der MCAR-Bedingung.
In Tabelle 8.1 sind die Scha¨tzergebnisse u¨ber jeweils 500 Simulationen
fu¨r alle verwendeten Methoden, wiederum fu¨r µ2 abgetragen. Die Ergeb-
nisse bei Verwendung der multiplen Imputationsmethoden basieren auf je-
weils M = 10 Imputationen. Die mit
”
com“ u¨berschriebene Spalte gibt die
Scha¨tzergebnisse ausgehend von dem urspru¨nglichen, vollsta¨ndigen Daten-
satz an. Diese sind zu Vergleichszwecken, jeweils identisch, fu¨r die MCAR-
und die MAR-Bedingung abgetragen. In der mit
”
obs“ u¨berschriebenen
Spalte findet man die Ergebnisse der ML-Scha¨tzung basierend auf allen
beobachteten Werten.
Zuna¨chst wird aus Tabelle 8.1 deutlich, dass die Verfahren basierend
auf multiplen Imputationen, abgesehen von MIF0, a¨hnlich wie die ML-
Methode, bei der alle beobachteten Werte verwendet werden, erwartungs-
gema¨ß zu gro¨ßeren Standardabweichungen fu¨hren als bei Verwendung der
ML-Methode ausgehend von dem urspru¨nglichen, vollsta¨ndigen Datensatz.
Tendentiell fu¨hren die multiplen Imputationsverfahren — ausgenommen
das mit MIF0 bezeichnete Verfahren — auch zu einer etwas gro¨ßeren Vari-
anz als das ML-Verfahren unter Beru¨cksichtigung aller beobachteten Werte.
Daru¨ber hinaus weisen die Scha¨tzer basierend auf MINV , MIRes, MIPar
und MIGl keine systematischen Unterschiede auf. Offensichtlich gibt es nicht
ein
”
richtiges“ multiples Imputationsverfahren, sondern verschiedene geeig-
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Tabelle 8.1: Simulationsergebnisse fu¨r die Scha¨tzung von µ2 ausgehend
von un = (un1, un2)
′ n = 1, . . . , 1000 mit fehlenden Werten fu¨r un2 unter
Verwendung verschiedener Imputationstechniken. Anteil an fehlenden
Werten: ca. 50%. Fehlende Werte sind MCAR oder MAR. Scha¨tzung
basiert auf (siehe Text): com, obs, MINV , MIRes, MIPar, MIGl und
MIF0. Scha¨tzergebnisse: Mittel (m) der Scha¨tzwerte, mittlere gescha¨tzte
Standardabweichung (ŝd), Standardabweichung u¨ber die 500 Simulationen
(s) und Anteil an Ablehnungen der H0: µ2 = 0 (rej) bei α = .05. Multiple
Imputationen mit M = 10.
MCAR
com obs MINV MIRes MIPar MIGl MIF0
m −.0007 .0002 .0018 −.0001 .0042 −.0009 .0019
ŝd .0316 .0418 .0430 .0427 .0426 .0428 .0377
rmse .0322 .0420 .0436 .0428 .0418 .0435 .0261
rej .052 .048 .074 .048 .054 .058 .004
MAR
m −.0007 −.0002 −.0003 .0004 .0048 −.0035 .0019
ŝd .0316 .0474 .0487 .0485 .0486 .0484 .0376
rmse .0322 .0481 .0483 .0490 .0501 .0501 .0257
rej .052 .058 .052 .054 .068 .062 .008
nete Modelle. Dies gilt im betrachteten Fall auch, wenn anstatt normalver-
teilter gleichverteilte Sto¨rgro¨ßen simuliert werden (MIGl). Die Unterschiede
der Scha¨tzer basierend auf diesen Imputationsverfahren und der Scha¨tzer
ausgehend von allen beobachteten Werten sind vernachla¨ssigbar und bei
Verwendung anderer Startwerte fu¨r die Pseudo-Zufallszahlengeneratoren
auch nicht systematisch.
Entsprechend der Diskussion in Abschnitt 8.7.1 liegt bei dem mit MIF0
bezeichneten Verfahren eine Nicht-U¨bereinstimmung zwischen Datenbe-
reitsteller, hier der Stufe der Generierung der zu imputierenden Werte,
und Datennutzer, hier der Auswertungsstufe, vor. In der Imputationsstu-
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fe sind die wahren Parameterwerte bekannt, die in der Auswertungsstufe
gescha¨tzt werden. Der entsprechende Scha¨tzer ist hier sogar stark superef-
fizient, gleichzeitig ist die gescha¨tzte Standardabweichung deutlich zu groß.
Die entsprechende Nullhypothese wird mit deutlich geringeren Ha¨ufigkeiten
als 3%–7% abgelehnt.
Die Verfahren basierend auf multiplen Imputationen fu¨hren auch bei
fehlenden Werten, die MAR sind zu akzeptablen Ergebnissen. Ein Ver-
gleich der Ergebnisse unter MCAR und MAR zeigt, dass die Varianzen
der Scha¨tzer unter MAR etwas gro¨ßer werden. Dies spiegelt sich in dem
jeweiligen mittleren gescha¨tzten Anteil an fehlender Information, der den
fehlenden Daten zuzuschreiben ist, wider. Unter der MCAR-Bedingung ist
dieser .499. Unter der MAR-Bedingung steigt er auf .54.
Unter der NMAR-Bedingung ist das Mittel der µˆ2 u¨ber die Simulationen
fu¨r alle Verfahren außer fu¨r MIF0 etwa .4, der Anteil an Ablehnungen der
Nullhypothese ist eins. Etwas gu¨nstiger sind die Ergebnisse unter MIF0 .
Das Mittel der Scha¨tzwerte betra¨gt .14 und der Anteil an Ablehnungen ist
”
nur“ .986.
Kapitel 9
Zur Einflussdynamik sozialer
Investitionen auf objektive
und subjektive Gratifikation
In diesem Kapitel soll untersucht werden, ob sich der Einfluss verschie-
dener sozio-demographischer Merkmale auf Variablen, die als objektive be-
ziehungsweise subjektive Gratifikationsvariablen aufgefasst werden ko¨nnen,
in einem Acht-Jahresintervall abschwa¨cht. Sowohl die betrachteten sozio-
demographischen als auch die Gratifikationsvariablen bilden ein
”
Set“ von
Statusfaktoren. U¨ber die Zeit hinweg sich abschwa¨chende Einflu¨sse dieser
sozio-demographischen Variablen ko¨nnen damit auch als abnehmende Bin-
nenbeziehungen und gleichzeitig als Zeichen zunehmender Heterogenita¨t
der Sozialstruktur interpretiert werden. Einer solchen, durch zunehmen-
de Statusinkonsistenzen gekennzeichneten Entwicklung wird wiederum ei-
ne grundlegende Bedeutung bei der Frage nach
”
sozialer (Des-)Integration“
beigemessen. So ist etwa ein u¨ber die Zeit hinweg abnehmender Effekt von
Investitionsvariablen, wie berufliche Bildung, auf Gratifikationsvariablen,
zum Beispiel Einkommen, gleichbedeutend mit einem abnehmenden Zu-
sammenhang zwischen diesen Variablen und einer gleichzeitig zunehmen-
den Wahrscheinlichkeit von Statusinkonsistenz, das heißt dem Zusammen-
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treffen von Auspra¨gungen elementarer Statusfaktoren, die unterschiedliche
soziale Positionen kodieren. Als individuelle Reaktionen auf einen solchen
Wandel werden in der Literatur schließlich Reaktionen postuliert, die fu¨r
Fragen der sozialen Integration von zentraler Bedeutung sind (z.B. Engel
und Wuggenig, 1990; Geschwender, 1967a, 1967b).
Grundlage der Untersuchung des Einflusses der ausgewa¨hlten sozio-de-
mographischen Variablen auf die Gratifikationsvariablen ist eine La¨ngs-
schnitt-Teilstichprobe des bereits in der Einleitung (Kapitel 1, Abschnitt
1.2) beschriebenen Sozio-o¨konomischen Panels (SOEP). Bei der Verwen-
dung eines La¨ngsschnittes treten meist alle der bereits besprochenen Vari-
anten fehlender Werte auf (z.B. Abschnitt 1.2): Unit-Nonresponse, Pane-
lattrition und Item-Nonresponse. Dies trifft auch auf die hier verwendete
Teilstichprobe zu. Bei der Scha¨tzung kommt daher sowohl die Methode der
multiplen Imputation (siehe Kapitel 8) als auch ein Gewichtungsverfahren
(siehe Abschnitt 7.5) zum Einsatz. Zur Scha¨tzung des interessierenden Mo-
dells wird das in Kapitel 5 beschriebene Mehrgleichungs-La¨ngsschnittmo-
dell verwendet. Als Kennwerte fu¨r die Erkla¨rungskraft des Modells werden
zwei der ebenfalls in Kapitel 5 beschriebenen Pseudo-R2-Maße betrachtet.
9.1 Fragestellung und Modellbegru¨ndung
Von zentralem Interesse ist in diesem Kapitel die Frage nach u¨ber die
Zeit hinweg mo¨glicherweise abnehmenden Effekten verschiedener sozio-de-
mographischer Variablen simultan auf eine objektive sowie eine subjektive
Gratifikationsvariable.
Wie bereits in der Einfu¨hrung zu diesem Kapitel dargestellt, kann ein
Zusammenhang dieser Fragestellung mit dem Thema
”
Soziale Integrati-
on“ hergestellt werden. Ausgehend von der Einbettung der oben formulier-
ten Fragestellung in den Themenkomplex
”
Soziale Integration“ wa¨re ent-
sprechend den Ausfu¨hrungen in Kapitel 2 nun zuna¨chst das hypothetische
Konstrukt einer
”
sozialen Integration“ in einer Weise zu definieren, die es
einer wissenschaftlich empirischen Untersuchung zuga¨nglich macht. Dazu
geho¨rt neben der Angabe von Bedingungen, die das Ausmaß an
”
sozialer
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(Des-)Integration“ abbilden sollen, auch die Nennung von Bedingungen,
die zu einer Zu- beziehungsweise Abnahme
”
sozialer Integration“ fu¨hren.
Daru¨ber hinaus wa¨re, im messtheoretischen Sinne (siehe Kapitel 2), ei-
ne Beziehung zwischen den beobachtbaren Variablen oder Indikatoren und
dem hypothetischen Konstrukt zu begru¨nden. Eine solcherart brauchbare
und etwa von Friedrichs und Jagodzinski (1999) angemahnte Definition der
”
Sozialen Integration“ existiert allerdings derzeit nicht und ist auch nicht
Gegenstand dieses Kapitels.
Stattdessen werden, auf einer Mikroebene, die mo¨glicherweise sich a¨n-
dernden Effekte verschiedener Variablen auf die Gratifikationsvariablen, die
gleichzeitig die Sta¨rke des Zusammenhanges angeben, betrachtet. Eine ab-
nehmende Effektsta¨rke bedeutet gleichzeitig, dass mit gro¨ßerer Wahrschein-
lichkeit zuna¨chst
”
unu¨bliche“ Kombinationen der Auspra¨gungen der betei-
ligten sozio-demographischen beziehungsweise Investitions- einerseits und
Gratifikationsvariablen andererseits auftreten. Bestimmte Kombinationen
dieser Variablen kodieren entsprechende soziale Positionen.
”
Unu¨bliche“
Kombinationen werden auch als Statusinkonsistenzen bezeichnet. Statu-
sinkonsistenzen werden wiederum zur Erkla¨rung des Auftretens von inte-
grationsrelevanten Reaktionen wie Stresssymptomen, Wahlentscheidungen,
abweichendem Verhalten, Selbstmord, sozialem Wandel oder gar System-
vera¨nderungen herangezogen (vgl. auch Becker und Zimmermann, 1995,
und die dort angegebene Literatur; Geschwender, 1967a, 1967b). Unter-
sucht werden soll an dieser Stelle demnach eine mo¨gliche Pra¨misse fu¨r (des-)
integrierende Reaktionen, das heißt, die Frage nach einer zunehmenden He-
terogenita¨t der Sozialstruktur, nicht aber, ob oder in welchem Ausmaß eine
solche zu entsprechenden integrationsrelevanten Konsequenzen fu¨hrt.
Wenn der mo¨glicherweise u¨ber die Zeit hinweg abnehmende Einfluss
verschiedener sozio-demographischer Variablen auf eine oder mehrere Gra-
tifikationsvariablen untersucht werden soll, dann sind dazu verschiedene
Herangehensweisen mo¨glich.
Eine zuna¨chst naheliegende Mo¨glichkeit besteht darin, zu verschiede-
nen Zeitpunkten Querschnittsdaten zu verwenden und damit entsprechende
Regressionsmodelle zu scha¨tzen. Dieses Vorgehen wurde etwa von Schnell
und Kohler (1995) gewa¨hlt um eine Individualisierungshypothese zu un-
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tersuchen, bei der — anders als hier — die Effekte einiger Variablen wie
etwa Konfession, Alter oder Geschlecht unter anderem auf Wahlverhalten
gescha¨tzt wurden. Dabei wird angenommen, dass mit einer zunehmenden
gesellschaftlichen Differenzierung eine abnehmende Erkla¨rungskraft der in
das Modell aufgenommenen sozio-demographischen Variablen, operationa-
lisiert u¨ber einfache Maße der Erkla¨rungskraft des Regressionsmodells, ein-
hergeht.
Nach Schnell und Kohler (1995) wird diese Annahme durch die gefun-
denen Ergebnisse gestu¨tzt. Allerdings lassen Probleme bei der spezifischen
Ausgestaltung sowie prinzipieller Art der verwendeten Vorgehensweise zu-
mindest Zweifel an der inhaltlichen Interpretation der Ergebnisse aufkom-
men (siehe dazu auch Jagodzinski und Quandt, 1997; Mu¨ller, 1997; Schnell
und Kohler, 1997). So stellt sich etwa die Frage, ob abnehmende Effekte ein-
zelner Variablen u¨ber die Zeit hinweg nicht durch andere, beziehungsweise
zusa¨tzlich in das Modell aufgenommene Variablen oder Interaktionsterme
kompensiert werden ko¨nnen, so dass die insgesamte Erkla¨rungskraft eines
solchen Modells nicht absinkt.
Ein grundsa¨tzlicher Nachteil dieser Vorgehensweise besteht darin, dass
mo¨glicherweise unbeobachtete individuelle Effekte einen nicht unbedeuten-
den Einfluss auf die Responsevariable ausu¨ben. Diese Effekte gehen in Quer-
schnittsmodellen allerdings in die Fehlervariablen ein, was zu einer ineffizi-
enten Scha¨tzung der Modellparameter fu¨hrt.
Neben dieser technischen Einschra¨nkung unterliegt die Betrachtung auf-
einanderfolgender Querschnitte allerdings auch einer entsprechenden inhalt-
lichen Beschra¨nkung. So ist, etwa wenn neben den im systematischen Teil
der Regression beru¨cksichtigten Einflussgro¨ßen weitere unbeobachtete, in-
dividuelle und u¨ber die Zeit hinweg stabile Effekte bezu¨glich der Grati-
fikationsvariablen eine Rolle spielen, fu¨r bestimmte Personen mit gro¨ßerer
Wahrscheinlichkeit dauerhaft mit ho¨heren beziehungsweise niedrigeren Gra-
tifikationen zu rechnen.
Wu¨rden solche unbeobachtbaren, stabilen Variablen u¨ber die Zeit hin-
weg an Einfluss gewinnen, wa¨hrend die Varianz der eigentlichen Fehler-
variablen ebenso wie die Effekte der Einflussgro¨ßen u¨ber die Zeit hinweg
konstant bliebe, dann wu¨rde bei der Betrachtung einer Reihe von Quer-
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schnitten die Bedeutsamkeit der Einflussgro¨ßen, relativ zur Gesamtvaria-
tion der stochastischen Komponenten des Regressionsmodells, absinken.
Ein solches Ergebnis ko¨nnte zu einer Interpretation einer u¨ber die Zeit
hinweg nachlassenden Erkla¨rungskraft der beru¨cksichtigten Einflussgro¨ßen
fu¨hren. Tatsa¨chlich wu¨rde ein solches Pha¨nomen jedoch darauf hindeuten,
dass zusa¨tzlich zu den beru¨cksichtigten Einflussgro¨ßen weitere, nicht be-
obachtbare Variablen an Einfluss gewinnen, wa¨hrend die Erkla¨rungskraft
der explizit beru¨cksichtigten Einflussgro¨ßen stabil bliebe. Die Mo¨glichkeit
den Fehlerterm in Komponenten, die selbst
”
Erkla¨rungskraft“ besitzen, und
einen Term, der lediglich unsystematische Einflu¨sse abbildet, zu zerlegen,
legt die Modellierung mit Hilfe von La¨ngsschnittmodellen nahe.
Bei Verwendung eines La¨ngsschnittmodells ist im Allgemeinen aller-
dings die zeitliche Dimension auf natu¨rliche Weise beschra¨nkt. Betrachtet
man etwa Personen als die interessierenden Einheiten und als Gratifikati-
onsvariable das Erwerbseinkommen, dann ist eine La¨ngsschnittbetrachtung
la¨ngstens auf den Zeitraum der Erwerbsta¨tigkeit der Personen begrenzt.
Beschra¨nkt man sich nicht auf lediglich eine Alterskohorte so wird der
maximal betrachtbare Zeitabschnitt sogar noch deutlich ku¨rzer. Dies ist
aber lediglich dann ein Problem, wenn es sehr unwahrscheinlich oder gar
unmo¨glich ist, dass die Konsequenzen der interessierenden Entwicklung in
diesem kurzen Zeitraum nachweisbar sind. Darauf gibt es fu¨r die im Fol-
genden untersuchte Fragestellung und das betrachtete Acht-Jahresintervall
allerdings keinen Hinweis.
Ein weiterer Aspekt des bereits oben angefu¨hrten Argumentes, der vor
dem Hintergrund der ausgewa¨hlten Einheiten und Variablen fu¨r die Be-
trachtung eines einzelnen, engeren Zeitfensters und gegen einen Vergleich
mehrerer, zeitlich weiter auseinander liegender Querschnitte u¨ber einen
großen Zeitraum spricht, ist die Notwendigkeit der Existenz einer ausrei-
chend reichhaltigen Theorie, die nicht nur begru¨ndete Aussagen fu¨r jeden
betrachteten Querschnitt ermo¨glicht, sondern auch die Verknu¨pfung der
zuna¨chst an die jeweiligen Zeitpunkte gebundenen Querschnittsaussagen
begru¨ndet. So ko¨nnen u¨ber gro¨ßere Zeitra¨ume hinweg fu¨r bestimmte Grati-
fikationsvariablen andere Einflussgro¨ßen relevant werden, obwohl die Sta¨rke
der Beziehungen zwischen Gratifikationsvariablen einerseits und dem vom
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Umfang her sich a¨ndernden Komplex der Einflussgro¨ßen andererseits gleich
bleibt. Oder die zuna¨chst betrachtete Gratifikationsvariable wird zuneh-
mend durch eine andere ersetzt. Dies kann bei steigendem Einkommen etwa
die Verleihung oder der Erwerb zusa¨tzlicher Mitgliedschaften oder Posten in
wichtigen Gremien sein. Je nach intendiertem Geltungsbereich der Aussa-
gen wa¨re daher zu begru¨nden, wie mit solchen Vera¨nderungen im Hinblick
auf die Vergleichbarkeit der Querschnittsergebnisse umzugehen ist. So ist
zwar fu¨r die Aussage
”
Der Einfluss der Variablen X auf die Variable Y
ist zum Zeitpunkt t gro¨ßer als zum Zeitpunkt t′“ sicherlich weniger theo-
retische Unterfu¨tterung notwendig, dafu¨r ist der Geltungsbereich auf die
Beziehung zwischen den beiden beobachteten Variablen beschra¨nkt. Sollen
die Untersuchungsergebnisse aber auch als Hinweis auf mo¨gliche abstrak-
tere Beziehungen gelten, etwa darauf, ob die Beziehung zwischen relevan-
ten Gratifikations- und Investitionsvariablen nachla¨sst, dann ist ausgehend
von einer Reihe von Querschnitten zu begru¨nden, inwieweit sich die Quer-
schnittsaussagen jeweils auf denselben Sachverhalt beziehen. Die Annahme
einer eher konstanten Bedeutung ist in ku¨rzeren Zeitra¨umen erheblich un-
problematischer.
Untersucht werden soll im Folgenden, ob der Einfluss der Investitionsva-
riablen
”
beruflicher Bildungsabschluss“ neben den weiteren sozio-demogra-
phischen Variablen
”
Nationalita¨t“,
”
Alter“,
”
Familienstand“,
”
Anzahl der
im Haushalt lebenden Kinder bis 16 Jahre“,
”
Dauer der Betriebszugeho¨rig-
keit“ und
”
Wirtschaftsbereich“ in dem die Personen bescha¨ftigt sind, einen
u¨ber die Zeit hinweg abnehmenden Einfluss auf die
”
objektive“ Gratifikati-
onsvariable
”
Monatliches Durchschnitts-Bruttoeinkommen“ sowie die
”
sub-
jektive“ Gratifikationsvariable
”
Mache mir Sorgen um die Sicherheit meines
Arbeitsplatzes“ ausu¨bt. Diese
”
subjektive“ Gratifikationsvariable wird in
das Modell aufgenommen, da nicht auszuschließen ist, dass nicht nur eine
”
objektive“ Variable sondern eben auch die wahrgenommene Arbeitsplatz-
sicherheit eine mehr oder weniger belohnende Wirkung entfaltet. Der ver-
wendete Datensatz umfasst den Zeitraum von 1991 bis 1999. Da eine mo¨gli-
che Abschwa¨chung des Einflusses der verschiedenen sozio-demographischen
Variablen u¨ber die Zeit hinweg untersucht werden soll, werden die Parame-
ter des systematischen Teils der Regression u¨ber die Zeit hinweg unrestrin-
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giert gescha¨tzt. Bei insgesamt dreizehn Parametern unter Beru¨cksichtigung
obiger Variablen, wobei neben der quadrierten Variablen
”
Dauer der Be-
triebszugeho¨rigkeit“ einige der anderen Variablen durch Dummy-Variablen
zu kodieren sind, erga¨be das — ohne die Konstanten, Schwellenwerte und
Kovarianzstrukturparameter —, bei einem La¨ngsschnitt von Ein-Jahres-
Intervallen und zwei Gleichungen pro Zeitpunkt, 208 zu scha¨tzende Pa-
rameter. Zur Verringerung dieser Anzahl wurden lediglich die Jahre 1991,
1995 und 1999 beru¨cksichtigt. Um die Komplexita¨t und damit die Anzahl zu
scha¨tzender Parameter, beziehungsweise die Gefahr einer durch eine erheb-
liche Fehlervarianz u¨berlagerten Scha¨tzung zu begrenzen, wurden weitere
Eingrenzungen vorgenommen. So gingen in die Analysen letztlich in West-
deutschland befragte Ma¨nner aus den Teilstichproben A und B (siehe Ab-
schnitt 1.2), die in den Jahren 1991, 1995 und 1999 nicht selbsta¨ndig aber
vollzeiterwerbsta¨tig waren, ein. Weiterhin wurden der o¨ffentliche Dienst,
sowie Bescha¨ftigte in Land-, Forst- und Fischereiwirtschaft oder privaten
Haushalten nicht beru¨cksichtigt.
Durch eine solche Eingrenzung soll weitgehend vermieden werden, dass
das zu scha¨tzende, mo¨glichst sparsame Modell nur fu¨r einen Teil der be-
trachteten Population Gu¨ltigkeit besitzt. So sind etwa die Erwerbs- und
Einkommensverla¨ufe der Gruppen
”
Ma¨nner“,
”
Frauen“,
”
Selbststa¨ndige“
oder
”
im o¨ffentlichen Dienst Bescha¨ftigte“ von ihrer Dynamik deutlich von-
einander verschieden und es scheint nicht unproblematisch fu¨r diese Sub-
gruppen jeweils dasselbe Modell zu formulieren. Beispielsweise wa¨re bei ei-
ner Einbeziehung von Frauen zu beru¨cksichtigen, dass unter Umsta¨nden die
Anzahl der Kinder anders auf das Einkommen wirkt als bei Ma¨nnern und
daher zumindest zusa¨tzliche Interaktionsterme in das Modell aufzunehmen
wa¨ren. Daneben mu¨ssten, falls Frauen beru¨cksichtigt wu¨rden, deren Partner
ebenfalls in die Teilstichprobe gelangten, eventuelle Abha¨ngigkeiten model-
liert werden.
A¨hnliches gilt etwa im Hinblick auf die Modellierung der individuellen
unbeobachteten Variablen: Handelt es sich bei der entsprechenden Popu-
lation der Frauen um eine, bezu¨glich des Einkommens ebenso homogene
Population wie bei den Ma¨nnern ? Andererseits wa¨re zu erwarten, dass der
Anteil an Frauen aufgrund des Selektionskriteriums einer Vollzeitbescha¨fti-
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gung in den Jahren 1991, 1995 und 1999 vergleichsweise gering wa¨re, so
dass der zunehmenden Modellkomplexita¨t keine entsprechende Zunahme
in der Anzahl an Einheiten gegenu¨bersteht. Es erscheint daher durchaus
sinnvoll, diese Gruppen getrennt voneinander zu analysieren.
Die hier betrachtete Teilpopulation ist nicht nur bezu¨glich ihres Ge-
schlechts, sondern auch bezu¨glich ihrer Bescha¨ftigungsart recht homogen.
Daraus la¨ßt sich allerdings nicht zwingend folgern, dass diese Teilpopula-
tion ebenfalls homogen hinsichtlich der Einflussdynamik der Investitions-
variablen ist. Fu¨r eine Zunahme des Auftretens von Statusinkonsistenzen
innerhalb dieser Teilpopulation ist es lediglich erforderlich, dass der Ein-
fluss eines beruflichen Bildungsabschlusses, etwa
”
Lehre, Berufsfachschule
u.a¨.“, abnimmt, wa¨hrend die Effekte der anderen betrachteten Abschlu¨sse
konstant bleiben. Schließlich kann die Betrachtung der Effekte der einzel-
nen Abschlu¨sse, jeweils relativ zu einer Referenzkategorie, auch Aufschluss
u¨ber eine mo¨gliche relative Zunahme an Statusinkonsistenz liefern, wenn
sich die entsprechenden Effekte u¨ber die Zeit hinweg unterschiedlich ent-
wickeln. Demnach ko¨nnte der Einfluss eines beruflichen Bildungsabschlusses
”
Fachhochschule, Uni“ u¨ber die Zeit hinweg deutlich zunehmen, wa¨hrend
der Einfluss eines beruflichen Bildungsabschlusses
”
Lehre, Berufsfachschule
u.a¨.“ u¨ber die Zeit hinweg stagniert.
Das im Folgenden fu¨r die betrachtete Teilpopulation gescha¨tzte Modell
ist lediglich als ein erster Schritt bei der Untersuchung der generellen Frage
nach einer Einflussdynamik sozialer Investitionen auf objektive und sub-
jektive Gratifikation zu sehen. In weiteren Analysen wa¨ren etwa weitere In-
vestitionsvariablen beziehungsweise Gratifikationsvariablen, vor allem aber
weitere Teilpopulationen zu untersuchen. Mo¨glicherweise ist in unterschied-
lichen Teilpopulationen von unterschiedlichen Dynamiken auszugehen, so
dass sich schließlich die Frage stellt, wie und unter welchen Bedingungen
sich diese in verschiedenen Teilpopulationen unterschiedlichen Dynamiken
gesellschaftlich auswirken.
Eine methodische, vor allem auf dem Hintergrund der in den Kapiteln 6
bis 8 betrachteten Problematik fehlender Werte interessante Fragestellung,
ist die Frage nach mo¨glichen Unterschieden in den Analyseergebnissen als
Konsequenz unterschiedlicher Kompensationsstrategien. Daher soll das glei-
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che Modell unter Anwendung unterschiedlicher Strategien gescha¨tzt, und
es sollen die Ergebnisse verglichen werden.
9.2 Datensatzbeschreibung
Beginn der La¨ngsschnittstichprobe ist das Jahr 1991, wobei lediglich Per-
sonen aus den Teilstichproben A und B beru¨cksichtigt wurden. Diese Teil-
stichproben des SOEP wurden im Jahr 1984 gezogen. Neben den bereits
in der ersten Welle ausgefallenen Haushalten beziehungsweise Personen,
schied ein nicht unbetra¨chtlicher Teil an Einheiten im Verlauf von 1984 bis
1991 aus (siehe Abschnitt 1.2). Um Nutzer des SOEP in die Lage zu ver-
setzen fu¨r diese Unit-Nonresponse der ersten Welle sowie die Attrition u¨ber
die Zeit bis 1991 zu kompensieren, werden mit dem Datensatz Gewichte
ausgeliefert. Diese Gewichte basieren in der ersten Welle auf den inversen
Ziehungswahrscheinlichkeiten, der Inversen einer Scha¨tzung der Response-
wahrscheinlichkeit sowie einer Anpassung an eine Reihe von marginalen
Verteilungen, die auf der Basis des Mikrozensus erstellt wurden (vgl. auch
Abschnitt 7.5). Die Anpassung an diese Ra¨nder soll fu¨r eine mo¨gliche Nicht-
oder Unter-Erfassung kleinerer Teilpopulationen sowie nicht bereits schon
erfasste Effekte fehlender Werte kompensieren. Die Berechnung der Ge-
wichte in jeder weiteren Welle basiert auf den Gewichten der Vorwelle, den
inversen gescha¨tzten Wahrscheinlichkeiten die entsprechenden Einheiten in
dieser Welle zu beobachten, sowie einer weiteren Anpassung an aus dem Mi-
krozensus gescha¨tzten, marginalen Verteilungen. Fu¨r Details zu den einzel-
nen Schritten siehe Merz (1983), Pannenberg (2000), Pannenberg, Pischner,
Rendtel, Spieß und Wagner (2002) und Rendtel (1987, 1995).
Die so gewonnen Gewichte des Jahres 1991 ko¨nnen als Ausgangsge-
wichte fu¨r die folgenden Analysen verwendet werden. Da allerdings der
Ziehungsmechanismus fu¨r die zu beantwortende Fragestellung und ange-
sichts des verwendeten Modells als ignorierbar betrachtet wird, werden diese
Gewichte um die Ziehungswahrscheinlichkeiten bereinigt, indem die Quer-
schnittsgewichte des Jahres 1991 auf Personenebene mit den Ziehungswahr-
scheinlichkeiten multipliziert werden. Zur Beschreibung und Herleitung die-
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ser Ziehungswahrscheinlichkeiten siehe Spieß (2001a). Die resultierenden
Gewichte fu¨r die 1991 beobachteten Einheiten werden nun, entsprechend
den Ausfu¨hrungen in Abschnitt 7.5, wie inverse Beobachtungswahrschein-
lichkeiten behandelt. Leider stehen fu¨r diese Gewichte keine Informationen
zur Verfu¨gung, die eine Korrektur der Scha¨tzwerte der Varianzen der Pa-
rameter des letztlich interessierenden Modells dafu¨r erlauben, dass diese
Gewichte selbst Scha¨tzwerte sind. Wie in Abschnitt 7.5.2 ausgefu¨hrt, sollte
dies aber lediglich zu einer konservativen Inferenz fu¨hren.
Neben den Einheiten, die bereits bis zu Beginn des betrachteten La¨ngs-
schnittes ausfielen und fu¨r die mit Hilfe der Gewichte kompensiert werden
soll, fielen auch ganze Einheiten im Zeitraum von 1991 bis 1999 aus. Wei-
terhin wurden selbst fu¨r alle weiterhin beobachteten Einheiten nicht alle
Werte aller interessierenden Variablen beobachtet. Fu¨r beide Arten feh-
lender Werte soll mit Hilfe der Methode der multiplen Imputation kom-
pensiert werden. Um mo¨glichst ausreichend Information fu¨r die Erzeugung
der multiplen Imputationen auch fu¨r Personen, die nach 1991 nicht mehr
beobachtet wurden, zur Verfu¨gung zu haben, wurde ein wesentlich gro¨ße-
rer Datensatz als der schließlich bei der eigentlichen Analyse eingesetzter
verwendet, um die zu imputierenden Werte zu generieren.
In den Datensatz zur Erzeugung der zu imputierenden Werte gingen
nur Ma¨nner ein. Weiterhin wurden Personen ausgeschlossen, die Wehr- oder
Zivildienst leisteten oder deren Todesjahr bekannt war und vor 1999 lag.
Damit umfasste der Ausgangsdatensatz N = 4225 Personen. Neben den
Variablen
”
Alter im Jahr 1991“ wurden die Variablen
”
Nationalita¨t“,
”
Fa-
milienstand“,
”
Anzahl der im Haushalt lebenden Kinder bis 16 Jahre“,
”
Schulabschluss“,
”
beruflicher Bildungsabschluss“,
”
berufliche Erfahrung“,
”
Wirtschaftsbereich“,
”
Dauer der Betriebszugeho¨rigkeit“,
”
Betriebsgro¨ße“,
”
Anzahl geleisteter U¨berstunden im letzten Monat“,
”
Bruttoverdienst im
letzten Monat“,
”
Sonderzahlungen im letzten Jahr: 13. Monatsgehalt“,
”
Sonderzahlungen im letzten Jahr: 14. Monatsgehalt“,
”
Sonderzahlungen
im letzten Jahr: Zusa¨tzliches Weihnachtsgeld“,
”
Sonderzahlungen im letz-
ten Jahr: Urlaubsgeld“,
”
Sonderzahlungen im letzten Jahr: Sonstige Sonder-
vergu¨tung“,
”
Sonderzahlungen im letzten Jahr: Gewinnbeteiligung, Gratifi-
kation, Pra¨mie“, und
”
Mache mir Sorgen um die Sicherheit meines Arbeits-
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platzes“ fu¨r die Jahre 1991, 1995 und 1999 beru¨cksichtigt. Weiterhin gingen
die Variablen
”
Erwerbsstatus“ und
”
bescha¨ftigt im o¨ffentlichen Dienst“ je-
weils fu¨r die Jahre 1991 – 1999 ein. Fu¨r ein detailliertere Darstellung der
Variablen, deren Auspra¨gungen sowie der jeweiligen Anzahl an fehlenden
Werten, siehe Anhang G.1.
Ausgehend von diesem Datensatz wurden unter Verwendung des in Ab-
schnitt 8.4 beschriebenen Programms IVEware (Raghunathan, Solenber-
ger und Van Hoewyk, 2002) fu¨r jeden fehlenden Wert fu¨nf zu imputie-
rende Werte erzeugt. Die Anzahl fu¨nf wurde gewa¨hlt, weil sich einerseits
sowohl die Erzeugung der Imputationen selbst als auch die anschließende
Modellscha¨tzung als recht aufwa¨ndig erwies. Andererseits ist diese Anzahl
in vielen Fa¨llen eine akzeptable Untergrenze (vgl. auch Abschnitt 8.7.3).
Auf die Erzeugung dieser Imputationen wird im na¨chsten Abschnitt na¨her
eingegangen.
Im Anschluss an die multiple Auffu¨llung des unvollsta¨ndigen Datensat-
zes wurden die Datensa¨tze zur Scha¨tzung des eigentlich interessierenden
Modells gebildet (siehe die Tabellen 9.1 bis 9.5). In die letztlich verwende-
ten Stichproben gingen schließlich nur Ma¨nner ein mit einem im Monat vor
der Befragung — gegebenenfalls imputierten — Bruttogehalt gro¨ßer null,
die in den Jahren 1991 – 1999 als vollzeiterwerbsta¨tig, nicht selbststa¨ndig,
nicht als im o¨ffentlichen Dienst, Land-, Forst- und Fischwirtschaft bezie-
hungsweise in privaten Haushalten bescha¨ftigt oder als Wehr- oder Zivil-
dienstleistender klassifiziert wurden. Da die Selektion aus den jeweils ver-
vollsta¨ndigten Stichproben auf Variablen beruht, die selbst fehlende Werte
aufweisen, schwankt auch der jeweilige Stichprobenumfang.
Als Responsevariablen gingen in die Analysen die ordinale Variable
”
Mache mir Sorgen um die Sicherheit meines Arbeitsplatzes“ (Sorge) mit
den Auspra¨gungen
”
1: große Sorgen“,
”
2: einige Sorgen“,
”
3: keine Sorgen“
und die Variable
”
ln(Bruttoeinkommen)“ (ln(Ek)) ein. Die als metrisch
behandelte Variable ln(Ek) wurde erzeugt, indem zuna¨chst alle Angaben
oder Imputationen zu Lohnbestandteilen des letzten Jahres aufsummiert,
durch zwo¨lf dividiert zu dem angegebenen oder gegebenenfalls imputierten
Bruttoeinkommen des Monats vor der Befragung addiert wurden. Der so ge-
wonnene Wert wurde anschließend unter Verwendung der vom Statistischen
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Bundesamt bereitgestellten Verbraucherpreisindizes kaufkraftbereinigt und
logarithmiert.
Als Einflussgro¨ßen gingen in das zu scha¨tzende Modell die Variablen
”
Alter im Befragungsjahr“ (Alter),
”
Anzahl der im Haushalt lebenden
Kinder bis 16 Jahre“ (Kinder),
”
Familienstand“ (Ehe) mit den Auspra¨-
gungen
”
1: verheiratet“,
”
0: nicht verheiratet“,
”
Nationalita¨t“ (Nation)
mit den Auspra¨gungen
”
1: deutsche Nationalita¨t“ und
”
0: nicht deutsche
Nationalita¨t“ ein. Weiterhin wurden Dummy-Variablen, die Auspra¨gungen
der Variablen
”
Wirtschaftsbereich“ und der Investitionsvariablen
”
beruf-
licher Bildungsabschluss“ kodieren, sowie die Variablen
”
Dauer der Be-
triebszugeho¨rigkeit“ (Zugeh) und
”
(Dauer der Betriebszugeho¨rigkeit)2“
(Zugeh2) beru¨cksichtigt.
Da die urspru¨nglich sieben gebildeten Wirtschaftsbereiche (siehe An-
hang G.1) teilweise eine nur geringe Fallzahl aufwiesen — so war bei-
spielsweise die Kategorie
”
O¨ffentlicher Dienst, Transport, Verkehr, Gesund-
heitswesen etc.“ aufgrund des Ausschlusskriteriums nur schwach besetzt —
wurde die Anzahl an beru¨cksichtigten Kategorien auf fu¨nf reduziert. Die
entsprechend notwendigen vier Dummy-Variablen kodieren jeweils mit ei-
ner Eins den Bereich
”
Chemie, Leder, Papier, Druckgewerbe“ (Chemie),
”
Baugewerbe“ (Bau),
”
Banken, Handel, Versicherungen“ (Handel) und
”
Metall, Fahrzeugbau, Textil und Bekleidungsgewerbe etc.“ (Metall). Al-
le anderen Bereiche wurden in einer Referenzkategorie zusammengefasst.
Die vier Auspra¨gungen der Variablen
”
beruflicher Bildungsabschluss“ wur-
den durch drei bina¨re Dummy-Variablen,
”
Lehre, Berufsfachschule u.a¨.“
(Lehre),
”
Fachhochschule, Universita¨t“ (Uni) und
”
Beamtenausbildung,
sonstige“ (Sonst Abschl) kodiert. Damit bildete die Auspra¨gung
”
kein
Abschluss, angelernt“ die Restkategorie.
In den Tabellen 9.1 bis 9.5 sind fu¨r jeden der fu¨nf vervollsta¨ndigten Da-
tensa¨tze fu¨r die als metrisch aufgefassten Variablen jeweils Mittelwert und
Standardabweichung, fu¨r die nicht-metrischen Variablen relative Ha¨ufig-
keiten angegeben. Die Anzahl an jeweils beru¨cksichtigten Einheiten war
N1 = 737, N2 = 779, N3 = 763, N4 = 783 beziehungsweise N5 = 834.
Ein Vergleich der deskriptiven Kennwerte der fu¨nf vervollsta¨ndigten Da-
tensa¨tze zeigt, dass die Unterschiede zumindest im Hinblick auf die be-
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Tabelle 9.1: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 737). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5037.8 2111.6 5598.6 2302.8 5955.6 2783.3
Alter1991 36.7 8.9124
Zugeh 10.376 8.0525 13.359 8.7689 16.230 9.3775
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.2 11.3 13.7
2 33.2 45.6 48.2
3 60.5 43.1 38.1
Kinder 0 36.1 32.7 36.2
1 29.7 30.8 26.6
2 24.2 26.1 26.2
3 7.9 7.6 8.1
> 3 2.1 2.8 2.7
Ehe 1 73.9 82.9 83.9
Nation 1 70.6 70.7 72.0
Chemie 1 16.4 16.1 17.5
Bau 1 12.8 11.9 9.0
Handel 1 13.0 14.2 13.3
Metall 1 49.3 48.8 50.7
Lehre 1 58.9 58.8 58.8
Uni 1 11.5 11.8 11.8
Sonst Abschl 1 7.5 7.7 7.7
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Tabelle 9.2: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 779). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5273.0 2798.0 5634.5 2344.4 6006.4 2736.4
Alter1991 36.8 8.9169
Zugeh 10.436 8.0440 13.388 8.7525 16.048 9.2418
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.0 11.3 14.6
2 33.0 45.2 47.4
3 61.0 43.5 38.0
Kinder 0 36.2 33.0 37.5
1 29.8 31.2 25.4
2 24.0 25.7 25.9
3 8.0 7.3 8.2
> 3 2.0 2.9 2.9
Ehe 1 73.9 82.9 83.6
Nation 1 69.3 69.4 71.0
Chemie 1 16.2 16.0 17.5
Bau 1 12.6 12.1 8.7
Handel 1 12.8 14.1 14.1
Metall 1 49.2 48.5 47.8
Lehre 1 58.5 58.5 58.8
Uni 1 11.2 11.3 12.7
Sonst Abschl 1 7.7 8.0 7.4
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Tabelle 9.3: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 763). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5095.5 2406.2 5618.6 2373.8 6149.3 2890.7
Alter1991 36.6 8.9806
Zugeh 10.292 8.1024 13.237 8.7959 16.360 9.5089
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.2 11.5 14.2
2 32.8 45.5 48.0
3 61.1 43.0 37.9
Kinder 0 36.0 32.8 36.2
1 29.8 30.7 26.7
2 24.1 26.1 26.3
3 7.9 7.6 7.9
> 3 2.2 2.9 2.8
Ehe 1 73.1 82.3 83.4
Nation 1 70.2 70.2 71.6
Chemie 1 16.1 15.9 18.0
Bau 1 12.3 11.8 9.0
Handel 1 12.7 13.9 13.2
Metall 1 49.5 49.1 49.9
Lehre 1 58.7 58.6 58.6
Uni 1 11.5 11.8 12.8
Sonst Abschl 1 7.3 7.6 7.6
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Tabelle 9.4: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 783). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5099.5 2164.6 5581.0 2406.1 6366.1 3171.1
Alter1991 36.7 8.9945
Zugeh 10.335 8.0585 13.223 8.7837 16.157 9.3197
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.1 11.5 13.8
2 32.8 45.0 47.9
3 61.0 43.6 38.3
Kinder 0 36.1 33.1 37.3
1 30.1 31.2 26.7
2 24.0 25.7 25.4
3 7.7 7.4 7.8
> 3 2.0 2.7 2.8
Ehe 1 72.5 81.4 82.4
Nation 1 69.5 69.6 71.0
Chemie 1 16.6 16.7 17.0
Bau 1 13.2 12.9 9.7
Handel 1 13.2 14.3 13.5
Metall 1 47.8 46.5 47.6
Lehre 1 58.5 58.5 58.5
Uni 1 10.9 11.1 12.6
Sonst Abschl 1 7.7 7.9 7.4
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Tabelle 9.5: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 834). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5083.6 2550.6 5582.0 2406.4 6029.3 2793.1
Alter1991 36.8 9.0249
Zugeh 10.363 8.0138 13.279 8.7417 16.494 9.6279
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.0 11.9 14.5
2 32.7 44.7 47.5
3 61.3 43.4 38.0
Kinder 0 35.7 32.7 38.0
1 30.1 31.1 25.4
2 24.3 26.0 25.4
3 7.9 7.7 8.2
> 3 1.9 2.5 2.9
Ehe 1 73.7 82.1 83.0
Nation 1 68.1 68.2 69.8
Chemie 1 15.9 15.8 16.9
Bau 1 12.9 12.5 9.4
Handel 1 12.9 13.7 13.1
Metall 1 49.2 48.8 44.8
Lehre 1 57.9 57.8 59.1
Uni 1 10.9 11.3 13.7
Sonst Abschl 1 8.0 8.3 7.0
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trachteten Gro¨ßen eher gering sind. So nimmt bei allen fu¨nf Datensa¨tzen
das mittlere Einkommen u¨ber die ausgewa¨hlten Zeitpunkte zu, das Durch-
schnittsalter im Jahr 1991 ist fast identisch und auch die jeweilige durch-
schnittliche Dauer der Betriebszugeho¨rigkeit unterscheidet sich kaum.
In allen fu¨nf vervollsta¨ndigten Datensa¨tzen nimmt der Anteil derjenigen
zu, die sich große oder einige Sorgen um die Sicherheit ihres Arbeitsplat-
zes machen. Dementsprechend nimmt der Anteil derjenigen, die sich keine
Sorgen machen, ab. Der Anteil an verheirateten Personen nimmt u¨ber die
Zeitpunkte hinweg in allen Stichproben in a¨hnlicher Weise zu. Von einer
Variablen abgesehen, na¨mlich der Variablen Metall, sind, wiederum a¨hn-
lich in allen fu¨nf Datensa¨tzen, keine deutlichen Vera¨nderungen u¨ber die
Zeit zu beobachten. Lediglich fu¨r die Variable Metall nimmt im zweiten
und fu¨nften vervollsta¨ndigten Datensatz der Anteil der in diesem Bereich
bescha¨ftigten im Vergleich zu den anderen vervollsta¨ndigten Datensa¨tzen
ab.
Zum Vergleich wurde fu¨r die folgenden Analysen auch ein Datensatz
verwendet, bei dem nur jene Einheiten beru¨cksichtigt wurden, fu¨r die alle
interessierenden Variablenwerte beobachtet wurden. Dieser Datensatz um-
fasst N = 595 Einheiten. Die Werte einiger deskriptiver Kennwerte sind in
Tabelle 9.6 abgetragen.
Ein Vergleich der Kennwerte berechnet auf der Basis des Datensatzes,
der auf den vollsta¨ndig beobachteten Einheiten beruht, mit den entspre-
chenden Kennwerten, basierend auf den fu¨nf vervollsta¨ndigten Datensa¨tzen,
zeigt, dass die Unterschiede in diesen Kennwerten gering sind.
9.3 Beschreibung der Imputationsprozedur
Zur Erzeugung der zu imputierenden Werte wurde das von Raghunathan,
Solenberger und Van Hoewyk (2002) bereitgestellte Programm IVEware,
basierend auf der in Abschnitt 8.4 beziehungsweise in Abschnitt 8.4.4 be-
schriebenen Vorgehensweise, verwendet. Im Unterschied zu dem diesem
Programm zugrundeliegenden Bayes-Ansatz wird hier von einem modell-
basiert frequentistischen Ansatz ausgegangen. Da die Parameterscha¨tzwer-
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Tabelle 9.6: Deskriptive Kennzahlen, vervollsta¨ndigter erster Datensatz
(N = 595). Metrische Variablen: Arithmetisches Mittel (m) und Standard-
abweichung (sd); nicht-metrische Variablen: Relative Ha¨ufigkeiten der Aus-
pra¨gungen xp (h(xp)).
Metrische Variablen
1991 1995 1999
Variable
m sd m sd m sd
Ek 5105.9 2184.8 5595.9 2343.6 6052.7 2789.1
Alter1991 36.8 8.7710
Zugeh 10.611 8.1750 13.614 8.9119 16.691 9.4700
Nicht-metrische Variablen
1991 1995 1999
Variable
xp h(xp) h(xp) h(xp)
Sorge 1 6.1 12.4 13.8
2 33.6 46.1 47.1
3 60.3 39.2 39.2
Kinder 0 35.6 32.1 36.0
1 29.9 32.1 27.9
2 24.9 26.7 26.9
3 7.6 6.9 7.1
> 3 2.1 2.1 2.2
Ehe 1 74.8 83.7 83.9
Nation 1 72.4 72.4 74.12
Chemie 1 16.1 15.3 17.3
Bau 1 12.4 11.8 9.1
Handel 1 11.4 13.3 12.1
Metall 1 50.6 50.3 51.8
Lehre 1 60.7 60.5 60.5
Uni 1 11.9 11.3 11.3
Sonst Abschl 1 6.6 6.7 6.7
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te zur Erzeugung der Imputationen aus einer Normalverteilung, ausge-
hend von den basierend auf dem jeweils vollsta¨ndigen beziehungsweise ver-
vollsta¨ndigten Datensatz gescha¨tzten Parametern gezogen werden (Raghu-
nathan, Lepkowski, Van Hoewyk und Solenberger, 2001), ist dieses Vor-
gehen identisch mit einer auch im modell-basiert frequentistischen Ansatz
begru¨ndbaren Vorgehensweise.
Zur Generierung der zu imputierenden Werte sind fu¨r verschiedene Va-
riablentypen unterschiedliche Modelle zu formulieren. Alle als metrisch de-
klarierten Variablen mit fehlenden Werten gehen als Responsevariablen in
ein entsprechendes lineares Regressionsmodell ein. Dies sind hier die Varia-
blen,
”
berufliche Erfahrung“,
”
Dauer der Betriebszugeho¨rigkeit“ sowie alle
— vorher logarithmierten — Einkommensbestandteile. Die Variablen
”
be-
rufliche Erfahrung“ und
”
Dauer der Betriebszugeho¨rigkeit“ gingen zusa¨tz-
lich quadriert in die Imputationsmodelle ein. Die Variablen
”
Anzahl der
im Haushalt lebenden Kinder bis 16 Jahre“ und U¨berstunden im letzten
Monat“ wurden als Za¨hlvariablen deklariert, fu¨r die IVEware ein Poisson-
modell scha¨tzt. Alle anderen Variablen wurden als kategoriale Variablen
aufgefasst, fu¨r die je nach Anzahl an Auspra¨gungen ein bina¨res beziehungs-
weise ein multinomiales Logitmodell zum Einsatz kommt.
Neben der Festlegung der Variablentypen sind weiterhin bestimmte Re-
striktionen und mo¨gliche Bereiche zu formulieren, die bei der Generierung
der zu imputierenden Werte zu beru¨cksichtigen sind. So ist etwa ein fehlen-
des Erwerbseinkommen nur dann zu imputieren, wenn die entsprechende
Person auch als erwerbsta¨tig klassifiziert wird, oder die
”
Dauer der Be-
triebszugeho¨rigkeit“ kann nicht gro¨ßer sein als die
”
berufliche Erfahrung“.
Da die Anzahl dieser Festlegungen recht groß ist, diese aber gleichzeitig
auch trivial sind, soll darauf nicht ausfu¨hrlich eingegangen werden.
Um den Scha¨tzaufwand zu begrenzen, wurden bei der Scha¨tzung der
Modelle schrittweise Regressionen durchgefu¨hrt. Als Kriterium fu¨r die Auf-
nahme einer Einflussgro¨ße wurde ein minimales marginales R2 von .01 fest-
gesetzt1, ein Wert, der als Kompromiss zwischen einem sehr großen und
1Leider wird weder aus Raghunathan, Lepkowski, Van Hoewyk und Solenberger,
(2001) noch aus Raghunathan, Solenberger und Van Hoewyk (2002) klar, um welches
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einem zu sparsamen Modell aufgefasst werden kann (vgl. Raghunathan, So-
lenberger und Van Hoewyk, 2002). Da mit IVEware keine Konvergenzaus-
sagen bezu¨glich der Verteilung der Variablen mit fehlenden Wert mo¨glich
sind (vgl. Abschnitt 8.4.3), wurde die Anzahl an Zyklen auf den in Raghu-
nathan, Solenberger und Van Hoewyk (2002) vorgeschlagenen Wert zehn
gesetzt. Damit wird, bei insgesamt 10 × 5 Zyklen, ein vervollsta¨ndigter
Datensatz nach jeweils zehn Zyklen oder Schritten (vgl. Abschnitt 8.4.4)
erzeugt.
9.4 Das Modell
In das zu scha¨tzende Modell gehen die Variablen Sorge und ln(Ek) als Re-
sponsevariablen ein. Entsprechend der Fragestellung gehen die als Dummy-
Variablen kodierten Auspra¨gungen Lehre,Uni und Sonst Abschl der In-
vestitionsvariablen
”
beruflicher Bildungsabschluss“ als Einflussgro¨ßen ein.
Weiterhin als wichtig erachtete Variablen, die als Einflussgro¨ßen beru¨cksich-
tigt werden, sind Alter, Kinder, Ehe, Nation, Chemie, Bau, Handel,
Metall, Zugeh und Zugeh2.
Da zuna¨chst nichts fu¨r identische Effekte der Einflussgro¨ßen auf die bei-
den Responsevariablen spricht, werden die Parameter des systematischen
Teils der Regression u¨ber die beiden Gleichungen unrestringiert gescha¨tzt.
Da zudem die zeitliche Dynamik der Effekte u¨ber die Zeit betrachtet wer-
den soll, werden die Parameter auch u¨ber die Zeitpunkte hinweg unrestrin-
giert gescha¨tzt. Fu¨r die als metrisch aufgefasste Variable ln(Ek) wird ein
lineares, fu¨r die als ordinal aufgefasste Variable Sorge wird ein ordina-
les Modell formuliert. Werden neben den bereits genannten Parametern
auch die Konstanten sowie die identifizierbaren Schwellenwerte u¨ber die
Zeitpunkte hinweg unrestringiert gescha¨tzt, ergeben sich zusa¨tzlich drei zu
scha¨tzende Parameter fu¨r die Konstanten, sowie sechs fu¨r die identifizierba-
ren Schwellenwerte. Insgesamt sind damit fu¨r den systematischen Teil des
Regressionsmodells 87 Parameter zu scha¨tzen.
Zusa¨tzlich zu dem systematischen Teil ist der Kovarianzstrukturteil zu
der R2-artigen Maße es sich bei Poisson- beziehungsweise Logitmodellen handelt.
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spezifizieren. Dabei wird angenommen, dass nicht beobachtete, individu-
elle und u¨ber die Zeitpunkte hinweg konstante Variablen bezu¨glich beider
Responsevariablen eine wichtige Rolle spielen. Dabei wird unterstellt, dass
die Effekte dieser Variablen auf beide Responsevariablen in unterschiedli-
cher Ho¨he aber gleicher Richtung wirken: Ein hoher Wert dieser Variablen
fu¨hrt entsprechend der Annahme zu einem ho¨heren Einkommen und zu
einer gro¨ßeren Wahrscheinlichkeit sich lediglich einige oder keine Sorgen
um die Sicherheit seines Arbeitsplatzes zu machen. Die Varianzen der Feh-
lervariablen werden fu¨r die Gleichungen mit metrischen Responsevariablen
u¨ber die Zeit hinweg als identisch angenommen. Da die Parameter u¨ber
die Zeit hinweg unrestringiert gescha¨tzt werden, sind die Varianzen des la-
tenten Modells fu¨r die Gleichungen mit ordinalen Responsevariablen nicht
identifizierbar.
Die angenommenen nicht beobachtbaren individuellen Effekte fu¨hren
zur Modellierung auch einer Abha¨ngigkeit u¨ber die Zeitpunkte. Da aller-
dings relativ große Zeitra¨ume betrachtet werden, wird fu¨r die Gleichun-
gen mit Sorge als Responsevariable zusa¨tzlich ein AR(1)-Prozess und da-
mit eine u¨ber zunehmende zeitliche Distanzen abnehmende Korrelation an-
genommen, die auf unbeobachtbare aber kurzfristiger wirkende Variablen
zuru¨ckgefu¨hrt werden kann. Da weiterhin eine bezu¨glich der Erwerbsta¨tig-
keit sowie der Erwerbseinkommen eher stabile Population betrachtet wird,
und daher anzunehmen ist, dass die Abha¨ngigkeiten u¨ber die Zeit in den
entsprechenden Fehlertermen ebenfalls relativ stabil bleibt, wird fu¨r die
Einkommensgleichung kein solcher Prozess modelliert.
Diese Spezifikation fu¨hrt zu einem Zwei-Gleichungs-La¨ngsschnittmodell
mit einer metrischen und einer ordinalen Responsevariablen (siehe Ab-
schnitt 5.1). Die modellierte Fehlerstruktur la¨sst sich mit n dem die Ein-
heiten und t den den Zeitpunkt kennzeichnenden Index sowie j = 1 fu¨r die
Gleichung mit der ordinalen Responsevariablen und j = 2 fu¨r die Gleichung
mit der metrischen Responsevariablen schreiben als
ǫntj = σπ,jπn + (I(j = 1) + I(j = 2)σν)νntj ,
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mit
νntj = I(j = 1)ϑνn(t−1)j + untj
und I(·) der Indikatorfunktion, πn iid N(0, 1), νn01 iid N(0, 1), var(νntj) =
1, untj iid N(0, σ
2
u,j), E(πnνn01) = E(νn01untj) = E(πnuntj) =
E(untjun′t′j′) = 0 fu¨r alle n 6= n′, t 6= t′, j 6= j′ und |ϑ| < 1. Damit ist
σ2u,1 = 1 − ϑ2. Aus Identifikationsgru¨nden sei σ2u,2 = 1. Fu¨r die Varianzen
der Gleichungen mit ordinaler Responsevariablen erha¨lt man
var(ǫnt1) = σ
2
π,1 + 1,
fu¨r die Kovarianzen beziehungsweise Korrelationen der Gleichungen mit
ordinalen Responsevariablen u¨ber die Zeit
cov(ǫnt1, ǫn(t−s)1) = σ
2
π,1 + ϑ
s, corr(ǫnt1, ǫn(t−s)1) =
σ2π,1 + ϑ
s
σ2π,1 + 1
,
(0 < s < t) fu¨r die Varianzen der Gleichungen mit metrischer Responseva-
riablen
var(ǫnt2) = σ
2
π,2 + σ
2
ν ,
fu¨r die Kovarianzen beziehungsweise Korrelationen der Gleichungen mit
metrischen Responsevariablen u¨ber die Zeit
cov(ǫnt2, ǫnt′2) = σ
2
π,2, corr(ǫnt2, ǫnt′2) =
σ2π,2
σ2π,2 + σ
2
ν
,
und fu¨r die Kovarianzen beziehungsweise Korrelationen der Gleichungen
mit einer ordinalen und einer metrischen Responsevariablen
cov(ǫnt1, ǫnt′2) = σπ,1σπ,2, corr(ǫnt1, ǫnt′2) =
σπ,1σπ,2√
σ2π,1 + 1
√
σ2π,2 + σ
2
ν
.
Zu beachten ist, dass durch diese Spezifikation der Kovarianzstruktur auch
eine negative Kovarianz zwischen Gleichungen mit einer ordinalen und
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jenen mit einer metrischen Responsevariablen mo¨glich ist, wenn bei der
Scha¨tzung fu¨r σπ,2 — wie im Folgenden — auch der Bereich kleiner null
zugelassen wird. Dies wu¨rde auf eine, der postulierten Beziehung zwischen
den Fehlertermen der Gleichungen mit metrischen und ordinaler Response-
variablen widersprechende Beziehung, hinweisen. Die zur Berechnung der
Scha¨tzwerte notwendigen Ableitungen der Varianzen und Kovarianzen nach
den Kovarianzstrukturparametern sind in Anhang G.2 gegeben.
9.5 Modellscha¨tzung und Tests
Das im letzten Abschnitt beschriebene Zwei-Gleichungs-La¨ngsschnittmo-
dell wurde mit dem in Abschnitt 5.2 eingefu¨hrten GEPSE-Verfahren ge-
scha¨tzt. Abweichend von der in Abschnitt 5.2 beschriebenen Vorgehenswei-
se ist hier allerdings das Vorliegen fehlender Werte zu beru¨cksichtigen. Um
fu¨r die Ausfa¨lle ganzer Einheiten bis 1991 zu kompensieren, werden die in
Abschnitt 9.2 abgeleiteten Gewichte verwendet. Das Scha¨tzprogramm wur-
de abgea¨ndert um eine einfache Multiplikation der individuellen Scha¨tzglei-
chungen mit den Gewichten zu ermo¨glichen (vgl. Abschnitt 7.5). Um fu¨r
die Ausfa¨lle von Einheiten ab dem Jahr 1991, sowie fu¨r einzelne fehlende
Werte von ansonsten beobachteten Einheiten zu kompensieren, wurden die
fu¨nf mit Hilfe von IVEware erzeugten Datensa¨tze ausgewertet. Die Scha¨tz-
ergebnisse wurden anschließend nach den in Abschnitt 8.3 beschriebenen
Regeln kombiniert. Um die interessierende Hypothese von u¨ber die Zeit
hinweg abnehmenden Effekten der Einflussgro¨ßen zu u¨berpru¨fen, wurden
entsprechende Linearkombinationen der (mittleren) gescha¨tzten Parameter
gebildet und mit Hilfe der Teststatistik (8.23), D˜M (Seite 310), auf null ge-
testet. Fu¨r jede Einflussgro¨ße wurde getrennt fu¨r die beiden Gleichungen die
Nullhypothese getestet, die entsprechenden Parameter seien u¨ber die Zeit
hinweg identisch. Dabei wurden Dummy-Variablen, die die Auspra¨gungen
einer nicht-metrischen Einflussgro¨ße kodierten so zusammengefasst, dass
auch in diesem Fall simultan auf die Gleichheit der Parameter u¨ber die Zeit
— getrennt fu¨r beide Gleichungen — getestet wird. Um die Nullhypothese,
einzelne Parameter seien nicht von null verschieden zu u¨berpru¨fen, wurde
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die Testgro¨ße (8.15) (Seite 307) mit Freiheitsgraden entsprechend (8.16)
verwendet.
Die Berechnung der Scha¨tzwerte stellte sich als nicht unproblematisch
heraus. Anders als bei Simulationsexperimenten ist bei Verwendung eines
echten Datensatzes kein
”
wahrer“ Wert bekannt. Eine hier verwendete Stra-
tegie besteht darin, zuna¨chst die Einflussgro¨ßen so zu skalieren, dass maxi-
male Auspra¨gungen relativ klein waren, und als Startwerte fu¨r die Parame-
ter des systematischen Teils große Werte zu vermeiden. So wurden dieWerte
der Variablen Alter, Zugeh und Zugeh2 durch 100 und diejenigen der
Variablen Kinder durch zehn dividiert. Die Parameter des systematischen
Teils wurden zuna¨chst entsprechend dem GEE-Ansatz (siehe Abschnitt 4.4)
mit einer freien Korrelationsmatrix gescha¨tzt. Kurz bevor die Konvergenz-
kriterien — maximaler Absolutwert der Scha¨tzgleichungen und der Schritt-
weite kleiner 10−6 (siehe Abschnitt 4.2) und positiv definite Matrix der
approximierten Ableitung der Scha¨tzgleichungen — erfu¨llt waren, wurden
zusa¨tzlich die Kovarianzstrukturparameter gescha¨tzt. Die Scha¨tzung dieser
Parameter erwies sich als weniger einfach, denn die Startwerte spielten hier
eine wesentlich wichtigere Rolle. Daher wurde ein Programmmodul zur Be-
rechnung von Startwerten implementiert, bei dem die quadrierte Differenz
zwischen aus den beobachteten Residuen basierend auf der GEE-Scha¨tzung
gewonnenen Varianzen und Korrelationen und den modellierten Kovarian-
zen nach den Kovarianzstrukturparametern minimiert werden. Dabei wur-
den die Korrelationen zwischen zwei bina¨ren Variablen mit 1.67 und diejeni-
gen zwischen einer metrischen und einer bina¨ren mit 1.25 multipliziert. Die-
se Werte erwiesen sich nach einigen Versuchen als relativ gu¨nstig. Die hier
beschriebene Strategie war in einigen Fa¨llen zwar sehr hilfreich garantierte
aber nicht, dass akzeptable Startwerte erzeugt wurden. In einigen Fa¨llen
mussten daher manuell geeignete Startwert gefunden werden. Erfolgreiche
Startwerte lagen aber meist nahe an den wie oben beschrieben gewonnenen
Startwerten. Gu¨nstige Startwerte alleine garantierten allerdings noch nicht
die Konvergenz der Scha¨tzwerte. Daher wurde eine in Dennis und Schnabel
(1983) beschriebene Line-Search Methode verwendet (siehe auch Abschnitt
4.2). In einigen Versuchen zeigte sich, dass wenn der Algorithmus fu¨r einen
Datensatz mit unterschiedlichen Werten konvergierte, dann konvergierte er
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zu denselben Scha¨tzwerten.
Aufgrund des Vorliegens fehlender Werte und der Verwendung multipel
imputierter Werte ist auch die Berechnung der in Abschnitt 5.3 vorgestell-
ten Pseudo-R2-Maße anzupassen. Ausgangspunkt bei der Berechnung der
Pseudo-R2-Maße sowie entsprechender Konfidenzintervalle bildet die Ma-
trix der Einflussgro¨ßen, die Parameterscha¨tzwerte, deren (asymptotische)
Verteilung sowie deren gescha¨tzte Kovarianzmatrix.
Werden fehlende Werte mit Hilfe von Gewichten beziehungsweise multi-
plen Imputationen kompensiert, dann stellt sich die Frage, wie dies bei der
Berechnung der Pseudo-R2-Maße zu beru¨cksichtigen ist. Die Beru¨cksich-
tigung der Gewichte ist auf einfache Weise mo¨glich, indem die einzelnen
Beitra¨ge zu den Varianzen des linearen Pra¨diktors mit den individuellen
Gewichten multipliziert werden (vgl. Abschnitt 5.3.4).
Die Behandlung der multipel erga¨nzten Datensa¨tze ist dagegen nicht
ganz so naheliegend. Eine Mo¨glichkeit zur Berechnung approximativer Kon-
fidenzintervalle, die hier gewa¨hlt wurde, besteht darin, die Bootstrap-Stich-
proben aus allen fu¨nf Datensa¨tzen zu ziehen. In einem ersten Schritt wird
dabei zuna¨chst einer der fu¨nf erga¨nzten Datensa¨tze zufa¨llig gezogen. An-
schließend wird aus diesem eine Bootstrap-Stichprobe vom gleichen Um-
fang, wie sie auch dieser Datensatz aufweist gezogen. Damit wird auch
der Stichprobenumfang zufa¨llig gezogen. Zur Scha¨tzung des Kennwertes aˆ
(siehe Anhang D.2) wird anstatt der Jackknife-Methode ebenfalls eine ein-
fache Bootstrap-Methode verwendet, wobei die Komponenten zur Berech-
nung von aˆ auf der Basis der wie oben beschriebenen Stichprobenziehung
berechnet werden. Abgesehen von diesen A¨nderungen, werden die Konfi-
denzintervalle wie in Anhang C.2 beschrieben berechnet.
Scha¨tzwerte fu¨r die Pseudo-R2-Maße lassen sich wie die Parame-
terscha¨tzwerte basierend auf multipel imputierten Datensa¨tzen allgemein
u¨ber das arithmetische Mittel der fu¨r die fu¨nf vervollsta¨ndigten Datensa¨tze
berechneten Pseudo-R2-Maße berechnen. Bei der im Folgenden vorgenom-
menen Auswertung werden die beiden Pseudo-R2-Maße ρˆ21 und ρˆ
2
2 (vgl.
Abschnitt 5.3.4) bertrachtet.
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Fu¨r die Auswertung eines Datensatzes mit fehlenden Werten sind ver-
schiedene Strategien vorstellbar. Von einem datenanalytischen Standpunkt
aus betrachtet am einfachsten ist die Auswertung nur jener Einheiten, die
vollsta¨ndig beobachtet wurden, wobei auch Ausfa¨lle, die bis zu Beginn des
La¨ngsschnitts auftraten, ignoriert werden. Diese Auswertungsstrategie soll
im Folgenden als
”
unweighted complete case analysis“ (kurz:
”
ucca“) be-
zeichnet werden. Bei einer etwas anspruchsvolleren Analyse werden zumin-
dest die Gewichte wie oben beschrieben beru¨cksichtigt. Die entsprechende
Analyse,
”
weighted complete case analysis“, soll im Folgenden kurz mit
”
wc-
ca“ bezeichnet werden. Einer a¨hnlichen Vorgehensweise kann man auch bei
der Auswertung der multipel vervollsta¨ndigten Datensa¨tze folgen. Dement-
sprechend wurden die multipel imputierten Datensa¨tze einmal unter Nicht-
Beru¨cksichtigung der Gewichte —
”
unweighted multiple imputation ana-
lysis“ (kurz:
”
umia“) — und einmal unter expliziter Beru¨cksichtigung der
Gewichte —
”
weighted multiple imputation analysis“ (kurz:
”
wmia“) —
ausgewertet.
9.6.1 Unrestringierte Scha¨tzung
In Tabelle 9.7 sind die Scha¨tzergebnisse basierend auf den fu¨nf vervollsta¨n-
digten Datensa¨tzen unter Verwendung der Gewichte abgetragen (
”
wmia“).
Fu¨r jeden Parameter ist dessen Scha¨tzwert, die Wurzel aus dessen gescha¨tz-
ter Varianz sowie der entsprechende p-Wert (siehe Abschnitt 9.5) angege-
ben.
Betrachtet man zuna¨chst lediglich die Scha¨tzwerte, so sind in den Glei-
chungen fu¨r beide Responsevariablen keine deutlichen und systematisch ab-
nehmenden Effektsta¨rken der Investitionsvariablen Lehre, Uni und Sonst
Abschl erkennbar. In beiden Gleichungen ist der die Variable Sonst Ab-
schl gewichtende Parameterscha¨tzwert an keinem Zeitpunkt signifikant
von null verschieden. Dagegen kann die Nullhypothese, die Variable Uni
habe keinen Einfluss auf die Responsevariablen, fu¨r alle drei Zeitpunk-
te und beide Scha¨tzgleichungen abgelehnt werden (α = .05). Fu¨r beide
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Tabelle 9.7: Scha¨tzwerte (θˆ) Wurzel aus den gescha¨tzten Varianzen (ŝd)
und p-Werte getrennt fu¨r die beiden Gleichungen mit ordinaler und me-
trischer Responsevariablen (Sorge und ln(Ek)) fu¨r das gescha¨tzte Zwei-
Gleichungs-La¨ngsschnittmodell. Gewichtete Analyse (wmia) unter Beru¨ck-
sichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, N1 = 737, N2 = 779,
N3 = 763, N4 = 783 und N5 = 834.
Sorge ln(Ek)
Variable Jahr θˆ ŝd p θˆ ŝd p
Schw1 1991 −1.2589 0.3976 0.0020
1995 −1.7226 0.4416 0.0002
1999 −1.2095 0.4746 0.0126
Schw2 1991 0.1725 0.4056 0.6717
1995 −0.3119 0.4279 0.4672
1999 0.2408 0.4693 0.6087
Konst. 1991 7.8683 0.0826 0.0000
1995 8.0866 0.1016 0.0000
1999 8.2673 0.1633 0.0000
Alter 1991 0.5946 0.9752 0.5437 0.7842 0.2116 0.0004
1995 −1.1119 0.9363 0.2384 0.5407 0.1978 0.0067
1999 −0.0781 0.8531 0.9271 0.3057 0.2403 0.2098
Kinder 1991 −0.9835 0.5936 0.0977 0.2106 0.1672 0.2252
1995 −0.2879 0.5404 0.5944 0.1004 0.1057 0.3429
1999 −0.4813 0.5288 0.3637 0.0862 0.1284 0.5029
Ehe 1991 −0.0834 0.1584 0.5994 0.0417 0.0461 0.3816
1995 −0.2378 0.1602 0.1397 0.0291 0.0332 0.3842
1999 −0.1622 0.1458 0.2664 0.0175 0.0411 0.6741
Nation 1991 0.2168 0.1664 0.1929 0.1002 0.0502 0.0712
1995 −0.1567 0.2060 0.4528 0.1414 0.0473 0.0068
1999 −0.0784 0.2250 0.7310 0.1254 0.0487 0.0170
Forts.
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Tabelle 9.7: Scha¨tzwerte (θˆ) Wurzel aus den gescha¨tzten Varianzen (ŝd)
und p-Werte getrennt fu¨r die beiden Gleichungen mit ordinaler und me-
trischer Responsevariablen (Sorge und ln(Ek)) fu¨r das gescha¨tzte Zwei-
Gleichungs-La¨ngsschnittmodell. Gewichtete Analyse (wmia) unter Beru¨ck-
sichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, N1 = 737, N2 = 779,
N3 = 763, N4 = 783 und N5 = 834 (Forts.).
Sorge ln(Ek)
Variable Jahr θˆ ŝd p θˆ ŝd p
Chemie 1991 0.0640 0.2519 0.7999 0.0071 0.0675 0.9172
1995 −0.1068 0.2007 0.5948 −0.0524 0.0689 0.4632
1999 −0.0376 0.2335 0.8725 −0.0375 0.0999 0.7172
Bau 1991 0.3418 0.2691 0.2064 −0.0050 0.0688 0.9426
1995 0.5897 0.2270 0.0095 −0.0029 0.0548 0.9580
1999 0.3291 0.2416 0.1755 −0.0566 0.1019 0.5936
Handel 1991 0.2667 0.2665 0.3239 −0.0557 0.0733 0.4545
1995 0.4057 0.2120 0.0587 −0.0031 0.0597 0.9587
1999 0.2249 0.2752 0.4234 −0.0531 0.1043 0.6256
Metall 1991 −0.0279 0.2263 0.9026 −0.0132 0.07785 0.8690
1995 0.1148 0.1777 0.5196 −0.0480 0.0600 0.4391
1999 0.1371 0.2434 0.5790 −0.0391 0.1267 0.7692
Lehre 1991 0.1273 0.1757 0.4691 0.1289 0.0540 0.0312
1995 0.2068 0.2236 0.3617 0.0939 0.0533 0.1016
1999 0.2019 0.2220 0.3702 0.1064 0.0565 0.0800
Uni 1991 0.5734 0.2897 0.0483 0.5155 0.1136 0.0035
1995 0.8005 0.3129 0.0213 0.5582 0.1113 0.0023
1999 0.7601 0.3021 0.0235 0.6810 0.1196 0.0017
Sonst 1991 0.2573 0.2380 0.2801 −0.0095 0.0919 0.9201
Abschl 1995 0.3974 0.2747 0.1539 0.0056 0.0668 0.9351
1999 0.0277 0.2116 0.8959 −0.0311 0.0658 0.6420
Forts.
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Tabelle 9.7: Scha¨tzwerte (θˆ) Wurzel aus den gescha¨tzten Varianzen (ŝd)
und p-Werte getrennt fu¨r die beiden Gleichungen mit ordinaler und me-
trischer Responsevariablen (Sorge und ln(Ek)) fu¨r das gescha¨tzte Zwei-
Gleichungs-La¨ngsschnittmodell. Gewichtete Analyse (wmia) unter Beru¨ck-
sichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, N1 = 737, N2 = 779,
N3 = 763, N4 = 783 und N5 = 834 (Forts.).
Sorge ln(Ek)
Variable Jahr θˆ ŝd p θˆ ŝd p
Zugeh 1991 0.0518 2.2032 0.9812 1.0471 0.5659 0.0692
1995 −1.8803 2.3974 0.4335 0.4167 0.4371 0.3406
1999 −2.4972 2.8863 0.3988 0.0136 0.5459 0.9803
Zugeh2 1991 −0.0084 0.0839 0.9200 −0.0266 0.0215 0.2252
1995 0.0635 0.0669 0.3433 −0.0099 0.0135 0.4653
1999 0.0819 0.0750 0.2884 0.0011 0.0141 0.9372
Kovarianzstrukturparameter
θˆ ŝd p
σ2π,1 0.0035 0.0057 0.5374
ϑ 0.5171 0.0405 0.0000
σπ,2 0.2322 0.0043 0.0000
σ2ν 0.0271 0.0028 0.0000
Gleichungen werden die Scha¨tzwerte tendenziell gro¨ßer. Der Einfluss der
Dummy-Variablen Lehre auf die Gratifikationsvariable Sorge ist zu kei-
nem Zeitpunkt signifikant von null verschieden. Allenfalls fu¨r die Gratifi-
kationsvariable ln(Ek) la¨sst sich ein abnehmender Einfluss der Variablen
Lehre nicht ga¨nzlich ausschliessen. Von den u¨ber die betrachteten Zeit-
punkte hinweg tendenziell kleiner werdenden Scha¨tzwerten ist lediglich der
erste signifikant von null verschieden (α = .05).
Fu¨r die verbleibenden Einflussgro¨ßen kann lediglich fu¨r die Variablen
Alter, Nation und Bau wenigstens an einem Zeitpunkt von einem signi-
fikant von null verschiedenen Einfluss ausgegangen werden. So scheint der
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Einfluss der Variablen Alter auf die Variable ln(Ek) u¨ber die Zeitpun-
te hinweg abzunehmen, wa¨hrend der Einfluss der Variablen Nation auf
dieselbe Responsevariable u¨ber die Zeit hinweg eher zuzunehmen scheint.
Die Variable Bau dagegen scheint lediglich im Jahr 1995 einen von null
verschiedenen bedeutsamen (α = .05) Einfluss auf die Variable Sorge aus-
zuu¨ben.
Ausgehend von dem in Abschnitt 9.4 formulierten Kovarianzstruktur-
modell spielt eine nicht beobachtbare, individuelle und u¨ber die Zeit hinweg
stabile Variable bezu¨glich der Einkommensgleichung eine bedeutsame Rol-
le, wa¨hrend diesselbe Variable offensichtlich keinen bedeutsamen Einfluss
auf die Responsevariable Sorge ausu¨bt. Dies fu¨hrt zu einer gescha¨tzten
Korrelation nahe null zwischen den Fehlertermen der beiden Gleichungen.
Die gescha¨tzte Korrelation zwischen den Fehlertermen der Gleichungen mit
der Responsevariablen ln(Ek) u¨ber die Zeit hinweg ist mit etwa 0.67 recht
hoch. Entsprechend dem Modell ist die Korrelation zwischen den Fehler-
termen der Gleichungen mit der Responsevariablen Sorge u¨ber die Zeit
hinweg abha¨ngig von der zeitlichen Distanz. Fu¨r benachbarte Zeitpunkte
ist die gescha¨tzte Korrelation etwa .57, fu¨r die Korrelation zwischen den
Zeitpunkten 1991 und 1999 erha¨lt man immer noch eine Korrelation von
etwa .33. Die Annahme, es ko¨nne derselbe individuelle Effekt simultan auf
die Responsevariablen Sorge und ln(Ek) wirken, wird durch diese Ergeb-
nisse offensichtlich nicht gestu¨tzt. Stattdessen kann die lineare Unabha¨ngig-
keit nicht ausgeschlossen werden. Zu erwa¨hnen sei noch, dass neben dieser
Kovarianzstruktur auch versucht wurde, eine Struktur mit einem u¨ber die
Zeit hinweg variierenden Einfluss der unbeobachtbaren individuellen und
u¨ber die Zeit hinweg stabilen Variablen auf die Responsevariable ln(Ek) zu
scha¨tzen. Ein solches Modell war, mo¨glicherweise aufgrund der insgesamt
sehr klein gescha¨tzten Varianz σˆ2ν , nicht identifizierbar.
Von methodischem Interesse war zusa¨tzlich inwieweit die Scha¨tzergeb-
nisse von der gewa¨hlten Kompensationsstrategie abha¨ngen. Die beiden Ta-
bellen 9.8 und 9.9 geben die Scha¨tzergebnisse fu¨r die die Auspra¨gungen
der Investitionsvariablen
”
beruflicher Bildungsabschluss“ kodierenden Va-
riablen Lehre, Uni und Sonst Abschl fu¨r jede der genannten Kompensa-
tionsstrategien und fu¨r jede der Gleichungen mit der ordinalen beziehungs-
380 Kapitel 9. Zur Einflussdynamik sozialer Investitionen
weise metrischen Responsevariablen u¨ber die Zeit hinweg getrennt an. Als
Scha¨tzergebnisse sind jeweils der Scha¨tzwert, die gescha¨tzte Standardab-
weichung sowie der p-Wert angegeben. Fu¨r die auf dem vollsta¨ndig beob-
achteten Datensatz beruhenden Analysen wurde dabei die asymptotische
Normalverteilung der Scha¨tzer unterstellt (siehe Kapitel 5).
Ein Vergleich der beiden Tabellen 9.8 und 9.9 zeigt, etwa fu¨r die Varia-
ble Uni unter den Strategien
”
ucca“ und
”
wmia“ fu¨r die Responsevariable
Sorge, deutliche Unterschiede in den Scha¨tzwerten. Die p-Werte sind, von
drei Ausnahmen abgesehen, basierend auf dem vollsta¨ndig beobachteten
Datensatz ohne Beru¨cksichtigung der Gewichte (
”
ucca“) kleiner als dieje-
nigen der Analyse basierend auf den vervollsta¨ndigten Datensa¨tzen unter
Beru¨cksichtigung der Gewichte (
”
wmia“). Dies fu¨hrt dazu, dass unter der
”
ucca“-Strategie Nullhypothesen H0: θp = 0 ha¨ufiger und deutlicher abge-
lehnt werden als unter der Strategie
”
wmia“.
Ein Vergleich gewichteter und ungewichteter Analysen zeigt, dass hier
deutliche Unterschiede auftreten ko¨nnen, etwa wenn man die Verla¨ufe der
Scha¨tzwerte fu¨r den die Variable Uni gewichtenden Parameter u¨ber die
Zeit vergleicht. Vorausgesetzt die fu¨r die durchgefu¨hrten Analysen notwen-
digen Bedingungen sind nicht verletzt, fu¨hrt die Verwendung der Gewichte
ohne Korrektur der Varianzscha¨tzung zu einer konservativen Inferenz. Dies
ko¨nnte gegenu¨ber einer ungewichteten Analyse zu gro¨ßeren gescha¨tzten Va-
rianzen fu¨hren. Ist die MCAR-Bedingung erfu¨llt, sollten daher lediglich die
gescha¨tzten Varianzen deutlichere Unterschiede zwischen gewichteter und
ungewichteter Analyse aufweisen. Die Scha¨tzwerte der Dummy-Variablen
Uni weisen sowohl wenn man die Strategie
”
ucca“ mit
”
wcca“ als auch
wenn man die Strategie
”
umia“ mit
”
wmia“ vergleicht fu¨r die Gratifika-
tionsvariable ln(Ek) eine gegenla¨ufige Entwicklung auf. Dies kann darauf
hindeuten, dass die fehlenden Werte nicht MCAR sind. Aus diesem Grund
wird die gewichtete Analyse einer ungewichteten vorgezogen, auch weil sie
letztlich zu einer konservativeren Inferenz fu¨hrt.
Vergleicht man die Analyseergebnisse basierend auf den vervollsta¨ndig-
ten Datensa¨tzen mit jenen basierend auf den vollsta¨ndig beobachteten Ein-
heiten, dann werden auch hier Unterschiede in den Scha¨tzwerten, gescha¨tz-
ten Varianzen und p-Werten deutlich. Dabei sind die Unterschiede in den
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Tabelle 9.8: Scha¨tzwerte (θˆ), Wurzel aus den gescha¨tzten Varianzen (ŝd)
und p-Werte fu¨r die die Variablen Lehre, Uni und Sonst Abschl ge-
wichtenden Parameter. Analyse unter Beru¨cksichtigung aller vollsta¨ndig be-
obachteten Fa¨lle, ungewichtet (ucca) und gewichtet (wcca), N = 595.
Kompensationsstrategie
ucca wcca
Variable Jahr θˆ ŝd p θˆ ŝd p
Gleichungen mit ordinaler Response: Sorge
Lehre 1991 0.1405 0.1524 0.3566 0.0837 0.2020 0.6788
1995 0.1809 0.1391 0.1936 0.2565 0.2008 0.2014
1999 0.2977 0.1449 0.0399 0.2950 0.1907 0.1219
Uni 1991 0.6852 0.2218 0.0020 0.7857 0.3032 0.0096
1995 0.5503 0.1972 0.0053 0.9430 0.2548 0.0002
1999 0.7126 0.1936 0.0002 0.8719 0.2376 0.0002
Sonst 1991 0.2587 0.2190 0.2376 0.5151 0.2474 0.0374
Abschl 1995 0.2442 0.2038 0.2309 0.2962 0.2148 0.1679
1999 −.0225 0.1999 0.9102 −.0723 0.2291 0.7522
Gleichungen mit metrischer Response: ln(Ek)
Lehre 1991 0.1529 0.0335 0.0001 0.1246 0.0349 0.0004
1995 0.1187 0.0315 0.0002 0.0859 0.0406 0.0341
1999 0.1376 0.0376 0.0003 0.1139 0.0447 0.0109
Uni 1991 0.5956 0.0514 0.0000 0.5610 0.0516 0.0000
1995 0.6352 0.0501 0.0000 0.5884 0.0508 0.0000
1999 0.6929 0.0560 0.0000 0.6498 0.0627 0.0000
Sonst 1991 0.0353 0.0462 0.4445 −.0240 0.0527 0.6485
Abschl 1995 0.0380 0.0434 0.3816 −.0161 0.0459 0.7263
1999 0.0170 0.0531 0.7483 −.0527 0.0583 0.3662
gescha¨tzten Varianzen erwartungsgema¨ß nicht so deutlich wie zwischen ge-
wichteter und ungewichteter Analyse. Dennoch kommt es auch hier zu deut-
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Tabelle 9.9: Scha¨tzwerte (θˆ), Wurzel aus den gescha¨tzten Varianzen (ŝd)
und p-Werte fu¨r die die Variablen Lehre, Uni und Sonst Abschl
gewichtenden Parameter. Analyse unter Beru¨cksichtigung der fu¨nf ver-
vollsta¨ndigten Datensa¨tze, ungewichtet (umia) und gewichtet (wmia),
N1 = 737, N2 = 779, N3 = 763, N4 = 783 und N5 = 834.
Kompensationsstrategie
umia wmia
Variable Jahr θˆ ŝd p θˆ ŝd p
Gleichungen mit ordinaler Response: Sorge
Lehre 1991 0.1430 0.1387 0.3030 0.1273 0.1757 0.4691
1995 0.1051 0.1326 0.4289 0.2068 0.2236 0.3617
1999 0.2433 0.1353 0.0732 0.2019 0.2220 0.3702
Uni 1991 0.6761 0.2100 0.0013 0.5734 0.2897 0.0483
1995 0.5282 0.2112 0.0177 0.8005 0.3129 0.0213
1999 0.6539 0.2380 0.0150 0.7601 0.3021 0.0235
Sonst 1991 0.1251 0.1850 0.4990 0.2573 0.2380 0.2801
Abschl 1995 0.2441 0.1884 0.1972 0.3974 0.2747 0.1539
1999 0.0511 0.1844 0.7818 0.0277 0.2116 0.8959
Gleichungen mit metrischer Response: ln(Ek)
Lehre 1991 0.1381 0.0528 0.0272 0.1289 0.0540 0.0312
1995 0.1048 0.0524 0.0790 0.0939 0.0533 0.1016
1999 0.1116 0.0618 0.1079 0.1064 0.0565 0.0800
Uni 1991 0.5335 0.1097 0.0030 0.5155 0.1136 0.0035
1995 0.5871 0.1028 0.0013 0.5582 0.1113 0.0023
1999 0.6422 0.1120 0.0012 0.6810 0.1196 0.0017
Sonst 1991 0.0294 0.0756 0.7070 −.0095 0.0919 0.9201
Abschl 1995 0.0353 0.0523 0.5081 0.0056 0.0668 0.9351
1999 0.0164 0.0541 0.7641 −.0311 0.0658 0.6420
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lichen Unterschieden in der Inferenz. Da die MCAR-Bedingung ein Spezi-
alfall der MAR-Bedingung ist und damit die Analyse basierend auf der
Imputationsstrategie — auch in Anlehnung an die in Abschnitt 8.7.2 ge-
nannten Robustheitsargumente — vertrauenswu¨rdiger erscheint, wird diese
Strategie der Nicht-Imputations-Strategie bevorzugt.
9.6.2 Test auf Gleichheit der Parameter u¨ber die Zeit
Obwohl obige Ergebnisse nicht darauf hinweisen, wurde entsprechend der
Ausgangsfragestellung auf Gleichheit der Effekte der Einflussgro¨ßen u¨ber
die Zeit hinweg, insbesondere der interessierenden Investitionsvariablen, auf
die Gratifikationsvariablen getestet. Ausgehend von den Scha¨tzwerten sowie
der gescha¨tzten Kovarianzmatrix wurden dazu Linearkombinationen der
Scha¨tzwerte gebildet, so dass simultan auf die Gleichheit der Parameter am
ersten und zweiten sowie am zweiten und dritten Zeitpunkt getestet werden
konnte. Die gescha¨tzte Kovarianzmatrix wurde entsprechend transformiert.
Anschließend wurde wie in Abschnitt 9.5 beschrieben vorgegangen. Werte
der Testgro¨ße sowie p-Werte sind in Tabelle 9.10 abgetragen.
A¨hnlich wie in den beiden Tabellen 9.8 und 9.9 weisen die Testergebnis-
se basierend auf den Strategien
”
ucca“ und
”
wmia“ deutliche Unterschiede
auf. Wa¨hrend die Hypothese gleicher Effekte u¨ber die Zeit unter der Stra-
tegie
”
wmia“ auf dem 5%-Niveau in keinem Fall abgelehnt werden kann,
wird sie basierend auf der
”
ucca“-Strategie in der Gleichung mit Sorge
als Responsevariable fu¨r die Einflussgro¨ße
”
Wirtschaftsbereich“, und in der
Gleichung mit ln(Ek) als Responsevariable fu¨r die Einflussgro¨ßen Alter,
Nation,
”
Beruflicher Bildungsabschluss“ sowie die Konstante abgelehnt.
Deutliche Unterschiede zeigen sich auch, wenn man die Strategien
”
wcca“
und
”
umia“ zusa¨tzlich beru¨cksichtigt. Je nach gewa¨hlter Strategie wa¨ren in
vier (
”
ucca“), drei (
”
wcca“), zwei (
”
umia“) oder in keinem Fall die Nulhy-
pothese gleicher Effekte u¨ber die Zeit abzulehnen (α = .05).
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Tabelle 9.10: Testgro¨ßen (D˜5) und p-Werte zur U¨berpru¨fung der H0 :
”
Effekte der Einflussgro¨ßen sind u¨ber die Zeit hinweg gleich“, getrennt
fu¨r Analysen unter Beru¨cksichtigung aller vollsta¨ndig beobachteten Fa¨lle,
ungewichtet (ucca) und gewichtet (wcca), N = 595, sowie unter Beru¨ck-
sichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, ungewichtet (umia) und
gewichtet (wmia), N1 = 737, N2 = 779, N3 = 763, N4 = 783 und N5 = 834.
Kompensationsstrategie
ucca wcca umia wmia
Variable D˜5 p D˜5 p D˜5 p D˜5 p
Gleichungen mit ordinaler Response: Sorge
Schw1 2.41 0.2999 2.47 0.2913 0.89 0.4113 0.77 0.4623
Schw2 2.35 0.3088 2.07 0.3559 0.98 0.3774 0.88 0.4150
Alter 0.65 0.7221 4.85 0.0886 0.36 0.7094 1.51 0.2236
Kinder 2.27 0.3214 1.64 0.4401 1.58 0.2072 0.59 0.5559
Ehe 1.70 0.4282 0.29 0.8655 0.82 0.4411 0.31 0.7301
Nation 4.38 0.1117 7.44 0.0242 0.86 0.4264 1.45 0.2389
Wi-Bereich 20.9 0.0074 14.2 0.0779 1.34 0.2177 0.82 0.5884
Abschl. 4.57 0.6004 7.52 0.2754 0.48 0.8215 0.50 0.8106
Zugeh. 2.86 0.5808 2.33 0.6759 0.34 0.8489 0.22 0.9278
Gleichungen mit metrischer Response: ln(Ek)
Konst. 25.1 0.0000 11.4 0.0034 5.87 0.0081 2.98 0.0568
Alter 15.9 0.0003 7.59 0.0225 3.81 0.0316 1.90 0.1619
Kinder 1.42 0.4923 0.03 0.9873 0.21 0.8096 0.24 0.7872
Ehe 0.61 0.7373 1.04 0.5953 0.08 0.9209 0.09 0.9180
Nation 5.90 0.0522 5.68 0.0583 1.39 0.2569 0.67 0.5130
Wi-Bereich 13.8 0.0883 12.5 0.1288 0.51 0.8415 0.65 0.7350
Abschl. 15.7 0.0156 11.4 0.0777 1.94 0.0823 1.25 0.2897
Zugeh. 7.49 0.1119 5.92 0.2051 1.99 0.1055 0.74 0.5674
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9.6.3 Restringierte Scha¨tzung und Erkla¨rungskraft
Den gewa¨hlten Strategien zur Kompensation fehlender Werte unterliegen
unterschiedliche Annahmen. Bei Verwendung der Strategie
”
ucca“ wird
generell die MCAR-Bedingung unterstellt. Die Strategie
”
wcca“ setzt die
MAR-Annahme fu¨r alle jene Einheiten voraus, die bis 1991 ausgefallen sind.
Fu¨r die fehlenden Werte ab 1991 wird die MCAR-Bedingung vorausgesetzt.
Akzeptiert man die
”
umia“ Strategie, dann ist dies gleichbedeutend mit der
Annahme, dass alle Ausfa¨lle bis 1991 MCAR, und jene ab 1991 MAR sind.
Unter der Strategie
”
wmia“ dagegen wird fu¨r alle fehlendenWerte die MAR-
Bedingung unterstellt. Die
”
wmia“-Strategie ist somit die allgemeinste der
hier betrachteten Strategien. Da sich abha¨ngig von der gewa¨hlten Stra-
tegie zum Teil deutliche Unterschiede in den Schlussfolgerungen ergeben,
wird im Folgenden die
”
wmia“ Strategie akzeptiert. Die Schlussfolgerung
im Hinblick auf die interessierenden Investitionsvariablen, die sich u¨ber die
Strategien
”
wcca“,
”
umia“ und
”
wmia“ hinweg nicht a¨ndert ist, dass die
Annahme einer Abnahme der Effekte u¨ber die Zeit in der hier betrachteten
Teilpopulation durch die Daten nicht gestu¨tzt wird.
Da bei Verwendung der Gewichte und basierend auf den vervollsta¨ndig-
ten Datensa¨tzen keiner der Tests auf Gleichheit der Effekte u¨ber die Zeit
auf dem 5%-Niveau abgelehnt wurde, soll in diesem Abschnitt zum Ab-
schluss eine Modell gescha¨tzt werden, bei dem die Parameter u¨ber die Zeit
— getrennt fu¨r die beiden Gleichungen — auf den gleichen Wert restrin-
giert werden. Dabei sollen allerdings, weil die entsprechende Hypothese in
Tabelle 9.10 nur knapp abgelehnt wurde, die Konstanten der Gleichun-
gen mit ln(Ek) als Responsevariable u¨ber die Zeit hinweg unrestringiert
gescha¨tzt werden. Durch die Restriktion u¨ber die Zeit gleicher Parameter
des systematischen Teils des Regressionsmodells und damit einer deutlich
geringeren Anzahl an zu scha¨tzenden Parametern ist zu erwarten, dass die
entsprechenden (gescha¨tzten) asymptotischen Varianzen kleiner werden. In
Tabelle 9.11 sind die Scha¨tzergebnisse in Form der mittleren Scha¨tzwer-
te, der Wurzel der gescha¨tzten Varianzen, den gescha¨tzten Freiheitsgraden,
den gescha¨tzten Anteilen an fehlender Information (siehe (8.18), Abschnitt
8.3.1) und den p-Werten abgetragen.
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Tabelle 9.11: Scha¨tzwerte (θˆ), Wurzel aus den gescha¨tzten Varianzen (ŝd),
gescha¨tzte Anzahl an Freiheitsgraden ν5, gescha¨tzer Anteil an fehlender
Information (γˆ) und p-Werte fu¨r die beiden Gleichungen mit ordinaler
und metrischer Responsevariablen (Sorge und ln(Ek)). Parameter
des systematischen Teils mit Ausnahme der Konstanten sind u¨ber die
Zeit hinweg auf denselben Wert restringiert. Gewichtete Analyse (wmia)
unter Beru¨cksichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, N1 = 737,
N2 = 779, N3 = 763, N4 = 783 und N5 = 834.
Variable θˆ ŝd ν5 γˆ p
Gleichungen mit ordinaler Response: Sorge
Schwelle1 −1.7345 0.3318 43.41 0.3035 0.0000
Schwelle2 −0.3460 0.3189 68.95 0.2409 0.2818
Alter −1.0793 0.6612 112.0 0.1889 0.0966
Kinder −0.7671 0.3697 598.2 0.0818 0.0384
Ehe −0.1138 0.1040 122.1 0.1810 0.2761
Nation 0.0361 0.1622 21.99 0.4265 0.8260
Chemie −0.0150 0.1770 75.38 0.2304 0.9325
Bau 0.4689 0.1761 130.0 0.1754 0.0087
Handel 0.3042 0.2291 15.69 0.5050 0.2033
Metall 0.0994 0.1882 20.41 0.4427 0.6030
Lehre 0.1317 0.1727 22.82 0.4182 0.4537
Uni 0.6579 0.2624 11.69 0.5849 0.0280
Sonst Abschl 0.2898 0.2217 53.71 0.2729 0.1967
Zugeh −1.8593 1.4447 53.78 0.2727 0.2036
Zugeh2 0.0492 0.0405 47.31 0.2908 0.2310
Gleichungen mit metrischer Response: ln(Ek)
Konst. 1991 7.9562 0.0910 37.10 0.3284 0.0000
Konst. 1995 8.0124 0.0896 84.57 0.2175 0.0000
Konst. 1999 8.0435 0.1036 32.24 0.3522 0.0000
Forts.
9.6. Ergebnisse 387
Tabelle 9.11: Scha¨tzwerte (θˆ), Wurzel aus den gescha¨tzten Varianzen (ŝd),
gescha¨tzte Anzahl an Freiheitsgraden ν5, gescha¨tzer Anteil an fehlender
Information (γˆ) und p-Werte fu¨r die beiden Gleichungen mit ordinaler
und metrischer Responsevariablen (Sorge und ln(Ek)). Parameter
des systematischen Teils mit Ausnahme der Konstanten sind u¨ber die
Zeit hinweg auf denselben Wert restringiert. Gewichtete Analyse (wmia)
unter Beru¨cksichtigung der fu¨nf vervollsta¨ndigten Datensa¨tze, N1 = 737,
N2 = 779, N3 = 763, N4 = 783 und N5 = 834.
Variable θˆ ŝd ν5 γˆ p
Gleichungen mit metrischer Response: ln(Ek)
Alter 0.5774 0.1738 565.1 0.0841 0.0001
Kinder 0.2146 0.0903 138.2 0.1701 0.0189
Ehe 0.0455 0.0283 80.64 0.2227 0.1109
Nation 0.1288 0.0464 11.62 0.5868 0.0172
Chemie −0.0320 0.0810 8.058 0.7046 0.7034
Bau −0.0174 0.0743 12.20 0.5726 0.8185
Handel −0.0471 0.0771 7.927 0.7103 0.5583
Metall −0.0405 0.0894 6.404 0.7903 0.6655
Lehre 0.1137 0.0493 11.14 0.5992 0.0412
Uni 0.5719 0.1094 5.855 0.8265 0.0021
Sonst Abschl 0.0052 0.0658 10.84 0.6074 0.9388
Zugeh 0.9759 0.3178 91.97 0.2085 0.0028
Zugeh2 −0.0280 0.0087 151.1 0.1627 0.0016
Kovarianzstrukturparameter
σ2π,1 0.0036 0.0056 96.68 0.2034 0.5225
ϑ 0.4837 0.0388 128.6 0.1763 0.0000
σπ,2 0.2306 0.0049 5.145 0.8817 0.0000
σ2ν 0.0290 0.0033 23.75 0.4104 0.0000
Wie aus Tabelle 9.11 ersichtlich, schwanken die gescha¨tzen Anteile an
fehlender Information (γˆ) zwischen .0818 (Kinder in der Gleichung mit der
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Responsevariablen Sorge) und 0.8817 (σπ,2) und entsprechend die Anzahl
an gescha¨tzten Freiheitsgraden. Fu¨r die Gleichung mit der Responsevaria-
blen Sorge lassen sich auf dem 5%-Niveau die Hypothesen, der Einfluss der
Variablen Kinder, Bau und Uni sei null ablehnen, wa¨hrend die entspre-
chende Hypothese fu¨r keine der anderen Variablen abgelehnt werden kann.
Demnach wu¨rde die Wahrscheinlichkeit einige oder gro¨ße Sorgen anzuge-
ben mit der Anzahl an Kindern zunehmen, wa¨hrend ein Universita¨ts- oder
Fachhochschulabschluss — relativ zu der Kategorie
”
kein Berufsabschluss,
angelernt“ — die Wahrscheinlichkeit erho¨hen wu¨rde,
”
einige Sorgen“ oder
”
keine Sorgen“ anzugeben. Weiterhin wa¨re davon auszugehen, dass die in
der Bauwirtschaft bescha¨ftigten Personen — relativ zur Referenzkategorie
— mit gro¨ßerer Wahrscheinlichkeit
”
einige“ oder
”
keine“ Sorgen bezu¨glich
ihrer Arbeitsplatzsicherheit angeben. Dieses zuna¨chst etwas u¨berraschende
Ergebnis ist nach einem Blick auf Tabelle 9.7 (Seite 376) nicht mehr un-
plausibel. So la¨sst sich die fu¨r diese Personengruppe im Jahr 1995 ho¨here
gescha¨tzte Wahrscheinlichkeit, einige oder keine Sorgen anzugeben, mit ei-
nem deutlichen Aufschwung in der Bauwirtschaft in der Mitte der 90iger
Jahre erkla¨ren. Dies mag wiederum fu¨r das auch im restringierten Modell
gefundene Ergebnis verantwortlich sein.
Fu¨r die Einkommensgleichung kann die Nullhypothese, die entsprechen-
de Einflussgro¨ße habe keinen Effekt, — neben den Konstanten — fu¨r die
Variablen Alter, Kinder, Nation, Lehre, Uni, Zugeh und Zugeh2
auf dem 5%-Niveau abgelehnt werden. Demnach wu¨rden ein ho¨heres Alter,
eine ho¨here Kinderzahl sowie eine la¨ngere Betriebszugeho¨rigkeit — wobei
sich dieser Effekt u¨ber die Zeit hinweg abschwa¨cht — einen positiven Ef-
fekt auf das Einkommen ausu¨ben. Ebenfalls einen positiven Effekt ha¨tte
eine deutsche Nationalita¨t, sowie — relativ zur Referenzkategorie
”
kein Be-
rufsabschluss, angelernt“ — ein Universita¨ts- oder Fachhochschulabschluss
beziehungsweise ein unter der Kategorie Lehre zusammegefasster Berufs-
abschluss. Bei einem Vergleich der Effekte der Ergebnisse zu den beiden
Scha¨tzgleichungen fa¨llt auf, dass eine ho¨here Anzahl an Kindern zwar ei-
nerseits positiv mit dem Einkommen, mit der subjektiven Wahrnehmung
bezu¨glich der Sicherheit des Arbeitsplatzes aber negativ zusammenha¨ngt.
Die Scha¨tzwerte sowie die gescha¨tzten Varianzen fu¨r die Kovarianz-
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strukturparameter sind nur unwesentlich von jenen ausgehend von der unre-
stringierten Scha¨tzung der Parameter des systematischen Teils des Regres-
sionsmodells verschieden. Die basierend auf der unrestringierten Scha¨tzung
gemachten Aussagen bezu¨glich der Kovarianzstruktur bleiben daher erhal-
ten.
Fu¨r das hier gescha¨tzte Modell wurden schließlich zwei der in Abschnitt
5.3 vorgeschlagenen Pseudo-R2-Maße berechnet. Ein Maß, bei dem auf recht
einfache Weise der Beitrag des systematischen Teils von einem Beitrag des
Kovarianzstrukturteils zur Erkla¨rungskraft des Modells getrennt werden
kann, ist ρˆ21. Mit dem Kennwert ρˆ
2
2 lassen sich dagegen die Anteile, die
auf die sechs Gleichungen zuru¨ckzufu¨hren sind separieren. Fu¨r beide Ma-
ße wurden zudem approximative Konfidenzintervalle berechnet, wobei fu¨r
jeden Bootstrap-Schritt 4000 Stichprobe gezogen wurden (siehe auch Ab-
schnitt 9.5).
Fu¨r ρˆ21 ergab sich ein Wert von 0.55, mit einem Beitrag des systemati-
schen Teils von 0.25 und des Kovarianzstrukturteils von 0.3. Die Anteile an
der Erkla¨rungskraft der beiden Strukturteile des Regressionsmodells liegen
damit nahe beieinander, wobei der Kovarianstrukturteil etwas mehr bei-
zutragen scheint. Als approximatives Konfidenzintervall fu¨r ρˆ21 ergab sich
[0.485, 0.595]. Damit kann fu¨r das Modell eine bedeutsam von null verschie-
dene Erkla¨rungskraft in Anspruch genommen werden.
Fu¨r ρˆ22 ergab sich ein Wert von 0.517. Die Beitra¨ge der Einzelgleichungen
mit Sorge als Responsevariable waren 0.050 im Jahr 1991, 0.071 im Jahr
1995 und 0.059 im Jahr 1999, diejenigen der Einzelgleichungen mit ln(Ek)
als Responsevariable waren 0.114 im Jahr 1991, 0.110 im Jahr 1995 und
0.117 im Jahr 1999. Offensichtlich sind die Beitra¨ge der Gleichungen mit
ln(Ek) als Responsevariable systematisch ho¨her als die der Gleichungen mit
Sorgeals Responsevariable. Dies ist durchaus plausibel, denn sowohl die
Anzahl an Einflussgro¨ßen mit bedeutsamen Effekten als auch die Werte der
modellierten Korrelationen sind im Falle der Gleichungen mit ln(Ek) als
Responsevariable deutlich ho¨her. Fu¨r ρˆ22 ergab sich als approximatives Kon-
fidenzintervall [0.447, 0.553]. Auch ausgehend von ρˆ22 kann eine bedeutsam
von null verschiedene Erkla¨rungskraft des gewa¨hlten Modells in Anspruch
genommen werden.
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9.7 Zusammenfassung und abschließende Be-
merkungen
In diesem Kapitel wurde die Frage nach einer u¨ber die Zeit hinweg mo¨gli-
cherweise abnehmenden Binnenbeziehung der Investitionsvariable
”
beruf-
licher Bildungsabschluss“ sowie weiterer sozio-demographischer Variablen
einerseits, und den Gratifikationsvariablen
”
Mache mir Sorgen um die Si-
cherheit meines Arbeitsplatzes“, mit den Auspra¨gungen
”
große“,
”
einige“
und
”
keine Sorgen“, und durchschnittliches Monatsbruttoeinkommen ande-
rerseits, untersucht. Die durchgefu¨hrte Analyse basiert auf einer Stichpro-
be von nicht selbststa¨ndigen und nicht im o¨ffentlichen Dienst bescha¨ftigten
Ma¨nnern, die in den Befragungsjahren 1991–1999 als bescha¨ftigt und voll-
zeiterwerbsta¨tig klassifiziert wurden.
Im Gegensatz zu einer sehr breiten Betrachtungsweise hat diese Ein-
grenzung den Vorteil, dass ein Modell lediglich fu¨r eine eher homogene
Gruppe zu formulieren ist. Wa¨ren zusa¨tzlich weitere Teilpopulationen zu
beru¨cksichtigen, etwa Frauen oder Selbststa¨ndige, dann mu¨ssten bei der
Scha¨tzung mo¨glicherweise recht unterschiedliche Strukturen modelliert wer-
den. Dies fu¨hrt im Allgemeinen zu komplexen Modellen, deren Scha¨tzung
nicht nur schwieriger ist, sondern die auch anfa¨lliger gegenu¨ber Fehlspezi-
fikationen sind.
Gleichzeitig ist, wie in Abschnitt 9.1 ausfu¨hrlich begru¨ndet, nicht a prio-
ri auszuschließen, dass sich in dieser hier betrachteten Teilpopulation die
Effekte der Investitionsvariablen u¨ber die Zeit hinweg abschwa¨chen oder fu¨r
die verschiedenen Auspra¨gungen der Investitionsvariablen zumindest unter-
schiedlich voneinander entwickeln. Kann nicht von einer sich abschwa¨chen-
den oder zumindest unterschiedlichen Entwicklung ausgegangen werden,
dann kann in weiteren durchzufu¨hrenden Analysen diese Teilpopulation zu
der hier untersuchten Fragestellung, zumindest im Hinblick auf die betrach-
teten Variablen vernachla¨ssigt werden.
Um Aussagen u¨ber die zeitliche Dynamik machen zu ko¨nnen, sind an
verschiedenen Zeitpunkten erhobene Daten notwendig. Daher liegt eine
La¨ngsschnittanalyse nahe. Mit den Responsevariablen
”
Mache mir Sorgen
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um die Sicherheit meines Arbeitsplatzes“ und
”
durchschnittliches Monats-
bruttoeinkommen“ ist das mo¨gliche Zeitfenster eingeschra¨nkt auf maximal
etwa vierzig Jahre. Beru¨cksichtigt man verschiedene Altersgruppen und
auch Personen, die einen akademischen Abschluss haben, so verku¨rzt sich
dieses Intervall weiter. Das hier betrachtete Zeitfenster umfasst einen Zeit-
raum von acht Jahren, wobei 1991, 1995 und 1999 erhobene Daten genutzt
werden.
Ein Vorteil bei der Formulierung und Scha¨tzung eines La¨ngsschnitt-
modells gegenu¨ber mehreren Querschnittsmodellen ist die mo¨gliche Sepa-
rierung unbeobachteter individueller Variablen von, u¨ber die Zeitpunkte
und Gleichungen hinweg unabha¨ngigen, Fehlervariablen. Darauf aufbauend
la¨sst sich — entlang inhaltlicher U¨berlegungen — ein entsprechendes Kova-
rianzstrukturmodell formulieren und scha¨tzen. Damit werden nicht nur die
Scha¨tzer des systematischen Teils effizienter, sondern die inhaltlich interes-
sierende Kovarianzstruktur selbst wird einer empirischen Analyse zuga¨ng-
lich. Neben diesem inhaltlichen Vorteil ist zu beachten, dass eine fa¨lschliche
Nichtberu¨cksichtigung solcher Variablen, oder allgemeiner Abha¨ngigkeiten,
in den Fehlertermen zu deutlich ineffizienteren Scha¨tzern fu¨hrt (siehe Ka-
pitel 5).
Der hier verwendete Datensatz ist, wie die meisten Datensa¨tze, die fu¨r
eine solche Analyse herangezogen werden ko¨nnen, von fehlenden Werten
betroffen. Neben Item-Nonresponse ist Unit-Nonresponse sowie Panelattri-
tion zu beru¨cksichtigen. Bei der Analyse wurden die Kompensationsstra-
tegien Gewichtung und multiple Imputation in verschiedenen Kombinatio-
nen verwendet, wobei, als datenanalytisch einfachste Version, ein Datensatz
bestehend aus den vollsta¨ndig beobachteten Fa¨llen ungewichtet analysiert
wurde. Gescha¨tzt wurde ein Zwei-Gleichungs-La¨ngsschnittmodell mit den
Responsevariablen
”
Mache mir Sorgen um die Sicherheit meines Arbeits-
platzes“ und
”
durchschnittliches Monatsbruttoeinkommen“ u¨ber drei Zeit-
punkte (1991, 1995 und 1999). Vergleiche der Scha¨tzergebnisse zeigen, dass
die Schlussfolgerungen nicht unabha¨ngig von der gewa¨hlten Kompensati-
onsstrategie sind. Als vertrauenswu¨rdigste Strategie wurde die Kombinati-
on von Gewichtung und multipler Imputation als Grundlage fu¨r die weiteren
Analysen gewa¨hlt.
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Um eine mo¨gliche zeitliche Dynamik der Effektsta¨rke der Investitionsva-
riablen
”
beruflicher Bildungsabschluss“ identifizieren zu ko¨nnen, wurden die
Parameter des systematischen Teils des Regressionsmodells unrestringiert
gescha¨tzt. Die Ergebnisse dieser Analyse legen es allerdings nicht nahe, von
einer sich u¨ber den betrachteten Zeitraum hinweg a¨ndernden Effektsta¨rke
auszugehen. Zumindest fu¨r diese Teilpopulation wird damit die Annahme
einer sich abschwa¨chenden oder zumindest einer fu¨r verschiedene berufli-
che Bildungsabschlu¨sse sich unterschiedlich entwickelnde Binnenbeziehung
nicht gestu¨tzt.
Die Scha¨tzergebnisse bezu¨glich der Parameter der Kovarianzstruktur
weisen fu¨r beide Gleichungen auf relativ hohe Korrelationen u¨ber die Zeit
und damit eine von den Einflussgro¨ßen unabha¨ngige und relativ hohe Sta-
bilita¨t hinsichtlich der Gratifikationsvariablen hin. Gleichzeitig legen es die
Scha¨tzergebnisse nicht nahe davon auszugehen, dass dieselben individuellen
unbeobachteten und u¨ber die Zeit hinweg stabilen Variablen simultan auf
beide Gratifikationsvariablen wirken.
Es bleibt natu¨rlich offen, ob bei einer anderen Operationalisierung oder
auch bei Betrachtung anderer Teilpopulationen Hinweise auf eine abneh-
mende Binnenbeziehung, beziehungsweise zunehmende Heterogenita¨t der
Sozialstruktur zu finden sind. Dann stellt sich allerdings zusa¨tzlich die Frage
unter welchen Bedingungen unterschiedliche Dynamiken in verschiedenen
Teilpopulationen gesellschaftliche Relevanz gewinnen.
Wie in den meisten Auswertungen empirischer Daten basieren auch die
hier vorgenommenen Scha¨tzungen auf bestimmten Annahmen, von denen
nicht ausgeschlossen werden kann, dass sie in Teilen oder gar vollsta¨ndig
verletzt sind. Allerdings ko¨nnen, sowohl fu¨r die verwendete Kompensations-
strategie als auch fu¨r das gescha¨tzte Modell, einige Robustheitseigenschaf-
ten in Anspruch genommen werden. So setzt die kombinierte Gewichtungs-
und multiple Imputationsstrategie lediglich die MAR-Bedingung voraus
und zumindest fu¨r die multiple Imputationsstrategie sind die in Abschnitt
8.7.2 genannten Argumente zu beru¨cksichtigen. Robustheitsargumente be-
zu¨glich des verwendeten Modells sowie des Scha¨tzverfahrens basieren einer-
seits darauf, dass hier nicht, wie bei Likelihood-Methoden, die vollsta¨ndige
Verteilung, sondern lediglich marginale Verteilungen zu spezifizieren sind.
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Im Gegensatz etwa zu komplexeren Mittelwert- und Kovarianzstrukturmo-
dellen, bei denen die Parameter des systematischen sowie des Kovarianz-
strukturteils als Funktionen gemeinsamer Fundamentalparameter formu-
liert werden, werden hier die Regressions- und Kovarianzstrukturparame-
ter als funktional weitgehend voneinander unabha¨ngig gescha¨tzt. Damit ist
zu erwarten, dass die Fehlspezifikation eines strukturellen Teils des Mo-
dells nicht notwendigerweise eine Fehlspezifikation des anderen strukturel-
len Teils nach sich zieht.
Da die Hypothese von u¨ber die Zeit hinweg gleichen Effekten fu¨r
keine der betrachteten Einflussgro¨ßen abgelehnt werden konnte, wurde
schließlich noch ein Zwei-Gleichungs-La¨ngsschnittmodell mit — getrennt
fu¨r die beiden Gleichungen — u¨ber die Zeitpunkte hinweg auf jeweils den-
selben Wert restringierten Steigungsparametern des systematischen Teils
gescha¨tzt. Auch die identifizierbaren Schwellenwerte der Gleichungen mit
der Responsevariablen
”
Mache mir Sorgen um die Sicherheit meines Ar-
beitsplatzes“ wurden auf denselben Wert restringiert. Da die Hypothese,
die Parameter seien u¨ber die Zeit hinweg identisch fu¨r die Konstante der
linearen Gleichung nur knapp abgelehnt werden konnte, wurden diese Pa-
rameter unrestringiert gescha¨tzt.
Die entsprechenden Scha¨tzergebnisse legen es nahe davon auszugehen,
dass Bescha¨ftigte im Baugewerbe — relativ zur Referenzkategorie
”
sonstige
Wirtschaftsbereiche“ — und Personen mit einem beruflichen Bildungsab-
schluss aus dem Bereich
”
Fachhochschule, Universita¨t/Hochschule, Tech-
nische Hochschule“ — relativ zur Referenzkategorie
”
kein Berufsabschluss,
angelernt“ — mit ho¨herer Wahrscheinlichkeit einige oder keine Sorgen an-
geben. Dabei kann der bedeutsame Effekt fu¨r die Variable
”
im Baugewerbe
ta¨tig“ auf einen deutlich von null verschiedenen Effekt im Jahr 1995, einer
Zeit positiver Entwicklung im Baugewerbe, zuru¨ckgefu¨hrt werden. Weiter-
hin scheint eine ho¨here Anzahl an im Haushalt lebenden Kindern bis 16
Jahren mit einer ho¨heren Wahrscheinlichkeit sich einige, oder sogar große
Sorgen zu machen, einherzugehen.
Fu¨r das durchschnittliche Bruttoeinkommen scheinen die Variablen
”
Al-
ter“,
”
Anzahl der im Haushalt lebenden Kinder bis 16 Jahre“,
”
Nationa-
lita¨t“ und hier die Auspra¨gung
”
deutsche Nationalita¨t“, sowie berufliche
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Bildungsabschlu¨sse aus den Kategorien
”
Lehre, Berufsfachschule, Schule
Gesundheitswesen, Fachschule, betriebl. Ausbildung, berufsbildende Schu-
le“ und
”
Fachhochschule, Universita¨t/Hochschule, Technische Hochschule“
— relativ zur Referenzkategorie
”
kein Berufsabschluss, angelernt“ — einen
positiven Einfluss zu besitzen. Weiterhin kann von einem, sich zwar u¨ber
die Zeit abschwa¨chenden, aber insgesamt positiven Effekt der Dauer der
Betriebszugeho¨rigkeit ausgegangen werden. Interessanterweise scheint eine
ho¨here Anzahl an Kindern zwar einerseits positiv mit dem Einkommen, mit
der subjektiven Wahrnehmung bezu¨glich der Sicherheit des Arbeitsplatzes
aber eher negativ zusammenzuha¨ngen.
Die basierend auf der unrestringierten Scha¨tzung gemachten Aussagen
bezu¨glich der Kovarianzstruktur gelten ebenfalls im Falle der restringierten
Scha¨tzung.
Die Berechnung zweier der in Abschnitt 5.3 vorgeschlagenen Pseudo-
R2-Maße zeigt, dass der Anteil des systematischen Teils an der Erkla¨rungs-
kraft des Modells etwas kleiner ist als der Anteil der Kovarianzstruktur,
und die Anteile der Scha¨tzgleichungen mit der Responsevariablen
”
Mache
mir Sorgen um die Sicherheit meines Arbeitsplatzes“ u¨ber die betrachte-
ten Zeitpunkte hinweg systematisch kleiner sind als diejenigen der Ein-
kommensgleichungen. Die Berechnung approximativer Konfidenzintervalle
ausgehend von beiden Pseudo-R2-Maßen la¨sst den Schluß zu, dass das hier
formulierte und gescha¨tzte Zwei-Gleichungs-La¨ngsschnittmodell eine nicht
unbedeutende, von null verschiedene Erkla¨rungskraft besitzt.
Anhang A: Grundbegriffe,
Notation und Abku¨rzungen
A.1 Ha¨ufig verwendete Indices
Zur Kennzeichung der jeweils an einem Merkmalstra¨ger oder einer Einheit,
etwa einer Person oder einem Haushalt, erhobenen Merkmale oder Varia-
blen wird der Laufindex n verwendet, mit n = 1, . . . , N . Weitere ha¨ufig
verwendete Laufindizes sind fu¨r Messzeitpunkte t = 1, . . . , T , fu¨r die An-
zahl an Beobachtungen pro Einheit und Zeitpunkt j = 1, . . . , J , fu¨r die
mo¨glichen Auspra¨gungen einer ordinalen Variablen k = 0, . . . ,K und fu¨r
die Anzahl an Einflussgro¨ßen p = 1, . . . , P . Zu beachten ist, dass dieselben
Indizes auch in anderen Zusammenha¨ngen verwendet werden kann. Ein In-
dex kann selbst auch wieder durch einen oder mehrere Indizes gekennzeich-
net sein, wenn etwa zwei am jeweils selben Zeitpunkt t erhobene ordinale
Variablen eine jeweils unterschiedliche Anzahl an Auspra¨gungen aufweisen
(Kt,j undKt,j′). Allerdings sollen aus Gru¨nden der U¨bersichtlichkeit Indizes
so sparsam wie mo¨glich eingesetzt werden.
A.2 Skalare, Vektoren und Matrizen
Grundlagen. Allgemein werden Skalare mit kleinen, Vektoren mit klei-
nen fett gedruckten und Matrizen mit großen fett gedruckten Buchstaben
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bezeichnet. Die (J × 1)-Matrix mit den Elementen a1, a2, . . . , aJ ,
a =

a1
a2
...
aJ

wird als J-dimensionaler Spaltenvektor bezeichnet. Transponiert man die-
sen Vektor, so erha¨lt man den J-dimensionalen Zeilenvektor
a′ = aT =
(
a1, a2, . . . , aJ
)
.
Eine Matrix der Ordnung J × K mit den Elementen ajk, j = 1, . . . , J ,
k = 1, . . . ,K wird geschrieben als
A = (ajk) =

a11 a12 · · · a1K
a21 a22 · · · a2K
...
...
...
aJ1 aJ2 · · · aJK
 .
Eine Matrix kann fu¨r sinnvoll dimensionierte Submatrizen Ajk, mit j =
1 . . . , J und k = 1, . . . ,K, auch
A = (Ajk) =

A11 A12 · · · A1K
A21 A22 · · · A2K
...
...
...
AJ1 AJ2 · · · AJK

oder
A = (B,b) ,
mit B einer (J × P )-Matrix und b einem (J × 1)-Vektor geschrieben wer-
den. Die Dimension eines Vektors oder einer Matrix kann durch einen In-
dex angegeben werden. Eine (J × K)-Matrix etwa kann als AJ×K , eine
(J ×J)-dimensionale, quadratische Matrix als AJ und ein J-dimensionaler
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Spaltenvektor als aJ angegeben sein. Diese Angabe der Dimension ist nicht
mit der sonst ha¨ufig verwendeten Indizierung zur Bezeichnung des mit der
(zum Beispiel) n-ten Beobachtung verknu¨pften Merkmals zu verwechseln.
Im Allgemeinen ergibt sich die Dimension eines Vektors oder einer Ma-
trix aus dem Kontext. In diesen Fa¨llen wird auf die explizite Angabe der
Dimension verzichtet.
Eine immer wiederkehrende Zerlegung einer symmetrischen, positiv de-
finiten Matrix, A = L′L = LTL, wird auch als Cholesky-Zerlegung bezeich-
net (z.B. Harville, 1997, S. 229 f.), die Matrix L als Cholesky-Wurzel .
Kurze Einfu¨hrungen in die Grundbegriffe der Matrixalgebra, soweit sie
fu¨r statistische Anwendungen no¨tig sind, findet man in den meisten Bu¨chern
zu Statistik oder O¨konometrie. Fu¨r eine Einfu¨hrung siehe etwa Fahrmeir,
Hamerle und Tutz (1996a) oder Mardia, Kent und Bibby (1995). Fu¨r eine
ausfu¨hrlichere Darstellung siehe etwa Graybill (1983) oder Harville (1997).
Fu¨r eine praktische Umsetzung vieler auf Matrizen und Vektoren basieren-
den Berechnungen siehe insbesondere Golub und Van Loan (1996).
Weitere Notation
1J J-dimensionaler Spaltenvektor, bestehend aus Ein-
sen, auch als Einservektor bezeichnet (bei Eindeutig-
keit auch ohne Dimensionsangabe),
IJ im Allgemeinen die J-dimensionale Einheitsmatrix
(bei Eindeutigkeit auch ohne Dimensionsangabe),
ej Einheitsvektor , j-te Spalte der (J × J)-
Einheitsmatrix,
Diag(A) Diagonalmatrix, auf deren Diagonale die Diagonalele-
mente der quadratischen Matrix A stehen,
Diag(a) Diagonalmatrix, deren Diagonalelemente identisch
mit den Elementen des Vektors a sind,
Bdiag(A1, . . . ,AJ) Blockdiagonalmatrix , mit den quadratischen Matri-
zen A1, . . . ,AJ auf der Diagonalen,
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vec(A) Vektorisiert die (T ×T )-Matrix A mit Zeilenvektoren
a′t zu vec(A) = (a
′
1, . . . ,a
′
T )
′,
tr(A) Spur der quadratischen Matrix A,
A⊗B Kronecker- oder direktes Produkt der Matrizen A und
B,
A−1 Inverse der Matrix A,
A− generalisierte Inverse der Matrix A.
Responsevariablen, Einflussgro¨ßen und Datenmatrix. Der allge-
mein u¨blichen Schreibweise folgend bezeichnet y eine Responsevariable und
x eine Einflussgro¨ße. Die in Verbindung mit dem n-ten Zufallsvorgang be-
trachteten Responsevariablen und Einflussgro¨ßen werden im Vektor yn und
der Matrix Xn oder einem Vektor xn zusammengefasst. Dabei ist
1, fu¨r
J1 = · · · = JT , yn ein (JT × 1)-Vektor und Xn eine (JT × (P + 1))-
Matrix, in der die Einflussgro¨ßen aller TJ Messpunkte, xntj (t = 1, . . . , T
und j = 1, . . . , J), zusammengefasst werden,
Xn =

1 xn111 · · · xn11P
...
...
. . .
...
1 xn1J1 · · · xn1JP
...
...
. . .
...
1 xnT11 · · · xnT1P
...
...
. . .
...
1 xnTJ1 · · · xnTJP

=

1 x∗′n11
...
...
1 x∗′n1J
...
...
1 x∗′nT1
...
...
1 x∗′nTJ

=
(
1 X∗n
)
mit x∗ntj = (xntj1, · · · , xntjP )′ und X∗n = (x∗n11, . . . ,x∗nTJ)′. Wenn entweder
T = J = 1, also ein univariates Modell betrachtet wird, oder wenn die
Anzahl der Einflussgro¨ßen an den verschiedenen Messpunkten unterschied-
lich sein kann, dann werden diese nicht in einer Matrix sondern in einem
1Die Verallgemeinerung auf den Fall Jt 6= Jt′ ist einfach, notationell aber etwas
umsta¨ndlich und soll daher an dieser Stelle nicht vorgenommen werden.
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Vektor xn zusammengefasst. Der Aufbau des entsprechenden Vektors ist
in den jeweiligen Abschnitten beschrieben. Alle individuellen Matrizen Xn
beziehungsweise Vektoren x′n (n = 1, . . . , N) ko¨nnen in einer Matrix X, der
Datenmatrix , zusammengefasst werden.
A.3 Zufallsvariablen und Verteilungen
Zufallsvariablen und deren konkrete Auspra¨gungen werden zur Vereinfa-
chung der Darstellung falls mo¨glich notationell nicht unterschieden. So kann
etwa mit βˆ je nach Kontext ein konkreter Scha¨tzwert oder die entsprechen-
de Scha¨tzfunktion, auch kurz als Scha¨tzer bezeichnet, gemeint sein. Ob es
sich um eine Zufallsvariable oder um deren Auspra¨gung handelt, wird dann
aber jeweils aus dem Kontext deutlich. Der Vektor der Erwartungswerte ei-
ner mehrdimensionalen Zufallsvariablen y wird mit E(y) oder auch µy, bei
Eindeutigkeit auch mit µ, bezeichnet, deren Kovarianzmatrix mit Cov(y),
Σy oder Σ. Fu¨r eindimensionale Zufallsvariablen ergibt sich entsprechend
E(y), µy oder µ und, fu¨r die Varianz, var(y), σ
2
y oder σ
2. Die Kovarianzma-
trix zweier mehrdimensionalen Zufallsvariablen, y und z wird mit Cov(y, z)
bezeichnet. Die Kovarianz beziehungsweise Korrelation zweier eindimensio-
naler Zufallsvariablen, etwa y und z, wird mit cov(y, z) beziehungsweise
corr(y, z) oder kurz σyz beziehungsweise ρyz, bei Eindeutigkeit mit ρ, be-
zeichnet.
Ist eine mehrdimensionale Zufallsvariable y normalverteilt beziehungs-
weise asymptotisch normalverteilt mit Erwartungswert µ und Varianz Σ,
so wird dies kurz als y ∼ N(µ,Σ) beziehungsweise y a∼ N(µ,Σ) geschrie-
ben. Eine entsprechende Schreibweise wird fu¨r andere Verteilungen gewa¨hlt
(siehe unten). Fu¨r eindimensionale Zufallsvariablen wird auf die oben ver-
einbarte Schreibweise (kleine, nicht-fette Bezeichnungen) verwiesen. Allge-
mein wird die Wahrscheinlichkeitsfunktion einer diskreten Zufallsvariablen
z ebenso wie die Dichtefunktion einer stetigen Zufallsvariablen y mit f(z)
beziehungsweise f(y) (auch g(·), h(·) oder p(·)) bezeichnet2. Entsprechend
2Im Folgenden soll, wie bereits fu¨r die Notation vereinbart, wenn der Kontext ei-
ne eindeutige Interpretation zula¨sst fu¨r Zufallsvariable auch kurz Variable geschrieben
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wird in Fa¨llen, in denen dies unproblematisch ist, nicht zwischen Dichte-
und Wahrscheinlichkeitsfunktion oder einer Mischform unterschieden und
stattdessen lediglich von der Dichtfunktion oder kurz Dichte die Rede sein.
Werden diese durch einen Parameter, etwa ϑ, festgelegt, so wird die ent-
sprechende Funktion als f(z;ϑ) beziehungsweise als f(y;ϑ) angeschrieben.
Ha¨ufig treten bedingte Wahrscheinlichkeits- oder Dichtefunktionen auf. Die
durch einen Parameter, zum Beispiel θ, festgelegte bedingte Dichte etwa
einer stetigen Variablen y gegeben eine konkrete Auspra¨gung einer Varia-
blen z wird entsprechend mit f(y|z;θ) bezeichnet. Diesselbe Schreibweise
wird wiederum fu¨r die bedingte Wahrscheinlichkeitsfunktion einer diskreten
Variablen verwendet. Fu¨r Verteilungsfunktionen gelten dieselben Konven-
tionen, allerdings wird anstatt f(·) hier F (·) geschrieben. Auch bei dieser
Schreibweise wird nicht zwischen der Verteilungsfunktion einer stetigen und
einer diskreten Zufallsvariablen unterschieden. Gilt f(y|z;θ) = f(y;θ) fu¨r
alle y und z dann heißt y unabha¨ngig von z verteilt. Zu beachten ist, dass
hier der Begriff
”
unabha¨ngig“ in einem etwas allgemeineren Zusammen-
hang, na¨mlich sowohl fu¨r fixe als auch fu¨r zufa¨llige z verwendet wird (z.B.
Dawid, 1979). Anstatt
”
unabha¨ngig“ wird fu¨r beliebige z in der Literatur
in diesem Zusammenhang auch der Begriff
”
unkonfundiert“ verwendet, der
im Falle zufa¨lliger Variablen mit
”
unabha¨ngig“ identisch ist (z.B. Rubin,
1987, S. 36).
Weitere Notation
N(µ,Σ) Normalverteilung mit Erwartungswert µ und Kovarianzma-
trix Σ,
Φ(c) Wert der Standardnormalverteilungsfunktion an der Stelle
c,
ϕ(c) Wert der Dichtefunktion der Standardnormalverteilung an
der Stelle c,
werden.
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Φ(c1, c2, ρ) Wert der bivariaten Verteilungsfunktion zweier standard-
normalverteilter Zufallsvariablen, kurz als bivariate Stan-
dardnormalverteilungsfunktion bezeichnet, an den Stellen
c1, c2 und ρ (−1 < ρ < 1),
ϕ(c1, c2, ρ) Wert der bivariaten Dichtefunktion zweier standardnormal-
verteilter Zufallsvariablen, kurz als Dichte der bivariaten
Standardnormalverteilung bezeichnet, an den Stellen c1, c2
und ρ (−1 < ρ < 1),
χ2(N) Chi-Quadrat-Verteilung mit N Freiheitsgraden,
F (N,M) F-Verteilung mit N Za¨hler und M Nenner Freiheitsgraden,
W (Σ, N) Wishart-Verteilung. Kann die (P × P )-Matrix Y als Y =
X′X mit X(N×P ) = (x1, . . . ,xN )
′ geschrieben werden, wo-
bei xn ∼ N(0,Σ) unabha¨ngig fu¨r alle n = 1, . . . , N , dann
heißt Y wishartverteilt mit Skalierungsmatrix Σ und N
Freiheitsgraden. Fu¨r p = 1 ist diese Verteilung identisch
mit der χ2(N) Verteilung (z.B. Anderson, 1984),
Gam(a, b) Gammaverteilung mit Erwartungswert a/b und Varianz
a/b2,
iid unabha¨ngig und identisch verteilt.
A.4 Differentiation
Alle Ableitungen werden mit Hilfe des Kalku¨ls von McDonald und Swami-
nathan (1973) gebildet (siehe auch McDonald, 1976; Swaminathan, 1976).
Als Ableitung der skalaren Funktion eines (K× 1)-Vektors f(x) nach x
erha¨lt man
∂f(x)
∂x
=

∂f(x)
∂x1
...
∂f(x)
∂xK
 .
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Dabei ist es unerheblich, ob x ein K-dimensionaler Spalten- oder Zeilen-
vektor ist. Die Ableitung einer vektoriellen Funktion des K-dimensionalen
Spalten- oder Zeilenvektors x, u(x) = (u1(x), . . . , uL(x))
′ nach x ist
∂u(x)
∂x
=

∂u1(x)
∂x1
· · · ∂uL(x)∂x1
...
. . .
...
∂u1(x)
∂xK
· · · ∂uL(x)∂xK
 ,
wobei es unerheblich ist, ob es sich bei u(x) beziehungsweise x um Spalten-
oder Zeilenvektoren handelt. Die transponierte Ableitung ∂u(x)∂x wird hier
als Jacobi’sche Matrix bezeichnet (z.B. Dennis und Schnabel, 1983). Zu
beachten ist, dass diese Bezeichnung in der Literatur oft auch fu¨r die nicht-
transponierte Ableitung verwendet wird (z.B. Keme´ny 1996).
A.5 Scha¨tzer und Scha¨tzmethoden
Die Likelihood-Funktion wird bei festen Werten der Responsevariablen und
Einflussgro¨ßen als Funktion des unbekannten Parameters, der in einem
zula¨ssigen Parameterraum variieren kann, aufgefasst. Die Funktion, fu¨r die
die Likelihood-Funktion maximal wird, heißt Maximum-Likelihood-(ML-
)Scha¨tzer , deren konkrete Auspra¨gung ML-Scha¨tzwert . Die Methode zur
Gewinnung eines ML-Scha¨tzers wird dementsprechend alsMaximum-Likeli-
hood-(ML-)Methode bezeichnet. Die Likelihood-Funktion der Stichprobe ist
L(θ) = f(y1, . . . ,yN |x1, . . . ,xn;θ) mit f(y1, . . . ,yN |x1, . . . ,xn;θ) der ge-
meinsamen Dichte- oder Wahrscheinlichkeitsfunktion der Zufallsvariablen
y1, . . . ,yN fu¨r gegebene Werte der Einflussgro¨ßen x1, . . . ,xn. Unter der
Annahme, dass die Responsevariablen y1, . . . ,yN gegeben die jeweils spe-
zifische Auspra¨gung der korrespondierenden Einflussgro¨ßen x1, . . . ,xn un-
abha¨ngig und identisch verteilt sind, erha¨lt man als Likelihood-Funktion
L(θ) =
∏N
n=1 f(yn|xn;θ). Statt der Likelihood-Funktion wird zur Bestim-
mung der Parameterscha¨tzwerte, weil diese einfacher zu handhaben ist, die
log-Likelihood-Funktion l(θ) = lnL(θ) verwendet. Fu¨r den Fall bedingt
unabha¨ngig und identisch verteilter Responsevariablen erha¨lt man als log-
Likelihood-Funktion l(θ) =
∑N
n=1 ln f(yn|xn;θ). Soll die Abha¨ngigkeit der
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Likelihood-Funktion beziehungsweise der log-Likelihood-Funktion von den
Daten, etwa Y, deutlich gemacht werden, dann wird auch L(θ;Y) bezie-
hungsweise l(θ;Y) geschrieben werden.
Zur Bestimmung der ML-Scha¨tzwerte wird im Allgemeinen der Vektor
der partiellen Ableitungen der log-Likelihood-Funktion nach den Elementen
des Parametervektors, beno¨tigt. In dieser Arbeit wird der entsprechende
Spaltenvektor als Funktion eines I dimensionalen Parameters θ bei festen
Auspra¨gungen der beteiligten Variablen,
s(θ) =
∂l(θ)
∂θ
=
(
∂l(θ)
∂θ1
, . . . ,
∂l(θ)
∂θI
)′
,
auch als Score-Funktion bezeichnet, wobei ∂l(θ)∂θi (i = 1, . . . , I) die partielle
Ableitung der log-Likelihood-Funktion nach dem i-ten Element des Vektors
θ ist. Die zweite Ableitung, die Hesse’sche Matrix , wird mit H(θ) bezeich-
net. Als ML-Scha¨tzwerte werden nun jene Werte bezeichnet, fu¨r die die
partielle erste Ableitung den Wert null annimmt und die Hessesche Matrix
negativ definit ist.
Eine andere, ha¨ufig verwendete Methode zur Bestimmung von Scha¨tz-
werten ist die Least-Squares-(LS-)Methode (Kleinst-Quadrate-(KQ-)Me-
thode). Dabei wird die Summe der Abweichungsquadrate der Responseva-
riablen von der modellierten systematischen Modellkomponente betrachtet.
Diejenigen Scha¨tzwerte, fu¨r die der Vektor der partiellen ersten Ableitung
dieser Funktion gleich null und die Matrix der zweiten Ableitungen positiv
definit ist, werden auch als Least-Squares-(LS-)Scha¨tzwerte bezeichnet.
Scha¨tzergebnisse werden erst dann sinnvoll interpretierbar, wenn die
entsprechenden Scha¨tzer bestimmte Eigenschaften besitzen. So sollte ein
Scha¨tzer zumindest konsistent sein. Die in dieser Arbeit betrachteten Scha¨t-
zer sind zumindest schwach konsistent und im Allgemeinen zudem asym-
ptotisch normalverteilt. ML-Scha¨tzer sind daru¨ber hinaus asymptotisch ef-
fizient.
Ein vom Stichprobenumfang N abha¨ngiger Scha¨tzer θˆN , genauer die
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Folge {θˆN}, wird als schwach konsistent3 bezeichnet, wenn
lim
N→∞
Pr(||θˆN − θ|| > ǫ) = 0 fu¨r alle ǫ > 0.
Dabei bezeichnet ||a|| die Euklidische Norm, ||a|| =
√
a′a (z.B. Fahrmeir
und Hamerle, 1996b).
Ein einfaches und hier ausreichendes Konzept der asymptotischen Effi-
zienz ist: Ein konsistenter Scha¨tzer θˆ
(1)
fu¨r den Parameter θ mit asympto-
tischer Kovarianzmatrix Σ
θˆ
(1) ist asymptotisch effizienter als ein anderer
konsistenter Scha¨tzer θˆ
(2)
fu¨r denselben Parameter mit asymptotischer Ko-
varianzmatrix Σ
θˆ
(2) , wenn Σ
θˆ
(2) − Σ
θˆ
(1) eine positiv semidefinite Matrix
ist (vgl. Davidson und MacKinnon, 1993, S. 158). Fu¨r eine ausfu¨hrlichere
Diskussion des Konzeptes der asymptotischen Effizienz siehe etwa Amemi-
ya (1985, S. 123 ff.). Gilt dies im endlichen Fall, so soll θˆ
(1)
als effizienter
als θˆ
(2)
bezeichnet werden.
A.6 Sonstige Abku¨rzungen und Bezeichungen
EM Expectation-Maximization (siehe Abschnitt 7.4.1.3),
IML Interactive Matrix Language. IML (
”
Intercative ma-
trix language“) ist eine in die SAS-Umgebung inte-
grierte Programmiersprache,
IVEware Imputation and Variance Estimation Software
(Raghunathan, Solenberger und Van Hoewyk, 2002),
MAR Missing at Random (siehe Abschnitt 6.2),
MCAR Missing Completely at Random (siehe Abschnitt 6.2),
MICE Multivariate Imputation by Chained Equations (Van
Buuren und Oudshoorn, 2000),
3Die schwache Konsistenz ist im Allgemeinen ausreichend. Dennoch soll erga¨nzend eine
Definition der starken Konsistenz gegeben werden: Ein Scha¨tzer θˆN ist stark konsistent,
wenn Pr(limN→∞ θˆN = θ) = 1.
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NMAR Not Missing at Random (siehe Abschnitt 6.2),
NORM Imputationsalgorithmen von Schafer (1997), die auf
dem multivariaten Normalverteilungsmodell basieren,
SAS Statistical Analysis System. SAS ist ein umfassendes
Programmsystem fu¨r statistische Analysen. Das Co-
pyright besitzt SAS Institute Inc., Cary, NC, USA,
∝ Proportional zu,
2 Ende eines Beispiels oder Beweises,
I(A) Indikatorfunktion, nimmt den Wert eins an, wenn A
wahr ist,
Z-Transformation z = .5 ln((1 + r)/(1 − r)), Ru¨cktransformation: r =
(exp(2z)− 1)/(exp(2z) + 1),
m Mittelwert der Scha¨tzwerte u¨ber die Simulationen,
s2 Varianz der Scha¨tzwerte u¨ber die Simulationen (Stan-
dardabweichung: s),
mse Mittlerer quadratischer Fehler (
”
mean squared er-
ror“). Definiert als E((θˆ − θ0)2), mit θˆ dem Scha¨tzer
und θ0 dem wahren Wert,
rmse Wurzel aus dem mittleren quadratischen Fehler (
”
root
mean squared error“). Definiert als
√
mse. Fu¨r die
Simulationen wird eine
”
Stichprobenversion“ verwen-
det, rmse = (
¯ˆ
θ − θ0)2 + S−1
∑S
s=1(θˆs − ¯ˆθ)2 mit s =
1, . . . , S der Anzahl an Simulationen,
rej Anteil an Ablehnungen der Nullhypothese H0: θ = θ0.
Bei 500 Simulationen erha¨lt man unter Geltung der
H0: θ = θ0 und allen jeweils notwendigen weiteren Be-
dingungen ausgehend von einem α = .05 als ein na¨he-
rungsweises Intervall fu¨r den Anteil an Ablehnungen
[.05 − c, .05 + c] mit c = (
√
.05(1 − .05)1.96)/√500,
also etwa [.03, .07]
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max(x, y) liefert den gro¨ßeren der beiden Werte x und y,
min(x, y) liefert den kleineren der beiden Werte x und y,
sign(x) liefert das Vorzeichen der Zahl x,
ŝd Wurzel aus den gemittelten gescha¨tzten Varianzen.
Anhang B: Alternative
Darstellungen und
Herleitungen
B.1 Der LSDV-Scha¨tzer
Der LSDV-Scha¨tzer in Abschnitt 3.2,
θˆ = (Z′Z)−1Z′y, (B.1.1)
mit Z = (D∗ X∗) und θ = (π∗′,β∗′)′ la¨sst sich alternativ anschreiben,
wenn man beru¨cksichtigt, dass X∗ vollen Spaltenrang besitzt und fu¨r die in
Abschnitt 3.2 erwa¨hnten Restriktionen, D∗ = (MN×N ⊗ 1T ) geschrieben
werden kann, mit MN×N einer regula¨ren Matrix, das heißt einer (N ×N)
Matrix mit N linear unabha¨ngigen Spalten.
Zur Herleitung der alternativen Darstellungen sind die folgenden Er-
gebnisse hilfreich. Es gilt
(D∗′D∗)−1 = ((M′ ⊗ 1′)(M ⊗ 1))−1 = (M′MT )−1
= T−1M−1M′−1. (B.1.2)
Des Weiteren la¨sst sich die Matrix (M⊗ 1)A mit A einer (N ×N) Matrix
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und M = (m1, . . . ,mN )
′, mn (N × 1)-Vektoren, schreiben als
(M⊗ 1)A =
1m
′
1A
...
1m′NA
 =
m
′
1A
...
m′NA
⊗ 1 = (MA⊗ 1). (B.1.3)
Insbesondere gilt (M⊗1)M−1 = (I⊗1). Schließlich sei, unter Verwendung
von (B.1.2) und (B.1.3),
G = D∗(D∗′D∗)−1D∗′ = T−1(M⊗ 1)M−1M′−1(M′ ⊗ 1′)
= (I ⊗ T−111′). (B.1.4)
Mit (
Z′Z
)
=
(
D∗′
X∗′
)(
D∗ X∗
)
=
(
D∗′D∗ D∗′X∗
X∗′D∗ X∗′X∗
)
und (
Z′Z
)−1
=
(
A11 A12
A21 A22
)
,
wobei
A11 =
(
D∗′D∗ −D∗′X∗(X∗′X∗)−1X∗′D∗)−1 ,
A22 =
(
X∗′X∗ −X∗′D∗(D∗′D∗)−1D∗′X∗)−1 ,
A12 = −(D∗′D∗)−1D∗′X∗A22 und A21 = −A22X∗′D∗(D∗′D∗)−1
(z.B. Mardia, Kent und Bibby, 1995, S. 459) erha¨lt man
πˆ∗ =
(
A11 A12
)(D∗′
X∗′
)
y = (A11D∗′ +A12X∗′)y (B.1.5)
und
βˆ
∗
=
(
A21 A22
)(D∗′
X∗′
)
y = (A21D∗′ +A22X∗′)y. (B.1.6)
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Wegen (B.1.4) la¨sst sich A22 schreiben als
A22 =
(
X∗′X∗ −X∗′D∗(D∗′D∗)−1D∗′X∗)−1
=
(
X∗′X∗ −X∗′GX∗)−1
=
(
X∗′(I−G)X∗)−1
Andererseits erha¨lt man auf ganz a¨hnliche Weise
A21D∗′ = −A22X∗′D∗(D∗′D∗)−1D∗′
= − (X∗′(I −G)X∗)−1X∗′G,
so dass gilt
βˆ
∗
= (− (X∗′(I−G)X∗)−1X∗′G+ (X∗′(I−G)X∗)−1X∗′)y
= (X∗′(I−G)X∗)−1X∗′(I−G)y. (B.1.7)
Mit X∗ = (x∗11, . . . ,x
∗
1T ,x
∗
N1, . . . ,x
∗
NT )
′, x¯∗n = T
−1
∑
t x
∗
nt und y¯n =
T−1
∑
t ynt la¨sst sich die Matrix X
∗′(I−G)X∗ schreiben als T∑n∑t(x∗nt−
x¯∗n)(x
∗
nt − x¯∗n)′ und X∗′(I −G)y = T
∑
n
∑
t(x
∗
nt − x¯∗n)(ynt − y¯n)′, so dass
fu¨r (B.1.7) auch
βˆ
∗
=
(∑
n
∑
t
(x∗nt − x¯∗n)(x∗nt − x¯∗n)′
)−1(∑
n
∑
t
(x∗nt − x¯∗n)(ynt − y¯n)′
)
(B.1.8)
geschrieben werden kann.
Aus den Darstellungen (B.1.7) und (B.1.8) wird deutlich, dass βˆ
∗
nicht
von der Teilmatrix D∗ und damit der gewa¨hlten Parameterrestriktion be-
zu¨glich der Konstanten und der individuellen Effekte des Fixed Effects Mo-
dells (siehe Abschnitt 3.2) abha¨ngt.
Die entsprechende Herleitung fu¨r πˆ∗ ist etwas aufwa¨ndiger, man beno¨ti-
gt dazu neben einigen grundlegenden Eigenschaften generalisierter Inverser,
wobei die generalisierte Inverse einer Matrix A als A− geschrieben wird,
folgendes Theorem (Harville, 1997, S. 427, Theorem 18.2.12):
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Theorem B.1.1. Sei R eine (n × q) Matrix, S eine (n × m) Matrix, T
eine (m × p) Matrix, U eine (p × q) Matrix und sei Q = T +TUR−ST.
Dann ist die Matrix
R− −R−STQ−TUR−
genau dann eine generalisierte Inverse der Matrix R+ STU, wenn
S(I−QQ−)TU(I−R−R) + (I−RR−)ST(I−Q−Q)U
+ (I−RR−)STQ−TU(I−R−R) = 0.
Beweis. Siehe Harville (1997, S. 426 f.). 2
Da die Inverse einer regula¨ren Matrix A, A−1, gleich ihrer, in die-
sem Fall einzigen, generalisierten Inversen ist (z.B. Harville, 1997, S.
108, Lemma 9.1.1), kann fu¨r A11 die generalisierte Inverse von D∗′D∗ −
D∗′X∗(X∗′X∗)−1X∗′D∗ betrachtet werden. Setzt man R = D∗′D∗, S =
−D∗′, T = X∗(X∗′X∗)−1X∗′ und U = D∗ und beru¨cksichtigt, dass R ei-
ne symmetrische regula¨re Matrix ist (siehe B.1.2), dann gilt I − R−R =
I−R−1R = I−RR− = I−RR−1 = 0, so dass die Bedingung in Theorem
B.1.1. erfu¨llt ist.
Fu¨r die generalisierte Inverse Q− erha¨lt man
Q− = (X∗(X∗′X∗)−1X∗′
−X∗(X∗′X∗)−1X∗′D∗(D∗′D∗)−1D∗′X∗(X∗′X∗)−1X∗′)−
=
(
X∗(X∗′X∗)−1X∗′(I −G)X∗(X∗′X∗)−1X∗′)−
= X∗(X∗′(I−G)X∗)−1X∗′.
Der U¨bergang von der ersten zur zweiten Zeile la¨sst sich mit Ergebnis B.1.4
und der Tatsache, dass T = TT gilt (T ist idempotent), begru¨nden. Die
Identita¨t der zweiten und dritten Zeile verifiziert man leicht durch Einsetzen
in die Definition einer generalisierten Matrix, wonach eine generalisierte
Inverse einer (m×n) Matrix A jede (n×m) Matrix B ist, fu¨r dieABA = A
(z.B. Harville, 1997, S. 107). Fu¨r A11 ergibt sich nun mit Theorem B.1.1.
nach Vereinfachen
A11 = (D∗′D∗)−1 + (D∗′D∗)−1D∗′X∗(X∗′(I −G)X∗)−1X∗′D∗′(D∗′D∗)−1
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und fu¨r A11D∗′
A11D∗′ = (D∗′D∗)−1D∗′ + (D∗′D∗)−1D∗′X∗(X∗′(I−G)X∗)−1X∗′G.
Fu¨r A12X∗′ erha¨lt man
A12X∗′ = −(D∗′D∗)−1D∗′X∗(X∗′(I−G)X∗)−1X∗′.
Einsetzen in (B.1.5) und Umformen ergibt schließlich
πˆ∗ = (D∗′D∗)−1D∗′y − (D∗′D∗)−1D∗′X∗(X∗′(I−G)X∗)−1X∗′(I−G)y
= (D∗′D∗)−1D∗′y − (D∗′D∗)−1D∗′X∗βˆ∗
= T−1(M′−1 ⊗ 1′)(y −X∗βˆ∗).
Fu¨r M = I (Restriktion α = 0) erha¨lt man
πˆ∗ =
 πˆ
∗
1
...
πˆ∗N
 = T−1(I⊗ 1′)(y −X∗βˆ∗) =
 y¯1...
y¯N
−
x¯
∗′
1
...
x¯∗′N
 βˆ∗,
fu¨r
M =

1 1 0 0 · · · 0
1 0 1 0 · · · 0
1 0 0 1 · · · 0
...
. . .
...
1 0 0 0 · · · 0
 (Restriktion πN = 0)
erha¨lt man
πˆ∗ =

αˆ∗
πˆ∗1
...
πˆ∗N−1
 =

y¯N
y¯1 − y¯N
...
y¯N−1 − y¯N
−

x¯∗′N
x¯∗′1 − x¯∗′N
...
x¯∗′N−1 − x¯∗′N
 βˆ∗
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und, mit x¯∗ = (NT )−1
∑
n
∑
t x
∗
nt und y¯ = (NT )
−1
∑
n
∑
t ynt, fu¨r
M =

1 1 0 0 · · · 0
1 0 1 0 · · · 0
1 0 0 1 · · · 0
...
. . .
...
1 −1 −1 −1 · · · −1
 (Restriktion
∑N
n=1 πn = 0)
πˆ∗ =

αˆ∗
πˆ∗1
...
πˆ∗N−1
 =

y¯
y¯1 − y¯
...
y¯N−1 − y¯


x¯∗′
x¯∗′1 − x¯∗′
...
x¯∗′N−1 − x¯∗′
 βˆ∗.
B.2 Ein Test auf unberu¨cksichtigte Heterogenita¨t
Zu beachten ist, dass unter der Normalverteilungsannahme bezu¨glich der
Fehlervariablen und bei Geltung der Nullhypothese das Modell (3.14) (siehe
Seite 84) ein einfaches lineares Modell mit unabha¨ngigen Fehlern ist und
der OLS-Scha¨tzer dieses Modells identisch ist mit dem ML-Scha¨tzer. Die
von Hamerle (1990) vorgeschlagene Testgro¨ße wird als Funktion des ML-
Scha¨tzers βˆ unter Geltung der H0 bestimmt und la¨sst sich schreiben als
λH =
uˆ
sˆ(uˆ)
mit uˆ =
N∑
n=1
uˆn
und, im linearen Fall,
uˆn =
1
2
{ T∑
t=1
e˜nt
σ2ǫ
}2
− T
σ2ǫ

mit e˜nt den ML- oder OLS-Residuen aus einer Regression von y auf X.
Dabei ist uˆn der n-te Beitrag zur Score-Funktion fu¨r σ
2
π ausgehend von der
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log-Likelihood-Funktion
l(γ, σ2π) =
N∑
n=1
ln(γ, σ
2
π)
=
N∑
n=1
log
∫
1√
2σ2ǫπ
exp
{
−(ynt − µnt)
2
2σ2ǫ
}
g(wn) dwn,
mit µnt = x
′
ntβ + σπwn und πn = σπwn, an der Stelle der ML-Scha¨tzwerte
γˆ, mit γ = (β′, σ2ǫ )
′, und σ2π = 0. Als Varianzscha¨tzer fu¨r uˆ schla¨gt Hamerle
(1990)
sˆ2(uˆ) =
1
4σ8ǫ
N∑
n=1
( T∑
t=1
e˜nt
)2
−N−1
N∑
n=1
(
T∑
t=1
e˜nt
)22
vor, wobei das unbekannte σ2ǫ durch σˆ
2
ǫ = (NT )
−1
∑N
n=1
∑T
t=1 e˜
2
nt gescha¨tzt
werden kann. Die von Orme (1993) unter der Nullhypothese abgeleitete
asymptotische Varianz von uˆ ist (vgl. Liang, 1987)
σ2uˆ = iσ2π − iσ2πγI−1γ iγσ2π ,
mit
iσ2π =
N∑
n=1
E(uˆ2n) =
N∑
n=1
E
[(
∂ln(γ, σ
2
π)
∂σ2π
)2]
= −
N∑
n=1
E
[
∂2ln(γ, σ
2
π)
∂σ2π ∂σ
2
π
]
,
iσ2πγ =
N∑
n=1
E
[(
∂ln(γ, σ
2
π)
∂σ2π
)(
∂ln(γ, σ
2
π)
∂γ
)′]
= −
N∑
n=1
E
[
∂2ln(γ, σ
2
π)
∂σ2π ∂γ
]
und
Iγ =
N∑
n=1
E
[(
∂ln(γ, σ
2
π)
∂γ
)(
∂ln(γ, σ
2
π)
∂γ
)′]
= −
N∑
n=1
E
[
∂2ln(γ, σ
2
π)
∂γ ∂γ
]
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jeweils an der Stelle γ = γˆ und σ2π = 0. Nach Ableiten und Erwartungs-
wertbildung erha¨lt man
iσ2π = N
T 2
2σ2ǫ
, iσ2πγ =
(
0′ N
)
und
I−1γ =
1
N
Nσ2ǫ (∑Nn=1X′nXn)−1 0
0 2σ
4
ǫ
T
 .
Einsetzen und Vereinfachen ergibt σ2uˆ =
NT (T−1)
2σ4ǫ
und damit
uˆ
σuˆ
=
1
2
∑N
n=1
[{∑T
t=1
e˜nt
σ2ǫ
}2
− T
σ2ǫ
]
1
σ2ǫ
√
NT (T−1)
2
.
Fu¨r die Testgro¨ße erha¨lt man mit σˆ2ǫ = (NT )
−1
∑N
n=1
∑T
t=1 e˜
2
nt und nach
Vereinfachen
λ∗ =
√
NT
2(T − 1)
(∑N
n=1(
∑T
t=1 e˜nt)
2∑N
n=1
∑T
t=1 e˜
2
nt
− 1
)
.
Quadriert ist dies gerade die von Breusch und Pagan (1980) vorgeschlagene
Testgro¨ße.
B.3 Das unabha¨ngige ordinale Probitmodell
Betrachtet wird das Modell
y∗n = x
′
nβ + ǫn,
mit ǫn ∼ N(0, σ2) und E(ǫnǫn′) = 0 fu¨r n 6= n′. Die latente, nicht beob-
achtbare Responsevariable y∗n ist u¨ber die Schwellenwertrelation
yn = k ⇐⇒ ζk < y∗n ≤ ζk+1.
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mit der beobachtbaren Responsevariable yn verbunden. Die identifizierba-
ren Parameter seien β∗ = σ−1(β1, . . . , βP )
′ und ζ∗k = σ
−1(α − ζk), k =
0, . . . ,K, zusammengefasst in dem ((P +K) × 1)-Vektor θ. Weiterhin sei
η∗nk = σ
−1(x′nβ − ζk). Die Variable yn la¨sst sich durch eine ((K + 1) × 1)-
dimensionale Variable zn mit Elementen zn(k+1) = I(yn = k) ersetzen. Bei
Unabha¨ngigkeit der Beobachtungen erha¨lt man als Likelihood-Funktion
L(θ) =
N∏
n=1
K∏
k=0
Pr(zn(k+1)|xn,θ)zn(k+1)
und als log-Likelihood-Funktion
l(θ) =
N∑
n=1
K∑
k=0
zn(k+1) lnPn(k+1),
mit Pn(k+1) = Pr(zn(k+1)|x,θ). Diese la¨sst sich mit y˜n = (zn2, . . . , zn(K+1))′
und p∗n = (lnPn2, . . . , lnPn(K+1))
′ schreiben als
l(θ) =
N∑
n=1
(y˜′np
∗
n + zn1 lnPn1).
Die erste Ableitung der log-Likelihood-Funktion nach θ ist
∂l(θ)
∂θ
=
N∑
n=1
∂p∗n
∂θ
y˜n +
∂Pn1
∂θ
P−1n1 zn1
=
N∑
n=1
DnDiag(pn)
−1y˜n +
∂Pn1
∂θ
P−1n1 zn1
wobei pn = (Pn2, . . . , Pn(K+1))
′ und, mit Pn(k+1) = Φ(η
∗
nk)− Φ(η∗n(k+1)),
Dn =
∂η∗n
∂θ

ϕn2 0 0 · · · 0 0
−ϕn3 ϕn3 0 · · · 0 0
0 −ϕn4 ϕn4 · · · 0 0
...
...
0 0 0 · · · −ϕn(K+1) ϕn(K+1)

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mit η∗n = (η
∗
n2, . . . , η
∗
n(K+1))
′ und ϕnk = ϕ(η
∗
nk). Wegen zn1 = 1 − 1′y˜n,
Pn1 = 1−1′pn und ∂Pn1∂θ = −Dn1 erha¨lt man mit γn = (1−
∑K
k=1 Pn(k+1))
−1
∂l(θ)
∂θ
=
N∑
n=1
DnDiag(pn)
−1y˜n −Dn1γn(1− 1′y˜n)
=
N∑
n=1
Dn(Diag(pn)
−1 + γnJ)y˜n −Dn1γn,
mit J = 11′. Durch Einsetzen la¨sst sich verifizieren, dass (Diag(pn)
−1 +
γnJ) = (Diag(pn) − pnp′n)−1 (z.B. Mardia, Kent und Bibby, 1995, S. 458
f.). Die Inverse dieser Matrix ist gerade die Kovarianzmatrix fu¨r ein multino-
miales Modell. Diese Matrix soll im Folgenden mit Σ−1n bezeichnet werden.
Damit ist
∂l(θ)
∂θ
=
N∑
n=1
DnΣ
−1
n y˜n −Dn1γn.
Nun ist
1γn = 1
1
1−∑Kk=1 Pn(k+1)
= 1
1−∑Kk=1 Pn(k+1) +∑Kk=1 Pn(k+1)
1−∑Kk=1 Pn(k+1)
= 1(1 + γ1′pn)
= 1+ γ11′pn
= (Diag(pn)
−1 + γJ)pn
= Σ−1n pn
und damit
∂l(θ)
∂θ
=
N∑
n=1
DnΣ
−1
n y˜n −DnΣ−1n pn
=
N∑
n=1
DnΣ
−1
n (y˜n − pn)
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und wegen µn = E(y˜n|x′nβ) = pn
∂l(θ)
∂θ
=
N∑
n=1
DnΣ
−1
n (y˜n −µn)
mit Σn = Diag(µn)− µnµ′n. Die zweite Ableitung la¨sst sich schreiben als
∂2l(θ)
∂θ ∂θ
=
N∑
n=1
∂(DnΣ
−1
n )
∂θ
(I ⊗ (y˜n − µn)) +
∂(y˜n − µn)
∂θ
Σ−1n D
′
n
und, da weder Dn noch Σn Funktion von y˜n oder zn1 ist, ist der Erwar-
tungswert der zweiten Ableitung
E
(
∂2l(θ)
∂θ ∂θ
)
= −
N∑
n=1
DnΣ
−1
n D
′
n.
B.4 Die Kovarianz stetiger und einer ordinalen
Responsevariablen
In diesem Abschnitt wird die Kovarianz mehrerer stetiger (y1) mit einer
dichotomisierten ordinalen Responsevariablen (y˜2) hergeleitet (siehe Ab-
schnitt 5.2.1). Ausgangspunkt ist das latente Modell
y1 = µ
∗
1 + ǫ1
y∗2 = µ
∗
2 + ǫ2(
ǫ1
ǫ2
)
∼ N
((
0
0
)
,
(
Σ11 σ12
σ′12 σ22
))
.
Die beobachtbare ordinale Variable y2 habe K + 1 Auspra¨gungen (k =
0, . . . ,K), mit y2 = k ⇐⇒ ζk < y∗2 ≤ ζk+1. Damit ist die dichotomi-
sierte Variable y˜2 von der Dimension K (siehe Abschnitt 5.2.1). Mit y =
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(y′1, y˜
′
2)
′, µ1 ≡ E(y1) = µ∗1, y˜2 = (y˜21, . . . , y˜2K)′ und µ2 ≡ E(y˜2) mit
µ2 = (µ21, . . . , µ2K)
′ ist
Cov(y) = E
(
y1y
′
1 y1y˜
′
2
y˜2y
′
1 y˜2y˜
′
2
)
−
(
µ1µ
′
1 µ1µ
′
2
µ2µ
′
1 µ2µ
′
2
)
.
Die Erwartungswerte µ1 und µ2 sind in Abschnitt 5.2.1 gegeben. Mit η2r =
µ2− ζr, f(·), g(·) und h(·) entsprechenden Dichtefunktionen und g(y˜2k,y1)
der gemischten Wahrscheinlichkeitsdichtefunktion lassen sich Teilvektoren
der Matrix E(yy′) schreiben als
E(y1y˜2k) =
∫ ∞
−∞
y1g(y˜2k = 1,y1) dy1
=
∫ ∞
−∞
y1
∫ η2k
η2(k+1)
f(ǫ2,y1) dǫ2 dy1
=
∫ η2k
η2(k+1)
∫ ∞
−∞
y1f(ǫ2,y1) dy1 dǫ2,
wobei
∫∞
−∞ y1f(ǫ2,y1) dy1 = E(y1|ǫ2)h(ǫ2). Dieser bedingte Erwartungs-
wert la¨sst sich wegen σ12 = V
1/2δ(3)σ2 mit V = Diag(Σ11) und δ(3) dem
Vektor der Korrelationen der Fehlervariablen ǫ1 und ǫ2, den polyserialen
Korrelationen, schreiben als
E(y1|ǫ2) = µ1 + σ12σ−22 ǫ2
= µ1 +V
1/2δ(3)σ
−1
2 ǫ2
(z.B. Mardia, Kent und Bibby, 1995). Damit ist
E(y1y˜2k) =
∫ η2k
η2(k+1)
(µ1 +V
1/2δ(3)σ
−1
2 ǫ2)h(ǫ2) dǫ2
= µ1
∫ η2k
η2(k+1)
h(ǫ2) dǫ2 +V
1/2δ(3)σ
−1
2
∫ η2k
η2(k+1)
ǫ2h(ǫ2) dǫ2
mit ∫ η2k
η2(k+1)
h(ǫ2) dǫ2 =
∫ η∗2k
η∗
2(k+1)
ϕ(ǫ˜2) dǫ˜2 = Φ(η
∗
2k)− Φ(η∗2(k+1))
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mit η∗2r = σ
−1
2 η2r, ǫ˜2 = σ
−1
2 ǫ2 und ϕ(·) der Dichtefunktion der Standard-
normalverteilung. Fu¨r den zweiten Term auf der rechten Seite erha¨lt man
V1/2δ(3)σ
−1
2
∫ η2k
η2(k+1)
ǫ2h(ǫ2) dǫ2 = V
1/2δ(3)
∫ η∗2k
η∗
2(k+1)
ǫ˜2ϕ(ǫ˜2) dǫ˜2.
Nun ist aber, wie man leicht nachpru¨ft, ǫ˜2ϕ(ǫ˜2) = −∂ϕ(ǫ˜2)∂ǫ˜2 und damit
V1/2δ(3)
∫ η∗2k
η∗
2(k+1)
ǫ˜2ϕ(ǫ˜2) dǫ˜2 = −V1/2δ(3)
∫ η∗2k
η∗
2(k+1)
∂ϕ(ǫ˜2)
∂ǫ˜2
dǫ˜2
= −V1/2δ(3)(ϕ(η∗2k)− ϕ(η∗2(k+1))).
Damit ist
E(y1y˜2k) = µ1(Φ(η
∗
2k)− Φ(η∗2(k+1)))−V1/2δ(3)(ϕ(η∗2k)− ϕ(η∗2(k+1)))
und
Cov(y1y˜2k) = µ1(Φ(η
∗
2k)− Φ(η∗2(k+1)))−V1/2δ(3)(ϕ(η∗2k)− ϕ(η∗2(k+1)))
− µ1(Φ(η∗2k)− Φ(η∗2(k+1)))
= −V1/2δ(3)(ϕ(η∗2k)− ϕ(η∗2(k+1))).
Bei der Berechnung ist
ϕ(η∗2r) =
{
0 fu¨r r = 0 oder r = K + 1
ϕ(η∗2r) sonst
zu setzen.
B.5 Multiple Imputation: Variationszerlegung
In diesem Abschnitt wird die Gu¨ltigkeit der in Abschnitt 8.6 behaupteten
Variationszerlegung gezeigt und die dabei vorausgesetzte Bedingung kurz
diskutiert. Dabei wird der Einfachheit halber der Fall skalarer Parameter
und Scha¨tzer betrachtet.
Die Zerlegung basiert auf folgendem Satz (vgl. Meng, 1994a, Lemma 1).
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Satz B.5.1. Seien θˆA und θˆB zwei Scha¨tzer fu¨r θ. Dann gilt
E[(θˆA − θ)2] = E[(θˆB − θ)2] + E[(θˆA − θˆB)2]
genau dann, wenn
E[(θˆB − θ)2] = min
−∞<λ<∞
E[((λθˆA + (1− λ)θˆB)− θ)2].
Beweis. Die Funktion E[((λθˆA + (1− λ)θˆB)− θ)2] besitzt genau ein Mini-
mum, na¨mlich an der Stelle λ = −E[(θˆA−θˆB)(θˆB−θ)]
E[(θˆA−θˆB)2]
, mit
min
−∞<λ<∞
E[((λθˆA + (1− λ)θˆB)− θ)2] = E[(θˆB − θ)2]
− E[(θˆA − θˆB)(θˆB − θ)]
2
E[(θˆA − θˆB)2]
.
Die Identita¨t
E[(θˆB − θ)2] = min
−∞<λ<∞
E[((λθˆA + (1− λ)θˆB)− θ)2]
gilt demnach genau dann, wenn E[(θˆA − θˆB)(θˆB − θ)] = 0. Wie man durch
ausmultiplizieren leicht sieht, ist andererseits
E[(θˆA − θ)2] = E[(θˆB − θ)2] + E[(θˆA − θˆB)2]
genau dann, wenn E[(θˆA − θˆB)(θˆB − θ)] = 0. 2
Fu¨r den in Abschnitt 8.6 betrachteten Fall ersetzt man θˆA durch θˆ∞
und θˆB durch θˆ1. Die Bedingung fu¨r die Zerlegung des mittleren quadra-
tischen Fehlers in Abschnitt 8.6 besteht demnach in der Forderung, dass
der Scha¨tzer ausgehend von dem vollsta¨ndigen Datensatz der effizienteste
Scha¨tzer aus der Menge aller Scha¨tzer, die aus einer Mischung dieses und
des Scha¨tzers ausgehend von dem vervollsta¨ndigten Datensatz ist. Eine Ver-
letzung dieser Bedingung wu¨rde bedeuten, dass der Scha¨tzer ausgehend von
den imputierten Daten Informationen tra¨gt, die u¨ber die in dem vollsta¨ndi-
gen Datensatz enthaltenen hinausgeht. Bis Abschnitt 8.7 soll dieser Fall
ausgeschlossen sein.
Anhang C: GEE-Scha¨tzer —
Invariante Einflussgro¨ßen
C.1 Invariante Einflussgro¨ßen u¨ber Einheiten
Betrachtet man eine Datenmatrix Xn, die fu¨r alle Einheiten identisch und
invertierbar ist, so erha¨lt man
X = (1N ⊗Xn).
Ein einfaches Beispiel fu¨r diesen Fall ist ein einfaktorielles varianzanaly-
tisches Modell mit Messwiederholungen auf diesem Faktor. Die (T × T )-
Matrix Xn besitzt dann, bei symmetrischer Restriktion, fu¨r jedes n die
Form
Xn =

1 1 0 · · · 0
1 0 1 · · · 0
...
...
...
. . .
...
1 −1 −1 · · · −1

und ist invertierbar. Im allgemeinen Fall gilt damit Dn = Dn′ und Vn =
Vn′ fu¨r alle n, n
′ und daher D = (IN ⊗ Dn) und Ω = (IN ⊗ Ωn) mit
Ωn = V
1/2
n R(γ)V
1/2
n , wobei im Folgenden fu¨r R(γ) kurz R geschrieben
werden soll. Die asymptotische Kovarianzmatrix von N1/2(θˆ − θ0), mit θˆ
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dem GEE-Scha¨tzer ist (Liang und Zeger, 1986)
W = lim
N→∞
N
(
(X′DΩ−1DX)−1(X′DΩ−1Cov(y)Ω−1DX)
×(X′DΩ−1DX)−1
)
β∗,γ
mit Cov(y) = Bdiag(Cov(y1), . . . ,Cov(yN )) und Cov(yn) der wahren Ko-
varianzmatrix von yn. Fu¨r invariante, regula¨re Datenmatrizen ist Cov(y) =
(IN ⊗ Cov(yn)) mit Cov(yn) der fu¨r alle n identischen wahren Kovarianz-
matrix von yn, und man erha¨lt
W = lim
N→∞
N
×
(
{(1′N ⊗X′n)(IN ⊗Dn)(IN ⊗Ω−1n )(IN ⊗Dn)(1N ⊗Xn)}−1
×{(1′N ⊗X′n)(IN ⊗Dn)(IN ⊗Ω−1n )
×(IN ⊗ Cov(yn))(IN ⊗Ω−1n )(IN ⊗Dn)(1N ⊗Xn)}
×{(1′N ⊗X′n)(IN ⊗Dn)(IN ⊗Ω−1n )(IN ⊗Dn)(1N ⊗Xn)}−1
)
β∗,γ
Vereinfachen und ausmultiplizieren liefert
W = lim
N→∞
N−1((1′N ⊗ (DnXn)−1)(IN ⊗ Cov(yn))
×(1N ⊗ (X′nDn)−1))β∗
= ((DnXn)
−1Cov(yn)(X
′
nDn)
−1)β∗ .
Damit ist die asymptotische Kovarianzmatrix und deren Scha¨tzer unab-
ha¨ngig von der angenommenen Korrelationsstruktur. Dasselbe gilt fu¨r den
Scha¨tzer βˆ
∗
selbst, denn
βˆ
∗
l = βˆ
∗
l−1 +N
−1((1′N ⊗ (DnXn)−1)(y − µ))βˆ∗l−1 .
In diesem Fall spielt die angenommene Struktur der Korrelationsmatrix
keine Rolle, das heißt eine Struktur R, die
”
na¨her“ an der wahren Kor-
relationsstruktur der yn liegt, fu¨hrt nicht zu entsprechend asymptotisch
effizienteren Scha¨tzern. Entsprechendes gilt fu¨r die gescha¨tzte Kovarianz-
matrix. Eine Steigerung der asymptotische Effizienz gegenu¨ber R = IT ist
daher nicht mo¨glich.
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C.2 Invariante Einflussgro¨ßen u¨ber Zeitpunkte
Ein a¨hnliches, wenn auch schwa¨cheres Ergebnis als im letzten Abschnitt
la¨sst sich fu¨r Einflussgro¨ßen zeigen, die verschieden u¨ber die Einheiten,
aber invariant u¨ber die Messzeitpunkte sind. In diesem Fall ist
X = (XN ⊗ 1T ),
wobei XN eine (N × (P + 1))-dimensionale Datenmatrix bestehend aus
einem Einservektor und P u¨ber n = 1, . . . , N variierenden Einflussgro¨ßen
ist. Damit ist D = (DN ⊗ IT ), Ω = (V1/2N ⊗ IT )(IN ⊗ R)(V1/2N ⊗ IT )
mit VN = Diag(µ1t(1 − µ1t), . . . , µNt(1 − µNt)), wobei µ1t = µ1t′ fu¨r alle
t, t′. Einsetzen und umformen liefert als asymptotische Kovarianzmatrix fu¨r
N1/2(θˆ − θ0)
W = lim
N→∞
N
×
(
{(X′NDNV−1N DNXN )⊗ (1′TR−11T )}−1
×{[(X′NDNV−1N )⊗ (1′TR−1)]Cov(y)
×[(V−1N DNXN )⊗ (R−11T )]}
×{(X′NDNV−1N DNXN )⊗ (1′TR−11T )}−1
)
β∗,γ
und schließlich
W = lim
N→∞
N−1
×
(
{[(X′NDNV−1N DNXN )−1X′NDNV−1N ]⊗ (1′TR−1)}Cov(y)
×{[V−1N DNXN (X′NDNV−1N DNXN )−1]⊗ (R−11T )}
×(1′TR−11T )−2
)
β∗,γ
.
Den in jeder Iteration zu aktualisierenden Scha¨tzwert erha¨lt man mit
βˆ
∗
l = βˆ
∗
l−1 +N
−1
(
(1′TR
−11T )
−1
×{[(X′NDNV−1N DNXN )−1X′NDNV−1N ]⊗ (1′TR−1)}(y − µ)
)
βˆ
∗
l−1,γˆl−1
.
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Der jeweils zu aktualisierende Scha¨tzwert ebenso wie die asymptotische
und gescha¨tzte Kovarianzmatrix ist offensichtlich Funktion lediglich der
Summe u¨ber die Zeilen beziehungsweise der Zeilen und Spalten der ver-
wendeten Korrelationsmatrix. Weiterhin sind die GEE-Scha¨tzer berechnet
unter einer Equi-Korrelationsstruktur und unter der Unabha¨ngigkeitsan-
nahme identisch und besitzen dieselbe asymptotische (und gescha¨tzte) Ko-
varianzmatrix. Dies ist leicht zu sehen, wenn man die Inverse1 der (T × T )
-dimensionalen Equi-Korrelationsmatrix RE betrachtet,
R−1E = ((1− γ)I+ γ11′)−1
= (1− γ)−1(I − γ
1 + (T − 1)γ 11
′)
(z.B. Graybill, 1983, S. 190, Theorem 8.3.4; Mardia, Kent und Bibby, 1995,
S. 458 f.). Damit erha¨lt man
1′R−1 = (1− γ)−1
(
1′ − γT
1 + (T − 1)γ 1
′
)
=
1
1 + (T − 1)γ 1
′
und
1′R−11 = 1′
(
1
1− γ
(
I− γ
1 + (T − 1)γ 11
′
))
1
=
T
1 + (T − 1)γ .
Wie man leicht nachpru¨ft, la¨sst sich der Skalar (1 + (T − 1)γ)−1 sowohl
aus der asymptotischen — und damit auch aus der gescha¨tzten asymptoti-
schen — Kovarianzmatrix als auch aus der in jeder Iteration berechneten
Aktualisierung des Scha¨tzers βˆ
∗
l−1 herausku¨rzen. Fu¨r R = I erha¨lt man
1′R−1 = 1′ und 1′R−11 = T . Wa¨hrend die Verwendung einer Matrix mit
einer Equi-Korrelationsstruktur in diesem Fall zu identischen Ergebnissen
1Die Inverse existiert nicht, wenn γ = 1 oder γ = −(T − 1)−1.
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wie die Unabha¨ngigkeitsannahme fu¨hrt, spielt im allgemeineren Fall, wie
obige Ergebnisse zeigen, bei u¨ber die Zeitpunkte invarianten Einflussgro¨ßen
die angenommene Korrelationsstruktur nur eine unwesentliche Rolle.
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Anhang D: Bootstrap-
Konfidenzintervalle
D.1 Erzeugung der Bootstrap-Stichproben
Zur Berechnung der approximativen Konfidenzintervalle fu¨r die in Kapi-
tel 5 vorgeschlagenen Maße der Erkla¨rungskraft der verwendeten Regres-
sionsmodelle sowie zur Durchfu¨hrung von Tests (Abschnitt 5.3.5) wird die
Bootstrap-Methode in Verbindung mit der BCa-Technik verwendet (Efron,
1987).
Ausgangspunkt fu¨r die Berechnung von Konfidenzintervallen sind da-
bei im Allgemeinen m = 1, . . . ,M Bootstrap-Stichproben, die jeweils aus
der urspru¨nglichen Stichprobe bestehend aus n = 1, . . . , N Beobachtungs-
vektoren gezogen werden, indem mit jeweils gleicher Wahrscheinlichkeit N
Beobachtungsvektoren durch Ziehen mit Zuru¨cklegen gewonnen werden.
Fu¨r jede dieser Stichproben wird ein Bootstrap-Scha¨tzwert, θˆ
∗
m, ein Ana-
logon zu dem Scha¨tzwert θˆ aus der urspru¨nglichen Stichprobe, berechnet.
Ausgehend von der Verteilung dieser Bootstrap-Scha¨tzwerte werden nun
etwa Varianzen oder auch Quantile berechnet, mit Hilfe derer eine Inferenz
bezu¨glich θ mo¨glich wird.
Die Berechnung approximativer Konfidenzintervalle fu¨r die in Abschnitt
5.3.4 beschriebenen Maße ρˆ21 und ρˆ
2
3 nach dieser Vorgehensweise ist ins-
besondere ausgehend von dem allgemeinen Modell (5.2) (Seite 152) sehr
aufwa¨ndig, denn zur Berechnung eines Konfidenzintervalles sind sehr viele
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Bootstrap-Stichproben no¨tig. Was
”
sehr viel“ heißt, ha¨ngt auch vom jewei-
ligen Problem ab. Fu¨r einige einfache und
”
gutmu¨tige“ Beispiele scheinen
fu¨r ein .95-Quantil im Allgemeinen etwa 1000 Bootstrap-Stichproben aus-
reichend zu sein (Efron und Tibshirani, 1993). Fu¨r eine allgemeine Beschrei-
bung der Bootstrap-Methode siehe neben Efron und Tibshirani (1993) auch
Davison und Hinkley (1997), Hjorth (1994) oder Shao und Tu (1995).
Da die wenigstens 1000-malige Scha¨tzung des allgemeinen Modells (5.2)
zu aufwa¨ndig ist, wird hier eine alternative Vorgehensweise vorgeschla-
gen. Ausgangspunkt sind die gescha¨tzten Parameter des Modells, deren
gescha¨tzte Kovarianzmatrix, sowie die asymptotische Normalverteilung der
Scha¨tzer. Die zugrundeliegenden Annahmen sind, dass die Approximation
der Verteilung der Scha¨tzer durch die Normalverteilung mit der gescha¨tzten
Kovarianzmatrix hinreichend gut ist und, dass die Variabilita¨t des Scha¨tzers
der Kovarianzmatrix durch entsprechende Ziehungen aus der Wishart-Ver-
teilung abgebildet werden kann. Die Generierung von Bootstrap-Scha¨tzwer-
ten ρˆ∗21,m und ρˆ
∗2
3,m erfolgt dann nach folgendem Schema:
1. Ziehe l = 1, . . . , NT Spaltenvektoren wl der Dimension K un-
abha¨ngig voneinander aus der N(0, Σ̂
θˆ
)-Verteilung, mit K der An-
zahl gescha¨tzter Parameter, das heißt der Dimension von θˆ (sie-
he Abschnitt 5.1), und Σ̂
θˆ
der gescha¨tzten Kovarianzmatrix die-
ses Scha¨tzers. Berechne die Bootstrap-Kovarianzmatrix Σ̂
∗
m,θˆ =
(NT )−1(w1, . . . ,wNT )(w1, . . . ,wNT )
′.
2. Wenn nicht Unabha¨ngigkeit angenommen wird, dann transformiere
die Korrelationsstrukturparameter gema¨ß z = .5 ln((1 + θ3)/(1− θ3))
(Fisher’sche Z-Transformation). Dies liefert θˆ(z) = (θˆ
′
1, θˆ3,(z))
′, mit
θ1 = σ
−1
ǫt βt. Transformiere die in Schritt eins gewonnene, gemeinsa-
me Bootstrap-Kovarianzmatrix der Scha¨tzer entsprechend. Dies lie-
fert Σ̂
∗
m,θˆ(z)
.
3. Ziehe einen Bootstrap-Scha¨tzwert θˆ
∗
m,(z) = (θˆ
∗′
1,m, θˆ
∗
3,m,(z))
′ aus
der Verteilung N(θˆ(z), Σ̂
∗
m,θˆ(z)
). Wird Unabha¨ngigkeit angenommen,
dann ziehe θˆ
∗
1,m aus der N(θˆ, Σ̂
∗
m,θˆ)-Verteilung.
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4. Wenn nicht Unabha¨ngigkeit angenommen wird, dann transformiere
den dem Korrelationsstrukturparameter entsprechenden Eintrag in
θˆ
∗
m,(z) gema¨ß θˆ
∗
3,m = (exp(2θˆ
∗
3,m,(z))− 1)/(exp(2θˆ∗3,m,(z)) + 1).
5. Berechne die Bootstrap-Scha¨tzwerte ρˆ2∗1,m und ρˆ
2∗
3,m unter Verwendung
der Einflussgro¨ßen, θˆ
∗
1,m und θˆ
∗
3,m.
Bei der Anwendung dieses Verfahrens wurden die normalverteilten Wer-
te mit Hilfe des Pseudozufallsgenerators RANNOR simuliert.
Fu¨r die hier betrachteten Korrelationsstrukturen liefert der dritte
Schritt positiv definite Bootstrap-Korrelationsmatrizen. Bei einer unre-
stringierten Scha¨tzung ist dies nicht notwendigerweise der Fall. Um auch in
solchen Situationen eine zumindest positiv semidefinite Korrelationsmatrix
zu erhalten, ko¨nnte das Verfahren so abgea¨ndert werden, dass ausgehend
von den aus der urspru¨nglichen Stichprobe gescha¨tzten Korrelationen N
Werte der Fehlervariablen ǫn aus der Normalverteilung mit Erwartungswert
null und einer Kovarianzmatrix gleich der gescha¨tzten Korrelationsmatrix
gezogen werden. Ausgehend von diesen Vektoren la¨sst sich eine Bootstrap-
Korelationsmatrix berechnen, deren untere Nicht-Diagonalelemente als
Bootstrap-Stichprobe gescha¨tzter Korrelationen aufgefasst werden ko¨nnen.
Unter Verwendung der Bootstrap-Kovarianzmatrix1 aus Schritt eins sowie
der Bootstrap-Werte fu¨r die Korrelationen, kann nun ein bedingter Er-
wartungswert des Bootstrap-Scha¨tzers θˆ
∗
3 sowie die entsprechende (beding-
te) Kovarianzmatrix berechnet werden. Unter Ausnutzung der (asymptoti-
schen) Normalverteilungseigenschaft kann aus der entsprechenden Normal-
verteilung ein Bootstrap-Wert fu¨r θˆ3 gezogen werden. Fu¨r eine detailliertere
Beschreibung siehe Spieß und Tutz (2004).
1Sind die gescha¨tzten Korrelationsstrukturparameter nicht identisch mit den Korre-
lationen, dann kann die Kovarianzmatrix entsprechend transformiert werden. Dies kann
eine positiv semidefinite Matrix liefern. Anstatt mit der Inversen dieser Matrix ist in
diesem Fall im Folgenden mit der generalisierten Inversen zu arbeiten (Spieß und Tutz,
2004).
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D.2 Die BCa-Methode
Die Bestimmung der Grenzen eines approximativen (1 − 2α) Konfidenzin-
tervalls, einem Konfidenzintervall mit intendierter U¨berdeckungsrate von
(1 − 2α), erfolgt u¨ber die BCa-Methode. Ausgehend von M -Bootstrap-
Scha¨tzwerten2 ϑˆ∗m wa¨ren nach der einfachen Perzentil-Methode approxi-
mative Konfidenzintervallgrenzen zu bestimmen, indem die M Werte ϑˆ∗m
der Gro¨ße nach geordnet werden und der αM -te Wert die untere bezie-
hungsweise der (1 − α)M -te Wert die obere Intervallgrenze markiert. Bei
M = 2000 und α = .05 wa¨ren dies der 100ste und der 1900ste Wert3. Diese
Methode setzt nicht voraus, dass der Scha¨tzer ϑˆ der urspru¨nglichen Stich-
probe normalverteilt ist, sondern lediglich, dass eine vom wahren Parameter
unabha¨ngige monotone Transformation g(·) existiert, so dass
(g(ϑˆ)− g(ϑ)) ∼ N(0, 1) fu¨r jedes ϑ.
Die BCa-Methode (”
bias corrected and accelerated“, z.B. Efron und
Tibshirani, 1993, S. 184 ff.) stellt eine Verallgemeinerung der Perzentil-
Methode dar. Die der BCa-Methode zugrundeliegende Annahme ist, dass
neben einer vom wahren Parameter unabha¨ngigen monotonen Transforma-
tion Konstanten a und z0 existieren, so dass
g(ϑˆ)− g(ϑ)
1 + ag(ϑ)
+ z0 ∼ N(0, 1) fu¨r jedes ϑ.
Fu¨r a = 0 und z0 = 0 erha¨lt man ein Konfidenzintervall nach der Perzentil-
Methode. Mit Werten fu¨r a und z0 kann das Konfidenzintervall berechnet
werden. Die Transformation g(·) muss nicht bekannt sein, sie muss lediglich
existieren.
2In diesem Abschnitt soll der Einfachheit halber anstatt ρˆ2∗1,m beziehungsweise ρˆ
2∗
1,m
allgemeiner ϑˆ∗m geschrieben werden.
3Ist αM beziehungsweise (1 − α)M keine ganze Zahl, dann kann eine in Efron und
Tibshirani (1993, S. 160 f.) beschriebene Vorgehensweise oder eine in Davison und Hinkley
(1997, S. 194 f.) vorgeschlagene Interpolationsmethode verwendet werden. In den hier
betrachteten Beispielen fu¨hrten beide Methoden praktisch zu den gleichen Ergebnissen.
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Die untere Grenze des 1−2α BCa-Intervalls sei ϑˆ∗(α1), die obere ϑˆ∗(α2),
mit
α1 = Φ
(
zˆ0 +
zˆ0 + zˆ
(α)
1− aˆ(zˆ0 + zˆ(α))
)
und
α1 = Φ
(
zˆ0 +
zˆ0 + zˆ
(1−α)
1− aˆ(zˆ0 + zˆ(1−α))
)
,
mit aˆ und zˆ0 gescha¨tzten Werten fu¨r a und z0.
Die Bias-Korrektur zˆ0 erha¨lt man direkt u¨ber den Anteil an Bootstrap-
Werten ϑˆ∗, die kleiner als der Scha¨tzwert der urspru¨nglichen Stichprobe, ϑˆ,
sind, das heißt,
zˆ0 = Φ
−1
(∑M
m=1 I(ϑˆ
∗ < ϑˆ)
M
)
,
mit Φ−1(·) der inversen Standardnormalverteilungsfunktion. Dieser Kenn-
wert ist ein Maß fu¨r die Differenz zwischen dem Median der Bootstrap-
Werte fu¨r ϑˆ∗ und dem Scha¨tzwert ϑˆ. Wenn exakt die Ha¨lfte der Werte ϑˆ∗m
kleiner oder gleich ϑˆ sind, dann ist z0 = 0.
Der Kennwert aˆ (
”
acceleration“) kann auf unterschiedliche Weise be-
rechnet werden. Bei der hier verwendeten einfachen Vorgehensweise kommt
die Jackknife-Methode zum Einsatz. Dabei wird ϑˆ N -mal berechnet, jeweils
ohne die n-te Einheit zu beru¨cksichtigen. Die entsprechende Statistik wird
mit ϑˆ(n) bezeichnet. Sei weiterhin ϑˆ(·) =
∑N
n=1 ϑˆ(n). Dann ist
aˆ =
∑N
n=1(ϑˆ(·) − ϑˆ(n))3
6(
∑N
n=1(ϑˆ(·) − ϑˆ(n))2)3/2
.
Dieser Kennwert wird als
”
acceleration“ bezeichnet, weil er sich auf die
A¨nderungsrate der Varianz von ϑˆ in Abha¨ngigkeit vom wahren Parameter
bezieht (Efron, 1987).
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Ausgehend von α1 und α2 erha¨lt man als untere Grenze (ϑˆ
∗(α1)) des (1−
2α)-Intervalls den α1M -ten Wert aus der Verteilung der Bootstrap-Werte
ϑˆ∗m. Entsprechend erha¨lt man als obere Grenze (ϑˆ
∗(α2)) den (1−α1)M -ten
Wert. Ist einer von beiden Werten, α1M beziehungsweise (1−α1)M , keine
ganze Zahl, so kann wie in Efron und Tibshirani (1993, S. 160 f.) oder
Davison und Hinkley (1997, S. 194 f.) beschrieben vorgegangen werden.
Zur Berechnung von ϑˆ(n) werden jeweils die Matrizen der exogenen Va-
riablen X1, . . . ,X1 mit Ausnahme der n-ten Matrix verwendet. Im Unter-
schied zu der in D.1 beschriebenen Vorgehensweise werden hier Parame-
terwerte θˆJ erzeugt, indem im ersten Schritt nicht NT , sondern NT − T
Spaltenvektoren gezogen werden.
Anhang E:
Scha¨tzgleichungen und
Ableitungen
Alle Ableitungen wurden mit Hilfe des Kalku¨ls von McDonald und Swami-
nathan (1973) gebildet (siehe erga¨nzend auch McDonald, 1976; Swamina-
than, 1976; vgl. Abschnitt A.4). Die folgenden Ableitungen sind unter Ver-
wendung dieses Kalku¨ls sowie einiger einfacher Ergebnisse und Regeln der
Matrix-Algebra (siehe etwa die in Abschnitt A.2 zitierte Literatur) teilweise
zwar etwas aufwa¨ndig aber einfach durchfu¨hrbar. Es sollen daher nicht alle
einzelnen Schritte, sondern im Wesentlichen die Ableitungen selbst angege-
ben werden.
Wie in Kapitel 5 wird unterschieden zwischen den interessierenden Pa-
rametern θ und den identifizierbaren Parametern δ. Im Kontext der Scha¨t-
zung von Varianzen und Korrelationen der Fehlervariablen fu¨r diejenigen
Scha¨tzgleichungen mit stetigen Responsevariablen wird zusa¨tzlich der Pa-
rametervektor ξ eingefu¨hrt, der alle unrestringierten Varianzen und Ko-
varianzen entha¨lt. Die Parameter ξ werden als Funktion von δ und diese
wiederum als Funktion von θ aufgefasst.
Die Ableitung einer — mo¨glicherweise auch skalaren — Funktion g(θ)
nach θ ist damit im allgemeinen Fall
∂g(θ)
∂θ
=
∂δ
∂θ
∂ξ
∂δ
∂g(θ)
∂ξ
.
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Fa¨llt die Unterscheidung zwischen δ und ξ weg, dann vereinfacht sich diese
Ableitung zu
∂g(θ)
∂θ
=
∂δ
∂θ
∂g(θ)
∂δ
.
Die zweite Ableitung einer skalaren Funktion g(θ) nach θ ist
∂2g(θ)
∂θ ∂θ
= (
∂
∂θ
(
∂δ
∂θ
∂g(θ)
∂δ
))
=
∂2δ
∂θ ∂θ
(I⊗ ∂g(θ)
∂δ
) +
(
∂δ
∂θ
)
∂2g(θ)
∂δ ∂δ
(
∂δ
∂θ
)′
.
Dabei ist ∂
2g(θ)
∂δ ∂δ gegebenenfalls selbst wieder
∂2g(θ)
∂δ ∂δ
=
∂2ξ
∂δ ∂δ
(I⊗ ∂g(θ)
∂ξ
) +
(
∂ξ
∂δ
)
∂2g(θ)
∂ξ ∂ξ
(
∂ξ
∂δ
)′
.
Da die Ableitungen ∂δ∂θ und
∂2δ
∂θ ∂θ von den mit spezifischen Modellspezifika-
tionen verbundenen Restriktionen abha¨ngen, werden sie im Folgenden meist
nicht explizit angegeben. Die Unterscheidung zwischen den Parametern δ
und ξ ist lediglich bei der Betrachtung der Varianzen und Korrelationen
u¨ber jene Modellgleichungen mit stetigen Responsevariablen sinnvoll. In
diesen Fa¨llen sind die Ableitungen ∂ξ∂δ und
∂2ξ
∂δ ∂δ sehr einfach zu bilden,
deren halbwegs anschauliche Darstellung aber sehr aufwa¨ndig und mit we-
nig Informationsgewinn verbunden. Daher sollen in diesen Fa¨llen lediglich
einfache Beispiele gegeben werden. Im Zentrum der folgenden Abschnitte
stehen die Ableitungen ∂g(θ)∂δ ,
∂g(θ)
∂ξ ,
∂2g(θ)
∂δ ∂δ und
∂2g(θ)
∂ξ∂ξ .
Wenn im Folgenden mehrere Messungen pro Einheit zu beru¨cksichti-
gen sind, dann wird der Einfachheit halber der Laufindex t = 1, . . . , T
verwendet, das heißt es wird nicht zwischen Gleichungen und Zeitpunkten
unterschieden.
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E.1 Stetige Responsevariablen
E.1.1 Die log-Likelihood-Funktion
Fu¨r stetige Responsevariablen y˜n der Dimension (T × 1) mit y˜n|xn ∼
N(µn,Σ) ist die Likelihood-Funktion
L(θ) =
N∏
n=1
(2π)−T/2 |Σ|−1/2 exp
{
−1
2
(y˜n − µn)′Σ−1(y˜n − µn)
}
= (2π)−
NT
2 |Σ|−N2 exp
{
−1
2
N∑
n=1
(y˜n − µn)′Σ−1(y˜n − µn)
}
= (2π)−
NT
2 |Σ|−N2 exp
{
−1
2
tr
(
Σ−1
N∑
n=1
(y˜n − µn)(y˜n − µn)′
)}
.
Als log-Likelihood-Funktion erha¨lt man
l(θ) = −NT
2
ln(2π) +
N
2
ln |Σ|−1 − 1
2
(
N∑
n=1
(y˜n − µn)′Σ−1(y˜n − µn)
)
= −NT
2
ln(2π) +
N
2
ln |Σ|−1 − 1
2
tr
(
Σ−1
N∑
n=1
(y˜n − µn)(y˜n − µn)′
)
.
E.1.2 Scha¨tzgleichungen fu¨r die Regressionsparameter
Fu¨r den Erwartungswert wird µn = Πxn angenommen, wobei die Parame-
termatrix Π entweder aus a priori auf bestimmte Werte, im Allgemeinen
null, restringierten Parametern oder Elementen des Parametervektors δ(1)
besteht. Er kann teilweise oder vollsta¨ndig mit dem interessierenden Para-
meter θ(1) identisch sein (siehe Abschnitt 5.1). Die Scha¨tzgleichungen fu¨r
δ(1) erha¨lt man durch Nullsetzen der ersten Ableitung der log-Likelihood-
Funktion nach δ(1). Diese ist
∂l(θ)
∂δ(1)
=
N∑
n=1
∂µn
∂δ(1)
Σ−1(y˜n − µn).
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Mit
∂µn
∂δ(1)
=
∂Π
∂δ(1)
∂µn
∂Π
=
∂Π
∂δ(1)
(IT ⊗ xn)
erha¨lt man als Scha¨tzgleichungen fu¨r δ(1)
0 =
N∑
n=1
(
∂Π
∂δ(1)
(IT ⊗ xn)
)
Σ−1(y˜n − µn).
La¨sst sich der Erwartungswert schreiben als µn = Xnθ(1), dann erha¨lt man
als Scha¨tzgleichungen fu¨r θ(1)
N∑
n=1
X′nΣ
−1(y˜n −µn) = 0.
E.1.3 Scha¨tzgleichungen fu¨r Varianzen und Korrelationen
Die Scha¨tzgleichungen fu¨r Varianzen und Kovarianzen, hier als ξ(2) und ξ(3)
bezeichnet, erha¨lt man durch Ableiten der log-Likelihood-Funktion nach
ξ(2) und ξ(3). Der Einfachheit halber werden diese beiden Parametervek-
toren zuna¨chst in einem Vektor ξ(2,3) zusammengefasst. Die Ableitung der
log-Likelihood la¨sst sich nun schreiben als
∂l(θ)
∂ξ(2,3)
=
∂Σ
∂ξ(2,3)
N
2
∂ ln |Σ|−1
∂Σ
− 1
2
∂tr
(
Σ−1
∑N
n=1(y˜n − µn)′(y˜n − µn)
)
∂Σ

und, nach einigen Zwischenschritten, schließlich
∂l(θ)
∂ξ(2,3)
=
N
2
∂Σ
∂ξ(2,3)
vec(Σ−1SΣ−1 −Σ−1),
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wobei S = N−1
∑N
n=1(y˜n−µn)(y˜n−µn)′. Die Matrix ∂Σ∂ξ(2,3) wurde in Ab-
schnitt 5.2.2 mit K bezeichnet. Fu¨r eine (3×3)-Matrix Σ =
ξ11 ξ21 ξ31ξ21 ξ22 ξ32
ξ31 ξ32 ξ33

erha¨lt man mit ξ(2,3) = (ξ11, ξ22, ξ33, ξ21, ξ31, ξ32)
′ etwa
∂Σ
∂ξ(2,3)
=

1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 1 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 1 0 1 0
 .
Nullsetzen der ersten Ableitung liefert mit Sn = (y˜n − µn)(y˜n − µn)′ die
Scha¨tzgleichungen fu¨r Varianzen und Kovarianzen
N∑
n=1
1
2
Kvec(Σ−1SnΣ
−1 −Σ−1) = 0.
Zur Herleitung der beno¨tigten Scha¨tzgleichungen ist dieser Ausdruck noch
nach den Varianzen und Korrelationen abzuleiten. Schreibt man fu¨r alle
Varianzen δ(2), das heißt δ(2) = ξ(2), fu¨r alle Korrelationen δ(3), und hier
der Einfachheit halber δ(2,3) = (δ
′
(2), δ
′
(3))
′ dann ist
∂l(θ)
∂δ(2,3)
=
I ∂ξ(3)∂δ(2)
0
∂ξ(3)
∂δ(3)
 ∂l(θ)
∂ξ(2,3)
.
Fu¨r T = 2 etwa erha¨lt man mit ξ(2) = (σ
2
1 , σ
2
2)
′, ξ(3) = ξ(3) = σ1ρσ2,
δ(2) = (σ
2
1 , σ
2
2)
′ und δ(3) = ρ
∂ξ(3)
∂δ(2)
=
(ρσ2
2σ1
ρσ1
2σ2
)
und
∂ξ(3)
∂δ(3)
= σ1σ2.
Im Allgemeinen sind die Parameter δ(2) und δ(3) aber immer noch nicht
die interessierenden Parameter. So kann etwa angenommen werden, dass
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die Varianzen u¨ber alle T Beobachtungspunkte identisch sind oder, dass die
Korrelationen Funktion eines AR(1)-Korrelationsstrukturparameters sind.
Scha¨tzgleichungen fu¨r die eigentlich interessierenden Parameter, θ(2) und
θ(3), erha¨lt man, indem obige Ableitungen weiter nach θ(2) und θ(3) abge-
leitet und nullgesetzt werden.
E.1.4 Zweite und gemischte Ableitungen
Die zweite Ableitung der log-Likelihood-Funktion nach den identifizierbaren
Parametern des systematischen Teils ist, wie man leicht nachpru¨ft,
∂2l(θ)
∂δ(1) ∂δ(1)
= −
N∑
n=1
(
∂µn
∂δ(1)
)
Σ−1
(
∂µn
∂δ(1)
)′
.
Die zweite Ableitung nach Varianzen und Korrelationen ist etwas auf-
wa¨ndiger zu berechnen. Allgemein la¨sst sich schreiben
∂2l(θ)
∂δ(2,3) ∂δ(2,3)
=
∂2ξ(2,3)
∂δ(2,3) ∂δ(2,3)
(I⊗ ∂l(θ)
∂ξ(2,3)
)
+
(
∂ξ(2,3)
∂δ(2,3)
)
∂2l(θ)
∂ξ(2,3) ∂ξ(2,3)
(
∂ξ(2,3)
∂δ(2,3)
)′
,
mit
∂ξ(2,3)
∂δ(2,3)
=
I ∂ξ(3)∂δ(2)
0
∂ξ(3)
∂δ(3)

und, mit A1 =
(
I
∂ξ(3)
∂δ(2)
)
und A2 =
(
0
∂ξ(3)
∂δ(3)
)
,
∂2ξ(2,3)
∂δ(2,3) ∂δ(2,3)
=
(
( ∂A1∂δ(2)
) ( ∂A2∂δ(2)
)
( ∂A1∂δ(3)
) 0
)
.
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Fu¨r das Beispiel des letzten Abschnitts mit T = 2 ergibt sich
∂2ξ(2,3)
∂δ(2,3) ∂δ(2,3)
=
01×2 −
ρσ2
4σ31
01×2
ρ
4σ1σ2
01×2
σ2
2σ1
01×2
ρ
4σ1σ2
01×2 − ρσ14σ32 01×2
σ1
2σ2
01×2
σ2
2σ1
01×2
σ1
2σ2
01×2 0
 .
Mit den bereits eingefu¨hrten Bezeichnungen erha¨lt man weiterhin
∂2l(δ)
∂ξ(2,3) ∂ξ(2,3)
=
1
2
K
×
(
N∑
n=1
(Σ−1 ⊗Σ−1)− (Σ−1 ⊗Σ−1SnΣ−1)− (Σ−1SnΣ−1 ⊗Σ−1)
)
K′.
Fu¨r die gemischte zweite Ableitung der log-Likelihood-Funktion nach ξ(2,3)
und δ(1) erha¨lt man
∂2l(θ)
∂δ(1) ∂ξ(2,3)
= −1
2
∂µn
∂δ(1)
×
(
N∑
n=1
(Σ−1 ⊗ (yn − µn)′Σ−1) + ((yn − µn)′Σ−1 ⊗Σ−1)
)
K′.
Offensichtlich gilt, bei korrekter Spezifikation des bedingten Erwartungs-
wertes µn, E(
∂2l(θ)
∂δ(1) ∂ξ(2,3)
) = 0. Daher kann diese gemischte Ableitung bei
der Berechnung der Scha¨tzer sowie bei der Scha¨tzung der asymptotischen
Kovarianzmatrix vernachla¨ssigt werden. Da sie recht einfach zu berechnen
ist, wird sie, um die Konvergenzeigenschaften der Scha¨tzer zu verbessern, in
den Programmen, die den Ergebnissen dieser Arbeit zugrundeliegen, den-
noch beru¨cksichtigt.
E.2 Ordinale Responsevariablen
E.2.1 Scha¨tzgleichungen fu¨r die Regressionsparameter
Ausgangspunkt der GEPSE-Scha¨tzung der identifizierbaren Parameter des
systematischen Teils sind die in Abschnitt 5.2.1 beschriebenen allgemeinen
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Scha¨tzgleichungen
v1 =
N∑
n=1
∂µn
∂δ1
Ω−1n (y˜n − µn) = 0.
Im Falle ordinaler Responsevariablen besteht y˜n aus Teilvektoren bina¨rer
Variablen, die jeweils die Auspra¨gung der beobachtbaren ordinalen Respon-
sevariablen kodieren (siehe Abschnitt 5.2.1). Der Vektor µn besteht aus den
entsprechenden Erwartungswerten (siehe Anhang B.3). Fu¨r jeden Teilvek-
tor in y˜n, der eine ordinale Responsevariable kodiert, ist an der entspre-
chenden Stelle in Ωn die Kovarianzmatrix dieser bina¨ren Variablen abzu-
tragen (siehe Abschnitt 5.2.1 beziehungsweise Anhang B.3). Bei einer Re-
sponsevariablen mit zwei Auspra¨gungen, einer bina¨ren Responsevariablen,
wird der entsprechende Teilvektor in y˜n zum Skalar und der entsprechen-
de Eintrag auf der Diagonalen der Matrix Ωn zur Varianz einer bina¨ren
Variablen. An allen anderen Positionen der Matrix Ωn sind die Kovarian-
zen der entsprechenden, gegebenenfalls dichotomisierten Responsevariablen
abzutragen (Abschnitt 5.2.1). Diese sind Funktion auch der polychorischen
Korrelationen. Die Gleichungen zur Scha¨tzung dieser Korrelationen sind
Gegenstand des na¨chsten Abschnitts.
E.2.2 Scha¨tzgleichungen fu¨r die polychorischen Korrelatio-
nen
Zur Scha¨tzung der polychorischen Korrelation wird von der (bedingten)
log-Likelihood-Funktion zweier nicht-dichotomisierter ordinaler Response-
variablen ausgegangen. Diese wird, bei gegebenen Scha¨tzwerten fu¨r die iden-
tifizierbaren Parameter des systematischen Teils δ(1), nach der Korrelation
der Fehlerterme der entsprechenden beiden Gleichungen im latenten Mo-
dell abgeleitet. Um die folgende Darstellung u¨bersichtlicher zu gestalten,
soll zuna¨chst auf den Index n, der die Einheiten kennzeichnet, verzichtet
werden. Es werden zwei ordinale Responsevariablen, y2 mit L + 1 Aus-
pra¨gungen (l = 1, . . . , L) und y1 mit K + 1 Auspra¨gungen (k = 1, . . . ,K)
betrachtet. Weiterhin sei η∗2l = σ
−1
ǫ2 (η2 − ζl) und η∗1k = σ−1ǫ1 (η1 − ζk), mit
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η2 = α2 + x21β21 + · · · + x2P2β2P2 und η1 = α1 + x11β11 + · · · + x1P1β1P1
mit α und β den unbekannten und im Allgemeinen nicht identifizierbaren
Parametern des systematischen Teils (vgl. Abschnitt 5.2.1). Zu scha¨tzen ist
die polychorische Korrelation δ(3). Die Wahrscheinlichkeit fu¨r y2 = l und
y1 = k ist
Pr(y2 = l, y1 = k|η∗2l, η∗2(l+1), η∗1k, η∗1(k+1), δ(3))
= Pr(y∗2 > ζl, y
∗
1 > ζk|η2, σ2, η1, σ1)
− Pr(y∗2 > ζl+1, y∗1 > ζk|η2, σ2, η1, σ1)
− Pr(y∗2 > ζl, y∗1 > ζk+1|η2, σ2, η1, σ1)
+ Pr(y∗2 > ζl+1, y
∗
1 > ζk+1|η2, σ2, η1, σ1),
mit y∗2 und y
∗
1 den jeweils entsprechenden skalaren latenten stetigen Respon-
sevariablen (siehe Abschnitt 5.1). Fu¨r jede dieser Wahrscheinlichkeiten auf
der rechten Seite dieses Ausdrucks la¨sst sich schreiben, wobei notationell
auf die explizite Bedingung auf η2, σǫ2, η1 und σǫ1 verzichtet wird,
Pr(y∗2 > ζs, y
∗
1 > ζr) = Pr(η2 + ǫ2 > ζs, η1 + ǫ1 > ζr)
= Pr(ǫ˜2 ≤ σ−1ǫ2 (η2 − ζs), ǫ˜1 ≤ σ−1ǫ1 (η1 − ζr))
=
∫ η∗2s
−∞
∫ η∗1r
−∞
ϕ(ǫ˜2, ǫ˜1, δ(3)) dǫ˜1 dǫ˜2
= Φ(η∗2s, η
∗
1r, δ(3)),
mit ǫ˜2 und ǫ˜1 den jeweils standardisierten Fehlertermen der latenten Glei-
chungen. Der U¨bergang von der ersten zur zweiten Zeile la¨sst sich mit der
Symmetrieeigenschaft der bivariaten Normalverteilung begru¨nden. Damit
erha¨lt man
Pr(y2 = l, y1 = k|η∗2l, η∗2(l+1), η∗1k, η∗1(k+1), δ(3))
= Φ(η∗2l, η
∗
1k, δ(3))− Φ(η∗2(l+1), η∗1k, δ(3))
− Φ(η∗2l, η∗1(k+1), δ(3)) + Φ(η∗2(l+1), η∗1(k+1), δ(3)).
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Zu beachten ist, dass bei der Berechnung der Wahrscheinlichkeiten
Φ(η∗2,s, η
∗
1r, δ(3)) =

1 fu¨r s = 0 und r = 0,
0 fu¨r s = L+ 1 oder r = K + 1,
Φ(η∗2,s) fu¨r r = 0 und s 6= 0,
Φ(η∗1,r) fu¨r s = 0 und r 6= 0,
Φ(η∗2,s, η
∗
1r, δ(3)) sonst
zu setzen ist.
Obwohl zur Scha¨tzung der polychorischen Korrelationen die ordina-
len Responsevariablen y2 und y1 selbst verwendet werden, wird fu¨r die
Scha¨tzgleichungen der identifizierbaren Regressionsparameter die Kova-
rianz zwischen den dichotomisierten ordinalen Responsevariablen y˜2 =
(y˜21, . . . , y˜2L)
′ beziehungsweise y˜1 = (y˜11, . . . , y˜1K)
′ beno¨tigt. Fu¨r feste η∗2l,
η∗2(l+1), η
∗
1k und η
∗
1(k+1) erha¨lt man
cov(y˜2l, y˜1k) = E(y˜2ly˜1k)− E(y˜2l)E(y˜1k)
= Pr(y2 = l, y1 = k)− Pr(y2 = l) Pr(y1 = k)
= {Φ(η∗2l, η∗1k, δ(3))− Φ(η∗2l)Φ(η∗1k)}
− {Φ(η∗2(l+1), η∗1k, δ(3))− Φ(η∗2(l+1))Φ(η∗1k)}
− {Φ(η∗2l, η∗1(k+1), δ(3))− Φ(η∗2l)Φ(η∗1(k+1))}
+ {Φ(η∗2(l+1), η∗1(k+1), δ(3))− (Φ(η∗2(l+1))Φ(η∗1(k+1))}.
Beru¨cksichtigt man den Index n, so la¨sst sich die bedingte log-
Likelihood-Funktion der Stichprobe schreiben als l(δ(3)) =
∑N
n=1 Pn2l,1k,
wobei Pn2l,1k = Pr(yn2 = l, yn1 = k|η∗n2l, η∗n2(l+1), η∗n1k, η∗n1(k+1), δ(3)). Mit
ϕn2l,1k, dem Wert der Dichtefunktion der bivariaten Standardnormalver-
teilung an den Stellen η∗n2l, η
∗
n1k, und δ(3), ist die erste Ableitung nach δ(3)
(z.B. Ronning, 1991)
∂l(δ(3))
∂δ(3)
=
N∑
n=1
P−1n2l,1k(ϕn2l,1k − ϕn2(l+1),1k − ϕn2l,1(k+1) + ϕn2(l+1),1(k+1)).
Dabei ist zu beachten, dass bei der Berechnung
ϕn2s,1r =
{
0 fu¨r s = 0 oder r = 0 oder s = L+ 1 oder r = K + 1,
ϕn2s,1r sonst
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zu setzen ist.
Werden T > 2 ordinale Responsevariablen betrachtet, dann erha¨lt man
die bedingte Pseudo-log-Likelihood-Funktion
l(δ(3)) =
N∑
n=1
t−1∑
t′=1
T∑
t=2
Pntkt,t′kt′ ,
die sich aus der Summe aller T (T−1)/2 verschiedener logarithmierter Wahr-
scheinlichkeiten ergibt. Diese Funktion wird als Pseudo-log-Likelihood-
Funktion bezeichnet, weil die T (T − 1)/2 Paare ytyt′ als voneinander un-
abha¨ngig behandelt werden. Zur Scha¨tzung der T (T − 1)/2 polychorischen
Korrelationen wird diese Pseudo-log-Likelihood-Funktion nach δ(3) abglei-
tet. Nullsetzen dieser Ableitung liefert T (T − 1)/2 Scha¨tzgleichungen fu¨r
δ(3). Sind nicht δ(3) sondern Korrelationsstrukturparameter θ(3) von Inter-
esse, so ist weiter nach θ(3) abzuleiten.
E.2.3 Zweite und gemischte Ableitungen
Die zweite Ableitung der Pseudo-log-Likelihood Funktion
l(δ(3)) =
N∑
n=1
t−1∑
t′=1
T∑
t=2
Pntkt,t′kt′
nach δ(3) ist zwar nicht mit besonderen Schwierigkeiten verbunden, aber
recht aufwa¨ndig. Mit antkt,t′kt′ = η
∗
ntkt
η∗nt′kt′
(1+δ2(3)tt′ )−δ2(3)tt′(η∗2ntkt+η∗2nt′kt′ )
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und ϕntkt,t′kt′ = ϕ(η
∗
ntkt
, η∗nt′kt′
, δ2(3)tt′ ) erha¨lt man
∂2l(δ(3)tt′ )
∂δ(3)tt′ ∂δ(3)tt′
=
N∑
n=1
P−1ntkt,t′kt′[
δ(3)tt′
1− δ2(3)tt′
{
ϕntkt,t′kt′ − ϕnt(kt+1),t′kt′ − ϕntkt,t′(kt′+1) + ϕnt(kt+1),t′(kt′+1)
}
+ (1− δ2(3)tt′ )−2
{
ϕntkt,t′kt′antkt,t′kt′ − ϕnt(kt+1),t′kt′ant(kt+1),t′kt′
− ϕntkt,t′(kt′+1)antkt,t′(kt′+1) + ϕnt(kt+1),t′(kt′+1)ant(kt+1),t′(kt′+1)
}
− P−1ntkt,t′kt′
{
ϕntkt,t′kt′ − ϕnt(kt+1),t′kt′ − ϕntkt,t′(kt′+1)
+ ϕnt(kt+1),t′(kt′+1)
}2]
und
∂2l(δ(3))
∂δ(3) ∂δ(3)
= Diag(
∂2l(δ(3)21)
∂δ(3)21 ∂δ(3)21
, . . . ,
∂2l(δ(3)T (T−1))
∂δ(3)T (T−1) ∂δ(3)T (T−1)
).
Wieder ist bei der Berechnung zu beachten, dass
ϕn2s,1r =
{
0 fu¨r s = 0 oder r = 0 oder s = L+ 1 oder r = K + 1,
ϕn2s,1r sonst
zu setzen ist. Gegebenenfalls ist weiter nach δ(3) abzuleiten.
Auch die zweite gemischte Ableitung nach δ(1) und δ(3) ist etwas auf-
wa¨ndiger. Hilfreich ist das folgende allgemeine Ergebnis
∂Φ(x, y, ρ)
∂x
= ϕ(x)Φ
(
y−ρx√
1−ρ2
)
.
Der Einfachheit halber soll auch hier zuna¨chst nur von zwei ordinalen Re-
sponsevariablen ausgegangen werden. Weiterhin sei
bntkt,t′kt′ =
∂
(
η∗ntkt
η∗nt′kt′
)
∂δ(1)

ϕ(η∗ntkt)Φ
(
η∗
nt′k
t′
−δ(3)tt′η
∗
ntkt
q
1−δ2
(3)tt′
)
ϕ(η∗nt′kt′
)Φ
(
η∗
ntkt
−δ(3)tt′η
∗
nt′k
t′
q
1−δ2
(3)tt′
)
 ,
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cntkt,t′kt′ = (1− δ2(3)tt′ )−1
×
(
∂η∗
ntkt
∂δ(1)
(η∗ntkt − δ(3)tt′η∗nt′kt′ ) +
∂η∗
nt′k
t′
∂δ(1)
(η∗nt′kt′
− δ(3)tt′η∗ntkt)
)
und
dntkt =
∂η∗ntkt
∂δ(1)
ϕ(η∗ntkt) beziehungsweise dnt′kt′ =
∂η∗nt′kt′
∂δ(1)
ϕ(η∗nt′kt′ ).
Dann la¨sst sich die zweite gemischte Ableitung nach δ(1) und δ(3) schreiben
als
∂2l(δ(3)tt′ )
∂δ(3)tt′ ∂δ(1)
=
− [P−2ntkt,t′kt′{bntkt,t′kt′ − bnt(kt+1),t′kt′ − bntkt,t′(kt′+1) + bnt(kt+1),t′(kt′+1)}
× {ϕntkt,t′kt′ − ϕnt(kt+1),t′kt′ − ϕntkt,t′(kt′+1) + ϕnt(kt+1),t′(kt′+1)}
+ P−1ntkt,t′kt′
{
ϕntkt,t′kt′cntkt,t′kt′ − ϕnt(kt+1),t′kt′cnt(kt+1),t′kt′
− ϕntkt,t′(kt′+1)cntkt,t′(kt′+1) + ϕnt(kt+1),t′(kt′+1)cnt(kt+1),t′(kt′+1)
}]
.
Bei der praktischen Berechnung ist zu beachten, dass
ϕn2s,1r =
{
0 fu¨r s = 0 oder r = 0 oder s = L+ 1 oder r = K + 1,
ϕn2s,1r sonst
und
bnts,t′r =

0 fu¨r (s = 0 und r = 0) oder s = L+ 1 oder r = K + 1,
dnts fu¨r r = 0 und s 6= 0 und s 6= L+ 1,
dnt′r fu¨r s = 0 und r 6= 0 und r 6= K + 1,
bnts,t′r sonst
zu setzen ist.
Die zweite gemischte Ableitung der bedingten log-Likelihood-Funktion
der Stichprobe erha¨lt man, indem dieser Beitrag fu¨r alle Stichprobenele-
mente aufsummiert wird. Fu¨r mehr als zwei ordinale Responsevariablen
sind diese Ableitungen fu¨r alle T (T − 1)/2 mo¨glichen Paare y˜t und y˜t′ zu
bilden. Gegebenenfalls ist schließlich noch nach θ(1) und θ(3) abzuleiten.
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E.3 Gemischt stetige und ordinale Responseva-
riablen
Im Folgenden werden die bedingte log-Likelihood-Funktion sowie deren
analytische erste Ableitung nach den polyserialen Korrelationen mehrerer
stetiger mit einer ordinalen Variablen betrachtet. Die zweiten Ableitun-
gen stellen sich als so aufwa¨ndig heraus, dass auf deren Programmierung
verzichtet wurde. Aus diesem Grund wird abschließend lediglich kurz das
verwendete numerische Verfahren skizziert.
E.3.1 Die log-Likelihood-Funktion
Zuna¨chst wird von dem latenten Modell(
y∗1
y∗2
)
∼ N
((
µ∗1
µ∗2
)
,
(
Σ11 σ12
σ′21 σ22
))
ausgegangen, mit y1 = y
∗
1 aber y2 = k ⇐⇒ ζk < y∗2 ≤ ζk+1, k ∈ {0, . . . ,K},
ζ0 = −∞ und ζK+1 =∞. Dabei sind µ∗1 und µ∗2 Funktion der jeweiligen Ein-
flussgro¨ßen sowie der entsprechenden Regressionsparameter. Die gemischte
Wahrscheinlichkeitsdichtefunktion der beobachtbaren stetigen sowie der or-
dinalen Responsevariablen la¨sst sich unter Vernachla¨ssigung der expliziten
Bedingung auf µ∗1, µ
∗
2, Σ =
(
Σ11 σ12
σ′21 σ22
)
und ζ1, . . . , ζK schreiben als
g(y2,y1) = Pr(y2 = k|y1)f(y1).
MitΣ11 = V
1/2RV1/2,R der Korrelationsmatrix der stetigen Variablen ge-
geben µ∗1,V = Diag(Σ11), σ12 = V
1/2δ(3)σ2, mit δ(3) dem Vektor der poly-
serialen Korrelationen und y∗2|y1 ∼ N(µ∗2+σ2δ′(3)R−1V−1/2(y1−µ∗1), σ22(1−
δ′(3)R
−1δ(3))) erha¨lt man
Pr(y2 = k|y1) = Pr(y∗2 > ζk|y1)− Pr(y∗2 > ζk+1|y1)
= Pr(µ∗2 + σ2δ
′
(3)R
−1V−1/2(y1 −µ∗1) + v > ζk)
− Pr(µ∗2 + σ2δ′(3)R−1V−1/2(y1 − µ∗1) + v > ζk+1),
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mit v ∼ N(0, σ22(1− δ′(3)R−1δ(3))). Nach einigen Umformungen ergibt sich
mit
ψk =
µ∗2 + σ2δ
′
(3)R
−1V−1/2(y1 − µ∗1)− ζk
σ2(1− δ′(3)R−1δ(3))1/2
und ψk+1 entsprechend,
Pr(yn2 = k|y1) = Φ(ψn,k)− Φ(ψn(k+1)).
Die log-Likelihood-Funktion basiert auf den Beobachtungen n = 1, . . . , N .
Entsprechend ist
ψnk =
µ∗n2 + σ2δ
′
(3)R
−1V−1/2(yn1 − µ∗n1)− ζk
σ2(1− δ′(3)R−1δ(3))1/2
=
η∗n2k + δ
′
(3)R
−1V−1/2(yn1 − ηn1)
(1− δ′(3)R−1δ(3))1/2
.
mit η∗n2k = σ
−1
2 (α21+xn21β21+· · ·+xn2Pβ2P−ζk) und ηn1 = Πsxns, mitΠs
dem Teil der ParametermatrixΠ, der die Einflussgro¨ßen des systematischen
Teils mit stetigen Responsevariablen einschließlich der Konstanten, xns,
gewichtet.
Als log-Likelihood-Funktion der Stichprobe fu¨r den Vektor mehrerer
stetiger mit einer ordinalen Responsevariablen erha¨lt man schließlich
l(δ(3)) =
{
N∑
n=1
K∑
k=0
I(yn2 = k) ln
(
Φ(ψnk)−Φ(ψn(k+1))
)}
+ c,
mit c einer von δ(3) unabha¨ngigen Konstanten, Φ(ψn0) ≈ 1 und
Φ(ψn(K+1)) ≈ 0.
E.3.2 Scha¨tzgleichungen fu¨r die polyserialen Korrelationen
Zur Scha¨tzung der polyserialen Korrelationen wird diese log-Likelihood-
Funktion bei festen Scha¨tzwerten fu¨r die identifizierbaren Parameter des
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systematischen Teils, sowohl fu¨r jene beteiligten Gleichungen mit stetigen
Responsevariablen als auch fu¨r jene mit ordinaler Responsevariablen, so-
wie der Korrelationen und Varianzen der Fehlerterme der Gleichungen mit
stetigen Responsevariablen nach den polyserialen Korrelationen maximiert.
Die erste Ableitung nach den polyserialen Korrelationen δ(3) ist
∂l(δ(3))
∂δ(3)
=
N∑
n=1
K∑
k=0
I(yn2 = k)
∂(Φ(ψnk)− Φ(ψn(k+1)))
∂δ(3)
{Φ(ψnk)−Φ(ψn(k+1))}−1.
Die recht aufwa¨ndige Ableitung liefert schließlich mit a = 1− δ′(3)R−1δ(3),
ϕnr = ϕ(ψnr) und Φnr = Φ(ψnr)
∂l(δ(3))
∂δ(3)
= a−1/2R−1
N∑
n=1
K∑
k=0
I(yn2 = k)
{(
a−1/2ψnkδ(3) +V
−1/2(yn1 − ηn1)
)
ϕnk
−
(
a−1/2ψn(k+1)δ(3) +V
−1/2(yn1 − ηn1)
)
ϕn(k+1)
}
× {Φnk − Φn(k+1)}−1.
Bei der Berechnung ist wieder zu beachten, dass
ϕnr =
{
0 wenn r = K + 1 oder r = 0,
ϕnr sonst
und
Φnr =

0 wenn r = K + 1,
1 wenn r = 0,
Φnr sonst
zu setzen ist. Werden mehr als eine ordinale Responsevariable beobachtet,
dann werden die jeweiligen polyserialen Korrelationen, das heißt die Kor-
relationen aller Fehlerterme derjenigen Gleichungen mit stetigen Respon-
sevariablen und jeweils einer Gleichung mit ordinaler Responsevariablen,
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als unabha¨ngig voneinander betrachtet. Dies fu¨hrt zu einer Pseudo-log-
Likelihood-Funktion, die dann nach allen polyserialen Korrelationen abge-
leitet wird.
E.3.3 Zweite und gemischte Ableitungen
Die log-Likelihood-Funktion ist Funktion nicht nur der polyserialen Korre-
lationen, sondern auch der identifizierbaren Parameter des systematischen
Teils, sowie der Varianzen und Korrelationen der Fehlervariablen der Glei-
chungen mit stetigen Responsevariablen.
Bei der iterativen simultanen Scha¨tzung aller Parameter des Modells
sind daher neben der zweiten Ableitung auch die gemischten zweiten Ab-
leitungen nach den polyserialen Korrelationen und den oben genannten
Parametern — wenn diese nicht gegen null gehen — zu beru¨cksichtigen.
Sowohl die zweite Ableitung nach den polyserialen Korrelationen als auch
die gemischten zweiten Ableitungen stellen sich in ihrer Berechnung als sehr
aufwa¨ndig heraus, so dass fu¨r deren approximative Berechnung auf das im
Folgenden skizzierte numerische Verfahren zuru¨ckgegriffen wird.
Bezeichne δ = (δ1, . . . , δI)
′ den I-dimensionalen zu scha¨tzenden Para-
meter, dann besitzt die erste Ableitung die Dimension (I×1) und die zweite
Ableitung die Dimension (I×I). Ausgehend von der analytisch verfu¨gbaren
ersten Ableitung ∇f(δ) ≡ ∂l(δ)∂δ und einem gegenwa¨rtigen Wert δˆ werden
die Spalten ai der hier mit A bezeichneten verwendeten Approximation an
die zweite Ableitung berechnet nach
ai =
∇f(δ + hiei)−∇f(δ)
hi
A∗ = (a1, . . . ,aT )
A = .5(A∗ +A∗′)
mit ei dem Einheitsvektor und hi = (2.22 × 10−16)1/2max(|δi|, .5) sign(δi).
Fu¨r eine ausfu¨hrliche Diskussion siehe etwa Dennis und Schnabel (1983, S.
103 ff., Algorithmus A 5.6.1).
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Anhang F: Details zu den
Beispielen
F.1 Beispiel 6.1
Unter den Annahmen in Beispiel 6.1 (Seite 200) erha¨lt man
E
(
1∑N
n=1 rn
N∑
n=1
rnxn
)
= γ
E
(
1∑N
n=1 rn
N∑
n=1
rnxn − 1∑N
n=1 rn
N∑
n=1
rnγ
)
= 0
E
(
1∑N
n=1 rn
N∑
n=1
rn(xn − γ)
)
= 0
EE
(
1∑N
n=1 rn
N∑
n=1
rn(xn − γ)
∣∣∣∣∣
N∑
n=1
rn
)
= 0
E
(
1∑N
n=1 rn
E
(
N∑
n=1
rn(xn − γ)
∣∣∣∣∣
N∑
n=1
rn
))
= 0
E
(
1∑N
n=1 rn
(
N∑
n=1
rn
)
E
(
r(x− γ)
∣∣∣∣∣
N∑
n=1
rn
))
= 0.
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Dabei la¨sst sich der U¨bergang von der vorletzten zur letzten Zeile mit der
identischen Verteilung der (xn, rn) begru¨nden. Nach Vereinfachen erha¨lt
man
E E
(
r(x− γ)
∣∣∣∣∣
N∑
n=1
rn
)
= 0
E(rx)− E(r)γ = 0.
F.2 Beispiel 6.6
Ausgehend von den in Beispiel 6.6 (Seite 226) gegebenen Bedingungen soll
von der Scha¨tzfunktion
µˆ
(2)
2 = (
N∑
n=1
rn)
−1
N∑
n=1
rn(un2 − ρ3(un1 − µ1)),
ausgegangen werden, wobei hier etwas allgemeiner µ1 zwar als bekannt
aber nicht notwendigerweise µ1 = 0 angenommen wird. Da un1 und un2 als
bivariat normalverteilt angenommen werden, ist
un2|un1 ∼ N(µ2 + ρ0,3(un1 − µ1), 1 − ρ20,3),
mit ρ0,3 dem wahren Wert von ρ3. Es la¨sst sich nun schreiben
un2 = µ2 + ρ0,3(un1 − µ1) + ǫn
mit un1 und ǫn unabha¨ngig verteilt und E(ǫn) = 0. Liegen zufa¨llig fehlende
Werte vor (MAR), erha¨lt man ausgehend von einer bedingten frequentisti-
schen Inferenz wegen E(ǫn|rn) = E(ǫn) = 0
E(µˆ
(2)
2 |r) = (
N∑
n=1
rn)
−1
N∑
n=1
rn(µ2 + (ρ0,3 − ρ3)(E(un1|rn)− µ1))
= µ2 + (ρ0,3 − ρ3)(E(u1|r)− µ1),
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wobei der U¨bergang von der ersten zur zweiten Zeile wie in Anhang F.1 fu¨r
Beispiel 6.1 begru¨ndet werden kann. Offensichtlich gilt fu¨r das hier betrach-
tete Beispiel unter der MAR-Bedingung E(µˆ
(2)
2 |r) = µ2 genau dann, wenn
ρ3 = ρ0,3. Andererseits, wenn E(un1|rn) = E(un1), das heißt die fehlenden
Daten MCAR sind, beziehungsweise rn = 1 sicher fu¨r alle n = 1, . . . , N
gilt, dann ist E(µˆ
(2)
2 |r) = µ2 unabha¨ngig davon, ob ρ3 = ρ0,3.
F.3 Beispiel 6.8
In Beispiel 6.8 (Seite 231) erha¨lt man als log-Likelihood-Funktion ausge-
hend von den beobachteten Daten fu¨r unabha¨ngig normalverteilte un =
(un1 un2)
′ (n = 1, . . . , N) bei bekanntem µ1 = 0 und σ
2
1 = σ
2
2 = 1 mit
θ = (µ2 ρ3)
′
l(θ) = c− 1
2
N∑
n=1
rn ln(1− ρ23)− rn
u2n1 − 2ρ3un1(un2 − µ2) + (un2 − µ2)2
1− ρ23
− (1− rn)u2n1,
mit c einem konstanten Term. Ableiten nach den Parametern fu¨hrt zu den
Scha¨tzgleichungen
0 =
N∑
n=1
rn(un2 − µ2 − ρ3un1)
fu¨r µ2 und
0 =
N∑
n=1
rnρ3 − 1
1− ρ23
N∑
n=1
rn(un1 − ρ3un2)(ρ3un1 − un2).
fu¨r ρ3. Nochmaliges Ableiten liefert schließlich
∂2l(θ)
∂µ2 ∂µ2
= −
∑N
n=1 rn
1− ρ23
,
∂2l(θ)
∂µ2 ∂ρ3
=
1
(1− ρ23)2
N∑
n=1
2rnρ3(un2 − µ2)− rnun1(1 + ρ23)
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und
∂2l(θ)
∂ρ3 ∂ρ3
=
1
(1− ρ23)3
N∑
n=1
rn
[
(1− ρ43)− (1 + 3ρ23)(u2n1 + (un2 − µ2)2)
−(3 + ρ23)2ρ3un1(un2 − µ2)
]
.
F.4 Beispiel 6.9
Der Bias des Scha¨tzers µˆ = 1N
∑N
n=1 un1 in Beispiel 6.9 (Seite 234) ist
E(µˆ|r = (1 0)′) = 1
N
N∑
n=1
E(un1)
=
∫ ∞
−∞
u1
f(u1;µ)g(r = (1 0)
′|u1; γ)
h(r = (1 0)′; γ, µ)
du1
=
1
γ(1− Φ(µ)) + Φ(µ){
γ
∫ 0
−∞
u1f(u1;µ) du1 +
∫ ∞
0
u1f(u1;µ) du1
}
.
Mit z = u1 − µ erha¨lt man
1
2π
∫ 0
−∞
u1 exp{−1
2
(u1 − µ)2} dz
=
1
2π
∫ −µ
−∞
(z + µ) exp{−1
2
z2} dz
=
1
2π
{∫ −µ
−∞
z exp{−1
2
z2} dz + µ
∫ −µ
−∞
exp{−1
2
z2} dz
}
= −(ϕ(−µ)− ϕ(−∞)) + µ(1− Φ(µ))
= −ϕ(µ) + µ(1− Φ(µ)).
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Entsprechend ist
1
2π
∫ ∞
0
u1 exp{−1
2
(u1 − µ)2} du1
=
1
2π
{∫ ∞
−µ
z exp{−1
2
z2} dz + µ
∫ ∞
−µ
exp{−1
2
z2} dz
}
= −(ϕ(∞)− ϕ(−µ)) + µΦ(µ)
= ϕ(µ) + µΦ(µ).
Damit ergibt sich
E(µˆ|r = (1 0)′) = γ(µ(1− Φ(µ))− ϕ(µ)) + µΦ(µ) + ϕ(µ)
γ(1− Φ(µ)) + Φ(µ)
= µ− ϕ(µ)(1 − γ)
γ(1− Φ(µ)) + Φ(µ) .
F.5 Beispiel 7.1
In Beispiel 7.1 (Seite 255) wird der Scha¨tzer
µˆI =
1
N
(∑
n1
un1 +
∑
n2
u∗n2
)
betrachtet, mit u∗n2 mit gleicher Wahrscheinlichkeit und Zuru¨cklegen aus
dem beobachteten Teil der Stichprobe gezogenen Werten. Der Erwartungs-
wert von µˆI ist
E(µˆI) =
1
N
E
(∑
n1
un1 +
∑
n2
E(u∗n2 |uobs)
)
,
mit uobs dem beobachteten Teil der Stichprobe. Mit
E(u∗n2 |uobs) =
∑
n1
1
N1
un1
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erha¨lt man
E(µˆI) =
1
N
E
(∑
n1
un1 +N2
∑
n1
1
N1
un1
)
=
1
N
(N1µ+N2µ)
= µ.
Die Varianz dieses Scha¨tzers ist ein Spezialfall des in Beispiel 7.2 (siehe
Anhang F.6) betrachteten Scha¨tzers mit fu¨r jeden fehlenden jeweils lediglich
einem Wert (M = 1),
var(µˆI) =
1
N
σ2 +
N2
NN1
σ2 +
N2(N1 − 1)
N2N1
σ2.
Als Varianzscha¨tzer wird
v̂ar(µˆI) =
1
N(N − 1)
(∑
n1
(un1 − µˆI)2 +
∑
n1
(u∗n2 − µˆI)2
)
betrachtet. Dessen Erwartungswert ist
E(v̂ar(µˆI)) =
1
N(N − 1)
(∑
n1
E(un1 − µˆI)2 +
∑
n1
E(u∗n2 − µˆI)2
)
=
1
N(N − 1)
(∑
n1
E
(
u2n1
)− 2∑
n1
E
(
un1 µˆI
)
+NE
(
µˆ2I
)
+
∑
n2
E
(
u∗2n2
)− 2∑
n2
E
(
u∗n2µˆI
))
.
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Dabei ist
E(u2n1) = E(u
2) = σ2 + µ2
E
(
u∗2n2
)
= E
(
E
(
u∗2n2 |uobs
))
= E
(
var(u∗n2 |uobs) +
[
E(u∗n2 |uobs)
]2)
= E
(∑
n1
1
N1
u2n1
)
−
[
E
(∑
n1
1
N1
un1
)]2
+
[
E
(∑
n1
1
N1
un1
)]2
= σ2 + µ2
und
E
(
un1µˆI
)
=
1
N
E
(
un1
∑
n1
un1 + un1
∑
n2
u∗n2
)
=
1
N
(
E(u2) + (N1 − 1)µ2 + E
(
un1
∑
n2
E(u∗n2 |uobs)
))
=
1
N
(
E(u2) + (N1 − 1)µ2 + N2
N1
E(u2) +
N2(N1 − 1)
N1
µ2
)
=
1
N1
σ2 + µ2.
Weiterhin ist
E
(
µˆ2I
)
=
1
N2
E
[(∑
n1
un1 +
∑
n2
u∗n2
)2]
=
1
N2
E
[(∑
n1
un1
)2
+ 2
(∑
n1
un1
)(∑
n2
u∗n2
)
+
(∑
n2
u∗n2
)2]
mit
E
[(∑
n1
un1
)2]
= N1σ
2 +N21µ
2,
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E
[(∑
n1
un1
)(∑
n2
u∗n2
)]
= E
[(∑
n1
un1
)(∑
n2
E(u∗n2 |ucom)
)]
=
N2
N1
E
[(∑
n1
un1
)(∑
n1
un1
)]
= N2σ
2 +N1N2µ
2
und
E
[(∑
n2
u∗n2
)2]
= E
(∑
n2
E(u∗n2 |uobs) +
∑
n2
∑
n′2
E(u∗n2u
∗
n′2
|uobs)
)
= N2(σ
2 + µ2) +N2(N2 − 1)E
[(∑
n1
1
N1
un1
)2]
= N2
N − 1
N1
σ2 +N22µ
2
schließlich
E
(
µˆ2I
)
=
N2 +N2(N1 − 1)
N2N1
σ2 + µ2.
Weiter ist
E
(
u∗n2 µˆI
)
=
1
N
E
(
u∗n2
(∑
n1
un1 +
∑
n2
u∗n2
))
=
1
N
[
1
N1
E
[(∑
n1
un1
)2]
+ E(u∗2n2)
+
∑
n2
∑
n′2
E(E(u∗n2u
∗
n′2
|uobs))
]
=
N +N1 − 1
NN1
σ2 + µ2.
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Mit diesen Ergebnissen erha¨lt man
E(v̂ar(µˆI)) =
1
N(N − 1)
[
N1
(
σ2 + µ2 − 2( 1
N1
σ2 + µ2
))
+N
(
N2 +N2(N1 − 1)
N2N1
σ2 + µ2
)
+N2
(
σ2 + µ2 − 2(N +N1 − 1
NN1
σ2 + µ2
))]
.
Zusammenfassen und Vereinfachen ergibt schließlich
E(v̂ar(µˆI)) =
1
N
N1 − 1
N − 1 σ
2 +
N2(N1 − 1)
N2N1
σ2.
Die Unterscha¨tzung der Varianz ist
E(v̂ar(µˆI))
var(µˆI)
=
1
N
N1−1
N−1 σ
2 + N2(N1−1)
N2N1
σ2
1
N σ
2 + N2NN1 σ
2 + N2(N1−1)
N2N1
σ2
=
N1 − 1
N − 1
N2 −N2
N2 −N2 +N1N2 .
Verwendet man den Scha¨tzer µˆM und den fu¨r vollsta¨ndig beobachtete Stich-
proben validen Varianzscha¨tzer, dann unterscha¨tzt dieser die Varianz mit
E(v̂ar(µˆM ))
var(µˆM )
=
1
N
N1−1
N−1 σ
2
1
N σ
2 + N2NN1 σ
2
=
N1 − 1
N − 1
N1
N
.
Letzterer unterscha¨tzt die Varianz sta¨rker als ersterer, denn
N2 −N2
N2 −N2 +N1N2 >
N1
N
N(N2 −N2) > N1(N2 −N2 +N1N2)
(N −N1)(N2 −N2) > N21N2
N1 − 1 +N > 0.
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F.6 Beispiel 7.2
Grundlage des Beispiels 7.2 (Seite 259) ist der Scha¨tzer
µˆ =
1
N
1
M
∑
m
(∑
n1
un1 +
∑
n2
u∗n2,m
)
mit u∗n2,m im m-ten Schritt mit gleicher Wahrscheinlichkeit und Zuru¨ck-
legen aus dem beobachteten Teil der Stichprobe gezogenen Werten. Der
Erwartungswert von µˆ ist
E(µˆ) =
1
N
E
(∑
n1
un1 +
1
M
∑
m
∑
n2
E(u∗n2,m|uobs)
)
,
mit uobs dem beobachteten Teil der Stichprobe. Mit
E(u∗n2,m|uobs) =
∑
n1
1
N1
un1
erha¨lt man
E(µˆ) =
1
N
E
(∑
n1
un1 +N2
∑
n1
1
N1
un1
)
=
1
N
(N1µ+N2µ)
= µ.
Die Varianz dieses Scha¨tzers ist
var(µˆ) = E(var(µˆ)|uobs) + var(E(µˆ)|uobs)),
mit
var(µˆ|uobs) = var
(
1
N
∑
n1
un1 +
1
N
1
M
∑
m
∑
n2
u∗n2,m|uobs
)
=
1
N2
1
M2
∑
m
∑
n2
var(u∗n2,m|uobs)
=
N2
N2M
[∑
n1
1
N1
u2n1 −
(∑
n1
1
N1
un1
)2]
,
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E(var(µˆ|uobs)) = N2
N2M
[
E(u2)−
(
1
N1
E(u2) +
N1 − 1
N1
µ2
)]
=
N2
N2M
N1 − 1
N1
σ2,
E(µˆ|uobs) = 1
N
(∑
n1
un1 +
N2
N1
∑
n1
un1
)
=
1
N1
N1∑
n1=1
un1
und
var(E(µˆ)|uobs) = 1
N1
σ2,
so dass
var(µˆ) =
1
N1
σ2 +
N2
N2M
N1 − 1
N1
σ2
=
1
N
σ2 +
N2
NN1
σ2 +
N2(N1 − 1)
N2MN1
σ2.
F.7 Beispiel 8.1
Der Einfachheit halber sei θ0 = θu|r=0 und θ1 = θu|r=1 (siehe Beispiel 8.1,
Seite 328). Die a posteriori Verteilung von θ0|uobs, rcom ist
h(θ0|uobs, rcom) =
∫
f(uobs, rcom|θ)h(θ)∫
f(uobs, rcom|θ)h(θ) dθ
d(θ′1, θr)
′.
Mit (8.38) und (8.39) (S. 328) ist
f(uobs, rcom|θ) = f(uobs|θ1)f(rcom|θr).
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Damit und mit (8.41) ist
f(uobs, rcom|θ)h(θ) = f(uobs, rcom|θ1, θr)h(θ0|θ1, θr)h(θ1, θr)
= f(uobs, rcom,θ1, θr)h(θ0|θ1, θr).
Entsprechend erha¨lt man∫
f(uobs, rcom|θ)h(θ) dθ
=
∫
f(uobs, rcom|θ1, θr)
∫
h(θ0,θ1, θr) dθ0 d(θ
′
1, θr)
′
= f(uobs, rcom),
so dass
h(θ0|uobs, rcom) =
∫
h(θ0|θ1, θr)h(θ1, θr|uobs, rcom) d(θ′1, θr)′.
F.8 Beispiel 8.2
Bivariat normalverteilte Zufallsvariablen ohne fehlende Werte:
Likelihood-Funktion und Ableitungen. Als log-Likelihood-Funktion
fu¨r bivariat normalverteilte un = (un1 un2)
′ mit E(un1) = µ1, E(un2) = µ2,
var(un1) = σ
2
1, var(un2) = σ
2
2, Korrelation ρ und θ = (µ1 σ
2
1 ρ µ2 σ
2
2)
′ fu¨r
n = 1, . . . , N erha¨lt man (siehe Beispiel 8.2, Seite 341)
l(θ) = −N ln 2π − N
2
lnσ21 −
N
2
lnσ22 −
N
2
ln(1− ρ2)
− 1
2(1 − ρ2)
N∑
n=1
(
(un1 − µ1)2
σ21
− 2ρ(un1 − µ1)(un2 − µ2)
σ1σ2
+
(un2 − µ2)2
σ22
)
.
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Als erste Ableitungen ergeben sich
∂l(θ)
∂µ1
=
1
1− ρ2
(
N∑
n=1
(un1 − µ1)
σ21
− ρ(un2 − µ2)
σ1σ2
)
,
∂l(θ)
∂σ21
= − N
2σ21
+
1
2(1− ρ2)
×
(
N∑
n=1
(un1 − µ1)2
σ41
− ρ(un1 − µ1)(un2 − µ2)
σ31σ2
)
,
∂l(θ)
∂ρ
=
N
1− ρ2 −
ρ
(1− ρ2)2
(
N∑
n=1
(un1 − µ1)2
σ21
+
(un2 − µ2)2
σ22
)
+
1 + ρ2
(1− ρ2)2
N∑
n=1
(un1 − µ1)(un2 − µ2)
σ1σ2
,
∂l(θ)
∂µ2
=
1
1− ρ2
(
N∑
n=1
(un2 − µ2)
σ22
− ρ(un1 − µ1)
σ1σ1
)
und
∂l(θ)
∂σ22
= − N
2σ22
+
1
2(1− ρ2)
×
(
N∑
n=1
(un2 − µ2)2
σ42
− ρ(un1 − µ1)(un2 − µ2)
σ1σ22
)
.
Als zweite Ableitungen erha¨lt man
∂2l(θ)
∂µ1 ∂µ1
= − N
σ21(1− ρ2)
,
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∂2l(θ)
∂σ21 ∂µ1
= − 1
σ21(1− ρ2)
(
N∑
n=1
(un1 − µ1)
σ21
− ρ(un2 − µ2)
2σ1σ2
)
,
∂2l(θ)
∂ρ ∂µ1
=
1
(1− ρ2)2
(
N∑
n=1
2ρ(un1 − µ1)
σ21
− (1 + ρ
2)(un2 − µ2)
σ1σ2
)
,
∂2l(θ)
∂µ2 ∂µ1
=
ρN
(1− ρ2)σ1σ2 ,
∂2l(θ)
∂σ22 ∂µ1
=
ρ
2σ22(1− ρ2)
N∑
n=1
(un2 − µ2)
σ1σ2
,
∂2l(θ)
∂σ21 ∂σ
2
1
=
N
2σ41
− 1
2(1 − ρ2)
×
(
N∑
n=1
2(un1 − µ1)2
σ51
− 3ρ(un1 − µ1)(un2 − µ2)
2σ51σ2
)
,
∂2l(θ)
∂ρ ∂σ21
=
1
(1− ρ2)2
×
(
N∑
n=1
ρ(un1 − µ1)2
σ41
− (1 + ρ
2)(un1 − µ1)(un2 − µ2)
2σ31σ2
)
,
∂2l(θ)
∂µ2 ∂σ21
=
ρ
2(1− ρ2)
N∑
n=1
(un1 − µ1)
σ31σ2
,
∂2l(θ)
∂σ22 ∂σ
2
1
=
ρ
4(1− ρ2)
N∑
n=1
(un1 − µ1)(un2 − µ2)
σ31σ
3
2
,
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∂2l(θ)
∂ρ ∂ρ
=
N(1 + ρ2)
(1− ρ2)2 −
1 + 3ρ2
(1− ρ2)3
(
N∑
n=1
(un1 − µ1)2
σ21
+
(un2 − µ2)2
σ22
)
+
2ρ(3 + ρ2)
(1− ρ2)3
N∑
n=1
(un1 − µ1)(un2 − µ2)
σ1σ2
,
∂2l(ρ)
∂µ2 ∂ρ
=
1
(1− ρ2)2
(
N∑
n=1
2ρ(un2 − µ2)
σ22
− (1 + ρ
2)(un1 − µ1)
σ1σ2
)
,
∂2l(θ)
∂σ22 ∂ρ
=
1
(1− ρ2)2
×
(
N∑
n=1
ρ(un2 − µ2)2
σ42
− (1 + ρ
2)(un1 − µ1)(un2 − µ2)
2σ1σ32
)
,
∂2l(θ)
∂µ2 ∂µ2
= − N
σ22(1− ρ2)
,
∂2l(θ)
∂σ22 ∂µ2
= − 1
(1− ρ2)
(
N∑
n=1
(un2 − µ2)
σ42
− ρ(un1 − µ1)
2σ1σ32
)
,
und schließlich
∂2l(θ)
∂σ22 ∂σ
2
2
=
N
2σ42
− 1
2(1− ρ2)
×
(
N∑
n=1
2(un2 − µ2)2
σ52
− 3ρ(un1 − µ1)(un2 − µ2)
2σ1σ52
)
.
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Bivariat normalverteilte Zufallsvariablen mit fehlenden Wer-
ten fu¨r un2: Likelihood-Funktion und Ableitungen. Im Folgen-
den Abschnitt soll die log-Likelihood-Funktion fu¨r bivariat normalverteilte
un = (un1 un2)
′ mit ignorierbar fehlenden Werten fu¨r un2, E(un1) = µ1,
E(un2) = µ2, var(un1) = σ
2
1 , var(un2) = σ
2
2 , Korrelation ρ und θ =
(µ1 σ
2
1 ρ µ2 σ
2
2)
′ fu¨r n = 1, . . . , N mit N1 der Anzahl an vollsta¨ndig beob-
achteten Wertepaaren und N2 = N −N1 jenen Beobachtungen, fu¨r die nur
un2 beobachtet wurde, betrachtet werden. Dabei seien die Beobachtungen
so angeordnet, dass n = 1, . . . , N1 die vollsta¨ndig beobachteten Wertepaare
und n = N1 + 1, . . . , N jene Beobachtungen kennzeichnet, fu¨r die nur un1
beobachtet wurde. Dann ist
l(θ) = −N1 ln 2π − N1
2
lnσ21 −
N1
2
lnσ22 −
N1
2
ln(1− ρ2)
− 1
2(1− ρ2)
N1∑
n=1
(
(un1 − µ1)2
σ21
− 2ρ(un1 − µ1)(un2 − µ2)
σ1σ2
+
(un2 − µ2)2
σ22
)
− N2
2
lnσ21 −
N2
2
ln 2π − 1
2σ21
N∑
n=N1+1
(un1 − µ1)2.
Als erste Ableitungen ergeben sich abweichend von den Ableitungen fu¨r
vollsta¨ndig beobachtete Wertepaare
∂l(θ)
∂µ1
=
1
1− ρ2
(
N1∑
n=1
(un1 − µ1)
σ21
− ρ(un2 − µ2)
σ1σ2
)
+
N∑
n=N1+1
(un1 − µ1)
σ21
,
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∂l(θ)
∂σ21
= − N
2σ21
+
1
2(1 − ρ2)
×
(
N∑
n=1
(un1 − µ1)2
σ41
− ρ(un1 − µ1)(un2 − µ2)
σ31σ2
)
+
N∑
n=N1+1
(un1 − µ1)2
2σ41
.
Als zweite Abweichungen erha¨lt man abweichend von den Ableitungen fu¨r
den Fall ohne fehlende Werte
∂2l(θ)
∂µ1 ∂µ1
= −N1 +N2(1− ρ
2)
σ21(1− ρ2)
,
∂2l(θ)
∂σ21 ∂µ1
= − 1
σ21(1− ρ2)
(
N∑
n=1
(un1 − µ1)
σ21
− ρ(un2 − µ2)
2σ1σ2
)
−
N∑
n=N1+1
(un1 − µ1)
σ41
,
und
∂2l(θ)
∂σ21 ∂σ
2
1
=
N
2σ41
− 1
2(1 − ρ2)
×
(
N∑
n=1
2(un1 − µ1)2
σ51
− 3ρ(un1 − µ1)(un2 − µ2)
2σ51σ2
)
−
N∑
n=N1+1
(un1 − µ1)2
σ51
.
Alle weiteren ersten und zweiten Ableitungen erha¨lt man, indem in den
Ableitungen des letzten Abschnittes N durch N1 ersetzt wird.
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Anhang G: Datensatz- und
Analysedetails
G.1 Der Imputations-Datensatz
Der Datensatz zur Erzeugung zu imputierender Werte umfasste die Varia-
blen
”
Alter im Jahr 1991“,
”
Nationalita¨t“,
”
Familienstand“,
”
Anzahl der im
Haushalt lebenden Kinder bis 16 Jahre“,
”
Schulabschluss“,
”
beruflicher Bil-
dungsabschluss“,
”
berufliche Erfahrung“,
”
Wirtschaftsbereich“,
”
Dauer der
Betriebszugeho¨rigkeit“,
”
Betriebsgro¨ße“,
”
Anzahl geleisteter U¨berstunden
im letzten Monat“,
”
Bruttoverdienst im letzten Monat“,
”
Sonderzahlun-
gen im letzten Jahr: 13. Monatsgehalt“,
”
Sonderzahlungen im letzten Jahr:
14. Monatsgehalt“,
”
Sonderzahlungen im letzten Jahr: Zusa¨tzliches Weih-
nachtsgeld“,
”
Sonderzahlungen im letzten Jahr: Urlaubsgeld“,
”
Sonderzah-
lungen im letzten Jahr: Sonstige Sondervergu¨tung“,
”
Sonderzahlungen im
letzten Jahr: Gewinnbeteiligung, Gratifikation, Pra¨mie“, und
”
Mache mir
Sorgen um die Sicherheit meines Arbeitsplatzes“ der Jahre 1991, 1995 und
1999. Weiterhin gingen die Variablen
”
Erwerbsstatus“ und
”
bescha¨ftigt im
o¨ffentlichen Dienst“ jeweils fu¨r die Jahre 1991 – 1999 ein.
Die Auspra¨gungen der nicht selbsterkla¨renden Variablen sind
Variablen Auspra¨gungen (1991, 1995, 1999)
Sorge Sorgen um Sicherheit des Arbeitsplatzes:
”
1: große“,
”
2: einige“,
”
3: keine Sorgen“,
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Nation Nationalita¨t:
”
deutsche“,
”
nicht deutsche“,
Ehe Familienstand:
”
verheiratet“,
”
nicht verheiratet“
Schulabschluss
”
ohne Schulabschluss“,
”
Haupt- oder Realschul-
abschluss“,
”
Fachhochschulabschluss oder Abitur“,
”
sonstiger Abschluss“
Berufl. Bildungs-
abschluss
Kein Abschl.
”
kein Berufsabschluss“,
”
angelernt“,
Lehre
”
Lehre“,
”
Berufsfachschule“,
”
Schule Gesundheitswe-
sen“,
”
Fachschule“,
”
betriebl. Ausbildung“,
”
berufs-
bildende Schule“,
Uni
”
Fachhochschule“,
”
Universita¨t/Hochschule“,
”
Tech-
nische Hochschule“,
Sonst Abschl
”
Bamtenausbildung“,
”
sonstige“,
Wirtschaftsbereich Zusammenfassung der Wirtschaftsbereiche grob an-
gelehnt an Gewerkschaften, basierend auf einer inter-
nationalen Standardisierung (NACE):
Bergbau
”
Bergbau u. Gewinnung v. Steinen, Erden“,
”
Gewin-
nung von Erdo¨l, Erdgas“,
”
Bergbau auf Uran- und
Thoriumerze“,
”
Erzbergbau, sonst. Bergbau“,
”
Ge-
winnung von Steinen und Erden“,
”
Energie- undWas-
serversorgung“,
”
Wasserversorgung“,
Chemie
”
Ledergewerbe, Herstellung von Schuhen“,
”
Holz-
gewerbe ohne Herstellung von Mo¨beln“,
”
Papier-
Verlags- und Druckgewerbe“,
”
Verlags- und Druck-
gewerbe, Vervielfa¨lt.“,
”
Kokerei, Mineralo¨l, Spalt-,
Brutstoffe“,
”
Chemische Industrie“,
”
Gummi- und
Kunststoffwaren“,
”
Glas, Keramik, Verarb. Steinen
und Erden“,
Bau
”
Baugewerbe“,
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Handel
”
Handel, Reparatur von KFZ“,
”
Handelsvermittlung
und Grosshandel“,
”
Einzelhandel“,
”
Kredit- ohne
Versicherungsgew.“,
”
Versicherungsgewerbe“,
”
Kre-
dit und Versicherungsgewerbe“,
”
Grundstu¨cks- und
Wohnungswesen“,
”
Vermietung beweglicher Sachen
ohne Pers“,
Metall
”
Verarbeitendes Gewerbe“,
”
Tabakverarbeitung“,
”
Textil- und Bekleidungsgewerbe“,
”
Bekleidungs-
gewerbe“,
”
Metallerzeugung und -bearbeitung“,
”
Herstellung von Metallerzeugnissen“,
”
Maschinen-
bau“,
”
Bu¨romaschinen, DV, Feinmechanik, Optik“,
”
Gera¨te der Elektrizita¨tserzeugung“,
”
Rundfunk-,
Fernseh- Nachrichtentechnik“,
”
Medizin, Mess-,
Steuer- und Regelungst.“,
”
Fahrzeugbau“,
”
Sonstiger
Fahrzeugbau“,
”
Mo¨bel, Schmuck, Musikinstrumente
u.a¨.“,
”
Recycling, Eisen- und Stahlschrott“,
”
Indu-
strie - ohne weitere Zuordnung“,
”
Handwerk - ohne
weitere Zuordnung“,
O¨ff. Dienst
”
Verkehr und Nachrichtenu¨bermittlung“,
”
Schif-
fahrt“,
”
Luftfahrt“,
”
Hilfsta¨tigkeiten fu¨r den Ver-
kehr“,
”
Nachrichtenu¨bermittlung“,
”
O¨ff. Verwal-
tung Verteidigung Sozialvers“,
”
Erziehung und Un-
terricht“,
”
Gesundheits-, Veterina¨r- Sozialwesen“,
”
Abwasser- und Mu¨llentsorgung o.a¨.“,
”
Exterritoriale
Org. und Ko¨rperschaften“,
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Sonstige
”
Landwirtschaft, Gewerbliche Jagd“,
”
Forstwirt-
schaft“,
”
Fischerei, Fischzucht“,
”
Gastgewerbe“,
”
Da-
tenverarbeitung und Datenbanken“,
”
Forschung und
Entwicklung“,
”
DL u¨berwiegend fu¨r Unternehmen“,
”
Private Haushalte mit Angestellten“,
”
Interessens-
vertr, relig. Vereinigungen“,
”
Kultur, Sport und Un-
terhaltung“,
”
Erbringung von sonst. DL“,
”
Dienst-
leistungen ohne weitere Zuordnung“,
”
Verarbeitendes
Gewerbe“,
Betriebsgro¨ße in vier Klassen von unter 20, 20 bis unter 200, 200 bis
1999 und 20000 oder mehr,
sowie
Variablen Auspra¨gungen (1991–1999)
Erwerbsstatus mit den u¨ber die Zeit hinweg unvera¨nderten Aus-
pra¨gungen:
”
Voll erwerbsta¨tig“,
”
teilzeitbescha¨ftigt“,
”
Berufsausbildung/Umschulung“,
”
Wehr- oder Zivil-
dienst“,
”
nicht erwerbsta¨tig“. Weitere Auspra¨gungen,
z.B.
”
Kurzarbeit“ oder
”
unregelma¨ßig erwerbsta¨tig“,
liegen lediglich fu¨r einzelne Jahre vor,
O¨ffentlicher Dienst
”
ja“,
”
nein“.
Die im Ausgangsdatensatz fu¨r die Erzeugung der zu imputierendenWer-
te enthaltenen Variablen sowie die jeweilige Anzahl fehlender Werte sind in
Tabelle G.1.1 gegeben.
G.2 Ableitung der Varianzen und Korrelationen
In diesem Abschnitt sind die zur Scha¨tzung der in Abschnitt 9.4 be-
schriebenen Kovarianzstruktur notwendigen Ableitungen angegeben. Zu
den gewa¨hlten Bezeichnungen siehe Abschnitt 9.4.
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Tabelle G.1.1: Ausgangsdatensatz fu¨r die Erzeugung der zu imputierenden
Werte. Variablen und Anzahl fehlender Wertea (Nmis), N = 4225.
Variable Nmis Variable Nmis
Alter 1991 0 Betriebsgro¨ße 1991 19
Nationalita¨t 1991 0 Betriebsgro¨ße 1995 814
Nationalita¨t 1995 806 Betriebsgro¨ße 1999 1524
Nationalita¨t 1999 1459 U¨berstunden 1991 0
Familienstand 1991 0 U¨berstunden 1995 786
Familienstand 1995 806 U¨berstunden 1999 1433
Familienstand 1999 1459 Brutto letzt. Monat 1991 363
Anzahl Kinder 1991 4 Brutto letzt. Monat 1995 974
Anzahl Kinder 1995 421 Brutto letzt. Monat 1999 1604
Anzahl Kinder 1999 879 13. Gehaltb 1991 70
Schulabschluss 1991 41 13. Gehaltb 1995 834
Schulabschluss 1995 828 13. Gehaltb 1999 1484
Schulabschluss 1999 1476 14. Gehaltb 1991 3
Berufl. Abschluss 1991 33 14. Gehaltb 1995 808
Berufl. Abschluss 1995 827 14. Gehaltb 1999 1463
Berufl. Abschluss 1999 1470 Zus. Weihnachtsg.b 1991 93
Berufl. Erfahrung 1991 42 Zus. Weihnachtsg.b 1995 839
Berufl. Erfahrung 1995 828 Zus. Weihnachtsg.b 1999 1494
Berufl. Erfahrung 1999 1476 Urlaubsgeldb 1991 120
Wirtschaftsbereich 1991 80 Urlaubsgeldb 1995 860
Wirtschaftsbereich 1995 838 Urlaubsgeldb 1999 1507
Wirtschaftsbereich 1999 1524 Sonst. Sonderverg.b 1991 2
Betriebszugeh. 1991 4 Sonst. Sonderverg.b 1995 808
Betriebszugeh. 1995 956 Sonst. Sonderverg.b 1999 1461
Betriebszugeh. 1999 1663
aDabei handelt es sich nicht um design-bedingt fehlende Werte.
bDiese Informationen beziehen sich jeweils auf das Vorjahr.
Forts.
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Tabelle G.1.1: Ausgangsdatensatz fu¨r die Erzeugung der zu imputierenden
Werte. Variablen und Anzahl fehlender Wertea (Nmis), N = 4225 (Forts.).
Variable Nmis Variable Nmis
Gewinnbeteiligungb 1991 18 Erwerbsstatus 1997 1083
Gewinnbeteiligungb 1995 820 Erwerbsstatus 1998 1274
Gewinnbeteiligungb 1999 1469 Erwerbsstatus 1999 1459
Sorgen um Arbeitspl. 1991 182 O¨ffentl. Dienst 1991 13
Sorgen um Arbeitspl. 1995 897 O¨ffentl. Dienst 1992 318
Sorgen um Arbeitspl. 1995 1546 O¨ffentl. Dienst 1993 431
Erwerbsstatus 1991 0 O¨ffentl. Dienst 1994 674
Erwerbsstatus 1992 283 O¨ffentl. Dienst 1995 813
Erwerbsstatus 1993 425 O¨ffentl. Dienst 1996 1007
Erwerbsstatus 1994 641 O¨ffentl. Dienst 1997 1087
Erwerbsstatus 1995 806 O¨ffentl. Dienst 1998 1275
Erwerbsstatus 1996 973 O¨ffentl. Dienst 1999 1521
aDabei handelt es sich nicht um design-bedingt fehlende Werte.
bDiese Informationen beziehen sich jeweils auf das Vorjahr.
Die Varianzen der Fehlerterme der Gleichungen mit ordinaler Respon-
sevariablen sind nicht unabha¨ngig von den Parametern des systematischen
Teils identifizierbar. Identifizierbar sind fu¨r diese Gleichungen die Parame-
ter β∗ = (σ2π,1 + 1)
−1/2β, mit σ2π,1 + 1 der Varianz der Gleichungen mit
ordinaler Responsevariablen und β dem die Einflussgro¨ßen gewichtenden
Parameter der entsprechenden Gleichung. Als Ableitung nach σ2π,1 erha¨lt
man
∂(σ2π,1 + 1)
−1/2β
∂σ2π,1
= −1
2
β
(σ2π,1 + 1)
3/2
.
Die Ableitung der Korrelationen der Fehlerterme der Gleichungen mit or-
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dinalen Responsevariablen u¨ber die Zeit nach σ2π,1 ist
∂corr(ǫnt1, ǫn(t−s)1)
∂σ2π,1
=
1
σ2π,1 + 1
− corr(ǫnt1, ǫn(t−s)1)
σ2π,1 + 1
mit corr(ǫnt1, ǫnt′1) der Korrelation der Fehlerterme der Gleichungen mit
ordinalen Responsevariablen u¨ber die Zeit, und die Ableitung der Korre-
lationen der Fehlerterme der Gleichungen mit einer ordinalen und einer
stetigen Responsevariablen (corr(ǫnt1, ǫnt′2)) nach σ
2
π,1 ist
∂corr(ǫnt1, ǫnt′2)
∂σ2π,1
=
1
2
 σπ,2√
σ2π,1(σ
2
π,1 + 1)(σ
2
π,2 + σ
2
ν)
− corr(ǫnt1, ǫnt′2)
σ2π,1 + 1
 ,
mit var(ǫnt2) der Varianz der Fehlerterme der Gleichungen mit stetiger Re-
sponsevariablen.
Als notwendige Ableitungen nach σπ,2 erha¨lt man
∂(σ2π,2 + σ
2
ν)
∂σπ,2
= 2σπ,2,
mit σ2π,2 + σ
2
ν der Varianz der Fehlerterme der Gleichungen mit stetiger
Responsevariablen,
∂corr(ǫnt2, ǫnt′2)
∂σπ,2
=
2σπ,2
σ2π,2 + σ
2
ν
(1− corr(ǫnt2, ǫnt′2)) ,
mit corr(ǫnt2, ǫnt′2) der Korrelation der Fehlerterme der Gleichungen mit
stetigen Responsevariablen u¨ber die Zeit, und
∂corr(ǫnt1, ǫnt′2)
∂σπ,2
=
σπ,1√
(σ2π,2 + σ
2
ν)(σ
2
π,1 + 1)
− σπ,2corr(ǫnt1, ǫnt′2)
(σ2π,2 + σ
2
ν)
.
Die relevante Ableitung nach ϑ ist
∂corr(ǫnt1, ǫn(t−s)1)
∂ϑ
=
sϑs−1
σ2π,1 + 1
.
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und fu¨r σ2ν ergibt sich
∂(σ2π,2 + σ
2
ν)
∂σ2ν
= 1,
∂corr(ǫnt2, ǫnt′2)
∂σ2ν
= −corr(ǫnt2, ǫnt′2)
σ2π,2 + σ
2
ν
und
∂corr(ǫnt1, ǫnt′2)
∂σ2ν
= −corr(ǫnt1, ǫnt′2)
2(σ2π,2 + σ
2
ν)
.
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BCa-Methode,
siehe Bootstrap-Methode
a posteriori Verteilung, 54
a priori Verteilung, 53
nichtinformative, 55
subjektive, 54
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adjustment cells, 254
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Allgemeine lineare Hypothese, 80
Ansatz, statistischer
Bayes-Ansatz, 53, 295, 297–301
objektiver, 55
subjektiver, 54
design-basierter, 39–43, 52, 301–
305
klassischer, 49
frequentistisches Prinzip, 48
modell-basiert frequentistischer,
49
modell-basierter, 36–39, 330–
334
modell-gestu¨tzter,
design-basierter, 41
Superpopulations-, 43
Approximativer Bayes-Bootstrap,
262
Attrition,
siehe Panelattrition
Bayes-Kriterium, 55
Bayes-Strategie, 55
Beobachtung, gekennzeichnete, 53
Bereichsscha¨tzung, 48
Between-Group-Scha¨tzer, 85
Bias, 202, 236
Block-Toeplitzmatrix
symmetrische, 167
Blockdiagonalmatrix, 397
BLUE-Scha¨tzer, 78
Bootstrap-Methode
BCa-, 192, 430–432
Perzentil-, 430
Bootstrap-Stichprobe, 333, 427
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cob, 208
cob, 208
517
518 Stichwortverzeichnis
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Data Augmentation Algorithmus,
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siehe EGLS-Scha¨tzer
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generalisierte lineare Modelle
(GLM)
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siehe GEE
generalisiertes additives Modell, 9
generalized estimating equations,
siehe GEE
Generalized-Least-Squares-(GLS-)
Methode, 84
Gibbs-Sampler, 319–320
GLS-Scha¨tzer, 84
GMM-Scha¨tzer, 115
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hypothetische, 35, 36
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Homoskedastizita¨t, 82
Horvitz-Thompson-Scha¨tzer, 279
Hypothesentest, 48
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asympotische, 75
globale, 73
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asymptotische, 221
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iid, 72, 314, 401
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Hot Deck, 253–254, 333
Nearest Neighbor, 254
Sequentielle, 253
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Simple Random, 253, 261
Imputations-Methode
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Indikatorfunktion, 155, 405
Inferenz
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frequentistische, 49
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Interaktion, 62
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Intraklassenkorrelation, 83, 103
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Item-Nonresponse, 10, 240
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Kronecker-Produkt, 398
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Likelihood
Funktion, 54, 402
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Mean Squared Error (MSE), 96
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kardinale, 25
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repra¨sentationaler Ansatz, 30
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Minimax-Strategie, 51
Minimum
globales, 73
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Missing Completely at Random,
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Perzentil-Methode,
siehe Bootstrap-Methode
Pra¨diktion, 48
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empirisches, 24
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Relevanz, empirische, 26
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Variierende-Koeffizienten Modelle, 9
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Verallgemeinerte-Kleinst-Quadrate-
Methode,
siehe Generalized-Least-Squares
Verteilung
eigentliche, echte, 55, 321
stationa¨re, invariante, 318
uneigentliche, 55
Verteilungsfunktion, 37
Verweildauermodelle, 5
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