Previously, we published a list of abbreviations for genus names of bacteria. We now present the guidelines used for abbreviation construction, an expanded list of codes used for parts of genus names, and an improved list of abbreviations. An appendix contains a discussion of some methods for searching lists of abbreviations and an indication of the relative merits of the search methods.
have suggested two alternatives to our original set of abbreviations for coding the generic names of bacteria (3) . The stated main motivation for their alternative sets is that our original set did not fall in the same alphabetic sequence as the generic names themselves. Leveritt and Skerman state that this lack of sequence correspondence renders it difficult and inefficient "to perform changes from generic names to abbreviations and vice versa and to automatically arrange the names or abbreviations in alphabetical order for indexing purposes." However, we contend that the consideration of corresponding sequences is less important than others. Furthermore, there are efficient strategies available for interchange between two lists which do not depend upon identical alphabetic order.
On first inspection, the proposal to make the list of abbreviations fall in the same alphabetic sequence as the list of names would seem to have much merit in allowing simple binary searching (for definition, see Appendix) of both lists. However, there is a serious problem with requiring that the abbreviations fall in the same alphabetic sequence as the generic names. It becomes impossible to insert a new abbreviation between two abbreviations which are already alphabetically contiguous.
Expansion is not practical if the list of abbreviations must always conform in alphabetical sequence to the generic names. Revision of the list will be needed at some point. For example, at least 19 pairs in the four-letter list proposed by Leveritt choosing abbreviation elements that are contained in the word being abbreviated. Some of these points are interrelated.
Letter abbreviations should be meaningful to the user. It would actually be more efficient to use pure numbers as far as computers are concerned. It is our opinion that computers should conform to the requirements of the users, not the converse. Thus, a set of abbreviations should be evocative of the words they represent (i.e., mnemonic). To accomplish this, our original abbreviation list was chosen so that (in order of priority): (i) the first letter of the abbreviation and the generic name was the same; (ii) all letters of an abbreviation were also found in the genus name (except F for PH); (iii) a consistent set of one-and two-letter codes for commonly used parts of generic names was generated and pairs (ACTP-ACTQ; MENB-MENC). This ri-used to automatically construct many abbreviations; (iv) within the context of i, ii, and iii, abbreviations were constructed to have at least two letters of difference where possible.
We then tested the abbreviations by asking colleagues to deduce the names of genera from the abbreviations without any clue as to the method used to construct them. Within a few trials, most of those asked deduced the codes of iii above and could guess the names of the familiar genera with accuracy. This ease of correlating the abbreviation with the genus name should lead to more accurate coding and editing of data. (For this discussion, the term "abbreviation" will refer to the full abbreviation of a generic name, while "code" will refer to the oneor two-letter elements representing commonly used parts of generic names.)
An example of a code which we did not list in the original article, but which was used, is the use of a final "L" for the suffix "-ella" as in Bartonella (BRTL), Bordetella (BDTL), Pasteurella (PSTL), Rickettsiella (RKSL), and Salmonella (SLML) . The complete amended list of codes is given in Table 1 .
Inconsistencies in the use of the code elements to generate abbreviations in the original proposal (3) were induced by conflicts in the logic of using codes to represent parts of names. For example, the abbreviation for Acetobacter becomes ACBT. To minimize confusion, the abbreviation for Achromobacter was chosen as the first four letters, ACHR, rather than AHBT. The latter (AHBT) would have been only one letter different from ACBT. Most of the inconsistencies in the initial proposal were generated in a similar manner.
The frequency of coding errors is reduced when abbreviations differ by at least two letters.
The chance of miscoding two letters is much less than that for a single letter error. Error detection and resolution become simpler with two-letter differences. Therefore, we tended to minimize the number of abbreviations which differed by only one letter.
However, complete adherence to the rule of more than one-letter difference between any two abbreviations was too restrictive if a number of genera began with the same prefix (e.g., 13 genera with THIO as a prefE) and could not always be respected. (Expansion of the abbreviations to five characters does not seem to help much in the example given by Leveritt and Skerman. Many of their five-letter abbreviations still differ by only one letter from each other, e.g., CALBC-CAMBC-CARBC; FLVBC-FLXBC; HAMBG HAMPL;
MENCO-MEYCO; MILSO-MIMSO-MIPSO; etc.)
In reviewing our original list, we found a du-plication of an abbreviation (ATPN) as well as three cases in which improved abbreviation construction was desirable (see below). The revised list of abbreviations is given in 
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published by the International Judicial Commission (7) . It should be consulted for the validity of any specific name.
The inconsistency in abbreviation length in our original proposal was not accidental. It was meant either to reinforce the mnemonic aspects of the two-letter code for abbreviations (as in VB for Vibrio) or to resolve a similarity in abbreviations where using the first four letters did not help (NOC for Nocardia instead of NOCA, since NOCO stands for Nitrosococcus). Most computer languages will accept words of varying length as input. In such cases, the use of less than the maximum number of characters in an abbreviation presents no problem. If fixedlength input is a requirement of a particular system, then the abbreviation can be lengthened to four characters by adding nonletter characters
G e n e r i c n a m e A b b r e v i a t i o n A r i z o n a A r t h r o b a c t e r A z o m o n a s A r o s p i r i l l i u m A z o t o b a c t e r A z o t o m o n a s B a c i l l u s B a c t e r i o n e m a B a c t e r i u m B a c t e r o i d e s B a c t o d e r m a B a r t o n e l l a B d e l l o v i b r i o B e g g i a t o a B e i j e r inck i a B e n e c k e a B e t a b a c t e r i u m B e t a c o c c u s B i f i d o b a c t e r i u m B l a s t o b a c t e r B l a s t o c a u l is B l a s t o c o c c u s B l a t t a b a c t e r i u m B o r d e t e l l a B o r r e l ia B r a c h y a r c u s B r a n h a m e l l a B r e v i b a c t e r i u m B r o c h o t h r i x B r u c e 1 l a B u t y r i b a c t e r i u m B u t y r i v i b r i o C a l d a r i e l l a C a l d o b a c t e r C a l o t h r i x C a l y m m a t o b a c t e r i u m C a m p y l o b a c t e r C a p n o c y t o p h a g a C a r d i o b a c t e r i u m C a r y o p hanon C a s e o b a c t e r C a t e n a b a c t e r i u m C a u l o b a c t e r C a u l o c o c c u s C e l l u l o m o n a s C e l l v i b r i o C h a e m i s i p h o n A R l Z A R B T A Z M N A Z S P A Z B T A O M N B C B T N M B T B T R D B T D A B R T L B D V B B G G T B E I J B N K A B E B T B E C O B I B T B S B T B S C L B S C O B L B T B D T L B R R L B R A C BNH L B V B T B R T X B R C L B U B T B U V B C A L L C A B A C A T X C M B T C P B T C P C T C D B T C A R Y C E B T C A B T C L B T C L C O C E M N C E V B C M S N
(e.g., VB becomes VB**). Again, the choice is between convenience for the microbiologist and for the computer. The use of SR for Sarcina was not a good choice because of SP for Spirillum. SARC as proposed by Leveritt and Skerman clearly is the better choice and was our first change. It should be noted that the list Leveritt and Skerman published (6) as ours was actually a preliminary unpublished version, containing errors. These were corrected in the published version (3) .
The second change is the abbreviation for Salmonella. We found that miscoding occurred because users transposed SAML into the first four letters of the genus name, SALM. To avoid this error, we changed the abbreviation to SLML.
Last, the abbreviation for Rochatimaea was NOTES 
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originally listed as RKLM. Since "K" does not appear in the generic name, this abbreviation was changed to RCLM to conform to priority ii. Leveritt and Skerman (6) state that a 75% reduction in the number of characters stored in the computer results from a five-letter set of abbreviations. This is a maximum figure derived from the longest generic name and is true only when fixed-length storage is used. As explained below, fixed-length storage is not required. Thus, the average length is a better measure of saving. Since the average length of the generic names in the original list is 11.7 characters, the average saving for four letters is 66% compared to a 57% average saving for five letters.
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on either type of machine. One does not have an "extra" byte to use on a PDP-10, if space is the overriding consideration. Leveritt and Skerman's main argument for arranging abbreviations in alphabetical sequence of generic names apparently is based on the erroneous assumption that the number of comparisons in a search method is the overriding determinant of cost. It is true that binary searches involve, on the average, fewer comparisons than sequential searches. This difference can be significant for large lists. However, the present list of genera is not considered large in terms of computer searching and is unlikely to grow too large in the foreseeable future.
There are many other factors involved in the time and cost of a search in addition to the number of comparisons. The number of comparisons is overriding when the number of items to be compared is too large to remain in computer main core and must be fetched from a disk (or tape, if a tape-only system is used) before comparisons can be made. This mechanical action is slow and costly. However, this is not a problem with a list of this length in computers of the For comparative purposes the relative efficiencies of binary searches vis-a-vis sequential searches were determined on the original list of abbreviations. The two types of searches were IBM 370 and DEC PDP-10 class. performed on both the IBM 370 and the PDP-10 computers. No detectable differences of time were evident. In the PDP-10, increasing the list to 1,OOO items resulted in barely measurable increased search times which could be ascribed to the extra comparisons required by sequential searching. The maximum increase was 22 ms for an item not in the list at all. The costs for searches in the milliseconds range are not major since the cost of reading the data from the disk into the computer core and storing the results back on disk will usually be much greater than the search itself. For a more detailed discussion of various methods of searching lists of abbreviations and their relative merits, see the Appendix.
One major use for a list of generic abbreviations might be to aid in retrospective literature searches and abstracting by computer. This will be especially useful now that the list of approved names is available (7) . Such a list does not change the need for indices of synonomy to allow perusal of older literature, nor does it eliminate the need to access disapproved names in journals failing to conform in editorial policy to that of the International Judicial Commission. The information contained in such literature may be of considerable value and cannot be ignored. The list of generic abbreviations could find great use in such areas if it were expandable (as originally envisioned by us). Thus, abbreviations for genera of uncertain standing and discarded names VOL. 30,1980 should be included in a complete list of abbreviations. We have included a number of such names in Table 2 . We submit this revised list for consideration. The task is not complete. The list should be reviewed for its utility by such bodies as the International Judicial Commission and the Bergey's Manual Trust. There is no mechanism in the International Code of Nomenclature of Bacteria for official adoption of such a list of abbreviations (5) . Since there is no other mechanism available as far as we know, adoption of this abbreviation system will be by informal acceptance and use. The list should be expanded to include all possible genus names, regardless of validity, to allow for synonomy searching, official list building, standardization of literature references, and all the other information transfer tasks wherein abbreviations of generic names are useful APPENDIX Binary searching is the process of searching a list of items which have been presorted into increasing order. Because the list is presorted, one can always tell TMPO  TMSM  TMTX  TM  THBC  THBT  THCP  THCS  THDD  THDT  THMS  THPD  THPC  THSR  THSP  THSL  THTX  THVL  TOTX  TREP  TYZZ 
whether a particular item is above or below any other item in the list. The search pattern is as follows. First, inspect the middle item in the list. If this item is below the particular item sought, then one need only search the top half of the list. The middle item of the top half is inspected. If it is still below the target item, the top quarter is considered. Thus, each inspection of the list discards one half the remaining items until the target item is found. Binary search is efficient because the number of items to be inspected is, at most, the logarithm to the base 2 of the number of items in the list.
We programmed a sequential search and Leveritt and Skerman's binary search and a more efficient version of binary search (using the techniques of structured programming) in PL/1 and ran them on the IBM 370. We also programmed these algorithms in SAIL, a version of ALGOL, and ran them on the PDP-10. The time was noted before the search for an item began and after it was found. This did not include the time to initially read in and store the list of 315 items or the time to query and read the item to be searched. There was essentially no difference on the IBM 370. Variations in times were random, and we attribute them to being paged in and out of memory in a timesharing environment. Times were on the order of milliseconds. This was also true on the PDP-10. In the Table 5 where the second column contains a pointer to the position of the full generic name in Table 3 . It is wasteful and unnecessary to store the full generic names again.
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Similar logic may be used to solve a closely related, important searching problem in bacterial nomenclature, that of synonym lists. Since synonyms will not usually fall in the same alphabetical position as the currently accepted name (e.g., Enterobacter and Aerobacter), binary searching cannot be used. Pointers may be used to indicate the position of the synonym.
That is, the abbreviation for Enterobacter, ENBT, would be followed by a pointer (position 22) indicating synonomy with AEBT (Aerobacter) and vice versa.
Sequential search is not the only way to search an unordered list. Furthermore, the list of abbreviation names is not completely unordered. Each abbreviation begins with the Same letter as the corresponding genus name. Using this last fact, Table 6 is constructed. This table contains the 26 letters of the alphabet and a pointer to where in the list of genera ( Table 2 ) each letter begins. (Note, no generic names begin with "Q".) Preliminary use of Table 6 restricts the sequential TABLE 6 . Example of the alphabet and the position in Table 2 Table 2 to abbreviations that start with the same first letter. For example, given the abbreviation BGGT, to h d the full generic name, using Table 6 restricts the search of Table 2 column 2 to those abbreviations in positions 55 to 80. In the worst case, this is 59 comparisons, if the item begins with the letter "S" (average, 30 comparisons). (In computers like the PDP-10, sequential searches of lists on the order of 128 items or less actually are more efficient than any other methods due to specialized built-in hardware instructions.) It is highly unlikely that repeated searches are random. In fact, accordmg to the "80-20" rule, which has been commonly observed in commercial applications, 80% of the transactions deal with the most active 20% of a file. The same applies to this 20% resulting in 64% of the transactions dealing with the most active 4% of a file. In this case, a very efficient scheme for searching an unordered list is the self-organizing list as described in Knuth (4). In a self-organizing list, items most frequently used reside near the top of the list, whereas the least frequently used are near the bottom. There are many ways to come by this arrangement. First, a use count can be kept with each item. They can then be periodically sorted based on this count. Second, instead of using memory for counts, an item can be moved to the top of the list when it is accessed. Third, (and most efficient), the item accessed can be interchanged with the one above it, if it is not already near the beginning of the list. Thus, there are many reasonable solutions to the very common data processing problem of searching lists.
