Abstract. Entity recognition and entity relationship extraction are two very important tasks in information extraction. This paper proposes a new method for performing entity recognition and entity relationship extraction concurrently from unstructured text based on Conditional Random Fields (CRFs). This method makes use of entity features, entity relationship features and features of triples which is composed of entities and their relationship to conduct the model training. Preliminary experiment results show that this method can recognize entity and extract entity relationship effectively.
Introduction
Chinese named entity recognition is to identify a specific entity from the Chinese text. It is the basis of information extraction, machine translation, automatic question answering and other natural language processing technology. In the field of entity recognition, many research institutions have made outstanding achievement in the recognition of English entities. However, due to the restrictions of Chinese characters, Chinese named entity has been very difficult to be recognized. Therefore, it is very important to do the study of Chinese named entities recognition in order to promote the development of other technologies and applications.
Chinese entity relationship extraction is also an important task of information extraction. Entity relationship identification was first proposed in 1998 at the MUC conference, the main task is to determine the semantic relationship between the two entities.
In this paper, we consider both the entity recognition and the entity relationship extraction in the same time, and take the two tasks as a classification task. Based on the above analysis, this paper proposes a method for recognizing entity and extracting entity relationship based on CRFs [1] [2] . This method can be used to recognize the entities and relationships in the same time by using the probabilistic graph model. The remaining of this paper is organized as follows, section 2 briefly introduced the research of the entity and relationship recognition. Section 3 introduced the method and the fourth section is the experiments result and analysis.
2

Related Work
Entity recognition
There are many different methods proposed in the literature to perform entity recognition and entity relationship extraction. However, they treated these two tasks as independent ones. Wang [9] proposed a method for named entity recognition for short text based on HMM. Zhang [10] proposed a method extract opinion target and polarity on iterative two-stage CRF model, and the two CRF model reached an Fscore of 0.505 on the COAE2014 evaluation data. Li [11] proposed a method for medical named entity recognition using combining CRF and rule. The algorithm made an initial entity recognition by CRF and then applied a rule based recognition method to improve the accuracy, whose rules included the rules from decision tree and domain knowledge. The results show that the algorithm has high accuracy and recall performance at records entity recognition that is up to 91.03% and 87.26%.
Entity relationship extraction
Qin [4] proposed a method of unsupervised Chinese open entity relationship extraction by using the relationship between demonstratives description method to solve the pre-defined relationship type system. In the PER-PER relationship between the words of the experiment, the average F-measure reached 64.25%. Liu [5] proposed a named entity relationship extraction based on the positive and negative training SVM. Chen [6] proposed a method of extracting the entity relationship based on DBN [8] . DBN represents Deep Belief Network while CRF is a class of statistical modeling method. In this method, the characters of the entity, the entity type, the relative position between the entities are easy to be extracted, and the accuracy is not affected by the lexical analysis.
Concurrent Entity and Relationship Extraction (CERE)
3.1
The overall process First, we gather some unstructured texts from the Internet. Then, we tag all of the texts to build the training file. Then, we use a training tool called CRF++ to train the model. Last, we can use the trained model to identify entities and relationships.
How to tag
Different from the aforementioned methods for entity recognition and relationships extraction, our method performs these two tasks simultaneously in the extraction process. To illustrate our method clearly, we only focus the relationship between the Two entities in one sentence without considering the relationship between the entities cross the sentences. Then we can simplify the task of dealing with them. Given a sentence, the task is to recognize the entities and the relationship in it. The following are the detailed steps in this process:
Step 1: Tagging all the entities in the sentences.
Step 2: Tagging all the relationships in the sentences.
Step 3: If there are both entities and relationships which are tagged before, we can tag the triple symbol on them.
The specific tagging features are shown in the following figure, where X (the unstructured text) a random variable is over data sequences to be tagged, and Y (entity feature, relationship feature, feature of triple group) is a random variable over corresponding label sequences. Section 3.2 shows the details of tagging. 
Samples of tagging
The unstructured text must consist of multiple tokens. We define some symbols to tag the text, such as Date(Date entity), Per(person entity), Org(Orgnization entity),Founder(ORG-Affiliation relationship) and all the tags represented in IOB2 format. And the third symbol "Tri" means that entities and relationship can form a (entity, relationship, entity) triple. Then, we use these symbols(according to ACE05 [3] annotation guidelines) to tag the text sequence. The B-prefix before a tag indicates that the tag is the beginning of a chunk, and an Iprefix before a tag indicates that the tag is inside a chunk. The B-tag is used only when a tag is followed by a tag of the same type without O tokens between them. An O tag indicates that a token belongs to no chunk. A Tri-suffix after a tag indicates that the tag can form a triple composed of entities and relationship with the near tags which have a same Tri-suffix.
Experiment
Data preparation and experiment environment
We gathered more than 10000 news paragraphs in Blue Net Shipping News [7] as a training set. And all the text are tagged using the method according to Section3.2. In order to investigate the classification results in different size of training text, the text set (Corpus) is divided into different proportions, the proportion of training text is 20%, 40%, 70%, 90%, 20%, respectively.
Preliminary Result
We find that taking 80% data as training and taking 20% corpus as test corpus can get the best result. The recognition rate of the names is 90%, the recognition rate is 87%, and the recognition rate is 85%. Located in the relationship recognition rate is 96%, the employment relationship identification rate is 93%, close to the relationship recognition rate is 80%.
Conclusion
These results show that CERE can effectively extract entities and their relationships from unstructured text. We can make full use of CERE to perform information extraction. And this method can be used in any information extraction system based on CRFs. However, this method still can be improved in many ways, such as the
