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Abstract—Time-of-flight range imaging cameras measure
distance to objects in their field of view, but are prone to
error when objects move. At least three raw frames are re-
quired to obtain one range image, and the standard method
is to read out raw frames into separate sets and process to
find one range image per set. Motion during the acquisition
of a set causes error in the corresponding range image. In
this work the problem of motion is addressed by regarding
the raw data from each pixel as a noisy time series, and using
the Kalman filter to efficiently perform time-series analysis.
The proposed method adapts to the effects of transverse
motion, measuring a sharp range image at each raw frame.
The error in the proposed method is less than the tradi-
tional approach in 80% of tests, with no detected increase
in the STD due to noise. In qualitative experimental results
the visible blur is reduced.
Index Terms—Time-of-flight range imaging, optical dis-
tance measurement, transverse motion, error correction,
Kalman filter.
I. Introduction
Time-of-flight (ToF) range image cameras measure dis-
tance from a monocular vantage point, and are are gaining
popularity as a depth imaging solution in numerous appli-
cations [1], [2], [3]. ToF cameras capture three or more raw
frames over time, and compute the distance measurement
from all the raw frames. Since the frames are captured over
time, objects in the scene are assumed to be still. This is
called the static scene assumption. If objects move then
the static scene assumption is violated causing error in the
distance measurements. A key form of motion that causes
large errors is transverse motion, i.e. motion orthogonal to
the radial axis in spherical coordinates. Transverse motion
becomes especially important when the edge of an object
passes through the field of view of a pixel, changing both
the camera-object distance and the brightness of the re-
flected light. This work is concerned with circumventing
the static scene assumption for transverse motion by seek-
ing a measurement of the range measurement at each raw
frame.
Existing work on ToF imaging in the presence of trans-
verse motion broadly falls into two approaches: estimation
and correction of motion; and reduction of the number of
raw frames and total integration time. Early work uses
optical flow to estimate transverse motion and warp the
raw frames to correct the motion error [4]. In later work,
optical flow is combined with coded exposure to also re-
duce blur artifacts within each raw frame [5]. Optical flow
is computationally expensive, and fast implementation re-
quires parallel hardware that could otherwise be used for
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other tasks. The motion correction process is fast if the
motion is restricted to one direction that is known ahead
of time [3].
Computing the distance from fewer raw frames gives less
opportunity for motion to cause error. When an object
edge moves with transverse motion past a pixel’s field of
view then some of the raw frames are of a foreground object
and the rest of a background object. The data in the raw
frames will be consistent for each object, and not between
the two objects. The raw frames are examined at each
pixel for inconsistencies in the data caused by transverse
motion [6], [7], and the range measurement is calculated
from the remaining, consistent, data. The reduction of
used frames is more efficient than using optical flow, albeit
at the cost of using fewer photons to produce the distance
measurement.
The number of raw frames and the integration time can
be reduced simultaneously. Leveraging the capabilities for
fine pixel control of the PMD sensor (PMD Technologies,
Siegen, Germany), single shot one-phase ToF imaging is
performed [2]. Normal camera operation takes two simul-
taneous raw measurements on each pixel and subtracts one
from the other [2], [8]. This subtraction greatly reduces the
background light signal. Instead of subtracting, the one-
phase method reads out each simultaneous pair for pro-
cessing. It also assumes that ambient light is adequately
mitigated by placing the camera in an optically black box.
When an object moves towards or away from the camera
a pixel might view the same segment of the scene during
the capture of the raw frames. This is radial motion, which
up to changes around the edge of the object, causes error in
the form of a Doppler shift [9]. Early modeling led to a re-
duction of that error by appropriate processing [4], and by
modification of the raw frame acquisition process [10]. In
more recent work radial motion is measured, e.g using het-
erodyne modulation [11], continuous wave homodyne [9],
and analysis of the raw data using principles from quadra-
ture modulation and stochastic calculus [12].
The Kalman filter is a statistical analysis method for
noisy time series data [13], [14]. The Kalman filter is a
closed form solution to linear stochastic filtering, stochastic
filtering being the general problem of inferring underlying
information from stochastic processes [15]. An attractive
feature of the Kalman filter is its adaptive nature, stem-
ming from its basis in a statistical model of the change of
the underlying information to be inferred. Large change in-
creases the weight the Kalman filter puts on physical mea-
surements, updating the model accordingly. Conversely,
if the effect of random noise is larger than effects arising
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from underlying change, then the filter places more weight
on the model than the data. The Kalman filter has been
applied to object tracking on the raw frames of ToF cam-
era [16], but not to the more fundamental problem of range
measurement itself.
A more general solution to stochastic filtering is particle
filtering [17], a Monte Carlo method involving the compu-
tationally intensive statistical simulation of distributions
defined by the time series model. Recent particle filter
based methods: incorporate finite impulse response filter-
ing [18], [19]; and provide a closed form solution to the sta-
tistical problem, shifting much of the computational work
to an iterative solver [20].
In this work the data from ToF cameras is treated as a
noisy time series. The ToF model is transformed into an
exact linearized form to ease the theoretical development.
Statistical processing in the form of the Kalman filter is
investigated to tackle the transverse motion problem be-
tween raw frames, as they emerge from the camera, with
focus on the error due to transverse motion. Emphasis is
placed on the need for an efficient solution, hence the choice
of the Kalman filter. The novelty of this work is in the ap-
plication of noisy time-series analysis directly to raw ToF
data to address transverse motion, measuring distance at
each raw frame without modification of the data capture
procedure or special scene preparation. Radial motion is
not addressed explicitly in this work, however, the method-
ology is developed with radial motion in mind for later in-
corporation. In Sec. II the operational theory behind ToF
range imaging is briefly reviewed, and then extended to
address transverse motion. In Sec. III the experimental
methods are described, and in Sec. IV we give results and
discuss the findings.
II. Theory
Amplitude modulated continuous wave (AMCW) ToF
imaging fits into the same theoretical context as other
ranging techniques like interferometry [21], and radar [9].
Each of these techniques share a common principle in that
electromagnetic radiation is modulated to encode the dis-
tance in the angle of the modulation waveform, either as
the phase shift of a continuous wave or pulse, or the con-
tinuous wave frequency. The radiation return is processed
and sampled, and the distance measurement extracted by
computational means.
To measure distance, an AMCW ToF camera modulates
the amplitude of a LED or laser diode using a periodic sig-
nal of frequency f , typically from 10 MHz up to 150 MHz.
The light return is modeled by [1]
r(t) = a sin(2πft+ φ) + b, (1)
where a and b are respectively the amplitude and DC com-





is the phase shift induced by the travel, c is the speed of
light in air. Therefore, given an estimate of the phase shift
φ due to the ToF of the light, it is straightforward to find
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which is in homodyne with the light source and with phase
offset by θ. The sensor shuttering mixes the return with











which is simplified to
I(θ) = α cos(φ+ θ) + β, (5)
where α = Ta/4 and β = Tb/2. Eqn. 5 is called the cor-
relation wavefunction, and is the fundamental equation in
ToF range imaging.
The classical procedure to measure φ is to step θ evenly
over [0,2π) to N distinct values called phase steps, or phase
shifts, and at each phase step measure
In = α cos(φ+ θn) + β. (6)
The images of In values are called raw frames. The Dis-
crete Fourier Transform (DFT) of the In over n is taken
and φ found from the phase of the first Fourier bin.
In the remainder of the present section, the ToF theory
is progressively developed to increase adaptability to dy-
namic scenes. A running ToF range imaging method is de-
veloped that partially extends the classical approach, just
presented, to measure distance over time. Then, statisti-
cal principles are invoked and the Kalman filter adapted
to the problem of measuring distance by ToF imaging of
dynamic scenes.
A. Running ToF Range Imaging
A practical and flexible alternative to the DFT for esti-
mation is to apply trigonometric expansion to Eqn. 6 and
factor into the matrix product as follows [22]












αn cos(φn) αn sin(φn) βn
]T
, and ·T is the matrix
transpose. The expansion and factorization in Eqn. 7
linearizes the classical ToF model whilst maintaining
exact equivalence.
Taking measurements for any three or more consecutive
values of θn, n ∈ {j, . . . j+ J}, J ≥ 3, and assuming that
Xn remains constant during the measurements over those
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Upon solving Eqn. 8 for Xj , finding α and φ is straightfor-
ward. Therefore, by stepping j, consecutive dynamic mea-
surements of Xj are estimated up to the averaging over
each set of three raw frames. This averaging caused by
inverting Eqn. 8 provides a mathematical description of
interframe motion blur in ToF range imaging.
B. Kalman Filter ToF Range Imaging
Returning to Eqn. 7, the In represent the flow of in-
formation built up by consecutive raw measurements. If
we make the assumption of a static scene then the best
estimate of x at the next measurement is Xn+1 =Xn. In-
cluding noise, we therefore have the discrete stochastic pro-
cesses
Xn+1 =Xn + εn,
In+1 =Hn+1Xn+1 + γn,
(9)
where εn and γn are samples from some distribution, which
we approximate as Gaussian, with mean zero and variance
specified below. Eqn. 9 is recognizably the model for the
discrete linear Kalman filter [13], [14].
The Kalman filter applied to ToF camera data tests the
static scene assumption by taking the difference between
the predicted value of In+1 and the measured value from
the camera. Let Qn be the covariance matrix of εn, and
rn be the variance of γn. The Kalman filter specialized to
the discrete stochastic process described in Eqn. 9 follows
the following steps. Given a new measurement In+1 with






Hn+1 (Pn +Qn)HTn+1 + rn+1
, (10)
from which the updated a posteriori state estimate is given
by
Xn+1 = Xn +Kn+1 (In+1 −Hn+1Xn) , (11)
and the a posteriori estimate of covariance is
Pn+1 = (Id −Kn+1Hn+1)Pn, (12)
where Id is the 3× 3 identity matrix.
Despite the adaptive nature of the Kalman filter, it is not
guaranteed that the model of Xn will readily adapt to dis-
continuities due to the edge of an object from just one new
measurement. From Eqn. 9, at each pixel we make a one
dimensional observation, In+1, of a process that that has
three unknown variables in Xn+1, so from elementary lin-
ear algebra at least three raw measurements are required
to measure range. The statistical nature of the Kalman
filter gives rise to a naturally Bayesian viewpoint, upon
which we can enforce constraints on the Kalman filter to
reduce the number of raw frames required to measure dis-
tance. Specifically, one reasons a priori about Qn and rn
by approximating Qn = Q and rn = r (i.e. set them in-
dependent of n), and in choosing Q and r, enforce the
constraints based on existing knowledge of the camera op-
eration. The first constraint is the approximation of inde-
pendence, namely that Q is a diagonal matrix. The second
constraint comes from the fact that, in hardware, the pix-
els are designed to perform differential measurement of the
integration intensity, see e.g. [2], [8]. This differential op-
eration minimizes β, but does not necessarily eliminate it
altogether. Accordingly we set the corresponding entry in
Q to a small, but nonzero, value. The impact of assuming
small variation in β is a soft constraint that permits only
small changes of βn with n. Consequently, when α and
φ undergo large change, but β does not, then the number
of new measurements necessary to adapt to this change
reduces from three to two.
Finally we need a method to address the lag, now only
two frames, in measuring distance as an object moves
transversely past a pixel on the camera sensor. If a flat, or
near flat, object passes over a pixel’s field of view for the
raw frames, then an accurate measurement of distance is
found. When the object leaves that pixel’s field of view,
an adequate number of new raw frames (at least two) are
required before the distance measurement is no longer in
error. Recall that the data arrives from the camera in sets
of N raw frames for processing. To solve this error, we
first run the Kalman filter as above over the n ∈ 1, . . . ,N
raw frames. Then we reapply the Kalman filter in reverse
order starting from frame N and ending at frame 1. For
each direction, the prediction error, e, of the Kalman filter
is computed, where
en+1 = |In+1 −Hn+1 (Xn +Kn+1 (In+1 −Hn+1Xn))| .
(13)
The distance measurement with the smaller prediction er-
ror is chosen for the final range image output. The overall
procedure is termed bidirectional Kalman filter (BKF) [23],
[24]. BKF is performed in a running manner. Estimating
Xn at each phase step in each direction both require ini-
tialization of Xn. These initializations are obtained from
the forward pass on the previous set, and the reverse pass
on the next set.
The prediction errors are computed at each phase step
and at each pixel, for both forward and reverse passes, pro-
ducing images of error. A two-dimensional Gaussian image
filter [25] of the prediction error images is performed before
the final range image output construction to reduce spuri-
ous errors due to random noise and emphasize prediction
error at the edge of moving objects.
III. Materials and Methods
We test the range measurement with Kalman filter-
ing using a proprietary prototype ToF camera operating
at 70 MHz modulation frequency. Data processing is
performed using custom software written in Julia v0.5.1
and executed on a 2014 Macbook Pro running Ubuntu
16.04 LTS. Three-phase-step operation is used, i.e. θ ∈
{0,2π/3,2π2/3}, and three raw frame sets are taken in
quick succession totaling nine raw frames. The first three-
phase-step set is used to prime the processing pipeline for
the forward pass of the Kalman filter, and the last set for
the reverse pass. The middle set is tested for range image
measurement quality. In all experiments the raw frame
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data are scaled to the range [0–1] and the parameters are
initialized to
P0 = Id, Q =
0.5 0 00 0.5 0
0 0 0.01
 , r = 0.1. (14)
In a qualitative experiment a hand and a board are
waved vigorously in front of the camera in a transverse
manner approximately .6 m from the camera for the hand,
and 1 m from the camera for the board. The range mea-
surement is performed by running ToF and the BKF pro-
cedure described above, and the range images examined
for visual quality features in the range images.
Two quantitative experiments are performed. The first
quantitative experiment described here tests the quality of
the range measurement when there is a sharp change in
distance during the data collection period. A white board
is affixed to a Macron 6 translation stage (Macron Dynam-
ics, Croydon, PA, USA) and moved from 1 m to 3.2 m in
1 cm steps. A single pixel is chosen in the center of the
board. In software, sets are randomly chosen from two dif-
ferent board position, and the the raw frames are loaded
for both. Artificial sets are constructed where the board is
virtually moved between the first and second raw frame of
the middle set. Reference phase measurements are found
from all nine raw frames of both positions of each pair,
against which BKF and running ToF distance measure-
ments are compared. This process is repeated 10000 times
and the mean absolute error (MAE) obtained. A one sided
Z-test of the proportion of instances that the BKF MAE is
less than the running ToF MAE is performed. The null hy-
pothesis is the proportion is 50%, i.e. there is no difference
in error, and the alternative hypothesis is that the BKF
has smaller MAE than running ToF in more than 50% of
examples.
The first quantitative experiment is repeated using other
Kalman filter variants. Each filter is selected for its desir-
able properties, which we list. The Kalman-Lévy filter [26]
is the extension of the Kalman filter to Lévy processes, ex-
plicitly accounting for heavy-tail distributed noise. The
Kalman-Lévy filter is tested in the bidirectional approach
proposed above, which we call the bidirectional Kalman-
Lévy filter (BKLF). The BKLF has an additional param-
eter µ, where µ = 2 corresponds to Gaussian noise (the
Kalman filter) and µ = 1 a Cauchy distribution [26]. The
Rauch-Tung-Striebel (RTS) [27] filter is a two pass filter
that optimizes the (Gaussian) statistical model on the sec-
ond, backwards, pass. The noncausal filter [28] has two
useful properties: it anticipates the process one step ahead;
and it makes no assumptions about the distribution of the
noise. The noncausal filter is tested in one pass mode and
the bidirectional approach herein. Finally, the deadbeat
dissapative filter is tested [20].
In the second quantitative experiment we test the ran-
dom noise level of the Kalman filter applied to the ToF
data and compare to traditional three-phase-step range
imaging on a static scene, and test the assumption of nor-
mality made by the Kalman filter. The white board on the
(a) (b) (c)
(d) (e) (f)
Fig. 1. Range images for the board sequence at the first raw frame
(1(a)–1(c)) and third raw frame (1(d)–1(f)). The board is traversing
near diagonally downwards and slightly towards the right. The range
image estimates for both the forward pass (1(a) and 1(d)) and the
reverse pass (1(b) and 1(e)) of the Kalman filter are shown. The
combined BKF output is on the right (1(c) and 1(f)).
translation state is positioned at 2.5 m from the camera.
The white board is aligned with the camera such that the
center of the board is in the center of the camera’s field of
view. One hundred sets of raw frames are acquired, and
an 11× 11 pixel region of interest (RoI) of the center of
the board segmented for analysis. The range images are
recovered from the raw frames by both Kalman filtering
and traditional range imaging. The standard deviation is
found at each pixel over the one hundred range images,
and the mean and standard deviation of the standard de-
viations found over the RoI. The normality of each of the
raw In and estimated Xn are tested using the Jarque-Bera
test [29]. For each of the In and Xn, 2000 samples are
randomly selected from the RoI over the one hundred sets
and tested.
IV. Results and Discussion
In Figs. 1 and 2 the BKF progress and final range mea-
surement images are displayed for the first and third phase
steps. The multi-frame error around the leading and trail-
ing edges of the board are apparent in the forward and
reverse passes of the Kalman filter. This multi-frame er-
ror is mitigated by the BKF which takes into account the
prediction error of the Kalman filter. Some edge effects
remain due to intra-frame blur. The final reconstruction
shows clear obscuration and revelation of the background
objects, and sharp edges about the moving foreground ob-
ject. Most notably, the trailing edge of the board reveals
the top left corner of the background object.
In Fig. 3 we display, side-by-side, the output of running
ToF and BKF at the second phase step. Notable features
include, again, the motion blur of the leading and training
edges of the board, and the in this frame, the small segment
of background board between the top of the thumb and the
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(a) (b) (c)
(d) (e) (f)
Fig. 2. Range images for the hand sequence at the first raw frame
(2(a)–2(c)) and third raw frame (2(d)–2(f)). The hand is traversing
downwards. The range image estimates for both the forward pass
(2(a) and 2(d)) and the reverse pass (2(b) and 2(e)) of the Kalman




Fig. 3. Side by side comparison of running ToF range imaging (3(a)
and 3(c)) with BKF (3(b) and 3(d)). All examples are the range
image at the second raw frame. The edges of the BKF output are
sharper than running ToF in both examples. Some edge effects are
still apparent in the BKF results due to intra-frame blur.
TABLE I
Comparison of methods. The MAE is in units of radians.
BKF is the proposed method above, BKLF is the
bidirectional Kalman-Lévy filter, RTS is the two pass
smoother, and Noncaus. and B. Noncaus. are the noncausal
and bidirectional noncausal noise-distribution-agnostic
filtering method.
Data % (Z, p) MAE mean(STD)
BKF 80 (190,< 0.0001) 0.36(0.61)
BKLF 82 (209,< 0.0001) 0.33(0.57)
RTS 80 (190,< 0.0001) 0.71(0.70)
Noncaus. 41 NA 0.77(0.71)
B. Noncaus. 60 (63,< 0.0001) 0.66(0.79)
Trad NA NA 0.75(0.64)
side of the first finger visible in BKF.
The first quantitative experiment tests the range mea-
surement by BKF and running ToF. The mean(STD) of
the MAEs was 0.75(0.64) radians for running three-phase-
step ToF and 0.36(0.61) radians for BKF. The MAE by
BKF was less than three-phase-step ToF in 80% of the
10000 tests, which is significant (Z = 190, p < 0.0001).
Therefore, while BKF is detectably superior to running
ToF imaging, the difference is not beyond the influence of
random artifacts. Regardless, this result strengthens the
qualitative result that error due to sharp scene changes is
mitigated.
In Table I we give the comparison of methods for the first
quantitative experiment. The optimal value for µ is found
by inspection to be 1.9, representing noise that is close to
Gaussian but with a slight heavy tail. BKLF narrowly
outperforms BKF, but with the added computational cost
of two eigen-decompositions at each time point. The RTS
filter outperforms traditional three phase step ToF as of-
ten as BKF, but the MAE of RTS filtering is nearly twice
as large as BKF. We deduce that RTS performance is in-
creased by its second pass, but does not address the key
issue of this work, namely step change motion error. Non-
causal filtering performs worse than traditional ToF, hence
the significance test is not reported, but is improved by the
bidirectional approach. The deadbeat dissipative filter on
three phase step ToF gave the same result as traditional
ToF, so is not listed in Table I.
The second quantitative experiment probes the relative
influence of noise on three-phase-step classical range mea-
surement and BKF by examining the STD over an 11×11
RoI of a static scene. The Mean(STD) of the STD for
three-phase-step ToF is 0.019(0.001) radians and for BKF
is 0.019(0.001) rad. Therefore, no difference between the
two methods in random noise behavior is found. The STD
of the STD is low in both cases, indicating homoscedastic-
ity over the 11× 11 pixel RoI.
The second quantitative experiment also tests the nor-
mality of the raw frames and the estimated Xn by BKF.
The Jarque-Bera test is used, examining the deviation of
skew and kurtosis from that of a normal distribution. The
tests were performed with significance level 0.01, reject-
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TABLE II
Significance tests of normality of the raw data and three
entries of the estimated Xn at the ninth phase step of a
static scene. JB is the test statistic, where high values
indicate non-normality of the data.
Data Decision P JB
Raw Step 1 0 0.23 2.85
Raw Step 2 0 0.21 3.03
Raw Step 3 0 0.26 2.65
Raw Step 4 0 0.50 0.90
Raw Step 5 0 0.07 5.10
Raw Step 6 1 <0.01 9.82
Raw Step 7 0 0.09 4.69
Raw Step 8 0 0.06 5.43
Raw Step 9 1 0.03 6.86
Output 1 0 0.05 0.13
Output 2 0 0.05 0.94
Output 3 1 <0.01 17.1
ing the null hypothesis when JB > 9.70. The results are
summarized in Table II. Raw step 6 was detected as not
normal, primarily due to discretization caused by the cam-
era’s digitization of data affecting the kurtosis. However,
the associated JB value is close to the threshold, so the
deviation from normality is moderate. We cannot reject
the null hypothesis for the first and second terms of Xn,
but the third term was detected as not normal with a high
JB due to heavy tails. The detection of heavy tails agrees
with the BKLF outperforming BKF. The exact cause of
the heavy tails is currently unknown, and most pertinently
future work will determine if the heavy tails are a funda-
mental feature common to all such ToF imaging cameras
warranting the use of appropriately specialized time-series
analysis techniques.
V. Conclusion
We have applied the Kalman filter to ToF imaging to
measure distance, despite the presence of transverse mo-
tion, and at each phase step of the ToF data capture pro-
cess. The Kalman filter was performed both forwards and
backwards, termed the bidirectional Kalman filter (BKF).
Each direction returns an estimate of distance. Recom-
puting the camera measurement from each BKF output,
the measurement that best matched raw camera data was
chosen at the correct one. Qualitative experiments demon-
strated that the BKF output reduced visible error. In a
quantitative experiment BKF had less error than classical
ToF distance measurement in 80% of tests.
The main advantage of the proposed BKF method is
measurement of distance at each raw frame, albeit at a
slight increase in computational load due to the need to
visit each pixel twice. All available information is treated
as important and incorporated into the measurement.
Moreover, the nature of statistical approaches makes BKF
extensible. In future work we will subsume radial motion
measurement into this transverse model, and measure the
transverse motion itself.
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