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1. Introduction
A real square matrix M is said to be a P-matrix if all principal minors of M are positive. It is well
known that a P-matrixM is characterized by the condition that the standard linear complementarity
problemLCP(M, q)has a unique solution for all q ∈ Rn [3]. Gowda and Song [5] extended the concept of
the P-matrix to a linear transformation deﬁned on Sn (the space of all n × n real symmetric matrices),
and it was further extended to Euclidean Jordan algebras by Gowda et al. [10].
A real square matrix M is said to be a strictly semimonotone matrix (SSM-matrix) if [x 0 and x ∗
Mx 0] ⇒ x = 0,where∗ denotes the componentwise product of vectors. This is equivalent to saying
∗ Corresponding author.
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that LCP(M, q) has a unique solution for all q ∈ Rn+ [3]. If all off-diagonal entries of a matrix are non-
positive, then SSM-matrix is equivalent to P-matrix [2].
The concept of SSM-matrix was extended to a linear transformation L on Sn, called SSM-property
[5], by means of the following condition
[X ∈ Sn+, XL(X) = L(X)X and XL(X) 0] ⇒ X = 0,
where Z  0, means that Z is symmetric and negative semideﬁnite, and Sn+ is the set of all positive
semideﬁnite matrices in Sn. Tao [13] further generalized this concept to Euclidean Jordan algebras. It
has been shown that the SSM-property of L on Sn need not imply the uniqueness of the solution of the
semideﬁnite linear complementarity problems SDLCP(L, Q) on Sn+ [5,13].
It is easy to show that a SSM-matrixM is equivalent to the condition [x 0 and x ∗ Mx ∗ x 0] ⇒
x = 0.Motivated by this equivalence, Chandrashekaran et al. [2] introduced the P′2-property of a linear
transformation L on Sn as follows:
[X  0 and XL(X)X  0] ⇒ X = 0,
where X  0, means that X is symmetric and positive semideﬁnite. They showed that if L has the
P′2-property, then L has the SSM-property, and for all Q ∈ Sn+, SDLCP(L, Q) has a unique solution.
For a real n × nmatrix A, consider the Lyapunov transformation LA, the Stein transformation SA and
the Multiplicative transformationMA deﬁned on S
n respectively by
LA(X) = AX + XAT , SA(X) = X − AXAT and MA(X) = AXAT .
These transformations are widely studied and are closely related to dynamical systems [5,7]. It was
shown in [2] that LA has the P
′
2-property if and only if LA is strongly monotone,MA has the P
′
2-property
if and only if MA has the R0-property, and when A is normal, SA has the P
′
2-property if and only
if SA is strongly monotone. It is natural to ask whether the P
′
2-property in S
n can be introduced in
Euclidean Jordan algebras and whether the above results can be generalized. In this paper, we answer
this positively by introducing the Jordan quadratic SSM-property in Euclidean Jordan algebras.
The organization of the paper is as follows. Section 2 gives a brief introduction to Euclidean Jordan
algebras and linear complementarity problems. In Section 3, we introduce Jordan quadratic SSM-
property of linear transformation on Euclidean Jordan algebras and study some interconnections
between the Jordan quadratic SSM-property, SSM-property and GUS-property on the symmetric cone
K . In section 4, we show that strict copositivity on K implies Jordan quadratic SSM-property and
establish the equivalence between the Jordan quadratic SSM-property and strictly copositive on K for
normal Z-transformations, Lyapunov-like transformations and cone invariant transformations. Also,
we show that if L has the Lipschitzian property then it has the Jordan quadratic SSM-property provided
L is copositive on K . Section 5 deals with the Relaxation transformation and automorphism invariance
of the Jordan quadratic SSM-property.
2. Preliminaries
2.1. Euclidean Jordan algebras
In this section, we recall some basic concepts of Euclidean Jordan algebras. For more details, we
refer to [4,10,15].
AEuclidean Jordanalgebra is a triple (V, ◦, 〈·, ·〉),where (V, 〈·, ·〉) is aﬁnitedimensional innerproduct
spaceoverRand (x, y) 	→ x ◦ y : V × V → V is abilinearmapping satisfying the followingconditions:
(a) x ◦ y = y ◦ x for all x, y ∈ V ,
(b) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ V , where x2 := x ◦ x, and
(c) 〈x ◦ y, z〉 = 〈y, x ◦ z〉 for all x, y, z ∈ V .
In addition, we assume that there is an element e ∈ V such that x ◦ e = x for all x ∈ V . The element
e is called the unit element in V . A Euclidean Jordan algebra is said to be simple if it is not a direct sum
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of two Euclidean Jordan algebras. Henceforth, we denote a Euclidean Jordan algebra with the unit
element by V . In V , the set of squares
K = {x ◦ x : x ∈ V}
is a symmetric cone [4]. This means that K is a self-dual closed convex cone and for any two elements
x, y ∈ int(K), there exists an invertible linear transformation Γ : V → V such that Γ (K) = K and
Γ (x) = y.
For anelement z ∈ V ,wewrite z  0 if andonly if z ∈ K, and z  0when−z  0. For x ∈ V ,wedeﬁne
m(x) := min {k > 0 : {e, x, . . . , xk} is linearly dependent} and rank of V by r = max{m(x) : x ∈ V}.
An element c ∈ V is an idempotent if c2 = c; it is primitive idempotent if it is nonzero and cannot be
written as a sum of two nonzero idempotents. We say that a ﬁnite set {e1, e2, . . . , em} of primitive
idempotents in V is a Jordan frame if
ei ◦ ej = 0 if i /= j, and
m∑
i=1
ei = e.
Theorem 2.1 (The spectral decomposition theorem [4]). Let V be a Euclidean Jordan algebra with rank r.
Then for every x ∈ V, there exists a Jordan frame {e1, e2, . . . , er} and real numbers λ1, λ2, . . . , λr such that
x = λ1e1 + λ2e2 + · · · + λrer .
The numbers λi (with their multiplicities) are uniquely determined by x and are called the eigenvalues of x.
The expression λ1e1 + λ2e2 + · · · + λrer is the spectral decomposition of x. It is easy to show that
x 0 if and only if every eigenvalue of x is nonnegative. We say that an element x is invertible, if every
eigenvalue of x is nonzero.
Let x ∈ V . We deﬁne the corresponding Lyapunov transformation Lx : V → V by Lx(z) = x ◦ z. We
say that elements x and y operator commute if LxLy = LyLx. It is known that x and y operator commute
if and only if x and y have their spectral decompositions with respect to a common Jordan frame [4].
Peirce decomposition: Fix a Jordan frame {e1, e2, . . . , er} in a Euclidean Jordan algebra V . For i, j ∈{1, 2, . . . , r}, deﬁne the eigenspaces
Vii := {x ∈ V : x ◦ ei = x} = Rei
and when i /= j,
Vij :=
{
x ∈ V : x ◦ ei = 1
2
x = x ◦ ej
}
.
Then, we have the following theorem.
Theorem 2.2 ([4]). The space V is the orthogonal direct sum of the spaces Vij(i j). Furthermore,
Vij ◦ Vij ⊂ Vii + Vjj,
Vij ◦ Vjk ⊂ Vik if i /= k,
Vij ◦ Vkl = {0} if {i, j} ∩ {k, l} = ∅.
Thus, given any Jordan frame {e1, e2, . . . , er}, we can write any element x ∈ V as
x =
r∑
i=1
xiei +
∑
i<j
xij ,
where xi ∈ R and xij ∈ Vij.
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Principal subtransformations. Given a Jordan frame {e1, e2, . . . , er} in V, we deﬁne
V (l) := V(e1 + e2 + · · · + el, 1) := {x ∈ V : x ◦ (e1 + e2 + · · · + el) = x}
for 1 l r. It is known that V (l) is a subalgebra of V with rank l [4]. Let P(l) denote the orthogonal
projection from V onto V (l). For a linear transformation L : V → V , let
L{e1 ,e2 ,...,el} := P(l)L : V (l) → V (l).
We call L{e1 ,e2 ,...,el} a principal subtransformation of L. The following result gives the representation
for V (l).
Theorem 2.3 ([10]). Let {e1, e2, . . . , el} be a subset of a Jordan frame {e1, e2, . . . , er}. Then we have
(i) V (l) = Re1 + Re2 + · · · + Rel +∑i<j l Vij.
(ii) For any x ∈ V, if x = ∑ri=1 xiei +∑i<j xij , then P(l)(x) = ∑li=1 xiei +∑i<j l xij .
Automorphisms: A linear transformation Λ : V → V is said to be an algebra automorphism if Λ is
invertible and Λ(x ◦ y) = Λ(x) ◦ Λ(y) for all x, y ∈ V . The set of all algebra automorphisms of V is
denoted by Aut(V).
A linear transformationΓ : V → V is said to be a cone automorphism ifΓ is invertible andΓ (K) =
K . We denote the set of all cone automorphisms by Aut(K). Clearly Aut(V) ⊆ Aut(K). If Γ ∈Aut(K),
then Γ −1 and Γ T ∈ Aut(K) [8].
Quadratic representation:Given any element a in V , the quadratic representation of a is the linearmap
Pa : V → V deﬁned by
Pa(x) = 2a ◦ (a ◦ x) − a2 ◦ x.
2.2. Linear complementarity concepts
Given a linear transformation L : V → V and q ∈ V , the linear complementarity problem, LCP(L, q),
is to ﬁnd an x ∈ V such that
x ∈ K, y := L(x) + q ∈ K and 〈x, y〉 = 0.
If such an x exists, we call x a solution of LCP(L, q). We denote the set of all solutions of LCP(L, q) by
SOL(L, q).
If V = Rn with the usual inner product and the Jordan product x ◦ y := x ∗ y, then K = Rn+ and
LCP(L, q) becomes the standard LCP [3], and if V = Sn with the trace inner product and Jordan product
X ◦ Y := 1
2
(XY + YX), then K = Sn+ and LCP(L, q) reduces to the semideﬁnite linear complementarity
problems (SDLCP) [5].
Given a linear transformation L : V → V , we say that L is/has
(a) strongly monotone if 〈L(x), x〉 > 0 for all 0 /= x ∈ V ;
(b) copositive on K (strictly copositive on K) if 〈L(x), x〉 0 (respectively, > 0) for all 0 /= x ∈ K;
(c) theGUS (globally uniquely solvable)-property on K if LCP(L, q) has a unique solution for all q ∈ K;
(d) the P-property if
[x and L(x) operator commute and x ◦ L(x) 0] ⇒ x = 0;
(e) the Q-property if LCP(L, q) has a solution for all q ∈ V ;
(f) the R0 property if zero is the only solution of LCP(L, 0);
(g) the S-property if there exists a d ∈ int(K) such that L(d) ∈ int(K);
(h) the strict semimonotonicity property (SSM or E-property) if
[x 0, x and L(x) operator commute and x ◦ L(x) 0] ⇒ x = 0;
394 I. Jeyaraman, V. Vetrivel / Linear Algebra and its Applications 433 (2010) 390–400
(i) the Lipschitzian property if there exists a constant C > 0 such that
SOL(L, q) ⊆ SOL(L, q′) + C‖q − q′‖B
for all q, q′ ∈ V satisfying SOL(L, q) /= ∅ and SOL(L, q′) /= ∅. Here B is the closed unit ball in V .
(j) the Z-property if
x, y ∈ K and 〈x, y〉 = 0 ⇒ 〈L(x), y〉 0;
(k) a Lyapunov-like transformation if
x, y ∈ K and 〈x, y〉 = 0 ⇒ 〈L(x), y〉 = 0.
We recall some known results that are required for this paper.
Theorem 2.4 ([12]). Suppose that L : V → V is a linear transformation such that for some q ∈ int(K),
zero is the only solution of the problems LCP(L, 0) and LCP(L, q). Then L has the Q-property.
Theorem 2.5 ([10]). For x, y ∈ V, the following conditions are equivalent:
(i) x 0, y 0, and 〈x, y〉 = 0.
(ii) x 0, y 0, and x ◦ y = 0.
In each case, elements x and y operator commute.
Theorem 2.6 ([4]). Let a ∈ V . Then the following statements hold:
(i) Pa is a self-adjoint linear transformation on V .
(ii) a is invertible if and only if Pa is invertible.
(iii) If a is invertible, then Pa(K) = K. Hence Pa(K) ⊆ K for all a ∈ V .
(iv) If a = ∑ri=1 aiei and x = ∑i j xij , then Pa(x) = ∑i j aiajxij.
3. The Jordan quadratic SSM-property
The SSM-property of L in the standard LCP or semideﬁnte LCP can be equivalently formulated as
either “linear” SSM
[x 0, y = L(x), xy = yx and Lx(y) 0] ⇒ x = 0,
or the “quadratic" SSM,
[x 0, xL(x) = L(x)x and Px(L(x)) 0] ⇒ x = 0.
The P′2-property in the SDLCP literature was introduced in [2] as a restricted form of the P2-property
[5]. We recall that a linear transformation L : Sn → Sn has the P′2-property if [x 0 and Px(L(x)) =
xL(x)x 0] ⇒ x = 0. We see that P′2-property is the non-commutative version of the quadratic SSM-
property. Henceforth, we refer to the P′2-property as the Jordan quad(ratic) SSM-property which is
analogous to the Jordan P-property, the non-commutative version of the P-property introduced in
[10]. Now we extend the Jordan quad SSM-property to a general Euclidean Jordan algebra.
Deﬁnition 3.1. Given a linear transformation L : V → V , we say that L has the Jordan quad SSM-
property if [x 0 and Px(L(x)) 0] ⇒ x = 0.
We now show that Jordan quad SSM-property implies SSM-property and Q-property.
Theorem 3.1. For a linear transformation L : V → V, consider the following statements:
(i) L has the Jordan quad SSM-property.
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(ii) L has the SSM-property.
(iii) L has the Q-property.
Then (i) ⇒ (ii) ⇒ (iii).
Proof. (i) ⇒ (ii): Let 0 x and L(x) operator commute, and x ◦ L(x) 0. Then there exists a Jordan
frame {e1, e2, . . . , er} such that x = ∑ λiei and L(x) = ∑βiei. Since x ◦ L(x) 0,we have∑ λiβiei  0.
It follows thatλiβi  0 for all i. Since x 0,λ2i βi  0 for all i. Now,Px(L(x)) =
∑
λ2i βiei  0.By the Jordan
quad SSM-property, we have x = 0.
(ii) ⇒ (iii): This follows from Corollary 2.1 of [13]. However, for completeness we give a proof.
Assume that L has the SSM-property. Clearly, zero is a solution of LCP(L, 0) and LCP(L, e), where e is the
unit element of V . Let x be a solution of LCP(L, te), where t  0 in R. Then x 0, y = L(x) + te 0 and
x ◦ y = 0. By Theorem 2.5, x and y operator commute. It follows that x and L(x) operator commute,
and x ◦ L(x) = −tx 0. By the SSM-property, we have x = 0. Thus, SOL(L, 0) = SOL(L, e) = {0}. So,
by Theorem 2.4, L has the Q-property. 
In the standard LCP problems, SSM-property (SSM-matrix) is equivalent to Jordan quad SSM-
property. In general, they are not equivalent (see Example 2.1 of [2]). In the SDLCP setting, Chan-
drashekaran et al. [2] proved that Jordan quad SSM-property reduces to SSM-property by assuming
the matrix commutativity. In the following theorem we generalize their result.
Theorem 3.2. Let L : V → V be a linear transformation. Then the following statements are equivalent:
(i) [x 0, x and L(x) operator commute, and Px(L(x)) 0] ⇒ x = 0.
(ii) L has the SSM-property.
Proof. (i) ⇒ (ii): This follows from the proof of Theorem 3.1.
(ii) ⇒ (i): Let 0 x and L(x) operator commute, and Px(L(x)) 0. Then there exists a Jordan
frame {e1, e2, . . . , er} such that x = ∑ λiei and L(x) = ∑βiei with λi  0. Since Px(L(x)) 0, we have∑
λ2i βiei  0. This implies that λ
2
i βi  0 for all i. As λi  0, we have λiβi  0 for all i. Now, x ◦ L(x) =∑
λiβiei  0. By the SSM-property, we have x = 0. 
SSM-matrix impliesGUS-property onRn+ [3]. In general, SSM-property does not implyGUSProperty
on K [5,13]. We now prove that Jordan quad SSM-property implies GUS property on K .
Theorem 3.3. Let L : V → V be a linear transformation. Consider the following statements:
(i) L has the Jordan quad SSM-property.
(ii) L has the GUS property on K.
(iii) L has the R0-property.
Then (i) ⇒ (ii) ⇒ (iii).
Proof. (i) ⇒ (ii): Suppose that L has the Jordan quad SSM-property. Then L has the Q-property by
Theorem3.1. Letq 0. It is enoughtoshowthatzero is theonly solutionofLCP(L, q). Letxbeasolutionof
LCP(L, q). Then x 0, L(x) + q 0 and x ◦ (L(x) + q) = 0. Also, 〈x2, L(x) + q〉 = 〈x, x ◦ (L(x) + q)〉 =
0. By Theorem 2.5, we have x2 ◦ (L(x) + q) = 0 and hence x2 ◦ L(x) = −x2 ◦ q. Now, Px(L(x)) =−2x ◦ (x ◦ q) + x2 ◦ q = −Px(q). Since Px(K) ⊆ K, Px(L(x)) 0. By the Jordan quad SSM-property,
we have x = 0.
(ii) ⇒ (iii): This is obvious. 
Tao [13] showed that if L : V → V has the GUS-property on K , then for any primitive idempotent
c ∈ V, 〈L(c), c〉 0. Therefore, combining this result with the above theorem, we have the following.
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Corollary 3.1. Suppose that L : V → V has the Jordan quad SSM-property. Then for any primitive idem-
potent c ∈ V, 〈L(c), c〉 0.
Remark 3.1. The converse of the Theorem 3.3 and that of Corollary 3.1 are not true. For, consider the
Lyapunov transformation LA, where A =
[
0 −1
1 1
]
. Then A is positive semideﬁnite but not positive
deﬁnite. Since A is positive semideﬁnite, LA has the GUS-property on S
n [5] and 〈LA(c), c〉 0 for all
primitive idempotents c on Sn [13]. As A is not positive deﬁnite, LA does not have the Jordan quad
SSM-property [2].
The following theorem gives a necessary condition for the Jordan quad SSM-property in terms of
the solution of the system of inequalities z  0 and L(z) 0.
Theorem 3.4. Suppose that L has the Jordan quad SSM-property. Let Γ ∈ Aut(K). Then the system
z  0 and (Γ T LΓ )(z) 0 (1)
cannot have a nonzero solution in V .
In particular, the system
z  0 and L(z) 0 (2)
cannot have a nonzero solution in V .
Proof. Suppose that there exists a nonzero z  0 such that (Γ T LΓ )(z) 0. Take y = Γ (z). Then y 0
and y /= 0. Since Γ ∈ Aut(K), (Γ T )−1 ∈ Aut(K). Now, (Γ T LΓ )(z) 0 implies that L(y) 0. It follows
that Py(L(y)) 0. Since L has the Jordan quad SSM-property, we have y = 0, which is a contradiction.
Thus, the system (1) cannot have a nonzero solution in V . Since the identity transformation I ∈ Aut(K),
the system (2) cannot have a nonzero solution. 
4. The Jordan quad SSM-property and copositiveness on K
In Rn, strictly copositive on Rn+ implies the Jordan quad SSM-property [3]. We now generalize this
result to Euclidean Jordan algebras.
Theorem 4.1. If a linear transformation L : V → V is strictly copositive on K, then it has the Jordan quad
SSM-property.
Proof. On the contrary, suppose that there exists a nonzero x 0 such that Px(L(x)) 0. By spectral
decomposition, x = ∑li=1 λiei + 0el+1 + · · · + 0er(1 l r) and λi > 0 for 1 i l, and by Peirce
decomposition L(x) = ∑ri=1 βiei +∑i<j yij , where {e1, e2, . . . , er} is a Jordan frame. Since L is coposi-
tive on K,
∑l
i=1 λiβi‖ei‖2 > 0. Let λk = 0 for l + 1 k r. From Theorem 2.6(iv), we have Px(L(x)) =∑l
i=1 λ2i βiei +
∑
i<j l λiλjyij . Since Px(L(x) 0, 〈Px(L(x), ei〉 0 for all i. This implies that λ2i βi‖ei‖2
 0 for all i, and henceβi  0 for i = 1, 2, . . . , l. Therefore,∑li=1 λiβi‖ei‖2  0,which is a contradiction.
Hence L has the Jordan quad SSM-property. 
Remark 4.1. The following example shows that the converse of the above theorem need not hold even
for the Z-transformation. Let L : S2 → S2 be deﬁned as
L
([
a b
b c
])
=
[
a b
b −2a + c
]
.
It is easy to verify that L has the Z-property. Let X =
[
a b
b c
]
. Then
XL(X)X =
[
a3 + b2c a2b + b3 − abc + bc2
a2b + b3 − abc + bc2 ab2 + 2b2c − 2ac2 + c3
]
.
I. Jeyaraman, V. Vetrivel / Linear Algebra and its Applications 433 (2010) 390–400 397
If X  0 and XL(X)X  0, then X = 0. Thus, L has the Jordan quad SSM-property. However, L is not
strictly copositive on K as 〈I, L(I)〉 = 0, where I is identity matrix.
Copositivity on K is not a sufﬁcient condition for the Jordan quad SSM-property. For example, if
L = 0, then L is copositive on K but it does not have the Jordan quad SSM-property. We now show that
if L is copositive on K and L has the Lipschitzian property, then L has the Jordan quad SSM-property.
The proof of this result is based on the following lemmas.
Lemma 4.1. Let L : V → V be a linear transformation. ForΓ ∈ Aut(K), deﬁne Lˆ = Γ T LΓ . Then L has the
Lipschitzian property if and only if Lˆ has the Lipschitzian property.
Proof. Since Γ −1(SOL(L, q)) = SOL(Lˆ,Γ Tq) [8, Theorem 5.1], the result follows. 
Lemma 4.2. Let L : V → V be copositive on K with the following property:
[x 0 and Px(L(x)) = 0] ⇒ x = 0.
Then L has the Jordan quad SSM-property.
Proof. Suppose that there exists a nonzero x 0 such that Px(L(x)) 0. Let x = ∑li=1 λiei + 0el+1 +· · · + 0er(1 l r) and λi > 0 for 1 i l, and L(x) = ∑ri=1 βiei +∑i<j yij , where {e1, e2, . . . , er} is
a Jordan frame. By using the same argument as in Theorem 4.1, we have Px(L(x)) = ∑li=1 λ2i βiei +∑
i<j l λiλjyij ,βi  0 for i = 1, 2, . . . , l, and∑li=1 λiβi‖ei‖2  0. Since L is copositive on K,∑li=1 λiβi
‖ei‖2  0. Therefore,∑li=1 λiβi‖ei‖2 = 0 and hence λiβi‖ei‖2 = 0 for i = 1, 2, . . . , l. Thus, λ2i βi = 0
for i = 1, 2, . . . , l. By Proposition 3.2 in [8], we have Px(L(x)) = 0. By our assumption, x = 0, which is
a contradiction. Therefore, L has the Jordan quad SSM-property. 
Theorem 4.2. Suppose that L : V → V is copositive on K and has the Lipschitzian property. Then L has
the Jordan quad SSM-property.
Proof. Assume that there exists x 0 such that Px(L(x)) = 0. By Lemma 4.2, it is enough to show that
x = 0. Suppose x /= 0. Let x = ∑li=1 λiei + 0el+1 + · · · + 0er (1 l r) and λi > 0 for 1 i l, and
L(x) = ∑ri=1 βiei +∑i<j yij , where {e1, e2, . . . , er} is a Jordan frame. Then Px(L(x)) = ∑li=1 λ2i βiei +∑
i<j l λiλjyij . Since Px(L(x)) = 0 and V is the orthogonal direct sum of Vij ’s, we have βi = 0 for i =
1, 2, . . . , l and yij = 0 for i < j l. Since L is copositive on K, SOL(L, e) = {0}. By Lemma 5 in [1] and by
Theorem2.4, L has theQ-property. Ifwe let a = ∑li=1 √λiei + el+1 + · · · + er , then a is invertible and
Γ := Pa ∈ Aut(K) by Theorem2.6. Let u = e1 + e2 + · · · + el and Lˆ = Γ T LΓ . ThenΓ (u) = Pa(u) =
x. By Lemma 4.1, Lˆ has the Lipschitzian property. Since L has the Q-property, Lˆ has also the Q-property
[8]. From Lemma 3 and Lemma 4 in [1], Lˆ{e1 ,e2 ,...,el} has the Q-property and Lipschitzian property.
This implies that Lˆ{e1 ,e2 ,...,el} is invertible [1, Lemma 1]. Now, we have P(l)Lˆ(u) = P(l)(Pa(L(x))), and
Pa(L(x)) = ∑li=1 λiβiei +∑ri=l+1 βiei +∑i<j l √λi√λjyij +∑l<i<j yij +∑1 i l,l+1 j r √λiyij .
By Theorem 2.3, we have P(l)(Pa(L(x))) = ∑li=1 λiβiei +∑i<j l √λi√λjyij . Thus, P(l)Lˆ(u) = 0 and
hence u = 0. This is a contradiction. Thus, x = 0 and hence L has the Jordan quad SSM-property. 
Even in the case of a Z-transformation, Jordan quad SSM-property need not imply strict coposi-
tiveness on K , see Remark 4.1. We show that for normal Z-transformations, Jordan quad SSM-property
implies strictly copositive on K .
Theorem 4.3. Let L : V → V be a normal linear Z-transformation. If L has the Jordan quad SSM-property,
then L is strictly copositive on K.
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Proof. Suppose that L has the Jordan quad SSM-property. Then by Theorem 3.1, L has the Q-property.
This implies that L and LT have the S-property [11]. Then by Corollary 2 in [11], L is strongly monotone.
This implies that L is strictly copositive on K . 
Remark 4.2. It was shown in [2, Theorem 5.1] that if A is normal, then for the Stein transformation SA,
Jordan quad SSM-property is equivalent to strong monotonicity. Note that SA has the Z-property on S
n
[11] and A is normal implies SA is normal. Therefore, the above theorem generalizes the Theorem 5.1
in [2].
It is known that Lyapunov transformation LA has the Jordan quad SSM-property if and only if LA
is strongly monotone [2]. Note that LA is a Lyapunov-like transformation on S
n [11]. In the following
theorem, we show that this equivalence holds for all Lyapunov-like transformations.
Theorem 4.4. Let L : V → V be a Lyapunov-like transformation. Then the following are equivalent.
(i) L is strongly monotone.
(ii) L is strictly copositive on K.
(iii) L has the Jordan quad SSM-property.
Proof. (i) ⇒ (ii): It is obvious.
(ii) ⇒ (iii): This follows from Theorem 4.1.
(iii) ⇒ (i): Suppose that L has the Jordan quad SSM-property. Let 0 /= x ∈ V . By the spectral
decomposition x = ∑ri=1 λiei, where {e1, e2, . . . , er} is a Jordan frame. Since L is a Lyapunov-like
transformation, 〈L(ei), ej〉 = 0 if i /= j. Therefore, 〈x, L(x)〉 = ∑ri=1 λ2i 〈L(ei), ei〉. By Corollary 3.1, we
have 〈L(ei), ei〉 0 for all i.We claim that 〈L(ei), ei〉 > 0 for all i. Suppose 〈L(ek), ek〉 = 0 for some k. Let
L(ek) = ∑ri=1 βiei +∑i<j xij be the Peirce decomposition of L(ek) corresponding to the Jordan frame
{e1, e2, . . . , er}. Since 〈L(ek), ej〉 = 0 for all j, we have βj‖ej‖2 = 0 and hence βj = 0 for all j. Thus,
L(ek) = ∑i<j xij . It follows from Theorem 2.6(iv), Pek(L(ek)) = 0. By the Jordan quad SSM-property,
we have ek = 0, which is a contradiction. Thus, 〈L(ei), ei〉 > 0 for all i, and hence 〈L(x), x〉 > 0. This
completes the proof. 
Chandrashekaran et al. [2] proved that the Multiplicative transformation MA has the Jordan quad
SSM-property if and only if MA has the R0-property. Observing that MA leaves the cone S
n+ invariant,
we extend this result to a linear transformation which satisﬁes L(K) ⊆ K .
Theorem 4.5. Let L : V → V be a linear transformation such that L(K) ⊆ K. Then the following are
equivalent.
(i) L is strictly copositive on K.
(ii) L has the Jordan quad SSM-property.
(iii) L has the R0-property.
Proof. (i) ⇒ (ii) follows from Theorem 4.1.
(ii) ⇒ (iii) follows from Theorem 3.3.
(iii) ⇒ (i) follows from Proposition 3.1 in [9]. 
The following example shows that the previous result cannot be improved to get the strong mono-
tonicity of L.
Example 4.1. Consider the Euclidean Jordan algebra R2 with the usual inner product and Jordan prod-
uct x ◦ y = x ∗ y. Deﬁne L : R2 → R2 by the matrix L =
[
1 1
1 1
]
. Then L(K) ⊆ K and L has the Jordan
quad SSM-property. If we take x =
(
1
−1
)
, then 〈x, L(x)〉 = 0. Hence L is not strongly monotone.
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We now show that for the linear transformation Pa, Jordan quad SSM-property is equivalent to
strong monotonicity.
Theorem 4.6. Let V be a Euclidean Jordan algebra and a ∈ V . Then the following are equivalent.
(i) Pa is strongly monotone.
(ii) Pa is strictly copositive on K.
(iii) Pa has the Jordan quad SSM-property.
(iv) Pa has the R0-property.
If, in addition, V is simple, the above conditions are further equivalent to
(v) ±a ∈ int(K).
Proof. (i) ⇒ (ii) is obvious. By Theorem4.5, the statements (ii), (iii) and (iv) are equivalent as Pa(K) ⊆
K . The remaining implications follow from Theorem 6.5 in [9]. 
5. Automorphism invariance and the relaxation transformation
Given a linear transformation L : V → V,Λ ∈ Aut(V) and Γ ∈ Aut(K), we deﬁne transformations
L˜ and Lˆ by L˜ := ΛT LΛ and Lˆ := Γ T LΓ . We say that a property “T" is invariant under the auto-
morphisms of the algebra (cone) if L˜ (respectively, Lˆ) has the property T whenever L has the property T .
Gowda and Sznajder [8] have shown that R0, Q and GUS properties are invariant under cone
automorphisms and P-property is invariant under algebra automorphisms. Also, they showed that
the P-property is not invariant under cone automorphisms. We now show that the Jordan quad
SSM-property is invariant under algebra automorphisms and we do not know whether Jordan quad
SSM-property is invariant under cone automorphisms.
Theorem 5.1. In V, the Jordan quad SSM-property is invariant under algebra automorphisms.
Proof. Suppose that L has the Jordan quad SSM-property. Let x 0 and Px((ΛT LΛ)(x)) 0,whereΛ ∈
Aut(V). Let z  0. Since Aut(V) ⊆ Aut(K), there exists a z1 ∈ K such thatΛ(z1) = z. Then, 〈Px((ΛT LΛ)
(x)), z1〉 0. Now
0  〈Px((ΛT LΛ)(x)), z1〉 = 〈ΛT (L(Λ(x))), Px(z1)〉
= 〈L(Λ(x)),Λ(2x ◦ (x ◦ z1) − x2 ◦ z1)〉
= 〈L(Λ(x)), 2Λ(x) ◦ (Λ(x) ◦ z) − Λ(x2) ◦ z)〉
= 〈2Λ(x) ◦ L(Λ(x)),Λ(x) ◦ z〉 − 〈Λ(x2) ◦ L(Λ(x)), z)〉
= 〈2Λ(x) ◦ [Λ(x) ◦ L(Λ(x))], z〉 − 〈(Λ(x))2 ◦ L(Λ(x)), z)〉
Thus, 〈PΛ(x)L(Λ(x)), z〉 0. Since K is self dual, PΛ(x)(L(Λ(x))) 0. By the Jordan quad SSM-property
of L, we have Λ(x) = 0. This implies that x = 0. Hence L˜ has the Jordan quad SSM-property. 
The relaxation transformationRA: Let {e1, e2, . . . , er} be a Jordan frame in V and A ∈ Rr×r .We deﬁne
RA : V → V as follows.
For any x ∈ V , write the Peirce decomposition x = ∑ri=1 xiei +∑i<j xij. Then RA(x) = ∑ri=1 yiei +∑
i<j xij ,where [y1, y2, . . . , yr]T = A([x1, x2, . . . , xr]T ). This is a generalization of a concept introduced
in Gowda and Song [6] for V = Sn. Tao and Gowda [14] have shown that A is a P-matrix if and only
if RA has the P-property, and Tao [13] has shown that A is a SSM-matrix if and only if RA has the
SSM-property. Now we have the following theorem.
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Theorem 5.2. If RA has the Jordan quad SSM-property, then A has the Jordan quad SSM-property (=SSM-
property).
Proof. Suppose that RA has the Jordan quad SSM-property. Let x 0 and x ∗ (Ax) ∗ x 0, where
xT = [x1, x2, . . . , xr]. Let y = Ax = [y1, y2, . . . , yr]T . Then yi  0 for all i = 1, 2, . . . , r. We deﬁne z =∑r
i=1 xiei. Then z  0andRA(z) =
∑r
i=1 yiei  0. This implies thatPz(RA(z)) 0. SinceRA has the Jordan
quad SSM-property, we have z = 0. Thus, x = 0 and hence A has the Jordan quad SSM-property. 
The following example shows that converse of the above theorem is not true.
Example 5.1. Let V = S2, E1 =
[
1 0
0 0
]
, E2 =
[
0 0
0 1
]
and A =
[
1 0
−4 1
]
. It is easy to show that A has
the Jordan quad SSM-property. Deﬁne RA with respect to the Jordan frame {E1, E2}. Let X =
[
a b
b c
]
=
aE1 + cE2 +
[
0 b
b 0
]
. Then RA(X) = aE1 + (−4a + c)E2 +
[
0 b
b 0
]
=
[
a b
b −4a + c
]
. Take
Z =
[
1 1
1 1
]
. Then 0 /= Z  0 and ZRA(Z)Z = 0.Hence RA does not have the Jordan quad SSM-property.
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