Abstract-In this note, the anticipatory iterative learning control is extended to a class of nonlinear continuous-time systems without restriction on relative degree. The learning algorithm calculates the required input action for the next operation cycle based on the pair of input action taken and its resultant variables. The tracking error convergence performance is examined under input saturation being taken into account. The learning algorithm is shown effective even if differentiation of any order from the tracking error is not used.
I. INTRODUCTION
Recently, rigorous analyses of continuous-time iterative learning control (ILC) have been developed, see, for example, [2] - [10] . In particular, a fundamental characteristic of a class of learning control design methodologies is examined in [5] , which clarifies the necessity of the use of error derivative for systems without direct transmission term. In [6] , this characteristic is further clarified for nonlinear continuous-time systems where error derivatives, the highest order is equal to the relative degree of the systems, are used to update the control input. ILC using the highest-order error derivatives only is termed D-type ILC. Numerical calculations might be required to obtain error derivatives for the implementation. However, the signals obtained by numerical differentiation will be very noisy if the measurement is contaminated with noise. ILC without using differentiation is referred to as P-type ILC. Several technical analyzes of P-type ILC are presented for nonlinear continuous-time systems
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with relative degree one, by imposing somewhat strict restriction on system dynamics, for example, the passivity property [11] and the boundedness of derivative of the input-output coupling matrix [12] , [13] . Most recently, in [1] , a fundamental concept is introduced in parallel to the two basic schemes: D-type and P-type ILCs. This design approach has the anticipatory characteristic of the D-type ILC and the simplicity like P-type ILC. Results have been developed again for nonlinear continuous-time systems with relative degree one and experimental results are obtained in robotic systems. This approach is also studied in the form of noncausal filtering [9] . In this note, the anticipatory learning algorithm [1] is applied to systems with arbitrary relative degree. A definition of extended relative degree is presented to explore a causal property of the systems under consideration. The tracking error convergence results are established.
II. PROBLEM FORMULATION
Consider the class of nonlinear continuous-time systems described by the state-space equations _ x(t) = f(x(t)) + B(x(t))u(t) (1) y(t) = g(x(t)) (2) where x 2 R n , u 2 R r and y 2 R m denote the state, control input and output of the system, respectively , by applying an ILC technique, so that the error between the output trajectory y(t) and the desired one y d (t) is within the tolerance error bound, i.e., ky d (t) 0 y(t)k < ";t 2 [0; T ], where k 1 k is the vector norm defined as kak = max 1in jaij for an n-dimensional vector a = [a 1 ; 111 ; a n ] T . Throughout the paper, for a matrix A = fa ij g 2 R m2n , the induced norm kAk = max 1im 6 n j=1 ja ij j.
To solve this problem, we use the ILC in the form of the following anticipatory updating law [1] : 
is the corresponding state. ILC with an input saturator can be still effective by assuming A2) as argued in [1] , [14] . The saturation bounds can be set in accordance with actuator limitations. Assumption A3) is reasonable for systems which have no finite escape time on [0; T ] and most practical systems driven by a bounded input will not diverge in a finite-time interval due to energy limitation. The following definition extends the relative degree concept in [15] .
Here, the derivative of a scalar function g(
. In addition, the derivative of g(x) taken first along f (x) and then along a
Definition 2.1: Extended relative degree of the system (1) and (2) is associated with a set of integers f1; 111 ; mg such that 
Remark 2.2:
The relative degree of a continuous-time system is the times of differentiation of the output so that the terms involving the input appear [15] . The extended relative degree of the same system is the integration times of certain terms so that the output y(t + ) is dynamically related with the input u(t). 
III. CONVERGENCE ANALYSIS
In this section, we shall examine the convergence performance when the proposed updating law (3)-(4) is applied to systems (1)-(2) with extended relative degree f 1 ; 111 ; m g. For simplicity, the result is presented for the single-input-single-output (SISO) case of the nonlinear systems before it is extended to the multiple-input-multipleoutput (MIMO) case.
A. Single-Input-Single-Output Systems
The SISO nonlinear system under consideration takes the form of (1)- (2) Obviously, the system has extended relative degree if the relative degree of the system is .
Remark 3.2: If the SISO system has extended relative degree , the system output at the instant t + ; t 2 [0; T 0 ] can be written as
where the second term can be expressed as, keeping in mind of the extended relative degree of the system
f g(x(t 2 )) dt 2 dt 1 :
. . . Equation (5) shows that fu(t);y(t+)g is a pair of dynamically related cause and effect. Thus, the updating law (3)-(4) is effect-driven, and it has the anticipatory nature capturing the trend/directional information. However, no error differentiation is required in the updating law. where is a positive constant to be defined.
Proof:
We first evaluate the error u d (t)0v k (t)for t 2 [0;T0].
It follows from (3) and (5) that:
Taking norms and applying the bounds yield
where c is the norm bound for k (t). (1) are bounded on X due to the same reason. In the rest of the proof, l f ; l b ; l fg , l bfg , c bfg and c b denote the Lipschitz constants and the norm bounds, respectively. Therefore
To evaluate the state errors in the right-hand side of (7), we integrate the state equations to obtain
Defining c4 = l f +l b c ud and using the Bellman-Gronwall lemma, we have k1x k (t)k c b t 0 e c (t0s) k1u k (s)k ds: (8) Substituting (8) 
Multiplying both sides of (9) by e 0t ( > 0) gives e 0t k1v k+1 (t)k e 0t k1u k (t)k + c1c b The saturation feature leads to k1u k (s) 2 and k1u k (t) 0 1u k (t)k 4, and under the assumption A2), k1u k (t)k k1v k (t)k. 
From (8), and using the similar manipulations, we obtain 
Now, the result is established for the output error e k (t), t 2 [0;T],
following (12) and (13) lim sup This completes the proof. Remark 3.3: Theorem 3.1 gives an explicit sufficient condition guaranteeing the convergence of tracking error, and provides a guide for the learning control design. The design needs a system model, but model discrepancy is allowed. Thus, this major advantage of iterative learning control methodology remains in the proposed learning algorithm. For example, we consider the case where is set to be small enough so that the condition (6) can be approximately written as
where is an adjustable parameter. The condition k1 0 01 k (t)( =!)k < 1 will hold if 0 < < 2 k (t)(!= ).
B. Multi-Input-Multi-Output Systems
The obtained convergence result for the SISO systems can be extended to the MIMO systems. This completes the proof. Remark 3.4: Theorems 3.1 and 3.2 show that the extended relative degree of the systems under consideration is not included in the proposed updating law (3)-(4) itself. However, it is required implicitly when we design the parameter and the learning gain 0 k (t) following the way specified in Remark 3.3. For D-type ILC, the error derivative with the order being equal to the relative degree is used to update the control input so that the relative degree is required to be known explicitly. There may be points where an extended relative degree cannot be defined for some class of systems and the proposed scheme fails to work. This would be the major limitation on the learning algorithm which is applicable to the systems with well defined extended relative degree.
IV. CONCLUSION
The concept of extended relative degree is introduced to describe the input-output causality of a class of nonlinear continuous-time systems. The anticipatory iterative learning control method is shown applicable to the systems with such extended relative degree. It is shown to be able to reduce the tracking error iteratively under the derived sufficient condition on the anticipatory parameter and the learning gain. Moreover, this approach does not require any error differentiation.
