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procesiranih in neprocesiranih mamografskih slikah
Izvle£ek
Cilj: Radiolo²ka gostota je dober neodvisni napovedni dejavnik ogroºenosti z ra-
kom dojk. Zaradi zamudnosti dolo£anje gostote ni del standardnega mamografskega
pregleda. Cilj magistrske naloge je bilo preveriti uspe²nost ra£unalni²kih algoritmov
dolo£anja radiolo²ke gostote s kvantitativno analizo mamografskih slik. Na²a za-
£etna hipoteza je bila, da je zaradi ohranjene informacije o atenuaciji rentgenskih
ºarkov napovedna mo£ neprocesiranih slik bolj²a od napovedne mo£i procesiranih
mamografskih slik.
Podatki in metode: Uporabljenih je bilo 9252 parov procesiranih in neproce-
siranih slik, ki so bile zajete na rentgenskih aparatih proizvajalca Siemens. Upora-
bljenih je bilo tudi 4787 procesiranih slik, ki so bile zajete na aparatih proizvajalca
Hologic. Gre za aktualne podatke iz podatkovne baze DORA. Za segmentacijo in
generacijo zna£ilk je bil uporabljen program LIBRA. Selekcija zna£ilk je bila izve-
dena z uporabo statisti£nih metod eno-faktorska ANOVA in mRMR. Za klasikator
je bila izbrana multinomska logisti£na regresija. Napovedna mo£ je bila ocenjena z
izra£unom koecienta κ. Dobljene rezultate smo primerjali z rezultati iz literature.
Rezultati: V primeru klasikacije vseh ²tirih gostotnih skupin je bila vrednost
koecienta κ pri validaciji na procesiranih slikah 0.65 (95% CI, 0.58-0.71) in nepro-
cesiranih slikah 0.61 (95% CI, 0.58-071). V primeru binarnih klasikacij pa je bila
je bila vrednost κ na procesiranih slikah 0.56 (95% CI, 0.52-0.60) in neprocesiranih
slikah 0.55 (95% CI, 0.51-0.60).
Zaklju£ek: Med napovedno mo£jo procesiranih in neprocesiranih slik bistvenih
razlik nismo ugotovili. Na²a modela doseºeta primerljivo vrednost κ kot v literaturi,
kjer je bila izvedena analiza ujemanja ocen radiologov. Napake pri klasikaciji smo
povezali s prisotnostjo gostih lezij ter napakami pri segmentaciji tkiva dojke in prsne
mi²ice.
Klju£ne besede: Mamograja, gostota dojk, BI-RADS kriterij, multinomska
logisti£na regresija, ANOVA, mRMR

Dierence in predictive power of BI-RADS density classication
between raw and processed mammograms.
Abstract
Purpose: Breast density is an important independent breast cancer risk factor.
Breast density reading is not a part of the standard screening examination due to
time considerations. Purpose of the thesis was to assess predictive power of computer
algorithms for breast density reading using quantitative analysis of mammographic
images. Our initial hypothesis was that raw images have higher predictive power
than processed images due to preserved information of x-ray attenuation in breast
tissue.
Data and methods: We used 9252 pairs of raw and processed mamogramms
recorded by Siemens scanners and 4787 processed images recorder by Hologic scan-
ners. Images were part of the DORA data base. Breast segmentation and feature
generation were performed using LIBRA software. We used statistical methods one-
way ANOVA and mRMR for feature selection. Classier was based on multinomial
logistic regression. Predictive power was assessed by calculating coecient κ. Our
results were also compared to results from literature.
Results: When classication to four density classes was performed, our algo-
rithm on processed images scored a κ = 0.65 (95% CI, 0.58-071) and our algorithm
on raw images a κ = 0.61 (95% CI, 0.58-071). When classication to dense/non-
dense breasts was performed, our algorithm on processed images scored a κ = 0.56
(95% CI, 0.52-0.60) and on raw images a κ = 0.55 (95% CI, 0.51-0.60).
Conclusion: We did not nd any signicant dierence in predictive power be-
tween raw and processed mammograms in our study. Our models scored comparable
κ values in comparison with results from literature where they assessed agreement
between radiologists. Missclassications of our models were associated with dense
lesions and faulty segmentation of breast tissue and pectoral muscle.
Keywords: Mammography, breast density, BI-RADS classication, multino-
mial logistic regression, ANOVA, mRMR
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Gostota dojk, se je v zadnjih letih uveljavila kot zelo dober neodvisen napovednik
tveganja za obolenje z rakom dojk. Radiolo²ko gostoto dojk ocenjujejo radiologi
z vizualno interpretacijo mamografske slike. Rezultati so tako subjektivni in kva-
litativni. Kvantitativna analiza slik pa je raziskovalno podro£je, kjer z uporabo
matemati£nih algoritmov i²£emo in ocenjujemo povezanost vzorcev v sliki in pove-
zane dejavnike. S tovrstno analizo lahko kvantitativno ocenimo radiolo²ko gostoto
in s tem olaj²amo delo radiologom ter omejimo subjektivne napake. Pri snemanju
mamogramov nam rentgenski aparat shrani tako surovo (neprocesirano) presevno
sliko kot tudi sliko, ki je predelana s programi (procesirano). V magistrskem delu
je bila na²a naloga ugotoviti, ali velja hipoteza, da so neprocesirane slike bolj²e za
klasikacijo gostotnih skupin kot procesirane slike, saj je informacija o atenuaciji
ºarkov X na neprocesiranih slikah bolj ohranjena.
V magistrskem delu smo uporabili aktualne podatke iz baze podatkov Sloven-
skega presejalnega programa DORA. Izbranih je bilo 9248 slik, ki so pripadale 2223
pacientkam, in sicer smo za vsako pacientko imeli par procesirane in neprocesirane
slike tiste dojke, na kateri je bila dolo£ena gostota (gostotni razred po BI-RADS kri-
teriju). Velika ve£ina slik (98.8%) je bila zajetih na aparatih Siemens. Skozi magi-
strsko nalogo bo predstavljen proces ekstrakcije radiomskih zna£ilk iz mamografskih
slik, selekcija zna£ilk ter evalvacija napovedne mo£i zna£ilk in modela. Model je bil
zgrajen posebej na procesiranih in posebej na neprocesiranih mamografskih slikah.
Za segmentacijo dojk, generacijo in ekstrakcijo zna£ilk je bil uporabljen avtoma-
tiziran programski paket LIBRA [1]. Ekstrahirane so bile tiste zna£ilke, ki jih je
program tudi sam izra£unal.
Pri selekciji zna£ilk smo uporabili dve statisti£ni metodi. Nabor relevantnih
zna£ilk smo najprej dolo£ili s pomo£jo eno-faktorske ANOVE. Gre za statisti£no
metodo s katero preverimo, ali so med srednjimi vrednostmi razli£nih neodvisnih
skupin bistvene statisti£ne razlike. ANOVA vsaki zna£ilki pripi²e F-vrednost, ki
sluºi za oceno relevantnosti [2]. Zaradi velikega prvotnega seta zna£ilk in velikega
²tevila izvedenih testov je bilo potrebno upo²tevati tudi Bonferronijev popravek, s
katerim smo odstranili zna£ilke, katerih relevantnost je bila premajhna. ANOVA
je cenilka, ki ne upo²teva odve£nosti oziroma redundance. Zmanj²anje redundance
je bilo doseºeno z dodatno analizo z metodo najve£je zanesljivosti in najmanj²e
odve£nosti (ang. maximum reliability, minimum redundancy, mRMR) [3].
Za vsak model je bilo izbrano optimalno ²tevilo zna£ilk z najvi²jo oceno mRMR.
Izbira optimalnega ²tevila zna£ilk je temeljila na analizi spreminjanja vrednosti ko-
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Poglavje 1. Uvod
ecienta κ. Izbran set zna£ilk je imel tako visoko relevantnost in majhno odve£nost.
Model (klasikator) smo poiskali s pomo£jo multinomske logisti£ne regresije [4]. Gre
za generalizacijo logisti£ne regresije na ve£razredni primer. U£enje modela je pote-
kalo na u£nem setu, evalvacija pa na validacijskem setu.
Oba modela (za procesirane in neprocesirane slike) sta pokazala dobro napovedno
mo£ pri klasikaciji prve, in £etrte gostotne skupine (po BI-RADS kriteriju). V obeh
primerih pa je bila napovedna mo£ za drugo skupino bistveno slab²a od preostalih
treh. Rezultate na²ih modelov smo primerjali tudi z ocenami radiologov iz literature
ter z rezultati algoritma LIBRA, in sicer je bila napovedna mo£ na²ih modelov
primerljiva z ocenami radiologov in napovedno mo£jo programa LIBRA.
Izvedena je bila tudi analiza robustnosti na²ih modelov na izbiro pogleda slika-
nja (MLO,CC), starost pacientk, in²titucijo slikanja in proizvajalca naprave. Oba
modela sta se izkazala za zelo robustna na pogled slikanja, starost pacientk in in-
²titucijo slikanja. Robustnost na razli£ne proizvajalce naprav smo lahko analizirali
le v primeru procesiranih slik, saj smo bili omejeni s strani podatkov. Model, ki je
bil nau£en na procesiranih Siemens slikah, je kazal zelo ²ibko napovedno mo£ pri
validaciji na slikah, ki so bile zajete na aparatih Hologic.
Na koncu smo identicirali slike, ki so bile s strani na²ih modelov napa£no kla-
sicirane. Najve£ teºav smo imeli s slikami, ki so imele atipi£ne izrazito goste lezije
in s slikami, na katerih segmentacija ni bila dovolj dobra.
Med modeloma na procesiranih in neprocesiranih slikah bistvenih razlik nismo





2.1 Interakcije fotonov s snovjo
Mehanizmi interakcije fotonov s snovjo so: elasti£no sipanje (Rayleighovo sipanje),
neelasti£no sipanje (Comptonovo sipanje), fotoefekt in tvorba parov.
2.1.1 Fotoefekt
Vpadni foton se absorbira na notranjem elektronu atoma snovi. Atom se pri tem
ionizira in nastane prosti elektron. Kineti£na energija elektrona je enaka vpadni
energiji fotona, od katere je od²teta vezavna energija. Shema interakcije je na sliki
2.1.
Slika 2.1: Foton z energijo hν se absorbira na vezanem elektronu e−. Elektron
odleti iz atoma z energijo T = hν − Eb, kjer je Eb vezavna energija elektrona. Do
interakcije lahko pride le v primeru, ko ima vpadni foton dovolj veliko energijo (ve£jo
od vezavne energije). Kineti£na energija jedra je pri interakciji zanemarljiva Ta ≈ 0.
Povzeto iz [5].
2.1.2 Comptonovo sipanje
Gre za neelasti£no sipanje fotonov na prostih elektronih. Kot proste elektrone upo-
²tevamo tudi tiste, ki so ²ibko vezani na zunanje lupine atomov. Pri Comptonovem
sipanju se energija vpadnega fotona porazdeli med zunanji elektron in nov (Comp-
tonov) foton. Shema interakcije je prikazana na sliki 2.2.
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Slika 2.2: Vpadni foton z energijo hν se absorbira na zunanjem elektronu e−. Ele-
ktron dobi kineti£no energijo T , izseva pa se nov foton z energijo hν ′ = hν − T .
Elektron odleti pod kotom θ, foton pa pod kotom ϕ. Povzeto iz [5].
2.1.3 Elasti£no sipanje
Pri elasti£nem sipanju foton interagira s celotnim atomom. Posledica interakcije je
sprememba smeri vpadnega fotona. Fotonu se pri tem energija ne spremeni.
2.1.4 Tvorba parov
Ko foton visokih energij leti blizu jedra, lahko pride do nastanka para elektron-
pozitron. Za ta tip interakcija mora imeti foton energijo vsaj 1.022 MeV. V medi-
cinski radiograji se tako visoke energije ne uporabljajo, zato do teh interakcij ne
prihaja, in sicer se tipi£no uporabljajo energije, ki so manj²e od 200 keV.
2.1.5 Atenuacija vpadnega ºarka
Pri prehodu skozi absorber (oz. snov) slabi ozek tok monoenergijskih fotonov ek-
sponentno. Atenuacijo gostote toka opi²e ena£ba
j(x) = j0e
−µx, (2.1)
pri tem j0 ozna£uje gostoto vpadnega toka fotonov na povr²ini, j(x) gostoto toka za
absorberjem debeline x in µ linearni atenuacijski koecient. Atenuacijski koecient
je odvisen od energije fotonov in od zgradbe (atomskega ²tevila) snovi. Ve£ja je
vrednost atenuacijskega koecienta tem hitreje tok fotonov slabi. Pri prehodu skozi




i=1 µixi , (2.2)
kjer je xi debelina posameznega absorberja, µi linearni koecient posameznega ab-
sorberja in j0 gostota prvotnega ºarka. Celotni linearni atenuacijski koecient po-
sameznega absorberja µi je vsota prispevkov posameznih interakcij
µi = µf + µc + µp, (2.3)
kjer µf opisuje fotoefekt, µc Comptonovo sipanje in µp tvorbo parov [6].
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Slika 2.3: Vrednosti atenuacijskih koecientov so mo£no odvisna od energije foto-
nov in od atomskega ²tevila snovi. Slika prikazuje obmo£ja, v katerih dominirajo
posamezni tipi interakcij. Na x-os so nane²ene energije fotonov, na y-os pa atomska
²tevila snovi (absorberja). Razvidno je, da pri nizkih energijah in visokih atom-
skih ²tevilih prevladuje fotoefekt (ang. photoelectric eect). Pri visokih energijah
in visokih atomskih ²tevilih pa tvorba parov (ang. pair production). V osrednjem
delu prevladuje Comptonovo sipanje (ang. Compton eect). Pri mamograji se
uporabljajo fotoni, katerih energije so tipi£no manj²e od 25 keV. Efektivno atomsko
²tevilo vode je pb. 7.5. Slika je povzeta iz [7].
2.1.6 Medicinsko slikanje
Diagnosti£na radiologija je veja medicine, ki uporablja rentgensko sevanje za prido-
bitev pomembnih diagnosti£nih podatkov. Rentgenski aparat proizvede snop rent-
genskih ºarkov in ga emitira na preiskovano obmo£je pacienta. Snop rentgenskih
ºarkov se pri prehodo skozi tkivo atenuira. Mesta v telesu, kjer je atomsko ²tevilo
visoko (npr. kosti), bodo absorbirala ve£ svetloba kot mesta, kjer je atomsko ²te-
vilo majhno (npr. ma²£oba, mi²ice). Z merjenjem porazdelitve intenzitete izstopne
svetlobe dobimo informacijo o anatomski strukturi preiskovanega dela telesa. Kla-
si£ni detekcijski medij za merjenja presevne rentgenske svetlobe je radiografski lm.
Rentgenska svetloba povzro£a po£rnitev lma. e lm postavimo za preizkovano
obmo£je, dobimo mesta visoke in nizke po£rnitve. Temna obmo£ja dobimo tam,
kjer je bila prepu²£ena intenziteta svetlobe visoka, svetlej²a mesta pa tam, kjer je
bila prepu²£ena intenziteta nizka [8].
2.2 Nastanek rentgenske svetlobe
Rentgensko svetlobo tvorimo v rentgenskih ceveh. Gre za zaprte vakumske posode,
v katerih sta dve elektrodi: anoda in katoda. Katoda je priklju£ena na negativno
napetost in sluºi kot izvor elektronov. Sestavlja jo navita volframova ºi£ka, ki pri
segrevanju emitira elektrone. Za gretje se uporablja nizka napetost (tipi£no 10-12V)
in visok elektri£ni tok (nekaj amperov). Na drugi strani evakuirane posode je na
pozitivno napetost priklju£ena anoda [9]. Primer rentgenske cevi je prikazan na sliki
2.4.
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Slika 2.4: Prikazana je moderna rentgenska cev. Pri klasi£ni rentgenograji sta
anoda in katoda tipi£no zgrajeni iz volframa, ohi²je pa je stekleno [10].
Emitirane elektrone elektri£no polje med elektrodama pospe²i od katode proti
anodi, ki je priklju£ena na pozitivno napetost. Pri tem dobijo elektroni visoke
energije. Ko hitri elektroni zadanejo anodo, izgubljajo energijo preko interakcij z
jedri atomov anode ali preko trkov z njihovimi notranjimi elektroni. Pri tem pa se
izseva rentgenska svetloba (ºarki X) [9].
(a) Zavorno sevanje. (b) Izsev karakteristi£nih ºarkov.
Slika 2.5: Na sliki a je prikazano zavorno sevanje, kjer se elektronu pri preletu mimo
teºkega jedra anode pot ukrivi, pri tem pa izgubi energijo z izsevom fotona. Ta tip inte-
rakcije tvori zvezen spekter rentgenske svetlobe. Na sliki b je prikazan proces, ko pospe²en
elektron iz notranje lupine enega izmed atomov anode izbije elektron. Pri tem nastane vr-
zel, ki jo zapolni elektron iz vi²je lupine in pri tem izseva karakteristi£ni x-ºarek. Spekter
rentgenske svetlobe pri tem tipu interakcije je diskreten. Sliki sta povzeti iz [11].
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2.2.1 Spekter rentgenske svetlobe
Rentgenski ºarki gredo pred izhodom iz rentgenske cevi ²e skozi dodani lter. Glavna
naloga ltrov je absorbcija nizkih energij fotonov in trdenje spektra. Absorbcija fo-
tonov nizkih energij je v tkivu visoka, zato je njihov prispevek k tvorbi radiografske
slike majhen, prispevek k izpostavljenosti preizkovancev pa velik. V klasi£ni rente-
nograji se uporabljajo ltri iz aluminija, bakra ali kositra. K ltraciji prispevajo
tudi same komponente rentgenske cevi (izhodno okno, ohi²je, hladilno olje,...) [12].
Tipi£en spekter rentgenske svetlobe, ki ga dobimo na izhodu iz rentgenske cevi,
je prikazan na sliki 2.6.
Slika 2.6: S £rtkano £rto je prikazan primer spektra, ki ga dobimo brez uporabe
ltra. S polno £rto pa je prikazan spekter fotonov, ki gredno skozi lter. V obeh
primerih je bila napetost rentgenske cevi 100 kV. Opazimo lahko, da lter pobere
predvsem fotone nizkih energij. Osen£eno obmo£je prikazuje ltriran spekter pri
niºji napetosti rentgenske cevi 60 kV. V tem primeru ni vidnih karakteristi£nih £rt,
saj so energije elektronov prenizke za tovrstne interakcije. Pri vseh spektrih je bila
uporabljena anoda zgrajena iz volframa. Slika je povzeta iz [13].
2.3 Mamograja
Mamograja je specializirana oblike radiograje za preu£evanje dojk. Zna£ilna je
uporaba nizkih energij fotonskih ºarkov in prilagojena zgradba rentgenskega aparata.
Glavni cilj mamograje je zgodnje odkrivanje raka dojk preko detekcije karakteristi£-
nih mas ali mikrokalcinacij, kar zahteva visoko prostorsko in kontrastno lo£ljivost.
Izpostavljenost pacientk je pri mamograji v primerjavi s klasi£no radiograjo visoka
[14].
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Slika 2.7: Na sliki so prikazani atenuacijski koecienti (oznaka µ) broglandularnega
(ang. broglandular tissue), ma²£obnega (ang. adipose tissue) in tumorskega tkiva
dojk (ang. breast tumour tissue) za fotone razli£nih energij (energije fotonov so na
x-osi). Razvidno je, da se z ve£anjem energije fotonov razlike med atenuacijskimi
koecienti tkiv zmanj²ujejo. Da lahko lo£imo tumor od zdravega tkiva, moramo
za slikanje uporabiti fotone relativno nizkih energij. Optimalno obmo£je energij
fotonov je med 15 in 25 keV. Slika je povzeta iz [15].
Shema tipi£ne mamografske naprave je prikazana na sliki 2.8.
Slika 2.8: Mamografska naprava je tipi£no zgrajena iz naslednji glavnih elementov:
rentgenske cevi (ang. X-ray tube), ltra, zaslonke (ang. collimator), naprava za
stiskanje dojke (ang. compression paddle), re²etke (ang. grid) in detektorja. Slika




Pri mamograji se uporabljajo anode iz molidbeda, rodija in volframa. Napetosti
na rentgenski cevi, ki pospe²uje elektrone od katode do anode, so pri mamograji
tipi£no med 25 keV in 35 keV. Okno rentgenske cevi je iz berilija, ki dobro prepu²£a
elektrone nizkih energij. Pri mamograji se ne uporabljajo ltri iz aluminija, kot je
to obi£ajno za klasi£no radiograjo, ampak ltri iz molibdena in rodija [17].
2.3.2 Kombinacija ltra in anode
Rentgenski spekter je mo£no odvisen od izbire kombinacije anode in ltra. Anoda
dolo£i, kje v spektru dobimo karakteristi£ne £rte, lter pa dolo£i, pri kateri energiji
bo spekter porezan. V tabeli 2.1 so prikazane glavne karakteristi£ne £rte anod, ki
se tipi£no uporabljajo pri mamograji, v tabeli 2.2 pa energije, pri katerih izbrani












Molibden (Mo) 17.5 17.4 19.6 19.6 19.9
Rodij (Rh) 20.2 20.1 22.7 22.7 23.2
Volfram (W) 59.3 58.0 66.9 67.2 69.0
Tabela 2.1: V tabeli so prikazane najpomembnej²e karakteristi£ne £rte razli£nih






Molibden (Mo) 20 8
Rodij (Rh) 23 10
Tabela 2.2: Tabela prikazuje zgornje in spodnje atenuacijske robove, pri katerih
ltri poreºejo spekter. Za izbrano anodo je potrebno izbrati lter, ki ne poreºe
karakteristi£nih spektralnih £rt. Zgornja atenuacijska meja ltra ne sme biti manj²a
od glavnih karakteristi£nih £rt, ki so prikazane v tabeli 2.1. Tabela je povzeta iz
[17].
Z molibdenovo in volframovo anodo se uporabljata oba ltra, z rodijevo anodo
pa se uporablja le lter iz rodija [17]. Na sliki 2.9 je prikazan primer spektra, ko sta
tako anoda kot lter iz molibdena.
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Slika 2.9: Slika prikazuje primer spektra, ko sta tako anoda kot lter iz molibdena.
Filter poreºe spekter pri spodnji meji 8 keV in zgornji meji 20 keV, ki je dolo£ena
s K robom ltra (ang. K-edge). S ltracijo dobimo spekter, ki je v optimalnem
energijskem pasu za mamograjo. Neltriran spekter anode prikazuje modra barva,
atenuacijo (ang. attenuation) ltra pa prikazuje rde£a barva. Napetost na rentgenski
cevi je v tem primeru 30 kV. Slika je povzeta iz [18].
2.3.3 Detekcija fotonov
V preteklosti so bili v uporabi analogni mamografski sistemi, ki so za detekcijo upo-
rabljali kombinacije kaset in lmov. Danes so v razvitem svetu tipi£no v uporabi
digitalni mamografski sistemi. Ti temeljiju na sistemu detektorjev, ki presevne fo-
tone detektirajo, signal pa digitalizirajo. Prevladujejo ploski (TFT) detektorji iz
amorfnega silicija s plastjo scintilatorja (npr. cezijev jodid) ali detektorji iz amorf-
nega selena. Digitalna mamograja nam omogo£a shranjevanje slik na ra£unalnikih
in nadaljno obdelavo slik [14].
2.3.4 Sistem samodejne kontrole ekspozicije (AEC)
Sistem samodejne kontrole ekspozicije (ang. Automatic Exposure Control, AEC) je
zelo pomemben element mamografskih naprav, in sicer zagotavlja ustrezno delovanja
naprave. Razli£ni proizvajalci so za svoje naprave razvili razli£ne ina£ice sistema.
AEC zagotavlja optimalno osvetljitev prejemnika (detektorja). Starej²i (analo-
gni) mamografski sistemi so temeljili na uporabi ionizacijskih celic, ki so bile posta-
vljene za radiografskim lmom. Ekspozicija se je ustavila, ko je bila na lmu zagoto-
vljena optimalna po£rnitev. Moderni (digitalni) sistemi pa za optimalno osvetljitev
uporabljajo kar signal iz detektorjev. Ekspozicija se pri tem prekine, ko je zagoto-
vljeno ustrezno razmerje signala in ²uma. Sistem temelji na merjenju produkta toka
(v detektorju) in £asa ekspozicije.
Napredni sistem AEC pred glavnim slikanjem zajame tudi grobo sliko s kratko
ekspozicijo ali upo²teva informacijo o kompresijski sili (debelini dojke). S pomo£jo
teh podatkov nato izbere spekter (napetost rentgenske cevi ter kombinacijo anode in
ltra). Izbira je odvisna od zgradbe dojke (debelina, gostota). Ve£ina sistemov po-
zna dve metodi delovanja: metodo, ki prioritizira kontrast, in metodo, ki prioritizira




Pred od£itavanjem digitalnih slik je slike potrebno ²e procesirati. Konstrast med
gostim in mehkim tkivom je na surovih slikah nizek, zato te slike niso primerne
za vizualno od£itavanje. Vsak proizvajalec je za svoj mamografski aparat razvil
tudi svoj algoritem procesiranja slik. Procesirane slike na razli£nih sistemih so tako
razli£ne. Glavni cilj algoritmov je izbolj²anje kontrasta med tkivi, kar je razvidno
na sliki 2.10 [19].
Slika 2.10: Na sliki so prikazani pari procesiranih in neprocesiranih slik razli£nih
proizvajalcev. V zgornji vrstici so surove (neprocesirane) slike, v spodnji pa pro-
cesirane. V prvem stolpcu so slike, ki so bile zajete na aparatih GE Senographe
Essential, v drugem stolpcu so bile zajete na Hologic Lorad Selenia, v tretjem in
£etrtem stolpcu pa na Fuji CR. Razvidno je, da imajo procesirane slike bistveno
ve£ji kontrast med gostim in mehkim tkivom kot surove slike. Slika je povzeta iz
[20].
2.3.6 Naprava za stiskanje dojk in re²etka
Naprava za stiskanje dojko stisne, jo splo²£i in raz²iri. Dojko pri tem tudi imobilizira.
Tipi£ne sile stiskanja so med 100N in 200N. Stiskanje dojke je zelo pomembno, saj se
pri slikanju uporabljajo nizke energije fotonov, katerih absorbcija v tkivu je visoka.
Zato je ºeljeno, da je pot fotonov skozi tkivo £im kraj²a.
Pri mamograji se uporabljajo tudi zelo goste radiografske re²etke. Glavna na-
loga re²etke je absorbcija fotonov, ki se v tkivu sipajo in kvarijo kvaliteto slike.
Re²etka zagotavlja visoko prostorsko in kontrastno lo£ljivost.
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2.4 Gostota dojk in tveganje za rakom dojk
2.4.1 Rak dojk
Rak dojk velja za drugo najpogostej²o obliko raka pri ºenskah v razvitem svetu, takoj
za koºnim rakom. Za rakom dojk je v Sloveniji v letu 2014 zbolelo 1.300 bolnikov,
od tega je bilo 1% mo²kih [21]. Incidenca za obolenje se v zadnjih letih pove£uje,
smrtnost pa zmanj²uje. Eden glavnih razlogov za to je izvajanje organiziranega
programa presejanja dojk. Petletno preºivetje brez ponovitve bolezni je za obmo£je
Evrope ocenjeno na 80% [22].
2.4.2 Zgradba dojk
Dojke so parni organ, pritrjen na prsno mi²ico. Gradijo jih ma²£obno, glandularno
in brozno tkivo, kot je prikazano na sliki 2.11. Ma²£obno tkivo daje dojkam obliko
in velikost. Glandularno tkivo tvorijo mle£ne ºleze in kanali. Fibrozno tkivo pa daje
dojkam oporo. Glandularno in brozno tkivo imata ve£jo gostoto kot ma²£obno
tkivo. Gostota dojk je izraz, ki opi²e, kolik²en deleº dojke je sestavljen iz gostega
tkiva in kolik²en iz redkej²ega tkiva. enske, ki imajo ve£ji deleº gostega tkiva,
imajo bolj goste dojke [23].
Slika 2.11: Prikazana je sestava dojk iz glandularnega, fribroznega in ma²£obnega
tkiva. Na sliki so prikazane tudi ciste. Gre za otekle dele glandularnega tkiva, ki
so posledica hormonskega delovanja. Ciste so benigne tvorbe in veljajo za nekaj
obi£ajnega [24]. Slika je povzeta iz [24].
2.4.3 Gostota dojk kot faktor tveganja za obolenje z rakom
dojk
tudije kaºejo, da velja gostota dojk za dober neodvisen napovedni faktor tveganja za
obolenje z rakom dojk, in sicer imajo ºenske z vi²jo gostoto dojk pove£ano tveganje
za nastanek bolezni [25, 26, 27].
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Za dolo£itev gostote dojk se v praksi uporabljajo mamografske slike. Radiolog
razporedi dojke v gostotne skupine na podlagi vizualne ocene. Za razvr²£anje pa
uporablja BI-RADS kriterij oziroma atlas. Tak na£in klasikacije je mo£no odvisen
od interpretacije posameznega radiologa, zato lahko med radiologi prihaja do raz-
hajanj, kon£na ocena gostote pa je subjektivna in kvalitativna. Moderna znanost
je zato usmerjena v razvoj avtomatiziranih algoritmov, ki so sposobni na mamogra-
mih objektivno in kvantitativno dolo£iti gostoto dojk. Pri tem je potrebna vpeljava
kvantitativne koli£ine za opis gostote [28].
Izraz mamografska gostota se uporablja za kvantitativen opis gostote dojk. Na
primeru 2D mamografskih slik je mamografska gostota denirana kot kvocient med
plo²£ino gostega tkiva in plo²£ino celotne dojke na sliki [28].
2.4.4 BI-RADS kriterij
Kriterij je izdan s strani American College of Radiology. V praksi sluºi radiolo-
gom kot atlas za klasikacijo gostote dojk. Klasicira delitev dojk v ²tiri gostotne
kategorije, od najmanj gostih do najbolj gostih [29, 30].
2003 BI-RADS Atlas 2013 BI-RADS Atlas
(1) Dojke so skoraj povsem
iz ma²£evja (<25% glandularnega).
(a) Dojke so skoraj povsem is ma²£evja.
(2) Obstajajo razpr²ena obmo£ja
broglandularnega tkiva (pb. 25%-50%).
(b) Obstajajo razpr²ena obmo£ja
broglandularnega tkiva.
(3) Dojke imajo heterogeno gostoto
kar lahko zakrije majhne mase
(pb. 51%-75%).
(c) Dojke imajo heterogeno gostoto,
majhne mase so lahko zakrite.
(4) Tkivo dojk je zelo gosto.
Ob£utljivost mamograje je zmanj²ana
(>75% glandularnega).
(d) Dojke so zelo goste. Ob£utljivost
mamograje je zmanj²ana.
Tabela 2.3: V levem stolpcu tabele je prikazan atlas, ki je bil izdan leta 2003 (4.
izdaja). Ta izdaja je vsebovala poleg kvalitativnega opisa tudi kvantitativen opis de-
leºa glandularnega tkiva za razvrstitev v gostotne skupine. Leta 2013 je bila izdana
prenovljena izdaja BI-RADS Atlasa (5. izdaja), kjer je opis povsem kvalitativen.
Prenovljen atlas je prikazan v desnem stolpcu tabele. Tabela je povzeta iz [31].
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Slika 2.12: Na sliki so prikazane mamografske slike dojk, razvr²£enih v gostotne
skupine po BI-RADS kriteriju (4. izdaja). Dojka na skrajni levi je uvr²£ena v
gostotni razred z najmanj²o gostoto in dojka na skrajni desni v gostotni razred z
najve£jo gostoto. Slika je povzeta iz [11].
2.5 Radiomika
Radiomika je podro£je medicine, ki se ukvarja z ekstrakcijo velikega ²tevila kvantita-
tivnih zna£ilk iz radiografskih medicinskih slik s pomo£jo ra£unalni²kih algoritmov,
ki karakterizirajo podatke. Ekstrahirane zna£ilke imajo potencial, da opi²ejo ali
razkrijejo karakteristi£ne lastnosti bolezni oziroma stanja [32].
Pred procesom ekstrakcije gredo slike ponavadi skozi procesiranje in segmen-
tacijo. Cilj procesiranja je izbolj²anje kvalitete in uporabnosti slik, kar vodi do
izbolj²ane detekcije zna£ilk, ki opisujejo abnormalne karakteristike[32, 33].
Pred ekstrakcijo je potrebno obmo£je analize omejiti le na zanimivo podro-
£je. Temu procesu re£emo segmentacija. Najpogostej²i metodi sta ro£na in pol-
avtomatizirana segmentacija z ro£nimi popravki, ki sta lahko zelo zamudni, rezul-
tati pa subjektivni (odvisni od opazovalca). Moderna znanost je zato usmerjena
v razvoj povsem avtomatiziranih algoritmov, ki temeljijo na umetni inteligenci in
zagotavljajo bolj²o ponovljivost in konsistentnost kot ro£na segmentacija. Genera-
liziranost nau£enih algoritmov je ²e vedno glavna omejitev, in sicer lahko algoritmi
ob uporabi na druga£nih podatkih vrnejo povsem napa£ne rezultate [33, 34].
Po procesiranju in segmentaciji poteka generacija oziroma ekstrakcija zna£ilk.
Obstaja veliko razli£nih tipov zna£ilk. Med najbolj pogoste spadajo zna£ilke, ki
temeljijo na histogramih (intenzitetah), zna£ilke oblike, zna£ilke teksture in radialne
zna£ilke [33, 34].
Zna£ilke teksture sestavlja nabor meritev, ki kvantitativno opi²ejo prostorsko
oziroma povr²insko porazdelitev intenzitet na sliki ali izbranem obmo£ju. Pri gene-
riranju zna£ilk struktur je bil v delu izbran statisti£en pristop. Ta pristop obravnava
teksture kot kvantitativne statist£ne izmerke o postavitvi intenzitet na izbranem
obmo£ju[33, 34].
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2.6 Izbira zna£ilk za klasikacijo gostotnih razredov
2.6.1 Klasikacija podatkov
Pri klasikaciji podatkov gre za problem razvr²£anja novih meritev v set kategorij
na podlagi predhodnih podatkov (u£na mnoºica), kjer so pripadnosti kategorijam
znane. V osnovi se klasikacija deli na fazo u£enja in fazo validacije [35, 36].
V u£ni fazi se iz podatkov s pomo£jo statisti£nih metod generira set zna£ilk.
Vsaka meritev je tako opisana s setom ekstrahiranih zna£ilk. U£ni algoritem s po-
mo£jo podatkov, ki so opisani s setom zna£ilk, in kategori£nih oznak ustvari funkcijo
zemljevida f (klasikator), ki zna£ilkam pripi²e kategori£ne oznake [35].
f(zna£ilke) → kategori£ne oznake (2.4)
V validacijski fazi se podatki spet predstavijo z zna£ilkami, ki so bile izbrane v
u£ni fazi. Na teh zna£ilkah se izvede klasikator, ki je bil izbran v fazi u£enja, in
napove kategori£na oznaka. S tem se izvede validacija (ocena uspe²nosti) klasika-
cije. Pomembno je, da je set zna£ilk v fazi napovedovanja enak kot v fazi u£enja in
da so podatki v u£nem setu razli£ni od podatkov v validacijskem setu [35, 36].
2.6.2 Ekstrakcija zna£ilk
Pri ekstrakciji zna£ilk gre za proces zmanj²evanja dimenzionalnosti za£etnega seta
podatkov. V splo²nem gre za transformacijo za£etnih surovih podatkov v numeri£ne
zna£ilke (lahko tudi kategori£ne), ki natan£no in celovito opi²ejo za£etne podatke.
V nadaljno obdelavo nam tako ni treba vklju£evati prvotnega seta podatkov, ampak
ga lahko nadomestimo z ekstrahiranimi zna£ilkami. [36, 37].
Metode ektrakcije so nepogre²ljive na podro£ju analize slik. V tem magistrskem
delu so za£etni set podatkov sestavljale mamografske slike. Dimenzionalnost teh
podatkov je zelo velika, saj je bila ve£ina informacij zapisana v intenzitetah pikslov
[36].
2.6.3 Selekcija zna£ilk
Obi£ajno generiramo £im ve£je ²tevilo zna£ilk, za katere imamo omejene informacije
o relevanci in redundanci. Set generiranih zna£ilk lahko vsebuje zna£ilke, ki imajo
relativno majhno relevanco za klasikacijo in znatno redundanco. Selekcija zna£ilk je
proces izbiranja relevantne podmnoºice zna£ilk za uporabo pri konstrukciji modelov.
Gre za metode, s katerimi zmanj²amo set zna£ilk tako, da eliminiramo tiste zna£ilke,
ki so manj relevantne ali odve£ne. S tem zmanj²amo £asovno zahtevnost modela, ga
poenostavimo in posplo²imo. Zagotovimo tudi, da model ni preve£ nau£en na u£ni
set [35, 38].
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2.7 Statisti£ne metode za selekcijo zna£ilk in klasi-
kacijo
2.7.1 ANOVA
ANOVA je statisti£na metoda, s katero analiziramo razlike med povpre£ji razli£nih
neodvisnih skupin vzorca. Metoda nam opi²e, kako je slu£ajna odvisna spremen-
ljivka, ki napoveduje izid poskusa, odvisna od enega ali ve£ neodvisnih spremenljivk
oziroma faktorjev [2]. Primera faktorjev sta gostota, ki ima 4 skupine (gostotne
razrede) in pogled, katerega tvorita skupini MLO in CC. Primeri slu£ajnih odvisnih
spremenljivk pa so ekstrahirane radiomske zna£ilke.
V osnovi je ANOVA statisti£ni test, ki preveri, ali so srednje vrednosti dveh ali
ve£ih populacij (skupin) enake. Ni£elna hipoteza je, da so srednje vrednosti popu-
lacij ali skupin enake. Gre za generalizacijo t-testa na tri ali ve£ skupin. Opaºena
variabilnost poskusa je posledica prou£evanih dejavnikov, kontroliranih mote£ih de-
javnikov in nekontroliranih mote£ih dejavnikov, ki so posledica eksperimentalnih
napak in jim ponavadi re£emo ostanek. Variabilnost pa lahko razdelimo tudi na pri-
spevek zaradi variabilnosti med skupinami in prispevek variabilnosti meritev znotraj
posamezne skupine. ANOVA temelji na predpostavkah, da so vse meritve v vseh
subpopulacijah normalno porazdeljene in da velja homogenost variance v vseh sub-
populacijah. V praksi velja ANOVA za zelo robustno metodo in se uporablja tudi
takrat, ko prej²nja pogoja nista povsem izpolnjena 2, 39.
2.7.2 Eno-faktorska ANOVA
Eno-faktorska ANOVA je poenostavljena analiza variance, ko imamo meritve s samo
enim faktorjem, ki vsebuje dve ali ve£ skupin. Pri ANOVI razdelimo celotno vsoto
kvadratov (SST) na vsoto kvadratov zaradi razlik med skupinami (SSR) in vsoto
kvadratov razlik znotraj skupin, ki jih imenujemo napake (SSE) [2, 40].




(yij − ȳ)2 =
∑︂
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(yij − yj̄)2, (2.6)
kjer je nj velikost vzorca za j-to skupino. yi,j je i-ta meritev znotraj j-te skupine. ȳ
je povpre£je celotnega vzorca.
ANOVA potem primerja variacijo med skupinami z variacijo znotraj skupin.
e je izra£unano razmerje visoko, potem lahko sklepamo, da so srednje vrednosti
med skupinami bistveno razli£ne. Slednje preverimo z F-testom s (k − 1, N − k)







kjer je k ²tevilo skupin in N celotno ²tevilo meritev (velikost vzorca).
Za izbrano stopnjo tveganja (α) poi²£emo mejni Fcrit. e je F > Fcrit, potem
lahko zavrºemo hipotezo, da so srednje vrednosti skupin enake, s stopnjo tveganja
α. Hipotezo lahko preverimo tudi preko izra£una p vrednosti F-statistike. In sicer
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izra£unamo verjetnost, da iz F-porazdelitve izvle£emo vrednost F , ki je ve£ja od
izra£unane FANOV A. e je verjetnost P (F > FANOV A) < α, potem lahko hipotezo
zavrºemo na stopnji tveganja α [39].
V magistrski nalogi je bila uporabljena eno-faktorska ANOVA za selekcijo zna-
£ilk. Relevantnost zna£ilk je bila primerjana preko frednosti F. Ve£ja vrednost F je
pomenila ve£jo relevantnost za klasikacijo gostotnih skupin.
2.7.3 Bonferroni popravek
Pri izvajanju velikega ²tevila testov se soo£amo s problemom ve£ih primerjav [41].
Do tega problema pride, ko prihaja do ve£jega ²tevila statisti£nih interferenc (uktu-
acij) zaradi velikega ²tevila testov. Pri statisti£nih testih posku²amo ni£elno hipotezo
zavrniti z dovolj majhno stopnjo tveganja. e izvedemo veliko ²tevilo testov, se po-
ve£a verjetnost, da opazimo redko realizacijo, ki je posledica statisti£nih uktuacij,
kjer hipotezo nepravilno potrdimo. Verjetnost za napake tipa 1 (laºno pozitiven) se
tako pove£a [41, 42].
Bonferonni popravek je metoda, s katero zmanj²amo vpliv statisti£nih uktua-
cij, ko izvajamo ve£je ²tevilo statisti£nih testov. Namesto tega, da vsako hipotezo
preverimo s stopnjo tveganja α, uporabimo stopnjo tveganja α/m, kjer je m ²tevilo
izvedenih testov [41, 42].
2.7.4 mRMR
Pri selekciji zna£ilk je pomembno, da izberemo zna£ilke, ki imajo visoko relevantnost
za klasikacijo, hkrati pa omejimo redundanco in s tem zagotovimo ve£jo robustnost.
V splo²nem izbiramo zna£ilke, ki imajo visoko korelacijo s spremenljivko klasikacije
in so med seboj £im bolj razli£ne. Tak set zna£ilk ohranja visoko napovedno mo£,
hrati pa vsebuje majhno redundanco (odve£nost) [3].
Cilj algoritma mRMR je iskanje optimalnega seta S, ki ima maksimalno relevanco
VS in minimalno redundanco WS glede na napovedno spremenljivko y. VS in WS sta
denirana preko medsebojne informacije I. Medsebojna informacija I(X,Z) dveh




P (X = xi, Z = zj)log
P (X = xi, Z = zj)
P (X = xi)P (Z = zj)
. (2.8)














Pri tem je |S| ²tevilo zna£ilk v S. Znatna vrednost parametra W nakazuje, da si
dve spremenljivki delita znatno koli£ino informacije, kar algoritem ²teje kot mero za
odve£nost oz. redundanco.
Uporabljena je bila funkcija fscmrmr v Matlabu. Funkcija v prazen set S najprej
uvrsti zna£ilko, ki ima najvi²jo relevanco. Nato pa v set iterativno dodaja zna£ilke
z najvi²jo oceno MIQx. Faktor MIQx je deniran kot
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Pri tem je Vx relevanca in Wx redundanca zna£ilke x glede na zna£ilke v setu S.
Relevanca in redundanco sta izra£unana po ena£bah








Kot rezultat dobimo ocene MIQx za vsako zna£ilko [43].
2.7.5 Multinomska logisti£na regresija
Multinomska logisti£na regresija je generalizacija logisti£ne regresije. Gre za klasi-
kacijsko metodo, ki se uporablja za klasikacijo ve£razrednih (ve£ kot dva) problemov
[44].
Metodo smo izvedli v programskem okolju Matlab s funkcijo mnrt. Funkcija
vrne koeciente multinomske logisti£ne regresije B za vhodne podatke (zna£ilke) in
pripadajo£e nominalne odzive (gostotne skupine). Funkcija mnrt ustvari model




) = B0 +B1X1 +B2X2 +B3X3 + ... (2.14)
Parameter ln(π2
π1
) se imenuje logaritem relativnega tveganja. Pri tem je π2 verjetnost
za drugo kategorijo in π1 verjetnost za referen£no (v tem primeru prvo) kategorijo.
Oznaka X ozna£uje zna£ilke. Funkcija si vedno izbere eno kategorijo za referen£no.
To pomeni, da v primeru klasikacije 4 kategorij dobimo 3 modele relativnega tve-
ganja. V vseh treh modelih je referen£ni razred oziroma kategorija enaka [45].
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2.8 Kvantikacija uspe²nosti napovedi
2.8.1 Matrika zamenjav
Matrika zamenjav (tudi matrika napak) je tabela oziroma matrika, ki omogo£a vi-
zualno predstavitev uspe²nosti klasikacijskega algoritma. Vsak stolpec v matriki
predstavlja pravi razred in vsaka vrstica napovedan razred. Tabela nam omogo£a
preprost pregled nad uspe²nostjo algoritma pri razlo£evanju med posameznimi ra-
zredi [46].
Slika 2.13: Slika prikazuje primer matrike zamenjav. Vrstice predstavljajo prave ra-
zrede podatkov. Stolpci pa predstavljajo napovedane razrede, v katere smo uvrstili
podatke s pomo£jo napovednega modela. Elementi na diagonali podajajo informa-
cijo o ²tevilo pravilnih klasikacij.
2.8.2 Koecient κ
Cohenov koecient κ sluºi za oceno ujemanja razli£nih cenilcev (ang. inter-rater).
Koecient upo²teva, da je lahko dolo£eno ujemanje posledica povsem naklju£nega
ugibanja. Uporaba faktorja je v medicinskih raziskavah omejena, saj ni dobro de-
nirano, katere vrednosti faktorja so sprejemljive.




= 1− 1− po
1− pe
, (2.15)
kjer je po relativno opaºeno ujemanje in pe hipoteti£no naklju£no ujemanje med
cenilcema.
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Vrednost κ Nivo ujemanja
Odstotek podatkov,
ki so zanesljivi [%]





0.91-1.00 Skoraj popolno 81-100
Tabela 2.4: Tabela prikazuje interpretacijo vrednosti Cohenovega koecienta. V
praksi velja prepri£anje, da je lahko ºe ocena 0.41 sprejemljiva [47]. Tabela je povzeta
iz £lanka [47].
Kvadratne uteºi
Obteºena vrednost koecienta κ omogo£a, da v oceno vklju£imo tudi delno ujemanje.
Pri tem upo²tevamo, kako blizu so si razli£ne kategorije. V splo²nem se najve£
uporablja koecient κ s kvadratnimi uteºmi.












Pri tem je Pij deleº podatkov v matriki zamenjav na mestu (i, j), wij pa pripadajo£a







Pri tem je Pi+ deleº vseh podatkov, ki pade v matriki zamenjav v vrstico i. P+j pa
je deleº vseh podatkov, ki v matriki zamenjav pade v stolpec j. Za kvadratne uteºi
velja zveza
wij = 1− (|i− j|)2/(R− 1)2. (2.19)
Pri tem R ozna£uje ²tevilo kategorij, |i− j| pa ozna£uje razdaljo med kategorijama
[48].
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2.8.3 ROC krivulja
ROC (ang. Receiver Operator Characteristic) krivulja je gra£na predstavitev na-
povedne mo£i binarnega klasikatorja. Pri binarnih klasikacijah si ponavadi en
razred izberemo za pozitiven, drugi razred pa za negativen. Graf se konstruira z
risanjem deleºa resni£no pozitivnih (na ordinatni osi) proti deleºu laºno pozitivnih
(na abscisni osi) pri vseh moºnih klasikacijskih pragovih [49]. Primer ROC krivulje
je prikazan na sliki 2.14.





kjer je TP ²tevilo resni£no pozitivnih in FN ²tevilo laºno negativnih. Deleº laºno





kjer je FP ²tevilo laºno pozitivnih in TN ²tevilo resni£no negativnih.
Slika 2.14: Prikazan je primer ROC krivulje.
AUC
Kvantitativna mera AUC (ang. Area Under Curve) je denirana kot integral ROC
krivulje. V splo²nem velja AUC za dober kvantitativen cenilec napovedne natan£no-
sti modela in sicer ve£ja vrednost AUC napoveduje bolj²o napovedno mo£ modela.
V idealnem primeru je vrednost AUC enaka 1. Na sliki 2.14 je vrednost AUC enaka
0.87 [49].
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2.9 FCM algoritem
Kratica FCM ozna£uje 'fuzzy-c means' algoritem. Gre za obliko zdruºevanja po-
datkov v skupine, kjer lahko posamezen podatek pripada ve£ razli£nim skupinam.
Pripadnost podatka vsaki posamezni skupini opisuje uteº, ki lahko zavzema vre-
dnosti med 0 in 1. Podatki se razporedijo v skupine tako, da so v vsaki skupini
podatki med seboj £im bolj podobni. To£ke, ki so blizu centra skupine bodo imele
vrednost uteºi za to skupino blizu 1, to£ke na robu skupine pa veliko manj²o. V
na²em primeru smo piksle zdruºevali v skupine glede na intenziteto [50, 51, 52].
Najprej je potrebno izbrati ²tevilo skupin. V na²em primeru je bilo izbranih
14 oziroma 15. Podatkom se nato naklju£no porazdelijo uteºi pripadnosti posa-
meznim skupinam. V naslednjih korakih se podatkom iterativno spreminjajo uteºi
dokler algoritem ne konvergira (spremembe vrednosti objektivne funkcije Jm med
posameznimi iteracijami padejo pod izbrano mejno vrednost) [50, 51, 52].
Algoritem posku²a elemente X = {x1, x2, ...xn} porazdeliti med skupine, kjer
so centri C = {c1, c2, ...cc} in uteºi wij. Uteº wij opisujejo pripadnost podatka xi
centru cj. Z vsak podatek xi velja, da je vsota
∑︁c
j=1wij = 1. V prvi iteraciji so










kjer je m hiperparameter, ki dolo£a mehkost (ang. fuzzyness) algoritma. V na²em















wmij ||xi − cj||2. (2.24)
Iteracija se zaklju£i, ko so spremembe objektivne funkcije Jm manj²e od mejne vre-
dnosti oziroma ko je doseºeno najve£je dovoljeno ²tevilo iteracij. e ta pogoja nista
izpolnjena, se opisan postopek ponovi (izra£un novih centrov ck, popravek uteºi
wij in izra£un vrednosti funkcije Jm) [52]. Algoritem FCM, ki smo ga uporabili v
magistrski nalogi, je bil implementiran s strani programa LIBRA [1].
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3.1 Podatki
Za magistrsko nalogo so bili uporabljeni aktualni podatki iz baze podatkov Sloven-
skega presejalnega programa DORA. Izbranih je bilo 9252 slik (4624 procesiranih
in 4624 neprocesiranih). Kriterij za izbiro slik je bil tak, da smo imeli pare nepro-
cesiranih ("FOR PROCESSING") in pripadajo£ih procesiranih ("FOR PRESEN-
TATION") slik. Prav tako smo zahtevali, da imajo vse pacientke dolo£en gostotni
razred po BI-RADS kriteriju. Gostota je bila dolo£ena le na eni dojki, zato druge
dojke nismo upo²tevali. Vsaka pacientka je imela dojko slikano v obeh pogledih (CC
in MLO).
Gostotne skupine so bile ozna£ene z vrednostmi 1005, 1006, 1007 in 1008. Te so
po vrsti ozna£evale gostotne skupine od najmanj gostih do najbolj gostih dojk po 4.
izdaji BI-RADS kriterija [31]. Vsaka pacientka je imela gostoto dolo£eno le za eno
dojko.
Na DORI so imele gostoto dolo£eno le tiste ºenske, ki so bile poklicane na dodatne
preiskave na podlagi mamogramov, na katerih je bil ugotovljen pove£an sum za
obolenje z rakom. Izvid dodatne neinvazivne diagnostike je bil negativen in ºenske
so bile vrnjene v program DORA. Na²a raziskava je bila prijavljena na Onkolo²kem
in²titutu Ljubljana in je pre²la eti£no presojo.
3.1.1 Starostne skupine
Pacientke smo razdelili tudi v 4 starostne skupine. V 1. skupino so bile uvr²£ene
pacientke, ki so bile mlaj²e od 55 let. V 2. skupino so bile uvr²£eme pacientke med
55. in 59. letom starosti. V 3. skupino smo uvrstili pacientke med 60. in 64. letom
starosti in v 4. skupino pacientke, ki so bile starej²e od vklju£no 65 let.
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Slika 3.1: Prikazana je porazdelitev pacientk po gostotnih skupinah v razli£nih sta-
rostnih skupinah. Na abscisi so prikazane starostne skupine, na ordinatni osi pa
²tevilo slik.
In²titucija/proizvajalec
tevilo CC slik/ tevilo MLO slik
Starostne skupine
49-54 let 55-59 let 60-64 let 65-69 let
SB Slovenj Gradec/SIEMENS 6/6 2/2 4/4 8/8
SB Trbovlje/HOLOGIC 2/2 0/0 2/2 2/2
SB Ljubljana/SIEMENS 304/304 184/184 206/206 190/190
SB dr. Joºeta Potr£a/GE Medical S. 14/14 10/10 6/6 4/4
UKC Ljubljana/Philips Medical S. 6/6 4/4 2/2 0/0
UKC Ljubljana/SIEMENS 658/650 406/404 408/390 298/290
UKC Maribor/SIEMENS 502/492 314/312 280/266 186/182
ZD Maribor/Planmed 2/2 0/0 0/0 0/0
ZD Ljubljana/SIEMENS 292/292 140/136 118/114 102/100
Tabela 3.1: Tabela prikazuje ²tevilo CC in MLO slik, ki pripadajo pacientkam raz-
li£nih starostnih skupin in so bile zajete v razli£nih klini£nih ustanovah. Razvidno
je, da je bilo 98.8% vseh slik zajetih na aparatu proizvajalca Siemens.
Slike so bile podane v DICOM obliki [53]. DICOM standard vsebuje podatke o
starosti pacientke, lateralnosti dojke, pogledu slikanja, proizvajalcu naprave, poda-
tek o tem, ali je slika procesirana ali surova, podatek o napetosti na rentgenski cevi,
toku v rentgenski cevi, ekspoziciji, debelini stisnjene dojke in kompresijski sili [54].




Za generacijo zna£ilk in segmentacijo dojke je bil uporabljen program LIBRA [1].
Program najprej na surovih slikah izvede logaritemsko transformacijo (logaritmira
vrednosti pisklov). V primeru, da gre za 'MONOCHROME1' predstavitev, se izvede
invertiranje intenzitet pikslov [54]. V tretjem koraku pa se izvede kvadratna trans-
formacija (kvadriranje intenzitet pikslov). Na procesiranih slikah teh transformacij
ne izvedemo. Nato sledi standardizacija orientacije dojke in segmentacija dojke.






Ena£ba (3.1) prikazuje pretvorbo spremenljivke x v z-vrednost. Pri tem je µ
srednja vrednost vzorca in σ standardna deviacija vzorca, katerega del je x.
Na vsaki sliki je bil generiran set 132 zna£ilk. Generirane so bile histogramske
zna£ilke kot tudi zna£ilke teksture. Gre za zna£ilke, ki so standard v radiomski
analizi. Uporabili smo le tiste zna£ilke, ki jih program LIBRA tudi sam izra£una.
Prvih 28 je bilo izra£unanih na obmo£ju celotne segmentirane dojke, preostale
(104) pa so bile izra£unane preko deljenja intenzitet pikslov v skupine z metodo
FCM in tvorbo novih hierarhi£nih razredov [55]. LIBRA za delitev pikslov uporabi
metodo FCM [50], s katero piksle razdeli v 14 ali 15 skupin. Temu sledi tvorba novih
hierarhi£nih razredov. V prvem hierarhi£nem razredu so bile vsebovane vse FCM
skupine, v drugem razredu je bila izlo£ena prva FCM skupina, v tretjem razredu je
bila dodatno eliminirana ²e druga FCM skupina in tako naprej. V zadnjem hierar-
hi£nem razredu je bila vsebovana le ²e zadnja FCM skupina. Na teh hierarhi£nih
razredih so bile generirane preostale zna£ilke (104).
26 zna£ilk dolo£a vrednost zna£ilke v zadnjem razredu. Tem zna£ilkam smo poleg
standardnega imena pripisali 'last'. Naslednjih 26 pa je bilo izra£unanih kot razlika
med vrednostjo zna£ilke v zadnjem in prvem razredu ulomljeno s srednjo vrednostjo
preko vseh razredov. Tem zna£ilkam smo poleg standardnega imena pripisali ²e
'mean'.
Program LIBRA izra£una tudi razlike zna£ilk med razredi, in sicer vrednosti
zna£ilke v vsakem razredu od²teje vrednost zna£ilke v prej²njem razredu. Zna£ilkam,
ki jih odberemo v tem primeru iz zadnjih razredov, dodamo zraven standardnega
imena ²e oznako 'df last'. Takih zna£ilk smo generirali 26. Zna£ilkam, ki jih dobimo
kot kvocient med zadnjim razredom in srednjo vrednostjo £ez razrede, pa dodamo
oznako 'df mean'. Tudi v tem primeru dobimo 26 zna£ilk.
3.3 Normalizacija zna£ilk
Na generiranih zna£ilkah smo izvedli standardizacijo oziroma pretvorbo v z-vrednosti.
Uporabili smo funkcijo normalize v programskem okolju Matlab. V funkcijo smo
vstavili parametra 'zscore' in 'std'. Funkcija normalize je vrnila z-vrednosti s srednjo
vrednostjo 0 in standardno deviacijo 1 [56].
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3.4 Potek dela
 Filtracija podatkov: Za£etne podatke smo razdelili na procesirane (4624
slik) in neprocesirane slike (4624 slik). Nadaljna ltracija je bila izvedena glede
na raziskovano podro£je. Analiza je bila izvedena lo£eno na neprocesiranih in
procesiranih slikah.
 Delitev podatkov na u£no in validacijsko mnoºico: Pri izvedbi analize
je bilo za u£ni set naklju£no izbranih 60% podatkov. Preostalih 40% podatkov
pa je bilo uporabljenih za validacijo (validacijski set). Za ve£jo generalizira-
nost modela smo za iskanje relevantnih zna£ilk (selekcijo zna£ilk) uporabili le
polovico podatkov v u£nem vzorcu. Multinomska logisti£na regresija pa je bila
izvedena na celotnem u£nem vzorcu.
 Selekcija zna£ilk z ANOVO in mRMR: Set za iskanje zna£ilk je sesta-
vljala polovica podatkov u£nega vzorca. Analizo smo najprej izvedli s pomo£jo
eno-faktorske ANOVE. F-vrednosti so nam sluºile za oceno relevantnosti zna-
£ilk. Zna£ilke, katerih F-vrednosti niso prestale Bonferronijevega kriterija, smo
iz nadaljne analize eliminirali. Set zna£ilk tako ni vseboval zna£ilk s prenizko
relevantnostjo. Sledila je uporaba algoritma mRMR, s katerim smo se zne-
bili redundantnih oziroma odve£nih zna£ilk. Izbira kon£nega seta zna£ilk je
temeljila na izbiri zna£ilk z najvi²jimi ocenami mRMR.
 Dolo£itev klasikatorja z multinomsko logisti£no regresijo: Na u£nem
setu za iskanje modela smo za zna£ilke, izbrane po analizi z mRMR, poiskali
faktorje multinomske logisti£ne regresije.
 Validacija modela: Validacija modela je bila izvedena na validacijskem setu.
Za podatke v validacijskem setu smo izra£unali napovedane kategorije in jih
primerjali z dejanskimi. Evaluacijo smo kvanticirali z izra£unom AUC. Da
smo dobili tudi oceno za napako AUC, smo validacijo izvedli 10-krat na na-
klju£no izbrani polovici validacijskega seta (set je bil pred vsako izbiro dobro





V tem poglavju so opisani postopki u£enja modela za klasikacijo neprocesiranih in
modela za klasikacijo procesiranih slik. Klasicirali smo vse 4 gostotne skupine po
BI-RADS kriteriju (1, 2, 3 in 4).
4.1 Delitev podatkov v u£ni in validacijski set
Slike smo v u£ni in validacijski set razvr²£ali v parih (par neprocesirane in ustrezne
procesirane). Za posamezen u£ni set je bilo naklju£no izbranih 60% ustreznih po-
datkov (2774 parov slik). Za iskanje relevantnih zna£ilk je bila uporabljena polovica
u£nega seta (1387 parov slik), za iskanje koecientov multinomske logisti£ne regre-
sije pa celotni u£ni set (2774 parov slik). Validacija je bila izvedena na 40% za£etnih
podatkov (1850 parov slik). Slike so bile zajete na aparatih proizvajalca Siemens.
4.1.1 Seta slik za selekcijo zna£ilk: PZ in NZ
Posamezen set za iskanje zna£ilk je vseboval 718 slik v pogledu CC in 669 slik v
pogledu MLO. 514 slik je pripadalo prvemu starostnemu razredu, 332 drugemu, 306
tretjemu in 235 £etrtemu. 8 slik je bilo zajetih v in²tituciji SB Slovenj Gradec, 1 v SB
Trbovlje, 1 v ZD Novo mesto, 255 v SB Ljubljana, 525 na UKC v Ljubljani, 403 na
UKC v Mariboru, 182 v ZD Ljubljana in 12 v SB dr. Joºeta Potr£a. Gostotnemu
razredu BI-RADS 1 je pripadalo 296 slik, razredu BI-RADS 2 711 slik, razredu
BI-RADS 3 349 slik in razredu BI-RADS 4 31 slik. Set iz procesiranih slik smo
poimenovali PZ in set iz neprocesiranih slik NZ.
4.1.2 Seta slik za dolo£itev modelov: PM in NM
Posamezen set za iskanje zna£ilk je vseboval 1424 slik v pogledu CC in 1350 slik v
pogledu MLO. 1042 slik je pripadalo prvemu starostnemu razredu, 649 drugemu, 594
tretjemu in 489 £etrtemu. 14 slik je bilo zajetih v in²tituciji SB Slovenj Gradec, 3 v
SB Trbovlje, 1 v ZD Novo mesto, 521 v SB Ljubljana, 1074 na UKC v Ljubljani, 764
na UKC v Mariboru, 379 v ZD Ljubljana in 18 v SB dr. Joºeta Potr£a. Gostotnemu
razredu BI-RADS 1 je pripadalo 601 slik, razredu BI-RADS 2 1428 slik, razredu
BI-RADS 3 682 slik in razredu BI-RADS 4 63 slik. Set iz procesiranih slik smo
poimenovali PM in set iz neprocesiranih slik NM.
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4.1.3 Seta slik za validacijo: P1 in N1
Posamezen set je vseboval 907 slik v pogledu CC in 943 slik v pogledu MLO. 734
slik je pripadalo prvemu starostnemu razredu, 409 drugemu, 413 tretjemu in 294
£etrtemu. 6 sliki sta bili zajeti v in²tituciji SB Slovenj Gradec, 3 v SB Trbovlje,
363 v SB Ljubljana, 688 na UKC v Ljubljani, 503 na UKC v Mariboru, 2 v ZD
Maribor, 1 v ZD Novo mesto, 268 v ZD Ljubljana in 16 v SB dr. Joºeta Potr£a.
Gostotnemu razredu BI-RADS 1 je pripadalo 395 slik, razredu BI-RADS 2 891 slik,
razredu BI-RADS 3 526 slik in razredu BI-RADS 4 38 slik. Set iz procesiranih slik




Na setih NZ in PZ je bila izvedena eno-faktorska ANOVA z upo²tevanjem Bonferroni
kriterija.
(a) Analiza na setu NZ (surove slike) (b) Analiza na setu PZ (procesirane slike).
Slika 4.1: Prikaz F-vrednosti po analizi z eno-faktorsko ANOVO na setih NZ in PZ.
Pri analizi je bil upo²tevan tudi Bonferronijev kriterij. Zna£ilke, katerih F-vrednosti niso
presegle kriterija, so bile zavrºene (njihova F-vrednost je bila postavljena na 0).
(a) Analiza na setu NZ (surove slike) (b) Analiza na setu PZ (procesirane slike).
Slika 4.2: Prikaz rezultatov analize z metodo mRMR. V analizo so bile vklju£ene zna£ilke,
ki so prestale Bonferronijev kriterij (sliki 4.1a in 4.1b). Na neprocesiranih slikah se za
najbolj napovedno zna£ilko (najvi²ja ocena mRMR) izkaºe high window. Zna£ilka high
window je dolo£ena kot z-vrednost na obmo£ju segmentirane dojke, pod katero pade 95%
vrednosti. Pri procesiranih pa velja za najboj napovedno zna£ilko low window. V tem
primeru gre za z-vrednosti na obmo£ju segmentirane dojke, pod katero pade 5% vrednosti.
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Slika 4.3: Prikazane so porazdelitve primerov po izbranih zna£ilkah. Z razli£nimi barvami
so prikazane pripadnosti gostotnim razredom. Prikazanih je 8 zna£ilk z najvi²jo oceno
mRMR. Predstavljeni podatki so iz u£nega seta za u£enje modela NM.
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Slika 4.4: Prikazane so porazdelitve primerov po izbranih zna£ilkah. Z razli£nimi barvami
so prikazane pripadnosti gostotnim razredom. Prikazanih je 8 zna£ilk z najvi²jo oceno
mRMR. Predstavljeni podatki so iz u£nega seta za u£enje modela PM.
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4.4 Optimalna izbira ²tevila zna£ilk
Potrebno je bilo izbrati optimalno ²tevilo zna£ilk z najvi²jo oceno mRMR (slika 4.2).
Na setih NM in PM je bila izvedena multinomska logisti£na regresija ob upo²teva-
nju razli£nega ²tevila zna£ilk. Vsak zgrajen model je bil nato validiran na setu N1
oziroma na setu P1. Optimalno ²tevilo zna£ilk je bilo dolo£eno z analizo spreminja-
nja vrednosti koecienta κ v odvisnosti od ²tevila zna£ilk. Spreminjanje vrednosti
koecienta κ je prikazano na slikah 4.5.
(a) Model na surovih slikah. (b) Model na procesiranih slikah.
Slika 4.5: Na grah smo iskali ²tevilo zna£ilk, pri katerem se vrednost koecienta κ bistveno
ne spreminja (ne pove£uje). Za model na surovih slikah je bila za optimalno ²tevilo zna£ilk
izbrana vrednost 20. Pri modelu na procesiranih slikah pa smo za optimalno ²tevilo zna£ilk
dolo£ili vrednost 22.
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4.4.1 Izbrane zna£ilke
Globalne zna£ilke Zna£ilke po razredih Zna£ilke razlik med razredi
(a) Neprocesirane
High window Entropy (last) Maximum dierence X extent (df last)
Extent Variance (mean) Range of values (df mean)
Patient age Maximum dierence Y extent (mean) Eccentricity (df last)
Equivalent diameter Orientation (last) Connectedness (df last)
Kurtosis Rage of values (df last)
Maximum dierence Y extent Maximum dierence Y extent (df mean)




Low window Compactness (mean) Eccentricity (df last)
Moment 4 Max dierence Y extent (mean) Kurtosis (df last)
Max dierence Y extent Mean value (mean) Max dierence X extent (df mean)
Mean value Minor axis length (last) Energy (df mean)
Standard deviation Contrast (last) Max dierence Y extent (df mean)
Homogeneity Variance (mean) Equivalent diameter (df mean)
High window Range of values (df last)
Max dierence X extent
Body part thickness
Tabela 4.1: Tabela prikazuje zna£ilke, ki so bile izbrane za klasikacijo. Globalne
zna£ilke so bile dolo£ene za podro£je celotne dojke. Zna£ilke po razredih in zna£ilke
razlik med razredi pa so bile izra£unane na na£in, kot je opisano v poglavju 3.2. Za
model na procesiranih slikah je bilo izbranih 22 zna£ilk z najvi²jo oceno mRMR.
Za model na neprocesiranih slikah pa je bilo izbranih 20 zna£ilk z najvi²jo oceno
mRMR.
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4.5 Neuravnoteºenost u£nega vzorca
V u£nih vzorcih (PM in NM) je bila izraºena izrazita neuravnoteºenost glede gosto-
tnih razredov. Najve£ slik je bilo uvr²£enih v gostotni razred BI-RADS 2 (717 slik).
Sledila sta razreda BI-RADS 3 (333 slik) in BI-RADS 1 (305 slik). Bistveno manj
slik pa je bilo uvr²£enih najgostej²i razred BI-RADS 4 (32 slik).
V primeru, da ohranimo naravno razmerje v setu NM (brez novih sinteti£nih
podatkov), dobimo zelo pristranski klasikator, kar prikazuje slika 4.6.
Slika 4.6: Prikazana je matrika zamenjav klasikacije, ko v setu za u£enje NM
ohranimo prvotno razmerje gostotnih razredov. Model je validiran na setu N1.
Uporabljenih je 20 najbolj²ih zna£ilk po oceni mRMR. Klasikacija je v tem primeru
zelo pristranska. Napovedna mo£ modela je najbolj²a za skupino BI-RADS 2 (ki je
v u£nem setu ve£inska), medtem ko je klasikacija preostalih skupin bistveno manj




BI-RADS 1 48.6± 2.0
BI-RADS 2 77.1± 2.2
BI-RADS 3 52.0± 1.9
BI-RADS 4 21.1± 9.1
Tabela 4.2: Prikazani so deleºi pravilno napovedanih razredov iz slike 4.6. Napaka
je ocenjena z 10-kratno klasikacijo naklju£ne polovice validacijskega seta N1.
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4.5.1 Generacija sinteti£nih meritev
Implementacija metode SMOTE
Za namen izbolj²anja klasikacije smo uporabili metode, s katerimi generiramo sin-
teti£ne podatke. To nam omogo£a, da izena£imo zastopanost gostotnih razredov v
u£nem setu in izbolj²amo klasikacijo manj²inskih skupin. Implementirana je bila
metoda SMOTE (ang. Synthetic Minority Oversampling Technique) [57]. Naklju£-
nim parom dveh najbliºje si leºe£ih to£k v prostoru zna£ilk smo na premicah, ki te
to£ke povezujejo, generirali nove to£ke. Metoda je bila izvedena za manj²inske ra-
zrede. Generiranim to£kam je bilo potrebno diskretizirati izbrane zna£ilke (patient
age, Y axis extent, X axis extent).
(a) (b)
Slika 4.7: Prikazana sta zemljevida zna£ilk po implementaciji metode SMOTE.
Naklju£no pomnoºevanje meritev
Uporabljen je bil tudi pristop naklju£nega podvojevanja podatkov. Podatke iz manj-
²inskih gostotnih skupin smo naklju£no prepisovali (podvojevali). Po uporabi me-
tode je bili ²tevilo podatkov v vsaki gostotni skupini enako 717.
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Izbira metode
Na u£nem vzorcu NM sta bila zgrajena modela z uporabo vsake od omenjenih metod.
Validacija je bila v obeh primerih izvedena na setu N1. Izbira metode je temeljila
na primerjavi deleºa pravilnih klasikacij.
Gostotni razred Deleº pravilnih napovedi [%]
(a) Metoda SMOTE (b) Pomnoºevanje
BI-RADS 1 77.5± 1.6 78.2± 1.9
BI-RADS 2 43.4± 2.0 44.2± 1.7
BI-RADS 3 58.2± 1.4 58.0± 2.2
BI-RADS 4 78.9± 6.5 87.5± 7.7
Tabela 4.3: Izbrana je bila metoda z naklju£nim pomnoºevanjem zaradi bolj²e na-
povedni mo£i pri klasikaciji gostotne skupine BI-RADS 4.
46
Poglavje 5
Validacija in primerjava z rezultati iz
literature
Validacija modela na procesiranih slikah je bila izvedena na vzorcu P1 in validacija
modela na neprocesiranih slikah na vzorcu N1. Validacija je bila izvedena 10-krat na
naklju£no izbrani polovici validacijskih vzorcev, kar nam je omogo£alo oceno napak.
Pri ra£unanju koecienta κ so bile uporabljene kvadratne uteºi. Vrednosti AUC so
bile izra£unane s pristopom en proti vsem (ang. one-vs-all).
5.1 Matrike zamenjav in koecient κ
(a) Klasikacija neprocesiranih slik. (b) Klasikacija procesiranih slik.
Slika 5.1: Prikazani sta matriki zamenjav pri validaciji na validacijskih vzorcih N1 in P1.
Ob upo²tevanju kvadratnih uteºi je bil v obeh primerih izra£unan Cohenov koecient κ.
Model na neprocesiranih slikah je dosegel vrednost κ = 0.61(95% CI:0.58-0.71). Model na
procesiranih je dosegel vrednost κ = 0.65(95% CI: 0.58-0.71).
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(a) Neprocesirane (b) Procesirane
BI-RADS 1 77.5± 1.8 76.0± 1.9
BI-RADS 2 44.2± 1.7 49.8± 2.4
BI-RADS 3 58.2± 2.2 62.2± 2.1
BI-RADS 4 84.2± 7.7 86.8± 6.5
Tabela 5.1: Prikazani so deleºi pravilnih klasikacih slik iz posameznih gostotnih
skupin. Tabela se navezuje na matriki zamenjav na sliki 5.1. Med obema modeloma
v tem pogledu ni bistvenih razlik.
Iz slik 5.1 in tabel 5.1 je razvidno, da oba na²a modela (za procesirane in ne-
procesirane slike) zelo dobro lo£ujeta slike gostotne skupine BI-RADS 4. Prav ta
skupina predstavlja najve£je tveganje za obolenje z rakom. Pri£akovano pa imata
oba modela najve£ teºav pri klasikaciji skupine BI-RADS 2, saj imajo s to skupino
najve£ teºav tudi radiologi sami, in sicer so meje med BI-RADS 1 in 2 ter BI-RADS
2 in 3 zelo pogojene subjektivni interpretaciji.
5.2 ROC krivulje in izra£un AUC
(a) Klasikacija neprocesiranih slik. (b) Klasikacija procesiranih slik.
Slika 5.2: Prikazane so ROC krivulje validacije na setih N1 in P1. Z razli£nimi barvami je
prikazana klasikacija posameznih gostotnih skupin. Integral ROC (AUC) velja za dobro
cenilko uspe²nosti klasikacije posameznih gostotnih skupin.
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Gostotni razred AUC
(a) Neprocesirane (b) Procesirane
BI-RADS 1 0.87± 0.01 0.88± 0.01
BI-RADS 2 0.70± 0.01 0.73± 0.01
BI-RADS 3 0.79± 0.01 0.82± 0.01
BI-RADS 4 0.95± 0.01 0.96± 0.02
Tabela 5.2: Prikazane so vrednosti AUC za klasikacijo posameznih gostotnih sku-
pin. Tabela se navezuje na sliki 5.2.
5.3 Primerjava z ocenami radiologov in algoritmom
LIBRA
5.3.1 Primerjava z ocenami radiologov iz literature
Rezultate lahko primerjamo z rezultati dveh £lankov [58, 59]. V prvem £lanku [58] je
bila izvedena analiza ujemanja napovedanih gostotnih razredov med radiologi. Upo-
rabljenih je bilo 1000 primerov procesiranih slik, uvr²£enih v gostotne skupine po
BI-RADS kriteriju (5. izdaja). Pet radiologov iz iste in²titucije je neodvisno ocenje-
valo gostotne razrede slik. Ujemanje med ocenami radiologov je bilo kvanticirano
z izra£unom obteºenega koecienta κ.
Klasikacija je bila izvedena za vse ²tiri gostotne skupine. Vrednost κ za uje-
manje med ocenami radiologov je bila v razponu od 0.76 (95% CI, 0.73-0.78) do
0.87 (95% CI, 0.86-0.89). Na splo²no je bila povpre£na κ za ujemanje med radiologi
ocenjena na 0.79 (95% CI, 0.78-0.83).
Tudi v drugem £lanku [59] je bila izvedena analiza ujemanja med ocenami radio-
logov. V raziskavi je sodelovalo 5 radiologov, ki so v gostotne skupine razvr²£ali 104
slik. Razvrstitev je bila dvakrat izvedena po na£elih 4. izdaje BI-RADS kriterija in
dvakrat po na£elih 5. izdaje kriterija. Razlike med omenjenima izdajama kriterija
so opisane v tabeli 2.3.
Klasikacija je bila izvedena za vse 4 gostotne skupine. Uspe²nost klasikacije
je bila kvanticirana z izra£unom obteºenega Cohenovega koecienta κ. Celotno
ujemanje med radiologi z uporabo 4. izdaje BI-RADS kriterija je bilo ocenjeno z
vrednostjo 0.65 (95% CI, 0.610.69), z uporabo 5. izdaje kriterija pa 0.57 (95% CI,
0.530.61).
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Slika 5.3: Prikazani so rezultati v £lanku [59]. Ujemanje med ocenami posame-
znih radiologov je bilo ocenjeno z izra£unom koecienta κ (kvadratne uteºi). Slika
prikazuje rezultate raziskave v primeru, ko je bila uporabljena 4. izdaja BI-RADS
kriterija. Slika je povzeta iz [59].
Slika 5.4: Slika prikazuje vrednost koecienta κ na²ega modela v primerjavi z vre-
dnostmi κ iz literature. Prikazani so tudi 95% intervali zaupanja. Na² algoritem
doseºe bistveno niºjo vrednost κ v primerjavi s £lankom 1 [58], kjer je bilo ujema-
nje med radiologi zelo visoko. V primerjavi z rezultati £lanka 2 [59] pa ugotovimo,
da je napovedna mo£ na²ih modelov primerljiva z ocenjeno zanesljivosti radiologov.
Pri £lanku 2 [59] smo upo²tevali rezultate, ki so bili dolo£eni z uporabo 4. izdaje
BI-RADS kriterija.
5.3.2 Primerjava z rezultati LIBRE iz £lanka
V £lanku [20] je bil ustvarjen avtomatiziran algoritem za od£itavanje mamografske
gostote LIBRA. Program je bil uporabljen tudi v tem magistrskem delu za segmen-
tacijo dojke in generacijo zna£ilk. Program LIBRA izra£una mamografsko gostoto
z uporabo FCM metode [50] in SVM (ang. support vector machine) klasikacije.
Potrebno je povdariti, da je bil algoritem nau£ena in validirana na Hologic ter GE
Systems mamografskih sistemih.
Uspe²nost klasikacije programa LIBRA je bila ocenjena z izra£unom obteºenega
koecienta κ. Napovedna mo£ klasikacije je bila ovrednotena z vrednostjo κ = 0.80
(95% CI, 0.77-0.84) na procesiranih slikah in z vrednostjo κ = 0.80 (95% CI, 0.76-
0.83) na neprocesiranih slikah.
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Slika 5.5: Slika prikazuje vrednost koecienta κ na²ega modela v primerjavi z vre-
dnostmi κ iz £lankov. Prikazani so tudi 95% intervali zaupanja. S programom
LIBRA je bila doseºena zelo podobna napovedna mo£, kot so jo v povpre£ju pri-
kazali radiologi v £lanku 1 [58]. Model, ki je bil zgrajen magistrskem delu, ima v
primerjavi z LIBRO bistveno slab²o napovedno mo£.
5.3.3 Uporaba LIBRE na na²ih Siemens slikah
Algoritem LIBRA smo izvedli tudi na na²ih podatkih, kjer so prevladovale slike
posnete z rentgenskim aparatom proizvajalca Siemens. Algoritem kot rezultat vrne
mamografsko gostoto, ki opisujejo deleº gostega tkiva v posamezni dojki. Uporabili
smo multinomsko logisti£no regresijo, ki mamografsko gostoto pretvori v gostotni
razred po BI-RADS kriteriju. Ta model smo nau£ili na podatkih iz setov PM in NM,
validirali pa na setih P1 in N1. Pri u£enju modela smo podatke manj²inskih gosto-
tnih skupin spet pomnoºili (izena£ili zastopanost razredov). Rezultati so prikazani
na slikah 5.6.
(a) Libra na neprocesiranih slikah. (b) Libra na procesiranih slikah.
Slika 5.6: Prikazani sta matriki zamenjav pri analizi napovedne mo£i programa LIBRA.
Na neprocesiranih slikah je vrednost κ = 0.51(95% CI, 0.44-0.59), na procesiranih pa κ =
-0.14(95% CI, -0.23-0.01).
Iz rezultatov na slikah 5.6 je razvidno, da je program LIBRA procesirane slike
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sistema Siemens klasiciral zelo neuspe²no. Klasikacija neprocesiranih slik je bila
bolj²a, vendar tudi v tem primeru algoritem ni dosegel napovedne mo£i na²ih mode-
lov. Primerjava med vrednostjo κ na²ih modelov in rezultatov LIBRE na Siemens
slikah je na sliki 5.7.
Slika 5.7: Slika prikazuje vrednost koecienta κ na²ih modelov v primerjavi z rezul-




Izvedena je bila analiza robustnosti obeh modelov, in sicer nas je zanimalo, kako
parametri slik v validacijskem vzorcu vplivajo na ocenjeno napovedno mo£ modelov.
V primeru, da imamo robustna modela, bistvenih razlik med ocenjeno napovedno
mo£jo ne bo. Napovedna mo£ je bila kvanticirana z izra£unom koecienta κ.
Validacija je bila izvedena na vzorcih, ki so bili sestavljeni iz slik izbranih pa-
rametrov: pogled slikanja, starost pacientk in in²titucija slikanja. Ti vzorci so bili
generirani s ltracijo setov P1 in N1.
6.1 Izbira validacijskih vzorcev
6.1.1 Vzorca MLO slik: N2 in P2
Posamezen set je vseboval 943 slik v pogledu MLO. 374 slik je pripadalo prvemu
starostnemu razredu, 207 drugemu, 203 tretjemu in 159 £etrtemu. 1 slika je bilo
zajeta v in²tituciji SB Slovenj Gradec, 1 v SB Trbovlje, 1 v ZD Maribor, 1 v ZD
Novo mesto, 189 v SB Ljubljana, 349 na UKC v Ljubljani, 251 na UKC v Mariboru,
139 v ZD Ljubljana in 10 v SB dr. Joºeta Potr£a. Gostotnemu razredu BI-RADS
1 je pripadalo 204 slik, razredu BI-RADS 2 450 slik, razredu BI-RADS 3 273 slik
in razredu BI-RADS 4 16 slik. Set iz procesiranih slik smo poimenovali P2 in set iz
neprocesiranih slik N2.
6.1.2 Vzorca slik iz ustanove UKC Ljubljana: N3 in P3
Posamezen set je vseboval 688 slik zajetih v ustanovi UKC Ljubljana. 339 slik je
bilo v pogledu CC in 349 v pogledu MLO. 267 slik je pripadalo prvemu starostnemu
razredu, 145 drugemu, 164 tretjemu in 112 £etrtemu. Gostotnemu razredu BI-RADS
1 je pripadalo 115 slik, razredu BI-RADS 2 329 slik, razredu BI-RADS 3 224 slik
in razredu BI-RADS 4 20 slik. Set iz procesiranih slik smo poimenovali P3 in set iz
neprocesiranih slik N3.
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6.1.3 Vzorca slik ºensk, mlaj²ih od 55 let: N4 in P4
Posamezen set je vseboval 360 slik v pogledu CC in 374 slik v pogledu MLO. Vseh
734 slik je pripadalo ºenskam iz 1. starostne skupine. 1 slika je bilo zajeta v
in²tituciji SB Slovenj Gradec, 2 v ZD Maribor, 134 v SB Ljubljana, 267 na UKC v
Ljubljani, 194 na UKC v Mariboru, 134 v ZD Ljubljana in 8 v SB dr. Joºeta Potr£a.
Gostotnemu razredu BI-RADS 1 je pripadalo 108 slik, razredu BI-RADS 2 336 slik,
razredu BI-RADS 3 265 slik in razredu BI-RADS 4 25 slik. Set iz procesiranih slik
smo poimenovali P4 in set iz neprocesiranih slik N4.
6.1.4 Vzorec procesiranih slik na sistemih Hologic: H1
V celotni bazi podatkov DORA smo imeli dostop tudi do vseh procesiranih slik, ki
niso imele pripadajo£ih parov neprocesiranih slik. Izbran je bil vzorec procesiranih
slik (4787 slik), ki so bile zajete na sistemih Hologic in so imele dolo£eno gostotno
skupino. 2398 slik je bilo zajtih v pogledu CC in 2389 v pogledu MLO. 1901 slik je
pripadalo prvemu starostnemu razredu, 929 drugemu, 995 tretjemu in 962 £etrtemu.
V UKC Ljubljana je bilo zajetih 1142 slik, v Bolni²nici za ginekologijo in porodni²tvo
1095 slik, v SB Breºice 165 slik, v SB Celje 500 slik, v SB Trbovlje 505 slik, v Splo²ni
Bolni²nici Dr. Franca Derganca 447 slik, v ZD Domºale 490 slik in v ZD Celje 441
slik. 2 sliki nista imeli podatka o in²tituciji slikanja. Gostotnemu razredu BI-RADS
1 je pripadalo 1236 slik, razredu BI-RADS 2 2558 slik, razredu BI-RADS 3 927 slik
in razredu BI-RADS 4 66 slik.
6.2 Rezultati
6.2.1 Robustnost na izbiro pogleda slikanja, starosti pacientk
in ustanove slikanja
Robustnost modelov je bila ovrednotena z izra£unom vrednosti AUC in koecienta




(a) Klasikacija neprocesiranih slik. (b) Klasikacija procesiranih slik.
Slika 6.1: Prikazane so vrednosti koecienta κ (kvadratne uteºi) pri validaciji na razli£nih
testnih vzorcih. Oba modela (za procesirane in neprocesirane slike) sta robustna na izbiro
pogleda, starost pacientke in ustanovo slikanja. Med vrednostmi koecienta κ ni bistvenih
razlik pri validaciji na izbranih validacijskih setih.
Validacijski vzorec (neprocesirane)
N1 N2 N3 N4
AUC BI-RADS 1 0.87± 0.01 0.88± 0.02 0.84± 0.01 0.87± 0.01
AUC BI-RADS 2 0.70± 0.01 0.69± 0.02 0.69± 0.02 0.69± 0.02
AUC BI-RADS 3 0.79± 0.01 0.78± 0.01 0.80± 0.02 0.74± 0.02
AUC BI-RADS 4 0.95± 0.01 0.96± 0.01 0.96± 0.01 0.92± 0.02
Validacijski vzorec (procesirane)
P1 P2 P3 P4
AUC BI-RADS 1 0.88± 0.01 0.87± 0.02 0.85± 0.01 0.88± 0.01
AUC BI-RADS 2 0.73± 0.01 0.73± 0.02 0.72± 0.02 0.74± 0.02
AUC BI-RADS 3 0.82± 0.01 0.82± 0.02 0.84± 0.01 0.79± 0.02
AUC BI-RADS 4 0.94± 0.02 0.98± 0.01 0.95± 0.03 0.96± 0.01
Tabela 6.1: V tabeli so prikazane vrednosti AUC pri validaciji modelov na testnih
vzorcih. Tudi v tem primeru med vrednostmi AUC ni bistvenih razlik, kar dokazuje
dobro robustnost (generaliziranost) modelov na izbrane parametre slik.
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6.2.2 Robustnost na izbiro proizvajalca naprave
Robustnost modelov na izbiro slik razli£nih proizvajalcev naprav smo lahko preverili
le v primeru procesiranih slik. Ve£ina neprocesiranih slik (98.9% vseh neprocesira-
nih) z dolo£enimi gostotnimi razredi, do katerih smo imeli dostop, je bila zajetih na
Siemens aparatih.
Slika 6.2: Slika prikazuje matriko zamenjav pri validaciji modela (za procesirane
slike) na setu H1. Model je bil dolo£en na slikah, ki so bile zajete na aparatih
proizvajalca Siemens, validacija pa je bila v tem primeru izvedena na slikah, ki so
bile zajete na aparatih proizvajalca Hologic (vzorec H1). Vrednost koecienta κ =
0.35 (95% CI, 0.30-0.42), kar nakazuje na bistveno ²ibkej²e ujemanje kot v prej²njih
primerih (slika 5.1).
V primeru validacije modela za klasikacijo procesiranih slik na testnem vzorcu
H1 dobimo velika odstopanja. Na² model je torej primeren za klasikacijo slik, ki




Zgrajena sta bila modela za binarno klasikacijo redkih in gostih dojk na procesira-
nih in neprocesiranih slikah. Po zgledu iz £lanka [58] so bile med redke dojke uvr²e£e
dojke gostotnih skupin BI-RADS 1 in 2. Med goste dojke pa dojke gostotnih skupin
BI-RADS 3 in 4.
7.1 Delitev podatkov v u£ni in validacijski vzorec
Podatki so bili razdeljeni v u£ni in validacijski vzorec na enak na£in kot v poglavju
4.1. Slikam, ki so pripadale gostotnima razredoma BI-RADS 1 in 2, smo pripisali
oznako LD (ang. low density). Slikam, ki so pripadale gostotnima razredoma BI-
RADS 3 in 4, pa je bila pripisana oznako HD (ang. high density).
7.2 Opis pristopa
7.2.1 Selekcija zna£ilk
Izvedena je bila analiza z eno-faktorsko ANOVO z upo²tevanjem Bonferonni po-
pravka. Na zna£ilkah, ki preºivijo Bonferonnijev kriterij, je bila nato izvedena ana-
liza mRMR.
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(a) ANOVA na neprocesiranih slikah (set
NZ).
(b) ANOVA na procesiranih slikah (set
PZ).
(c) Analiza mRMR na neprocesiranih sli-
kah (set NZ).
(d) Analiza mRMR na procesiranih slikah
(set PZ).
Slika 7.1: Prikazani so rezultati eno-faktorske anove in analize mRMR na setih NZ in PZ.
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7.2.2 Optimalno ²tevilo zna£ilk
Na setih NM in PM je bila izvedena logisti£na regresija (binarna klasikacija) ob
upo²tevanju razli£nega ²tevila zna£ilk. Podatki manj²inskega razreda HD so bili
pomnoºeni podobno kot v poglavju 4.5. Vsak zgrajen model je bil nato validiran na
setu N1 (neprocesirane) oziroma na setu P1 (procesirane). Optimalno ²tevilo zna£ilk
je bilo dolo£eno z analizo grafa, ki prikazuje vrednost koecienta κ v odvisnosti od
²tevila zna£ilk v modelu.
(a) Klasikacija neprocesiranih slik. (b) Klasikacija procesiranih slik.
Slika 7.2: Dolo£ili smo ²tevilo zna£ilk, kjer se vrednost koecienta κ bistveno ne spreminja
(ne pove£uje). Za model na surovih slikah je bila za optimalno ²tevilo zna£ilk izbrana
vrednost 36. Pri modelu na procesiranih slikah pa smo za optimalno ²tevilo zna£ilk dolo£ili
vrednost 28.
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Izbrane zna£ilke
Globalne zna£ilke Zna£ilke po razredih Zna£ilke razlik med razredi
(a) Neprocesirane
High window Contrast (mean) Eccentricity (df last)
Energy Perimeter (mean) Skewness (df mean)
Patient age Compactness (last) Connectedness (df mean)
Kurtosis Minor axis length (mean) Y extent (df mean)
Contrast Variance (mean) Connectedness (df last)
Homogeneity Y extent (mean) Mean value (df last)
Moment 3 X extent (last) Convex area (df last)
Body part thickness Area (mean) Equivalent diameter (df last)
X extent Convex area (mean) Range of values (df mean)
Low window Solidity (last) Mean dierence to cluster center (df mean)
Moment 5 Major axis length (last)
Skewness Contrast (last)
Y extent Extent (mean)
(b) Procesirane
Mean value Mean value (mean) Contrast (df last)
Patient age Equivalent diameter (mean) Minor axis length (df last)
Y extent Compactness (mean) Y extent (df last)
Moment 3 Minor axis length (last) Equivalent diameter (df mean)
Contrast Variance (last) X extent (df mean)
Standard deviation Contrast (last) Compactness (df mean)
High window Entropy (mean) Range of values (df last)
Low window Minor axis length (mean) Convex area (df mean)
Body part thickness Convex area (mean) Extent (df mean)
Range of values
Tabela 7.1: Tabela prikazuje zna£ilke, ki so bile izbrane za binarno klasikacijo.
Globalne zna£ilke so bile dolo£ene za podro£je celotne dojke. Zna£ilke po razredih




Validacija modelov je bila izvedena na validacijskih vzorcih N1 in P1. Prag klasi-
katorja za razlo£evanje med skupinama je bil postavljen na vrednost 0.5. S tem
smo zagotovili, da model obe skupini napoveduje s podobno natan£nostjo (skupini
sta enakovredni). Prav tako so bili podatki manj²inskega razreda HD pomnoºeni
podobno, kot je opisano v poglavju 4.5.
(a) Klasikacija na validacijskem setu N1. (b) Klasikacija na validacijskem setu P1.
Slika 7.3: Prikazani sta matriki zamenjav pri validaciji na validacijskih vzorcih N1 in P1. V
obeh primerih smo napovedno mo£ kvanticirali z izra£unom koecienta κ. Napovedna mo£
modela na neprocesiranih slikah (κ = 0.56 (95% CI, 0.52-0.60)) in modela na procesiranih




(a) Neprocesirane (b) Procesirane
HD 81.0± 1.1 81.4± 1.2
LD 80.7± 1.5 80.6± 1.8
Tabela 7.2: Prikazan je deleº pravilnih napovedi. Tabela se navezuje na sliki 7.3.
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7.4 Primerjava z rezultati iz literature
V £lanku [58] je bila izvedena tudi analiza ujemanja radiolo²kih ocen v primeru
binarne klasikacije dojk (HD in LD). Pet radiologov je neodvisno dolo£ilo go-
stoto na 1000 procesiranih slikah. Dojke so bile klasicirane kot goste (HD) ali
kot redke (LD). Najvi²je ujemanje med radiologi je bilo ocenjeno s κ = 0.91 (95%
CI, 0.900.92) in najmanj²e s κ = 0.85 (95% CI, 0.830.86). Na splo²no je bila
vrednost koecienta κ = 0.88 (95% CI, 0.870.89).
Slika 7.4: Slika prikazuje vrednosti koecientov κ na²ih modelov v primerjavi z
vrednostjo κ iz £lanka [58]. V omenjenem £lanku je bila izvedena analiza ujemanja
med ocenami radiologov pri razvr²£anju dojk v gostotni razred na binarni skali
(HD in LD). Ujemanje je bilo ocenjeno z izra£unom koecienta κ. Model binarnih
klasikacij neprocesiranih slik je bil validiran na setu N1, model za procesirane slike
pa je bil validiran na setu P1. Prikazani so tudi 95% intervali zaupanja.
Iz slike 7.4 je razvidno, da sta na²a modela dosegla bistveno manj²o vrednost
koecienta κ, kot so jo ocenili v £lanku [58]. Na²a modela uspeta dojke razvrstiti
v pravilno gostotno skupino na binarni skali v pb. 80% primerov (tabela 8.2).
Vrednost κ, kot je ocenjena v omenjenem £lanku, bi dosegli v primeru, £e bi v vsako




Skozi magistrsko delo nam je uspelo zgraditi modele za klasikacijo gostotnih ra-
zredov dojk na procesiranih in neprocesiranih mamografskih slikah. Zgrajena sta
bila modela za klasikacijo vseh ²tirih gostotnih skupin ter modela za binarne kla-
sikacije, ki lo£ujeta goste (HD: gostotni skupini BI-RADS 3 in 4) od redkih (LD:
gostotni skupini BI-RADS 1 in 2) dojk. Napovedna mo£ modelov je bila ocenjena z
izra£unom koecienta κ.
Iz podatkovne baze DORA so bile izbrane tiste ºenske, ki so imele pare procesi-
ranih in neprocesiranih slik. Pri£akovali smo, da lahko prihaja pri ºenskah do razlik
med sestavo obeh dojk, kar lahko privede do tega, da obe dojki ne padeta v isti
gostotni razred. Za vsako pacientko smo tako uporabili le slike leve oziroma desne
dojke, in sicer smo izbrali slike tistih dojk, na katerih je bila gostota dolo£ena. S
tem je bil vpliv biolo²ke negotovosti izlo£en.
Za uspe²no klasikacijo je bilo potrebno optimizirati razmerje gostotnih skupin
v u£nih vzorcih (vzorca NM in PM). V primeru, da smo model nau£ili na u£nem
vzorcu, ki je vseboval slike v podanem (naravnem) razmerju, smo dobili zelo pri-
stranski model, ki je najbolj uspe²no klasiciral slike iz skupine BI-RADS 2. Ker je
bilo slik z gostoto BI-RADS 2 najve£, je model napako minimiziral tako, da je £im
ve£ slik uvrstil v to skupino. Napovedna mo£ preostalih gostotnih skupin je bila v
tem primeru bistveno slab²a.
Cilj magistrske naloge je bil u£enje napovednih modelov, v katerih so gostotni ra-
zredi £im bolj enakovredni. Slednje smo dosegli s podvojevanjem slik v u£nih vzorcih
(PM in NM). Slike manj²inskih gostotnih skupin (BI-RADS 1, 3 in 4) smo naklju£no
podvojevali, dokler niso bile gostotne skupine v u£nih setih ²tevil£no enake. Modelu
smo v tem primeru bistveno zmanj²ali napovedno mo£ za skupino BI-RADS 2, smo
pa bistveno pove£ali napovedno mo£ skupin BI-RADS 1, 2 in 3.
Napovedna mo£ obeh modelov (za procesirane in neprocesirane slike) se je pri
validaciji na vzorcih P1 in N1 izkazala za zelo podobno. Slednje nakazujejo izra£u-
nane vrednosti koecienta κ (slika 5.4). e ve£, oba modela sta posamezne gostotne
skupine klasicirala z zelo podobno natan£nostjo (tabela 5.1)
Na koncu magistrskega dela smo analizirali ²e primere slik, kjer je bila klasika-
cija pravilna ter primere slik, kjer je bila klasikacija napa£na.
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8.1 Primeri pravilnih klasikacij
Za analizo smo uporabili slike klustrov, kjer je prikazana pripadnost pikslov k po-
sameznim skupinam (klustrom). Delitev v klustre je bila izvedena z metodo FCM
[50]. Z vrednostjo 1 so opisani piksli najniºjih intenzitet ter z vrednostjo 14 oziroma
15 piksli z najvi²jimi intenzitetami.
(a) BI-RADS 1, neprocesirana slika (b) BI-RADS 1, procesirana slika
Slika 8.1: Prikazani sta neprocesirana (a) in procesirana (b) slika iste dojke v pogledu
MLO. Na²a modela sta sliki pravilno uvrstila v gostotno skupino BI-RADS 1.
(a) BI-RADS 2, neprocesirana slika (b) BI-RADS 2, procesirana slika
Slika 8.2: Prikazani sta neprocesirana (a) in procesirana (b) slika iste dojke v pogledu
MLO. Napovedna modela sta sliki pravilno uvrstila v gostotno skupino BI-RADS 2.
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(a) BI-RADS 3, neprocesirana slika (b) BI-RADS 3, procesirana slika
Slika 8.3: Prikazani sta neprocesirana (a) in procesirana (b) slika iste dojke v pogledu
MLO. Na²a modela sta sliki pravilno uvrstila v gostotno skupino BI-RADS 3.
(a) BI-RADS 4, neprocesirana slika (b) BI-RADS 4, procesirana slika
Slika 8.4: Prikazani sta neprocesirana (a) in procesirana (b) slika iste dojke v pogledu
CC. Na²a modela sta sliki pravilno uvrstila v gostotno skupino BI-RADS 4.
8.2 Primeri napa£nih klasikacij
Napa£ne klasikacije, kjer pravilno skupino zgre²imo za eno gostotno skupino, nas
ne motijo preve£. Veliko bolj pomembni so primeri, kjer pravilno skupino zgre²imo
za 2 ali celo 3 gostotne razrede. Pri validaciji na setu N1 je bil deleº tovrstnih napak
enak 4.3% (79 slik), pri validaciji na setu P1 pa 2.6% (49 slik). Vsak set je vseboval
1850 slik.
Po pregledu slik, ki smo jih napa£no klasicirali, smo identicirali dve bistveni
teºavi, in sicer je imel na² model najve£ teºav pri napovedovanju gostotnih skupin
dojk, ki so vsebovala manj²a podro£ja zelo visoke gostote v primerjavi s preostalim




8.2.1 Primeri slik z gostimi tvorbami
Prikazanih je nekaj primerov, kjer sumimo, da je napa£na klasikacija posledica
izrazito pove£ane gostote v dolo£enih delih dojk v primerjavi s preostalim tkivom.
V nekaterih primerih so bile to kar izrazite lezije.
(a) Procesirana slika. (b) Slika klustrov.
Slika 8.5: Slika a je primer procesirane slike (MLO, aparat Siemens) z gostoto BI-RADS
1, ki jo je na² model napa£no uvrstil v gostotno skupino BI-RADS 4. Na sliki b so piksli
segmentirane dojke iz slike a razvr²£eni med 14 klustrov oziroma skupin. Na obeh slikah
je vidna izrazito gosta tvorba (lezija).
(a) Gostota BI-RADS 2, napoved BI-
RADS 4
(b) Gostota BI-RADS 1, napoved BI-
RADS 4
Slika 8.6: Prikazani sta procesirani sliki gostotnih skupin BI-RADS 2 in 1, ki sta bili
napa£no uvr²£eni v skupino BI-RADS 4. Slika a je zajeta v pogledu CC, slika b pa v
pogledu MLO. Na obeh slikah je vidna izrazito gosta tvorba (lezija).
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(a) Gostota BI-RADS 3, napoved BI-
RADS 1.
(b) Gostota BI-RADS 4, napoved BI-
RADS 2.
Slika 8.7: Prikazani sta procesirani sliki (pogled CC) gostotnih skupin BI-RADS 3 in 4,
ki sta bili napa£no uvr²£eni v skupini BI-RADS 1 in 2. Na teh slikah izrazito gostih lezij
ni, ampak so ²e vedno omejena obmo£ja relativno visoke gostote. Na sliki b vidimo tudi,
da segmentacija ni bila popolna, saj je viden tudi majhen del prsne mi²ice
(a) Gostota BI-RADS 3, napoved BI-
RADS 1.
(b) Gostota BI-RADS 1, napoved BI-
RADS 4.
Slika 8.8: Prikazani sta surovi sliki gostotnih skupin BI-RADS 3 in BI-RADS 1, ki sta bili
napa£no uvr²£eni v skupini BI-RADS 1 in 4. Dojka na sliki a je slikana v pogledu MLO,
dojka na sliki b pa v pogledu CC. Na obeh slikah so spet vidna ve£ja (omejena) obmo£ja
zelo visoke gostote.
8.2.2 Primeri z neustrezno segmentacijo
Segmentacija je bila izvedena s programom LIBRA [1]. Opazili smo primere, ko
prsna mi²ica ni bila pravilno odstranjena iz slike oziroma dojka ni bila pravilno
obrezana. Posledica tega so bile napa£ne klasikacije.
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(a) Gostota BI-RADS 1, napoved BI-
RADS 3.
(b) Gostota BI-RADS 1, napoved BI-
RADS 3.
Slika 8.9: Prikazani sta surovi sliki gostotnega razreda BI-RADS 1. Gre za sliko iste dojke.
Slika a je zajeta v pogledu CC, slika b pa v pogledu MLO. Obe sliki sta bili uvr²£eni v
skupino BI-RADS 3. Na obeh slikaj je bila segmentacija nepopolna. Na sliki a ostane
viden del prsne mi²ice, na sliki b pa dojka na spodnji strani ni pravilno obrezana.
(a) Gostota BI-RADS 1, napoved BI-
RADS 3.
(b) Gostota BI-RADS 2, napoved BI-
RADS 4.
Slika 8.10: Prikazani sta surovi sliki gostotnih razredov BI-RADS 1 in 2, ki sta bili napa£no
uvr²£eni v skupini BI-RADS 3 in 4. Obe sliki sta zajeti v pogledu MLO. Sliko a bistveno
pokvari prsna mi²ica, ki je algoritem pri segmentaciji ni pravilno odstranil. Na sliki b pa
dojka na spodnji strani ni pravilno obrezana.
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8.2.3 Primer z vidnim artefaktom
Artefakt je deniran kot vsakr²na variacija gostote na mamogramu, ki ni posledica
atenuacijskih razlik med tkivi slikanega objekta. Artefakt je lahko posledica neu-
strezne izvedbe slikanja s strani radiologa (npr. neustrezno stiskanje in imobilizacija
dojke), neustreznega delovanja naprave (npr. nehomogenost slikovnega polja, ne-
usklajenost re²etke in kolimatorja, napake na detektorskih elementih) in obdelave
(procesiranja) slik, ki je zna£ilno za digitalno mamograjo. Do artefaktov lahko
pride tudi, £e ima pacientka implantirane medicinske pripomo£ke ali nosi nakit [60].
Slika 8.11: Gre za procesirano sliko, zajeto v pogledu MLO. Gostota dojke je bila BI-
RADS 1, napovedana gostota pa BI-RADS 3. Napa£na klasikacija je v tem primeru
posledica artefakta na sliki, in sicer je imela pacientka vstavljen (implantiran) sr£ni
spodbujevalnik.
8.2.4 Povzetek
Modela sta imela najve£ teºav pri napovedovanju gostotnih skupin dojk, ki so vse-
bovala manj²a podro£ja zelo visoke gostote v primerjavi s preostalim tkivom (tudi
lezije). Teºave smo imeli tudi pri klasikaciji slik, na katerih je bila segmentacija
dojk nepopolna. Sklepamo, da ti primeri radiologom pri od£itavanju slik ne povzro-
£ajo tako velikih teºav. Posledica tega je slab²a napovedna mo£ na²ih modelov v






V magistrskem delu smo razvili modela za klasikacijo gostotnih skupin po BI-
RADS kriteriju na procesiranih in neprocesiranih slikah. Modela sta bila nau£ena
in validirana na slikah, kjer je prevladoval proizvajalec Siemens (98.8% vseh slik).
Podatki, kjer smo imeli pare procesiranih in neprocesiranih slik, so bili omejeni s
strani raznolikosti proizvajalcev. Napovedno mo£ teh modelov smo kvanticirali z
izra£unom koecienta κ. Iz na²ih rezultatov je razvidno, da je bila napovedna mo£
obeh modelov enakovredna. Prav tako sta se oba modela izkazala robustna na izbiro
razli£nih pogledov, in²titucij slikanja in starosti pacientk.
Dostop smo imeli ²e do procesiranih slik, ki so bile zajete na aparatih Hologic.
Tudi na teh slikah je bila izvedena validacija modela za klasikacijo procesiranih slik,
ki je bil nau£en na Siemens slikah. Model je na slednjem validacijskem vzorcu poka-
zal zelo ²ibko napovedno mo£. Podobne analize na neprocesiranih slikah nismo mogli
izvesti zaradi omejenosti s strani podatkov. Ti rezultati napovedujejo, da napovedni
modeli (za procesirane slike), ki so nau£eni na slikah dolo£enega proizvajalca, niso
kompatibilni s slikami drugih proizvajalcev.
Identicirali smo tudi primere slik, na katerih klasikacija ni bila uspe²na. Ugo-
tovili smo, da gre predvsem za zelo atipi£ne slike, kjer imajo dojke izrazito goste
tvorbe (celo lezije). Radiologi pri od£itavanju slik take primere veliko laºje identi-
cirajo. Sklepamo, da je prav to vzrok za slab²o napovedno mo£ na²ih modelov v
primerjavi z ocenami radiologov iz literature.
Na²i rezultati napovedujejo, da bistvenih razlik med klasikacijo gostotnih ra-
zredov na procesiranih in neprocesiranih slikah ni. e ve£, izkazalo se je, da je na-
povedna mo£ za vsako posamezno gostotno skupino v obeh primerih zelo podobna
(tabela 5.1). Ker se v ve£ini klinik shranjujejo le procesirane slike, predvsem zaradi
stro²kov in kapacitet za shranjevanje, je to dobra napoved za razvoj algoritmov, ki
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Ena£be in opis zna£ilk
V dodatku so opisane zna£ilke, ki so bile skozi magistrsko nalogo izpostavljene.
A.1 Zna£ilke, generirane na prvotni sliki














kjer x ozna£uje intenzitete pikslov iz izbrane regije in n ²tevilo vseh pikslov v regiji.
Regija je bila v tem primeru celotno obmo£je segmentirane dojke.
77
Dodatek A. Ena£be in opis zna£ilk
A.2 Zna£ilke, generirane iz slik z-vrednosti
V tem sklopu so predstavljene zna£ilke, ki so bile generirane na normalizirani sliki.
Normalizacija je bila izvedena s pretvorbo intenzitet v z-vrednosti.
Ime zna£ilke Opis zna£ilke
High window Meja, pod katero pade 95 % intenzitet
Low window Meja, pod katero pade 5 % intenzitet
Range of values Razpon intenzitet v regiji
Area tevilo pikslov regije
Extent Deleº pikslov regije glede na vse piksle slike
Equivalent diameter Polmer kroga z enako povr²ino kot povr²ina regije
Minor axis length Dolºina male osi (v pikslih) elipse, ki ima enak normaliziran drugi centralni moment kot regija
Major axis length Dolºina velike osi (v pikslih) elipse, ki ima enak normaliziran drugi centralni moment kot regija
Orientation Kot med x-osjo in veliko osjo elipse, ki ima enak normaliziran drugi centralni moment kot regija
X axis extent Indeks skupine pikslov, ki se v razponu v x-smeri najbolj razlikuje od sosdenjih skupin












i (xi − x̄)5

































Eccentricity Ekscentri£nost elipse, ki ima enak normaliziran drugi centralni moment kot regija
Convex are tevilo pikslov znotraj konveksne lupine, ki zajame regijo
Solidity Deleº pikslov v konveksni lupini, ki so tudi znotraj regije
Perimeter Dolºina (v pikslih) roba regije
Intensity mean di Razlike med srednjimi vrednostmi razredov
Tabela A.1: V tabeli so prikazani opisi zna£ilk, ki so bile uporabljene v magistrski
nalogi. Zna£ilke so bile generirane na celotnem obmo£ju dojke in na posameznih




V tem sklopu so bile generirane nove slike, in sicer je bila vsaka z-vrednost piksla
pomnoºena z indeksom pripadnosti FCM skupini, torej z vrednostjo med 1 in 14 oz
15. Te slike pa so nato bile skalirane na 16 nivojev.
Na teh slikah so bile generirane GLCM (ang. Gray Level Cooccurrence Matrix)
zna£ilke teksture [62]. Pri tem smo uporabili matrike sopojavnosti. Matrike so-
pojavnosti so tabele, ki nosijo informacijo o tem, kako pogosto se na sliki pojavijo
razli£ne kombinacije nivojev sivine v izbrani smeri in izbrani razdalji. Uporabljene
so bile smeri: 0◦, 45◦, 90◦ in 135◦. Tako smo dobili 4 matrike sopojavnosti. Izbrana
razdalja je bila 1. Za generacijo zna£ilk sta bili uporabljeni funkciji 'graycomatrix'
in 'graycoprops' v programskem okolju Matlab [63, 64].












i,j |i− j|2p(i, j)
Tabela A.2: Zna£ilka je bila izra£unana za vsako izmed ²tirih matrik sopojavnosti
(²tiri smeri). Iz ²tirih izra£unanih vrednostih smo vzeli povpre£je. Matrike sopojav-
nosti so ozna£ene z oznako p(i, j)
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