In the practice of molecular dating, substitution saturation will bias the results if not properly modeled. Date estimates based on commonly used mitochondrial DNA sequences likely suffer from this problem because of their high substitution rate. Nevertheless, the patterns and extent of such expected bias remain unknown for many major evolutionary lineages, which often differ in ages, available calibrations, and substitution rates of their mitochondrial genome. In this case study of salamanders, we used estimates based on multiple nuclear exons to assess the effects of saturation on dating divergences using mitochondrial genome sequences on a timescale of ;200-300 My. The results indicated that, due to saturation for older divergences and in the absence of younger effective calibration points, dates derived from the mitochondrial data were considerably overestimated and systematically biased toward the calibration point for the ingroup root. The overestimate might be as great as 3-10 times (about 20 My) older than actual divergence dates for recent splitting events and 40 My older for events that are more ancient. For deep divergences, dates estimated were strongly compressed together. Furthermore, excluding the third codon positions of protein-coding genes or only using the RNA genes or second codon positions did not considerably improve the performance. In the order Caudata, slowly evolving markers such as nuclear exons are preferred for dating a phylogeny covering a relatively wide time span. Dates estimated from these markers can be used as secondary calibrations for dating recent events based on rapidly evolving markers for which mitochondrial DNA sequences are attractive candidates due to their short coalescent time. In other groups, similar evaluation should be performed to facilitate the choice of markers for molecular dating and making inferences from the results.
Introduction
The concept of a molecular clock is a commonly used tool in modern evolutionary biology. In this approach, divergence times between organisms are related to numbers of substitutions accumulated in nucleotide or amino acid sequences. Therefore, the accuracy of estimated dates relies heavily on the performance of the model employed to estimate substitution numbers. It has been suggested, however, that even the most parameter-rich models, such as GTR þ I þ C, often fail to capture the substitution process well enough (Sullivan and Joyce 2005; Kelchner and Thomas 2007; Phillips 2009 ). This is particularly true for sequence data that experienced severe substitution saturation due to multiple hits, which usually results in an underestimate of substitutions between highly divergent sequences (Nei and Kumar 2000; Arbogast et al. 2002) . As a consequence, date estimates from such data sets are expected to be systematically biased toward the calibration point, that is, dates of divergence younger than the calibration point will tend to be overestimated and those older than the point will be underestimated (Arbogast et al. 2002) . Because rapidly evolving sequences reach saturation relatively quickly, date estimates from such data are more likely to suffer from this bias.
Mitochondrial DNA sequences are commonly used for dating divergence events, including some quite ancient ones (e.g., Hedges and Kumar 2009) . Ease of use in the laboratory, short coalescent time, close to be selective neutrality (but see Galtier et al. 2009 ), and several other characteristics made mitochondrial genes the choice of molecular evolutionary studies in the past three decades. However, despite substitution rate variation among genes and codon positions, the mitochondrial genome generally evolves rapidly (Mueller 2006; Simon et al. 2006) . Several authors have questioned the accuracy of divergence dates estimated based on mitochondrial data in a diversity of taxonomic groups due to the saturation effects (e.g., Hurley et al. 2007; Sanders et al. 2008; Moore and Miglia 2009; Phillips 2009; Strugnell et al. 2009; Nilsson et al. 2010) . This is especially the case in salamanders (Order Caudata) . In this order, recent comparisons of date estimates based on mitochondrial genomes and those from slowly evolving nuclear gene sequences revealed considerable differences (Hugall et al. 2007; Roelants et al. 2007; Bossuyt and Roelants 2009; Vieites et al. 2009 ). With calibration points generally limited to ancient events, mitochondrial data likely overestimated the divergence times of this group (e.g., Hugall et al. 2007 ). Nevertheless, with a given timescale and available calibrations, the extent and patterns of such expected bias of estimates remain unknown for salamanders and also for many other major taxonomic groups, such as nematodes and mammalians (e.g., Pulquerio and Nichols 2007; Blaxter 2009; Nilsson et al. 2010) . A study of such bias could facilitate the choice of markers for molecular dating and make the published mitochondrial date estimates more assessable. It can be realized by comparing the dates estimated, with identical taxon sampling and calibration, using both mitochondrial and more slowly evolving sequences.
Nuclear exon sequences evolve much more slowly than the mitochondrial genome (e.g., Brown et al. 1979) , and they are frequently used for dating phylogenies containing ancient events (e.g., Hedges and Kumar 2009) . For example, the single exon of the nuclear RAG-1 gene was considered appropriate for dating divergence in tetrapods on a timescale of ;300 My (Hugall et al. 2007 ). Although nuclear exons are not free from saturation, the possible effect of saturation, underestimating substitutions between highly divergent sequences, could be taken into consideration when interpreting results of the comparison procedure mentioned above. Therefore, nuclear exon sequences can be utilized to evaluate, at least to a certain extent, the performance of mitochondrial sequences in molecular dating.
The evaluation of mitochondrial bias is likely best conducted separately in individual major evolutionary lineages for three reasons. Firstly, mitochondrial sequences of different lineages may have experienced different extents of saturation due to the among-lineage rate variation (Simon et al. 2006) . As closely related taxa are similar for many biological features, including those that affect the substitution rate such as generation time, the most extensive rate variations are likely to be found between major lineages (Pulquerio and Nichols 2007) . Secondly, the precision of available fossil calibrations varies dramatically among lineages. In some groups of organisms like mammals, fossil records may be good enough that multiple split events may be constrained by both minimum and maximum bounds of a narrow interval (Benton and Donoghue 2007) . On the other hand, in some groups like salamanders, the fossil record is rather poor and should only be used as minimum constraints with confidence (e.g., Anderson 2008; Zhang and Wake 2009). Lastly, when dating a supertree containing many major lineages within a vast timescale, the likely severe saturation will cause the reference estimates from nuclear exons to be unreliable. Taken together, these issues would seriously complicate the evaluation based on such a supertree.
In this study, we use multiple nuclear exons to assess the effects of saturation on the performance of mitochondrial genomes in dating divergences within a major group of tetrapods, the order Caudata. We also explore whether excluding the rapidly evolving third codon positions or only using the slowly evolving RNA genes or second codon positions would improve the performance in this case. Four widely used relaxed molecular clock approaches are employed for estimating divergence dates.
Materials and Methods

Taxa Sampling and DNA Sequencing
A total of 51 salamander species were selected as ingroups, representing 8 of the 10 extant families (AmphibiaWeb 2010). The entire mitochondrial genome sequence and three single-copy protein-coding nuclear genes (RAG-1, BDNF, and POMC) exon sequences are available for most families (e.g., Vieites et al. 2007; Zhang and Wake 2009) . Therefore, we selected these four DNA fragments for comparison. For taxa, we first included all 16 species for which all the above four fragment sequences were published. In three families, no single species has all four fragments available, so sequences from two congeneric species were combined to represent the family (Campbell and Lapointe 2009) . Second, to utilize more reliable fossil calibrations, in the western clade of Aneides and the eastern clade of Plethodon, sequences from two species belonging to the same clade were combined to represent the clade (Wiens et al. 2006; Vieites et al. 2007) . Last, with the purpose of allowing some relatively recent divergence events to be dated, 25 species from the family Hynobiidae were included, representing all nine recognized genera (AmphibiaWeb 2010). Mitochondrial genomes of seven hynobiid species and nuclear genes (RAG-1 1,406 bp, BDNF 673 bp, and POMC 453 bp) of all hynobiid species were sequenced in this study. Two anuran species were selected as an outgroup (Cannatella et al. 2009; Zhang and Wake 2009) . Details of the sampling and polymerase chain reaction primers are presented in supplementary material 1, Supplementary Material online.
Sequence Alignment and Phylogenetic Analysis
Sequences of all the mitochondrial light strand encoded genes (ND6 and eight tRNA genes) were converted into complementary strand sequences. Alignment was conducted with ClustalX version 1.83 (Thompson et al. 1997) and checked by eye. The amino acid sequences for coding regions, the secondary structures of tRNAs determined using tRNAscan-SE version 1.21 (Lowe and Eddy 1997) , and the rRNA secondary structures of Xenopus laevis (Cannone et al. 2002) and the salamander Ambystoma mexicanum (Wuyts et al. 2004) were used for comparison. Sites with questionable homology were excluded both manually and using Gblocks version 0.91b (Castresana Zheng et al. · doi:10.1093 /molbev/msr072 MBE 2000 . For the Gblocks analysis, minimum number of sequences for a conserved position was set to 35 (75% of the total number of sequences), minimum number of sequences for a flanking position was set to 41 (90%), minimum lengths of a block were set to 5 and 10 for the RNA and coding gene alignments respectively, and no gap position was allowed. The validity of the manual purging was confirmed by the Gblocks analysis, which detected nearly identical ambiguous sites. Sequence alignments are presented in supplementary material 2, Supplementary Material online.
For phylogenetic reconstruction, the nuclear gene data set and the mitochondrial data set were analyzed separately because our purpose was to compare their performances in molecular dating. The three nuclear gene fragments were analyzed in combination. A partition homogeneity test (Farris et al. 1994) suggested no significant phylogenetic incongruence among them (P . 0.05 for all pairs). And a comparison of pairwise distances separately estimated from individual nuclear genes revealed no considerable substitution rate variation among them. All the mitochondrial RNA and protein-coding genes were analyzed together. The Bayesian and maximum likelihood (ML) approaches were conducted on both data sets.
In both Bayesian and ML analyses, different biologically reasonable and widely used strategies were applied to partition the data sets and the results were compared. For the nuclear gene data, the three-partition strategy defined a separate partition for each codon position from all genes, and the six-partition strategy defined a separate partition for the first and second codon positions together for each gene and a partition for the third codon position for each gene. Similar strategies were applied to the mitochondrial data. In addition, each rRNA gene was defined as one partition, and the concatenated tRNA genes were defined as one partition. All together, these strategies divided the mitochondrial data set into 6 and 29 partitions, respectively (e.g., Mueller et al. 2004; Zhang and Wake 2009) . The Akaike information criterion (AIC) implemented in MrModeltest version 2.2 (Nylander 2004 ) was used to select an evolutionary model that best fit each data partition (Posada and Buckley 2004) .
The Bayesian analysis was conducted using MrBayes version 3.1.2 (Ronquist and Huelsenbeck 2003) . Four Markov chains were used and the data set was run for 30 million generations. Four independent runs were performed to ensure that the analysis was not trapped in local optima. Trees were sampled every 1,000 generations and the last 7,500 sample trees were used. The ML analysis was conducted using RAxML version 7.2.2 (Stamatakis 2006) . This program applies one substitution model to all DNA data partitions, and therefore, the most common model selected by AIC for individual partitions was used. The rapid hill-climbing algorithm (Stamatakis et al. 2007 ) was used and 200 inferences were executed. For estimating nodal support, nonparametric bootstrap proportions (Felsenstein 1985) with 500 replicates were used. In addition, the Shimodaira-Hasegawa test (SH; Shimodaira and Hasegawa 1999) was conducted using RAxML to evaluate alternate tree topologies.
Estimating Relative Extent of Substitution Saturation of Different Data
Pairwise ML distances for both nuclear and mitochondrial data sets were estimated using RAxML. The mitochondrial distances were then plotted against the nuclear distances as a simple comparison of the extent of substitution saturation between different data. For a data set experiencing severe saturation, the rate at which the estimated number of substitutions accumulates will decrease over time if the model used does not capture the substitution process adequately (Kelchner and Thomas 2007; Phillips 2009; Schwartz and Mueller 2010) . To explore the possibility that the nuclear data have experienced severe saturation, distances at different nuclear codon positions were plotted against each other.
Estimating Divergence Dates
Divergence dates were estimated based on the nuclear and mitochondrial data independently. The hypothesis that our data evolved according to a strict molecular clock was rejected by the likelihood ratio test (P , 0.001 for all data sets). Consequently, dating analysis was performed using the penalized likelihood (PL; Sanderson 2002), Thorne and Kishino's Bayesian (TK; Thorne et al. 1998; Kishino et al. 2001 ), Drummond and Rambaut's Bayesian (DR; Drummond et al. 2006; Drummond and Rambaut 2007) , and Yang and Rannala's Bayesian (YR; Yang and Rannala 2006; Rannala and Yang 2007) approaches. These relaxed molecular clock methods have been widely used in recent years and have complementary advantages and limitations (e.g., Rutschmann 2006; Roelants et al. 2007; San Mauro 2010) .
Six strongly supported nodes were assigned age priors following uniform (PL, TK, and DR C1 ), exponential (DR C2 ), or Cauchy (YR) distributions based on known fossil dates, which were used as minimum bounds of these priors (Ho 2007; Inoue et al. 2010) . The AmphiumidaePlethodontidae split was constrained to be at least 66 Ma based on the oldest known amphiumid fossil Proamphiuma cretacea (Gardner 2003) . The most recent common ancestor of Salamandroidea diverged at least 114 Ma based on Galverpeton and Valdotriton (Evans and Milner 1996) . The Ambystomatidae-Dicamptodontidae split was constrained to be at least 58 Ma based on the dicamptodontid fossil Dicamptodon antiquus (Naylor and Fox 1993) . Based on Chunerpeton tianyiense (Gao and Shubin 2003) , the Cryptobranchidae-Hynobiidae split was constrained to be at least 145 Ma, which was considered to be a conservative minimum age for this cryptobranchid fossil (Roelants et al. 2007; Zhang et al. 2008; Zhang and Wake 2009) . Based on fossil plethodontids first thought to be from the early Miocene but now known to be in a reversed polarity interval of Chron 7 of the latest Oligocene (Tihen and Wake 1981; Wake DB, personal Bias of Mitochondrial Divergence Date Estimates · doi:10.1093/molbev/msr072 MBE communication), the split between the eastern and western Plethodon clades was constrained to be at least 25 Ma; and the split between Aneides hardii and the western Aneides clade was constrained to be at least 25 Ma.
The ingroup root, the Cryptobranchoidea-Salamandroidea split, was fixed with three alternative possible calibration dates. The intermediate one, 227 Ma, is an average of molecular dating for this split from three previous studies completely or mainly based on multiple nuclear loci and relatively comprehensive sampling (Roelants et al. 2007; Vieites et al. 2007 Vieites et al. , 2009 ). Given the current uncertainty about this root age (e.g., it was estimated at 220-282 Ma [Roelants et al. 2007] or about 165 Ma [San Mauro 2010] using the TK approach), a reasonable older date (277 Ma) and a reasonable younger date (177 Ma) were also used. These dates do not conflict with the oldest known salamander fossil, the salamandroid-like Iridotriton hechti, dated to 151 Ma (Evans et al. 2005 ). We did not use a broad age range to constrain the root because, in this study, the difference between node ages estimated based on different data are of primary interest, and the uncertainty in the root age would be a major source of uncertainty in the estimates of node ages (Wiens 2007) .
The PL analysis was performed with r8s version 1.71 (Sanderson 2003) . A cross-validation test was used to select the appropriate value (between 0.01 and 10,000) of the smoothing parameter. To assess error levels in age estimates, 200 partitioned bootstrap replicate data sets were created (in RAxML) and analyzed with the help of Torsten Eriksson's r8s-bootkit, which is available at http:// www.bergianska.se/index_forskning_soft.html (Sanderson and Doyle 2001) .
The TK analysis was performed with PAML version 4 (Yang 2007) and Multidivtime (Thorne and Kishino 2002) , following a step-by-step manual (Rutschmann 2005) . The number of samples, cycles between samples, and cycles before the first sample were set to values of 10,000, 100, and 2,000,000, respectively. The priors for rate of evolution at the root branch and the standard deviation (SD) of the rate were both set to the same value, which was 1/2 of the mean of ML distances between species pairs descended from the root node divided by the root age. The priors for the Brownian motion constant, the SD of the constant, and the beta prior on proportional branch depth were all set to 1. The analysis was run twice to ensure that the Markov chain reached stationarity.
The DR C1 and DR C2 analyses were conducted using BEAST version 1.5.3 under a fixed reference topology based on our phylogenetic analysis. The uncorrelated lognormal model was used to describe the relaxed clock. A Yule model of speciation was specified for the tree prior. The Markov chain was run for 50 (6 independent runs) or 40 (8 runs) million generations and sampled every 2,500 generations. Results of independent runs were compared using Tracer version 1.5 to ensure that the chains were converging and mixing adequately. The last 15,000 samples of each of the 6 runs or the last 10,000 samples of each of the 8 runs were combined in Tracer to increase the effective sample size. In the DR C2 analysis, 95% of the probability of an exponential distribution for a node age prior lay between the fossil and ingroup root ages.
The YR analysis was performed with MCMCTREE (Yang and Rannala 2006; Rannala and Yang 2007) of PAML. One time unit was set equal to 100 My. The autocorrelated rates model of molecular clock was used. In the birth-death process prior, the birth rate and death rate were both set to 5, and the sampling fraction was set to 0.1. In the gamma prior for the overall rate, the shape parameter was set to 0.1 and the scale parameter was set to 1. For fossil-based node age priors, a truncated Cauchy distribution with an offset of 0.1 and a hard minimum bound was used. The scale parameter of the distribution was set at 0.2 or 0.4 when the minimum bound was higher or lower than 1, respectively. The number of samples, sample frequency, and cycles before the first sample were set to values of 10,000, 10, and 20,000, respectively. The analysis was run twice to ensure convergence.
Comparison of Divergence Date Estimates Using Different Data
For each molecular dating approach, mitochondrial date estimates and ratios of these estimates to nuclear estimates were separately plotted against nuclear estimates. Estimates from the PL approach based on the real data set and mean estimates from the other approaches were used to calculate the ratio. The 95% confidence interval of the ratio was estimated with the help of a random sampling with replacement technique. Repeated 10,000 times and based on results of the bootstrap replicates (PL) or dating samples of the Markov chain (the other approaches), a mitochondrial date estimate was randomly selected and divided by a randomly selected nuclear estimate. The confidence interval was then calculated by sorting the 10,000 resulting values and reporting the 250th and 9,750th values.
Results
Phylogenetic Analysis
The nuclear data set had 2,532 nucleotide sites, of which 994 sites were variable and 738 were phylogenetically informative among the ingroup members. Employing different partition strategies, the Bayesian analyses produced two nearly identical topologies and similar posterior probabilities of nodes, and the ML analyses produced a single topology and similar bootstrap nodal supports. On the ML and six-partition Bayesian trees, Ensatina was the sister group of Hydromantes. On the three-partition Bayesian tree, the relationship among Ensatina, Hydromantes, and the clade containing Aneides, Desmognathus, and Phaeognathus was unresolved. Besides this, the only remaining (and minor) difference between results of the Bayesian and ML analyses was related to Hynobius chinensis, which was the sister group of the (Hynobius guabangshanensis þ Hynobius maoershanensis) clade on the Bayesian trees. As a representation of the nuclear gene trees, the three-partition ML tree is shown in figure 1. The nuclear gene Zheng et al. · doi:10.1093/molbev/msr072 MBE phylogeny obtained in this study is nearly identical with the phylogenetic reconstruction using the same nuclear fragments in a previous study (Vieites et al. 2007 ).
The mitochondrial data set had 13,742 nucleotide sites, of which 8,266 sites were variable and 7,016 were phylogenetically informative among the ingroup members. The overlapping region between coding genes ATP8 and ATP6 (ten sites) was treated as the second codon position and arbitrarily assigned to ATP8. Using different data partition strategies, both Bayesian and ML approaches produced an identical topology and similar Bayesian posterior probabilities or ML bootstrap proportions of nodes. The six-partition ML tree is presented in figure 1 . This topology was nearly identical with previous phylogenetic reconstructions of salamanders based on mitochondrial genomes (Mueller et al. 2004; Macey 2005; Zhang et al. 2006; Zhang and Wake 2009; Peng et al. 2010) .
Although most major clades were recovered and supported by both the nuclear and mitochondrial data sets in this study ( fig. 1 Bias of Mitochondrial Divergence Date Estimates · doi:10.1093/molbev/msr072 MBE the nuclear and mitochondrial trees (see below). Besides, compared with the nuclear tree, a compression of basal branches was observed in the mitochondrial tree, which can be explained by the mitochondrial data having experienced more substitution saturation than the nuclear data (e.g., Hugall et al. 2007; Sanders et al. 2008 ).
Relative Extent of Substitution Saturation of Different Data
For coding genes, partitioning by codon position provides better fit to substitution models than partitioning by gene (Mueller et al. 2004) . Furthermore, large numbers of characters in each partition may facilitate estimating parameters of the corresponding model and result in improved branch length estimates (Schwartz and Mueller 2010) . Consequently, the nuclear three-partition and mitochondrial six-partition strategies were used in pairwise ML distance estimation and molecular dating. For each mitochondrial data subset, the increase of distances slowed down with the increase of the nuclear distances ( fig. 2 ). This pattern indicated that (1) although the selected GTR þ I þ C model was parameter rich and commonly used, it could not capture all the substitution process of at least the mitochondrial data in this study and (2) saturation was more severe for the mitochondrial data than for the nuclear data. Within this pattern, the plot for RNA genes appears less curved than those for codon positions. The increase of the nuclear distances at the third codon positions leveled off with the increase of the nuclear distances at the second positions, suggesting the possibility that the nuclear gene sequences might also be susceptible to the underestimation of substitutions to a lesser degree than the mitochondrial gene sequences. However, among the ingroups, a generally linear relationship between distances at different nuclear codon positions revealed no serious adverse effects of saturation on the nuclear date estimates (supplementary material 3, Supplementary Material online).
Reference Topologies for Molecular Dating
Similar reference topologies were used for molecular dating analyses based on the nuclear and mitochondrial data, respectively. All the six differences between the nuclear and Comparison of the extent of substitution saturation of the nuclear and mitochondrial data. Using the GTR þ I þ C model, pairwise ML distances for the nuclear data set, the mitochondrial data set containing the third codon positions (3 rd ), the mitochondrial data set containing the first codon positions (1 st ), the mitochondrial data set containing the second codon positions (2 nd ), and the mitochondrial data set containing RNA genes (RNA) were estimated to generate the plots.
Zheng et al. · doi:10.1093/molbev/msr072 MBE mitochondrial topologies obtained in this study were carefully evaluated before performing the molecular dating analysis. For choosing reference topologies, the phylogenetic positions of the differences, results of topology comparison using the SH test, and phylogenetic hypotheses proposed in previous studies were considered.
Three differences were related to relatively recent divergence events. The first one concerned relationships within a nine-species clade of the genus Hynobius ( fig.  1 ). The second one was about relationships among three Batrachuperus species. The last one involved the position of Gyrinophilus. In the nuclear tree, Gyrinophilus was the sister group of the clade including Pseudotriton and Stereochilus. Based on the same nuclear gene fragments, Vieites et al. (2007) obtained the same relationship. In the mitochondrial tree, Gyrinophilus was more closely related to Pseudotriton, which was also recovered by a previous phylogenetic reconstruction of plethodontid mitochondrial genomes (Mueller et al. 2004 ). For these relatively recently diverged lineages, incomplete lineage sorting, especially for the nuclear genes, might contribute to the majority of the above differences. Compared with mitochondrial genes, a nuclear gene takes longer to achieve coalescence due to its larger effective population size (Funk and Omland 2003) . Therefore, within each of the above involved lineages, the topologies of the gene trees may not represent the species tree (Nichols 2001) . In the molecular dating analysis, topologies within these lineages were left unchanged for both the nuclear and mitochondrial trees, but ages of these nodes were not estimated.
The other three differences between the nuclear and mitochondrial topologies concerned relatively older divergence events, which were related to the phylogenetic positions of Aneides, Bolitoglossa, and Salamandrella ( fig. 1 ). The SH test was conducted on the three-partition nuclear data set and the six-partition mitochondrial data set. Three different patterns of results were obtained from this analysis. First, forcing Aneides to be the sister group of the clade containing Desmognathus, Ensatina, Hydromantes, Phaeognathus, and Plethodon in the nuclear tree produced a significantly (5% level) less optimal tree topology, and forcing Aneides to be the sister group of the (Desmognathus þ Phaeognathus) clade in the mitochondrial tree was not rejected by the test. Consequently, the latter relationship was used in the mitochondrial reference topology. Secondly, forcing Bolitoglossa and Hemidactylium to form a monophyletic group in the nuclear tree was not rejected, but forcing Bolitoglossa to be the sister group of the clade containing Eurycea, Gyrinophilus, Pseudotriton, and Stereochilus in the mitochondrial tree was also not rejected. In a previous study using the same nuclear gene fragments and sampling more plethodontid salamanders, Bolitoglossa was recovered to be more closely related to Hemidactylium (Vieites et al. 2007) . Taking this into consideration, Bolitoglossa and Hemidactylium were forced to form a monophyletic group in the nuclear reference topology. Finally, forcing Salamandrella to be the sister group of a clade containing Batrachuperus, Liua, and Pseudohynobius in the nuclear tree produced a significantly less optimal topology, and forcing Salamandrella to be the sister group of a clade containing Batrachuperus, Hynobius, Liua, Pachyhynobius, and Pseudohynobius in the mitochondrial tree also resulted in a significantly less optimal topology. Two opposite extremes of all possible interpretations of the observation were separately adopted in the reference topologies and the results were compared. One interpretation was both gene trees reflected the histories of their corresponding genes of Salamandrella, and the positions of Salamandrella were left unchanged in both topologies, but with no attempt to date the divergence separating it and its sister group. The other interpretation was both gene trees failed to recover the histories of their corresponding genes of Salamandrella, and therefore, this taxon was removed in both trees.
As the result, with or without Salamandrella and forcing Bolitoglossa and Hemidactylium to form a monophyletic group, the nuclear ML topology was used for estimating divergence dates from the nuclear data. Similarly, with or without Salamandrella and forcing Aneides to be the sister group of the (Desmognathus þ Phaeognathus) clade, the mitochondrial topology was used for dating based on the mitochondrial data.
Estimates of Divergence Dates
Molecular dating analyses were conducted on the nuclear data set, the mitochondrial six-partition data set including RNA genes and all codon positions, the mitochondrial fivepartition data set including RNA genes and the first and second codon positions, the mitochondrial three-partition data set including only RNA genes, and the mitochondrial one-partition data set including only the second codon positions. The GTR þ I þ C model (PL and DR) or F84 þ C model (TK and YR) were used (Brown and Yang 2010) . For the PL analysis, in the ML framework (Schwartz and Mueller 2010) , branch lengths were first estimated on the reference topologies using RAxML. Then, in r8s, five short terminal branches or terminal branches connected to short internal branches were pruned before estimating dates because extremely low sequence variation might cause problems during estimating dates with this program. Another reason was the uncertainty in the ability of r8s to work on large numbers of taxa (Sanderson 2004) . The five taxa excluded were Hynobius chinensis, H. maoershanensis, H. yiwuensis, H. nebulosus, and Batrachuperus pinchonii. In the YR analysis, due to limited computational resources, eight taxa were removed from the reference topologies and the mitochondrial six-partition and five-partition data sets were not examined. In addition to the above five taxa, the other three taxa removed were H. guabangshanensis, H. leechii, and Gyrinophilus porphyriticus.
Dates were estimated for a total of 31 divergence events among salamanders, including the six with minimum age constraints ( fig. 3) . In a first round of analysis, using an ingroup root age of 227 Ma, the PL, TK, DR C1 , and DR C2 dating methods were performed on the nuclear and six-partition mitochondrial data, resulting in 16 sets of estimates (supplementary material 4, Supplementary Time-calibrated trees of salamanders based on the nuclear (top) and five-partition mitochondrial (bottom) data sets, using an ingroup root age of 227 Ma. Fossil ages were used as minimum bounds of uniform distributions for node age priors, which are shown as arrows. Ages for nodes with letter labels were estimated using Drummond and Rambaut's Bayesian approach. The gray bars through these nodes indicate 95% highest posterior densities for estimates. The outgroup is not shown. (Yang 2007) and DR C1 , respectively. No significant differences were observed among estimates derived from different mitochondrial data sets. For some splitting events, estimates based on the three-partition RNA data set were younger than those inferred from the other data sets. However, in most case, these estimates considerably overlapped.
When uniform priors of node ages were used, four (nodes O, Q, AD, and AF, fig. 3 ) of the six minimum constraints contributed almost nothing to the analysis. As the only exception, the constraint on node AF worked when dates were estimated from the nuclear data using the PL approach and a root age of 177 Ma. On the other hand, the constraints assigned to the Cryptobranchidae-Hynobiidae split (node A) and the split between Aneides hardii and the western Aneides clade (node AE) did work in many cases, especially when the nuclear data and a root age of 177 or 227 Ma were used ( fig. 3 , see supplementary material 4, Supplementary Material online, for details).
Pattern of Differences Between Estimates from the Nuclear and Mitochondrial Data
Compared with mitochondrial estimates, those inferred from the nuclear data were considerably younger. For most splitting events, the former were much older than and did not overlap with the latter. For example, using a root age of 227 Ma, estimates for 29 (PL), 24 (TK), or 27 (DR C1 and DR C2 ) of the 31 nodes from the five-partition mitochondrial data set were significantly older than those from the nuclear data (supplementary material 4, Supplementary Material online). Furthermore, no estimates from the mitochondrial data were found to be significantly more recent than estimates from nuclear data.
When estimates from different data were plotted, the increase of the mitochondrial estimates generally leveled off along with the increase of the nuclear estimates, making the former gradually approximate the latter toward the fixed root age. The largest differences (;40 My) between two sets of estimates typically occurred around the second quarter of the plot. All the comparisons revealed these trends. Based on a root age of 227 Ma, the plots between estimates from the nuclear and five-partition (PL, TK, DR C1 , and DR
C2
) and one-partition (YR) mitochondrial data sets are shown in figure 4 as an example. When differences were measured as ratios, the largest ones (3-10 times) were related to recent divergence events. With the increase of the nuclear estimates, the decrease of the ratios slowed down, making the ratios approximate one. This was not surprising because the direct comparison between the two estimates predicted the same pattern. The ratio plots based on a root age of 227 Ma are shown in figures 5 and 6 and all others are presented in supplementary material 5, Supplementary Material online.
Discussion
Biased Mitochondrial Estimates of Divergence Dates of Salamanders
Dates derived from mitochondrial sequences are considerably older than those from nuclear exon sequences, especially for younger age estimates. Generally, the increase of the mitochondrial date estimates leveled off with the increase of the nuclear estimates, and the mitochondrial estimates gradually approximated the nuclear estimates toward the fixed ingroup root age (fig. 4) . It is reasonable to expect the nuclear estimates to be more reliable because the mitochondrial data experienced more severe saturation than the nuclear data and the best model selected did not capture the substitution process of the mitochondrial data well enough ( fig. 2, supplementary material 3 , Supplementary Material online). Consequently, the difference between the nuclear and mitochondrial estimates was used as an indicator of the bias of the mitochondrial estimates and suggested that they were overestimated and systematically biased toward the age of the ingroup. The pattern largely matches the predicted bias curve for estimates from data sets experienced serious saturation and based on a single old calibration point (Arbogast et al. 2002) . This is in accordance with the fact that our mitochondrial date estimates were mainly calibrated by the fixed root age and no other hard maximum constraints were used ( fig. 3 ). As this pattern of bias was estimated using empirical data, and as age priors with lower probabilities on older ages were used in some cases (DR C2 and YR), departure of it from the theoretical bias curve was not a surprise. A considerable part of the departure may be explained by among-lineage rate variation. As indicated by branch lengths in figure 1, mitochondrial genomes of different lineages of salamanders evolved at different rates and therefore experienced various extents of saturation, which in turn could cause some mitochondrial date estimates to be more close to or more distant from the ''actual'' dates ( fig. 4) . Despite the departure, the bias of mitochondrial estimates was intensive. First, dates were significantly overestimated for most divergence events, including some ancient ones. Second, the overestimate reached 3-10 times (about 20 My) for recent events and 2-3 times (about 40 My) for events that are slightly older. For recent events, the finding was based partly on some nuclear estimates ,20 Ma. The accuracy of these individual dates might be somewhat lower because the most effective calibration was about 227 Ma. However, considered together they reflected the largest mitochondrial overestimates measured as ratios (figs. 5 and 6, supplementary material 5, Supplementary Material online). Finally, estimates for ancient events were strongly Bias of Mitochondrial Divergence Date Estimates · doi:10.1093/molbev/msr072 MBE compressed. For instance, dates estimated for the five most ancient events (nodes A, O, P, Q, and AB, fig. 3 ) covered a time span which might be only about 50% of the actual one ( fig. 4) . Therefore, the results obtained in this study indicated serious misleading effects of saturation on the performance of mitochondrial sequences in dating divergences of salamanders on a timescale of 200 or 300 My. This issue cannot be partly addressed by using multiple fossil-based maximum age constraints because the fossil record of salamanders generally remains limited (e.g., Vieites et al. 2009; Zhang and Wake 2009) .
The departure of our mitochondrial estimates from the actual divergence dates may be even greater than our estimates because the nuclear gene could overestimate the dates as well. The split of the analyzed genetic lineages usually predates the split of the taxon lineages because of ancestral polymorphism of gene sequences (Edwards and Beerli 2000) , leading to an overestimate of divergence dates. This effect is more pronounced in nuclear estimates because nuclear genes take longer time to achieve coalescence than mitochondrial genes (Funk and Omland 2003) . Due to the lack of knowledge of intraspecific sequence diversities, we did not correct for ancestral polymorphism in this study. In addition, we cannot rule out the possibility that our nuclear data also suffer from saturation and, hence, resulting in the dates to be systematically overestimated to an unknown extent. Because we used the unclear estimates as surrogates for the ''actual'' dates, overestimate of dates by the nuclear gene would result in an underestimate of the mitochondrial bias. The observed difference between nuclear and mitochondrial divergence date estimates of salamanders is not unique to this study. Several recent studies have estimated divergence times among salamanders on a timescale close to the one covered by this study. Using largely similar calibrations and employing the same molecular dating approaches, our nuclear and mitochondrial estimates are comparable with those based on the same source of data, respectively (e.g., Mueller 2006; Roelants et al. 2007; Vieites et al. 2007; Wiens 2007; Zhang and Wake 2009; Schwartz and Mueller 2010) .
Excluding the more variable sites from the mitochondrial data set may not correct the bias. We did not detect significant differences between estimates based on different mitochondrial data sets. Similar patterns and extents of bias were observed among estimates from all the four data sets: using all codon positions and RNA genes, using the first and second positions and RNA genes, using RNA genes only, and using the second positions only (figs. 5 and 6, supplementary material 5, Supplementary Material online). It indicates that excluding the third positions of coding genes or only using the RNA genes or the second positions did not considerably improve the performance of mitochondrial data in molecular dating in the present study. Several factors may contribute to this finding. First, the divergence covered by this study is very deep, ;200 or 300 My. Despite the fact that the first and second codon positions and especially RNA genes evolve more slowly than the third codon positions, the estimated sequence divergences are still saturated at this timescale ( fig. 2) . Second, a considerable portion of the polymorphic sites of the first and second codon positions and RNA genes may substitute at a rather high rate. Mutation hot spots of mitochondrial genome were detected not only in the third codon positions but also in the first and second codon positions, rRNA genes, and tRNA genes (Galtier et al. 2006) . Consequently, although mitochondrial RNA genes, coding genes excluding the third codon positions, and the second codon positions were often used when dating phylogenies involving ancient events (e.g., Roelants et al. 2007; Zhang and Wake 2009) , the accuracy of estimates based solely on these markers may not be guaranteed.
Implications of the Observed Bias
This case study reveals that the mitochondrial estimates of divergence dates can be very misleading, particularly when calibration points are limited, the lineage is old and time span is large. The origin of salamanders is dated back to ;250-350 Ma (e.g., Cannatella et al. 2009; San Mauro 2010) , the divergence of the major lineages spans ;100-250 My (e.g., Vieites et al. 2009 ) and we had only one deep calibration point. The data revealed considerable overestimate of divergence dates using mitochondrial DNA data. And this situation is very likely not unique to salamanders. In a previous study of ray-finned fishes (Class Actinopterygii), with the same set of fossil calibrations, divergence dates were estimated using the mitochondrial and nuclear DNA data sets with different taxonomic samplings separately (Hurley et al. 2007 ). This molecular dating research was also characterized by a large time span (about ) mitochondrial data sets. The age of the ingroup root was fixed at 227 Ma. Dates estimated based on real data sets (the PL approach) or means of estimates (the Bayesian approaches) were used to generate scatter plots. Bars are 95% confidence intervals. The vertical axis is log 10 scaled. PL 5 the penalized likelihood approach; TK 5 Thorne and Kishino's Bayesian approach; DR C1 5 Drummond and Rambaut's Bayesian approach using uniform distributions for fossil-based age priors.
Bias of Mitochondrial Divergence Date Estimates · doi:10.1093/molbev/msr072 MBE 400 My) and limited deep working calibration points (345-392 Ma assigned to Actinopteri and 392 Ma assigned to Actinopterygii in the mitochondrial approach). As expected, for the five nodes that were directly comparable, the mitochondrial date estimates were considerablely older than those nuclear ones. Based on the unclear data and the holostean topology, these five splitting events were dated at 142, 193, 217, 289 , and 324 Ma, respectively. While, using the mitochondrial data, these events were dated at 217, 258, 300, 328, and 349 Ma, which were 1.53, 1.34, 1.38, 1.13, and 1.08 times greater than the nuclear estimates, respectively. Similar to the present study, this pattern of differences closely matched the theoretical bias curve for estimates from data experienced serious saturation and based on a single old calibration point and, as the authors themselves noted, could be largely explained by the rapid evolutionary rate of mitochondrial DNA (Arbogast et al. 2002; Hurley et al. 2007) . Consequently, similar evaluation should be performed in other groups of organisms, especially when estimates based on mitochondrial sequences have been questioned (e.g., Strugnell et al. 2009; Nilsson et al. 2010 ).
Employing slowly evolving markers such as nuclear exons has been suggested as a method to correct potential bias in estimating divergence time (e.g., Chippindale et al. 2004; Bonett et al. 2009; San Mauro 2010) . When the availability of fossil or other calibration data are limited, such as in the case of salamanders, the calibration points that are available are usually located at external nodes and deep internal nodes (e.g., Mueller 2006; Zhang et al. 2006; Vieites et al. 2007; Zhang et al. 2008; Bonett et al. 2009 ). This leads to the dates being estimated on the basis of a phylogeny covering a large timescale (e.g., Hugall et al. 2007) . Although slowly evolving markers are appropriate for the basal nodes, estimates for young phylogenetic events based on such markers are challenging because the accumulated mutational differences are too small to be used to calculate reliable divergence times (Wilke et al. 2009 ). This has been termed ''power gap'' by Wilke et al. (2009) . Nevertheless, this problem can be partly overcome by simply including more loci and therefore more differences in the analysis. . Difference between divergence date estimates from the nuclear data set and estimates from the six-partition (RNA þ 1 st þ 2 nd þ 3 rd ), five-partition (RNA þ 1 st þ 2 nd ), three-partition (RNA), and one-partition (2 nd ) mitochondrial data sets. The age of the ingroup root was fixed at 227 Ma. Means of date estimates were used to generate scatter plots. Bars are 95% confidence intervals. The vertical axis is log 10 scaled. DR C2 5 Drummond and Rambaut's Bayesian approach; YR 5 Yang and Rannala's Bayesian approach. Fossil ages were used as minimum bounds of node age priors, which followed exponential (DR MBE estimated based on slowly evolving markers and then, in a separate analysis, be utilized as calibrations for dating recent events of interest based on rapidly evolving markers such as mitochondrial sequences. In the second dating analysis, with the help of BEAST or MCMCTREE, errors of these calibration points generated by the first dating exercise can be included by assigning a prior parametric distribution of age to individual points. Mitochondrial sequences are appropriate for the second dating analysis because the time required for lineage sorting of them is short due to their small effective population size. Among recently diverged taxa, incomplete lineage sorting is an important source of discordance between genealogy and phylogeny (e.g., Maddison and Knowles 2006) , which in turn can be a source of difficulty in dating divergences.
In salamanders, mitochondrial date estimates based on phylogenies covering vast timescales should be used with extreme caution. Among them, some estimates related to early divergence events may appear to be reasonable because such events are temporally close to the usually deep working calibration points. However, these estimates are seriously compressed (figs. 3 and 4) and must not be used together for estimating diversification rates (Revell et al. 2005; Rabosky and Lovette 2008) . Besides, this type of compression, where multiple divergences between higher taxa appear to occur within a relatively short geological time span, may mislead our understanding of the early evolution of salamanders (e.g., correlating them with a particular paleogeographic, paleoclimatic, or paleontologic events). It is a common practice to hypothesize an event that concurred with the estimated divergence time as the cause of the divergence event. This practice could be highly questionable. Applications of those estimates corresponding to relatively recent events are more risky because they depart considerably from the actual dates. In a previous study, constraining the Cryptobranchidae-Hynobiidae split between 156 and 166 Ma, divergence dates were estimated based on mitochondrial DNA sequences and used in generating a biogeographic hypothesis for hynobiid salamanders (Zhang et al. 2006) . Except the basal split of this family, divergence dates among genera were estimated at between 43 (95% confidence interval 40-45) and 63 (60-66) Ma. In the present study, however, even when a root age of 277 Ma was used, the same dating approach (PL) produced a significantly younger estimate for nearly all divergence events of Hynobiidae based on nuclear data. For instance, the same divergence events were dated at between 15 (10-22) and 39 (30-50) Ma (supplementary material 4, Supplementary Material online). As our study demonstrated, estimates from the nuclear and mitochondrial data for the basal split, which is close to the deep calibration point used in the study, are not significantly different. Consequently, our results suggest a reconsideration of the hypothesis proposed by Zhang et al. (2006) .
Determining times of important divergence events is an important endeavor in evolutionary biology. In molecular dating, it is heavily dependent on accurate estimates of parameters of interest such as substitution numbers, which are not always estimated equally well. Understanding the potential bias and pitfalls of various approaches and data are essential to make inferences from our data. Detailed case studies across various groups are necessary first step to detect and reveal such bias and pitfalls.
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