Abstract-In this work two approaches of backward chaining inference implementation were compared. The first approach uses a classical, goal driven inference running on the client device -the algorithm implemented within the KBExpertLib library was used. Inference was performed on a rule base buffered in memory structures. The second approach involves implementing inference as a stored procedure, run in the environment of the database server -an original, previously not published algorithm was introduced. Experiments were conducted on realworld knowledge bases with a relatively large number of rules. Experiments were prepared so that one could evaluate the pessimistic complexity of the inference algorithm.
I. INTRODUCTION
Rules are among the most popular forms of representing knowledge in the field of intelligent information systems, regardless of the development of different knowledge representations. Forward and backward chaining inference algorithms are also popular in the real-world applications [1] . The number of applications which utilise rule bases and methods of inference grows, but unfortunately the number of tools for building knowledge-based systems increase much more slowly [2] . The well-known systems like JESS [3] , CLIPS [4] , DROOLS [5] or EXSYS [6] are usually described as the tools for implementing domain knowledge based systems. What is more, commercial expert system development tools have been extended to offer web-based development capabilities.
A selected part of our research focused on the development of new methods and tools for building knowledge-based systems is presented in this work. In our previous work [7] we introduced the KBExplorer system -a WWW application which allows the user to create, edit and share rule-based knowledge bases. We also introduced (in a separate paper) the inference engine, which is provided by the KBExpertLib -a software library which allows programmers to implement domain knowledge-based systems using the Java programming language [8] . Next part of the realized project is the KBExploratorDesktop [9] -a desktop application which allows to analyse knowledge bases created by the KBExplorer. KBExploratorDesktop internally uses the KBExpertLib library and is implemented as an standard JavaFX GUI program. The prototype version of KBExplorer and the demo version of KBExploratorDesktop are available on-line at http://kbexplorer.ii.us.edu.pl. The fig. 1 presents the main software modules of the proposed distributed expert system shell. The system is still under developmentenhanced versions of the software are in the test phase.
The motives behind this article are research and implementation works concerning on application of proposed tools for a weak hardware configuration -like in mobile and embedded devices or obsolete (but still frequently used) computers. The KBExpertLib library provides inference algorithms implemented in Java and working on the internal device's resources. The inference performed on such devices may be ineffective from the user's point of view, and for the large rule bases may be totally impossible. We propose a different approach: a client device sends the initial inference information to the server side over the Internet and receives inference results. The comparison of time efficiency of these two approaches is the main goal of the article. This article presents new (and not published before) implementation issues, focused on the backward chaining inference. Presented considerations are the continuation of the previous, forward inference dedicated studies [22] . This article is a part of a wider project involving both research and implementation works -in this work we analyse two different approaches mentioned earlier.
The first approach uses a classical, goal driven inference running on the client device. An algorithm implemented within the KBExpertLib is used. The content of a particular knowledge base is retrieved from a local XML file or a relational database and is stored in the device's RAM - fig. 2 illustrates the discussed solution. Inference is performed on a rule base (buffered in memory structures) and the effectiveness of this process depends on the hardware configuration of the local machine and will vary due to the size of the knowledge base. This type of inference uses local resources (memory, processor) of the client's device and may consume a significant amount of energy (possibly supplied with a battery). The second approach assumes that the inference process is being realized fully on the server side. A dedicated PHP implementation was previously analysed [10] . In this work utilization of stored procedures (within the database server) is considered. A client device uses Rest API services, sends the goal and facts to the server and receives information about the goal confirmation (and optional details) - fig. 3 illustrates the presented approach. The utilization of a server side implementation minimizes the network traffic, as only a single request is necessary. The usage of database server's stored procedures ensures independence from the used programming tools -only a connection to the database server and a simple API is required. The main research goal of this paper was the experimental evaluation of the backward chaining inference algorithm implementation as a stored procedure and a comparison (of such implementation) with inference performed on preloaded knowledge bases (on local devices). Considered approaches are quite different from the implementation point of view.
The organization of this paper is as follows. The next section presents background information -the formal knowledge base model, classical backward chaining inference algorithm and related works. Section 3 outlines the proposed methods and tools -the backward chaining inference algorithm as a stored procedure is introduced. Section 4 presents the experiments and their results. Finally, the conclusions section summarizes the paper. This section presents the formal description of a knowledge base, the backward chaining inference algorithm, a brief review of software tools related with this work and a short description of our own software implementation.
A. Knowledge base
The following formal description of a knowledge base is assumed in this work: a knowledge base is a pair ℬ = (ℛ, ℱ) where ℛ is a non-empty finite set of rules and ℱ is a finite set of facts. Furthermore, ℛ = { 1 , 2 , . . . , } and each rule ∈ ℛ will be represented in the form of Horn's clause:
where is the number of literals in the conditional part of rule ( ≥ 0), is the -th literal in the conditional part of rule ( = 1 . . . ) and denotes the literal of the decisional part of rule . For each rule ∈ ℛ we define the following functions: ( ) -returns the conclusion literal of rule :
( ) = . We will also consider facts as clauses without any conditional literals. The set of all such clauses will be called set of facts and will be denoted by ℱ:
B. Backward chaining inference
Backward chaining inference is a bottom-up procedure which starts with a main goal and queries the fact base about information which may satisfy the conditions contained in the rules. We basically go through the rules in the knowledge base looking for conclusions which match the query and if we find them, we can create new queries (adding new facts if necessary). Backward chaining inference is goal-driven and appropriate for problem-solving. Its complexity can be linear or less (in the size of the knowledge base), depending on the implementation. The main idea and general description of a classical backward chaining inference algorithm have been repeatedly published, for example in [11] , [12] . But it is hard to find a detailed, step-by-step algorithm and for this reason we present the pseudo-code of such an algorithm bellow.
The presented backward chaining inference algorithm is a recursive one -recursion is used to confirm the sub-goals of inference. Typically the user is the source of facts, but 
in the context of embedded systems, facts can be provided by any technical equipment. In the experiments discussed further in this work, this step of the algorithm is omitted to obtain a pessimistic time complexity of the backward chaining inference.
C. Related works
The knowledge based systems were typically developed as desktop applications. Meanwhile, web applications have grown rapidly and have had a significant impact on the application of a traditional expert system. The detailed discussion and comparison of modern knowledge-based systems building tools goes beyond the scope of this study. Selected aspects of such review can be found in [13] , [14] and also in [15] - [17] . In this work only a basic overview is presented. The JESS is a well-known and popular tool. It is the skeleton of expert systems developed by Sandia National Laboratories. JESS is written in Java and it is possible to run code in this language using JESS. It uses a syntax similar to Lisp [3] . It is compatible with both Windows and Unix systems. Rules written using JESS are saved in the form of an XML file which must contain a rule-execution-set element [18] . JESS is a rule engine as well as a scripting language, which provides a console for programming and enables basic input/output operations. JESS is a forward chaining inference engine, it provides mechanisms that ,,simulate" backward chaining.
EXSYS Corvid [6] is a software tool for building and fielding knowledge automation expert system applications. It is designed to be easy to learn and aimed at non-programmers. The Java based EXSYS Inference Engine makes it simple to deploy systems on different platforms and to integrate them with external programs. The rules (in the knowledge base) are described simply in English and Algebra. Tree-structured logic diagrams are used to describe individual sections of the process. It's a combination of ,,Logic Block" structures (which describe rules) and "Command Blocks" that provide procedural control on system execution. Corvid's Inference Engine uses both backward and forward chaining algorithms.
Another commercial expert system building tool is XpertRule [19] , which offers a Knowledge Builder Rules Authoring Studio. The XpertRule KBS interfaces over the Web with a thin client using the Microsoft's Active Server Page technology. Applications developed using the Knowledge Builder Rules Authoring Studio can be generated as Java Script/HTML files for deployment as Web applications. The Web Deployment Engine is a JavaScript rules runtime engine which runs within a browser.
Similar concepts share the eXpertise2Go's Rule-Based Expert System, which provides free building and delivery tools that implement expert systems as Java applets, Java applications and Android apps [20] . Next interesting system is Drools -a Business Rules Management System solution. It provides a core Business Rules Engine, a web authoring and rules management application (Drools Workbench) and an Eclipse IDE plugin for core development [5] .
This work introduces an another decision support system building tool -the KBExplorator system [7] . It is a web application and it allows the user to create, edit and share rule knowledge bases. It is also connected with the KBExpertLib -a software library, which allows programmers to use different kinds of inference within any software projects implemented in the Java programming language. The KBExplorer works on the client side and requires only the usage of a typical modern web browser. Knowledge bases created by the user are stored in a relational database, and may be shared between the registered system's users [21] . Moreover, it is also possible to download the knowledge base as an XML file (for further analysis). The KBExpertLib is a software library, which allows programmers to implement domain knowledge based systems using the Java programming language. This library makes it possible to run different kinds of inference (classical and modified forward and backward chaining algorithms) on rule-based knowledge bases stored in the KBExplorer database or saved locally in the form of XML files [22] (see fig. 1 ), the KBExpertLib is also considered as a tool for implementation of systems described in [23] , [24] .
III. METHODS AND TOOLS
This section presents two approaches for backward chaining inference (illustrated on the fig. 1 and 2 ) described earlier in the introduction.
A. Backward chaining inference as Java code
The KBExpertLib provides a backward inference presented by algorithm 1 above, algorithm is implemented as a member function of the KBBackwardConsoleInferer class. In this work we consider inference without interaction with the system's environment, we want to analyse the worst possible case in terms of inference time. The KBBackwardConsoleInferer is a base class for a specialized derived class, which has to provide a fact confirmation function (algorithm 1: environmentConfirmsFact). Implementation of this function depends on a particular fact confirmation process. In research described later in the article, the implementation of this function is trivial -it always returns a false value, because we want to obtain the pessimistic inference algorithm complexity. Implementation of a backward chaining inference algorithm is typical and obvious -much more interesting is the implementation as stored procedure, described in the next section.
B. Backward chaining inference as the stored procedure
This section presents the second of the earlier mentioned approaches of inference realization. This approach works in the database server layer as a stored procedure, which uses native properties of the MySQL engine. 
Algorithm 2: Backward chaining inference as the stored procedure
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return Inference failed
14:
end if 15 : The presented inference algorithm assumes that any selected goal will be confirmed after testing enough subgoals, because we are interested only in the worst-case scenario. What is more, the algorithm was repeated in the experiments sections, for all possible inference goals (distinct rule's conclusions). The pseudocode of the described approach is presented in algorithm 2 and the exemplary implementation of the stored procedure is as follows: The above-mentioned implementation assumes that the initial set of facts is already known and the user has set the inference goal to a descriptor expressed internally as a pair of = 3 and = 3 (which is also the conclusion of the first rule in the knowledge base). What is more, two temporary tables ( and storing respectively the current set of inference subgoals and a temporary set of facts, which will be valid if the inference succeeds) use internally the MEMORY Storage Engine. The MEMORY Storage Engine which is a part of the MySQL DBMS ensures that data in such tables will be kept in the server's RAM memory -this is required due to many insert and delete operations.
The main loop starts by selecting the first subgoal from the table -currently there is only the main inference goal (line 7 of algorithm 2). The subgoal is inserted into the temporary set of facts (represented by the table) and removed from the table (lines 8 and 9 ). If the current subgoal of the inference does not belong to the set of initial facts, the procedure selects the ID of the first (not analysed) rule from the knowledge base which conclusion corresponds to the subgoal (line 11). If such a rule does not exist, the inference ends with failure. This is not the case, and so premises of the selected rule are added to the subgoals table (line 15), excluding those which are in the set of temporary facts ( ) or were already processed (are included in the  table) . If all subgoals are confirmed, the main loop ends and inference is considered as a success. Entries from the table can now be treated as new facts.
IV. EXPERIMENTS
This section presents the experiments performed on four real-world knowledge bases. The first used knowledge base (bud4438) is used by a builder company in Poland and currently consists of 4438 rules. There are 2802 symbolic attributes and 51 numeric. The formed (by domain experts) rules were generally very short and the structure of the knowledge base was flat. The second base (bud22190) was generated by duplicating the first one five times with random modifications (because gaining access to large, real-world knowledge bases is very difficult). The third (eval416) and fourth (eval1199) knowledge bases regarded the topic of effectiveness evaluation of sales representatives and consisted of 416 and 1119 rules. More information about the structure and experimental evaluation of rules partitioning concerning these knowledge bases can be found in [25] .
The aim of the first experiment was to evaluate the data loading times from a relational database. The results of this experiment (shown in table I) were needed to confirm the usefulness of the proposed backward chaining inference algorithm implemented directly on the database and should be interpreted in the context of the second experiment.
Results presented in table I clearly indicate, that loading times from the database can be regarded as significant. It is especially visible for the bud4438 and bud22190 knowledge bases, because they have a lot of attributes which definitions (and a list of possible values) are also stored besides the rule set. That is why the authors wanted to check if performing operations directly on the database server can be an alternative to having to wait for the data loading phase to finish in order to perform e.g. inference in the client's application. The memory usage for data structures which hold the rules seems to be reasonable. For 22190 rules the data structures occupy less than 5MB of memory. The goal of the second experiment was to compare two (previously described in this work) methods of backward chaining inference -a classical version implemented in the Java programming language and one that operates directly on the database server. The results of this experiment are presented in table II. It is obvious that inference realized on objects stored in the RAM of a client's computer will be faster than performing the same process directly in the database layer (even when using proper column indexes). But the results in table II should be interpreted in the context of knowledge base loading times (see table I ). Then one can observe an advantage of the stored procedure method (in case of knowledge bases bud4438 and bud22190) compared to running inference on the desktop application. In case of the Java program the user has to wait a time period of about 29 (in case of bud4438) or 188 (in case of bud22190) seconds for the database to load and additionally 0.2 or 2.5 seconds for the inference process to finish.
When performing inference directly on the database this time is reduced to a bit over 13 or 136 seconds respectively. This means that the user will be able to perform inference at least one to two times (directly on the database) whereas the data would still be loading in the desktop application. Of course when the user plans to perform inference multiple times it is still better to load the data into the desktop application, because it's a one-time operation only. As far as the eval416 and eval1119 knowledge bases are concerned, the direct database approach performs worse than the traditional one. This is caused by the structure of these knowledge bases. Although they store less rules, they form a hierarchical structure, and a chain of rules is activated and analysed instead of only a single rule like in the case of the bud4438 and bud22190 bases which have a flat structure.
The results from the second experiment can also have practical impacts -a ,,smart" software dispatcher, which can choose the best inference scenario according to the current user's device properties -hardware configuration, internet availability, type of power supply -can be made. We are going to include this solution into the KBExplorer system and the KBExpertLib library in the future.
V. CONCLUSIONS
In this work two approaches for inference implementation, which uses knowledge bases stored in the form of a relational database, were introduced. The first approach requires a priori loading of the knowledge base contents to the RAM of the client's computer. The inference process is performed later on using only data stored in the RAM. The second approach involves implementing inference as a stored procedure, run in the environment of the database server.
Experiments were conducted on real-world knowledge bases with a relatively large number of rules. Experiments were prepared so that one could evaluate the pessimistic complexity of the inference algorithm. The results confirmed, that the inference implemented in object-oriented data structures loaded into memory is effective. The times of inference in the worstcase scenario did not exceed 2.5 seconds. However, loading the contents of the knowledge base proved to be time consuming. For small bases these times were about a couple of seconds, but for the largest one they reached over 3 minutes. Such a case is acceptable in systems where the knowledge base is reloaded rarely, and the waiting time (for data loading) is tolerable from the user's point of view. For applications where there is need for frequent reloading of the knowledge base, this solution is inconvenient and may be cumbersome for the user. This may be the case for knowledge bases which are frequently updated, e.g. by programs that use specific algorithms to automatically generate rules.
The inference implemented in the form of a stored procedure runs significantly slower than the solution described previously, which is not a surprising result. However, when comparing the inference times and adding the time of loading data from the knowledge base, the solution using a stored procedure turns out to be faster (in specific conditions). This solution is especially convenient when the knowledge base is updated frequently.
Implementation of the inference in the form of a stored procedure is an interesting solution and will be permanently included into the described KBExplorer system and the KBExpertLib library. This will allow the programmer implementing a domain expert system to select the desired mode of inference. We consider the implementation of an ,,intelligent" inference dispatcher, which will be able to select the inference method, according to the device resources (processor speed, free memory) as well as taking into account the speed of the used internet connection. This solution will be analysed as the next stage of research.
