In this paper we give a new derivation of the quark-antiquark potential in the Wilson loop context. This makes more explicit the approximations involved and enables an immediate extension to the three-quark case. In the qq case we find the same semirelativistic potential obtained in preceding papers but for a question of ordering. In the 3q case we find a spin dependent potential identical to that already derived in the literature from the ad hoc and non correct assumption of scalar confinement. Furthermore we obtain the correct form of the spin independent potential up to the 1/m 2 order.
I. INTRODUCTION
The aim of this paper is twofold.
First we give a simplified derivation of the quark-antiquark potential in the context of the so called Wilson loop approach [1] in which the basic assumptions, the conditions for the validity of a potential description and the relation with the flux tube model [2] can be better appreciated.
Secondly we show how the procedure can be extended to the three-quark system [3] obtaining consistently not only the static part (stat) of the potential but also the spin dependent (sd) and the velocity dependent (vd) ones at the 1/m 2 order.
For what concerns thepotential the result is identical to that reported in [4, 5] (see [6] for the spin dependent potential) except for a problem of ordering of minor phenomenological interest: Again r jl = z j − z l denotes the relative position of the quark j with respect to the quark l (j, l = 1, 2, 3) and r j = z j − z M the position of the quark j with respect to a common point M such that 
N being a matrix with elements
Finally Eq. (1.7) properly refers to the I configuration case. In general one should write
In comparing (1.10) with (1.7) one should keep in mind that the partial derivatives in z M of V LR stat vanish due to the definition of M.
We observe that the short range part in Eqs. (1.6)-(1.8) is of a pure two body type: it is identical to the electromagnetic potential among three equal charged particles but for the colour group factor 2/3 and it is well known. Even the static confining potential in Eq. (1.6)
is known [7, 1, 3] . The long range part of Eq. (1.7) coincides with the expression obtained by
Ford [8] starting from the assumption of a purely scalar Salpeter potential of the form respectively.
For thecase the basic object is
Here the integration loop Γ is assumed to be made by a world line Γ 1 between an initial position y 1 at the time t i and a final one x 1 at the time t f for the quark (t i < t f ), a similar world line Γ 2 described in the reverse direction from x 2 at the time t f to y 2 at the time t i for the antiquark and two straight lines at fixed times which connect x 1 to x 2 , y 2 to y 1 and close the contour (Fig. 2) . As usual A µ (x) = 1 2 λ a A a µ (x), P prescribes the ordering of the color matrices (from right to left) according to the direction fixed on the loop and the angular brackets denote the functional integration on the gauge fields.
The quantity i ln Wis written as the sum of a short range contribution (SR) and of a long range one (LR):
Then it is assumed that the first term is given by the ordinary perturbation theory, that is at the lowest order
(D µν being the usual gluon propagator and α s = g 2 /4π the strong interaction constant) and the second term by the so called "area law" [9, 1, 4] i ln W LR= σS min , (1.14)
where S min denotes the minimal surface enclosed by the loop (σ is the string tension).
Obviously Eq. (1.13) is justified by asymptotic freedom, Eq. (1.14) is suggested by lattice theory, numerical simulation, string models and other types of arguments.
Up to the 1/m 2 order, the minimal surface can be identified with the surface spanned by the straight line joining (t, z 1 (t)) to (t, z 2 (t)) with t i ≤ t ≤ t f ; the generic point of this surface is [4] 
with 0 ≤ s ≤ 1 and z 1 (t) and z 2 (t) being the positions of the quark and the antiquark at the time t.
We further perform the so called instantaneous approximation in (1.13), consisting in replacing For the three-quark case the quantity analogous to (1.12) is
Here a j , b j are colour indices; Γ j denotes a curve made by: a world line Γ j for the quark j between the times t i and t f (t i < t f ), a straight line on the surface t = t i merging from a point I (whose coordinate we denote by y M ) and connected to the world line, another straight line on the surface t = t f connecting the world line to a point F with coordinate x M (Fig. 3) . The positions of the two points I and F are determined by the same rules which determine the point M above.
The assumption corresponding to (1.13),(1.14) is then 
The plan of the paper is the following one. In Sec. II we shall report the simplified derivation of the quark-antiquark potential as sketched above. In Sec. III we shall report the derivation of the three-quark potential. In Sec. IV we shall make some remarks and discuss the connection with the flux tube model.
II. QUARK-ANTIQUARK POTENTIAL
As usual the starting point is the gauge invariant quark-antiquark (q 1 ,q 2 ) Green function (for the moment we assume the quark and the antiquark to have different flavours)
Here c denotes the charge-conjugate fields, C is the charge-conjugation matrix, U the pathordered gauge string
(the integration path being the straight line joining a to b), S One finds (see [4] ) that, up to the 1/m 2 order, K j satisfies the following equation
with the Cauchy condition
where ε ihk is the three-dimensional Ricci symbol and the summation over repeated indices is understood. By standard techniques the solution of Eq. (2.4), with the initial condition (2.5), can be expressed as a path integral in phase space
here the time-ordering prescription T acts both on spin and gauge matrices, the trajectory of the quark j in configuration space is denoted by z j = z j (t), the trajectory in momentum space by p j = p j (t) and the spin by S j . Then, by performing the translation
we obtain an equation containing the expression dt (gA
1 It is also useful to have an expression for K j in which the tensor field F µν and its dualF µν appear. To this end we make the further translation
and, apart from higher order terms, we obtain
Thus we obtain the two-particle Pauli-type propagator K in the form of a path integral on the world lines of the two quarks
Here T s is the time-ordering prescription for spin matrices, P is the path-ordering prescription for gauge matrices along the loop Γ and as usual
11)
1 More precisely, since the A h are matrices, the step
by expanding f (p−gA) in powers of g; apart from the zeroth order term, all the other terms involve derivatives of f (p) and do not contribute to the integral.
and ε µνρσ is the four-dimensional Ricci symbol.
Furthermore as in Eq. (1.12) Γ 1 denotes the path going from (t i , y 1 ) to (t f , x 1 ) along the quark trajectory (t, z 1 (t)), Γ 2 the path going from (t f , x 2 ) to (t i , y 2 ) along the antiquark trajectory (t, z 2 (t)) and Γ is the path made by Γ 1 and Γ 2 closed by the two straight lines joining (t i , y 2 ) with (t i , y 1 ) and (t f , x 1 ) with (t f , x 2 ) (see Fig. 2 ). Finally Tr denotes the trace on the gauge matrices. Note that the right-hand side of (2.10) is manifestly gauge invariant.
What we have to show is that the angular bracket term in Eq. (2.10) can be expressed as the exponential of an integral function of the position, momentum and spin alone taken at the same time t:
indeed then we can conclude that
15)
Vplaying the role of a two-particle potential. To this aim, expanding the logarithm of the left-hand side of (2.14) up to 1/m 2 order, we should have 16) with the notation
and Wdefined in Eq. (1.12).
At this point in Ref. [4] we assumed that a quantity Vsatisfying (2.16) existed and derived its form. Here we no longer make such an a priori assumption but start directly from (1.13) and (1.14).
Contribution to the potential coming from i ln W qq
In the Coulomb gauge we have
where
The pure temporal part D 00 (x) is already of instantaneous type, for the pure spatial part we have the instantaneous limit 
and so
where obviously nowŝ =r and we have expanded the square root and performed the s integration explicitly.
Notice now that, at the lowest order,ż j can be replaced by p j /m j in (2.22) and (2.27).
Then such equations become of the correct form required by (2.16) and so does the entire i ln W. In conclusion we have a first contribution to V(pure Wilson loop contribution)
in the form V 
Spin related potential
To obtain the remaining part of the potential we must evaluate the expectation values of the form (2.17) occurring in (2.16).
Let us consider an arbitrary infinitesimal variation z 1 (t) −→ z 1 (t) + δz 1 (t) vanishing at t = t f and t = t i and evaluate δ(i ln W).
2 From (1.12) we have
where δS µν (z 1 ) = ). The computation is similar for the case of z 2 with a minus sign of difference.
Similarly it can be seen that
and therefore
From (1.13) we have then
Notice that obviously in the terminology of App. A we have C(z 1 , z ′ 1 ) = 0 and then
By using the Coulomb gauge and the instantaneous approximation we have then
In a similar way we obtain also where the subscript 1 indicates that the derivative is calculated in s = 1. A similar formula is valid for z 2 . Moreover as in the short range case
By using the straight line approximation one obtains
with j = 1, 2 and By using the results of this Section one can obtain by gauge invariance
from which finally we have the Darwin terms as reported in Eq. (1.3).
III. THREE-QUARK POTENTIAL
Let us define the three-quark color singlet state (again for three quarks of different flavours):
where the path-ordered gauge strings U are defined in Eq. is the normalization factor.
The corresponding gauge invariant Green function can be written
and we assume x
The integration over the Grassmann variables is again trivial and one can write
if some of the quarks are identical we have simply to sum over all permutations of the corresponding final variables. By performing even in this case the appropriate Foldy-Wouthuysen transformations and using (2.9) we find in place of (2.10)
4)
K being now the three-quark Pauli-type Green function.
In (3.4) we have suppressed for convenience the color indices but have left trace of the tensors ε a 1 a 2 a 3 ε b 1 b 2 b 3 with the notation εε. As above T s denotes the chronological ordering for the spin matrices and P is the path-ordering prescription acting on the gauge matrices; Γ j and Γ j are defined as in Eq. (1.17) and following. Notice that the curve Γ made by the union of Γ 1 , Γ 2 and Γ 3 is a closed three-branch loop which generalizes the Wilson loop of the two-body system.
From now on one can proceed strictly as in Sec. II. We shall show that from (1.18) using (1.16) and (1.19) one can write
Again expanding the logarithm of the left-hand side, Eq.(3.5) turns to be equivalent to
with W 3q being defined as in Eq. (1.17) and now
3. Contribution to the potential coming from i ln W 3q
Having in mind (1.19) let's evaluate S min in the same manner as we did for the two-body case. The quantity S min is the area made by three sheet surfaces as described in Sec. I. Let us 
Assuming that the minimum is taken in the choice of u µ j (s, t) and of z M (t) we can write in analogy with (2.23)
where now the index T j stands for transverse part of a vector with respect tô
Then, performing the straight line approximation (1.19) we have (3.12) and expanding in the velocities
withŝ j =r j .
Taking into account this result and introducing (2.18),(2.20) and (2.21) in (1.18):
where again r jl = r j −r l ≡ z j −z l . In the I configuration case the quantityż M can be obtained deriving the equation
Finally replacingż j by p j /m j we obtain Eq. (1.8)
Spin related potential
As in thecase we can write From the short range part of (1.18) we have then
with j, i, n = cyclic permutation of 1, 2, 3 and
for j = i; furthermore
By using the Coulomb gauge and the instantaneous approximation we have from Eqs.
(3.17) and (3.18)
(j, i, n = cyclic permutation of 1, 2, 3) and where the subscript 1 indicates that the derivative is calculated in s = 1.
Moreover
with j = 1, 2, 3 and
with j = i.
As concerns the Darwin-type terms we must evaluate g D (j)ν F νµ (z j ) for j = 1, 2, 3
with
This can be done by using the same line of derivation as for the two-body case.
At this point we may derive the spin dependent potential: after some calculations using Eqs. (3.19)-(3.22) and (3.24)-(3.27) in Eq. (3.7) we get Eq. (1.7).
IV. ADDITIONAL CONSIDERATIONS
To complete the work some additional considerations and remarks are necessary. to the last member of (2.1), which is obtained by interchanging the roles of y 1 and x 2 . Such "annihilation" term is not properly of potential type but can be treated perturbatively [10] .
2) Concerning the ordering problem in (1.4) and (1.8) we recall that there are two independent possible prescriptions for a quantity quadratic in the momenta:
the Weyl prescription
and the symmetric one
As well known, in the path integral formalism the ordering prescription corresponds to the specific discretization rules used in the definition of it.
In Ref. [5] we adopted a somewhat ad hoc rule corresponding to the ordering { } ord = 2 3
{ } S . Such rule was motivated by the fact that it enables a by part integration at the discrete level which was necessary to eliminate a dependence of the potential from the acceleration.
Notice however that the limit procedure used for the definition of the path integrals in (2.9) or (2.10) is not at our choice but it is a consequence of the corresponding procedure used in the definition of the field functional integration in (2.1) . To see what is the correct prescription, let us assume a definite lattice with spacing ε in the time direction and a spacing a in the space directions. Let us consider the corresponding discrete counterpart of (2.1), written according to the usual rules for gauge theories [11] and perform the integration of the fermionic fields at this discrete level. Then in place of (2.10) we arrive at an equation in which not only the time integral is replaced by a sum over the appropriate discrete times where U n ′ n denotes the element of the color group associated to the link between the contiguous sites n and n ′ and the product is extended to all such links or to all links laying on the curve Γ. Since in turn U n ′ n can be interpreted as exp ig(
) , we see that, after having explicitly integrated over U (and so used (1.13), (1.14)) and performed the limit a → 0, we are left with the discrete form of an ordinary path integral with 3) To clarify the connection between thepotential and the relativistic flux tube model [2] it is convenient to neglect the spin dependent terms in (2.10) and replace the 1/m 2 expansion by its exact relativistic expression. We have
Further by taking advantage of (2.22) and of the first step in (2.27), after expanding again the exponential in (4.5) around the values p j = mż j / 1 −ż 2 j and performing the integration in the gaussian approximation (semiclassical approximation), we can write (see however in this connection ref [12] )
In (4.6) D[z] denotes the usual nonrelativistic configurational measure and ∆[z] is a determinantal factor which has to be be considered part of the relativistic measure. Formally we can write
(ǫ = time lattice spacing) and
What we want to stress is that Eq. 4) In phenomenological analysis the following long range static potential of two-body type has been often adopted [7] for the 3q case:
with a corresponding spin dependent potential again of the form (1.10)
The factor 1/2 in Eq. (4.10) is motivated by the fact that when two quarks collapse they become equivalent from the colour point of view to an antiquark and V amounts to replace the factor 1/2 in (4.10) by a factor of the order of 0.54-0.55 [7, 8] . Notice however that from a fundamental point of view (4.10) has no clear basis. which provides a symmetric form of the potential. For numerical computations it may be useful to express such variables in terms of a system of independent coordinates like the Jacobi coordinates (see [3] and [8] ).
V. CONCLUSIONS
In conclusion we have strongly simplified the derivation of the quark-antiquark potential as given in [4, 5] . We have shown that, once the assumptions (1.13) and (1.14) are done, the existence of a potential follows when one performs the instantaneous approximation (1.16) and the straight line approximation (1.15). We have also corrected the ordering prescription.
Due to the above simplifications, the method has been extended without difficulty to the three-quark case, where the relevant assumptions and approximations are (1.18), (1.16) and (1.19). As a result a 3q spin dependent potential has been consistently obtained in the Wilson loop context. This coincides with the one already proposed by Ford under an assumption of scalar confinement. It has also been evaluated the O(1/m 2 ) 3q velocity dependent potential which is new at our knowledge.
Notice that in both theand 3q cases the spin independent relativistic corrections obtained by us differ from those resulting from the mentioned assumption of scalar confinement and seems to agree better with the data [14, 10] (for the difficulties of the scalar confinement hypothesis see also [15, 16] ).
Finally we have seen that if in Eq. (2.10) we replace the kinetic terms by the exact relativistic expressions and neglect the spin dependent terms, if further we use the first step in Eq. (2.27) (without any velocity expansion) and perform the momentum integration in the semiclassical approximation, we obtain the lagrangian for the relativistic flux tube model [2] .
Concerning the definition of the symbol
, let us consider a functional of the world line γ of the form
Let us denote by z = z(λ) the parametric equation of γ and consider an infinitesimal variation of such curve z(λ) −→ z(λ) + δz(λ). We have
where a partial integration has been performed at the second step. Assuming δz(λ) different from zero only in a small neighbourhood of a specific value λ of λ we write
with z = z(λ). Furthermore if we consider a second variation δz(λ) different from zero only in a small neighbourhood of a second value λ ′ = λ we have 
Notice that the assumptionλ ′ =λ is essential to make the definitions non ambiguous. The case in which a δ(z − z ′ ) term occurres in C(z, z ′ ) must be treated as a limit one. In practice this amounts to say that (A3) and (A5) hold true even in this case.
APPENDIX B:
In applying (A3) and (A5) to i ln W[17] and i ln W 3q and specifically to Eqs. (2.23) and (3.9) it is convenient to think of t as an arbitrary parameter on the same foot of λ.
It is obviously understood that at the end t is identified with the ordinary time by setting z 0 j (t) = t and u 0 (s, t) = t (this in thecase). In particular rewriting Eq. 
