The inward momentum flux driven by the off-diagonal pressure gradient in a fluid model for ion temperature gradient turbulence with large Richardson number is significantly reduced by the excitation of stable eigenmodes. This is accomplished primarily through the amplitude autocorrelation of the damped eigenmode, which, in the flux, directly counteracts the quasilinear contribution of the unstable eigenmode. Stable eigenmode cross correlations also contribute to the flux, but the symmetry of conjugate pairing of growing and damped eigenmodes leads to significant cancellations between cross correlation terms. Conjugate symmetry is a property of unstable wavenumbers but applies to the whole of the saturated state because damped eigenmodes in the unstable range prevent the spread of energy outside that range. The heat and momentum fluxes are nearly isomorphous when expressed in terms of the eigenmode correlations. Due to this similarity of form, the thermodynamic constraint, which keeps the heat flux outward even when significantly reduced by the damped eigenmode, results in a momentum flux that remains inward, even though it is also reduced by the damped eigenmode. The isomorphism is not perfect. When the contribution of stable eigenmode cross correlations to the flux do not cancel, the momentum flux can reverse sign and become outward.
I. INTRODUCTION
Momentum transport has emerged as a key issue for fusion plasmas because of its role in the formation of sheared flows and the effect of the latter on energy confinement. 1 Of considerable interest is the phenomenon of spontaneous or intrinsic rotation, which spins up a plasma in the absence of external momentum input. [2] [3] [4] A leading hypothesis for intrinsic rotation is that momentum conservation is broken in the edge by some dissipative, nonambipolar, or symmetrybreaking process, creating a net rotation, and that inward transport then carries the momentum into the plasma core. Inward momentum transport mechanisms have been identified in turbulence theories 5, 6 and have been observed experimentally. 7, 8 The ion temperature gradient ͑ITG͒ instability in the presence of weak flow shear 9 gives a momentum flux that is driven by the dominant pressure gradient. As an off-diagonal transport effect the momentum is carried up the pressure gradient, analogous to particle pinches. 10 This effect is predicted by straightforward calculations using the quasilinear transport approximation. This paper follows a different thread from other recent studies of anomalous momentum transport. It examines the effect on transport of nonlinearly excited eigenmodes that are linearly stable for all wavenumbers, addressing a trio of unanswered questions. These questions deal with the effect of damped eigenmodes on momentum transport in ITG turbulence, the way damped eigenmodes link different transport channels ͑in this case heat and momentum͒, and the way wavenumber variations in growth rate and frequency in both the unstable and damped-eigenmode branches affect saturation and transport. From previous work it is known that stable eigenmodes affect both the magnitudes, cross phases, and scalings of heat and particle fluxes. [11] [12] [13] For ITG, important deviations of the heat flux from the quasilinear value have been reported for both a simple reduced model 12 and comprehensive gyrokinetic models. 13 The nonlinear effects behind these observations are of interest not just for their action on transport fluxes. They are symptomatic of saturation physics based on transfer to damped eigenmodes in the wavenumber range of the instability instead of a cascade to collisionally dissipated scales at large wavenumber. Damped eigenmodes are excited by mode coupling with unstable modes. 12 Previous studies showed how damped eigenmodes reduce diagonal fluxes. Their effect on off-diagonal fluxes has not been considered. For example, in pressure-gradientdriven ITG turbulence with weak flow gradient, does the off-diagonal momentum flux behave like the diagonal heat flux? The latter is primarily reduced by the negative-definite ͑or inward transporting͒ contribution of the dampedeigenmode amplitude autocorrelaton. Thermodynamic considerations dictate that this contribution not exceed the outward quasilinear contribution arising from the unstable eigenmode. Can the momentum flux, which is off diagonal, change sign, or does it simply show a reduction? To fully answer questions such as these one must consider eigenmode cross correlations, which also contribute to fluxes. Unlike the autocorrelations, their contribution to fluxes is not positive or negative definite. Eigenmode cross correlations are familiar in inertial magnetohydrodynamic turbulence where they describe the interaction of counterpropagating Alfvén wave packets but are unfamiliar in instability-driven microturbulence. In transport, eigenmode cross correlations are especially unfamiliar. One approach for understanding the role of cross correlations is to track the interrelationship of growth rate and frequency spectra in both the unstable and dampedeigenmode branches and to determine how such relationships affect excitation, saturation, and transport. The symmetries of the ITG instability, which involve conjugate modes, introduce helpful simplifications into this problem.
Stable eigenmodes are normal-mode solutions of the Fourier-transformed linearized dynamical equations whose normal-mode frequency has an imaginary part that is zero or negative for all wavenumbers k. In an initial value problem, if such eigenmodes are part of the initial condition, they decay exponentially at their linear damping rate as long as nonlinearities are negligible. Unstable eigenmodes grow exponentially. The growth rates of unstable eigenmodes are generally positive only in some wavenumber range. At high k, collisional dissipation makes the growth rate negative. With growth at low k and damping at high k, it has been customary to assume that the concept of the hydrodynamic cascade applies to the unstable eigenmode as a means for saturating the instability. In Navier-Stokes turbulence and single-field models of plasma turbulence such as the Hasegawa-Mima equation, 14 it is the only way to achieve a stationary state because the sole energy sink is collisional dissipation at high k. In plasma turbulence for any model with more than one fluid equation or for any kinetic model, there is at least one other eigenmode, and in all but the simplest models there are many eigenmodes. Typically these are damped for wavenumbers in the same range as the instability.
The nonlinear excitation of damped eigenmodes by mode coupling with the unstable eigenmode can easily be the dominant saturation path. A single three-wave interaction involving a damped eigenmode in the instability range provides prompt access to sinks without the need to excite many intermediate wavenumbers before reaching dissipated scales as in a cascade. This point highlights a crucial distinction between zonal flows, which are a type of damped eigenmode, and the kind of damped eigenmode just described, which saturates turbulence through a significant sink of fluctuation energy in the wavenumber range of the instability. Zonal flows with Hinton-Rosenbluth residual damping 15 are weakly damped in many regimes, especially those with weak collisionality. They are therefore envisaged to regulate turbulence through the shearing mechanism. Shearing is an inertial effect that cannot directly dissipate energy but rather enhances the usual cascade to high-k dissipated wavenumbers. 1 On the other hand, damped eigenmodes that are not zonal flows and whose damping in the region of instability is of order the growth rate saturate the instability by absorbing its energy before it reaches high k. Consequently, turbulence regulation is not exclusive to zonal flows but can be accomplished by damped eigenmodes even without zonal flows. As with zonal flows, damped eigenmodes with k y = 0 play an important role in energy transfer dynamics. 16, 17 However, spectral transfer also excites damped eigenmodes with k y 0. The kind of direct contribution to transport fluxes described here is only possible for modes with k y 0.
Saturation by stable eigenmodes excited in the wavenumber range of the instability appears to be common in fluid models of plasma turbulence. It has previously been identified in nearly a dozen systems applying to both tokamak core and edge, with fluctuations that range from ion scale to electron scale, and are electrostatic or electromagnetic. 18, 19 Saturation by damped eigenmodes has been inferred indirectly in gyrokinetics, 13 and recent projections of stationary solutions of ITG turbulence onto the eigenmode basis now explicitly confirm that a very large number of damped eigenmodes are excited to large amplitude. 20 Provided there is at least one damped eigenmode whose damping rate is not significantly larger than the instability growth rate, the mechanism operates regardless of the details of the damped-eigenmode spectrum. 12 Systems in which the unstable mode is paired with a complex-conjugate or nearly complex-conjugate damped mode are of particular interest. These systems have both robust instability and robust damped-eigenmode activity. They also can be relatively simple if few eigenmodes are present in part because of the symmetry imparted by the conjugate pairing and in part because of the limited number of eigenmodes. The system studied in this paper meets these criteria.
To examine the effects of damped eigenmodes on momentum transport, we employ a transformation known as the eigenmode decomposition and focus on the structure and symmetry properties of the nonlinearities and transport fluxes in this representation. The eigenmode decomposition is a transformation of the dynamical equations from the original fields to fields representing the amplitudes of the linear eigenmodes. The latter is an alternate complete basis for nonlinear dynamical evolution. Generally the basis of linear eigenmodes is not orthogonal. The eigenmode basis diagonalizes linear coupling while generally mixing the nonlinearities. The latter reflects the fact that each eigenmode is generally driven by all nonlinearities of the system. In the eigenmode decomposition it is possible to track the energy transfer from the instability to every eigenmode that is nonlinearly excited and determine its role on transport. When transport fluxes are written using the eigenmode decomposition, the correlations between fluctuating fields are expanded as correlations between the complex-valued eigenmode amplitudes. The single term corresponding to the autocorrelation of the most unstable eigenmode amplitude is the quasilinear flux. Due to the nonorthogonality of the basis, there are terms that depend on eigenmode cross correlations, i.e., on correlations of one eigenmode with a second distinct eigenmode. These correlations are nonzero because the eigenmodes couple nonlinearly under three-wave mode coupling satisfying the usual wavenumber condition k = kЈ + kЉ.
We study the effect of damped eigenmodes on transport fluxes using a reduced fluid model for ITG turbulence that couples ion pressure, potential, and parallel ion flow. 12, 21 The mean parallel flow has a weak radial gradient corresponding to large Richardson number. The system drives heat and momentum transport related to gradients of pressure and parallel flow. This model will be discussed more fully below. Analytical theory and numerical solutions yield the following.
͑1͒
The pressure gradient drives instability in the large Richardson number regime, yielding outward heat and inward momentum fluxes in quasilinear theory, as previously established. 9 The nonlinear excitation of the damped eigenmode significantly reduces both fluxes. In the fluxes the reduction resides primarily in the term proportional to the amplitude autocorrelation of the damped eigenmode. This directly counteracts the quasilinear contribution of the unstable eigenmode. The autocorrelation of the marginal mode amplitude makes no contribution to either flux. ͑2͒ The cross correlation between unstable and stable eigenmodes does not contribute to either flux due to symmetry associated with the conjugate pairing of these eigenmodes. Cross correlations between the marginal mode and either the stable or the unstable modes do contribute to the fluxes. Numerical solutions of saturated turbulence show that these contributions cancel most of the time. The cancellation has its roots in the conjugate symmetry. ͑3͒ The conjugate symmetry affects the whole of the saturated state as described in point ͑2͒, even though it holds only in the wavenumber range of the instability. This is because the robust energy sinks associated with the damped eigenmode over the wavenumber range of the instability prevent spread of energy to large wavenumbers. At large wavenumbers all eigenmode branches are stable, and conjugate symmetry does not hold. However, the fluctuation energy in this range is negligible, as is its contribution to the flux. ͑4͒ The heat and momentum fluxes are nearly isomorphous when expressed in terms of the eigenmode correlations. The isomorphism includes terms proportional to the auto correlations of unstable and stable eigenmodes and the real part of the cross correlation terms. Due to this similarity of form, the thermodynamic constraint, which keeps the heat flux outward even when significantly reduced by the damped eigenmode, results in a momentum flux that remains inward, even though it is also reduced by the damped eigenmode. ͑5͒ The isomorphism is broken by terms proportional to the imaginary part of the cross correlations. When the cross correlation contributions to the flux do not cancel, the momentum flux can reverse sign and become outward.
This paper is organized as follows. Section II presents the model and its linear stability properties. It also describes symmetry properties of the saturated state that arise from the conjugate pairing of unstable and damped eigenmodes. The momentum fluxes in the eigenmode decomposition are derived in Sec. III. Section IV describes the eigenmode cross correlations, their symmetry properties, and their role on the fluxes. Conclusions are presented in Sec. V.
II. LINEAR INSTABILITY AND SATURATION
We study a reduced fluid model for ITG that couples ion pressure, potential, and parallel ion flow.
12, 21 The basic model is given by
‫ץ‬p ‫ץ‬t
where v D ϵ͑cT e / eB͒d͑ln n 0 ͒ / dx is the drift velocity,
͒ is the ratio of temperature to density gradient scale lengths, ϵ T e / T i is the ratio of electron to ion temperature, 1 / R i =1+1/ R i is an effective Richardson number, and R i is the Richardson number, defined by
The fields , u ʈ , and p are the Fourier amplitudes of potential, parallel ion flow, and ion pressure. These are normalized according to ϵ e⌽ / T e , u ʈ ϵ ṽ ʈi / c s , and
In solving Eqs. ͑1͒-͑3͒, k z is taken to be a constant. However reality of the fluctuation fields ͑x͒ leads to the parity constraints ͑−k͒ = ‫ء‬ ͑k͒ and ͑−k͒ =− ‫ء‬ ͑k͒, which include k z . This means that the constant value of k z changes sign when k y changes sign.
This model is obviously simple, but it and similarly simple models have been frequently utilized particularly to understand nonlinear processes. 9, 22, 23 The model does not include the flux-surface-averaged adiabatic response associated with zonal flows 15 but is robustly saturated and regulated by the damped eigenmode that is conjugate to the unstable eigenmode. Equations ͑1͒-͑3͒ yield a conjugate pair of eigenmodes with the shear scaling of the slab ITG instability. The model shares a number of important physical behaviors with comprehensive gyrokinetic models 12, 13 These include nonlinear cross phase angles, bursty transport fluxes, transport reductions from quasilinear values, highly broadened fixed-wavenumber frequency spectra, saturation time history with marked initial overshoot, limited broadening of the wavenumber spectrum beyond the range of linear instability, and the predilection for excitation of fluctuations at zonal wavenumbers, particularly k y = 0. The limited broadening of the wavenumber spectrum beyond the range of linear instability is an indication that there is significant fluctuation energy absorption within that range. This can only occur if damped eigenmodes are excited.
We examine the regime in which the mean parallel flow has a weak radial gradient. By weak gradient we mean the regime in which flow shear has a small effect on ITG instability, leaving ٌT i ϳ i as the instability drive. From local linear stability analysis, this regime requires
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signifying moderate to large Richardson number. We treat the Richardson number as a parameter, implying that d͗u ʈ ͘ / dx is taken as constant, the same way d͑ln n 0 ͒ / dx is taken as constant in v D . This is consistent with weak flow gradient. As a parameterization flow shear, the Richardson number labels flow gradient dependencies in fluxes.
A. Linear stability and conjugate structure
The eigenmode properties can be obtained from normalmode solutions of the linearized equations. Linearizing Eqs. ͑1͒-͑3͒ and assuming a normal mode with frequency yield the dispersion relation
Cubic polynomials can be solved exactly. However, a simple approximation for the growth rate of the unstable mode is extremely useful for incorporating system symmetries into an order expansion that makes the eigenmode decomposition more transparent. The growth rate is approximated from a balance of the first and last terms of Eq. ͑6͒, valid when the second and third terms are small. This is formalized by introducing a small multiplier in the dispersion relation as follows:
, and by expanding in powers of ⑀. Assuming = ͑0͒ + ⑀ ͑1͒ + ⑀ 2 ͑2͒ +..., the two lowest order frequencies are given by
where j =1-3 labels the three branches and S j , the cube root of 1, is
In Eq. ͑7͒ it is assumed that k y and k z Ͼ 0. For k y , k z Ͻ 0, S j should be replaced by the cube root of Ϫ1, i.e.,
There is a stable region ͑⑀ 1͒ with real-frequency roots for k y very small. The roots are = 0, ͑11͒
obtained from the balance of the first and third terms in Eq. ͑6͒. The other region of stability occurs at high k y , again with ⑀ 1, where the first and second terms are dominant. This gives another set of real-frequency roots. Two roots have = 0, and the third has
In the intermediate wavenumber range of instability, ⑀ Ͻ 1, and Eqs. ͑7͒ and ͑8͒ provide a reasonable approximation for the roots of the dispersion relation. Because Eq. ͑6͒ is real, its solutions have complexconjugate structure, i.e., if there is instability, the unstable and stable eigenmodes have growth rates that are equal and opposite and real frequencies that are equal. The third eigenmode is marginally stable. This applies to the frequencies of Eqs. ͑7͒ and ͑8͒, which satisfy 1 = 3 ‫ء‬ , Im 2 = 0. The frequencies of Eqs. ͑11͒-͑13͒ are outside the instability range and do not satisfy this symmetry property. If collisional processes leading to damping at high k are included in the dynamics, the coefficients of Eq. ͑6͒ are no longer real and the conjugate symmetry is broken. Figures 1 and 2 show the real FIG. 1. ͑Color online͒ Real parts of three eigenfrequencies for a wavenumber range that includes the low-k y and high-k y stable ranges and the intermediate unstable range.
FIG. 2. ͑Color online͒ Growth rates from the imaginary parts of the eigenfrequencies for the same wavenumber range as in Fig. 1 . Hyperviscous damping gives all branches a negative growth rate at large k y , but the conjugate structure in the unstable region holds approximately. and imaginary parts of the frequency for a case in which hyperviscous-type high-k damping has been added to the dispersion relation. The damping is configured in the three equations to preserve the eigenmode structure. The hyperviscosity coefficient in Figs. 1 and 2 is 0.8, giving a damping rate of 0.02 at the wavenumber of the maximum growth rate. This damping rate is 3% of the maximum growth rate of 0.65. With the hyperviscous damping, all three branches become damped at high k. However, in the region of instability the damping is sufficiently weak that the growth rate reflects the collisionless conjugate structure of Eqs. ͑7͒ and ͑8͒. Similarly, the real parts of the frequencies approximately follow the real parts of Eqs. ͑7͒-͑13͒. Consequently, the primary effect of hyperviscous-type damping is a modification of the collisionless dispersion to produce negative growth rates at high k. In the wavenumber range of instability, the mathematical structure of conjugate pairing remains in force.
The wavenumber range of the instability is described by the two conditions consistent with ⑀ small, namely, 2 ͑ k 2 −1͒ Ͻ k z 2 , corresponding to the first order-⑀ term of the dispersion relation being small, and
sponding to the second order-⑀ term being small. The second condition is the weak flow condition given in Eq. ͑5͒. If we substitute the lowest order frequency ͓Eq. ͑7͔͒ for in these conditions, we can define two small quantities in terms of system parameters. We can then write the higher order terms of the expansion in terms of these quantities and set ⑀ =1 hereafter. From the first condition we define
͑14͒
and from the second condition we define
.
͑15͒
In terms of these parameters the frequency in the unstable range, through the two lowest orders, can be written
where the condition ␣ p ϳ ␦ p Ͻ 1 defines the validity range of the expansion. The flow shear dependence resides in ␣ p . In the regime of weak shear it has a stabilizing effect on the unstable eigenmode. Consistent with the conjugate structure, the damping rate of the stable eigenmode is reduced by flow shear.
B. Saturation and range of conjugate symmetry
In the conventional view of plasma turbulence, energy is transferred to a wavenumber region where the fastest growing mode becomes damped. The spectrum necessarily broadens into the region of negative growth rates, and saturation balances must include the physics of both the instability range and the nonoverlapping dissipation range. Equations ͑1͒-͑3͒ do not saturate in this way. Instead, the energy sinks that saturate the turbulence lie in the same wavenumber range as the instability. To describe saturation, the energy transfer from unstable modes to separate damped eigenmodes in the same wavenumber range must be calculated. This transfer is present in solutions of comprehensive models but is hidden from view unless the solutions are projected onto an eigenmode basis. 20 In analytic theory damped eigenmodes must be treated explicitly, using the eigenmode decomposition or something comparable. This additional complicating factor in analysis is offset by a simplification. Because the instability saturates by transferring energy to damped eigenmode in the unstable wavenumber range, there is negligible spreading of the spectrum beyond the unstable range. This eliminates the need for careful resolution of modes outside the region of the instability, an aspect of gyrokinetic simulation for tokamak microinstability that has been recognized but not understood. 24 With energy confined to the unstable wavenumber range, Eqs. ͑7͒ and ͑8͒ are sufficient to generate the eigenmode decomposition and capture the saturation dynamics. We illustrate the extent to which transport is governed by modes within the wavenumber range of the instability by comparing fluxes computed solely from wavenumbers in the unstable range with fluxes that include wavenumbers over the entire spectrum. Figures 3 and 4 show the momentum flux ʈ and heat flux Q computed from a numerical solution of the model. The parameters, including wavenumber range, are the same as those used in Figs. 1 and 2 and include significant hyperviscous-type damping at high k. The wavenumbers range between 0.1 and 1.3 inverse gyroradii for both k x and k y . In Fig. 3 the wavenumber summation extends over the entire simulation grid, which goes well beyond the wavenumber range of the instability. Also plotted are the quasilinear approximations to the two fluxes. ͑These significantly overestimate the true fluxes because of the neglect the effect of the stable eigenmodes, as will be discussed in detail in Sec. IV.͒ Figure 4 shows the same fluxes computed by summing over the wavenumber range of the instability only. The differences between these two calculations are very slight. Despite strong hyperviscous-type damping at high k, almost
no energy gets there, and fluctuations outside the unstable wavenumber range play a negligible role in the dynamics of transport. Given this property of saturation, the expansion of the dispersion in Eq. ͑16͒ is all that is needed to describe dissipation and damping in the turbulent system and to compute eigenvectors for the eigenmode decomposition. Moreover, the symmetries encapsulated in the three roots of the unstable region are those that characterize the turbulence and its nonlinear dynamics. Figure 2 in Ref. 12 shows the evolution of the squared amplitudes of the three eigenmodes whose frequencies are given in Eqs. ͑7͒ and ͑8͒. All three reach comparable levels in saturation. Quasilinear flux expressions depend only on the amplitude of the unstable mode. Because the other two eigenmodes have a comparable level in saturation, it is important to account for their contribution to transport fluxes. In this section we derive heat and momentum flux expressions that include the contribution of all three eigenmodes. These expressions have a symmetric structure associated with the conjugate symmetry of the instability and the damped eigenmode. The symmetry links the two fluxes derivable from Eqs. ͑1͒-͑3͒ in a way that is not evident when they are written in the usual form as correlations of primitive fields.
III. MOMENTUM AND HEAT FLUXES IN EIGENMODE DECOMPOSITION
The two transport fluxes described within the model are fluxes of heat and parallel flow, associated with the E ϫ B advection of pressure and parallel flow fluctuations. These are given by Q =−ٌ͗ ϫ ẑ · p͘ and ʈ =−ٌ͗ ϫ ẑ · u ʈ ͘. In the Fourier representation the radial components are
We will refer to ʈ as the momentum flux. The fields p, u ʈ , and can be projected onto the three eigenvectors corresponding to the eigenfrequencies of Eqs. ͑7͒ and ͑8͒. The decomposition is
where ͑b j , a j ,1͒ is the eigenvector corresponding to the frequency j and ␤ j is the coefficient of the jth eigenvector in the decomposition. In the Fourier representation, p, u ʈ , and are functions of k, making b j , a j , and ␤ j functions of k. The eigenvectors are nonorthogonal but form a complete set. The coefficients ␤ j are arbitrary in the linear eigenvalue problem. In the linear initial value problem they are set by the initial conditions ␤ j ͑t =0͒ = ␤ j0 and evolve as normal modes ␤ jk ͑t͒ = ␤ j0k exp͓i j ͑k͒t͔. Nonlinearly, exponentially growing eigenmodes ␤ jk are saturated by energy transfer associated with Fourier-mode coupling between eigenmodes ␤ lk Ј and ␤ mk Љ , where k = kЈ + kЉ. The mode coupling is specified by the evolution equations, Eqs. ͑1͒-͑3͒, once they have been transformed using Eq. ͑19͒ to the representation of ␤ j . The nonlinear equations for ␤ j are given later in this paper in Eq. ͑35͒. Figure 2 in Ref. 12 shows the evolution of ͉␤ j ͉ 2 . In this paper we derive expressions for the eigenvector components b j and a j and use them in the fluxes.
When Eq. ͑19͒ is substituted into Eqs. ͑17͒ and ͑18͒, the fluxes are given by
and FIG. 4. ͑Color online͒ Momentum and heat fluxes and their quasilinear approximations as in Fig. 3 . Here, however, the summations in the flux expressions are limited to the wavenumbers of the unstable range. This plot is nearly the same as Fig. 3 , with slight differences. The close similarity with Fig. 3 indicates that the fluctuation energy is mostly confined to the unstable region and hyperviscous damping has little effect. 
In writing these expressions we have used −k = k
The first term of each of these expressions represents the quasilinear flux. The remaining terms are contributions from the stable eigenmodes. Because the eigenvectors are not orthogonal, the fluxes depend on both the positivedefinite squared amplitudes ͉␤ j ͉ 2 and the complex-valued cross correlations ͗␤ j ␤ k ‫ء‬ ͘.
We now derive the eigenvector components b j and a j . This exercise is made much simpler by the restriction of dynamical activity to the wavenumber range of the instability, as discussed in the previous section. The eigenvectors describe the field ratios p j / j and u ʈ j / j of the linearized evolution equations when = j . With the eigenvectors normalized so that j =1,
͑23͒
Substituting Eq. ͑16͒ into Eqs. ͑22͒ and ͑23͒ and expanding
The conjugate structure of the eigenfrequencies imposes conjugate structure on the eigenvectors. This is expressed in the relations
Im a 2 = Im b 2 = 0. ͑28͒
As a result of these identities the coefficients of Re͗␤ 1 ␤ 3 ‫ء‬ ͘ 
͑30͒
The quasilinear fluxes are recovered when the correlations ͗ −k p k ͘ and ͗ −k u ʈk ͘ depend only on the unstable eigenmode. This corresponds to setting ␤ 2 = ␤ 3 = 0 in Eqs. ͑29͒ and ͑30͒, leaving only the terms proportional to ͉␤ 1 ͉ 2 . Note that with ␤ 2 = ␤ 3 =0, = ␤ 1 , making this the usual form of the quasilinear flux. When ␤ 2 , ␤ 3 0, we continue to call the terms proportional to ͉␤ 1 ͉ 2 quasilinear fluxes, although these are different from what would be computed from ͚k y Im b 1 ͑k͉͒ k ͉ 2 and ͚k y Im a 1 ͑k͉͒ k ͉ 2 because ␤ 1 . Note that under the parity constraints ͑−k͒ = ‫ء‬ ͑k͒ and ͑−k͒ =− ‫ء‬ ͑k͒, the summands of Q · r and ʈ · r have even parity in k = ͑k x , k y , k z ͒. This is most easily verified from the quasilinear expressions involving Im b 1 ͑k͒ and Im a 1 ͑k͒ just given but is true in general.
Looking at Eqs. ͑29͒ and ͑30͒, we observe that in relation to the quasilinear fluxes, the true fluxes are much more complex. Nevertheless, we can learn a great deal about the transport from the form of Eqs. ͑29͒ and ͑30͒, even without a solution for the correlations
It is particularly revealing to consider the relative forms of the two fluxes in conjunction with the thermodynamic constraint that precludes transport up the gradient that drives instability. The thermodynamic constraint applies only to the flux that is diagonal in the driving gradient, not the other. However, the forms have a high degree of isomorphism, through which the thermodynamic constraint can be used to make inferences about the behavior of the other flux. First, however, we consider which correlations are missing from Eqs. ͑29͒ and ͑30͒ and what that represents. The positive-definite autocorrelation of the marginal eigenmode ͉␤ 2 ͉ 2 does not appear in either flux because, with no damping or growth, its contribution to the transport correlations ͗ −k p k ͘ and ͗ −k u ʈk ͘ makes −k in phase with p k and u ʈk . In-phase correlations give no transport. Mathematically this is imposed by Im a 2 =Im b 2 = 0. The positive-definite autocorrelation of the damped eigenmode ͉␤ 3 ͉ 2 is such as to reduce the contribution to the fluxes made by the unstable eigenmode ͉␤ 1 ͉ 2 , i.e., to reduce the quasilinear flux. This is again a simple consequence of phases. When the unstable eigenmode gives outward transport, the stable eigenmode, with its 180°phase difference relative to the unstable eigenmode, gives inward transport. 11 The damped eigenmode ␤ 3 is excited by energy transfer from the unstable eigenmode ␤ 1 . Yet the correlation ͗␤ 1 ␤ 3 ‫ء‬ ͘ does not appear in either flux because conjugate symmetry makes the coefficients of Re͗␤ 1 ␤ 3 ‫ء‬ ͘ and Im͗␤ 1 ␤ 3 ‫ء‬ ͘ zero. This implies that ␤ 2 is an important mediator in energy transfer, at least as far as fluxes are concerned. The correlations ͗␤ 1 ␤ 2 ‫ء‬ ͘ and ͗␤ 2 ␤ 3 ‫ء‬ ͘ do contribute to the fluxes. The way these correlations enter the two fluxes is also structured by conjugate symmetry. The isomorphism of structure in the two fluxes alluded to previously applies to the way the correlations enter the two fluxes. All eigenmode correlations that contribute to transport do so in the same combinations
The coefficients of these combinations are different in the two fluxes. However, apart from the overall factors 1 / ͑␣ p R i ͒ and −͓͑1+k 2 ͒ / ␣ p R i ͔ 1/2 in the heat and momentum fluxes, respectively, the residual coefficients inside the ͕ ͖ brackets differ only by factors of ͑ ͱ 3 / 2͒ / ͑3 / 2͒ =1/ ͱ 3 and/or the higher order terms of the expansion in ␣ p ͑␦ p ͒. The isomorphism of the eigenmode correlations is significant to the degree to which the residual coefficients are nearly equal. The residual coefficients of
in the heat and momentum fluxes are equal in lowest order, and hence have the same sign. Given the opposite signs of the overall factors, the heat flux associated with
‫ء‬ ͖͘ is outward, and the momentum flux is inward. Significantly, the residual coefficients of
‫ء‬ ͖͘ have the same sign in the momentum flux and opposite signs in the heat flux. This makes the isomorphism imperfect and prevents the thermodynamic constraint from applying to both fluxes unless
The thermodynamic constraint applies to the heat flux because it is diagonal in the temperature gradient, which drives the instability. ͑The coefficients in the heat flux have no dependence on the flow gradient through the two lowest orders because the flow gradient cancels out of ␣ p R i .͒ The coefficient of ͉␤ 1 ͉ 2 is positive, so the quasilinear heat flux is outward, satisfying the thermodynamic constraint. The diagonal part of the momentum flux is proportional to flow gradient, which resides in ␣ p and is smaller than the offdiagonal part proportional to temperature gradient. Hence the flux can be inward, which it is for quasilinear theory. Let us assume for the moment that the cross correlation terms nearly cancel one another ͑i.e., Re͗␤ 1 ␤ 2 ‫ء‬ ͘ϷRe͗␤ 2 ␤ 3 ‫ء‬ ͘ and
In the next section we will show that this is often the case. In this situation we see that the damped eigenmode reduces the quasilinear heat flux. However, it cannot reduce the heat flux to the point where
Ͻ 0 because this would make the flux inward and violate thermodynamics. Because the momentum flux depends on the same combination ͉␤ 1 ͉ 2 − ͉␤ 3 ͉ 2 , it too is reduced but not so much to change its sign and make it outward. If we now allow that Re͗␤ 1 
‫ء‬ ͒͘, the situation is unchanged. Whatever −͉␤ 3 ͉ 2 +Re͗␤ 1 ␤ 2 ‫ء‬ ͘ −Re͗␤ 2 ␤ 3 ‫ء‬ ͘ does to ͉␤ 1 ͉ 2 in the heat flux, it does the same in the momentum flux. Since the heat flux cannot become inward, the momentum flux cannot become outward.
Consider now the terms proportional to Im͗␤ 2 ␤ 3 ‫ء‬ ͘ −Im͗␤ 1 ␤ 2 ‫ء‬ ͘. These terms have opposite signs in the heat and momentum fluxes relative to the terms proportional to
Here the thermodynamic constraint no longer keeps the momentum flux inward. To see how the momentum flux can become outward, assume that Im͗␤ 2 ␤ 3 ‫ء‬ ͘ −Im͗␤ 1 ␤ 2 ‫ء‬ ͘ is negative. In the heat flux this term has a negative coefficient. Hence it contributes to outward transport, and the thermodynamic constraint cannot limit its magnitude. In the momentum flux this term has a positive coefficient, so it contributes to outward momentum transport. With its magnitude unconstrained it can overwhelm the other terms and reverse the sign of the flux relative to the quasilinear value.
IV. EIGENMODE CORRELATIONS
We return to Fig. 3 and the prominent feature that the magnitude of the quasilinear fluxes is greater than the true fluxes. The fluxes are bursty, and this difference is greatest away from the peaks. The burstiness, which occurs despite fixed equilibrium gradients, was analyzed statistically in Ref.
12 and shown to have intermittent features associated with long range temporal correlations. In terms of the discussion of the previous section, an aspect of the burstiness is a dynamical transition from situations in which the unstable eigenmode dominates the stable eigenmodes to situations with greater parity. This toggling between situations in which damped eigenmodes are subdominant and dominant is also a feature observed in gyrokinetic simulations. 20 The quasilinear fluxes for heat and momentum are outward and inward, respectively, as discussed in the previous section. For the most part the true fluxes retain the same sign. However, there are occasions when the momentum flux reverses sign and becomes time average outward over time windows that include multiple correlation times.
For more detailed analysis of this behavior, we need to know the eigenmode correlations on which the fluxes depend. Because stable eigenmodes are excited by nonlinear energy transfer, their levels and cross correlations are a matter of saturation energetics. Therefore we first consider the eigenmode correlations of the energy. Like the flux the energy can be expanded using the eigenmode decomposition and represented in terms of quadratic correlations. The function given by
is quadratic in the three fluctuating fields, an invariant of the nonlinearities, and consequently a suitable definition of energy. Using the decomposition of Eq. ͑19͒, the energy can be written as
where
are the positive-definite energies associated with each eigenmode and
are the components related to each cross correlation. Unlike the flux, the coefficients of Re͗␤ 1 ␤ 3 ‫ء‬ ͘ and Im͗␤ 1 ␤ 3 ‫ء‬ ͘ are not zero because of conjugate symmetry. The correlation between the unstable and stable modes therefore contributes to the energy. The quantities U jj and U jk are plotted in Fig. 5 for the same saturated state depicted in Figs. 3 and 4 . We note that the three eigenmode energies U jj are all comparable in saturation. The most striking feature in Fig. 5 is the small magnitude of U 13 relative to U 12 and U 23 after 40 time units and the near equality of U 12 and U 23 for most of the time. These two features indicate that the dominant channel of energy transfer is from the unstable to the damped eigenmode through the intermediary of the marginal mode. The small value of U 13 indicates a weak ͗␤ 1 ␤ 3 ‫ء‬ ͘ correlation and relatively little direct transfer from unstable to damped mode. The near equality of U 12 and U 23 suggests that conjugate symmetry creates a near mirror image situation between the correlation of growing and marginal mode and that of marginal mode and damped mode. The energies U 11 and U 33 are not equal because one corresponds to a source and one to a sink. Nevertheless, U 33 is sufficiently large to indicate that dissipation of damped-eigenmode energy is the primary saturation mechanism, as opposed to the usual cascade to high k. We note that U 22 Ͼ U 11 on occasion, again indicating its important role as an intermediary in the energy transfer. The near equality of U 12 and U 23 raises the question as to whether there might be some cancellation of the cross correlation terms in the fluxes. Figure 6 shows the cross products Re͗␤ 1 ␤ 2 ‫ء‬ ͘, Re͗␤ 2 ␤ 3 ‫ء‬ ͘, Im͗␤ 1 ␤ 2 ‫ء‬ ͘, and Im͗␤ 2 ␤ 3 ‫ء‬ ͘. Indeed the two real parts are nearly equal most of the time, as are the two imaginary parts. Consequently the cross correlations nearly cancel out of the fluxes in Eqs. ͑29͒ and ͑30͒ so that they are governed primarily by the autocorrelation factor
When this is true the role of stable eigenmodes is simple: they reduce the quasilinear fluxes but do not change the direction of transport. However, there are periods when Re͗␤ 1 ␤ 2 ‫ء‬ ͘ Re͗␤ 2 ␤ 3 ‫ء‬ ͘ and Im͗␤ 1 ␤ 2 ‫ء‬ ͘ Im͗␤ 2 ␤ 3 ‫ء‬ ͘. In Fig. 6 one such period is between 40 and 60 time units. If we examine the fluxes in Fig. 3 ͑which are for the same simulation͒, we observe that during this time, the momentum flux changes sign and becomes outward on time average, although it is small. The heat flux also has spikes in which it becomes inward briefly, but the time average remains outward. This is precisely the situation discussed in the previous section where the isomorphism of the heat and momentum fluxes is broken by nonzero cross correlations. We note that the simulation results are consistent with the implications drawn from the analysis of the thermodynamic constraint in conjunction with the near isomorphism of the fluxes. We examine the evolution equations for ͗␤ 1 ␤ 2 ‫ء‬ ͘ and ͗␤ 2 ␤ 3 ‫ء‬ ͘ to determine if general features evident in Fig. 6 conjugate symmetry. To proceed we transform the original dynamical equations to the eigenmode decomposition, yielding
͑35͒
We multiply the equation for ␤ 1 by ␤ 2 ‫ء‬ and add it to the equation for ␤ 2 ‫ء‬ multiplied by ␤ 1 to obtain the equation for ‫␤͗ץ‬ 1 ␤ 2 ‫ء‬ ͘ / ‫ץ‬t. We evaluate M −1 , and obtain part of the time. On the other hand the differences in the forces leave room for the two correlations to become different at times. It is not easy to identify from Eqs. ͑38͒ and ͑39͒ what might trigger shifts between the two types of behavior.
Further inferences of behavior evidently will require detailed information on the triplet correlations.
V. DISCUSSION AND CONCLUSIONS
We have considered three issues relating to the role of damped eigenmodes on momentum transport. First, we have shown that the damped eigenmode that saturates ITG turbulence in a reduced fluid model decreases the inward momentum flux. Second, we have shown that damped eigenmodes create a significant structural link between the heat and momentum fluxes, even though the former is diagonal and subject to a thermodynamic constraint and the latter is not. Third, we have traced how the conjugate-pair relationship between the unstable and damped branches affects dampedeigenmode excitation, saturation, and transport through the wavenumber dependencies of growth rates, frequencies, and eigenvectors.
In the eigenmode decomposition the momentum flux can be written as the sum of a quasilinear component, which is proportional to the autocorrelation of the unstable eigenmode amplitude, and a nonlinear component. The latter is comprised of a negative-definite term proportional to the autocorrelation of the damped-eigenmode amplitude and eigenmode cross correlation terms of indefinite sign. ͑In systems with more than one damped eigenmode, there is one negativedefinite autocorrelation for each damped eigenmode in the system.͒ The flux evolves in a bursty fashion, with the cross correlation terms often canceling to a significant degree. When this is true the momentum flux is governed by the simple competing effects of unstable and stable eigenmodes, which drive transport in opposite directions. The cancellation of the cross correlation terms is related to the high degree of symmetry between the unstable and stable eigenmodes, which in the reduced ITG model form a complex-conjugate pair. While the excitation of damped eigenmodes seems to be a very robust and common phenomenon across many models, the effect on fluxes is varied and likely depends on the kind of symmetry or lack of symmetry between unstable and stable eigenmodes. The reduction seen in the reduced ITG model is weaker in some gyrokinetic simulations and nearly absent in others. The momentum and heat fluxes are nearly isomorphic in the eigenmode decomposition, as reflected in Eqs. ͑29͒ and ͑30͒. The parallel structures differ only in coefficients of eigenmode correlations, which are eigenvector components. The isomorphism allows the thermodynamic constraint on the diagonal heat flux to extend to some degree to the offdiagonal momentum flux. The isomorphism is in force when the cross correlation terms cancel. The thermodynamics constraint of outward heat flux keeps the damped-eigenmode autocorrelation from overpowering the unstable eigenmode autocorrelation. The same combination of autocorrelations appears in the momentum flux so that it remains inward ͑the direction of quasilinear theory͒ even with the dampedeigenmode reduction. A set of cross correlation terms breaks the isomorphic structure. When these terms do not cancel one another, as is the case during certain bursts, the momentum flux can change sign and become outward even as the heat flux maintains its outward direction.
The cross correlations reflect the energy transfer dynamics between eigenmodes. While the coupling between eigenmodes is quite complex, it is also sensitive to symmetries such as the conjugate pairing between the unstable and damped eigenmodes. This symmetry causes the cross correlation between the unstable and damped eigenmodes to completely drop out of the momentum and heat fluxes expressions. The cross correlations that survive and are responsible for the effects described above are between the unstable and marginally stable eigenmodes and between the marginally stable and damped eigenmodes. This structure is indicative of a prominent energy channel from the unstable eigenmode to the marginally stable mode as an intermediary and then to damped eigenmode. Other types of intermediate modes also appear to be involved in damped-eigenmode excitation. In gyrokinetic simulations fluctuations with k y = 0, whether a zonal flow or the zonal wavenumber of some stable eigenmode, appear to operate as intermediaries in transfer to damped eigenmodes whose wavenumbers do not satisfy k y = 0. The possibility that phase-mixing considerations may dictate this energy transfer channel is presently being investigated and will be described elsewhere.
Understanding energy transfer channels between instability and damped eigenmodes is important because this replaces the cascade to high wavenumber of conventional turbulence. The scale invariance of energy transfer in the inertial range of Navier-Stokes turbulence in a powerful organizing principle that is not applicable to the types of systems discussed in this paper. The transfer instead to a hyperspace of damped-eigenmode manifolds is a complicated and potentially messy story. However, symmetries such as the conjugate symmetry discussed here and processes such as phase mixing in gyrokinetic simulations may provide selection rules that simplify the picture. These kinds of considerations may provide the best path to eventually establishing which damped eigenmodes do not participate significantly in saturation and transport. Such knowledge could potentially be used to create highly efficient reduced models that capture all of the saturation and transport physics by not using computational resources to resolve the eigenmodes that do not matter.
