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Abstract
In this paper we apply state-of-the-art approach to ob-
ject detection and localisation by incorporating local de-
scriptors and their spatial conﬁguration into a genera-
tive probability model. In contrast to the recent semi-
supervised methods we do not utilise interest point detec-
tors, but apply a supervised approach where local image
features (landmarks) are annotated in a training set and
therefore their appearance and spatial variation can be
learnt. Our method enables working in purely probabilistic
search spaces providing a MAP estimate of object location,
and in contrast to the recent methods, no background class
needs to be formed. Using the training set we can estimate
pdfs for both spatial constellationand local feature appear-
ance. By applying an inference bias that the largest pdf
mode has probability one, we are able to combine prior in-
formation (spatial conﬁguration of the features) and obser-
vations (image feature appearance) into posterior distribu-
tion which can be generatively sampled, e.g. using MCMC
techniques. The MCMC methods are sensitive to initiali-
sation, but as a solution, we also propose a very efﬁcient
and accurate RANSAC-based method for ﬁnding good ini-
tial hypotheses of object poses. The complete method can
robustly and accurately detect and localise objects under
any homography.
1. Introduction
Object and object category models based on local image
features and their spatial constellation have been the main
topic in manyrecent studies now consideredas state-of-the-
art in object detection, localisation and recognition [1, 17,
5, 6, 14, 22, 9]. Excluding [9] these methods ﬁrst apply
interest point detection to pinpoint local salient regions in
image and then compute local image features by represent-
ing appearance of the interest point neighbourhood. Vari-
ation in spatial constellation of the local image features is
captured by learning in a training phase or by simply com-
puting frequency histograms of the features or their super-
classes (“bag-of-features” models [22]). As a distinct ad-
vantage over other methods, the interest point driven ap-
proachenables semi-supervisedlearningwheretrainingim-
ages only need to be labelled in terms of their correspond-
ing categories or in some methods roughly aligned to a
same pose and coarsely segmented. However, no explicit
selection and manual annotation of object landmarks are
needed. The problem in this semi-supervised setting is that
the training of the full model including the local features
and spatial conﬁguration becomes extremely complex and
computationally intensive and typically only limited invari-
ance can be realised (e.g. [1, 6]). Alternatively, the bag-of-
feature based methods are more limited by their discrimina-
tive power [22].
In this paper we also utilise the feature-based approach
which combines local image features and spatial constella-
tionmodel. We adoptthegenerativemodelapproach,which
seems to have very advantageous properties for object de-
tection and localisation [6], and which, when devised in
a proper probabilistic framework, can take full advantage
of the Bayesian data analysis. The main difference of our
method and the above mentioned state-of-the-art methods
is that we abandon the interest point detection stage, but
use traditional supervised approach which requires an an-
notated training set. Our method for object detection, how-
ever, is not less general, but we consider the interest region
selection as a separate problem to the one of recognition.
By adopting the supervised training, we use an image fea-
ture localisation algorithm, based on multi-resolution Ga-
bor features and their multiple hypothesis testing, which
has been in our former studies found as distinctly robust
and accurate in the presence of signiﬁcant local appearance
variation [12]. In addition to the feature localisation, the
extraction method is able to rank the features based on theirprobability score (conﬁdence). Probability scores also act
as observations in the generative probability model. Fur-
thermore, the training set and our probability score frame-
work can be used to construct a probabilistic model for
spatial conﬁguration variation under any homography, i.e.
the model copes with geometric distortions. In the genera-
tive model, the spatial constellation probability forms prior
distribution and the local feature probabilities the obser-
vation information. Finally, in this fully probabilistic set-
ting we are able to sample the posterior distribution with
Markov chain Monte-Carlo (MCMC) methods and provide
maximum a posterior (MAP) estimate of object location.
SincetheMCMC methodsareveryinitialisationdependent,
we further propose efﬁcient and robust initial estimation
method based on the randomsample consensus (RANSAC)
principle.
The main contributions of this study are: 1) a new
supervised-manner-learnt generative probability model of
object appearance, based on local image features (observa-
tions) andspatial constellation(prior),2) a RANSAC-based
method for initiating object hypotheses based on point pat-
terns of best local image features, 3) MCMC sampling
scheme converging to samples from the posterior distribu-
tion and providing a MAP hypothesis of object presence,
and 4) exact localisation of an object in the image.
2. Feature-based object (category) model
Feature-based methods consider objects as instances
from a certain object class where appearance may signiﬁ-
cantly vary, but all instances, in principle, contain a similar
structure (same parts in a similar spatial conﬁguration). An
example from such category are human faces which vary in
local part appearance and their relationships (Fig. 1).
(a) (b)
Figure 1. Objects from the category “human face”. Objects vary
in local appearance (local image feature) and their spatial conﬁg-
uration (spatial constellation). Shown objects are transformed to
isometry canonical space (rotation and translation removed): (a) 6
local image parts of a single object; (b) parts from several objects.
According to the Bayesian point of view, all observed
and unobserved quantities are considered as random vari-
ables [8]. In the proposed generative probability model
the local image features are direct observations of random
variables and the spatial constellation model represents an-
otherindirectlyobservable(unobservable)randomvariable.
These two parts will be described next.
2.1. Local image features – observations
An approachin accordanceto state-of-the-artwould ﬁrst
run an interest point detector to an input image, then re-
move geometric distortions and form local descriptors, and
ﬁnally, assign automatically learnt class labels to the each
location. The approach produces a large amount of equal
local image features. Therefore, inference for object de-
tection and localisation must strongly rely on the spatial
constellation model. Our alternative and more traditional
approach uses annotated local image landmarks. This ap-
proach does not require the interest point detection, but the
local image patches are learnt and an invariant search over
arbitrary poses is established. The method searches only
the requested features and a statistical classiﬁer can provide
conﬁdence measures to rank the features. To be as efﬁcient
as possible we should select accurate and efﬁciently com-
putable local feature detectors.
In our earlier studies, we have introduced a local image
feature extraction method based on multi-resolution Gabor
responses (see [13]), g, and efﬁcient invariant (illumina-
tion, rotation, translation, scale) search by simple matrix
shifts [12]. In our method, the classiﬁcation and feature
ranking are based on automatically estimated class speciﬁc
probability density functions (pdfs), p(g|Fi), for each fea-
ture class Fi [18].
The likelihood values p(g|Fi) can be used to rank the
features and return a ﬁxed number for each class (see
Fig. 2(a)). In addition, we have proposed a method for
converting likelihood values (p ∈ [0,∞[) to class speciﬁc
probability scores (Prconf ∈ [0,1]). The probability score
can be formed by applying an inference bias that probabil-
ity is certain, Prconf(g|Fi) = 1.0, at the highest mode of
the pdf. The probability score for some point is one minus
density integral over the points with likelihoods greater or
equal to the likelihood at the given point [18]. The score,
also called as conﬁdence, may be used to allow only fea-
tures above preset conﬁdence level to be further processed
(see Fig. 2(b)), and the score values can also be used as
probabilities. In our system purely probabilistic observa-
tion information is formed from an input image I by ﬁrst
computingthe multi-resolutionGaborfeatures,g(x,y), and
then,computinglikelihoodsorprobabilityscoresforall fea-
ture classes. The probabilistic observation information for
an object (category) C represented by i = 0,...,N − 1
local features is (utilising likelihoods)
T ∝
Y
i
p(g|Fi) . (1)
The model in (1) assumes that the local appearance of partsare independent which is actually over-generalisation and
not a limiting factor for object localisation (see Fig. 1(b)).
(a) (b)
Figure 2. Extracted image features and their observation likeli-
hoods: (a) left nostril (10 best marked as yellow circles); (b) pdf
values within 0.95 conﬁdence, i.e. probability score ≥ 0.95 (red
denotes high, yellow moderate and blue low likelihood).
2.2. Constellation of point patterns - prior model
Probabilistic spatial constellation model can be seen as
“a prior” model of a part conﬁguration for an object cat-
egory. For any given conﬁguration the model provides a
probabilityvaluethatthe conﬁgurationrepresentsan object,
i.e. the model describes part locations in terms of prob-
ability. The conﬁguration information cannot be directly
observed. In our case the parts are modelled by points of
image features (landmarks) and the conﬁguration is thus a
point pattern of the labelled points. An example of point
patternsgeneratedby10faciallandmarksis showninFig.3.
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(b)
Figure 3. Point patterns of 10 facial landmarks: (a) 10 annotated
image features; (b) 50 randomly selected faces without alignment
(red numbers), mean model (black numbers) and 2 std. deviation
curves of Gaussian pdfs. Avg. error to the mean model is 349 over
600 training images from XM2VTS/frontal database ([16]).
To construct the probability model we adopt a similar
point distribution model as introduced by Cootes et al. [4].
In their model points are ﬁrst aligned and then variation in
the aligned space is represented with respect to a “mean
shape”. We adopt the mean shape algorithm from [4] with
exceptions that patterns are iteratively (not batch training)
transformed to the mean shape space which is iteratively
updated, and in addition, the alignment is not restricted to
approximate similarity, but can be any 2-D homography. In
this study we do not approximate homographies using any
singular value decomposition based methods [10] or itera-
tive methods [4], but provide the results under exact homo-
graphies by the exact formula. The non-exact estimations
could improve the results, but we wanted to study the per-
formance under different exact homographies. The main
difference between our approach and Cootes et al. [4] is
that we do not represent the part appearance variation us-
ing the PCA components, but directly estimate the class
conditional probability density functions using a Gaussian
mixture model which can cope with arbitrary variability, in
contrast to the PCA.
For local image features F0,F1,...,FN−1 of an ob-
ject (category) C and corresponding feature coordinates
x0,x1,...,xN−1 the probabilistic model is the probabil-
ity density function p(x0,...,xN−1|C), that is, the prob-
ability of having a spatial conﬁguration deﬁned by the fea-
ture coordinates for an object from the category C. This
probability density function does not use any observable
information and is therefore prior model. However, for
any conﬁgurations it can be used to select the best one.
To compute likelihood, a point set is ﬁrst transformed to
the mean model space. The canonical mean space and the
transformationcan be generatedunder any selected homog-
raphy, e.g. isometry (translation and rotation), similarity
(+isotropic scale) or afﬁnity (+unisotropic scale). Spatial
models for real objects captured using real cameras would
need a 3-D to 2-D model via projective transformation, but
for simplicity we restrict ourselves to the 2-D transforma-
tions. 2-D transformations have been successful in many
computervisionapplicationssinceafﬁnetransformationap-
proximates the projective transformation in simpliﬁed set-
tings. In addition, our experimental results show that in
applications over-restricted homography can be a regulat-
ing factor. Estimated pdfs under similarity and afﬁnity for
XM2VTS/frontalareshowninFig.4(comparetoFig.3(b)).
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Figure 4. Estimated point pattern spatial constellation pdfs: (a)
isometry (mean model error 50); (b) similarity (err. 36).2.2.1 Formulation of prior model
The probability densities for each image feature are esti-
mated in the aligned space, e.g. the 2-D Gaussian pdfs il-
lustrated in Fig. 4. Assuming independence between the
locations of N image features a joint pdf can be formed as
Y ∝ p(x0,x1,...,xN−1|C) = p(x0|C)p(x1|C)···p(xN−1|C) .
(2)
The independence assumption in the mean space is fair
since the mutual dependence is already embedded in the
alignment procedure. The form in (2) does not however
hold if all image features are not visible. Due to image fea-
ture detection failures or object occlusion all image features
cannotbenecessarilydetected,andthus, a pdfcoveringalso
occlusions is needed. Instead of a complex formulation in-
cluding all possible conﬁgurations and to avoid modelling
the background class as done in [2, 6, 20] we again adopt
the probability score framework. In this framework, where
the major mode provides absolute certainty, samples near
the mean model have a high conﬁdence (≈ 1) and samples
further away have a low conﬁdence (≈ 0). Now, we may
approximate the constellation pdf covering also occlusions
using the simple sum rule
p(x0,x1,...,xN−1|C) ∝
1
N
N−1 X
i=0
Prconf(xi|C) , (3)
which assumes the same occlusion probability for all fea-
tures. This assumption holds despite varying sizes of local
features if they can be partially detected. The form in (3)
cannot be derived from (2) without applying the inference
bias and using the probability scores instead of the true dis-
tribution values. The pdfs for each feature can be estimated
using a Gaussian mixture model (GMM) to support mul-
timodal distributions, but in our simpliﬁed case we use a
single Gaussian.
3. Hypothesis initialisation using variant of
random sample consensus
In this section we describe how the probabilistic point
pattern model in Sec. 2.2 and extracted image features in
Sec. 2.1 are used to efﬁciently ﬁnd a set of object hypothe-
ses. Input for the initialisation method are NbestF best im-
age features of each type (Fig. 2) and the constellation pdf
in (3) estimated under selected homography(Fig. 4).
Our method operates in the spirit of random sample con-
sensus (RANSAC) [7], but modiﬁes it to be more appro-
priate for our task. The three parameters of the standard
RANSAC are the numberof randomiterations, the required
minimum number of inliers and a distance threshold for in-
lier detection. In our case, the input image may contain
several objects, and therefore, we cannot deﬁne any min-
imum required set of inliers but instead want to return all
good hypotheses occurred during a certain number of iter-
ations - an image may for example contain several objects
givingrise to a multimodal posteriordistribution. The num-
ber of iterations affects the efﬁciency, but since this part of
the method is not a bottleneck we can safely ﬁx the num-
ber of iterations. Depending on the problem characteristics,
the number of iterations could be optimised (e.g. [15]), but
this applies only to problems where a single solution exists.
However, we want to point out that the conﬁdence scores
could be used to improve the sampling procedure similarly
to [3]. The most important difference between our method
and the standard RANSAC is the fact that we do not need
to distinguish between inliers and outliers and thus deﬁne
a threshold. Our method operates completely in the proba-
bility space deﬁned by the constellation pdf in (3) and what
is considered as an outlier only contributes insigniﬁcantly
to the probability score. The method is sketched in Algo-
rithm 1.
Algorithm 1 Find initial object hypotheses
1: Initialise the set of NbestH best hypotheses to null and set
score values to zero
2: for Maximum number of iterations do
3: Randomly select the minimum number (dep. on homogra-
phy) of image features from the NbestF best features
4: Estimate the homography H from the image space to the
mean shape space
5: Transform all image features to the mean space using H
6: For each transformed feature compute the probability score
7: For each feature class select the corresponding feature with
the highest score
8: Compute the total constellation score as a sum of the high-
est scores (Eq. 3)
9: if the total score is higher than the worst in the set of best
hypotheses then
10: Estimate the inverse homography HI from the mean
shape space to the image space using the selected fea-
tures whose score is ≥ Pfeatconf
11: Transform the mean shape to the image space using HI
12: Add hypothesis to the best hypothesis set and remove the
current worst
13: end if
14: end for
15: Return NbestH best hypotheses
The provided algorithm is very straightforward and its
only parameters are the maximum number of iterations and
Pfeatconf. The maximum number of iterations depends on
the quality of features, but can be ﬁxed for a speciﬁc appli-
cation. The conﬁdence level Pfeatconf can also be ﬁxed for
example to 0.05 which allows any feature within the 0.95
probability mass area (two standard deviation for the nor-
mal distribution) be included into the estimation (inlier) set.
The total score does not require any threshold since an out-
lier would only contribute negligibly. The usage of proba-
bility scores thus changes the traditional RANSAC to workin purely probabilistic manner. The progress of the method
is demonstrated in Fig. 5 and the best results after 100 ran-
dom samples are demonstrated in Fig. 6.
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Figure5. Point pattern search of initial hypotheses: (a) 10 best fea-
tures (yellow numbers on black) - 2 selected for homography (H)
estimation; (b) all features transformed to the mean space (black
numbers on red); (c) features with the highest probability score
(white bg); (d) selected transformed back (HI) to the image space.
Figure 6. 2 best hypotheses after 100 random samples (best fea-
tures denoted by white circlesand hypotheses by black diamonds).
4. Reﬁning hypotheses using generative proba-
bility model and MCMC sampling
The initialisation method proposed in the previous sec-
tion provides a requested number of hypotheses H0, H1,
..., HNbestH, where Hk = ¯ xk = (xk
0,xk
1,...,xk
N−1), i.e.
hypotheses are represented by coordinate tuples for N im-
age features of the object class C. A true Bayesian estimate
should be inﬂuenced by observations and the prior model
(conﬁguration), but it should be noted that observations
were already implicitly used in the initialisation method
since it utilised NbestF best features selected by their ob-
servation likelihoods. However, to complete the work, we
form a posterior distribution for the parameters of object
presence in an observed image. Our tools are the constel-
lation (prior) model in (2) and the probabilistic observation
model in (1). The posterior distribution can be sampled, for
example,usingthestandardMetropolisalgorithm[8],while
the seeds for the method are the initial hypotheses Hi.
A similar Bayesian data analysis based methods to ob-
ject detection and localisation have been proposed by Sulli-
van et al. [20] and Tamminen et al. [21]. The ﬁrst is based
on a very simple observation model and needs to estimate
a general background class, and therefore, cannot compete
with our method in general. Tamminen et al. also utilise
multi-resolution Gabor response vector, but form only an
ad hoc descriptor [21]. Their descriptor cannot generalise
well over complex landmarks occurring in real images. As
a more powerful solution, our method described in Sec. 2.1
estimates the complete pdf. In addition, they utilise a com-
plexad hocparametrisedandtunedconﬁgurationmodel(Y
in [21]) while ours is directly learnt from the trainingexam-
ples. Furthermore, the sequential Monte Carlo algorithm
in [21] (particle ﬁltering) is not anymore necessary due to
our initialisation method which tolerates multimodal poste-
rior distributions, and in addition, works under any homog-
raphy while they are limited to translation. For compatibil-
ity we utilise the same terms, T and Y , for the correspond-
ing random variables.
Our model observes an image I, which is processed by
the feature extraction in Sec. 2.1 providing feature vectors,
g. The vectors are further turned to likelihoods of each fea-
ture class at every image pixel, I  → Gabor  → T. The
likelihood is actually T
C
i , with the index i denotingthe fea-
ture type i and C the object category. Any complete set of
the features forms a spatial constellation, for which likeli-
hood p(x|Y ) can be computed from (2). Finally, the com-
plete posterior for the presence of an object from class C at
location ¯ x is
p(¯ x|T,Y ) = p(¯ x|T)p(¯ x|Y ) =
Y
i
T(xi)
| {z }
observation
Y
i
p(xi|C)
| {z }
prior
.
(4)
It is noteworthy that our model in (4) does not need to
sample over any hyperparameters, such as the observation
model parameters G and prior model parameters ξ in [21].
These are automatically learnt and embedded in the esti-
mated pdfs for the local image features, p(g|Fi), and the
canonic spatial constellation model, p(x0,...,xN−1|C).
The only sampled dimensions are the coordinates of the lo-
cal image features, ¯ x. The provided samples have the same
formanddimensionsastheinitialhypothesesHi, andthere-
fore, are called as the reﬁned hypotheses ˆ Hi derived using
the initial hypotheses Hi. Metropolis sampling in the pos-
terior space is illustrated in Fig. 7.100 200 300 400 500 600 700
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Figure 7. Hypothesis reﬁnement using MCMC: 200 samples in the
observation space - (a) left outer eye corner and (b) left nostril; (c)
all samples in the image space; (d) initial and reﬁned hypotheses.
5. Experiments
Experiments were conducted using 2 different publicly
available face data sets, XM2VTS/frontal (600 training and
560 test images) [16] and XM2VTS/non-frontal(592 train-
ing and 588 test images). It should be noted, however, that
our method is not face speciﬁc, but for any object category
for which local landmarks can be deﬁned.
The local image feature extraction and likelihood com-
putation utilised in this study have been described in detail
in our previous study [12], where localisation results supe-
rior to any comparable method were reported.
5.1. Finding initial hypotheses
5.1.1 XM2VTS/frontal
From the frontal section of the XM2VTS database, follow-
ingProtocolI,600independenttrainingand560test images
can be selected (size 720 × 576 pixels). The images are of
good quality and contain frontal faces in roughly the same
imaging distance and captured on a constant background.
Any face detection and recognition method should perform
well for XM2VTS/frontal. The publicly available ground
truth contains eye centres, but we added the remaining 8
image features by manually annotating them.
To measure and report object localisation accuracies, we
adopted the cumulative localisation accuracy measure deye
from [11], which has been conﬁrmed to be a good mea-
sure of face localisation accuracy [19]. To compute deye,
the maximum of estimated left and right eye centre er-
rors is selected and normalised by the true eye distance.
deye ≤ 0.25 is considered as a successful face localisa-
tion [11], but for a successful face recognition a more accu-
rate alignment is needed. Thus we report the accuracies on
deye = {0.05,0.10,0.20}. deye measures accuracy much
more objectively and accurately than any “bounding box”
measure used in the literature. To similarly report accura-
ciesoveralllandmarksweuseddall,whichselects theworst
over all 10 landmarks.
In Fig. 8 are shown the results for the proposed method
under isometry, similarity and afﬁnity. For example, under
isometry the initial hypotheses failed for only 1 test image
(failure rate 0.18%) shown in Fig. 9 (deye > 0.25 for all 10
best hypotheses). There were only negligible differences
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Figure 8. XM2VTS/frontal initial hypotheses accuracy (failure
rates: iso. 0.18%, sim. 0.36% and aff. 0.89%) (NbestH = 10,
NbestF = 10, Pfeatconf = 0.05, 200 iters): (a) deye ; (b) dall.
d
eye = 1.2549
Figure 9. Failed localisation for XM2VTS/frontal (isometry).
betweentheaccuraciesunderdifferenthomographieswhich
results from the fact that the faces were captured within the
ﬁxed imaging setting and the local feature detection suc-
ceededalmost perfectly. The failurerate was less than1.0%
for all homographies.
To demonstrate the natural occlusion tolerance of the
method results for two artiﬁcially occluded faces are shown
in Fig. 10.
5.1.2 XM2VTS/non-frontal
The overall quality of XM2VTS/non-frontal (XM2VTS
MPEG7)images is comparableto the XM2VTS/frontal,but
clients were asked to watch to 4 different directions (see
Fig. 11). The extreme poses in many images prevented all
image features to be detectable.(a) (b)
Figure 10. Successful localisation of occluded faces (similarity).
Figure 11. Poses for each XM2VTS/non-frontal face entry.
The results for the different homographies are shown in
Fig. 12. For the non-frontal faces isometry and similarity
performed almost equally well, but the afﬁnity started to
fail more severely. This was due to the fact that less im-
age features were available for the estimation. Isometryand
similarity need 2 features in the randomsampling, and thus,
requireat least 3 featurestoreliablyrankhypotheses. Afﬁn-
ity respectively requires 4 features, which was not satisﬁed
for roughly 10% of images.
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Figure 12. XM2VTS/non-frontal initial hypotheses accuracy (iso.
4.93%, sim. 6.46% and aff. 12.70%): (a) deye; (b) dall.
5.2. Reﬁning hypotheses
Fordemonstratingtheaccuracyofreﬁnedhypothesesus-
ing the MCMC sampling (the Metropolis method) we se-
lected the initial hypotheses provided by the RANSAC ini-
tialisation under similarity since it performed well for the
databases. First of all, it turned out that the accuracy of
initial hypotheses was already sufﬁcient for the most appli-
cations. The standard MCMC algorithms can improve the
results only insigniﬁcantly within a reasonable amount of
samples. However, in order to demonstrate the generative
model sampling, we only aimed to improve the deye accu-
racy which is important for the face recognition algorithms.
The 10 best hypotheses were reﬁned by drawing 100
samples from the posterior distributions and by selecting
the ones with the highest posterior value. The results (deye
only) are shown in Fig. 13. For the both data sets the accu-
racies of eye localisation were signiﬁcantly improved.
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Figure 13. Initial hypotheses (similarity) reﬁned using the MCMC
sampling (eye centre observations only, 100 samples, Gaussian
proposal distribution with variance 1.0, reﬁned marked as red):
(a) XM2VTS/frontal deye; (b) XM2VTS/non-frontal deye.
This part of the work revealed that the quality of the ini-
tial hypotheses were already very good and the reﬁnement
was hardly needed. Sampling posterior distributions is very
computingintensive and cannot be used in real-time or near
real-timeapplicationsuntilbetterandfastermethodsare ap-
plied. However,ourinitial methodclearlyprovidedveryac-
curate high posterior value samples which were further re-
ﬁned with the MCMC sampling, which ultimately provided
the true MAP estimates.
6. Conclusions and further work
We proposed a novel purely statistical method for de-
tection and localisation of objects under any homography.
The experimental results veriﬁed very accurate localisa-
tion performance as our general method was able to com-
pete with state-of-the-arttailored face localisation methods.
The method was devised under the Bayesian data analysis
framework, and therefore, it does not only provide an ob-
ject pose estimate, but samples from posterior distribution
of object presence. It is justiﬁed to call the estimate as the
maximum a posterior estimate for an object presence based
on local image features and their spatial constellation.
The automatic method for learning pdfs of image fea-
tures was introduced in our previous study [12] and thepresent one complements the research by introducing the
statistical model for the spatial constellation. In the future,
the proposed strong statistical framework will be further
complemented with an automatic method to select the lo-
cal image features, and then, the method can be used to
automatically learn and recognise object categories using
efﬁcient fully probabilistic generative probability model.
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