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In his article "Finite Markov Processes in Psychology,"* G. A. Miller 
derived a least-squares "estimate" for a matrix of transitional probabilities. 
However, the mathematical proof--m found to be invalid. 
On page 158, Miller defined N by the equation 
N = iV + C, (19) 
"where the elements of the matrix C are the corrections that must be added 
to the observed values in N to give the best estlmA.te N." He wished to de- 
termlne_ T_ the "best" estimate of the transformation. From the definitions 
of T, M, N, N, and C, he argued that the following equation holds: 
T M  = N = N + C .  (20) 
It  is clear from this equation that T would be "best" in a trivial sense if C 
is assumed to be the zero matrix, i.e., N = N. We shall show that Miller had 
in fact derived only this trivial estimate by means of his undefined math- 
ematical techniquet. 
From equation (20) Miller obtained another expression for C: 
C = - N  + TM. (21) 
For a least-squares solution, he argued that CC ~ must be a minimum. But 
this minimum cnnnot be obtained by simply " . . .  putting the partial de- 
rivative with respect to T to zero:" 
CC' = MC'  = 0, (22) 
aT 
for the operation of differentiating a function of a matrix with respect to the 
matrix has not been defined at all in this connection. It  is obvious from equa- 
*Psychomdrik~, 1952, 17, 149-167. 
tFor  a valid mathematical  proof of a leas~-squares estimate in this connection, see 




t i on  (21) t h a t  C' is as  m u c h  a func t ion  of  T as  C. Hence ,  in d i f fe ren t i a t ing  t h e  
express ion  
c c '  = ( - N  +  M)C' = -NC'  +  MC', 
one c a n n o t  a s se r t  t h a t  O/OT (--  NC')  = 0. F o r  t h e n  one w o u l d  be a s se r t ing  
OT'/OT = 0, a r e su l t  which  is incons i s t en t  w i th  t h e  undef ined  o p e r a t i o n  
OT/OT = 1, in  t h e  case of s y m m e t r i c  m a t r i c e s  where  one c lea r ly  h a s  T '  = 
T.* Hence ,  t h e  f i rs t  e q u a l i t y  in  e q u a t i o n  (22) c a n n o t  be  m e a n i n g f u l . t  
T h e  second  e q u a l i t y  in  e q u a t i o n  (22) in  effect requ i res  C to  be  a zero  
ma t r ix .  F o r  in o rde r  t h a t  M C '  = 0 for w h a t e v e r  M ,  C '  or  C m u s t  be zero. 
G r a n t e d  t h a t  zero-d iv isors  (i.e., A B  = 0 for  A # 0 a n d  B # 0) a re  poss ib le  
in  dea l ing  w i t h  m a t r i c e s  or  r ings  in general ,  i t  is s t i l l  t r u e  t h a t  t h e  second  
e q u a l i t y  in e q u a t i o n  (22) ho lds  on ly  if C van ishes  iden t i ca l ly .  Th i s  is so 
because  n o  r e s t r i c t i on  has  been  p laced  u p o n  M excep t  t h a t  i t  be  of o rde r  
a X (n - -  1), a n d  consequen t ly ,  one can choose a m a t r i x  M wi th  al l  pos i t i ve  
e l emen t s  such t h a t  M C '  = 0 on ly  if  C '  = C = 0. I n  v i ew of t h e  f ac t  t h a t  
e q u a t i o n  (22) is a s se r t ed  to  ho ld  in general ,  we conc lude  t h a t  i t  does  on ly  if 
C is t he  zero ma t r ix ,  f rom which  the  t au to log ica l  n a t u r e  of Mi l l e r ' s  a r g u m e n t  
becomes  clear.  
*This argument is valid whether one chooses to use matrix or scalar notation for 
differentiation. Private communication with Professor Miller shows that he does the latter. 
In fact, he reasons that there are (n -- 1) equations in (n -- 1) + 2 unknowns in C and T, 
and the remaining two equations are obtained from setting the partial derivatives of 
n--1 2;~. x ~ with respect to [1 and ~ to zero: 
n - - I  n ~ l  0 ~ ~., OCt 
whence MC' = 0 on substituting {Oc~/O~} by M, I t  is unclear why Professor Miller chooses 
one particular element in a matrix in his "matrix differentiation" and concludes that the 
whole matrix has thereby been n~nimized. In the case of two alternatives, various special 
assumptions lead to a matrix C of the form 
n ~ l  n--1 . 
Ci -- Ci 
i - I  i - I  
n ~ l  n--I 
Ci C~ 
i~1 i = l  
If one minimizes, as Miller does, the upper left element with respect to ~i, J - - - -  1, 2, is one 
not simultaneously maximizing the upper right element with respect to the same thing? 
The fact remains that the elements of the matrix C are so functionally dependent on each 
other as not to permit the peculiar differentiation used by Miller. For a least-squares solu- 
tion, it is sufficient to require only the elements on the principal diagonal of the matrix CC' 
to be a minimum. But this interpretation is a far cry from asserting that the whole matrix 
CC' is minimal. Indeed, the exact meaning of Miller's argument that CC ~ be a minimum is 
unclear. 
tWe note here the distinction between Miller's matrix differentiation and that of 
Dwyer and Macphail, Symbolic matrix derivatives. Ann. math. Statist., 1948, 19, 517-534, 
esp. 523, 528-530. 
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Apart from all these considerations, Miller went on to substitute his 
equation (21) into equation (22) and obtained the expression 
M ( - - N  + T M ) '  = - M N '  + M M @ '  = O. 
By rearranging terms, he got what he called the "best" estimate of T: 
T = N M ' ( M M ' )  -~. (23) 
In case M, N are non-singular matrices--Miller's assumption that  they be of 
order a X (n - 1) does not, of course, prevent a from being (n - 1) - -or  
M, N have inverses, we may show the tautological nature of Miller's argument 
by a different method.* We proceed to simplify equation (23) as follows: 
T = N M ' ( M M ' ) - '  = N M ' ( M ' ) - ' M - '  = N I M  -1 = N M  -~ 
or 
T M  = IV, 
which shows again that in equation (20) Miller had assumed C = 0 or h r = N. 
In case M, N are singular, this second proof would not apply; but the first still 
would. On the other hand, neither could Miller capitalize on the irrelevant 
fact that M ,  N are singular to prove the validity of his results. We have here 
something which is essentially a mathematical identity, the validity of which 
is independent of the choice of M and N. Hence, in order to show that equa- 
tion (23) does not hold in general except in the trivial sense, it is sufficient to 
produce one counter-example where M, N are non-singular. For the logical 
denial of a proposition which reads, "for all x, P ( x )  is true" is that " there  
exists one x such that P ( x )  is false." 
As a casual remark we note that setting the partial derivatives with 
respect to a variable to zero is only a necessary and not a sufficient condition 
for obtaining a minimum. For the latter, the second-order condition cannot be 
ignored. Granted that the experimental interpretation of CC' is such that a 
maximum is unlikely or even impossible, there is no assurance, on the other 
hand, that the stationary value obtained from using only the first-order 
condition is extremal at all. The mathematical problem of minimizing quad- 
ratic forms in general is not as simple as one may presume. 
Finally, it is to be noted that the contention in this note refers only to 
Miller's "mathematical proof" of his best estimate for the matrix of transi- 
tional probabilities and not to his "psychological interpretation" of finite 
Markov processes. 
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*We note that this argument does not apply to Goodman's results, where M, N are 
column vectors. 
