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A Solution Algorithm for Minimum Convex Cost Network Flow
Problems
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Abstract
This paper presents a heuristic algorithm to solve Minimum Convex-Cost Network Flow Problems (MC-
CNFP) heuristically. This solution algorithm is constructed on the concepts of Network Simplex Method (NSM)
for minimum cost network flow problem, Convex Simplex Method (CSM) of Zangwill, the decomposition of
convex simplex method and non-linear transformation problem.
Keywords: Convex, Convex Simplex Method, directed network, Karush-Kuhn-Tucker (KKT) conditions, Net-
work Flow, Network Simplex Method, node-arc-incidence matrix.
1. Introduction
The minimum convex-cost network flow problem (MC-CNFP) is a class of minimum cost network
flow problems with convex cost function. This problem structure may appears in different real-world
problems such that cost of power interruption in electrical supply networks, delay cost of communication
networks and over-crowding costs in city transportation networks etc.
Consider G(N, A) is a directed network, where N = {1, .., m} and A = {(i, j), .., (s, t)} ⊆ NN are
node and arcs sets respectively. Let xij be the flow through the arc(ij), and the vector x = {xij : (i, j) ∈
A)}. Then MC-CNFP can be formulated as
min ∑ ∑
(i,j)∈A
cij(xij), (1)
subject to: ∑
j: (i,j)∈A
xij − ∑
k: (k,i)∈A
xki = bi; ∀i ∈ N, (2)
xij ≥ 0; ∀(i, j) ∈ A, (3)
where bi is the net flow generated at node i and cij : R → R are given convex cost functions with
continuous first derivative for arcs (i, j). The above formulation also written as
min C(x), (4)
subject to: Ax = b; x ≥ 0, (5)
where C(x) is convex and the constraints are linear equations. The matrix A is the node-arc incidence
matrix with rank (m1) [1].
This paper represents an optimality condition to minimize the objective function in Eq.(4) with subject
to linear constraints.
2. Condition for Optimality
We introduce an artificial arc to root node (any other node would do), that lead to the extended constraint
matrix Ae = (A, em) of rank m, where em is a unit vector [1].
Then Eq.(4) can rewrite as
min C(xe), (6)
subject to: Aexe = b; (7)
xe ≥ 0, (8)
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where xe is n× 1 and Ae is m× 1 matrix, here n is the number of are including with artificial arc. Now,
the Lagrangian for Eq.(6) can be formulated as
z(xe, µ,λ) = C(xe) + µT(b− Aexe)− λxe, (9)
where λ and µ are Lagrange multipliers. The optimum value x¯ of Eq.(6) should satisfy the following
Karush-Kuhn-Tucker (KKT) conditions [2].
∇z = ∇C(x¯)− µT Ae − λ = 0, (10)
λx¯ = 0, (11)
x¯ ≥ 0, (12)
λ ≥ 0. (13)
(14)
For each arc flow xij associated with the arc(i, j), we get
δz
δxij
=
δC(x)
δxij
− µTaij − λij = 0, (15)
λijxij = 0, (16)
xij ≥ 0, (17)
λij ≥ 0. (18)
where µT ∈ Rn and aij is column vector associated to xij (has value 1 in the i-th row and −1 in the j-th
row in Ae). Therefore, from Eq.s(15)-(18) we get
δz
δxij
=
δC(x)
δxij
− (µi − µj)− λij = 0, (19)
λijxij = 0, (20)
xij ≥ 0, (21)
λij ≥ 0. (22)
By using the Eq.s(19)-(22), we get
δz
δxij
=
δC(x)
δxij
− (µi − µj) ≥ 0, (23)
xij
δz
δxij
= xij
[ δC(x)
δxij
− (µi − µj)
]
= 0, (24)
xij ≥ 0, (25)
Therefore, x¯ will minimize the MC-CNFP, in Eq.(6), if it satisfies the optimality conditions given in
Eq.s(23)-(25).
3. Solution Algorithm
In the first step of the algorithm, we find an initial basic feasible solution. Then, we use iterative
procedure for moving towards optimal solution.
3.1. Initial Feasible Solution
Since, the constraints, in Eq.s(7)-(8), are linear, we follow the procedure of the inspection of a spanning
tree (basis sub-grap) similar to the network simplex method with linear constraints discussed in Bazarra
et al. Let x¯0 = (x¯0B, x¯
0
N) is a initial feasible solution, where x¯
0
B and x¯
0
N are the basic and nonbasic
solutions respectively. In next, we have to improve this initial feasible solution to approximate an
optimal solution.
2
3.2. Testing Optimality of a Feasible Solution
Any feasible solution of Eq.(6) would be the optimal solution if it satisfies the conditions in Eq.s(23)-(25).
Let x¯k = (x¯kB, x¯
k
N) be a feasible solution in any k-th iteration and I
k
B = {ij : xkij ∈ x¯kB} , IkN = {ij : xkij ∈
x¯kN}. We have xkij ≥ 0, then the complementary slackness condition implies that
δz
δxij
=
δC(x)
δxij
− (µi − µj) = 0; ∀ij ∈ IkB. (26)
Let,
δz
δxkrl
= min
{ δz
δxkij
; ij ∈ IkN
}
, (27)
xkst
δz
δxkst
= max
{ δz
δxkij
; ij ∈ IkN
}
, (28)
Theorem 3.1: If
∣∣ δz
δxkrl
∣∣ = xkst δzδxst , for a feasible solution x¯, then x¯ is optimal.
Proof : Let
∣∣ δz
δxkrl
∣∣ = xkst δzδxst . Then we have,
δz
δxij
=
δC(x)
δxij
− (µi − µj) = 0, if xij ≥ 0, (29)
δz
δxij
=
δC(x)
δxij
− (µi − µj) ≥ 0, if xij = 0. (30)
Here Eq.s(29)-(30) and the feasibility of x¯ are simply the conditions in Eq.s(23)-(25), which also provides
the condition for optimality for the problem given in Eq.s(6)-(7) [3].
3.3. Iterative Procedure for Moving Towards Optimal Solution
Any feasible solution which fails to satisfy the optimal condition, in Theorem 3.1, has to improve toward
the optimal solution by changing nonbasic variables to basic. Since the objective function in Eq.(6) is
convex, so here we use an iterative procedure described in [3] for convex simplex method. To improve a
feasible solution following cases need to be considered;
Case 1: If
∣∣ δz
δxkrl
∣∣ ≥ xkst δzδxst ; increase xkrl by ∆k, where ∆k is compute as following procedure.
Let IkBrl = {lu, ..., ij, ..., wr} be the set of indices of the basic flows of the loop contacting the arc(r, l)
according to the loop direction. Then
∆k = min
{|xij| : ij ∈ IkBrl and xij ∈ x¯kB}. (31)
Next adjust the flow of the network according to loop direction (Fig. 1) as follows
ykij = x
k
ij; ij ∈ IkN − {rl}, (32)
ykrl = x
k
rl + ∆
k, (33)
ykij = x
k
ij + dij∆
k; ∀ ij ∈ IkB, (34)
where
dij =

1; ij ∈ IkBrl ,
−1; ji ∈ IkBrl ,
0; ij, ji ∈ IkBrl ,
(35)
3
Figure 1: Direction of the basic loop containing the arc(r, l).
By doing so, one the basic flow say xkBij may be driven to zero. Let y¯
k be the value of x¯k after making the
necessary adjustment. Since the function is convex, so a better point could be found before reaching y¯k
[4].
To check this, find x¯k+1 by using the line search
C(x¯k+1) = min{C(x¯k); x¯ = λx¯k + (1− λ)y¯k, 0 < λ < 1} (36)
If x¯k+1 6= y¯k do not change the former basis and go to the next iteration. If x¯k+1 = y¯k and if a basic flow
becomes zero during the adjustment made, change the former basic and go to the next iteration.
Case 2: If
∣∣ δz
δxkrl
∣∣ < xkst δzδxst ; decrease xkst by ∆k, where ∆k is determined as in Case 1.
Next adjust the flow of the network as follows
ykij = x
k
ij; ij ∈ IkN − {st}, (37)
ykrl = x
k
rl − ∆k, (38)
ykij = x
k
ij − dij∆k; ∀ ij ∈ IkB, (39)
where dij can calculate as in Eq.35.
Then we obtain y¯k. As we decrease xkst, then either x
k
st itself or any basic flow say will be driven to
zero. Now calculate x¯k+1 from the line search in Eq.(36). If x¯k+1 6= y¯k, do not change the former basis
and go to next iteration and if x¯k+1 = y¯k change the basis.
3.4. Optimality Condition During Line Search
In line search problem, we search toward the optimal solution by solving
C(x¯k+1) = min{C(x¯k); x¯ = λx¯k + (1− λ)y¯k, 0 < λ < 1}, (40)
where x¯k+1 = λx¯k + (1− λ)y¯k. However, from practical experience, in the case of some problem, we
see λ = 1. Therefore in this case, x¯k+1 = x¯k, i.e. the line search problem indicates that there is no other
better point close to the optimal solution than the point x¯k. Again, if we proceed to the next iteration
then the feasible solution will not change and the problem will circulate to the point x¯k with satisfying
the optimality condition given in Theorem 3.1. But this feasible solution makes the cost function least
compared to feasible solutions in the previous iterations. Therefore, to avoid the circular situation, we
return the point x¯k as an heuristic solution if λ = 1.
4
4. Conclusion
In this paper, we propose a heuristic solution procedure for minimum convex-cost network flow
problem. From implementation experience, we set another optimality condition without giving any
strong mathematical logic to avoid the circular situation when λ = 1. Therefore, the implementation for
large scale data and demonstrating any logical explanation for the special condition are still open.
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