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ON CLOSED NON-VANISHING IDEALS IN CB(X)
A. KHADEMI AND M.R. KOUSHESH∗
Abstract. Let X be a completely regular topological space. We study closed
ideals H of CB(X), the normed algebra of bounded continuous scalar-valued
mappings on X equipped with pointwise addition and multiplication and the
supremum norm, which are non-vanishing, in the sense that, there is no point
of X at which every element of H vanishes. This is done by studying the
(unique) locally compact Hausdorff space Y associated to H in such a way that
H and C0(Y ) are isometrically isomorphic. We are interested in various con-
nectedness properties of Y . In particular, we present necessary and sufficient
(algebraic) conditions for H such that Y satisfies (topological) properties such
as locally connectedness, total disconnectedness, zero-dimensionality, strong
zero-dimensionality, total separatedness or extremal disconnectedness.
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1. Introduction
Throughout this article by a space we mean a topological space. Completely
regular spaces are assumed to be Hausdorff. The field of scalars, denoted by F, is
either R or C and is fixed throughout our discussion. For a space X we denote by
CB(X) the set of all bounded continuous scalar-valued mappings on X . The set
CB(X) is a Banach algebra when equipped with pointwise addition and multipli-
cation and the supremum norm. We denote by C0(X) the normed subalgebra of
CB(X) consisting of mappings which vanish at infinity.
The Banach algebra CB(X) plays a fundamental role in both topology and analy-
sis. Here we assume the minimal assumption of complete regularity on the space X ,
and concentrate on the study of closed ideals H of CB(X) which are non-vanishing,
in the sense that, there is no point of X at which every element of H vanishes.
This is done by studying the (unique) locally compact Hausdorff space Y which
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is associated to H in such a way that H and C0(Y ) are isometrically isomorphic.
The space Y is constructed by the second author in [7] as a subspace of the Stone–
Cˇech compactification of X , and coincides with the spectrum of H (considered as
a Banach algebra) in the case when the field of scalars is C. The known (and
simple) structure of Y enables us to study its properties. We are particularly in-
terested in connectedness properties of Y . More specifically, we find necessary and
sufficient (algebraic) conditions for H such that Y satisfies (topological) properties
such as locally connectedness, total disconnectedness, zero-dimensionality, strong
zero-dimensionality, total separatedness or extremal disconnectedness.
Throughout this article we will make critical use of the theory of the Stone–Cˇech
compactification. We state some basic properties of the Stone–Cˇech compactifica-
tion in the following and refer the reader to the standard texts [3] and [8] for further
reading on the subject.
The Stone–Cˇech compactification. Let X be completely regular space. By a com-
pactification of X we mean a compact Hausdorff space αX which contains X as
a dense subspace. Among compactifications of X there is the “largest” one called
the Stone–Cˇech compactification (and denoted by βX) which is characterized by
the property that every bounded continuous mapping f : X → F is extendible to a
continuous mapping F : βX → F. For a bounded continuous mapping f : X → F
we denote by fβ or f
β the (unique) continuous extension of f to βX .
The following is a few of the basic properties of βX . We use these properties
throughout without explicitly referring to them.
• βM = βX if X ⊆M ⊆ βX .
• X is locally compact if and only if X is open in βX .
• clβXM is open-and-closed in βX if M is open-and-closed in X .
2. Preliminaries
In [7], the second author has studied closed non-vanishing ideals of CB(X),
where X is a completely regular space, by relating them to certain subspaces of the
Stone–Cˇech compactification of X . The precise statement is as follows.
Recall that for a mapping f : Y → F the cozeroset of f , denoted by Coz(f), is
the set of all y in Y such that f(y) 6= 0.
Theorem and Notation 2.1. Let X be a completely regular space. Let H be a
non-vanishing closed ideal in CB(X). Let
sp(H) =
⋃
h∈H
Coz(hβ).
We call sp(H) the spectrum of H. The spectrum sp(H) is open in βX, thus, is
locally compact, contains X as a dense subspace, and is such that H and C0(sp(H))
are isometrically isomorphic. In particular, sp(H) coincides with the spectrum of
H, in the usual sense, if the field of scalars is C.
The simple structure of sp(H) in the above theorem enables us to study its
properties. This is done by relating (topological) properties of sp(H) to (alge-
braic) properties of H . Among various results of this type in [7], the following two
theorems are concerned with connectedness properties of sp(H).
Theorem 2.2. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
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(1) sp(H) is connected.
(2) H is indecomposable, in the sense that
H 6= I ⊕ J
for any non-zero ideals I and J of CB(X).
Theorem 2.3. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) Components of sp(H) are open in sp(H).
(2) We have
H =
⊕
i∈I
Hi,
where Hi is an indecomposable closed ideal in CB(X) for any i in I.
Here the bar denotes the closure in CB(X).
The above few theorems serve as a starting point for our present study of non-
vanishing closed ideals ofCB(X). Examples of non-vanishing closed ideals in CB(X)
(for various completely regular spaces X) may be found in Part 3 of [7]. (See [2],
and [4]–[6] for other relevant examples and results.)
3. Local connectedness of the spectrum
In this section we provide a necessary and sufficient condition for the spectrum
of a non-vanishing closed ideal of CB(X) to be locally connected. (Recall that a
space Y is called locally connected if every neighborhood of any point of Y contains a
connected open neighborhood.) Here, as usual, X is a completely regular space and
CB(X) is endowed with pointwise addition and multiplication and the supremum
norm. Our theorem is motivated by Theorem 3.2.12 of [7] (Theorem 2.3) which
gives a necessary and sufficient condition such that all (connected) components of
the spectrum of a non-vanishing closed ideal of CB(X) are open. (Observe that
for a space Y the requirement that all components are open is equivalent to saying
that every point of Y has a connected open neighborhood.)
Before we proceed, we make the following known simple observation which will
be used throughout this article, mostly without explicit reference.
Lemma 3.1. Let X be a completely regular space. Then for any f and g in CB(X)
and scalar r we have
(1) (f + g)β = fβ + gβ.
(2) (fg)β = fβgβ.
(3) (rf)β = rfβ.
(4) fβ = fβ.
(5) |f |β = |fβ|.
(6) ‖fβ‖ = ‖f‖.
Proof. Observe that (f + g)β and fβ + gβ are identical, as they are scalar-valued
continuous mappings which coincide with f + g on the dense subspace X of βX .
That (2), (3), (4) and (5) hold is analogous.
(6). It is clear that ‖f‖ ≤ ‖fβ‖, as fβ extends f . Also ‖fβ‖ ≤ ‖f‖, as
|fβ|(βX) = |fβ|(clβXX) ⊆ |fβ|(X) = |f |(X) ⊆
[
0, ‖f‖
]
,
where the bar denotes the closure in R. 
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We begin with the following definition.
Definition 3.2. Let X be a completely regular space. For an ideal G of CB(X)
let
λGX =
⋃
g∈G
Coz(gβ).
Observe that by Theorem 3.2.5 of [7] (Theorem 2.1) for a completely regular
space X and a non-vanishing closed ideal H of CB(X) we have
sp(H) = λHX.
The following lemma simplifies certain proofs.
Lemma 3.3. Let X be a completely regular space. For an ideal G of CB(X) we
have
λGX =
⋃
g∈G
|gβ |
−1
(
(1,∞)
)
.
Proof. Clearly, we only need to shows that
λGX ⊆
⋃
g∈G
|gβ |
−1
(
(1,∞)
)
.
Let t be in λGX . Then gβ(t) 6= 0 for some g in G. There is a positive integer n
such that |ngβ(t)| > 1. Thus t is in |(ng)β |−1((1,∞)), and ng is in G. 
The following lemma plays a crucial role in our future study.
Lemma 3.4. Let X be a completely regular space. Let H be a non-vanishing closed
ideal in CB(X). Then the open subspaces of sp(H) are exactly those of the form
λGX where G is a closed subideal of H. Specifically, for an open subspace U of
sp(H) we have
U = λGX,
where
(3.1) G = {g ∈ H : gβ|βX\U = 0}.
Proof. It is clear from the definition (and the representation of sp(H) given in
Theorem 2.1) that every set of the form λGX , where G is a closed subideal of H , is
open in sp(H). Now, let U be an open subspace of sp(H). Let G be as defined in
(3.1). Then G is a subideal of H , as one can easily check. To check that G is closed
in CB(X), let f be in CB(X) such that gn → f for some sequence g1, g2, . . . in G.
Then gβn → f
β, as ‖gβn − f
β‖ = ‖gn − f‖ for all positive integers n. In particular,
gβn(t) → f
β(t) for every t in βX . Therefore fβ vanishes on βX \ U , as gβn does so
for every positive integer n. Note that f is in H , as f is the limit of a sequence in
G (and thus in H) and H is closed in CB(X). Therefore f is in G.
We now verify that λGX = U . It is clear that Coz(gβ) ⊆ U for any g in G.
Therefore λGX ⊆ U . To check the reverse inclusion, let u be in U . Then (u is in
sp(H) and thus) hβ(u) 6= 0 for some h in H . Let F : βX → [0, 1] be a continuous
mapping with
F (u) = 1 and F |βX\U = 0.
Let g = hF |X . Then g is in H and gβ = hβF . Thus gβ|βX\U = 0 and therefore g
is in G. It is clear that gβ(u) 6= 0 and thus u is in λGX . 
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Lemma 3.5. Let X be a completely regular space. Let G be an ideal in CB(X).
Let K be a compact subspace of λGX. Then
(3.2) K ⊆ |gβ|
−1
(
(1,∞)
)
for some g in G.
Proof. By Lemma 3.3 and using compactness of K, we have
K ⊆
n⋃
i=1
|gβi |
−1
(
(1,∞)
)
where g1, . . . , gn are in G. Let
g =
n∑
i=1
gigi.
Then g is in G. We have
gβ =
n∑
i=1
gβi g
β
i ,
from which (3.2) follows trivially. 
The following lemma is known. (See Lemma 3.2.2 of [7].)
Lemma 3.6. Let X be a completely regular space. Let f be in CB(X). Let f1, f2, . . .
be a sequence in CB(X) such that
|f |−1
(
[1/n,∞)
)
⊆ |fn|
−1
(
[1,∞)
)
for any positive integer n. Then gnfn → f for some sequence g1, g2, . . . in CB(X).
Lemma 3.7. Let X be a completely regular space. Let G be a closed ideal in
CB(X). Let f be in CB(X) such that fβ |βX\λGX = 0. Then f is in G.
Proof. Let n be a positive integer. Then |fβ|
−1([1/n,∞)) is contained in λGX and,
being closed in βX , is compact. By Lemma 3.5, we have
|fβ|
−1
(
[1/n,∞)
)
⊆ |gβn |
−1
(
(1,∞)
)
for some gn in G. We intersect the two sides of the above relation with X to obtain
|f |−1
(
[1/n,∞)
)
⊆ |gn|
−1
(
(1,∞)
)
.
This holds for every positive integer n, therefore, by Lemma 3.6 we have gnfn → f
for some sequence f1, f2, . . . in CB(X). But then f is in G, as f is the limit of a
sequence in G and G is closed in CB(X). 
The following lemma generalizes Theorem 3.2.11 of [7] (Theorem 2.2).
Recall that an ideal H in a ring R is called indecomposable if H 6= I ⊕ J for any
non-zero ideals I and J of R.
Lemma 3.8. Let X be a completely regular space. For a closed ideal G of CB(X)
the following are equivalent:
(1) λGX is connected.
(2) G is indecomposable.
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Proof. (1) implies (2). Suppose that G is decomposable. Let G1 and G2 be non-
zero ideals of G such that G = G1 ⊕ G2. Let Ui = λGiX where i = 1, 2. We
prove that U1 and U2 is a separation for λGX . It is clear that U1 and U2 are open
subspaces of λGX , and are non-empty, as G1 and G2 are non-zero. To check that
λGX = U1 ∪ U2 it clearly suffices to check that λGX ⊆ U1 ∪ U2. Let t be in λGX .
Then gβ(t) 6= 0 for some g in G. Let g = g1 + g2 where gi is in Gi for any i = 1, 2.
Then gβ = gβ1 +g
β
2 . Since g
β(t) 6= 0, we have gβj (t) 6= 0 for some j = 1, 2. Therefore
t is in Uj . Finally, we check that U1 and U2 are disjoint. Suppose otherwise that
there is some t in U1 ∩ U2. Then g
β
i (t) 6= 0 for some gi in Gi and i = 1, 2. Then
gβ1 (t)g
β
2 (t) 6= 0, which is a contradiction, as g1g2 is in G1 ∩G2 (and the latter is 0).
(2) implies (1). Suppose that λGX is disconnected. Let U1 and U2 be a separa-
tion for λGX . Let
Gi = {g ∈ G : g
β|βX\Ui = 0}
where i = 1, 2. We prove that G1 and G2 are non-zero ideals of CB(X) such that
G = G1 ⊕G2.
That G1 and G2 are subideals of G follows easily. We check that G1 and G2 are
non-zero. Let i = 1, 2. Let t be in Ui. Note that Ui is open in βX , as is open in
λGX (and the latter is so). Let Fi : βX → [0, 1] be a continuous mapping such
that Fi(t) = 1 and Fi|βX\Ui = 0. Then Fi|X is non-zero, and is in G (and therefore
in Gi), by Lemma 3.7. (Note that Fi = (Fi|X)β , as both mappings Fi and (Fi|X)β
coincide on the dense subspace X of βX .)
Note that G1 ∩G2 = 0, as for any g in G1 ∩G2, gβ should necessarily vanish on
both U1 and U2, and thus on λGX (and therefore on the whole βX , as g, being in
G, vanishes outside λGX).
We show that G = G1 + G2. Let g be in G. Let n be a positive integer. Note
that |gβ|−1([1/n,∞)) ⊆ λGX . Let i = 1, 2. Now, since Ui is closed in λGX , the
intersection Ui ∩ |gβ |
−1([1/n,∞)), denoted by Cin, is closed in |gβ|
−1([1/n,∞)),
and is therefore closed in βX . Note that Ui is open in βX . Thus, by the Urysohn
lemma there is a continuous mapping φin : βX → [0, 1] such that
φin|Cin = 1 and φ
i
n|βX\Ui = 0.
Note that φin|X is in G, and therefore in Gi, by Lemma 3.7. Let
(3.3) gn = gφ
1
n|X + gφ
2
n|X .
We check that
(3.4) gn −→ g,
or, equivalently, gβn → g
β , as ‖gβn − g
β‖ = ‖gn− g‖ for all positive integers n. Note
that gβn = g
βφ1n + g
βφ2n for any positive integer n, and
(3.5) ‖gβn − g
β‖ ≤ 1/n;
as we now check the latter. Let n be a positive integer. Let u be in βX . It is clear
that gβn(u)−g
β(u) = 0 if u is not in λGX , as g
β (and thus gβn) vanishes outside λGX
(since g is in G). So, let u be in λGX . Then u is in either U1 or U2, say U1. Note
that φ2n(u) = 0 by definition (as u is in βX \ U2), and thus g
β
n(u) = g
β(u)φ1n(u).
We check that in either of the following cases we have
(3.6)
∣∣gβn(u)− gβ(u)
∣∣ ≤ 1/n.
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(i). Suppose that u is in C1n. Then φ
1
n(u) = 1 by definition. Therefore g
β
n(u) =
gβ(u), and thus (3.6) holds trivially.
(ii). Suppose that u is not in C1n. Then, by definition of C
1
n (and since u is in
U1) we have |gβ(u)| ≤ 1/n. Therefore
∣∣gβn(u)− gβ(u)
∣∣ =
∣∣gβ(u)φ1n(u)− gβ(u)
∣∣ =
∣∣gβ(u)
∣∣∣∣φ1n(u)− 1
∣∣ ≤
∣∣gβ(u)
∣∣ ≤ 1/n.
Thus (3.6) holds in either cases. This shows (3.5). Now gβ1 , g
β
2 , . . ., being convergent
by (3.5), is a Cauchy sequence. Note that
‖gβm − g
β
n‖ = sup
t∈λGX
∣∣gβm(t)− gβn(t)
∣∣
= max
(
sup
t∈U1
∣∣gβm(t)− gβn(t)
∣∣, sup
t∈U2
∣∣gβm(t)− gβn(t)
∣∣)
= max
(
‖gβmφ
1
m − g
β
nφ
1
n‖, ‖g
β
mφ
2
m − g
β
nφ
2
n‖
)
for any positive integers m and n. Thus gβ1φ
i
1, g
β
2φ
i
2, . . . (where i = 1, 2) is a Cauchy
sequence, and therefore so is the sequence g1φ
i
1|X , g2φ
i
2|X , . . . in Gi obtained by
restricting its elements to X . But Gi is closed in CB(X), as it easily follows from
its definition. Therefore gnφ
i
n|X → fi for some fi in Gi and i = 1, 2. In particular,
then
gφ1n|X + gφ
2
n|X −→ f1 + f2,
which by (3.3) and (3.4) implies that g = f1 + f2. Therefore g is in G1 + G2.
This shows that G = G1 + G2, and thus together with above implies that G =
G1 ⊕G2. 
Lemma 3.9. Let X be a completely regular space. Let G1, . . . , Gn be ideals of
CB(X). Then
λG1+···+GnX = λG1X ∪ · · · ∪ λGnX.
Proof. Clearly, we only need to check that
λG1+···+GnX ⊆ λG1X ∪ · · · ∪ λGnX.
Let t be in λG1+···+GnX . Then g
β(t) 6= 0 for some g in G1 + · · · + Gn. Let
g = g1 + · · ·+ gn where gi is in Gi for any i = 1, . . . , n. Then g
β = gβ1 + · · ·+ g
β
n.
Since gβ(t) 6= 0 we have gβi (t) 6= 0 for some i = 1, . . . , n. Therefore t is in λGiX . 
The following theorem is analogues to Theorem 3.2.12 of [7] (Theorem 2.3) and
gives a necessary and sufficient condition for the spectrum of a non-vanishing closed
ideal of CB(X) to be locally connected.
Recall that a space Y is locally connected if and only if every component of every
open subspace in Y is open in Y .
Theorem 3.10. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) sp(H) is locally connected.
(2) For every closed subideal G of H we have
(3.7) G =
⊕
i∈I
Gi,
where Gi is an indecomposable closed ideal in CB(X) for any i in I.
Here the bar denotes the closure in CB(X).
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Proof. (1) implies (2). Let G be a closed subideal of H . By local connectedness of
sp(H) and since λGX is open in sp(H), the components of λGX are open in sp(H).
Let U = {Ui : i ∈ I} denote the collection of all components of λGX . By Lemma
3.4, for each i in I we have
Ui = λGiX,
where Gi is the closed ideal of CB(X) defined by
Gi = {g ∈ H : gβ |βX\Ui = 0}.
Note that Gi is indecomposable for any i in I by Lemma 3.8, as λGiX is connected.
We show (3.7). First, we check that
(3.8)
∑
i∈I
Gi =
⊕
i∈I
Gi.
Let g be in Gi0 ∩
∑
i0 6=i∈I
Gi for some i0 in I. Then g = gi0 = gi1 + · · ·+ gin , where
ij is in I\{i0} and gij is in Gij for j = 0, 1, . . . , n. Note that g
β
ij
|βX\Uij = 0 for any
j = 1, . . . , n. In particular
(gβi1 + · · ·+ g
β
in
)|βX\
⋃
n
j=1
Uij
= 0.
But gβi0 = g
β
i1
+ · · · + gβin and Ui0 ⊆ βX \
⋃n
j=1 Uij , therefore g
β
i0
|Ui0 = 0. On the
other hand gβi0 |βX\Ui0 = 0 which implies that g
β
i0
= 0. Thus gi0 = 0, and therefore
g = 0. This shows (3.8).
It is clear that
(3.9)
∑
i∈I
Gi ⊆ G,
as Gi ⊆ G for any i in I (since for any g in Gi, gβ vanishes outside Ui and thus
outside λGX , and therefore g is in G by Lemma 3.7) and G is closed in CB(X).
We check the reverse inclusion in (3.9). Let g be in G. Let n be a positive integer.
Then |gβ |−1([1/n,∞)) is a compact subspace of λGX and therefore there is a finite
number of elements from U , say Ui1 , . . . , Uikn , such that
|gβ|
−1
(
[1/n,∞)
)
⊆ Ui1 ∪ · · · ∪ Uikn = λGi1X ∪ · · · ∪ λGikX.
Now, using Lemma 3.9, we have
|gβ |
−1
(
[1/n,∞)
)
⊆ λGi1+···+Gikn
X ⊆ λ∑
i∈I
GiX.
Since n is arbitrary, this implies that
Coz(gβ) ⊆ λ∑
i∈I
GiX.
Therefore gβ vanishes outside λ∑
i∈I Gi
X and thus outside λ∑
i∈I Gi
X . Therefore
g is in
∑
i∈I Gi by Lemma 3.7. This shows the reverse inclusion in (3.9) which
together with (3.8) completes the proof.
(2) implies (1). Let t be in sp(H) and let U be an open neighborhood of t in
sp(H). By Lemma 3.4 there is a closed subideal G of H such that U = λGX . Let
g be in G such that gβ(t) 6= 0. Assume a representation for G as given in (3.7).
There is a sequence g1, g2, . . . in
⊕
i∈I Gi such that gn → g. Then g
β
n → g
β, as
‖gβn−g
β‖ = ‖gn−g‖ for all positive integer n, and thus gβn(t)→ g
β(t). But gβ(t) 6=
0, and therefore gβn(t) 6= 0 for some positive integer n. Let gn = gi1+· · ·+gik , where
ij is in I and gij is in Gij for all j = 1, . . . , k. Note that g
β
n = g
β
i1
+ · · · + gβik , and
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therefore gβij (t) 6= 0 for some j = 1, . . . , k. Thus t is in λGijX . The latter is an open
subspace of λGX , and is connected by Lemma 3.8, as Gij is indecomposable. 
4. Various connectedness properties of the spectrum
In this section we study various (dis)connectedness properties of the spectrum
of a non-vanishing closed ideal of CB(X). (As usual, X is a completely regular
space and CB(X) is endowed with pointwise addition and multiplication and the
supremum norm.) The properties under consideration are total disconnectedness,
zero-dimensionality, strong zero-dimensionality, total separatedness and extremal
disconnectedness.
Recall that a completely regular space Y is called
• totally disconnected if Y has no connected subspace of cardinality larger
than one, or, equivalently, if every component of Y is a singleton.
• zero-dimensional if the collection of all open-and-closed subspaces of Y is
an open base for Y .
• strongly zero-dimensional if every two completely separated sets of Y are
separated by two disjoint open-and-closed subspaces. (Two subsets A and
B of a space Y are completely separated if there is a continuous mapping
f : Y → [0, 1] such that f |A = 0 and f |B = 1.)
• totally separated if any two distinct points of Y are separated by disjoint
open-and-closed subspace of Y , or, equivalently, if every quasi-component
of Y is a singleton.
• extremally disconnected if the closure of every open subspace of Y is open.
It is known that strong zero-dimensionality implies zero-dimensionality, either of
zero-dimensionality or total separatedness implies total disconnectedness, and zero-
dimensionality and total disconnectedness coincide in the class of locally compact
spaces. (See Theorems 6.2.1, 6.2.6, and 6.2.9 of [1].)
Lemma 4.1. Let X be a completely regular space. Let G1 and G2 be closed ideals
of CB(X) such that λG1X = λG2X. Then G1 = G2.
Proof. Let g be in G1. Then gβ vanishes outside λG1X , and thus outside λG2X .
Therefore g is in G2 by Lemma 3.7. This shows that G1 ⊆ G2. Similarly G2 ⊆
G1. 
Lemma 4.2. Let X be a completely regular space. Let G be an ideal of CB(X).
Then
λGX = λGX.
Here the bar denotes the closure in CB(X).
Proof. It is clear that λGX ⊆ λGX . Let t be in λGX . Then f
β(t) 6= 0 for some
f in G. Let g1, g2, . . . be a sequence in G such that gn → f . Then gβn → f
β, as
‖gβn−f
β‖ = ‖gn−f‖ for all positive integers n. In particular, gβn(t)→ f
β(t), which
implies that gβk (t) 6= 0 for some positive integer k. Therefore t is in λGX . This
shows that λGX ⊆ λGX . 
Recall that for a Banach space E and a closed subspace M of E, the quotient
norm on (the quotient linear space) E/M is defined by
‖x+M‖ = inf
m∈M
‖x−m‖
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for any x in E. The quotient space E/M equipped with the quotient norm is a
Banach space.
Lemma 4.3. Let X be a completely regular space. Let G be a closed ideal of
CB(X). Then for every ideal F of CB(X) which contains G we have
F/G = F/G.
Here the first bar denotes the closure in CB(X) and the second bar denotes the
closure in CB(X)/G.
Proof. Consider an element of F/G of the form h+G where h is in F . Let f1, f2, . . .
be a sequence in F such that fn → h. Note that∥∥(fn +G)− (h+G)
∥∥ =
∥∥(fn − h) +G
∥∥ ≤ ‖fn − h‖
for all positive integers n. Therefore fn + G → h + G. Thus h + G, being the
limit of a sequence in F/G, is in F/G. That is F/G ⊆ F/G. To show the reverse
inclusion, let h+G be in F/G, where h is in CB(X). Then fn+G→ h+G where
f1, f2, . . . is a sequence in F . Thus ‖(fn + G) − (h + G)‖ = ‖(fn − h) + G‖ → 0.
Let fk1 , fk2 , . . . be a subsequence of f1, f2, . . . which is defined in a way that∥∥(fkn − h) +G
∥∥ < 1/n
for all positive integers n. Using definition of quotient norm, for any positive integer
n there is some gn in G such that ‖fkn + gn − h‖ < 1/n. Therefore fkn + gn → h.
Thus h, being the limit of a sequence in F , is contained in F . In particular, h+G
is in F/G. This shows that F/G ⊆ F/G. 
We record the following known simple lemma for convenience.
Lemma 4.4. Let X be a zero-dimensional space. Let K be a compact subspace
contained in an open subspace U of X. Then there is an open-and-closed subspace
V of X such that K ⊆ V ⊆ U .
Proof. For every x in K there is an open-and-closed neighborhood Vx of x such
that Vx ⊆ U . Now {Vx : x ∈ K} is an open cover of K, therefore, by compactness
of K there are Vx1 , . . . , Vxn such that K ⊆ Vx1 ∪ · · · ∪ Vxn . Let V denote the latter
set. Then V has the desired properties. 
A non-zero ideal J in a ring R is called simple if it does not contain any proper
non-zero subideal, or, equivalently, if any non-zero element of J generates J .
For a subset A of a ring R we denote by 〈A〉 the ideal in R generated by A.
Theorem 4.5. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) sp(H) is totally disconnected.
(2) sp(H) is zero-dimensional.
(3) Every closed subideal G of H is generated by idempotents, that is,
G =
〈
g ∈ G : g2 = g
〉
.
(4) For every closed subideal G of H, the ideal H/G is either zero, simple, or
the closure of a decomposable ideal in CB(X)/G.
The bar in (3) denotes the closure in CB(X), and the closure in (4) is in the quotient
space CB(X)/G.
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Proof. Note that sp(H) is locally compact, as is open in the compact space βX by
Theorem 2.1. Therefore (1) and (2) are equivalent. We prove the equivalence of
(1) and (4), and the equivalence of (2) and (3).
(1) implies (4). Let G be a closed subideal of H . We may assume that G is
proper. Let
C = λHX \ λGX.
Note that λHX 6= λGX by Lemma 4.1, and thus C is non-empty. We consider the
following two cases.
(i). Suppose that card(C) = 1. Let C = {t}. We show that H/G is a simple
ideal, or, equivalently, that every non-zero element of H/G generates H/G.
Let h+G be a non-zero element in H/G. Then hβ does not vanish at t, as
otherwise, hβ vanishes outside λGX (since for h, being an element of H , hβ
also vanishes outside λHX) and therefore h is in G by Lemma 3.7, which
is not correct. Let f +G be in H/G. Let
g = f −
fβ(t)
hβ(t)
h.
Clearly, gβ(t) = 0. Therefore, as we have just argued, g is in G. Thus f+G
lies in the ideal generated by h+G.
(ii). Suppose that card(C) > 1. By our assumption C is disconnected. Let C1
and C2 be a separation for C. Let
Hi = {h ∈ H : hβ |Ci = 0},
where i = 1, 2. It is clear that H1 and H2 are ideals in CB(X). It is also
clear that H1 and H2 both contain G, as for any element g of G, gβ vanishes
outside λGX , and thus vanishes on C (and therefore on both C1 and C2).
We show that H1/G and H2/G are non-zero, have zero intersection, and
(4.1)
H
G
=
H1
G
⊕
H2
G
.
We check that H1/G is non-zero; that H2/G is non-zero follows anal-
ogously. Let t be in C2. The set C1 is closed in C, so C1 = A ∩ C for
some closed subspace A of βX . Let B = A ∪ (βX \ λHX). Then B is a
closed subspace of βX which does not contain t. Let F : βX → [0, 1] be
a continuous mapping such that F (t) = 1 and F |B = 0. Then F |X is in
H by Lemma 3.7, as F vanishes outside λHX , and F |C1 = 0. (Note that
(F |X)β = F , as (F |X)β and F are continuous and agree on the dense sub-
space X of βX .) Therefore F |X is in H1. On the other hand, F |X is not
in G, as F does not vanish at t, which is outside λGX . Therefore F |X +G
is a non-zero element of H1/G. Observe that it also follows from the above
argument that
(4.2) C2 ⊆ λH1X and C1 ⊆ λH2X.
Next, we check that H1/G∩H2/G = 0. Let f +G be in H1/G∩H2/G.
Then f = h1+g1 = h2+g2, where h1 and h2 are in H1 andH2, respectively,
and g1 and g2 are in G. Then f
2 = h1h2+h1g2+ g1h2+ g1g2. Thus f
2 lies
in H1 ∩ H2, and therefore f2β vanishes on C, as vanishes on both C1 and
C2. In particular, fβ vanishes on C, and thus vanishes outside λGX . By
Lemma 3.7 this implies that f is in G. That is f +G = 0.
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Finally, we check that H1/G+H2/G = H/G. Note that
λH1+H2X = λH1+H2+GX = λH1+H2+GX
using Lemma 4.2. (We need to check before that H1 and H2 are closed in
CB(X). But this follows easily, as if i = 1, 2 and fn → f for some sequence
f1, f2, . . . in Hi, then f
β
n → f
β, as ‖fβn − f
β‖ = ‖fn − f‖ for all positive
integers n, and therefore fβn (u)→ f
β(u) for any u in βX . Since fβn |Ci = 0
for all positive integers n, this will imply that fβ |Ci = 0. Therefore f is in
Hi, as f , being the limit of a sequence in H , is in H .) Also,
λH1+H2+GX = λH1X ∪ λH2X ∪ λGX
by Lemma 3.9, and
λH1X ∪ λH2X ∪ λGX ⊇ C2 ∪ C1 ∪ λGX = C ∪ λGX = λHX
by (4.2). Therefore
λH1+H2X ⊇ λHX.
The reverse inclusion holds trivially. By Lemma 4.1 this implies that
H1 +H2 = H . Using Lemma 4.3 we have
H1/G⊕H2/G = H1/G+H2/G = (H1 +H2)/G = H1 +H2/G = H/G.
(4) implies (1). Let C be a component of λHX . Suppose to the contrary that
C has more than one element. Note that C, being a component in λHX , is closed
in λHX . In particular, λHX \ C is open in λHX , and therefore λHX \ C = λGX
for some closed subideal G of H by Lemma 3.4. By our assumption H/G is either
zero, simple, or the closure of a decomposable ideal in CB(X)/G. We check that
neither of these conclusions can indeed happen.
It is clear that H/G is not zero, as G 6= H , since λGX 6= λHX .
We now check that H/G is not simple. Let x be in C. Let
I =
{
h ∈ H : hβ(x) = 0
}
.
Then I is a subideal of H , as one can easily check. It is also clear that I contains G,
as for any g in G, gβ vanishes outside λGX and therefore on C (as C = λHX\λGX),
and thus on x. We check that both inclusions of I in H and G in I are proper, that
is, I/G is a non-zero proper ideal of H/G. Let y be an element of C distinct from
x. Let φ : βX → [0, 1] be a continuous mapping such that
φ(y) = 1 and φ|{x}∪(βX\λHX) = 0.
Then f = φ|X is inH by Lemma 3.7 (as fβ , which coincides with φ, vanishes outside
λHX) and therefore is in I (as φ(x) = 0). But f is not in G, as φ does not vanish
outside λGX (since φ(y) 6= 0 and y is in βX \ λGX). Next, let ψ : βX → [0, 1] be
a continuous mapping such that
ψ(x) = 1 and ψ|βX\λHX = 0.
Then h = ψ|X is in H by Lemma 3.7, but is not in I (as ψ(x) 6= 0).
Finally, we check that H/G is not the closure in CB(X)/G of a decomposable
ideal in CB(X)/G. Suppose otherwise that
(4.3)
H
G
=
H1
G
⊕
H2
G
,
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where H1/G and H2/G are non-zero ideals in CB(X)/G. We show that
U1 = λH1X \ λGX and U2 = λH2X \ λGX
form a separation for C. Note that U1 and U2 are both open in C.
We check that U1 ∪ U2 = C. It is clear that U1 ∪ U2 ⊆ C. To check the reverse
inclusion, let t be in C. Then t is in |hβ |
−1((1,∞)) for some h in H by Lemma 3.3.
By (4.3),
(h1n +G) + (h
2
n +G) −→ h+G
where hi1, h
i
2, . . . is a sequence in Hi and i = 1, 2. Let k be a positive integer with
‖(h1k + h
2
k) +G− (h+G)‖ < 1. Then ‖h
1
k+ h
2
k − h+ g‖ < 1 for some g in G. Then∣∣(h1k)β(t) + (h2k)β(t)− hβ(t) + gβ(t)
∣∣ ≤
∥∥(h1k)β + (h2k)β − hβ + gβ
∥∥ < 1.
But gβ(t) = 0, as t, being in C, is not in λGX . Since |hβ(t)| > 1, we therefore
have either (h1k)β(t) 6= 0 or (h
2
k)β(t) 6= 0. Thus t is in U1 or U2. This shows that
C ⊆ U1 ∪ U2.
Next, we check that U1 ∩U2 = ∅. Let s be in U1 ∩U2. Then f iβ(s) 6= 0 where f
i
is in Hi and i = 1, 2. In particular, f
1
βf
2
β(s) 6= 0. Note that (f
1 +G)(f2 +G) is in
(H1/G) ∩ (H2/G), and is therefore 0 by (4.3). Therefore f1f2 is in G. But then s
is in λGX , which is not correct by the choice of s.
To conclude the proof, we need to check that U1 and U2 are both non-empty.
Note that H1/G is non-zero. Thus there is an element f of H1 which is not in
G. By Lemma 3.7 then fβ does not vanish outside λGX . Let u be an element of
βX \ λGX such that fβ(u) 6= 0. Then u is in λH1X , but not in λGX . That is, u
is in U1, and therefore U1 is non-empty. A similar argument shows that U2 is also
non-empty, concluding the proof that U1 and U2 is a separation for C.
This shows that λHX has no component of cardinality greater than 1.
(2) implies (3). Let G be a closed subideal of H . We prove that
G ⊆
〈
g ∈ G : g2 = g
〉
The reverse inclusion holds trivially.
Let g be in G. Let n be a positive integer. Note that |gβ|−1([1/n,∞)) is compact
and is contained in the open subspace λGX of βX . Thus, there is an open subspace
Vn of βX such that
(4.4) |gβ|−1
(
[1/n,∞)
)
⊆ Vn ⊆ clβXVn ⊆ λGX.
Since sp(H) is zero-dimensional, by Lemma 4.4 there is an open-and-closed subspace
Un of sp(H) such that
|gβ|−1
(
[1/n,∞)
)
⊆ Un ⊆ Vn.
Observe that clβXUn ⊆ λGX from (4.4). We intersect the two sides of the above
relation with X to obtain
|g|−1
(
[1/n,∞)
)
⊆ X ∩ Un = χ
−1
(X∩Un)
(
[1,∞)
)
,
where χ is to denote the characteristic function. By Lemma 3.6 it follows that
fnχ(X∩Un) −→ g
for some sequence f1, f2, . . . in CB(X). We check that χ(X∩Un) is in G for each
positive integer n, which concludes the proof, as χ(X∩Un) is clearly an idempotent.
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So, let U be an open-and-closed subspace of sp(H) such that clβXU ⊆ λGX . By
compactness, using Lemma 3.3, it follows that
clβXU ⊆ |g
β
1 |
−1
(
(1,∞)
)
∪ · · · ∪ |gβk |
−1
(
(1,∞)
)
⊆ |gβ|−1
(
(1,∞)
)
,
where g = |g1|2+ · · ·+ |gk|2 and gi is in G for any i = 1, . . . , k. Observe that g is in
G, as g = g1g1 + · · ·+ gkgk. We intersect the two sides of the above relation with
X to obtain
X ∩ U ⊆ |g|−1
(
[1,∞)
)
.
But
χ−1(X∩U)
(
[1/n,∞)
)
= X ∩ U
for any positive integer n and therefore
χ−1(X∩U)
(
[1/n,∞)
)
⊆ |g|−1
(
[1,∞)
)
.
By Lemma 3.6 it now follows that
fng −→ χ(X∩U)
for some sequence f1, f2, . . . in CB(X). That is, χ(X∩U) is the limit of a sequence
of elements in G. Therefore χ(X∩U) is in G, as G is closed in CB(X).
(3) implies (2). Let U be an open subspace of sp(H) and let t be in U . We find
an open-and-closed (in sp(H)) neighborhood of t which is contained in U . Note
that U is open in βX , as sp(H) is so by Theorem 2.1. Let F : βX → [0, 1] be a
continuous mapping such that
F (t) = 1 and F |βX\U = 0.
Let f = F |X . Consider the closed subideal G = Hf ofH . Since t is in sp(H), by the
representation of sp(H) in Lemma 3.3 there is some h in H such that |hβ |−1((1,∞))
contains t. In particular |hβ(t)fβ(t)| ≥ 1, as fβ = F (since fβ and F coincide on
X and X is dense in βX). By our assumption, G is generated by its idempotents.
Thus, there are idempotent elements ui in G and elements fi in CB(X) where
i = 1, . . . , n such that
‖f1u1 + · · ·+ fnun − hf‖ < 1.
Note that
‖fβ1 u
β
1 + · · ·+ f
β
nu
β
n − h
βfβ‖ = ‖f1u1 + · · ·+ fnun − hf‖.
In particular,
∣∣fβ1 (t)u
β
1 (t) + · · ·+ f
β
n (t)u
β
n(t)− h
β(t)fβ(t)
∣∣ ≤ ‖fβ1 u
β
1 + · · ·+ f
β
nu
β
n − h
βfβ‖ < 1.
This implies that
fβ1 (t)u
β
1 (t) + · · ·+ f
β
n (t)u
β
n(t) 6= 0,
as |hβ(t)fβ(t)| ≥ 1. Therefore fβj (t)u
β
j (t) 6= 0, and thus in particular u
β
j (t) 6= 0
for some j = 1, . . . , n. Observe that uj = χV for some subset V of X , as uj is an
idempotent. Moreover, V is both open and closed in X , and therefore, its closure
clβXV is open and closed in βX . In particular, χclβXV is a continuous mapping on
βX , which coincide with χβV , as the two mappings agree on the dense subspace X
of βX . That is uβj = χclβXV , and in particular Coz(u
β
j ) = clβXV . Note that t is in
Coz(uβj ) and Coz(u
β
j ) ⊆ λGX . Thus clβXV is an open and closed neighborhood of
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t in βX (and therefore in sp(H)) contained in λGX . But λGX = λHfX by Lemma
4.2, and therefore
λGX =
⋃
h∈H
Coz(hβfβ) ⊆ Coz(fβ) ⊆ U,
by the definition of F (which is the same as fβ). 
It is known that a completely regular space X is strongly zero-dimensional if and
only if βX is strongly zero-dimensional if and only if βX is zero-dimensional. (See
Theorem 6.2.12 of [1] and Proposition 3.34 of [8].) This will be used in the proof
of the following theorem.
Theorem 4.6. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) sp(H) is strongly zero-dimensional.
(2) X is strongly zero-dimensional.
(3) Every closed ideal G of CB(X) is generated by idempotents, that is,
G =
〈
g ∈ G : g2 = g
〉
.
(4) For every closed ideal G of CB(X), the ideal CB(X)/G is either zero, sim-
ple, or the closure of a decomposable ideal in CB(X)/G.
The bar in (3) denotes the closure in CB(X), and the closure in (4) is in the quotient
space CB(X)/G.
Proof. Observe that sp(H) is strongly zero-dimensional if and only if β(sp(H)) is
strongly zero-dimensional. But β(sp(H)) = βX , as X ⊆ sp(H) ⊆ βX by The-
orem 2.1. Thus sp(H) is strongly zero-dimensional if and only if βX is strongly
zero-dimensional if and only if X is strongly zero-dimensional. This shows the
equivalence of (1) and (2). Observe that βX = β(sp(CB(X))). Now, replacing H
by CB(X) in Theorem 4.5, shows that (3) holds if and only if (4) holds if and only
if βX is zero-dimensional, which is equivalent to (2). 
In our next theorem we consider total separatedness. We need a few lammas.
Lemma 4.7. Let X ba a totally separated space. Then for every disjoint compact
subspaces A and B of X there is a separation U and V of X such that U and V
contain A and B, respectively.
Proof. Let A and B be disjoint compact subspaces of X . Fix some element a in
A. For each b in B, by our assumption, there is an open-and-closed subspace Ub
of X such that Ub contains b and X \ Ub contains a. Since B is compact there are
elements b1, . . . , bn in B such that B ⊆ Ub1 ∪ · · · ∪ Ubn ; denote the latter set by
U . Let Va = X \ U . Then Va is an open-and-closed subspace of X such that a is
in Va and B ⊆ X \ Va. Now, since A is compact there are elements a1, . . . , am of
A such that A ⊆ Va1 ∪ · · · ∪ Vam . We denote the latter set by W . Then W is an
open-and-closed subspace of X such that W contains A and X \W contains B. 
Lemma 4.8. Let X be a completely regular space. Let H be a non-vanishing closed
ideal in CB(X). For a closed subideal M of H the following are equivalent:
(1) M is a maximal closed subideal of H.
(2) There is some x in λHX such that
λMX = λHX \ {x}.
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Proof. (1) implies (2). Note that λMX ⊆ λHX , and λMX 6= λHX by Lemma 4.1,
as M 6= H . Suppose to the contrary that there are distinct elements x and y in
λHX \λMX . Let F : βX → [0, 1] be a continuous mapping such that F (x) = 0 and
F (y) = 1. There is some h in H such that hβ(y) 6= 0 (by the definition of λHX).
Let g = F |Xh. Then g is in H but is not in M , as gβ(y) = F (y)hβ(y) 6= 0 but y is
not in λMX . Let
M ′ =M + 〈g〉,
where the bar denotes the closure in CB(X). Then M
′ is a closed subideal of H
which contains M properly. By maximality of M we have M ′ = H . Therefore
λHX = λM ′X = λM+〈g〉X = λM+〈g〉X = λMX ∪ λ〈g〉X
using Lemmas 3.9 and 4.2. In particular, then x is in λ〈g〉X by the way x is chosen.
But this is not possible, as
kβ(x)gβ(x) = kβ(x)F (x)hβ(x) = 0
for any k in CB(X). This proves that λHX \ λMX consists of a single element.
(2) implies (1). Let G be a closed subideal of H containing M . Then
λHX \ {x} = λMX ⊆ λGX ⊆ λHX,
and therefore λGX = λHX or λGX = λMX , depending on whether λGX contains
x or not. By Lemma 3.9 this implies that G = H orG =M , proving the maximality
of M . 
We also need to make the following definition.
Definition 4.9. Let X be a completely regular space. Let H be a subset of CB(X).
Any two element g and h of H are called separated in H if
Ann(g) ∩ Stab(h) ∩H 6= ∅ and Ann(h) ∩ Stab(g) ∩H 6= ∅.
Here for an f in CB(X) we let
Ann(f) =
{
k ∈ CB(X) : kf = 0
}
and Stab(f) =
{
k ∈ CB(X) : kf = f
}
.
We are now a position to prove our theorem.
Recall that for a mapping f : Y → F the support of f , denoted by supp(f), is
the closure clY Coz(f).
Theorem 4.10. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) sp(H) is totally separated.
(2) For every two maximal closed subideals M and N of H there are closed
ideals I and J in CB(X) such that
I ⊆M, J ⊆ N and H = I ⊕ J.
(3) For every separated elements f and g in H there are closed ideals F and G
in CB(X) such that
f ∈ F, g ∈ G and H = F ⊕G.
Proof. (1) implies (2). Let M and N be two maximal closed subideals of H . By
Lemma 4.8 there are elements x and y in λHX such that
λMX = λHX \ {x} and λNX = λHX \ {y}.
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Note that x 6= y, as λMX 6= λNX by Lemma 4.1, since M 6= N . Let U and V
be a separation of λHX containing x and y, respectively. By Lemma 3.4 there are
closed ideals I and J of CB(X) such that
λIX = V and λJX = U.
Then by (the proofs of) Lemmas 3.4 and 3.8 we have H = I ⊕ J . We check that
I ⊆ M and J ⊆ N . Suppose otherwise that I * M . Then M + I is a closed ideal
of CB(X) (properly) containing M and contained in H . Therefore H =M + I by
maximality of M . We have
λHX = λM+IX = λM+IX = λMX ∪ λIX
using Lemmas 3.9 and 4.2, which is a contradiction, as neither λMX nor λIX (= V )
has x. This shows that I ⊆M . A similar argument shows that J ⊆ N .
(2) implies (1). Let x and y be distinct elements in λHX . The sets λHX \ {x}
and λHX \ {y} are open in λHX and therefore
λMX = λHX \ {x} and λNX = λHX \ {y}
for some closed subideals M and N of H , which are maximal closed subideals of
H by Lemma 4.8. Note that M 6= N by Lemma 4.1, as λMX 6= λNX . By our
assumption there are closed ideals I and J of CB(X) such that I ⊆M , J ⊆ N and
H = I ⊕ J . By (the proofs of) Lemma 3.8 the pair λIX and λJX is a separation
for λHX . Note that λIX ⊆ λMX and λJX ⊆ λNX therefore x is not in λIX (and
is therefore in λJX) and y is not in λJX (and is therefore in λIX).
(1) implies (3). Let f and g be separated elements in H . Let
ψ ∈ Ann(f) ∩ Stab(g) ∩H and φ ∈ Ann(g) ∩ Stab(f) ∩H.
Then ψg = g and ψf = 0. Thus ψβgβ = gβ and ψβfβ = 0, which implies that
Coz(gβ) ⊆ ψ
−1
β (1) and Coz(fβ) ⊆ ψ
−1
β (0).
In particular supp(gβ) and supp(fβ) are contained in ψ
−1
β (1) and ψ
−1
β (0), respec-
tively, and are therefore disjoint. Note that supp(gβ) is contained in λHX (as
is contained in Coz(ψβ)). Similarly, supp(fβ) is contained in λHX . Therefore,
supp(fβ) and supp(gβ) are disjoint compact subspaces of λHX . By Lemma 4.7 it
follows that
(4.5) supp(fβ) ⊆ U and supp(gβ) ⊆ λHX \ U
for some open-and-closed subspace U of λHX . Let
F = χ(X∩U)H and G = χ(X\U)H,
where χ is to denote the characteristic function on X . It is clear that F and G are
ideals in CB(X) and H = F ⊕G. Note that F is closed in CB(X), as any limit of
a sequence in F vanishes outside X ∩U (as each sequence term does), and is in H ,
as H is closed in CB(X). Similarly, G is closed in CB(X). Also, f is in F and g is
in G by (4.5), as
f = χ(X∩U)f and g = χ(X\U)g.
(3) implies (1). Let x and y be distinct elements in λHX . Note that λHX
is open in βX . Let U and V be disjoint open neighborhoods of x and y in βX ,
respectively, which are contained in λHX . Let U0 and V0 be open neighborhoods
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of x and y in βX , respectively, whose closures clβXU0 and clβXV0 are contained in
U and V , respectively. There are continuous mappings f, g : βX → [0, 1] such that
f(x) = 1, f(βX \ U0) = 0 and g(y) = 1, g(βX \ V0) = 0.
Note that f |X and g|X are in H by Lemma 3.7, as (f |X)β (= f) and (g|X)β (= g)
both vanish outside λHX . Since βX is a normal space, as is a compact Hausdorff
space, by the Urysohn lemma, there are continuous mappings ψ, φ : βX → [0, 1]
such that
ψ(clβXV0) = 1, ψ(βX \ V ) = 0 and φ(clβXU0) = 1, φ(βX \ U) = 0.
Again by Lemma 3.7, ψ|X and φ|X are both in H . It follows from the definitions
that φf = f and φg = 0. In particular, φ|Xf |X = f |X and φ|Xg|X = 0. Similarly,
ψ|Xg|X = g|X and ψ|Xf |X = 0. That is
ψ|X ∈ Ann(f |X) ∩ Stab(g|X) ∩H and φ|X ∈ Ann(g|X) ∩ Stab(f |X) ∩H,
and thus f |X and g|X are separated elements in H . By our assumption there are
ideals F and G in CB(X) such that
f |X ∈ F, g|X ∈ G and H = F ⊕G.
By (the proofs of) Lemma 3.8 the pair λFX and λGX constitutes a separation for
λHX . It also follows from the definitions of f and g (and λFX and λGX) that x
and y are in λFX and λGX , respectively. 
In our concluding result in this section we consider extremal disconnectedness.
Lemma 4.11. Let X be a completely regular space. Let G1, . . . , Gn be ideals of
CB(X). Then
λG1∩···∩GnX = λG1X ∩ · · · ∩ λGnX.
Proof. Let G = G1 ∩ · · · ∩ Gn. It is clear that λGX ⊆ λGiX for any i = 1, . . . , n,
as G ⊆ Gi. Let t be in λG1X ∩ · · · ∩ λGnX . Then t is in λGiX , and therefore
gβi (t) 6= 0 for some gi in Gi, for any i = 1, . . . , n. Let g = g1 · · · gn Then g is in G
and gβ(t) = gβ1 (t) · · · g
β
n(t) 6= 0. Thus t is in λGX . 
A non-zero subideal of an ideal I in a ring R is called essential if it has a non-zero
intersection with every non-zero subideal of I.
Theorem 4.12. Let X be a completely regular space. Let H be a non-vanishing
closed ideal in CB(X). The following are equivalent:
(1) sp(H) is extremally disconnected.
(2) Every non-zero closed subideal of H is an essential subideal of a direct
summand of H.
Proof. (1) implies (2). Let G be a non-zero closed subideal of H . Let U = λGX .
Then U is open in λHX and, therefore, by our assumption, its closure in λHX is
open in λHX . Let M = X ∩ clλHXU . Note that M is both open and closed in X .
Define
I = {hχM : h ∈ H} and J = {hχ(X\M) : h ∈ H},
where χ denotes the characteristic function. Then I and J are subideals of H and
H = I ⊕ J , as one can easily check. (Indeed, it is trivial that I ∩ J = 0, and
H = I + J , as
h = hχM + hχ(X\M)
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for any h in H .) We show that G is an essential subideal of I, that is, G is a
subideal of I which has a non-zero intersection with every non-zero subideal of I.
First, we show that
(4.6) λIX = clλHXU.
We have
λIX =
⋃
h∈H
Coz(hβχβM )
=
⋃
h∈H
(
Coz(hβ) ∩ Coz(χβM )
)
= Coz(χβM ) ∩
⋃
h∈H
Coz(hβ) = Coz(χβM ) ∩ λHX.
Note that since M is both open and closed in X , its closure clβXM is open and
closed in βX . In particular, χclβXM is a continuous mapping on βX , which coincides
with χβM (as the two mappings agree on the dense subspace X of βX). Therefore
Coz(χβM ) = Coz(χclβXM ) = clβXM.
Using this, it now follows from the above relations that
λIX = clβXM ∩ λHX = clλHXM = clλHX(X ∩ clλHXU) = clλHXU,
where the latter equality holds because clλHXU is open in λHX and X is dense in
λHX . This shows (4.6).
Now, we show that G is contained in I. So, let g be in G. Then Coz(gβ) ⊆ λGX
(and the latter set is U). Intersecting with X , we have Coz(g) ⊆ U ∩X ⊆M . Thus
g = gχM , and therefore g is in I. Thus G is a subideal of I.
Next, we show that G has a non-zero intersection with any non-zero subideal of
I. So, let K be a non-zero subideal of I. It is clear that λKX ⊆ λIX . Thus λKX ,
being a non-empty open subspace of λHX which is contained in clλHXU , intersects
U (and the latter set is λGX). That is λKX∩λGX 6= ∅. But λKX∩λGX = λK∩GX
by Lemma 4.11. Therefore K ∩G 6= 0.
(2) implies (1). Let U be an open subspace of λHX . By Lemma 3.4 there is a
closed subideal G of H such that λGX = U . We may assume that U is non-empty,
and consequently, G is non-zero. Then, by our assumption G is an essential subideal
of a direct summand J of H . Note that λJX is both open and closed in λHX by
an argument similar to the one in the proof of Lemma 3.8. We show that
(4.7) clλHXU = λJX ;
this will conclude the proof. Clearly, λJX contains U (as J contains G), and
therefore contains its closure clλHXU . That is clλHXU ⊆ λJX . We check that the
reverse inclusion
(4.8) λJX ⊆ clλHXU
holds as well.
First, we check that J is closed in CB(X). Let I be a subideal of H such that
H = I⊕J . Then, as argued in the proof of Lemma 3.8, the pair λIX and λJX form
a separation for λHX , and are in particular disjoint. Note that λJX = λJX by
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Lemma 4.2, where the bar denotes the closure in CB(X). Therefore, using Lemma
4.11, we have
λI∩JX = λIX ∩ λJX = λIX ∩ λJX = ∅.
This implies that I ∩ J = 0. Now, let f be in J . Then f = i + j for some i in I
and j in J . But i = f − j, and thus i is in I ∩ J and is therefore 0. That is, f = j,
and thus f is in J . This shows that J is closed in CB(X).
Now, to check (4.8), let t be in λJX . Let V be an open neighborhood of t in
λHX . Then λJX ∩ V is an open neighborhood of t in λHX . By Lemma 3.4, there
is a closed subideal K of H such that λKX = λJX ∩ V . Note that K ⊆ J , as
we now check. Let f be in K. Then fβ vanishes outside λKX , and thus vanishes
outside λJX , as λKX ⊆ λJX . Thus f is in J by Lemma 3.7, because J is closed
in CB(X). Also, K is non-zero, as λKX is non-empty, since contains t. That is,
K is a non-zero subideal of J . By our assumption then K ∩ G 6= 0. By Lemma
4.11 we have λK∩GX = λKX ∩ λGX . Therefore λKX ∩ λGX 6= ∅. Observe that
λKX ∩ λGX ⊆ V ∩ U . Therefore V ∩ U 6= ∅. Thus t is in clλHXU . This shows
(4.8), and consequently (4.7), concluding the proof. 
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