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Stock market is affected by a variety of complex factors, such as political, 
economic, psychological and so on. Complicated as it is, simplifying analysis can get 
the corresponding information in the huge amounts of data. Data mining technology is 
able to realize the emerging technologies of useful information from huge amounts of 
data mining, it is widely used in the investment field. Based on technical analysis and 
fundamental analysis based on analysis of two kinds of stock, stock analysis and 
forecast application of neural network in data mining and association rules to establish 
the corresponding model, and has carried on the empirical analysis and comparison. 
Main work of the paper include the following two aspects: 
1.  Existing algorithm in the BP neural network in the stock market prediction 
have two disadvantages. These are slow learning speed and easy to fall into local 
minimum value. Moreover, the precision of predicted results is not higher question. 
So this paper puts forward a kind of BP neural network algorithm based on conjugate 
gradient. This method is faster than the steepest descent method. Conjugate gradient 
method has quadratic convergence properties and faster convergence speed. The 
selection of training samples of BP neural network generalization ability of network 
has great influence, studied how to training samples chosen from complex data 
samples. The experimental results show that the algorithm improves the 
generalization ability of network and has further model prediction accuracy. 
2.  Apriori algorithm have two disadvantages. These are low efficiency and 
scanning database to generate candidate item sets frequently. This paper puts forward 
two methods to deal this problems. Hash table and Boolean matrix are used to proof 
technology and mining algorithms. The improved methods are quick and convenient 
to unearth useful information. It can not only mine multidimensional data but also to 
avoid the need to deal with trouble again. 
Finally, the experimental results show that the proposed algorithm can solve the 















better. The work of this paper have very strong practical application value. 
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度的 BP 神经网络算法，用于解决目前 BP 神经网络算法收敛速度不高的问题。
实现了该算法，并且与现有的方法进行了比较，利用实验结果说明了本文提
出算法的有效性。 
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