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ABSTRACT 
   
The subject of this thesis is distribution level load management using a pricing sig-
nal in a Smart Grid infrastructure. The Smart Grid implements advanced meters, sensory 
devices and near real time communication between the elements of the system, including 
the distribution operator and the customer. A stated objective of the Smart Grid is to use 
sensory information to operate the electrical power grid more efficiently and cost effec-
tively. One potential function of the Smart Grid is energy management at the distribution 
level, namely at the individual customer. The Smart Grid allows control of distribution 
level devices, including distributed energy storage and distributed generation, in opera-
tional real time. One method of load control uses an electric energy price as a control sig-
nal. The control is achieved through customer preference as the customer allows loads to 
respond to a dynamic pricing signal.  
In this thesis, a pricing signal is used to control loads for energy management at 
the distribution level. The model for the energy management system is created and ana-
lyzed in the z-domain due to the envisioned discrete time implementation. Test cases are 
used to illustrate stability and performance by analytic calculations using Mathcad and by 
simulation using Matlab Simulink. The envisioned control strategy is applied to the Fu-
ture Renewable Electric Energy Distribution Management (FREEDM) system. The 
FREEDM system implements electronic (semiconductor) controls and therefore makes 
the proposed energy management feasible.  
The pricing control strategy is demonstrated to be an effective method of perform-
ing energy management in a distribution system. It is also shown that stability and near 
  
ii 
optimal response can be achieved by controlling the parameters of the system. Addition-
ally, the communication bandwidth requirements for a pricing control signal are evaluat-
ed. 
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CHAPTER 1  
DEMAND RESPONSE IN THE SMART GRID 
1.1 Scope and objectives of this research 
This research relates to electric power distribution engineering. The main objective 
of this thesis is to examine the use of a pricing signal as an energy management control 
signal.  The scope of the study is relegated to primary power distribution systems (e.g., 
15 kV class) in which some control is possible for load level energy management. The 
goal is a more effective utilization of the electric power distribution system. A further 
scope and objective is to model an implementation of the ‘Smart Grid’ as promoted by 
the Department of Energy in the United States [1]. The framework of the distribution sys-
tem is assumed to be that promoted by the Future Renewable Electric Energy Distribu-
tion Management (FREEDM) center [2]. 
1.2 Load management through pricing signal control  
The implementation of a pricing signal for distribution level load control in a prac-
tical system requires a novel distribution infrastructure. Such an infrastructure is envi-
sioned in the Smart Grid. The Energy Independence and Security Act of 2007 describes 
the Smart Grid with the following characteristics [3]: 
1. Increased digital information and control 
2. Dynamic grid operations 
3. Integration of distributed resources 
4. Development of demand reduction methods 
5. Deployment of automated, real time, interactive technologies 
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6. Integration of appliances with communication and automated control capa-
bilities 
7. Increased energy storage technologies and integration 
8. Timely communication between utilities and consumers 
Demand response is a prospective Smart Grid application which can potentially reduce 
power demand using a pricing mechanism. The economic idea behind demand response 
is that demand for electric energy generally changes inversely with the price of electric 
energy. Demand response programs are typically used to reduce energy consumption ei-
ther during peak loading periods or at some other critical time. The subject of demand 
response, or more generally ‘energy management,’ is discussed extensively in the litera-
ture, e.g., [4-9].  
A main concept behind demand response is a shift away from the use of a single 
fixed price for electric energy. The problem with setting a non-varying energy price is 
that it may or may not reflect the costs of providing that energy. Figure 1.1 shows a picto-
rial of this problem. The demand for power under a fixed price (D1) can be higher than it 
would be under a variable price which is set according to the market costs. Since market 
costs rise with rising demand, during the time of peak use, customers may end up paying 
below the cost to provide that electric energy. Raising the price of electric energy in real 
time can alleviate this problem, allowing the price to reflect rising costs and causing the 
demand to decrease in response (D2). Market efficiency is increased when the price is 
allowed to track the costs of providing electric energy [10].  
 3 
 
 
Figure 1.1 Demonstration of a potential scenario for a fixed price vs. a market clearing 
price. 
 
Since the level of the demand can, to an extent, be altered by the price, the price of 
electric energy may be viewed as a control signal. This thesis develops an energy man-
agement system based around a pricing control signal as in the block diagram of Figure 
1.2. In this diagram, there is interdependency between the price of electric energy and 
consumption, as indicated by the feedback signal through the sensory measurements 
block. This feedback relationship is also intuitive: demand changes affect the system 
costs; system costs, in turn, affect the price of electric energy. This model can be consid-
ered a closed-loop control system and is analyzed using linear time-invariant discrete 
control theory. For this thesis, the pricing signal in the Smart Grid is envisioned as updat-
ing in discrete time increments. In actual implementation, the length of update time in-
crements may vary and be limited by measurement times, calculation times and commu-
nication delays. However, for this evaluation the time increments are considered fixed. 
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Figure 1.2 Block diagram demonstrating the basic concept of demand response using a 
price control signal. 
 
The effectiveness of this pricing control strategy depends on customer response to 
price incentives. This suggests the concept of price elasticity. Price elasticity is an eco-
nomic measurement of demand change in response to a price change. This concept is dis-
cussed in a subsequent section devoted entirely to price elasticity. Collecting the afore-
mentioned elements, this research models the price controlled energy management sys-
tem as a closed-loop control system in the discrete time domain using elasticity to ap-
proximate customer response. The big picture of the pricing control strategy, including 
inputs, technological infrastructure and potential benefits is shown in Figure 1.3.  
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Figure 1.3 The use of a control strategy for demand response can result in security 
benefits, cost savings and social welfare. 
1.3 Introduction to the FREEDM project 
The Future Renewable Electric Energy Distribution Management (FREEDM) Sys-
tems Center was founded by the National Science Foundation in 2009 to promote innova-
tive technologies in power distribution. The universities participating in the FREEDM 
systems center include North Carolina State University, Raleigh and Arizona State Uni-
versity, Tempe. The goal of the FREEDM research is to develop knowledge in energy 
storage, power semiconductor technologies and enabling technologies for system demon-
stration [11]. The envisioned FREEDM system is an electric power distribution system 
which includes distributed grid intelligence, internet connection between subnetworks, 
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solid state transformers, fault isolation devices, distributed energy storage and distributed 
renewable energy generation [2]. Some of the envisioned capabilities of the FREEDM 
system are islanding operation, intelligent control of distributed resources and plug-and-
play ability for connecting devices to the grid [12]. This thesis contributes to the 
FREEDM systems research by examining the control of loads and energy storage devices 
using a pricing signal. A preliminary work done on stability analysis of a price controlled 
energy management system is [13]. 
1.4 Demand response literature overview  
As early as the 1930s, it was argued that electric energy should be priced with 
some consideration to demand response [14]. Demand response today is envisioned as a 
method to reduce the costs of electric energy by discouraging customers from using elec-
tric energy from the grid during high demand periods. These high demand periods carry 
disproportionate costs for the power grid largely due to the requisite generation and 
transmission capacity needed to meet this demand [15]. The highest 100 hours of the year 
are estimated to contribute to between ten and twenty percent of electricity costs [16]. 
Demand-side energy management can help defray these costs. Perhaps the most well-
known demand-side energy management technique is peak shaving. The objective of 
peak shaving is to reduce the peak power demand by controlling deferrable loads in the 
system [17]. Peak shaving has been demonstrated to reduce system costs by as much as 
twenty five percent [18]. Utilities have reduced peak period costs by implementing de-
mand response programs, including real time pricing, time-of-use pricing, and critical 
peak-pricing programs [19]. Full customer participation in such demand response pro-
grams is projected to reduce peak demand by as much as 30% [20]. The reduction in peak 
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electric power demand is a result of load management and reduction, distributed genera-
tion, distributed energy storage, development and implementation of more efficient tech-
nologies and public awareness.  
Advances in information technology are expanding the potential usefulness of de-
mand response [21] by creating the opportunity to turn the power grid into a Smart Grid 
[22]. As the communication of prices approaches real time, loads will be able to more 
precisely optimize energy use, generation, and storage [23-24] according to customer 
preference [25-26]. A method developed in [27] for aggregating demand response data 
could be used to more accurately predict customer response to operational real time 
changes in price. Using a near real time pricing signal, the utility could potentially control 
the load profile [28], increase system security [29], stabilize grid frequency [30] and 
more [31-32]. This level of control will require an advanced communication infrastruc-
ture [33] and will likely impact utility planning [34], grid operations [35] and energy 
markets [36-38]. An alternative to a price-driven demand response program is direct con-
trol of loads through a demand dispatch control signal [39]. However, even a direct con-
trol over loads can use price as a control signal. Since the amount of electric energy de-
mand is dependent on price, the calculation of the pricing signal is central to the opera-
tion of a demand response driven Smart Grid. One potential pricing control signal has 
been denominated as the distribution locational marginal price (DLMP) and its calcula-
tion is discussed further in the next section.  
1.5 Distribution locational marginal price literature review 
Early in the life of the power grid, it was argued that the prevailing flat rate of 
electric energy was inferior to a more specific price which could vary with the type of 
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load, location of the load, and time of energy consumption [40]. A more precise price is 
based on a transmission level locational marginal price (LMP) [41] calculation. However, 
a LMP would not suffice for the precise control of loads anticipated in the Smart Grid. As 
the mathematical formulation evolved, a method for deriving a spot price for electric en-
ergy at the distribution level was developed [42]. The spot price was preferred because it 
reflected cost of energy more accurately by discerning between time and location of the 
electric energy demand on the distribution level [43]. The Smart Grid infrastructure will 
allow the communication and precise system state calculations which are required for a 
real time spot price. This in itself may accomplish some goals of the Smart Grid, includ-
ing reducing costs, peak demand and CO2 emissions [44]. The envisioned price as a con-
trol signal is not merely a more accurate representation of costs, however, but also a 
means of control for other desired ends. These ends may include increased distributed 
generation, use of distributed energy storage and increased efficiency. Therefore, a modi-
fied LMP has been formulated at the distribution level for use in Smart Grid applications 
and denominated the distribution locational marginal price (DLMP). This may be formu-
lated in multiple ways to achieve desired ends. One formula for the DLMP is [45] 
𝛿    ∑      
 
   
   ∑
𝜕       
𝜕  
 
   
   ∑
𝜕  
𝜕  
 
   
 (1.1) 
In (1.1), 𝛿k is the DLMP at distribution node k, the w coefficients are weights given to the 
different components of the formula, N is the number of busses, M is the number of lines 
and πi is the generation participation factor. This formulation takes into account three fac-
tors in order to price energy consumption: 1) the cost of the LMP from the transmission 
system; 2) the line power losses; and 3) the congestion constraints. Each of these ele-
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ments is calculated relative to the impact of the load at node k. Note that this DLMP is 
not precisely the marginal cost of energy at node k, but is an approximation of the mar-
ginal cost. Other formulations for the DLMP are given in [45]. Still more electric energy 
price formulations include pricing for reliability [46], loss reduction including game theo-
ry [47], and demand response forecasting [48]. The precise DLMP calculation is not the 
focus of this thesis. Rather, this thesis concerns the DLMP as a signal in a control system. 
The formula used in this thesis to update the DLMP is a general formula  
𝛿  𝛿    ∑    
 
Δ     (1.2) 
where 𝛿0,k is the nominal DLMP calculated value at node k, 𝛿k is the updated value, B is 
the feedback gain and d is a small-signal control. The changes in demand at any node 
may impact every other node, so ΔL is indexed for each node in the distribution system, j. 
The coefficient B is in $/(kW
2
h) and represents a linear approximation to the change in 
the DLMP at node k for a change in load at each The assumption of (1.2) is that the 
DLMP dependence on load levels can be approximated as linear for small perturbations 
around the nominal DLMP.  
1.6 Price elasticity 
The price elasticity of demand is an economic formula of the change in the de-
manded quantity of a product in response to a change in its price. It can be viewed as the 
normalized inverse of the slope of the demand curve. The price elasticity of demand is 
generally assumed to be negative, but is not necessarily uniform since the slope depends 
on the operating point on the demand curve. The graph in Figure 1.4 demonstrates this 
concept. The definition of price elasticity of demand is elaborated in [49] as, 
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⁄  (1.3) 
where Δq is the change in power demand, Δp is the change in price of electric energy, 
and q0 and p0 define the operating point on the demand curve. If the price of electric en-
ergy rises, the concept of elasticity predicts that the consumption should fall assuming 
that the loads have some negative price elasticity. This is apparent from a rearrangement 
of (1.3), 
  
  
  
  
  
. (1.4) 
However, not all loads would respond to small or even large changes in price. It becomes 
important, then, to investigate what loads are curtailable, what level of total demand is 
controlled and what the side-effects of curtailing a load are. In other words, it is neces-
sary to find the price elasticities of the loads in the system. 
 
Figure 1.4 The demand curve has a slope (Δp/Δq) at a particular price and quantity (p0 
and q0). 
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One of the consequences of curtailing a load is that it may impact subsequent en-
ergy use. For example, if an air conditioning unit is turned off in response to a high price, 
eventually that air conditioner is likely to be turned back on and must consequently run 
longer to cool off a warmer room. This brings up another economic concept which splits 
the general term of price elasticity into the more specific terms of self- and cross-price 
elasticity. Self-price elasticity (also known as own-price elasticity) is the change of the 
demand of a good cause by the change in price of that good. In the case of electric ener-
gy, it is the response of electric energy demand to a simultaneous change in price. Self-
price elasticity is generally negative, since an increased price at time t would tend to 
cause a decrease in demand at time t. The second division of elasticity is cross-price elas-
ticity. This has to do with the change in consumption of either a substitute product or a 
complementary product in response to a change in price. In other words, it is the change 
in demand of product B due to the change in price of product A. In this thesis, the prod-
ucts are all electric energy and the cross products are electric energy at a different time. 
In other words, an electric energy price change at time t results in electric energy con-
sumption change at time t + τ. The idea is that the energy consumption may either be de-
layed due to a higher price or that the higher price could make an associated electric en-
ergy consumption change. Therefore, cross-price elasticity can be either positive (substi-
tute) or negative (complement). One reason it might be negative is if some extended pro-
cess did not begin because of an increase in energy price. Since the process did not begin 
at time t, it may no longer require energy at time t + τ. Alternately, cross-price elasticity 
can be positive if the energy demand is somehow delayed by an increase in price. If an 
appliance did not run at time t, it is more likely to run at t + τ. This is demonstrated picto-
 12 
rially in Figure 1.5. In these graphs, ES is the self-price elasticity of demand and EC is the 
cross-price elasticity of demand. The load change Lnew is a deviation from the nominal 
load L0 in reaction to a price increase enduring from time t1 to t2. 
Self- and cross-price elasticity values can be useful in predicting demand response 
to a pricing signal. This may be represented in a matrix of elasticity values representing 
the changes in load at each particular time relative to the changes in price at each time. 
Using N as the limit of the extent of time under consideration, this could look like [49], 
   
  
 ∑   
   
  
 
   
 (1.5) 
where m and n index time periods which both add up to N periods and N-1 is the total 
number of periods considered for cross-elasticity. The equation (1.5) includes both self-
elasticity and cross-elasticity. The self-elasticity for each time is the diagonal of the ma-
trix, where the elements represent a change in demand simultaneous with the change in 
price (i.e., m = n). Therefore, the diagonals of ε are generally negative. The cross-price 
elasticity for each time is the non-diagonal row elements for the row corresponding to 
each time m. These values determine how the demand at time m changes according to a 
change in price at other times (m ≠ n). For instance, if price in the afternoon is higher 
than expected, it might cause consumption to shift slightly to the evening. Therefore, 
cross-price elasticity values are often positive. An increase in price at one time tends to 
decrease use at that time and increase use at other times. If a consumer must have the 
same amount of total energy, the self-price and cross-price elasticity values sum exactly 
to zero (assuming that the operating point remains constant) 
∑    
 
     . (1.6) 
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Electric energy is generally considered to be an inelastic good. This is because the 
amount of power demanded is not largely dependent on the price. In economic theory, the 
threshold for an ‘elastic’ good is unitary elasticity. That is, for every percent change in 
price there is a percent change in consumption. Electric energy is well below this thresh-
old. Typical self-price elasticity values range from 0 to -0.50 [50] and typical values for 
cross-price elasticity in demand response programs range from 0 to 0.30 [51]. Note that 
these are short term elasticities in response to time-of-use prices. The length of time be-
tween the knowledge of the price and the time of energy use is typically one day. Long 
term elasticity has a greater time period in mind and has been examined by a number of 
other studies, e.g.; [52-54]. In this thesis, short term elasticity is used to estimate demand 
response to an operational real time price mechanism. The low magnitudes for real time 
price elasticity could suggest that the price of energy may not significantly change energy 
consumption, as argued in [50]. However, the envisioned system of the future has a high 
level of control and communication that could make electric energy more price-elastic. 
One significant addition to the future grid is the demand response of energy storage de-
vices. These can have price elasticities well above unitary. Another difference is the level 
of intelligent control over appliances. Therefore, the demand response to a price mecha-
nism may be significantly larger than the estimates found in the above studies. 
A couple of comments are pertinent concerning the use of elasticity to estimate re-
sponsive loads. First, the elasticity matrix is a way to perform small, linear changes 
around an operating point (p0, q0). However, it does not perform the non-linear algorithm 
needed to set the operating point. This must be done by some other method. Second, us-
ing elasticity to model responsive loads assumes that the demand change can be approx-
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imated by a linear relationship to price change, which may not be true for large changes 
in price or loads that have discrete levels of power consumption. The use of elasticity 
values provides a way to linearly approximate a change in demand to a change in price, 
but does not determine initial demand at that price and does not model non-linear chang-
es in demand. 
 
ES = 0, EC = 0 ES < 0, EC > 0 
  
 
ES < 0, EC = 0 
 
ES < 0, EC < 0   
Figure 1.5 Pictorial demonstrations of different price elasticity scenarios. 
 
 
1.7 The z-transform for discrete systems 
Delay between updates in the pricing signal is assumed in the implementation of a 
price controlled energy management system. Treating this delay as sample periods allows 
Price 
increase Nominal 
price 
Nominal 
price 
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the system to be modeled as a discrete control system which can be analyzed in the z-
domain. The one-sided z-transform is defined by 
 {     }       ∑        
 
   
 (1.7) 
where f(t) is a function defined for t ≥ 0, the sampling time T is positive, and the sample 
number is indicated by n.  Some common z-domain operations and functions are given in 
Table 1.1.  
Table 1.1 Some common functions and their z-domain transforms. 
Description Time domain representation z-domain transformation 
General function            ∑         
 
   
 
Time delay                  
Integration ∑      
 
    
 
 
   
     
Unit step       
 
     
 
Impulse 𝛿       
 
1.8 Organization of this thesis 
Chapter 1 has introduced some fundamental concepts which serve as a foundation 
for the work in this thesis, including demand response, DLMP, price elasticity and the z-
transform. The more advanced theoretical concepts of self-price and cross-price elastici-
ty, z-domain analysis, and integral square error as a performance index for a discrete time 
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control system are kept for Chapter 2. Also in Chapter 2, a linear shift-invariant model of 
the price controlled energy management system is created in the z-domain. Chapter 3 is 
dedicated to developing a distributed energy storage power flow optimization program in 
order to include energy storage as a load in the EMS model. Some test cases are present-
ed for illustration of the control strategy in Chapter 4 including a single load case, a mul-
tiple load case, a case with energy storage and a case with uncertain load. Chapter 5 
makes some conclusions about the study and recommendations for future work. The Ap-
pendix contains the pertinent Matlab code, Mathcad symbolic and numerical analysis and 
Simulink models along with relevant plots.  
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CHAPTER 2  
ELASTICITY, STABILITY AND COMMUNICATION IN A PRICE CONTROLLED 
SYSTEM 
2.1 Model of a pricing signal controlled system 
The main idea behind the price controlled system is that a near real time pricing 
signal can be used to accomplish some of the goals of the Smart Grid. These goals in-
clude customer response to a transmitted dynamic price, control of energy storage to re-
duce peak demand, incentives for distributed energy resources and a dynamic price re-
sponse to the system state. Using the concepts of elasticity and DLMP pricing signal dis-
cussed in Chapter 1, Figure 2.1 was created as a conceptual model for the envisioned 
control system. In this diagram, the DLMP calculation is dependent on three inputs: the 
forecasted DLMP, the feedback from the load through a gain block B and a small-signal 
control d. The load control algorithm block is not defined for this thesis however it is as-
sumed to manage the load in two ways. First, it determines the nominal level for the loads 
using a forecast of the DLMP values. For instance, if the load is a battery, the algorithm 
may control the battery to store energy during low predicted DLMP and release energy 
during high predicted DLMP. The second way the load control algorithm block manages 
the load is by producing the price elasticity of demand matrix, E. Since the load control 
algorithm uses a predicted price and not the real time price, the load value must be updat-
ed to the real time pricing signal. The conceptual model in Figure 2.1 is used to derive the 
z-domain model in Section 2.3. 
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Figure 2.1 Block diagram of a pricing signal controlled energy management system 
2.2 Price elasticity for electric energy demand in the z-domain 
In order to model the behavior of customers to changing energy prices, the concept 
of price elasticity of energy demand is used. The formula may be written as  
    
   
 𝛿 
𝛿  
   
 (2.1) 
where ΔLm is the change in the load at time sample m and Δ𝛿n is the change in distribu-
tion locational marginal price of electric energy at time sample n. The time is increment-
ed in discrete intervals representing the delay between pricing signal updates caused by 
delays in the system. This is represented in the z-domain by the multiplier z
-1
. This can be 
used to calculate the change in demand at time m in response to the change in price at 
time n by reworking 1.4 in the z-domain. An important distinction is needed here: the en-
ergy demand can only change in response to past real time price changes since the future 
real time price is not yet known. Reworking (1.4) in the z-domain yields: 
          
     
  
   ∑    
     
  
       . (2.2) 
The z
-n
 multiplier represents a delay by n samples. In this way the cross-price elasticity 
values are used to adjust future load levels. The integer N is the total number of delays 
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considered for cross-elasticity, L0 is the nominal load level, as calculated by the load con-
trol algorithm. It is important to note that the values L0, ES, ECn, and 𝛿0 may change in an 
actual system as the time increments, but they are treated as constants in this formula.  
2.3 Linear z-domain model of a price controlled EMS 
A causal linear system is bounded input bounded output (BIBO) stable if for any 
bounded input, the output is also bounded. In the z-domain, this is indicated when the 
poles of the transfer function all lie inside the unit circle. For the analysis in this thesis, 
the price controlled energy management system (EMS) is represented as a linear system 
in the z-domain. This allows the assessment of the system using BIBO stability analysis. 
The model of Figure 2.2 shows the resulting linear system.  
 
Figure 2.2 Block diagram of the linear z-domain price controlled EMS. 
 
2.4 Stability and ISE in a discrete time system 
For linear discrete systems, stability in the z-domain can be assessed by the location 
of the poles of the transfer function. Bounded input, bounded output (BIBO) stability is 
ensured when the impulse response of the system (i.e., the transfer function) has poles 
within the unit circle. For a single input single output linear discrete system, BIBO stabil-
ity can be evaluated by  
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      {    }  
    
    
 (2.3) 
where H(z) is the transfer function of the system, Y is the output of the system and X is 
the system input in the z-domain. Note that H(z) is a z-transform of the impulse response 
of the system, namely h(nT) where n is the running sample number and T  is the sample 
time. BIBO stability of a system in the z-domain system is determined by the location of 
the poles of the transfer function. This observation may be viewed as an analog to the 
continuous case in which the one sided Laplace transform is used to find system stability 
for a continuous system with transfer function H(s). For the continuous case, poles in the 
right half plane result in exponentially increasing time domain response, and therefore 
right half plane poles of H(s) are disallowed for BIBO stability.  Axis poles are also disal-
lowed because a bounded input may result in a duplicate pole on the jω axis thus causing 
an unbounded output.  The same phenomena occur in discrete systems.  Mapping the left-
hand side poles in the s-domain into the z-domain shows that BIBO stability in the z-
domain is ensured by poles inside the unit circle. 
In the case of multiple-input multiple-output (MIMO) control systems, the BIBO 
stability of the system can be determined by the transfer matrix, whose elements are de-
fined as 
        
     
     
 (2.4) 
where Yj is the j
th
 output and Xk is the k
th
 input variable. If each of these transfer function 
elements within the transfer function matrix is BIBO stable then the whole system is con-
sidered BIBO stable.  
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The end objective in the application addressed here is energy management using a 
pricing signal.  Obviously BIBO stability is required.  The stability of the control system 
in this application is not to be confused with ‘stability’ of electric power systems (a sub-
ject relegated to the retention of synchronism in AC systems).  Assuming that stability 
can be achieved in the energy management system, the next step is to optimize the re-
sponse according to some performance index. A common performance index for control 
systems is the integral square error (ISE). The ISE in the z-domain is [33] 
     
 
   
∮𝜂   𝜂           (2.5) 
 
where the closed path of integration is the unit circle and the 𝜂 function is defined as the 
difference between the instantaneous value and the final value of the signal, i.e., 𝜂 is the 
error. 
Normally in a control circuit, the error 𝜂 would be defined as Δδ(z) in Figure 2.2. 
However, this is under a paradigm of a control system with a reference value for its feed-
back. In this typical control scheme, the control assures that the output meets some speci-
fication. In the envisioned system, the goal is not necessarily for the load to reach a par-
ticular level but to achieve some equilibrium between the pricing signal and the demand. 
For simplicity, this thesis considers a step in price for the input signal. The system is con-
figured so that after a step in price the load eventually settles at the original nominal lev-
el. This assumption allows error to be measure as the value of ΔL(z) in Figure 2.2. The 
ISE for the system is demonstrated in Figure 2.3 for demonstration purposes only. The 
actually data and explanation of the results are discussed in Chapter 4. However, three 
concepts can be seen in Figure 2.3: 1) there is an initial price step and the price eventually 
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settles to that initial step value; 2) the load initially responds to the price step and eventu-
ally settles to an equilibrium point; 3) the ISE monotonically increases and settles at a 
value when equilibrium is reached. Therefore, the ISE for a certain input price can be 
measured by simulation, although it may be limited in its accuracy by the length of the 
simulation time. In order to minimize the ISE, the simulation can be run for each parame-
ter value. In this case, the feedback gain B can be swept and a simulation run for each B 
value.  
 
Time 
 
Figure 2.3 Pictorial representation of the integral square error of electric demand in 
response to a control signal 
 
𝜂    
Steady-state 
demand 
IS
E
 (
k
W
2
s)
 
L
o
ad
 (
k
W
) 
D
L
M
P
 (
$
/k
W
h
) 
    ∫ 𝜂      
 
  
 
 23 
The ISE can also be calculated analytically for the system in view. In order to 
change the contour integral of (2.5) into a line integral, a change of variables is made 
from z to ϕ with the relationship         , 
     
 
  
∫ 𝜂(   )𝜂(    )  
  
 
. 
 
(2.6) 
Equation (2.6) allows the derivation of the ISE if the η function can be formulated in the 
z-domain as a function of system parameters and the z variable. In the present application, 
deriving the η function analytically is non-trivial and specific to the elasticity function. 
However, when the ISE is calculated analytically, it can be minimized with respect to the 
parameters of the system (i.e., the feedback gain B in this case).  
In the case of parameter uncertainty, instead of minimizing the ISE, robust optimi-
zation can be used to minimize the expected ISE [55]. In this specific application, the 
nominal load level is the uncertain parameter and the probability of load L0,i is pi. The 
expected ISE is 
           ∑           
 
  (2.7) 
 The robust optimization of the ISE with the feedback gain variable is 
   
 
           (2.8) 
where E(∙) is the expected value of the ISE computed by  
     ∫          
 
  
 (2.9) 
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2.5 Communication of the pricing signal 
The pricing signal requires communication between the distribution level control 
and the controlled loads. The bandwidth of a signal is related to the channel capacity and 
signal to noise ratio by the Shannon-Hartley theorem [56] 
                (2.10) 
where C is the channel capacity in bits/s, BW is bandwidth in Hz, and SNR is the signal to 
noise ratio. The required communication bandwidth for the pricing signal is estimated by 
(2.10). 
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CHAPTER 3  
DISTRIBUTED ENERGY STORAGE OPTIMIZATION USING A PRICING SIGNAL 
3.1 Introduction 
Part of the vision of the FREEDM system is the implementation of energy storage 
at the distribution level. In order to include distributed energy storage devices (DESD) 
into the EMS model, some ground work must be laid concerning the control algorithm 
which determines the power flow into and out of the DESD. The envisioned control of 
the DESD calculates power flow based on a daily forecast price profile. This chapter in-
vestigates the technologies involved in DESD and some of the factors in formulating a 
battery flow optimization problem. The DESD flows are updated by a real time pricing 
signal using the concept of a linear price elasticity-based multiplier. In the EMS model, 
the battery flow is a combination of the nominal flow as solved in the flow optimization 
problem and a real time response to deviations from the forecasted price.  
3.2 Energy storage technology overview 
Electric energy storage devices can be used for purposes of power quality, load 
shifting, power and cost management, and renewable resource integration [57]. The dif-
ferent technologies for energy storage include batteries, supercapacitors, flywheels, 
pumped hydro, compressed air and thermal storage. The application of an energy storage 
technology depends partly on what shall be denominated the duration of discharge. This 
is the amount of time that the device is typically used to discharge its stored capacity. 
Although the duration of the discharge is specific to each application of a technology, a 
generalized comparison of the durations for different energy storage technologies is 
shown Figure 3.1. These are by no means precise or definitive time ranges, but show 
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conceptually what durations might be expected from these technologies. For a more thor-
ough comparison of these energy storage technologies, see [58]. The duration of dis-
charge is related to the potential application of the energy storage device. A very short 
discharge can help in power quality by discharging energy in sub-cycle time frames. A 
discharge in the realm of hours can provide load shifting by discharging energy during 
peak hours and storing energy during off peak hours. Longer-term discharge levels, such 
as days, can be used for power scheduling [59]. These three categories are shown at the 
top of Figure 3.1. The EMS envisioned in this thesis uses energy storage to perform load 
shifting and therefore the battery technology is employed. 
 
 
Figure 3.1 Comparison of discharge duration of some commercially available energy 
storage technologies [60]. 
 
 
Although battery storage is broadly represented by the lead acid battery above, 
there are many viable alternative battery technologies. In a price controlled system, the 
cost effectiveness of a battery and its associated rectifier, inverter and controls must be 
considered. Some technologies for battery storage and their cost-impacting characteristics 
are found in [61]. This data was used to find a stored energy cost, which is the battery 
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cost divided by the life-span in cycles. The chart in Figure 3.2 shows the comparison. 
Since the lead acid battery is both cost effective and a well-established technology, this is 
used for the present DES study. 
 
Figure 3.2 The comparative cost for an energy storage cycle for different battery 
technologies [61]. 
3.3 Active power losses associated with energy storage 
Three losses associated with battery energy storage are considered in this section: 
distribution system loss, power converter loss and battery loss. The costs associated with 
these losses are considered simply as the cost to produce the energy absorbed in the loss-
es, although some additional associated costs which are not considered here are discussed 
in [62-63]. The DESD power flows impact the losses in the distribution system, which 
could either increase or decrease depending on the layout of the system, the amount pow-
er being generated or stored and the location of the DESD [64-66]. The power converter 
can also be a significant source of loss in battery storage. Some high efficiency converter 
designs which fall in the range of 2-5% loss are discussed in [67]. Finally, there is power 
loss in the battery itself. A model for the loss in a lead-acid battery is developed in [68]. 
0.01
0.1
1
10
Vanadium
redox
Lead acid Nickel
cadmium
Lithium ion Metal air
St
o
re
d
 E
n
e
rg
y 
C
o
st
 (
($
/k
W
h
)/
cy
cl
e
) 
Battery Technology 
 28 
The assumption of this paper is that these losses can be estimated as having a quadratic 
dependence on battery power flow.  
3.4 Battery flow optimization objective function 
Since a pricing signal is used as a control signal, the DESD can be controlled by 
the solution to a constrained cost minimization problem 
   
     
∑ 𝜆      𝓁  
 
   
 (3.1) 
where 𝜆n is the forecasted price of electric energy ($/kWh) at sample n, N is the maxi-
mum sample number considered which should account for 24 hours, T is the sample peri-
od and  fn is the active power flow into the battery (kW) at sample n. When the cost func-
tion is minimized, the cost becomes negative if the cost to store energy (fn > 0) plus the 
cost of losses is less than the profit from generated energy (fn < 0). The loss 𝓁  is a func-
tion of power flow fn and may include the real power loss (kW) in the power converter, 
battery and distribution system. The loss function may change depending on the direction 
of the power flow and therefore the single power flow variable f is broken into two varia-
bles: a storage variable s and a generation variable g, such that 
         (3.2) 
where s and g are both positive, active power flows (kW), s into the battery and g out of 
the battery. 
The goal in modeling the losses associated with energy storage is to include the 
costs of these losses into the objective function of (3.1). In order to make the objective 
function quadratic, the active power losses in the battery, power converter, and distribu-
tion system are modeled as quadratic functions of generation and storage, in the form 
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𝓁         
       𝛾 (3.3) 
𝓁      𝜒  
   𝜓   𝜔. (3.4) 
The constants γ and 𝜔 partially represent losses that are independent of the level of gen-
eration or storage, such as the loss in power electronic equipment which requires a certain 
amount of power to operate. These constants may also represent a component to the best 
fit solution to approximate the loss curve of the power electronics, battery, or distribution 
system. In either case, if the power flow variable is zero, this constant loss should not be 
included in the total losses, since this represents a loss only associated with a non-zero 
power flow. This can be represented by adding a binary variable to the loss equation  
𝓁         
      𝛾   (3.5) 
𝓁      𝜒  
   𝜓   𝜔   (3.6) 
where v and u are binary variables which represent positive (1) or zero (0) power flow. 
The objective function of (3.1) can be modified to include the loss formula resulting in a 
quadratic minimization 
           ∑            𝜒  
   𝜓   𝜔      
      𝛾   . (3.7) 
In order to solve (3.7) using quadratic programming (QP), [69] demarcates two charac-
teristics that must be met. First, the objective function should be a convex quadratic, 
meaning that it must fit the form 
           (3.8) 
where P is a positive semi-definite matrix. The replacement of the multiple variables in 
(3.7) with the single x variable is done by making x a vector defined as [
 
 ], where s and g 
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are vectors with N elements each representing all N time periods. For the case of (3.7), P 
is defined by 
    𝜆  𝜒 1 ≤ n ≤ N (3.9) 
    𝜆      N < n ≤  N (3.10) 
      n ≠ . (3.11) 
For P to be positive semi-definite, the diagonals must be positive, meaning α and 𝜒 need 
to be positive, assuming that the price is never negative. The second characteristic of a 
problem which can be solved using QP is that the constraints must be affine. This leads 
into the next section establishing the constraints for the battery flow optimization prob-
lem.  
3.5 Battery flow optimization problem constraints 
Assuming that the converter has a maximum power flow and no minimum power 
flow, the first constraints deal with limiting the generation and storage power flows. The 
binary variables established in the previous section are accounted for in the constraints to 
assure that generation and storage are zero in the off state 
  ≤   ≤         ∀   (3.12) 
  ≤   ≤         ∀   (3.13) 
where Pmax is the upper limit of active power flow through the power converter. The se-
cond constraint assures that the battery is not simultaneously in a state of charge and dis-
charge 
     ≤  . ∀   (3.14) 
 
 31 
The final constraint is that the energy storage must not exceed the battery capacity on the 
upper bound or the minimum battery charge on the lower bound, 
     ≤ ∑        
 
   
≤      ∀   (3.15) 
where Bmax and Bmin are the maximum and minimum allowable charge in kWh for the 
battery. An additional constraint is required to balance battery charge and discharge 
through an optimization period. It is assumed that for any period considered, the battery 
needs to charge and discharge an equal amount. Therefore, if the time period begins with 
an initial charge in the battery, it must end with the same amount of charge stored in the 
battery,  
∑         
 
   
   . (3.16) 
Since all of the above constraints are affine, QP can be used to solve the formulated bat-
tery flow optimization problem. 
3.6 Further characterization of the battery flow optimization problem 
The battery flow optimization problem is envisioned providing a power flow pro-
file using a forecast of real time energy prices. In the interest of this thesis, the battery is 
envisioned using near full capacity and providing a continuous power flow profile which 
can be approximated by the linear model of the system. Since cost minimization is not the 
sole objective for energy storage, an additional objective function shall be added to the 
optimization problem. Multi-objective programming (MOP) is a method of optimizing 
over multiple objective functions. The general form of a MOP composite objective func-
tion is I(x) 
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                     (3.17) 
where w1 and w2 are weights for each objective (cost) function. There are several ap-
proaches to the constrained multi-objective optimization problem. This problem might be 
solved using the normal boundary intersection (NBI) method [70]. There are alternative 
formulations of the multi-objective optimization problem, some of which are discussed in 
[71-76]. In the present application, the indicated multi-objective optimization methods 
are deferred in favor of a straightforward heuristic approach. The approach used is to fix 
one weight and select the other weight for operational convenience. More specifically, w1 
may be set to unity in order to determine only w2 since only the ratio of the weights im-
pacts the solution in this case. The first cost function c1 in (3.17) is taken to be the cost 
function represented in (3.7). The second is a penalty for ‘extreme’ generation or storage 
levels. That is, c2 is used to reduce large levels of power flow and incentivize smaller, 
more even levels of net demand. Therefore, an appropriate objective function is the Eu-
clidean norm of the power flow variables indicated in (3.16),  
 ‖   ‖ 
 . (3.18) 
In order to determine w2, the shadow price of the battery capacity constraint (3.15) de-
nominated 𝜇cap is used. This shadow price is non-zero when the battery reaches a state of 
full charge and is neither being discharge nor charge. If the battery reaches a state of full 
charge, it may not respond to price changes. This creates a potential non-linear response 
to price that must be eliminated. Therefore, the criterion 𝜇cap = 0 for all k is used for the 
verification of w2, as seen in Figure 3.4. 
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3.7 Battery demand price elasticity 
Ultimately, the battery flow control algorithm needs to produce two things: 1) a 
nominal flow profile and 2) a linear multiplier to adjust the flow to real time price devia-
tions. The nominal flow profile is solved by the multi-objective optimization problem, 
i.e., the solution to (3.17). In order to assign the linear multiplier, the concept of price-
elasticity is combined with the shadow price associated with the balance of charge con-
straint in (3.15). This shadow price is the value of the next kWh of energy storage capaci-
ty. As a linear estimate, it is approximated that every kWh of stored energy is worth this 
amount. The self-price elasticity can, therefore, be approximated using this shadow price  
     
𝜆 
𝜆  𝜇  
 ∀   (3.19) 
where 𝜇ch is the shadow price for the charge balance in (3.16), 𝜆n is the cost as sample n 
and En is the self-price elasticity of the battery flow at sample n. The concepts of this par-
agraph are demonstrated in Figure 3.3. Therefore, power does not flow from the battery 
when the price is at 𝜇ch, flows into the grid above 𝜇ch, and flows from the grid when the 
price is below 𝜇ch.  
3.8 Optimizing with the MOSEK solver 
The chosen solver for the battery flow optimization problem is MOSEK [77]. 
Some popular solvers are discussed and compared in [78]. A difficulty with finding the 
shadow price 𝜇ch for use in the elasticity formula (3.19) is that the MOSEK solver cannot 
produce shadow prices for problems with binary variables [77]. Two solutions exist to 
this problem. First, the binary variables could be eliminated altogether. This is an appeal-
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ing solution, since the computation requirements increase considerably when binary vari-
ables are included. However, this does not most accurately represent the battery costs. 
The second solution is that a second optimization problem could be created which 
is identical to the first except that the binary variables are set to the solutions from the 
first optimization problem. In this case, the binary variables would now be constants and 
therefore the second iteration would be able to produce shadow prices.  The flow chart 
for the optimization problem solving process is shown in Figure 3.4. Note that the pro-
gram CVX was used to interface between Matlab and the MOSEK solver [79].  
 
 
 
 
 
 
 
Figure 3.3 A pictorial representation of the relationship between the battery power flow, 
the electric energy price and the shadow price 𝜇ch. 
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Figure 3.4 Flow chart for the battery flow optimization procedure.
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CHAPTER 4  
PRICING BASED CONTROL OF THE FREEDM SYSTEM: ILLUSTRATIVE CASES 
4.1 Introduction to the use cases 
The preceding chapters presented a price based control for the FREEDM distribu-
tion system. In this chapter, five use cases are presented to illustrate the proposed control. 
In each case, stability and ISE are determined using a distribution level pricing signal as 
an input and a load control output signal. The model in the z-domain is shown in Figure 
4.1. The BIBO stability of the system is determined by the small signal transfer function 
     
     
    
 (4.1) 
where the input signal is d(z) and the output signal is ΔL(z). The parameters L0, ES and 𝛿0 
are considered constants in order to render the system linear. The feedback gain B is 
‘swept’ during the system performance evaluation and analysis. The five use cases are:  
 Use case 1 – single input single output (SISO) configuration used as a base 
case 
 Use case 2 – the same SISO configuration as use case 1 but with a different 
cross-price elasticity function  
 Use case 3 – multiple input multiple output (MIMO) configuration with 
two distribution level price signals and two distribution load outputs 
 Use case 4 – single input multiple output (SIMO) configuration with a sin-
gle price and a single distribution node, but with battery energy storage as 
an additional load 
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 Use case 5 – the same SISO configuration as use case 1 but with uncertain 
load. 
These scenarios are explained further in their respective subsections. The goal of analyz-
ing these two scenarios is to illustrate how the different parameters of the price controlled 
system affect the BIBO stability and the ISE performance.  
 
Figure 4.1 Distribution EMS system under consideration illustrative use cases. 
4.2 Use case 1: single input single output system base case 
In this first use case for the price controlled EMS, the circuit shown in Figure 4.1 
is analyzed as a base case for comparison with the other use cases. Use case 1 is also used 
to illustrate the basic functioning of the price controlled system. It uses a formula which 
creates constant cross-price elasticity for a set number of samples, 
       
  
   
∑    
   
   
 for n = 0,1,…N-1 
(4.2) 
        for n ≥ N. 
In (4.2), n = 0 begins the count of samples at the time of the price change and N-1 is the 
total number of future samples considered for cross-price elasticity. The equations in 
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(4.2) essentially state that for all the considered time samples N-1, the cross-price elastici-
ty is a constant. Note that the sum of all the price elasticity multipliers is zero in conform-
ity to (1.6). The cross-elasticity goes to zero N samples after the price change. That is, a 
change in price only directly impacts the load up to N samples after the price change oc-
curs.  
There are two tracks that the analysis of this circuit takes. First, a discrete model is 
created in Simulink in order to demonstrate the operation of the control system and to 
minimize ISE. Then, an analytic model of the system transfer function is derived to per-
form BIBO stability analysis and ISE minimization. The ISE of the Simulink model is 
compared with the formulaically calculated ISE to demonstrate the use of the ISE analy-
sis using the Simulink model.  
The SISO system for use case 1 was created in Matlab Simulink and can be viewed 
in detail in Appendix A.3. In order to demonstrate the working of the system, a single-
sample pulse is used as the input signal d(z). This pulse raises the DLMP by 10% for one 
sample period. Any additional changes in the DLMP occur as a result of feedback. The 
load and price signals which result from this pulse input are shown in Figure 4.2 for three 
different feedback gains. When the feedback gain is zero, note that the initial reduction in 
the load level is determined by the self-price elasticity and is due to the temporary rise in 
price. The subsequent rise in load level is due to cross-price elasticity and compensates 
the energy lost during the momentary high price. When the feedback gain is positive, the 
price pulse causes an oscillatory effect of alternating price and load levels.  When the 
feedback gain is sufficiently high, the system produces an unbounded signal output.  
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Figure 4.2 Demonstration of use case 1 signal responses to a price impulse. 
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The system model in Figure 4.1 was also analyzed formulaically to illustrate the 
BIBO stability and ISE dependence on the feedback gain. The analytic derivation of the 
transfer function H(z) begins with the derivation of the equations for the discrete time 
signals. The formula for the real time DLMP signal is  
𝛿    
  
     
               . (4.3) 
The load is adjusted with a small-signal load update ΔL(z) defined by 
        
     
  
     
⁄
  
(   
  
   
∑          ). (4.4) 
The input signal d(z) and the output signal ΔL(z) are isolated and the transfer function of 
(4.1) is derived by the ratio of the two. This transfer function, H(z), has a polynomial nu-
merator and denominator, both of the order N+1, and was derived using Mathcad symbol-
ic analysis tools, as seen in Appendix A.1. The analytic derivation of H(z) was used to 
find the poles for a few values of the feedback gain B, seen in Figure 4.3. Note that when 
the feedback gain increases, the negative real axis pole crosses the unit circle, signifying 
that the system is not BIBO stable. 
The integral square error was also derived for use case 1. In order to find the ISE, 
the final value must be known in advanced to know the error of the signal. A step func-
tion is used as the input signal d(z) to analyze the ISE. For a step in the distribution LMP 
and a constant nominal load, the final load power level is the same as the initial load lev-
el, since the sum of the cross-price elasticity multipliers in the brackets of (4.2) is equal to 
the negative of the self-price elasticity, in accordance with (1.6). Therefore, any change 
in load level can be considered error for a step price input. The ISE was derived analyti-
cally in Mathcad and these formulas are in Appendix A.2.  
  
4
1
 
 
Figure 4.3 SISO z-domain transfer function pole locations for constant EC with three feedback gain values. 
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The ISE was minimized over a sweep of the B parameter with the optimal B con-
sidered as the value which resulted in the minimum ISE. These results are shown in Fig-
ure 4.4. The same analysis was performed in Simulink and the results are similar. How-
ever, since the simulation in Simulink cannot be performed for infinite time, the integral 
for the ISE becomes increasingly inaccurate as oscillations in the output signal continue 
for longer times. The graph for the ISE as calculated in the Simulink model can be found 
in Appendix A.3. 
The goal of the use case 1 illustration is to demonstrate the basic functioning of the 
pricing signal controlled EMS and to present a base case for comparison with other use 
cases. The next four cases change different system parameters to illustrate their effects on 
performance. 
 
Figure 4.4 ISE minimization for the SISO system under use case 1. 
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4.3 Use case 2: alternate cross-price elasticity formulation 
The second use case for the SISO system of Figure 4.1 considers a cross-price 
elasticity which decreases linearly over time. The sum of the self-price elasticity and all 
the cross-price elasticity multipliers is zero in conformity to (1.6). Compared to use case 
1, this use case represents a method of more rapidly restoring much of the energy de-
ferred by a rise in price. The cross-price elasticity as a function of the sample number is 
          [
 
   
  
 
      
]     
for n = 0,1,…N-
1. 
(4.5) 
        for n ≥ N 
The cross-price elasticity multiplier in the brackets in (4.5) decreases as the samples 
move forward in time from the initial price change. By the N
th
 sample, the cross-price 
multiplier reaches zero and remains zero. 
The formula in (4.5) is used to derive an analytic expression for the transfer func-
tion for use case 2. The DLMP signal formula is that given in (4.3) but the load update 
signal changes to  
        
     
  
     
⁄
  
(     ∑ [
 
   
  
 
      
]          ). (4.6) 
The transfer function H(z) is derived for use case 2 and the poles are plotted for various 
feedback gain values, presented in Appendix A.4. The integral squared error is plotted as 
a function of the feedback gain B in Figure 4.5 and the derivation of the ISE in Mathcad 
is in Appendix A.5. The ISE analysis was repeated using Simulink with similar results in 
Appendix A.6. The minimum ISE was found to be 0.0175 kW
2
s for B* = 0.0302 
$/(kW
2
h). 
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Figure 4.5 ISE minimization for the SISO system under use case 2. 
The comparison between the results in Figure 4.4 and the results in Figure 4.5 
show that the cross-price elasticity function influences the performance of the system. 
The cross-price elasticity function represents the type of response the load has to a price 
change. If the load attempts to spread out the recovery of energy lost in a price increase, 
the optimal feedback gain is relatively higher and the ISE is lower. If the load attempts to 
recover the lost energy more quickly, the optimal feedback is lower.  
4.4 Use case 3: multiple input multiple output system 
The first use case involved a system with a single load which was influenced by a 
single price input signal. However, the distribution system in view for FREEDM consists 
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nodes. With multiple nodes in the distribution system, the interdependency between pow-
er demands via the DLMP pricing signal is represented as a multiple input multiple out-
put (MIMO) control system. The block diagram in Figure 4.1 is used, but for use case 3 
the signals indicate vectors of k elements for the k distribution nodes. The following 
analysis considers the case for two distribution nodes, i.e.; k = 2. Addition, subtraction, 
division, and multiplication blocks of Figure 4.1 all perform their operations element-
wise. The feedback gain B can be broken into a matrix of gains between the load change 
at one node and the price change at each other node, where the elements in the B matrix  
     
   
    
. (4.7) 
The input signal for the MIMO system analysis is the pricing signal for distribution node 
1 and the output signal is the load at node 1, 
       
      
     
. (4.8) 
The ISE analysis is performed in Simulink for sweeps of B values. The assumption for 
the B matrix is that B11 = B22 and B12 = B21. The circuit and code for this simulation can 
be seen in Appendix A.7. The plot of ISE values for multiple B11 and B12 values is shown 
in Figure 4.6. Note that the ISE is minimized at B12 = 0, which means that the price at one 
node is not impacted by a load change at another node. Since the demand at one node of a 
distribution system can impact the cost of delivering energy to another node in a distribu-
tion system, there may be economic reasons for B12 to be nonzero. That is, a nonzero B12 
might more accurately reflect the costs of energy delivery. Nevertheless, a nonzero B12 
increases the ISE for the price control of the load. The minimum ISE here is 0.2464 
kW
2
s, the same as in use case 1. 
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Figure 4.6 ISE minimization for use case 3. 
4.5 Use case 4: single input multiple output with DESD 
The previous use cases assumed a distribution level load which had price elasticity 
less than unity. This is considered a price inelastic demand and is in line with the results 
of demand response program studies which are reviewed in Chapter 1. However, in the 
envisioned FREEDM distribution system, the loads include distributed energy storage. 
The price elasticity of energy storage may have an impact on the performance of the 
EMS system since a small change in price may very well result in a large change in pow-
er flow requested by the DESD. That is, demand for DESD may be very price elastic. A 
battery flow optimization was performed for a 5 kWh lead acid battery as seen in Appen-
dix A.8 and the operation at peak price was found to be 0.67 kW power generation with a 
ISE (kW
2
s) 
   [
      
      
] 
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self-price elasticity of 297%. The battery was included in parallel with a 10 kW load from 
use case 1, creating a single input multiple output (SIMO) system. The ISE was opti-
mized for the SIMO system with a distribution level load and battery both controlled by 
the same pricing signal and the results are shown in Figure 4.7. Although this battery 
generates less than seven percent of what the load consumes, due to its large price elastic-
ity it almost cuts the optimal feedback gain B in half. Therefore, the DESD restricts the 
values of B which result in a BIBO stable system, as compared to use case 1. The ISE 
remains 0.2464 kW
2
s.  
 
Figure 4.7 ISE minimization for the SIMO system for use case 4. 
4.6 Use case 5: single input single output with uncertain load 
In the previous ISE minimizations, the nominal load was considered a known val-
ue. In implementation, the load may be uncertain. Load variation could cause a problem 
due to a combination of two phenomena. First, the ‘optimal’ B to minimize ISE may be 
dependent on the load level. Second, the slope of the ISE curve increases rapidly when B 
B* = 0.0177 $/(kW
2
h) 
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> B*, as in Figure 4.4. The strategy for use case 5 is to select B for several different nom-
inal load levels and weight the resultant ISE calculations using the probability of those 
given load levels. This is an example of robust optimization.  In all cases, the B selected 
must render the system BIBO stable. For the present application, to implement robust op-
timization a probability distribution was assigned to the load level. A Gaussian distribu-
tion was used for the load level in this demonstration, but a more realistic distribution 
could be used if it were available. For use case 5, the load was modeled as Gaussian with 
discrete load levels with a mean of 10 kW and a standard deviation of 1.0 kW, shown in 
Figure 4.8. The load level distribution was used in simulation in Appendix A.9 to find the 
expected value of the expected ISE for each value of B seen in Figure 4.9. Note on this 
figure that the expected ISE rises steeply above optimal B. This is the effect of an un-
bounded output, which results in an infinite ISE. Any load which causes an unbounded 
output will thus result in infinite expected ISE according to (2.7) The results of use case 5 
are a robust B* of 0.0294 $/(kW
2
h) and a corresponding expected ISE of 0.2541 kW
2
s.  
 
Figure 4.8 Probability density for the robust optimization in use case 5. 
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Figure 4.9 ISE minimization for the SISO system for use case 5. 
 
4.7 Summary of use cases 
Use cases 2-5 implemented four scenarios for the price controlled EMS to compare 
to use case 1. Optimal feedback gain B* and minimum ISE for each use case is shown in 
comparison to use case 1 in Figure 4.10. In the diagram, the numbers in each box are the 
use case numbers. Other system parameters were varied and the results can be seen in 
Table 4.1. Use case 1 for these comparisons is use case 1 parameter values, which can be 
found in Appendix A. These illustrations suggest that the price controlled system in view 
can use the feedback gain to assure stability and minimize ISE in practical operation in 
one of three ways:  
1) The calculation of B* could be updated as the system parameters change. 
This strategy could be supported by the increased level of communication 
which is envisioned in the Smart Grid. Loads could update their power 
consumption levels, self-price elasticity, and cross-price elasticity charac-
teristics to allow an operational real time B calculation.  
B* = 0.0294 $/(kW
2
h) 
E
(I
S
E
) 
(k
W
2
s)
 
 50 
2) The system parameters could be limited to maintain bounded output for a 
fixed B. The consumer price elasticity and power consumption could be 
limited. However, limiting all parameters which affect performance 
would necessarily limit the initial forecast DLMP. This option moves 
away from the market equilibrium envisioned.  
3) There could be some combination between the first and second options. 
Some parameters could be limited while others are allowed to vary. This 
would require proper communication of these parameter values in order 
to calculate B*. 
Table 4.1 Parameters of the SISO system and their respective impacts on B* and ISE. 
Parameter change Impact on B* Impact on minimum ISE 
ES increase Decrease Increase 
d(z) step size increase Same Increase 
L0 increase Decrease Increase 
𝛿0 increase Increase Decrease 
EC(z) weighted more to-
ward recent samples 
Decrease Increase 
 
 
Figure 4.10 Relative effects of parameter changes to the price controlled EMS. 
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4.8 System communication requirements 
The communication of a price signal and of parameter values or limitations re-
quires a communication infrastructure. The envisioned channels are shown in Figure 
4.11, where parameter values of the load are considered consumer ‘preferences’ and pa-
rameter limitations are labeled ‘response limitations.’  
 
Figure 4.11 Communication channels envisioned in the price controlled EMS. 
The illustrative use cases used a pricing signal updated every second. If the preci-
sion of the price is nine decimal places, this corresponds to 32 bits per second. The theo-
retical bandwidth of this system from (2.9), assuming a signal-to-noise ratio of 200, is 
about 4 Hz. In the system in view, a more rapid control may be desired. If the pricing 
signal updates every 4 milliseconds, the bandwidth increases to 1.046 kHz. Figure 4.12 
illustrates the variation in the communication bandwidth for a 200 signal-to-noise ratio, 
32 bit technology versus sample time. Note that this bandwidth is only for the communi-
cation of the pricing signal itself. Any additional communication in the system may re-
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quire more bandwidth. This is especially true for any communication parallel to the 
communication of the pricing signal, including customer response limitations or customer 
preferences. 
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Figure 4.12 Relationship between the sample time and badwidth of a pricing signal for an 
energy management system. 
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CHAPTER 5  
CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
This thesis concerns a distribution class LMP pricing control signal for load man-
agement in the FREEDM distribution system. The control system was analyzed using a 
small-signal, linear z-domain model. The transfer function between the pricing signal and 
the load response was evaluated for bounded input, bounded output stability and integral 
square error. The BIBO stability of the system was shown to depend on the feedback gain 
between the change in load and the price. If the price responded too aggressively to load 
changes, the output signal of the system controlling the load became unbounded. The in-
tegral square error was used as a performance index to evaluate the control system. Five 
use case illustrations demonstrated that the ISE was impacted by the system parameters. 
In each case, the pricing signal was given a 10% price step and the ISE of the load con-
trol signal was evaluated. The feedback gain was optimized to find the minimum ISE. 
The following main conclusions are made from these cases: 
 Load management can be achieved by use of a pricing signal in a power 
distribution system. 
 The response of the load to a pricing signal can be modeled in a linear con-
trol system using the price elasticity of the load energy demand. 
 The price controlled system has BIBO stability issues which can be allevi-
ated by appropriately designing the parameters of the system. 
 The theoretical bandwidth required for a pricing signal was determined to 
be on the order of 1 kHz for a 4 millisecond pricing update period. Other 
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potential communication requirements exist and depend on the implemen-
tation of the system. 
 The indicated pricing based feedback configuration appears to be well suit-
ed for electronically controlled power distribution as used in the FREEDM 
system. 
Each of the five cases also demonstrated more specific information regarding the use of a 
pricing signal as a control for energy management: 
 Use case 1 was a single input and single output system and demonstrated 
that the load could be controlled by a pricing signal. The BIBO stability 
and ISE was affected by the feedback gain. For use case 1, the ‘optimal’ 
feedback gain was 0.033 $/(kW
2
h) and the ISE was 0.2464 kW
2
s.  
 When the cross-price elasticity more rapidly compensated for deferred en-
ergy in use case 2, B* slightly dropped to 0.030 $/(kW
2
h) and the ISE fell 
to 0.1747 kW
2
s.  
 Use case 3 illustrated a system with two loads, two pricing signals and 
feedback gain between the loads and pricing signals. The optimal feedback 
gain between the load control signal and the pricing signals for other loads 
was    
 = 0. This resulted in an optimal operation at the same point as use 
case 1, where    
  = 0.033 $/(kW
2
h) and ISE = 0.2464 kW
2
s. If economic 
reasons compel the operator to make B12 > 0, the ISE rises and the 
   
 drops.  
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 Energy storage was included in the system in use case 4, creating a single 
input dual output system. The large price-elasticity of the battery storage 
creates BIBO stability issues. A single 5 kWh battery was used and this re-
duced B* to 0.0177 $/(kW
2
h). The ISE remained the same as in use case 1. 
 Use case 5 optimized the expected ISE for an uncertain load demand level. 
Using robust optimization and an assumed load level probability distribu-
tion, B* was 0.029 $/(kW
2
h) and the expected ISE was slightly higher than 
use case 1 at 0.2541 kW
2
s. 
5.2 Future work 
Future work remains for the development and analysis of a price controlled energy 
management system at the distribution level. This includes: 
 analyzing the economic benefit of the control system 
 studying additional use scenarios, including scenarios with no load 
 examining the effects of variable latency 
 compensating for loss of communication.  
Future implementations, possibly at the green energy hub at the FREEDM systems cen-
ter, could integrate software, hardware and communications into a single system.  Addi-
tional work to evaluate the practicality of these ideas includes: 
 Testing of the energy management on the full IEEE 34 bus test bed 
 Utilization of a price profile from a real system 
 Examining the interaction and impact of renewable resources in the distri-
bution system. 
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APPENDIX A 
MATHCAD FORMULAS, MATLAB CODES AND SIMULINK BLOCK DIAGRAMS 
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A.1 Use case 1 BIBO stability analysis  
Mathcad software was used to formulate the system transfer function H(z). After 
parameter values were assigned, the poles and zeros of the transfer function were deter-
mined and compared for different values of the feedback gain, B. The following is the 
Mathcad code which performed this function. Following the code, Figure A.1 shows the 
plotted poles and zeros of H(z) for B = 0.033 $/kW
2
h. 
1. Signal formulation 
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3. Derivation of the transfer function H(z) 
 
 
 
 
 
 
4. Finding numerical poles of H(z) for system parameter values 
 
  
 
 
 
 
 
 
 
5. z-domain pole and zero diagram 
 
The poles and zeros of H(z) are plotted in Figure A.1. 
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Figure A.1 Use case 1 z-domain transfer function pole and zero plot; note the pole and 
zero at z = 1 cancel.  
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A.2 Use case 1 analytic ISE minimization  
The following script was used in Mathcad to derive an analytic formula for ISE 
and minimize ISE over the feedback gain parameter B. This code produced Figure 4.3.  
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A.3 Use case 1 simulated ISE minimization 
The SISO system in use case 1 was created in Simulink. The model diagram is 
shown in Figure A.2. The B parameter was ‘swept’ and the simulated ISE values deter-
mined for each B using the following code. A single B value of 0.033 $/kW
2
h was used 
to show the signal values in the system, shown in Figure A.3. 
% Calls the B_Parameter_Optimization simulink model with  
% different 
% values of B and takes the final value of the ISE for  
% each B 
  
D = 10/(60*60);         % DLMP forecast (cents/kWs) 
B_step = 0.0001; 
B_max = 0.041;          % Maximum feedback gain  
                        % ($/(kW^2h)) 
B = (0:B_step:B_max)*(1/60)*(1/60)*100;      % Feedback  
                                    % gain (cents/(kWs)^2) 
I = zeros(size(B)); 
i = 1; 
for b = B 
    simout = 
sim('B_Parameter_Optimization','SrcWorkspace','current'); 
    ISE = simout.get('ISE'); 
    I(i) = max(ISE)/(60^4)*1000^2; % convert from (kWs)^2  
                                   % to (kWh)^2 
    i=i+1; 
end 
  
plot(B*60*60/100,I,'k','LineWidth',2); % convert B from  
                              % cents/(kWs)^2 to $/(kWh)^2 
xmin = 0; 
xmax = B_max; 
ymin = 0.01; 
ymax = 0.05; 
axis([xmin xmax ymin ymax]); 
[value, index] = min(I); 
optB = B(index) 
ylabel('\it ISE \rm (kW^2s)'); 
xlabel('\it B \rm parameter $/(kWh)^2'); 
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Figure A.2 Use case 1 Simulink model. 
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function DLMP = fcn(DLMP_Forecast, d, dL) 
% Calculates the real time DLMP by updating according to  
% d and dL 
  
DLMP = DLMP_Forecast + d + dL; 
function [Nominal_Load, Load_Elasticity_Vector]= 
fcn(DLMP_Forecast) 
% Load control function sets Nominal Load level and Price  
% Elasticity values 
  
  
N = 24;                 %Number of samples per period 
Es = -0.23; 
Ec = zeros(1,N-1); 
Ec = -Es/(N-1)*ones(1,N-1); 
%Alternate Ec formula for the linearly decreasing scenario 
% x = 2/(N-1);           
% dx = 2/(N*(N-1)); 
% for n = 1:1:N-1 
%     Ec(n) = -Es*(x - n*dx); 
% end 
 
% Output assignments 
Nominal_Load = 10; % kW 
Load_Elasticity_Vector = [Es Ec]; 
function zeds = fcn(num) 
% Generates zeros for the numberator of the transfer  
% function coefficients 
  
[row,col] = size(num); 
zeds = zeros(row,col-1); 
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Figure A.3 Use case 1 ISE and real time load level and DLMP price signal for B = B*. 
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A.4 Use case 2 BIBO stability analysis 
The transfer function formula was derived in Mathcad using the below code. The 
plot in Figure A.4 shows the z-domain poles for three values of the feedback gain B. Note 
the real axis negative pole results in an unstable control system for the highest B value.  
1. Signal formulas 
 
 
 
 
 
 
2. Isolation of ΔL(z) 
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4. Plotting z-domain poles of H(z) for system parameter values 
 
  
Figure A.4 SISO system stransfer function z-domain poles for case l scenario 2. 
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A.5 Use case 2 analytic ISE minimization 
The following script was used in Mathcad to produce Figure 4.5 
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A.6 Use case 3 simulated ISE minimization 
The Simulink functional blocks were recoded with the following code for use case 
3. This code produced the data in Figure 4.6. 
 
 
function [norm_dL, norm_dL_next] = fcn(E, norm_dLMP, 
norm_dL_delayed) 
% This function takes as inputs the price elasticity  
% values, delta_LMP vector, 
% delta_Load_prior vector and determines the change in  
% load. It also passes 
% on the cross-price elasticity load change for the next  
% samples. 
  
[rows, cols] = size(E); 
% Present change in load 
norm_dL = norm_dLMP.*E(:,1) + norm_dL_delayed(:,1);  
% First contribution to the load change is the self-price  
% elasticity, the second is the cross-price elasticity 
% Future changes in load 
norm_dL_delayed = circshift(norm_dL_delayed,[0,-1]);   
% Shift the previous load changes to the next position in  
% the matrix 
% The norm_dL_delayed matrix is arranged in the order 
% [z^-1 z^-2 z^-3... 
% z^-1 z^-2...] 
norm_dL_delayed(:,cols-1) = zeros(rows,1);   % replace the  
% last row with zeros; this row will be added to by the  
% present price change 
norm_dL_next = zeros(rows,cols-1); 
for n = 1:1:rows 
    norm_dL_next(n,:) = norm_dL_delayed(n,:) + 
E(n,2:cols).*norm_dLMP(n); % present change in price  
% contributes to the future load changes according to  
% cross-price elasticity values 
end 
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% Calls the B_Parameter_Optimization simulink model with  
% different 
% values of B and takes the final value of the ISE for  
% each B 
  
D = [10/(60*60);0];         % DLMP forecast (cents/kWs) 
B_step = 0.0005; 
B_max = 0.040;          % Maximum feedback gain  
                        % ($/(kW^2h)) 
B_diag = (0:B_step:B_max)*(1/60)*(1/60)*100;      % Feed 
                               % back gain (cents/(kWs)^2) 
B_off_diag = (-B_max:B_step:B_max)*(1/60)*(1/60)*100;      
% Feedback gain (cents/(kWs)^2) 
I = zeros(B_max/B_step + 1, B_max/B_step + 1); 
i = 1; 
for b_diag = B_diag 
    j = 1; 
    for b_off_diag = B_off_diag 
        B_Matrix = [b_diag b_off_diag; b_off_diag b_diag]; 
        simout = 
sim('MIMO_ISE_Model','SrcWorkspace','current'); 
        ISE = simout.get('ISE'); 
        I(i,j) = max(ISE)/(60^4)*1000^2; % convert from  
                                      % (kWs)^2 to (kWh)^2 
        j = j+1; 
    end 
    i=i+1; 
end 
  
surf(B_off_diag*60*60/100, B_diag*60*60/100,I); % convert 
B from cents/(kWs)^2 to $/(kWh)^2 
xmin = -B_max; 
xmax = B_max; 
ymin = 0; 
ymax = B_max; 
zmin = 0.015; 
zmax = 0.05; 
axis([xmin xmax ymin ymax zmin zmax]); 
zlabel('\it ISE \rm (Wh)^2'); 
xlabel('\it B_1_2 \rm parameter $/(kWh)^2'); 
ylabel('\it B_1_1 \rm parameter $/(kWh)^2'); 
caxis([zmin, zmax]); 
colormap((transpose(zmax - linspace(zmin, zmax))/(zmax-
zmin))*[1 1 1]); 
shading interp; 
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A.7 Use case 4 battery flow optimization 
The following code was used in Mathcad to find the least squares fit to a low loss 
power converter loss characteristic curve from [67]. The function f represents the per-
centage of real power loss as a function of power generated. Therefore, f times x would 
represent loss (in kW). This is matched to an efficiency curve to find the coefficients a, b 
and c. This code was used to produce the graph in Figure A.5. 
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Figure A.5 Comparison between the best-fit approximation and the high-efficiency power 
converter design from [67]. 
The battery flow optimization program was developed in Matlab by a calling func-
tion and a called function, with code shown below. The initial battery flow solution 
yielded the results shown in Figure A.6. After the weight w2 was adjusted to level the bat-
tery power flow, the results obtained were those of Figure A.7. 
%--------------------------------------------------------- 
% Distributed energy storage optimization program 
%--------------------------------------------------------- 
cvx_solver mosek 
  
% Samples 
N = 24;                 % number of samples per day 
  
% Multi-objective optimization weights 
w2 = 0.1044; 
[BSOC_max] = DESD_Opt_Norm(w2, N); 
i = 1; 
  
while (BSOC_max > 4.9999) && (i < 10)  % w2 assures  
                                       % capacity > BSOC 
    w2 = w2 + 0.00001; 
    [BSOC_max] = DESD_Opt_Norm(w2, N); 
    i = i + 1; 
end  
Best Fit
Best Fit
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function [ BSOC_max] = DESD_Opt_Norm(w2, N) 
% DESD_Opt_Norm performs multi-objective optimization for  
% weights w2 and w1 = 1 
  
n = transpose(1:N);     % n represents sample 
T = 24/N;               % sample time period (hours) 
  
% Electric energy cost creation 
c = 1 - 0.5 * cos(2 * pi * n / N);  % generic load profile 
c = c * 20 / 3 / 100;               % energy price $/kWh 
  
% Squared loss formulas 
ALPHA = zeros(N);       % power loss coefficient matrix  
                        % in kW^-1; note this is used for  
                        % the cvx program which requires  
                        % the objective function in the                       
                        % form x'*P*x 
CHI = zeros(N);   % power loss coefficient matrix in kW^-1 
alpha = 0;     % g^2 multiplier 
chi = 0;     % s^2 multiplier 
beta = 0;     % g multiplier (%) 
psi = 0;     % s multiplier (%) 
  
% Battery characterization 
Rbatt = 0.06;     % 60 milliohms 
Vbatt = 72;        % 72V lead acid battery 
loss_battery = Rbatt / Vbatt^2 * 1000;  % multiplier for  
                % s^2 and g^2 to model battery loss (1/kW) 
alpha = loss_battery + alpha;     % g^2 multiplier 
chi = loss_battery + chi;     % s^2 multiplier 
Bmax = 5;              % kWh battery capacity 
Bmin = 0;               % minimum battery charge kWh 
B0 = (Bmax + Bmin) / 2;      % Initial battery charge kWh 
  
% Power electronic converter characterization 
% power converter loss (in percentage) 
pConv2 = -0.004444; % square term (kW^-1) 
pConv1 = 0.024; % x coefficient (%) 
pConv0 = 0.004;  % constant (kW) 
beta = beta + pConv1; 
psi = psi + pConv1; 
alpha = alpha + pConv2; 
chi = chi + pConv2; 
gamma = pConv0;     % kW loss constant for g  
omega = pConv0;     % kW loss constant for s 
Pmax = 1.3;     % kW maximum for power converter 
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Pmin = 0;     % kW minimum for power converter 
  
% Squared loss formulas 
ALPHA = alpha*diag(c)*T;   % power loss coefficient matrix  
                           % in $/(kW^2); note this is  
                           % used for the cvx program  
                           % which requires the objective  
                           % function in the form x'*P*x 
CHI = chi*diag(c)*T;       % power loss coefficient matrix  
                           % in $/(kW^2) 
  
% Optimization using cvx software 
sz = size(c); 
L = tril(ones(N));    % lower triangle of ones for BSOC  
                      % constraint 
I = eye(N); 
  
psi = psi*c'*T; 
beta = beta*c'*T; 
w2 = w2*T; 
  
% BINARY VARIABLE optimization represents the on and off  
% states of the battery 
cvx_begin 
    variables s(sz) g(sz) B0;     % Optimization variables                             
     % g - power out, s - power in in kW for each sample 
     % u,v - commit to charge or discharge 
    variable u(sz) binary; 
    variable v(sz) binary; 
    minimize(s'*CHI*s + psi*s + c'*T*s + c'*T*u*omega - 
c'*T*g + g'*ALPHA*g + beta*g + c'*T*v*gamma + w2*norm(s + 
g)^2); 
    subject to 
        sum(s-g) * T == 0;  % Balance of charge constraint 
        Bmin - B0 <= L * s * T - L * g * T <= Bmax - B0;  
% BSOC constraint, shadow price y ($/kWh) is the value of  
% the next kWh of battery capacity 
        Pmin * u <= s <= Pmax * u;  % When u = 0, s = 0 
        Pmin * v <= g <= Pmax * v;  % When v = 0, g = 0 
        u + v <= 1;    % Either v or u may be 1, not both 
cvx_end 
  
  
 
 
 
 81 
% DUAL VARIABLE optimization allows the calculation of  
% shadow prices 
cvx_begin  
    variables s(sz) g(sz) B0; 
    dual variables w x y z 
    minimize(s'*CHI*s + psi*s + c'*T*s + c'*T*u*omega - 
c'*T*g + g'*ALPHA*g + beta*g + c'*T*v*gamma + w2*norm(s + 
g)^2); 
    subject to 
        x: sum(s-g) * T == 0;      % Dual interpretation:  
            % value of each kWh of charged energy ($/kWh) 
        y: Bmin - B0 <= L * s * T - L * g * T <= Bmax -... 
B0; %y interpretation: value of extra battery capacity  
    %($/kWh) 
        z: Pmin * u <= s <= Pmax * u;  % z interpretation:  
                   % value of next unit of storage flow 
        w: Pmin * v <= g <= Pmax * v;  % w interpretation:  
                   % value of next unit of generation flow 
cvx_end 
  
charge_price = x; 
discharge_price = sum(y)+x; 
         
% Display results 
fig = 1; 
h = n*24/N; 
figure(fig);   
fig = fig+1; 
  
subplot(3,1,1); 
plot(h,(s - g), 'LineWidth', 2);       
% Power flow into and out of battery as determined by kWh  
% per sample / time per sample in hours 
ylabel('Battery demand (kW)'); 
axis tight; 
subplot(3,1,2); 
plot(h,c*100,h,charge_price*100*ones(size(h)),h,... 
   discharge_price*100*ones(size(h)), 'LineWidth', 2);   
% TLMP in cents / kWh 
ylabel('Price (c/kWh)'); 
axis tight; 
  
subplot(3,1,3); 
BSOC = B0 * ones(sz) + L * (s - g) * T; 
plot(h,BSOC, 'LineWidth', 2);  % BSOC 
xlabel('Hour (h)'); 
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ylabel('BSOC (kWh)'); 
axis tight; 
  
% Plot the losses and the costs of the losses to justify  
% the total profit 
figure(fig); 
fig = fig + 1; 
loss_pConv = (pConv2*(s+g).^2 + pConv1*(s+g) + omega*u 
+gamma*v);    % 3 terms 
loss_battery = (loss_battery*(s+g).^2);  % 1 term 
plot(n, loss_pConv*1000, n, loss_battery*1000, 'Lin-
eWidth', 2) 
legend('Power Converter', 'Battery') 
ylabel('Loss (W)') 
  
BSOC_max = max(BSOC); 
delta_q = 1;% percent change in demand (from full to zero) 
delta_p = (max(c) - discharge_price) / max(c);  
       % percent change in price (from highest to lowest) 
mu = delta_q / delta_p 
generation = max(g) 
end 
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Figure A.6 Solution to the battery flow optimization problem with w2 = 0; note the large 
jumps in power levels. 
 
 
Figure A.7 Battery flow and state of charge for w2
 
= 0.1044 $/kWh. 
A.8 Use case 4 simulated ISE minimization 
The battery was added as a second load to the Simulink system as shown in Figure 
A.8. 
  
8
4 
 
Figure A.8  Use case 4 Simulink model; note two distinct output signals and elasticity multiplier functions. 
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function [Nominal_Load, Load_E_Vector, Nominal_Batt_Flow, 
Batt_E_Vector]= fcn(DLMP_Forecast) 
% Load control function sets Nominal Load level and Price  
% Elasticity values 
  
  
N = 24;                 %Number of samples per period 
 
Es = -0.23;          %self-elasticity of controllable load 
Ec = zeros(1,N-1);       
Ec = -Es/(N-1)*ones(1,N-1);      %cross-elasticity of con 
                                 % trollable load 
  
Es_b = 2.97;                     %self-elasticity of  
                                 % battery demand 
Ec_b = -Es_b/(N-1)*ones(1,N-1);  %cross-elasticity of  
                                 % battery demand 
  
% Output assignments 
Nominal_Load = 10; % kW 
Load_E_Vector = [Es Ec];  
  
Nominal_Batt_Flow = -0.67; % kW 
Batt_E_Vector = [Es_b Ec_b]; 
 
 
 
A.9 Use case 5 simulated ISE minimization 
The following code was used to call different load levels at a normal distribution 
for the robust minimization of ISE. Note that for an unbounded output the ISE is infinite 
but for the 100 sample time limit in the simulation, the ISE of an unbounded signal is fi-
nite. This code produced Figure 4.8 and Figure 4.9. 
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% Calls the B_Parameter_Optimization simulink model with  
% different 
% values of B and takes the final value of the ISE for  
% each B 
  
D = 10/(60*60);         % DLMP forecast (cents/kWs) 
B_step = 0.0001; 
B_max = 0.03;          % Maximum feedback gain ($/(kW^2h)) 
Loads = 5:15;         % range of load levels 
B = (0:B_step:B_max)*(1/60)*(1/60)*100;      % Feedback  
                                     % gain cents/(kWs)^2) 
I = zeros(size(Loads)); 
ISE_total = zeros(size(B)); 
  
prob_L = pdf('Normal',-7:7,0,1); 
  
j = 1; 
for b = B 
    i = 1; 
    for L = Loads 
        simout = 
sim('B_Parameter_Optimization','SrcWorkspace','current'); 
        ISE = simout.get('ISE'); 
        I(i) = max(ISE)/(60^4)*1000^2 * prob_L(i);  
                         % convert from (kWs)^2 to (kWh)^2 
        i=i+1; 
    end 
    ISE_total(j) = sum(I); 
    j = j + 1; 
end 
  
plot(B*60*60/100,ISE_total,'k','LineWidth',2);  
               % convert B from cents/(kWs)^2 to $/(kWh)^2 
xmin = 0; 
xmax = B_max; 
ymin = 0; 
ymax = min(ISE_total)*10; 
axis([xmin xmax ymin ymax]); 
[value, index] = min(ISE_total); 
optB = B(index) 
ylabel('\it ISE \rm (Wh)^2'); 
xlabel('\it B \rm parameter $/(kWh)^2'); 
 
 
