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AFFINE OPEN COVERING OF THE QUANTIZED FLAG
MANIFOLDS AT ROOTS OF UNITY
TOSHIYUKI TANISAKI
Abstract. We show that the quantized flag manifold at a root of unity has
natural affine open covering parametrized by the elements of the Weyl group. In
particular, the quantized flag manifold turns out to be a quasi-scheme in the sense
of Rosenberg [12].
1. Introduction
Let G be a connected semisimple algebraic group over the complex number field
C, and let B, B+ be Borel subgroups of G such that B ∩ B+ is a maximal torus
of G. The homogeneous space B = G/B is a projective algebraic variety called the
flag manifold. Let W be the Weyl group of G. We have an affine open covering
B =
⋃
w∈W B
w, where Bw = wB+B/B. Let R be the homogeneous coordinate
algebra of B, and let Rw be the coordinate algebra of Bw so that
B = Proj R, Bw = SpecRw (w ∈ W ).
Let us consider the situation where G is replaced by the corresponding quantum
group. Let K be a field equipped with q ∈ K×. Using the quantum group we
can naturally define q-analogues RK,q, R
w
K,q of R, R
w respectively. Here, RK,q is a
graded K-algebra, and RwK,q is a K-algebra. We have RC,1
∼= R and RwC,1
∼= Rw.
A major difference compared to the ordinary case q = 1 is the fact that RK,q and
RwK,q are non-commutative in general. Hence in order to understand the “quantized
flag manifold” in a geometric manner, we need the language of non-commutative
algebraic geometry, which has been developed by Artin-Zhang [2], Verevkin [19],
Rosenberg [12] following Manin’s idea [10]. Using RK,q and R
w
K,q, we can define as
in Rosenberg [12], Lunts-Rosenberg [7] (see also Joseph [5]) the abelian categories
(1.1) Mod(OBK,q), Mod(OBwK,q) (w ∈ W ),
which are regarded as the categories of “quasi-coherent sheaves” on the virtual spaces
BK,q = Proj RK,q, B
w
K,q = SpecR
w
K,q (w ∈ W )
respectively, and the exact functors
(1.2) (iwK,q)
∗ : Mod(OBK,q)→ Mod(OBwK,q) (w ∈ W ).
In order to verify that Mod(OBK,q) defines a quasi-scheme BK,q in the sense of [12]
we need to show the patching property
(1.3) M ∈ Mod(OBK,q ), (i
w
K,q)
∗M = 0 (∀w ∈ W ) =⇒ M = 0.
1
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This holds for q = 1 since BK,1 is isomorphic to the ordinary flag manifold over K.
From this we can derive the property (1.3) when q is transcendental over the prime
field K0 of K (see [7]).
The main result of this paper is (1.3) where q is a root of unity. By the aid of
Lusztig’s quantum Frobenius homomorphism we can reduce its proof to the case
where q = ±1. In the case q = 1 (1.3) is a classically known fact as mentioned
above. The proof is rather involved in the case q = −1. We will construct an
isomorphism RK,−1 ∼= RK,1 of graded vector spaces. Although this isomorphism
does not preserve the ring structure, it satisfies some favorable properties so that
we can derive (1.3) for q = −1 from that for q = 1.
2. Quantized enveloping algebras
2.1. Let G be a connected reductive algebraic group overC, and letH be a maximal
torus of G. We denote by (X,∆, Y,∆∨) the root datum associated to G and H .
Namely,
X = Hom(H,C×), Y = Hom(C×, H),
and ∆ (resp. ∆∨) is the set of roots (resp. coroots). The coroot corresponding to
α ∈ ∆ is denoted as α∨ ∈ ∆∨. We fix a set of simple roots {αi | i ∈ I} of ∆, and
denote the corresponding set of positive roots by ∆+. The Weyl group W is the
subgroup of GL(h∗) generated by the simple reflections
si : h
∗ → h∗ (λ 7→ λ− 〈λ, α∨i 〉αi)
for i ∈ I. Set
Q =
∑
α∈∆
Zα ⊂ X, Q∨ =
∑
α∈∆
Zα∨ ⊂ Y,
Q+ =
∑
α∈∆+
Z≧0α ⊂ Q, X
+ = {λ ∈ X | 〈λ, α∨i 〉 ≧ 0 (i ∈ I)} ⊂ X.
For i, j ∈ I we set aij = 〈αj, α
∨
i 〉.
Let g and h be the Lie algebras of G and H respectively. We will identify X (resp.
Y ) with a Z-lattice of h∗ (resp. h). We have the root space decomposition
g = h⊕
(⊕
α∈∆
gα
)
, gα = {x ∈ g | [h, x] = α(h)x (h ∈ h)}.
For i ∈ I we take ei ∈ gαi , f i ∈ g−αi such that [ei, f i] = α
∨
i .
We denote by B, B+ the Borel subgroups of G with Lie algebras
b = h⊕
(⊕
α∈∆+
g−α
)
, b+ = h⊕
(⊕
α∈∆+
gα
)
respectively. We denote by N , N+ the unipotent radicals of B, B+ respectively.
Their Lie algebras are given by
n =
⊕
α∈∆+
g−α, n
+ =
⊕
α∈∆+
gα
respectively.
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2.2. For a Lie algebra a we denote its enveloping algebra by U(a). For λ ∈ X we
define a character χλ : U(h)→ C by
χλ(h) = 〈λ, h〉 (h ∈ h).
For n ∈ Z≧0 set (
x
n
)
=
x(x− 1) . . . (x− n+ 1)
n!
∈ Q[x].
We denote by UZ(h) the Z-subalgebra of U(h) generated by the elements(
y
n
)
(y ∈ Y, n ∈ Z≧0).
For i ∈ I and n ∈ Z≧0 we define e
(n)
i , f
(n)
i ∈ U(g) by
e
(n)
i =
eni
n!
, f
(n)
i =
f
n
i
n!
.
We define Z-subalgebras UZ(n), UZ(n
+), UZ(b), UZ(g) of U(g) by
UZ(n) = 〈f
(n)
i | i ∈ I, n ≧ 0〉, UZ(n
+) = 〈e
(n)
i | i ∈ I, n ≧ 0〉,
UZ(b) = 〈UZ(h), UZ(n)〉, UZ(g) = 〈UZ(h), UZ(n), UZ(n
+)〉.
For a commutative ring R we set
UR(h) = R ⊗Z UZ(h), UR(n) = R⊗Z UZ(n), UR(n
+) = R ⊗Z UZ(n
+),
UR(b) = R⊗Z UZ(b), UR(g) = R⊗Z UZ(g).
They are Hopf algebras over R. Note that for λ ∈ X we have χλ(UZ(h)) ⊂ Z. Hence
the character χλ : U(h)→ C induces the character χλ : UR(h)→ R of UR(h).
2.3. For an integer m we define its t-analogues [m]t and {m}t by
[m]t =
tm − t−m
t− t−1
∈ Z[t, t−1], {m}t =
tm − 1
t− 1
∈ Z[t].
For a non-negative integer n we set
[n]t! = [1]t[2]t . . . [n]t ∈ Z[t, t
−1], {n}t! = {1}t{2}t . . . {n}t ∈ Z[t].
We have
[m]t = t
−m+1{m}t2 , [n]t! = t
−n(n−1)/2{n}t2 !.
2.4. We fix a W -invariant symmetric bilinear form
(2.1) ( , ) :
∑
α∈∆
Qα×
∑
α∈∆
Qα→ Q
satisfying (α, α) ∈ 2Z for any α ∈ ∆. For α ∈ ∆ we set dα = (α, α)/2, and for i ∈ I
we set di = dαi.
Set F = Q(q). The quantized enveloping algebra UF(g) is the associative algebra
over F with 1 generated by the elements
ky (y ∈ Y ), ei, fi (i ∈ I
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satisfying the relations
k0 = 1, ky1ky2 = ky1+y2 (y1, y2 ∈ Y ),
kyei = q
〈αi,y〉eiky, kyfi = q
−〈αi,y〉fiky (y ∈ Y, i ∈ I),
eifj − fjei = δij
ki − k
−1
i
qi − q
−1
i
(i, j ∈ I),
1−aij∑
r=0
(−1)re
(1−aij−r)
i eje
(r)
i = 0 (i, j ∈ I, i 6= j),
1−aij∑
r=0
(−1)rf
(1−aij−r)
i fjf
(r)
i = 0 (i, j ∈ I, i 6= j).
Here, qi = q
di , ki = kdiα∨i for i ∈ I, and e
(n)
i = e
n
i /[n]qi!, f
(n)
i = f
n
i /[n]qi ! for i ∈ I,
n ∈ Z≧0.
We will use the Hopf algebra structure of UF(g) given by
∆(ky) = ky ⊗ ky,
∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k
−1
i + 1⊗ fi,
ε(ky) = 1, ε(ei) = ε(fi) = 0,
S(ky) = k
−1
y , S(ei) = −k
−1
i ei, S(fi) = −fiki
for y ∈ Y , i ∈ I. We define F-subalgebras UF(h), UF(b), UF(n), UF(n
+) of UF(g) by
UF(h) = 〈ky | y ∈ Y 〉, UF(b) = 〈ky, fi | y ∈ Y, i ∈ I〉,
UF(n) = 〈fi | i ∈ I〉, UF(n
+) = 〈ei | i ∈ I〉.
Then we have
UF(h) =
⊕
y∈Y
Fky.
For λ ∈ X we define a character χλ : UF(h)→ F by
χλ(ky) = q
〈λ,y〉 (y ∈ Y ).
For γ ∈ Q+ set
UF(n)−γ ={u ∈ UF(n) | kyuk
−1
y = q
−〈γ,y〉u (y ∈ Y )},
UF(n
+)γ ={u ∈ UF(n
+) | kyuk
−1
y = q
〈γ,y〉u (y ∈ Y )}.
Then we have
UF(n) =
⊕
γ∈Q+
UF(n)−γ , UF(n
+) =
⊕
γ∈Q+
UF(n
+)γ.
2.5. Set A = Z[q, q−1]. We define an A-subalgebra UA(h) of UF(h) by
UA(h) = {u ∈ UF(h) | χλ(u) ∈ A (∀λ ∈ X)}.
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By the definition of UA(h), the character χλ : UF(h) → F for λ ∈ X induces an
algebra homomorphism χλ : UA(h)→ A. For y ∈ Y , n ∈ Z≧0, m ∈ Z we have
ky ∈ UA(h),
{
qmky
n
}
q
∈ UA(h),
where, for n ∈ Z≧0, we set{
x
n
}
t
=
n∏
s=1
xt−s+1 − 1
ts − 1
∈ (Q(t))[x].
The proof of the following result is easily reduced to the case where Y is of rank
one. Details are omitted.
Lemma 2.1. Let y1, . . . , ym be a basis of the free Z-module Y .
(i) (see [3, Theorem 3.1]) UA(h) is a free A-module with basis
m∏
a=1
{
kya
na
}
q
k−⌊(na+1)/2⌋ya (n1, . . . , nm ∈ Z≧0).
(ii) UA(h) ∩ F[ky1, . . . , kym] is a free A-module with basis
m∏
a=1
{
kya
na
}
q
(n1, . . . , nm ∈ Z≧0).
(iii) The ring UA(h) is the localization of UA(h) ∩ F[ky1 , . . . , kym] with respect to
the multiplicative set {kn1y1+···+nmym | n1, . . . , nm ∈ Z≧0}.
We denote by UA(g) the A-subalgebra of UF(g) generated by UA(h) and e
(n)
i , f
(n)
i
for i ∈ I, n ∈ Z≧0. It is naturally a Hopf algebra over A. We define A-subalgebras
UA(b), UA(n), UA(n
+) of UA(g) by
UA(b) = 〈UA(h), f
(n)
i | i ∈ I, n ∈ Z≧0〉,
UA(n) = 〈f
(n)
i | i ∈ I, n ∈ Z≧0〉, UA(n
+) = 〈e
(n)
i | i ∈ I, n ∈ Z≧0〉.
We have the triangular decomposition
UA(g) ∼= UA(n
+)⊗ UA(h)⊗ UA(n), UA(b) ∼= UF(h)⊗ UA(n),
where the isomorphisms are induced by the multiplication. For γ ∈ Q+ set
UA(n)−γ = UA(n) ∩ UF(n)−γ, UA(n
+)γ = UA(n
+) ∩ UF(n)γ .
Then we have
UA(n) =
⊕
γ∈Q+
UA(n)−γ , UA(n
+) =
⊕
γ∈Q+
UA(n
+)γ .
It is known that UA(n)−γ and UA(n
+)γ are free A-modules of finite rank (see [8]).
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2.6. Let R be a commutative ring equipped with ζ ∈ R×. We set
UR,ζ(g) = R⊗A UA(g), UR,ζ(b) = R ⊗A UA(b), UR,ζ(h) = R⊗A UA(h),
UR,ζ(n) = R⊗A UA(n), UR,ζ(n
+) = R ⊗A UA(n
+),
where A → R is given by q 7→ ζ . Then UR,ζ(g) is a Hopf algebra over R, and
UR,ζ(b), UR,ζ(h), UR,ζ(n), UR,ζ(n
+) are naturally identified with R-subalgebras of
UR,ζ(g). Moreover, UR,ζ(b), UR,ζ(h) are Hopf subalgebras. We have the triangular
decomposition
UR,ζ(g) ∼= UR,ζ(n)⊗ UR,ζ(h)⊗ UR,ζ(n
+), UR,ζ(b) ∼= UR,ζ(n)⊗ UR,ζ(h).
For γ ∈ Q+ we set
UR,ζ(n)−γ = R⊗A UA(n)−γ, UR,ζ(n
+)γ = R ⊗A UA(n
+)γ.
Then we have
UR,ζ(n) =
⊕
γ∈Q+
UR,ζ(n)−γ , UR,ζ(n
+) =
⊕
γ∈Q+
UR,ζ(n
+)γ .
Lemma 2.2. Let y1, . . . , ym be a basis of the free Z-module Y .
(i) UR,ζ(h) is a free R-module with basis
1⊗
m∏
a=1
{
kya
na
}
q
k−⌊(na+1)/2⌋ya (n1, . . . , nm ∈ Z≧0).
(ii) The elements
1⊗
m∏
a=1
{
kya
na
}
q
(n1, . . . , nm ∈ Z≧0)
of UR,ζ(h) are linearly independent over R.
(iii) Denote by U+R,ζ(h) the R-submodule of UR,ζ(h) generated by the elements in
(ii). Then U+R,ζ(h) is a subring of UR,ζ(h). Moreover, UR,ζ(h) is a localization
of U+R,ζ(h) with respect to the multiplicative set {kn1y1+···+nmym | n1, . . . , nm ∈
Z≧0}. Hence
UR,ζ(h) =
⋃
n1,...,nm∈Z≧0
k−1n1y1+···+nmymU
+
R,ζ(h).
Proof. Set
L = R⊗A (UA(h)∩F[ky1 , . . . , kym]), S = {kn1y1+···+nmym | n1, . . . , nm ∈ Z≧0} ⊂ L.
In view of Lemma 2.1 it is sufficient to verify that the canonical homomorphism
L→ S−1L is injective. Hence we have only to show that the map L ∋ z 7→ kyaz ∈ L
is injective for any a. This is easily reduced the case where Y is of rank one. Details
are omitted. 
Let λ ∈ X . By abuse of notation we denote by
χλ : UR,ζ(h)→ R
the R-algebra homomorphism induced by χλ : UF(h)→ F.
The proof of the followng fact is reduced to the rank one case. Details are omitted.
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Lemma 2.3. (i) The subset {χλ | λ ∈ X} of HomR(UR,ζ(h), R) is linearly inde-
pendent over R.
(ii) Let h ∈ UR,ζ(h). If χλ(h) = 0 for any λ ∈ X, then we have h = 0.
We set
ζα = ζ
dα (α ∈ ∆), ζi = ζ
di (i ∈ I).
2.7. In this subsection we assume that ζα = ±1 for any α ∈ ∆. We compare
UR,ζ(g) with UR(g) in the following.
Note that ζs = 1 for some s ∈ Z>0 by our assumption. For y ∈ Y and n ∈ Z≧0
we set
h(y, n) = 1⊗
{
ksy
n
}
qs
∈ UR,ζ(h).
By Lemma 2.3 (ii) it is characterized as the element of UR,ζ(h) satisfying
χλ(h(y, n)) =
(
〈λ, y〉
n
)
1R
for any λ ∈ X . In particular, h(y, n) does not depend on the choice of s. Denote
by U ′R,ζ(h) the subalgebra of U
′
R,ζ(h) generated by the elements h(y, n) for y ∈ Y ,
n ∈ Z≧0. By Lemma 2.3 (ii) we see easily the following
Lemma 2.4. If y1, . . . , ym is a basis of the free Z-module Y , then
m∏
a=1
h(ya, na) (n1, . . . , nm ∈ Z≧0).
form a basis of the R-module U ′R,ζ(h).
For i ∈ I, n ∈ Z≧0, s ∈ Z set[
ki; s
n
]
qi
=
n∏
a=1
qs−a+1i ki − q
−s+a−1
i k
−1
i
qai − q
−a
i
∈ UA(h),
t(i, n, s) =1⊗ q
−n(n−s)
i k
n
i
[
ki; s
n
]
qi
∈ UR,ζ(h).
Then we have
χλ(t(i, n, s)) =
(
〈λ, α∨i 〉+ s
n
)
1R
for any λ ∈ X . Note (
x+ s
n
)
∈
n∑
m=0
Z
(
x
m
)
in Q[x]. Hence by Lemma 2.3 (ii) we have
t(i, n, s) ∈
n∑
m=0
Rh(α∨i , m) ∈ U
′
R,ζ(h) (i ∈ I, n ∈ Z≧0).
Take a subset J of I satisfying
(2.2) i, j ∈ I, aij < 0 =⇒ |J ∩ {i, j}| = 1.
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For i ∈ I and n ∈ Z≧0 we define e(i, n), f(i, n) ∈ UR,ζ(g) by
e(i, n) =
{
ζ
n(n−1)/2
i e
(n)
i (i ∈ J)
ζ
n(n+1)/2
i e
(n)
i k
n
i (i /∈ J),
f(i, n) =
{
ζ
n(n+1)/2
i f
(n)
i k
n
i (i ∈ J)
ζ
n(n−1)/2
i f
(n)
i (i /∈ J).
We denote by U ′R,ζ(n) (resp. U
′
R,ζ(n
+)) the R-subalgebra of UR,ζ(g) generated by
{f(i, n) | i ∈ J, n ∈ Z≧0} (resp. {e(i, n) | i ∈ J, n ∈ Z≧0}). For γ =
∑
i∈I miαi ∈ Q
we set γ† =
∑
i∈J miαi ∈ Q. Then we have
(2.3) U ′R,ζ(n) =
⊕
γ∈Q+
UR,ζ(n)−γkγ† , U
′
R,ζ(n
+) =
⊕
γ∈Q+
UR,ζ(n
+)γkγ−γ† .
We define U ′R,ζ(g) to be the R-subalgebra of UR,ζ(g) generated by U
′
R,ζ(h), U
′
R,ζ(n),
U ′R,ζ(n
+).
By well-known relations in UF(g) we have
he(i, n) = χnαi(h)e(i, n)h, hf(i, n) = χ−nαi(h)f(i, n)h,(2.4)
e(i, n)f(j,m) = f(j,m)e(i, n) (i 6= j),(2.5)
e(i, n)f(i,m) =
∑
0≦a≦n,m
f(i,m− a)t(i, a, 2a−m− n)e(i, n− a)(2.6)
for h ∈ U ′R,ζ(h), n,m ∈ Z≧0, i, j ∈ I. By (2.4), (2.5), (2.6) we see that the multipli-
cation of U ′R,ζ(g) induces the isomorphism
(2.7) U ′R,ζ(g)
∼= U ′R,ζ(n)⊗ U
′
R,ζ(h)⊗ U
′
R,ζ(n
+)
of R-modules.
Lemma 2.5. Recall that ζα = ±1 for any α ∈ ∆. We have isomorphisms
UR(n) ∼= U
′
R,ζ(n) (f
(n)
i ↔ f(i, n)),
UR(n
+) ∼= U ′R,ζ(n
+) (e
(n)
i ↔ e(i, n))
of R-algebras.
Proof. We may assume g is simple. By considering the situation where the bilinear
form ( , ) in (2.1) is replaced by d−1α ( , ) for short roots α, we may further assume
that q = qα for short roots α. In this case ζ = ±1, and we have
U ′R,ζ(n) = R⊗Z U
′
Z,ξ(n), U
′
R,ζ(n
+) = R⊗Z U
′
Z,ξ(n
+).
Here ξ = 1 ∈ Z if ζ = 1 ∈ R, and ξ = −1 ∈ Z if ζ = −1 ∈ R. Hence we have only
to show
UZ(n) ∼= U
′
Z,ξ(n), UZ(n
+) ∼= U ′Z,ξ(n
+).
By using the embeddings
UZ(n) ⊂ UQ(n), UZ(n
+) ⊂ UQ(n
+), U ′Z,ξ(n) ⊂ U
′
Q,ξ(n), U
′
Z,ξ(n
+) ⊂ U ′Q,ξ(n
+)
the proof is reduced to showing
UQ(n) ∼= U
′
Q,ξ(n), UQ(n
+) ∼= U ′Q,ξ(n
+).
This is easily verified by checking the Serre type relations. 
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In view of the relations (2.4), (2.5), (2.6) we see from (2.7), Lemma 2.5 the
following.
Proposition 2.6. Recall that ζα = ±1 for any α ∈ ∆. We have an isomorphism
(2.8) UR(g) ∼= U
′
R,ζ(g)
of R-algebras given by(
y
n
)
↔ h(y, n), e
(n)
i ↔ e(i, n), f
(n)
i ↔ f(i, n).(2.9)
for y ∈ Y , i ∈ I, n ∈ Z≧0 (compare [9, Proposition 33.2.3]).
Remark 2.7. For i ∈ I satisfying ζi = 1 we have ki = 1 in UR,ζ(h) by Lemma 2.3.
Hence if ζi = 1 for any i ∈ I, then (2.8) turns out to be a Hopf algebra isomorphism.
In general (2.8) does not preserve the comultiplication.
2.8. Let R be a commutative ring equipped with ζ ∈ R×. In this subsection we
assume that there exists some ℓ ∈ Z>0 such that fℓ(ζ) = 0, where fℓ is the ℓ-th
cyclotomic polynomial. As in [9] we define a root datum (♯X, ♯∆, ♯Y, ♯∆∨) as follows.
Let
r =
{
ℓ (ℓ ∈ 2Z+ 1)
ℓ
2
(ℓ ∈ 2Z),
rα =
r
(r, dα)
(α ∈ ∆), ri = rαi (i ∈ I).
For α ∈ ∆ we set
♯α = rαα ∈ X,
♯α∨ = r−1α α
∨ ∈ Q⊗Z Y.
Then ♯∆ = {♯α | α ∈ ∆} turns out to be a root system with {♯αi | i ∈ I} a set
of simple roots. Moreover, ♯∆∨ = {♯α∨ | α ∈ ∆} is the set of coroots for the root
system ♯∆. Set
♯X = {λ ∈ X | 〈λ, ♯∆∨〉 ⊂ Z}, ♯Y = {y ∈ Q⊗Z Y | 〈
♯X, y〉 ⊂ Z}.
Then (♯X, ♯∆, ♯Y, ♯∆∨) is a root datum. The Weyl group of (♯X, ♯∆, ♯Y, ♯∆∨) is
naturally identified with the Weyl group W of (X,∆, Y,∆∨). We set
♯X+ = {λ ∈ ♯X | 〈λ, ♯α∨i 〉 ≧ 0 (i ∈ I)} =
♯X ∩X+.
Let ♯G be the connected reductive algebraic group over C with root datum
(♯X, ♯∆, ♯Y, ♯∆∨), and let ♯g be its Lie algebra. We denote by UR,ζ(
♯g) the quan-
tized enveloping algebra over R associated to the root datum (♯X, ♯∆, ♯Y, ♯∆∨) and
the W -invariant symmetric bilinear form (2.1) on
∑
α∈∆Q
♯α =
∑
α∈∆Qα. We
similarly define R-subalgebras UR,ζ(
♯h), UR,ζ(
♯n), UR,ζ(
♯n+) of UR,ζ(
♯g).
Note that for any α ∈ ∆ we have ζ♯α = ζ
r2α = ±1. Hence we can apply the results
in the preceding subsection to UR,ζ(
♯g). In particular, we have UR(
♯g) ∼= U ′R,ζ(
♯g) ⊂
UR,ζ(
♯g).
Following Lusztig we define the quantum Frobenius homomorphism
(2.10) F : UR,ζ(g)→ UR,ζ(
♯g)
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as follows. By Y ⊂ ♯Y we have an inclusion UF(h) ⊂ UF(
♯h) sending ky for y ∈ Y
to ky for y ∈ Y ⊂
♯Y . This induces UA(h) ⊂ UA(
♯h) because ♯X ⊂ X . Hence we
obtain a natural homomorphism
Fh : UR,ζ(h)→ UR,ζ(
♯h).
On the other hand by [9] we have well-defined algebra homomorphisms
Fn : UR,ζ(n)→ UR,ζ(
♯n), Fn+ : UR,ζ(n
+)→ UR,ζ(
♯n+)
satisfying
Fn(f
(n)
i ) =
{
f
(n/ri)
i (ri|n)
0 (otherwise),
Fn+(e
(n)
i ) =
{
e
(n/ri)
i (ri|n)
0 (otherwise)
for i ∈ I, n ∈ Z≧0. The following result is proved exactly as in [9, Theorem 35.1.9]
using Lemma 2.3 (ii).
Proposition 2.8. There exists a unique Hopf algebra homomorphism
F : UR,ζ(g)→ UR,ζ(
♯g)
satisfying F|UR,ζ(h) = Fh, F|UR,ζ(n) = Fn, F|UR,ζ(n+) = Fn+.
3. Representations
3.1. Let H be a Hopf algebra over a commutative ring R. For left H-modules M1,
M2 we regard the left H ⊗ H-module M1 ⊗M2 = M1 ⊗R M2 as a left H-module
via the comultiplication ∆ : H → H ⊗H. For a left (resp. right) H-module M we
regard M∗ = HomR(M,R) as a right (resp. left) H-module by
〈m∗h,m〉 = 〈m∗, hm〉, (resp. 〈hm∗, m〉 = 〈m∗, mh〉)
for h ∈ H, m ∈M , m∗ ∈ M∗.
3.2. For a left (resp. right) U(g)-module V and µ ∈ X we set
Vµ = {v ∈ V | hv = µ(h)v (h ∈ h)}, (resp. Vµ = {v ∈ V | vh = µ(h)v (h ∈ h)}).
For λ ∈ X+ we define a U(g)-module V (λ) by
V (λ) =U(g)/
(∑
h∈h
U(g)(h− λ(h)) +
∑
i∈I
U(g)ei +
∑
i∈I
U(g)f
〈λ,α∨i 〉+1
i
)
.
Then V (λ) is a finite-dimensional irreducible U(g)-module, which has the weight
space decomposition V (λ) =
⊕
µ∈X V (λ)µ. Set vλ = 1 ∈ V (λ), so that V (λ)λ =
Cvλ. Set V
∗
(λ) = HomC(V (λ),C). It is a finite-dimensional irreducible right
U(g)-module. The weight space decomposition of V (λ) gives the weight space de-
composition V
∗
(λ) =
⊕
µ∈X V
∗
(λ)µ of V
∗
(λ), where V
∗
(λ)µ = (V (λ)µ)
∗. We define
v∗λ ∈ V
∗
(λ)λ by 〈v
∗
λ, vλ〉 = 1.
For λ ∈ X+ we define a UZ(g)-submodule ∆Z(λ) of V (λ) and a right UZ(g)-
submodule ∆
∗
Z(λ) of V
∗
(λ) by
∆Z(λ) = UZ(g)vλ, ∆
∗
Z(λ) = v
∗
λUZ(g).
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Then ∆Z(λ) and ∆
∗
Z(λ) are free Z-modules satisfying
C⊗Z ∆Z(λ) ∼= V (λ), C⊗Z ∆
∗
Z(λ)
∼= V
∗
(λ).
For λ ∈ X+ we define a UZ(g)-submodule ∇Z(λ) of V (λ) and a right UZ(g)-
submodules ∇
∗
Z(λ) of V
∗
(λ) by
∇Z(λ) ={v ∈ V (λ) | 〈∆
∗
Z(λ), v〉 ⊂ Z}
∼= HomZ(∆
∗
Z(λ),Z),
∇
∗
Z(λ) ={v
∗ ∈ V
∗
(λ) | 〈v∗,∆Z(λ)〉 ⊂ Z} ∼= HomZ(∆Z(λ),Z).
Then we have
∆Z(λ) ⊂ ∇Z(λ) ⊂ V (λ), ∆
∗
Z(λ) ⊂ ∇
∗
Z(λ) ⊂ V
∗
(λ).
Moreover, ∇Z(λ) and ∇
∗
Z(λ) are free Z-modules satisfying
C⊗Z ∇Z(λ) ∼= V (λ), C⊗Z ∇
∗
Z(λ)
∼= V
∗
(λ).
Let R be a commutative ring. For a UR(g)-module V and µ ∈ X we set
Vµ = {v ∈ V | hv = χµ(h)v (h ∈ UR(h))}.
We say that a UR(g)-module V is integrable if it has the weight space decomposition
V =
⊕
µ∈X Vµ, and for any v ∈ V and i ∈ I we have e
(n)
i v = f
(n)
i v = 0 for n ≫ 0.
We denote by Modint(UR(g)) the category of integrable UR(g)-modules
Let V be an integrable UR(g)-module. For i ∈ I we define an invertible R-
homomorphism T i|V = T i : V → V by
T iv =
∑
a−b+c=〈λ,α∨i 〉
(−1)bf
(a)
i e
(b)
i f
(c)
i v (λ ∈ X, v ∈ Vλ).
For w ∈ W we define an invertible R-homomorphism Tw|V = Tw : V → V by
Tw = T i1 . . . T iN , where w = si1 . . . siN is a reduced expression of w. It does not
depend on the choice of a reduced expression. Moreover, we have TwVλ = Vwλ. for
λ ∈ X . Regarding UR(g) as an integrable UR(g)-module via the adjoint action we
have
(3.1) (Tw|V )(uv) = (Tw|UR(g)(u))(Tw|V (v)) (u ∈ UR(g), v ∈ V ).
The following is well-known.
Lemma 3.1. For integrable UR(g)-modules V1, V2 we have
Tw|V1⊗V2 = Tw|V1 ⊗ Tw|V2 .
For λ ∈ X+ we define left UR(g)-modules ∆R(λ), ∇R(λ) and right UR(g)-modules
∆
∗
R(λ) ∇
∗
R(λ) as the base changes of ∆Z(λ), ∇Z(λ), ∆
∗
Z(λ) ∇
∗
Z(λ) respectively. We
call ∆R(λ), ∆
∗
R(λ) the (left and right) Weyl modules with highest weight λ, and
∇R(λ), ∇
∗
R(λ) the (left and right) dual Weyl modules with highest weight λ. The
left UR(g)-modules ∆R(λ), ∇R(λ) are integrable.
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3.3. For a left (resp. right) UF(g)-module V and µ ∈ X we set
Vµ = {v ∈ V | hv = χµ(h)v (h ∈ UF(h))},
(resp. Vµ = {v ∈ V | vh = χµ(h)v (h ∈ UF(h))}).
For λ ∈ X+ we define a UF(g)-module VF(λ) by
VF(λ) = UF(g)/
 ∑
h∈UF(h)
UF(g)(h− χλ(h)) +
∑
i∈I
UF(g)ei +
∑
i∈I
UF(g)f
〈λ,α∨i 〉+1
i
 .
Then VF(λ) is a finite-dimensional irreducible UF(g)-module. Set V
∗
F(λ) = HomF(VF(λ),F).
It is a finite-dimensional irreducible right UF(g)-module. The weight space de-
composition VF(λ) =
⊕
µ∈X VF(λ)µ of VF(λ) gives the weight space decomposition
V ∗F(λ) =
⊕
µ∈X V
∗
F(λ)µ of V
∗
F(λ), where V
∗
F(λ)µ = (VF(λ)µ)
∗. Set vλ = 1 ∈ VF(λ).
Then we have VF(λ)λ = Fvλ. We define v
∗
λ ∈ V
∗
F(λ)λ by 〈v
∗
λ, vλ〉 = 1.
3.4. For λ ∈ X+ we define a UA(g)-submodule ∆A(λ) of VF(λ) and a right UA(g)-
submodule ∆∗A(λ) of V
∗
F(λ) by
∆A(λ) = UA(g)vλ, ∆
∗
A(λ) = v
∗
λUA(g).
They have the weight space decomposition
∆A(λ) =
⊕
µ∈X
∆A(λ)µ, ∆
∗
A(λ) =
⊕
µ∈X
∆∗A(λ)µ,
where
∆A(λ)µ = {v ∈ ∆A(λ) | hv = χµ(h)v (h ∈ UA(h))},
∆∗A(λ)µ = {v ∈ ∆
∗
A(λ) | vh = χµ(h)v (h ∈ UA(h))}.
It follows from the deep theory of canonical bases that ∆A(λ)µ and ∆
∗
A(λ)µ are free
A-modules (see [9]). In particular, ∆A(λ) and ∆
∗
A(λ) are free A-modules satisfying
F⊗A ∆A(λ) ∼= VF(λ), F⊗A ∆
∗
A(λ)
∼= V ∗F(λ).
We define a UA(g)-submodule ∇A(λ) of VF(λ) and a right UA(g)-submodules ∇
∗
A(λ)
of V ∗F(λ) by
∇A(λ) ={v ∈ VF(λ) | 〈∆
∗
A(λ), v〉 ⊂ A}
∼= HomA(∆
∗
A(λ),A),
∇∗A(λ) ={v
∗ ∈ V ∗F(λ) | 〈v
∗,∆A(λ)〉 ⊂ A} ∼= HomA(∆A(λ),A).
Then we have
∆A(λ) ⊂ ∇A(λ) ⊂ VF(λ), ∆
∗
A(λ) ⊂ ∇
∗
A(λ) ⊂ V
∗
F(λ).
We have the weight space decomposition
∇A(λ) =
⊕
µ∈X
∇A(λ)µ, ∇
∗
A(λ) =
⊕
µ∈X
∇∗A(λ)µ,
where
∇A(λ)µ ={v ∈ ∇A(λ) | hv = χµ(h)v (h ∈ UA(h))} = HomA(∆
∗
A(λ)µ,A),
∇∗A(λ)µ ={v ∈ ∇
∗
A(λ) | vh = χµ(h)v (h ∈ UA(h))} = HomA(∆A(λ)µ,A).
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By the duality ∇A(λ)µ and ∇
∗
A(λ)µ are free A-modules satisfying
F⊗A ∇A(λ)µ ∼= VF(λ)µ, F⊗A ∇
∗
A(λ)µ
∼= V ∗F(λ)µ.
In particular, ∇A(λ) and ∇
∗
A(λ) are free A-modules satisfying
F⊗A ∇A(λ) ∼= VF(λ), F⊗A ∇
∗
A(λ)
∼= V ∗F(λ).
3.5. Let R be a commutative ring equipped with ζ ∈ R×, and consider UR,ζ(g) =
R⊗A UA(g). For a UR,ζ(g)-module V and µ ∈ X we set
Vµ = {v ∈ V | hv = χµ(h)v (h ∈ UR,ζ(h))}.
We say that a UR,ζ(g)-module V is integrable if it has the weight space decomposition
V =
⊕
µ∈X Vµ, and for any v ∈ V and i ∈ I we have e
(n)
i v = f
(n)
i v = 0 for n ≫ 0.
We denote by Modint(UR,ζ(g)) the category of integrable UR,ζ(g)-modules.
Let V be an integrable UR,ζ(g)-module. Following [9] we define an invertible
R-homomorphism Ti|V = Ti : V → V for i ∈ I by
(3.2) Tiv =
∑
a−b+c=〈λ,α∨i 〉
(−1)bζb−aci f
(a)
i e
(b)
i f
(c)
i v (v ∈ Vλ).
Note Ti = T
′
i,−1 in the notation of [9]. We will use the following fact (see [9,
Proposition 5.3.4]).
Lemma 3.2. Let i ∈ I, and let V1, V2 be integrable UR,ζ(g)-modules.
(i) Assume that v1 ∈ V1 satisfies e
(n)
i v1 = 0 for any n > 0. Then we have
(Ti|V1⊗V2)(v1 ⊗ v2) = Tiv1 ⊗ Tiv2
for any v2 ∈ V2.
(ii) Assume ζ2i = 1. Then we have Ti|V1⊗V2 = Ti|V1 ⊗ Ti|V2.
For w ∈ W we define an R-homomorphism Tw|V = Tw : V → V by Tw =
Ti1 . . . TiN , where w = si1 . . . siN is a reduced expression of w. It does not depend on
the choice of a reduced expression. Moreover, we have TwVλ = Vwλ for λ ∈ X . By
[9] there exists an automorphism Tw of the R-algebra UR,ζ(g) satisfying
(3.3) Twuv = (Twu)(Twv) (u ∈ UR,ζ(g), v ∈ V ).
Lemma 3.3. For a UR,ζ(g)-module V the following conditions are equivalent.
(a) V has the weight decomposition V =
⊕
µ∈X Vµ, and for any v ∈ V the
UR,ζ(g)-submodule UR,ζ(g)v of V is a finitely generated R-module.
(b) V is an integrable UR,ζ(g)-module.
Proof. The indication (a)⇒(b) is clear from e
(n)
i Vλ ⊂ Vλ+nαi and f
(n)
i Vλ ⊂ Vλ−nαi.
Assume (b) holds. For any v ∈ V , w ∈ W , i ∈ I we have (Twe
(n)
i )v = (Twf
(n)
i )v = 0
for n≫ 0 by (3.3). Hence we can deduce (a) using the PBW-type basis for UR,ζ(g)
(see [8]). 
For λ ∈ X+ we define left UR,ζ(g)-modules ∆R,ζ(λ), ∇R,ζ(λ) and right UR,ζ(g)-
modules ∆∗R,ζ(λ), ∇
∗
R,ζ(λ) as the base changes of ∆A(λ), ∇A(λ), ∆
∗
A(λ), ∇
∗
A(λ)
respectively. We call ∆R,ζ(λ), ∆
∗
R,ζ(λ) the (left and right) Weyl modules with highest
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weight λ, and ∇R,ζ(λ), ∇
∗
R,ζ(λ) the (left and right) dual Weyl modules with highest
weight λ.
3.6. In this subsection we assume ζα = ±1 for any α ∈ ∆. Take a subset J of I as
in (2.2), and identify UR(g) with a subalgebra of UR,ζ(g) via Proposition 2.6. Since
UR,ζ(g) is generated by UR(g) and UR,ζ(h), we see easily the following.
Proposition 3.4. The embedding UR(g) ⊂ UR,ζ(g) induces the equivalence
Modint(UR,ζ(g)) ∼= Modint(UR(g))
of abelian categories.
Lemma 3.5. For w ∈ W and λ ∈ X there exists ǫw,λ ∈ {±1} such that for any
integrable UR,ζ(g)-module V we have
Twv = ǫw,λTwv (v ∈ Vλ).
Here, Tw (resp. Tw) is defined as an operator on the integrable UR(g)-module (resp.
UR,ζ(g)-module) V.
Proof. We may assume w = si for i ∈ I. Recall
Tiv =
∑
a−b+c=〈λ,α∨i 〉
(−1)bζb−aci f
(a)
i e
(b)
i f
(c)
i v.
For i ∈ J we have
e
(n)
i = ζ
n(n−1)/2
i e
(n)
i , f
(n)
i = ζ
n(n+1)/2
i f
(n)
i k
−n
i (n ∈ Z≧0),
and hence
Tiv = ζ
〈λ,α∨i 〉(〈λ,α
∨
i 〉−1)/2
i
∑
a−b+c=〈λ,α∨i 〉
(−1)bf
(a)
i e
(b)
i f
(c)
i v = ζ
〈λ,α∨i 〉(〈λ,α
∨
i 〉−1)/2
i Tiv.
For i /∈ J we have
e
(n)
i = ζ
n(n+1)/2
i e
(n)
i k
−n
i , f
(n)
i = ζ
n(n−1)/2
i f
(n)
i (n ∈ Z≧0),
and hence
Tiv = ζ
〈λ,α∨i 〉(〈λ,α
∨
i 〉+1)/2
i
∑
a−b+c=〈λ,α∨i 〉
(−1)bf
(a)
i e
(b)
i f
(c)
i v = ζ
〈λ,α∨i 〉(〈λ,α
∨
i 〉+1)/2
i Tiv.

Proposition 3.6. As left or right UR(g)-modules we have
∆R,ζ(λ) ∼= ∆R(λ), ∆
∗
R,ζ(λ)
∼= ∆
∗
R(λ), ∇R,ζ(λ)
∼= ∇R(λ), ∇
∗
R,ζ(λ)
∼= ∇
∗
R(λ)
for λ ∈ X+.
Proof. By duality we have only to show the first two isomorphisms. The proofs
being similar, we only verify the first one. We may assume g is simple. Then as in
the proof of Proposition 2.6 we may assume q = qα for short roots α, and R = Z.
Using the embeddings
∆Z,±1(λ) ⊂ ∆Q,±1(λ), ∆Z(λ) ⊂ ∆Q(λ)
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the proof is reduced to showing ∆Q,±1(λ) ∼= ∆Q(λ). By
∆Q(λ) ∼= UQ(g)/
UQ(g)n+ + ∑
h∈UQ(h)
UQ(g)(h− χλ(h)) +
∑
i∈I
UQ(g)f
(〈λ,α∨i 〉+1)
i

we can check that we have a surjective homomorphism ∆Q(λ) → ∆Q,±1(λ) given
by vλ 7→ vλ. We conclude that this is actually an isomorphism considering the
dimensions. 
3.7. Let R be a commutative ring equipped with ζ ∈ R×. In this subsection we
assume that there exists some ℓ ∈ Z>0 such that fℓ(ζ) = 0, where fℓ is the ℓ-th
cyclotomic polynomial. Recall that we have the quantum Frobenius homomorphism
F : UR,ζ(g) → UR,ζ(
♯g). Applying Proposition 2.6 to UR,ζ(
♯g) we obtain an embed-
ding UR(
♯g) ⊂ UR,ζ(
♯g) of R-algebras (depending on the choice of a subset J of I).
To avoid the confusion we denote the left and right Weyl modules over UR(
♯g) with
highest weight λ ∈ ♯X by ♯∆R(λ),
♯∆
∗
R(λ), and the left and right dual Weyl modules
over UR(
♯g) with highest weight λ ∈ ♯X by ♯∇R(λ),
♯∇
∗
R(λ) respectively. Similarly,
we denote the left and right Weyl modules over UR,ζ(
♯g) with highest weight λ ∈ ♯X
by ♯∆R,ζ(λ),
♯∆∗R,ζ(λ), and the left and right dual Weyl modules over UR,ζ(
♯g) with
highest weight λ ∈ ♯X by ♯∇R,ζ(λ),
♯∇∗R,ζ(λ) respectively. As in Proposition 3.6 we
can identify the left or right UR(
♯g)-modules ♯∆R(λ),
♯∆
∗
R(λ),
♯∇R(λ),
♯∇
∗
R(λ) for
λ ∈ ♯X with the left or right UR,ζ(
♯g)-modules ♯∆R,ζ(λ),
♯∆∗R,ζ(λ),
♯∇R,ζ(λ),
♯∇∗R,ζ(λ)
respectively. Hence they can also be regarded as left or right UR,ζ(g)-modules via
F . Under this identification we have homomorphisms
∆R,ζ(λ)։
♯∆R(λ)→
♯∇R(λ) →֒ ∇R,ζ(λ),
∆∗R,ζ(λ)։
♯∆
∗
R(λ)→
♯∇
∗
R(λ) →֒ ∇
∗
R,ζ(λ)
of UR,ζ(g)-modules for λ ∈
♯X . They induce isomorphisms
∆R,ζ(λ)wλ ∼=
♯∆R(λ)wλ ∼=
♯∇R(λ)wλ ∼= ∇R,ζ(λ)wλ,(3.4)
∆∗R,ζ(λ)wλ
∼= ♯∆
∗
R(λ)wλ
∼= ♯∇
∗
R(λ)wλ
∼= ∇∗R,ζ(λ)wλ(3.5)
of R-modules for any w ∈ W .
4. Duality for Hopf algebras
4.1. Let T be a Hopf algebra over a field K, which is commutative and cocom-
mutative. Then the set Homalg(T , K) of algebra homomorphisms from T to K is
endowed with a structure of abelian group by
(ϕψ)(t) = (ϕ⊗ ψ)(∆(t)) (ϕ, ψ ∈ Homalg(T , K)).
For a subgroup Υ of Homalg(T , K) we denote by Mod
f
Υ(T ) the category of finite-
dimensional T -modules M with the weight space decomposition
M =
⊕
ϕ∈Υ
Mϕ, Mϕ = {m ∈M | tm = ϕ(t)m (t ∈ T )}.
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Assume that we are given a Hopf algebra H, which contains T as a Hopf subalge-
bra. Note that the dual space H∗ = HomK(H, K) is endowed with an H-bimodule
structure by
〈h1fh2, h〉 = 〈f, h2hh1〉 (f ∈ H
∗, h, h1, h2 ∈ H).
By a standard argument we have the following (see for example [14]).
Proposition 4.1. The following conditions on f ∈ H∗ are equivalent to each other.
(a) Hf ∈ ModfΥ(T ),
(b) fH ∈ ModfΥ(T ),
(c) HfH ∈ ModfΥ×Υ(T ⊗ T ),
(d) there exists a two-sided ideal I of H such that 〈f, I〉 = {0} and H/I ∈
ModfΥ×Υ(T ⊗ T ).
We denote by H∗T ,Υ the subspace of H
∗ consisting of f ∈ H∗ satisfying the equiv-
alent conditions of Proposition 4.1 . Then H∗T ,Υ turns out to be a Hopf algebra
whose multiplication, unit, comultiplication, counit, antipode are induced by the
transpose of the comultiplication, the counit, the multiplication, the unit, the an-
tipode respectively of H.
We denote by ModfT ,Υ(H) the category of leftH-modules which belong to Mod
f
Υ(T )
as a T -module. More generally, we denote by ModlfT ,Υ(H) the category of left H-
modules which is a sum of submodules belonging to ModfΥ(T ). ForM ∈ Mod
f
T ,Υ(H)
we have a homomorphism
(4.1) ΦM : M ⊗M
∗ →H∗T ,Υ
of H-bimodules given by
〈ΦM (m⊗m
∗), h〉 = 〈m∗, hm〉 (m ∈M, m∗ ∈M∗, h ∈ H).
Here, M ⊗M∗ is regarded as an H-bimodule by
h1(m⊗m
∗)h2 = h1m⊗m
∗h2 (m ∈M, m
∗ ∈M∗, h1, h2 ∈ H).
Denote by ModirrT ,Υ(H) the set of isomorphism classes of the irreducible H-modules
belonging to ModfT ,Υ(H). By a standard argument we have the following (see for
example [14]).
Proposition 4.2. (i) We have
H∗T ,Υ =
∑
M∈ModfT ,Υ(H)
Im(ΦM ) =
⋃
M∈ModfT ,Υ(H)
Im(ΦM ).
(ii) Assume that ModfT ,Υ(H) is a semisimple category and that EndH(M) = K id
for any M ∈ ModirrT ,Υ(H). Then⊕
M∈ModirrT ,Υ(H)
ΦM :
⊕
M∈ModirrT ,Υ(H)
M ⊗M∗ →H∗T ,Υ
is an isomorphism of H-bimodules.
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4.2. For a finite subset Γ of ModirrT ,Υ(H) we define a two-sided ideal I(Γ) of H by
I(Γ) = {h ∈ H | hM = {0} (∀M ∈ Γ)}.
Lemma 4.3. Assume thatModfT ,Υ(H) is a semisimple category and that EndH(M) =
K id for any M ∈ ModirrT ,Υ(H).
(i) For any finite subset Γ of ModirrT ,Υ(H) we have
H/I(Γ) ∼=
⊕
M∈Γ
EndK(M).
(ii) For f ∈ H∗ we have f ∈ H∗T ,Υ if and only if there exists a finite subset Γ of
ModirrT ,Υ(H) such that 〈f, I(Γ)〉 = {0}.
Proof. (i) Note that any M ∈ Γ is an irreducible H/I(Γ)-module. Hence by a
well-known fact on finite dimensional algebras the assertion follows from
dimH/I(Γ) ≦
∑
M∈Γ
(dimM)2.
To verify this it is sufficient to show for finite subsets Γ, Γ′ of ModirrT ,Υ(H) satisfying
Γ′ = Γ ⊔ {M} that dim I(Γ)/I(Γ′) ≦ (dimM)2. This follows from
Ker(I(Γ)→ EndK(M)) = I(Γ
′).
(ii) Assume f ∈ H∗T ,Υ. For
Γ = {M ∈ ModirrT ,Υ(H) | HomH(M,Hf) 6= {0}.
we have
〈f, I(Γ)〉 = 〈I(Γ)f, 1〉 ⊂ 〈I(Γ)(Hf), 1〉 = {0}.
The converse is clear from (i). 
4.3. In general, for a coalgebra C we denote by Comod(C) (resp. Comodf(C)) the
category of right C-comodules (resp. finite dimensional right C-comodules).
Note that for M ∈ ModfT ,Υ(H) we have a right H
∗
T ,Υ-comodule structure γM :
M → M ⊗H∗T,Υ given by
hm =
∑
a
〈fa, h〉ma (h ∈ H) =⇒ γM(m) =
∑
a
ma ⊗ fa.
This induces functors
(4.2) ModfT ,Υ(H)→ Comod
f (H∗T ,Υ), Mod
lf
T ,Υ(H)→ Comod(H
∗
T ,Υ).
Proposition 4.4. The functors in (4.2) give equivalences of categories.
Proof. Assume that M is a finite-dimensional right H∗T,Υ-comodule with respect
to γ : M →M ⊗H∗T,Υ. Then we can define a left H-module structure of M by
γ(m) =
∑
ma ⊗ fa =⇒ hm =
∑
i
〈fa, h〉ma (h ∈ H).
It is easily seen that this left H-module belongs to ModfT ,Υ(H). Moreover, this
induces the inverse to the functors in (4.2). 
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We will sometimes identify ModlfT ,Υ(H) with Comod(H
∗
T ,Υ).
5. Coordinate algebras of the quantized algebraic groups
5.1. Let K be a field. We set
OK(G) = UK(g)
∗
UK(h),X
.
It is isomorphic as a Hopf algebra to the coordinate algebra of the reductive algebraic
group GK over K with the same root datum (X,∆, Y,∆
∨) as G.
5.2. Let K be a field equipped with ζ ∈ K×.
By Lemma 2.3 the map X ∋ λ 7→ χλ ∈ Homalg(UK,ζ(h), K) is an injective group
homomorphism. We will regard X as a subgroup of Homalg(UK,ζ(h), K) in the
following. Set
OK,ζ(B) = UK,ζ(b)
∗
UK,ζ(h),X
, OK,ζ(H) = UK,ζ(h)
∗
UK,ζ(h),X
,
OK,ζ(G) = UK,ζ(g)
∗
UK,ζ(h),X
.
It is easily seen that
OK,ζ(H) =
⊕
λ∈X
Kχλ.
We identify UK,ζ(n)
∗ ⊗ UK,ζ(h)
∗ ⊗ UK,ζ(n
+)∗ with a subspace of UK,ζ(g)
∗ by
〈ψ ⊗ χ⊗ ϕ, yhx〉 = 〈ψ, y〉〈χ, h〉〈ϕ, x〉 (y ∈ UK,ζ(n), h ∈ UK,ζ(h), x ∈ UK,ζ(n
+)).
Similarly, we identify UK,ζ(n)
∗ ⊗ UK,ζ(h)
∗ with a subspace of UK,ζ(b)
∗. Set
UK,ζ(n)
⋆ =
⊕
γ∈Q+
(UK,ζ(n)−γ)
∗ ⊂ UK,ζ(n)
∗,
UK,ζ(n
+)⋆ =
⊕
γ∈Q+
(UK,ζ(n
+)γ)
∗ ⊂ UK,ζ(n
+)∗.
Then we have
OK,ζ(G) ⊂ UK,ζ(n)
⋆ ⊗ OK,ζ(H)⊗ UK,ζ(n
+)⋆ ⊂ UK,ζ(g)
∗.(5.1)
Moreover, we have
OK,ζ(B) = UK,ζ(n)
⋆ ⊗ OK,ζ(H) ⊂ UK,ζ(b)
∗,(5.2)
and the natural homomorphism OK,ζ(G)→ OK,ζ(B) is surjective (see, for example
[14, Section 2.7]). Hence we have
OK,ζ(B) ∼= OK,ζ(G)/{f ∈ OK,ζ(G) | 〈f, UK,ζ(b)〉 = {0}}.
Proposition 5.1. Assume ζ2α = 1 for any α ∈ ∆. The surjection UK,ζ(g)
∗ →
UK(g)
∗ induced by the embedding UK(g) ⊂ UK,ζ(g) given in Proposition 2.6 restricts
to an isomorphism
(5.3) OK,ζ(G) ∼= OK(G)
of UK(g)-bimodules.
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Proof. By Proposition 3.4 the surjection UK,ζ(g)
∗ → UK(g)
∗ restricts to a surjec-
tive homomorphism OK,ζ(G)→ OK(G) of UK(g)-bimodules. In order to prove that
it is injective it is sufficient to show
Ker(M ⊗M∗ → UK(g)
∗) = Ker(M ⊗M∗ → UK,ζ(g)
∗)
for anyM ∈ Modint(UK,ζ(g)) = Modint(UK(g)) by Proposition 4.2. SinceM⊗M
∗ →
UK(g)
∗ is a homomorphism of UK(g)-bimodule, we have only to show
Ker(Mλ ⊗M
∗ → UK(g)
∗) = Ker(Mλ ⊗M
∗ → UK,ζ(g)
∗)
for any λ ∈ X . By UK(g) ∼= UK(n)⊗ UK(n
+)⊗ UK(h) we have
Ker(Mλ ⊗M
∗ → UK(g)
∗) = Ker(Mλ ⊗M
∗ → (UK(n)⊗ UK(n
+))∗).
Similarly, we have
Ker(Mλ ⊗M
∗ → UK,ζ(g)
∗) = Ker(Mλ ⊗M
∗ → (U ′K,ζ(n)⊗ U
′
K,ζ(n
+))∗).
They coincide under the identification UK(g) = U
′
K,ζ(g). 
Remark 5.2. The isomorphism (5.3) does not preserve the ring structure in general
(see Remark 2.7).
5.3. Assume that ζ ∈ K× has the order ℓ <∞. Define the root datum (♯X, ♯∆, ♯Y, ♯∆∨)
and the corresponding complex reductive group ♯G as in Section 2. The quantum
Frobenius homomorphism F induces the injection tF : UK,ζ(
♯g)∗ →֒ UK,ζ(g)
∗. This
restricts to an injective Hopf algebra homomorphism
(5.4) OK,ζ(
♯G) →֒ OK,ζ(G).
6. Induction functor
6.1. Let H, H′ be Hopf algebras over a field K with invertible antipodes, and let
p : H → H′ be a surjective Hopf algebra homomorphism. We have a natural exact
functor
ResHH′ : Comod(H)→ Comod(H
′),
where, for a K-module V with the right H-comodule structure γ : V → V ⊗H, we
associate the right H′-comodule given by (1 ⊗ p) ◦ γ : V → V ⊗ H′. We can also
define the induction functor
IndHH′ : Comod(H
′)→ Comod(H)
as follows. Let M be a right H′-comodule. Regarding H as a right H′-comodule via
(1⊗ p) ◦∆ : H → H⊗H′, the tensor product M ⊗H of the two right H′-comodules
is endowed with a right H′-comodule structure γ : M ⊗H → (M ⊗H)⊗H′. We set
IndHH′(M) = {n ∈M ⊗H | γ(n) = n⊗ 1}.
Then IndHH′(M) is endowed with a right H-comodule structure induced by that of
M ⊗H given by
M ⊗H → (M ⊗H)⊗H (m⊗ h 7→
∑
k
(m⊗ h′k)⊗ S
−1hk),
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where ∆(h) =
∑
k hk ⊗ h
′
k. For V ∈ Comod(H), M ∈ Comod(H
′) we have
Hom(V, IndHH′(M))
∼= Hom(ResHH′(V ),M).
It follows that IndHH′ is left exact, and we have
IndHH′′ = Ind
H
H′ ◦ Ind
H′
H′′
for a sequence H → H′ → H′′ of surjective homomorphisms of Hopf algebras with
invertible antipodes. The following fact is well-known.
Lemma 6.1. For M ∈ Comod(H′) and V ∈ Comod(H) we have
IndHH′(Res
H
H′(V )⊗M)
∼= V ⊗ IndHH′(M), Ind
H
H′(M ⊗ Res
H
H′(V ))
∼= IndHH′(M)⊗ V.
6.2. Assume that K is a field equipped with ζ ∈ K×. We consider the left exact
functor
Ind = Ind
OK,ζ(G)
OK,ζ(B)
: Comod(OK,ζ(B))→ Comod(OK,ζ(G)).
It is known that the abelian category Comod(OK,ζ(B)) has enough injectives, and
we have its right derived functors
Rk Ind : Comod(OK,ζ(B))→ Comod(OK,ζ(G)) (k ≧ 0).
For λ ∈ X we denote by Kλ = K1λ the one dimensional UK,ζ(b)-module given by
h1λ = χλ(h)1λ (h ∈ UK,ζ(h)), z1λ = ε(z)1λ (z ∈ UK,ζ(n)).
We also denote the corresponding right OK,ζ(B)-comodule by Kλ = K1λ. The
following fact is standard (see [1]).
Lemma 6.2. For λ ∈ X we have
Ind(Kλ) ∼=
{
∇K,ζ(λ) (λ ∈ X
+)
0 (λ /∈ X+).
The following Kempf type vanishing theorem is a consequence of the deep theory
of crystal bases due to Kashiwara.
Proposition 6.3 (Ryom-Hansen [13]). For λ ∈ X+ and k 6= 0 we have Rk Ind(Kλ) =
0.
7. Homogeneous coordinate algebras
7.1. For a field K we set
(7.1) OK(N\G) = {f ∈ OK(G) | fz = ε(z)f (z ∈ UK(n))}.
It is a subalgebra of OK(G) and a (UK(g), UK(h))-bimodule. Set
OK(N\G;λ) = {f ∈ OK(N\G) | fh = χλ(h)f (h ∈ UK(h))}
for λ ∈ X+. It is known that
(7.2) OK(N\G) =
⊕
λ∈X+
OK(N\G;λ).
Moreover, we have an isomorphism
(7.3) ∇K(λ) ∼= OK(N\G;λ) (v ↔ Φ∇K(λ)(v ⊗ v
∗
λ))
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of left UK(g)-modules. Here, the image of v
∗
λ ∈ ∆
∗
Z(λ) in ∆
∗
K(λ) = (∇K(λ))
∗ is
denoted by v∗λ by abuse of the notation. By
(7.4) OK(N\G;λ) OK(N\G;µ) ⊂ OK(N\G;λ+ µ) (λ, µ ∈ X
+)
OK(N\G) turns out to be a commutative K-algebra graded by the abelian group
X . Under the identification (7.3) we obtain a non-zero homomorphism
(7.5) ∇K(λ)⊗∇K(µ)→∇K(λ+ µ)
of left UK(g)-modules corresponding to (7.4). By
HomUK(g)(∇K(λ)⊗∇K(µ),∇K(λ+ µ))
∼=HomUK(g)op(∆
∗
K(λ+ µ),∆
∗
K(λ)⊗∆
∗
K(µ))
∼= K
(7.5) is the unique (up to a scalar multiple) non-zero homomorphism of UK(g)-
modules.
7.2. Let K be a field equipped with ζ ∈ K×. We set
(7.6) OK,ζ(N\G) = {f ∈ OK,ζ(G) | fz = ε(z)f (z ∈ UK,ζ(n))}.
It is a subalgebra of OK,ζ(G) as well as a (UK,ζ(g), UK,ζ(h))-bimodule. By the defi-
nition of OK,ζ(G) it is easily seen that OK,ζ(N\G) is a direct sum of subspaces
OK,ζ(N\G;λ) = {f ∈ OK,ζ(N\G) | fh = χλ(h)f (h ∈ UK,ζ(h))}
for λ ∈ X . Note that we have OK,ζ(N\G;λ) ∼= Ind(Kλ) by the definition of Ind.
Hence by Proposition 6.2 we have OK,ζ(N\G;λ) 6= {0} only if λ ∈ X
+, and hence
(7.7) OK,ζ(N\G) =
⊕
λ∈X+
OK,ζ(N\G;λ).
Moreover, we have OK,ζ(N\G;λ) ∼= ∇K,ζ(λ) for λ ∈ X
+. More precisely, we have
an isomorphism
(7.8) ∇K,ζ(λ) ∼= OK,ζ(N\G;λ) (v ↔ Φ∇K,ζ(λ)(v ⊗ v
∗
λ))
of UK,ζ(g)-modules. Here, the image of v
∗
λ ∈ ∆
∗
A(λ) in ∆
∗
K,ζ(λ) = (∇K,ζ(λ))
∗ is
denoted by v∗λ by abuse of the notation.
By
(7.9) OK,ζ(N\G;λ) OK,ζ(N\G;µ) ⊂ OK,ζ(N\G;λ+ µ) (λ, µ ∈ X
+)
OK,ζ(N\G) turns out to be a K-algebra graded by the abelian group X . Similarly
to the case of OK(N\G), the multiplication
OK,ζ(N\G;λ)⊗ OK,ζ(N\G;µ)→ OK,ζ(N\G;λ+ µ)
corresponds to the unique (up to a non-zero scalar multiple) non-zero homomor-
phism
(7.10) ∇K,ζ(λ)⊗∇K,ζ(µ)→∇K,ζ(λ+ µ)
of left UK,ζ(g)-modules under the identification (7.8).
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7.3. Assume that ζ ∈ K× has the multiplicative order ℓ <∞. Define a subalgebra
OK,ζ(
♯N\♯G) of OK,ζ(
♯G) and its subspace OK,ζ(
♯N\♯G;λ) for λ ∈ ♯X similarly to
the case of OK,ζ(G), so that
OK,ζ(
♯N\♯G) =
⊕
λ∈♯X+
OK,ζ(
♯N\♯G;λ).
It is easily seen that the embedding (5.4) induces the embedding
(7.11) OK,ζ(
♯N\♯G) ⊂ OK,ζ(N\G)
of algebras so that OK,ζ(
♯N\♯G;λ) ⊂ OK,ζ(N\G;λ) for λ ∈
♯X . Note also that we
have an isomorphism OK,ζ(
♯G) ∼= OK(
♯G) of UK(
♯g)-bimodules by Proposition 5.1.
It induces an isomorphism
(7.12) OK,ζ(
♯N\♯G) ∼= OK(
♯N\♯G)
of left UK(
♯g)-modules.
Proposition 7.1. For any µ ∈ ♯X+ there exists some N ≧ 0 such that for λ ∈ X+
satisfying 〈λ, α∨i 〉 ≧ N for any i ∈ I we have
OK,ζ(N\G;λ)OK,ζ(
♯N\♯G;µ) = OK,ζ(N\G;λ+ µ).
Proof. Recall
OK,ζ(N\G;λ) ∼= ∇K,ζ(λ) (λ ∈ X
+), OK,ζ(
♯N\♯G;µ) ∼= ♯∇K,ζ(µ) (µ ∈
♯X+).
Under this identification, the multiplication
OK,ζ(N\G;λ)⊗ OK,ζ(
♯N\♯G;µ)→ OK,ζ(N\G;λ+ µ)
corresponds to a non-zero homomorphism
(7.13) ∇K,ζ(λ)⊗
♯∇K,ζ(µ)→∇K,ζ(λ+ µ)
of UK,ζ(g)-modules, where
♯∇K,ζ(µ) is regarded as a UK,ζ(g)-module through the
quantum Frobenius homomorphism F : UK,ζ(g) →
♯UK,ζ(g). Note that (7.13) is
obtained by taking the dual of the unique (up to a scalar multiple) non-zero homo-
morphism
∆∗K,ζ(λ+ µ)→ ∆
∗
K,ζ(λ)⊗
♯∆∗K,ζ(µ)
of right UK,ζ(g)-modules.
Assume 〈λ, α∨i 〉 ≫ 0 for any i ∈ I. We have a filtration
Kλ ⊗
♯∇K,ζ(µ) = M1 ⊃M2 ⊃ · · · ⊃Ms ⊃Ms+1 = 0
of the UK,ζ(b)-module Kλ⊗
♯∇K,ζ(µ) such thatMj/Mj+1 ∼= Kλ+νj , where ν1 = µ, ν2,
. . . , νs are the weights of
♯∇K,ζ(µ) with multiplicity. From the short exact sequence
0→M2 → Kλ ⊗
♯∇K,ζ(µ)→ Kλ+µ → 0
we obtain an exact sequence
Ind(Kλ ⊗
♯∇K,ζ(µ))→ Ind(Kλ+µ)→ R
1 Ind(M2)
of UK,ζ(g)-modules. By Proposition 6.3 and Lemma 6.1 we have
Ind(Kλ ⊗
♯∇K,ζ(µ)) ∼= ∇K,ζ(λ)⊗
♯∇K,ζ(µ), Ind(Kλ+µ) ∼= ∇K,ζ(λ+ µ).
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By our assumption on λ we have λ+νj ∈ X
+ for any j, and hence Rk Ind(Mj/Mj+1) =
0 for any j ≧ 2, k ≧ 1. Therefore, we have R1 Ind(M2) = 0. We obtain a surjective
homomorphism
∇K,ζ(λ)⊗
♯∇K,ζ(µ)→∇K,ζ(λ+ µ)
of UK,ζ(g)-modules. Since (7.13) is the unique (up to a scalar multiple) non-zero
homomorphism of UK,ζ(g)-modules, we obtain the surjectivity of (7.13). 
8. quantized flag manifolds
8.1. We assume that G is semisimple and simply-connected. Namely, we assume
Y = Q∨, so that the canonical homomorphism X → HomZ(Q
∨,Z) is bijective. Let
K be a field, and let GK be the split semisimple algebraic group defined over K
with the same root datum (X,∆, Y,∆∨) as G. We denote by BK , NK , N
+
K the
subgroups of GK similarly defined as B, N , N
+ respectively. Set BK = BK\GK . It
is a projective algebraic variety defined over K, called the flag variety. Denote by
Mod(OBK ) the category of quasi-coherent OBK -modules. It can be described using
OK(N\G) as follows. Let Modgr(OK(N\G)) be the category of graded OK(N\G)-
modules. We denote by Torgr(OK(N\G)) the full subcategory of Modgr(OK(N\G))
consisting of M ∈ Modgr(OK(N\G)) such that for any m ∈ M there eixsts some
positive integer N satisfying
λ ∈ X, 〈λ, α∨i 〉 ≧ N (∀i ∈ I) =⇒ OK(N\G;λ)m = {0}.
Note that Torgr(OK(N\G)) is closed under taking subquotients and extensions in
Modgr(OK(N\G)). Then we have
Mod(OBK )
∼= Modgr(OK(N\G))/Torgr(OK(N\G)) := P
−1
Modgr(OK(N\G)),
where P consists of morphisms in Modgr(OK(N\G)) whose kernel and cokernel
belong to Torgr(OK(N\G)), and P
−1
Modgr(OK(N\G)) denotes the localization of
the category so that the morphisms in P turn out to be isomorphisms (see [4], [11]).
For w ∈ W and λ ∈ X+ we set
σwλ = Φ∇K(λ)(Twvλ ⊗ v
∗
λ) ∈ OK(N\G;λ) ⊂ OK(N\G).
Here, the images of vλ ∈ ∇Z(λ) and v
∗
λ ∈ ∆
∗
Z(λ) in ∇K(λ) and ∆
∗
K(λ) = (∇K(λ))
∗
are denoted by vλ and v
∗
λ respectively. We have
σwλσ
w
µ = σ
w
λ+µ (λ, µ ∈ X
+, w ∈ W ),
and hence S
w
K = {σ
w
λ | λ ∈ X
+} is a homogeneous multiplicative subset of the
commutative graded ring OK(N\G). Therefore, the localization (S
w
K)
−1OK(N\G)
turns out to be a commutative graded ring graded by X . Set
OK(B
w) = ((S
w
K)
−1OK(N\G))(0).
This commutative ring is naturally identified with the coordinate algebra of the affine
open subset BwK = BK\BKN
+
Kw
−1 of BK . In particular, the category Mod(OBwK )
of quasi-coherent OBwK -modules is isomorphic to the category Mod(OK(B
w)) of
OK(B
w)-modules. The natural exact functor
resw : Mod(OBK )→ Mod(OBwK )
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given by the restriction of quasi-coherent O-modules is induced by
Modgr(OK(N\G)) ∋M 7→ ((S
w
K)
−1M)(0) ∈ Mod(OK(B
w)).
By BK =
⋃
w∈W B
w
K we have obviously
(8.1) M ∈ Mod(OBK ), resw(M) = 0 (∀w ∈ W ) =⇒ M = 0.
It is easily seen that this is equivalent to the following.
Lemma 8.1. For any µ ∈ X+ we have
(8.2) OK(N\G;λ+ µ) =
∑
w∈W
OK(N\G;λ) σ
w
µ
for λ ∈ X+ such that 〈λ, α∨i 〉 ≫ 0 for any i ∈ I.
Remark 8.2. Lemma 8.1 holds for general root data (X,∆, Y,∆∨) without the
assumption Y = Q∨. The general case easily follows from the special case.
8.2. We continue to assume Y = Q∨. Let K be a field equipped with ζ ∈ K×. We
define an abelian category Mod(OBK,ζ ) by
Mod(OBK,ζ ) :=Modgr(OK,ζ(N\G))/Torgr(OK,ζ(N\G))(8.3)
=P−1Modgr(OK,ζ(N\G)).
Here, Modgr(OK,ζ(N\G)) is the category of gradedOK,ζ(N\G)-modules, and Torgr(OK,ζ(N\G))
is its full subcategory consisting of M ∈ Modgr(OK,ζ(N\G)) such that for any
m ∈M there exists some positive integer N satisfying
λ ∈ X, 〈λ, α∨i 〉 ≧ N =⇒ OK,ζ(N\G;λ)m = {0}.
Moreover, P consists of morphisms in Modgr(OK,ζ(N\G)) whose kernel and cokernel
belong to Torgr(OK,ζ(N\G)), and P
−1Modgr(OK,ζ(N\G)) denotes the localization
of the category so that the morphisms in P turn out to be isomorphisms.
For w ∈ W and λ ∈ X+ we set
σwλ = Φ∇K,ζ(λ)(Twvλ ⊗ v
∗
λ) ∈ OK,ζ(N\G) ⊂ OK,ζ(G).
Here, the images of vλ ∈ ∇A(λ) and v
∗
λ ∈ ∆
∗
A(λ) in ∇K,ζ(λ) and ∆
∗
K,ζ(λ) =
(∇K,ζ(λ))
∗ are denoted by vλ and v
∗
λ respectively. We have
σwλ σ
w
µ = σ
w
λ+µ (λ, µ ∈ X
+, w ∈ W ).
Set SwK,ζ = {σ
w
λ | λ ∈ X
+} for w ∈ W . It is known that the multiplicative set
SwK,ζ satisfies the left and right Ore conditions in the ring OK,ζ(N\G) (see [6], [14]).
Hence the localization (SwK,ζ)
−1OK,ζ(N\G) is a graded ring graded by X . We set
OK,ζ(B
w) := ((SwK,ζ)
−1OK,ζ(N\G))(0).
We define an abelian category Mod(OBw
K,ζ
) to be the category of left OK,ζ(B
w)-
modules;
(8.4) Mod(OBwK,ζ ) := Mod(OK,ζ(B
w)).
Then we have a natural exact functor
(8.5) resw : Mod(OBK,ζ )→ Mod(OBwK,ζ )
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induced by
Modgr(OK,ζ(N\G)) ∋M 7→ ((S
w
K,ζ)
−1M)(0) ∈ Mod(OBwK,ζ ).
The main result of this paper is the following.
Theorem 8.3. Recall that Y = Q∨. Assume that ζ is transcendental over the prime
field K0 of K, or the multiplicative order of ζ is finite. Then we have
(8.6) M ∈ Mod(OBK,ζ ), resw(M) = 0 (∀w ∈ W ) =⇒ M = 0.
Corollary 8.4. Recall that Y = Q∨. Assume that ζ is transcendental over the
prime field K0 of K, or the multiplicative order of ζ is finite. Then (8.3), (8.4),
(8.5) give a quasi-scheme BK,ζ with affine open covering BK,ζ =
⋃
w∈W B
w
K,ζ, in the
sense of Rosenberg [12].
8.3. We no longer assume Y = Q∨. Theorem 8.3 follows easily from the following
Theorem applied to the special case Y = Q∨.
Theorem 8.5. Assume that ζ is transcendental over the prime field K0 of K, or
the multiplicative order of ζ is finite. For any µ ∈ X+ we have
(8.7) OK,ζ(N\G;λ+ µ) =
∑
w∈W
OK,ζ(N\G;λ) σ
w
µ
for λ ∈ X+ such that 〈λ, α∨i 〉 ≫ 0 for any i ∈ I.
From Theorem 8.5 we obtain the following.
Corollary 8.6. Assume that ζ is transcendental over the prime field K0 of K, or
the multiplicative order of ζ is finite. For any µ ∈ X+ we have
OK,ζ(G) =
∑
w∈W
OK,ζ(G) σ
w
µ .
Proof. We first show
(8.8) OK,ζ(G) = OK,ζ(G)OK,ζ(N\G; ν)
for any ν ∈ X+. Take ϕ ∈ OK,ζ(N\G; ν) such that ε(ϕ) = 1. Then we have∑
k
(S−1ϕ′k)ϕk = ε(ϕ) = 1,
where ∆(ϕ) =
∑
k ϕk ⊗ ϕ
′
k. By the definition of OK,ζ(N\G; ν) we have
∆(OK,ζ(N\G; ν)) ⊂ OK,ζ(N\G; ν)⊗ OK,ζ(G).
Hence we have 1 ∈ OK,ζ(G)OK,ζ(N\G; ν), from which we obtain (8.8).
Now let µ ∈ X+. By Theorem 8.5 there exists some λ ∈ X+ such that
OK,ζ(N\G;λ+ µ) =
∑
w∈W
OK,ζ(N\G;λ) σ
w
µ .
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Then we obtain
OK,ζ(G) =OK,ζ(G)OK,ζ(N\G;λ+ µ) =
∑
w∈W
OK,ζ(G)OK,ζ(N\G;λ) σ
w
µ
⊂
∑
w∈W
OK,ζ(G) σ
w
µ .

8.4. The remainder of this section is devoted to the proof of Theorem 8.5. We will
derive it from Lemma 8.1.
We first consider the case ζ is transcendental over the prime field K0 of K. This
case was already dealt with in [5] and [7]. We include its proof here for the sake of
the readers.
SetR = K0[q, q
−1]. For λ ∈ X+ we define a subspace OR,q(N\G;λ) of HomR(UR,q(g),R)
by
OR,q(N\G;λ) = {Φ∇R,q(λ)(v ⊗ v
∗
λ) | v ∈ ∇R,q(λ)},
where
〈Φ∇R,q(λ)(v ⊗ v
∗
λ), u〉 = 〈v
∗
λ, uv〉 (u ∈ UR,q(g)).
We set
OR,q(N\G) =
⊕
λ∈X+
OR,q(N\G;λ).
It is a ring graded by X . Moreover, we have
K ⊗R OR,q(N\G) ∼= OK,ζ(N\G)
with respect to sζ : R → K (q 7→ ζ), and
K0 ⊗R OR,q(N\G) ∼= OK0(N\G)
with respect to s1 : R → K0 (q 7→ 1). Set
σ̂wµ = Φ∇R,q(µ)(Twvµ ⊗ v
∗
µ) ∈ OR,q(N\G)
for µ ∈ X+, and consider the R-linear map
Fλ : OR,q(N\G;λ)
⊕W → OR,q(N\G;λ+ µ) ((fw)w∈W 7→
∑
w∈W
fwσ̂
w
µ )
between free R-modules of finite rank. Assume 〈λ, α∨i 〉 ≫ 0. We see by Lemma 8.1
and Remark 8.2 that K0 ⊗R Fλ with respect to s1 is surjective. Hence K ⊗R Fλ
with respect to sζ is surjective when ζ is transcendental over K0. This is exactly
what we need to show. The proof of Theorem 8.5 is now complete in the case ζ is
transcendental over the prime field K0 of K.
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8.5. We consider the case ζ2α = 1 for any α ∈ ∆. Let λ, µ ∈ X
+. Let
Ξ : ∇K(λ)⊗∇K(µ)→∇K(λ+ µ)
and
Ξ : ∇K,ζ(λ)⊗∇K,ζ(µ)→∇K,ζ(λ+ µ)
be the unique (up to a non-zero scalar multiple) non-zero homomorphisms of UK(g)-
modules and UK,ζ(g)-modules respectively. In view of (7.3), (7.8) and Lemma 8.1
(see also Remark 8.2) we have only to show that Ξ(∇K,ζ(λ)⊗ Twvµ) coincides with
Ξ(∇K(λ)⊗ Twvµ) under the identification ∇K,ζ(λ+ µ) ∼= ∇K(λ+ µ) of Proposition
3.6. By Lemma 3.1 and Lemma 3.2 (ii) we have
Ξ(∇K(λ)⊗ Twvµ) = Ξ(Tw(∇K(λ)⊗ vµ)) = TwΞ(∇K(λ)⊗ vµ),
Ξ(∇K,ζ(λ)⊗ Twvµ) = Ξ(Tw(∇K,ζ(λ)⊗ vµ)) = TwΞ(∇K,ζ(λ)⊗ vµ).
Hence by Lemma 3.5 it is sufficient to show
(8.9) Ξ(∇K(λ)⊗ vµ) = Ξ(∇K,ζ(λ)⊗ vµ).
Setting
M ={m ∈ ∆∗K,ζ(λ+ µ) | 〈m,Ξ(∇K,ζ(λ)⊗ vµ)〉 = {0}},
M ={m ∈ ∆
∗
K(λ+ µ) | 〈m,Ξ(∇K(λ)⊗ vµ)〉 = {0}},
(8.9) is equivalent to M = M under the identification ∆∗K,ζ(λ + µ) = ∆
∗
K(λ + µ).
Let
Ξ
∗
: ∆
∗
K(λ+ µ)→ ∆
∗
K(λ)⊗∆
∗
K(µ)
and
Ξ∗ : ∆∗K,ζ(λ+ µ)→ ∆
∗
K,ζ(λ)⊗∆
∗
K,ζ(µ)
be the unique (up to a scalar multiple) non-zero homomorphisms of UK(g)-modules
and UK,ζ(g)-modules respectively. Note that any m ∈ ∆
∗
K,ζ(λ + µ)λ+µ−γ can be
written in the form m = v∗λ+µy for y ∈ UK,ζ(n)−γ . For such m we have
〈m,Ξ(∇K,ζ(λ)⊗ vµ)〉 = 〈Ξ
∗(m),∇K,ζ(λ)⊗ vµ)〉 = 〈Ξ
∗(v∗λ+µy),∇K,ζ(λ)⊗ vµ)〉
=〈(v∗λ ⊗ v
∗
µ)y,∇K,ζ(λ)⊗ vµ)〉.
By ∆(y) ∈ y ⊗ k−γ +
∑
δ∈Q+\{0} UK,ζ(n)⊗ UK,ζ(h)UK,ζ(n)−δ we have
〈m,Ξ(∇K,ζ(λ)⊗ vµ)〉 = 〈v
∗
λy,∇K,ζ(λ)〉.
Hence M = v∗λ+µA with A = {y ∈ UK,ζ(n) | v
∗
λy = 0}. By (2.3) we can also write
M = v∗λ+µA
′ with A′ = {y ∈ U ′K,ζ(n) | v
∗
λy = 0}. On the other hand by a similar
argument we have M = v∗λ+µA with A = {y ∈ UK(n) | v
∗
λy = 0}. Therefore, we
obtain M = M from Lemma 2.5. The proof of Theorem 8.5 is now complete in the
case ζ2α = 1 for any α ∈ ∆.
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8.6. Finally, we consider the case where the multiplicative order of ζ ∈ K× is
finite. Denote the multiplicative order of ζ by ℓ, and consider the root datum
(♯X, ♯∆, ♯Y, ♯∆∨) as in Section 2. Recall that we have an embedding
OK,ζ(
♯N\♯G) ⊂ OK,ζ(N\G)
of algebras satisfying
OK,ζ(
♯N\♯G;λ) ⊂ OK,ζ(N\G;λ)
for λ ∈ ♯X+. Let µ ∈ X+. We can take ν ∈ X+ and µ′ ∈ ♯X+ such that µ+ ν = µ′.
By the result of the preceding subsection together with (3.4), (3.5) we obtain
OK,ζ(
♯N\♯G;λ′ + µ′) =
∑
w∈W
OK,ζ(
♯N\♯G;λ′)σwµ′
for some λ′ ∈ ♯X+. Let ξ ∈ X+ such that 〈ξ, α∨i 〉 ≫ 0 for any i ∈ I. Then by
Proposition 7.1 we have
OK,ζ(N\G; ξ + λ
′ + ν + µ) = OK,ζ(N\G; ξ + λ
′ + µ′)
=OK,ζ(N\G; ξ)OK,ζ(
♯N\♯G;λ′ + µ′) =
∑
w∈W
OK,ζ(N\G; ξ)OK,ζ(
♯N\♯G;λ′)σwµ′
⊂
∑
w∈W
OK,ζ(N\G; ξ + λ
′)σwµ′ =
∑
w∈W
OK,ζ(N\G; ξ + λ
′)σwν σ
w
µ
⊂
∑
w∈W
OK,ζ(N\G; ξ + λ
′ + ν)σwµ .
The proof of Theorem 8.5 is complete.
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