Two-dimensional time fractional-order biological population model and its analytical solution  by Srivastava, Vineet K. et al.
ww.sciencedirect.com
e g y p t i a n j o u rn a l o f b a s i c a n d a p p l i e d s c i e n c e s 1 ( 2 0 1 4 ) 7 1e7 6Available online at wScienceDirect
journal homepage: ht tp: / /ees.e lsevier .com/ejbas/defaul t .aspTwo-dimensional time fractional-order biological
population model and its analytical solutionVineet K. Srivastava a,*, Sunil Kumar b, Mukesh K. Awasthi c,
Brajesh Kumar Singh d
a ISRO Telemetry, Tracking and Command Network (ISTRAC), Bangalore 560058, Karnataka, India
bDepartment of Mathematics, National Institute of Technology, Jamshedpur 831014, Jharkhand, India
cDepartment of Mathematics, University of Petroleum and Energy Studies, Dehradun 247008, Uttarakhand, India
dDepartment of Mathematics, School of Allied Sciences, Graphic Era Hill University, Dehradun 248002,
Uttarakhand, Indiaa r t i c l e i n f o
Article history:
Received 22 November 2013
Received in revised form
6 March 2014
Accepted 8 March 2014
Available online 27 March 2014
Keywords:
GTFBPM
FRDTM
Mittag-leffler function
Caputo fractional derivative
Exact solution* Corresponding author. Tel./fax: þ91 805068
E-mail addresses: vineetsriiitm@gmail.co
Peer review under responsibility of Mansou
Production and hosting by El
http://dx.doi.org/10.1016/j.ejbas.2014.03.001
2314-808X/Copyright ª 2013, Mansoura Univa b s t r a c t
In this article, amathematical model has been developed for the generalized time fractional
eorder biological population model (GTFBPM). The fractional derivative has been described
in the Caputo sense. Themodel has been solved by a recent approximate analyticmethod so
called the fractional reduced differential transformmethod (FRDTM). Using thismethod, it is
possible to find the exact solution as well as closed approximate solution of a differential
equation. Three numerical examples of GTFBPM have been provided in order to check the
effectiveness, accuracy and convergence of themethod. The special advantage of using this
computational technique is that it is very easy to implement and takes small size of
computation contrary to other numerical methods while dealing complex and tedious
physical problems arising in various branches of natural sciences and engineering.
Copyright ª 2013, Mansoura University. Production and hosting by Elsevier B.V. All rights
reserved.1. Introduction
Various physical phenomena in natural sciences and engineer-
ing can be explained successfully by developing models using
the fractional calculus theory. Fractional differential equations
have achieved much more attention because fractional order
system response ultimately converges to the integer order2145.
m, vsrivastava107@gmail
ra University
sevier
ersity. Production and hoequations. The use of fractional differentiation for the mathe-
matical modeling of real world physical problems such as the
earthquakemodeling, the traffic flowmodel with fractional de-
rivatives, measurement of viscoelastic material properties, etc.
has been widespread in the recent years. Before the nineteenth
century, no analytical solution method was available for such
type of equations even for the linear fractional differential.com (V.K. Srivastava).
sting by Elsevier B.V. All rights reserved.
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fractional reduced differential transform method (FRDTM) for
the fractional differential equations and showed that FRDTM is
the most easily implemented analytical method and gives the
exact solution for both the linear and nonlinear differential
equations. FRDTM is very reliable, efficient and effective
powerful computational technique for solving physical prob-
lems; see references [2e5].2. Generalized time fractional-order
biological population model (GTFBPM)
Biological scientists believe that the dispersal or emigration
plays a crucial role in the regulationofpopulationof the species.
The diffusion of a biological species in a region C is described by
the three functions of position x!¼ ðx; yÞ in region C and time t
[6] namely population density pð x!; tÞ, diffusion velocity vð x!; tÞ,
and the population supply, fð x!; tÞ. The population density
pð x!; tÞ gives the number of individuals, per unit volume, at po-
sition x!and time t; it’s integral over any sub regionDof regionC
gives the total population of D at time t. The entity fð x!; tÞ gives
the rate at which individuals are supplied, per unit volume, at
position x! by births and deaths. The diffusion velocity vð x!; tÞ
represents the average velocity of those individualswhooccupy
the position x! at time t, and it describes the flow of population
from point to point. The entities p, v! and f must be consistent
with the following law of population balance, for every regular
sub region D of C and for all time t
da
dta
Z
D
pdV þ
Z
vD
p v!$bndA ¼ Z
D
fdV; (1)
where bn is the outward unit normal to the boundary vD of D.
The derivative in Eq. (1) has been taken in the Caputo deriv-
ative sense. From the Eq. (1), it is obvious that the rate of
change of population of D plus the rate at which the in-
dividuals leaveD across its boundarymust be equal to the rate
at which the individuals are supplied directly to D. By making
the assumptions [8]
f ¼ fðpÞ; v!¼ lðpÞVp; (2)
where l(p) > 0 for p > 0, and V is the Laplace operator, the
following two-dimensional nonlinear degenerate parabolic
partial differential equation for the population density p can
be obtained as
vap
vta
¼ v
2fðpÞ
vx2
þ v
2fðpÞ
vy2
þ fðpÞ; t  0; x;y˛R: (3)
Eq. (3) is known as the time fractional-order biological popula-
tion model (TFBPM). Gurney and Nisbet [7] employed ɸ (p), as a
special case for the modeling of the population of animals. The
movements aremadegenerally either bymature animalsdriven
by mature invaders or by young animals just reachingmaturity
moving out of their parental territory to establish breeding ter-
ritory of their own. In both cases, it is much more plausible to
assume that they will be directed towards nearby vacant terri-
tory. Therefore, in this model, movement takes place almost
exclusively down the population density gradient and will be
more rapid at high population densities than at low ones. To
model this scenario, they considered a walk through arectangular mesh, in which at each step an animal may either
stay at its present location or may move in the direction of the
lowest population density. The probability distribution among
these twopossibilitiesbeingdeterminedby themagnitudeof the
population density gradient at the mesh side concerned. This
model leads to Eq. (3) with ɸ (p)¼p2, to the following equation
vap
vta
¼ v
2p2
vx2
þ v
2p2
vy2
þ fðpÞ; t  0; x;y˛R; (4)
with the given initial condition p(x,y,0). For a ¼ 1, Eq. (4) re-
duces to the normal biological population model (NBPM)
vp
vt
¼ v
2p2
vx2
þ v
2p2
vy2
þ fðpÞ; t  0; x;y˛R: (5)
Some properties of Eq. (4) such as Holder estimates and its
solutions have been studied in [8].
Three examples of constitutive equations for f(p) can be
given as
a) f(p) ¼ cp, c ¼ constant, Malthusian Law [6].
b) f(p) ¼ c1p  c2p2, c1,c2 ¼ positive constants, Verhulst Law [8].
c) f(p) ¼ cpq, (c > 0, 0 < q < 1), Porous media [9,10].
Let us consider a more general form of f(p) as
f(p) ¼ hpa(1  lpb), so that Eq. (4) becomes
vap
vta
¼ v
2p2
vx2
þ v
2p2
vy2
þ hpa1 lpb; t  0; x;y˛R; (6)
where h, a, l, b, are real numbers. If h ¼ c, a¼ 1, l¼ 0 and h ¼ c1,
a ¼ b ¼ 1, l ¼ c2/c1, then Eq. (6) leads to Malthusian Law and
Verhulst Law. The reason behind using the fractional-order
differential equation is that it is naturally related to systems
with memory which exists in most of the biological systems.
Also they are closely related to fractals which are abundant in
biological systems. The linear and nonlinear population sys-
tems were solved in [11,12] using variational iteration method
(VIM), adomian decomposition method (ADM), homotopy
analysis method (HAM), and homotopy perturbation method
(HPM). The major disadvantage of these methods is that they
require complex and large size of computations. To overcome
from the complex computational efforts, FRDTM has been
employed for solving the problem.
The purpose of this work is to solve the generalized time
fractionaleorder biological population model (GTFBPM) using
the fractional reduced differential transformation method.
The obtained results are compared well with those obtained
by VIM, ADM, HPM and HAM.
3. Fractional calculus theory
In this section, we present some notations, definitions and
preliminary facts that will be used further in this study.
Fractional calculus theory is more than 200 years old theory
present in the literature. Several definitions of fractional in-
tegrals and derivatives have been proposed but the first major
contribution to give proper and most meaningful definition is
due to Liouville as follows.
Definition 3.1. A real function f(x), x > 0 is said to be in the
space Cm, m ˛ ℝ if there exists a real number q (>m), such that
Table 1 e Fundamental operations of the fractional
reduced differential transform method.
Original function Fractional reduced differential
transformed function
RD [u(x,t)v(x,t)] UkðxÞ5VkðxÞ ¼
Pk
r¼0UrðxÞVkrðxÞ
RD [au(x,t)  bv(x,t)] aUk(x)  bVk(x)
RD [(v
l/vxl) u(x,t)] [(k þ l)!/k!] (vl/vxl) Ukþl(x)
RD [(v
Na/vtNa) u(x,t)] [(G(ka þ Na þ 1))/(G(ka þ 1))] UkþN(x)
RD [x
mtnu(x,t)] xmUkn(x)
RD [e
lt] lk/k!
RD [sin (wt þ a)] (wk/k!)sin[(pk/2!) þ a]
RD [cos (wt þ a)] (wk/k!)cos[(pk/2!) þ a]
e g y p t i a n j o u rn a l o f b a s i c a n d a p p l i e d s c i e n c e s 1 ( 2 0 1 4 ) 7 1e7 6 73f(x) ¼ xqg(x), where g(x) ˛ C[0,N), and it is said to be in the
spaceCmm if f
(m) ˛ Cm, m ˛ ℕ.
Definition 3.2. For a function f, the Riemann-Liouville frac-
tional integeral operator [15] of order a  0, is defined as8>><>>:
JafðxÞ ¼ 1
GðaÞ
Zx
0
ðx tÞa1fðtÞdt; a > 0; x > 0;
J0fðxÞ ¼ fðxÞ:
(7)
The Riemann-Liouville derivative has major drawbacks
while modeling the real world problems with fractional dif-
ferential equations. To overcome this discrepancy, Caputo
and Mainardi [16] proposed a modified fractional differentia-
tion operator Da in his work on the theory of viscoelasticity.
The Caputo fractional derivative allows the utilization of
initial and boundary conditions involving integer order de-
rivatives, which have clear physical interpretations.
Definition 3.3. The fractional derivative of f(x) in the Caputo
sense [17] is defined as
DafðxÞ ¼ JmaDmfðxÞ ¼ 1
Gðm aÞ
Zx
0
ðx tÞma1f ðmÞðtÞdt; (8)
for m 1 < a  m; m˛N; x > 0; f˛Cm1.
The fundamental properties of the Caputo fractional de-
rivative are given in the following lemma.
Lemma. If m  1 < a  m, m ˛ ℕ and f˛Cmm ; m  1, then8><>:
DaJafðxÞ ¼ fðxÞ; x > 0;
JaDafðxÞ ¼ fðxÞ Pm
k¼0
f ðkÞð0þÞ x
k
k!
; x > 0:
(9)
In this study, the Caputo fractional derivative has been
chosen because it allows traditional initial and boundary
conditions to be included in the formulation of the physical
problems. Some other important characteristics of fractional
derivatives can be seen in [17,18].
4. Fractional reduced differential transform
method (FRDTM)
In this section, the basic definitions and properties of the
fractional reduced differential transform method have been
described.
Consider a function of two variables w(x,t), and assume
that it can be represented as a product of two single-variable
functions, i.e. w(x,t) ¼ F(x)G(t). On the basis of the properties
of the one-dimensional differential transform, the function
w(x,t) can be represented as
wðx; tÞ ¼
XN
i¼0
FðiÞxi
XN
j¼0
GðjÞtj ¼
XN
i¼0
XN
j¼0
Wði; jÞxitj; (10)
where W(i,j) ¼ F(i)G(j) is called the spectrum of w(x,t).
Let RD denotes the reduced differential transform operator
and R1D the inverse reduced differential transform operator
[4]. The basic definitions and operations of the reduced dif-
ferential transform are introduced as follows.Definition 4.1. If w(x,t) is analytic and continuously differen-
tiablewith respect to space variable x and time variable t in the
domain of interest, then the t-dimensional spectrum function
WkðxÞ ¼ 1
Gðkaþ 1Þ
"
vk
vtk
wðx; tÞ
#
t¼t0
(11)
is the fractional reduced transformed function ofw(x,t), where
a is a parameter which describes the order of time-fractional
derivative. In this paper, (lowercase) w(x,t) represents the
original function while (uppercase) Wk(x) stands for the frac-
tional reduced transformed function. The differential inverse
transform of Wk(x) is defined as
wðx; tÞ ¼
XN
k¼0
WkðxÞðt t0Þka: (12)
combining Eqs. (11) and (12), it can be found that
wðx; tÞ ¼
XN
k¼0
1
Gðkaþ 1Þ
"
vk
vtk
wðx; tÞ
#
t¼t0
ðt t0Þka: (13)
when t ¼ 0, Eq. (13) reduces to
wðx; tÞ ¼
XN
k¼0
1
Gðkaþ 1Þ
"
vk
vtk
wðx; tÞ
#
t¼0
tka: (14)
From the above definition, it can be found that the concept of
the fractional reduced differential transform is derived from
the power series expansion of a function.
Definition 4.2. If uðx; tÞ ¼ R1D ½UkðxÞ, vðx; tÞ ¼ R1D ½VkðxÞ and the
convolution 5 denotes the fractional reduced differential
transform version of themultiplication, then the fundamental
operations of the fractional reduced differential transform
have been expressed in Table 1.
In Table 1 G, represents the Gama function, which is
defined as
GðzÞ :¼
ZN
0
ettz1dt; z˛C: (15)
here we notice that the Gama function is the continuous
extension to the factorial function [3].
The recursive relationship G(zþ 1)¼ zG(z), z> 0 can be used
to compute the value of the gamma function of all real
numbers (except the non-positive integers) by knowing only
the value of the gamma function between 1 and 2.
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In this section, we describe the method explained in the
Section 4 by taking three numerical examples to validate the
efficiency and reliability of FRDTM for the GTFBPM.
Example 5.1. Consider the following linear time fractional-
order biological population model
vap
vta
¼ v
2p2
vx2
þ v
2p2
vy2
þ hp; (16)
subject to the initial condition
pðx; y; 0Þ ¼ ﬃﬃﬃﬃﬃxyp : (17)
Applying the FRDTM to Eq. (16), we obtain the following
recurrence relation
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Pkþ1ðx; yÞ ¼
v2
vx2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
þ v
2
vy2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
þ hPkðx; yÞ:
(18)
Using the FRDTM to the initial condition (17), we get
P0ðx; yÞ ¼ ﬃﬃﬃﬃﬃxyp : (19)
using Eq. (19) in Eq. (18), we get the following Pk(x,y) values
successivelyP1ðx; yÞ ¼ h
Gð1þ aÞ
ﬃﬃﬃﬃﬃ
xy
p
; P2ðx; yÞ ¼ h
2
Gð1þ 2aÞ
ﬃﬃﬃﬃﬃ
xy
p
; P3ðx; yÞ ¼ h
3
Gð1þ 3aÞ
ﬃﬃﬃﬃﬃ
xy
p
;
P4ðx; yÞ ¼ h
4
Gð1þ 4aÞ
ﬃﬃﬃﬃﬃ
xy
p
;.; Pkðx; yÞ ¼ h
k
Gð1þ kaÞ
ﬃﬃﬃﬃﬃ
xy
p
:
(20)Using the differential inverse transform of Pk(x,y),
k ¼ 1,2,3,., we getpðx; y; tÞ ¼ PN
k¼0
Pkðx; yÞtka ¼ P0ðx; yÞ þ P1ðx; yÞta þ P2ðx; yÞt2a þ P3ðx; yÞt3a þ.
¼ ﬃﬃﬃﬃﬃxyp 1þ h
Gð1þ aÞt
a þ h
2
Gð1þ 2aÞt
2a þ.þ h
k
Gð1þ kaÞt
3a þ :::

¼ ﬃﬃﬃﬃﬃxyp  PN
k¼0
ðhtaÞk
Gð1þ kaÞ
#
:
(21)The exact solution can be expressed as
pðx; y; tÞ ¼ ﬃﬃﬃﬃﬃxyp EaðhtaÞ; (22)
where Ea(ht
a) is Mittag-leffler function, defined as
EaðzÞ ¼
PN
k¼0
zk
Gð1þkaÞ, which is a advanced form of exp (z), and
reduces to exp (z) when a/ 1.The same result was obtained by Y. Liu et al. [13] using HPM
and Arafa et al. [14] using HAM.When a/ 1 in Eq. (22), we get
pðx; y; tÞ ¼ ﬃﬃﬃﬃﬃxyp XN
k¼0
ðhtÞk
Gð1þ kÞ ¼
 ﬃﬃﬃﬃﬃ
xy
p 
eht; (23)
as the exact solution for the standard form of the biological
population equation (SBPE), same result was obtained for
this standard form by Roul [12] using HPM and Shakeri et at
[11]. using VIM and ADM with parameter h ¼ 1/5.
Example 5.2. Consider the following linear time fractional-
order biological population model
vap
vta
¼ v
2p2
vx2
þ v
2p2
vy2
þ p; (24)
with the initial condition
pðx; y; 0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
: (25)
Applying the FRDTM to Eq. (24), we obtain the following
recurrence equation:
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Pkþ1ðx; yÞ ¼
v2
vx2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
þ v
2
vy2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
þ Pkðx; yÞ:
(26)using the FRDTM to the initial condition (25), we get
P0ðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
: (27)
using Eq. (27) in Eq. (26), we get the following Pk(x,y) values
successively
P1ðx; yÞ ¼ 1
Gð1þ aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
; P2ðx; yÞ ¼ 1
Gð1þ 2aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
;
P3ðx; yÞ ¼ 1
Gð1þ 3aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
; P4ðx; yÞ ¼ 1
Gð1þ 4aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
;
Pkðx; yÞ ¼ 1
Gð1þ kaÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
:
(28)
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k ¼ 1,2,3,., we havepðx; y; tÞ ¼ PN
k¼0
Pkðx; yÞtka ¼ P0ðx; yÞ þ P1ðx; yÞta þ P2ðx; yÞt2a þ P3ðx; yÞt3a þ.
¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃsin x sinh yp 1þ 1
Gð1þ aÞt
a þ 1
Gð1þ 2aÞt
2a þ.þ 1
Gð1þ kaÞt
ka þ.

¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃsin x sinh yp PN
k¼0
tka
Gð1þ kaÞ
#
:
(29)thus, the exact solution can be given as
pðx; y; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q
EaðtaÞ: (30)
the same solution was obtained by Arafa et al. [14] using HAM.
When a/ 1 in Eq. (30), we get
pðx; y; tÞ ¼
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin x sinh y
q 
et: (31)
The same exact solution had been obtained by Roul [12]
using HPM for the standard biological population model
(SBPM).
Example 5.3. Consider the following generalized nonlinear
time fractional-order biological population model
vap
vta
¼ v
2p2
vx2
þ v
2p2
vy2
þ pð1 lpÞ; (32)
subject to the initial conditionP1ðx; yÞ ¼ 1
Gð1þ aÞ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
; P2ðx; yÞ ¼ 1
Gð1þ 2aÞ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðx
P3ðx; yÞ ¼ 1
Gð1þ 3aÞexp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
; P4ðx; yÞ ¼ 1
Gð1þ 4aÞ exp
"
1
2
ﬃﬃﬃ
l
2
r
ð
Pkðx; yÞ ¼ 1
Gð1þ kaÞ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
:pðx; y;0Þ ¼ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
: (33)
Applying the FRDTM to Eq. (32), we obtain the following
iteration formula
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Pkþ1ðx; yÞ ¼
v2
vx2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
þ v
2
vy2
"Xk
r¼0
Prðx; yÞPkrðx; yÞ
#
 Pkðx; yÞ  l
Xk
r¼0
Prðx; yÞPkrðx; yÞ:
(34)
using the FRDTM to the initial condition (33), we get
P0ðx; yÞ ¼ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
: (35)
using Eq. (35) in Eq. (34), the following Pk(x,y) values are ob-
tained successivelyþ yÞ
#
;
xþ yÞ
#
; (36)
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k ¼ 1,2,3,., we getpðx; y; tÞ ¼ PN
k¼0
Pkðx; yÞtka ¼ P0ðx; yÞ þ P1ðx; yÞta þ P2ðx; yÞt2a þ P3ðx; yÞt3a þ.
¼ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
1þ 1
Gð1þ aÞt
a þ 1
Gð1þ 2aÞt
2a þ.þ 1
Gð1þ kaÞt
ka þ.

¼ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#"XN
k¼0
ðtaÞk
Gð1þ kaÞ
#
:
(37)Hence the closed form solution is given by
pðx; y; tÞ ¼ exp
"
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
EaðtaÞ: (38)
The same result was obtained by Arafa et al. [14] using
HAM. As a/ 1 in Eq. (38), we have
pðx; y; tÞ ¼ exp
 "
1
2
ﬃﬃﬃ
l
2
r
ðxþ yÞ
#
þ t
!
: (39)
which is the same exact solution obtained by Roul [12] using
HPM, and also by Shakeri et at [11]. using VIM and ADM.6. Conclusions
In this work, the fractional reduced differential transform
method has been implemented for a degenerate Caputo time-
fractional order parabolic partial differential equation arising
in the spatial diffusion biological populations. The solution
obtained by the FRDTM is an infinite power series for appro-
priate initial condition which finds the solution without any
discretization, transformation, perturbation, or restrictive
conditions. We have also illustrated three numerical exam-
ples considering the situations of both linear as well nonlinear
phenomenon of GTFBPM to study the effectiveness and
accurateness of the method. The solutions obtained by the
FRDTM are in excellent agreement with those obtained by the
HPM, HAM, VIM and ADM. However, computations show that
the FRDTM is very easy to implement and needs small size of
computation contrary to HPM, HAM, VIM and ADM.r e f e r e n c e s
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