Accurate forecasts of incoming calls are crucial to optimal staffing decisions in call centers. This paper evaluates a wide range of models and forecast combination techniques by means of statistical and economic criteria. Relative to the previous literature, this paper is novel in several respects. In particular, the statistical evaluation of competing models is carried out by using a flexible loss function as input to pairwise and joint forecast diagnostic checks.
Introduction
Although decision makers rely on forecasts to make their choices, econometrics rarely delivers operational directions to practitioners 2 . In fact, it is hard to find any information that goes beyond model ranking based on symmetric loss functions (see Gans, Koole and Mandelbaum, 2003 , for a survey).
In this article we evaluate fourteen models and a set of seven forecast combination schemes using the flexible loss function of Elliott, Komunjer and Timmermann (2005) , statistical tests and economic measures of performance. Some of the models and some of the combining schemes we use are new in this strand of the forecasting literature; moreover, the usage of a loss function that can take on a variety of shapes and the evaluation of forecasts via formal statistical tests also represent a novelty in this field. Lastly, we use monetary measures of forecasting performance which, being more closely related to the profit maximizing behavior of economic agents, should be more informative for call center managers than statistical loss functions. Overall, this framework should help both forecast producers and users to build and choose a predictive model to be used for managerial purposes.
When a professional forecaster, such as an adviser, is asked to predict variables which are inputs to managerial decisions, he should present its results consistently with the customer's needs. After having made its requests to the adviser, the customer has to choose among a range of alternative forecasts according to a set evaluation criteria.
Although we study these problems, how to make, present and choose among forecasts, in a specific context, we think that our framework could be easily extended to other situations in which an adviser and a company aim at building a model to be used for managerial decisions.
In call centers point forecasts of incoming calls are used to determine the number of agents in staff: over-forecasting leads to over-staffing, while under-forecasting results in under-staffing.
An asymmetric loss function might be required if the company operates under some kind 2 A notable exception is the financial econometrics literature, where models are very often tested in applications such as value-at-risk, hedging, portfolio allocation and option pricing, see Xekalaki & Degiannakis (2010) for a recent survey of the field.
of Service Level Agreement (SLA). For instance, an 80/20 SLA implies that 80 percent of the incoming calls must be answered within twenty seconds; in this case, if the company is subject to a fee when the waiting time exceeds a given threshold, a reasonable degree of over-forecasting is less costly than the same amount of under-prediction, possibly because agents in excess might be used for other duties.
The loss function put forth by Elliott, Komunjer and Timmermann (2005) is flexible enough for a professional forecaster to easily comply with its customers' requests. In fact, by nesting as special cases both symmetric and asymmetric loss functions, it can be used to approximate a wide range of customers' preferences.
The elicitation of the company's preferences concerning the relative cost of over-and underprediction, allows the producer and the user of the forecasts to have the same loss function.
On the contrary, when the loss function of the professional forecaster does not coincide with that of the company, the optimality of the forecast can be judged only with respect to the producer's loss function. Therefore, unless the customer knows the form of the forecaster's loss, its evaluation of forecast optimality implicitly nests also a test of the functional form of the loss function (see Elliott, Komunjer and Timmermann, 2005; 2008) .
After the company has revealed its targets, the adviser can propose a set of models designed to incorporate the main features of the variable to be forecast. In the case of daily calls arrival, one of the main characteristics of the data is seasonality. Our data, the daily number of calls arriving to an utility's call center, display both intra-weekly and intra-yearly seasonality. In fact, the number of incoming calls decreases steadily from Monday to Sunday; moreover, given the nature of the service supplied by the utility, the intensity of calls varies with the season of the year, peaking during winter and summer.
All of the models used in the paper have been chosen so as to take seasonality into account. A first group is made of the following models: the Seasonal Random Walk (SRW) model, which is used as a benchmark, a variety of SARMAX models, including the BoxJenkins Airline model and models with GARCH effects, the Periodic Autoregressive model and Holt-Winters multiplicative exponential smoothing (Franses, 2008, and Gardner, 2006, survey these models).
While most of these models are standard in the forecasting literature dealing with call centers (see Taylor, 2008a , and references therein), we also consider a second group of specifications that have not been previously used to predict incoming calls. This group includes: models for time series of count data (see Cameron & Trivedi, 1998, pp. 221-250 , for a survey), a linear model with smoothly changing deterministic seasonality (i.e. the Time Varying Dummy AR (TVD-AR) model of Franses & van Dijk, 2005) and the Multiplicative Error Model (MEM) of Engle (2002) . Lastly, we also forecast with a SARMAX model applied to the series of incoming calls, after intra-yearly seasonality has been removed with a natural cubic spline function 3 .
Given the widespread empirical evidence that combined forecasts outperform individual models (Clemen, 1989; Makridakis & Hibon, 2000; Timmermann, 2006) , we also apply a set of seven combination methods to five different groups of models.
For each forecast horizon, ranging from one day to one month ahead, our set of models and their combinations produce 47 different forecasts 4 . Using the multivariate generalization of the flexible loss function of Elliott, Komunjer and Timmermann (2005) due to Komunjer & Owyang (2007) , we rank models for selected forecast horizons and evaluate their overall performance.
Inferences about loss differentials are drawn with the Diebold & Mariano (1995) test for equal predictive performance. It is well known that when seeking for the specification with the best predictive performance by applying a large number of models to the same set of observations, data-snooping might become an issue. In these cases, pairwise comparison of predictive ability is often biased, because as the number of models increases, so does the probability of finding a model whose superior forecasting performance is due to chance, rather than to its actual merits. Controlling for data-snooping is possible in the presence, as well as in absence of a natural benchmark model.
If we are willing to assume that the SRW model might be a reasonable benchmark for the company (e.g. possibly because it is available at a lower cost than other, more sophisticated, models for which hiring a professional forecaster would be necessary), the Reality Check Test of White (2000) is viable solution to compare it with an array of alternative models. On the contrary, if the company does not want to use a particular model as a benchmark, joint comparison of models can be carried out by using the Models Confidence Set (MCS) framework of Hansen, Lunde and Nason (2005) , which is designed to construct a set of models that contains the best forecasting model with a given probability.
Next, we present a small experiment, whose aim is to translate statistical measures of performance into money metrics. This exercise, inspired by the strand of literature trying to link forecasting and decision theory (see Machina, 2006, Skouras, 2007, and references therein) , is carried out by assuming that a call center manager, whose compensation depends on her staffing ability, uses money metrics of forecasting performance to choose among models. More precisely, we assume that the forecasts are input to the Erlang-C queuing model, which the manager uses as an algorithm to determine the number of agents needed to comply with the company's SLA. The manager's daily payoff is the sum of a fixed and a variable part, that can be either a bonus, or a penalty. The latter part of the payoff is a function of the manager's ability to staff the call center and is determined using a naive confidence interval for the forecast of the staffing level. Both the width of the confidence interval and whether it is symmetric about the perfect forecast (i.e. the number of agents determined ex-post using the actual number of incoming calls as input to the Erlang-C model), depend on its bounds, that are set by the company in terms of distance between the forecast and the optimal staffing level.
At the end of the forecasting sample, the manager uses the incremental value of the information embedded in different models and his willingness to pay for them, as proxies of forecasting performance.
The willingness to pay, defined as the difference between the certainty equivalent deriving from the m-th model and that generated from the SRW benchmark, is expressed in monetary terms. This distance represents the fraction of the manager's compensation implied by the benchmark he would be willing to pay to use another, possibly more sophisticated, specification. Leitch & Tanner (1991) are among the first using the certainty equivalent as an economic measure of forecast accuracy; more recently, the idea of willingness to pay for a model's forecast has been applied to volatility timing by Fleming, Kirby, & Ostdiek (2001) .
The economic value of information is a money metric of the informativeness of a given prediction with respect to a model that generates perfect forecasts (see Dorfman & McIntosh, 1997, and Lawrence, 1999) . The incremental value of information is defined as the difference between the value of information embedded in two different models, such as the SRW and the m-th model.
Both the incremental value of information and the willingness to pay, represent what we think to be ranking criteria more closely related to the activity of practitioners that use point forecasts to make managerial choices. Moreover from the standpoint of the forecasts' user,
given that these proxies depend on the definition of the manager's compensation scheme, that can be either symmetric, or asymmetric with respect to the optimal staffing level, they can also be though as close substitutes to the Elliott, Komunjer and Timmermann (2005) family of loss functions.
Our results are consistent with previous studies on call centers and with the forecasting literature that highlights the usefulness of combined forecasts. Interestingly, we also find that second moment modeling seems to be important when forecasting call arrivals. From the point of view of a call center manager, these results also suggest that outsourcing the forecasting exercise could be worth its cost; in fact, the benchmark SRW model is always outperformed by other more sophisticated specifications.
The plan of the article is as follows: Section 2 shortly reviews the literature, in Section 3 we describe models and combining methods used in Sections 4 and 5, that contain the empirical analysis, Section 6 concludes.
Review of previous studies
From the reading of two surveys dealing with telecommunications (Fildes & Kumar, 2002) and call centers forecasting (Gans, Koole and Mandelbaum, 2003) , it emerges that there is only a small number of papers focusing on time series methods. On the contrary, Brown, Gans, Mandelbaum, Sakov, Shen, Zeltyn, & Zhao (2005) .
Four regularities characterize the application of time series econometrics to call centers: first, the relevance of SARMA models, implemented in the vast majority of the papers; second, exogenous explanatory variables are rarely included in forecasting models; third, the evaluation of predictive ability always boils down to model ranking based on symmetric loss functions; lastly, most of the literature deals with point forecasts, leaving density forecast evaluation as a promising area for future research in this field. Thompson & Tiao (1971) , who seem to have been the firsts to apply SARMA models in the field of telecommunications forecasting, focus on on the number of telephone installations, removals and disconnects.
There are only two papers that include exogenous variables in the forecasting model: Andrews & Cunningham (1995) forecast daily arrivals by means of an ARIMA model in which advertising is incorporated via transfer functions. Antipov & Meade (2002) conclude that ARIMA models are outperformed by a multivariate model including marketing variables.
The target variable of Bianchi, Jarrett, & Hanumara (1998) is daily arrival at a telemarketing call center. They implement ARIMA models with intervention and conclude that Holt-Winters exponential methods are outperformed by models controlling for the presence of outliers. Taylor (2008b Taylor ( , 2010 proposes several variants of the exponential smoothing method. When these methods are used to predict intra-daily call arrival they compare well with other, possibly more sophisticated, models. Mabert (1985) applies ARIMA models to the deseasonalized series of daily emergency calls.
Taylor (2008a) If compared to these studies, this paper expands the literature along two dimensions: first,
we consider some models and combination schemes that have never been previously used in this field; second, we present a through evaluation of the predictive ability of models, using both statistical and economic criteria, see Table 1 .
Data and models
The target variable of this study, Y t , is the number of calls arriving at a call center managed by an Italian utility. We will denote the natural logarithm of incoming calls as y t and a vector of time dummies, one for each day of the week, as D t . The call center operates 14 hours a day and is closed only during major festivities, such as Christmas and Easter. Due to privacy limitations, neither the dataset, nor the name of the utility can be disclosed.
The time series of answered and unanswered calls arriving at the call center has daily frequency and ranges from 8th September 2008 until 26th September 2010, for a total of 
Yt is the number of incoming calls, yt ≡ log Yt, Dt is a vector of dummies, one for each day of the week. T = 749 observations. Closing days, known in advance by the company, are kept in the estimation sample by substituting zero observations with the number of calls recorded during the previous week; forecasts for these days are subsequently set to zero.
Estimation and forecasting of models is carried out recursively 5 : the estimation sample expands by including a new observation at each iteration. The first iteration uses an estimation sample running from 8th September 2008 until 13th September 2009, for a total of R = 371 days. The forecast horizon, h, ranges from one day to one month (i.e. 28 days).
The recursive scheme implies that the number of predictions, P h for h = 1, . . . , 28, varies from P 1 = 378 to P 28 = 351. When presenting our results, we will restrict the forecasting sample so that P h = P = 351, ∀h.
As Swanson & White (1995) , we apply simple "insanity filters" to all models: if a negative forecast occurs, it is set to zero; moreover, whenever the predicted change exceeds the max-imum change observed during the estimation window, we substitute that call forecast with the SRW forecast 6 .
Model selection is done once using the sample of data pertaining to the first iteration of the estimation-forecasting scheme. We have selected most of the specifications in Table 2 using both the the Schwarz Information Criterion (SIC) to choose the optimal number of lags (or, for some models, SARMA terms) and a stepwise regression approach 7 . All models are also subject to passing a Lagrange Multiplier test for first-to-eighth order residual autocorrelation at the 5% confidence level. For ARMA(p,q) models we set p max , q max = 28; for seasonal AR(k) and MA(l) terms, we tried the following k max , l max = 7, 14, 21, 28.
Models M 2 and M 5 include a GARCH component because squared residuals from M 1 and M 4 , display some left-over dynamics. Moreover, the specification of a GARCH equation for these models can help us to understand if second moment modeling is of some use when forecasting call arrivals.
The majority of the models we implement are standard in the literature, hence we focus Model M 3 is new in the field of call center forecasting; following Franses & van Dijk (2005) , we refer to it as to the Time Varying Dummy AR (TVD-AR) model. M 3 is used to evaluate whether modeling changes in the deterministic seasonal pattern of the series can improve the forecasting performance. As underlined by Franses & van Dijk (2005) , given that changes in technology, institutions and tastes usually occur gradually, shifts of the seasonal pattern can be described with a smooth function of D t . More precisely, we can write this model as:
where j,s for j = 1, 2 are a set of parameters and G(.) is the logistic function:
The logistic function varies from 0 to 1 as t increases; given that G(c − z; γ, c) = 1 − G(c + z; γ, c) for any z, the change is symmetric around the location parameter c. The slope parameter, γ, determines the smoothness of the change. Two limiting cases might arise: when γ → 0, G(s t ; γ, c) equals 0.5, whereas for γ → ∞, the logistic function G(t; γ, c)
approaches the indicator function I(t > c).
Given that the number of incoming calls is a non-negative integer, dynamic models for count data, such as M 8 , M 9 and M 10 , seem a sensible alternative to the more standard SARMA specifications.
This characteristic of the dependent variable also lead us to consider the Multiplicative Error Model (MEM). This class of models, designed for dealing with non-negative variables such as volatility, volume and duration, has been introduced by Engle (2002) and shares many features with GARCH models.
As can be seen from Table 2 , we implement the MEM with a two-step procedure: in the first step, the dependent variable is deseasonalized by assuming that seasonality is of the multiplicative form. This involves regressing y t on the vector D t , so as to remove weekly seasonal factors. In the second step, we apply the MEM to the deseasonalized series x t ≡ y t /ŷ SR,t , whereŷ SR,t denotes fitted values from the first-step regression. If the non-negative random variable x t = µ t t follows an exponential MEM(1,1), t is conditionally exponential with unit mean, t |Ω t−1 ∼ Exp(1), where Ω t denotes the information set at time t. The dynamics of µ t can be represented as: where non-negativity and stationarity conditions coincides with those for GARCH models.
As shown by Engle (2002) , the exponential MEM can be estimated with GARCH softwares by taking √ x t as the dependent variable and setting the mean to zero. The estimated conditional variance is then the conditional mean of x t . Independently of the correctness of exponential distribution, the Quasi Maximum Likelihood estimates of the MEM parameters are consistent, although not fully efficient.
Model M 12 (see Fig. 1 ), referred to as the Spline-SARX model, assumes, like the previous model, multiplicative seasonality, but deseasonalization of y t is pursued with a different approach. In fact, seasonality at monthly frequency is removed with natural cubic spline interpolation of y t on a set of knots, positioned at the 15th of every month in the estimation sample 8 . Forecasts ofŷ LR,t , the fitted values of the spline, are obtained with linear extrap- Table 3 Groups of models for combining methods id models
See notes to Table 2 .
olation.
The last model, M 13 , uses Holt-Winters exponential smoothing and assumes, consistently with models M 11 and M 12 , that seasonality is of the multiplicative form.
This set of fourteen models includes the majority of the specifications previously used in the literature and also some parameterizations that are new in this field. In the next subsection,
we will introduce an array of combining schemes, most of which have not been previously implemented in this strand of literature.
Combining methods
Given that combined forecasts are often found to outperform individual models (see Clemen, 1989; Makridakis & Hibon, 2000; Timmermann, 2006) , we implement a variety of combination schemes to predict call arrivals.
As shown in Table 3 , the fourteen models described above are collected into five groups. The first set, G 1 , excludes the benchmark model, M 0 , and Holt-Winters exponential smoothing, M 13 . The second group of models includes ARMA specifications and the TVD-AR model.
Group G 3 differs from G 4 in that the latter excludes the PAR model, from the set containing ARMA, TVD-AR and SARMA models. The last group, G 5 , is made up of models for time series of count data, namely M 8 , M 9 , M 10 .
We combine forecasts from these five groups of models with average, trimmed average, median, min, max and Approximate Bayesian Model Averaging (ABMA) combining schemes.
All of these methods have a feature in common: they do not require holding out a set of out-of-sample observations. The main reason for which we have excluded widely used alternatives, such as the OLS combining scheme of Granger & Ramanathan (1984) , is that we focus on methods that can be used in real-time by the forecast user. Stock & Watson (2004) have shown that simple combining methods such as the average, the trimmed average and the median work well in forecasting output growth. The maximum and minimum combination methods are used to represent two opposite situations, in which call center management is either adverse to under-staffing, or is trying to minimize labor costs and is not subject to any kind of SLA.
ABMA, successfully applied to macroeconomic forecasting by Garratt, Lee, Pesaran and Shin, (2003) and Rapach & Strauss (2008) , uses Information Criteria (IC), such as the SIC, or the Akaike Information Criterion (AIC), to approximate the posterior probabilities of individual models. ABMA is applied only to models sharing the dependent variable expressed with a common unit of measure, therefore G 1 is excluded. The combined forecast is a weighted sum of individual forecasts (see Table 4 ), with weighs that are proportional to the posterior probabilities of models:
where ζ m,t = IC m,t − max (IC G i ,t ), for m = 1, ..., M G i , j = 6, 7, i = 2, ..., 5 and IC = SIC, Elliott, Komunjer and Timmermann (2005) . Forecasts are shown on the horizontal axis; the actual value is equal to 10. Over-prediction, u < 0, (under-prediction, u > 0) occurs to the right (left) of the actual value. The graph shows four different loss functins: the mean absolute error (MAE) loss for ρ = 1 and φ = 0.5 (circles), the mean squared error (MSE) loss for ρ = 2 and φ = 0.5 (squares), the asymmetric lin-lin (piecewise linear) loss for ρ = 1 and φ = 0.7 (triangles), and the asymmetric quad-quad loss for ρ = 2 and φ = 0.3 (stars). The function is defined for ρ > 0 and 0 < φ < 1; over-prediction is costlier than under-prediction when φ < 0.5.
Statistical evaluation of forecasts
As already noted in the Introduction, the flexible loss function put forth by Elliott, Komunjer and Timmermann (2005) represents a convenient tool for both forecasts' producers and users. In fact, the need for a loss function that can take a variety of shapes and that can be either symmetric, or asymmetric arises in many economic and management problems. In the case of a call center outsourcing the production of forecasts, this family of loss functions serves two purposes: first, it allows to assign a different cost to positive and negative forecast errors; second, it helps the call center manager and the professional forecaster to decide the shape of the loss and hence to use the same metric of predictive performance.
Before discussing the flexible loss, it is worth introducing some notation: we use f i,t to denote either an individual, or a combined forecast, the corresponding forecast error is u i,t and i,t (u i,t ) is used to denote the loss function. If not needed, we drop both the model and time subscripts.
Following Elliott, Komunjer and Timmermann (2005) , we can write their family of loss functions as:
where I(.) is the indicator function. The shape of the function is determined by two parameters: ρ > 0 and φ ∈ (0, 1); the loss is asymmetric whenever φ = 0.5. More precisely, over-forecasting is costlier than under-forecasting for φ < 0.5; on the contrary, when φ > 0.5 positive forecast errors (under-prediction) are more heavily weighed than negative forecast errors (over-prediction). The relative cost of positive to negative forecast errors is φ/ (1 − φ).
Special cases of the loss include ( Fig. 2) : the quad-quad loss for ρ = 2 and the lin-lin loss for ρ = 1. Moreover, we get the mean absolute error (MAE) loss for ρ = 1 and φ = 0.5 and the mean square error (MSE) loss for ρ = 2 and φ = 0.5.
For each model and combination method, we produce a total of 28 series, one for each forecast horizon, h; given that presenting detailed results for each of these series is not a viable option, we need a method to rank models according their overall performance. A multivariate generalization of the flexible loss of Elliott, Komunjer and Timmermann (2005) function has been developed by Komunjer & Owyang (2007) .
Like its univariate counterpart, this function is defined by two parameters: ρ ≥ 1 and τ , where −1 ≤ τ ≤ 1 is an asymmetry parameter, which is linked to the parameter φ as follows 9 : τ = 2φ − 1. Let u h,p be the p-th column of the (H × P ) forecast errors matrix, U i , then the multivariate flexible loss function can be written as:
9 Komunjer & Owyang (2007) propose a more general version of the multivariate loss in which a vector of parameters, one for each forecast error series, determines the degree and the direction of the asymmetry. 
1/2 , where u h , for h = 1, 2, denotes the forecast error, −1 < τ < 1 and τ = 2φ − 1. The sum of univariate losses is
where
is the l p -norm. When there is only one forecast error series, Eq. (6) reduces to L (u; ρ, τ ) = (|u| + τ u) |u| ρ−1 = 2 (1 − φ + τ H(u)) |u| ρ , where H(.) is the Heaviside, or unit step function (see Abramowitz & Stegun, 1964 , pp. 1020 . Notice that this expression is equivalent, up to a scale factor of two, to Eq. (5).
As in the univariate case, the multivariate loss includes some special cases: when φ = 0.5 (τ = 0) and ρ = 2, we obtain the trace of the MSE loss, while for φ = 0.5 (τ = 0) and ρ = 1, Eq. (6) reduces to the trace of the MAE loss. See Zeng & Swanson (1998) for an application of these and other system loss functions. In both cases, symmetry also ensures the multivariate loss to be additively separable in univariate losses. On the contrary, as shown in Fig. 3 , when φ = 0.5 (τ = 0), the loss function becomes asymmetric and is not additively separable in individual losses.
Model rankings using univariate and multivariate flexible losses are presented in Table 5 .
In all cases we assume that the loss is of the quad-quad kind (ρ = 2), while the asym- When analyzing asymmetric losses the ranking of models changes according to the incidence of over-and under-forecasting; nevertheless, we can confirm most of the patterns just highlighted for the symmetric case. Interestingly, in the multivariate case, when underforecasting is more penalized than over-forecasting (φ = 0.58), the MEM (M 11 ) becomes the winning option. Considering combined forecasts, the "minimum forecast" based on G 3 and G 4 yields the lowest average losses when φ = 0.42; on the contrary, when under-forecasting in costlier than over-forecasting (φ = 0.52), these forecasts do not make in the first positions anymore. In these cases, either the ABMA-AIC combining methods, or the "maximum forecast" lead to the lowest average losses. Moreover, we can observe that neither count data models (M 8 − M 10 ), nor the Spline-SARX model (M 12 ) seem to be valuable alternatives 10 Notice that these values satisfy the following non-negativity condition for the multivariate loss. Let τ be an n-vector of asymmetry parameters, then n-variate loss function is non-negative if τ q ≤ 1, for 1/ρ + 1/q = 1 and 1 ≤ ρ ≤ ∞, with the convention that q = ∞ when ρ = 1.
to the traditional specification used in the literature.
Overall, this first piece of empirical evidence is consistent with previous studies on call centers and with the forecasting literature that highlights the usefulness of combined forecasts.
Interestingly, we also find that second moment modeling seems to be important when forecasting call arrivals.
Independently of the shape of the loss function, from the standing point of a practitioner these results also suggest that outsourcing the forecasting exercise could be worth its cost; in fact, the benchmark SRW model (M 0 ) is always outperformed by other more sophisticated specifications.
We now use the Diebold-Mariano-West (DMW) test to evaluate the null hypothesis of no difference in the accuracy of two competing models. Defining the loss differential as d i0,t ≡ L i,t − L 0,t , we will compare the benchmark model, M 0 , against individual and combined forecasts. The test statistic, that under the null hypothesis is asymptotically Normal, is computed using a standard t-test, as suggested in West (1996 West ( , 2006 . While the original Diebold & Mariano (1995) test takes the forecasts as given and does not allow for estimation errors, West (1996) considers forecasts that are based on estimated parameters. The results of the test for forecast horizons of one day, one week and one month are shown in Table   6 . When evaluating the forecasting performance of models and combined one day ahead predictions, we can reject the null hypothesis of equal predictive accuracy at the 5% level in 137 cases out of 138. The negative signs associated to 129 test statistics out of 138, clearly suggest that when forecasting call arrivals one day ahead, the SRW model is not adequate. However, as the forecast horizon increases, the performance of the benchmark model becomes similar to that of more sophsticated alternatives. In fact, while considering one week ahead forecasts the benchmark is still outperformed by many models and forecast combinations (including SARMAX-GARCH and ABMA-AIC combining methods), focusing on one month ahead forecasts the loss differential is statistically nil. More precisely, when the forecast horizon is one week the null hypothesis is rejected in 61 cases out of 138 in favor of the alternative model, while when the horizon is one month, the number of rejections in favor of the alternative model drops down to three. Results in Table 6 also show that the benchmark model is in some cases statistically superior to more sophisticated alternatives, such as models for count data. So while, on one hand, these results largely confirm what already noted when looking at the rankings, on the other hand, they do not provide any guidance for choosing the best model. Moreover, being the number of forecasts under consideration quite large, these conclusions might, to some extend, be subject to data snooping effects.
Both the Reality Check test of White (2000) and the Model Confidence Set (MCS) of Hansen, Lunde and Nason (2005) , have been designed to deal with data snooping. The difference between the two procedures is that while the former requires a benchmark model, the latter does not. Table 7 ; the null hypothesis of the test is that the benchmark performs as well as the best alternative model. The results are based on the consistent p-values of Hansen (2005) , who has shown that the original procedure has low power when a poor performing forecast enters the set of alternative models. Using the SARMAX-GARCH model, or the ABMA-AIC combined forecasts (based either on G 3 , or on G 4 ), we reject the null hypothesis only once. These results and the fact that in the case of one month ahead forecasts the SRW models is not outperformed by the best alternative model, confirm what already noted about our set of models. Moreover, the Reality Check also highlights the usefulness of forecast combinations, for which the null hypothesis is not rejected in 123 cases out of 306.
Results of Reality Check test are shown in
The MCS is used to compare the forecast accuracy of models without selecting a benchmark model. The MCS yields a set of models that contains the best forecast with a prespecified asymptotic probability. This test seems to be more selective than the previous ones. Considering one day ahead forecasts and under MSE loss the MCS, at the 90% confidence level, contains only four individividual models: SARMAX, SARMAX-GARCH, PAR and the Airline. When over-forecasting is less penalized than under-prediction, the only model entering the MCS is the Airline; while, when positive forecast errors are more heavily weighted than negative forecast errors, the SARMAX-GARCH and the PAR are also in the MCS. When the forecast horizon is one week, or one month, only the ABMA-AIC combined forecasts Table 5 Ranking of models and combined forecasts (13) 32 (7) 43 (12) 44 (13) 32 (7) 43 (12) 44 (13) 32 (7) 43 (12) 29 (7) 43 (12) 43 (12) M 1 18 (4) 19 (4) 23 (4) 18 (4) 19 (4) 23 (4) 18 (4) 19 (4) 23 (4) 26 (5) 23 (5) 22 (6) M 2 21 (5) 14 (3) 15 (3) 21 (5) 14 (3) 15 (3) 21 (5) 14 (3) 15 (3) 15 (3) 14 (3) 28 (7) M 3 26 (8) 27 (6) 24 (5) 26 (8) 27 (6) 24 (5) 26 (8) 27 (6) 24 (5) 18 (4) 22 (4) 37 (10)
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29 (9) 45 (14) 44 (13) 29 (9) 45 (14) 44 (13) 29 (9) 45 (14) 44 (13) 45 (14) 44 (13) 44 (13) M 13 24 (7) 33 (8) 42 (11) 24 (7) 33 (8) 42 (11) 24 (7) 33 (8) 42 (11) 30 (8) 41 (10) 42 (11) Avg. G The first column uses the following shorthand notation: "Avg." = Average, "Tr. Avg." = Trimmed Average, "Med." = Median, "SIC" = ABMA using SIC and "AIC" = ABMA using AIC. Table' s entries represent the ranking of models and forecast combinations based on the following statistics:
Lt, where L is the generalized loss function in Eq. (6) and P = 351. Statistics in columns 2-10 are based on the univariate loss for forecast horizons, h = 1, 7, 28, while those in the last three columns are based on the multivariate loss for h = 1, ..., 28. In both cases the shape of the loss is determined by ρ = 2 and the asymmetry coefficient: φ = 0.42, 0.50, 0.58 (τ = 0.16, 0.00, −0.16). These values guarantee that the multivariate loss is always non-negative; see Komunjer & Owyang (2007) for details. Entries outside brackets represent the overall ranking of the forecast. Numbers in parentheses represent the ranking among models, while entries in square brackets denote the ranking among combining methods. Models, Mm, groups of models, G i , and combining methods are described in Tables 2, 3 and 4. Bold entries denotes the three models with the lowest loss. Table 6 Diebold Diebold & Mariano, 1995; West, 1996 West, , 2006 . The shape of the loss is determined by ρ = 2 and by the asymmetry coefficient φ. The null hypothesis is H 0 : E(d i0,t ) = 0, where d i0,t ≡ L i,t − L 0,t is the loss differential and L is the generalized loss function in Eq. (6). The test is computed as a t-test: DM W =d/ var (d i0,t ) whered = P −1 P t=1 d i0,t (P = 351) and var (d i0,t ) is the Newey & West (1987) heteroskedasticity and autocorrelation consistent (HAC) estimator of the average loss differentiald. The truncation lag for the HAC estimator is equal to h − 1. T-statistics greater than 1.96 (1.645) in absolute value indicate a rejection of the null hypothesis of equal predictive accuracy at the 5% (10%) level and are marked with a " * " (" † "). A negative t-statistic indicates that the i-th model produced a smaller average loss than M 0 , while a positive sign indicates the opposite. The first column uses the following shorthand notation: "Avg." = Average, "Tr. Avg." = Trimmed Average, "Med." = Median, "SIC" = ABMA using SIC and "AIC" = ABMA using AIC. Table 7 Reality Check test h = 1 h = 7 h = 28 φ = 0.42 φ = 0.5 φ = 0.58 φ = 0.42 φ = 0.5 φ = 0.58 (2000) as modified by Hansen (2005) . The benchmark model is indicated in the first column. The test is implemented using the stationary (block) bootstrap of Politis & Romano (1994) ; the number of bootstrap repetitions is equal to 999, the block length equals 29 days. A p-value of less than 0.05 indicates that we may reject the hypothesis that the benchmark performs as well as the best alternative model; "-" denotes a p-value < 0.05, " " denotes 0.05 ≤ p-value < 0.1, " " denotes a p-value ≥ 0.1. The first column uses the following shorthand notation: "Avg." = Average, "Tr. Avg." = Trimmed Average, "Med." = Median, "SIC" = ABMA using SIC and "AIC" = ABMA using AIC. Table 8 In Model Confidence Set? Hansen, Lunde and Nason (2005) . The test is implemented using the stationary (block) bootstrap of Politis & Romano (1994) ; the number of bootstrap repetitions is equal to 999, the block length equals 29 days. "-" indicates that the model is not in the MCS at the 90% confidence level, while " " indicates that the model belongs to the MCS. The first column uses the following shorthand notation: "Avg." = Average, "Tr. Avg." = Trimmed Average, "Med." = Median, "SIC" = ABMA using SIC and "AIC" = ABMA using AIC.
based on G 4 are in always in the MCS.
In conclusion to this section, we can state that two main conclusions emerge from the empirical evidence just analyzed: first, the SARMAX-GARCH seems to be the only model that pass most of the tests, at least when the forecast horizon is one day. Second, our results show that the ABMA combined forecasts based on the AIC are a very good alternative to individual models.
Economic evaluation of forecasts
In this section we translate the statistical measures of performance into money metrics.
In order to do so, we follow Dorfman & McIntosh (1997) and Leitch & Tanner (1991) who try to link forecast's performance to profits. These authors have shown that money metrics of performance, such as the value of information and certainty equivalent, are more closely related to forecast's profit than traditional summary statistics based on loss functions.
We focus on the subset of one day ahead forecasts comprising all of the individual models and the combined forecast obtained with ABMA-AIC applied to group G 4 . We assume that each day t the manager uses its forecast of inbound calls for t + 1 as input to an algorithm that determines the number of agents, n t , needed to comply with the company's SLA (i.e. we impose an 80/20 SLA, implying that at least 80% of incoming calls should be answered within 20 seconds). In the following example the algorithm used to staff the call center is the Erlang-C queuing model; we assume that the average call duration is 3 minutes and that the call center is open 14 hours a day.
Let the manager's daily payoff, W t , be the sum of a fixed F and a variable part, v t :
, where F = 1200/28 = 42.857 = 43 Euro is the daily fixed payoff (assuming 28 days per month) and v t (.) depends on its ability to staff the call center. The manager's ability, d t , is evaluated ex-post and is defined as a function of the distance between its forecast, n t , and the optimal number of agents n * t (i.e. n * t is calculated using the realized number of incoming calls as input to the Erlang-C model).
In our example we assume the company uses the compensation scheme displayed in Table 9. As it can be seen, it is designed so as to penalize under-staffing more heavily than e.g. The multinomial compensation scheme implies that at time t the manager will get a bonus bt = 10 Euro if n * t × LB 4 ≤ nt < n * t × U B 4 .
over-staffing (i.e. agents in excess might be used for other tasks); this kind of payoff can be justified by assuming that the company's objective is to maximize customer satisfaction.
Moreover, we assume that the company's compensation policy implies symmetry of overand under-staffing if forecast errors of both signs exceed a certain threshold. At the end of the forecasting sample, whose length is P , the manager's payoff will be: π = P ×F + P t=1 v t . Following Dorfman & McIntosh (1997) , we assume that the manager has a negative exponential utility function: U (π) = 1 − exp (−λπ), where λ represents the manager's absolute risk aversion coefficient. Notice that, for the negative exponential utility function, λ −1 describes the willingness to lose. Depending on d t , the manager can either get a bonus (b t ), or be subject to a maximum penalty (p t ) of 10 Euro. Given that each day he can lose at most 20 Euro, λ is varied across the following set of values: λ = [j × P × (b t + p t )] −1 , where j = 0.1, 0.5, 0.7 denotes a percentage of the variable part of the payoff. This implies that the willingness to lose can take on the following values λ −1 = {732, 3660, 5124} Euro. If the manager could always get the bonus, the total payoff would be P × (F + 10) = 18603 Euro, where F = 43 Euro and P = 351 days; therefore the values that the willingness to lose can take on are equivalent to 0.4% 19.7% and 27.5% of the total payoff.
The end-of-period expected utility is: EU (π) = 1 − M π (−λ), where M π (−λ) is the Moment Generating Function (see Collender & Chalfant, 1986; Elbasha, 2005; Gbur & Collins, 1989) . This result and our assumption about the compensation scheme allow to calculate the expected utility by using Maximum Likelihood Estimates of the multinomial MGF 11 .
The manager's expected utility can be used to calculate two money metrics of forecast accuracy: the value of information and the certainty equivalent. Both these measures are used to proxy the economic value of the forecasts and hence are qualitatively similar. Although the certainty equivalent is more often used in the econometric literature, we choose to report also results based on the economic value of information because they seem to be more sensitive to the manager's degree of risk aversion.
The economic value of information of a set of forecasts can only be determined with reference to the informativeness of an alternative set of forecasts. Following Dorfman & McIntosh (1997) , we define the value of perfect information as the value of a model that generates perfect forecasts: n t = n * t ∀t. If the manager could purchase that model, he would face no risk and the payoff distribution would be a single point at π * = max π. The lack of risk (i.e. var(π * ) = 0) implies that the value of perfect information, V * , is simply the payoff obtainable from the perfect forecast, in other words: V * = π * . Given that a forecast can be consumed only in discrete quantities, the expected marginal utility of the forecast, M U , equals its expected utility. We know that in equilibrium the price ratio of two goods is equal to their marginal rate of substitution, hence the value of a set forecasts i is the solution of:
Solving for V i and using M U i = EU i and V * = π * , yields (see Dorfman & McIntosh, 1997) :
Eq. (7) can be used to define the incremental value of information of forecast i with respect to model M 0 as:
An alternative money metrics of forecast accuracy is the certainty equivalent (CE), which 11 The MGF of a multinomially distributed random variable is:
. An estimate of the probability p i can be calculated as follows:p i = H t=1 I(n t ∈ CI i )/H, where CI i for i = 1, ..., 7 denotes the naive confidence interval in Table 9 .
is defined as the value π ≡ CE i that solves U ( π) = EU (π i ):
We can state that M i M j if CE i > CE j . Dorfman & McIntosh (1997) highlight that the CE is to be preferred to the value of information, because if the former is used to choose a forecasting source, it leads to higher profits than the latter.
The CE metrics can also be used to determine the maximum amount of money the manager is willing to pay in order to switch from model i to j. Suppose the manager can choose between using the naive forecast (M 0 ) for free, or buying forecast i from an expert. Let us assume that buying forecast i costs δ i , where δ i represents a fraction of the payoff he would get from the naive forecast, that is δ i ≡ θπ M 0 with 0 < θ < 1. The fraction of payoff deriving from the naive model that the manager is willing to pay to use forecast i can be written as:
or, equivalently, as:
The economic evaluation of forecasts based on both the willingness to pay, δ i , and the incremental value of information, ∆V i , is presented in Table 10 . Although both economic measures of performance decrease as the absolute risk aversion increases, the manager's willingness to pay seems to be less responsive to such a change than the incremental value of information. The second column of Table 10 shows the percentage change in the root MSE distance for comparison: an entry below 100 indicates that the i-th model outperforms the benchmark. All of the measures suggest that the worst performing model is the MEM;
as for the best model, both the money metrics point to the SARMAX-GARCH and to the ABMA-AIC combined forecast. The manager is willing to pay up to 1687 Euro in order to use these models instead of the benchmark. The model to which is associated the minimum (positive) willingness to pay, 912 Euro, is the Poisson count data specification. The ranking based on the incremental value of information is consistent with that based on the willingness to pay. On the contrary, being symmetric about zero forecast errors, the ranking based on the MSE ranking is quite different. , where the RMSE corresponds to the flexible loss distance for ρ = 2 and φ = 0.5. The incremental value of information is ∆V i = V i − V M 0 , where V i is the value of information from model i. The willingness to pay for model i is δ = CE i − CE M 0 , where CE i is the certainty equivalent from model i. λ is the coefficient of risk aversion.
This small experiment illustrates that measures of performance expressed in monetary terms are easy to construct and offer greater flexibility than the often used symmetric loss functions. This flexibility, allows the forecasts' user and the producer to judge the predictive performance of models with the same metric. Moreover, being expressed in monetary terms, we believe that these measures are more interesting for practitioners than traditional statistical distances. Finally, notice that from the perspective of the professional forecaster we see the results in this section as complementary to those based on the flexible loss function. On the contrary from the standpoint of the forecast's consumers, we believe that the economic measures are to be preferred because more closely linked to their profit maximizing behavior.
Conclusions
Forecasts of incoming calls are key ingredients to staffing decisions in call centers. In this article we have evaluated fourteen models and a set of seven forecast combination schemes using flexible loss functions, statistical tests and economic measures of performance. The statistical evaluation of models has been carried out by using the flexible loss function of Elliott, Komunjer and Timmermann (2005) and its multivariate generalization due to Komunjer & Owyang (2007) , as inputs to pairwise and joint forecast diagnostic checks.
Models have then been evaluated from the perspective of a manager that needs reliable forecasts to dimension the call center. The output of this exercise, two money metrics of forecasting performance based on the economic value of information and the certainty equivalent, are consistent with the results obtained with some of the statistical loss functions.
Our results are also consistent with previous studies on call centers and with the forecasting literature that highlights the usefulness of combined forecasts. Interestingly, we also find that second moment modeling seems to be important when forecasting call arrivals. From the point of view of a manager, these results also suggest that outsourcing the forecasting exercise could be worth its cost; in fact, the benchmark SRW model is always outperformed by other more sophisticated specifications.
