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Abstract
We study a compressible Stokes system in a three dimensional domain with a concave edge. We subtract
an edge singularity from the velocity and show an increased regularity for remainder after the singular
function has been subtracted. We give a formula for the edge singularity in terms of an “edge flux intensity
function.” Using the transport character of the continuity equation we show a propagation of the edge
singularity into the domain.
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1. Introduction and main result
The solutions of boundary value problems to partial differential equations (PDEs) often
contain singularities caused by singular boundaries (corners, edges, cusps, etc) in the solution
domain and result in interesting physical phenomena like eddies, flow separations, discontinu-
ities, etc (see [21,22]). These have mainly been studied for boundary value problems of elliptic
type in domains with singular boundaries; the first papers are [8,9,20], and plentiful results can
be found in Refs. [3–6] and [10,17,19]. More results for corner singularities are given in [3,7].
Recently we have studied the compressible Navier–Stokes equations on plane polygonal
domains; starting with a simple compressible Stokes system [13] and extending to the whole
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issues are left open and, in particular, three dimensional problems in polyhedral domains have
not yet been studied. The purpose of this paper is to study a simple three dimensional compress-
ible Stokes system in a cylindrical domain with a single concave edge. In a three dimensional
problem, solved in a polyhedral domain, the solution has “edge singularities,” arising from the
edges of the domain, and “vertex singularities,” arising from the points where several edges meet.
The edge singularities produce “edge flux intensity functions,” which are now functions of a real
variable instead numbers as in the two dimensional case. In this paper we extract an edge singu-
larity from the velocity solution, define the edge flux intensity function and show an increased
regularity for remainder in the solution after the singular function has been subtracted.
The equations to be considered are
−μu − ν∇ div u + ρ(U · ∇)u + ∇p = f in Q,
div u + κ U · ∇p = g in Q,
u = 0 on Σ,
p = 0 on Σin. (1.1)
Here Ω is a bounded plane domain with boundary Γ , R= (−∞,∞), Q = Ω ×R is an infinite
cylinder with boundary Σ = Γ × R; u = [u,v,w] is the unknown velocity vector, and p the
unknown pressure; μ and ν are the coefficients of viscosity with μ > 0 and μ + ν > 0; the
vector U = [1,0,0], and ρ and k are positive constants. We set ν = 0 for simplicity. The inflow
boundary is defined by Σin = {(x, y, z) ∈ Σ : U · n < 0}, where n = [n1, n2, n3] denotes the
outward unit normal vector to Σ . For the derivation of equations in (1.1), see [2,12,14].
Throughout this paper, for simplicity we assume that Ω has only one concave corner. The
geometry of Ω near the corner is as follows. Let the corner be placed at the origin. Let ω1 and ω2
be numbers satisfying −π < ω1 < 0 <ω2 < π . We assume that in a neighborhood of the origin,
Ω coincides with the sector
S = {(r cos θ, r sin θ): ω1 < θ < ω2, 0 < r < ∞} (1.2)
where r = √x2 + y2 and θ = tan−1(y/x). The angle of the polygon at the origin is ω = ω2 −
ω1 > π . Set α = π/ω, so 1/2 < α < 1. Set φ = χ rα sin[α(θ − ω1)] where χ is a smooth cutoff
function near the origin.
For an open set O ⊂ Q, Hs(O) and ‖u‖s,O denote the Sobolev space of order s  0 and the
corresponding norm [1,16]. We write Hs and ‖u‖s if O = Q. We also write L2 = H0. For s  1
we denote by Hs0 = Hs ∩ H10 and for 0 < s < 1 Hs0 denotes the closure of C∞0 in Hs where C∞0
is the space of all C∞ functions with compact support in Q. H−s denotes the dual space of Hs0
normed by
‖f ‖−s = sup
0=v∈Hs
〈f, v〉
‖v‖s0
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a mapping u :R → X defined by [u(z)](x) := u(x, z) (x := (x, y) ∈ Ω,z ∈ R), where X is a
Banach space. Let D be the differential operator defined by
Du = ∂2u/∂z2,
which is an unbounded operator on L2(R;X) with domain H2(R;X). The spectrum ofD is set of
all real numbers less than or equal to zero and the resolvent of D satisfies ‖(λI −D)−1‖ |λ|−1
for λ > 0.
Here we briefly summarize the main ideas and procedures used in this paper. We consider two
solution operators. First we define B : L2 → L2 by q = BG where q is the solution of
U · ∇q = G in Q, q = 0 on Σin. (1.3)
Since U = [1,0,0] the solution q of (1.3) is given by integrating Eq. (1.3) in the x direction (see
(2.14)). Second we let A : H−1 → H10 be defined by Af = u where u is the solution of
−u = f in Q, u = 0 on Σ. (1.4)
Denoting U¯ = ρU we set
A¯ = (I +μ−1A(U¯ · ∇))−1A. (1.5)
Then A¯ is the solution operator for the convection–diffusion problem as follows: For given F the
function u := A¯F is the solution of the problem
−u +μ−1U¯ · ∇u = F in Q, u = 0 on Σ. (1.6)
Using the operator B , the solution of the continuity equation is given by p = κ−1B(g − div u).
So, if F = μ−1(f − ∇p), then
F = μ−1f − (μκ)−1∇B(g − div u). (1.7)
If (1.7) is applied to (1.6), one has a generalized convection–diffusion equation that involves the
operator B:
−u +μ−1U¯ · ∇u − (μκ)−1∇B(div u) = f1 in Q,
u = 0 on Σ, (1.8)
where f1 := μ−1f − (μκ)−1∇Bg. Problem (1.8) is a reformulation of problem (1.1).
We apply the basic theory of the corner (or edge) singularity for the Laplacian to Eq. (1.8).
We split the velocity by
u = (E  c)φ + uR
assuming that z → c(z) is a vector function on the real line R to be determined later, where E
is given in Theorem 1.1. For the justification of the decomposition a crucial step is to show that
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c = Φ(f2) where Φ is defined in Theorem 2.1 and
f2 := f1 −μ−1U¯ · ∇u + (μκ)−1∇B(div u). (1.9)
In order to show that c is well defined we must show that f2 ∈ L2. In doing this a main difficult
step is to prove that
∇B(div[(E  c)φ]) ∈ L2,
which is shown in Lemma 2.3.
On the other hand, from −uR = f2 + [(E  c)φ] with the function f2 of (1.9) and in view
of Theorem 2.1, one must have
Φ
(
f2 +
[
(E  c)φ])= 0. (1.10)
This vector equation gives three linear equations whose solution is the edge flux c. The solvability
of the linear system is shown in Lemma 3.1. With this c, an increased regularity for the remainder
[uR,p] is established (see (1.14)), which is shown in Theorem 3.1.
We now formulate the main result of this paper as follows. The proof of the theorem is given
in Section 3.
Theorem 1.1. Let Ω have only one concave corner, which coincides with the sector S near the
origin. Suppose ν = 0. If [f, g] ∈ H−1 × L2, then there is a unique solution [u,p] ∈ H10 × L2
of (1.1), satisfying ‖u‖1 + ‖p‖0  C(‖f‖−1 + ‖g‖0) where C = C(Ω,μ,κ). Also, if μ is large
enough and if [f, g] ∈ Hs−2 ×Hs−1 for 1 s < α+1, then ‖u‖s +‖p‖s−1  C(‖f‖s−2 +‖g‖s−1)
for a constant C = C(Ω,μ). Finally, if μ is large enough and if [f, g] ∈ L2 × H1, the velocity u
can be split as follows:
u = (E  c)φ + uR, uR := u − (E  c)φ, (1.11)
E(r, z) = r
π(r2 + z2) , (1.12)
c(z) := 1
2πi
∫
γ
〈
ΛL(λ); (λI −D)−1h∗(z)
〉
dλ, (1.13)
where  is the convolution in the z variable, ΛL(λ) is a continuous linear functional on L2(Ω)
(see (2.10)), h∗ is a vector function with the components h∗i defined in (3.28) and γ is a vertical
axis satisfying Reλ > 0, λ ∈ γ . Furthermore, we have c ∈ H1−α(R), [(E  c)φ] ∈ L2, and the
triplet [uR,p, c] satisfies
‖uR‖2 + ‖p‖1 + ‖c‖H1−α(R)  C
(‖f‖0 + ‖g‖1), (1.14)
where C = C(Ω,α,μ,κ). If Ω is convex, then u = uR satisfies (1.14).
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function c to be solvable in terms of known data (see (3.19) and (3.22)). It is an open question
regarding whether or not Theorem 1.1 can be obtained without the large condition on μ. This
condition is used, for example, to prove that the matrix linear system (3.19) is diagonally domi-
nant and therefore is nonsingular.
The decomposition (1.11) of the velocity gives some interesting information for the pressure.
Let us := (E  c)φ be the edge singularity of velocity. Then the singularity of pressure can be
defined by
ps(x, y, z) := −
x∫
δ(y)
div us(s, y, z)ds,
where (δ(y), y, z) describes the inflow boundary surface of Σ . We observe that the function ps
has a singularity along the characteristic surface emanating from the edge (0,0, z), z ∈ R, in
the xz-plane with x > 0: |ps,y | becomes infinite at each point of the surface emanating from the
edge. For instance, one term in the derivative ps,y of (2.19) is, for δ(y) = my,
η1
(
δ(y), y, z
)
δ′(y) = Cy|y|α−2χ
∫
R
c(z − ys) ·Θ(b)
m2 + 1 + s2 ds,
where C is a constant and b = tan−1(1/m). So it has an infinite jump crossing y = 0, that is to
say, the xz-plane.
In this paper the Fourier transform with respect to the variable z is
uˆ(τ ) :=F{u(z)}(τ ) = 1√
2π
∞∫
−∞
e−iτzu(z)dz (τ ∈R),
while its inverse Fourier transform is defined by
u(z) :=F−1{uˆ(τ )}(z) = 1√
2π
∞∫
−∞
eizτ U(τ)dτ (z ∈R).
Throughout this paper, we use C to denote a generic positive constant. Note that C may take
different values in different places.
The paper is organized as follows. In Section 2 we give basic results of corner or edge sin-
gularity theories. We investigate properties for the operator B when applied to the divergence of
velocity singularities. We discuss existence of solution of (1.1). In Section 3 we extract the edge
singularity from the solution and establish an increased regularity for the remainder.
2. Preliminaries and pressure singularity
In this section we use results developed by [3–6] to study the Laplacian problem in infinite
cylinder with edges. The first attempts for the second order elliptic equations in domains having
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the Laplacian problem with parameter λ. Using this we give a basic result of edge singularity for
the Laplacian problem.
For given λ with Reλ > 0 and given F , we let A(λ) :F → U be the solution operator for the
Dirichlet problem with parameter λ:
−′U + λU = F in Ω, U = 0 on Γ, (2.1)
where ′ denotes the Laplace operator in the plane R2. We often denote by Aλ = A(λ). It is
assumed that the number λ is not a real negative number to stay away from the eigenvalues of
the Laplacian ′.
In Grisvard [6, Theorem 2.1], one can find a proof of the following result for the problem
(2.1).
Lemma 2.1. Let F ∈ L2(Ω) or F ∈ H−1(Ω). Let U = AλF be the solution of (2.1). Then Aλ is a
bounded operator from H−1(Ω) to H1(Ω), satisfying ‖U‖1,Ω + |λ|‖U‖−1,Ω  C‖F‖−1,Ω . On
the other hand, there exists a continuous linear form Λ(λ), denoted by Λλ := Λ(λ), on L2(Ω)
and a function ψ(λ) /∈ H2(Ω). Then the solution U of (2.1) can be split as follows:
U = Λλ[F ]ψ(λ)+UR, (2.2)
and there is a constant C such that if F ∈ L2(Ω), then the regular part UR satisfies
‖UR‖2,Ω + |λ|1/2‖UR‖1,Ω + |λ|‖UR‖0,Ω C‖F‖0,Ω, (2.3)∣∣Λλ[F ]∣∣ C(1 + |λ|)(α−1)/2‖F‖0,Ω . (2.4)
The singular function ψ(λ) is given by
ψ(λ) = χe−r
√
λrα sin
[
α(θ −ω1)
] (2.5)
where χ is a smooth cutoff function which is 1 near the vertex P = (0,0) and which vanishes
outside a small neighborhood of P .
In view of Lemma 2.1 the smoother part for the operator Aλ can be defined by letting AλRF =
UR where UR is the regular part in (2.2). Then AλR : L2(Ω) → H2(Ω) is bounded by (2.3). Using
AλR and the linear functional Λ(λ), the resolvent of ′ can be expressed into singular and regular
parts [4]:
(−′ + λI)−1 = AR(λ)+Λ(λ)⊗ψ(λ). (2.6)
Using (2.6) and the operator D defined in Section 1, the solution u of (1.4) can be written by
u = us + uR where
us = − 12πi
∫ 〈
Λ(λ); (λI −D)−1〉ψ(λ)dλf,
γ
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∫
γ
AR(λ)(λI −D)−1 dλf
where γ is a vertical axis satisfying Reλ > 0.
Using [4–6,11] one may derive the following result for (1.4). The result is slightly more ex-
plicit than the one given by Grisvard [6, Theorem 1.1].
Theorem 2.1. If f ∈ H−1 then there is a unique solution u of (1.4), satisfying the inequality
‖u‖1 C‖f ‖−1. On the other hand, if f ∈ L2, then the solution u is split as follows:
u = (E  Φ(f ))φ + uR,
Φ(f )(z) := 1
2πi
∫
γ
〈
Λ(λ); (λI −D)−1f (z)〉dλ, (2.7)
where φ = χ rα sin[α(θ − ω1)], Λ(λ) is the continuous linear form defined in Lemma 2.1, and
the curve γ is a vertical axis satisfying Reλ > 0, λ ∈ γ . Furthermore Φ(f ) ∈ H1−α(R), and
[(E  Φ(f ))φ] ∈ L2, and the regular part uR satisfies
‖uR‖2 +
∥∥Φ(f )∥∥H1−α(R)  C‖f ‖0. (2.8)
If Ω is a convex polygon, then u = uR satisfies inequality (2.8).
Proof. The proof is similar to the one given in Kweon [11, Theorem 2.1]. Let U(τ) and F(τ)
be the Fourier transforms in z variable for u and f , respectively. Recalling that u vanishes as
|z| → ∞ and applying the Fourier transform to the Laplace equation (1.4), we have (−′ +
τ 2I )U(τ) = F(τ) in Ω and U(τ) = 0 on Γ where τ is a real number. Using Lemma 2.1,
U(τ) = Λτ 2[F(τ)]ψ(τ 2)+UR(τ),
where τ ∈ R. Now Λτ 2[F(τ)]ψ(τ 2) = Λτ 2[F(τ)]e−r|τ |φ, and the function Λτ 2[F(τ)]e−r|τ | is
the Fourier transform of a convolution in z. Now Φ(f )(z) = F−1{Λτ 2 [F(τ)]}(z) and E(z) =
F−1{e−r|τ |}(z). Indeed,
F−1{e−r|τ |}(z) = r/π(r2 + z2)
and using the Cauchy integral formula,
F−1{Λ(τ 2)[F(τ)]}(z) =F−1{ 1
2πi
∫
γ
Λ(λ)
λ− τ 2 dλF(τ)
}
(z)
= 1
2πi
∫
γ
Λ(λ)F−1
{
F(τ)
λ− τ 2
}
(z)dλ
= 1
2πi
∫ 〈
Λ(λ); (λI −D)−1f (z)〉dλγ
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F{(E  Φ(f ))(t)}(τ ) = Λτ 2[F(τ)]e−r|τ |.
So (2.7) follows. Inequality (2.8) follows from Lemma 2.1. 
We next study the behavior of the solution for the convection–diffusion problem with para-
meter λ:
Lu := μ(−′uˆ+ λuˆ)+ U¯ · ∇uˆ = hˆ in Ω,
uˆ = 0 on Γ, (2.9)
where uˆ =F{u} is the Fourier transform of u and λ is the number withReλ > 0. Clearly there is
a unique solution uˆ ∈ H10(Ω) of (2.9) with μ‖uˆ‖1,Ω  C‖hˆ‖−1,Ω for hˆ ∈ H−1(Ω). We associate
with (2.9) the linear functional
ΛλL(hˆ) := μ−1Λλ(hˆ− U¯ · ∇uˆ) (2.10)
where Λλ is defined in Lemma 2.1. In the formula of ΛλL, uˆ is regarded as a solution of (2.9),
and in this way ΛλL is a linear functional on hˆ.
Using (2.10) and Theorem 2.1 we can formulate the following result for the solution of (2.9).
Theorem 2.2. If h ∈ H−1 then there is a unique solution u of −μu + U¯ · ∇u = h in Q and
u|Σ = 0, satisfying the inequality μ‖u‖1  C‖h‖−1. On the other hand, if h ∈ L2, then the
solution u is split as follows:
u = (E  ΦL(h))φ + uR, uR = u− (E  ΦL(h))φ,
E = r
π(r2 + z2) , z ∈R,
ΦL(h)(z) := 12πi
∫
γ
〈
ΛλL; (λI −D)−1h(z)
〉
dλ, (2.11)
where the curve γ is a vertical axis satisfying Reλ > 0, λ ∈ γ . Furthermore ΦL(h) ∈ H1−α(R)
and [(E  ΦL(h))φ] ∈ L2, and the regular part uR satisfies
μ‖uR‖2 +
∥∥ΦL(h)∥∥H1−α(R)  C‖h‖0. (2.12)
If Ω is a convex polygon, then u = uR satisfies (2.12).
Proof. Since u ∈ H1(Q), f = μ−1(h − U¯ · ∇u) ∈ L2(Q). So u = Af . Thus the results follow
from Theorem 2.1. 
We now consider the transport equation in (1.3), which is used in handling the continuity
equation of (1.1),
U · ∇q = G in Q, q = 0 on Σin. (2.13)
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inflow boundary Σin of Q, where δ(y) = my is a linear function in y, with a real m = m(α) = 0
depending on the angle α. Then the solution q of (2.13) is
q(x, y, z) =
x∫
δ(y)
G(s, y, z) ds, (x, y, z) ∈ Q. (2.14)
Let B : G → q denote this solution operator. With the notation ∇x = ∂/∂x, ∇y = ∂/∂y and ∇z =
∂/∂z we have the following formulas:
BG
(
δ(y), y, z
)= 0,
∇xBG = G,
∇yBG(x, y, z) = BGy(x, y, z)−mG
(
δ(y), y, z
)
,
∇yBG = BGy −m(G −B∇xG),
∇zBG(x, y, z) = B∇zG(x, y, z). (2.15)
Lemma 2.2. For 0 s  1, B : Hs → Hs is a bounded map.
Proof. The proof is clear for s = 0,1. Interpolating between integer values show the result for
s ∈ (0,1). 
Next we show the most important step in completing this paper. Applying to the edge singu-
larity us := (E  c)φ the operators divergence and B , we have B(div us), which is regarded as
a pressure singularity and contained in the pressure p = −B(div us) + B(g − div uR). In order
to show that ∇p ∈ L2, we must show ∇B(div us) ∈ L2 if we assume g ∈ H1 and uR ∈ H2. Let
c = (c1, c2, c3) be a given vector function on R. Let ψ(x, y) = rα+1 sin[α(θ −ω1)] and
w(x, y, z) = 1
π
∫
R
c(t)
r2 + (z − t)2 dt. (2.16)
Then us = χψw where χ is the cutoff function and
B div us =
3∑
i=1
Bηi (2.17)
where η1 = χ∇ψ · w, η2 = ψ∇χ · w and η3 = χψ div w. Each Bηi has a propagation of edge
singularity into the domain because B is an operator obtained by integrating from the inflow side.
For example, let c(t) = (1,1,1). For each fixed z ∈R, Bη1 and Bη3 behave like, near (0,0, z),
x∫ (
s2 + y2)(α−1)/2 ds ∼ a|x|α + b|y|αδ(y)
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for some constants a and b, and also Bη2 ∼ a|x|α+1 + b|y|α+1. If we choose a polygon by
Ω∗ = {(x, y): −3π/4 < θ < 3π/4, |x| < 1, |y| < 1}, then α = 2/3. When a = −1 and b = 1,
we draw a picture of f = −|x|2/3 + |y|2/3 on Ω∗ in Fig. 1.
In next lemma we estimate the function B div us in the space H1(Q):
Lemma 2.3. For α < 1 let c ∈ H1−α(R) be given. Then B(div us) ∈ H1(Q) and∥∥B(div us)∥∥1  C‖c‖H1−α(R), (2.18)
where C = C(α).
Proof. The proof consists of four steps. Set pi = Bηi , for simplicity.
Step 1. We show ‖p1‖1  C‖c‖H1−α(R) for a constant C. Let
Θ(θ) = ((α + 1) sin[α(θ −ω1)], α cos[α(θ −ω1)],0)t .
Then η1 = χ rαΘ(θ) · w, so
p1(x, y, z) =
x∫
δ(y)
χ
(
s2 + y2)α/2Θ(s) · w(s, y, z)ds,
where Θ(s) := Θ(θ(s)) with θ(s) := tan−1(y/s). The partial derivative of p1 with respect to y
is given by
p1,y =
3∑
hi − η1
(
δ(y), y, z
)
δ′(y), (2.19)i=1
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h1 = α
x∫
δ(y)
χ
(
s2 + y2)(α−2)/2[α y Θ(s) + s Θ ′(s)] · w(s, y, z)ds,
h2 = −2
x∫
δ(y)
χy
(
s2 + y2)α/2Θ(s) · w1(s, y, z)ds,
h3 =
x∫
δ(y)
χy
(
s2 + y2)α/2Θ(s) · w(s, y, z)ds,
w1 =
∫
R
c(t)
(r2 + (z − t)2)2 dt.
(1) We show ‖h1‖1  C‖c‖H1−α(R) where C = C(α). Since
∣∣w(s, y, z)∣∣ ∫
R
|c(z − t)− c(z)|
s2 + y2 + t2 dt +
∫
R
|c(z)|
s2 + y2 + t2 dt, (2.20)
we have
|h1|  C
x∫
δ(y)
(
s2 + y2)(α−1)/2∣∣w(s, y, z)∣∣ds
 C
∫
R
κ1(x, y, t)
∣∣c(z − t)− c(z)∣∣dt
+C∣∣c(z)∣∣ x∫
δ(y)
(
s2 + y2)(α−1)/2 ds ∫
R
(
s2 + y2 + t2)−1 dt
:= (i)+ (ii), (2.21)
where κ1 is given by
κ1(x, y, t) :=
x∫
δ(y)
(s2 + y2)(α−1)/2
s2 + y2 + t2 ds.
Using the Young theorem given in Adams [1, p. 90],
∥∥(i)∥∥0,R  C ∫ ∣∣κ1(x, y, t)∣∣dt(∫ ∣∣c(z − t)− c(z)∣∣2 dz)1/2
R R
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∫
R
∣∣κ1(x, y, t)∣∣t (3−2α)/2ξα(t)dt
= C
x∫
δ(y)
(
s2 + y2)(α−1)/2 ds ∫
R
t (3−2α)/2ξα(t)
s2 + y2 + t2 dt (2.22)
where the function ξα is given by
ξα(t) :=
(∫
R
|c(z − t)− c(z)|2
t2(1−α)+1
dz
)1/2
.
Using the Schwarz inequality,
∫
R
t (3−2α)/2ξα(t)
s2 + y2 + t2 dt  ‖c‖H1−α(R)
(∫
R
t3−2α
(s2 + y2 + t2)2 dt
)1/2
 ‖c‖H1−α(R)
(
s2 + y2)−α/2(∫
R
η3−2α
(1 + η2)2 dη
)1/2
 C‖c‖H1−α(R)
(
s2 + y2)−α/2, (2.23)
where C = C(α). Combining (2.22) and (2.23), we get
∥∥(i)∥∥0,R C‖c‖H1−α(R)|y|
x∫
δ(y)
(
s2 + y2)−1 ds
C‖c‖H1−α(R)
x/|y|∫
δ(y)/|y|
(
1 + σ 2)−1 dσ
C‖c‖H1−α(R), (2.24)
where C = C(α). Setting t = σ√s2 + y2 and s = τy,
∣∣(ii)∣∣ C∣∣c(z)∣∣ x∫
δ(y)
(
s2 + y2)(α−2)/2 ds ∫
R
(
1 + σ 2)−1 dσ
 C
∣∣c(z)∣∣|y|α−1 ∫
R
(
1 + τ 2)(α−2)/2 dτ ∫
R
(
1 + σ 2)−1 dσ
 C
∣∣c(z)∣∣|y|α−1, (2.25)
where C = C(α). Combining (2.21) and (2.25),
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∣∣(i)∣∣+C∣∣c(z)∣∣|y|α−1. (2.26)
Squaring both sides of (2.26), integrating on Ω ×R and using (2.24),
‖h1‖20  C‖c‖2H1−α(R)|Ω| +C
1∫
0
y2(α−1) dy
∫
R
∣∣c(z)∣∣2 dz
 C
(‖c‖2H1−α(R) + ‖c‖2L2(R)), (2.27)
where C = C(α). Thus (1) follows.
(2) We show ‖h2‖0  C‖c‖H1−α(R) where C = C(α). Since
∣∣w1(s, y, z)∣∣ ∫
R
|c(z − t)− c(z)|
(s2 + y2 + t2)2 dt +
∫
R
|c(z)|
(s2 + y2 + t2)2 dt,
we have
|h2|  C|y|
x∫
δ(y)
(
s2 + y2)α/2∣∣w1(s, y, z)∣∣ds
 C
∫
R
κ2(x, y, t)
∣∣c(z − t)− c(z)∣∣dt
+C∣∣c(z)∣∣|y| x∫
δ(y)
(
s2 + y2)α/2 ds ∫
R
(
s2 + y2 + t2)−2 dt
:= (iii)+ (iv), (2.28)
where κ2 is given by
κ2(x, y, t) := |y|
x∫
δ(y)
(s2 + y2)α/2
(s2 + y2 + t2)2 ds.
Letting t = σ√s2 + y2,∫
R
(
s2 + y2 + t2)−2 dt = (s2 + y2)−3/2 ∫
R
(
1 + σ 2)−2 dσ,
and since
∫
(1 + σ 2)−2 dσ < ∞,
R
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δ(y)
(
s2 + y2)(α−3)/2 ds
 C
∣∣c(z)∣∣|y|α−1 x/|y|∫
δ(y)/|y|
(
1 + σ 2)(α−3)/2 dσ
 C
∣∣c(z)∣∣|y|α−1 ∫
R
(
1 + σ 2)(α−3)/2 ds
 C
∣∣c(z)∣∣|y|α−1, (2.29)
where the last inequality follows by
∫
R
(1 + σ 2)(α−3)/2 ds < ∞ and C = C(α). Using the Young
theorem,
∥∥(iii)∥∥0,R  C ∫
R
κ2(x, y, t)dt
(∫
R
∣∣c(z − t)− c(z)∣∣2 dz)1/2
 C
∫
R
κ2(x, y, t) t
(3−2α)/2ξα(t)dt
= C|y|
x∫
δ(y)
(
s2 + y2)α/2 ds ∫
R
t (3−2α)/2ξα(t)
(s2 + y2 + t2)2 dt (2.30)
where ξα(t) was defined in (2.22). Using the Schwarz inequality and ‖ξα‖L2(R) = ‖c‖H1−α(R),∫
R
t (3−2α)/2ξα(t)
(s2 + y2 + t2)2 dt  C‖c‖H1−α(R)
(∫
R
t3−2α
(s2 + y2 + t2)4 dt
)1/2
 C‖c‖H1−α(R)
(
s2 + y2)(−α−2)/2(∫
R
σ 3−2α
(1 + σ 2)4 dt
)1/2
 C‖c‖H1−α(R)
(
s2 + y2)(−α−2)/2. (2.31)
Combining (2.30) and (2.31),
∥∥(iii)∥∥0,R C‖c‖H1−α(R)|y|
x∫
δ(y)
(
s2 + y2)−1 ds
C‖c‖H1−α(R) (2.32)
where C = C(α). Using (2.28), (2.29) and (2.32), the assertion (2) follows.
(3) Similarly one can show ‖h3‖0  C‖c‖H1−α(R) for a constant C.
(4) We show ‖h4‖0  C‖c‖H1−α(R) for h4 := η1(δ(y), y, z)δ′(y). Now
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(
δ(y)2 + y2)α/2 ∫
R
|c(z − t)− c(z)| + |c(z)|
δ(y)2 + y2 + t2 dt
 C
∫
R
κ3(y, t)
∣∣c(z − t)− c(z)∣∣dt
+C∣∣c(z)∣∣(δ(y)2 + y2)α/2 ∫
R
1
δ(y)2 + y2 + t2 dt
 J +C∣∣c(z)∣∣(δ(y)2 + y2)(α−1)/2 ∫
R
1
1 + σ 2 dσ
 J +C∣∣c(z)∣∣|y|α−1, (2.33)
where
J = C
∫
R
κ3(y, t)
∣∣c(z − t)− c(z)∣∣dt,
κ3(y, t) =
(
δ(y)2 + y2)α/2(δ(y)2 + y2 + t2)−1.
Using the Young theorem and the Schwarz inequality,
‖J‖0,R  C
∫
R
κ3(y, z, t) t
(3−2α)/2ξα(t)dt
 C‖c‖H1−α(R)
(∫
R
∣∣κ3(y, z, t)∣∣2 t3−2α dt)1/2
= C‖c‖H1−α(R)
(
δ(y)2 + y2)α/2(∫
R
t3−2α
(δ(y)2 + y2 + t2)2 dt
)1/2
= C‖c‖H1−α(R)
(∫
R
σ 3−2α
(1 + σ 2)2 dσ
)1/2
 C‖c‖H1−α(R), (2.34)
where C = C(α). Squaring both sides of (2.33), integrating over Ω and using (2.34), we con-
clude that ‖h4‖0  C‖c‖H1−α(R). So far we have estimated each term in (2.19), so ‖p1,y‖0 
C‖c‖H1−α(R).
Step 2. We estimate the functions p1, p1,x and p1,z in the L2 norm. Indeed, p1,x = χ rαΘ(θ) ·
w(x, y, z) and
∣∣p1,x(x, y, z)∣∣ Crα−1∣∣c(z)∣∣+ rα ∫ |c(z − t)− c(z)|
r2 + t2 dt.R
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∥∥p1,x(x, y, ·)∥∥0,R  Crα−1‖c‖0,R +Crα ∫
R
t (3−2α)/2
r2 + t2 ξα(t)dt
 Crα−1‖c‖0,R +Crα
(∫
R
t3−2α
(r2 + t2)2 dt
)1/2
‖c‖H1−α(R)
 C
(
rα−1‖c‖0,R + ‖c‖H1−α(R)
)
.
Hence ‖p1,x‖0  C‖c‖H1−α(R) for a constant C.
We next estimate ‖p1,z‖0. Since
∂w
∂z
= − 2
π
∫
R
c(t)(z − t)
(r2 + (z − t)2)2 dt = −
2
π
∫
R
t
c(z − t)
(r2 + t2)2 dt,
the partial derivative p1,z is estimated by
∣∣p1,z(x, y, z)∣∣ C x∫
δ(y)
(
s2 + y2)α/2 ∫
R
|c(z − t)||t |
(s2 + y2 + t2)2 dt ds
 C
x∫
δ(y)
(
s2 + y2)α/2 ∫
R
|t | |c(z − t)− c(z)| + |c(z)|
(s2 + y2 + t2)2 dt ds
= C∣∣c(z)∣∣|y|α−1 +C x∫
δ(y)
(
s2 + y2)α/2 ∫
R
|t | |c(z − t)− c(z)|
(s2 + y2 + t2)2 dt ds. (2.35)
Using the Young theorem, (2.35), and the function ξδ in (2.22) where δ is any number in the
interval (α,1),∥∥p1,z(x, y, ·)∥∥0,R
 C|y|α−1‖c‖0,R +C
x∫
δ(y)
(
s2 + y2)α/2 ds ∫
R
|t |(5−2δ)/2
(s2 + y2 + t2)2 ξδ(t)dt
 C|y|α−1‖c‖0,R +C
x∫
δ(y)
(
s2 + y2)α/2 ds(∫
R
|t |5−2δ
(s2 + y2 + t2)4 dt
)1/2
‖c‖H1−δ(R)
 C|y|α−1‖c‖0,R +C
x∫
δ(y)
(
s2 + y2)(−1−(δ−α))/2 ds(∫
R
|σ |5−2δ
(1 + σ 2)4 dσ
)1/2
‖c‖H1−δ(R)
 C|y|α−1‖c‖0,R +C|y|α−δ ‖c‖H1−δ(R),
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R
|σ |5−2δ
(1 + σ 2)4 dσ < ∞,
∫
R
(
1 + t2)(−1−(δ−α))/2 dt < ∞.
Hence ‖p1,z‖0  C‖c‖H1−α(R). Clearly ‖p1‖0  C‖c‖H1−α(R). Using Step 1, we have ‖p1‖1 
C‖c‖H1−α(R) where C = C(α).
Step 3. Using similar procedures as given in Step 1 and recalling that p2 is smoother than p1,
one can easily show that
‖p2‖1  C‖c‖H1−α(R)
for a constant C.
Step 4. It remains to estimate ‖p3‖1 where p3 = B(χψ div w). Since
div w(x, y, z) = − 2
π
∫
R
c(t) · (x, y, z − t)
(x2 + y2 + (z − t)2)2 dt,
we have
p3(x, y, z) = − 2
π
x∫
δ(y)
χ ψ(s, y)
∫
R
c(t) · (s, y, z − t)
(s2 + y2 + (z − t)2)2 dt ds.
The partial derivatives of p3 can be estimated by the right-hand side of (2.35). Using the same
techniques used in Step 2, one has ‖p3‖1  C‖c‖H1−α(R).
Thus, combining Steps 1–4, inequality (2.18) follows. 
Using A¯ and B we define an operator to be used later and show its boundedness.
Lemma 2.4. Set B¯ = κ−1B . For 1 s < α + 1, the mapping v → A¯∇B¯ div v is bounded on Hs
with
‖A¯∇B¯ div‖ := sup
0=v∈Hs
‖A¯∇B¯ div v‖s
‖v‖s < ∞.
Define A∗ := (I −μ−1A¯∇B¯ div)−1. Assume that μ∗ := μ−C‖∇B¯ div‖ > 0 for a positive con-
stant C. If 1 s < α + 1, then A∗ is bounded on Hs , with ‖A∗‖ μ/μ∗.
Proof. Let 1 s < α + 1 be given. Using Lemma 2.2 and A¯, one has the following well-defined
diagram:
Hs div−→Hs−1 B¯−→Hs−1 ∇−→Hs−2 A¯−→Hs ,
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μ(w − v). Using the definition of A¯, we have
−μ(w − v)+ U¯ · ∇(w − v) = ∇B¯ div w in Q,
(w − v)|Σ = 0.
For s < α + 1, w − v satisfies the inequality
μ‖w − v‖s  C‖∇B¯ div w‖s−2  C‖∇B¯ div‖‖w‖s
where C is a constant. Since w = w − v + v, we have μ‖w‖s  C‖∇B¯ div‖‖w‖s +μ‖v‖s for a
constant C. Assuming that μ∗ > 0 and from w = A∗v, we have ‖A∗v‖s  (μ/μ∗)‖v‖s . So A∗ is
bounded on Hs . 
Next we give some bilinear forms to show a unique existence of solution of (1.1). Let M =
{q ∈ L2: ‖q‖M := ‖q‖0 + ‖U · ∇q‖0 < ∞}. We consider three bilinear forms
a(u,v) = μ(∇u,∇v)+ (U¯ · ∇u,v), u,v ∈ H10,
b(v, q) = −(q,div v), q ∈ L2, v ∈ H10,
c(p, q) = κ−1(U · ∇p,q), p ∈ M, q ∈ L2
where ( , ) denotes the inner product in the L2 space. If [f, g] ∈ H−1 × L2 is assumed, we find the
solution [u,p] ∈ H10 ×M of (1.1) satisfying p = B¯(g − div u) and
a(u,v)+ b(v,p) = (f,v), ∀v ∈ H10,
c(p, q)− b(u, q) = (g, q), ∀q ∈ L2. (2.36)
Lemma 2.5. Assume that [f, g] ∈ H−1 ×L2. Suppose that μ is sufficiently large. Then there exists
a unique solution [u,p] ∈ H10 ×M of (1.1), satisfying
‖u‖1 + ‖p‖M +
( ∫
Σ+
n1 p
2 ds
)1/2
 C
(‖f‖−1 + ‖g‖0) (2.37)
where C = C(Ω) and Σ+ = {(x, y, z) ∈ Σ : U · n = n1  0}. Furthermore, if we assume that the
number μ∗ given in Lemma 2.4 is positive and that [f, g] ∈ Hs−2 × Hs−1 for 1 s < α + 1, then
‖u‖s + ‖p‖s−1 C
(‖f‖s−2 + ‖g‖s−1) (2.38)
for a constant C = C(Ω,μ∗).
Proof. Inserting the formula p = B¯(g − div u) into the first equation of (2.36) and dividing
by μ, we get the weak formulation of (1.8): a¯(u,v) = (f1,v) for all v ∈ H10 where a¯(u,v) :=
(∇u,∇v) + μ−1(U¯ · ∇u,v) + μ−1(B¯ div u,div v) and f1 := μ−1(f − ∇B¯g). If μ is sufficiently
large, then a¯ is bounded below as follows:
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(‖U¯‖∞‖∇v‖0‖v‖0 + ‖B¯‖‖div v‖20)
 1
2
c1 min
{
1, C¯−2
}‖v‖21, ∀v ∈ H10,
where c1 := 1−μ−1(C¯‖U¯‖∞ +‖B¯‖) with the constant C¯ in the inequality: ‖v‖0  C¯‖∇v‖0 for
any v ∈ H10. Clearly a¯ is continuous on H10 × H10. By the Lax–Milgram lemma there is a unique
solution u ∈ H10 of (1.8) provided that f1 ∈ H−1. If f ∈ H−1 and g ∈ L2, then f1 ∈ H−1. Using the
solution u, the pressure p = B¯(g − div u) is well defined.
Without using a large condition on μ inequality (2.37) can be easily shown by (2.36) and the
formula p = B¯(g − div u). Using A¯ and B¯ , u = μ−1A¯(f − ∇p) and p = B¯(g − div u). Using
Lemma 2.4,
u = μ−1A∗A¯(f − ∇B¯g), p = B¯
[
g −μ−1 divA∗A¯(f − ∇B¯g)
]
.
If [f, g] ∈ Hs−2 × Hs−1 for s < α + 1, (2.38) follows from the diagram given in the proof of
Lemma 2.4. 
3. Decomposition
In this section our goal is to subtract the edge singularity from the velocity solution of (1.1)
near the concave edge of Q and show an increased regularity for the remainder. For this, we
modify the momentum equation in the form of the Laplacian problem:
−u = μ−1(f − U¯ · ∇u − ∇p).
If the velocity function is written in the form u = (E  c)φ + uR , then, in view of Theorem 2.1
we see that the edge flux coefficient c depends on the right-hand side μ−1(f − U¯ · ∇u − ∇p).
So a main step to be resolved is to show that the coefficient function c of the edge singularity
can be well defined under a suitable regularity assumption of f, g and expressed in terms of the
known data (see Lemma 3.1 below). Also an increased regularity for the pair [uR,p] is shown
(see Theorem 3.1 below).
We write the velocity u as follows:
u = us + uR, us := (E  c)φ, uR := u − us (3.1)
where c = (c1, c2, c3) is a vector function on R to be constructed later and E is given in Theo-
rem 2.1.
First we show that the vector function c in the singular function us can be expressed in terms
of known data. Inserting the decomposition u = us + uR into the equations in (1.1) and setting
U¯ = ρU, [uR,p] solves
−μuR + (U¯ · ∇)uR + ∇p = f + fs in Q,
κU · ∇p + div uR = g + gs in Q,
uR = 0 on Σ,
p = 0 on Σin, (3.2)
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F = μ−1(f + fs − ∇p), (3.3)
the momentum equation of (3.2) is −uR +μ−1(U¯ ·∇)uR = F. If g ∈ H1 and uR ∈ H2, then the
requirement ∇p = κ−1∇B(g−div uR −div us) ∈ L2 follows from the fact that B div us ∈ H1 by
Lemma 2.3 for c ∈ H1−α(R). Since the first leading edge singularity has been subtracted in the
remainder uR , in the view of Theorem 2.2 the functional ΦL evaluated at the function F(∈ L2)
must be zero:
ΦL(F)(z) := 12πi
∫
γ
〈
ΛλL; (λI −D)−1F(z)
〉
dλ = 0, (3.4)
where ΛλL is defined in (2.10).
From (3.4) we are going to derive an algebraic system for c = [c1, c2, c3] (see (3.10) below).
Here we define some notations as follows:
A1 = A∗A¯,
B1 = μ−1B¯ divA1∇B¯,
B2 = B¯ +B1, (3.5)
where A¯ is defined in (1.5), and A∗, B¯ are in Lemma 2.4. Using (3.5), the solutions uR and p of
(3.2) can be written by
uR = μ−1A1(fs − ∇B¯gs)+μ−1A1f1,
p = B2gs −μ−1B¯ divA1fs + B¯
(
g −μ−1 divA1f1
)
, (3.6)
where f1 = f − ∇B¯g. Using the expression for p, the function F of (3.3) is written by
F = μ−1fs +μ−2∇B¯ div(A1fs)−μ−1∇B2gs − h,
h = −μ−1(f − ∇B¯(g −μ−1 divA1f1)). (3.7)
Furthermore

[
(E  c)φ]= c  (Eφ), μ−1fs = c  [(Eφ)−μ−1ρ(Eφ)x].
Setting x1 = x, x2 = y, x3 = z again and letting
β = (Eφ)−μ−1ρ (Eφ)x,
we have
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i=1
ci ∇B¯(∇xiA1β), (3.8)
∇B¯(div us) =
3∑
i=1
ci ∇B¯
[∇xi (Eφ)]. (3.9)
Set
φij := ∇xi B¯∇xiA1β + ∇xiB2∇xi (Eφ). (3.10)
Inserting (3.8), (3.9) into (3.7), using (3.10) and writing h = [h1, h2, h3], the components of
F = [F1,F2,F3] can be given by
F1 =
[
β +μ−1φ11
]
 c1 +μ−1φ12  c2 +μ−1φ13  c3 − h1,
F2 = μ−1φ21  c1 +
[
β +μ−1φ22
]
 c2 +μ−1φ23  c3 − h2,
F3 = μ−1φ31  c1 +μ−1φ32  c2 +
[
β +μ−1φ33
]
 c3 − h3. (3.11)
Inserting (3.11) into (3.4), we have a system for c = [c1, c2, c3] as follows:
λ11  c1 + λ12  c2 + λ13  c3 = M1, λ21  c1 + λ22  c2 + λ23  c3 = M2,
λ31  c1 + λ32  c2 + λ33  c3 = M3, (3.12)
where
λii = ΦL(β)+μ−1ΦL(φii), λij = μ−1ΦL(φij ) (i = j), Mi = ΦL(hi).
Lemma 3.1. The coefficient functions λij are well defined on R, and if f ∈ L2 and g ∈ H1, Mi
are well-defined functions on R. If μ is sufficiently large, then the edge flux intensity function
c = [c1, c2, c3] is defined as follows:
ci(z) = 12πi
∫
γ
〈
ΛL(λ); (λI −D)−1h∗i (z)
〉
dλ, (3.13)
where h∗i :=
∑
j=1 aij  hj with aij =F−1{aˆij } where hj is the j th component of h in (3.7) and
aˆij is defined in (3.26). In addition, there is a constant C such that
‖c‖H1−α(R)  C
(‖f‖0 + ‖Bg‖1). (3.14)
Proof. To solve system (3.12) for c = [c1, c2, c3], we apply the Fourier transform to each equa-
tion in (3.12). For this we recall and define some notations:
ψ(λ) = e−r
√
λφ, ψ∗(λ) =
[
(′ − λI)−μ−1ρ∇x
]
ψ(λ),
∇̂ = (∇x,∇y, iτ ), d̂iv = ∇̂·, ′ = ∇2x + ∇2y ,
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Aλ = (−′ + λI)−1, Aλ∗ =
(
I −μ−1Aλ∇̂B¯ d̂iv)−1, Aλ1 = Aλ∗Aλ,
Bˆ1 = B¯ d̂ivAλ1∇̂B¯, Bˆ2 = B¯ + Bˆ1. (3.15)
For λ = τ 2, we have F{} = ′ − τ 2I and F{E(r, .)}(τ ) = e−r|τ | and
cˆ(τ )ψ∗
(
τ 2
)= (′ − τ 2I −μ−1ρ∇x)(cˆ(τ )e−r|τ |φ),
we have
F−1{cˆ(τ )ψ∗(τ 2)}(z) = (−μ−1ρ∇x)[(E  c)φ].
Applying the Fourier transform to the pressure function p in (3.6),
pˆ = −Bˆ2 d̂iv
[
cˆ(τ )ψ(λ)
]− B¯ d̂iv[cˆ(τ )Aλ1ψ∗(λ)]+ B¯(gˆ −μ−1 d̂ivAλ1 fˆ1), (3.16)
where fˆ1 = fˆ − ∇̂B¯gˆ. Using (3.16), the Fourier transform of F is, for λ = τ 2,
Fˆ(τ ) = μ−1(fˆ − ∇̂pˆ)+ cˆ(τ )ψ∗
(
τ 2
)
= cˆ(τ )ψ∗
(
τ 2
)+μ−1cˆ(τ ) · ∇̂B¯ d̂ivAλ1ψ∗(τ 2)
+μ−1cˆ(τ ) · ∇̂Bˆ2∇̂ψ
(
τ 2
)− hˆ(τ ) (3.17)
where hˆ(τ ) = −μ−1[fˆ −μ−1∇̂B¯(gˆ − d̂ivAλ1 fˆ1)]. We set ∇̂x3 = iτ and
φˆij := ∇̂xi B¯∇̂xj Aλ1ψ∗
(
τ 2
)+ ∇̂xi Bˆ2∇̂xj ψ(τ 2). (3.18)
Since ΦL(F) = F−1{Λτ 2L [Fˆ(τ )]} and from the requirement ΦL(F) = 0 of (3.4), we have
Λτ
2
L [Fˆ(τ )] = 0. Inserting the function Fˆ of (3.17) into the equation Λτ
2
L [Fˆ] = 0, we have
λˆ11cˆ1 + λˆ12cˆ2 + λˆ13cˆ3 = Mˆ1, λˆ21cˆ1 + λˆ22cˆ2 + λˆ23cˆ3 = Mˆ2,
λˆ31cˆ1 + λˆ32cˆ2 + λˆ33cˆ3 = Mˆ3, (3.19)
where
λˆii = Λτ 2L
[
ψ∗
(
τ 2
)]+μ−1Λτ 2L [φˆii],
λˆij = μ−1Λτ 2L [φˆij ] (i = j), Mˆi = Λτ
2
L (hˆi). (3.20)
Note that (3.19) is an algebraic system for the edge flux intensity functions cˆi obtained by apply-
ing the Fourier transform to each equation in (3.12).
From (2.3) we see that UR = A¯λ[F + ΛλL[F ]ψ∗(λ)] ∈ H2(Ω) provided that ΛλL[F ] is well
defined. Likewise, for λ = τ 2, the Fourier transform of uR is given by
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[
fˆ − ∇B¯gˆ + cˆ(τ )ψ∗(λ)+ cˆ(τ ) · ∇̂B¯∇̂ψ∗(λ)
]
, (3.21)
where uˆ(τ ) =F{u}(τ ) denotes the Fourier transform of u in z variable. If μ is large enough, Aλ∗
is continuous, so uˆR ∈ H2(Ω) provided that cˆ(τ ) is a well defined vector function.
Using (3.15), we see that Aτ 21 ψ∗(τ 2),Aτ
2
1 ∇̂B¯∇̂ψ∗(τ 2) belong to H2(Ω). From Lemma 2.3, it
follows that ∇̂B¯∇̂ψ(τ 2), ∇̂Bˆ2∇̂ψ(τ 2) belong to L2(Ω). Also ψ∗(τ 2) ∈ L2(Ω). Hence φˆii and
φˆij are in L2(Ω). So λˆij are well defined because Λτ
2
L is a continuous linear form on L
2(Ω). The
Mˆi are also well defined.
We next solve the system (3.19) for cˆi . If μ is sufficiently large, then the determinant of the
coefficient matrix of (3.19) is
dˆ =
∣∣∣∣∣∣
λˆ11 λˆ12 λˆ13
λˆ21 λˆ22 λˆ23
λˆ31 λˆ32 λˆ33
∣∣∣∣∣∣ = 0, (3.22)
because the determinant dˆ can be written in the form: dˆ = a30 + c1μ−1 + c2μ−2 + c3μ−3, where
a0 := Λτ 2L [(′ − λI)ψ(λ)] = 0 and ci are some finite numbers depending on a0, Λτ
2
L [φˆij ] and
Λτ
2
L [ρ∇xψ(λ)]. Then the solution cˆ = [cˆ1, cˆ2, cˆ3] of (3.19) is given by
cˆ1 = 1
dˆ
∣∣∣∣∣∣
Mˆ1 λˆ12 λˆ13
Mˆ2 λˆ22 λˆ23
Mˆ3 λˆ32 λˆ33
∣∣∣∣∣∣ , (3.23)
cˆ2 = 1
dˆ
∣∣∣∣∣∣
λˆ11 Mˆ1 λˆ13
λˆ21 Mˆ2 λˆ23
λˆ31 Mˆ3 λˆ33
∣∣∣∣∣∣ , (3.24)
cˆ3 = 1
dˆ
∣∣∣∣∣∣
λˆ11 λˆ12 Mˆ1
λˆ21 λˆ22 Mˆ2
λˆ31 λˆ32 Mˆ3
∣∣∣∣∣∣ . (3.25)
More explicitly, for i = 1,2,3,
cˆi (τ ) =
∑
j=1
aˆij (τ )Mˆj (τ ) (3.26)
where aˆij are well-defined functions obtained by computing the determinants in (3.23)–(3.25)
and dividing by dˆ ; for example, aˆ11 = (λˆ22λˆ33 − λˆ23λˆ32)/dˆ , etc. Estimating (3.23)–(3.25) and
using (2.4),
|τ |1−α∣∣cˆ(τ )∣∣ C 3∑
i=1
|τ |1−α∣∣Λτ 2L (hˆi)∣∣ C 3∑
i=1
‖hˆi‖0,Ω
 Cμ−1
∥∥fˆ − ∇̂B¯(gˆ −μ−1 d̂ivAλ1 fˆ1)∥∥ .0,Ω
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fˆ − ∇̂B¯(gˆ −μ−1d̂ivAλ1 fˆ1)= (I +μ−1∇̂B¯ d̂ivAλ1)( fˆ − ∇̂B¯gˆ),
we have
|τ |1−α∣∣cˆ(τ )∣∣ C(‖fˆ‖0,Ω + ‖∇̂B¯gˆ‖0,Ω) (3.27)
where C = C(μ,μ−1‖∇̂B¯ d̂ivAλ1‖). Thus ‖c‖H1−α(R)  C(‖f‖0 + ‖B¯g‖1). Finally the solution
c = [c1, c2, c3] of (3.12) is defined as follows. Using the function h = [h1, h2, h3] in (3.7) and
Mi = ΦL(hi) defined in (3.4),
ci(z) =
∑
j=1
(aij Mj )(z) = ΦL
[∑
j=1
(aij  hj )
]
(z)
= 1
2πi
∫
γ
〈
ΛL(λ); (λI −D)−1h∗i (z)
〉
dλ, (3.28)
where h∗i :=
∑
j=1 aij  hj with aij =F−1{aˆij }. 
Next we show an increased regularity for the regular part uR and the pressure function p.
Theorem 3.1. Let f ∈ L2 and g ∈ H1. Suppose μ is sufficiently large. If the function c is defined
by (3.28) and satisfies inequality (3.14), then the pair [uR,p] satisfies ‖uR‖2 +‖p‖1 C(‖f‖0 +
‖Bg‖1), where C = C(α,κ−1,‖A1‖,‖∇B2‖,μ−1‖∇B¯ divA1‖).
Proof. From the second equation in (3.4) and using Theorem 2.1,
‖uR‖2  μ−1‖A1‖‖fs − ∇B¯gs + f1‖0. (3.29)
Using Lemma 2.3,
‖fs‖0 + ‖∇B¯gs‖0  C‖c‖H1−α(R) (3.30)
where C = C(α). Since f1 = f − ∇B¯g and using (3.6), ‖uR‖2  C(‖f‖0 + ‖B¯g‖1) where C =
C(α,κ−1,‖A1‖). On the other hand, from the pressure function p in (3.6), we have
∇p = ∇B2gs −μ−1∇B¯ divA1fs + ∇B¯
(
g −μ−1 divA1f1
)
. (3.31)
Using (3.30),
‖∇p‖0  C
(‖∇B2gs‖0 + ‖fs‖0 + ‖∇B¯(g −μ−1 divA1f1)‖0)
 C
(‖c‖H1−α(R) + ‖∇B¯g‖0 + ‖f‖0)
 C
(‖f‖0 + ‖Bg‖1),
48 J.R. Kweon / J. Differential Equations 229 (2006) 24–48where C = C(‖∇B2‖,μ−1‖∇B¯ divA1‖, κ−1). Using (2.37), ‖p‖0  C(‖f‖−1 +‖g‖0). Thus the
required inequality follows. 
Now we are ready to show Theorem 1.1. The first part of Theorem 1.1 follows from
Lemma 2.5. The edge flux function c(z) of (1.13) was constructed in Lemma 3.1. Hence the
velocity u is split into singular part u = (E  c)φ + uR , with uR := u − (E  c). Finally inequality
(1.14) follows by (3.14) and Theorem 3.1.
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