This SAND report provides the technical progress through October 2003 of the Sandia-led project, "Carbon Sequestration in Synechococcus Sp.: From Molecular Machines to Hierarchical Modeling," funded by the DOE Office of Science Genomes to Life Program.
This project is a combined experimental and computational effort with emphasis on developing and applying new computational tools and methods. Our experimental effort will provide the biology and data to drive the computational efforts and include significant investment in developing new experimental methods for uncovering protein partners, characterizing protein complexes, identifying new binding domains. We will also develop and apply new data measurement and statistical methods for analyzing microarray experiments.
Computational tools will be essential to our efforts to discover and characterize the function of the molecular machines of Synechococcus. To this end, molecular simulation methods will be coupled with knowledge discovery from diverse biological data sets for high-throughput discovery and characterization of protein-protein complexes. In addition, we will develop a set of novel capabilities for inference of regulatory pathways in microbial genomes across multiple sources of information through the integration of computational and experimental technologies. These capabilities will be applied to Synechococcus regulatory pathways to characterize their interaction map and identify component proteins in these pathways. We will also investigate methods for combining experimental and computational results with visualization and natural language tools to accelerate discovery of regulatory pathways.
The ultimate goal of this effort is develop and apply new experimental and computational methods needed to generate a new level of understanding of how the Synechococcus genome affects carbon fixation at the global scale. Anticipated experimental and computational methods will provide everincreasing insight about the individual elements and steps in the carbon fixation process, however relating an organism's genome to its cellular response in the presence of varying environments will require systems biology approaches. Thus a primary goal for this effort is to integrate the genomic data generated from experiments and lower level simulations with data from the existing body of literature into a whole cell model. We plan to accomplish this by developing and applying a set of tools for capturing the carbon fixation behavior of complex of Synechococcus at different levels of resolution.
Finally, the explosion of data being produced by high-throughput experiments requires data analysis and models which are more computationally complex, more heterogeneous, and require coupling to ever increasing amounts of experimentally obtained data in varying formats. These challenges are unprecedented in high performance scientific computing and necessitate the development of a companion computational infrastructure to support this effort.
More information about this project, including a copy of the original proposal, can be found at www.genomes-to-life.org Our molecular machines computational biology effort made significant progress this quarter on the development of computational analysis tools for mass spectrometry data, demonstrating reliable ion identification in raw MS spectra using computational methods for the first time. We developed a novel algorithm, KeyGeneMiner, for the identification of key genes responsible for the oxygenic photosynthetic process in cyanobacterial genomes, including Synechococcus. We also improved the Rosetta program to treat long loops, and implemented a new optimization algorithm for our LAMMPS molecular dynamics code to enable more rapid molecular structure equilibration. We enhanced our docking code, PDOCK, by integrating it with the Coliny optimization toolkit to access a wide range of global optimizers to enable modeling of peptides with both continuous backbone torsion angles and discrete choices of side chains from a rotomer library.
Progress in our effort to develop new and effective protocols for systematic characterization of regulatory pathways includes the development of a preliminary version of a computational pipeline for interpretation of multiple types of biological data for biological pathway inference. We have also prototyped these methods on Synechococcus WH8102 to make several predictions, including a signaling/regulatory network for the phosphorus assimilation pathway and a genome-scale protein-protein interaction map.
Our computational systems-biology effort has produced a prototype simulation framework for a discrete particle representation of a Synechococcus cell. By incorporating many of the intra-cellular chemical and physical phenomena relevant to Synechococcus's carbon fixation behavior in this model we have produced a model which yields not only a quantitative sense of how reaction rates and concentrations affect the simulation, but also a more fundamental physical understanding of the underlying processes and how they are affected by the geometry of the cell (see http://www.genomes-to-life.org/highlights for simulation movies). Other systems biology highlights include the discovery of a rigorous mathematical method for making predictions regarding protein-protein interactions across related organisms using sequence data.
Our computational work environments and infrastructure effort established a data and computational infrastructure for use by the project with the installation of several pieces of computing hardware at ORNL. We also initiated development of tools for browsing protein interaction networks and identifying functional association links between proteins and designed a language for our Matlab-like bioinformatics work environment ("BiLab").
Project Management and Progress Toward Milestones
Our large group met for two days in Berkeley, CA, October 21 and 22, 2003. Our next meeting is scheduled in March 2004 and will be held in Phoenix, Arizona. We have continued our monthly executive team teleconferences to discuss project management issues and our monthly technical team teleconferences to discuss technical progress on the project. Progress toward project milestones tracking with the proposal fairly well, although we continue our efforts to catch up and recover from the FY02 budget problems. This quarter we continued our efforts to optimize the separation of the ultrasmall Synechococcus inclusion bodies such as the carboxysome, and current purifications show (by Western blots) enrichment for RuBisCO. We have also begun developing and applying experimental protocols to determine the proteinprotein interactions within the Synechococcus carboxysome including bacterial 2-hybrid methods, gene modifications to tag cso operon genes for pull down experiments, and phage display. Initial bacterial 2-hybrid results for 10% of the 10x10 matrix of potential interactions have not indicated positive interactions. A targeted cso operon phage library (7-mers and 12-mers) is being constructed for phage display experiments, three TPR repeat units were cloned from PSA E proteins and will be synthesized as targets. In addition, we carried out statistical analysis and hyperspectral scanning of 250 gene Synechococcus microarrays, and interacted with TIGR to improve the hybridization process and supplied them with the Synechococcus WH8102 DNA for the full genome microarray that they are fabricating for us. Construction has begun on our new optimized hyperspectral microarray scanner and progress has been made toward the use of multiple green fluorophores in microarrays.
Accomplishments
Carboxysome Isolation and Purification: The carboxysome preparation was modified to optimize separation of the ultrasmall Synechococcus inclusion bodies (75 nm in diameter as determined by cryogenic tomography). The protocol is highlighted by the use of two high-speed centrifugation steps separated by addition of the divalent MgSO 4 ion. The high speeds in combination with Mg 2+ ions collapses the electric double layer around the carboxysome leading to floculation of the inclusion bodies. The particulate matter can be separated and further purified. Purification protocols are currently being optimized. Analysis of the soluble and particulate fractions of the protein lysates shows the enrichment of RuBisCO by blotting with a RuBisCO large antibody indicating the enrichment for the carboxysome. This quarter, we have designed and ordered antibodies to other proteins coded by the cso operon. These proteins will help further characterize carboxysome enrichment.
Interactions within the Carboxysome: Experiments to determine interactions are occurring on three fronts. Initial bacterial 2-hybrid results have not indicated positive interactions. Eight different genes in the cso operon have been cloned into bait and target vectors of the Stratagene bacterial 2-hybrid systems. Thus far, rbcL has been tested against rbcL and rbcS. Also, csoS2 has been tested against ccmk1, rbcL, rbcS, csoS2, cso S3, and peptide A. These are only initial results; sequencing, expression, and condition testing has not been completed.
Genetic modifications to tag cso operon genes for pull down experiments continue. Primers have been designed to clone the operon genes into Invitrogen's TOPO isomerase directional vectors. His tags have been built into the vectors. Also, work has begun to build multiple cloning sites into pMUT100 and pRL153. pMUT100 and pRL153 are suicide and replicative vectors that have been used in conjugation with transformations of Synechococcus. They have limited cloning digest sites and introduction of a MCS to the vectors will assist in later cloning efforts.
Finally, a targeted cso operon phage library is being constructed for phage display experiments. The cso operon was cloned into Statagene's pBluScript. The cso operon has been digested out of pBS, gel isolated, and sonicated to form 200-400 bp random oligonucleotides. Next quarter, the randomized cso fragments will be ligated into two different phagemids. Also, RuBisCO large and small subunits have been cloned and are in the process of being synthesized as target proteins phage display experiments.
Protein Binding Domains and Interaction Networks:
Initial control phage display experiments with 7-mer and 12-mer libraries were completed. Three TPR repeat units were cloned from PSA E proteins, and the TPR peptides are in the process of being synthesized as targets for phage display experiments.
Gene Regulatory Network by Microarray Analysis:
We have worked on the construction of a mutant in an orf that might be a phosphonatase (degrades C-P bonds), have supplied WH8102 DNA for the full genome microarray construction, and have performed statistical analysis and hyperspectral scanning of 250 gene Synechococcus microarrays.
We have been working on the construction of a mutant in an orf that might be a phosphonatase. This orf was predicted to be a potential phosphonatase by Ying Xu's group (ORNL and U Georgia) working in Subproject 3, based on Prospect analyses. We amplified the orf, ligated it into the vector pMut100 and conjugated it into WH8102. We have successfully obtained colonies in which the orf is presumably inactivated. We are now growing cells through a few transfers in regular media before testing for phosphonatase activity. The mutants will be used in microarray gene regulatory experiments. We have provided RNA for wild-type cells and two mutants in which the phosphate regulatory system (PhoB/PhoR) has been inactivated. Again this will help tie-in with phosphate pathway modeling by Ying Xu's group. These will presumably be some of the first RNAs used on the whole genome microarray.
In this quarter we also performed detailed statistical analysis of some of the 250 gene TIGR Synechococcus microarrays (including dye-flip experiments) and have noted anomalies (high background, specks, block-to-block variation, etc). This work has led to the development of tools for visualization of statistical properties of microarray slides. We have made recommendations to TIGR to improve their microarray hybridization process based on our graphical statistical analysis of these data and will continue this iterative process in the next quarter as the full genome arrays are printed. Follow-up hyperspectral scans have been performed in order to determine the source of the irregularities; multivariate data analysis will be completed in the next quarter. We have also scanned several slides from other GTL laboratories (ORNL, PNL, Michigan State) to explore their quality and will finish analysis of these slides in future quarters and have begun the needed work to increase the throughput of microarrays through the use of multiple green dyes and hyperspectral scanning. Also during this quarter, we purchased the equipment to build the new, optimized hyperspectral scanner. The majority of the equipment has arrived and construction has begun. Finally, we continued making improvements in our data acquisition and multivariate analysis software and have purchased an upgrade to the microarray analysis software.
NMR Analysis of Protein-Protein Interactions:
Oak Ridge National Laboratory and University of Michigan are developing and applying solution NMR methods based on measurements of residual dipolar couplings (RDCs) for high throughput structural and dynamic characterization of protein-protein interactions. These methods are expected to accelerate NMR characterization of protein complexes through the integration of computational biology during protein structure analysis. The long-term goals of this work are to investigate protein-protein interactions relevant to the protein RuBisCO from Synechococcus and carboxysome. Novel NMR methods and attendant computational data analysis tools are also being developed to probe interactions in these proteins using peptide moieties that are attached to field oriented phage particles as a structural complement to a phage display. The latter effort is in collaboration with experimental work conducted at Sandia National Laboratory (Subproject 1) and computational methodology at Oak Ridge National Laboratory (Subproject 2).
Progress has been made in expressing and purifying the protein "small RuBisCO" which will be the initial target for application of the developed NMR methods. The CAP program (combinatorial assignment procedure) developed by ORNL group for high-throughput resonance assignments in protein systems using residual dipolar couplings has been tested successfully using "simulated" data and is now ready for implementation on the RDCs that will be measured on the protein RuBisCO.
We have also developed improved CPMG NMR pulse sequences used to measure conformational exchange dynamics processes at the multi-micro second time scale. These experiments and their improvements are pivotal to our proposed work with respect to identifying protein-protein binding interfaces on the basis of pre-existent induced-fit dynamic equilibrium. The Zuiderweg group at U Michigan (Subproject 1) has designed new NMR pulse sequence elements for this experiment, and by doing so increased its temperature stability, reliability and reproducibly. We are in the process of writing a manuscript on this subject. 
Progress Towards Milestones

Collaboration With Others
There has been continued collaboration with Dean Price and Murray Badger of the Australian National University, and continued collaboration with Grant Jensen at Cal Tech to carryout electron microscopy and cryoelectron tomography studies of the carboxysome. This quarter we have also initiated conversations with Dave Hanson at the University of New Mexico. Dr. Hanson recently completed a post-doctoral appointment in Murray Badger's lab and is interested in various metabolic processes in cyanobacteria.
We continue strong interaction with GTL team members. We continue to work with Arie Shoshani, LBNL (Subproject 5) in developing a laboratory data management platform. We have worked closely with the University of Michigan to develop experimental plans. Also, we have worked with Steve Plimpton, SNL (Subproject 2) and his team to discuss future docking calculations. We have made substantial progress this quarter in our molecular machines effort including a breakthrough in computational analysis tools for mass spectrometry data through the development of the Probability Profile Method demonstrating reliable ion identification in raw MS spectra using computational methods for the first time. This algorithm opens perspectives for a further development of whole range novel tools for MS analysis. In other work, we improved the Rosetta program to treat long loops, a capability important for several aspects of protein docking and developed and published a novel algorithm, KeyGeneMiner, for identification of genes responsible for the oxygenic photosynthetic process. This achievement lays an important foundation for selecting corresponding proteins and investigation of their interactions in this pathway. We also implemented a new optimization algorithm for our LAMMPS molecular dynamics code to enable multiprocessor parallel tempering to efficiently sample a wide range of temperatures to obtain equilibrated molecular structures. We carried out several simulations of Metenkephalin, chosen as a test case because it is a representative of the short peptides to be used in our phage display experiments (Subproject 1) and because results can be compared to previously published tempering simulations of the same peptide (using different force fields). Finally, we enhanced our docking code, PDOCK, by integrating it with the Coliny optimization toolkit to access a wide range of global optimizers with a simpler user interface motivated by the need to model peptides with a mixeddomain representation for both continuous backbone torsion angles and discrete choices of side chains from a rotomer library.
Accomplishments
Computational Methods for Mass Spectrometry: Tandem Mass Spectrometry (MS/MS) is a workhorse of the modern high-throughput proteomics. At the present time tandem MS is employed for tasks ranging from characterization of protein complexes to whole cell proteome analysis. As discussed in previous reports, MS is one of a few feasible technologies for high-throughput characterization of molecular machines in the cell for several reasons, 1) MS is capable of providing useful information about multiunit assemblies, 2) it works with very small sample sizes, and 3) it picks up complexes in the solution state. In addition, chemical crosslinking techniques can be used to capture rare or transient protein complexes. Finally, many of the most difficult challenges for protein identification from MS spectra are algorithmic or computational.
In our June 2003 quarterly report we discussed the Probability Profile Method (PPM) for reliable identification of individual MS peaks. Our progress this quarter includes implementing and testing the PPM approach discussed as follows. We collected the frequencies of the satellite peaks observed for positively identified b class, y class, and r class (those otherwise not defined as b or y) peaks at relative positions +1, -17, -18, and -28 Da while including in our counts only those peaks (b, y, and r) which did not have another peak at -1 Da. This approach accomplishes two things, 1) it excludes from analysis approximately 23% of r peaks yet only 3% of b and 1% of y peaks, and 2) it yields much sharper observed differences at +1, -17, -18, and -28 Da. This is natural as isotope peaks have the same preferences for fragment formation as their primary ions, and inclusion in frequency measurements dilutes the discriminative power of the selected features. Next, as a comprehensive test of the method, we classified peaks into two categories: BY ("noble" b and y ions together) and R (rest of the peaks of comparable intensity) as presented in Figs. 2-1, 2-2, and 2-3. Two P by distributions (defined as the computed probability of belonging to the BY category) are plotted in Fig. 2 -2: for actual BY peaks ( Fig. 2-2a ) and for actual R peaks ( Fig. 2-2b ). Using this information we can answer an important question: how well does our probability function estimate the odds of finding BY peaks in the range of the obtained P by values? We present the computed fraction of the real BY peaks for each 0.1 interval of the calculated P by from 0 to 1 in Fig. 2-3 . Note that in the most important top interval, P by from 0.9 to 1, 85% of the predicted peaks are the actual BY peaks. In addition, we see monotonic correlation between the coverage of the individual spectra and, in the top intensity bin, we found 12,000 peaks within this interval (Fig 2-2 ). The number of high probability peaks discovered and 15 the quality of the predictions is presented in Fig. 2-1 . The quality is estimated as a fraction (N by /N) of the correctly predicted peaks to all peaks with P > 0.9. For 1237 spectra (more than half of the total set) the quality is 1, which means that all of the predicted peaks are the b and y ions, the ideal situation for de novo sequencing.
Identifying Key Genes for Specific Biochemical
Pathways: Identification of genes that are responsible for these processes is an essential step toward understanding their genetic and biochemical basis. However, such a task presents an enormous challenge for both experimental and computational scientists because of the complexity of gene networks involved in these processes. For experimental scientists, it is prohibitively expensive and labor-intensive to knock-out all possible genes to study particular cellular processes.
In addition, function redundancies due to duplicated genes and alternative pathways may cause further complications in this analysis. Even for computational scientists, the evaluation of all possible candidate gene combinations is beyond current computational feasibility. Therefore, algorithms to identify critical components in these complex gene networks with high sensitivity and specificity are needed and represent a key goal of this project.
Current approaches to this problem are based on genome comparative analysis and ortholog-based genome comparative analysis but have been limited applicability due to a number of reasons discussed in our paper . We have developed a novel algorithm (KeyGeneMiner) for the identification of "key" genome features responsible for a particular biochemical process of interest. The central idea behind our algorithm is that individual genome features (or their combinations) are identified as "key" if the discrimination accuracy between two classes of genomes with respect to a given biochemical process is sufficiently affected by the inclusion or exclusion of these features. The genome features are defined by high-resolution gene functions. The discrimination procedure utilizes the Support Vector Machine (SVM) classification technique. Changes in classification accuracy in response to addition or deletion of genome features measure the significance of these features.
We have applied this method to identify key genes responsible for the oxygenic photosynthetic process. Our algorithm identified 126 out of 8,254 highly confident key genome features. Twenty-seven of the features occur only among oxygenic photosynthetic genomes. The majority of these genome features (20 out of 27) are already documented as functions specific to the target process. In addition, we explored clustering of genes based on their co-occurrence on the genome. Such genome context analysis plays an essential role in protein function annotations. We discovered five clusters of genes that either correspond to the predicted key genome features or are known to be the protein components of the oxygenic photosynthetic process. They are highly conserved across multiple cyanobacterial organisms. Thus, we showed that KeyGeneMiner approach is able not only to identify the well-known components in the Fig. 2-3 . Observed fraction of the actual BY peaks versus corresponding values of the calculated P by probability. While data points are off the diagonal, the most important one (at 0.9 probability) is close. Fig. 2-4 . Examples of loops reconstructed by Rosetta. The templates and loops were peer-selected instances that actually occurred in the blind structure prediction experiment known as CASP.
oxygenic photosynthetic process, but also to discover novel candidate genome features that are completely unknown, even hypothetical proteins.
Developing of Loop modeling Protocols in Rosetta:
Developing and extending the Rosetta method is an important part of our protein complex modeling strategy, which eventually will include Rosetta and Rosetta-like tools, as well as Monte-Carlo optimization in dihedral angle space (Internal Coordinate Mechanics) and molecular dynamics simulations. During this quarter we made advances in loop modeling, a problem that arises in two important contexts of protein binding. First, when two proteins bind, portions of their backbone structures may undergo significant rearrangements in the contact region. Thus a methodology for fixing the majority of a protein structure while remodeling short loops in an ab initio fashion is essential for testing possible rearrangements on the binding interface. Second, for some protein targets exact structures may not even be known, hence homology modeling combined with ab initio modeling of the structurally variable regions is required. This is especially important for our project, as we will have to rely on homology models for almost all Synechococcus proteins, at least in the short term.
In collaboration with Carol Rohl (UC Santa Cruz) we have developed a scalable loop-modeling algorithm. Previously the best-of-breed loop-modeling strategies have been shown to perform poorly for long loops. These strategies are either based on exhaustive conformational search or selection of loops extracted whole from other proteins. Both of these approaches worsen as the loop length increases the complexity of the search space, and they begin to fail dramatically for inserts extending further than 6 to 12 residues. Our approach is to treat the loop modeling as just another ab initio modeling problem, and thus it opens an opportunity to scale it up to insertions of an entire domain size. The measured performance on test sets demonstrates that our method works about as well as the conventional methods on short loops and performance does not decline sharply as the loop length increases. The primary limitations are the following: loop modeling is a special problem for Monte Carlo searches because the structural constraints of the fixed endpoints of the loop are poorly compatible with random fragment insertion. To work within theses constraints we have developed a series of protocols for local move generation whose details have been submitted for publication (Rohl, Strauss, Misura, Baker, 2003) . In Fig. 2-4 , we show actual loop modeling problems taken from targets in the CASP experiments. The colored regions are the loops grafted on to a fixed backbone, (red is the correct structure, Blue is the Rosetta loop model). The results are promising and already of a useful accuracy.
Within a month we expect to have a public version of a Rosetta structure prediction server on-line. This will run on a 90 CPU Xeon cluster. It will provide fully automated structure predictions for both ab initio model targets as well as for homology modeling using a web-based submission form. The homology modeling is a hybrid of ab initio modeling, a proprietary alignment protocol, and a meta-modeling approach to templates selection. In this approach, many other prediction servers are first queried for their best estimates of the template structure, then the sequence is re-aligned on these templates for a better structural match, finally, if there are variable structural regions in the models (inserted loops) these are modeled by ab intio methods. This system will be available both to the participants of this GTL project as well as to the public. Our collaborators, David Kim and Dylan Chivian (University of Washington) are largely responsible for this newest revision of the server.
Modeling MutL-MutS Molecular Machine: During this report period we started modeling simulation of the MutL-MutS bacterial molecular machine. The DNA mismatch repair (MMR) system is responsible for recognition and repair of errors during DNA replication in cells. In bacteria MMR malfunctions can confer hypermutator phenotypes, and in eukaryotes inactivation of the corresponding homologous genes leads to genome-wide instability. The MMR reaction pathway is a complicated process, involving multiple protein-protein interaction: MutS, MutL, endonuclease MutH, polymerase, lygase, and other components. While the MutL-MutS complex structure has long been desired due to the fact that its formation is the initiation step for other events, our interest in this problem is three-fold: 1) it represents a model molecular machine shown to be extremely important for proper functioning of bacteria cells, 2) it is a suitable problem to enable the comparison of our knowledge-based predictive tools (developed by Nagiza Samatova et. al., ORNL, Subproject 2) with modeling results, and 3) it presents an ideal opportunity to develop and optimize docking protocols while exploring novel ways to accelerate them.
Direct experimental studies of the MMR machinery are extremely difficult, as they involve large proteinprotein complexes that are transient in nature. At the same time isolated MutS and MutL homodimer structures have been solved by X-ray crystallography. For these reasons, high performance computational simulations could well be the only feasible way to elucidate structure of MutL-MutS complex and identify key residues important for the complex formation.
Extensive protein-protein docking simulations of MutL-MutS complex were conducted by Internal Coordinate mechanics (ICM) program with a pseudo-Brownian rigid body optimization step followed by a Biased Monte Carlo optimization of the side-chains interactions (flexible docking). Our immediate aim will be to develop general protocols of protein docking, which could be later applied for modeling of other bacterial machines, and test novel ideas to accelerate the process. This approach will enable a powerful coupling between the Rosetta approach to modeling of individual protein domains and MD simulation in explicit solvent.
Oak Ridge National Laboratories, Sandia National Laboratories, Lawrence Berkeley National Laboratories, Los Alamos National Laboratories, University of California San Diego (Scripps), University of California Riverside, University of Michigan, University of Illinois Urbana/Champaign, National Center for Genome Resources, Molecular Sciences Institute, Joint Institute for Computational Sciences, University of Missouri.
18 Fig. 2-6 . Temperature profiles of 2 replicas (red and blue) for the first nanosecond of a parallel tempering simulation. The full simulation used 16 replicas ranging in temperature from 275K to 419K.
Molecular Dynamics Simulation of RuBisCO Protein and Peptide:.
Integration of SHAKE (bond and angle constraints) and PPPM (particle-particle particle-mesh for long-range Coulombics) solvers into the newest version of our molecular dynamics code LAMMPS was completed this quarter. In parallel tempering mode (replica exchange), the new LAMMPS can simulate multiple replicas of a solvated peptide (or protein) at different temperatures on different subsets of processors. Monte Carlo temperature swaps are performed periodically between neighboring ensembles to enable more efficient sampling of the conformational space accessible to the peptide. Multinanosecond runs of a peptide 5-mer Met-enkephalin have been run on 64 processors of machines at ORNL and SNL using the CHARMM force field and PPPM solver.
Temperature profiles for 2 of the 16 ensembles in the simulation are shown in Fig. 2-6 , indicating how the tempering algorithm enables each ensemble to sample a wide range of temperatures. Met-enkephalin was chosen as a test case because it is a representative of the short peptides to be used in our phage display experiments (Subproject 1) and because results can be compared to previously published tempering simulations of the same peptide (using different force fields). Postprocessing of the simulation data is currently underway as are simulations of longer peptides (15-20 mers) which undergo more interesting structural changes.
Molecular dynamics simulations of a dimer of large subunits from Synechococcus RuBisCO were setup and run using the CHARMM 27 force field in LAMMPS. X-ray structure 1RBL from the protein data bank was used as the starting coordinates for the large subunits. We modified the force field to include carbamylated lysine as well as the eneolized ribulose 1,5-bisphosphate and CO2 substrates. Simulation setup included choosing protonation states for the residues and including an explicit ionic solvent for charge neutralization of the simulation cell. The final simulation cell (75x75x113 Angstroms) consists of ~52,000 atoms, with 2 catalytic sites -see Fig. 2-6 . Thus far the system has been simulated for about 0.7 nanoseconds (350,000 timesteps) on 64 processors of an SNL parallel machine. Post-processing of the RuBisCO simulation data is proceeding. We have examined the protein secondary structure over the course of the simulation and have observed good stability of the known structure for the entire simulation time. We have also examined the backbone dihedral angles of the ribulose 1,5-bisphosphate molecules, which show rigidity due to the tight coupling with the enzyme. Further post-processing analysis will focus on interactions of key RuBisCO residues with the substrate molecules.
Metal ions are essential to the specific structure and function of RuBisCO. For example, the active site of RuBisCO contains Mg2+ and can accommodate many other divalent ions such as calcium, nickel, manganese, iron and copper. Different metal ions at the active site change the function of the enzyme. Prior to studying cation binding to the RuBisCO active site, we have modeled their properties in bulk water using a multiscale quantum/classical approach validated by ab initio molecular dynamics simulations and experimental data. A quantum description in the local region of the ion is required because of the dominance of local chemical effects (changes in electron distributions).
Peptide-protein docking will be performed with PDOCK, our docking code that uses structure-based algorithms to dock peptides to proteins of known structure and evaluate their potential binding affinities. We have enhanced PDOCK by integrating it with the Coliny optimization toolkit. Coliny is a revamped version of the SGOpt library, which we have also integrated into PDOCK. Coliny offers a wider range of global optimizers with a simpler user interface. The use of Coliny is also motivated by ongoing efforts to model peptides with a mixed-domain representation: continuous backbone torsion angles and discrete choice of side chains from a rotomer library. Our next task is to model peptides with this representation and to assess the scalability of docking with this formulation. We are working with Tony Martino (Subproject 1) to identify candidate peptide sequences that are involved in protein-protein interactions relevant to Synechococcus. Progress continues in our effort to develop new and effective protocols for tackling the challenge of systematic characterization of regulatory pathways. In particular, we have developed and prototyped several new computational methods including a preliminary version of a computational pipeline for interpretation of multiple types of biological data. Ultimately, this effort will form part of a computational framework for biological pathway inference including the prediction of operon structures and the identification of regulatory binding sites in Synechococcus. We have also applied our methods to develop several predictions for Synechococcus WH8102 including a signaling/regulatory network for the phosphorus assimilation pathway and a genome-scale protein-protein interaction map. Our efforts to develop new microarray analysis capabilities and apply them to Synechococcus continue; we have completed the print design of the whole genome Synechococcus microarray to be fabricated by TIGR and have analyzed data from 38 DNA-DNA and RNA expression microarrays for the 250 gene Synechococcus microarray from TIGR with our methods. Initial results indicate that TIGR's microarray process needs further investigation to achieve the desired reproducibility.
Computational Methods Towards The Genome-Scale Characterization of Synechococcus Sp. Regulatory Pathways (Subproject 3) Highlights
Accomplishments
We are making rapid progress towards our goals of systematic inference of signaling and regulatory pathways via data mining of high-throughput biological data of various kinds coupled with computational modeling and experimental validation. We are in the process of completing a number of method developments in protein function predictions, protein-protein interaction predictions, operon structure prediction, transcription factor binding site identification, and statistical analysis of microarray gene expression data. While these computational capabilities can be used for more general purposes, we have used these tools to extract information for our pathway predictions.
In particular, we have developed and prototyped several new computational methods including 1) a preliminary version of a computational pipeline for interpretation of multiple types of biological data, including genomic sequence data, two hybrid data, microarray data, etc., as part of the computational framework for biological pathway inference, 2) a computer program for prediction of operon structures for cyanobacterial genomes, and 3) a new method for identification of regulatory binding sites in Synechococcus. We also applied these methods to Synechococcus WH8102 to make several predictions for experimental validation including a signaling/regulatory network for the phosphorus assimilation pathway and a genome-scale protein-protein interaction map. Work is also underway to develop predictions for two additional signaling/regulatory networks for nitrate and carbon assimilation in Synechococcus WH8102.
We continue to make good progress in our efforts to develop and refine microarray analysis capabilities and apply them to Synechococcus. To this end, we have completed the print design of the whole genome Synechococcus microarray to be fabricated by TIGR. Our design includes genes repeated six times in a statistically designed fashion and includes large numbers of control spots in each block of the microarray. We also developed and tested computational implementations of maximum likelihood classification methods for incorporating error covariance estimates of real microarray data to simulated gene expression data as well as feature extraction methods for comparing their gene selection ability using simulated microarray data. We also analyzed data from 38 DNA-DNA and RNA expression microarrays for the 250 gene Synechococcus microarray from TIGR with our methods. Initial results indicate that TIGR's microarray process needs further investigation to achieve the desired reproducibility.
Progress Towards Milestones
Aim 1. Complete series of designed experiments to characterize error structure associated with measuring replicate arrays; generate, code, and test computational methods incorporating error covariance estimates of real microarray data (10/03). Based on our analyses of data from replicate cDNA microarrays, we have proposed a print design for the full Synechococcus genome microarray to TIGR. TIGR is under contract to Sandia to develop and print these microarrays. The design concepts include using a common control spot pattern across blocks as well as gene replicates spread across blocks of the array. The print design provides 6 replicates of the 2496-member gene set as well as replicates of 88 control spots in each of the 48 blocks. TIGR will select the specific control spots to be used in the whole genome microarray. Aim 2. Generate simulated microarray data with realistic error structure and use simulated data to test sensitivity of various clustering and classification algorithms; implement our new clustering algorithms for gene expression data (7/03). Work has continued relating to the development of a realistic simulation tool used to compare algorithms for identifying highly expressed genes. The tool now allows one to include correlated errors that might be expected when performing the hybridization of microarrays in batches. A variety of univariate and multivariate gene selection algorithms were applied to at least a dozen simulated data sets of various relative gene signal expression levels with heteroscedastic 24 errors with and without correlated errors present. The methods tested included t-tests, Bootstrapped Analysis of Variance (ANOVA), Wilcoxon method with boosting, shuffled Fisher forward feature selection, and support vector machines with recursive feature extraction (SVM-RFE). In addition, software has been written to implement a jackknife multivariate feature selection method, but it has not yet been applied to the simulated data. The results of the application of these various gene selection tools to the realistically simulated data demonstrates that the Bootstrapped Analysis of Variance (ANOVA) and Wilcoxon method with boosting both yielded comparable results which far exceeded the success of the other gene selection tools. In addition, the presence of correlated noise was harmful to the gene selection when the gene expression levels were low.
The use of maximum likelihood principal component regression (MLPCR) methods for supervised clustering of the data have been programmed in Matlab and tested with our realistically simulated microarray data. Comparing the MLPCR method with standard principal component regression (PCR) applied to the simulated data with heteroscedastic errors confirms that MLPCR has a significant improvement in supervised clustering for a two class problem.
Aim 3. Develop binding-site identification methods and implement the methods in a computer program (9/03).
We have developed a novel computer program, based on our minimum spanning treebased data clustering framework, for identification of regulatory binding sites. This program is currently being used for identification regulatory binding sites relevant to the process of phosphate assimilation, carbon fixation, and other important biological processes in Synechococcus.
Aim 5. Implement basic toolkit for database search (10/03).
We have predicted a signaling/regulatory network model for the phosphorus assimilation process in Synechococcus WH8102, and are in the process of building two additional network models for carbon and nitrate assimilation processes. We have gained great experience for piecing together pieces of information derived from different sources and putting them to infer a pathway model. While we will continue to work on individual pathway model predictions, we start to build computational inference capabilities for automated pathway inference and apply it to many signaling pathways. Aim 6. Refine approaches for scanning and analyzing our DNA microarrays; provide slides that we have scanned for inter-lab calibration (10/03). In another phase of our investigation, fluorescence data from replicate cDNA microarrays from the KUGR Microarray Facility (UNM) were analyzed to further understand the limitations and problems associated with microarray data obtained from printed cDNA arrays. A number of graphical methods for detecting processing anomalies were developed and used to explore the data. We found that background levels were relatively high and spatially variable suggesting inadequate blocking of the amine coating outside the printed spot. Some problems associated with cDNA printing were also discovered. In addition there was sporadic block-dependent slide-to-slide dye variation. We have found that replicate control spots (printed in every array block) are useful for detecting these anomalies.
Aim 7. Capture knowledge from our biological collaborators in close collaboration with the computational linguists, develop programs to read and begin to understand the relevant text (08/03). We have been in close contact with our experimental collaborator Brian Palenik, UCSD/Scripps Research Institute (Subproject 1) resulting in significant benefits to our pathway inference processes research. Fig. 4-1 . A 2d snapshot from a 3d simulation of glucose production in a carboxysome of an idealized Synechococcus cell. The purple and red particles outline the cell and carboxysome boundaries; pink particles are carbonic anhydrase, orange are RuBisCO, green are glucose, blue are ribulose, small yellow particle in the cell are bicarbonate ions, small yellow particles in the carboxysome are CO2 molecules. The movie may be viewed at http://www.genomes2life.org/highlights/ We have completed the simulation framework for the discrete particle model and have begun to run model simulations that incorporate many of the relevant components of the carbon cycle. By viewing these simulations as movies we not only get a quantitative sense of how reaction rates and concentrations affect the simulation, but also get a more fundamental physical understanding of the underlying processes and how they are affected by the geometry of the cell. Among the bioinformatics highlights, we have discovered a rigorous mathematical method for making predictions regarding protein-protein interactions across related organisms using sequence data. We have also initiated work to develop computational tools to enable us to model the flow of carbon into the ocean and through the water towards the individual Synechococcus cells as the next step at the extra-cellular resolution level towards our hierarchical global carbon fixation modeling strategy and completed our first rudimentary implementation of our system model. This platform implements a discrete event model as the architecture for simulations encompassing disparate temporal scales. The architecture is designed to eventually allow sub-simulations that may take arbitrary wall clock time to complete, to exchange synchronized events with sub-simulations that may take negligible wall clock time. The first run prototype uses a test example to demonstrate our working solution to the disparate temporal scale problem.
Systems Biology for Synechococcus Sp. (Subproject 4) Highlights
Accomplishments
Protein Interaction Network Inference and Analysis: Related to Aim 1, the main accomplishments of the quarter have been 1) to establish that the scale-free characteristic of biological networks is not a topological property but rather a property of the process that creates the network, and 2) to develop a novel bioinformatics technique to predict protein-protein interactions across related organisms.
Discrete Component Model:
We have continued development of a particle-based model of protein/protein interactions within cells. Individual particles represent protein molecules or protein complexes. These particles diffuse through the simulation geometry via Brownian motion pairing with nearby particles using Monte Carlo rules to react according to an input list of possible chemical reaction equations. This quarter we added cellular compartments to the simulation to represent membranes and intra-cellular compartments, such as the nucleus or other vesicles within the cell. Particles of various species are assigned to compartments and permeability rules govern how particles move from one compartment to another. In Fig. 4-1 we show how these features can be used to generate a simple model of a portion of the carbon fixation process in Synechococcus (the movie can be viewed at http://www.genomes-tolife.org/highlights) In this case, the cell contains a single carboxysome, and its carbonic anhydrase proteins convert bicarbonate ions (which diffuse into the carboxysome from the cell cytoplasm) into CO 2 , which then gets converted by activated RuBisCO (RuBisCO plus ribulose) into glucose. We intend to use coarse-grain models such as this to deduce the sensitivity of glucose production (the product of carbon fixation) to parameters that control the reaction and diffusion properties of the various protein reactants.
Continuum System Models for
Synechococcus: This quarter we embarked upon effort to modify the MPSalsa code to handle multidomain problems, allowing simulation of colonies or plaques of Synechococcus and their impact on surrounding environmental concentrations of carbon dioxide. This will be fundamentally important to the question of how the carbon fixation phenomena at lower length and timescales are incorporated into the hierarchical model of the global carbon fixation process. We also continue to test operator-splitting solution methods for biologically relevant source terms in our reacting-flows solver MPSalsa, with the aim of increasing solution efficiency while maintaining acceptable approximation accuracy.
Hierarchical Simulation Platform: Our major accomplishment this quarter was implementing the disparate temporal scale aspects of the high-level Design Document into C++ code using standardize design patterns. This required architectural, software engineering, and coding expertise. Designing and implementing a solution to the "disparate temporal scale" problem was an important accomplishment because it is both central to the platform itself as well as of general interest to advances in simulation science. Our solution uses a MasterClock broker on top of an Observer pattern to coordinate discrete time-stamped events from sender to receiver, such that events are generated as driven by CPU-time constraints, yet are delivered in monotonically increasing simulation time. Under this model, receivers react to events as they are received and are guaranteed that no event ever occurs "in its past" regardless of any CPU/simulation time scale disparity between sender and receiver. By coordinating TimeAdvanceRequest events, the simulation always advances to next greatest possible time, thus avoiding any necessity to time-slice on the smallest time unit. Thus the platform can coordinate sub-simulations that take both milliseconds and years without needing to time slice a year into 10 3 × 60 × 60 × 24 × 365.25 = 3.15576 × 10 10 milliseconds.
Progress Towards Milestones
Aim 1. Develop graph theoretical tools for network analysis. Use tools to characterize the scale-free nature of protein interaction networks and publish analyses results on existing protein interaction networks (9/03). We have performed a mathematical analysis of scale-free graphs by considering the random removal of edges from graphs with power-law degree distributions. We expected that this process would yield, on average, smaller scale-free graphs. We discovered, however, that random removal of edges from a power-law graph is not expected to preserve the power-law, and that the deviation is small enough that it is undetectable using computational simulations. Our result on power-law graphs suggests that it is not the network itself that is scale-free, but rather the process that forms the network. In other words a scale-free process will form networks of any size, all satisfying the power-law, but an individual network is not by itself invariant to changes at different scales. A paper summarizing these findings has been submitted to Internet Mathematics.
We have also made progress during this quarter toward proposing a protein network for Synechococcus WH8102. Our protein-protein in-silico prediction technique presented in the last quarter, initially devised for phage-display data, has been generalized and can now take as input 2-hybrid experimental data. Our method is based on the use of Support Vector Machines (SVMs) applied to amino acid sequence signature descriptors. Specifically we use a height-one product signature in order to describe protein pairs. This amounts to every possible pair of amino acid tri-mers for each pair of proteins. As there is a large number of such tri-mers and many pairs of proteins we were required to construct two novel functions for use with classifiers. In particular we developed a signature kernel, a signature product kernel, and a relation between the two that enabled us to actually implement the SVMs. The novelties of this method lie in the use of signature, the idea of the signature product, and the implementation of the method using the SVM methodology. We have tested our method using 2-hybrid data obtained with Yeast and H. Pylori. Our signature kernel method gave an 80% prediction accuracy on both datasets and our predictions on the entire proteome in both cases yielded networks which were scale-free and anti-correlated. The support vectors trained with H. Pylori data were then used to predict the possible pairwise protein-protein interactions for the entire to Synechococcus WH8102 proteome. Note that the genomes of Synechococcus WH8102 and H. Pylori have been completed and that they both belong to the Eubacteria family. While specific predicted interactions are being verified experimentally within Subproject 1, the general topology of the predicted Synechococcus network was found to follow a power law and an anti-correlation law.
Aim 2. Begin to test the code on yeast data and Synechococcus data (if available) (9/03).
Synechococcus data from the literature has been studied to determine the particle numbers and typical reaction times when available. These parameters have been incorporated into the simulations and we are attempting to infer values for other reaction parameter that cannot be easily measured via experiment. Our project's discrete particle simulation team, comprised of team members from Sandia and The Molecular Sciences Institute, is beginning more extensive collaborations to prototype our simulation on a system that has much more complete data in order to test its ability to capture real systems accurately.
Aim 3. Start to perform reaction/diffusion simulations using preliminary boundary information to test the membrane/ion channel work against experimental data (3/04). Our work has focused on two elements of this objective, 1) code testing and implementation of novel, operator-splitting methods, and 2) modification of multi-domain problems representation for MPSalsa solution.
Operator Splitting Methods: Initial studies of smooth, continuous source terms demonstrate splitting methods can achieve equivalent accuracy of fully implicit methods. We have established the second-order accuracy for several of the splitting methods, however we are still working out the details for situations where the source terms include discontinuities. Comparisons between fully implicit second order methods and second order splitting methods show both methods provide only first order convergence of L2 norms against exact solutions (one-dimensional reaction-diffusion partial differential equations). We continue testing and literature searching for comparisons with other similar studies as regards the discontinuous source term. Therefore, we intend usage of continuous, smooth source terms in the initial application of operator splitting methods for relevant reactions in Synechococcus. This is not unreasonable given that most physiological reactions in nature are not discontinuous; however, we intend further study of this first-order convergence phenomenon due to the wide usage of such discontinuous reactions in computational biology, and the probability that experimental research may demonstrate threshold activations/inactivations of various relevant reactions in Synechococcus. Optimized implementation of splitting methods (improved speed, memory usage, etc.) awaits completion of such testing, and should prove straightforward when required.
Multi-Domain Solution in MPSalsa:
MPSalsa was originally designed primarily for solution of reacting fluid flows with diffusive/thermal gradient transport within single domain; i.e., MPSalsa was not originally intended for solution of problems with interior boundaries and jump conditions for species' concentrations. In other words, a single node cannot have two values for the same species. This limits the type of problems accessible to MPSalsa to single domains where no jump-conditions of species' solutions permissible within the node list. Hence, we have studied alternative methods of handling this interior domain jump condition. The most straightforward approach utilizes an interim layer of elements between two interior domains to handle the jump-condition, and further provides a spatial region to localize transport reactions. For example, the transport mechanism for Synechococcus on its surface is presumably a protein structure embedded (and probably diffusing) in the membrane of the cell. This membrane and transport system is more amenable to simulation with a geometric and meshed representation of the membrane in the simulation domain. In order to accurately represent this transport, we convert between the more typical Neumann flux representation of such transport to a spatially localized reaction in the interim boundary region, or membrane. Initial one-dimensional tests show such a spatially localized reaction term can achieve acceptable accuracy if the interim region is relatively small compared to the overall simulation domain -similar to the relative size between the cellular membrane and the cell. This relative size limitation is evident from artifices introduced into the solution profile if the transport domain is too large. Further three-dimensional testing is underway, and we also intend to utilize the above referenced operator-splitting methods for these surface reaction representations of surface transport, since they are designed for such reaction/transport solution.
Aim 4. Finish first code implementation (9/03).
Based on the Use Case, Requirements, and Design documents delivered in 06/03, we have implemented the first run prototype in C++. The deliverable consists of source code with comments that has been successfully compiled by GNU gcc and capable of executing a behaviorally demonstrable test case in a Solaris environment.
Computational Biology Work Environments and Infrastructure (Subproject 5) Highlights
Fig. 5-1. We have established a data and computational infrastructure in use by the project include the hardware in this figure, the ORNL TORC computing cluster, an ORNL-based SUN oracle server as well as a recently acquired three terabyte storage server.
Our computational work environments and infrastructure effort made significant progress this quarter toward establishing a data and computational infrastructure for use by the project. To this end, we installed hardware (at ORNL), initiated development of tools for browsing protein interaction networks and identifying functional association links between proteins. We also designed a language for our Matlab-like bioinformatics work environment ("BiLab") which incorporates the scripting style of Matlab with a range of modern language features for larger scale and library style generic and object-oriented software development.
Accomplishments
Our computational work environments and infrastructure effort made significant progress this quarter toward establishing a data and computational infrastructure in use by the project. To this end, we installed (at ORNL) two Sun iForce clusters that share a common D1000 disk farm. One cluster is a highperformance Web Server, and the other is an Oracle database server. We also ordered a three TeraByte storage server on which to create a Model Organism Database (MOD) with all known data on Synechococcus and its close relatives. Other work included initiating the development of tools for browsing protein interaction networks, and algorithms for identifying functional association links between proteins via gene fusion, phylogenetic profiling, gene-order, and so on. Finally, our Subproject 5 team continues to maintain the project's web site, keeping calendars, publications, and job opportunities updated. We also updated the project's Electronic Notebook software and carried out (LBNL) all of the preparations to host the project's semi-annual meeting October 21-22, 2003, in Berkeley, CA.
Progress Towards Milestones
Aim 1. Integrate new methods and tools into an easy to use work environment. Creation of prototype electronic lab notebook that handles biological data types (9/03). We continue to develop a system for browsing protein-protein interaction networks. Interactions include both physical as well as functional links derived from various information sources or predicted using computational tools. Our tool will be web-based and will support various graph-based queries that are being developed at LBNL by Subproject 5 team members Frank Olken and Arie Shoshani. Each node and edge of a network will be annotated by various genomics and proteomics information such as the source of interaction (e.g., experimental, predicted), the type of tool, confidence levels, etc.
Aim 2. Complete design of general-purpose graph-based data management system (9/03). We added k-core queries, and graph characterization queries to our list of query types. We began work on context representation for bioprocesses (reactions). Contextual annotations are used to specify the circumstances under which reactions occur.
At the suggestion of Arie Shoshani, LBNL (Subproject 5) we have begun planning to add a visual, graphbased query facility to the project. We envision that the various (sub)graph matching queries will be specified by constructing a query graph, which will be decorated (via pop-up menus) with selection predicates on the nodes. A palette of graph components (various types of nodes and edges), and panel(s), perhaps in the form of nested directory trees, will be provided for selection of node labels from various taxonomies (bioprocesses, biochemical entities, etc.).
Aim 3. Develop efficient data organization and processing of microarray databases by setting up a database using a standard MIAME scheme (9/03). Work continues on schema based on the MIAME schema with Tony Martino, SNL, and Jerry Timlin, SNL, of Subproject 1. All the web interfaces and data browsing interfaces are generated automatically from the schema by the LBNL-Object-Database-Tools (LODAT) we are using. The underlying system is Oracle.
Aim 4.
Develop new cluster analysis algorithms specifically a new tool that can do cluster analysis across multiple genomic databases around the country (9/03). We are developing statistical analysis and visualization tools for prediction of functional associations between proteins. We have also begun implementing various computational algorithms to infer functional association links in the protein-protein interaction networks (see Aim 1) reported elsewhere or being developed in-house.
We have also obtained a license for the Columbia University GRASP molecular visualization and analysis program (http://trantor.bioc.columbia.edu/grasp/), and have obtained an existing SGI IRIX machine to install this software and have it set up for use by our project members.
Aim 5. Set up environment that allows researchers in this proposal to utilize the computational resources at ORNL and Sandia (9/03). A notarization framework was designed, developed and documented this quarter to support a bio-aware notebook and an interactive work environment. The notarization framework provides strong cryptographic tamper resistance for all the data and notes submitted into the notebook. The notarization also has the capability to provide legally binding time stamps on the submitted entry. The notarization framework provides a key set of basic services for use by the bio-aware notebook, but also can be used by any other GTL applications requiring these services. A user manual for the notarization framework was written and will be placed in the project notebook.
Progress continues to be made in the development of a Matlab-like bioinformatics work environmentnamed 'BiLab'. A language has been designed that incorporates the scripting style of Matlab with a range of modern language features for larger scale and library style generic and object-oriented software development. In order to leverage both the existing software and the researcher knowledge base, much of the Matlab low-level syntax has been adopted.
Also this quarter we set up (at ORNL) the Sun iForce cluster that we received from NCSA. This cluster contains two Netra T1 150 application servers, and four Enterprise 220R dual cpu machines set up in two clusters of two units. Each cluster shares a D1000 disk farm. One cluster is a high-performance Web Server, and the other an Oracle database server.
Collaboration With Others
Nagiza Samatova, ORNL, (Subproject 5) has initiated a collaboration with Adam Arkin from LBNL on integrating his GTL project with our efforts to develop a protein interaction network browser. She also began a collaboration with Arie Shoshani, LBNL (Subproject 5) and Frank Olken, LBNL (Subproject 5) on providing search, query and retrieval capabilities to the browser. It was agreed that the tools for inferring functional association links between proteins will be shared between ORNL and Adam Arkins's, LBNL, project.
Arie Shoshani, LBNL, (Subproject 5) has been working jointly with Tony Martino (Subproject 1) to develop a web-based Data Entry and Browsing (DEB) tool that will facilitate capturing the metadata from experiments in a computer searchable form. The system is built on top of the Object-Based Database Tools (developed previously at LBNL) and the data is backed up in the Oracle database system. The design of this tool was developed in collaboration with Tony providing provided insight as to the features that a biologist will find useful. One of the salient features of the design is the ability to browse through previous experiments and describe the next experiments with minimal effort based on existing entries in the database. Another important feature is providing security to the object-instance level by users and groups, where each experiment or related objects can be assigned read, write, and delete permission to other users/groups. The programmer who developed the current version is Victor Havin. A non-secure example can be viewed at: http://sdm.lbl.gov/~opm7/sdmdev/www/jopmDocs/sandia/v2.1/sandiaForm.html.
Gong-Xin Yu and Nagiza Samatova of ORNL (Subproject 5) continued working with Brian Palenik, UCSD (Subproject 1) to identify a set of key genes contributing to marine vs. non-marine discrimination of genomes. A set of target genomes under study have been identified by Brian and initially annotated at ORNL. The application of ORNL tools to this problem will continue in the next quarter.
Al Geist, ORNL (Subproject 5) initiated a dialog with Nancy Slater, LBNL, from the LBNL GTL project on the use of common electronic notebook software and LIMS in the projects. Al has provided the
