Abstract. Let Bn = Sn (Sn + αnTN ) −1 , where Sn and TN are two independent sample covariance matrices with dimension p and sample sizes n and N respectively. This is the so-called Beta matrix. In this paper, we focus on the limiting empirical spectral distribution function and the central limit theorem of linear spectral statistics (LSS) of Bn. Especially, we do not require Sn or TN to be invertible. Namely, we can deal with the case where p > max{n, N } and p < n + N . Therefore, our results cover many important applications which cannot be simply deduced from the corresponding results for multivariate F matrices.
Introduction.
In the past two decades, more and more large dimensional data sets appear in scientific research. When the dimension of data or number of parameters becomes large, the classical methods could reduce statistical efficiency significantly. In order to analyze those large data sets, many new statistical techniques, such as large dimensional multivariate statistical analysis (MSA) based on the random matrix theory (RMT), have been developed. In this paper we will investigate a widely used type of random matrices in MSA which are called Beta matrices.
Firstly we introduce some definitions and terminology associated with Beta matrices. Let X n = (x ij ) p×n , where {x ij } are independent and identically distributed (i.i.d.) random variables with mean zero and variance one, and S n = n −1 X n X * n which is known as the sample covariance matrix. Here the superscript * stands for the complex conjugate transpose of a matrix. Similarly let T N = N −1 X N X * N be the other sample covariance matrix, where X N = (Ü ij ) p×N and {Ü ij } are i.i.d. mean zero and variance one random variables. The Beta matrix is defined as B n = S n (S n + α n T N ) −1 , (1.1) where α n is a positive constant. For any n × n matrix A with only real eigenvalues, we denote F A as the empirical spectral distribution function (ESDF) of A, that is
where λ A i denotes the i-th smallest eigenvalue of A and I(·) is the indicator function. In this paper we focus on the limiting ESDF and the central limit theorem (CLT) of LSS of B n .
One motivation to study Beta matrices is that their ESDFs are very useful in MSA, such as in the test of equality of k(k ≥ 2) covariance matrices, multivariate analysis of variance, the independence test of sets of variables, canonical correlation analysis and so on. There is a huge literature regarding this kind of matrices. One may refer to [11, 1, 10, 12] for more details. For pedagogical reasons, we provide one statistical application of Beta matrices as follows.
Let {z (1) 1 , . . . , z
n } be an i.i.d. sample drawn from a p-dimensional distribution and {z (2) 1 , . . . , z This is one of the most elementary problems in MSA, for which there are lots of test statistics. If we write Z (1)
i (z (1) i ) * and Z
j ) * , then all the following L j , j = 1, 2, · · · , 5 are the most frequently used test statistics for H 0 (see Chapter 8 in [12] ).
n | n · |Z (2) N | N |c n Z (1) n + c N Z (2) N | n+N = (n log(x/c n ) − N log((1 − x)/c N )) dF Bn (x),
n (Z (1) n + α n Z
N ) −1 = p log xdF Bn (x),
n + α n Z 
where c n = n/(n + N ), c N = N/(n + N ) and α n = N/n.. Apparently all the above test statistics are linear functionals of the ESDF of Beta matrices B n , which are all the LSS of B n . It is already well-known that the classical limit theorems for those LSS are not valid when the dimension is large. So it is crucial to investigate the sequence {F Bn } in the large dimensional case. The following result tells us the limiting behavior of {F Bn } as p, n, N → ∞.
Theorem 1.1. (Limiting spectral distribution function (LSDF)) Assume on a common probability space:
(i). For each i, j, n, x ij = x nij are i.i.d. with Ex 11 = 0, E|x 11 | 2 = 1.
(ii). α n → α > 0 and y n = p/n → y > 0. Then with probability 1, F Bn →F weakly, where F is a non-random distribution function whose density function is √ ((α(1−Y )−1+y) 2 +4α)(tr −t)(t−t l ) 2πt(1−t)(y(1−t)+αtY )
, when t l < t < t r ; 0, otherwise, where t l , t r = . In addition, when y > 1, F (t) has a point mass 1 − 1/y at t = 0; when Y > 1, F (t) has a point mass 1 − 1/Y at t = 1. Remark 1.2. Condition yY /(y+Y ) < 1 is to guarantee that the random matrix S n +α n T N is invertible almost surely otherwise the dimension p could be eventually larger than the number of observations n + N . This would imply that S n + α n T N is singular. Condition (v) gives us the a.s. bounds of the limit of the smallest and largest eigenvalues of the random matrix S n + α n T N since by the definition of B n we can rewrite
is a diagonal matrix. Thus under (v), for any ε > 0 and any l > 0, there exist two positive
One may refer to [4] for the proof of (1.3) and (1.4). Remark 1.3. Under the assumptions (i) and (ii) in Theorem 1.1, it is proved that the ESDF of the sequence {S n } has a non-random limit which is known as the MarchenkoPastur (M-P) distribution [11, 4] . Yin [17] and Silverstein [13] investigated the LSDF of the sequence {S n T N } assuming (i)-(iii) of Theorem 1.1. If T N is invertible, Bai et al [5] gave the LSDF of the sequence
we know that at least one of the matrices S n and T N is invertible a.s.. Without loss of generality, we assume Y < 1. So T N is invertible a.s.. Then we have
which is a function of S n T −1 For the purpose of multivariate inference, it is of interest to know the limiting distribution of these LSS (1.2). Thus, we will give the central limit theorems (CLT) of LSS of Beta matrices. In order to present this result, we need more notation. Denote
where F 0 is the limit distribution of F Bn with α, y, Y replaced by α n , y n , Y N , respectively. For any function of bounded variation G on the real line, its Stieltjes transform is defined by
Then we have: Theorem 1.5. In addition to the conditions (i)-(iv) in Theorem 1.1, we further assume that:
(1) Ex 2 11 = EÜ 2 11 = t, E|x 11 | 4 = m x , E|Ü 11 | 4 = m Ü and max{m x , m Ü } < ∞, where t = 0, when both X n and X N are complex valued, and t = 1 if both real. where c l = ν −1
, and ν 2 is defined in Remark 1.2. Then, as min(n, N, p) → ∞, the random vector f i dB n (x) , i = 1, . . . , k converges weakly to a Gaussian vector (G f 1 , . . . , G f k ) with mean functions
and covariance functions
where
All the above contour integrals can be evaluated on any contour enclosing the interval [
. Remark 1.6. Actually, this result should be right under the condition that f i is analytic (or continuously differentiable) on an open region containing the interval [t l , t r ]. However its proof is more difficult at the current stage because we don't have the following results of Beta matrices: the exact separation of eigenvalues, the limit of the smallest and the largest eigenvalues and the convergence rate of the ESDF .
N } which is based on [3] . It is apparent that our Theorem 1.5 covers Zheng's result. Remark 1.8. If {x ij } and {Ü ij } are independent standard normal random variables and p < min{n, N }, Beta matrices can be seen as Beta-Jacobi ensemble with some parameter β. Some related results about this ensemble can be found in [9] and the references therein. This paper is organized as follows: In Section 2 we present the proof of Theorem 1.1. Theorem 1.5 is proved in Section 3 and Section 4. Some technical lemmas are given in Section 5.
Proof of Theorem 1.1
In this section we will give the proof of Theorem 1.1. The main tool we use here is the Stieltjes transform. Its function can be explained by the following two lemmas. Lemma 2.1. (Lemma 1.1 in [6] ) For any random matrix A n , let F An denote the ESDF of A n and s F An (z) its Stieltjes transform. Then, if F An is tight with probability one and for each z ∈ C + , s F An converges almost surely to a non-random limit s F (z) as n → ∞, then there exists a nonrandom probability distribution F taking s F (z) as its Stieltjes transform such that with probability one, as n → ∞, F An converges weakly to F . (1). {T n } is a sequence of p × p Hermitian matrices with uniformly bounded spectral norm in n with probability one and the ESDFs of {T n } almost surely tend to a non-random limit H. (2). The smallest eigenvalue of matrices {S n + α n T N } almost surely tends to a positive value as n tends to infinity.
Then we have F B n a.s.
−→ F , where B n = S n (S n + α n T N ) −1 and F is a non-random distribution function whose Stieltjes transform s = s(z) = s F (z) satisfies
and in the set {s : s ∈ C + } the solution to (2.1) is unique. 
It is known that, under the assumptions of Theorem 1.1, with probability one F Sn tends to the M-P distribution F y mp , which has a density function
and has a point mass 1− 1/y at the origin if y > 1, where a = (1− √ y) 2 and b = (1+ √ y) 2 .
Thus {F Sn } is tight almost surely. On the other hand, by the second assumption of Theorem 1.1, the second term on the right hand side of (2.2) can be arbitrarily small as n is large, provided that 1/y is smaller than the smallest eigenvalue of the matrices {S n + α n T N }. Thus {F Bn } is tight almost surely.
Step 2: Recalling the definition of Stieltjes transform we have that for
Here we have used the fact that B n has the same eigenvalues as
By the fact
together with Condition (2) in Theorem 2.3, we obtain almost surely that
Next we consider the LSDF of B ε . Noticing that the matrix α n T N + εI is invertible for any ε > 0, we have
, where B ε = S n (α n T N + εI) −1 . Thus we get that
and
Silverstein in [13] derived that for any z ∈ C + , the Stieltjes transform of the ESDF of B ε has a non-random limit, denoted by sε(z), which satisfies the equation
where H ε is the LSDF of (α n T N + εI) −1 . Note that ℑ(z/(1 − z)) = |1 − z| 2 ℑz > 0. Thus by (2.5) we get that almost surely s F B ε (z) tends to a non-random limit, denoted by s ε (z), which satisfies
By definition of H ε and H, we have that
Therefore letting ε → 0 we have
Step 3: From Lemma 2.1, we conclude that there exists a distribution function G with support Ψ G ⊂ [0, 1] satisfying for any z ∈ C + ,
Noticing that ℑz(α + z) −1 = |α + z| −1 ℑz > 0, we infer from (2.7) that
is a Stieltjes transform of the distribution function G( 
where R + = {t : t ∈ R, t > 0}. It is shown that the solution of the last equation is unique in C + (see [13] ). Thus we obtain that (2.6) has a unique solution in C + , which completes the proof of Theorem 2.3.
2.2.
Proof of Theorem 1.1. Using Theorem 2.3 and Remark 1.2 we know that the Stieltjes transform of F is the unique solution in C + to the equation
Here F Y mp is the limit of F T N which is also the M-P distribution. After some calculations we may represent the last equation as (2.10) where ̟ = 1 − y(1 − z)(zs + 1). Recalling (2.8), we have that
where s Y mp is the Stieltjes transform of the M-P distribution F Y mp . Since
the equation (2.10) implies
where, and throughout this section, the square-root of a complex number is specified as the one with positive imaginary part. The solution to this equation is
Now using Lemma 2.2 and letting z ↓ x + i0, π −1 ℑs(z) tends to the density function of the LSDF of B n . Thus the density function of the LSDF of B n is √
Or equivalently, √
, if x l < x < x r ; 0, otherwise, where
. Now we determine the possible atom at 0 and 1. When z → 0 with ℑz > 0, we have
By the fact that the real part of g(z) has the same sign as that of the imaginary part of g(z), we obtain that
Consequently,
otherwise.
When z → 1 with ℑz > 0, we have
Hence we get
Then the proof of Theorem 1.1 is complete.
Framework of proving Theorem 1.5
In this section we will give the proof of Theorem 1.5. Recall the definition of the Stieltjes transform of a distribution function G(x). Now we extend the Stieltjes transform to the whole complex plane except the interval [c l , c r ] analytically. Since every f k (x) is analytic on an open region containing the interval [c l , c r ], we assume that the analytic region contains the contour C = {z ∈ C : ℜz ∈ [c l − θ, c r + θ], ℑz = ±θ} {z ∈ C : ℜz ∈ {c l − θ, c r + θ}, ℑz ∈ [−θ, θ]}. Here θ can be small enough. By Cauchy's integral formula
we have for l ≥ 1 and complex constants
where S n (z) = p(s n (z) − s 0 (z)) and s 0 (z) is the Stieltjes transform of F 0 with constants y and Y replaced by y n = p/n and Y n = p/N . We remind the readers to notice that the above equality may not be correct when some eigenvalues of B n fall outside the contour. However, by the exact separation theorem in [4] , we know for y > 1(or Y > 1) and large enough n(or N ), the mass at the origin (one) of F n will coincide exactly with that of F 0 and with overwhelming probability all the other eigenvalues of B n fall in [c l − θ, c r + θ]. Thus to prove Theorem 1.5 it suffices for us to derive the limiting distribution of S n (z).
Write
where s N 0 (z) is the unique root of the equation
The difference of the above two identities yields thaẗ
Then we geẗ
Let s T N be the Stieltjes transforms of F T N and then from Lemma 1.1 in [3] (or (6.32) in [18] ) we have the conclusion that
converges weakly to a Gaussian process Φ 1 on C with mean function
and covariance function
Thus from Lemma 1.1 in [3] , (3.2) and the above arguments we obtain that {S n2 (·)} forms a tight sequence on C and S n2 ( z α+z ) converges weakly to a Gaussian process −(α + z) 2s′ (z)Φ 1 (z) with mean function
Recall the notation ̟ = 1 − y(1 − z)(zs + 1) and suppose we have the following lemma:
Under the conditions of Theorem 1.1 and z ∈ C, we have that given T N = {all T N }, {S n1 (·)} forms a tight sequence on C and S n1 (z) converges weakly to a twodimensional Gaussian process Φ 2 (z) satisfying
We postpone the proof of this lemma to the next section. Now we use the notatioṅ
which can be used to rewrite (3.7) and (3.8) as
(3.12)
Here we used the fact that (similar to (3.2))
As the mean and covariance of the limiting distribution are independent of the conditioning T N , we conclude that S n1 and S n2 are asymptotically independent. Then from the above argument we can get that S n ( z 1+z ) converges weakly to a Gaussian process
which together with (3.1) and Lemma 5.1 implies Theorem 1.5.
4. Proof of Lemma 3.1.
In this section we give the proof of Lemma 3.1. Following the similar truncation steps in [3] we may truncate and re-normalize the random variables {x ij } as follows:
Here δ n → 0 which can be arbitrarily slow. Based on this truncation, we can verify that:
and if X n is complex valued,
We will introduce some notation and provide some bounds in the first part of this section. The proof of Lemma 3.1 will be given in the next part. The main procedures of the proofs, including the Stieltjes transform, the martingale decomposition and Burkholder's inequality, are routine in RMT, hence we will outline them without detailed descriptions.
Interested readers are referred to Bai and Silverstein [4] . Throughout the rest of the paper, constants appearing in inequalities are represented by C which are nonrandom and may take different values from one appearance to another.
4.1.
Definitions and some basic results. In this part we introduce some notation and some useful results. Firstly we assume z = u + iθ with θ > 0. For simplicity, write S = S n and B = B n . Let D = D(z) = B − zI, F = F(z) = (1 − z)S − zα n T N and I be the identity matrix. Define r i = n −1/2 X (·i) where X (·i) is the i-th column of X n ,
Obviously we have,
It is easy to verify that
have the same sign. Therefore from the definition of ̟ i , we have
Similarly we can obtain
By the fact that
we obtain that
which together with (4.6)-(4.9) implies that for any Hermitian matrix M with M ≤ C, 
n n l/2+1 θ 3l , where z = u + iθ. Proof. The martingale decomposition (one can refer to [4] for more details) gives
Here we used (4.12) and (4.4). From (4.9) and Lemma 5.4 we obtain that
n nθ 2l . Thus it follows from (4.8) and Lemma 5.6 that
On the other hand, from (4.8), (4.13), (4.10) and Lemma 5.6 we also have
which completes the proof.
Remark 4.2. From the last lemma and (4.13), one can easily verify that for any l ≥ 2,
Furthermore, by combining (4.2), (4.10) and (4.14) with M = I, we have for any l ≥ 2,
ij (z). We can get the same bound as we did in (4.2)-(4.13) by changing the subscript i to ij. Thus from now on when we consider these bounds we will ignore the subscripts. Let
We have the following lemma. Lemma 4.3. Under the conditions of Theorem 1.5 and z = u + iθ, we have for any
where e k is the p-dimensional vector with the k-th coordinate being 1 and the remaining being zero.
Proof. Using (4.11) we can check that
Note that, similar to (4.5), either the real parts or the imaginary parts of (1 − z)̟ E 12 and −z have the same sign. Thus we have for any t ≥ 0
Then it follows from (4.9), (4.19) and Lemma 5.4 that
From (4.19) we have are both bounded from above. In addition, by (4.9) we get that 
Apparently we have E 0 H (2) = 0. Thus the proof of the lemma is complete.
Lemma 4.4.
Under the conditions of Theorem 1.5 and z = u + iθ, we have for any 1 ≤ k ≤ p, 1 ≤ j ≤ n and non-random matrix M with M ≤ C
Proof. Similarly to the proof of Lemma 4.1, we obtain that
By Lemma 5.4 and (4.21) we have that
Thus from (4.8) and Lemma 5.6 we have
Also from (4.8), (4.13), (4.10) and Lemma 5.6 we can obtain
have the same bound as (4.25), and then we get (4.23). Applying (4.12) and (4.21) we can obtain (4.24) directly. Therefore the proof of this lemma is complete.
Lemma 4.5. For any non-random matrix M with M ≤ C and z 1 = u 1 + iθ 1 , z 2 = u 2 + iθ 2 with min{θ 1 , θ 2 } > 0, we have
Remark 4.6. Checking the proof of Lemma 4.5, we see that Lemma 4.5 holds as well when we replace
The main difference in the arguments is that we do not distinguish between the cases j < i and j > i when dealing with the latter.
Proof. Using the martingale decomposition, we have
where (via (4.12))
When j > i, applying (4.3) to get
, where K 12 = γ kj (z 1 )K 1 and
. We conclude from (4.27), (4.8), (4.15), Lemma 5.4, Lemma 5.6 and M ≤ C that
On the other hand, when j < i, we define F −1 ij (z), ̟ ij (z) and γ ij (z) using r 1 , . . ., r j−1 , r j+1 , . . . , r i−1 , r i+1 , . . . , r n as F −1 ij (z), ̟ ij (z) and γ kj (z) are defined using r 1 , . . . , r j−1 , r j+1 , . . . , r i−1 , r i+1 , . . . , r n . Here r 1 , . . . , r n are i.i.d. copies of r 1 and independent of {r j , j = 1, . . . , n}. Let
Applying the equality for ̟ kj (z 2 ) similar to (4.3) yields
ij (z), ̟ ij (z) and γ ij (z) have the same bound as F −1 ij (z), ̟ ij (z) and γ ij (z) respectively. Thus it follows from Lemma 5.4, (4.9) and (4.27) that
Therefore combining (4.15), (4.7), (4.8), (4.28) and (4.29), we can obtain that for t = 3, 4, 5, 6,
This via Lemma 5.6 implies that
The terms K 2 and K 3 can be similarly proved to have the same order. Then the proof of Lemma 4.5 is complete. Now we use (4.17) to write that 1 n trMF
Then we have the following lemmas.
Lemma 4.7. For any non-random matrix M with M ≤ C and z 1 = u 1 + iθ 1 , z 2 = u 2 + iθ 2 with min{θ 1 , θ 2 } > 0, we have
Proof. By (4.12), we obtain that
, ̟ E 12 (z) and ̟ 12 (z) are all bounded when ℑz > 0, we can get directly that for j > i,
When j < i, note that we also have
Then from (4.12), E|x ij | < ∞ and the definition of F −1 ij (z), ̟ ij (z) and γ ij (z) in Lemma 4.5 we have
, which completes the proof of (4.31). Now consider (4.32). When j < i, using (4.3) we rewrite the left hand side of (4.32) as
where For (4.34), we apply (4.3) again and obtain that
Here we have used the fact that |n −1 trF On the other hand, when j > i, the above argument apparently also works if we replace
). And the remaining term can be expressed as 
(4.38)
In the last equation we used (4.8), (4.9), (4.19) and E|x ij | < C. Applying (4.3) to rewrite the first term of (4.38) as In addtion, from (4.12) and (4.13), we have
Then using (4.17) again and repeating the arguments in Lemma 4.7 we obtain that
Combining the above arguments we conclude that
, which complete the proof.
We conclude from the above arguments and the fact
which implies
Here we have used the fact the denominator of (4.43) is bounded when min{θ 1 , θ 2 } > 0.
4.2.
Proof of Lemma 3.1. Now recalling the contour of integration C, we know it contains four segments: two horizontal lines and two vertical lines. We need to calculate the limit of S n1 (z) at the four segments respectively. First of all, considering the top horizontal line C t = {z ∈ C : ℜz ∈ [c l − θ, c r + θ], ℑz = θ}, we know that there exists some event Q n with P(Q n ) → 1 such that,
In this part we let Q = Q n = { (S n + α n T N ) −1 ≤ C} with some C < ∞. By (1.4) we have that for any l > 0, P(Q c ) ≤ n −l . It is known that λ
for any i, j, which implies
Here
Notice that we also have
n1 =p E 0 s n (z)I(Q) − s 0 (z)I(Q) mean part 4.2.1. The covariance part. The martingale decomposition used in the proof of Lemma 4.1 gives that
Here we used (4.12) and the fact that
Applying (4.4), (4.10) and Lemma 5.6 we obtain
Similarly we have
Check that
Apparently,
/dz} is a martingale difference sequence so we can resort to the CLT for martingale (see Theorem 35.12 in [8] ). By Lemma 5.4 and (4.9) we can get
which together with (4.10) and (4.8) implies
This ensures the Lyapunov condition. Thus, it is sufficient to investigate the limit of the following covariance function
From the arguments in [3] we need to show G n (z 1 , z 2 ) converges in probability. Applying (4.8), (4.10), (4.14) and the fact
By Lemma 5.5 we have 
It is worthy to remind the reader that in order to satisfy the condition in the last subsection we used here the fact
And by (4.43) we have (4.47) = t + 1 n
From the arguments of the next part we can conclude that for z ∈ C t
−→ s(z).
Thus we get in probability
which is (3.8).
In addition, by definition of S
n1 we get
Therefore using (4.12), Lemma 4.1, Lemma 4.5 and the fact
we can easily check that
which implies the sequence {S 
Using (4.11) we get that
Thus we have
Then we obtain that
Recalling the definition of ̟ 0 and (2.9) we have
According to (4.51) and (4.52) we get that
The difference of the above two identities yields
Thus we use (4.44) to obtain that
We will use the following lemma.
Proof. It follows from the definition of D n and C n that
n . Using (4.49) we have
Then from the definition of ∆(z) and (4.11) we have
Firstly consider d 1 . We apply (4.3) and (4.2) to represent d 1 as
Note that similar to (4.18) we can get that C −1 and AC −1 are both bounded when z ∈ C t . Thus by Lemma 4.1 and Lemma 5.4 we obtain that and (3.12) in [2] we have that for z ∈ C t 1 − α n y n z(1 − z)t
Thus we have Es n = s 0 + O(n −1 ) → s, which combined with (4.53) gives (3.7). We so far have proved Lemma 3.1 under the condition that z ∈ C t . It is easy to check that the above arguments evidently work when z belongs to the bottom line due to symmetry.
When z belongs to the left vertical line of the contour, that is z ∈ C l = {ℜz = c l −θ, ℑz ∈ [−θ, θ]}, we split C l into two parts C l 1 + C l 2 where C l 1 = {ℜz = c l − θ, n −1 ε n < |ℑz| < θ} and C l 2 = {ℜz = c l − θ, |ℑz| < n −1 ε n } with ε n = n −β for some β ∈ (0, 1),. We truncate s n at each part, that iŝ s n (z) = s n (z), z ∈ C l 1 ; s n (ℜz + in −1 ε n ), z ∈ C l 2 . Then from a similar argument in [3] we can get that the limit of p(ŝ n (z)I(Q) − s 0 ) has the same form as Lemma 3.1 provided. Here Q = { (S n + α n T N ) −1 ≤ C} {λ Sn 1 > c l − ι} with small enough ι > 0. And the situation is the same if z belongs to the right vertical line of the contour due to symmetry. We omit the details.
Some basic lemmas
In this section we give some basic lemmas which are used in the paper. ]) Let A be an n × n nonrandom matrix bounded in norm by M , and X = (x 1 , . . . , x n ) * be a random vector of independent entries. Assume that Ex i = 0, E|x i | 2 = 1, E|x j | 4 < ∞ and |x i | ≤ δ n √ n with δ n → 0 slowly. Then for any given 2 ≤ l ≤ b log(nδ 2 n ) with some b > 1, there exists a constant C such that E|X * AX − trA| l ≤ n l (nδ
