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Abstract 
 
This thesis presents a research study on Fall detection with a comprehensive survey on 
available related literature and an evaluation experiment. Fall detection is a major challenge 
in the public health care domain, especially for the elderly, and reliable surveillance is a 
necessity to mitigate the effects of falls. The technology and products related to fall detection 
have always been in high demand within the security and the health-care industries. An 
effective fall detection system is required to provide urgent support and to significantly 
reduce the medical care costs associated with falls. In this thesis, we initially give a 
comprehensive survey of different systems for fall detection and their underlying algorithms.  
Fall detection approaches are divided into three main categories: wearable device based, 
ambience device based and vision based. These approaches are summarised and compared 
with each other and a conclusion is derived with some discussions on possible future work. 
Then we present an evaluation of fall detection using optical flow. Optical flow is one of the 
widely used approaches in computer vision to estimate motion. The literature of optical flow 
is briefly reviewed and some of the methods are implemented with discussion on 
experimental results. The best output yielding algorithm with respect to accuracy is used to 
setup an evaluation of fall detection. The evaluation compares our experimental results with 
the results obtained using other techniques. At the end we draw a conclusion in general on 
our research study and in particular on our contributions: Fall detection survey and Fall 
detection Evaluation. We also point out the futuristic direction of our research study with 
suggestions on possible areas with further development.     
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Chapter 1 
Introduction 
1.1 Introduction 
The quality of an individual’s life is significantly affected by the levels of functional 
ability. Plenty of research has been done in this area to develop systems and algorithms for 
enhancing the functional ability of the elderly and patients. The maturity of cameras, sensors 
and computer technologies make such systems feasible. Such systems can not only increase 
the independent living ability of the elderly, by raising the confidence levels in a supportive 
care environment within the public sector, but also save on manual labour in terms of the 
presence of nurses or support staff at all times.   
The elderly population is expected to grow dramatically over the next decades. The 
number of people requiring will grow according, while the number of people able to provide 
this care will decrease. Without receiving sufficient, elderly are at risk of losing their 
independence. Thus an intelligent monitoring system allowing elderly people to live safely 
and independently at home is more than needed. 
A simultaneous increase in, fall related injuries and a decrease in qualified staff hires, 
is observed by Hospitals and nursing homes. “In countries like England, falls account for 
32.3% of reported patient safety incidents in hospitals [142]”. The implementation of 
preventative measures is step forward towards the solution of the problem through the 
minimisation of incidents leading to injury without necessitating a larger staff. Stopping falls 
from ever occurring is very difficult, but prevention and reduction of injuries would definitely 
lessen the dilemma. 
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In this research study, we studied algorithms and system design for automatic 
monitoring and detection of human actions and events of interests using video sequences. 
Recognising human behaviour/activity has become a popular research area recently. The 
existing techniques can only recognise simple actions with fixed lighting condition and no 
complex background clutter. To study a reliable system, many computer vision algorithms, 
e.g. Human detection and tracking, background subtraction, Motion detection etc have to be 
utilised and refined. 
 
1.2 Motivation 
Falls being 40% more likely to occur in a hospital are of the most common injuries in 
hospitals than in other industries and locations [143]. By comparison elderly population has 
likely possibility of falling approximately 50% more than the general population [144]. 
Doctors and care takers administration have been held responsible and liable in the lawsuits 
and therefore prone to overspend in areas like personnel [145].  
This research study attempts to suggest an optimal solution for common problem like 
fall that has had multiple attempts at solutions. Some, like a physical alarm, would be 
intrusive on the surrounding patients and may even increase the likelihood of falling [146]. 
Incorporating ideas from various approaches and algorithms within and widening the 
research area can yield the system for appropriate surveillance in places like hospitals and 
nursing homes.  
Many approaches currently and in the past require user’s direct input for the system to 
be able to function such as use of a belt-size alarm with a button on it that only sounds when 
pushed. The system prevents fall to an extent in some types of injuries but obviously failed to 
show robustness in the case of falls due to unconsciousness. Some techniques are based on 
generalisation of a fall action but their accuracy remains a big question mark in the case of 
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detecting most fall scenarios. As there has been no empirical evidence of a decrease in 
injuries resulting from falls so research is being sought out.  
 
1.3 Contributions 
There are two main contributions in this thesis. 
 
1.3.1 Survey on Fall Detection 
One of the main contributions of this research study is a comprehensive survey on 
currently implemented fall detection algorithms. The survey classified different approaches 
into different categories. 
 
1.3.2 Fall Detection using Optical Flow and Evaluation 
The other main contribution of this research study is using the idea of optical flow in 
the research area of fall detection surveillance. The implementation of fall detection using 
optical flow is discussed with respect to the results achieved in terms of both accuracy and 
efficiency. The evaluation of fall detection compares our achieved results with other 
techniques. 
 
1.3.3 System Spec Used 
Processor 2.00GHz Core 2 Duo 
Graphics Card 256 MB NVIDIA Quadro FX 570 
Memory 2048 MB of DDR2 Ram 
Coding Software MATLAB R2009a 
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Operating System Windows XP 
Datasets KTH, Fall Action, [148],[154] 
 
Once video sequences are processed into MATLAB, a detection program using an 
evolved approach from optical flow estimation will analyze through motion estimation and 
classification of the data to detect whether or not it is a fall.  
 
1.4 Thesis Outline 
This thesis is organised as follows: 
In Chapter 2 we presented a survey on fall detection approaches and techniques. 
Firstly, different types of fall are introduced, followed by the classification of fall detection 
methods. Secondly three different categories of fall detection approaches are reviewed. 
Finally, a conclusion is drawn and future direction of research in the area of fall detection is 
discussed. 
In Chapter 3 we reviewed the some of the related literature of Background 
Subtraction and focus our attention on an easy to implement approach with efficiency and 
accuracy. The reviewed approaches are taken from well recognised conferences and journals. 
Firstly Background Subtraction is introduced in terms of its applications both in the industry 
and in the research community. Considerable range of methods and algorithms are reviewed 
followed by a brief discussion. Secondly different methods are implemented and their 
implementation is discussed with respect to the outputs achieved.  
In chapter 4 we reviewed some of the related literature work of Optical Flow 
Estimation. Optical flow is introduced and its evolution is discussed through several 
techniques. We have reviewed wide range of optical flow algorithms from the very basics to 
the state of the art approaches. The reviewed approaches are discussed with the suggested 
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way forward to the future. Some approaches are implemented and their implementation is 
discussed in terms of the quality of the results. At the end of chapter 4, we have performed an 
evaluation of fall action detection using our implemented approach and compared it against 
two other techniques. 
Finally Chapter 5 draws the conclusion of our study and points out possible future 
work.  
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Chapter 2 
A Survey on Fall Detection: Principles and 
Approaches 
In this chapter, we give a comprehensive survey of different systems for fall detection and 
their underlying algorithms.  Fall detection approaches are divided into three main categories: 
wearable device based, ambience device based and vision based. These approaches are 
summarised and compared with each other and a conclusion is derived with some discussions 
on possible future work. 
2.1 Introduction 
Falls are a major cause of fatal injury especially for the elderly and create a serious 
obstruction for independent living. Statistics [62] show that falls are the primary reason of 
injury related death for seniors aged 79 or more and the second leading cause of injury related 
(unintentional) death for all ages. The demand for surveillance systems, especially for fall 
detection, has increased within the healthcare industry with the rapid growth of the 
population of the elderly in the world. It has become very important to develop intelligent 
surveillance systems, especially vision-based systems, which can automatically monitor and 
detect falls.  it has been proved that the medical consequences of a fall are highly contingent 
upon the response and rescue time. Thus, a highly-accurate automatic fall detection system is 
likely to be a significant part of the living environment for the elderly to expedite and 
improve the medical care provided whilst allowing people to retain autonomy for longer. 
7 
 
     The quality of an individual’s life is significantly affected by the levels of functional 
ability. Plenty of research has been done in this area to develop systems and algorithms for 
enhancing the functional ability of the elderly and patients. The maturity of cameras, sensors 
and computer technologies make such systems feasible. Such systems can not only increase 
the independent living ability of the elderly, by raising the confidence levels in a supportive 
care environment within the public sector, but also save on manual labour in terms of the 
presence of nurses or support staff at all times.   
     The rest of the paper is organised as follows. In Section 2, different types of fall are 
introduced, followed by the classification of fall detection methods. We review three different 
categories of fall detection approaches in Sections 3-5. Finally, we conclude and discuss 
future directions of research in Section 6. 
2.2 Classification of Falls and Fall Detection 
Techniques 
In this section, different kinds of falls are first identified. Specifying different types of falls 
help towards an understanding of the existing approaches. It also guides and contributes 
towards the design of new algorithms.  
     Different scenarios should be considered when identifying different kinds of falls: falls 
from walking or standing, falls from standing on supports, e.g. ladders etc., falls from 
sleeping or lying in the bed and falls from sitting on a chair. There are some common 
characteristics among these falls as well as significant different characteristics. It is also 
interesting to note that some characteristics of fall also exist in normal actions, e.g., a crouch 
also demonstrates a rapid downward motion. Noury et al. [61] and Yu [60] reviewed 
principles and methods used in existing fall detection approaches. These are the only review 
papers on fall detection and their scope is limited, which prompts us to write a comprehensive 
survey of recent fall detection techniques.  
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Figure 2.1: Fall from Sitting on a chair (Frames from Simulated fall sequence)  
     Existing fall detection approaches can be explained and categorised into three different 
classes to build a hierarchy of fall detection methods. Different methods under these 
categories are discussed further in the following sections. Fall detection methods can be 
divided roughly into three categories: wearable device based, ambience sensor based and 
camera (vision) based. Figure 1 depicts the classification of fall detection techniques. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Classification of fall detection methods 
     Wearable devices can be further divided into posture based and motion based devices. 
Ambience devices can be further classified into presence and posture based sensors. And the 
camera (vision) based systems can be further categorised into three classes as shape change, 
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inactivity and 3D head motion. Most of the existing approaches share the same general 
framework. Data acquisition varies from one sensor to multiple sensors and from one fixed 
camera to multiple cameras and moving cameras. Figures 2 & 3 illustrate the general 
framework for a fall detection system based on Wearable & Ambient and Vision based 
approaches respectively. 
 
 
 
 
 
 
Figure 2.3: Framework for existing wearable sensor and ambience based approaches 
 
 
 
 
 
 
Figure 2.4: Framework for existing vision based approaches 
2.3 Sensors Based Approaches 
2.3.1 Wearable Device Based Approaches 
Wearable device based approaches rely on garments with embedded sensors to detect the 
motion and location of the body of the subject. In the following we summarise the different 
methods. 
Data 
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Low Level 
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Data Transfer 
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Streams 
from 
Camera 
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Detection 
Data 
Processing 
Low Level 
 
Control 
Room for 
High Level 
Processing 
Image Transfer 
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2.3.1.1 Accelerometery 
Technological developments have yielded devices that can measure activity using 
accelerometers. Accelerometry is composed of measure of acceleration of the body or parts 
of the body. It is one of the most extensively-used methods implemented for measuring 
physical activities to monitor activity patterns. Merryn et al. [42] used an integrated approach 
of waist-mounted accelerometry. A fall is detected when the negative acceleration is 
suddenly increased due to the change in orientation from upright to lying position. A 
barometric pressure sensor was introduced by Bianchi et al. in [40], as a surrogate measure 
for altitude to improve upon existing accelerometer-based fall event detection techniques. 
The acceleration and air pressure data are recorded using a wearable device attached to the 
subject’s waist and analysed offline. A heuristically trained decision tree classifier is used to 
label suspected falls. Estudillo-Valderrama et al. [35] analysed results related to a fall 
detection system through data acquisition from multiple biomedical sensors, then processed 
the data with a personal server. The hardware and software design issues are clearly 
discussed when processing of bio-signals is involved during analysis. A wearable airbag was 
incorporated by Tamura et al. in [36] for fall detection by triggering airbag inflation when 
acceleration and angular velocity thresholds are exceeded. The system design consists of an 
accelerometer and a gyro sensor. Such a fall detection system can be very useful, especially 
at construction sites etc., for reducing fall related injuries. 
     Chen et al. [8] created a wireless, low-power sensor network by utilising small, non-
invasive, low power motes (sensor nodes). The on-board device performs the sampling of 
acceleration sequentially, thus reduces the burden on the network. The dot product of 
acceleration vectors, from the orientation information, produces the angle of change during 
the fall event. The acceleration vectors are calculated using the average across a one-second 
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window. The accelerometric data were analysed by Narayanan et al. in [19] and a platform 
based on the “PreventaFall” ambulatory monitor (PFAM) and MiiLink data portal (MiiLink) 
can be used to monitor the accelerometric data. In [21], Wang et al. applied reference 
velocities and developed a system that uses an accelerometer placed on the head.  The 
reference velocity is calculated using the backward integration of accelerations. By using the 
reference velocity and a predefined threshold, falls are distinguished from normal daily 
activities. 
2.3.1.2 Fusion of Accelerometry & Posture Sensors 
Physiological responses such as varying heart rate or blood pressure may result from physical 
activity and changes in body position. That makes the assessment of motion and posture a 
key factor in an ambulatory monitoring environment. Acceleration vectors were represented 
in a 3D space in [6] when Luo et al. implemented a group of sensors on a belt that filter noisy 
components with a Gaussian filter and generate a three dimensional body motion model that 
can be related to various body postures and the accelerometer’s outputs. A two-axis 
accelerometer with a posture sensor was used in [27] for fall detection. The authors 
developed a wrist-worn prototype that integrates a health monitoring device with tele-
reporting functionality for emergency telemedicine that contains a fall detector. The 
measured bio-signals have limited fidelity because the wrist area has limited body contact. 
This shortcoming could be overcome with further development in the posture sensor. 
     Ghasemzadeh et al. analysed machine learning and statistical techniques in [37] to create a 
physiological monitoring system that collects acceleration and muscle activity signals and 
performs analysis on those signals during standing balance. The objective of this system is to 
assess the behaviour of the electromyogram (EMG) signals to interpret the activity of 
postural control systems in terms of balance control. 
2.3.1.3 Inactivity with Accelerometry 
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Accelerometry provides detailed information of measurement of physical activity and 
inactivity.  This information can be used to measure more comprehensive relationships 
among movement frequency, intensity and duration. An array of relatively cheap infrared 
detectors was used by Sixsmith et al. in [24] for the design of a wearable system called Smart 
Inactivity Monitor using Array-Based Detectors (SIMBAD). The target motion was analysed 
to detect characteristic dynamics of falls. Inactivity periods were also monitored and 
compared within the viewing field with a map of acceptable periods of inactivity in different 
locations. Ghasemzadeh et al. in [38] implemented a similar approach for inertial sensor 
nodes that constructs motion transcripts from biomedical signals and identifies movements by 
taking collaboration between the nodes into consideration. The system relies on motion 
transcripts that are built using mobile wearable inertial sensors. 
     Srinivasan et al. [17] and Lee et al. [19] both used motion sensors along with wireless 
accelerometer sensor modules to monitor general presence or absence of motion. A smart fall 
sensor was designed by Noury et al. for fall detection in [3]. The software application 
transmits the data remotely through the network as well as exploiting data locally. The data 
are further analysed to determine the current state such as lying after a fall, sleeping, walking, 
etc.  
2.3.1.4 Tri-axial Accelerometry 
Tri-axial accelerometers are designed for simultaneous detection of acceleration in three axial 
directions.  Lai et al. in [41] combined several tri-axial acceleration sensor devices for joint 
sensing, when an accidental fall occurs. The model transmits the information fed by the 
sensors which are distributed over various body parts. The system can determine the possible 
occurrence of a fall when the acceleration significantly exceeds the usual acceleration range. 
The impact acceleration and normal acceleration can be compared to determine the level of 
injury. Inertial sensors and the data logging unit are combined by Wu et al. in [30] to develop 
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a portable pre-impact fall detection system. The inertial sensor unit consists of accelerometers 
and tri-axial angular rate sensors. The inertial frame vertical velocity is the key variable that 
detects the fall prior impact and is applied using a threshold detection algorithm. Adaptive 
thresholding has been quite successful for the reduction of false positives. 
     Embedded intelligence was employed in [7] for the design of a system that performs the 
vast majority of signal processing on-board the wearable unit. The tri-axial accelerometer 
output is acquired from the portable unit containing an embedded microcontroller and the 
tracking information regarding the user’s motion is transmitted to a local receiver unit. The 
analysis of acceleration thresholds in [16] was carried out where Kangas et al. used 
acceleration thresholds to detect falls using tri-axial accelerometric measurements taken at 
the waist, wrist, and head. The threshold values for different parameters are adjusted to 
optimise the detection of falls. 
     The trunk angle change was observed in [45] when Boissy et al. applied motion sensors on 
subjects to derive impact magnitudes and trunk angle changes. Motion sensors were placed 
on the front and side of the trunk along with three dimensional accelerometers. The 
deceleration as hitting the ground and trunk angle change in relation to hitting the ground 
represent two separate events. The fall detection algorithm is able to identify these two events 
as they are common to most falls. Wolf et al. [46] followed a popular low cost approach of a 
tri-axial accelerometer with a wireless transceiver. The algorithm is very similar to other 
accelerometric approaches discussed in this survey as data acquired from accelerometers are 
transmitted through a wireless transceiver for further sophisticated analysis. The algorithm 
applies acceleration thresholds to detect falls.   
     Zhang et al. [49] applied a similar idea of wearable tri-axial accelerometers for fall 
detection but with the introduction of non-negative matrix factorization (NMF). The method 
uses the vertical axis of the human body and acceleration sequences as input vectors. Vector 
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decomposition is performed through NMF. Finally a fall occurrence is determined via the k-
nearest neighbour algorithm. Interestingly, as opposed to [49], Zhang et al. in [51] used a cell 
phone with a tri-axial accelerometer embedded in it. Data pre-processing is performed using 
1-class support vector machine (SVM) and the wireless channel for Internet connection. 
Classification is achieved through the k-nearest neighbour (k-NN) algorithm and kernel fisher 
discriminant (KFD) analysis.    
2.3.1.5 Posture Based 
Multichannel accelerometry can be used to distinguish between posture and basic motion 
patterns. Body orientation as posture is measured to detect falls. Kaluza et al. [52] presented a 
posture-based fall detection algorithm. Falls along with abnormal behaviours are detected 
based on the ideology of reconstruction of an subject’s posture. Small inexpensive wireless 
tags are placed on body parts, such as hips, ankles, knees, wrists, shoulders and elbows, 
identifying them as significant places. The locations of the tags are detected by the motion 
capture system. The posture is reconstructed in a 3D plane after locating the tags. 
Acceleration thresholds along with velocity profiles are applied in the fall detection 
algorithm. 
     Kangas et al. carried out study with the aim of developing a new fall detector prototype in 
[56] based on fall associated impact and end posture. A waist-worn tri-axial accelerometer, 
transceiver and microcontroller unit is used for data acquisition, transmission and processing. 
Sensitivity and specificity are also defined with respect to different fall detection algorithms. 
Sensitivity and specificity are achieved based on fall associated impact and end postures. 
Some backward falls cannot be detected by impact monitoring. This may partly be caused by 
the study set-up with intentional falls. 
2.3.1.6 Discussion on Wearable Devices 
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Wearable devices have their advantages as well as disadvantages. The biggest advantage 
remains the cost efficiency of wearable devices. Installation and setup of the design is also 
not very complicated.  The devices are relatively easier to operate. The disadvantages include 
intrusion and fixed relative relations with the subject, which could cause the device to be 
easily disconnected. Such disadvantages make wearable devices an unfavourable choice for 
the elderly.    
2.3.2 Environmental Sensors Based Approaches 
Environmental sensors based devices attempt to fuse audio and visual data and event sensing 
through vibrational data. 
2.3.2.1 Audio & Video 
Image sensing and vision-based reasoning were presented in [2] by Tabar et al. for 
verification and further analysis of sensor-transmitted events. A bridge like operation via a 
wireless badge node is created between the user and the network. The badge node detects 
falls through event sensing functions. Along with fall detection it also creates a voice 
communication medium between the user and the Monitoring Control when the system 
detects a problem and alerts the control. The monitoring control continuously tracks the 
approximate location of the user using signal strength measurements via the network nodes. 
A fusion of image sensing and network nodes is created for further analysis of the field-of-
view and the user’s status during fall detection. 
     Zhuang et al. [54] proposed a different approach to the method in [48] using the audio 
signal from a single far-field microphone. A Gaussian mixture model (GMM) super vector is 
created to model each fall as a noise segment. The pairwise difference between audio 
segments is measured using the Euclidean distance. The kernel between GMM super vectors 
constitutes the support vector machine employed for the classification of various types of 
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noise and audio segments into falls. Accelerometric data with video streams are used in the 
algorithm in [57]. Wearable sensors transmit the motion data wirelessly. Classification is 
achieved from acquired data using support vector machines (SVM) to detect fall events. 
Finally video streams are transmitted from a context-aware server. The image sequences are 
coded according to both the patient and the network status.  
2.3.2.2 Event Sensing Using Vibrational Data  
The detection of events and changes using vibrational date can be useful in many ways such 
as monitoring, tracking and localisation etc.  A completely passive and unobtrusive system 
was introduced by Alwan et al. in [10] that developed the working principle and the design of 
a floor vibration-based fall detector. Detection of human falls is estimated by monitoring the 
floor vibration patterns. The principle is based on the vibration signature of the floor. The 
floor’s vibration signature generated by the human fall is different from normal activities, 
such as walking. A special piezoelectric sensor is used which is coupled to the floor surface. 
A battery powered pre-processing circuit alongside is employed to analyse the vibration 
patterns. A binary fall signal can be generated in the case of a fall event. 
     A slip-fall detection system, using the sliding linear investigative platform, was proposed 
in [23] by Robinson et al. Classification of acceleration thresholds has been used to identify 
true slip-falls. Data such as tri-axial head accelerations and the centre of pressure in terms of 
psychophysical response are measured. Slip-fall vibrations are distinguished easily due to 
noticeable small vibration translations. The movement parameters require precise control and 
its advantages are discussed in terms of usefulness. The concept of floor vibrations with 
sound sensing is unique in its own way in [34]. Pattern recognition is applied to differentiate 
between falls and other events. Shock response spectrum is one of the key special features 
used in classification. The system is unique in the detection of falls in critical cases, such as 
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an subject being unconscious or in a stressful condition. The algorithm can be further 
developed with the calibration of the floor 
     Rimminen et al. in [39] proposed to use a floor sensor based on near-field imaging. The 
shape, size, and magnitude of the patterns are collected for classification. A set of features is 
computed from the cluster of observations. The postural estimation is implemented using 
Bayesian filtering instead of the features being classified directly. The system has problems 
with test subjects falling onto their knees as this produces a pattern very similar to a standing 
person. Toreyet al. [48] fused the multitude of sound, vibration and passive infrared (PIR) 
sensors inside an intelligent environment equipped with the above fusion elements. Wavelet 
based feature extraction is performed on data received from raw sensor outputs. Regular and 
unusual activities, such as falls, are used for training the Hidden Markov Models (HMM). 
The process of fusion is applied to all outputs from sensors to detect falls.    
     Nyan et al. in [59] distinguished backward and sideway falls from normal activities using 
gyroscopes (angular rate sensors). The gyroscopes are securely placed on different positions, 
such as underarm and waist. The angular rate is measured for normal activities and falls in 
lateral and sagittal body planes. A high speed camera is used to capture video image 
sequences of motion for body configuration analysis in the event of a fall. High speed 
cameras have the frame rate of 250 frames per second. The fusion of high speed camera 
images and gyroscope data is synchronised. Gyroscopes rely on the idea of acceleration 
thresholds to differentiate fall events from normal activities.    
2.3.2.3 Discussion on Environmental Sensor Devices 
Most ambient device based approaches use pressure sensors for subject detection and 
tracking. The pressure sensor is based on the principle of sensing high pressure of the subject 
due to the subject’s weight for detection and tracking. It is a cost effective and less intrusive 
for the implementation of surveillance systems. However, it has a big disadvantage of sensing 
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pressure of everything in and around the subject and generating false alarms in the case of fall 
detection, which leads to a low detection accuracy.  
2.4 Vision Based Approaches 
Cameras are increasingly included, these days, in in-home assistive/care systems as they 
convey multiple advantages over other sensor based systems. Cameras can be used to detect 
multiple events simultaneously with less intrusion.  
2.4.1 Spatiotemporal  
Shape modelling using spatiotemporal features provides crucial information of human 
activities which is used to detect different events. Image analysis requires efficient and 
accurate shape modelling methods. Foroughi et al. [4] developed a method for detecting falls 
using a combination of the Eigen space approach and integrated time motion images (ITMI). 
ITMI can be described as a spatiotemporal database that contains motion information and 
time stamps of motion occurrence with an emphasis on the final action. Feature reduction is 
performed using the Eigen space technique. Feature vectors obtained from the feature 
reduction process are then fed to the Motion Recognition and Classification Neural Network 
classifier that can deal with motion data robustly. In [33], a mobile human airbag release 
system was designed for fall protection for the elderly. The system consists of 3D MEMS 
accelerometers, gyroscopes, a Micro Controller Unit and a blue-tooth module. The subject’s 
motion information is recorded by the accelerometers. A high speed camera is used for the 
analysis of falls. Gyro thresholding is applied to detect a lateral fall. The classification of falls 
is performed by using a support vector machine (SVM) classifier. The real time fall detection 
system contains an embedded digital signal processor.  
     An asynchronous temporal contrast vision sensor was developed for fall detection in [22]. 
The method extracts changing pixels from the background and reports temporal contrast 
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(compared to a threshold), which is equivalent to the change in image reflectance in the 
presence of constant lighting and finally an instantaneous motion vector computation reports 
fall events. The device requires a power socket nearby that makes the deployment of the 
system very simple. The motion detector protects the patient’s privacy because no data are 
communicated until an emergency is detected. 
2.4.2 Inactivity/Change of Shape 
In this section, we describe algorithms based on shape change analysis as well as inactivity 
detection. From tracking data, McKenna et al. in [1] automatically obtained spatial context 
models by using the combination of Bayesian Gaussian mixture estimation and minimum 
description length model for the selection of Gaussian mixture components through semantic 
regions (zones) of interest. Ceiling-mounted visual sensors are used to reduce the influence of 
occlusion. Human-readable summaries of activity are produced and unusual inactivity is 
detected through the resulting contextual model. The contextual model can differentiate 
unusual activities, such as falls, from normal activities. Foroughi in [5] applied an 
approximated ellipse around the human body for shape change. Projection histograms after 
segmentation are evaluated and any temporal changes of the head position are noted. 
Segmentation of moving subjects is obtained initially, and the next step involves extracting 
features by carrying out shape change analysis in the video sequence through an 
approximated ellipse around the human body. Further analysis of projection histograms (both 
horizontal and vertical) and temporal changes of the head position are carried out to extract 
feature vectors with optimised information. Extracted feature vectors are then fed to a MLP 
Neural Network similar to the earlier approach of Foroughi in [4] for classification of 
motions and fall events. Miaou et al. [9] captured images using an omni-camera called 
MapCam for fall detection. The personal information of each individual, such as weight, 
height and electronic health history, is also considered in the image processing task. Object 
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segmentation is performed by using methods such as background subtraction. Noise 
reduction is applied during and after segmentation for accuracy. A bounding-box like 
approach is used by creating a rectangle enclosing the subject. The ratio of height to width of 
the subject is calculated at each frame. The ratios are then analysed by considering the last six 
consecutive image frames and result, in total, in five ratio changes between two adjacent 
frames. The occurrence of fall becomes likely if the first three ratios are all greater than 1 and 
the last three ratios are all less than 1. The system’s decision of fall detection is based on the 
last two ratio changes with respect to a threshold. Each individual, due to different body 
figures, has different ratio changes between normal and fall states, and the Body Mass Index 
(BMI) value is used to adjust the threshold. Therefore, the system is flexible enough to adjust 
the detection sensitivity on individual basis. 
     Tao et al. [11] developed a detection system based on Miaou et al.’s [10] approach of 
using background subtraction (another approach based on the shape change analysis 
algorithm) but with an addition of foreground extraction, extracting the aspect ratio (height 
over width) as one of the features for analysis, and an event-inference module which uses 
data parsing on image sequences. A simple two-state machine in combination with falling 
motion inference is implemented. The two states are "standing/walking" and "falling down”. 
Rougier et al.’s [14] approach is based on a combination of motion history image (MHI) and 
human shape variation. The MHI is an image projected from multiple motion images. The 
recent information of motion in an image sequence is represented by the pixel intensity and 
the most recent motion is more emphasised than that happened in the past. Shape change 
analysis in combination with inactivity analysis is performed using the approximated ellipse. 
     Fall incident detection in a compressed-domain is discussed in [15]. Object segmentation 
within the compressed domain is applied for the extraction of moving subjects using the 
combination of global motion estimation and local motion clustering. The three extracted 
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features used are: short time period range of fall occurrence, significant and rapid centroid 
change of the falling human, and the vertical projection histogram of the falling human. Fleck 
et al. [32] proposed a very unique idea of processing the stream at the point of sight and 
transmitting the processed stream to the control leaving no further processing to be done 
except for the higher level abstraction. The system design consists of a distributed network 
that contains smart cameras. Geo-referenced tracking and activity recognition are performed 
simultaneously, embedding in each camera node. An FPGA module and a Power PC 
processor are used for low level computations. The efficiency of the automated video analysis 
algorithm plays an important role towards the performance of the system. The proposed 
system could be further developed with self-diagnostic tools. Further improvements such as 
comprehensive processing and better decision making could be used as one of the major 
research directions for future development.  
     Rougier et al in [64] proposed a classification method for fall detection by analyzing 
human shape deformation. Segmentation is performed to extract the silhouette and 
additionally edge points inside the silhouette are extracted using a canny edge detector for 
matching two consecutive human shapes using shape context. The mean matching cost and 
Procrustes analysis is applied for shape analysis. Both of these methods contribute in 
quantifying abnormal shape deformation. “A fall is characterized by a peak on the smoothed 
full Procrustes distance curve or mean matching cost curve followed by a lack of significative 
movement of the person just after the fall. [64]” GMM (Gaussian Mixture Model) Classifier 
is implemented to detect falls. Further computation of the sensitivity, specificity, accuracy 
and the error rate obtained from GMM classifier is performed for the analysis. Ensemble 
classifier is used later to combine the results of all cameras. The mean matching cost and the 
Procrustes analysis reduced the error rate to 4.6% and 3.8% respectively. Further 
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development can be made by the introduction of a remotely activated method which learns 
the inactivity zones automatically to improve the recognition results. 
     Wu et al. [43] uniquely identified velocity profile features between normal and abnormal 
activities, such as falls, for automatic detection. The fall activities contain forward and 
backward falls from standing and tripping, etc. Horizontal and vertical velocities are 
measured at different locations of the trunk. The trend of velocity increase shows an 
interesting pattern as it increases in one direction but does not in another. Two different 
characteristic patterns for falls are exhibited by the horizontal and vertical velocities. 
Differentiating falls from normal activities during the descending phase of falls heavily 
depends on these characteristics, i.e. the change in magnitude and timing when the change in 
magnitude occurs in both velocities.      
     Willimas et al [65] detected and localised falls through distributed network of overlapping 
smart cameras. The system design is composed of battery powered camera sensor nodes of 
same type on a single tier. Each node contains a camera sensor, an on board processor with 
RAM, wireless radio communication and flash memory. The system design works on a 
principle assumption of at least one leader node with calibrated camera to the world that has 
known homography between its image coordinates and the world coordinates of the 2D 
ground plane. Human detection is performed through background subtraction. Planar 
homography is estimated through the normalized Direct Linear Transform that gathers point 
correspondences between the two images of interest. Fall is detected through the feature of 
aspect ratio (width of the person divided by height) extracted from segmentation. Simple 
thresholding is used to classify the fall. Localization is achieved via automatically system 
estimated pair-wise camera homographies. Transformation of fall point into the destination 
node’s image coordinates is performed before every hop, until it reaches the leader and 
transformation into world coordinates is achieved through intelligent weighting procedure 
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(the inverse of the cumulative mean squared transformation). The system works under an 
assumption of at most one moving person about the environment and fairly stable lighting 
conditions due to the processor and RAM constraints. The idea of simplistic algorithmic 
design on low power devices is appealing to an extent but it is prone to false positives 
although the evaluation results show very low false positive rate due to the data set used. 
     Vishwakarma in [44] followed an adaptive approach for the detection of moving objects 
by using background subtraction as well as bounding boxes. The described fall model is 
based on feature extraction analysis, detection and classification. Features extracted include 
horizontal and vertical gradients, aspect ratio and the centroid angle to the horizontal axis of 
the bounding box. Falls are confirmed when the angle reaches a value less than 45 degrees. 
The image stream from the thermal detector is monitored by the fall detector proposed in 
[47]. The analysis is focused on measuring vertical velocities of the subject using the 
coloured segmentation algorithm and identifying features in the pattern of velocities over 
time. These velocity estimates are then fed into a neural network-based fall detector that 
identifies the characteristic patterns of velocities present during a fall. Cucchiara et al. [53] 
instead applied a multi-camera system for image stream processing. The processing includes 
recognition of hazardous events and behaviours, such as falls, through tracking and detection. 
The cameras are partially overlapped and exchange visual data during the camera handover 
through a novel idea of warping “people’s silhouettes”. The video server (multi-client, multi-
threaded transcoding) transmits sequences for further processing to confirm the validity of 
received data. The bandwidth usage is optimised through event-based transcoding and 
semantic methods. Anderson et al. [58] used a multi-camera system, similar to Cucchiara et 
al. [59], and applied silhouettes to form a 3D model of the human subject. The membership 
degree of the subject is measured using fuzzy logic to a pre-determined number of states at 
each image. The fall detection method consists of two levels. The first level deduces the 
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number of states for the object at each image. The second level deals with linguistic 
summaries of the object’s states called “Voxel Person”. Further derivations are performed 
regarding the activity. 
2.4.3 Posture  
The use of posture information contributes towards accurate fall detection. Different body 
positions are used to calculate postures. Specific types of postures are identified and localised 
in image sequences. Cucchiara et al. [25] carried out analysis of human behaviours by 
classifying the posture of the monitored person and consequently detecting falls. Projection 
histograms are calculated and compared with the stored posture maps (training). The tracking 
also deals with occlusions. Accuracy levels achieved are up to 95%. A different posture 
classification approach based on a neural fuzzy network was introduced in [32] by Juang et 
al. Standing, bending, sitting, and lying are the postures used for classification. After 
segmentation (background subtraction and extraction), projection histograms are used and 
discrete Fourier transform is applied. A neural fuzzy network is used for classification. The 
results could be improved with better segmentation, such as better elimination of shadows 
and filtering the illumination influence. 
     Thome et al. [12] developed a Hierarchical Hidden Markov Model (HHMM) with two 
layers for modelling motion. The first layer has two states, an upright standing pose and 
lying. Fall detection, in terms of sudden change, has dedicated motion features from the first 
layer. 3D angle relationships and their image plane projections have been carefully observed. 
After performing an initial image metric rectification, theoretical properties are derived from 
binding the error angle for a standing posture during the image formation process. This 
simply differentiates other poses as “non-standing” ones. Thus falls can be accurately 
detected from other actions, such as walking or sitting. Computer vision systems typically use 
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cameras only for recording and capturing video signals. Once transmission of the stream of 
images is completed, data processing is performed.  
     A support vector machine (SVM) approach is applied in [29] by Khandoker et al. for the 
classification of balance impairments, such as risks of fall for the elderly, based on the 
minimum foot clearance (MFC) principle which is used on the samples taken while walking 
on treadmill during training. Foot clearance data was collected using a 2-D Motion Analysis 
system. Unobstructed walking sequences were recorded for foot motion using a high speed 
camera. The SVM model builds on the effectiveness of multi-scale analysis of a gait variable 
which is based on a wavelet in comparison to histogram plot analysis during feature 
extraction. There is a clear indication of better performance of the SVM model based on 
multi-scale exponents (by wavelet analysis) in the results than the model based on MFC 
statistical features. 
2.4.4 3D Head Position Analysis 
Head position analysis is based on head tracking that determines the occurrence of large 
movement within the video sequence. Different state models are used to track the head based 
on the magnitude of the movement information. Rougier and Meunier in [50] obtained image 
streams from a monocular camera. This methodology of fall detection is based on 3D head 
trajectories and the idea that the subject’s head remains visible in the image sequence and 
undergoes a large movement when a fall occurs. The 3D ellipsoid is used for bounding 
around the head. The 3D ellipse is a projection of ellipses in 2D image planes. A particle 
filter extracts the 3D head trajectory for tracking. The 3D head trajectory also contains 
features, such as 3D velocities, which are applied for fall detection. 
     Hazelhoff et al in [63] aimed at incidents involving falls in unobserved home situations by 
presenting the design and real time implementation of a fall detection system. The design 
involves segmentation of foreground subjects in the image streams obtained from two fixed, 
26 
 
uncalibrated, perpendicular cameras. The direction of the main axis of the body and the ratio 
of the variances in x and y direction are calculated through principal component analysis 
(PCA). A head tracking module is used for human detection as well as increasing the 
robustness of the system. Head position is estimated as blob using Gaussian skin-colour 
model and is tracked by searching for skin-coloured blobs nearby the head position. The 
classification is performed through a Gaussian multi-frame classier. The system shows 
accuracy levels of 100% on un-occluded video sequences. The addition of occlusion only 
reduced the accuracy to 90%. Non perfect segmentations with the addition of occlusions 
reduced the accuracy to 44%. The system can be improved with further development of an 
advanced tracker.  
     In 3D head motion based analysis, the principle involving faster vertical motion than 
horizontal motion in a fall was proposed by Jansen and Deklerck in [13]. The method uses 
information extracted from images obtained using three dimensional visual approaches in 
combination with a context model. The contextual model interprets the fall occurrence 
differently. It depends on the time, location and duration of the fall event. 
2.4.5 Discussion on Vision Based Approaches 
Vision based systems tend to deal with intrusion better than other approaches. Recent 
research in computer vision on surveillance indeed provides a practical and complex 
framework. Most of the emphasis in the context of surveillance in computer vision is 
dedicated to methods with the ability of real time execution using standard computing 
platforms and low cost cameras. The methods with capability of dealing with robustness still 
leave a wide open area for further research and development. Video analysis of human 
behaviour containing semantic description of the activities belongs to higher level abstraction 
and lower level represents the segmentation of motion along with feature extraction in 
computer vision.  
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    Current posture related methods are classified depending on the use of a model. 3D 
techniques are not mostly automatic and usually require manual initialisation. Generally 
model dependent methods obtain posture relatively easily and are robust to occlusion to an 
extent after labelling the body parts. Many of the body modelling techniques are 2D models. 
Comparatively other non model based techniques compute the posture using features. 
    Models, learned through extended observation such as the interpretation of human 
activities in a scene, provide contextual representation of the activities. These models provide 
recognition and summary of the events and activities. Several techniques have been 
developed to learn these models automatically as manual techniques are useful to an extent. 
The range involved dealing with the complexity and abstraction of comprehensive activity 
and event analysis to fall detection automatically. However interpreting human behaviour and 
resulting pattern analysis depends on the choice of level of abstraction. 
     In 3D head motion analysis methods, principle of faster vertical motion than horizontal 
motion during a fall is applied. The head is initially located and then using filters 3D head 
position is estimated. The idea of using appropriate thresholds to distinguish fall from other 
actions is applied by computing vertical and horizontal velocities of the head [60].   
     Though some of the implementations discussed earlier have shown a diverse pattern when 
it comes to dealing with image sequences, still there is plenty of room for further 
development in this area. Fall detection has still not been implemented using the total optical 
flow of the image sequence or specifically analysing the optical flow of the subject after the 
subject has been tracked and located. Further higher level abstraction can be applied on 
calculated optical flow to achieve higher levels of accuracy and robustness.    
2.5 Discussion 
We have reviewed different techniques for the detection of a fall event. Table 1 lists various 
characteristics of those approaches. A comprehensive and robust fall detection system should 
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possess both high sensitivity and good specificity. The existing approaches have not 
comprehensively satisfied the accuracy as well as robustness of a fall detection system. 
However, the existing approaches do provide a framework to further develop techniques as 
well as modify the existing algorithms to achieve better performance. 
     As discussed earlier, sensor based approaches lack consistency when it comes to providing 
highly accurate automatic fall detection systems. Higher accuracy levels have been achieved 
to an extent using multi-dimensional combination of physiological and kinematic parameters. 
Further research and development should continue in terms of making the design more 
automatic and without much intervention.  
     Vision based approaches in comparison to others are certainly the area to look forward to. 
Most of the existing vision based approaches lack flexibility. These approaches are often case 
specific and dependent on different scenarios. There is a need for a reliable and robust 
generic fall detection algorithm. Both ambience and sensor based approaches share a 
common disadvantage, generally, of subject data not being visually verified by the control or 
care service provider for accuracy. 
     Continuous surveillance through vision/camera and sensor based systems also introduces 
some ethical issues concerning the respect of confidentiality and privacy and also the risk of 
dependency of the subject on the technology. A common definition of a fall and of a fall 
detection system would certainly benefit the research community as well as the healthcare 
industry for the evaluation of fall detection systems. From a research perspective, there are 
issues relating to the availability of data sets of falls for training as well as evaluation. A 
comprehensive data set containing different scenarios of falls with different camera angles 
and with both static and moving cameras should be publicly available for the scientific 
community for the development and research purposes.  
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Table 2.1: Brief comparison of different categories of fall detection approaches  
 
 
 
 
 
 
 
 
 
Approach Category Cost Intrusion Accuracy Setup 
  
Wearable 
Devices 
  
Tri-Axial Cheap Yes 
Scenario 
Dependent 
Easy 
Posture Cheap  Yes 
Scenario 
Dependent 
Easy 
Inactivity Cheap yes 
Scenario 
Dependent 
Easy 
Ambient 
  
Audio 
Cheap to 
Medium 
yes 
Scenario 
Dependent 
Easy / 
Medium 
Video 
Cheap to 
Medium 
yes 
Scenario 
Dependent 
Easy / 
Medium 
Vision 
based 
  
  
  
  
Body Shape 
Change 
Medium 
Low 
/dependent 
Higher / 
Non 
Specific 
Medium 
Posture Medium 
Low 
/dependent 
Higher / 
Non 
Specific 
Medium 
Inactivity Medium 
Low 
/dependent 
Higher / 
Non 
Specific 
Medium 
Spatiotemporal Medium 
Low 
/dependent 
Higher / 
Non 
Specific 
Medium 
3D Head 
Change 
Medium 
Low 
/dependent 
Higher / 
Non 
Specific 
Medium 
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Chapter 3 
Background Subtraction 
In this chapter the methods of background subtraction is reviewed and our 
implementation of background subtraction is demonstrated. Background subtraction is a 
primary step in majority of the surveillance related applications in computer vision. The 
successful extraction of foreground objects via background subtraction can lead to a 
considerable reduction of computational time of the rest of the algorithm due to reduced 
searching regions. A typical detection system is constructed through searching regions 
containing motion, reducing noise, lighting changes and object tracking in a video sequence. 
The most common technique used for separating an object’s motion from the rest of the scene 
with static camera setup is background subtraction. 
 Background subtraction produces a very useful medium of object segmentation with 
static background for applications used for surveillance and tracking etc. Distinctive object 
segmentation and precise tracking exhibits a greater challenge with respect to low 
computational complexity. Obtaining a background estimate with statistical computation is 
the basis of the idea. Combinations of semantic procedures have been used traditionally to 
reduce noise within the background subtraction process. Such operations are useful in 
successfully isolating foreground objects but the constancy around the borders of the 
segmentation can be affected by a noisy background. Background subtraction can 
significantly improve computational time and efficiency due to limited implementation 
regions for searching and noise reduction. Environmental changes, shadowing and highlight 
effects are factors that need catering for when dealing with indoor surveillance applications. 
Factors such as occlusions, variations in appearance, fast moving objects and denser moving 
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objects also require attention to detail to an extent to get a good quality of foreground mask 
after the subtraction of background. 
 Most background subtraction methods are based on a hypothesis of fixed background. 
The moving objects are extracted using this assumption. Further assumptions such as colour 
differencing are applied. That is, the moving object’s colour is considered to be different than 
the fixed background. The following equation describes the most commonly used background 
subtraction techniques; 
  1 
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                                               (3. 1) 
“Where Xt is the motion label field at time t (also called motion mask), d is a distance 
between Is the video frame at time t at pixel s and Bs the background at pixel s; τ is a 
threshold.” [127] 
 
3.1 Related Work 
The critical and foundational step in video surveillance, pedestrian detection and 
tracking etc is the classification of the moving subjects from the video sequence. The typical 
method of detecting the moving subjects used is “Background Subtraction”. Background 
subtraction is generally implemented by comparing each video frame with a reference or 
background model. Diverging pixels from the background in the respective frame are 
acknowledged as moving subjects. The acknowledged foreground pixels can be further 
developed to track and locate the subjects. The accuracy of the extracted foreground is in 
terms of its corresponding relation to the actual movement in the video sequence as 
background subtraction is implemented mostly as the first step in designing computer vision 
algorithms. There are several methods of background subtraction available but it is still 
complicated to classify moving subjects in a complex environment [66]. Many popular 
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methods specifically model the background with the assumption of a bootstrapping phase 
where the presentation of the image consists of the background frames only.  
 
3.1.1 GMM Based Approaches 
 Jwu-Sheng Hu et al [69] presents background subtraction involving shadow and 
highlight removal for indoor environmental surveillance. Precise extraction of Foreground 
regions is performed despite illumination variations and dynamic background. This current 
Gaussian mixture model (GMM) based background subtraction model is advancement of 
their earlier work [90] on colour-based probabilistic background model (CBM). Short-term 
colour-based background model (STCBM) and the long-term colour-based background 
model (LTCBM) are further extracted. A gradient-based version of the probabilistic 
background model (GBM) is built using the two extracted colour based models to improve its 
flexibility. A cone-shape illumination model (CSIM) as a new dynamic cone-shape boundary 
in the RGB colour region is presented to differentiate pixels among shadow, highlight, and 
foreground, thus solving the problem of Shadows and highlights from changes in 
illumination. The method which is a combination of the CBM, GBM, and CSIM 
distinguishes the background which can used to detect abnormal conditions. This method 
improves the ability to handle illumination variation both locally and globally. The accuracy 
of the background subtraction improves with improved illumination handling. 
 An adaptive background mixture model is proposed by Stauffer et al [70] by 
modelling each pixel as a mixture of Gaussians and using an on-line approximation to update 
the model for tracking. The Gaussians are computed through simple analysis every time the 
features of the Gaussians are updated. Non corresponding pixel computations to the 
background Gaussians are assembled through connected components. Finally a multiple 
hypothesis tracker is implemented for frame to frame tracking of the connected components. 
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Scenes containing visually overlapping subjects as well as presence of higher number of 
subjects affected the accuracy of the tracking system. The tracker was consistent with the fast 
lighting variations. A generic solution was proposed by Sun et al [72] in the form of a 
hierarchical Gaussian mixture model (HGMM) to handle sharp changes during background 
subtraction. The GMM is quite capable of dealing with gradual illumination changes. A 
HGMM works in a top-down style. State models of different scales are exercised because 
sharp changes cannot be alone identified at the pixel level. The intermediate scale’s GMMs 
are constituted in a similar way to identify sharp changes in the partial scene of each of the 
frames. The lowest scale’s implementation of pixel-wise GMM is quite capable of dealing 
with gradual illumination changes.. State models of different scales are used because sharp 
changes cannot be reliably identified at a pixel level. The intermediate scale’s GMMs are 
constituted in a similar way to identify sharp changes in the partial scene on each of the 
frame. The lowest scale’s implementation of pixel-wise GMMs is performed. All state 
models are arranged in a hierarchical mode accordingly and the HGMM responds quickly to 
sharp changes, although the system shows more robustness on estimation of background on a 
small sample set. Zivkovic [73] developed an efficient and simple adaptive approach for 
background subtraction using Gaussian mixture probability density. The parameters are 
constantly updated and the number of components of the mixture is constantly adapted by 
using recursive equations as an online procedure. 
 A boosted version of Gaussian Mixture Model (GMM) was proposed by Tang et al in 
[76]. The proposed version is developed with respect to spatio-temporal constraints. 
Furthermore, a method is devised to detect shadows and reduce noise. The GMM has the 
drawback of slower updating rate and initialisation procedure, which consumes times and 
space. In this implementation, GMM is boosted with the assumption of each channel’s own 
variation within RGB colour space. One learning rate is used in the updated version to 
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achieve a quicker correspondence of the variation value. Also a threshold value is changed 
from 0.002 to a larger value as previously proposed for accurate background selection and 
faster place, thus making this version more efficient. The process of shadow elimination 
works on the assumption of no change in chromaticity of the shadow area and lower levels of 
pixel intensities in the shadow area. The threshold method is applied to compute the intensity 
of the current pixel compared with the background pixel. Noise reduction involves two steps: 
the first step uses neighbourhood information to eliminate small isolation point; the second 
step uses a bounding box to locate an subject’s movement and all pixels outside bounding 
box are considered to be part of the background.  Tang et al in [77] carried out further 
development to their previous work in [76]. The idea of using an energy function (Graph cut) 
is applied to retrieve the fragments which are wrongly segmented as the background. A 
foreground weight is added with single Gaussian models to build the energy function. 
Therefore, the background weight is updated when a pixel is not considered to be a part of the 
foreground. The method is further developed with the introduction of space sampling method 
to lower the computational load. Resolution of the image is lowered and GMM is applied. 
The binary mask at the end of the processing is zoomed it back to its original resolution using 
an interpolation method.  
 [78] Suo et al used a GMM to present their model number adaptive method to 
increase efficiency. An updating method involving adapting the learning rate is used for 
accurate segmentation of slow moving subjects and subjects that stop for a while during 
motion. Gaussian distributions are used to model each pixel by the Gaussian mixture model. 
The corresponding parameters of all the Gaussians are initialised with the same values. A 
small number of Gaussians for a non-modelled pixel have higher value of weight. The others 
have almost equal values of weights at the end of the sample sequence of the frames. After 
resetting the model number the computation is reduced considerably. The updating method 
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proposes a higher value of the learning rate of the distribution representing background and 
lowered value of the distribution representing the moving subjects. The updating method 
rapidly updates the background model when the subject stops moving and still distinguishes 
it as foreground with appropriate segmentation but considers it as a part of background if 
subject stops for a longer duration of time. In [83] Zivkovic et al analysed pixel-level 
background subtraction through recursive equations. The training model is updated in order 
to adapt to changes with a choice of a suitable time adaptation period. The estimates of the 
mean and the estimates of the variances describe the Gaussian components. To limit the 
influence of old data, an exponentially decaying envelope is applied. The proposed algorithm 
uses an on-line clustering method. Additional clusters of small weights exhibit intruding 
foreground subjects.   The background model is approximated through the initial largest 
clusters. The subject is considered as part of the background if it doesn’t move for longer 
duration as its weight value is increased. A simple non-parametric adaptive density 
estimation method is also presented. Cheng et al in [84] & [86] used a finite Gaussian 
mixture model to propose a flexible method to estimate the background model. MAP 
(maximum a posteriori) is considered to be a flexible criterion for the estimation of the 
parameters. The EM (Expectation Maximisation) procedure is applied for MAP estimation of 
mixture models parameters.  The EM algorithm is based on the interpretation of identically 
distributed samples as incomplete data. The method achieves the optimal number of mixture 
components by driving the unnecessary components to elimination and concurrently 
estimating the mixture parameters. The GMM models both background scene and the 
foreground without discrimination. Some components are responsible for modelling the 
background scene and some for the foreground. Any pixel of the frame with standard 
deviation more than the threshold of 2.0 from any foreground components is recorded as part 
of background subtraction. The background model incorporates any changes to the scene 
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background through recourse to an online background model update. The update is same as 
for background model learning. A Multiple Gaussian component mixture through an online 
estimate is used to deal with the illumination change. The system effectively performs on 
outdoor, indoor and cluttered scenes.  
 Zhou et al modified the Gaussian mixture model (GMM) in [85] for background 
subtraction proposed by Stauffer et al in [70] and combined it with optical flow techniques 
with the support of temporal differencing to detect moving subjects. The modified approach 
uses the true mean value to accurately detect moving subjects. Background subtraction is 
achieved with pixel values more than 1.0-1.5 standard deviations away from the background 
distributions being marked as foreground. A range of coarse to fine views of the image is 
achieved by constructing a Gaussian pyramid for both the source and target images. Initial 
motion contains smaller pixel displacements and leads to an estimation at the coarsest level. 
The process of refining motion parameters is performed and continues until the finest level. 
Motion estimates are corrected through a temporal differencing approach. A simple fill-hole 
step is performed in post processing to deal with interior holes created when subject moves to 
a location previously occupied by a smaller subject after change detection. The approach 
provides reasonably precise located boundaries.   
 
3.1.2 Non GMM Based Approaches 
Mahadevan et al [67] proposed their idea for background subtraction in highly dynamic 
scenes by drawing inspiration from biological vision. Background subtraction is formulated 
as the complement of saliency detection. A saliency map is computed that classifies the 
background pixels at each location. A collection of spatio-temporal pieces are derived from 
each window as surround and center windows are centered at the location. The parameters of 
DT (an autoregressive generative model that represents the appearance of the stimulus) are 
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computed to obtain densities from center, surround and total windows. The saliency map is 
implemented with locations of less saliency threshold, which are allocated to the background. 
The background subtraction method depends on the approximate distinction of motion 
between the center and surround locations. This method doesn’t require training phase and is 
completely unsupervised. [68] Bayona et al reviewed the existing background subtraction 
approaches with stationary foreground and divided them into different categories. Various 
stationary subject detection methods using background subtraction technique are discussed 
with their comparison in typical surveillance scenarios. Different methods are selected from 
allocated categories and evaluation is performed to analyse the advantages and disadvantages 
of those approaches. The analysis shows higher accuracy of stationary subjects detection 
using background subtraction in simpler scenarios whereas the evaluation analysis is 
heterogeneous for more complex scenarios. Generally methods based on the characteristics of 
the background subtraction model present low accuracy.  
Haritaoglu et al [71] designed detection and tracking system to detect and track 
multiple people and monitor their activities in an outdoor environment. The system operates 
on monocular gray-scale video images/images from an infrared camera. The system learns 
and obtains the background model statistically to detect foreground subjects, even if there are 
moving foreground subjects in the field of view. The system consists of two steps to 
eliminate moving pixels from the background model. The first step involves the identification 
of stationary pixels through pixel-wise median filtering which is performed typically during 
20-40 seconds to distinguish moving pixels. At each pixel location, standard deviation and 
median value of intensities are computed. The second step involves the formulation of an 
initial background model via the processing of stationary pixels. The system uses two 
different methods to update the background to adapt to illumination changes and physical 
changes in the background scene i.e. pixel-based update and object-based update 
38 
 
respectively.  The system dynamically constitutes a change map to decide whether a pixel-
based or an object based update method is required. The change map is composed of three 
main components: detection support map, motion support map and change history map. The 
system shows the capability to simultaneously track multiple people even with occlusion. 
 A texture based technique was presented by Heikkila et al in [74] for background 
modelling. Each and every background pixel is identically modelled which also leads to a 
high speed parallel implementation. Local Binary Patterns (LBP), a gray-scale invariant 
texture primitive statistic, is chosen due to its characteristics as a measure of texture. The 
background model for the pixel is composed of an adaptive LBP histograms group. The 
calculation of LBP histograms is performed as a feature vector over a circular region around 
the pixel. The histogram intersection is used during the evaluation phase. The measure 
possesses an inherent property to compute the common part between histograms. It explicitly 
disregards the features only occurring on one of the histograms. The proximity measure’s 
threshold is a user defined parameter. Background processes do not necessarily generate all 
of the model histograms. The histogram’s higher weight reflects the probability of being a 
background histogram. The final stage involves the updating step. The model histograms are 
sorted in descending order of their weights. The histograms with higher weights are selected 
as background histograms. The system deals considerably with illumination variations found 
common in natural scenes. The method efficiently computes the proposed features. 
 The idea of comparison between video frames and a stationary background model is 
presented in [75] by Migdal et al. The connection between the moving subjects and spatio-
temporal occupancies, enforced by moving subjects, is capitalised upon by the model. To 
achieve this, Markov Random Fields (MRFs) are used and developed during the background 
subtraction process. MRFs present Probabilistic Graphical Models. The edges and nodes in 
MRFs present random variables and contingent affiliation between them respectively. Three 
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MRFs with different characteristics are used in total. Maximum A Posteriori (MAP) 
estimation contributes achieving segmentations. The computation of MAP estimation can be 
performed by applying the [89] Gibbs Sampler method.  
[79] Unger et al developed an algorithm to perform background subtraction for an 
unconstrained motion of the camera, rotation, zoom and lens distortion. The algorithm is 
based on global motion estimation and a weighted summation of motion compensated 
images. A Quartic model is used to model lens distortion and complex motion. This model is 
an extended version of the Affine Transformation model that has higher order values to 
express tilt and distortion. Optical flow estimation is applied for the calculation of the point 
correspondences as an input to the estimation of the global motion model. The background 
image’s pixel value is computed through calculations of a weighted sum of the pixels 
trajectory over time. Moving regions with small motion deviation, as predicted by global 
motion model, have a higher probability of being part of the background as compared to 
regions with higher motion deviation.  Motion deviation of the background is modelled as a 
Rayleigh distribution [90]. Post processing method uses colour segmentation on the original 
image. The luminance of the background subtracted image is averaged within the segments. 
An iterative diffusion method shares the background information among similar regions 
based upon similarity calculations and neighbouring dependencies between adjacent 
segments.  A region-based method for foreground detection and shadow removal was 
employed by Izadi et al in [81] in video sequences. The approach is based on processing two 
foregrounds resulting from colour and gradient based background subtraction techniques. The 
method is constructed on two assumptions. Moving subjects occupy almost up to three 
quarter of the scene and the inclusion of a background initialisation within the system. 
Background subtraction is performed in the colour domain with inspiration taken from the 
GMM presented in [83] by Zivkovic and van der Heijden. The modified version was 
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originally proposed by Stauffer et al in [70]. A single Gaussian distribution is applied to 
model each pixel’s gradient value in the gradient based background subtraction process. A 
Sobel kernel is used to filter the gray scale image at each frame. The Gaussian model is 
updated using each pixel’s gradient magnitude. Two binary maps, one each from colour 
based and gradient based background subtraction techniques are extracted. A median filter is 
used to reduce noise. A circular structuring element of 3-pixel diameter is used as descriptive 
close filtering to smooth outer edges and fill the gaps. The final image is generated by adding 
all non shadow regions to the enhanced image. The system performs significantly well for 
situations including non-stationary background, camouflage and shadows in video sequences. 
 A compressed form of background model for a long image sequence was represented 
by [82] Kim et al through sampling background values at each pixel and quantising them into 
codebooks. The model also has the capability to cope with local and global illumination 
changes. Code words contain clustered samples at each pixel based on brightness bounds and 
colour distortion metrics. The background is encoded on a pixel-by-pixel basis. For a pixel to 
be part of the background it has to meet the criteria of meeting brightness range of the 
codeword and colour distortion has to be less than the detection threshold. A colour model is 
designed to compute the evaluation of colour distortion and brightness distortion. The pixel is 
considered as foreground if matching codeword is not found. The algorithm is further 
improved by layered modelling/detection and adaptive codebook updating. The adaptive 
layered modelling contributes towards the acquisition of changes to the background. Variance 
with suitable learning rates and exponential smoothing of the codeword helps dealing with 
illumination changes. The system based on the codebook algorithm shows good 
characteristics on several background modelling problems.  
[87] Ko et al developed a background subtraction and modelling approach through the 
analysis of temporal variation in colour distributions/intensity. The conventional approach 
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follows spatio-temporal variations of regional and point statistics in isolation. The approach 
acts as a hybrid between texture and pixel-wise comparison. For each pixel location including 
spatial and temporal proximity values, a background model is built. The distribution is 
computed and contains feature values of the texture of the location. It is used in classification 
to compare it with the background model. The background model for a pixel is represented 
by a non-parametric density estimate. Each pixel is treated independently in the distribution. 
The distance between foreground model distribution and the corresponding background 
model distribution for that location is calculated to distinguish labels for background and 
foreground using a threshold value. The background is updated over time to accommodate 
any changes. The spatial consistency plays an important role in dramatically improved 
performance of the system. The algorithm is suggested to perform appropriately with large 
consistent changes in background. The approach also deals well with foreground subjects that 
have similarity in appearance to the background. Moreover, the system caters for subjects 
that do not dominate the scene with sudden motion and also for stationary periods.  The 
evaluation of numerous background subtraction approaches is performed in [88] by Parks et 
al and several post-processing techniques are proposed to improve the performance of 
foreground masks that result from foreground detection. Noise filtering is suggested to be 
applied to the foreground mask to remove erroneous blobs. The blob processing is examined 
to improve the blobs detected in the foreground mark through morphological closing to fill 
internal holes and small gaps and area thresholding to remove blobs that are insufficiently 
large to be of interest. The problem of ghosting, the incorrect detection of foreground when 
subject restarts its motion after stopping its earlier motion and eventually becoming part of 
the background scene, is addressed to an extent by reducing blobs with nearest zero value of 
the average optical flow as ghost blobs are motionless. Conditional background updating 
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using the foreground mask is performed to enhance the detection and to reduce the 
background model becoming polluted with foreground pixel information. 
 
3.2 Discussion 
 An efficient and accurate background subtraction technique remains crucial in 
determining the performance of the applications. The discussed methods earlier present a 
wide range with respect to the category of datasets used as well as applications. GMM based 
approaches have turned out to be one of the most reliable techniques to overcome and deal 
with noisy datasets. GMM based methods present decent robustness to video sequences 
containing significant background motion.  
 
3.3 Implementation of Background Subtraction  
 Several surveillance related applications in computer vision require background 
subtraction for foreground segmentation for post processing at higher level abstraction. The 
process of segmentation can be constructed initially using simplistic solutions such as using 
static background. Many existing background subtraction techniques have advantages and 
disadvantages when it comes to implementation in terms of computational load and 
performance. The implementations published by Seth Benton in [128] have been applied to 
discuss the efficiency and quality of the results.  
 
3.3.1 Frame Differencing 
 The simplest way of implementing background subtraction in terms of computational 
load etc is using the frame differencing technique. As the name suggests, it involves 
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subtraction of frames. The observed frame (current frame) is subtracted from the previous 
possible adjacent frame. A threshold value is used to compare difference in pixel intensities 
yielding a foreground mask. If the observed pixel value is greater than the threshold value 
then the observed pixel is assigned to the background. Background ,, is estimated to be 
the previous frame. The following equation represents the idea of frame differencing using 
threshold value in its most crude form; 
,,  ,,                                                             (3.2) 
 ,, ! ,,  "                                            (3.3) 
Where ,, and ,, represent current and previous frames respectively. Threshold 
value is represented by ".  
 Assigning a suitable threshold value remains an open question in not only frame 
differencing technique but in all other approaches too. The threshold value can be assigned 
analytically. It can be assigned keeping in mind the noise in the video sequence to an extent. 
It can be changed with respect to the quality of the results.   
 This approach is very easy to implement with the greater advantage of modest 
computational load. There are no complex calculations involved in order to implement this 
method. The background model cannot be expected to stay the same for long periods of time. 
This technique carries another value added advantage of adaptability. The background is 
adaptable when it comes to changes such as illumination changes etc. As the background is 
constructed using previous frame therefore changes are adapted rapidly.  
 The uniformly distributed pixel values tend to become part of the background, thus 
affecting the quality of the results greatly. As this approach solely relies on frame 
differencing and relies on subject’s movement in terms of difference in pixel values therefore 
if the subject pauses for a period of one frame, it becomes part of the background.  
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Figure 3.1 Background Subtracted Image using Frame Differencing 
Figure 3.1 shows the result of background subtraction applied to one of image 
sequence from our fall dataset. The output doesn’t have a very clear foreground mask. We 
used threshold value of 50 to avoid noise. 
 
3.3.2 Mean Filtering 
 Mean filtering can be applied to improve the results obtained from the simple frame 
differencing method. Background ,, is considered as the mean of previous n frames. The 
estimated background model is represented as;  
,,  #$ ∑ ,,&$#'()                                               (3.4) 
*,, ! #$ ∑ ,,&$#'() *  "                                        (3.5) 
Mean filtering has relatively higher memory requirements which also adds factor of time on 
computational load. A running average can resolve the issue of memory requirement to an 
extent. The mean background estimate can be represented by; 
,,  +,-+  ,, . -+,,                                        (3.6) 
 
3.3.3 Approximate Median Filtering 
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 The idea of median filtering is constructed by buffering the previous frames of the 
video sequence. The median of the buffered frames is computed that yields the background 
estimate. Then frame differencing described earlier is applied to obtain background 
subtraction.  Therefore approximate median filtering refers the median of previous frames in 
a video sequence to establish a statistical background model for background subtraction. 
Median of the previous n frames is used with the assumption of background reappearing in 
the video sequence. The background estimate can be represented as; 
,,  /
01 2,,&}                                        (3.7) 
 ,, ! /
01 2,,&3  "                                  (3.8) 

 4 20, … , 1 ! 13 
 The computational load can further be improved by applying the method of the 
approximate median filtering. The background pixel value is incremented by 1 if the 
observed pixel value in the current frame is greater than the corresponding background pixel. 
Similarly The background pixel value is decremented by 1 if the observed pixel value in the 
current frame is smaller than the corresponding background pixel. The approximate median 
estimate is achieved eventually when half the pixel values are greater than the background 
and half are less than the background. The time of convergence depends on frame rate and 
movement in the video sequence.  
 The median procedure is very memory and time consuming operation due to memory 
requirements associated with this procedure which limits its applications. The performance 
exhibited by the median filter is comparable to complex approaches. The approach shows 
adequate levels of robustness.   
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Figure 3.2 Background Subtracted Image using Approx. Median Filtering 
Figure 3.2 shows the result of background subtraction applied to one of image 
sequence from our fall dataset using approximate median filtering. The output doesn’t have a 
very clear foreground mask and also include the noise due to the illumination changes. We 
used threshold value of 50 to reduce the effect of noise. 
 
3.3.4 Mixture of Gaussians 
 Mixture of Gaussians (MoG) is amongst the high complexity approaches. The 
approach described by Stauffer et al in [70] presented an adaptive background mixture model 
by modelling each pixel as a mixture of Gaussians and using an on-line approximation to 
update the model for tracking. The background model is parametric. An online model 
containing mixture of adaptive Gaussians is constructed to approximate this process. 
 
3.3.4.1 Online Mixture Model 
 MoG functions represent every pixel’s location. A Probability distribution function 
for the observed current pixel is given by; 
6  ∑ 7&, 8 9, :&,, ∑&,;&(                                     (3.9) 
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Where K is the number of distributions and its value depends on the computational capacity 
and memory constraints. Usually 3 to 5 is used. is the current pixel’s value, 7&, is an 
estimate of the weight (portion of the data accounted for by this Gaussian) of the ith Gaussian 
in the mixture at time t, :&, is the mean value of the ith Gaussian in the mixture at time t, ∑&, 
is the covariance matrix of the ith Gaussian in the mixture at time t and η is a Gaussian 
probability density function.  
9<, :&,, ∑&,=   ->?@>|∑|- >  
->B+C+D∑,-B+C+                       (3.10) 
 
3.3.4.2 Model Adaptation 
 Gaussians are updated using on-line K-means approximation. To find a match, all 
new pixel values are compared with K Gaussian distributions. A match is assumed to be a 
pixel value within 2.5 standard deviations (2.5σ) of a distribution. The µ and σ parameters for 
matched distributions are updated as follows; 
:&,E  1 ! F:&, . FE                                        (3.11) 
& 
G&,EH  1 ! FG&,H .  FE ! :&,EI                               (3.12) 
Where 
F   J 9<|:&,, GK=                                              (3.13) 
and J is learning rate. The prior weights of all distributions are adjusted as follows; 
7&,E  1 ! J7&, .  J/&,E                                    (3.14) 
where /&,E = 1 for the model for the matching Gaussian and /&,E= 0 for non matching. If 
no match is found then the current value replaces the least probable distribution as its mean 
value, a low prior weight and initial high variance. 
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3.3.4.3 Background Model Estimation 
 Heuristically, the Gaussian distributions which have the most supporting evidence and 
the least variance correspond to the background. The value of 7/G orders the Gaussians. The 
value is increased with increased evidence and decreased variance. The background model is 
constructed on choosing first B distributions.  
  0MN
1O∑&(O 7&  "                                           (3.15) 
T above represents a minimum region of expected background.  
 This approach requires intelligent parameter optimisation as well as initialisation of 
the Gaussians as it cannot deal with rapid illumination changes. All parameters have a 
significant impact on the performance of the method. The model provides fast recovery when 
background reappears and has an automatic pixel-wise threshold. 
 
Figure 3.3 Background Subtracted Image using Mixture of Gaussians 
Figure 3.3 shows the result of background subtraction using mixture of Gaussians 
applied to one of image sequence from our fall dataset. The output has considerable noise 
which affects the quality of the overall result. The connected points in the binary foreground 
mask gives good outer boundary of the subject but still missed out most of the information. 
We used threshold index of 0.25 instead of threshold value as per the original settings of the 
implementation. 
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3.3.5 Graph Cut 
 The graph based approach by Howe et al in [129] is implemented to construct a model 
of the static background. The model can be updated either dynamically frame by frame in a 
video sequence or offline. The next frame is compared on a per pixel basis with the 
background model.  
 The graph is constructed based on the image. A corresponding graph vertex Vi,j is 
created by each pixel in the image. Foreground and background are represented by two 
additional vertices as source and sink respectively. Six nodes: source, sink and vertices of 
four connected neighbours in the graph are connected by a typical vertex. Fewer neighbour 
links are formed for vertices corresponding to the pixels on the image edge. All pixel vertices 
are connected to source and sink. The weight of the links between the pixel vertices, the 
source s and sink t is derived directly from the difference between the current frame and the 
background at the corresponding pixel P&,Q: 
7, R&,Q  P&,Q                                                (3.16) 
7<R&,Q, =  2 ! P&,Q                                            (3.17) 
All neighbour links between pixel vertices have similar weights. The weights are 
equivalent to  times α. The value of α is typically close to 1.0.  acts parallel to the threshold 
value in the morphological method. It corresponds to the level where the pixel association to 
the foreground is greater than the background. Grouping of neighbouring pixels are 
administered by the value of α. The lower value of α shows weak pixel bonding similar to the 
result obtained using just threshold for background subtraction.  
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Figure 3.4 Background Subtracted Image using Graph Cut 
 
Figure 3.5 Background Subtracted Image using Graph Cut 
Figure 3.4 and 3.5 shows the result of background subtraction using graph cut applied 
to two of the image sequences. The output has no noise in 3.4 but very visible noise content 
in 3.5 that affects the quality of the overall result. The connected points in the binary image 
provide very good quality of the foreground. We used threshold value of 10 as per the 
original settings of the implementation to yield the best quality of foreground mask and 
minimum noise. Figure 3.5 clearly proves that the image sequence needs to have suitable 
lighting conditions for the graph cut to provide good quality foreground mask.  
 
3.4 Conclusion 
 Graph cut based approach for foreground extraction and background subtraction has 
exhibited results with reduced noise and acceptable accuracy in comparison with 
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morphological procedures based techniques. The graph based approach tends to deal with 
noise reduction by overcoming its effects adequately through information aggregation from a 
local neighbourhood around every pixel and remaining true to the underlying data. The 
efficiency of the method points out negatively towards its implementation in comparison with 
morphological procedures as empirically it runs at lower resolution and lower speed.  
 The use of background subtraction in the range of applications strongly suggests the 
likelihood of adoption of the new techniques and will definitely supply significant advantages 
in a number of fields. The use of graph cut in addition to other modern approaches will surely 
open the door for new applications. Therefore graph cut draws decent amount of attention 
from scientific community for further advancement especially in the area of foreground 
segmentation.  
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Chapter 4 
Optical Flow  
In this chapter the Optical Flow methodology is reviewed and our implementation of Optical 
Flow Estimation is demonstrated. We have applied the optical flow computation to test its 
accuracy in one of the real world applications as fall detection. We have also demonstrated an 
evaluation of fall detection using optical flow estimation for the computation of motion 
involved in the action and represented it as histogram of optical flow (HOF) as feature 
descriptor. We have computed the accuracy of out HOF descriptor and compared it against 
the other feature descriptors.  
 One of the fundamental properties of any video scene is its motion. The most often 
used representation of image motion is the optical flow field. The estimation of optical flow 
still remains one of the very important research areas in computer vision. Optical flow is 
indeed one of the very powerful tools to interpret motion analysis. Estimation of pixel motion 
in two consecutive frames yields the optical flow computation. A significant amount of 
information can be obtained from the apparent pixel motion such as brightness pattern due to 
a relative motion between a camera and the subjects. Several advanced approaches have been 
proposed starting from the original work of Horn and Schunck [124] as well as Lucas and 
Kanade [125]. Robust statistics have extended both approaches allowing the treatment of 
outliers due to occlusions or motion discontinuities, through the matching or smoothing. 
Advancement in the area of the optical flow research has not only improved the quality of 
optical flow estimation approaches but also provided an insight into how several techniques 
can work together through greater understanding of their functional implementation and 
component/parameter analysis.  
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4.1 Related Work 
 Lucas and Kanade’s [125] gradient-based method is among the most accurate and 
computationally efficient methods for optical flow estimation. [91] Brox et al proposed a 
novel variational approach containing an energy function based upon three assumptions: 
gradient constancy, brightness constancy and spatio-temporal smoothness constraint to 
preserve discontinuity. The approach is minimised with a numerical methods and is an 
integration of earlier published ideas. The use of warping is also known as coarse-to-fine 
technique. This idea is used to compute the non-linearised optical flow well in image 
registration. The image correspondence issues are solved through a multi-resolution method. 
To measure the displacement vector, some small variations are allowed in the grey value 
through an invariant criteria called gradient of the image grey value. Multi-scale ideas are 
applied to cater larger displacements. Using these assumptions and ideas, an energy function 
is derived that penalises deviations from these model assumptions. A piecewise smooth flow 
field generalises the smoothness assumption. Numerical methods including Euler-Lagrange 
equations and Taylor expansions are applied based on two nested fixed point iterations. The 
coarse-to-fine technique as single minimisation problem is developed. Energy functions are 
minimised in image registration through multi-resolutions. The angular errors are 
significantly small for optical flow estimation due to parameter variations insensitivity. [92] 
Lim et al described a method based on Lucas-Kanade’s gradient based method to achieve 
estimates of optical flow at a standard frame rate using high frame rate sequences. The optical 
flow estimates at standard rate are computed after estimates are further processed, aggregated 
and filtered. The optical flow estimates between two consecutive high speed frames is 
computed using the Lucas-Kanade method. A final estimate of optical flow between two 
consecutive standard frame rate images is built using this estimate. The error accumulation is 
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defended through warping and refining. Computational complications are reduced by 
warping gradients instead of the frame. A higher sampling frame rate is used to compute the 
small displacements between intermediate frames in the case of large displacements. 
Similarly in the case of small displacements, lower sampling frame rate is used to increase 
the efficiency. An approach of recovering dense optical flow field map from two images was 
proposed by Alvarez et al in [93]. The approach takes into account the symmetry across the 
images, possible occlusions and discontinuities in the flow field. The energy function is 
computed. The Nagel-Enkelmann operator [94] is applied to counteract smoothness of the 
flow map across boundaries of the images. The system is embedded into multi-resolution 
framework. The symmetry across the two images is reintroduced by simultaneous calculation 
of the flow from image1 to image2 and image 2 to image1. Partial differential equations are 
used to add explicit terms that deny the compatibility of the two optical flow computations. 
The system is capable of detecting large occlusions to ensure compatibility is achieved most 
of the time.  Brox in [95] improved the classic optic flow estimation techniques of Lucas and 
Kanade and of Bigun et al through a diffusion method to build a nonlinear structure tensor 
(ST). The conventional benefits of the linear ST are kept and additionally its problem of 
subject delocalization is also tackled. The linear ST is derived by smoothing each component 
through a Gaussian kernel with standard deviation. This approach appropriately reduces the 
noise. Diffusivity is kept at its maximum except at locations where discontinuities in the 
magnitude exist. The image gradient drives the diffusion. The new structure tensor adapts the 
diffusivity and constitutes a nonlinear diffusion process. The nonlinear ST improves the 
results of other methods where a linear ST is used. Nir et al [96] used a spatio-temporal 
model with varying coefficients multiplying a set of base functions at each pixel to introduce 
an estimation of optical flow. A general space-time model represents the flow field. The 
piecewise constant coefficients describe the true optical flow. The coefficient variations don’t 
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induce most of the local spatio-temporal changes in the flow rather the variations are mostly 
affected by the changes in the basis functions, thus making the coefficient regularisation more 
meaningful. The proposed smoothness term carries a penalty for spatio-temporal variations in 
the coefficient functions. The suggested over parameterisation models produce effective 
performance of optical flow recovery through the smoothness penalty term. 
 An analysis containing the spatial and temporal statistics of natural optical flow fields 
is performed in [97] by Roth et al. A system is devised to exploit the spatial statistics 
computed. A database of realistic optical flow fields from natural and manmade scenes (3D 
camera motions recovered from hand-held and car-mounted video sequences) is constructed. 
The difference in image coordinates under which a scene is viewed contribute towards its 
optical flow. Various characteristics are learnt by histogram patterns of statistics analysis and 
such properties are attributed to each type of motion i.e. translational camera motion and 
rotational camera motion.  The spatial statistics of optical flow are computed in overlapping 
patches and using the approach of Fields-of-Experts (FoE) approach in [98] by Roth et al 
which applies a Markov random field to model the prior probability of optical flow fields. 
Dense optical flow computations are performed when the new optical flow prior is integrated 
into a recent optical flow method by Bruhn et al [99] and the results are compared 
quantitatively. A comparison between new optical flow prior and previous robust priors is 
performed. The quantitative improvement of flow accuracy is demonstrated through the new 
optical flow prior. Efros et al [100] performed action recognition using a motion descriptor 
based on optical flow estimates in a figure centric spatio-temporal volume of stabilised 
human subjects and combined it with an associated measure of similarity. The Lucas-Kanade 
method is applied to compute the optical flow. The optical flow is processed as spatial pattern 
consisting of noisy estimates. The spatio-temporal motion descriptor is formulated by 
aggregating and smoothing noisy measurements of the optical flow. Optical flow was 
56 
 
employed by Brox et al [101] in order to compute additional point correspondences for 3D 
pose tracking. The supplementing of optical flow improves pose tracking. It also increases 
robustness of pose estimation by producing additional correspondences (2D and 3D) and 
resolves ambiguous situations. It also produces an improved initial pose estimate through 
motion estimation by means of the optical flow correspondences that can cater for large 
displacements. The approach deals smartly with textured, homogeneous, cluttered, blurring 
subjects or noise artifacts. Bruhn et al in [102], an extension of their earlier work in [99], 
combined global Horn and Schunck’s approach with the local Lucas–Kanade method to 
introduce the combined local-global (CLG) system for optic flow estimation. The CLG 
system uses the minimisation of the energy functional to compute the optic flow field. The 
system combines the dense flow fields of Horn–Schunck with the high noise robustness of 
Lucas–Kanade. Euler–Lagrange equations are implemented to minimise the energy function 
for the recovery of the optical flow field. Higher frequencies on coarser grids are the 
representation of lower frequencies on the finest grid, where they can be amply reduced. The 
system, through a multi-grid approach, delivers accurate results much faster. The optical flow 
estimation was regularised by Xiao et al in [103] through a flexible multi-cue driven adaptive 
bilateral filter. Even with highly desirable motion discontinuities the filter is able to compute 
the smoothly varying optical flow field. A two step, filter based updating model is applied on 
the conventional one step variational updating model. The occlusion detector detects the 
occlusion area by exploiting the natural property of the occlusion between two frames. The 
data and occlusion energy is balanced by the occlusion term in the variational framework. 
The multi-cue driven bilinear filter containing occlusion function and a one dimensional 
Gaussian substitutes the conventional anisotropic diffusion tensor in the variational 
framework. The multi-cue driven bilinear filter disables the influence of the occluded region 
completely during the diffusion process and also reduces the influence based on motion 
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dissimilarity. The system produces accurate optical flow field and performs effective 
occlusion handling. 
 McCane et al generated motion fields in [104] from polyhedral subjects using real 
scenes. A test data set is proposed to benchmark the optical flow methods containing 
complex synthetic sequences and natural sequences with ground truth. The ground truth of 
synthesised motion fields is obtained through tracing the ray of two adjacent frames. The 
method used is proposed by Mason et al in [105]. The 3D location of the intersection, the 
corresponding pixel location and the subject is recorded when a ray collides with an subject. 
Each subject and each subject-ray intersection is applied with a transformation. The new 
pixel location is yielded geometrically. The ground truth motion vector is computed through 
subtraction. The quantitative evaluations of the synthetic and natural sequences achieved are 
relatively consistent. Dalal et al developed a human/person detector in [106] combining 
motion/appearance descriptors with histograms of oriented differential optical flow to detect 
stationary and moving humans. Several motion coding methods are applied on data sets 
containing video sequences of human subjects with possible background and camera motion. 
The Histogram of Oriented Gradients (HOG) descriptor [107] is used to compute the visual 
appearance thus covering the stationary part of the person detector. Motion boundary coding 
is performed through Motion Boundary Histograms (MBH). The local orientations of motion 
Edges are captured by imitating the stationary image HOG descriptors. The calculation of 
relative limbs’ movement is performed using Internal Motion Histogram (IMH) descriptor.. 
A spatiotemporal differencing scheme is evaluated to compute the image intensity. Optical 
flow is implemented using a simple constant brightness assumption. A robust descriptor is 
obtained through oriented histogram voting by motion and appearance channels. The overall 
performance is improved when the features are used in combination with static appearance 
descriptors. The analysis of convergence results for the Horn and Schunck optical-flow 
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estimation method are presented by Mitiche et al [108]. The exercise of linear system of 
equations ordered to make definite symmetric positive matrix is performed explicitly. The 
exercise results in convergence of the iterative point-wise and block-wise Gauss–Seidel and 
relaxation approaches. The correspondence of block Jacobi, Gauss–Seidel, and relaxations 
approaches to the tri-diagonal block decomposition of the matrix also shows the convergence. 
Wedel et al in [109] proposed an improvement variant of Zach et al’s [110] method for the 
original duality based TV-L1 optical flow. The total variation (TV) regularization is employed 
to preserve discontinuities in the flow field. The intensity value artifacts due to illumination 
changes are modelled through a structure-texture decomposition approach. The approach is 
based on an assumption of shadows appearing only in structural part, which includes the 
main large subjects. The total variation based model of Rudin et al in [111] for image de-
noising is used to accomplish the structure-texture decomposition. An image is observed as 
structural and textual content. It correlates to main large subjects and fine scale details. The 
convergence to unfavourable local minima is avoided by employing a coarse-to-fine 
approach embedded with the energy minimisation method. The improvements increase the 
accuracy of the optical flow estimation considerably.  Brox et al in [112] & [119] combined 
the advantages of energy minimization methods and descriptor matching strategies to 
perform optical flow estimation with large displacements. The hierarchical segmentation of 
the image is used to extract regions as a better image coverage is rendered by the hierarchical 
segmentation. Regions correspond highly with separately moving structures than 
conventionally used blobs or corners. A sparse set of hypotheses for correspondences on 
regions is obtained through descriptor matching. In order to compute a dense accurate flow 
field, these correspondences from sparse descriptor matching are integrated into a variational 
scheme to influence the variational approach. Local information from the raw image data and 
a smoothness prior is combined with it to avoid the local optimization to get stuck in a local 
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minimum underestimating the true flow. The local optimization to the correct large 
displacement is achieved through global nearest neighbour matching. Exploiting image 
information compared to the interpolated point correspondences yields an accurate flow field. 
Line and optical flow histograms were used in [113] by Ikizler et al to present a concise 
illustration for human action recognition. The dense optical flow representation and global 
temporal information together with shape descriptors based on the distribution of lines is 
employed. Canny edges are implemented to calculate the probability of boundaries. The 
densest region of high response features is identified to localise human figures and the Hough 
transform is applied to fit straight lines into the boundaries. Orientations and spatial locations 
are processed with histogram to put together spatial information of the human body. A dense 
block based optical flow is extracted through previous frame matching. Orientation 
histograms of these optical flow estimates are generated. The performance of the algorithm is 
further enhanced by a simple feature i.e. the overall velocity of the subject in motion. The 
algorithm reduces classification time substantially. 
 Sun et al in [114] presented a complete probabilistic model of optical flow. The model 
encompasses spatial statistics, brightness inconstancy statistics and the relationship between 
flow boundaries and the image intensity structure of the flow field. The steered derivatives of 
optical flow are modelled. First model of spatial smoothness is achieved on the assumption of 
flow fields being independent of the reference image. The Steerable Random Field model 
[115] is generalised to a steerable model of optical flow by capturing the oriented smoothness 
of the flow fields. Before training the model, a Gaussian scale mixture (GSM) [116] 
representation is employed for empirical determination of scales and global variance. A 
further generalization of the constancy assumptions (gradient constancy and brightness 
constancy) is proposed. The constancy of responses to several general linear filters 
(derivative filters and Gaussian smoothing filter) is modelled. The generalized data term with 
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the steered model of flow improves performance substantially. Regularisation is applied in 
the images in [117] to compute scene flow by Vedula et al. The motion at every point in the 
scene is represented by a 3D flow field. Scene flow computation is based on assumption of 
optical flow calculation for each camera initially. Three different ways are discussed to 
combine optical flows i.e. known scene geometry from single camera, known scene geometry 
from multiple cameras and unknown scene geometry from multiple cameras. Scene flow 
from single camera is mainly computed for theoretical interest. Unknown scene geometry 
from multiple cameras helps constraining scene structure from the inconsistencies in multiple 
optical flows. In the known scene geometry from multiple cameras, the geometry of the scene 
is contained in the volume and is segmented into voxels. The voxel coloring algorithm [118] 
is applied to calculate the occupancy of each voxel. Various images are projected by each 
voxel. The occupancy of each voxel also depends on the consistency of measurements from 
the various images. In the unknown scene geometry from multiple cameras, the measure of 
likelihood for each voxel is calculated. The co-planarity measure is not greatly influenced by 
outliers therefore the visibility is ignored. The method can be further developed by arranging 
camera to compute efficient scene flow. In [120] Chaudhry et al used a histogram of oriented 
optical flow (HOOF) to represent each frame of a video and performed classification of 
human action recognition through HOOF time-series. HOOF features are non-Euclidean. The 
HOOF features are independent of the scale and the direction of motion. System parameters 
are learnt using kernels on the original histograms. The temporal evolution of HOOF features 
is modelled using Non-Linear Dynamical systems (NLDS). The Binet-Cauchy trace kernel 
for NLDS is computed as “the expected value of an infinite series of weighted inner products 
between the outputs after embedding them into the high-dimensional (possibly infinite) 
space” [120]. Different actions are classified by exploiting the temporal evolution of these 
histograms. This is based on an assumption of each action inducing a time-series of HOOF 
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with specific dynamics and different action inducing different dynamics. The comparison on 
the dynamics of HOOF time series is performed for action recognition. The application of 
HOOF features framework yields significant results. Optical flow was applied in [121] as a 
feature to extract information by Andrade et al from the crowd video data to build an event 
detector for emergencies in crowds. The adaptive mixture of Gaussians is implemented to 
model the background. A Gaussian spatio-temporal filter is implemented to reduce noise. The 
resulting mask is then used with the optical flow estimation. The robust dense optical flow 
algorithm by Black et al [122] is implemented to compute optical flow estimates. Smooth 
optical flow estimates are achieved at the motion boundaries. A median filter is applied for 
further noise reduction and to reduce flow vectors in the model. This reduced observation 
noise and only flow vectors inside foreground subjects are analysed. The optical flow features 
are encoded with Hidden Markov Models to allow for the detection of emergency or 
abnormal events in the crowd. Díaz et al presented a hardware implementation of the optical 
flow estimation in [123] through a pipelined optical flow processing system based on a field-
programmable gate array (FPGA) device. It allows change of configuring parameters to adapt 
the sensor to illumination conditions. The design of circuit included a customised digital 
signal processing system in a single chip of high computational power. It is built on pipeline 
resources and comprehensive intrinsic parallelism. Frames are received through the camera 
and stored in memory banks. Smoothing is applied through Spatial Gaussian filter. Temporal 
derivation and spatio-temporal smoothing of images is performed via the infinite-impulse-
response (IIR) temporal filter. After the calculation of spatial derivatives least square 
matrices are computed for the estimation of integration of neighbourhood velocities. Finally 
velocity estimation is performed through arithmetic operations using a customized floating-
point unit. The computation bit width increases throughout the pipeline structure. The 
62 
 
computing scheme can be further altered to improve the design as the modularity of the 
system enables it do so.  
 
4.2 Discussion 
 Most of the currently implemented approaches have strong resemblance with Horn 
and Schunck’s original method of optical flow estimation. The original algorithms of Horn 
and Schunck and Lucas-Kannade are both very competitive with respect to adequate 
implementation. The introduction of coarse-to-fine estimation solves the issues of filter 
constancy of high order as larger displacements. Illumination changes have been reduced to 
an acceptable extent. Other added functionalities include bi-cubic interpolation based 
warping, temporal averaging of image derivatives and graduated non-convexity to minimize 
non-convex energies.  
 
4.3 Implementation of Optical Flow Estimation 
 A wide variety of approaches have been presented to cater for the extraction of 
motion analysis from image sequences in the field of computer vision. Optical flow is the 
illusion of motion generated by the brightness patterns within an image scene. Relative 
motion between the subject and the observer produces optical flow. The optical flow can be 
computed using various approaches. The velocity vector fields represent the optical flow 
once it is computed. The image intensity conservation based approaches have attracted 
greater attention in order to enhance computational efficiency.  
 Several algorithms dealt with the issue of the inherent aperture using the idea of 
brightness constancy assumption and applied additional suppositions to build an optical flow 
estimate. Lucas and Kanade in [125] applied a constant motion model for parameter solution 
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over image regions to deal the with the aperture problem. The functional minimisation using 
mathematical tools from calculus was first employed by Horn and Schunk in [124] to solve 
optical flow problems. The idea of solving dense global optical flow fields was introduced by 
their pioneering work. They presented a quality function with two terms: deviations from the 
brightness constancy equation is penalised by a data term and variations in the flow field is 
penalised by the smoothness term. Many approaches with improvements have been presented 
using their work.    
 The optical flow computation via several methods over a video sequence in computer 
vision has been widely used in various applications especially in surveillance related 
implementations and motion detection etc. Several algorithmic implementations need to be 
efficient enough to be used in real time applications. Typical optical flow approaches are less 
efficient when it comes to implementing them as there is a significant amount of computation 
and memory use as well as time. Despite much research effort invested in addressing optical 
flow computation it remains a challenging task in the field of computer vision. The following 
implementations of few of the most common optical flow approaches have been applied to 
discuss the efficiency and accuracy including the approach with the use of median filtering.  
 
4.3.1 Optical Flow Computation 
 The typical methods for optical flow computation use images at time t and t + ∆t 
through Taylor series. Spatial and temporal derivatives are employed. The intensity of each 
of the voxel in a given image I is represented as: 
TU, V, W                                                               (4.1)  
Using the assumption of constant image intensity of each visible scene point over time, we 
can deduce the following: 
X, Y,   X . PX, Y . PY,  . P                                     (4.2) 
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We can develop the Taylor series based on assumption of movement to be small; 
X . PX, Y . PY,  . P  X, Y,  . Z[Z\PX . Z[Z]PY . Z[Z+P . ^. `. ".     (4.3) 
Where higher order terms are represented by one term as H.O.T. H.O.T can be ignored: 
 Z[
Z\PX . Z[Z]PY . Z[Z+P  0                                                  (4.4) 
Dividing by P: 
Z[
Z\
a\
a+ . Z[Z]a]a+ . Z[Z+a+a+  0                                                   (4.5) 
This results in: 
Z[
Z\b . Z[Z]b . Z[Z+  0                                                     (4.6) 
 Velocity components of optical flow associated with the observed voxel are 
represented by b and b with respect to X-axis and Y-axis. The derivatives of the image at 
X, Y,  is represented by  cdc , cdc  and  cdc. Which can also be represented by ,  and . 
 e b .  e b  !                          (4.7) 
Equivalently 
fg e bhi  ! 
 
4.3.2 Lucas Kanade Optical Flow Computation 
 Lucas Kanade’s method of optical flow calculation [125] is based on dividing image 
into patches and computing optical flow estimates for each of them thus making it a 
local/sparse method. It is essentially a differential two frames algorithm as it requires 
minimum number two frames to function. The algorithm also presents the hypothesis of 
uniform velocity for all the pixels in the neighbourhood. Using a m x n window (m > 1) 
centered at the pixel P we can deduce the following: 
-b . -b  !- 
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>b . >b  !> 
j 
 @b . @b  !@                                                   (4.8) 
This can be rewritten in the form of matrices: 
kl
lm
- -> >j j@ @n
oo
p
 qbbr   kl
lm
!-!>j!@n
oo
p
                                                (4.9) 
Using the least squares methods a possible solution could be given as shown in the following: 
qbbr   s
∑t H ∑tt∑tt ∑t H u

s!∑tt!∑ttu                                  (4.10) 
For a given window the equation 4.7 can be rewritten with the sums running from i =1 to n: 
v, w  xv . w . H X Y                                      (4.11) 
 The integration is performed with respect to the dimension of the window. Using the 
assumption of uniform velocity all over window with non dependence of u and v on dx and 
dy, we can deduce the following system:  
v x H X Y . w x   X Y . x  X Y  0                      (4.12) 
w x H X Y . v x   X Y . x  X Y  0                      (4.13) 
Several parameters need attention in terms of tuning in order to obtain results at adequate 
levels and to reduce noise.  
• Window Size: As the algorithm is based on the hypothesis of uniform velocity for all 
the pixels in a given window of size m x n. This means the size of the window can be 
chosen as direct consequence, the density of optical flow vectors. 
• Threshold: In order to reduce the noise content between two frames the size of the 
temporal derivative of a pixel can be chosen to distinguish its movement. A temporal 
derivative of a pixel less than threshold will determine the non-movement of the pixel.  
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• Smoothing: Gaussian smoothing is represented by a matrix with the width of w x w, 
where w is the neighbourhood window. It is used in order to weight the sums in 
equation 1.9 such that the components far from the central pixel count less than those 
that are closer. 
yz
{z|{  ! Q}H~e e 
t,,->,,->
>e>                              (4.14) 
Where G represents the standard deviation in the above Gaussian function. The pixels far 
from the center can be considered in terms of their importance depending on the value of 
the G. A video sequence with large spatial derivatives yields numerical problems of stability 
issues, as the algorithm deals with very small and very large numbers in the case of large 
spatial derivatives.    
 
 
Figure 4.1 Two adjacent frames from fall action sequence 
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Figure 4.2 Lucas-Kannade Optical Flow of two adjacent frames in Figure 4.1 
Figure 4.2 shows the representation of optical flow computation of two consecutive 
frames shown in figure 4.1. There is apparent noise in the representation, which seems to be 
part of the motion of the subject as well as the background. The overall optical flow 
representation requires further post processing to yield a better optical flow representation.  
 
4.3.3 Horn-Schunk Optical Flow Computation 
The use of variation methods was initiated by Horn and Schunk [124] for optical flow field 
computation. This approach presents a global constraint of smoothness over the optical flow 
field computation. The global energy function is formulated for the optical flow field. The 
energy function is minimised. The energy function presents two assumptions: constancy 
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imposed over the grey image by the grey value constancy (this means grey value of the image 
is not variable over time) and global smoothness of optical flow field. An additional 
assumption was presented in this approach in the form of a constraint. The variation in the 
optical flow remains smooth and, therefore, velocity components in the neighbourhood are 
uniform. The energy function can be presented as; 
min,   v, w X Y                                          (4.15) 
Where    
   . J                                                       (4.16) 
v, w  v . w . H                                          (4.17) 
 is the data term and   is a regularization term. The parameter J is a positive scalar 
quantity to trade off the goodness of   with . This relates to a standard choice of  to be 
the following isotropic regularisation term. 
v, w  H |fv|H . |fw|H                                            (4.18) 
Two elliptic partial differential equations can be derived using variation calculus. 
J∆v ! <v . w . =  0                                          (4.19) 
J∆w ! <v . w . =  0                                          (4.20) 
The two velocity components u and v make this coupled system of equations symmetric. The 
equations can be simultaneously solved to determine the coupling effect. The following 
Gauss-Seidel relation is suggested in this approach.   
vKE  vK !  d\Ed]Ed+Ed\>Ed]>                                                (4.21) 
wKE  wK !  d\Ed]Ed+Ed\>Ed]>                                                (4.22) 
Where k is the iteration counter, v and w are average of the neighbouring points to u and v. 
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Figure 4.3 Two frames from fall action sequence 
 
 
Figure 4.4 Horn-Schunk Optical Flow of two frames in Figure 4.3 
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 Figure 4.4 shows the representation of optical flow computation of two frames shown 
in figure 4.3. Noise seems to be apparent in the representation which seems to be part of the 
motion of the subject as well as the background. The overall optical flow representation is 
requires further post processing to yield a better optical flow representation. 
 
4.3.4 Optical Flow Computation using Variational 
Approach 
 
Brox et al in [91] implemented a novel variational approach containing an energy 
function based upon three assumptions: gradient constancy, brightness constancy and spatio-
temporal smoothness constraint to preserve discontinuity. The approach is minimised with a 
numerical methods and is an integration of earlier published ideas. The use of warping is also 
known as coarse-to-fine technique. This idea is used to compute the non-linearised optical 
flow in image registration. The image correspondence issues are solved through a multi-
resolution method. To measure the displacement vector, some small variations are allowed in 
the grey value through invariant criteria called gradient of the image grey value. Multi-scale 
ideas are applied to cater larger displacements. Using these assumptions, an energy function 
is derived that penalises deviations from these model assumptions.  
 Let x = (x, y, t) T and w = (u, v, 1) T , the global deviations from the grey value 
constancy assumption and the gradient constancy assumption are measured as; 
v, w   |x . w ! x|H . |fx . w ! fx|H X               (4.23) 
where γ represents a weight between both assumptions. An increasing concave function Ψ(s2) 
is implemented as outliers can impose influence on the estimation due to quadratic penalisers. 
It leads to a robust energy function; 
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v, w   |x . w ! x|H . |fx . w ! fx|H X              (4.24) 
A piecewise smooth flow field generalises the smoothness assumption through a smoothness 
term.  
v, w   |fv|H . |fw|H X                                (4.25) 
The spatio-temporal smoothness is performed using assumption based on spatio-temporal 
gradient f  X, Y, . The total energy function is the weighted sum of the data term 
and the smoothness term: 
v, w   . J                                              (4.26) 
 Numerical methods including Euler-Lagrange equations and Taylor expansions are 
applied based on two nested fixed point iterations. The coarse-to-fine technique as single 
minimisation problem is developed. Energy functions are minimised in image registration 
through multi-resolutions. The angular errors are significantly small for optical flow 
estimation due to parameter variations insensitivity. 
 
4.3.5 Optical Flow Computation combining Classical 
Formulations with Modern Optimising Techniques  
 The accuracy of optical flow estimation algorithms has improved gradually as is 
evident from the results on the Middlebury optical flow benchmark [126]. The classical 
optical flow approaches in combination with modern optimization and implementation 
techniques perform well. The algorithm described in [130] by Sun et al is implemented to 
calculate accurate optical flow estimate. A baseline method is devised which is termed as 
“classical”. The classical method is based on original Horn-Schunk formulation. The method 
and model is systematically varied using different state of the art techniques.  
The classical optical flow subject function in its spatially discrete form is defined as; 
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v, w  ∑ 2F 
, | ! H<
 . v&,Q, | . w&,Q= .  ¡F¢<v&,Q ! v&E,Q= . F¢<v&,Q !&,Q
v&,QE . F¢<w&,Q ! w&E,Q= . F¢<w&,Q ! w&,QE=£3                          (4.27) 
“where u and v are the horizontal and vertical components of the optical flow field to be 
estimated from images I1 and I2,   is a regularization parameter, F and F¢ are the data and 
spatial penalty functions respectively. Three different penalty functions are considered: (1) 
the quadratic HS penalty FX  XH; (2) the Charbonnier penalty FX  √XH . 4H [99], a 
differentiable variant of the L1 norm, the most robust convex function; and (3) the Lorentzian 
FX  ¥M 1 . >H>, Note that this classical model is related to a standard pair-wise 
Markov random field (MRF) based on a 4-neighborhood.”[130] 
 
4.3.5.1 Baseline Method 
 The structure texture decomposition method by Rudin-Osher-Fatemi (ROF) in [132] 
is applied following the approach in [131] to cater for lighting variations. The input 
sequences are pre-processed and texture and structure components are linearly combined 
(20:1 proportion). The parameters’ setting is followed according to the description in [131]. 
 A standard incremental [99] [133] multi-resolution approach is applied to compute 
optical flow fields with larger displacements. The optical flow estimation at coarse level is 
used to warp the second image toward the first at the next finer level. The flow increment is 
computed between the warped second image and the first image. The value of standard 
deviation of the Gaussian anti-aliasing filter is set to be 

√H where d is the down-sampling 
factor. Every level is down-sampled recursively from its nearest lower level. The down-
sampling factor of 0:8 in the final stages of optimisation, is used according to the settings in 
[114] during the construction of the pyramid. The number of pyramid levels is established 
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adaptively in such a way that the top level has a width or height of around 20 to 30 pixels. 
The flow increment is calculated at every pyramid level by using 10 warping iterations.   
 The data term is linearised at every warping step that contains the following type of 
computing terms; 
c
c H
 . v&,QK , | . w&,QK                                                (4.28) 
where 
c
c represents the partial derivative in the horizontal direction, vK and wK are the 
current optical flow estimates at iteration k. A 5-point derivative filter 

H z!1 8 0 ! 8 1{ is 
applied to calculate the derivatives for the second image. Current optical flow estimate 
through bi-cubic interpolation is applied to warp the second image and its derivatives toward 
the first [131]. The spatial derivatives of the first image are calculated and averaged with the 
warped derivatives of the second image [134]. 
cd>
c  is replaced with it. The corresponding 
spatial and temporal derivatives of pixels moving out of the image boundaries are set to zero. 
A 5 x 5 median filter is applied for the removal of outliers from the calculated optical flow 
fields after each warping iteration [131]. A graduated non-convexity scheme [135] [99] is 
used for the Charbonnier (Classic-C) and Lorentzian (Classic-L) penalty function. A 
quadratic subjective is linearly combined in varying proportions with a robust objective, from 
fully quadratic to fully robust. A single regularization weight λ is used for both the quadratic 
and the robust objective functions as opposed to [114].  
 
4.3.5.2 Development of Baseline method into Improved 
Model 
 The median filtering heuristic can be further formulated as an explicit objective 
function. An over-smoothed result is achieved when median is computed on a neighbourhood 
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centered on a corner or thin structure which is dominated by the surrounding. This can be 
resolved through the examination of the non local term. For a given pixel, if other pixels in 
the area, belonging to the same surface, are known then they can be assigned higher weights. 
The introduction of a weight factor into the non local term imposes the modification to the 
objective function [136] [137]: 
∑ ∑ &,Q,&§,Q§ v¨&,Q ! v¨&§,Q§ .  w¨&,Q ! w¨&§,Q§ &§, Q§©ªt,&,Q                          (4.29) 
Where &,Q,&′,Q′ shows the highly likely relationship of 
 ′, | ′ to the same surface as 
, |. &,Q,&′,Q′  
can be approximated. The weights are defined according to their colour value distance, 
spatial distance and their occlusion state [138] [103] [139] as: 
&,Q,&§,Q§  « XR ¬!  &&§ 
>E QQ§ >
H-> !
 d&,Qd&§,Q§ >
H>> ­
&§,Q§
&,Q  ,                          (4.30) 
Eq. (22) in [138] is used to compute the occlusion 
, |. 
, | is the colour vector in the lab 
space, G = 7 and GH = 7. Higher weights represent the brighter values. In [141] the 
intervening contour defines affinities among neighbouring pixels for the local Lucas and 
Kanade algorithm [125]. Only the motion of sparse points is estimated using this scheme and 
dense optical flow field is then interpolated. Eq. 4.30 is solved approximately using the 
formula (3.13) in [140] for v¨ and w¨ as the following weighted median problem; 
min®t, ∑ &,Q,&§,Q§ v¨&,Q ! v&§,Q§ &§, Q§©ªt,¯2&,Q3 ,                                  (4.31) 
 The method Classic+NL-Full is for all the pixels. The solution becomes the median 
only in the case of all weights being equal. The faster version of this method without 
accuracy loss can be adopted. Motion boundaries can be detected for a given current optical 
flow estimate using a Sobel Edge detector. These edges can be dilated with a 5x5 mask to 
compute optical flow boundary regions. The weighting in Eq. 4.30 is applied in these regions 
using a 15x15 neighbourhood. Equal weights are applied to calculate the median in the non 
boundary regions using a 5x5 neighbourhood.  
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Figure 4.5 Two frames from fall action sequence 
 
 
Figure 4.6 Optical Flow of two frames in Figure 4.6 
 Figure 4.6 displays the representation of optical flow computation of two frames 
shown in figure 4.5. The representation shows very accurate vector magnitudes and direction. 
The approach caters for the larger movements appropriately. The overall representation is 
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quite easy to draw a general estimate of optical flow field. There is hardly any noise in the 
representation. The overall optical flow representation is quite accurate. 
 
4.4 Fall Detection Evaluation using different types of 
Feature Representation  
 Using simulated falls from [148] and some video sequences from our own dataset 
under supervised conditions and other actions as non falls from KTH dataset [155], the ability 
to distinguish between falls and non falls (other actions) was analysed and compared against 
two other approaches. Data analysis in terms of feature representation through descriptors 
was computed and classification was performed using MATLAB. The dataset of fall actions 
included; forward falls, backward falls and lateral falls left and right, performed with legs 
straight and flexed. An evaluation is performed using HOG3D, MHI and HOF for fall 
detection to analyse the results and draw the accuracy levels. 
 
4.4.1 Descriptors 
4.4.1.1 HOG3D 
Three dimensional histogram of oriented gradients (HOG3D) is used in our evaluation 
as one of the descriptors for feature representation. It was proposed by Klaser et al [149]. The 
descriptor is based on histograms of 3D gradient orientations. It is also regarded as an 
extension of Scale Invariant Feature Transform (SIFT) descriptor [150]. An integral video 
representation is used to compute the gradients. The spatio-temporal gradients are uniformly 
quantised through regular polyhedrons. A combination of shape and motion information at 
the same time is used by the descriptor. A nx x ny x nt cell scheme is used for a given 3D 
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patch. Normalisation is performed after concatenation of gradient histograms of all cells. The 
implementation is used from [151] and recommended parametric settings are applied. The 
number of spatial and temporal cells nx = ny = 4 and nt = 3, descriptor size ∆x (σ) = ∆y (σ) = 
8σ, ∆t (σ), ∆t () = 6 and the polyhedron type for quantizing orientations used is 
“Icosahedrons”. [152] 
 
4.4.1.2 MHI 
 MHI is a Motion-History Image formed to represent as how motion evolves. H 
represents pixel intensity as a function of the temporal history of the motion at that point in 
an MHI. A simple replacement and decay operator is used: 
°^X, Y,   ¬                                                 
 ±X, Y,   1  max0, °^X, Y,  ! 1 ! 1   
,                   (4.32) 
 Where ±X, Y,  is a binary image sequence indicating regions of motion. The more 
recent motion pixels show brighter levels in a resulted scalar-valued image. The MHI can be 
thresholded above zero to generate Motion Energy Image (MEI). The direction of the motion 
in MHI is implicitly represented. Therefore the relation between the construction of the MHI 
and the direction of motion is important. A statistical description of the MHI is computed 
using moment based features. The settings in [153] are applied to achieve suitable shape 
discrimination in a translation and scale invariant manner. The MHI is flatten into a feature 
vector as the representation of the video sequence.   
 
4.4.1.3 HOF 
 An accurately estimated optical flow from video sequence is one of the best ways to 
extract motion. A HOF descriptor is used following the approach in [154] and [152] by 
Laptev et al and Wang et al respectively. The image sequence is divided spatially and 
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temporally into sub regions as the number of spatial and temporal cells nx = ny = 3 and nt = 2. 
The number of bins used in each region is 5. The total length of the descriptor is 90. 5-bin 
optical flow histograms (HOF) are computed. Normalized histograms are concatenated. The 
two dimensional histogram is calculated for each segment. The HOF descriptor settings are 
followed as described in [152], [151]. There is resemblance between HOF and HOG  
 
4.4.2 Experimental Setup 
 The datasets used for the evaluation is described below. The features are computed 
using three types of descriptors described above. The feature based classification is 
performed using support vector machine (SVM). 
 
4.4.3 Data Sets 
 We used two datasets. A very well-known dataset “KTH” and the other data set were 
taken from [148] and [154]. We also added some video sequences of our own simulated fall 
action.  
 
4.4.3.1 KTH Dataset 
 There are six different types of human actions in the KTH dataset: jogging, walking, 
hand waving, hand clapping, boxing and running. 25 subjects perform each action several 
times. The video sequences contain four different scenarios: indoors, outdoors, outdoors with 
different clothes and outdoors with scale variation. The background is fixed (static) in some 
sequences and homogenous in most. There are 2391 video sequences in total in the dataset. 
We used 100 sequences for the training set and 45 for the testing set. At least 10 video 
sequences were taken from each action class for the training set and 5 video sequences for the 
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testing set. The training and evaluation is performed on a SVM classifier and accuracy is 
computed as performance measure.  
 
4.4.3.2 Fall Action Data Set 
 There are fourteen different scenarios of human fall actions in the fall action 
dataset such as fall from walking, fall from sitting, fall from standing, backward fall, side 
way fall (left and right) etc. The background is static in all video sequences. Different 
subjects fall and the action is viewed from different viewpoints. The background is cluttered 
in the majority of the sequences including tables, chairs, etc. We have selected in total 46 fall 
video sequences for training set and 23 video sequences for testing with most of the fall types 
catered for. The training and evaluation is performed on a SVM classifier and accuracy is 
computed as performance measure.  
 
4.4.4 Experimental Results 
 Experimental results in a tabular form are presented for three descriptors we used. We 
have compared their accuracy.  
Table 4.1 System Detection Evaluation Results 
 HOF HOG3D MHI 
Accuracy 94% 82% 77% 
 
The HOF descriptor clearly achieved higher accuracy compared to HOG3D and MHI 
as shown in table 4.1. Figures 4.7, 4.9 and 4.11 show some of the images from the video 
sequences used from the fall action dataset and their respective estimated optical flow in 
figures 4.8, 4.10 and 4.12, which was used to compute HOF features.   
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Figure 4.7 Fall Image Sequences  
 
Table 4.2 System Detection Evaluation Format 
System                     Fall Action 
Detection        
Fall Non Fall 
Positive True Positive (TP) False Positive (FP) 
Negative False Negative (FN) True Negative (TN) 
 
The table 4.2 presents tabular definition of TP, FP, FN and TN.  
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Table 4.3 Evaluation Results 
System                     Fall Action 
Detection        
Fall Non Fall 
Positive 21 (TP) 3 (FP) 
Negative 2 (FN) 42 (TN) 
 
The table 4.3 shows the accuracy breakdown of our fall detection system. The fall 
detection system only detected 2 false negatives (FN) of fall action as non fall out of 23 
action fall sequences and detected only 3 false positives (FP) of non fall action as fall out of 
45 non fall action sequences. 
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Figure 4.8 Optical Flows of the last two frames of Fall Image Sequences in Figure 4.7 
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Figure 4.9 Fall Image Sequences 
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Figure 4.10 Optical Flows of the last two frames of Fall Image Sequences in Figure 4.9 
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Figure 4.11 Fall Image Sequences 
 
 
Figure 4.12 Optical Flows of the last two frames of Fall Image Sequences in Figure 4.11 
We use a set of following criteria described in [156] to evaluate our system, including 
sensitivity and specificity. 
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Table 4.4 Final System Performance  
 
Accuracy 94% 
Sensitivity 91% 
Specificity 93% 
 
4.5 Discussion 
 Significant statistical improvements that lead to state of the art accuracy levels can be 
achieved through mere key adjustments. The application of median filter heuristics to 
intermediate optical flow estimates during warping and incremental estimation has shown 
fruitful results. Therefore this heuristic is of prominent interest as it has added robustness to 
the methods and improved the overall accuracy. It also enhanced the accuracy of the 
recovered optical flow fields, thus increasing the overall energy of the objective function. The 
new term integrates information over large spatial neighbourhoods robustly. The idea of 
outlier removal through median filtering after incremental estimation has shown very 
encouraging results. Not only is the energy of the final output of the optical flow estimation 
amplified through median filtering, but also median filtering has improved the overall 
accuracy by reducing noise in the flow estimates after warping iteration. The connections 
between median filtering and de-noising can be further exploited and large region of spatial 
neighbourhood can be regularised.       
 The challenges for optical flow algorithms focus on factors like motion discontinuities 
and large displacements etc. Solid progress has been made in the field of optical flow 
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estimation. Current methods applied on the Middlebury optical flow benchmark [126] show 
higher levels of accuracy. Most optical flow approaches are built on specific data term, prior 
term, and optimization procedure for the flow field computation. The algorithm must be able 
to deal with the aspects involved in making the optical flow complex and inherently 
ambiguous. The aspects make the optical flow intrinsically ill-posed such as texture-less 
regions and the aperture problem. Suitable penalty functions are required for prior and data 
terms to deal with factors like occlusions, noise, non-rigid motion and motion discontinuities. 
Optimisation procedures falling into local minima due to small subjects and larger 
displacement require attention. Furthermore illumination changes, motion blur, mixed pixels 
etc are some of the other commonly know aspects. 
 Most of the currently implemented approaches have strong resemblance with Horn 
and Schunck’s original method of optical flow estimation. The original algorithms of Horn 
and Schunck and Lucas-Kannade are both very competitive with respect to adequate 
implementation. The introduction of coarse-to-fine estimation solves the issues of filter 
constancy of high order as larger displacements. Illumination changes have been reduced to 
an acceptable extent. Other added functionalities include bi-cubic interpolation based 
warping, temporal averaging of image derivatives and graduated non-convexity to minimize 
non-convex energies. The above described added functionalities permit to implement 
optimised models. Also the neighbours in a broadened image block can be weighted 
adaptively. Surfaces and boundaries can be further explored in the temporal domain to extract 
additional explicit explanations. Using classical formulation and going beyond can yield 
advanced growth.  
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Chapter 5 
Conclusion  
5.1 Conclusions 
We have addressed several issues in human fall action detection analysis using optical flow 
estimation. The thesis is composed of two essential parts. An overview of fall action 
detection and optical flow estimation at the levels ranging from fundamental approaches to 
higher abstraction techniques in chapter 2 and chapter 4, the implementation of optical flow 
computation algorithms and using the most accurate algorithm of optical flow for fall 
detection evaluation in chapter 4. Chapter 2 contains our contribution of a detailed survey of 
currently implemented approaches and techniques for fall detection in all areas of research 
and industry including computer vision. Chapter 4 consists of our contribution of using 
optical flow technique for fall detection evaluation. In the following, we summarize the 
contents and findings of each individual chapter. 
Chapter 1 contained the introduction, motivation, our contributions and the structure 
outline of our research study. It introduced and described the facts and background of our 
research area “Fall Detection”.  Then we have described the motivation behind this research 
study using the available facts within our research area and industry. We have also briefly 
discussed the ongoing trends and frequency of research of our research area in the research 
community and industry.  We have also provided brief information about our contributions in 
the thesis. Finally we described the structure of thesis in an outline. 
Chapter 2 presented one of the contributions of our research study. We have 
presented a comprehensive survey of fall detection approaches and techniques used by the 
research community and the industry. Different types of fall action are introduced, followed 
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by the classification of fall detection methods into three categories i.e. Wearable devices, 
Ambient and Vision based. We have reviewed three different categories of fall detection 
approaches. At the end of the chapter, we have discussed, concluded and pointed out a way 
forward as the use of optical flow for the future research in the area of fall detection. This 
chapter has laid down an ideal foundation for our research study. 
Chapter 3 comprised of an overview of currently implemented background 
subtraction techniques. We initiated our research study with background subtraction as 
generally used procedure in surveillance related applications. The background subtraction can 
lead to minimised information for post processing for computational efficiency. We have 
implemented some of the background subtraction techniques and discussed their results. The 
dataset requirements in terms of lighting conditions, resolution and illumination changes etc 
were not met by our dataset once we constructed our dataset later in conjunction with the 
other datasets used in our research study. Therefore we haven’t used the background 
subtraction later in our research study.  
Chapter 4 presented our other contribution of this research study. We have described 
an overview of optical flow estimation techniques. We have implemented several optical 
flow estimation techniques such as Lucas-Kannade, Horn-Schunk, Variational approaches etc 
and discussed the quality of the results achieved. We have also recommended the technique 
built on classical formulations with modern optimising procedures that yielded the best 
quality of the experimental results. We have applied this recommended technique to 
demonstrate an evaluation of fall detection. We compared the experimental results achieved 
against the other techniques. The experimental results clearly demonstrated the superiority of 
our recommended approach in terms of higher achieved accuracy of 94%. 
 
5.2 Future studies 
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The analysis of fall detection can be further exploited for post processing. The fall 
action belongs to a category of actions which are not majorly intentional rather abnormal. 
The fact that fall is a natural but abnormal action draws greater deal of attention towards its 
complications. The study of such complicated actions can lay down ideal foundation for 
abnormal activity detection. This can further lead to perfect initiation of grounds for 
abnormal behaviour analysis in the area of surveillance, thus making the accurate automatic 
monitoring of such complex activities and behaviours possible in the real time industry 
applications. Despite the high accuracy achieved in our fall detection evaluation and 
experimental results, there are still few aspects that need further investigation. 
 
5.2.1 Fusion of Data  
The current surveillance research community and industry are focusing their research 
studies and applications using multiple cameras and multiple subjects. This requires further 
analysis of optical flow estimation techniques. Other than using visual information, audio, 
ultrasonic and infrared data can also be used to detect and analyse information especially in 
the area of surveillance as these additional sensors can provide significant and unique 
information. This stands out as one of the very complicated and challenging tasks in terms of 
fusion of data and its post processing. One of the problems in using such complicated and 
comprehensive data will be data fusion and standards to classify the use of information.  
 
5.2.2 Embedded Applications 
The optical flow estimation technique used in our experimental setup and evaluation 
does have higher memory requirements, thus adding to the computational load. 
Computational efficiency remains a very important criterion with respect to real time 
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applications within the industry. Further post processing analysis can be carried out to look 
for the factors affecting efficiency. Efficient approaches can be further exploited on suitable 
embedded platforms for experimentation. The optimised algorithms can be mapped using 
digital signal processing media processors to facilitate smart video surveillance e.g. accurate 
automatic surveillance in a care home etc. The system can be developed using standard 
hardware and simple technology for end user.  
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