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!(E(dk)/dt
!c =- 1<0
, 所以 , 在该稳定线上箭头向左 , 在该 稳 定





所以 , 在该稳定线上右箭头向下 , 在该稳定线左箭头向上。
4 结论
综合以上分析 , 对比确定环境封闭经济条件下的最优经





第三 , 当净出口为正时 , 不确定环境开放经济条件下模
型的均衡点同确定环境封闭经济条件下的均衡点相比位置
下移 ; 当净出口为负时 , 不确定环境开放经济条件下模型的
均衡点同确定环境封闭经济条件下的均衡点相比位置上移。
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图 1 净出路口为负时(k, c)空间动态变化图
图 2 净出路口为正时(k, c)空间动态变化图
摘 要: 连续属性的离散化在数据挖掘中有着非常重要的作用。本文从独立性角度考虑 , 提出一
种基于似然比假设检验的连续属性离散化方法 , 有效避免了 chi2 算法中的局限性并在统计模拟中取
得了良好的效果。
关键词 : 数据挖掘 ; 连续属性; 离散化; 似然比统计量 ; 假设检验















理 论 新 探
11








1.1 chi- merge 算法
早在 1992 年 Kerber 就提出了 chi- merge 算法 , 它是通
过 χ2 假设检验来确定相邻区间与类属性的概率分布是否独
立的。首先介绍一下这种算法中的 χ2 假设检验 :
设共有 N 个样本的样本集 , 类属性 d 有 l 个类 : d=7d1⋯ ,
d18; 待离散化的属性 ak, 将它的观测值从小到大排序 , 从中选
取候选断点构造 m 个初始区间 : 7I1,⋯ , Im8; 这 些 区 间 与 类 属

















它近似服从自由度为(m- 1)(l- 1)的 χ2 分布。
Chi- merge 算法框架是 : 设定显著水平 α下的 χ2 分布临
界值作为阀值 , 如果两相邻区间的 χ2 值小于阀值 , 接受原假
设 , 合并这两个区间。这样的合并过程一直进行到所有相邻
区间的 χ2 值都大于规定的阈值时停止。
由于在 χ2 假设检验中存在“如果 eij 小于某些最小值时 ,
chi- square 值的独立性假设检验是不可靠的”[3]的问题 , 因此 ,
该算法有一定的局限性 ; 另外 , 该算法在样本集比较大时离
散化的速度比较慢 [4]。针对这些不足 , Marc Boulle 提出了一
种改进的 Khipos 算法。
1.2 Khipos 算法
Marc Boulle 将 “小 于 某 些 最 小 值 ”视 为 一 种 约 束 , 并 在
文献[4]中将它定为 5。Khipos 算法的原理是通过 χ2 统计量最
小化待离散的条件属性和类属性之间的置信水平。具体的做
法是 : 在合并过程中 , 根据列联表中 eij 是否大于 5 将合并过
程分为两步 , 首先是在相邻区间中至少有一个期望频率大于
5 的范围内搜索最 优 的 候 选 断 点 , 此 时 合 并 的 根 据 依 然 是
chi- square 值; 其次是在剩下的受约束的那些区间( 即期望频
率全部小于 5 的区间) 中搜索 , 合并的依据不再是 chi- square
值而是它的置信水平 , 停止的标准是搜索所有受到约束的区
间直到置信水平不再降低为止。
可以看到 , 虽然 Khipos 算法解决了 chi2 算法中统计检
验不可靠的问题 , 但它仍然是以统计量为基础的。那么 , 是否
能够找到一种新的方法既能验证相邻区间与类属性的分布









!p(xi,yj)log p(xi,yj)p(xi)p(yj) ( 2)
如果两随机变量独立 , 有 I(X:Y)=0。在算法中以此来度












其中 , d 表示类属性 , I 表示初始区间。
在现实中完全独立的情况是很少的 , 所以可以通过假设
检验来确定 , 它小到哪个程度就可以认为是独立的 ; 而似然
比假设检验又不受 chi2 算法中假设检验不可靠问题的约束 ,
因此用它作离散化的处理方法是合理的。








!nij1n nnijni.n.j ( 4)




下 χ2 分布的临界值 , 当 T2<T
2
α






























特征的连续值排序 ; 为分裂或合并邻近区间寻找断点 , 构造
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初始区间之间包含的类属性的类别不同。
3.2 形成列联表
计算上述初始区间的频数 , 给这些区间编码为 I1, I2, ⋯ ,





设定为阀值 , 根据式 ( 4) 计算相邻两区间的似然比
统计量 , 如果似然比统计量小于阀值 , 那么这两个相邻区间
可以合并。
3.4 合并结果的修正








对算法的模拟 , 采用的是英国著名统计学家 R.A.Fisher
的 Iris( 鸢尾花 ) 样本集。该样 本 集 的 条 件 属 性 分 别 是 sepal
length in cm、sepal width in cm、petal length in cm、petal
width in cm, 类 属 性 有 3 类 :Iris Setosa、Iris Versicolour、Iris
Virginica, 每类各抽取 50 个样本组成了有 150 个样本的样本
集。在模拟时 , 笔者随机抽取 103 个样本组成训练集 , 剩下的
47 个样本作为测试集。
首先是对条件属性“petal length in cm”进行离散化。根
据步骤 1 形成了表 2 中的列联表。
设 定 显 著 水 平 为
0.05, 阀 值 T
2
0.05 (2)=5.99,
初 步 的 合 并 结 果 为 [1.1,
3)、[3,4.9)、[4.9,5)、[5,5.1)、
[5.1,5.2)、[5.2,6.9]。由于训





同理 , 将其它三个条件属性也分别离散化 , 离散化的结
果见表 3。
对上述离散化后的结果编码 1、2、3 等值 , 用 于 测 试 集




础。与 chi2 算法不同的是 , 本文选择的统计量不是 χ2 统计量
而是似然比统计量 , 因此 , 避免了 chi2 算法中因为期望频率
过小而造成假设检验不可靠的缺点 ; 并且在构造初始区间
时 , 不是将排序后的所有值作为候选断点 , 而是在排序后的
所有值中 , 选择能够使任意相邻的初始区间包含的类属性的
类别不同的点作为候选断点构造初始区间 , 因此提高了计算
速度 ; 另外 , 在合并过程中考虑到了过度拟合的问题 , 也使得
合并后的结果更为科学。
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表 2 条件属性“petal length in cm”
与类属性的列联表
数据来源 : 加州大学 UCI Machine
Learning 的数据库中 iris 样本集



































表 3 IRIS 样本集的属性离散化结果
条件属性
sepal length in cm
sepal width in cm
petal length in cm
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