




































O tratamento de conjuntos de dados de grande dimensão é uma questão que é recorrente nos 
dias de hoje e cuja tarefa não é simples, dadas as limitações computacionais, ainda, 
existentes. Uma das abordagens possíveis passa por realizar uma seleção de atributos que 
permita diminuir, consideravelmente, a dimensão dos dados sem aumentar a inconsistência 
dos mesmos. “Rough Sets” é uma abordagem que difere doutras técnicas de seleção de 
atributos pela sua capacidade de lidar com dados inconsistentes. Outra abordagem para 
redução de dados é conhecida como Análise Lógica de Dados (LAD). A Análise Lógica de 
Dados Inconsistentes (LAID) junta as vantagens destas duas abordagens. 
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Data Mining consiste num conjunto de processos e métodos destinados ao tratamento e 
análise de dados, procurando modelos, padrões, relacionamentos entre variáveis e validá-
los, aplicando esses modelos a novos conjuntos de dados. 
A existência de um grande volume de observações (registos), as quais pertencem a uma de 
várias classes (resultados possíveis) e que poderão ter associados muitos atributos ou 
caraterísticas, faz com que a dimensão do conjunto de dados seja tal que, mesmo 
computacionalmente, torne o seu tratamento extremamente moroso e pesado. É neste contexto 
que surgem os métodos de seleção de atributos (feature selection). O intuito é escolher, entre 
os atributos existentes, um conjunto mínimo que permita obter resultados o mais próximo 
possível dos resultados do conjunto inicial, removendo atributos que sejam irrelevantes e que 
poderiam originar modelos de menor qualidade. Estes processos de seleção aceleram os 
algoritmos de Data Mining, melhoram a precisão das previsões e facilitam a sua compreensão 
(KUMAR & MINZ, 2014). 
Quando o número de observações é muito menor que o de atributos, aumenta a dificuldade 
de todo o processo de extração de conhecimento, porque o espaço de pesquisa, normalmente, 
é escassamente povoado (matriz esparsa) (KUMAR & MINZ, 2014). Outros problemas 
prendem-se com a possibilidade de existir uma grande quantidade de atributos irrelevantes, 
redundantes, ou dependentes, e dados descontextualizados (noisy data). 
Existem várias técnicas de seleção de atributos, entre as quais estão os Rough Sets e a Análise 
Lógica de Dados (LAD), cada uma com as suas virtudes e defeitos. Da combinação destas 
duas técnicas, surge a Análise Lógica de Dados Inconsistentes (LAID), que vai buscar o 
melhor de cada uma das técnicas primárias (CAVIQUE et al., 2013). 
Dada a escassez de estudos e aplicação de técnicas de seleção de atributos a conjuntos de 
dados de grande dimensão (KUMAR & MINZ, 2014), o projeto de dissertação propõe-se 
colmatar esta lacuna e disponibilizar a implementação de um algoritmo de seleção, com 
avaliação dos resultados obtidos. 
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2. Seleção de atributos 
 
À medida que se dissemina o uso das TI no mundo empresarial, nas instituições oficiais e 
no dia a dia das pessoas, aumenta, de forma exponencial, a disponibilização de informação 
em todas as áreas do conhecimento humano. Apesar da grande evolução registada neste 
século, ao nível dos equipamentos informáticos, não tem sido suficiente para acompanhar as 
exigências de processamento dessa mesma informação digital. Para lidar com tamanho 
volume de dados é necessário a sua filtragem, através de algoritmos de pré-processamento. 
A seleção de atributos é uma das principais técnicas de pré-tratamento de grandes volumes 
de dados. Segundo Kumar e Minz (2014), a seleção de atributos é um processo que permite 
detetar os atributos relevantes num conjunto de dados e eliminar os irrelevantes, redundantes 
ou causadores de ruído (onde o valor original foi modificado, por exemplo, no caso de 
entrevistas, a existência de falsos testemunhos). Esta seleção acelera os algoritmos de Data 
Mining, aumenta a precisão na realização de previsões e melhora a compreensão dos 
processos. O problema agrava-se quando, no conjunto dos dados, o número de atributos é 
muito maior que as observações realizadas, originando um espaço de pesquisa mais esparso 
e dificultando a diferenciação do que é relevante por contraponto com o que é ruído 
(KUMAR, MINZ, 2014). Uma boa seleção de atributos permite facilitar o processo de 
aprendizagem e compreensão do domínio em estudo, obter melhores previsões, simplificar 
modelos e reduzir custos. 
Nos últimos anos, a seleção de atributos tem sido objeto de muitos estudos e artigos 
publicados. Tem sido aplicada em muitas áreas da atividade humana como na análise do 
ADN, deteção de perturbações, classificação de textos, ou músicas, tratamento de imagens, 
etc. (BOLÓN-CANEDO et al., 2013). Por consequência, surgiram muitos algoritmos de 
seleção, sendo difícil estabelecer um critério de avaliação dos mesmos. Entre os autores, é 
unânime concluir que não existe um método que possa ser considerado “o melhor”, 




2.1. Etapas do processo de seleção de atributos 
 
A seleção de atributos pode ser realizada segundo duas filosofias distintas (GUYON, 
ELISSEEFF, 2003): 
 Avaliação individual dos atributos, onde a cada atributo é atribuído um peso de 
acordo com a sua relevância; 
 Avaliação de um conjunto de atributos selecionados obtidos iterativamente segundo 
um critério definido. 
A avaliação individual não consegue remover atributos redundantes, porque tenderão a ter 
pesos semelhantes, ao contrário da avaliação de subconjuntos de atributos, que pode lidar 
com redundâncias, mas tem problemas inerentes à procura dos subconjuntos (BOLÓN-
CANEDO et al., 2013). 
Na opinião de Dash e Liu (1997), o procedimento típico de seleção de atributos é composto 
por quatro etapas (ver Figura 2.1): 
1. Procedimento heurístico de procura para selecionar um subconjunto de atributos, 
muito influenciado pelo método de escolha dos atributos e pelo ponto de partida; 
2. Avaliação do subconjunto de atributos gerado, por comparação com o subconjunto 
previamente obtido, que poderá ser independente de algoritmos de mineração ou ser 
dependente destes e recorrer a dados de treino; 
3. O processo é repetido até que se cumpra determinado critério de paragem definido, 
que poderá depender do número de iterações, do número de atributos escolhidos, se 
a alteração de algum atributo já não acrescenta valor, ou depender de alguma função 
de decisão (que poderá substituir a etapa de avaliação); 
4. Validação do subconjunto obtido, através de vários testes, por comparação com 
resultados previamente obtidos ou comparando com os resultados de métodos 
alternativos. 
A seleção de um subconjunto de atributos não é tarefa fácil, a começar pelo facto de, numa 
base de dados com n atributos, existirem 2n–1 subconjuntos diferentes não vazios (nC1+ 
nC2+…+ nCn). Pelo facto de o problema de seleção ter um crescimento exponencial com o 
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número de atributos, obriga ao uso de estratégias, que poderão ser exaustivas, sequenciais 
ou aleatórias (DOAK, 1992). 
 
 
Figura 2.1 – Processo de seleção de atributos com validação. 
(Adaptado de: DASH, LIU, 1997) 
 
A pesquisa exaustiva garante a solução ótima. O algoritmo Exhaustive Search examina todas 
as possibilidades no espaço de pesquisa, mas existem outros que, efetuam a pesquisa 
exaustiva numa determinada vizinhança, ou dentro de certos limites, como são o caso dos 
algoritmos Branch and Bound, Approximate Monotonicity with Branch and Bound e Beam 
Search (DOAK, 1992). 
Na pesquisa sequencial, são selecionados um ou mais atributos, num processo iterativo, onde 
o número máximo de iterações é O(n). A pesquisa sequencial é completa, fácil de 
implementar, mas pode não obter o subconjunto ótimo e o espaço de pesquisa é O(n2) 
(KUMAR, MINZ, 2014). Pode ter muitas variantes: a Forward Sequential Selection começa 
com o subconjunto vazio e adiciona um atributo de cada vez; a Backward Sequential 
Selection começa com o conjunto total de atributos e remove um atributo de cada vez; a PQ 
Sequential Selection adiciona atributos numa iteração e remove na seguinte; a Bi-Directional 
Search efetua duas pesquisas em simultâneo, por iteração, uma para adicionar um atributo, 
outra para retirar (DOAK, 1992). 
8 
 
A pesquisa aleatória parte da um subconjunto com atributos escolhidos aleatoriamente. 
Durante as várias iterações, a seleção pode ser completamente aleatória, ou sequencial, mas 
incluindo alguma aleatoriedade na escolha (KUMAR, MINZ, 2014). A aleatoriedade tem 
como objetivo conseguir-se escapar a mínimos locais do espaço de pesquisa (DOAK, 1992). 
A ordem do espaço de pesquisa é O(n2) (KUMAR, MINZ, 2014) 
No processo iterativo, após obter um subconjunto, há que avaliá-lo, para verificar se é melhor 
que o melhor subconjunto até então encontrado. Aqui, é essencial definir um critério de 
avaliação. Há que ter em conta que, um subconjunto pode preencher os requisitos de um 
critério e não os de outro (KUMAR, MINZ, 2014). Esta não é uma questão fácil, nomeadamente, 
se estivermos a lidar com bases de dados de grande dimensão, onde o número de observações 
é muito menor que o número de atributos (KOHAVI, JOHN, 1997), porque, neste caso, 
temos, relativamente, menos observações para poder avaliar a seleção obtida. 
Existem, dois tipos de critérios, baseados na sua dependência, ou não, dos algoritmos de 
aprendizagem (KUMAR, MINZ, 2014). 
Os critérios independentes não têm em conta o algoritmo de aprendizagem, recorrendo a 
modelos de filtragem e aos dados de treino para avaliar os subconjuntos. Medidas de 
distância, medidas de informação ou incerteza, medidas de probabilidade de erro, medidas 
de dependência, medidas de distância interclasse e medidas de consistência são alguns, dos 
muitos, critérios independentes existentes (KUMAR, MINZ, 2014). 
Na aplicação de critérios dependentes é necessário ter o algoritmo de aprendizagem já 
determinado. A avaliação dos subconjuntos de atributos é feita recorrendo aos processos do 
algoritmo, o que aumenta a performance deste. No entanto, é computacionalmente 
dispendioso, porque é efetuada uma estimativa da precisão para cada subconjunto de 
atributos (KUMAR, MINZ, 2014). 
Por fim, o critério de paragem pode corresponder a um, ou a uma combinação, dos seguintes 
casos (KUMAR, MINZ, 2014): 
 Limitar o número de iterações; 
 Definir um número mínimo de atributos selecionados; 
 Definir uma taxa mínima de erro de classificação; 
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 Completar a pesquisa; 




2.2. Diferentes abordagens à seleção de atributos 
 
Bólon-Canedo, Sánchez-Maroño e Alonso-Betanzos (2013), Kumar e Minz (2014) indicam 
a existência de três diferentes abordagens à seleção de atributos: Filter; Wrapper; Embedded. 
 
2.2.1. Abordagem Filter 
Os métodos que seguem esta abordagem fazem a seleção dos atributos com base na sua 
importância para a previsão da variável em estudo (classe), independentemente do algoritmo 
de aprendizagem. Estes métodos selecionam os atributos mais relevantes para determinar o 
valor da classe. São rápidos, eficientes e permitem boas previsões (BOLÓN-CANEDO et 
al., 2013). O problema desta abordagem é poder selecionar atributos redundantes e não 
selecionar atributos que, não tendo importância por si, são importantes quando combinados 
com outros (KUMAR, MINZ, 2014). São frequentemente usados para pré-processamento 
dos dados (BOLÓN-CANEDO et al., 2013). FOCUS, ABB, Relief (KUMAR, MINZ, 2014), 
CFS, INTERACT, Consistency-based Filter, InfoGain, ReliefF, mRMR e Md (BOLÓN-






Seleção de um 
subconjunto de 
Atributos 
  Algoritmo de 
aprendizagem  
Figura 2.2 – Abordagem Filter. 
(Fonte: JOHN et al., 1994) 
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A abordagem Filter tem uma boa performance, porque a filtragem redunda numa única 
solução, sendo mais intuitiva. No entanto, porque não tem em conta o algoritmo de 
aprendizagem, muitos dos atributos selecionados poderão não otimizar o modelo de previsão 
e os critérios de seleção são difíceis de determinar. (CAVIQUE et al., 2013) 
FOCUS e Relief são os métodos mais conhecidos que recorrem à abordagem Filter. FOCUS 
faz uso da existência de inconsistências, procurando grupos de atributos que minimizam a 
quantidade destes conflitos. Já o método Relief faz a avaliação de um conjunto de atributos 
através de um processo de avaliação baseado na diferença entre a distância das observações 
da mesma classe e de classe diferente, que sejam mais próximas. (CAVIQUE et al., 2013)  
 
2.2.2. Abordagem Wrapper 
A grande diferença entre as abordagens Wrapper e Filter reside no critério de avaliação. Os 
métodos que seguem a abordagem Wrapper realizam a seleção de subconjuntos de atributos 
durante o processo de treino, através de um algoritmo de aprendizagem específico, ao qual 
recorrem para proceder à avaliação (KUMAR, MINZ, 2014), com maiores custos de 
processamento, logo mais lentos (BOLÓN-CANEDO et al., 2013). Se o número de 
observações for insuficiente, aumenta o risco de overfitting (KUMAR, MINZ, 2014), ou 
seja, o modelo obtido encaixar perfeitamente nos dados de treino, mas a precisão diminuir 
bastante quando aplicado noutros grupos de dados. Consegue capturar as dependências entre 
atributos (BOLÓN-CANEDO et al., 2013). Exemplos de métodos: Wrapper-C4.5 e 
Wrapper SVM (BOLÓN-CANEDO et al., 2013). 
       
    Pesquisa de subconjuntos   Conjunto 
inicial de 
atributos 
    Algoritmo de 
aprendizagem    Avaliação de subconjuntos  
     
    Algoritmo de aprendizagem  
       
Figura 2.3 – Abordagem Wrapper. 
(Fonte: JOHN et al., 1994) 
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Neste caso, como os critérios de seleção são determinados recorrendo ao algoritmo de 
aprendizagem, eles são fáceis de estimar. Mas, pela mesma razão, são computacionalmente 
mais pesados e pouco intuitivos. Também, não identificam dependências estatísticas entre 
atributos, podendo, o subconjunto determinado, não ser o que melhor explica o modelo, 
destruindo a semântica subjacente ao sistema. (CAVIQUE et al., 2013) 
 
2.2.3. Abordagem Embedded 
A abordagem Embedded tenta combinar as vantagens das abordagens anteriores. Procura o 
subconjunto ótimo de acordo com o algoritmo de aprendizagem durante o processo de treino. 
Tem baixo custo computacional e consegue detetar dependências entre atributos (BOLÓN-
CANEDO et al., 2013). O algoritmo faz uso do seu próprio processo de seleção para realizar, 
simultaneamente, a seleção de atributos e a avaliação, ou seja, usa uma métrica própria 
durante a seleção de atributos (KUMAR, MINZ, 2014). FS-Percepton e SVM-RFE 
(BOLÓN-CANEDO et al., 2013) são métodos que aplicam esta abordagem.  
 




     
   Pesquisa de subconjuntos   
     
    Avaliação de subconjuntos          
Figura 2.4 – Abordagem Embedded. 





2.3. Relevância dos atributos 
 
O ideal, no processo de seleção, para obter um subconjunto de atributos, seria que todos os 
atributos escolhidos fossem relevantes. Para que isto aconteça, há que definir o conceito de 
atributo relevante. 
Kumar e Minz (2014) compilaram seis definições de relevância, de acordo com ser relevante 
em relação ao quê: 
 Relevante para com o objetivo – um atributo xi é relevante para um objetivo 
C (função que associa a cada observação a respetiva classe) se existirem duas 
observações (A e B) que difiram apenas no valor de xi e C(A) ≠ C(B); 
 Forte relevância para com os dados – um atributo xi é fortemente relevante 
para com um conjunto de dados do sistema (dados de um subconjunto de 
atributos), se existirem duas observações (A e B) que difiram apenas no valor 
de xi , relativamente ao conjunto de dados considerado, e C(A) ≠ C(B); 
 Fraca relevância para com os dados – um atributo xi é fracamente relevante 
para com os dados se existir pelo menos um subconjunto de atributos que 
contenha xi, onde, nesse subconjunto, xi não é fortemente relevante para com 
os dados; 
 Relevância sendo uma medida de complexidade – numa amostra de dados e 
tendo um conjunto de objetivos C, a medida corresponde ao número de 
atributos relevantes, considerando a primeira definição, relativamente a um 
objetivo de C cujo erro sobre S seja menor e tenha menos atributos relevantes; 
 Utilidade incremental – dada uma amostra de dados, um algoritmo de 
pesquisa e um subconjunto de atributos X’, um atributo xi é incrementalmente 
útil para o algoritmo, relativamente a X’, se a precisão da hipótese que o 
algoritmo produz, usando o conjunto de atributos {xi}X’ é melhor do que a 
precisão alcançada apenas por X’. 
 Relevância da entropia – a entropia de x para y é definida por I(x,y) / H(y) , 
onde I(x,y) = H(x) – H(x | y) e H é a função entropia de um atributo. 
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A relevância de um atributo é qualificada em três níveis (KOHAVI, JOHN, 1997): 
 Fortemente relevante; 
 Fracamente relevante; 
 Irrelevante. 
Um atributo é fortemente relevante se não puder ser retirado do subconjunto de atributos 
sem que diminua a avaliação do subconjunto. Será fracamente relevante se, por vezes, 
contribuir para aumentar a avaliação do subconjunto. Um atributo é irrelevante se não for 
fortemente nem fracamente relevante (KOHAVI, JOHN, 1997). 
 
 
2.4. Algoritmos de seleção de atributos 
 
Têm sido propostos muitos algoritmos de seleção de atributos. A eficácia dos mesmos é 
difícil de determinar sem saber, de antemão, quais os atributos relevantes (BOLÓN-
CANEDO et al., 2013). Existem muitas medidas de performance definidas na literatura, 
nomeadamente, medidas de precisão, cálculo de rácios, recursos computacionais, etc. 
(KUMAR, MINZ, 2014). Além disso, o volume de dados pode ser enorme, existir uma 
grande quantidade de atributos irrelevantes ou redundantes e, ainda, uma grande quantidade 
de observações, ou registos, inconsistentes. Na literatura encontram-se muitos estudos 
comparativos de métodos de seleção. 
Em consequência do acima exposto, têm surgido muitos novos algoritmos de seleção de 
atributos, com diferentes estratégias (KUMAR, MINZ, 2014): 
 Recorrer à aplicação de vários métodos de seleção para obter melhores resultados; 
 Combinar a seleção com outras técnicas, como a extração de atributos e técnicas de árvore; 
 Melhorar algoritmos existentes; 
 Criar novos métodos para responder a problemas que não se enquadrem em nenhum 
dos métodos existentes; 
 Combinar dois ou mais métodos de seleção, de forma a obter o melhor de cada um. 
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Distância B&B, BFF, BOBRO, OBLIVIIN Relief, RelifS, SFS, Segen’s, SBS 
Informação MDLM, CARDIE DTM, Koller’s, FG, FCBF, BSE, Dash’s, SBUD
Dependência Bobrowski’s CFS, RRESET, POE+ACC, DVMM, Mitra’s
Consistência FOCUS, ABB, MIFESI, Schlimmer’s





BS, AMB&B, FSLC, 
FSBC, CARDIE, 
OBLIVIIN 
SBS-SLASH, WSFG, WSBG, BDS, 
PQSS, RC, SS, Queiros’s, BSE, K2-AS, 





Embedded BBHFS, Xing’s, Dash-Liu’s 
(Adaptado de: KUMAR, MINZ, 2014) 
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3. LAID e as metodologias subjacentes
A Análise Lógica de Dados Inconsistentes (LAID) surge da combinação de duas 
metodologias Filter desenvolvidas nos finais do século XX: a Teoria dos Rough Sets e a 
LAD. A LAID herda muitas das qualidades de cada uma destas teorias, sendo capaz de lidar 
com dados inconsistentes e com classes não dicotomizadas, características dos Rough Sets, 
bem como, tem a eficácia computacional da LAD. (CAVIQUE et al., 2011) 
Neste capítulo far-se-á a descrição teórica de cada uma destas três metodologias, 
complementada com exemplos simples e esclarecedores. 
3.1. Rough Sets 
A teoria dos Rough Sets é uma abordagem matemática, proposta por Zdzislaw Pawlak, em 
1982, para análise de dados inconsistentes (ZHANG et al., 2016). Esta abordagem tem 
obtido bons resultados em muitos domínios, nomeadamente, na seleção de atributos, a 
encontrar dependências entre atributos e na identificação de padrões num conjunto de dados. 
Uma das grandes aplicações dos Rough Sets tem sido na área da inteligência artificial, 
nomeadamente, na extração de conhecimento, tratamento de dados, suporte a decisões e 
reconhecimento de padrões (PAWLAK, 2003). 
Pelas suas características, os Rough Sets têm tido uma atenção crescente por parte da 
comunidade científica, corroborada pela grande quantidade de artigos e outras publicações 
(PAWLAK, 2003), em especial, nas áreas de Data Mining, reconhecimento de padrões e 
classificação, na indústria energética, processamento de imagens e outros dados de grande 
dimensão, desenvolvimento de sistemas inteligentes, medicina, gestão, engenharia e muitas 
outras (ZHANG et al., 2016). 
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A teoria dos Rough Sets introduziu novos conceitos e notações. Por ser relativamente nova 
e por ter despertado o interesse de um grande número de investigadores, estes novos 
conceitos não estão estandardizados (SASSI, 2006), pelo que convém clarificá-los. 
3.1.1. Indiscernibilidade e conjuntos elementares 
Um conceito fundamental na teoria dos Rough Sets é o de indiscernibilidade (PAWLAK, 
2002). A indiscernibilidade manifesta-se quando, num conjunto, existem elementos que não 
se conseguem distinguir, parecendo ser repetições do mesmo elemento (PAWLAK, 2002). 
Por exemplo, se duas observações tiverem os mesmos valores num conjunto de atributos, 
elas dizem-se indiscerníveis (PILA, MONARD, 2001). No entanto, poderão divergir se 
forem acrescentados novos atributos. 
Um espaço aproximado é composto por um conjunto universo (U), finito, não vazio, e por 
uma operação de equivalência (R) entre dois elementos de U, que goza das propriedades 
reflexiva (xRx), simétrica (se xRy então yRx) e transitiva (se xRy e yRz então xRz) (PILA, 
MONARD, 2001). Dados dois elementos de U, x e y, se xRy então os dois elementos são 
indiscerníveis no espaço aproximado. Algumas extensões da teoria dos Rough Sets não 
exigem que a relação de equivalência goze da propriedade transitiva, sendo chamada relação 
de tolerância ou similaridade (PAWLAK, 2003).  
A classe de equivalência de um elemento xU, denotada por [x]R, é o conjunto de todos os 
elementos yU, tais que xRy. Conjuntos elementares de U são conjuntos cujos elementos 
são indiscerníveis, logo correspondem às classes de equivalência (SASSI, 2006). 
Na seleção de atributos, U corresponde ao conjunto de observações ou registos de uma base 
de dados. O conjunto de atributos designa-se por A. Cada atributo tem um conjunto de 
valores possíveis, que poderão ser binários, numéricos ou literais. Duas observações são 
indiscerníveis se tiverem o mesmo valor para cada atributo. Ao conjunto das observações, 
com os atributos e respetivos valores, dá-se o nome de sistema de informação (PAWLAK, 
2003). 
A Tabela 3.1 apresenta um exemplo de um sistema de informação, onde A={a1, a2, a3} e 
U={o1,o2,o3,o4,o5,o6,o7,o8}. Verifica-se que as observações o1, o5 e o8 são indiscerníveis, 
o mesmo se passando com as observações o4 e o6.
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Tabela 3.1 – Representação de um sistema de informação. 
Atributos
Observações a1 a2 a3 
o1 1 2 1 
o2 1 1 1 
o3 0 2 0 
o4 0 3 0 
o5 1 2 1 
o6 0 3 0 
o7 0 4 1 
o8 1 2 1 
 
A Relação de Indiscernibilidade associada ao conjunto de atributos A, IND(A), é definida 
pela operação de equivalência (PAWLAK, 2003): 
 IND(A) = {x,yU: aA, a(x) = a(y)} (3.1) 
Se x e y verificam a relação IND(A), então são indiscerníveis, ou indistinguíveis, tendo em 
conta os atributos A (PAWLAK, 2003). A notação [x]IND(A) representa o conjunto elementar 
ao qual uma observação x pertence, isto é, a classe de equivalência de x. 
Um conjunto elementar de um sistema de informação é um subconjunto de U que contém 
todos os elementos de U que verificam a Relação de Indiscernibilidade associada aos 
atributos A (PAWLAK, 2002). Todos os conjuntos elementares de um sistema de 
informação, U/A, formam uma partição de U. No sistema de informação da Tabela 3.1, tendo 
em conta todos os atributos, podem-se identificar cinco conjuntos elementares: {o1, o5, o8}; 
{o2}; {o3}; {o4, o6}; {o7}. Qualquer união finita de conjuntos elementares designa-se por 
conjunto definível num sistema de informação.  
Em muitos casos, a cada observação de um sistema de informação está associada uma 
classificação de resposta designada por classe (C). A classe poderá ser considerada como 
um atributo de decisão. Um sistema de informação com uma classe associada designa-se por 
Sistema de Decisão (PAWLAK, 2003). Cada linha do sistema de decisão representa uma 
regra que, dada a satisfação de determinadas condições (valores dos respetivos atributos) é 
obtido um resultado (valor da classe) (PAWLAK, 2002). 
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A Tabela 3.2 apresenta o sistema de informação, definido na Tabela 3.1, com uma classe 
associada, constituindo um sistema de decisão. 
Tabela 3.2 – Representação de um sistema de decisão. 
Atributos 
Observações a1 a2 a3 
Classe 
c 
o1 1 2 1 0 
o2 1 1 1 2 
o3 0 2 0 1 
o4 0 3 0 2 
o5 1 2 1 1 
o6 0 3 0 0 
o7 0 4 1 2 
o8 1 2 1 1 
Duas observações com os mesmos valores para cada atributo e para a classe dizem-se 
redundantes: 
x e y são redundantes sse  (aA, a(x) = a(y))  c(x) = c(y) (3.2) 
Observações inconsistentes têm os mesmos valores para cada atributo, mas classes com 
valores diferentes: 
x e y são inconsistentes sse  (aA, a(x) = a(y))  c(x) ≠ c(y) (3.3) 
As observações redundantes, para determinado sistema de decisão, podem ser eliminadas, 
ficando apenas uma delas. 
Neste novo sistema de decisão, representado na Tabela 3.3, tem-se 
U={o1;o2;o3;o4;o5;o6;o7}, A={a1;a2;a3} e C={c}. No sistema de informação 
correspondente, tendo em conta todos os atributos, podem-se identificar cinco conjuntos 
elementares: {o1, o5}; {o2}; {o3}; {o4, o6}; {o7}. 
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Tabela 3.3 – Sistema de decisão sem observações redundantes. 
Atributos 
Observações a1 a2 a3 
Classe 
c 
o1 1 2 1 0 
o2 1 1 1 2 
o3 0 2 0 1 
o4 0 3 0 2 
o5 1 2 1 1 
o6 0 3 0 0 
o7 0 4 1 2 
 
 
3.1.2. Conjuntos aproximados 
Por observação do sistema de decisão da Tabela 3.3, uma observação com os mesmos 
valores de atributos de o2 ou o7, pertencerá à classe 2. Uma observação com os mesmos 
valores de atributos de o3, pertencerá à classe 1. Mas, para uma observação com os mesmos 
valores de atributos de o1 e o5, o valor da sua classe poderia ser 0 ou 1. Da mesma forma, a 
uma observação com os mesmos valores de atributos de o4 e o6 poderá corresponder o valor 
da classe 0 ou 2. Dadas as inconsistências verificadas, a teoria dos Rough Sets consegue dar 
resposta e realizar a seleção de atributos (SASSI, 2006). 
Num sistema de decisão, seja X um conjunto de observações de U com determinado(s) 
valor(es) da classe, C1  C: 
 X = {xU: c(x)C1} (3.4) 
A partir de um determinado conjunto X, podem-se definir outros dois conjuntos (PAWLAK, 
2002)(PAWLAK, 2003): 
 Aproximação inferior A(X) – maior conjunto definível contido em X – conjunto das 
observações com valores dos atributos iguais aos dos elementos de A(X) terão, 
seguramente, valor de classe pertencente a C1, isto é, pertencerão a X; 
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 Aproximação superior Ā(X) – menor conjunto definível que contém X – conjunto das
observações com valores dos atributos iguais aos dos elementos de Ā(X) poderão ter
valor de classe pertencente a C1, isto é, serão possíveis elementos de X.
Usando a notação [x]IND(A) para representar o conjunto elementar ao qual uma observação x 
pertence, vem (PAWLAK, 2003): 
Ā(X) = {xU: [x]IND(A)  X ≠ } (3.5) 
A(X) = {xU: [x]IND(A)  X} (3.6) 
Região negativa de X, NEG(X), é o conjunto de todas as observações de U que não pertencem 
a Ā(X). Elas terão, seguramente, valor de classe que não pertencente a C1, isto é, não 
pertencerão a X (PAWLAK, 2003). 
Região fronteira de X, FR(X), é o conjunto de todas as observações de U que pertencem a 
Ā(X) e não pertencem a A(X). A região fronteira corresponde ao resultado da operação de 
conjuntos Ā(X) – A(X) (ZHANG et al., 2016). Observações com valores de atributos iguais 
a um dos elementos de FR(X) não poderão ser classificadas, com absoluta certeza, como 






Figura 3.1 – Esquema ilustrativo da Aproximação Inferior e Superior de X. 
(Adaptado de: PAWLAK, 2003) 
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Por exemplo, tendo em conta a Tabela 3.3, seja X o conjunto de observações de U cuja classe 
é 2, vem: 
X = {o2, o4, o7} 
A(X) = {o2}  {o7} = {o2, o7} 
Ā(X) = {o2}  {o4, o6}  {o7} = {o2, o4, o6, o7} 
NEG(X) = {o1, o3, o5} 
FR(X) = {o4, o6} 
Um conjunto X é impreciso ou aproximado (rough) se a sua região fronteira não for vazia, 
caso contrário, é preciso (crisp) (PAWLAK, 2002).  
Tal como X, seja Y um conjunto de observações de U correspondentes a determinado(s) 
valor(es) da classe, C2  C: Y = {xU: c(x)C2}. Segue-se a lista de propriedades dos 
conjuntos aproximados (ZHANG et al., 2016)(PAWLAK, 2003), onde X = U – X: 
Ā(XY) = Ā(X)  Ā(Y) 
A(XY)  A(X)  A(Y) 
Ā(XY)  Ā(X)  Ā(Y) 
A(XY) = A(X)  A(Y) 
Ā(X–Y)  Ā(X) – A(Y) 
A(X–Y) = A(X) – Ā(Y) 
A(X) = Ā(X) 
Ā(X) = A(X) 
(A(X)  A(Y)) = Ā(X)  Ā(Y) 
(A(X)  Ā(Y)) = Ā(X)  A(Y) 
(Ā(X)  A(Y)) = A(X)  Ā(Y) 
(Ā(X)  Ā(Y)) = A(X)  A(Y) 
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(A(X)  A(Y)) = Ā(X)  Ā(Y) 
(A(X)  Ā(Y)) = Ā(X)  A(Y) 
(Ā(X)  A(Y)) = A(X)  Ā(Y) 
(Ā(X)  Ā(Y)) = A(X)  A(Y) 
X  Y => A(X)  A(Y)  Ā(X)  Ā(Y) 
A partir das propriedades tem-se (ZHANG et al., 2016)(PAWLAK, 2003): 
A(X)  X  Ā(X) 
A() = Ā() =  
A(U) = Ā(U) = U 
A(A(X)) = Ā(A(X)) = A(X) 
Ā(Ā(X)) = A(Ā(X)) = Ā(X) 
Dependendo das respetivas aproximações inferior e superior, podem-se definir quatro tipos 
de incerteza relativamente a um conjunto X (PAWLAK, 2003): 
 X é grosseiramente A-definível se e só se A(X) ≠   Ā(X) ≠ U. Neste caso, para
determinado sistema de decisão, existem observações de U que pertencem,
inequivocamente, a X e existem observações de U que não pertencem,
inequivocamente, a X.
 X é internamente A-indefinível se e só se A(X) =   Ā(X) ≠ U. Neste caso, para
determinado sistema de decisão, existem observações de U que não pertencem,
inequivocamente, a X, mas já não se pode afirmar que existam observações de U que
pertençam, inequivocamente, a X.
 X é externamente A-indefinível se e só se A(X) ≠   Ā(X) = U. Neste caso, para
determinado sistema de decisão, existem observações de U que pertencem,
inequivocamente, a X, mas já não se pode afirmar que existam observações de U que
não pertençam, inequivocamente, a X.
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 X é totalmente A-indefinível se e só se A(X) =   Ā(X) = U. Neste caso, para
determinado sistema de decisão, não existem observações de U que pertençam,
inequivocamente, a X, nem que não pertençam, inequivocamente, a X.
No sistema de decisão da Tabela 3.3, sendo X o conjunto de observações de U cuja classe é 
2, tem-se A(X) = {o2, o7} e Ā(X) = {o2, o4, o6, o7}. Logo, X é grosseiramente A-definível. 
Existem três medidas que permitem quantificar a qualidade das aproximações de X 
(PAWLAK, 2003)(RISSINO, LAMBERT-TORRES, 2009): 
 Coeficiente de precisão da aproximação, A(X) = #஺ሺ௑ሻ#஺ሺ௑ሻ ,  (3.7) 
mede o grau de precisão de X. Como #A(X) ≤ #Ā(X), vem 0 ≤ A(X) ≤ 1. Se  
A(X) = 1, X é preciso, caso contrário é aproximado. O grau de imprecisão é dado por 
1 – A(X). 
 Coeficiente de precisão da aproximação inferior, A(A(X)) = #஺ሺ௑ሻ#௎  .  (3.8) 
Como #A(X) ≤ #U, vem 0 ≤ A(A(X)) ≤ 1. Se A(A(X)) = 1, todas as observações de U 
pertencem, inequivocamente, a X. Se A(A(X)) = 0, nenhuma observação de U 
pertence, inequivocamente a X. 
 Coeficiente de precisão da aproximação superior, A(Ā(X)) = #஺ሺ௑ሻ#௎  .  (3.9) 
Como #Ā(X) ≤ #U, vem 0 ≤ A(Ā(X)) ≤ 1. Se A(Ā(X)) = 1, nenhuma observação de U 
não pertence, inequivocamente a X. Se A(Ā(X)) = 0, todas as observações de U não 
pertencem, inequivocamente, a X. 
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Voltando ao exemplo da Tabela 3.3: 
A(X) = #ሼ௢ଶ,௢଻ሽ#ሼ௢ଶ,௢ସ,௢଺,௢଻ሽ = 
ଶ
ସ = 0,5 (o grau de precisão de X é de 50%)
A(A(X)) = #ሼ௢ଶ,௢଻ሽ#ሼ௢ଵ,௢ଶ,௢ଷ,௢ସ,௢ହ,௢଺,௢଻ሽ = 
ଶ
଻ 0,29 
(29% das observações de U 
pertence, inequivocamente, a X). 
A(Ā(X)) = #ሼ௢ଶ,௢ସ,௢଺,௢଻ሽ#ሼ௢ଵ,௢ଶ,௢ଷ,௢ସ,௢ହ,௢଺,௢଻ሽ = 
ସ
଻ 0,57 
(57% das observações de U 
possivelmente pertencem a X).
3.1.3. Grau de relevância dos atributos 
Para determinar o grau de relevância de um atributo, há que, primeiro, definir a dependência 
entre a classe e os atributos. 
Sejam A1 e A2 dois subconjuntos de atributos de A (A1  A e A2  A), A1 depende totalmente 
de A2 se todos os valores dos atributos de A1 forem univocamente determinados pelos valores 
dos atributos de A2 (PAWLAK, 2003). 
A dependência de um conjunto de valores da classe (C), relativamente ao conjunto de 
atributos (A), pode ser quantificada recorrendo ao respetivo coeficiente de qualidade da 
aproximação inferior 3.8 (PAWLAK, 2003), onde U/C denota a partição de U segundo os 
valores de C: 
(A,C) = #൫⋃ ሺ஺ሺ௑ሻሻ𝑋∈𝑈/𝐶 ൯#௎  = ∑
#஺ሺ௑ሻ
#௎𝑋∈𝑈/𝐶 (3.10) 
A dependência da classe, em relação aos atributos, pode ser classificada segundo o valor de 
(A,C) (PAWLAK, 2003): 
 Se (A,C) = 1, há total dependência desses valores da classe em relação ao conjunto
de atributos, ou seja, esses valores da classe são determinados, inequivocamente,
pelos valores dos atributos.
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 Se 0 < (A,C) < 1, existe dependência parcial dos valores da classe em relação ao 
conjunto de atributos. Neste caso, indica que existem atributos que podem ser 
retirados de A, sem afetar a correspondência entre os valores dos atributos e os, 
respetivos, valores da classe (seleção de atributos).  
 Se (A,C) = 0, os valores da classe são independentes do conjunto de atributos. 
 
Tendo em conta a Tabela 3.3, vem: 
A({xU: c(x) = 0}) = A({o1, o6})  = {} 
A({xU: c(x) = 1}) = A({o3, o5}) = {o3} 
A({xU: c(x) = 2}) = A({o2, o4, o7}) = {o2, o7} 
(A,C) = #ሼ௢ଶ,௢ଷ,௢଻ሽ#ሼ௢ଵ,௢ଶ,௢ଷ,௢ସ,௢ହ,௢଺,௢଻ሽ = 
ଷ
଻ 0,43 
A partir da análise do grau de dependência de C em relação a A, conclui-se que os valores 
da classe dependem em 43% dos atributos. 
Outro conceito importante para a seleção de atributos é a importância que cada um tem para 
a tomada de decisão (obter o valor da classe). Neste contexto, surge a definição de 
significância de um atributo (a), determinada a partir do grau de dependência de C em 
relação a A, por Sassi (2006): 
 C(a) = 1 – ሺ஺ିሼ௔ሽ,஼ሻሺ஺,஼ሻ  (3.11) 
A significância de um atributo corresponderá ao erro que se comete na dependência de C em 
relação a A, quando o atributo é removido de A (SASSI, 2006). Um atributo é dispensável 
se a sua significância for nula (PILA, MONARD, 2001). 
Designe-se por A* o conjunto de atributos de A após retirado o atributo a3, isto é,  
A* = A – {a3}. 
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Tabela 3.4 – Sistema de decisão com o atributo a3 removido. 
Atributos
Observações a1 a2 
Classe 
c 
o1 1 2 0 
o2 1 1 2 
o3 0 2 1 
o4 0 3 2 
o5 1 2 1 
o6 0 3 0 
o7 0 4 2 
A partir da Tabela 3.4, vem: 
A*({xU: c(x) = 0}) = A*({o1, o6}) = {} 
A*({xU: c(x) = 1}) = A*({o3, o5}) = {o3} 
A*({xU: c(x) = 2}) = A*({o2, o4, o7}) = {o2, o7} 




X(a3) = 1 – ሺ஺
∗,஼ሻ
ሺ஺,஼ሻ  = 1 – 
଴,ସଷ
଴,ସଷ = 0 
Donde se conclui que o atributo a3 não tem significado para determinar os valores da classe, 
podendo ser retirado. 
3.1.4. Seleção de atributos 
Na seleção de atributos, um conjunto de atributos que permita extrair o mesmo conhecimento 
de uma base de dados que a totalidade dos mesmos, diz-se um reduto (PAWLAK, 2003). 
Seja A* A, A* é um reduto de A, se todos os atributos de A–A* forem dispensáveis e xU, 
[x]IND(A*) = [x]IND(A). O conjunto de todos os redutos de A é representado por RED(A) (PILA, 
MONARD, 2001). 
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No processo de remoção de um atributo há que determinar os conjuntos elementares de cada 
atributo. Se os conjuntos elementares de um atributo forem iguais aos do conjunto total de 
atributos (A), então esse atributo será um reduto de A, ou seja, todos os outros atributos 
poderão ser retirados. Caso não haja nenhum atributo nestas condições, determinam-se os 
conjuntos elementares para todos os subconjuntos de dois atributos, depois para 
subconjuntos de três, e assim sucessivamente, até encontrar um, ou vários, subconjuntos de 
A cujos conjuntos elementares sejam iguais aos de A, sendo, esse subconjunto, um reduto de 
A. Se para nenhum subconjunto de A, exceto o próprio A, se obtém um reduto, isto significa 
que o conjunto de atributos não pode ser reduzido (PAWLAK, 2003). 
Voltando ao exemplo da Tabela 3.3, os conjuntos elementares para cada atributo estão 
identificados na Tabela 3.5. 
Tabela 3.5 – Conjuntos elementares para subconjuntos de A com um elemento. 
Subconjuntos de 1 atributo Valores possíveis Conjuntos elementares 
{a1} 0 {o3, o4, o6, o7} 1 {o1, o2, o5} 
{a2} 
1 {o2} 
2 {o1, o3, o5} 
3 {o4, o6} 
4 {o7} 
{a3} 0 {o3, o4, o6} 1 {o1, o2, o5, o7} 
Para todos os atributos, conforme já determinado, podem identificar-se cinco conjuntos 
elementares: {o1, o5}; {o2}; {o3}; {o4, o6}; {o7}. Por comparação com a Tabela 3.5, 
nenhum atributo tem os mesmos conjuntos elementares. Continuando, considerem-se os 
subconjuntos de dois atributos e, respetivos, conjuntos elementares (ver Tabela 3.6). 
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Tabela 3.6 – Conjuntos elementares para subconjuntos de A com dois elementos. 
Subconjuntos de 2 atributos Valores possíveis Conjuntos elementares 
{a1, a2} 
a1=0  a2=1 
a1=0  a2=2 {o3} 
a1=0  a2=3 {o4, o6} 
a1=0  a2=4 {o7} 
a1=1  a2=1 {o2} 
a1=1  a2=2 {o1, o5} 
a1=1  a2=3 
a1=1  a2=4 
{a1, a3} 
a1=0  a3=0 {o3, o4, o6} 
a1=0  a3=1 {o7} 
a1=1  a3=0 
a1=1  a3=1 {o1, o2, o5} 
{a2, a3} 
a2=1  a3=0 
a2=1  a3=1 {o2} 
a2=2  a3=0 {o3} 
a2=2  a3=1 {o1, o5} 
a2=3  a3=0 {o4, o6} 
a2=3  a3=1 
a2=4  a3=0 
a2=4  a3=1 {o7} 
Pela análise da Tabela 3.6, conclui-se que os atributos a1 e a2 têm os mesmos conjuntos 
elementares que A, logo formam um reduto de A, e, por consequência, o atributo a3 pode ser 
retirado sem perda de informação. De igual modo, os atributos a2 e a3 formam um reduto 
de A. As Tabela 3.4 e Tabela 3.7 mostram que a teoria dos Rough Sets consegue lidar com 
as inconsistências, mas não as remove. 
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Tabela 3.7 – Sistema de decisão com o atributo a1 removido. 
Atributos
Observações a2 a3 
Classe 
c 
o1 2 1 0 
o2 1 1 2 
o3 2 0 1 
o4 3 0 2 
o5 2 1 1 
o6 3 0 0 
o7 4 1 2 
3.1.5. Função de discernibilidade 
O processo de seleção de atributos, visto atrás, tem um grande peso computacional, 
nomeadamente, no caso de sistemas de informação com milhares de atributos. A função de 
discernibilidade permite realizar a seleção de atributos de uma forma computacionalmente 
mais eficaz (PAWLAK, 2003). Para tal, há que construir a matriz de discernibilidade. 
A matriz de discernibilidade, M, é uma matriz simétrica, de dimensão n×n, onde n é o número 
de observações do sistema de informação (#U) e cada elemento de M, m(i,j), é obtido para 
um par de observações e corresponde ao conjunto de atributos de A cujos valores diferem 
nas duas observações (PAWLAK, 2003). Formalmente, será (PAWLAK, 2003): 
m(i,j) = {aA: a(o(i)) ≠ a(o(j))} (3.12) 
Determinada a matriz M, há que calcular a função de discernibilidade F, uma função 
booleana composta pela operação de conjunção dos elementos que correspondem à 
disjunção dos atributos constantes em cada célula da matriz M (PAWLAK, 2003) (PILA, 
MONARD, 2001). 
F(A) = [ [a(k)  m(i,j)]] (3.13) 
Onde 1 ≤ k ≤ #A  e  1 ≤ j < i ≤ #U. 
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Aplicando, à expressão obtida para F(A), as propriedades da álgebra booleana, obtém-se a 
expressão simplificada de F, que indica a redução, ou reduções, de A. 
Continuando com o exemplo do sistema de decisão da Tabela 3.3, a matriz de 
discernibilidade vem: 
Tabela 3.8 – Matriz de discernibilidade. 
o1 o2 o3 o4 o5 o6 o7 
o1  
o2 {a2}  
o3 {a1, a3} {a1, a2, a3}  
o4 {a1, a2, a3} {a1, a2, a3} {a2}  
o5  {a2} {a1, a3} {a1, a2, a3}  
o6 {a1, a2, a3} {a1, a2, a3} {a2}  {a1, a2, a3}  
o7 {a1, a2} {a1, a2} {a2, a3} {a2, a3} {a1, a2} {a2, a3}  
Dada a matriz obtida no exemplo acima, obtém-se a seguinte função de discernibilidade: 
F(A) = (a2)  (a1  a3)  (a1  a2  a3)  (a1  a2  a3)  (a1  a2  a3)  (a2)  (a2)  
(a1  a3)  (a1  a2  a3)  (a1  a2  a3)  (a1  a2  a3)  (a2)  (a1  a2  a3)   
(a1  a2)  (a1  a2)  (a2  a3)  (a2  a3)  (a1  a2)  (a2  a3)  
Pelas propriedades da álgebra booleana, nomeadamente, a comutatividade e a idempotência 
da conjunção (retirando os operandos repetidos), vem: 
F(A) = (a2)  (a1  a2)  (a1  a3)  (a2  a3)  (a1  a2  a3) 
Continuando a simplificar, aplicando a lei da absorção, tem-se: 
F(A) = (a2)  (a1  a3) 
Finalmente, através da propriedade distributiva da conjunção em relação à disjunção, fica: 
F(A) = (a1  a2)  (a2  a3) 
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Da expressão de F(A) conclui-se que os atributos a1 e a2 formam um reduto de A, tal como 
os atributos a2 e a3. 
3.1.6. Características dos Rough Sets 
Desde que foi proposta, a teoria dos Rough Sets tem tido um grande desenvolvimento e 
aplicação. Para tal contribuíram o facto de ter uma estrutura matemática maturada, que não 
necessita de grandes bases teóricas. Tem um modelo simples, fácil de compreender e aplicar. 
Pode processar dados inconsistentes, incompletos, vagos e de vários tipos. A teoria dos 
Rough Sets permite obter regras de decisão simplificadas e precisas (ZHANG et al., 2016) e 
uma notável habilidade para lidar com dados qualitativos (RISSINO, LAMBERT-TORRES, 
2009). Além disto, o método Rough Sets não precisa de informação preliminar sobre os 
dados, é objetivo a lidar com as inconsistências, permite avaliar a significância dos dados e 
obter um conjunto de regras de decisão (PAWLAK, 2003). 
A teoria dos Rough Sets pode, facilmente, ser aplicada como complemento a outros métodos 
(ZHANG et al., 2016) e tem aplicação na maioria dos casos reais (RISSINO, LAMBERT-
TORRES, 2009). Os recentes desenvolvimentos da teoria têm passado pelo estudo da 
significância dos atributos, pela incorporação de algoritmos heurísticos e integração com o 
processamento paralelo. Um senão da teoria é estar limitada a dados discretos, sendo este 
um tópico para desenvolvimentos futuros (ZHANG et al., 2016). 
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3.2. Metodologia LAD 
 
No final da década de 1980, Hammer e a sua equipa deram a conhecer uma nova metodologia 
de seleção e classificação de dados, chamada Análise Lógica de Dados (LAD) (BRUNI, 
2007). O seu suporte teórico é a matemática discreta, com destaque para a teoria das funções 
booleanas (BOROS et al., 1997), razão pela qual, a LAD só trabalha com variáveis binárias. 
No entanto, raras são as bases de dados reais onde todos os atributos são binários. Quando 
tal não acontece, ou seja, existem atributos cujo domínio corresponde a valores qualitativos 
(variáveis literais, como a cor), ou quantitativos (variáveis discretas ou contínuas), há que 
aplicar um processo de conversão para valores binários (BOROS et al., 1997). Nesta secção, 
a LAD vai ser analisada com o foco na seleção de atributos. 
Recuperando as definições usadas na descrição dos Rough Sets, vem: 
 Sistema de informação – conjunto das observações, com os atributos e respetivos 
valores. 
 Sistema de decisão – sistema de informação com a classe associada. 
 U – Universo – conjunto das observações (o1, o2, …, on), onde n é o número total de 
observações.  
 A – conjunto dos atributos (a1, a2, …, am), onde m é o número total de atributos. A = 
{a1, a2, …, am} 
 C – classe. 
Considere-se ainda: 
 Di – o domínio de cada atributo – conjuntos de todos os valores do atributo respetivo. 
Relativamente à ação de converter os valores dos atributos para valores binários, ir-se-á usar 
a expressão binarizar e binarização para designar o ato de binarizar. 
Dado um sistema de decisão, onde a classe é binária, podem-se definir dois conjuntos de 
observações, que formam uma partição do universo de observações (BOROS et al., 1996): 
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 Conjunto de observações positivas (U+), cujas observações (o+) correspondem a um
dos dois valores da classe;
 Conjunto de observações negativas (U–), cujas observações (o–) não correspondem
ao valor da classe escolhido para definir U+, ou seja, correspondem ao outro valor da
classe;
A metodologia LAD não lida com inconsistências, logo, os conjuntos U+ e U– são bem 
definidos, sem ambiguidades (BOROS et al., 1996). Outra particularidade é o facto de a 
LAD ser aplicada a sistemas de decisão com uma única classe, que só poderá ter dois valores 
possíveis, facilmente substituíveis pelos valores binários 0 e 1. No entanto, a LAD pode ser 
estendida a problemas onde o atributo classe tem mais de dois valores possíveis (SUBASI, 
AVILA-HERRERA, 2015).  
3.2.1. Binarização de um sistema de decisão 
Para que se possa aplicar a LAD, todos os atributos devem ser binários (BOROS et al., 
1996). Caso não sejam, há que binarizá-los. No processo de binarização, cada atributo não 
binário, ai, será convertido num conjunto de atributos binários, bj, onde j = 1, …, m*, sendo 
m* a soma do número de atributos ai iniciais que já eram binários, com o número total de 
atributos binários necessários para substituir os atributos ai não binários (BRUNI, 2007). 
Num sistema de decisão binarizado, o correspondente conjunto de atributos binários bj, será 
B = {b1; … ; bm*}. As observações corresponderão a tuplos de valores binários, ob = (b1; … 
; bm*) (BRUNI, 2007). 
O conjunto de atributos binários (B), resultantes da binarização de um sistema de decisão, é 
chamado de conjunto suporte (support set). Um conjunto suporte diz-se exatamente separado 
se cada tuplo ob corresponder, sem ambiguidades, a uma observação positiva ou negativa. 
Isto é, se não existirem duas observações, uma positiva e a outra negativa, com iguais valores 
binarizados (BRUNI, 2007). Neste caso, não ocorrem inconsistências. Como a LAD não 
trabalha com dados inconsistentes, considerar-se-ão, sempre, conjuntos de suporte 
exatamente separados. 
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Quando um atributo ai é qualitativo nominal, serão necessários tantos atributos binários (ni) 
quanto o número total de elementos do, respetivo, domínio Di (BOROS et al., 1996). 
Supondo o atributo a1 (cor), com D1 = {amarelo, verde, vermelho, azul}, vem n1 = #D1 = 4. 
Desta forma, o atributo a1 será desdobrado em quatro atributos binários (bj, j=1,…,4) 
correspondentes a cada uma das cores. O valor do atributo binário (bj, j=1,…,4) para 
determinada observação ob, será 1 se corresponder à cor do atributo respetivo e será 0 para 
as restantes cores.  
















o1 1 0 0 0 
o2 0 1 0 0 
o3 0 0 1 0 
o4 0 1 0 0 
o5 0 0 0 1 
o6 0 0 1 0 
Também, se podem binarizar atributos qualitativos ordinais, como por exemplo, meses do 
ano, ou ocorrência de um fenómeno (nunca, raramente, frequentemente, sempre) (BOROS 
et al., 1996). Neste caso, deve-se criar uma correspondência entre os valores literais 
ordenados e uma sequência de números naturais, após a qual se procede à binarização do 
atributo quantitativo resultante, da forma descrita a seguir. 
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No caso de um atributo quantitativo, o processo de binarização é mais trabalhoso. Há que 
introduzir a noção de ponto de corte (cut-point), i,j  IR (BOROS et al., 1996).  
Dado um atributo quantitativo, não binário, ai, considere-se o respetivo domínio finito, Di, 
cujos elementos estão ordenados por ordem crescente. Determina-se um ponto de corte entre 
dois valores consecutivos de Di, sempre que um pertença a uma observação positiva, o+  
U+ e o outro pertença a uma observação negativa, o– U–. 
Sejam ai(k) e ai(k+1) dois valores consecutivos do domínio de um atributo, tais que 
ai(k) < ai(k+1), ai(k)  o+ e ai(k+1)  o–. Neste caso, define-se um ponto de corte, cujo valor 
será a média destes dois valores de Di (BRUNI, 2007): 
i,j = ௔೔ሺ௞ሻ ା ௔೔ሺ௞ାଵሻଶ  (3.14) 
A cada ponto de corte do atributo ai (i,j) vai corresponder um atributo binário (bj), cujo 
valor dependerá do valor do atributo (ai): 
bj ൌ ൝ 1   se  𝑎௜ ൒ ௜,௝0   se  𝑎௜ ൏ ௜,௝
Da mesma forma se define um ponto de corte entre dois valores consecutivos do domínio do 
atributo, onde o primeiro pertence a uma observação negativa e o segundo a uma observação 
positiva. Os valores dos pontos de corte não têm de pertencer ao domínio do atributo. 
Estes são os atributos binários do primeiro tipo, chamados de atributos de nível. Também 
são definidos os atributos binários do segundo tipo, designados por atributos de intervalo. 
(BOROS et al., 1996) 
A cada par de pontos de corte do atributo ai (i,j e i,k , com i,j < i,k) vai corresponder um 
atributo binário (bi,jk), cujo valor dependerá do valor do atributo (ai): 
bi,jk ൌ ቊ 1   se  ௜,௝ ൑ 𝑎௜ ൏ ௜,௞0   para outros valores de 𝑎௜
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Tabela 3.11 – Exemplo de um sistema de decisão com dois atributos quantitativos. 
Observações a2 a3 classe 
o1 6 45 Sim 
o2 8 60 Não 
o3 4 35 Não 
o4 5 70 Sim 
o5 6 50 Sim 
o6 3 65 Não 
 
Considerando as observações com valor de classe “Sim” como positivas, da Tabela 3.11 
vem:  U+ = {o1, o4, o5}  e  U– = {o2, o3, o6}. Na Figura 3.2, os sinais  e  identificam, 
respetivamente, as observações positivas e as observações negativas. 
 
Valores do atributo a2 
    3 4 5 6 8    
                    
                    
       4,5 7    
Pontos de corte determinados 
 
 Valores do atributo a3 
 35  45 50 60 65 70  
                    
                    
    40  55 67,5    
Pontos de corte determinados 
Figura 3.2 – Pontos de corte determinados a partir do exemplo da Tabela 3.11. 
(Adaptado de: BRUNI, 2007) 
 
Para o atributo a2 foram determinados dois pontos de corte: 2,1 = 4,5 ; 2,2 = 7. A estes 
pontos de corte corresponderão os atributos binários de nível b5 e b6 , cujos valores serão, 
respetivamente:  
b5 ൌ ൜1  se  𝑎2 ൒ 4,50  se  𝑎2 ൏ 4,5; b6 ൌ ቄ
1  se  𝑎2 ൒ 7
0  se  𝑎2 ൏ 7. 
e o atributo binário de intervalo b7 , cujo valor será: b7 ൌ ቄ1   se  4,5 ൑ 𝑎2 ൏ 7 0   nos outros casos 
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Para o atributo a3 foram determinados três pontos de corte: 3,1 = 40 ; 3,2 = 55 ; 3,3 = 67,5. 
A estes pontos de corte corresponderão os atributos binários de nível b8, b9 e b10, cujos 
valores serão, respetivamente:  
b8 ൌ ቄ1  se  𝑎3 ൒ 40 0  se  𝑎3 ൏ 40 ; b9 ൌ ቄ
1  se  𝑎3 ൒ 55 
0  se  𝑎3 ൏ 55 ; b10 ൌ ൜
1  se  𝑎3 ൒ 67,5 
0  se  𝑎3 ൏ 67,5 .
e os atributos binários de intervalo b11, b12, b13, cujos valores serão, respetivamente: 
b11 ൌ ቄ1   se  40 ൑ 𝑎3 ൏ 550   nos outros casos ;   b12 ൌ ቄ
1   se  40 ൑ 𝑎3 ൏ 67,5 
0   nos outros casos     ; 
b13 ൌ ቄ1   se  55 ൑ 𝑎3 ൏ 67,5 0   nos outros casos     . 
Quanto ao atributo classe, facilmente se atribui o valor 1 a “Sim” e o valor 0 a “Não”. 
Tabela 3.12 – Resultado da binarização de dois atributos quantitativos. 
Observações b5 b6 b7 b8 b9 b10 b11 b12 b13 classe 
o1 1 0 1 1 0 0 1 1 0 1 
o2 1 1 0 1 1 0 0 1 1 0 
o3 0 0 0 0 0 0 0 0 0 0 
o4 1 0 1 1 1 1 0 0 0 1 
o5 1 0 1 1 0 0 1 1 0 1 
o6 0 0 0 1 1 0 0 1 1 0 
O processo de binarização é analisado com grande detalhe no trabalho de Boros et al. (1997). 
3.2.2. Redução do conjunto suporte 
No processo de binarização de sistemas de decisão, obtidos a partir de casos reais de grande 
dimensão, normalmente, são determinados um grande número de pontos de corte, tornando 
impraticável o seu tratamento informático (BOROS et al., 1996). Acontece que, muitos dos 
atributos binários não são necessários para classificar as observações. Daqui resulta a 
possibilidade de reduzir a dimensão do conjunto suporte com o objetivo de diminuir a 
complexidade do problema e melhorar a performance computacional. (BRUNI, 2007) 
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Para cada par de observações, uma positiva (o+) e outra negativa (o–), seja I(o+,o–) o conjunto 
de pares ordenados (r, s) que correspondem aos índices do par de observações o+ e o– com 
representações binárias diferentes (BRUNI, 2007). 
Considere-se, para cada atributo binário bj, uma nova variável binária yj, definida da seguinte 
forma (BRUNI, 2007): 
yj ൌ ቊ 1       se   𝑏௝ se mantém no conjunto suporte após a redução 0       se   𝑏௝ não se mantém no conjunto suporte após a redução 
Há que definir, também, um coeficiente binário, di,j, que indica se os valores binários do 
atributo bj são diferentes, para cada par (r, s)  I(o+,o–), identificado pelo índice i 
(CAVIQUE et al., 2011): 
di,j ൌ ൞
 1       se  𝑏௝ ሺ𝑟ሻ ് 𝑏௝ ሺ𝑠ሻ
 0       se  𝑏௝ ሺ𝑟ሻ ൌ 𝑏௝ ሺ𝑠ሻ
onde, bj(r) é o valor binário do atributo bj na observação positiva or e bj(s) é o valor binário 
do atributo bj na observação negativa os. 
Ou seja, di,j = 1 se, para duas observações or e os, os valores binários do atributo bj são 
diferentes. Caso contrário, di,j = 0. O conjunto de todos os di,j formam a matriz disjunta M.  
O processo de redução do conjunto suporte pode ser matematizado através do modelo de 








 ൒  1   ,   ∀ 𝑖 ∈ 𝐼ሺ𝑜ା, 𝑜ିሻ , com  𝑜ା ∈ 𝑈ା , 𝑜ି ∈ 𝑈ି 
yj {0,1}    ,  com  j = 1, … , m* 
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Os atributos binários selecionados serão os bj que na solução ótima correspondem aos 
valores de yj = 1. 
Considere-se o sistema de decisão composto pelo conjunto dos atributos usados atrás.  
 
Tabela 3.13 – Sistema de decisão usado como exemplo. 
Observações a1 a2 a3 classe 
o1 amarelo 6 45 1 
o2 verde 8 60 0 
o3 vermelho 4 35 0 
o4 verde 5 70 1 
o5 azul 6 50 1 
o6 vermelho 3 65 0 
 
Pelo processo de binarização, obtém-se o seguinte sistema de decisão binarizado: 
 
Tabela 3.14 – Binarização do sistema de decisão usado como exemplo. 
Obs. b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13 c 
o1 1 0 0 0 1 0 1 1 0 0 1 1 0 1 
o2 0 1 0 0 1 1 0 1 1 0 0 1 1 0 
o3 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
o4 0 1 0 0 1 0 1 1 1 1 0 0 0 1 
o5 0 0 0 1 1 0 1 1 0 0 1 1 0 1 
o6 0 0 1 0 0 0 0 1 1 0 0 1 1 0 
 
Caso existam observações redundantes, devem ser retiradas uma a uma de forma a eliminar 
essas redundâncias. 
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A partir do sistema de decisão binarizado, há que determinar as condições às quais os valores 
de yj estão sujeitos: 
Tabela 3.15 – Determinação das condições da formulação do problema exemplo. 
i (o+, o–) di,1 di,2 di,3 di,4 di,5 di,6 di,7 di,8 di,9 di,10 di,11 di,12 di,13 condição 
1 (o1,o2) 1 1 0 0 0 1 1 0 1 0 1 0 1 y1+y2+y6+y7+y9+y11+y13  1 
2 (o1,o3) 1 0 1 0 1 0 1 1 0 0 1 1 0 y1+y3+ y5+ y7+y8+y11+y12  1 
3 (o1,o6) 1 0 1 0 1 0 1 0 1 0 1 0 1 y1+y3+y5+y7+y9+y11+y13  1 
4 (o4,o2) 0 0 0 0 0 1 1 0 0 1 0 1 1 y6+y7+y10+y12+y13  1 
5 (o4,o3) 0 1 1 0 1 0 1 1 1 1 0 0 0 y2+y3+y5+y7+y8+y9+y10  1 
6 (o4,o6) 0 1 1 0 1 0 1 0 0 1 0 1 1 y2+y3+y5+y7+y10+y12+y13  1 
7 (o5,o2) 0 1 0 1 0 1 1 0 1 0 1 0 1 y2+y4+y6+y7+y9+y11+y13  1 
8 (o5,o3) 0 0 1 1 1 0 1 1 0 0 1 1 0 y3+y4+y5+y7+y8+y11+y12  1 
9 (o5,o6) 0 0 1 1 1 0 1 0 1 0 1 0 1 y3+y4+y5+y7+y9+y11+y13  1 




y1+y2+y6+y7+y9+y11+y13  1 
y1+y3+ y5+ y7+y8+y11+y12  1 
y1+y3+y5+y7+y9+y11+y13  1 
y6+y7+y10+y12+y13  1 
y2+y3+y5+y7+y8+y9+y10  1 
y2+y3+y5+y7+y10+y12+y13  1 
y2+y4+y6+y7+y9+y11+y13  1 
y3+y4+y5+y7+y8+y11+y12  1 
y3+y4+y5+y7+y9+y11+y13  1 
yj {0,1} , com  j=1,…,13 
Através de métodos matemáticos, ou recorrendo a algoritmos de resolução de problemas de 
programação linear, vem: 
(y1;y2;y3;y4;y5;y6;y7;y8;y9;y10;y11;y12;y13) = (0;0;0;0;0;0;1;0;0;0;0;0;0) 
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Assim sendo, obtém-se uma solução, que corresponde a um conjunto suporte reduzido, B1 = 
{b7}. O resultado da seleção de atributos, correspondente a B1, indica que o sistema de 
decisão pode ser reduzido ao conhecimento do atributo a2 (dependendo se o seu valor está 
entre 4,5 e 7, ou não), conforme indicado na Tabela 3.16. 
Tabela 3.16 – Redução do sistema de decisão do exemplo. 
Observações b7 classe 
o1 1 1 
o2 0 0 
o3 0 0 
o4 1 1 
o5 1 1 
o6 0 0 
Agrupando as observações positivas e as negativas, vem: 











Após a redução do conjunto suporte, a metodologia LAD cria padrões que serão usados no 




3.2.3. Variantes à metodologia clássica da LAD 
Há situações às quais se pode aplicar o algoritmo LAD, embora os respetivos problemas 
tenham variantes relativamente ao modelo clássico. É o caso da existência de custos 
associados aos atributos, ou existirem atributos sem valor em algumas observações, ou, 
ainda, classes com multivalores. 
Se a cada atributo binário for imputado um custo, qj, a formalização do problema de redução 
do conjunto suporte vem (CAVIQUE et al., 2011): 








 ൒  1   ,   ∀ 𝑖 ∈ 𝐼ሺ𝑜ା, 𝑜ିሻ , com  𝑜ା ∈ 𝑈ା , 𝑜ି ∈ 𝑈ି 
 yj {0,1}    ,  com  j = 1, … , m* 
 
A imputação de um custo a cada atributo binário quantifica a sua importância isolada para a 
solução final. Não tem em conta atributos que, por si só, não são significativos, mas, quando 
combinados, têm uma importância apreciável para a qualidade da redução do conjunto 
suporte (BRUNI, 2007). O recurso aos custos na formulação do problema apresenta grandes 
vantagens para a sua resolução computacional, nomeadamente, ao nível do tempo de 
execução dos algoritmos. Esta vantagem é mais notória quando o algoritmo procura uma 
solução através de um processo heurístico (BOROS et al., 1996). 
Outra variante ocorre quando existem atributos com valor omisso em algumas observações. 
Se, num atributo original, ai, existem valores em falta, então nos respetivos atributos 
binários, bj, também, são considerados em falta. Isto faz com que estes atributos não sejam 
usados. Matematicamente, corresponde a atribuir o valor zero aos respetivos coeficientes di,j 
(BOROS et al., 1996). 
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No caso do atributo classe de um problema ter mais de dois valores possíveis, procede-se à 
binarização da classe, como se de outro atributo se tratasse (SUBASI, AVILA-HERRERA, 
2015). Este aspeto tem sido bastante estudado e existem diversas abordagens para lidar com 
o problema (FRIEDMAN et al., 2000).
3.2.4. LAD versus Rough Sets 
Tanto a LAD como a metodologia Rough Sets permitem efetuar a seleção de atributos e, 
ambos, são compostos por duas etapas: uma primeira etapa de transformação e uma segunda 
de redução do número de atributos (CAVIQUE et al., 2011). 
A LAD não permite a existência de inconsistências (duas observações com os mesmos 
valores dos atributos, mas pertencentes a classes diferentes) e só pode ser aplicada a dados 
binários (podendo recorrer ao processo de binarização) (BOROS et al., 1996). Outro aspeto 
favorável é poder associar a cada atributo um custo, o que permite selecionar os atributos 
minimizando o custo total. Tudo isto faz da LAD uma metodologia mais sistematizada, 
robusta e sem ambiguidades, sendo fácil de interpretar (CAVIQUE et al., 2013). 
Já os Rough Sets lida com inconsistências, embora possa dificultar a interpretação dos 
resultados. Também, possibilita a existência de atributos classe com valores não 
necessariamente dicotomizados. No entanto, não permite o recurso aos custos associados a 
cada atributo (CAVIQUE et al., 2011).  
Da combinação destas duas metodologias, surge a Análise Lógica de Dados Inconsistentes 
(LAID), que é descrita na secção seguinte. 
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3.3. Metodologia LAID 
 
Como já referido, a Análise Lógica de Dados Inconsistentes (LAID) surge da combinação 
das metodologias Rough Sets e LAD. Como características principais, a LAID permite 
atributos inteiros, com custos associados, lida com inconsistências e comporta classes não 
dicotomizadas (CAVIQUE et al., 2013). 
 
3.3.1. Remoção das redundâncias 
Observações redundantes são observações com os mesmos valores dos atributos e 
pertencentes à mesma classe. Sendo m o número de atributos do sistema de decisão, ox e oy 
são redundantes se: 
ቊ 𝑎௜ሺ𝑜௫ሻ ൌ 𝑎௜ሺ𝑜௬ሻ  𝑖 ൌ 1, … , 𝑚𝑐ሺ𝑜௫ሻ ൌ 𝑐ሺ𝑜௬ሻ                             
A remoção de redundâncias é simples, basta eliminar, uma a uma, as observações redundantes. 
 
3.3.2. Remoção das inconsistências 
Observações inconsistentes são observações com os mesmos valores dos atributos e 
pertencentes a classes diferentes. Sendo m o número de atributos do sistema de decisão, ox 
e oy são inconsistentes se: 
ቊ 𝑎௜ሺ𝑜௫ሻ ൌ 𝑎௜ሺ𝑜௬ሻ  𝑖 ൌ 1, … , 𝑚𝑐ሺ𝑜௫ሻ ് 𝑐ሺ𝑜௬ሻ                             
Considere-se o grau de inconsistência (gr) de uma observação ox, com x = 1,…,n, como o 
número de observações do Universo de dimensão n, inconsistentes com ox. A definição 
formal é: 
gr(ox) = #{y=1,…,n: oyU  (ai(ox) = ai(oy), i=1,…,m)   c(ox) ≠ c(oy)} 
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Se gr(ox)=0, significa que a observação ox não tem inconsistências. 
O grau de inconsistência do Universo, gr(U) é igual ao maior dos graus de inconsistência de 
cada observação: 
gr(U) = máx( gr(ox)), x=1,…,n 
O valor do grau de inconsistência do Universo é, sempre, menor ou igual ao número de 
valores diferentes da classe. Se gr(U)=0, significa que não existem inconsistências no 
sistema de decisão. 
O processo de remoção das inconsistências existentes num sistema de decisão é 
surpreendentemente simples. O exemplo dado por Cavique et al. (2013) é bastante 
esclarecedor para se perceber a ideia subjacente. Quando um paciente vai a uma consulta, 
pode acontecer que o médico fique indeciso no diagnóstico, porque o conjunto dos sintomas 
relatados são comuns a várias doenças. Neste caso, o médico faz um ou mais testes para 
despistar o mal de que o paciente padece. Considerando os sintomas como um conjunto de 
atributos, o que o clínico faz é acrescentar novos atributos de forma a acabar com as 
ambiguidades existentes. 
Assim sendo, quando existem inconsistências num conjunto de dados, elas são removidas 
através da adição de novos atributos binários, que vão testar “je ne sais quoi”, para 
diferenciar as observações inconsistentes (CAVIQUE et al., 2013). Para remover as 
inconsistências de um sistema de decisão são necessários  m* = log2(1+gr(U)) novos 
atributos binários, onde a função x devolve a aproximação às unidades por excesso do 
valor x. Ou seja, é necessário um novo atributo binário, para distinguir duas observações 
com os mesmos valores dos atributos, mas pertencentes a classes diferentes. No caso de três, 
ou quatro, observações com valores dos atributos iguais, mas classes diferentes, são 
necessários 2 novos atributos binários. 
Pelo facto de acrescentar novos atributos “je ne sais quoi” para retirar as inconsistências, faz 
com que qualquer subconjunto de U seja preciso (crisp), sendo a sua região fronteira vazia, 
porque A(X) = Ā(X). Desta forma, evitam-se as dificuldades de interpretação destes 
conceitos, que são fundamentais na teoria dos Rough Sets (YAO, 2006).  
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A Figura 3.3 esquematiza a diferença entre as metodologias Rough Sets e LAID no 
tratamento das inconsistências. Neste exemplo, o Universo é composto por 6 observações 
(o1, o2, o3, o4, o5, o6). As observações o1, o4 e o5 têm valor da classe igual a 1, as restantes 
observações têm valor da classe 0. As observações o5 e o6 são inconsistentes, ou seja, têm 
igual valor nos atributos, mas classe diferente. Seja X um subconjunto de U cujos valores 
dos atributos correspondem ao valor 1 da classe. Logo, A(X) = {o1; o4}, Ā(X) = {o1; o4; o5; 
o6} e FR(X) = {o5; o6}. Como cada inconsistência corresponde a um par de observações, é 
necessário um novo atributo “je ne sais quoi” (a*) que toma o valor 1 para a observação da 
fronteira cujo valor da classe é 1 (o5) e o valor 0 para as restantes observações. Assim, após 
a inserção do atributo a*, o subconjunto de U, cujos valores dos atributos correspondem ao 
valor 1 da classe, será X*, onde X* = A(X*) = Ā(X*) = {o1; o4; o5}, e FR(X*) = . A Figura 




O1   O4 X O1   O4   O5jnsq=1
O6 O5 A(X) 
O2   O3   O6jnsq=0 
  O2 O3 Ā(X) 
Figura 3.3 – Diferença entre os Rough Sets e a remoção das inconsistências na LAID. 
(Adaptado de: PAWLAK, 2003 e CAVIQUE et al., 2013) 
Sistematizando todo o processo de remoção das inconsistências num sistema de decisão: 
 Há que começar por remover as redundâncias.
 A quantidade de atributos “je ne sais quoi” é determinada por  m* = log2(1+gr(U)).
 Para cada conjunto de inconsistências, ordenam-se as observações pelos respetivos
valores da classe e faz-se corresponder, a cada uma, a respetiva posição de ordem,
pi(c(ox)), começando por zero.
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 Para cada observação inconsistente, o valor de cada atributo “je ne sais quoi” é o respetivo 
algarismo da codificação binária de pi(c(ox)). Para as observações sem inconsistências, 
todos os atributos “je ne sais quoi” têm o valor zero. 
O conjunto de todos os atributos originais, unido com o conjunto dos atributos “je ne sais 
quoi” é designado por A*. 
Considere-se o exemplo do sistema de decisão da Tabela 3.18 para aplicar a remoção das 
inconsistências segundo a metodologia LAID. 
Tabela 3.18 – Sistema de decisão para exemplificar a LAID. 
Observações a1 a2 a3 a4 classe 
o1 1 0 1 0 1 
o2 0 1 1 0 1 
o3 0 1 0 0 1 
o4 0 1 0 0 2 
o5 1 0 0 1 0 
o6 1 0 1 0 2 
o7 0 1 0 0 0 
o8 1 0 1 0 1 
 
Começa-se por remover as redundâncias. As observações o1 e o8 são redundantes. Ao retirar 
uma delas, escolha-se o8, a redundância desaparece. 
Tabela 3.19 – Sistema de decisão com a redundância removida. 
Observações a1 a2 a3 a4 classe 
o1 1 0 1 0 1 
o2 0 1 1 0 1 
o3 0 1 0 0 1 
o4 0 1 0 0 2 
o5 1 0 0 1 0 
o6 1 0 1 0 2 




Da observação da Tabela 3.19, identificam-se os seguintes conjuntos de observações 
inconsistentes: {o1, o6} e {o3, o4, o7}, vindo: 
Tabela 3.20 – Grau de inconsistência das observações. 
Observações o1 o2 o3 o4 o5 o6 o7 
gr(ox) 1 0 2 2 0 1 2 
 
Como o grau de inconsistência do universo de observações é gr(U) = 2, são necessários dois 
atributos “je ne sais quoi” (a5* e a6*), porque  m* = log2(1+2) = 2, ficando A*={a1, a2, 
a3, a4, a5*, a6*}. 
Tabela 3.21 – Remover as inconsistências do sistema de decisão. 
Observações a1 a2 a3 a4 a5* a6* classe 
o1 1 0 1 0 0 0 1 
o2 0 1 1 0 0 0 1 
o3 0 1 0 0 1 0 1 
o4 0 1 0 0 0 1 2 
o5 1 0 0 1 0 0 0 
o6 1 0 1 0 1 0 2 
o7 0 1 0 0 0 0 0 
 
O sistema da Tabela 3.21 está pronto para aplicar o algoritmo de seleção dos atributos. Sendo 
a LAID um algoritmo constituído por duas fases (CAVIQUE et al., 2013): 
1. Gerar a matriz disjunta M; 
2. Redução do conjunto suporte. 
 
3.3.3. Gerar a matriz disjunta 
À semelhança da LAD, a metodologia LAID recorre à determinação da matriz disjunta M. 
Mas, ao contrário da primeira, a LAID permite classes com um número ilimitado de valores 
diferentes (CAVIQUE et al., 2013). 
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O processo consiste em, para cada observação, comparar os valores de cada atributo com os 
respetivos das observações seguintes que tenham valor de classe diferente. Se ox e oy forem 
duas observações, tais que c(ox) ≠ c(oy), cuja comparação corresponde à linha i da matriz 
disjunta M, os elementos da matriz M (di,j , com j=1,…,m+m*) serão (CAVIQUE et al., 
2013): 
di,j ൌ ቊ 1       se   𝑎௝ሺ𝑜௫ሻ  ് 𝑎௝ሺ𝑜௬ሻ 0       se   𝑎௝ሺ𝑜௫ሻ  ൌ 𝑎௝ሺ𝑜௬ሻ 
Como as inconsistências foram removidas, cada linha da matriz M tem de ter, pelo menos, 
um valor não nulo. O número de linhas da matriz M é menor, ou igual, a  n(n–1)/2, valor que 
corresponderia a comparar todas as n observações. (CAVIQUE et al., 2013) 
Retomando o sistema da Tabela 3.21, a matriz disjunta vem: 
Tabela 3.22 – Matriz Disjunta M. 
Por comparação das observações a1 a2 a3 a4 a5* a6*
o1 e o4 1 1 1 0 0 1 
o1 e o5 0 0 1 1 0 0 
o1 e o6 0 0 0 0 1 0 
o1 e o7 1 1 1 0 0 0 
o2 e o4 0 0 1 0 0 1 
o2 e o5 1 1 1 1 0 0 
o2 e o6 1 1 0 0 1 0 
o2 e o7 0 0 1 0 0 0 
o3 e o4 0 0 0 0 1 1 
o3 e o5 1 1 0 1 1 0 
o3 e o6 1 1 1 0 0 0 
o3 e o7 0 0 0 0 1 0 
o4 e o5 1 1 0 1 0 1 
o4 e o7 0 0 0 0 0 1 
o5 e o6 0 0 1 1 1 0 




Na matriz disjunta M, se di,j = 1 então o atributo da coluna j diferencia as duas observações 
comparadas na linha i. Pelo contrário, se di,j = 0 então o atributo da coluna j não distingue as 
duas observações comparadas na linha i. (CAVIQUE et al., 2013) 
 
3.3.4. Redução do conjunto suporte 
A obtenção do menor conjunto suporte usa uma heurística proposta por Chvatal (CAVIQUE 
et al., 2013). A redução do conjunto suporte é um processo iterativo que pretende determinar 
um subconjunto, S, de A*. Neste subconjunto S, inicialmente vazio, colocam-se os atributos 
escolhidos em cada iteração. No final, os elementos de S correspondem à seleção dos 
atributos que reduzem o conjunto suporte. 
Começa-se por somar os valores de cada coluna da matriz M, obtendo-se o vetor s, onde: 
 sj = ∑ 𝑑௜,௝௡୧ ୀ ଵ  , com j = 1,…,m+m* (3.15) 
 
Tabela 3.23 – Processo de redução – iteração 1. 
 A* a1 a2 a3 a4 a5* a6*
di,j 
1 1 1 0 0 1 
0 0 1 1 0 0 
0 0 0 0 1 0 
1 1 1 0 0 0 
0 0 1 0 0 1 
1 1 1 1 0 0 
1 1 0 0 1 0 
0 0 1 0 0 0 
0 0 0 0 1 1 
1 1 0 1 1 0 
1 1 1 0 0 0 
0 0 0 0 1 0 
1 1 0 1 0 1 
0 0 0 0 0 1 
0 0 1 1 1 0 
1 1 1 0 1 0 
   
 sj 8 8 9 5 7 5 
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As componentes do vetor s correspondem às imagens da função que decide qual o atributo 
escolhido para a solução, sj = s(aj). O atributo pretendido, ae, é aquele que melhor explica o 
sistema de decisão, ou seja, aquele que cumpre a condição: 
 s(ae) = máx(sj), com j = 1,…,m+m* (3.16) 
No exemplo da Tabela 3.23, o atributo escolhido é a3, entrando para a solução, S={a3}. Se 
vários atributos cumprem a condição (3.16), existem escolhas alternativas e escolhe-se um 
deles.  
Após escolhido o atributo a entrar na solução, ae, e atualizada a solução S, eliminam-se as 
linhas da matriz M que são explicadas por esse atributo, cujo valor di,e = 1, bem como a 
coluna do próprio atributo. Reinicia-se o processo com nova iteração, até eliminar todas as 
linhas da matriz M. 
Tabela 3.24 – Processo de redução – iteração 2. 
a1 a2 a4 a5* a6*
0 0 0 1 0
1 1 0 1 0
0 0 0 1 1
1 1 1 1 0
0 0 0 1 0
1 1 1 0 1
0 0 0 0 1
 
3 3 2 5 3 
 
Na segunda iteração do exemplo (Tabela 3.24), é escolhido o atributo a5*, ficando S = {a3, 
a5*}. São eliminadas as 5 primeiras linhas da matriz M e a coluna do atributo escolhido. 
 
Tabela 3.25 – Processo de redução – iteração 3. 
a1 a2 a4 a6*
1 1 1 1
0 0 0 1




Na terceira iteração do exemplo (Tabela 3.25), é escolhido o atributo a6*, ficando S = {a3, 
a5*, a6*}. São eliminadas as restantes linhas da matriz M e a coluna do atributo escolhido. 
O processo está terminado. A redução obtida do conjunto suporte é {a3, a5*, a6*}. 
Tabela 3.26 – Sistema de decisão após redução do conjunto suporte. 
Observações a3 a5* a6* classe 
o1 1 0 0 1 
o2 1 0 0 1 
o3 0 1 0 1 
o4 0 0 1 2 
o5 0 0 0 0 
o6 1 1 0 2 
o7 0 0 0 0 
 
Tabela 3.27 – Valores da classe em função dos atributos selecionados. 
  (a5*, a6*) 
  (0,0) (1,0) (0,1) (1,1) 
a3 0 0 1 2  1 1 2   
 
As células em branco representam valores para novas observações que não são explicados 
pelo novo sistema de decisão. Este conceito é diferente da noção de inconsistência, porque 
é resultante da falta de observações (CAVIQUE et al., 2013). No exemplo, dado o diminuto 
número de observações, era de esperar a existência de muitas células inexplicadas. 
Havendo, inicialmente, inconsistências no conjunto suporte e tendo-se acrescentado os 
atributos “je ne sais quoi” para eliminar essas inconsistências, é lógico que estes atributos 
sejam necessários para explicar o sistema de decisão. Daí, a redução do conjunto suporte 





3.4. Critérios de validação 
 
Depois de aplicar um determinado método de seleção de atributos, há que definir critérios 
para aferir a sua performance e validar os resultados obtidos. 
A performance dos métodos de seleção de atributos é determinada a partir da performance 
dos modelos de aprendizagem aplicados após a redução, usando métricas que variam 
consoante o método. Os recursos computacionais (memória e tempo despendido), a precisão, 
o rácio de atributos selecionados, são exemplos de métricas usadas. (BOLÓN-CANEDO et 
al., 2013) 
Para dificultar este processo, muitos conjuntos de dados podem ter atributos classe 
multivalor, dados descontextualizados ou errados, atributos irrelevantes ou repetidos, o 
número de observações muito pequeno comparado com a quantidade de atributos, etc.. 
Todas estas dificuldades podem tornar os estudos comparativos de tal forma complexos que 
são impraticáveis. (BOLÓN-CANEDO et al., 2013) 
A maioria dos estudos foca-se no problema que se pretende resolver. Muitos são realizados 
recorrendo a dados gerados artificialmente. Já que os resultados são conhecidos, o método 
de seleção de atributos pode ser avaliado independentemente do classificador usado e 
permite alterar as condições experimentais. (BOLÓN-CANEDO et al., 2013) 
 
3.4.1. Classificação 
O processo de classificação tem por objetivo prever o valor da classe de uma nova 
observação, que não pertence ao sistema de decisão usado na seleção de atributos. 
Normalmente, para que tal se possa realizar, o conjunto de observações do sistema é 
dividido, aleatoriamente, em dois subconjuntos (CAVIQUE et al., 2013):  
 O conjunto de treino – as observações são usadas para selecionar os atributos e 
determinar o modelo de aprendizagem ou classificador; 
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 O conjunto de teste – as observações são usadas para testar o modelo de 
aprendizagem determinado. 
Sendo n a dimensão do universo de observações, se o conjunto de treino tem ntr observações, 
então o conjunto de teste tem n-ntr observações. Esta divisão do sistema de informação tem 
a desvantagem de não usar todas as observações para determinar o modelo de aprendizagem, 
particularmente, no caso de existirem poucas observações. 
Uma forma de contornar esta desvantagem é a chamada validação cruzada (cross-validation) 
(CAVIQUE et al., 2013). Esta técnica consiste em dividir o sistema de dados em p partições. 
Uma das partições é usada para teste, as restantes partições constituem o conjunto de treino. 
O processo é repetido, trocando a partição de teste por uma das de treino, até que todas as 
partições tenham sido usadas para teste. O modelo é avaliado pela média das performances 
de cada teste. Um caso particular é o chamado Leave-One-Out Cross-Validation, onde as 
partições do sistema têm apenas uma observação (CAVIQUE et al., 2013). 
Num sistema de decisão, onde o atributo classe pode ter k valores diferentes, a forma de 
prever o valor da classe de uma nova observação ox é através da função f (CAVIQUE et al., 
2013), onde: 
 f(ox) = i: H(ox,i) = min(H(ox,j), com j=0,…,k-1) (3.17) 
 
A função H(ox,j) devolve a média das distâncias de Hamming entre ox e todas as observações 
do sistema de decisão cujo valor da classe é j. A distância de Hamming (dH), entre dois 
vetores da mesma dimensão, é o número de coordenadas cujos valores, nesses vetores, são 
diferentes. Dito de outra forma, a distância de Hamming é o menor número de substituições 
necessárias para transformar um dos vetores no outro. A função f devolve o valor da classe 
cujo retorno de H é menor. 
Considerando o sistema de decisão da Tabela 3.28, pretende-se prever o valor da classe de 
uma nova observação ox = (1,0,1). A Tabela 3.29 esquematiza o processo de cálculo e 
determina o resultado final. O valor dH corresponde à distância de Hamming entre a nova 
observação e cada uma do sistema de decisão. 
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Tabela 3.28 – Novo exemplo de sistema de decisão. 
Observações a1 a2 a3 classe 
o1 1 0 0 1 
o2 0 1 0 1 
o3 0 1 1 1 
o4 0 0 1 0 
o5 0 0 0 0 
o6 1 1 0 0 
 
Tabela 3.29 – Exemplo do cálculo da função f. 




1 ൅ 3 ൅ 2
3 ൌ 2 o2 (0,1,0) 3 




1 ൅ 2 ൅ 2
3 ൌ 1,67 o5 (0,0,0) 2 
o6 (1,1,0) 2 
f(1,0,1) = 0 
 
O valor da classe prevista para ox = (1,0,1) é 0. 
 
3.4.2. Avaliação da performance 
A performance de um modelo de aprendizagem é avaliada através da correção, ou não, das 
previsões. Esta avaliação tem por base a matriz confusão (confusion matrix) (CAVIQUE et 
al., 2013), cujas linhas contabilizam o número de observações de cada um dos valores das 
classes no conjunto de teste, de acordo com o sistema de decisão, e as colunas contabilizam 
o número de observações previstas para cada classe (SANTRA, CHRISTY, 2012).  
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Tabela 3.30 – Matriz confusão quando a classe é booleana. 
  Classe prevista 
  0 1 
Classe real 0 n00 n01 1 n10 n11 
 
Na Tabela 3.30 (SANTRA, CHRISTY, 2012): 
 n00 é o número de observações do conjunto de teste cujo valor da classe é 0 e a 
previsão foi correta (verdadeiros negativos); 
 n01 é o número de observações cujo valor da classe é 0 e a previsão foi incorreta 
(falsos positivos); 
 n10 é o número de observações cujo valor da classe é 1 e a previsão foi incorreta 
(falsos negativos); 
 n11 é o número de observações cujo valor da classe é 1 e a previsão foi correta 
(verdadeiros positivos). 
A soma  n00 + n01 + n10 + n11  é a dimensão do conjunto de teste. 
A matriz confusão permite determinar várias medidas de performance, nomeadamente, a 
taxa de cobertura (overall accuracy) (SANTRA, CHRISTY, 2012): 
 taxa de cobertura =  ௡బబ ା ௡భభ௡బబ ା ௡బభ ା ௡భబ ା ௡భభ (3.18) 
Esta métrica indica a frequência de acerto do modelo obtido. Um modelo de aprendizagem 
é melhor que um modelo aleatório se a sua taxa de cobertura é maior que a taxa da classe 
modal (CAVIQUE et al., 2013), ou seja, é maior que a taxa de qualquer valor da classe: 
൬ 𝑛଴଴ ൅ 𝑛ଵଵ𝑛଴଴ ൅ 𝑛଴ଵ ൅ 𝑛ଵ଴ ൅ 𝑛ଵଵ ൐
𝑛଴଴ ൅ 𝑛଴ଵ
𝑛଴଴ ൅ 𝑛଴ଵ ൅ 𝑛ଵ଴ ൅ 𝑛ଵଵ൰  
∧  ൬ 𝑛଴଴ ൅ 𝑛ଵଵ𝑛଴଴ ൅ 𝑛଴ଵ ൅ 𝑛ଵ଴ ൅ 𝑛ଵଵ ൐
𝑛ଵ଴ ൅ 𝑛ଵଵ
𝑛଴଴ ൅ 𝑛଴ଵ ൅ 𝑛ଵ଴ ൅ 𝑛ଵଵ൰  
  n11 > n01      n00 > n10 
57 
 
Outra medida de performance é o Cohen’s Kappa-statistic, que indica o grau de 
concordância dos dados (CAVIQUE et al., 2013). Para tal, há que definir a taxa esperada 
(expected rate) que mede a precisão para um modelo de aprendizagem aleatório (JENNESS, 
WYNNE, 2005): 
 taxa esperada =  ሺ௡బబା௡బభሻൈሺ௡బబା௡భబሻ ା ሺ௡భబା௡భభሻൈሺ௡బభା௡భభሻሺ௡బబ ା ௡బభ ା ௡భబ ା ௡భభሻమ  (3.19) 
O índice Kappa-statistic é calculado recorrendo à taxa de cobertura e à taxa esperada 
(JENNESS, WYNNE, 2005): 
 Kappa-statistic = ୲ୟ୶ୟ ୢୣ ୡ୭ୠୣ୰୲୳୰ୟ ି ୲ୟ୶ୟ ୣୱ୮ୣ୰ୟୢୟ ଵ ି ୲ୟ୶ୟ ୣୱ୮ୣ୰ୟୢୟ  (3.20) 
Os valores de kappa estão entre -1 e 1, inclusive, e permitem avaliar a performance de acordo 
com a escala seguinte (CAVIQUE et al., 2013):  
Tabela 3.31 – Escala de avaliação do índice Kappa-statistic. 
Kappa-statistic [-1,0; 0,0] ]0,0; 0,2] ]0,2; 0,4] ]0,4; 0,6] ]0,6; 0,8] ]0,8; 1,0]
Performance do modelo má fraca sofrível moderada boa excelente
 
O índice Kappa-statistic é comparável entre modelos de aprendizagem diferentes 
(JENNESS, WYNNE, 2005). 
A matriz confusão, a taxa de cobertura e o índice Kappa-statistic são facilmente 
generalizáveis para sistemas com classes multivalor. No caso da classe poder assumir 3 
valores, vem: 
Tabela 3.32 – Matriz confusão quando a classe é ternária. 
  Classe prevista 
  0 1 2 
Classe real 
0 n00 n01 n02 
1 n10 n11 n12 
2 n20 n21 n22 
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taxa de cobertura =  ௡బబ ା ௡భభା ௡మమ௡బబ ା ௡బభ ା ௡బమ ା ௡భబ ା ௡భభ ା ௡భమ ା ௡మబ ା ௡మభ ା ௡మమ 
taxa esperada =  
ሺ௡బబା௡బభା௡బమሻൈሺ௡బబା௡భబା௡మబሻାሺ௡భబା௡భభା௡భమሻൈሺ௡బభା௡భభା௡మభሻାሺ௡మబା௡మభା௡మమሻൈሺ௡బమା௡భమା௡మమሻ
ሺ௡బబ ା ௡బభ ା ௡బమ ା ௡భబ ା ௡భభ ା ௡భమ ା ௡మబ ା ௡మభ ା ௡మమሻమ  
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