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We introduce growth diagrams arising from the geometry of the affine Grass-
mannian for GLm. These affine growth diagrams are in bijection with the c~λ
many components of the polygon space Poly(~λ) for ~λ a sequence of minuscule
weights and c~λ the Littlewood–Richardson coefficient. Unlike Fomin growth di-
agrams, they are infinite periodic on a staircase shape, and each vertex is labeled
by a dominant weight of GLm. Letting m go to infinity, a dominant weight can
be viewed as a pair of partitions, and we recover the RSK correspondence and
Fomin growth diagrams within affine growth diagrams. The main combinato-
rial tool used in the proofs is the n-hive of Knutson–Tao–Woodward. The local
growth rule satisfied by the diagrams previously appeared in van Leeuwen’s
work on Littelmann paths, so our results can be viewed as a geometric inter-
pretation of this combinatorial rule. Similar diagrams appeared in the work of
Speyer on osculating flags.
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CHAPTER 1
INTRODUCTION
The classical Robinson–Schensted correspondence (RS correspondence) is a
bijection between permutations and pairs of same-shape standard Young
tableaux. It was first written down in [28] by Robinson in an attempt to prove
the Littlewood–Richardson rule [24]. Schensted later rediscovered the bijection
in [31], with the aim of understanding the longest increasing subsequences of
a permutation, a point of view that was extended by Greene in [12]. Knuth
further generalized the correspondence in [20] to a weight-preserving bijec-
tion between matrices of natural numbers and same-shape semistandard Young
tableaux, giving the full Robinson–Schensted–Knuth correspondence (RSK cor-
respondence).
Later in [6], Fomin realized the RS correspondence in terms of growth di-
agrams where standard Young tableaux are interpreted as saturated chains of
partitions. These diagrams are square arrays of vertices, each labeled by a par-
tition, where three of the vertex labels of a unit square determine the label of
the fourth vertex via Fomin’s local rules. Finally, Roby showed in [28] how to
extend the growth diagram perspective to include the full RSK correspondence
and to prove other combinatorial bijections. The relevant combinatorics of the
RS correspondence is reviewed in Section 2.1.
The combinatorics of the RS correspondence was realized geometrically by
Steinberg [35, 36], Hesselink [17], and Spaltenstein [32], using the variety of
flags preserved by a fixed nilpotent η, i.e. a Springer fiber. The components
of this variety are indexed by standard Young tableaux of shape equal to the
Jordan type of η. For two generic flags f and f ′ in components corresponding
1
to tableaux T and S respectively, their relative position is the permutation given
by the RS correspondence. These results were clarified and extended by van
Leeuwen in [40]. In particular, each partition of Fomin’s growth diagram is
the Jordan type of η restricted to fi ∩ f ′j . Hence, van Leeuwen completed this
geometric interpretation of Fomin’s combinatorial rules. See also the work of
Rosso in [29] for further generalizations.
This thesis shows that the combinatorics of growth diagrams arises from the
geometry of the affine Grassmannian for GLm, denoted Gr. More specifically,
we study the components of Poly(λ1, . . . , λn), the reducible variety of polygons
in the affine Grassmannian with fixed distances given by fundamental or dual-
fundamental weights, λ1, . . . , λn, of GLm. That is, the configuration space of tu-
ples (L0, . . . , Ln−1) of elements in Gr such that d(Li−1, Li) = λi (mod n). Definitions
are given in Section 2.2.
Fix a component X of Poly(λ1, . . . , λn). There is an open set in X on which for
all i and j the distances d(Li, L j) are constant. These are the generic distances of
the component X. We show that the generic distances d(Li, L j) of a component
satisfy the local rule in Theorem 12, whereby three distances determine a fourth.
This is the main theorem that allows us to construct affine growth diagrams,
which we state in Theorem 12 of Section 3.1.2, but do not prove until Chapter 5.
It is the same local rule that appeared in van Leeuwen’s work on jeu de taquin in
the context of the Littelmann path model [39]. See also [27, 42] for a connection
to coboundary categories and crystals.
In Chapter 4, we use the local rule of Theorem 12 to construct affine growth
diagrams as follows. Fontaine, Kamnitzer, and Kuperberg showed in [8] that it
is enough to know the subset {d(L0, Li)}i∈[n] of generic distances to index the com-
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ponents of Poly(λ1, . . . , λn). The remaining generic distances can be discovered
from this initial data by repeatedly applying the local rule, and this is how the
growth diagrams are constructed. We define affine growth diagrams in Defini-
tion 16 of Section 4.1 and show that they are in bijection with the components of
the polygon space Poly(λ1, . . . , λn) in Theorem 17. From this, we note in Corol-
lary 19 that affine growth diagrams are periodic with period n. Similar diagrams
were constructed by Speyer in [33] from the geometry of osculating flags, where
they are called cylindrical growth diagrams (see also [42]).
In Section 4.2, we show that there is a natural way to mark affine growth
diagrams, thereby associating a fixed-point-free involution to each growth di-
agram. This recovers a bijection of Stanley–Sundaram between oscillating
tableaux and fixed-point-free involutions, which is demonstrated in Section 4.3.
We show that a special case of affine growth diagrams contains Fomin growth
diagrams. This is Corollary 31 and Corollary 37. In this way, we rediscover the
RS and RSK correspondences arising from the geometry of the affine Grassman-
nian (see Figure 4.15).
3
CHAPTER 2
BACKGROUND
2.1 Combinatorial background
In this section we give some basic combinatorial definitions to establish notation
and to recall the RS correspondence and Fomin growth diagrams. The notation
is based on that used in [28].
2.1.1 The RS correspondence and Greene’s Theorem
A partition is a sequence of weakly decreasing non-negative integers λ =
(λ1, λ2, . . .) such that only finitely many are nonzero. The size of a partition is
|λ| = ∑ λi. If n is the size of λ, then it is said that λ is a partition of n and denoted
λ ` n. Partitions are depicted as Young diagrams, left-justified arrays of empty
boxes with the number of boxes in each row weakly decreasing from top to bot-
tom. We will not distinguish between a partition and its Young diagram. Let λt
denote the transpose of the partition λ, i.e. λt1 is the size of the first column of λ
and so forth. The empty partition of all zeros is denoted by ∅. A semistandard
Young tableau is a filling of a Young diagram with natural numbers such that
the entries are weakly increasing left to right along rows and strictly increasing
down columns. For a tableau T , the shape of T , denoted sh(T ), is the underly-
ing partition. The content of a semistandard tableau is the sequence (n1, n2, . . .)
where ni is the number of boxes filled with the number i. A standard Young
tableau is a semistandard Young tableau with content (1,. . . ,1), i.e. the shape
is a partition of n and each of 1, . . . , n shows up exactly once. Equivalently, a
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standard tableau T may be viewed as a saturated chain of partitions in Young’s
lattice, ∅ = λ0 ≺ λ1 ≺ λ2 ≺ · · · ≺ λn where λi is the partition obtained from λi−1
by adding the box with entry i in T . Here λ ≺ µ denotes that µ covers λ, i.e. µ is
obtained from λ by adding a single box.
The RS correspondence is a bijection between permutations in S n and pairs
of same-shape standard Young tableaux where the common shape is a partition
of n. It will be denoted as pi ↔ (P(pi),Q(pi)). The usual algorithmic ways to
realize this bijection are Schensted insertion [31], the matrix-ball construction
[9], Viennot’s shadow construction [41], and Fomin growth diagrams [6]. Recall
that Schensted originally used the insertion algorithm to prove that the length
of the longest increasing subsequence of pi ∈ S n is the length of the first row of
the common shape of P(pi) and Q(pi) (the one-line notation of pi is viewed as a
sequence). Furthermore, the length of the longest decreasing sequence of pi is
the length of the first column.
In [12], Greene extended Schensted’s result to disjoint unions of chains.
Write a permutation pi as a permutation matrix such that row i has a mark in
column pi(i) where rows are ordered top to bottom and columns left to right. The
associated poset of pi is defined as follows. The elements are the marked squares
of the permutation matrix where for a, b two distinct marked squares, a < b as
elements of the poset if b is southeast of a. Chains, respectively antichains, in
this poset correspond to increasing subsequences, respectively decreasing sub-
sequences, of pi when written in one-line notation. For this reason we will let pi
denote both the permutation and the associated poset.
Let ik(pi) be the largest size of the union of k disjoint chains of pi, and let
dk(pi) be the largest size of the union of k disjoint antichains. The following is
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due independently to Greene [13] and Fomin [5] (see the survey [3] and [28,
Thm 2.4.1]).
Theorem 1 (Greene’s Theorem). Let P be any poset with ik(P) and dk(P) defined as
above. Let λk(P) = ik(P)− ik−1(P) and µk(P) = dk(P)− dk−1(P). Then λ(P) = (λ1, λ2, . . .)
and µ(P) = (µ1, µ2, . . .) are partitions, and λt = µ.
The following is a generalization, due to Greene, of Schensted’s result for the
largest chain and antichain. It relates the previous theorem to RS.
Theorem 2 ([12],[30, p. 104]). Let pi correspond to the tableaux (P,Q) under the RS
correspondence, and let λ = sh(P) = sh(Q) be their common shape. Then
ik(pi) = λ1 + · · · + λk
dk(pi) = λt1 + · · · + λtk.
Consider changing the ordering of the elements of the poset corresponding
to pi so that now a < b if b is northeast of a. This is equivalent to reflecting
the permutation matrix of pi about the horizontal line joining the midpoints of
opposite sides of the square to get a new permutation matrix pir, and considering
the usual southeast dominant poset structure on pir. Note that pir = pi · w0 where
w0 ∈ S n is the longest element, i.e. switches i and n + 1 − i. We could also
reflect pi about the vertical line joining the midpoints of opposite sides of the
permutation matrix to get pir = w0 · pi. This is equivalent to considering the poset
corresponding to pi such that now a < b if b is SW of a. Both operations, i.e.
going from pi to pir or from pi to pir, exchange the roles of chains and antichains in
the poset, hence following proposition holds.
Proposition 3. If pi corresponds to the partition λ under Theorem 1, then pir and pir
correspond to λt.
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Although this proposition only determines the common shape of the pairs
of tableaux corresponding to pir and pir under RS, the effects on the P and Q
tableaux themselves are also known. More generally, we could ask how all of
the symmetries of the square acting on the permutation matrix pi, change the
tableaux (P,Q) under the RS correspondence. If pi↔ (P,Q), then
pi−1 ↔ (Q, P) (2.1)
pi · w0 ↔ (Pt, ev(Q)t) (2.2)
w0 · pi↔ (ev(P)t,Qt) (2.3)
w0 · pi · w0 ↔ (ev(P), ev(Q)), (2.4)
where ev(P) is the evacuation tableau of P, i.e. the image of P under the
Schu¨tzenberger involution. Since pi−1 corresponds to reflecting pi about the main
diagonal, these operations generate all of D4, the symmetries of the square. See
[30] or [38] for their proofs, and note that the first is an easy consequence of the
growth diagram perspective described below.
2.1.2 Fomin growth diagrams
Fomin [6] gave rules to build up partitions labeling the vertices of an n × n per-
mutation matrix, such that the vertex labels along the east and south edges give
the tableaux in the RS correspondence. The Fomin growth diagram is built up
by applying a set of local rules to each unit square of the n × n matrix. Begin by
labeling the vertices of the north and west sides of the matrix with the empty
partition as in Figure 2.1. Let λ, µ, ν, ρ be partitions labeling the vertices of a unit
7
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pi = 1423↔ P(pi) = 1 2 3
4
,Q(pi) = 1 2 4
3
Figure 2.1: An example of a Fomin growth diagram.
square as in the following figure.
µλ
ν ρ
The following Fomin growth rules determine ρwhen λ, µ, ν are given. See Figure
2.1 for an example.
1. If µ , ν, then ρ = µ ∪ ν.
2. If λ ≺ µ = ν, then µ must have been obtained from λ by adding a box to λi
for some i. Let ρ be obtained from µ = ν by adding 1 to µi+1.
3. If λ = µ = ν, then ρ = λ if the current square is unmarked, and ρ = λ with 1
added to λ1 if the current square is marked.
These rules give a deterministic procedure that assigns a partition to each
vertex (in Figure 2.1 the diagram is filled in row by row, but of course the or-
der doesn’t matter). Reading left to right along the bottom row of vertex labels
gives a saturated chain of partitions corresponding to the P(pi) tableau. Like-
wise, reading down the rightmost column of vertex labels gives the tableau
Q(pi). Furthermore, the partition at a vertex v is the partition of Theorem 1 for
the poset pi|v given by the marked squares northwest of v. See [28, App.] for
a proof based on Fomin’s original in [6]. Thus, Fomin’s growth rules build up
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the partition of Greene’s Theorem by introducing one element of the poset at a
time.
In what follows we will need the transpose of the RS correspondence,
pi ↔ (P(pi)T ,Q(pi)T ). In this case, Fomin’s growth rules can be modified to build
up P(pi)T and Q(pi)T directly. Simply replace the role played by the rows in rules
(2) and (3) to be played by the columns. Namely, for rule (3) add a box in the
first column, and for rule (2), if µ was obtained from λ by adding a box in col-
umn i, then add a box to column i + 1 of µ to get ρ. Then each vertex of the
growth diagram is labeled by a partition λ such that dk(pi|v) = λ1 + · · · + λk and
ik(pi|v) = λt1 + · · · + λtk, i.e. rows correspond to antichains and columns to chains.
With these roles reversed, we will refer to this as the transpose Greene’s Theo-
rem. Likewise, Schensted insertion, the matrix-ball construction, and Viennot’s
shadow construction can be done column-wise rather than row-wise to give
P(pi)T ,Q(pi)T . When convenient, we will refer to these as the transpose RS corre-
spondence, or the transpose Fomin rules.
2.2 Geometric background
In this section we define the affine Grassmannian, state the geometric Satake
correspondence, and define the polygon space for general weights. In the next
chapter we specialize these weights to be fundamental and dual fundamental
weights.
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2.2.1 The affine Grassmannian
Set G = GLm, as we will only be concerned with this case. Recall that the dom-
inant weights of G are weakly decreasing sequences of m integers, (λ1, . . . , λm),
and that weights and coweights coincide. The dual of a weight λ is given by
negating and reversing the sequence, and is denoted λ∗. Let Vλ denote the ir-
reducible representation corresponding to λ. For any representation V , let VG
denote the space of invariants. Although G is not semisimple, we will say that
the minuscule weights are the fundamental weights ωi = (1, . . . , 1, 0, . . . , 0) and
the dual fundamental weights ω∗i = (0, . . . , 0,−1, . . . ,−1) for 1 ≤ i ≤ m (where
there are i many 1’s and −1’s respectively). Let ∅ denote the zero weight,
ρ = (m− 1,m− 2, . . . , 1, 0) the half the sum of positive roots, and |λ| = λ1 + · · ·+λm.
Let O = C[[t]] be the ring of power series and K = C((t)) its field of fractions,
the field of Laurent series. The affine Grassmannian is Gr = G(K)/G(O), an ind-
variety over C. It can be seen as the space of O-lattices in Km. An O-lattice in
Km is a free, finitely generated O-submodule L in Km, that generates the entire
vector space Km as a K-module, i.e. K ⊗ L = Km. For example, consider the
standard basis vectors e1, . . . , em of the vector space Km. The O-module gener-
ated by e1, . . . , em is the base lattice L0. The space of O-lattices has a transitive
action of G(K), and the stabilizer of L0 is G(O), hence gives an identification of
G(K)/G(O) with the space of O-lattices. See the examples in [1, §2.1] for a more
diagrammatic interpretation of the lattices in the affine Grassmannian.
The G(O) orbits form a stratification of Gr. For each dominant (co)weight
λ let tλ be the corresponding torus fixed point. In terms of lattices this is the
O-module generated by tλ1e1, . . . , tλmem. Let Gr(λ) = G(O)tλ be the orbit of G(O)
in Gr. These are all of the G(O) orbits, one for each dominant weight. The
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stratification is thenGr = unionsqGr(λ), andGr(λ) = ∪µ≤λGr(µ) are the closure relations,
where µ ≤ λ means λ − µ is a nonnegative integer combination of simple roots.
As is easily seen, the orbits ofG(K) onGr×Gr are in bijection with orbits ofG(O)
on Gr. For p, q ∈ Gr define the distance to be the dominant weight λ = d(p, q) if
(p, q) are in the same G(K) orbit as (t0, tλ). Note that d(q, p) = λ∗.
2.2.2 Geometric Satake
The geometric Satake correspondence of Lusztig [25], Ginzburg [10], Beilinson–
Drinfeld [2], and Mirkovic´–Vilonen [26] gives an equivalence of tensor cate-
gories between the category of representations of the Langlands dual G∨ and
the category of G(O)−equivariant perverse sheaves on the affine Grassmannian
for G. In our case, G = GLm is its own Langlands dual.
Theorem 4 (Geometric Satake). The tensor category of equivariant perverse sheaves
on the affine Grassmannian Gr with respect to the above stratification is equivalent to
the tensor category of representations of G. Under this equivalence, for a dominant
weight λ of G, IH(Gr(λ))  Vλ, where IH denotes intersection homology.
For a sequence of dominant weights ~λ consider the twisted product of orbit
closures,
Gr(λ1)×˜ · · · ×˜Gr(λn) :=
{
(g1, . . . , gn) | d(t0, g1) ≤ λ1, d(gi, gi+1) ≤ λi+1, 1 ≤ i ≤ n − 1
}
,
(2.5)
a sort of “path space” in Gr. Let c~λ = dim(Vλ1 ⊗ · · · ⊗ Vλn)G be the Littlewood–
Richardson coefficient. Theorem 4 gives a way to construct the invariant space
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(Vλ1 ⊗ · · · ⊗ Vλn)G geometrically from the following convolution morphism.
m~λ : Gr(λ1)×˜Gr(λ2)×˜ · · · ×˜Gr(λn)→Gr
(g1, . . . , gn) 7→gn
The polygon space is the projective variety Poly(~λ) = m−1
~λ
(t0), i.e. the path space
“closed up”. The geometric Satake correspondence yields the following theo-
rem. See [18, Lem 4.6] for a proof.
Theorem 5. The invariant space is isomorphic to the top homology of Poly(~λ).
(Vλ1 ⊗ · · · ⊗ Vλn)G  Htop
(
Poly(~λ)
)
Haines showed in [14, Prop. 1.8] that for GLm, Poly(~λ) is equidimensional of
dimension 〈λ1 + · · · λn, ρ〉, so as a corollary, the number of components of Poly(~λ)
is equal to c~λ. In the next chapter, we restrict the λ
i to be minuscule, which is the
only case we will care about.
Remark 6. Note that when the λi are minuscule, the only setting we will
be interested in, c~λ is equal to a Kostka number: Let {λ1, . . . , λn} =
{ωi1 , . . . , ωik , ω∗j1 , . . . , ω∗jl} be the minuscule weights and let Λa = Vωa ,Λ∗a = Vω∗a be
the corresponding irreducible representations. Then we must have
∑
ia =
∑
ja
for c~λ to be nonzero, and
c~λ = dim
(
Λi1 ⊗ · · · ⊗ Λik ⊗ Λ∗j1 ⊗ · · · ⊗ Λ∗jl
)GLm
= dim
(
Λi1 ⊗ · · · ⊗ Λik ⊗ Λm− j1 ⊗ · · · ⊗ Λm− jl ⊗ V∗det⊗l
)GLm
= dimHomGLm
(
V⊗ldet,Λi1 ⊗ · · · ⊗ Λik ⊗ Λm− j1 ⊗ · · · ⊗ Λm− jl
)
Thus, by the Pieri rule (and tranposing) c~λ is equal to the number of semistan-
dard tableaux of shape l × m and content (i1, . . . , ik,m − j1, . . . ,m − jl).
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CHAPTER 3
STATEMENT OF THE LOCAL RULE
In this chapter, we define the polygon space for a sequence of minuscule
weights. Then we recall the Fontaine, Kamnitzer, and Kuperberg [8] method
of indexing components of the polygon space with the generic distances along
the fan triangulation. We then show that the components can be indexed using
the generic distances along the edges of any fixed extroverted triangulation,
thereby generalizing the result in [8]. Finally, we state the local rule satisfied by
the generic distances, which allows us to figure out all of the generic distances
of a component starting from those along any one extroverted triangulation.
3.1 The polygon space
We are interested in studying the combinatorics of the components of the poly-
gon space, Poly(~λ) = m−1
~λ
(t0), when the λi are minuscule. The components of
Poly(~λ) will be in bijection with the affine growth diagrams to be defined in
Chapter 4. For λ dominant minuscule, there are no dominant weights less than
λ, so Gr(λ) = Gr(λ) and the inequalities in 2.5 become equalities. The polygon
space for a sequence of minuscule weights ~λ = (λ1, . . . , λn) is the variety of n-
gons,
Poly(~λ) =
{
(g1, . . . , gn−1) ∈ Grn−1 | t0 λ
1
−→ g1 λ
2
−→ g2 λ
3
−→ · · · λ
n−1
−−→ gn−1 λ
n
−→ t0
}
. (3.1)
Recall that tensoring any irreducible representation Vµ with a minuscule rep-
resentation Vλ is multiplicity free, that is, the irreducible representations aris-
ing in the direct sum decomposition of Vµ ⊗ Vλ all occur with multiplicity 1.
In the minuscule case, the Littlewood–Richardson coefficient is also equal to
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the number of minuscule paths for ~λ, namely sequences of dominant weights
~µ = (µ0 = ∅, µ1, . . . , µn = ∅) such that µk − µk−1 = w · λk for some element w in the
Weyl group. In terms of representation theory this corresponds to first choosing
the irreducible representation Vµ1 in the decomposition of Vλ1 ⊗ Vλ2 , followed by
Vµ2 in Vµ1 ⊗ Vλ3 and so forth. At each step, λi being minuscule implies that the
tensor product is multiplicity free and is given by the Pieri rule.
Since the Littlewood–Richardson coefficient is equal to both the number of
components of Poly(~λ) and the number of minuscule paths for ~λ, there should
be a bijection between the two, hence giving a way to index components with
minuscule paths. Such a bijection is given in [8], which we recall in the next
subsection. We then show that there are many different ways to index the com-
ponents, one for each extroverted triangulation of the n-gon, and that there is
a local rule that allows to transition from one indexing convention to another,
which gives rise to the growth diagrams in Chapter 4.
3.1.1 Indexing components
In [8], Fontaine, Kamnitzer, and Kuperberg gave a way to index the compo-
nents of Poly(~λ) with minuscule paths. They define the fan configuration space
t0
g1 g2
g3
· · ·gn−1
λ1
λ2
λ3
λ4λn−1λ
n
Figure 3.1: A point of Poly(~λ)
t0
g1 g2
g3
· · ·gn−1
λ1 = µ1
λ2
λ3
λ4
λn−1
µn
∗
= λn
µ2
µ3
µ4
Figure 3.2: The fan triangulation
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Q(~λ, ~µ), which imposes the additional conditions d(t0, gi) = µi on Poly(~λ) (see Fig-
ure 3.2). Note that this forces µ0 = ∅, µ1 = λ1, µn−1 = λ∗n and µn = ∅. They proved
the following theorem, which they noted is implicit in the work of Haines [14].
Theorem 7 ([8, Thm 4.1]). Each component X of Poly(~λ) has an open dense set Xo
such that for all 0 ≤ i ≤ n the distances d(t0, gi) = µi are constant on Xo. The distances
~µ = (µ0, µ1, . . . , µn−1, µn) form a minuscule path for ~λ, and this is a bijection between
components and minuscule paths.
Example 8. Let n = 4 and consider ~λ = (ω1, ω1, ω∗1, ω
∗
1) with the correspond-
ing polygon space Poly(~λ). There are two minuscule paths, (∅, (1), (2), (1), ∅)
and (∅, (1), (11), (1), ∅), hence the polygon space consists of two irreducible com-
ponents, one with generic distance d(t0, g2) = (2), and the other with generic
distance d(t0, g2) = (11). Here by weight (11) we mean the dominant weight
(1, 1, 0, . . . , 0). We represent the two components with the pictures below, where
the corresponding minuscule paths can be read off along the edges of the fan
triangulation.
t0
g1
g2
g3
t0
g1
g2
g3
The proof of Theorem 7 relies on the following lemma. Let
Te(µ, λ, ν) =
µ
λ
ν
be a triangle with minuscule weight λ, based at the edge e of length µ. For two
points h1, h2 ∈ Gr such that d(h1, h2) = µ, the edge-based configuration space
Q(Te(µ, λ, ν)) is {g ∈ Gr | d(h2, g) = λ, d(h1, g) = ν}. For example, if (h1, h2) = (t−µ, t0),
then Q(Te(µ, λ, ν)) is a subvariety of Gr(λ).
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Lemma 9 ([8, Lem 4.2]). For λ a minuscule weight, the edge-based configuration space
Q(Te(µ, λ, ν)) is non-empty if and only if there exists w ∈ W such that µ + wλ = ν. If it
is non-empty, then it is smooth and has complex dimension 〈ν − µ + λ, ρ〉.
We reproduce the proof of Theorem 4.1 from [8] to see that it generalizes
easily to triangulations other than the fan triangulation.
Proof of Theorem 7. The fan configuration space Q(~λ, ~µ) decomposes as a twisted
product of triangle spaces as follows:
Q(~λ, ~µ) = Q(Te(µ0, λ1, µ1))×˜Q(Te(µ1, λ2, µ2))×˜ · · · ×˜Q(Te(µn−1, λn, µn)).
Each factor contains a minuscule edge λi, so by the lemma, the ith factor is
smooth of dimension 〈µi + λi − µi−1, ρ〉. Hence, Q(~λ, ~µ) is smooth irreducible of
dimension the sum of the dimensions of the factors,
dimQ(~λ, ~µ) =
n∑
i=1
〈µi + λi − µi−1, ρ〉 = 〈λ1 + · · · + λn, ρ〉 = dim Poly(~λ)
Since Poly(~λ) is partitioned into the equidimensional smooth subvarieties
Q(~λ, ~µ), their closures must be the irreducible components of Poly(~λ). 
The fan configuration space imposes conditions along the edges of the fan
triangulation, but the reasoning of the proof can be applied to other triangula-
tions. The key point of the proof is that each triangle contains an edge labeled
by a minuscule weight. Hence, the same reasoning can be applied to any extro-
verted triangulation, a triangulation of the n-gon in which every triangle shares
Figure 3.3: The 12 extroverted, and 2 non-extroverted, triangulations of
the hexagon
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an edge with the n-gon. See Figure 3.3 for the 12 extroverted triangulations of
the hexagon.
To state the analogue of Theorem 7 for extroverted triangulation, we need
some notation. Each extroverted triangulation contains two doubly extroverted
triangles. Choose one of these triangles, say T , and let λi, λi+1 be the clockwise
labels of its two external edges in clockwise order. Set µ1 = λi or µ1 = λi+1.
Let µ2 label the interior edge of T , oriented clockwise, that is, the tail and head
coincide with the tail and head of the external edges of T oriented clockwise.
Since each triangle of the extroverted triangulation contains an external edge,
there is a triangle sharing an edge with T , having another internal edge, and
one external edge. Its external edge is labeled by either λi−1 or λi+2. It shares
a single vertex with the internal edge labeled by µ2. Label the new internal
edge µ3, oriented so that either the heads or tails coincide at the common vertex.
Continue shelling on triangles and defining edge labels µi until a second doubly
extroverted triangle completes the triangulation. This defines a bijection σ :
[n] → [n] where λσ(i) is the new external edge at step i, completing the triangle
with edges µi−1 and µi. For an extroverted triangulation τ, denote its interior
edges by Eτ. The proof of the following theorem is a direct adaptation of the
proof of Theorem 7.
Theorem 10. Fix an extroverted triangulation τ. Each component X of Poly(~λ) has an
open dense set Xoτ such that the distances along the edges of Eτ are constant on Xoτ . This
induces a bijection between the components of Poly(~λ) and distances {µi}i∈[n] satisfying
µi − µi−1 = w · λσ(i) for some w ∈ W depending on i.
Proof. The proof is identical to the one before, except for extroverted triangula-
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γ β
α δ
α
γ
β
α
δ
β
Figure 3.4: Dominant weights α, β, γ determine δ via one application of the
local rule
tion τ with bijection σ, the decomposition is the following.
Qτ(~µ, ~λ) = Q(Te(µ0, λσ(1), µ1))×˜ · · · ×˜Q(Te(µn−1, λσ(n), µn))

For a fixed component X, taking the intersection of the open dense sets Xoτ
over all of the extroverted triangulations τ gives an open dense set on which
all the distances d(gi, g j) are constant. Call these the generic distances for the
component X.
Example 11. To continue Example 8, let ~λ = (ω1, ω1, ω∗1, ω
∗
1), where we saw that
Poly(~λ) has two irreducible components X1 and X2 corresponding to the minus-
cule paths (∅, (1), (2), (1), ∅) and (∅, (1), (11), (1), ∅) respectively. The square has
only one other extroverted triangulation, and the generic value of d(g1, g3) on X1
is ∅, while the generic value of d(g1, g3) on X2 is (1, 0, . . . , 0,−1). Theorem 12 in
the next subsection gives a way to calculate the generic distance d(g1, g3) from
the generic distance d(t0, g2) of a component.
3.1.2 The local rule
We give a local rule that, given three generic distances, determines a fourth.
Consider a quadrilateral with two external edges of the n-gon, such that the
corresponding generic distances along the other two edges and one diagonal in
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Poly(~λ) are α, β, γ, as in Figure 3.4 where n = 6. We give a local rule that given
these three generic distances, determines the fourth generic distance ρ, thereby
performing a “quadrilateral flip.”
Theorem 12 (Local Rule). For a generic point (g1, . . . , gn−1) in a component of Poly(~λ),
if the indicated distances of Figure 3.4 are given by α, β, γ, then ρ = sort(α + β − γ).
Here dominant weights are added component-wise, that is α + β =
(α1, . . . , αn) + (β1, . . . , βn) = (α1 + β1, . . . , αn + βn). For three dominant weights
α, β, γ, the expression α+ β− γ need not be a weakly decreasing sequence, hence
the sort operation orders the sequence of integers to make it a dominant weight.
We leave the proof to Chapter 5.
Example 13. Continuing with Examples 8 and 11, recall that the two com-
ponents X1 and X2 correspond to the minuscule paths (∅, (1), (2), (1), ∅) and
(∅, (1), (11), (1), ∅), respectively. We can calculate the generic distance d(g1, g3)
on X1 by calculating sort((1) + (1) − (2)) = ∅. For X2, we get sort((1) + (1) − (11)) =
sort(1,−1, 0, . . . , 0) = (1, 0, . . . , 0,−1).
Remark 14. As mentioned in the introduction, this rule previously appeared in
[39] wherein van Leeuwen realized combinatorially the symmetry of the tensor
product of irreducible representations in terms of Littelmann paths. For a re-
ductive group G consider Vλ ⊗ Vµ = ∑ cνλ,µVν and let pi : [0, 1]→ X ⊗Z Q be a fixed
piecewise-linear path in the space of rational weights such that pi(1) = µ and the
image of pi is in the dominant Weyl chamber. For a simple root α, let eα and fα
be the Littelmann root operators that act on such paths, and let Bpi be the set of
paths reachable from pi by repeated applications of eα and fα. Then recall from
[23] that cνλ,µ is equal to the number of paths in Bpi that are λ-dominant and end at
ν− λ (equivalently, these are paths in Bpi that when translated by λ are dominant
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and end at ν). One of Littelmann’s results states that this does not depend on
the choice of pi. By the symmetry of the tensor product decomposition, the mul-
tiplicity cνλ,µ = c
ν
µ,λ can also be computed as the number of paths in Bσ that are
µ-dominant and end at ν − µ for a fixed dominant path σ such that σ(1) = λ. In
[39], van Leeuwen writes down a bijection between such paths when the initial
paths pi and σ come from a natural subset of paths that are closed under eα and
fα.
For example, for S Lm it is natural to consider not all piecewise-linear paths,
but only those that are a concatenation of segments pii(t) = ti where t ∈ [0, 1]
and i is the weight that returns the (i, i) diagonal entry (i ∈ {1, . . . ,m}). Such -
paths are represented by semistandard Young tableaux where the column read-
ing word gives the sequence of indices i for the segments i in the path. Then
the set of semistandard tableaux of shape µ is in bijection with Bpic(µ) where pic(µ)
is the path given by the tableaux that contains entry i in each box of row i. The
character of the irreducible representation Vµ is then
∑
p∈Bpic(µ) e
p(1), as desired.
Under this identification of paths with tableaux, van Leeuwen’s bijection is be-
tween Littlewood-Richardson tableaux of skew-shape ν/λ with content µ and
those of skew-shape ν/µ and content λ, and is realized by jeu de taquin. Jeu
de taquin can be computed via a rectangular growth diagram with a local rule
given in [39, §3] and [38] (see also the appendix of [34]). Note that this is the
same rule given in [33].
For other groups, the analogous weights i do not N-span the weight lattice,
hence the subset of paths considered must be enlarged to minuscule paths ([39,
§4]), those paths that are a concatenation of segments that are straight paths to
a (not necessarily dominant) minuscule weight. (In fact, this is not enough for
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types G2, F4, E8 and quasi-minuscule weights must be considered to cover these
cases. A local growth rule is given in [39, §4] for this case as well.) For example,
we can still consider S Lm, but now the segments are allowed to be straight line
paths piλ(t) = tλ where
λ ∈ {w · ω j | ω j is a fundamental weight and w ∈ W}.
In the GLm case, straight-line segments to weights in the orbits of ω j and ω∗j are
allowed.
In this setting, cνλ,µ = c
ν
µ,λ is then both the number of λ-dominant minuscule
paths to ν − λ in Bpi(µ) (pi(µ) some fixed minuscule path to µ) and the number of
µ-dominant minuscule paths to ν − µ in Bpi(λ) (pi(λ) some fixed minuscule path to
λ). Viewing minuscule paths as a sequence of dominant weights van Leeuwen
realized this bijection via a rectangular growth diagram with the same local rule
as in Theorem 12. See also [27] and [42].
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CHAPTER 4
GROWTH DIAGRAMS
In Section 4.1, we define affine growth diagrams, show that they are in bijec-
tion with the components of the polygon space in Theorem 17, and deduce that
they are periodic in Corollary 19. In Section 4.2, we show that when all of the
λi are ω1 or ω∗1, there is a combinatorial way to mark unit squares in the growth
diagrams, which associates a fixed-point-free involution to an affine growth di-
agram. This is Proposition 25. In Section 4.3, we recover the Stanley–Sundaram
bijection and Fomin growth diagrams. Section 4.4 deals with the Knuth ver-
sions, i.e. when λi are not restricted to ω1 and ω∗1.
4.1 Defining affine growth diagrams
As with Fomin growth diagrams, the local rule of Theorem 12 allows us to con-
struct growth diagrams where α, β, γ label three vertices of a unit square and
determine the fourth, southeast vertex label ρ, as indicated in Figure 3.4. Fix a
sequence of minuscule weights ~λ and a minuscule path ~µ for ~λ. By Theorem 7,
the µi are the generic distances d(t0, gi) = µi of a corresponding component X of
Poly(~λ). Repeated application of the local rule allows us to determine the dis-
tance along each interior edge, thereby determining all of the generic distances
of X. By Theorem 10, we could also begin with the weights ~µ along Eτ for any
extroverted triangulation τ, not necessarily the fan triangulation.
Organize the information of the generic distances of a fixed component X
of Poly(~λ) into a diagram in the following manner. Consider an n-wide infinite
staircase, such that each row contains n − 1 unit squares and row i has a square
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∅ λ1 ∅
∅ λ2 ∅
∅ λ3 ∅
∅ λ4 ∅
∅ λ5 ∅
∅ λ6 ∅
∅ λ1 ∅
Figure 4.1: Empty affine growth dia-
gram of type ~λ = (λ1, . . . , λ6)
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
Figure 4.2: An affine growth diagram
of type ~λ = (ω1, ω1, ω∗1, ω
∗
1, ω1, ω
∗
1)
in columns i + 1, . . . , i + n − 1. We call this the standard position of the staircase
diagram. Let horizontal line i be the horizontal line segment below the ith row
of unit squares. Similarly, let vertical line i be the vertical line segment to the
right of the ith column of unit squares. Label the vertex at horizontal line i and
vertical line j by the generic distance d(gi, g j) of X, where indices are taken mod
n. Recall a point in X is of the form (g0 = t0, g1, . . . , gn−1, gn = t0). Note that
d(gi, gi) = ∅ and d(gi, gi+n) = ∅, so the diagonals are labeled by the zero weight.
The diagram is organized so that a path through the staircase from the left to
the right diagonal, together with the weight labels along the path, corresponds
to an extroverted triangulation τ, together with the generic distances of X along
the edges Eτ. Taking a step through the staircase diagram arrives at a vertex
labeled by the generic distance of X along the corresponding edge in the n-gon.
Oriented extroverted triangulations correspond to paths through the stair-
case diagram from the left diagonal to the right diagonal as follows. An ori-
ented extroverted triangulation can be specified by first choosing an external
edge i and orienting it clockwise (R) or counterclockwise (L). View the n-gon
with edge i at the top. Then attach a doubly extroverted triangle to edge i ei-
23
ther to the right (R) or to the left (L), orienting the internal edge of this triangle
towards the new external edge (note that this differs from the orientation in sub-
section 3.1.1 where internal edges were oriented to match edge i’s orientation).
Continue shelling on triangles to the right (R) or to the left (L), each time ori-
enting the internal edge towards the new external edge, until a second doubly
extroverted triangle is reached, completing the triangulation. In terms of paths
through the staircase diagram, an R corresponds to a horizontal step, while an
L corresponds to a vertical step. For example, the fan triangulation for n = 6 is
encoded as (1R)(RRRR), and corresponds to the 0th horizontal line of the stair-
case diagram. The first external edge in the triangulation determines the row
or column of unit squares across which the first step is taken in the staircase
diagram (see Figure 4.3).
Under this correspondence, the vertices of the ith horizontal line of the stair-
case are labeled by the weights along the edges of the fan triangulation rotated
i times. Proposition 15 will show that this labeling is consistent for every tri-
angulation under the path-to-triangulation correspondence, keeping in mind
the dual convention following vertical steps. Before proving it, we make some
observations. When discussing vertices of a fixed horizontal line, index the ver-
tices from 0 to n. Since the first edge (iR) of a fan triangulation is the external
edge i read clockwise, vertex 1 of line i − 1 must be labeled by λi = d(gi−1, gi)
(see Figure 4.1). On the other hand, any oriented triangulation that begins with
(iL) has weight λi∗ along its first edge. Since (iR) and (iL) correspond to, respec-
tively, a horizontal and a vertical step ending at the same vertex in the staircase
diagram, this shows that it is necessary to take the dual of a weight following
a vertical step. Also, notice that the last edge of (i + 1R)(R· · ·R) in the n-gon is
the first edge of (iR)(R· · ·R) with the opposite orientation, so the n − 1 vertex of
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(1R)(RRRR) (3R)(RRLL)
Figure 4.3: Extroverted triangulation to paths through staircase correspon-
dence
horizontal line i is labeled by λi∗ where the index i is taken mod n.
Proposition 15. The above labeling of the vertices of a staircase diagram by the generic
distances of a component X of Poly(~λ) is consistent under the path-to-triangulation
correspondence.
Proof. Number the vertices and edges of the n-gon such that the ith edge con-
nects vertex i−1 to vertex i clockwise. Let P be a path in the staircase from a SW
vertex to a NE vertex, and suppose that the first step of the path ends at a vertex
in the ith horizontal line. We have already mentioned in the previous paragraph
that the first vertex label is λi+1, consistent with either a horizontal (i+1R) or ver-
tical (i+1L) step. Choose a vertex x of P and suppose that there have been h
horizontal steps and v vertical steps taken, not counting the first step. Then the
current vertex is in horizontal line i−v and vertical line i+1+h, hence labeled by
d(gi−v, gi+1+h). But the h many horizontal steps correspond to h many R triangle
shellings in the n-gon, arriving at vertex i + 1 + h, and the v many vertical steps
correspond to v many L triangle shellings, arriving at vertex i−v. If the final step
was a horizontal step, then the edge in the n-gon is oriented from vertex i − v to
vertex i + 1 + h, as desired, and vice versa for a vertical step. 
The previous proposition shows that the generic distances of X can be
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(1R)(RRRR)
(1L)(RRRR)
(2R)(LRRR)
(2R)(RLRR)
(2R)(RRLR)
(2R)(RRRL)
(2R)(RRRR)
Figure 4.4: Rotation
recorded in a single diagram in a consistent way. However, knowing the mi-
nuscule path ~µ corresponding to X from Theorem 7 allows us to build such a di-
agram using the local rule, thereby discovering all of the generic weights. Start
by labeling the vertices of the first horizontal line of an empty staircase with
~µ. Apply the local rule repeatedly to discover the vertex labels of the second
horizontal line (see Figures 4.4, 4.5, 4.6, 4.7).
Note that the local rule can be written as δ = sort(α − (γ − β)), which is in-
terpreted as follows. By the Pieri rule, boxes were either only added to distinct
rows of β to get γ, or boxes were only removed in distinct rows. Supposing that
boxes were only added, record the distinct rows that increased. Then decre-
menting the same rows of α and sorting gives δ. Vice versa if boxes were origi-
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γ∅ = α
β
α = ∅
γ∗ β
(1L)(RRRR)
∅ = α
β
δ
α = ∅
δ
β∗
(1R)(LRRR)
Figure 4.5: Interpreting first LR to RL switch as a tetrahedron move
γ
α
β
α
γ∗
β
(2R)(LRRR)
α
β
δ
α
δ
β∗
(2R)(RLRR)
Figure 4.6: Tetrahedron move
γ
α
β = ∅
β
γ∗
α
(2R)(RRRL)
α
β = ∅
δ
β∗
δ
α
(2R)(RRRR)
Figure 4.7: Interpreting last LR to RL switch as a tetrahedron move
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nally removed from β to give γ. In particular, if γ− β = w ·ωi, then δ−α = w′ ·ωi,
hence the difference propagates down columns and rows. Consider the col-
umn of unit squares with µi−1, µi labeling the vertices across the top, so that
µi−µi−1 = w ·λi. Since this column eventually reaches a unit square with SW ver-
tex a boundary vertex labeled by ∅, it’s SE vertex has to be a dominant weight θ
such that θ − ∅ = w · λi, i.e. θ = λi. This motivates the following definition (see
Figures 4.9 and 4.18 for examples).
Definition 16. Start with an empty staircase with the left and right diagonal ver-
tices labeled by the zero weight, ∅. Label the super-diagonal with ~λ periodically
(see Figure 4.1 for an n = 6 example). An affine growth diagram of type ~λ is a
labeling of the remaining vertices by dominant weights such that the local rule
is satisfied by every unit square.
Theorem 17. The components of Poly(~λ) are in bijection with affine growth diagrams
of type ~λ.
Proof. The components of Poly(~λ) are in bijection with minuscule paths for ~λ,
so we must show that affine growth diagrams of type ~λ are in bijection with
minuscule paths ~µ for ~λ. As we just observed, labeling the top line of a staircase
with a minuscule path ~µ gives deterministically an affine growth diagram of
type ~λ via the local rule. For the opposite direction we must show that any
affine growth diagram of type ~λ has first line labeled by a minuscule path ~µ.
Consider an affine growth diagram of type ~λ with the 0th horizontal line
labeled by µ0, . . . , µn. The difference across the first edge of horizontal line i − 1
is λi − ∅ = λi. Since every unit square satisfies the local rule, the difference in
line i − 2 across the edge in the same column is w · λi for some w ∈ W (we have
applied the local rule from southwest to northeast). This difference propagates
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up column i (possibly with different w for each line), until it reaches the 0th
horizontal line where we see that µi − µi−1 = w · λi for some w ∈ W. 
Example 18. Let ~λ = (ω1, ω1, ω1, ω∗1, ω
∗
1, ω
∗
1). There are six minuscule paths cor-
responding to six components of Poly(~λ). The corresponding six affine growth
diagrams appear in Figure 4.15.
The proof of Theorem 17 shows that for any affine growth diagram of type ~λ,
the line with first vertex label λ1 is labeled by a minuscule path for ~λ. Thus, there
is a component of Poly(~λ) with these generic distances along the fan triangula-
tion. Since rotating the fan triangulation n times gives back what one started
with, the affine growth diagram must be n-periodic. This establishes the follow-
ing combinatorially non-obvious fact. See also [15] and [16] for a discussion of
periodicity of the bounded octahedron recurrence.
Corollary 19. Affine growth diagrams of type (λ1, . . . , λn) are n-periodic.
Remark 20. For neighboring fan triangulations τ and τ′ (as in Figure 4.8 where
n = 6), Fontaine and Kamnitzer gave a combinatorial rule in [7] for determining
Eτ′ from Eτ, i.e. a rotation of a minuscule path. The local rule in Theorem 12
refines this rotation into smaller steps, each transforming an extroverted trian-
gulation by a single quadrilateral flip. Hence, the rotation of Figure 4.8 is broken
up into the three individual steps between the first four triangulations of Figure
3.3.
µ1
µ2
µ3
µ4µ5
 
ν1
ν4
ν2
ν3
ν5
Figure 4.8: Rotation of minuscule path ~µ
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Notice that (1R)(R· · ·R) and (nL)(L· · ·L) encode the same exact oriented tri-
angulation, but the first edge of (1R)(R· · ·R) is the last edge of (nL)(L· · ·L). Since
the nth vertical line is labeled by the weights of (nL)(L· · ·L), reading from top to
bottom along this vertical line gives the dual of the weights when reading the
0th horizontal line from left to right. The same holds for horizontal line i and
vertical line i + n, so affine growth diagrams have a dual symmetry:
Proposition 21. Transposing an affine growth diagram and relabeling the resulting
column i as i + n in order to put into standard position gives the dual diagram.
Proof. Taking the transpose results in a staircase diagram where row i has unit
squares in columns i − n + 1, . . . , i − 1. So adding n to the column indices gives
an affine growth diagram in standard position. The resulting ith horizontal line
was originally the i+ n vertical line, which are dual by the above discussion. 
The proposition says that transposing the left triangular region of Figure 4.9
and taking duals of the weights gives the right triangular region, so knowing
the weights in one of these triangles determines the rest of the affine growth di-
agram. We call the left triangular region the fundamental region, and the right
region the dual fundamental region. The markings in Figure 4.9 are explained
in Section 4.2. We end this section with a remark.
Remark 22. In the S Lm setting, the local growth rule is the Bender–Knuth rule.
Consider the weight lattice of S Lm rather than GLm, which is Zn/(1, . . . , 1). In
this case, ω∗i = ωm−i, so the minuscule weights are ω1, . . . , ωm−1. A minuscule
path is equivalent to a semistandard Young tableau of rectangular shape, where
here semistandard means strictly increasing along rows and weakly increasing
down columns. For example, ∅, , , , , , is a minuscule path of
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∅∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
∅
X
X
X
X
X
X
X
X
Figure 4.9: Affine growth diagram for ~λ =
(
ω1, ω1, ω1, ω
∗
1, ω1, ω
∗
1, ω
∗
1, ω
∗
1
)
type (ω1, ω1, ω1, ω2, ω2, ω2), corresponding to tableau 1 2 5
3 4 6
4 5 6
.
Recall the Bender–Knuth involution, σk, which acts on tableaux by exchang-
ing the number of k’s and k + 1’s as follows. If an entry containing a k has an
entry containing a k+1 directly to the right of it, these pair of entries are consid-
ered “locked.” The remaining entries containing k or k+1 are considered free. In
each column, these free entries are consecutive, and if column i contains a free
entries with k and b free entries with k+ 1, edit column i so that it contains b free
entries with k and a free entries with k + 1, while preserving the semistandard
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condition. Here is an example.
1 2 3
1 3 4
1 3 4
2 3
2 3
2 4
4
σ3←→ 1 2 4
1 3 4
1 3 4
2 3
2 4
2 4
3
Bender–Knuth involutions show that the number of semistandard tableaux
of a fixed shape λ and content remains the same when the content is permuted,
hence the Schur function associated to λ is indeed a symmetric function.
The Bender–Knuth rule can be used as the local rule in a growth diagram
as follows. Let T be a tableau and let λi(T ) be the shape of the portion of T
containing boxes with entries from {1, . . . , i}. Label the southwest corner of a
unit square by λk−1(T ), the northwest corner by λk(T ), and the northeast corner
by λk+1(T ). Define the southeast corner to be λk(σk(T )). The claim is that the
Bender–Knuth rule and the local growth rule of Theorem 12 agree.
Proposition 23. With the above notation, λk(σk(T )) = sort (λk+1(T ) + λk−1(T ) − λk(T )).
Proof. Suppose the rule from Theorem 12 gives partition
µ = sort [λk+1(T ) − (λk(T ) − λk−1(T ))] ,
rewritten to emphasize that the set of distinct rows containing a k entry in T
is λk(T ) − λk−1(T ). The rule says to subtract a box from λk+1(T ) in each of those
rows to get the new southeast partition. If a row contained a “locked” pair, then
the length of that row in µ is the same as the length of the same row in λk(T ),
which agrees with Bender–Knuth. If not, then the free k entries are deleted, and
the sorting rule slides the free k + 1 entries to get a valid partition µ such that
λk(σk(T )) = µ. 
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It is known that the Bender–Knuth rule computes promotion of tableaux.
See for example [4]. Fontaine and Kamnitzer already observed in [7] that their
rotation of minuscule paths in the S Lm case is precisely promotion of rectan-
gular tableaux. For S Lm the dominant minuscule weights are the fundamen-
tal weights ω1, . . . , ωm−1, so a growth diagram of type (ωi1 , . . . , ωin) for S Lm has
∅ along the western diagonal and the rectangular partition with m rows and∑
i j many boxes along the eastern diagonal. Hence, the horizontal lines are la-
beled by chains of partitions, which can be interpreted as row strict rectangular
tableaux.
Let ∂ denote the promotion operation on tableaux computed via deflation,
and ∂∗ the dual promotion operation computed via inflation, so that ∂ ◦ ∂∗ = id
= ∂∗ ◦ ∂. Suppose that tableau T labels line i of the affine growth diagram. Then
line i+1 is labeled by ∂(T ) and line i−1 by ∂∗(T ). The n-periodicity of the growth
diagram recovers the n-periodicity of (dual) promotion on rectangular tableaux,
∂n(T ) = T = (∂∗)n(T ), where the tableau is filled with numbers from {1, . . . , n}.
Likewise, traversing successive vertical lines to the left is given by promotion
and to the right by dual promotion. Furthermore, the vertical line that begins
where horizontal line i ends is labeled by the Schu¨tzenberger evacuation tableau
ev(T ). The n + i horizontal line is labeled by the dual evacuation procedure
applied to ev(T ), which recovers the identity ev∗ ◦ ev(T ) = ∂n(T ), and the fact that
ev∗ = ev in the rectangular case. We can also recover the identity ev ◦ ∂ = ∂∗ ◦ ev,
as indicated in Figure 4.10.
Note that Speyer’s diagrams appearing in [33] are the S Lm version with all
λi equal to the first fundamental weight ω1. In this special case, the sorting
local rule (equivalently Bender–Knuth) specializes to the growth rule given in
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[33], which is the jeu de taquin rule in [39, §3] and [34, Prop A.1.2.7]. Speyer’s
diagrams start with ∅ down the western diagonal and end with a rectangular
partition (n − d, . . . , n − d) down the eastern diagonal for parameters d and n.
It would be interesting to better understand the connection with the geometry
arising in [33]. See also [27] and [42] for a connection to coboundary categories
and crystals.
ev(T )
↓
∂∗ ◦ ev(T ) = ev ◦ ∂(T )
↓T →
∂(T )→
∂∗(T )→
ev∗ ◦ ev(T ) = ∂6(T ) = T →
∅
∅
∅
∅
∅
∅
∅
Figure 4.10: An SL3 diagram labeled with the effects of promotion and
evacuation
µ0 = ∅ µ1 = µ2 µ3 µ4 µ5 µ6 = ∅
ν0 = ∅ ν1 ν2 ν3 ν4 ν5 = ∗ ν6 = ∅
Figure 4.11: First row of a diagram
∅ ∅
∅ ∅
X
Figure 4.12: Marking the first row
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4.2 Marking affine growth diagrams
In this section, suppose that all λi are either ω1 or ω∗1. In this case, there is a
natural way to mark affine growth diagrams. Consider again starting with a
minuscule path, the top line of an affine growth diagram, and determining the
second line from repeated applications of the local rule (see Figure 4.11). Sup-
pose that λ1 = ω1, so that µ1 = ω1 as well. To compute ν1, the local rule says to
subtract one from the first row of µ2 and sort to get ν1. This can happen in two
ways. If µ2 had a box in the first row, then ν1 has one fewer positive box than
µ2. If µ2 did not have a box in the first row, then ν1 has one more negative box
than µ2. In other words, going from µ2 to ν1 either removes a positive box, or
adds a negative box. This relation between µi and νi−1 continues to hold for all
i. Since µ1 = (1, 0, . . . , 0), ν0 = ∅ and µ6 = ∅, ν5 = (0, . . . , 0,−1), the differences
between µi and νi−1 begin by being a removal of a positive box and finish by
being an addition of a negative box, with a switch occurring somewhere in the
middle. This switch is guaranteed to happen exactly once if m ≥ n/2. Mark the
unit square across which this switch occurs (see Figure 4.12). Similar reasoning
applies if λ1 = ω∗1.
Proposition 24. Let each λi be ω1 or ω∗1 and assume m ≥ n/2. Then any affine growth
diagram of type ~λ has exactly one mark in every row and every column, hence gives an
affine permutation.
Proof. Suppose µ1 = ω1. Then the local rule for each unit square implies that
µi − νi−1 = w ·ω1 for some w ∈ W, or in other words |µi| = |νi−1|+ 1. Each dominant
weight can be seen as a pair of partitions, the positive part α, and the negative
part β. Hence, either the positive partition α decreased from µi to νi−1, or the
negative partition β increased. Going from µ1 to ∅ decreases α, and observing
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the effects of traversing the subsequent vertical lines we see that for a while
α decreases, then β increases. Once the switch occurs, β continues to increase
along all subsequent vertical lines as long at m ≥ n/2. Furthermore, a switch
must occur at some point because the last vertical line connects ∅ to µ1∗ = ω∗1.
Suppose we marked the diagram by the analogous rules for columns. By
the same reasoning as for rows, a switch must occur exactly once as we pro-
ceed along a column. We claim that this switch for a column coincides with the
switch for a row.
Suppose that not all switches coincide. Then without loss of generality there
is a square where there is a row switch, but not a column switch. When travers-
ing the north and south edges, either both traversals alter β or both alter α. On
the other hand, exactly one of the west or east edges alters α and the other β.
In either case, traversing first the north edge then the east edge cannot give the
same dominant weight as first traversing the west edge and then the south edge,
a contradiction. Thus the marks coincide whether filling the diagram along
rows or columns. 
Let S˜ n be the group of all bijections f : Z → Z such that f (x + n) = f (x) + n.
These are called affine permutations. The previous proposition says that the
marked squares of an affine growth diagram give an affine permutation. Such
an f is uniquely determined by its values on [n], written as [ f (1), · · · , f (n)], and
called the window of f . The example in Figure 4.9 gives the affine permutation
[4, 6, 8, 9, 7, 10, 13, 11]. From the affine permutation we can get a classical permu-
tation by reducing mod n. For example, reducing [4, 6, 8, 9, 7, 10, 13, 11] mod 8
gives the permutation 46817253. This can be seen as taking the dual fundamen-
tal region of Figure 4.9 and placing it under the fundamental region to complete
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an n×n square. The marked squares then give a permutation in the usual sense.
Recall that transposing a growth diagram gives the dual diagram (Proposi-
tion 21). Let shiftn denote the affine permutation x 7→ x + n.
Proposition 25. The affine permutation of an affine growth diagram composed with
itself gives shiftn. The classical permutation associated to an affine growth diagram is a
fixed-point-free involution.
Proof. Let f denote the affine permutation. Marking the dual of an affine growth
diagram gives the same marked squares. Since the dual growth diagram is the
transpose shifted by n, it follows that f ◦ f (x) = x + n. Reducing the window of
f mod n gives a fixed-point-free involution. 
Let the ith hook be the portion of the ith column and ith row contained in the
fundamental region. An equivalent criterion to the classical permutation being
a fixed-point-free involution is that each hook has a marked square in either its
horizontal portion or vertical portion, but not both. In the next section, we will
show that there is a bijection between fixed-point-free involutions in S n (n even)
and affine growth diagrams such that the labels of line 0 only have positive
parts.
4.3 Classical bijections and Fomin growth diagrams
Previously, we saw that there is a natural way to associate a fixed-point-free
involution to an affine growth diagram. In this section, we define an inverse that
takes a fixed-point-free involution written into an empty staircase diagram and
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produces an affine growth diagram with 0th line an oscillating tableau. From
this, we recover the Stanley–Sundaram bijection between oscillating tableaux
and fixed-point-free involutions. We then show that Fomin growth diagrams
appear within affine growth diagrams when ~λ = (ω1, . . . , ω1, ω∗1, . . . , ω
∗
1).
Definition 26. An oscillating tableau of length k is a sequence of partitions
(µ0 = ∅, µ1, µ2, . . . , µk = ∅) such that for all i, µi and µi+1 differ by exactly one box.
Proposition 27. For n even, there is a bijection between fixed-point-free involutions in
S n and length n oscillating tableaux.
Proof. Use Fomin growth diagrams on a triangular region as in [28, Chp. 4]. Or,
see [37, p. 60] for a proof attributed to Stanley. 
For λ1, . . . , λn all equal to ω1 or ω∗1, Proposition 24 gives a map from affine
growth diagrams to fixed-point-free involutions in S n. Notice that a minuscule
path consisting of weights with only nonnegative entries is precisely an oscil-
lating tableau, so consider restricting this map to affine growth diagrams with
the 0th line labeled by an oscillating tableau, and denote this map by φ (see the
left diagram of Figure 4.18). We would like to define an inverse for φ, hence
reproving Proposition 27 using affine growth diagrams. Furthermore, during
the course of the proof, we will see that Fomin growth diagrams are contained
within affine growth diagrams when ~λ = (ω1, . . . , ω1, ω∗1, . . . , ω
∗
1).
We will now define a map from fixed-point-free involutions to affine growth
diagrams with 0th line an oscillating tableau. Let pi be a fixed-point-free invo-
lution of [n]. For rows 1, . . . , n fill an empty staircase diagram such that row i
has a marked square in pi(i) if i < pi(i) and otherwise in pi(i) + n. This coincides
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with row i of the diagram having squares in columns i + 1, . . . , i + n. Extend the
marking periodically, so that if square (i, j) is marked then so is (i + n, j + n).
Given this marked staircase diagram we need to specify a dominant weight
at each vertex such that the weights of the 0th line consist of nonnegative parts.
Assume m ≥ n/2, so that specifying a dominant weight is equivalent to giving
the positive partition α and the negative partition β. Choose a vertex and ex-
tend a horizontal line to the east until it hits the last vertex of the line. Likewise,
extend a vertical line to the south as far as possible. Then complete the rect-
angle with these two sides (see Figure 4.13). Let the positive partition α be the
partition of transpose Greene’s Theorem (Theorem 1) on the poset consisting
of the markings in the subrectangle contained in the fundamental region of the
staircase. As mentioned in Chapter 2, this can be done in any of the usual ways,
such as performing transpose matrix-ball on this subrectangle, or applying the
transpose Fomin rules to get the final partition.
Let the negative partition β be given by transpose Greene’s Theorem on the
poset of markings in the subrectangle contained in the dual fundamental re-
gion. By dual symmetry of affine growth diagrams, this is the same as the par-
tition given by the corresponding rectangle in the fundamental region (see Fig-
ure 4.13). We claim that the local rule is satisfied by these weights in every unit
square of the diagram.
The following lemma is the key to the proof that this map gives an affine
growth diagram with top line an oscillating tableau. Let P11 be a poset contain-
ing P00 such that P01 = P00∪e1, P10 = P00∪e2, and P11 = P00∪e1∪e2 where e1 , e2.
For i, j = 0, 1 let λi j be the partition given by transpose Greene’s Theorem for the
poset Pi j. For two partitions µ ⊆ ν, let ν/µ denote the skew diagram of the cells
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Figure 4.13: Rectangles for the reverse map, desired vertex indicated
in ν but not in µ. When referring to a cell (x, y) of a partition, x denotes the row
and y the column, with indices increasing down the partition and to the right.
Lemma 28 ([28, A.3.1]). Assume λ01 = λ10. Let a = (xa, ya) be the cell λ01/λ00 and
b = (xb, yb) be the cell λ11/λ01.
• If e1 and e2 are extremal elements of P11 of different types (one minimal, the other
maximal), then xb = xa or xb = xa + 1.
• If e1 and e2 are extremal elements of P11 of the same type (both minimal or both
maximal), then xb ≤ xa.
In terms of growth diagrams, the local setup is the following.
λ01λ00
λ10 λ11
The lemma refers to rule (2) of the Fomin rules. Note that a Fomin growth
diagram can only run into the second case of the lemma, i.e. adding an eastward
column and southward row can only reveal two maximal marked squares. For
affine growth diagrams, as we will see in the proof, the first case of the lemma
can occur.
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α − −
α − − α − −
α − −
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗ α − −
β + + β + +
α − −
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗ α − −
β − − β − −
α − −
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗
α + +
α − − α − −
α + +
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗ α + +
β + + β + +
α + +
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗ α + +
β − − β − −
α + +
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗
β + +
α − − α − −
β + +
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗ β + +
β + + β + +
β + +
A
A
B
C
D
A∗
E
F
GE∗
F∗ F∗
C∗D∗
B∗ β + +
β − − β − −
β + +
A
A
B
C
D
A∗
E
F
GE∗
G∗ F∗
C∗D∗
B∗
Figure 4.14: The 9 cases
Proposition 29. Write a fixed-point-free involution pi into a staircase diagram as de-
scribed above. The above map produces an affine growth diagram ψ(pi) with 0th line
labeled by an oscillating tableau. The fixed-point-free involution associated to this affine
growth diagram by Proposition 25 is the original pi, i.e. φ ◦ ψ(pi) = pi.
Proof. We must show that each unit square is labeled by weights that satisfy the
local growth rule. Choose a unit square A and consider the relevant regions in
Figure 4.14. The fundamental region has two hooks that contain A, namely one
consisting of G∗, E∗, A, D, and the other consisting of F∗, A, B, C. Each of these
hooks must have exactly one region with one marked square. Suppose first that
square A is not marked, so that there are 9 possible ways of marking the hooks.
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In each case, we show that the vertex labels of A satisfy the growth rule. There
are 3 pairs of dual cases, so we will only have to analyze 6 cases, only two of
which are interesting. The dual pairs are 1c with 2b, 1a with 3b, and 2a with 3c.
By this we mean that if we know that the local rule is satisfied at square A, then
by transpose symmetry we know that it is satisfied by square A∗, but the setup
of square A∗ of 1c is that of square A of 2b.
Let α and β denote the positive and negative partitions respectively of a dom-
inant weight. When discussing traversing edges of A we will assume that the
horizontal edges are traversed from W to E and vertical edges from N to S, un-
less specified otherwise. Note that traversing a single edge of square A results
in a change in exactly one of α or β by exactly one box. For example, traversing
a horizontal edge changes α’s rectangle by eliminating region B and adding re-
gion C. Since a hook can have a mark in at most one of regions B or C, α can gain
or lose at most one box. If neither region B nor C is marked then F∗ is marked,
hence β increases. Analyzing the vertical edges of square A is similar.
Throughout, let ν, µ, λ, ρ denote the positive partitions of the weight labels of
the square A, and let ν′, µ′, λ′, ρ′ denote the negative partitions.
1. Region B is marked.
In this case, since B is marked and C is not, traversing either horizontal edge
results in an α decrease. The negative partition β does not change.
(a) Region D is marked; in this subcase, traversing the vertical edges results
in an α decrease. Only the positive partition of the dominant weight is
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changed across the edges of square A.
α − −
α − − α − −
α − −
A
µν
λ ρ
Thus, ν is one box larger than λ and µ, which are one box larger than ρ. If
µ , λ, then ρ = µ ∩ λ and ν = µ ∪ λ simply by the properties of Young’s
lattice. This gives two different paths of length two in Young’s lattice with
common start and end points, so if ν and µ differ in row i, λ and ρ must
differ in row i. Likewise, for some other row j when interchanging the
roles of λ and µ. Thus, the local growth rule is satisfied when λ , µ.
Now suppose that λ = µ. To show that ρ = sort(λ − (ν − µ)) we appeal
to the transpose Fomin local rule. Since region C is empty, it does not
contribute anything to the Fomin growth diagram construction for µ and
ρ. Thus, filling ν’s rectangle southeast to northwest using Fomin’s growth
rules will give the correct label for all four vertices of A. Consider the ef-
fects of Fomin’s transpose rule at square A. Suppose a box was added to ρ
in column i to get µ = λ. Then adding another box to column i + 1 gives a
valid partition, and Fomin says that this is in fact the rule to get ν. From the
perspective of the rows of the partitions, suppose the box in column i + 1,
row j is removed from ν to get µ. Then removing a box from column i, is
the same as removing box in column i and row j and sorting. Thus, the
local rule is satisfied.
(b) Region E∗ is marked; in this subcase, traversing the vertical edges results
in a β increase.
α − −
β + + β + +
α − −
A
µ, µ′ν, ν′
λ, λ′ ρ, ρ′
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Therefore, ν = λ and µ = ρ, so the difference of ν and µ equals the difference
of λ and ρ, hence satisfying the local rule.
(c) Region G∗ is marked; in this subcase, traversing the vertical edges results
in a β decrease. As in the previous subcase, ν = λ, µ = ρ and ν′ = µ′, λ′ = ρ′,
so the local growth rule is satisfied.
2. Region C is marked; in this case traversing the horizontal edges results in an
α increase.
(a) Region D is marked; traversing vertical edges results in an α decrease. In
this case, µ covers ν and ρ, which both cover λ. As in case (1a), if ν , ρ, then
µ = ν∪ρ and λ = µ∩ρ. Suppose that ν = ρ. This is the other interesting case.
Let P00 be the poset of the markings in λ’s rectangle, and P10, P10, P11 those
of ν, ρ, µ respectively. Thus, going from P00 to P11 introduces two extremal
elements. However, unlike the usual Fomin scenario of case (1a), one of
the elements is minimal and the other maximal (see Figure 4.14).
Let a = (xa, ya) and b = (xb, yb) be the cells of ν/λ and µ/ν respectively.
By bullet point 1 of Lemma 28 we know that xb = xa or xb = xa + 1. If
xb = xa, then both boxes must have been added to the same row xb. Thus,
traversing the W vertical edge removes a box from row xb, and likewise
when traversing the E vertical edge, so the local growth rule is satisfied.
Now suppose xb = xa + 1. In each of the four relevant rectangles, consider
taking the dual order poset on the markings, i.e. the minimal elements are
now to the northeast rather than southeast. By Proposition 3 the associated
partitions are just the transposes of the original, i.e. λt, νt, ρt, µt. Then νt/λt =
(ya, xa) and µt/νt = (yb, xb). However, the two extremal elements are still
of different types. Thus, by another application of Lemma 28, yb = ya or
yb = ya + 1. But xb = xa + 1 and yb = ya + 1 cannot simultaneously hold,
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so we conclude that yb = ya. The situation is then xb = xa + 1 and yb = ya,
meaning that the two boxes were added in the same column, in row xa then
row xa+1. Thus, traversing the W vertical edge removes a box from row xa,
and traversing the E vertical edge also removes a box from row xa followed
by a sort. Traversing the N edge adds a box to row xa + 1, and traversing
S edge adds a box to row xa + 1 followed by a sort. Thus, the local growth
rule is satisfied.
The remaining cases are dual, or similar to the previous ones.
Now suppose that square A is marked. Then ν covers ρ = µ = λ, and ρ′
covers ν′ = µ′ = λ′. Traversing the N and W edges results in an α decrease, and
traversing the S and E edges results in a β increase.
α − −
α − − β + +
β + +
X
µ, µ′ν, ν′
λ, λ′ ρ, ρ′
Since the X in square A dominates all of the other marks in ν’s rectangle, it must
be part of the longest chain. Therefore, ν/λ, is the last box in the first column,
and likewise ρ′/λ′ is the last box in the first column. Therefore, traversing the
W edge removes a box in the last nonzero row. Removing a box from the same
row of µ results in a new negative box and sorting, which coincides with adding
a box to the bottom of the first column of ρ′. The same is true for the horizontal
edges, so the local growth rule is satisfied.
From analyzing all of the cases we see that a switch from editing α to editing
β or vice versa only occurs in this final case when the square is marked by pi.
Thus the marked squares according to Proposition 25 coincide with the original
marked squares of pi. 
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Proposition 29 showed that φ ◦ ψ is the identity map on fixed-point-free in-
volutions. We now prove that the maps φ and ψ are two-sided inverses.
Proposition 30. The composition ψ◦φ is the identity on affine growth diagrams whose
0th line is labeled by an oscillating tableau.
Proof. To prove that this composition is the identity map we must show that
filling the diagram (and the X’s) according to the local rule of Theorem 12 gives
vertex labels that agree with transpose Greene’s Theorem on the corresponding
rectangles, or equivalently with the transpose Fomin rules. By dual symmetry
we only need to check this in the fundamental region. For the remainder of the
proof, whenever we refer to Greene’s Theorem or Fomin’s rule we mean the
transpose versions.
As before, let α denote the positive partition of a weight, and β the negative
partition. We will show that the local rule of Theorem 12 gives the same result
as the Fomin growth rules for α when filling the fundamental region from the
SE to the NW and for β when filling from the NW to the SE. When passing over
the horizontal and vertical lines that delineate the fundamental region the roles
of α and β are flipped. Let’s start by constructing the β vertex labels as we fill
the diagram from NW to SE. The same argument holds for α when filling in the
diagram from the SE to NW.
The first line has β = ∅ at every vertex, which trivially agrees with Greene’s
Theorem on the empty rectangle. Consider the base case of the second horizon-
tal line. Traversing the first vertical edge in the S direction decreases α. By the
the local rule, this continues until α decreasing switches to β increasing at the
marked square (since the fundamental region contains the entire first row, this
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must happen at some point), but then this means that β is a single box for the
rest of the second line. This coincides with Greene’s on the β rectangle.
For the general step, suppose by induction that the β vertex labels of the k−1
line agree with Greene’s Theorem on their corresponding β rectangles. There
are two cases, either pi(k − 1) > k − 1 or pi(k − 1) < k − 1. In terms of hook regions,
the first case corresponds to region D, A, or E∗ being marked, and the second
case to region G∗ (see Figure 4.14).
Consider the first case, so that the row in the fundamental region contains
a mark. Assume by induction that the first i − 1, β vertex labels of line k agree
with Greene’s Theorem within their respective rectangles. Consider the square
A whose SE vertex is the ith vertex of the kth line, and let the negative partition
labels of the four vertices be ν, µ, ρ, λ as follows.
A
µν
λ ρ
There are three cases depending on where the marked square is relative to A.
Since column G∗ is unmarked, it doesn’t contribute anything to the posets as-
sociated to ν and µ’s rectangles. Thus, we can remove column G∗ and run the
Fomin rules on ρ’s rectangle to still get the correct vertex labels, λ, µ, ν, ρ at square
A.
1. Region D is marked.
(a) Region F∗ is not marked.
By induction ν, µ, λ are given by Fomin’s rules, so traversing the W vertical
edge and the N horizontal edge doesn’t change β. Then by the local rule ρ
must also equal ν = µ = λ, which coincides with Fomin.
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(b) Region F∗ is marked.
By induction traversing the W vertical edge doesn’t change β, so ν = λ,
but traversing the N edge increases β. The local rule implies ρ = µ, which
coincides with Fomin’s rules.
2. Region A is marked.
By induction traversing the W and N edges doesn’t change β. Since the square
is marked, the local rule implies that traversing the S and E edges increases β
in the first column by 1. This is precisely Fomin’s growth rule, so ρ agrees with
Greene’s Theorem.
3. Region E∗ is marked.
(a) Region F∗ is unmarked.
Traversing the N edge doesn’t change β, so ρ = λ, which coincides with
Fomin’s rules.
(b) Region F∗ is marked.
By induction traversing the N and W edges causes β increases. By the local
rule, ρ covers µ and λ, which cover ν. The same must hold when calculating
the vertex labels by Fomin’s rules. Thus, if µ , λ, then in both cases we
must have ρ = µ ∪ λ and ν = µ ∩ λ.
Now suppose that µ = λ. Suppose a box was added in cell (i, j) to get µ
from ν. Then by the local rule a box is added in row i to µ, which is then
sorted to get ρ. With or without sorting, the box must have been added in
column j + 1. This coincides with Fomin’s growth rule, which says that if
a box was added in column j of ν to get µ, then a box is added to column
j + 1 to µ to get ρ.
Now suppose pi(k − 1) < k − 1, so that G∗ is marked. By induction traversing the
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W edge causes a β decrease.
1. Region F∗ is not marked.
By induction traversing the N edge doesn’t change β, so ν = µ. The local rule
implies λ = ρ, which coincides with Greene’s Theorem because the F∗ column is
empty.
2. Region F∗ is marked.
By induction traversing the N edge causes a β increase. Thus by the local rule, µ
covers ν and ρ, which cover λ. As before, if ρ , ν, then it must be that µ = ν ∪ ρ,
λ = ν ∩ ρ for both the affine growth rule and Greene’s Theorem.
Suppose that ρ = ν. Let a = (xa, ya) be the cell of ρ/λ and b = (xb, yb) the cell
of µ/ρ. We claim that either (xb, yb) = (xa + 1, ya) or (xb, yb) = (xa, ya + 1). The local
rule says to add a box in row xb to λ and sort to get ρ. If no sorting is needed then
xa = xb and yb = ya + 1. If sorting is needed then ya = yb, which forces xb = xa + 1.
a b
a
b
Consider the posets Pa, Pb, Pc, Pd of the rectangles associated to the vertices of
square A, and let α = θ(Pa), β = θ(Pb), γ = θ(Pc), δ = θ(Pd) where θ applied to a
poset gives the partition of Greene’s Theorem.
A
µν
λ ρ
A
γβ
α δ
By induction α = λ, β = ν, γ = µ. We must show that δ = ρ. Note that Pa ( Pd
because they differ by a single maximal element, and Pd ( Pc because they differ
by a single minimal element. Likewise, Pa ( Pb ( Pc. In terms of partitions this
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means α ( δ ( γ and α ( β ( γ. But γ is of the form above including the boxes
containing a, b, while α is of the same form excluding the boxes a, b. There can
be only one partition between α and γ, so δ = β = ν = ρ.

Let k = n/2 and consider the case when all of the X marks are contained
in the k × k square inside of the fundamental region. By the previous proposi-
tion, the α partitions of the vertices can be computed by transpose Fomin rules
starting from the SE vertex of the square, giving a k × k growth diagram when
ignoring the β partitions. Likewise, ignoring the α partitions, the β partitions
give a growth diagram starting from the NW vertex. In this case, the first k
steps of the corresponding oscillating tableau are increases and the final k steps
are decreases. Hence, the proof of the previous proposition gives the following
corollary (see Figure 4.15).
Corollary 31. When ~λ = (ω1, . . . , ω1, ω∗1, . . . , ω
∗
1), the k × k square inside of the fun-
damental region of an affine growth diagram is a Fomin growth diagram towards the
northwest when ignoring the negative parts. Likewise, it is a Fomin growth diagram
towards the southeast when ignoring the positive parts. A similar statement holds for
the k × k square in the dual-fundamental region.
Consider an oscillating tableau of length n = 2k where the partitions increase
for the first k steps and then decrease for the remaining k steps. This is the same
information as a pair of same-shape standard Young tableaux (P,Q), and it is
natural to ask where they map to under Proposition 27. If the pair (P,Q) maps
to
σ =
( 1 2 3 ··· k−1 k
σ1 σ2 σ3 ··· σk−1 σk
)
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Figure 4.15: The six affine growth diagrams of the RS correspondence
under the RS correspondence, then the pair viewed as an oscillating tableau
maps to the unique involution pi where the reversal σr =
( 1 2 ··· k−1 k
σk σk−1 ··· σ2 σ1
)
gives
the values of pi on k + 1, . . . , 2k,
pi =
( σ1 σ2 ··· σk−1 σk k+1 k+2 ··· 2k−1 2k
2k 2k−1 ··· k+2 k+1 σk σk−1 ··· σ2 σ1
)
. (4.1)
To see this, begin by writing [P, ∅], [Q, ∅] on the first line of a growth diagram
to specify the two chains of partitions that meet in the middle encoded by the
standard tableaux P and Q (see Figure 4.16). The ∅’s in the second slots indicate
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that the corresponding dominant weights contain no negative parts. We are
only interested in labeling line segments where either the first or second slot is
∅.
Consider the right triangle with one side the line segment labeled by [P, ∅]
and hypotenuse, the diagonal, labeled by ∅ at each vertex. Since P specifies a
chain of partitions with only positive parts, the diagram on this triangle is a
genuine growth diagram on partitions. In this case, with a square labeled as
below, the sorting local rule can be rephrased in a simpler manner:
If µ/ν is a pair of adjacent squares, then ρ = λ.
Otherwise, ρ is the unique partition such that ν ⊂ ρ ⊂ µ and ρ , λ.
µλ
ν ρ
This is precisely the rule given in [38] and [34, Chp. 7, App. 1] that computes jeu
de taquin, so the other edge of the right triangle is labeled by [ev(P), ∅]. The same
applies to the right triangle defined by the vertical line segment labeled by [∅,Q].
Since this triangular portion of the diagram is labeled by negative partitions, the
other side of the triangle is labeled by [∅, ev(Q)]. By similar observations or dual
symmetry, label the other segments as in Figure 4.16.
Now suppose that (P,Q) ↔ σ under the RS correspondence. Then by (2.2),
(Pt, ev(Q)t) ↔ σ · w0 under the RS correspondence, or equivalently (P, ev(Q)) ↔
σ · w0 under the transpose RS correspondence. Consider the k × k square in
the dual fundamental region, and consider just the positive parts of the weight
labels, so that it is a transpose Fomin growth diagram growing towards the pair
(P, ev(Q)) in the southeast. Thus, this square contains the permutation σ · w0, so
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[P,∅] [Q,∅]
[ev(P),∅] [∅,P]
[∅,ev(Q)]
[∅,Q]
[∅,ev(P)]
[ev(Q),∅]
[P,∅] [Q,∅]
Figure 4.16: Labeling a diagram for standard tableaux (P,Q)
for example the very last row has an X in column σ(1), the penultimate in σ(2),
and so forth. Extending to the entire affine growth diagram by dual symmetry,
this gives the fixed point free involution pi specified in (4.1).
Hence the RS correspondence lives inside of the bijection of Proposition 27.
For k = 3 there are 15 fixed-point-free involutions in S 6 corresponding to 15
oscillating tableaux of length 6. Six of these oscillating tableaux are equivalent
to pairs of same-shape standard tableaux, which correspond to the six permu-
tations of S 3 embedded into the fixed-point-free involutions of S 6 as described
above. See Figure 4.15. The interested reader is invited to write out all 15 growth
diagrams.
4.4 Knuth version
Recall Knuth’s generalization of the RS correspondence, a weight-preserving
bijection between matrices of natural numbers and pairs of same-shape semis-
tandard tableaux. Roby showed how the full RSK correspondence fits into the
Fomin growth diagram framework [28, Chp. 4]. He also studied various other
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bijections arising as a consequence of growth diagrams, for example a general-
ization of the Stanley–Sundaram bijection discussed below.
In this section, the λi are free to be any minuscule weights, not just ω1 and ω∗1.
This introduces natural-number entries rather than just X’s in the affine growth
diagrams, and oscillating tableaux differing by vertical strips rather than just
single boxes. In Theorem 36 we prove a bijection involving semistandard os-
cillating tableaux, within which lives the full RSK correspondence. As a corol-
lary, we see that Fomin-Roby growth diagrams appear within affine growth di-
agrams for ~λ consisting of fundamental weights preceding dual-fundamental
weights. We are still assuming that m is large enough, in particular m ≥ ∑|λi|
where the sum is over the λi that are fundamental weights (as opposed to dual
fundamental weights, which would give the same sum).
Definition 32. A semistandard oscillating tableau of length k is a sequence of
partitions (µ0 = ∅, µ1, µ2, . . . , µk = ∅) such that for all i, µi and µi+1 differ by a
vertical strip of boxes, i.e. no two boxes in the same row.
Note that this is slightly different from the definition in [28].
Definition 33. For an n× n symmetric matrix with natural-number entries let ri,
respectively ci, denote the sum of the entries of the ith row, respectively column,
up to and including the main diagonal entry.
Definition 34. A natural-number matrix is a natural-number fixed-point-free
involution if it is a symmetric matrix such that ri = 0 or ci = 0 for all i.
The ri = 0 or ci = 0 condition prevents nonzero entries on the diagonal. These
matrices are the natural-number analogues of fixed-point-free involutions, since
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a fixed-point-free involution satisfies either ri = 0 and ci = 1, or ri = 1 and ci = 0
for all i. We can also view a symmetric matrix by restricting to the NE part above
the diagonal, so that the ri = 0 or ci = 0 condition says that either the horizontal
part or vertical part of each hook is empty. We need one lemma from [28], which
we rephrase for our context.
Lemma 35 ([28, Thm. 4.1.4]). In the transpose Fomin algorithm, let µi, µi+1, . . . , µ j
be consecutive shapes growing along the bottom of the n × n square and let the partial
permutation above them be given by wi,wi+1, . . . ,w j. If wi < wi+1 < . . . < w j, then µ j
and µi differ by a vertical strip and the boxes are added sequentially in µi, µi+1, . . . , µ j
from top to bottom.
Compare theorem 36 with [28, Thm. 4.4.3]. There Roby allows fixed points
and situations where ci and ri are both nonzero for the same i. The proof will just
be the relabeling scheme of Knuth’s [20] original generalization of Schensted
insertion and matrix-ball construction phrased in terms of growth diagrams (see
[Roby, p. 63] and Figure 4.17).
Theorem 36. There is a bijection between semistandard oscillating tableaux of length
k and k × k natural-number fixed-point-free involutions. Furthermore, the row content
gives the increases, and the column content gives the decreases in the oscillating tableau.
2
1
∅ ∅ ∅
1
1
1
∅ ∅ ∅
Figure 4.17: Applying Knuth’s relabeling scheme
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Proof. Let ~µ be a length k semistandard oscillating tableau and the minuscule ~λ
given by the differences µi+1 − µi = w · λi. Create a standard oscillating tableau
by breaking up any step that adds a vertical strip of length j into j single box
steps such that the higher boxes are added first. Likewise, break up a step that
removes a vertical strip into individual steps such that lower boxes are removed
first. Write this new standard oscillating tableaux as the labels of the top line of
an affine growth diagram, but draw the lines that start at the labels from the
original semistandard oscillating tableaux in blue. Now build the affine growth
diagram as usual to obtain the X marks. Note that this requires m ≥ ∑|λi| where
the sum is over fundamental λi. Finally, sum the number of X’s in each blue
rectangle and make each blue rectangle its own square in a k × k matrix. This is
the desired matrix with natural-number entries. Note that either ci = 0 or ri = 0
for all i because the original semistandard oscillating tableaux either increased
or decreased at each step. See Figure 4.17.
Conversely, start with a k × k symmetric matrix with natural-number entries
such that ci = 0 or ri = 0 for all i. Convert this matrix into a K × K fixed-point-
free involution matrix as follows. If ci , 0, then divide column i and row i into
ci columns and rows by adding ci − 1 extra lines, and similarly if ri , 0. In this
expanded K × K matrix, mark in blue the lines that came from the original k × k
matrix. Thus the single cell (i, j) has been divided into c j columns and ri rows.
Suppose that the NWmost nonzero natural-number entry is a1 at cell (i1, j1). Fill
its subdivided cell with a1 individual X’s arranged in a diagonal from the NW
to SE. Continue to the next NWmost nonzero entry a2 at (i2, j2). If the a1 and a2
entries were in the same row, i.e. i1 = i2, then the first a1 rows are already taken,
hence add a2 X’s in the northmost rows possible such that the X’s are arranged
in a diagonal. Likewise, if j1 = j2. Proceed in this way to consistently mark the
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Figure 4.18: Standard and semistandard oscillating tableau examples.
refined K × K matrix to give a fixed-point-free involution.
Now fill in the weight labels of the affine growth diagram by Greene’s The-
orem. Note that this requires m ≥ ∑ ci = ∑ ri. Reading off the vertex labels of
the blue lines gives the semistandard oscillating tableau corresponding to the
original matrix. This is a bijection by the previous lemma. 
The previous proof is a “Knuthification” of theω1 andω∗1 case. However, one
may fill in the affine growth diagram directly starting from a minuscule path by
recording the number of places that switched from decreasing α to increasing
β or vice versa (see the right diagram in Figure 4.18). These partitions are then
given by the general matrix-ball construction on natural numbers.
Oscillating tableaux that increase for p consecutive steps and then decrease
for q consecutive steps correspond to matrices with nonzero entries in the
p × q rectangle in the fundamental region. Roby showed how to extend Fomin
growth diagrams to the Knuth case and we have the following. These Fomin–
Roby growth diagrams appear within affine growth diagrams (see the right di-
agram in Figure 4.18).
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Corollary 37. In the setting of the previous paragraph, the p × q rectangle in the fun-
damental region of an affine growth diagram is a Fomin-Roby growth diagram towards
the northwest when ignoring the negative parts. Likewise, it is a Fomin-Roby growth
diagram towards the southeast when ignoring the positive parts. A similar statement
holds for the q × p rectangle in the dual-fundamental region.
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CHAPTER 5
PROOF OF THE LOCAL RULE
In this chapter we prove Theorem 12. To do so we introduce Knutson–Tao hives
following [22] and [19].
5.1 Hives
Consider the triangle ∆3m = {(i, j, k) : i, j, k ≥ 0, i + j + k = m} with its
(
m+2
2
)
integer
points. A size-m, 3-hive is an equivalence class of labelings by integers, f :
∆3m → Z, such that for any unit rhombus, the sum across the short diagonal is
at least the sum across the long diagonal. Two such functions are equivalent if
they differ by a constant function. In terms of indices the rhombus inequalities
are the following.
fi, j,k + fi, j+1,k−1 ≥ fi+1, j,k−1 + fi−1, j+1,k
fi, j,k + fi+1, j−1,k ≥ fi+1, j,k−1 + fi, j−1,k+1
fi, j,k + fi+1, j,k−1 ≥ fi, j+1,k−1 + fi+1, j−1,k
An equivalent condition to satisfying these inequalities is that if f is extended
linearly on each unit triangle to a real-valued function, then f is convex. In
particular, if the vertex labels along one side of the hive are
a0 = fm,0,0, a1 = fm−1,1,0, . . . , am = f0,m,0,
then ~a is convex, that is, λ = (a1 − a0, a2 − a1, . . . , am − am−1) is a weakly decreasing
list of m integers, a dominant weight of G. Note that taking the differences in
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µ = (2, 1, 0)λ = (2, 1, 0)
ν = (0,−2,−4) 0
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3
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6
µ = (2, 1, 0)λ = (2, 1, 0)
ν = (−1,−1,−4)
Figure 5.1: Examples of size-3, 3-hives
the reverse order gives the dual dominant weight
λ∗ = (am−1 − am, . . . , a0 − a1).
Reading clockwise, consider the other sides of the hive and their associated
weights, µ and ν. Then the triple λ, µ, ν is called the boundary of the 3-hive.
When referring to sides of a hive, the context should make it clear whether we
mean the actual hive values ai or the dominant weights given by their successive
differences, keeping in mind that switching directions gives the dual weight.
See Figure 5.1 for two examples of 3-hives. Hives give a combinatorial model
for Littlewood–Richardson coefficients:
Theorem 38 ([21]). The number of 3-hives with boundary λ, µ, ν equals
cλ,µ,ν = dim
(
Vλ ⊗ Vµ ⊗ Vν
)G
.
Define the size-m, (n − 1)-dimensional simplex
∆nm =
{
(i1, . . . , in) | i j ∈ {0, 1, . . . ,m},
∑
i j = m
}
.
A size-m, n-hive is an equivalence class of labelings, f : ∆nm → Z, such that the
restriction to every two-dimensional face is a 3-hive and the following “octahe-
dron recurrence” is satisfied. A function f satisfies the octahedron recurrence if
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for any i = (i1, i2, . . . , in) such that
∑
i j = m − 2 and for any 1 ≤ a < b < c < d ≤ n,
fi+ea+ec + fi+eb+ed = max
(
fi+ea+eb + fi+ec+ed , fi+ea+ed + fi+eb+ec
)
,
where e j is the vector with a 1 in the jth positions and 0s elsewhere. By abuse of
notation, we will not distinguish between an n-hive and its underlying (n − 1)-
simplex, saying things like, “the 1-skeleton of the n-hive.”
The boundary of an n-hive consists of the n dominant weights λ1, . . . , λn of
differences along the edges in the cycle of vertices
(m, 0, 0, . . . , 0), (0,m, 0, . . . , 0), (0, 0,m, 0, . . . , 0), . . . , (0, 0, . . . , 0,m), (m, 0, 0, . . . , 0).
Note that this is an n-gon inside of the 1-skeleton of an n-hive, so certainly not
the boundary of the entire n-hive. Instead, it is the boundary of surfaces in the
2-skeleton that we will be interested in. Generalizing the n = 3 case gives the
following theorem.
Theorem 39 ([22, 19, 11]). The number of n-hives with boundary ~λ equals
c~λ = dim (Vλ1 ⊗ · · · ⊗ Vλn)G .
It is possible to visualize the octahedron recurrence when n = 4, so that the
4-hive is a labeling of lattice points in a tetrahedron. Suppose the tetrahedron
is balanced on an edge and is oriented so that the view from the top shows two
faces and likewise the view from the bottom. Then, given a unit octahedron
with vertices e, e′, a, b, c, d where e and e′ are the top and bottom vertices respec-
tively, and a, b, c, d the vertices around the equatorial square, the octahedron
recurrence says that
e′ = max (a + c, b + d) − e.
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This gives a deterministic procedure to “excavate” a unit octahedron to reveal
the vertex label that it was blocking from view. In particular the 4-hive is de-
termined by its restriction to the top two faces, or the bottom two faces. For
general n, certain subsets of the 2-skeleton are enough to determine the entire
n-hive, as explained in Proposition 41.
5.2 Hives for minuscule weights
Consider a 3-hive with boundary λ, µ, ν, where λ is minuscule. In this case, the
tensor product Vλ⊗Vµ is multiplicity free, so cλµν equals 0 or 1. For ν that do occur
in the decomposition, Theorem 38 says there is exactly one hive with boundary
λ, µ, ν, so specifying the boundary is enough to determine the entire hive.
For an n-hive with boundary consisting of minuscules ~λ, we would like to
know which edges of the 1-skeleton are sufficient to determine the entire n-hive.
For example, for a 4-hive with boundary λ1, λ2, λ3, λ4, fixing one of the remaining
two edges, say the top one, to be µ determines a unique 4-hive (if one exists for
these labels): By multiplicity freeness there is exactly one 3-hive with boundary
λ1, λ2, µ∗ and exactly one with boundary µ, λ3, λ4. This determines the top two
faces of the tetrahedron, which determine the rest of the 4-hive by repeated use
of the octahedron recurrence. This process generalizes to n-hives by specifying
the labels µi along the interior edges of an extroverted triangulation.
To an extroverted triangulation we associate the corresponding triangulated
disk with boundary ~λ in the 2-skeleton of the n-hive. For n = 4 there are two ex-
troverted triangulations of the square, one corresponding to the disk consisting
of the top two faces of a tetrahedron and the other to the disk consisting of the
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bottom two faces.
Proposition 40. For a fixed boundary ~λ of minuscule weights of an n-hive, the 3-hives
in the disk corresponding to an extroverted triangulation are uniquely determined by
the interior edge labels.
Proof. Each triangle shares an edge with the exterior, which is labeled by a mi-
nuscule weight. Hence, the decomposition of the corresponding tensor product
is multiplicity free. 
The following proposition holds for any n-hive, without minuscule assump-
tions.
Proposition 41. For any extroverted triangulation of the n-gon, the n-hive values on
the corresponding disk in the 2-skeleton are sufficient to determine the entire n-hive via
the octahedron recurrence.
Proof. Any two faces that share an edge can be viewed as the top or bottom two
faces of a tetrahedron in the n-hive, and the octahedron recurrence determines
every value in this tetrahedron. It is easy to see that for any extroverted triangu-
lation this process will cover every tetrahedron in the n-hive, and then continue
on to fill all of the higher-dimensional subsimplices. 
Remark 42. It is easy to see that there are subsets of the 2-skeleton, even of size
n− 2, that do not generate the entire n-hive in this way. For example, choose the
four faces of a tetrahedron in a 6-hive.
Combining the two previous propositions gives the following corollary.
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Corollary 43. Fix an extroverted triangulation τ, and let ~λ be a tuple of minuscule
weights. The n-hives with boundary ~λ are uniquely determined by their values on the
interior edges of τ.
5.3 Bijection between components and hives
By Theorem 39 and the geometric Satake correspondence (Theorem 4), the
Littlewood–Richardson coefficient, c~λ, is both the number of n-hives with
boundary ~λ and the number of components of Poly(~λ). To see this bijection di-
rectly Kamnitzer, with a suggestion from Speyer, defined in [19] a constructible
function,
H : Poly(~λ)→ Z∆nm ,
as follows. For each tuple ~i = (i1, . . . , in) ∈ ∆nm, let W~i = VΛi1 ⊗ VΛi2 ⊗ · · · ⊗ VΛin
where VΛk = ΛkCm is the kth fundamental representation of G = GLm. As a
G-representation each W~i contains a single copy of the one-dimensional deter-
minant representation. Fix a basis vector ξ~i ∈ W~i for this subrepresentation, but
now think of W~i as aGL
n
m representation. To eventually coincide exactly with the
definition of hives that we have given from [22] and [19], let O′ = C[[t−1]] and
K ′ = C((t−1)). This choice will coincide with taking a maximum in the octahe-
dron recurrence rather than a minimum, as well as (a1 − a0, . . . , am − am−1) being
weakly decreasing rather than (a0 − a1, . . . , am−1 − am) being weakly decreasing.
Since Gn acts on W~i, G
n(K ′) acts on W~i ⊗ K ′, which has a filtration,
· · · ⊂ W~i ⊗ t−2O′ ⊂ W~i ⊗ t−1O′ ⊂ W~i ⊗ O′ ⊂ W~i ⊗ tO′ ⊂ W~i ⊗ t2O′ ⊂ · · · .
Define the valuation function val: W~i⊗K ′ → Z, such that for a vector v ∈ W~i⊗K ′,
val(v) = k if v ∈ W~i ⊗ tkO′, but v < W~i ⊗ tk−1O′. Note that Gn(O′) preserves the
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filtration, hence for any h ∈ Gn(O′) and v ∈ W~i ⊗ K ′, val(h · v) = val(v). Thus, for
any ([g0], . . . , [gn−1]) ∈ Grn = Gn(O′)\Gn(K ′) we have the action (g0, . . . , gn−1) · ξ~i,
and a well-defined function H~i : Gr
n → Z given by
H~i(g0, . . . , gn−1) = val((g0, . . . , gn−1) · ξ~i).
The function H associates to each component of Poly(~λ) an n-hive. The following
theorem of Kamnitzer holds for general ~λ, not just minuscule.
Theorem 44 ([19]). The generic value of H on each component of Poly(~λ) is an n-hive
with boundary ~λ, and this gives a bijection.
The following proposition is an easy combination of [8] and [19]. First, ob-
serve that in the definition of H~i, ξ~i is an eigenvector for the diagonal G(O′)∆ in
Gn(K ′) with eigenvalue det : G(O′)→ (O′)×. Then for h ∈ G(O′)∆,
H~i([gh]) = val(gh · ξ~i) = val(g · det(h)ξ~i) = val(det(h)g · ξ~i) = val(g · ξ~i) = H~i([g]).
Hence, H is G(O′)∆ invariant.
Proposition 45. Fix a component X of Poly(~λ) and its corresponding n-hive F given
by the function H. The 1-skeleton of F is labeled by the generic distances of X.
Proof. Let ([g0], [g1], . . . , [gn−1]) be generic in X, and consider [g j] and [gk]. The j
vertex of F is (0, . . . , 0,m, 0, . . . , 0) where the m is in the j position, and likewise
the k vertex of F has the m in the k position. The values of H along the edge
connecting the j and k vertices depend only on [g j] and [gk] because the repre-
sentations in this case are Wa = 1⊗ · · ·⊗Λm−a⊗1⊗ · · ·⊗1⊗Λa⊗ · · ·⊗1 with Λm−a in
the j position and Λa in the k position with the trivial representation in all other
positions. Hence, for 0 ≤ a ≤ m, let Ha([g j], [gk]) denote the value of H on the ath
lattice point on the edge connecting vertex j and k.
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There exists an h ∈ G(O′)∆, such that [g jh] = [tα] and [gkh] = [g′k]. Note
that d([g j], [gk]) = d([tα], [g′k]) holds. Using the G(O′)∆ invariance, Ha([g j], [gk]) =
Ha([tα], [g′k]). The set of points ([t
α], [g′k]) is in bijection with the set of points
([t0], [g′kt
−α]) = ([t0], [g′′k ]), and note that d([t
α], [g′k]) = d([t
0], [g′kt
−α]). Also,
Ha([tα], [g′k]) = |α| + Ha([t0], [g′′k ]). Suppose [g′′k ] ∈ Gr(λ), so d(t0, [g′′k ]) = λ. To
calculate Ha([t0], [g′′k ]), use the G(O′)∆ invariance again, so that Ha([t0], [g′′k ]) =
Ha([t0], [tλ]).
Let ξa ∈ Wa be the vector defined above. Finally, compute that (t0, tλ) · ξa ∈
Wa ⊗ tλ1+···+λaO′, hence Ha([t0], [tλ]) = λ1 + · · · + λa. Hence,
Ha
(
[tα], [g′k]
) − Ha−1 ([tα], [g′k]) = |α| + Ha ([t0], [g′′k ]) − |α| − Ha−1 (([t0], [g′′k ])
=
a∑
i=1
λi −
a−1∑
i=1
λi
= λa,
as desired. 
Thus, the generic distances of a component can be understood by studying
the combinatorics of the 1-skeleton of the associated n-hive. Recall that the lo-
cal rule of Theorem 12 implements a quadrilateral flip as in Figure 3.4. The
quadrilateral has two external edges (labeled by minuscule weights) and two
internal edges of the n-gon. These four edges, together with the two diagonals
of the quadrilateral form the edges of a tetrahedron, i.e. a 4-hive, inside of the
n-hive. See Figure 5.2 for the top view of a 4-hive balanced on an edge with
edges labeled by corresponding weights such that the visible weights are read
west to east, and ρ is read north to south. Hence, to prove Theorem 12, we need
to understand the excavation of a single 4-hive when two of the external edges
are minuscule. In other words, given λ, µ, ν, j, k as in the setup of Figure 5.2,
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Top Face A
ρ
λω j
ωkµ
ν
Top Face B
Figure 5.2: A transparent top view of a 4-hive
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Figure 5.3: The four possible orientations
determine ρ. Let N, E, S, W denote the compass directions. We will keep this
orientation of the 4-hive fixed, so that the closer faces are called the top Face A
and the top Face B, while the farther faces are called the left bottom face and
the right bottom face. The four possible setups for the two minuscule weights
when read west to east are listed in figure 5.3, however we will focus on setup
1.
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5.4 Proof
In this section, we prove Theorem 12. We will focus on the hive setup in figure
5.2, with the others following similarly.
Recall that a hive is labeled at the lattice points by integers, and the differ-
ences of the lattice points along the boundary edges give the dominant weights.
In our case, the NW edge has differences ω j when read from SW to NE, so the
integer labels along this edge increase by one j times and are constant thereafter.
Restrict to the Face A 3-hive. A lemma in [22] gives an easy description of the
differences along the strip one step in from this NW external edge. It is restated
here in terms of our Figure 5.2.
Lemma 46 ([22, Lem. 2]). If the NW external edge of a 3-hive has differences ω j, then
the strip one step in from the NW edge has differences ω j or ω j−1. Furthermore, the first
case occurs if and only if ν1 = λ1 and the second case if and only if ν1 = λ1 + 1.
Let the second strip be ω j2 where j2 must be j or j − 1. Since this strip can
be viewed as the NW external edge of a smaller 3-hive contained in Face A,
the third strip must have differences ω j2 or ω j2−1. This pattern continues so that
there are j decreases from the first strip to the n + 1st strip, which is just a single
lattice point (the east corner). A decrement occurs between strip i and i + 1 if
and only if νi = λi + 1, i.e. a box is added to λ in the ith row. The left of Figure
5.4 shows the top of a 4-hive with Face A such that n = 5, j = 3, λ = (3, 3, 1, 1, 1),
ν = (4, 3, 2, 2, 1). The blue path indicates the lattice points after which the strips
are constant. We call this the break path. By the previous lemma, the break path
determines the skew shape ν/λ.
Likewise, the top Face B of the 4-hive has ωk along its SE edge with the ωk
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Figure 5.4: The top and bottom of a 4-hive with break paths indicated
being read from the SW to the NE. The strip one step in from this boundary
edge is either ωk or ωk−1, and so forth with k decrements between the first strip
and the n + 1st strip (the west corner). The break path of Face B connects the SE
external edge to the W lattice point. In order for the numbering of the strips to
coincide with top Face A, we can view the break path of Face B as starting at the
W lattice point with the first strip being ω0, so that there are k increases before
reaching ωk on the SE edge. As with Face A, there is an increase between strip
i and i + 1 if and only if νi = µi + 1, and no increase if and only if νi = µi. Thus,
ν/µ is determined by the B break path. The left of Figure 5.4 shows the top view
of a 4-hive with Face B such that k = 2, µ = (4, 2, 2, 1, 0). Note that a horizontal
step in the break path of Face B corresponds to an increase, while a slanted step
in the break path of A corresponds to a decrease.
The right of Figure 5.4 shows the bottom two faces of a 4-hive with top two
faces given on the left. As with the top faces, µ together with the decreases of
the bottom left face’s break path determine ρ. More specifically, ρi = µi if there
is no decrease between the i and i + 1 strip and ρi = µi + 1 if there is a decrease.
We will use the octahedron recurrence to excavate individual lattice points to
reveal these decreases, and hence determine ρ.
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Figure 5.5: Excavating a 4-hive
The bottom left 3-hive has the same setup as top Face A with ρ and µ playing
the roles of λ and ν respectively. Hence the decreases in the break path are the
rows where a box is added to ρ to get µ. But since the goal is to determine ρ,
we view the decreases in the break path as corresponding to the positions of µ
where a box was subtracted to get ρ. Note that the decreases are the vertical
steps in the break path. As stated previously, since we know µ, if we know the
ith strip then all we need to know is the i + 1 strip to determine ρi.
Notice that the second strip of the bottom left face is found by excavating the
second strip of Face A just once. Thus to reveal the second strip of the bottom
face, and equivalently determine ρ1, it suffices to shave off Face A by a depth of
1. This leaves a smaller tetrahedron, whose main horizontal edge visible from
the top is one row down on Face B from the original main horizontal edge. The
right of Figure 5.5 demonstrates this first shave step for our previous example
with the new tetrahedron indicated. At this point the first two strips of the
bottom left face are known, so in particular ρ1 = 3 can be seen either by directly
reading off the difference 6 − 3, or by noting that there is a decrease from ω3 to
ω2 between the the first and second strips and that µ1 = 4.
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The newly exposed, smaller tetrahedron has a new top Face B, whose values
were the previously exposed values of the original top Face B, and a new top
Face A, whose values were revealed. To get ρ2, or equivalently the third strip
of the bottom left face, the top Face A of this new tetrahedron is shaved off and
so forth. We call such a step in our process a shave step to differentiate from
a single application of the octahedron recurrence at a specific lattice point. We
already observed that every strip of the original top Face A is an ωi for some
i. The same reasoning applies to the top Face A of the new tetrahedron, and
induction gives the following lemma.
Lemma 47. Every strip of a newly exposed top Face A has differences ωi for some i.
Proof. The NW external edge of each new top Face A is a strip of the bottom
left face, which we know by Lemma 46 has differences ωi for some i. Thus, by
Lemma 46 again each strip in this face has differences ω j for some j ≤ i. 
To get each ρi we must understand which ωi appear after a single shave step,
or equivalently, how the break path changes after a shave step. Since the new
top Face B is obtained simply by ignoring the previous main horizontal, it is
easy to see that the break path contracts along the slanted step from the main
horizontal to the horizontal one row down. If there is no such slanted step,
then the break path must itself be the main horizontal in which case the new
break path is the new main horizontal. Analyzing the change in the break path
of top Face A requires looking at a number of cases. The goal is the following
proposition.
Proposition 48. After a single shave step, the strip underneath a strip labeled by ωi is
labeled by either ωi or ωi+1. The ωi+1 case occurs only if µk = µk+1 where k is the strip in
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consideration. Furthermore, there can be at most one interval [a, b] of strip indices in
which the strip label ωi changes to ωi+1.
Consider shaving the original 4-hive. A single shave step is built out of in-
ductive steps, each consisting of excavating a horizontal row (first the main hor-
izontal, then the one above, and so forth). The base case of this induction is the
excavation of the main horizontal of the original 4-hive, as in the left of Figure
5.5.
By the octahedron recurrence, excavating a single position depends on the
value of the position itself and the four values that are directly NE, SE, SW, NW
of the position in question. However, in analyzing the different cases arising
from different positions on the break path, it will be easier to keep track of two
extra points. The cases will depend on values of the following relative positions,
where we are excavating the middle position of the middle row. The values of
these relative positions will be called the local data.
 
  
 
5.4.1 Excavating below the break path
Consider first excavating points strictly below the break path of Face A. Even
more specifically, begin with a point on the main horizontal. There are three
subcases depending on the break path of Face B, as shown in Figure 5.6. If this
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Figure 5.6: Case A (main horizontal)
Figure 5.7: Case A
is the k + 1 strip, then the local data looks like the following.
∑k−1
1 νi + 1
∑k
1 νi + 1∑k−1
1 νi
∑k
1 νi
∑k+1
1 νi∑k
1 νi − x
∑k+1
1 νi − y
Since we are excavating the main horizontal, the bottom row positions are on
Face B, and the x, y variables are 0 or 1 depending on the break path of Face B.
Only the values of x and y will affect excavation at this point, so the possible
cases are x = 0 and y = 0, or x = 1 and y = 1, or x = 1 and y = 0, as shown in
Figure 5.6.
Let z be the value of the lattice point that the current excavation will reveal.
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The value of z must be either
∑k
1 νi − x or
∑k
1 νi − x + 1 because every strip of the
new face will be an ωi for some i, and the value of the first lattice point of this
strip is
∑k
1 νi − x. In each case we show that z is actually
∑k
1 νi − x + 1, hence there
is a difference of 1 between the first and second positions of the revealed strip.
(i) (x = 0, y = 0)
z = max
(∑k
1 νi + 1,
∑k−1
1 νi + 1 + νk+1
)
=
∑k
1 νi + 1 because νk+1 ≤ νk.
(ii) (x = 1, y = 1)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1
)
=
∑k
1 νi because νk+1 ≤ νk.
(iii) (x = 1, y = 0)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1 + 1
)
=
∑k
1 νi.
In this case, the second term in the maximum will be z =
∑k
1 νi+1 if νk+1 = νk,
but this is impossible because the newly excavated line has to be an ωi for
some i and these values give a difference of 2. Or we can see directly that
x = 1, y = 0 and νk = νk+1 imply that µk + 1 = νk = νk+1 = µk+1 which
contradicts µ being dominant.
Excavating the main horizontal leaves a trench, where the newly visible lat-
tice points now play the role of the bottom row of the 7 local positions. We call
these the trench values. In the case just analyzed of excavating the portion of
the main horizontal that is below Face A’s break path, the trench values were
the values on Face B on the horizontal one down from the main horizontal. In
all three cases above, the trench difference x between the trench and the exca-
vation point is preserved, an observation we will need for the inductive step.
Now consider excavating a point that is on the k + 1 strip and on the cth
line above the main horizontal, but still strictly below the break path of Face
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A. Assume that the two relevant lattice points below this location have already
been excavated. The local data looks like the following.∑k−1
1 νi + c + 1
∑k
1 νi + c + 1∑k−1
1 νi + c
∑k
1 νi + c
∑k+1
1 νi + c∑k
1 νi + c − x
∑k+1
1 νi + c − y
By induction the exposed portion of the new k+1 strip increases by one at every
step thus far, and the trench differences of x and y in the local data are the same
as the trench differences given by the break path of Face B. In particular, the
same three subcases may arise, as indicated in Figure 5.7. Since the constant c
does not affect the octahedron recurrence, the calculation of z is as before, so we
may conclude in this case that both the strip difference and the trench difference
propagate. In particular, note that the trench differences given by the break path
of Face B propagate all the way up to excavating the points directly on the A
break path.
5.4.2 Excavating on the break path
Now consider excavating a point on the break path of A. Consider case B of
Figure 5.8. Since the two positions of the bottom row of the local data were
excavated by instances of case A, the trench differences x, y take on the same
values originally given by the break path of Face B. In particular, the same three
possible subcases can arise. The local data is as follows where the constant c is
omitted. ∑k−1
1 νi
∑k
1 νi∑k−1
1 νi
∑k
1 νi
∑k+1
1 νi∑k
1 νi − x
∑k+1
1 νi − y
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(i) (x = 0, y = 0)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1
)
=
∑k
1 νi because νk+1 ≤ νk.
(ii) (x = 1, y = 1)
z = max
(∑k
1 νi − 1,
∑k−1
1 νi + νk+1 − 1
)
=
∑k
1 νi − 1 because νk+1 ≤ νk.
(iii) (x = 1, y = 0)
z = max
(∑k
1 νi − 1,
∑k−1
1 νi + νk+1
)
=
∑k
1 νi − 1
In this case the second term of the maximum is z =
∑k
1 νi if νk+1 = νk, but
as before this is impossible: The values x = 1 and y = 0 are given by the
break path of B, hence imply that νk = µk + 1 and νk+1 = µk+1. Together
with νk+1 = νk this would imply, µk+1 = νk+1 = νk = µk + 1, contradicting
µ dominant. In every subcase, the strip equality and the trench difference
propagate to the strip below.
At this point of excavating a strip that falls under case B, the revealed strip
has c increasing steps (which we knew from case A), followed by a constant
step.
Now consider case C, the interesting case where the excavation point is at
an out elbow in the break path of A. In this case, the break path of A says that
to obtain ν from λ a box was added to λk but not to λk+1. Then νk , νk+1 because
otherwise this would imply λk < λk+1 contradicting that λ is dominant. Hence,
for case C, νk+1 ≤ νk − 1. The local data is as follows.∑k−1
1 νi + 1
∑k
1 νi∑k−1
1 νi
∑k
1 νi
∑k+1
1 νi∑k
1 νi − x
∑k+1
1 νi − y
As before, the trench differences x and y are determined by instances of case
A, hence were propagated from the break path of B. The three subcases are as
76
Case B Case C Case D Case E
Figure 5.8: All of the “on break path” cases
follows.
(i) (x = 0, y = 0)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1 + 1
)
=
∑k
1 νi where we have used the fact that
νk+1 ≤ νk − 1.
(ii) (x = 1, y = 1)
z = max
(∑k
1 νi − 1,
∑k−1
1 νi + νk+1
)
=
∑k
1 νi − 1 where we have used the fact
that νk+1 ≤ νk − 1.
(iii) (x = 1, y = 0)
z = max
(∑k
1 νi − 1,
∑k−1
1 νi + νk+1
)
In this case, z =
∑k
1 νi − 1 if νk+1 < νk − 1 and z =
∑k
1 νi if νk+1 = νk − 1,
which can actually occur. The second case corresponds to a difference of 1
between the current two positions of the revealed strip, even though there
was a difference of 0 between the two positions in the strip above. Also in
this special case the trench difference x = 1 turns into x = 0.
Furthermore, if the Face B break path gives x = 1, y = 0, then νk+1 = νk − 1
if and only if µk = µk+1. This is because x = 1 implies νk = µk + 1 and y = 0
implies νk+1 = µk+1.
Hence, excavation of a case C strip has thus far revealed c increasing steps,
77
followed possibly by another increasing step if and only if the B break path has
an out elbow at the same strip and µk = µk+1.
Now consider case D, the other interesting case, with local data is as follows.
∑k−1
1 νi + 2
∑k
1 νi + 1∑k−1
1 νi + 1
∑k
1 νi + 1
∑k+1
1 νi∑k
1 νi + 1 − x
∑k+1
1 νi − y
As before, the position containing x was excavated by an instance of case A, so
this trench value propagated from the original trench value given by break path
B. The position containing y however could have been excavated by an instance
of C, or by another instance of D. If it was excavated by C, then it is possible that
the special case of C changed a trench difference of 1 to a 0. Either way, we have
the same three subcases for x, y values.
(i) (x = 0, y = 0)
z = max
(∑k
1 νi + 1,
∑k−1
1 νi + νk+1 + 1
)
=
∑k
1 νi + 1
(ii) (x = 1, y = 1)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1
)
=
∑k
1 νi
(iii) (x = 1, y = 0)
z = max
(∑k
1 νi,
∑k−1
1 νi + νk+1 + 1
)
In case (iii), z =
∑k
1 νi if νk+1 < νk and z =
∑k
1 νi + 1 if νk+1 = νk, which can actually
occur. The second case corresponds to an increase in the current position of the
revealed strip, even though there was no such increase in the original strip. Also
in this second case the trench difference x = 1 turns into x = 0. Let’s consider
when this special case can actually happen. One way to end up with x = 1 and
y = 0 is if the break path of the top Face B starts by giving x = 1 and y = 0 at
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the very first step. Then νk+1 = νk forces µk = νk − 1 < νk = νk+1 = µk+1 which
is a contradiction. The only other way to end up with x = 1 and y = 0 is if the
break path of top Face B starts by giving x = 1 and y = 1 on these strips, and the
excavation of the position directly to the right changes y = 1 into y = 0 as in the
special case of C(iii). In this case, νk = νk+1 if and only if µk = µk+1.
If this special case of D(iii) occurs then the strip difference of 0 becomes a
difference of 1, and the trench difference of x = 1 turns into a trench difference
of x = 0. By induction, an instance of case D can only have the above three
possible values for x and y. In particular, the special case of D(iii) can trigger
another instance of the special case of D(iii) directly to the NW. Such a string
of special case D(iii)’s can only occur if the special case C(iii) occurs at the out
elbow of the same NW-SE strip.
Finally, for case E the position involving y could have been excavated by an
instance of case C or D, in which case we know that y = 0 or y = 1. We leave the
routine analysis to the reader.
This concludes the cases of excavating a point on the break path. At this
point we have shown that strip difference and trench difference always propa-
gate when below the break path, and also when on the break path, except for
the special cases of C(iii) and D(iii). If the special cases of C(iii) and D(iii) occur
then this implies µk = µk+1. In both special cases, the strip difference of 0 flips to
a 1, while the trench difference of 1 flips to a 0.
There are four remaining cases of excavating a point above the break path.
We claim that there are no new interesting cases, i.e. the strip difference and
trench difference propagate as they did below the break path, and we leave this
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Case F Case G Case H Case I
Figure 5.9: All of the “above break path” cases
analysis to the reader. Note that case F and G must be analyzed before case H,
likewise H before I, because the point containing y must have been excavated
by one of these instances.
This completes the proof of the proposition. In fact, we have shown more.
Proposition 49 (Proposition 48 restated). If the break path B doesn’t contain a proper
portion of the main horizontal, then each strip is labeled by the same fundamental weight
as the one beneath it. Otherwise, if the break path of B is horizontal exactly up to
the k + 1st strip, then this could trigger the special case of C(iii) and a sequence of
special cases of D(iii). In each case µ j = µ j+1 is necessary. For this interval of strips
[i, k + 1], each fundamental weight is incremented by one upon excavation. All other
strips remain the same upon excavation.
The only assumptions that we have made on the original 4-hive is that
the NW and SE edges are fundamental weights and that λ, µ, ν are dominant
weights. After one shave step we see that these assumptions still hold, so
the same applies to the smaller 4-hive. Note though that the break paths
change. Each shave step can increment the fundamental weights of at most
one nonempty interval of strips.
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5.4.3 Completing the proof
Recall that a box is added to λk to get νk if and only if the kth strip of Face A is
labeled by ωi and the k+1st by ωi−1. Likewise, a box is removed from µk to get ρk
if and only if the kth strip of the bottom left face is labeled by ωi and the k + 1st
by ωi−1. This information is revealed on the kth shaving of the hive.
For example, let k = 1. In order to discover whether a box needs to be re-
moved from µ1 to get ρ1 we need to know whether or not there is a decrement
between the first and second strips of the bottom face. But the second strip of
the bottom face is directly underneath the second strip of the top face, so it is
exposed after a single shaving. See Figures 5.4 and 5.5 for a reminder. There-
fore, if a special case does not arise along the second strip, then a nondecrease
between the first two strips of the top face gets copied to a nondecrease of the
first two strips of the bottom face, which corresponds to no box being added
to λ1 and no box being removed from µ1. Also if a special case does not arise
along the second strip, then a decrease between the first two strips of the top
face gets copied to a decrease of the first two strips of the bottom face, and this
corresponds to a box being added to λ1 and a box being removed from µ1. The
next shaving reveals the third line of the bottom face and so forth.
Thus, if µk > µk+1 for all k, then by the proposition the special cases can never
occur, so each shave simply copies the ωi from the top face to the next. This
means that a box is added to λk to get νk if and only if a box is removed from µk
to get ρk. On the other hand, if µk = µk+1 and a box is added to λk to get νk, then
removing a box from µk would result in µk < µk+1, i.e. not a dominant weight.
Instead, sorting has to occur in order to remove a box from the first µ j where
this is possible. The special cases of C(iii) and D(iii) facilitate the sorting, as we
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will see in the proof of the following main theorem.
Theorem 50. Consider the setup of the 4-hive in Figure 5.2 and the j boxes added to λ
in distinct rows to get ν. Then subtracting a box from the same rows of µ and sorting
gives the dominant weight ρ.
Proof. For a dominant weight µ let ik < jk be the indices denoting the stretches
of equalities of the parts of µ,
µ1 > µ2 > · · · > µi1 = µi1+1 = · · · = µ j1 > µ j1+1 > · · · > µi2 = µi2+1 = · · · = µ j2 > · · · > µn.
Note it is possible that ik+1 = jk+1. Recall that the strips of the 4-hive are indexed
1, . . . , n + 1 where the last strip is always a single lattice point, while the parts
of the dominant weights are indexed 1, . . . , n and are given by the differences of
the labels of the 1, . . . , n + 1 lattice points.
Let α < [ik, jk] for all k, which is equivalent to µα , µα+1 and µα , µα−1.
Suppose a box is not added to the α part of λ, so that the break path step between
the α and α + 1 strips is horizontal. The only way the step could end up being
slanted after shaving is if one of the special cases occurs at strip α, but this is
impossible because µα−1 , µα. Thus a box is not removed from the α part of µ to
give the α part of ρ.
Suppose a box is added to the α part of λ, so that the break path step between
the α and α + 1 strips is slanted. The only way the step could end up being
horizontal after shaving is if one of the special cases occurs at strip α + 1, but
again this is impossible because µα , µα+1. Thus a box is removed from the α
part of µ to give the α part of ρ.
Now consider the entire interval [ik, jk] for some k, and restrict ν and µ to
this interval. Then to get ν from µ the only possibility is that boxes were added
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to some amount of consecutive parts [ik, hk] of µ, where hk ≤ jk, followed by
no additions thereafter. Then the break path of Face B on the interval [ik, jk] is
horizontal for the steps between strips ik to hk and slanted between strips hk to
jk. See Figure 5.10 where the strips ik to jk are bold.
If for every α ∈ [ik, jk] a box is not added to the α part of λ, then the break
path of Face A across these gaps is horizontal. Then the special cases cannot
occur at any of the strips with index in [ik, jk]. Thus the strips remain the same
after every shave, so that no box is removed from µ to give ρ.
Now suppose that there is at least one index in [ik, jk] such that the corre-
sponding part of λ has a box added to it. We would like to understand the
possibilities for the break path of Face A. On the interval [ik, jk], the general µ, ν,
and λ look like the following where we have omitted a fixed number of initial
columns on the left.
µ ν λ
Note that if µi is negative then we get the following picture where we omitted a
number of initial “negative” columns on the right.
µ ν λ
This corresponds to a portion of Face A’s break path that starts with consec-
utive horizontal steps, then a number of consecutive slanted steps, followed by
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Figure 5.10: Break paths
horizontal steps, and finally slanted steps. It is possible that any one of these
four consecutive segments is empty, but in any case there is at most one spot
where a slanted step is followed by a horizontal step, i.e. there is at most one
out elbow. Furthermore, if the break path of Face A does have an out elbow
at say strip k, then the break path of B must also have an out elbow at strip k
because of the values of µ, ν, λ on this interval. Thus [ik, jk] contains two subin-
tervals, [α1, β1] and [α2, β2], that consist of indices for which the corresponding
part of λ has a box added to it. See Figure 5.10.
Let the ith shave step excavate Face Ai to reveal the smaller Face Ai+1. This
eliminates the ith strip, so Face Ai+1 consists of the strips indexed by i+1 to n+1.
In particular, the ith shave reveals the ith step of the break path of the bottom
left face and hence determines ρi from µi. If there is a slant between the ith and
i + 1st strips of Face Ai and the i + 1st strip is not increased during the shaving
then a box is removed from µi to get ρi. If this happened for an i ∈ [α1, β1], then
µ would yield a nondominant ρ. We will show that this doesn’t happen because
the special cases of the shave steps perform the desired sorting.
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Note that at the ikth shave step, the break path of Bik is horizontal until strip
β1 and slanted at least until jk. For each i ∈ [ik, α1], the ith step in A’s break path
is horizontal, so the ith shave reveals that ρi = µi. Consider the α1 shave step.
Since there is an out elbow at β1 in the break paths of both Ai and Bi and µi = µi+1,
the special case of C(iii) occurs and triggers a string of special cases of D(iii) in
each of the strips αi to βi − 1. Thus, although there was a slant between the αi
and αi + 1 strips, the αi shave reveals that ρi = µi. The break path of Aα1+1 has the
same number of slanted steps, from α1 + 1 to β1 + 1 and α2 to β2, but one fewer
horizontal step, from β1 + 1 to α2. The break paths of Aα1+1 and Bα1+1 now have
out elbows at strip β1 + 1, so the same process occurs at the α1 + 1 shave step
giving ρi = µi. This continues for α2 − β1 steps with the slanted intervals of the A
break path moving closer together each time, until they finally coalesce. At this
point the break path of A consists of β1 − α1 + β2 − α2 slanted steps between the
strip indices [α1 + α2 − β1, β2].
At this point the special case of C(iii) cannot occur because the break path
of B cannot have an out elbow at the β2 strip. Thus, each remaining shave step
up until β2 reveals ρi = µi − 1. The end result is that on the interval [ik, jk], µ is
decremented in the final β2 − α2 + β1 − α1 positions to yield a dominant ρ. 
The bottom of the 4-hive looks like setup 2 of Figure 5.3 where the edge
labels are oriented from W to E as before. Since this is the same setup as in our
proofs, ν∗ = sort(λ∗ + µ∗ − ρ∗), which is equivalent to ν = sort(λ + µ − ρ).
There are however, two more orientations of the external edge labels that can
arise, setup 3 and setup 4 in Figure 5.3. They are the top and bottom of the same
hive. It is not hard to see that if ρ = sort(λ + µ − ν), then going back is given by
the same formula ν = sort(λ + µ − ρ). Thus, we need only consider setup 3.
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In this case, the NW strip of Face A is constant for some time followed by j
decreases. Lemma 46 applies in an analogous way where a horizontal step in the
break path of A corresponds to a decrease from ω∗i to ω
∗
i−1. The cases that arise
can be analyzed similarly with a special case analogous to C(iii) at an out elbow
that can trigger a sequence of special cases analogous to D(iii). These occur only
if µk = µk+1, which allows for sorting as in the proof of the main theorem. Before,
k boxes are added to µ to get ν, whereas in this case, j boxes are removed from λ
to get ν. The relevant picture on an interval [ik, jk] is now the following.
µ ν λ
The final steps of the proof proceed similarly, and the details are left to the
reader.
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