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Alberi di sequenti per un linguaggio predicativo
L1.
Si estenda il linguaggio L1 con un insieme C infinito numerabile di costanti
individuali.
• Un multinsieme e` un insieme con ripetizioni.
• Un sequente e` un’espressione
Γ =⇒ ∆
ove Γ e ∆ sono multinsiemi finiti, eventualmente vuoti, di enunciati di LC1 .
• dato un sequente Γ =⇒ ∆, possiamo interpretare tutte le formule a sinistra
di =⇒ (i.e. le formule in Γ) come vere e le formule a destra di =⇒ (i.e. le
formule in ∆) come false.
• Un albero di sequenti per Γ =⇒ ∆ e` un albero la cui radice e` (etichettata
con) il sequente Γ =⇒ ∆ e i cui nodi sono ottenuti applicando le regole
del calcolo.
• Le regole vanno lette dal basso verso l’alto, ovvero dalla conclusione verso
le premesse della regola.
• L’albero per un dato sequente Γ =⇒ ∆ si costruisce partendo dalla radice
e quindi costruendolo dal basso verso l’alto.
• Un nodo di un albero di sequenti e` chiuso se ha una delle seguenti due
forme:
A,Γ =⇒ ∆, A
⊥,Γ =⇒ ∆
altrimenti e` detto aperto.
• Una foglia di un albero di sequenti e` il nodo finale di un qualche ramo
dell’albero. In particolare una foglia e`
1. un nodo chiuso (parleremo di foglia chiusa); oppure
2. un nodo aperto a cui non e` possibilile applicare alcuna regola del
calcolo (parleremo di foglia aperta).
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• Le regole del calcolo dei sequenti sono motivate dalle condizioni di verita`
di un enunciato in una LD1 struttura che indichiamo con SD.
Per ogni simbolo logico † avremo una regola che governa il comportamento
di † a sinistra di =⇒ (cioe` ‘nel vero’) che indicheremo con L† (L per Left)
e una regola che governa il comportamento di † a destra di =⇒ (cioe` ‘nel
falso’) che indicheremo con R† (R per Right). Tali regole sono determinate
a partire dalle condizioni di verita` (e di falsita`) di enunciati il cui operatore
principale sia †. In particolare:
1. La clausola di verita` per ¬B, ovvero
|¬B|SD = 1 sse |B|SD = 0
ci dice che ¬B e` (i) vero quando B e` falso e, vice versa, esso (ii) e` falso
quando B e` vero. Dato che in un sequente l’essere a sinistra di =⇒
corrisponde all’essere vero e l’esserne a destra corrisponde all’essere
falso, da (i) e (ii) otteniamo, rispettivamente, le seguenti regole:
Γ =⇒ ∆, A
¬A,Γ =⇒ ∆ L¬
A,Γ =⇒ ∆
Γ =⇒ ∆,¬A R¬
2. La clausola di verita` per ∧, ovvero
|B ∧ C|SD = 1 sse |B|SD = 1 e |C|SD = 1
ci dice che B ∧ C e` (i) vero quando sia B che C sono veri ed (ii) e`
falso quando almeno uno tra B e C e` falso. Da (i) e (ii) otteniamo,
rispettivamente, le seguenti regole:
B,C,Γ =⇒ ∆
B ∧ C,Γ =⇒ ∆ L∧
Γ =⇒ ∆, B Γ =⇒ ∆, C
Γ =⇒ ∆, B ∧ C R∧
Nota. Le condizioni di verita` e di falsita` di un enunciato di forma
B ∧ C contengono, rispettivamente, una congiunzione metateorica
e una disgiunzione metateorica. La congiunzione metatorica viene
rappresentata nei sequenti tramite la virgola e la disgiunzione me-
tateorica viene rappresentata tramite la biforcazione dell’albero in
due rami separati (ciascuno dei quali rappresenta uno dei due casi
possibili).
3. La clausola di verita` per ∨, ovvero
|B ∨ C|SD = 1 sse |B|SD = 1 oppure |C|SD = 1
ci dice che B ∨ C e` (i) vero quando almeno uno tra B e C e` vero ed
(ii) e` falso quando sia B che C sono falso. Da (i) e (ii) otteniamo,
rispettivamente, le seguenti regole:
B,Γ =⇒ ∆ C,Γ =⇒ ∆
B ∨ C,Γ =⇒ ∆ L∨
Γ =⇒ ∆, B,C
Γ =⇒ ∆, B ∨ C R∨
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4. La clausola di verita` per →, ovvero
|B → C|SD = 1 sse |B|SD = 0 oppure |C|SD = 0
ci dice che B → C e` (i) vero se B e` falso oppure se C e` vero ed
(ii) e` falso quando sia B che C sono falso. Da (i) e (ii) otteniamo,
rispettivamente, le seguenti regole:
Γ =⇒ ∆, B C,Γ =⇒ ∆
B → C,Γ =⇒ ∆ L→
B,Γ =⇒ ∆, C
Γ =⇒ ∆, B → C R→
5. La clausola di verita` per ∀xB, ovvero
|∀xB|SD = 1 sse per ogni d ∈ D, |B[d/x]|SD = 1 ove d e` nome di d.
ci dice che ∀xB e` (i) vero quando B[d/x] e` vero per ogni oggetto d
del dominio D e, vice versa, esso (ii) e` falso quando B[d/x] e` falso
per almeno un oggetto d del dominio D.
Quando iniziamo a costruire un albero di sequenti non abbiamo an-
cora fissato un universo D. Il linguaggio L1 e` stato esteso con un
insieme di costanti individuali C, ma ancora il collegamento con gli
elementi di un qualche dominio non e` stato fatto. E questo per una
ragione ben precisa: il dominio della struttura che dovra` essere mo-
dello (ove questo sia possibile) del sequente iniziale si costruisce man
mano insieme alla costruzione dell’albero di sequenti.
L’idea e` che il dominio di un RAMO di un albero di sequenti co-
struito fino ad un certo punto sia composto dall’insieme di tutte le
costanti individuali che occorrono negli enunciati presenti nel ramo
in questione. E’ naturale che via via che il ramo ’cresce’ aumentino
le costanti individuali che occorrono negli enunciati del ramo. Si noti
fin da subito l’identificazione (strategica e cruciale) che si fa qui fra
nomi e oggetti.
B[c/x],∀xB,Γ =⇒ ∆
∀xB,Γ =⇒ ∆ L∀
dove c e` una qualche costante individuale che occorre in enunciati del
ramo costruito fino a quel punto. Se nessuna costante individuale e`
disponibile, si utilizzi una costante prefissata di C, diciamo c0.
B[c0/x],∀xB,Γ =⇒ ∆
∀xB,Γ =⇒ ∆ L∀
L’altra regola per il quantificatore universale e`:
Γ =⇒ ∆, B[c/x]
Γ =⇒ ∆,∀xB R∀,
Dove c e` una qualsivoglia costante di C che NON occorre nell’albero
costruito fino a questo punto; siccome C e` infinito, una costante nuova
rispetto a quelle (in numero finito) occorrenti nel ramo, c’e` sempre.
Attenzione: con questa regola si amplia il dominio della struttura
che alla fine andremo a costruire.
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6. La clausola di verita` per ∃xB, ovvero
|∃xB|SD = 1 sse per qualche d inD, |B[d/x]|SD = 1 ove d e` nome di d.
ci dice che ∃xB e` (i) vero quando B[d/x] e` vero per qualche ogget-
to d del dominio D e, vice versa, esso (ii) e` falso quando B[d/x]
e` falso per ogni oggetto d del dominio D. Da (i) e (ii) otteniamo,
rispettivamente, le seguenti regole:
B[c/x],Γ =⇒ ∆
∃xB,Γ =⇒ ∆ L∃
Dove c e` una qualsivoglia costante che NON occorre nel ramo (che
stiamo esaminando) dell’ albero fin qui costruito.
Γ =⇒ ∆,∃xB,B[c/x]
Γ =⇒ ∆,∃xB R∃
dove c e` una qualche costante che occorre in enunciati del ramo finora
costruito. Qualora nessuna costante occorra, si utilizza la costante
c0, ovvero:
Γ =⇒ ∆,∃xB,B[c0/x]
Γ =⇒ ∆,∃xB R∃
7. Per il predicato d’identita`, abbiamo due regole che rappresentano le
due condizioni riguardanti = nella definizione di LD1 -struttura SD.
A partire da
SD attribuisce valore di verita` 1 agli enunciati atomici della forma c = c
otteniamo la seguente regola:
c = c,Γ =⇒ ∆
Γ =⇒ ∆ Rif
Dove c e` una qualsiasi costante che occorre nell’albero gia` costruito.
A partire da
se il valore di verita` 1 e` attribuito ad un enunciato della forma b = c
allora il valore di verita` attribuito a P . . . b . . . e` uguale al valore di verita`
attribuito a P . . . c . . ., per ogni simbolo predicativo P
otteniamo la seguente regola
A[c/x], b = c, A[b/x],Γ =⇒ ∆
b = c, A[b/x],Γ =⇒ ∆ Sost
• Dato un sequente Γ =⇒ ∆, per costruire un albero di sequenti per esso si
deve:
1. Scrivere Γ =⇒ ∆ come radice di tale albero;
2. applicare le regole ai nodi terminali (via via ottenuti) fintanto che ci
siano formule a cui le regole sono applicabili.
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REGOLE DEL CALCOLO DI SEQUENTI
Regole per i connettivi:
Γ =⇒ ∆, A
L¬¬A,Γ =⇒ ∆
A,Γ =⇒ ∆
R¬
Γ =⇒ ∆,¬A
A,B,Γ =⇒ ∆
L∧
A ∧B,Γ =⇒ ∆
Γ =⇒ ∆, A Γ =⇒ ∆, B
R∧
Γ =⇒ ∆, A ∧B
A,Γ =⇒ ∆ B,Γ =⇒ ∆
L∨
A ∨B,Γ =⇒ ∆
Γ =⇒ ∆, A,B
R∨
Γ =⇒ ∆, A ∨B
Γ =⇒ ∆, A B,Γ =⇒ ∆
L→
A→ B,Γ =⇒ ∆
A,Γ =⇒ ∆, B
R→
Γ =⇒ ∆, A→ B
Regole per i quantificatori:
A[c/x],∀xA,Γ =⇒,∆
L∀∀xA,Γ =⇒ ∆
Γ =⇒ ∆, A[c/x]
R∀, c nuovo!
Γ =⇒ ∆, ∀xA
A[c/x],Γ =⇒ ∆
L∃, c nuovo!∃xA,Γ =⇒ ∆
Γ =⇒ ∆, ∃xA,A[c/x]
R∃
Γ =⇒ ∆,∃xA
Regole per l’identita`:
c = c,Γ =⇒ ∆
Rif
Γ =⇒ ∆
A[c/x], b = c, A[b/x],Γ =⇒ ∆
Sost
b = c, A[b/x],Γ =⇒ ∆
• in R∀ la costante c non occorre nel ramo fino a Γ =⇒ ∆, ∀xA .
• In L∃ la costante c non occorre nel ramo fino a ∃xA,Γ =⇒ ∆ .
• In L∀ la costante c e` una qualsivoglia costante che occorre in ∀xA,Γ =⇒ ∆,
oppure, nel caso in cui non vi siano costanti in ∀xA,Γ =⇒ ∆, e` una costante
prefissata c0.
• In R∃ la costante c e` una qualsivoglia costante che occorre in Γ =⇒ ∆, ∃xA,
oppure, nel caso in cui non vi siano costanti in Γ =⇒ ∆, ∃xA, e` una costante
prefissata c0.
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• In Rif , la costante c e` una qualche costante occorrente nell’albero fin qui
costruito.
Perche´ costruire un albero di sequenti per un dato sequente Γ =⇒ ∆ ?
1. Un albero di sequenti per Γ =⇒ ∆ ha lo scopo di determinare tutti i modi
possibili in cui si puo` realizzare l’interpretazione semantica di Γ =⇒ ∆,
ovvero come possa essere fatta una struttura S tale che tutte le formule
di Γ sono vere e tutte le formule di ∆ sono false in essa.
2. Un albero di sequenti per Γ =⇒ ∆ ci dice SE ESISTE almeno una strut-
tura in cui tutti gli enunciati in Γ siano veri e tutti gli enunciati in ∆
siano falsi. Quindi ci dice se esiste almeno una struttura che soddisfa l’
interpretazione semantica di Γ =⇒ ∆, ovvero tale che tutte le formule di
Γ sono vere e tutte le formule di ∆ sono false.
3. Se un albero di sequenti per Γ =⇒ ∆ contiene almeno un ramo la cui
foglia e` aperta siamo in grado di definire una struttura SD in cui tutti gli
enunciati in Γ sono veri e tutti gli enunciati in ∆ sono falsi.
Piu` precisamente, a partire da un ramo la cui foglia e` aperta
possiamo costruire la seguente struttura SD
(a) D consiste di tutte le costanti individuali occorrenti nel ramo fatto
salvo la seguente condizione:
• se b = c occorre nell’antecedente di un sequente del ramo, allora
SIOLO UNO fra b e c e` elemento di D.
(b) le costanti individuali vengono interpretati su se stesse, fatto salva la
seguente condizione:
• se b = c occorre nell’antecedente di un sequente del ramo, ambe-
due i nomi b e c vengono interpretati sullo stesso elemento di D
(entrambi su b o entrambi su c)
(c) S associa valore di verita` 1 a ciascun enunciato atomico che occorre
nell’antecedente di un sequente del ramo e associa valore di verita` 0 a
ciascun enunciato atomico che occorre nel conseguente di un sequente
del ramo.
Tale struttura SD rende veri tutti gli enunciati in Γ e rende falsi tutti gli
enunciati in ∆.
4. Se le foglie di un albero di sequenti per Γ =⇒ ∆ sono tutte chiuse, allora
sappiamo che non esiste una struttura che renda veri tutti gli enunciati in
Γ e falsi tutti gli enunciati in ∆.
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Applicazioni.
1. Un albero aperto per Γ =⇒ dice che l’insieme degli enunciati di Γ e`
soddisfacibile.
2. Un albero chiuso per Γ =⇒ dice che l’insieme degli enunciati di Γ non
e` soddisfacibile.
3. Un albero aperto per =⇒ A dice che A non e` logicamente valida.
4. Un albero chiuso per =⇒ A dice che A e` logicamente valida.
5. Un albero aperto per Γ =⇒ A dice che A non e` conseguenza logica di Γ.
6. Un albero chiuso per Γ =⇒ A dice che A e` conseguenza logica di Γ.
ESEMPI
1. Verificare se l’enunciato ∀xPx ∧ ∀xRx sia conseguenza logica dell’enun-
ciato ∀x(Px ∧ Rx) e, in caso contrario, fornire un contromodello a tale
affermazione.
Dato il sequente ∀x(Px ∧ Rx) =⇒ ∀xPx ∧ ∀xRx per rendere piu` leggibile il
relativo albero di sequenti che costruiremo poniamo
E ≡ ∀x(Px ∧Rx)
ramo chiuso
Pb,Rb,E =⇒ Pb
Pb ∧Rb,E =⇒ Pb L∧
∀x(Px ∧Rx), E =⇒ Pb L∀
∀x(Px ∧Rx) =⇒ ∀xPx R∀
ramo chiuso
Pc,Rc,E =⇒ Rc
Pc ∧Rc,E =⇒ Rc L∧
∀x(Px ∧Rx), E =⇒ Rc L∀
∀x(Px ∧Rx) =⇒ ∀xRx R∀
∀x(Px ∧Rx) =⇒ ∀xPx ∧ ∀xRx R∧
2. Verificare se l’enunciato ∀xPx ∨ ∀xQx sia conseguenza logica dell’enun-
ciato ∀x(Px ∨ Qx) e, in caso contrario, fornire un contromodello a tale
affermazione.
Sia dato il sequente ∀x(Px ∨Qx) =⇒ ∀xPx ∨ ∀xQx. Per rendere piu` leggibile
il relativo albero di sequenti poniamo
F ≡ ∀x(Px ∨Qx)
ramo chiuso
Pc0, P c, F =⇒ Pc0, Qc
ramo aperto
Qb, Pc, F =⇒ Pb,Qc L∨
Pc, Pc0 ∨Qc0, F =⇒ Pc0, Qc L∨
ramo chiuso
Qc, Pb ∨Qb, F =⇒ Pb,Qc
Pc ∨Qc, Pc0 ∨Qc0, F =⇒ Pc0, Qc L∨
Pc0 ∨Qc0, F =⇒ Pc0, Qc L∀
∀x(Px ∨Qx) =⇒ Pc0, Qc L∀
∀x(Px ∨Qx) =⇒ Pc0,∀xQx R∀
∀x(Px ∨Qx) =⇒ ∀xPx,∀xQx R∀
∀x(Px ∨Qx) =⇒ ∀xPx ∨ ∀xQx R∨
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Consideriamo il ramo aperto1. Avendo esemplificato il quantificatore univer-
sale di ∀x(P (x)∨Q(x)) per tutte le costanti individuali presenti nel ramo aperto,
nessuna regola puo` essere applicata, quindi il ramo TERMINA. Sulla base del ra-
mo aperto possiamo costruire una struttura SD tale che |∀x(P (x)∨Q(x))|SD = 1
e |∀xP (x)∨ ∀xQ(x)|SD = 0. Ne segue che ∀xP (x)∨ ∀xQ(x) non e` conseguenza
logica di ∀x(P (x) ∨Q(x)). Sia D = {c0, c} e SD sia cos`ı definita:
c0 c
c0 c
Pc0 Pc Qc0 Qc
0 1 1 0
3. Verificare se l’enunciato ∃x(Px→ ∀yPy) sia logicamente valido e, in caso
contrario, fornire un contromodello a tale affermazione.
Sia dato il sequente ∃x(Px→ ∀yPy). Per rendere piu` leggibile il relativo albero
di sequenti poniamo
G ≡ ∃x(Px→ ∀yPy)
ramo chiuso
Pb, Pc0 =⇒ G,Pb, ∀yPy
Pc0 =⇒ G,Pb, Pb→ ∀yPy R→
Pc0 =⇒ G,Pb R∃
Pc0 =⇒ G,∀yPy R∀
=⇒ G,Pc0 → ∀yPy R→
=⇒ ∃x(Px→ ∀yPy) R∃
4. Mostriamo come il sequente ∀x∃y(x < y) =⇒ ∃y∀x(x < y) dia origine ad
un albero aperto infinito.
Per mostrare questo in modo compatto presentiamo un albero di sequenti ab-
breviato.
Poniamo A ≡ ∀x∃y(x < y) e B ≡ ∃y∀x(x < y)
...
L∀ eR∃
A, 6 < 7, 4 < 5, 2 < 3, 0 < 1 =⇒ 2 < 0, 4 < 2, 6 < 4, 8 < 6, B
L∃ eR∀
A, ∃y(6 < y), 4 < 5, 2 < 3, 0 < 1 =⇒ 2 < 0, 4 < 2, 6 < 4,∀x(x < 6), B
L∀ eR∃
A, 4 < 5, 2 < 3, 0 < 1 =⇒ 2 < 0, 4 < 2, 6 < 4, B
L∃ eR∀
A, ∃y(4 < y), 2 < 3, 0 < 1 =⇒ 2 < 0, 4 < 2,∀x(x < 4), B
L∀ eR∃
A, 2 < 3, 0 < 1 =⇒ 2 < 0, 4 < 2, B
L∃ eR∀
A, ∃y(2 < y), 0 < 1 =⇒ 2 < 0,∀x(x < 2), B
L∀ eR∃
A, 0 < 1 =⇒ 2 < 0, B
L∃ eR∀
A, ∃y(0 < y) =⇒ ∀x(x < 0), B
L∀ eR∃∀x∃y(x < y) =⇒ ∃y∀x(x < y)
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5. Mostriamo che |= c = c
ramo chiuso
c = c =⇒ c = c
Rif
=⇒ c = c
6. Mostriamo che |= Pb ∧ b = c→ Pc
Gli enunciati del sequente dato possono esser scritti come ottenuti via sostitu-
zione: =⇒ Px[b/x] ∧ b = c→ Px[c/x]
ramo chiuso
Px[c/x], Px[b/x], b = c =⇒ Px[c/x]
Sost
Px[b/x], b = c =⇒ Px[c/x]
L∧
Px[b/x] ∧ b = c =⇒ Px[c/x]
R→
=⇒ Px[b/x] ∧ b = c→ Px[c/x]
7. Mostriamo che |= b = c→ c = b.
ramo chiuso
(x = b)[c/x], b = c, (x = b)[b/x] =⇒ c = b
Sost
b = c, (x = b)[b/x] =⇒ c = b
riscrittura
b = c, b = b =⇒ c = b
Rif
b = c =⇒ c = b
R→
b = c→ c = b
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