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Posterior Estimates of Poisson Distribution using R Software 
 
Raja Sultan S. P. Ahmad
University of Kashmir, 
Srinagar, J & K, India 
 
 
The Bayesian estimation of unknown parameter of the Poisson distribution is examined under different 
priors. The posterior distributions for the unknown parameter of the Poisson distribution are derived using 
the following priors: uniform, Jeffrey’s, Gamma distribution, Gamma-Chi-square distribution, Gamma-
exponential distribution and Chi-square-exponential distribution. Numerical and graphical illustrations of 
the posterior densities of the parameters of interest were conducted using R Software. 
 




The Poisson distribution was discovered in 1837 
by French mathematician and physicist Simon 
Dennis Poisson (1781-1840). The Poisson 
distribution has many practical applications; one 
major area of application is in epidemiology, the 
study of disease incidence. The Poisson 
distribution arises naturally as a useful model for 
analyzing counts of rare events, such as the 
number of radioactive emissions in a fixed time 
interval or the number of bacteria in a given test 
sample.  
The probability mass function (pmf) of 
the Poisson distribution of a random variable Y 













Raja Sultan is Research Scholar in the 
Department of Statistics. Email him at: 
hamzasultan18@yahoo.com. S. P. Ahmad is an 
Assistant Professor in the Department of 





Haight’s (1967) handbook provides 
many references regarding the Poisson 
distribution’s applications in a variety of fields. 
Howlader and Balasooriya (2003), Bolstad 
(2007), Saleem and Aslam (2008), Tahir and 
Zawar (2008), Aslam and Haq (2009) and others 
have also discussed the distribution with 
applications. 
 
Posterior Distribution of Unknown Parameter λ 
Using Uniform Prior 
If nyyy ,...,, 21  are iid observations 
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Laplace (1774, 1812) found that it worked 
exceptionally well to always select the prior for 
λ to be constant. Consider the uniform prior  
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the posterior distribution )|( YP λ  of the 
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which is the density function of a gamma 











Posterior Distribution of Unknown Parameter λ 
Using Jeffrey’s Prior 
The Jeffrey’s prior (see Berger, 1985) 
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and the posterior distribution )|( YP λ of the 
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which is the density function of a gamma 











Posterior Distribution of Unknown Parameter λ  
Using Gamma Distribution as Prior 
The single prior distribution of λ  is a 
gamma distribution with hyper parameters a and 
b is 
b a b 1a eP( )
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The posterior distribution )|( YP λ  of parameter 
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which is the density function of a gamma 












Posterior Distribution of Unknown Parameter λ 
Using Gamma-Chi-Square Prior 
Assume that the prior distribution of λ is 
a gamma distribution with hyper parameters a1 
and b1 as  
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The second prior assumed is a Chi-square 
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A double prior is defined for λ by combining the 
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The posterior distribution )|( YP λ  of parameter 
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Posterior Distribution of Unknown Parameter λ 
Using Gamma-Exponential Prior 
The double prior for λ is defined to be a 
gamma distribution with hyper parameters (a2, 
b2) and an exponential distribution with hyper 
parameter c2 as 
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The posterior distribution )|( YP λ  of parameter 
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Posterior Distribution of Unknown Parameter λ 
Using Chi-Square and Exponential Prior 
The double prior for λ is defined to be a 
Chi-square distribution with hyper parameter a3 
and an exponential distribution with hyper 
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The posterior distribution )|( YP λ  of parameter 
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The Poisson distribution provides a 
realistic model for many random phenomena. 
Because the values of a Poisson random variable 
are non-negative integers, any random 
phenomena for which a count is of interest is a 
candidate for modeling by assuming a Poisson 
distribution. The numerical and graphical 
illustration of posterior densities of the 
parameters of interest conveys a convincing and 
comprehensive picture of Bayesian data 
analysis.  
Several programs were developed to 
calculate posterior densities of the Poisson 
distribution under various priors in R Software 
for this study. These programs illustrate the 
strength of Bayesian methods in practical 
situations. Data analyzed for this study is from 
Hoff (2009): During the 1990s the General 
Social Survey gathered data on educational 
attainment and number of children among 155 
women who were 40 years of age at the time of 
their participation in the survey. Let 
1,11,21,1 ,...,, nYYY  denote the number of children 
for n1 women without college degrees and 





for n2 women with college degrees. The group 
sums and means are: 
 


































the posterior mean and posterior variance of 
parameter λ are presented in Table 1 for Groups 
I and II under different types of priors. Graphical 
displays of posterior densities for λ under 



















































Table 2 shows that the posterior mean for Group 
I (less than bachelors) under all assumed priors 
is higher than that of Group II (bachelors or 
higher). The posterior variance for Group I (less 
than bachelors) is less than the posterior 
variance of Group II (bachelors or higher) under 
all assumed priors. The posterior variance under 
all the assumed priors is calculated assuming the 
values of all hyper parameters are 2. Table 2 
also shows that the posterior variance under the 
double prior Gamma-Exponential distribution is 
less compared to other assumed priors; thus, this 
prior is more efficient compared to other priors 
and the lower variation in posterior distribution 
assists in more precise Bayesian estimates of the 
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Figure 1: Posterior Distribution 
of Mean Birth Rate for Group I 
 
Figure 2: Posterior Distribution 
of Mean Birth Rate for Group II 
 









































































































Table 1: Posterior Mean and Posterior Variance of Parameter λ of a Poisson Distribution 
with Different Priors 
 
Type of Prior Prior Distribution Posterior Mean Posterior Variance 
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Table 2: Posterior Mean and Posterior Variance of a Poisson Distribution with Different Priors 
 
Type Of Prior 
Less Than Bachelor’s Bachelors Or Higher 
Posterior Mean Posterior Variance Posterior Mean 
Posterior 
Variance 
Uniform Prior 1.963964 0.01769337 1.522727 0.03460744 
Jeffrey’s Prior 1.959459 0.01765279 1.511364 0.03434917 
Gamma Distribution 1.938053 0.01715091 1.478261 0.03213611 
Gamma-Chi-Square 
Distribution 1.929515 0.01700014 1.462366 0.03144872 
Gamma-Exponential 
Distribution 1.904348 0.01655955 1.416667 0.02951389 
Chi-Square-Exponential 
Distribution 1.920705 0.01692251 1.440860 0.03098624 
 
