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Abstract
Meta-learning is a tool that allows us to build
sample-efficient learning systems. Here we show
that, once meta-trained, LSTM Meta-Learners
aren’t just faster learners than their sample-
inefficient deep learning (DL) and reinforcement
learning (RL) brethren, but that they actually
pursue fundamentally different learning trajecto-
ries. We study their learning dynamics on three
sets of structured tasks for which the correspond-
ing learning dynamics of DL and RL systems
have been previously described: linear regres-
sion (Saxe et al., 2013), nonlinear regression (Ra-
haman et al., 2018; Xu et al., 2018), and contex-
tual bandits (Schaul et al., 2019). In each case,
while sample-inefficient DL and RL Learners un-
cover the task structure in a staggered manner,
meta-trained LSTM Meta-Learners uncover al-
most all task structure concurrently, congruent
with the patterns expected from Bayes-optimal
inference algorithms. This has implications for
research areas wherever the learning behaviour
itself is of interest, such as safety, curriculum de-
sign, and human-in-the-loop machine learning.
1. Introduction
It is widely recognized that the major paradigm of deep
learning is sample inefficient. At the same time, many
real-world tasks that an intelligent system needs to perform
require learning at much faster time-scales, leveraging the
data from only a few examples. Yet moving from sample-
inefficient learning to sample-efficient learning may not be
simply a matter of speeding things up.
Here we investigate one potential point of difference
between sample-inefficient learners and sample-efficient
ones: the order in which they pick up structure in learn-
ing problems.
We explore this through a series of studies on pairs of learn-
ing systems drawn from related but different paradigms:
Deep Learning and Reinforcement Learning on the one
hand, and (memory-based) meta-learning (Schmidhuber
et al., 1996; Thrun and Pratt, 1998) on the other. The
DL/RL networks and learning algorithms (“Learners”)
provide us with instances of domain-general, sample-
inefficient learning systems, while the meta-trained LSTMs
provide us with instances of domain-specific, but sample-
efficient learning systems. We refer to these LSTMs as
“Meta-Learners”, though we focus primarily on their inner
loop of learning, after significant outer-loop training (i.e.,
after meta-learning) has occurred.
While previous effort has highlighted the sample effi-
ciency, convergence, and generalisation properties of meta-
learning systems (e.g. Baxter, 1998; 2000; Hochreiter et al.,
2001; Vinyals et al., 2016; Santoro et al., 2016; Finn et al.,
2017; Amit and Meir, 2018; Grant et al., 2018), we explic-
itly factor these out. Instead, we consider whether Learn-
ers and Meta-Learners pursue the same learning trajectory,
i.e., whether they incrementally capture the same structure
while learning the task.
To do this, we apply Learners and Meta-Learners to a series
of three simple, structured tasks, within which the learn-
ing dynamics of Learners have been theoretically and em-
pirically characterised (Saxe et al., 2013; Rahaman et al.,
2018; Xu et al., 2018; Schaul et al., 2019). In each case,
we measure whether the biases that Learners show during
their learning process also manifest within Meta-Learners’
learning process. In all three cases we find that they do not.
This work is relevant for several reasons. First, it gives
us an indication of how different learning systems oper-
ate when they are not yet trained to convergence. While
it is common practice to describe how learning systems
behave once they have reached “equilibrium” (i.e., once
training has converged), there are various reasons why
we should anticipate ML systems will be deployed before
reaching their theoretically-optimal performance. Most no-
tably, real-world optimisation takes place under the con-
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straints of finite resources, including finite compute and
limited time. Moreover, we typically do not have the luxury
of knowing exactly how far a given solution to a complex
task is from the global optimum. A rich characterisation
of how far learning systems progress on a resource budget
gives us an indication of the kinds of errors that we should
anticipate that they would make. Information we glean here
could be valuable when evaluating the safety of deployed
systems.
In addition to this, we add to the growing literature on how
learning systems can build abstraction layers. In particular,
previous work on meta-learning has shown how sample-
inefficient “outer optimisers” can build sample-efficient
“inner optimisers”, and how the outer optimisers can draw
from task information to bake novel priors into the inner
ones (Rendell et al., 1987; Thrun, 1998; Giraud-Carrier
et al., 2004; Ravi and Larochelle, 2017; Grant et al., 2018;
Amit and Meir, 2018; Harrison et al., 2018). Our contribu-
tion to this literature is to demonstrate an analogous phe-
nomenon with the learning process itself: outer optimisers
can configure inner optimisers to pursue learning trajecto-
ries less available to a non-nested system.
Through this, our work puts into perspective previous re-
search on the learning dynamics of neural network sys-
tems. It is tempting to interpret previous analyses (e.g.
Saxe et al., 2013; Arpit et al., 2017; Rahaman et al., 2018;
Xu et al., 2018) as revealing something fundamental about
neural networks’ learning behaviour, for example, that neu-
ral networks will always learn the “most important”, “dom-
inant”, or “simple” structure present in a task first. Our
results show that these results are not as universal as they
first seemed, as learning dynamics are also a function of the
priors that a learner brings to a task.
The remainder of this document proceeds as follows.
In Section 2, we briefly review relevant work on learn-
ing dynamics, meta-learning, and the particular distinc-
tions which have been made between Learners’ and Meta-
Learners’ behaviours. We then walk through three exper-
iments in turn. In Section 3, following previous work of
Saxe et al. (2013), we consider the learning dynamics of
deep networks on linear regression tasks. In Section 4, fol-
lowing previous work of Rahaman et al. (2018) and Xu
et al. (2018), we consider the learning dynamics of deep
networks on nonlinear regression tasks. Finally, in Sec-
tion 5, following previous work of Schaul et al. (2019), we
consider the dynamics of reinforcement learning, specifi-
cally an interference phenomenon that occurs during on-
policy learning of contextual policies. We conclude in Sec-
tion 6 by characterising the outer learning dynamics by
which the Meta-Learners are themselves configured.
2. Related work
There is a long history of interest in the learning dynam-
ics of neural networks equipped with SGD and its vari-
ants (“Learners”, by our terminology). The field’s prin-
cipal goal in studying this has been to improve optimisa-
tion techniques. Many studies have thus investigated the
learning process to extract convergence rates and guaran-
tees for various optimisers, and well as to identify proper-
ties of optimisation landscapes for canonical tasks (Bottou,
2010; Dauphin et al., 2014; Su et al., 2014; Choromanska
et al., 2015; Goodfellow et al., 2014; Schoenholz et al.,
2016; Wibisono et al., 2016; Li et al., 2018; Pennington
et al., 2018; Yang et al., 2018; Baity-Jesi et al., 2018).
From this optimisation-centric perspective, intermediate
stages of learning are generally viewed as obstacles to be
overcome. As gradient descent methods are typically con-
ceived as a local search in a hypothesis space, the point of
learning is to find a better hypothesis than the current one.
Thus one considers the gradient that takes one away from
the current parameters, how one can escape from saddle
points, and how to avoid getting stuck in local minima or
boring plateaux. Intermediate parameters (and their cor-
responding hypotheses) are rarely points of interest in and
of themselves. This view is reflected in the standard pro-
cedure of plotting and presenting graphs of how loss de-
creases over the course of training, which reinforces the
conception that the defining characteristic of an intermedi-
ate stage of learning is that it is not yet the end.
There have been a few notable areas of research where this
conception has been openly challenged.
First, there have been efforts to characterise when partic-
ular task substructures are learned during training. We
take several of these as our starting point for investiga-
tion of sample-efficient learning dynamics, which are dis-
cussed throughout the text (Saxe et al., 2013; Rahaman
et al., 2018; Xu et al., 2018; Schaul et al., 2019). We note
three more cases from the supervised image classification
literature. Arpit et al. (2017) studied the order in which
labels are learned by classifiers, finding that inputs with
randomised labels are learned later than those with correct
labels. Achille et al. (2019) observed that certain struc-
ture could only be efficiently learned early in training, rem-
iniscent of the phenomenon of critical periods in biological
learning (Hensch, 2004), while Toneva et al. (2018) found
that the predicted labels for some inputs are regularly for-
gotten by many learners over the course of training, which
the authors relate to the gradual construction of a maximum
margin classifier (Soudry et al., 2018). There have likewise
been several studies which have drawn attention to how
various statistics change over the course of learning, such
as representational geometry (e.g. Raghu et al., 2017), in-
formation geometry (e.g. Shwartz-Ziv and Tishby, 2017;
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Achille and Soatto, 2018; Chaudhari and Soatto, 2018;
Saxe et al., 2018b), and generalisation (e.g. Prechelt, 1998;
Advani and Saxe, 2017; Lampinen and Ganguli, 2018).
Second, learning dynamics are a central focus in the field
of curriculum learning (Elman, 1993; Bengio et al., 2009;
Weinshall and Amir, 2018), where it is necessary to iden-
tify what a learner has and has not yet grasped in order to
select data for the next stage for training.
Finally, the intermediate behaviour of learners plays a cru-
cial role in reinforcement learning (as well as the more gen-
eral field of active learning (Lewis and Gale, 1994; Cohn
et al., 1996; Settles, 2012)). Here there exists a feed-
back loop between the current stage of learning (in RL,
via the policy) and the data distribution being trained on.
An agent’s behaviour during intermediate stages of learn-
ing is directly responsible for generating the opportunities
to change the policy. This is a core reason for the criti-
cal research agenda on deep exploration (e.g. Jaksch et al.,
2010; Osband et al., 2016; Houthooft et al., 2016; Pathak
et al., 2017; Tang et al., 2017; Fortunato et al., 2017).
Aside from related work on learning dynamics, this pa-
per connects to a literature that is beginning to probe the
behaviour of meta-learners. There now exists a range of
novel meta-learning systems that exploit memory-based
networks (Hochreiter et al., 2001; Santoro et al., 2016;
Wang et al., 2016; Duan et al., 2016; Mishra et al.,
2017)—such as the LSTM Meta-Learners we consider
here—as well as gradient-based inner optimisation (Finn
et al., 2017; Rusu et al., 2018), evolution (Hinton and
Nowlan, 1987; Fernando et al., 2018), and learned optimis-
ers (Andrychowicz et al., 2016; Chen et al., 2017; Li and
Malik, 2016; Ravi and Larochelle, 2017), with a range of
applications that are too numerous to survey here. To the
best of our knowledge, however, comparatively less work
has been done to explore the detailed manner in which the
meta-learned learners progressively acquire mastery over
task structure during an episode. Several papers have iden-
tified relationships between meta-learners’ inner learning
processes and Bayes-optimal algorithms, either empirically
(Kanitscheider and Fiete, 2017; Chen et al., 2017; Rabi-
nowitz et al., 2018), or theoretically (Baxter, 1998; 2000;
Grant et al., 2018). Some work has been done to explore
how the behaviour of these systems changes over the course
of inner learning in specific domains: Wang et al. (2016)
identified the adoption of different effective learning rates
in meta-reinforcement learning; Eslami et al. (2018), Ra-
binowitz et al. (2018), and Garnelo et al. (2018) charac-
terised how inner learners’ uncertainty decreases over inner
learning in networks trained on conditional scene genera-
tion, intuitive psychology, and GP-like prediction respec-
tively; while Kanitscheider and Fiete (2017) and Gupta
et al. (2018) characterised inner exploration policies (and
the limits thereof (Dhiman et al., 2018)). Our work adds
to this literature by empirically characterising inner learn-
ers’ learning process on simple problems with clear known
structure, and differentiating these dynamics from those of
DL and RL Learners.
Finally, a goal of this work is to provide clear examples
of how sample-inefficient learning may, at the behavioural
level, look radically different from sample-efficient learn-
ing. This links directly to the question of how we should
relate machine learning to human learning. The manner in
which humans learn has long served as core inspiration for
building machine learning systems (Turing, 1950; Rosen-
blatt, 1958; Schank, 1972; Fukushima and Miyake, 1982),
and remains an aspirational standard for much of AI re-
search (e.g. Mnih et al., 2015; Lake et al., 2015; Vinyals
et al., 2016; Lake et al., 2017). This, of course, applies
to many of the core learning paradigms, whose origins can
be traced in part to settings in which humans learn, such
as supervised learning (Rosenblatt, 1958), unsupervised
learning (Hebb et al., 1949; Barlow, 1989; Hinton et al.,
1986), reinforcement learning (Thorndike, 1911; Sutton
and Barto, 1998), imitation learning (Piaget, 1952; Davis,
1973; Galef Jr, 1988; Hayes and Demiris, 1994; Schaal
et al., 2003), and curriculum learning (Elman, 1993). But
there has also long been a desire to connect human and
machine learning at a finer grain. Early connectionist mod-
els proposed relationships between the dynamics of human
learning during development and the dynamics of artifi-
cial neural networks during training (Plunkett and Sinha,
1992; McClelland, 1995; Rogers and McClelland, 2004;
Saxe et al., 2018a). Notwithstanding prevailing discus-
sions about whether the mechanisms of backpropagation
are biologically plausible (Crick, 1989; Stork, 1989; Lilli-
crap et al., 2016; Marblestone et al., 2016; Guerguiev et al.,
2017), the idea that humans and machines may show sim-
ilar learning dynamics at a behavioural level remain cur-
rent, with parallels recently being proposed for percep-
tual learning (Achille et al., 2019) and concept acquisition
(Saxe et al., 2018a). Moreover, a number of similarities
have been identified between the representations produced
by machine and human learning (e.g. Olshausen and Field,
1996; Yamins et al., 2014; Khaligh-Razavi and Kriegesko-
rte, 2014; Gu¨c¸lu¨ and van Gerven, 2015; Nayebi et al., 2018;
Yang et al., 2018). This line of research is suggestive that
there may exist a level of abstraction within which the dy-
namical processes of deep learning and human learning
align.
Despite this argument, there remain huge points of dif-
ference between how we and current deep learning sys-
tems learn to solve many of the tasks we face. Lake et al.
(2017) constructs a sweeping catalogue of these, highlight-
ing, most relevantly here, humans’ sample-efficiency, as
well as features of the solutions we produce such as their
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generalisability, deployment of causality, and composition-
ality. As the ML community increasingly innovates on
techniques that yield more sample-efficient learning in spe-
cialised domains, our contribution to this field lies in rais-
ing the hypothesis: when humans and machines learn with
radically different sample efficiencies, their learning tra-
jectories may well end up being very different.
3. Experiment 1: Linear regression
In our first experiment, we study a phenomenon originally
described by Saxe et al. (2013), and extended in a num-
ber of subsequent studies (Advani and Saxe, 2017; Saxe
et al., 2018a; Stock et al., 2018; Bernacchia et al., 2018;
Lampinen and Ganguli, 2018). These results begin with an
analytic demonstration that when one trains deep linear net-
works on linear regression problems using stochastic gra-
dient descent (SGD), they learn the target function with a
stereotyped set of dynamics.
More precisely, we define the target regression problem to
be of the form y = Wx + ε, where ε ∼ N (0,Σε). A
deep linear network is a feedforward network without any
nonlinearities, parameterised by a set of weight matrices
Wi, and whose outputs are of the form yˆ = (
∏n
i=1Wi)x.
Given this setup, Saxe et al. (2013) showed that over
the course of training, the network will learn the singular
modes of W in order of their singular values. Thus, if we
define the singular value decomposition (SVD) of the tar-
get matrix viaW = USV > =
∑
i s
(i)u(i)v(i)>, then the
time course of learning of each singular mode, u(i)v(i)
>
,
is sigmoidal, with a time constant inversely proportional to
the singular value s(i). In both this, and subsequent work,
it was shown empirically that these results extend to the
training of deep nonlinear networks using stochastic gradi-
ent descent.
In what follows, we first replicate empirical results for an
SGD-based deep Learner for completeness (Section 3.1),
setting up the standard experimental parameters and proto-
cols. We then consider the dynamics by which a sample-
efficient Meta-Learner—trained to learn linear regression
problems—acquires structure while learning problems of
the same form (Section 3.2). We save analysis of the learn-
ing process by which the Meta-Learner itself is constructed
to Section 6.
3.1. Learner
3.1.1. SETUP
We consider linear regression problems of the form y =
Wx + ε, where x ∈ RNx and y, ε ∈ RNy . We run ex-
periments both where Nx = Ny = 2 and Nx = Ny = 5
(i.e., 2D and 5D respectively). In all cases, we use isotropic
noise, with ε ∼ N (0, 0.012I).
We train Learners on a single task, defined by sampling a
random ground-truth weight matrix W with a fixed spec-
trum. To do this, we sample a matrix from the zero-mean,
isotropic matrix-normal distribution MN (0, I, I), com-
pute its SVD, then replace the spectrum with the desired
one. This weight matrix is then held fixed for the duration
of training. All data is procedurally-generated (i.e., there is
no fixed training set), with inputs x ∼ N (0, I).
For our Learners, we use 2-layer linear MLPs equipped
with SGD, the details of which can be found in Ap-
pendix A.1. The objective, as standard, is to minimise the
l2 loss between the network’s prediction, yˆ, and the tar-
get, y. As per previous work (Saxe et al., 2013; Advani
and Saxe, 2017; Lampinen and Ganguli, 2018), there are
a wide range of deep network architectures and initialisa-
tions under which the same results hold, and we find our
results similarly robust.
3.1.2. HOW TO ASSESS LEARNING DYNAMICS
Since we are interested in the learning dynamics of the net-
work, we use the subscript t to denote the training step.
Writing the output of the (L = 2 layer) network at step t
as:
yˆt =
(
L∏
l=1
Wl,t
)
x (1)
= Wˆtx (2)
we obtain the effective linear function executed by the net-
work at this training step as Wˆt. We then project the effec-
tive linear weight matrix, Wˆt, onto the coordinate system
induced by the SVD of the target weight matrix, W . If
we write the decomposition as W = USV >, then the
spectrum of W can be expressed as s = diag(U>WV ).
Thus, to determine the effective progress at training step t,
we compute the network’s effective spectrum:
sˆt = diag
(
U>WˆtV
)
(3)
We ignore the non-diagonal terms, which carry residuals
not aligned to the target task’s singular modes. In what fol-
lows, we primarily consider the learning dynamics of in-
dividual singular modes, sˆk,t (where k indexes the mode),
rather than the learning dynamics of joint spectra.
3.1.3. RESULTS
Fig 1a shows the Learner’s learning dynamics for indi-
vidual singular modes. As per Saxe et al. (2013), sin-
gular modes of W with large singular values (darker
colours, larger asymptotic values) are learned faster, i.e.
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Figure 1. (a) Learning dynamics of the Learner (sˆk,t) for singular modes of different singular values. Modes with larger singular values
are darker, and converge faster, as per Saxe et al. (2013). Data are accrued from a number of Learners trained on different 2D regression
problems with a range of target spectra. (b) As in (a), but showing proportions of the target value, qk(t) = sˆk,t/sk. This makes
the difference in learning speed more visible. (c) Training steps required for the Learner to reach a threshold of performance where
qk(t) > c, for different cutoff values c. This demonstrates that the learning speed of singular modes is slower for smaller singular
values. Shaded areas here, and in the rest of the paper, denote standard errors across networks.
with sigmoidal learning curves that converge quicker.
Conversely, singular modes with smaller singular values
(lighter colours, smaller asymptotic values) are learned
slower. These dynamics are even more visible when we pri-
marily consider the learned singular values as a proportion
of the target singular value, qk(t) = sˆk,t/sk, in Fig 1b. Fi-
nally, we quantify the learning rate of these singular modes
by measuring the number of training steps it takes for the
learned singular modes to reach a threshold proportion of
the target value, qk(t) > c, in Fig 1c. Here it can be seen
that the larger the value of the singular mode to be esti-
mated, the fewer steps it takes.
Similar results are shown for the 5D case in Appendix
Fig A1a, and for nonlinear deep nets in Appendix Fig A2.
3.2. Meta-Learner
3.2.1. SETUP
We sought to compare these learning dynamics with those
of a sample-efficient meta-learner, which had been explic-
itly configured to be able to learn new linear regression
problems.
To do this, we (“outer”-)trained an LSTM Meta-Learner
(architecture details in Appendix A.2), using the same
rough procedure as Hochreiter et al. (2001) and Santoro
et al. (2016), as follows.
On each length-T episode i during outer-training, we pre-
sented the Meta-Learner with a new regression problem, by
sampling a new target weight matrix W (i). We then sam-
pled a sequence of inputs, {x(i)t }Tt=1, where each x(i)t ∼
N (0, I) for each time step t ∈ {1, ..., T}. In turn, we com-
puted the corresponding targets, y(i)t = W
(i)x
(i)
t + ε
(i)
t ,
with each ε(i)t ∼ N (0, 0.012I).
At each time point t in the episode, the objective of
the LSTM Meta-Learner is to predict the target y(i)t ,
given x(i)t and the history of previous inputs and targets,
{
(
x
(i)
t′ ,y
(i)
t′
)
}t−1t′=1. We implement this by feeding into the
LSTM at time t a concatenation of x(i)t and y
(i)
t−1 (setting
y
(i)
0 = 0), and linearly reading out a prediction yˆ
(i)
t from
the LSTM at the same time step.
To outer-train the LSTM itself, we minimised the average
of the l2 losses over the course of the episode, i.e., the quan-
tity:
L(i) = 1
T
T∑
t=1
||yˆ(i)t − y(i)t ||2 (4)
using BPTT and episode lengths of T = 20. During
this outer-training process, we sampled target weight ma-
trices from a fixed distribution. Unless stated otherwise, we
used a standard matrix-normal distribution, with W (i) ∼
MN (0, I, I). For consistency between the outer-learning
algorithm and the Learner described in the previous Sec-
tion, we trained the Meta-Learner with SGD.
3.2.2. INNER AND OUTER LEARNING DYNAMICS
We note that the Meta-Learner has two learning dynamics:
the inner dynamics by which the configured LSTM learns a
solution to a new regression problem; and the outer dynam-
ics by which the LSTM itself is shaped in order to be able
to do regression at all. While the inner learning dynam-
ics are sample efficient and occur through changes in the
LSTM’s activations, the outer learning dynamics are sam-
ple inefficient and occur through changes in the LSTM’s
5
Meta-learners’ learning dynamics are unlike learners’
weights.
Our primary focus in this manuscript is a comparison be-
tween how two learning systems approach single regres-
sion problems. As such, we concentrate here on the
inner dynamics of the Meta-Learner, once outer-training
has produced a sufficiently performant system. This al-
lows us to make direct comparison between the process
by which sample-inefficient Learners and sample-efficient
Meta-Learners come to discover and capitalise on structure
in the same learning task. We leave all analysis of outer-
loop behaviour to Section 6.
3.2.3. HOW TO ASSESS LEARNING DYNAMICS
We thus consider here a Meta-Learner LSTM with fixed
weights. Our goal is to estimate the effective function re-
alised by the LSTM at iteration t of an episode i, which we
denote gˆ(i)t : RNx → RNy , and determine how this func-
tion changes with more observations (i.e., as t increases).
We begin by sampling a target weight matrix for the
episode, W (i), with a spectrum of interest. For each time
point, t, we sample a fixed sequence of prior observations,
{
(
x
(i)
t′ ,y
(i)
t′
)
}t−1t′=1. Using this sequence to determine the
LSTM’s hidden state, we then compute a linear approxi-
mation of gˆ(i)t (·) as follows: we sample a probe set of N
different values of x(i)t fromN (0, I); compute the respec-
tive values of yˆ(i)t ; and use linear least squares regression
on this probe set to approximate yˆ(i)t ≈ Wˆ (i)t x(i)t .
We focus our attention on how the estimates Wˆ (i)t project
onto the singular modes of the episode ground-truth matrix
W (i) = U (i)S(i)V (i)>, via the effective spectra:
sˆ
(i)
t = diag
(
U (i)>Wˆ (i)t V
(i)
)
(5)
By tracking the effective spectra over the course of (inner)
learning, we obtain an analogous measurement to that com-
puted for the Learner in Equation (3).
For each time, t, and episode i, we use N = 100 sam-
ples to estimate Wˆ (i)t , all with the same fixed sequence
of prior observations. When studying the learning dy-
namics for particular target spectra, we sample new tar-
get matrices W (i) with the same spectra, and for each,
compute the inner dynamics over which the singular val-
ues are learned (using new input samples as well). For
each time, t, we average the effective spectra, sˆ(i)t over 100
episodes (where each episode has the same target spectrum,
s(i), but uniquely-rotated target matrices and unique in-
put sequences) and report statistics over 10 independently-
trained instances of Meta-Learner LSTMs.
3.2.4. RESULTS: IN-DISTRIBUTION
The Meta-Learner is outer-trained on weight matrices
drawn from the standard matrix normal distribution. This
induces a particular distribution over singular values,
shown in Fig 2. We concentrate first on the Meta-Learner’s
learning behaviour for singular values up to the 95th per-
centile of this distribution. Learning on more extreme
singular values (which we consider out-of-distribution) is
characterised in Section 3.2.5 below.
Fig 3 shows the Meta-Learner’s learning dynamics for indi-
vidual singular modes, in the same form as Fig 1. We note
two major differences. First, as expected, the Meta-Learner
is dramatically more sample efficient than the Learner (by
a factor of O(1000)). However, when we factor this out,
we see a second important difference: the Meta-Learner
does not show the Learner’s pattern of learning singular
modes with large singular values faster. Rather, the Meta-
Learner learns all in-distribution singular modes at roughly
the same rate.
Putting these changes into perspective, a 50× decrease in
a mode’s singular value causes the Learner to take roughly
9× as long to learn it, while it causes the Meta-Learner to
take only 1.05× as long.
We show similar results for 5D matrices (Nx = Ny = 5)
in the appendix, as Figs A1b-c.
An instructive way to view the difference between the
Learner’s behaviour and the Meta-Learner’s is through the
evolution of the effective spectrum over the course of train-
ing. In this way, one can consider Learners and Meta-
Learners at equal levels of performance, and compare what
components of the task they have captured at this stage of
learning. We show this in Fig 4 for a 5D linear regression
problem. Here it can be clearly seen how the Learner ac-
quires the dominant singular structure first, while the Meta-
Learner acquires all the singular structure concurrently.
3.2.5. RESULTS: OUT-OF-DISTRIBUTION
As mentioned above, the Meta-Learner is outer-trained
on matrices with a particular distribution of singular val-
ues. When we step outside this—by presenting the Meta-
Learner with a target matrix with singular modes greater
than the 95th percentile—the Meta-Learner progressively
fails to learn the full extent of the singular mode (Fig 5).
One potential cause of this behaviour is saturation of the
LSTM outside of its natural operating regime when the tar-
get outputs are too large. However, this regime is an (outer)
learned property: when we outer-train the Meta-Learner
on weight matrices from a scaled matrix normal distribu-
tion, with W (i) ∼ MN (0, α2I, α2I), the patterns seen
in Fig 5 shift approximately to match the scale of singular
6
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Figure 2. (a) Samples from the joint distribution over first and second singular values for 2×2 matricesW (i) ∼MN (0, I, I). Orange
dot shows mean spectrum. (b) Marginal distribution of all singular values. Red vertical line shows the 95th percentile.
Figure 3. Learning dynamics of the Meta-Learner for singular modes of different singular values, as in Fig 1.
modes within the distribution (e.g. Fig A3).
Congruent with this hypothesis, the Meta-Learner was gen-
erally competent at learning singular values smaller than
a lower cutoff of the outer-training distribution. When we
outer-trained the Meta-Learner on more exotic distributions
of matrices—such as enforcing the distribution of singular
values to be uniform over a range [smin, smax]—the Meta-
Learner was equally fast (and competent) at learning sin-
gular values smaller than smin as those within [smin, smax].
Finally, one might ask whether the difference in learning
dynamics between the Learner and Meta-Learner are due to
different parameterisations: while the Learner uses a feed-
forward network, the Meta-Learner uses an LSTM. To test
this hypothesis, we trained a Learner using the same LSTM
architecture as the Meta-Learner (albeit solving a single
linear regression problem only, i.e. one where the target
matrix is always the same across episodes). This did not
qualitatively affect the learning dynamics of the Learner
(Fig A4).
3.2.6. RELATIONSHIP TO BAYES-OPTIMAL INFERENCE
A number of links have been drawn between meta-learning
and Bayes-optimal inference, in particular, that over outer-
training, the inner loop should come to approximate amor-
tised Bayes-optimal inference (Baxter, 1998; 2000; Grant
et al., 2018). Indeed, we show here that Bayes-optimal in-
ference follows the same qualitative learning dynamics as
the Meta-Learner on solving new (in-distribution) linear re-
gression problems.
We assume we have a Bayes-optimal observer perform-
ing multivariate inference, with the correct prior over W ,
P (W ) = MN (0, I, I), and the correct ground-truth
noise covariance, Σε = σ2εI . Given this, the posterior over
W after t observations takes the form (Bishop, 2006):
P (W |Yt,Xt) = MN (W¯t, Λ−1t , σ2eI) (6)
W¯t = (X
>
t Xt + σ
2
eI)
−1X>t Yt (7)
Λt = X
>
t Xt + σ
2
eI (8)
where Xt and Yt are matrices of t observed inputs and
outputs respectively.
In Fig 6, we show how the posterior mean, W¯t, evolves
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Figure 4. Effective spectrum of a 5D linear regression problem over the course of training, for (a) the Learner, and (b) the Meta-Learner.
The x-axes show training progress (shown as the negative of the loss), which improves as one moves rightwards. Colours show the
learning progress of each singular mode, as the proportion of the target value, qk(t). Results are shown averaged over 100 target matrices
W (i), all of which have the same spectrum (which we selected as the expected spectrum of matrices drawn fromMN (0, I, I)).
Figure 5. Learning dynamics of the Meta-Learner for singular modes of different singular values, as in Fig 3. Blue lines in (a) and (b)
are the dynamics of learning for within-distribution singular values, as in Fig 3; red lines show learning of out-of-distribution singular
values. Red vertical line in (c) shows the 95th percentile of the distribution of singular values, as in Fig 2b.
over training, via its (expected) spectrum. This algorithm
learns all singular values concurrently, much like the pat-
tern observed in the Meta-Learner.
3.3. The choice of optimiser
How dependent are these results on the underlying opti-
misation algorithm in use? The experiments presented so
far were all performed using an SGD optimiser, which the
Learner deployed directly in service of the regression task
at hand, and which the Meta-Learner deployed during outer
training.
We repeated the same experiments using the Adam opti-
miser (Kingma and Ba, 2014). While this changed the
Learner’s speed of learning across regression problems—
such that tasks with a larger norm of the matrix W were
slower to learn—it did not change the general pattern of
learning a given regression problem: the dominant singular
mode was always learned first, and smaller singular modes
later (Fig 7).
We observed no qualitative effects of using Adam rather
than SGD on the behaviour of the Meta-Learner.
3.4. Summary
In this section, we compared how sample-inefficient deep
Learners, and sample-efficient LSTM Meta-Learners (pre-
configured through meta-learning) progressively capture
the structure of a linear regression task. While Learn-
ers latch on to the singular modes progressively, in order
of their singular values, the sample-efficient LSTM Meta-
Learners estimate all the singular modes concurrently.
These latter learning dynamics are congruent with the dy-
namics of Bayes-optimal linear regression algorithms.
8
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Figure 6. Learning dynamics of Bayesian multi-variate linear regression for a 5D problem (with spectrum as in Fig 4). Results shown
as for Fig 3.
Figure 7. Learning dynamics of the Learner on 5D regression problems, when using SGD and (left) Adam optimisers (right). (a)
Training steps to reach the 80% threshold of each singular value (i.e., for qk(t) > 0.8), as in Fig 1c. Each line shows the dynamics
on target matrices with a particular spectrum. Both optimisers induce the same learning dynamics on each task: the dominant singular
mode is learned first. (b) Effective spectrum of a 5D regression problem for the Adam-based Learner, over the course of training, as in
Fig 4. Note that the use of Adam maintains the staggered pattern of learning singular modes.
4. Experiment 2: Nonlinear regression
In our second experiment, we study a phenomenon reported
by Rahaman et al. (2018) and Xu et al. (2018). This work
demonstrates that Deep ReLU and sigmoid networks dis-
cover structure in nonlinear regression problems in a sim-
ilarly staggered fashion: they uncover the low Fourier fre-
quencies in the target function before the higher frequen-
cies.
In what follows, we first replicate empirical results for a
deep Learner for completeness (Section 4.1), again setting
up the standard experimental parameters and protocols. As
in the previous Experiment, we then consider the dynamics
by which a sample-efficient Meta-Learner—outer-trained
to learn nonlinear regression problems—acquires structure
while learning problems of the same form (Section 4.2).
Once again, we save analysis of the learning process by
which the Meta-Learner itself is constructed to Section 6.
4.1. Learner
4.1.1. SETUP
We consider nonlinear regression problems of the form y =
g(x) + ε, where ε ∼ N (0, σ2ε). We consider here only
univariate functions g : R → R defined over the interval
[−0.5, 0.5], though the theory and experiments in previous
work (Rahaman et al., 2018; Xu et al., 2018; Xu, 2018)
extend to the more general multivariate case (with larger
support).
We train Learners on a single task, defined by sampling a
scalar function g to have a (boxcar) low-pass Fourier spec-
trum (with a zero DC term), defined using the first K = 5
modes of the Fourier series:
g(x) =
5∑
k=1
sin(2pikx+ φk) (9)
This amounts to sampling the phases φk ∼ U [0, 2pi). This
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function is then held fixed for the duration of training. All
data is procedurally-generated, with x ∼ U [−0.5, 0.5).
Details of the Learners can be found in Appendix A.3. The
objective is to minimise the l2 loss between the network’s
prediction yˆ and the target y.
4.1.2. HOW TO ASSESS LEARNING DYNAMICS
At each training step, t, we estimate the effective function
represented by the Learner by feeding in a probe minibatch,
xprobe, comprising N = 40 equispaced x values over the
[−0.5, 0.5) interval1. From the network’s set of outputs,
yˆt, we compute the Fourier coefficients via an FFT.
Our interest is in the relationship between the complex
Fourier coefficients of the ground-truth function, g˜k, and
those estimated from yˆt, ˆ˜gk,t, where k indexes the coef-
ficient. Analogous to the projection onto singular modes
computed in the first experiment, we compute the (nor-
malised) projection of the estimated Fourier modes onto
the true ones:
qk(t) =
Re
(
〈ˆ˜gk,t, g˜k〉
)
|g˜k|2 (10)
where 〈f, g〉 = fg∗ is the complex inner product. This
value of qk(t) approaches one when both the amplitude and
the phase of the learned Fourier modes approach those of
the true Fourier modes2.
4.1.3. RESULTS
Figs 8a-b show the Learner’s learning dynamics for indi-
vidual frequencies. As per Rahaman et al. (2018) and Xu
et al. (2018), lower-frequency Fourier modes of g (darker
colours in Fig 8b) are learned faster, i.e. with learning
curves that converge quicker. Conversely, higher-frequency
Fourier modes of g (lighter colours in Fig 8b) are learned
slower. As in the previous section, we quantify the learn-
ing rate of these Fourier modes by measuring the number
of training steps it takes for the learned modes to reach a
threshold proportion of the target signal, qk(t) > c, as in
Fig 1c. Here it can be seen that the higher the frequency of
the Fourier mode, the more steps it takes.
4.2. Meta-Learner
4.2.1. SETUP
We sought to compare these learning dynamics with those
of a sample-efficient meta-learner, which had been explic-
1To ensure periodicity, we sample N = 41 equispaced points
over [−0.5, 0.5], drop the final one, and centre the values to have
zero mean.
2We obtained similar results when we ignored the phase, and
simply computed the ratio of the spectral energies for each k.
itly configured to be able to learn new nonlinear regression
problems.
To do this, we repeated the same experiment as in the pre-
vious Section, but now with LSTM Meta-Learners outer-
trained on nonlinear regression problems (architecture de-
tails in Appendix A.4).
On each length-T episode i during outer-training, we pre-
sented the Meta-Learner with a new nonlinear regression
problem, by sampling a new target function g(i). Each
function had the same target Fourier spectrum 3 , but differ-
ent phases, φ(i)k . We again sampled a sequence of inputs,
{x(i)t }Tt=1, where each x(i)t ∼ U [−0.5, 0.5) for each time
step t ∈ {1, ..., T}. In turn, we computed the correspond-
ing targets, y(i)t = g
(i)(x
(i)
t ) + ε
(i)
t . The remainder of the
setup was otherwise as described in Section 3.2.1. We used
episode lengths of T = 40.
4.2.2. HOW TO ASSESS LEARNING DYNAMICS
We consider the inner dynamics here, by which the config-
ured LSTM learns a solution to a new nonlinear regression
problem. We leave analysis of outer-loop behaviour to Sec-
tion 6.
Our goal is to estimate the effective function realised by
the LSTM at iteration t of an episode i, which we denote
gˆ
(i)
t : R → R, and determine how this function changes
with more observations (i.e., as t increases). In particular,
our interest is in the Fourier coefficients of gˆ(i)t (·), and how
these compare to the Fourier coefficients of the target func-
tion g(i)t (·).
Our procedure for doing this is analogous to that described
for the linear regression Meta-Learner, described in Sec-
tion 3.2.3. For this nonlinear case, the probe set of inputs
at each time point t was the equispaced minibatch xprobe
as described in Section 4.1.2; we then apply an FFT to the
respective outputs, and compute the normalised projection
as in Equation (10). For each time, t, we average the pro-
jections over 2000 episodes (each with unique phases), and
report statistics over 5 independently-trained instances of
Meta-Learner LSTMs.
4.2.3. RESULTS: IN-DISTRIBUTION
Fig 9 shows the Meta-Learner’s learning dynamics for indi-
vidual Fourier modes, in the same form as Fig 8. We notice
again the same discrepancy described in the linear regres-
sion case: the Meta-Learner does not show the Learner’s
3We also ran experiments where the amplitudes of each
Fourier mode were varied across episodes, i.e. where g(i)(x) =∑K
k=1 a
(i)
k sin(2pikx + φk), with each a
(i)
k ∼ U [0, 1]. Results
were qualitatively identical for these experiments.
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Figure 8. (a) Projection of the Learner’s learned function onto the Fourier modes of the ground-truth function, qk(t), at different training
times t. The low frequencies can be seen to converge to their targets earlier in training. (b) Learning dynamics of individual frequencies
over training. (c) Training steps required for the Learner to reach a threshold of performance where qk(t) > c, for different cutoff values
c. This demonstrates that the learning speed of Fourier modes is slower for higher frequencies.
Figure 9. Learning dynamics of the Meta-Learner for different Fourier modes, as in Fig 9.
pattern of learning Fourier modes with lower frequencies
faster. Rather, the Meta-Learner learns all (in-distribution)
frequencies almost simultaneously, with only a gentle in-
crease in learning time for higher frequencies.
Putting these changes into perspective, the K = 5th fre-
quency takes the Learner 6.4× as long to learn than the
K = 1 term, while it causes the Meta-Learner to take only
1.5× as long. 4
As in the linear regression case, it is instructive to view
the difference between the structure that the Learner and
Meta-Learner exploit at different milestones of learning.
We show this in Fig 10, where it can be clearly seen how the
Learner acquires the Fourier structure of nonlinear func-
tions with a staggered time course, while the Meta-Learner
acquires all the Fourier structure roughly concurrently.
As in the case of linear regression, this overall difference
4Indeed, if one accounts for the incomplete learning of the
higher frequencies at this point during outer-training, this factor
drops to 1.2× (Fig A5).
could not be attributed to differences in parameterisation
between the Learner and the Meta-Learner (Fig A6).
4.2.4. RESULTS: OUT-OF-DISTRIBUTION
Finally, we observe that since the Meta-Learner is config-
ured to have an effective prior over Fourier spectra, it sup-
presses structure outside the support of this distribution.
We outer-trained a Meta-Learner LSTM on bandpass func-
tions, where a3 = a4 = a5 = 1, and ak = 0 ∀k otherwise.
This Meta-Learner LSTM shows the same learning dynam-
ics on the pass-band as described above, but all stop-band
signals are not fit at all (Fig A7). This effect thus appears
to be far more dramatic than the bias introduced for linear
regression problems, which showed a gradual degradation
of learning outside of the training distribution.
4.2.5. RELATIONSHIP TO BAYES-OPTIMAL INFERENCE
As in Section 3.2.6, we again demonstrate that the Meta-
Learner shows the same qualitative learning dynamics as
can be expected from Bayes-optimal inference on the same
11
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Figure 10. Effective portion of a nonlinear function learned over the course of training, broken down by Fourier components, for (a) the
Learner, and (b) the Meta-Learner, as in Fig 4.
distribution of tasks.
For a simple approximation of Bayes-optimal inference
over functions g of the form given in Equation (9), we im-
plemented a tabular look-up table of functions defined in
phase space, i.e. where φ ∈ [0, 2pi]K . We subdivided this
space into 16 bins along each axis, producing 165 ≈ 106
functions. We use this to compute a posterior mean func-
tion, g¯t, after observing t input-output pairs. In Fig 11, we
show the expected projection of the posterior mean func-
tion onto the Fourier modes of the ground-truth function.
This algorithm learns all Fourier modes concurrently, much
like the pattern observed with the Meta-Learner.
4.3. Summary
In this section, we compared how sample-inefficient deep
learners, and sample-efficient LSTM Meta-Learners (pre-
configured through meta-learning) progressively capture
the structure of a nonlinear regression task. While Learners
latch on to the Fourier modes in order of their frequency—
first the lower frequencies, then the higher ones—the
sample-efficient LSTM Meta-Learners estimate all the
Fourier modes concurrently. These latter dynamics are con-
gruent with the dynamics of Bayes-optimal inference on
the family of nonlinear regression problems on which the
Meta-Learners have been trained.
5. Experiment 3: Contextual bandits
In our third experiment, we turn to the dynamics of rein-
forcement learning. Schaul et al. (2019) describes a phe-
nomenon that occurs during on-policy reinforcement learn-
ing: when function approximators are trained on tasks con-
taining multiple contexts, there is an interference effect
wherein improved performance in one context suppresses
learning for other contexts. This occurs because the data
distribution is under the control of the learner; as a policy
for one context is learned, this controls behaviour in other
contexts, and prevents the required exploration. This in-
terference does not occur when one learns supervised, or
off-policy, or when one trains separate systems for the sep-
arate tasks.
Here we first replicate the contextual bandit experiments
in Schaul et al. (2019) using a simple Learner (Sec-
tion 5.1). We then consider the dynamics by which a
sample-efficient Meta-Learner—outer-trained to learn con-
textual bandit problems—acquires structure while learning
problems of the same form (Section 5.2). In each case, we
compare these learning dynamics to the learning behaviour
of decoupled systems, for which the proposed interference
should not occur. Analysis of the learning process by which
the Meta-Learner itself is constructed is saved for Sec-
tion 6.
5.1. Learner
5.1.1. SETUP
We consider contextual bandit problems of the following
form. We assume that there are Kc contexts (whose iden-
tity is fully observed), and Ka actions that are all available
in all contexts. Within each context, there is a correct ac-
tion, which, if taken, delivers a unit reward with probability
pcorrect; if an incorrect action is taken, a unit reward is de-
livered with probability pincorrect. On each step, the context
is sampled randomly.
For our experiments here, we use Kc = Ka = 5 contexts
and actions. We also use non-deterministic rewards with
pcorrect = 0.8 and pincorrect = 0.2 (though qualitatively
identical results were obtained with values of 1 and 0 re-
spectively, as used in Schaul et al. (2019)). We explicitly
only consider tasks where the contexts are in conflict with
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Figure 11. Learning dynamics of Bayesian nonlinear regression for functions g of the form given in Equation (9). Results shown as for
Fig 9.
each other, i.e. where each context has a unique correct ac-
tion.
We use a linear function approximator as our Learner: a
simple network that takes the context c as input (repre-
sented by a one-hot, c), and outputs a policy given by
pi(a|c) = softmax(Wc+ b) (11)
As described in Schaul et al. (2019), the biases b “couple”
the respective contexts’ learning processes, causing inter-
ference. We train the network via REINFORCE (Williams,
1992) and Adam (see Appendix A.5 for details; similar re-
sults obtain using SGD).
We also compare the Learner to one whereKc independent
networks handle the policy for each of theKc contexts. For
each network, we use a similar linear + softmax parameteri-
sation as Eqn 11; the cth network is thus effectively tabular,
as is the overall policy learned by this system.
5.1.2. HOW TO ASSESS LEARNING DYNAMICS
At each training step, t, we tracked the context-dependent
policy pit(·|c), and extracted the probability of taking the
correct action in each context, qc(t) = pit(acorrect(c)|c).
This gives the expected reward in context c at time t to be:
E[rc(t)] = qc(t)pcorrect + (1− qc(t))pincorrect (12)
where the (unsubscripted) expectation, E, is over the
stochasticity in the policy and the environment. This, in
turn, gives the overall expected reward at time t as:
E[r(t)] =
1
Kc
∑
c
E[rc(t)] (13)
As our interest was in relating the dynamics of the first-
learned context to that of the second-learned context, and
the third-, etc, we rank-ordered the contexts by their ex-
pected return over the course of training, Rc:
Rc = EtE[rc(t)] (14)
Given the linearity of Eqn (12) (and that pcorrect >
pincorrect), this is equivalent to rank-ordering by the time-
average of qc(t). With this ordering, we switch notation
from the cth context to the kth-learned context. Thus, for
example, q1(t) refers to the probability of choosing the cor-
rect action at time t for the context that happens to have
been learned first.
5.1.3. RESULTS
Fig 12 shows the Learner’s learning dynamics for each suc-
cessively learned context. When learning is coupled across
tasks (as in the top row of Fig 12) the Learner takes expo-
nentially longer, on average, to learn each successive con-
text; the 5th context taking on average ∼400× as many
steps to learn than the 1st context. When tasks are decou-
pled, so that learning occurs separately for each context (as
in the bottom row of Fig 12), the delay between learning
each successive context is far more gradual; the 5th context
taking on average ∼2× as many steps to learn as the 1st
context.
5.2. Meta-Learner
5.2.1. SETUP
Does this interference plague all of reinforcement learning?
To test this, we sought to compare these learning dynam-
ics with those of a sample-efficient meta-learner, which had
been explicitly pre-trained to expect that policies for differ-
ent contexts are independent of each other.
As in previous Sections, we built an LSTM Meta-Learner
that, on every episode during outer-training, was presented
with a new sample of a contextual bandits task. In par-
ticular, for each length-T episode, i, we sampled a new
mapping from contexts to correct actions. Importantly,
for each episode, the correct action a(i)correct(c) for context
c was drawn independently from the uniform distribution
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Figure 12. (a) Learning dynamics (qk(t)) of the coupled Learner on a single training run. Contexts are ordered by the order in which
they are learned. Note the logarithmic time scale on the abscissa. (b) As in (a), but averaged over 50 training runs. Data are averaged by
the ordered indices, k, rather than the nominal indices, c. (c) Training steps required for the Learner to reach a threshold of performance
where qk(t) > c, for different cutoff values c. This demonstrates that later-learned contexts take exponentially longer to learn. (d-f) As
in (a-c), except where separate Learners are used for each context.
over actions. Thus an optimal learner should expect that
data gleaned from actions taken in context c are uninfor-
mative about a good policy in context c′.
The remainder of the setup was as described in Sec-
tions 3.2.1 and 4.2.1, with one notable change: rather than
receiving the correct target for the previous time step, y(i)t−1,
as an input at time t (as is appropriate for supervised meta-
learning), we instead feed the Meta-Learner the previous
action taken, a(i)t−1 and the reward received, r
(i)
t−1, as per
Wang et al. (2016). We outer-trained the Meta-Learner
with REINFORCE and Adam. We used episode lengths
of T = 100, and Nc = Na = 5 for consistency with the
Learner. Further details are in Appendix A.6.
5.2.2. HOW TO ASSESS LEARNING DYNAMICS
We again consider the inner dynamics here, by which the
configured LSTM learns a solution to a new contextual
bandits problem. We leave analysis of outer-loop behaviour
to Section 6.
Our goal is to estimate the effective policy realised by the
LSTM at iteration t of an episode i, which we denote pi(i)t ,
and determine how this policy changes with more observa-
tions (i.e., as t increases). In particular, our interest is in the
probabilities of taking the correct action in each context,
q
(i)
c (t) = pi
(i)
t (a
(i)
correct(c)|c). We did this in an analogous
way to the previous Sections, by forking the LSTM for each
time step t during an episode, and probing the forked copies
(counterfactually) with all possible contexts.
As with the Learner, we reordered contexts by their ex-
pected return over the course of training for that episode,
R
(i)
c , defined analogously to Eqn (14), and we use the in-
dex k to refer to the kth-learned context in episode i.
We averaged results over 2000 episodes, and present
statistics computed over 15 independently-trained Meta-
Learners.
5.2.3. RESULTS
Fig 13 shows the Meta-Learner’s learning dynamics for
successively-learned contexts, in the same form as Fig 12.
We notice again the same discrepancy described in the lin-
ear and nonlinear regression cases: while the Learner expe-
riences a profound delay between learning successive con-
texts (Fig 12), this delay is relatively mild for the Meta-
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Figure 13. Learning dynamics of the Meta-Learner for successively-learned contexts, as in Fig 12.
Learner (Fig 13). Moreover, there is little difference be-
tween these dynamics and the case when the individual
learning tasks are decoupled to be learned by separate
Meta-Learners: in the coupled case, the 5th context takes
on average 4.3× as many steps to learn as the 1st context,
compared with 3.9× for the decoupled case. We note that
a Bayes-optimal inference algorithm would be expected to
show parity between the coupled and separate learning dy-
namics: as it would have prior knowledge that the contexts
in the coupled case are indeed independent, inference over
context-specific policies would factorise.
5.3. Summary
In this section, we compared how sample-inefficient re-
inforcement learners and sample-efficient LSTM Meta-
Learners (pre-configured through meta-learning) progres-
sively capture the structure of a contextual bandits
task. While Learners experience interference between
contexts—wherein learning each context-specific policy
interferes with the learning of a policy for other contexts—
this interference is not experienced by sample-efficient
Meta-Learned LSTMs.
6. Meta-Learners’ Outer Loops
The results we have presented so far showcase the be-
haviour of meta-learned LSTMs after significant meta-
training had taken place. This analysis was motivated by
the desire to compare the learning trajectories taken by a
family of sample-efficient learning algorithms with those
taken by a family of sample-inefficient learning algorithms.
We now turn to the question: how do these sample-efficient
learners themselves get constructed? What trajectories do
they take through the space of learning algorithms?
For each of the three experimental setups, we measured
how the inner learning trajectories progressed at different
stages during outer learning. These results are shown in
Figs 14–16.
Between these results, we note that the patterns of outer
learning are not consistent across the three experiments.
In the case of nonlinear regression and contextual bandits,
the pattern of outer learning of the Meta-Learner is stag-
gered, thus sharing a resemblance with the learning pro-
cess of the Learner itself. For nonlinear regression, Fig 15
shows that early in meta-training, the inner learner is able to
estimate the low-frequency structure within each task, but
it takes many more steps of outer training until the inner
learner is capable of estimating the high-frequency struc-
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ture. This staggered meta-learning trajectory is analogous
to the learning trajectory of the Learner, which acquires the
Fourier structure in a similarly ordered fashion (albeit for a
single task). This staggered structure is also observed for
meta-training on the contextual bandit experiment: Fig 16
shows that there is significant interference between con-
texts early during meta-training, which is gradually over-
come over iterations of the outer loop.
In contrast to these phenomena, the outer learning of the
Meta-Learner during linear regression follows an opposite
pattern. Fig 14 shows that early in meta-training, the inner
learner is better able to estimate the lesser singular modes
than the greater ones. The ability of the Meta-Learner to
estimate singular modes is thus staggered in the opposite
direction to that of the Learner, which, early in training,
has a better estimate of the greater singular modes than the
lesser ones.
Notwithstanding these observations, the learning process
of the Learner and the outer learning process of the Meta-
Learner are not directly comparable. This is because the
task being learned by these respective systems are funda-
mentally different. For example, in the linear regression
problem, the Learner is being configured to solve a single
regression problem, while the Meta-Learner, during meta-
training, is being configured to be a generic5 linear regres-
sion algorithm. Solutions to these two tasks are radically
different from one another; for example, we typically ex-
press the optimal solution to a single regression task as a
matrix (viz., as the least squares solution), while we typ-
ically express the optimal solution to generic linear re-
gression via a highly non-linear formula (viz., as the least
squares algorithm, given in a reduced form in Eqns 6–8).
As such, there may be no reason to expect any congruence
between the Learners’ learning dynamics and the Meta-
Learners’ outer learning dynamics, or indeed to expect sim-
ilar outcomes across the three experiments, as the optimal
solutions to the respective meta-tasks may look radically
different.
7. Discussion
In this work we have shown three convergent pieces of ev-
idence that meta-trained, sample-efficient Meta-Learners
pursue systematically different learning trajectories from
sample-inefficient Learners when applied to the same tasks.
Our goal here has not been to argue that the meta-
learning systems are somehow better than the learners.
As is well-known, (meta-trained) meta-learners’ sample-
efficiency comes at several costs, such as their high degree
of task-specificity and the expense of meta-training. These
5(at least, generic on the distribution of regression problems in
the meta-training distribution)
are not issues which we attempt to address here. Rather, our
goal has been to show that the process by which machine
learners acquire a task’s structure can differ dramatically
once strong priors come into play.
We do not yet know the degree to which the discrepancies
we identify between Learners and Meta-Learners extend
to other task structures. We chose to focus on these three
patterns—staggered learning of singular structure in linear
regression, staggered learning of Fourier structure in non-
linear regression, and interference between context-specific
policies in reinforcement learning—as these have already
been described in the existing literature on deep learning
and reinforcement learning. There is much to be discov-
ered about how these patterns extend, for example, to the
learning of hierarchical or latent structure, or whether they
manifest in the learning of rich, complex real-world tasks.
While we have focused on memory-based Meta-Learners,
there is additional work to be done to characterise the
learning dynamics of other sample-efficient learning sys-
tems, including other meta-learning systems. Our expecta-
tion is that if these systems behave as if they are perform-
ing amortised Bayes-optimal inference with appropriately-
calibrated priors, then the learning dynamics should resem-
ble those of the LSTM Meta-Learners we have described
here. On the other hand, the learning dynamics may di-
verge if these models have very strong priors, if they are
being pushed to behave out-of-distribution, if they have
pronounced capacity limitations, or if they are sufficiently
general that their first stage of learning involves produc-
ing a complex inference about which task needs to be per-
formed. All of these may hold, for instance, when consid-
ering human learners.
We believe that these findings are likely to have impli-
cations for curriculum learning. Whether one considers
designing curricula for animals (Skinner, 1958; Peterson,
2004), humans (Beauchamp, 1968; Hunkins and Ornstein,
2016; Nation and Macalister, 2009), or machines (Elman,
1993; Sanger, 1994; Krueger and Dayan, 2009; Bengio
et al., 2009; Kumar et al., 2010; Lee and Grauman, 2011;
Shrivastava et al., 2016; Weinshall and Amir, 2018), the
promise of this field is that one can accelerate learning by
leveraging information about how the learner learns and
how the task is constructed. By putting these together,
one can decompose the task into chunks that are more eas-
ily learnable for the learner at hand. We have described
how different machine learning systems can follow radi-
cally different learning trajectories depending on their pri-
ors; we may thus need to design radically different curric-
ula for each to accelerate their respective learning.
These ideas may also connect to the challenges of how
to bring humans into the loop of machine learning and
machine behaviour. Direct human input has been pro-
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Figure 14. Outer learning dynamics of the Meta-Learner for the linear regression task. (a) Inner learning dynamics for linear regression
problems at different stages during outer training. Curves shown for the single 5D linear regression task depicted in Fig 4. The final
panel shows the qualitative behaviour described in Section 3, whereby the meta-trained Meta-Learner learns all singular modes (roughly)
concurrently. (b) Steps to reach threshold (argmin t, s.t. qk(t) > 0.8), as outer training progresses. Note that smaller singular values
are learned faster during outer-training.
Figure 15. Outer learning dynamics of the Meta-Learner for the nonlinear regression task. Results presented in the same format as
Fig 14. The final panel of (a) shows the qualitative behaviour described in Section 4, whereby the meta-trained Meta-Learner learns all
Fourier modes (roughly) concurrently. Note the difference in time scale between the outer training of the coupled Meta-Learner and
separate Meta-Learners, which shows the presence of interference early in meta-training.
posed both as a means of accelerating machine learning
(Ng et al., 1999; Schaal, 1999; Abbeel and Ng, 2004; Wil-
son et al., 2012; Lin et al., 2017), as well as a way of solving
the value-alignment problem (Russell et al., 2015; Amodei
et al., 2016; Hadfield-Menell et al., 2016; Bostrom, 2017;
Christiano et al., 2017; Fisac et al., 2017; Leike et al.,
2018). Either way, this research programme aims to en-
rich the pedagogical relationship between humans and ma-
chines. Successful pedagogy, however, depends on teach-
ers having a rich model of their what their students know
and how they learn (Shafto et al., 2014)6. Through our
work, we have shown that different machine learning sys-
tems pursue different learning trajectories; thus, if human
teachers expect DL and RL systems to learn like sample-
efficient human learners, their teaching strategies are likely
to be miscalibrated. This may underlie recent observations
made by Ho et al. (2018) that humans provide corrective
feedback to virtual RL agents that leads them astray. The
6and also depends on students having a rich model of teachers’
behaviour to infer their communicative intent.
authors’ interpretation was that humans’ feedback is bet-
ter described as a communication signal, rather than a re-
inforcement signal; in our framing, this comes down to a
difference between the learning trajectories that different
learners are expected to pursue. If we are committed to
becoming better teachers, we will need to gain a better un-
derstanding of the specific learning trajectories that each of
our machine pupils are apt to take.
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Figure 16. Outer learning dynamics of the Meta-Learner for the bandits regression task. Results presented in the same format as Fig 14.
The rightmost panels of (a) and (c) shows the qualitative behaviour described in Setion 5, whereby the meta-trained Meta-Learner learns
all contexts without interference, i.e. in a near identical manner across coupled and separate conditions.
Appendices
A. Network architectures
A.1. Linear regression: Learner
For our Learner, we use 2-layer MLPs equipped with SGD;
we use no nonlinearities, 10 hidden units, truncated normal
initialisation (σ = 0.1), and learning rate 10−3. All data is
procedurally-generated. We train with minibatch size 100.
For the 2D problem, we train for 4k minibatches; for the
5D problem, we train for 16k minibatches.
Where we use Adam (Section 3.3), we use an identical
setup, with a learning rate of 10−3.
A.2. Linear regression: Meta-Learner
For our Meta-Learner, we use an LSTM equipped with
SGD; we use 64 hidden units, and learning rate 10−2. We
train with minibatch size 200. We use T = 20 steps per
episode, and outer-trained over 80M training episodes.
Where we use Adam (Section 3.3), we use a learning rate
of 10−4, and outer-trained over 8M training episodes.
A.3. Nonlinear regression: Learner
For our Learner, we use 6-layer MLPs equipped with
Adam; we use ReLU nonlinearities, 256 hidden units, and
learning rate 10−4. We train with minibatch size 40, and
train over 5k minibatches.
A.4. Nonlinear regression: Meta-Learner
For our Meta-Learner, we use an LSTM equipped with
Adam; we use 64 hidden units, and learning rate 10−4. We
train with minibatch size 200. We use T = 40 steps per
episode, and outer-trained over 800M episodes.
A.5. Contextual bandits: Learner
For our Learner, we use a linear + softmax network. We
initialise the weights with a truncated normal distribution
(σ = 1/
√
5), including a bias (to induce interference
(Schaul et al., 2019)) and train using REINFORCE and the
Adam optimiser with learning rate 10−4. We train with
minibatch size 200, and train up to when the expected re-
ward, E[r(t)], reaches 0.98. Similar results were obtained
using the SGD optimiser in place of Adam.
A.6. Contextual bandits: Meta-Learner
For our Meta-Learner, we use an LSTM equipped with RE-
INFORCE and Adam; we use 64 hidden units, and learn-
18
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ing rate 10−4. We train with minibatch size 200. We
use T = 125 steps per episode, and outer-trained over 2B
episodes.
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