Abstract. In this paper we provide explicit formulae to compute bilinear pairings in compressed form. We indicate families of curves where the proposed compressed computation method can be applied and where particularly generalized versions of the Eta and Ate pairings due to Zhao et al. are especially efficient. Our approach introduces more flexibility when trading off computation speed and memory requirement. Furthermore, compressed computation of reduced pairings can be done without any finite field inversions. We also give a performance evaluation and compare the new method with conventional pairing algorithms.
Introduction
Cryptographically relevant bilinear maps like the Tate and Weil pairing usually take values over an extension field F p k of the base field F p . Pairing inputs are typically points on an elliptic curve defined over F p . It has been known for a while (see the work of Scott and Barreto [13] and Granger, Page and Stam [7] ) that pairing values can be efficiently represented in compressed form by using either traces over subfields or algebraic tori. The former approach leads to a small loss of functionality: the trace of an exponential, Tr(g x ), can be computed from the trace Tr(g) and the exponent x alone, but the trace of a product Tr(gh) cannot be easily computed from Tr(g) and Tr(h). The latter approach does not suffer from this drawback, since torus elements can implicitly be multiplied in the compressed representation. With either approach, pairing values can be efficiently compressed to one half or one third of the original length, depending on the precise setting of the underlying fields and curves.
Our contribution in this paper is to provide explicit formulae to compute pairings directly in compressed form. Although we do not claim any performance improvement over existing methods, we show that full implementation of arithmetic over F p k can be avoided altogether; only operations for manipulating pairing arguments and (compressed) pairing values are needed.
From an implementor's or hardware designer's perspective the contribution of this paper consists of mainly two aspects. Firstly, the explicit formulae for multiplication and squaring of torus elements give more flexibility in trading off computation speed with memory requirement. The second aspect concerns field inversions during pairing computation. Using projective representation for curve points, inversions can be avoided in the Miller loop. However, a very efficient way to then compute the final exponentiation is to decompose the exponent into three factors and use the Frobenius automorphism to compute powers for two of these factors. This involves an inversion in F p k , which can be avoided using the compressed representation of pairing values. Hence, we can entirely avoid field inversion during pairing computation and still use fast Frobenius actions in the final exponentiation. From a more theoretical perspective this approach can be seen as a first step to further enhancement of the resulting algorithms, and parallels the case of hyperelliptic curve arithmetic where the introduction of explicit formulae paved the way to more efficient arithmetic.
We provide timing results for implementations of different pairing algorithms, comparing the newly proposed pairings in compressed form with their conventional counterparts. Additionally, we give examples of curve families amenable to pairing compression where generalized versions of the Eta and Ate pairings due to Zhao et al. are more efficient than the non-generalized versions. We provide examples for the three AES security levels 128, 192 and 256 bits. In this paper we use the notion Eta pairing instead of twisted Ate pairing, because it has originally been used in the non-supersingular case as well.
This paper is organized as follows. In Sections 2 and 3 we review mathematical concepts related to pairings and algebraic tori. In Section 4 we discuss torus-based pairing compression and provide explicit formulae for pairing computation in compressed form. We describe how to avoid inversions in Section 5. In Section 6 implementation costs are given and we conclude in Section 7.
Preliminaries on pairings
Let E be an elliptic curve defined over a finite field F p of characteristic p ≥ 5. Let r be a prime divisor of the group order n = #E(F p ) and let k be the embedding degree of E with respect to r, i.e. k is the smallest integer such that r | p k − 1. We assume that k > 1.
Let F q be an extension of F p . An elliptic curve E ′ over F q is called a twist of degree d if there exists an isomorphism ψ d : E ′ → E defined over F q d and d is minimal with this property. There is a nice summary about twists of elliptic curves regarding their existence and the possible group orders of E ′ (F q ) given by Hess, Smart and Vercauteren in [8] .
We consider an r-torsion point P ∈ E(F p ) [r] and an independent r-torsion
. If the curve has a twist of order d we may choose the point Q arising as Q = ψ d (Q ′ ), where Q ′ is an F p k/d -rational point of order r on the twist E ′ , see again [8] . Taking this into account we can represent points in Q by the points in
. Let t be the trace of Frobenius on E/F p and λ = (t − 1) k/d mod r. Notice that λ is a primitive d-th root of unity modulo r.
The i-th Miller function f i,P for P is a function with divisor (
. We use Miller functions to compute pairings. Let the function e s be defined by
For certain choices of s this function is a non-degenerate bilinear pairing. For s = r we obtain the reduced Tate pairing τ , s = λ yields the reduced Eta pairing η and s = T = t − 1 leads to the reduced Ate pairing α by switching the arguments. Altogether we have -Tate pairing: τ (P, Q) = f r,P (Q)
To obtain unique values, all pairings are reduced via the final exponentiation by (p k − 1)/r. The Eta pairing was introduced in the supersingular context by Barreto, Galbraith,Ó' hÉigeartaigh and Scott in [1] . The Ate pairing was introduced by Hess, Smart and Vercauteren [8] . Actually the concept of the Eta pairing can be transferred to ordinary curves as well. Hess, Smart and Vercauteren [8] call it the twisted Ate pairing.
Recently much progress has been made in improving the performance of pairing computation. Main achievements have been made by suggesting variants of the above pairings which shorten the loop length in Miller's algorithm, for example so called generalized pairings [15] , optimized pairings [11] , the R-Ate pairing [10] as well as optimal pairings [14] .
As an example we consider the generalized versions of the Eta and Ate pairings by Zhao, Zhang and Huang [15] :
For a certain choice of c the loop length of the generalized pairings may turn out shorter than the loop length of the original pairing. Notice that if T c ≡ −1 (mod r) or λ c ≡ −1 (mod r) the loop length is r − 1 which is the same as for the Tate pairing and does not give any advantage.
For each of the three AES security levels 128, 192 and 256 bits we give examples of elliptic curve families where generalized pairings lead to a shortening of the loop length. The examples all have embedding degree divisible by 6 and a twist of degree 6 such that the compressed pairing computations of Sections 4 and 5 can be applied. We stress that for all example families the generalized Eta pairing is more efficient than the Tate pairing. We emphasize the Eta pairing since this goes along with our compression method, but we note that there are versions of the Ate pairing which have a much shorter loop length than the pairings suggested here. For example the curves in Example 1 can be used for an optimal Ate pairing with loop length log 2 r/4 (see Vercauteren [14] ). Example 1. We consider the family of elliptic curves introduced by Barreto and Naehrig in [2] . Let E be an elliptic curve of the family parameterized by p = 36u 4 + 36u 3 + 24u 2 + 6u + 1 and t = 6u 2 + 1. From the construction it follows that the curve has prime order, i.e. r = n, complex multiplication discriminant D = −3 and embedding degree k = 12. As shown in [2] E admits a twist E ′ of degree d = 6. This also follows from Lemma 4 in Section 4.2. We consider
Since n = 36u 4 + 36u 3 + 18u 2 + 6u + 1 for positive values of u the length of λ is about the same as n, which means that there is no point in using the eta pairing. But for negative u we obtain λ ≡ −36u 3 − 18u 2 − 6u − 1 (mod n) which is only 3/4 the size of n. Thus the Eta pairing gets faster than the Tate pairing.
For positive u the generalized version of the Eta pairing suggests to use a different power of λ. For example we could use λ 4 = −λ since λ is a primitive sixth root of unity. We have −λ ≡ −36u 4 ≡ 36u 3 + 18u 2 + 6u + 1 (mod n) and the length of −λ is as well 3/4 of that of n which yields a faster pairing than the Tate pairing.
Example 2. A family of curves with embedding degree k = 18 was found by Kachisa and is described in Example 6.14 of [6] . For those curves we have r(u) = u 6 +37u 3 +343 and t(u) = 1 7 (u 4 +16u+7). The generalized Ate pairing computing the loop over T 12 ≡ u 3 +18 (mod r) for positive u and T 3 ≡ −u 3 −18 (mod r) for negative u is more efficient than the standard Ate pairing using T ≡ 1 7 (u 4 +16u). The curves have a sextic twist and can be used for the Eta pairing with a loop over λ = T 3 which for negative u is as short as the generalized Ate pairing loop. For positive u take T 12 for the generalized Eta pairing.
Example 3. Recently, Kachisa, Schaefer and Scott [9] found a family of pairing friendly curves with embedding degree k = 36. The curves have a sextic twist and lead to shorter loops in pairing computation. The group order is parametrized by a polynomial of degree 12 which we omit for space reasons. The trace of Frobenius is parametrized by the following polynomial of degree 7:
Both the generalized Ate and Eta pairings can be computed with a loop over T 6 = T 6 mod r with
For details see [9] .
Preliminaries on tori
Let F q be a finite field and F q l ⊇ F q a field extension. Then the norm of an element α ∈ F q l with respect to F q is defined as the product of all conjugates of
Rubin and Silverberg describe in [12] how algebraic tori can be used in cryptography. We recall the definition of a torus. For a positive integer l define the torus
Thus we have
. The number of elements in the torus is
, where Φ l is the l-th cyclotomic polynomial. We know that
Thus the torus T l (F q ) is the unique subgroup of order
In particular the norm is 1 for all fields
Combining the above two Lemmas shows that the element α raised to the power Ψ l (q) is an element of each torus
Let E be an elliptic curve defined over F p with embedding degree k as in the previous section. By the definition of the embedding degree we have
From that we see that the final exponent can be split up as
This means that pairing values lie in the torus T k (F p ) und thus by the preceeding Lemmas in each torus
Compressed pairing computation
Scott and Barreto [13] show how to compress the pairing value before the final exponentiation and how to use traces to compute the result. Also the use of tori has been investigated for the final exponentiation and to save bandwidth. It is already shown by Granger, Page and Stam [7] how a pairing value in a field extension F q 6 can be compressed to an element in F q 3 plus one bit. We note that the technique of compression that we use here has already been explained in [7] for supersingular curves in characteristic 3. Granger, Page and Stam [7] mention that the technique works as well for curves over large characteristic fields. We describe and use the compression in the case of large characteristic and additionally as a new contribution include the compression into the Miller loop to compress the computation itself. In the following section 4.1 we recapitulate the compression for even embedding degree and show how to use it during pairing computation.
To make the paper as self-contained as possible and to enhance better understanding we derive and prove certain facts which are already known in the literature.
Compression for even embedding degree
Let k be even and let p ≥ 5 be a prime. In this section let q = p k/2 and thus F q = F p k/2 such that F q 2 = F p k . Choose ξ ∈ F q to be a nonsquare. Then the polynomial X 2 − ξ is irreducible and we may represent F q 2 = F q (σ) where σ is a root of X 2 − ξ.
Lemma 3. Let α ∈ F q 2 . Then α q−1 is an element of T 2 (F q ) and can be represented by a single element in F q plus one additional bit. This element can be computed by one inversion in F q .
Proof. We compute the q-Frobenius of σ which gives π q (σ) = σ q = −σ. The element α can be written as α = a 0 + a 1 σ with coefficients a 0 , a 1 ∈ F q . Raising α to the power of q − 1 we obtain
If a 1 = 0 we can proceed further by dividing in numerator and denominator by a 1 which gives
It is clear that the above fraction is an element of T 2 (F q ). It can be represented by a ∈ F q only. But we need an additional bit to represent 1 in the torus. If a 1 = 0 we started with an element of the base field and the exponentiation gives 1. In summary α q−1 can be represented by just one value in F q plus one bit to describe the unit element 1.
⊓ ⊔
The final exponentiation in the reduced pairing algorithm has to be carried out in the large field F p k . The idea is to do part of the final exponentiation right inside the Miller loop to move elements to the torus T 2 (F q ). Using torus arithmetic we may compute the compressed pairing value by computations in the torus only using less memory than with full extension field arithmetic. The rest of the final exponentiation can be carried out in the end on the compressed pairing value by also using torus arithmetic only. Now if we have an elliptic curve with embedding degree k, in the final exponentiation we raise the output of the Miller loop to (p k − 1)/r = (q 2 − 1)/r where r is the order of the used subgroup. Since the embedding degree is k we have that r ∤ q − 1. Therefore we may split up the final exponentiation and raise the elements to q − 1 right away. This can be done in the above described manner by only one F q inversion. Since the pairing value is computed multiplicatively we already exponentiate the line functions in the Miller loop by q − 1 and then carry out multiplications in torus arithmetic.
There is no need to have a representation for 1 in the torus during the pairing computation. The remaining part of the final exponentiation (q + 1)/r is even, if q is the power of an odd prime and r is a large prime which thus is also odd. Therefore both values 1 and −1 are mapped to 1 when the final exponentiation is completed. We thus may take the representation for −1 whenever 1 occurs during computation. This will not alter the result of the pairing. Note that the torus element −1 has a regular representation with a = 0, since then the fraction (2) assumes the value −1. In this way we can save the bit which is usually needed to represent 1 when working in the torus.
For α = a 0 + a 1 σ we denote byα ∈ F q the torus representation of α q−1 for the pairing algorithm, i.e.α = a 0 /a 1 if a 1 = 0 andα = 0 if a 1 = 0. The latter means we identify 1 and −1. Granger, Page and Stam [7] have demonstrated that arithmetic in the multiplicative group T 2 (F q ) can now be done viâ
where
ifα = −β andα = 0 andβ = 0. Ifα = −β the result is simply 1. If one of the values represents 1 we return the other value. For squaring a torus element witĥ α = 0 we compute α 2 =α/2 + ξ/(2α).
The representation of the inverse of a torus element given byα can be seen to be −α, since
We point out that doing inversions in torus representation does not need inversions in a finite field. Instead computation of an inverse only requires negation of a finite field element.
As seen above, we need to compute the result of the Miller loop only up to sign since −1 will be mapped to 1 in the final exponentiation. If we take the negative of a torus element, we obtain
as long asα = 0. Ifα = 0 we are dealing with the element −1 and the negative of it is 1. This computation shows that the negative of a torus element α = ±1 represented byα is represented by ξ/α. There may be potential to even further compress the computation inside the Miller loop. If it is possible to raise elements to Ψ k (p) in an efficient way, one may use the norm conditions in other tori to deduce equations which allow to achieve even more compact representations for the field elements used in the pairing computation. We will see in section 4.2 how this works in the special case k ≡ 0 (mod 6).
Curves with a sextic twist and 6 | k
From now on we assume that 6 | k, i.e. k = 6m, where m is an arbitrary positive integer. In this section we fix q = p m . Then F q = F p m and F q 6 = F p k . We have a look at the case where we are dealing with an elliptic curve which has complex multiplication discriminant D = −3. Under the above assumptions we give the details of our new method to include compression into the Miller loop. The existence of twists of degree 6 leads to compressed values of line functions which can easily be computed by only a few field operations in F q .
The description of twists and their orders given by Hess, Smart and Vercauteren in [8] yields the following lemma.
Lemma 4. Let E be an ordinary elliptic curve with CM discriminant D = −3. Let E be defined over F q where q ≡ 1 (mod 6) and let r be a divisor of the group order #E(F q ). The curve E can be represented as E : y 2 = x 3 + B, B ∈ F q . Then there exists a twist E ′ of degree d = 6 which is defined over F q and E ′ (F q ) has order divisible by r.
The twist is given by E ′ : y 2 = x 3 + B/ξ, where ξ ∈ F * q is not a square or a third power. A F q 6 -isomorphism is given by
We can represent the field extensions of F q contained in F q 6 as F q 2 = F q (ξ 1/2 ) and F q 3 = F q (ξ 1/3 ) respectively. We use the twist to compactly represent the second argument of the pairing. This also implies that elliptic curve arithmetic in the group G 2 can be replaced by arithmetic in E ′ (F q ). The twist also gives rise to further improvements for the compressed pairing computation. We consider terms which arise from line functions inside the Miller loop. Let l U,V (Q) be the line function of the line through the points U and V evaluated at Q. In the Miller loop U and V are points in E(F p ) and Q = ψ d (Q ′ ) for a point Q ′ ∈ E ′ (F q ) on the twist. These assumptions can not be made when computing the Ate pairing. Let U = (x U , y U ), V = (x V , y V ) and Q ′ = (x Q ′ , y Q ′ ), and thus Q = (x Q , y Q ) = (τ x Q ′ , σy Q ′ ) where σ = ξ 1/2 ∈ F q 2 and τ = ξ 1/3 ∈ F q 3 . Notice that σ q = −σ and that F q 6 = F q 3 (σ). For U = −V the line function then yields
where λ is the slope of the line through U and
We take advantage of the fact that Q arises as
For U = −V we have l U,−U (Q) ∈ F q 3 . We thus proved the following lemma.
Lemma 5. For U = −V the torus representation of (l U,V (Q))
Although (λx U − y U − λx Q ′ τ )/y Q ′ is an element of F q 3 it is possible to compute it with just a few F q computations since λ as well as the coordinates of all involved points are elements of F q . Note that no exponentiation in F q 3 is required.
Inside the Miller loop we must carry out multiplications and squarings in torus representation. Squarings have to be done with elements represented by full F q 3 elements. But multiplications always include a line function as one factor. Let µ = −(y U − λx U + λx Q ′ τ ) be the numerator of the representative for the exponentiated line function. If we compute the torus product withα an arbitrary F q 3 element andβ = µ/y Q ′ we get the following.
There is no need to invert y Q ′ to compute the corresponding torus representation
The final exponentiation is raising to (q 6 − 1)/r in terms of q. We may write this as
What we did up to now is to raise line functions to q 3 −1 in order to already move the elements to T 2 (F q 3 ). But when we now do the exponentiation to q + 1 we have raised the element to Ψ 6 (q) and therefore end up with an element in T 6 (F q ). This in particular means that our element lies in the kernel of N F q 6 /F q 2 . If we use this property we may compress the elementα to two F q elements which also has been demonstrated similarly by Granger, Page and Stam [7] , and compute the pairing using this compact representation. Proposition 1. Let p ≡ 1 (mod 3) and α ∈ F * q 6 . Then α Ψ6(q) can be uniquely represented by a pair (a 0 , a 1 ) of F q elements.
Proof. As seen before we can represent α
We represent β by its torus representativeβ, which can be computed as follows:
Ifα q =α we get β = 1. Otherwise, using (3) we getβ = (−α q+1 + ξ)/(−α q +α). We now make use of the property that α has been raised to Ψ 6 (q) and thus lies in the torus T 6 (F q ). We have N F q 6 /F q 2 (β) = 1, i. e.
which is equivalent to (β − σ)
2 with b i ∈ F q and use the fact that τ q = ζ 2 τ for ζ a primitive third root of unity which lies in F q since q ≡ 1 (mod 3). An explicit computation of (β ±σ) 
If b 1 = 0 we have ξ = −3b 2 0 . Since p ≡ 1 (mod 3) then −3 is a square modulo p thus ξ is a square which is not true. Therefore b 1 can not be 0 in this case. Summarizing we see that we can represent the element β by b 0 and b 1 only which concludes the proof.
We now turn our attention again to the line functions l U,V (Q) used in Miller's algorithm.
Proposition 2. Let ζ ∈ F q be a primitive third root of unity such that
If β = 1 then β can be uniquely represented by
Proof. In the proof of Proposition 1 we have seen how to computeβ = (−α q+1 + ξ)/(−α q +α). For the line function we takeα = (λx U − y U − λx Q ′ τ )/y Q ′ from Lemma 5. We thus obtain
Multiplying withα yields
We further have
and computê
Recall that τ 3 = ξ. Taking c i the coefficient of τ i we have the property c 2 = 
Then the square of the F q 6 element represented by (a 0 , a 1 ) is represented by (c 0 , c 1 ). Multiplication can be derived in a similar way. We give formulae for the computation of the product of two elements given by (a 0 , a 1 ) and (b 0 , b 1 ) in compressed form.
The product is then represented by (c 0 , c 1 ).
Dealing with field inversions
In this section we use the assumptions from section 4.2, i. e. q = p m . For compressed computation we need to do inversions during our computations. This is usually unpleasant, because inversions are very expensive. First of all, one can replace inversion of an element a in F p m by an inversion in F p and at most ⌊lg m⌋ + 1 multiplications in F p m by
The term in the numerator can be computed by addition chain like methods. For a description of this method see section 11.3.4 in [5] .
Avoid inversions by storing one more F q element
The above squaring and multiplication formulae for compressed computation include an inversion in F q . We may avoid to do the inversions in each step by additionally storing the denominator and homogenizing the formulae. This means we represent compressed elements in a projective space. At the cost of providing memory space for one more F q element and some additional multiplications we get rid of all inversions during the Miller loop. For the compressed line functions computed in Proposition 2 this means that we do not store (c 0 , c 1 ) given by equations (7) but instead we store (C 0 , C 1 , C), where
Here µ, ν ∈ F p are the numerator and denominator of the slope λ of the line function, i.e. λ = µ/ν. Notice that µ and ν are elements of F p since they arise from points in E(F p ) (when the pairing we compute is the Tate or Eta pairing).
Storing only one more F p element
When m > 1 we are able to compress further, by using the method described at the beginning of Section 5. The denominator C which has to be stored in a third coordinate can be replaced by a denominator which is an element in F p , namely the norm N F p m /Fp (C) of the previous denominator in F q . We only need to multiply the other two coordinates by C p+p 2 +···+p m−1 .
In this way it is possible to avoid inversions during pairing computation. Taking into account that inversion of torus elements can be done by negating the representative, we also do not need finite field inversions for the final exponentiation. Normally an inversion is needed to efficiently implement the exponentiation by using the Frobenius automorphism. Furthermore, the cheap inversion of torus elements makes it possible to use windowing methods for Miller loop computations without any field inversions. This is particularly interesting if the loop scalar can not be chosen to be sparse.
We give an example of the compressed squaring and multiplication formulae for embedding degree k = 12.
Example 4. For embedding degree 12 we have q = p 2 . Let F p 2 = F p (i) and i 2 = −z for some element z ∈ F p . Let (A 0 , A 1 , A) be an element in compressed form, i.e. A 0 , A 1 ∈ F p 2 and A ∈ F p . Squarings and Multiplications can be computed using the following formulae.
Squaring: We can compute the square (C 0 , C 1 , C) as follows.
Write S = s 0 + is 1 with s 0 , s 1 ∈ F p . Then the square is given by
Multiplication:
To multiply two compressed elements (A 0 , A 1 , A) and (B 0 , B 1 , B) we have to use the following formulae.
Write T = t 0 + it 1 where t 0 , t 1 ∈ F p . Then the product (C 0 , C 1 , C) of the two elements is given by
For an implementation of a pairing algorithm in compressed form without inversions one can use (8) to compute the evaluated compressed line functions and then use the above formulae for squaring and multiplication in Miller's algorithm. The remaining part of the exponent for the final exponentiation is (p 4 − p 2 + 1)/n. The final pairing value can be computed by use of the Frobenius and a square and multiply algorithm with the above squaring and multiplication formulae (see Devigili, Scott and Dahab [4] ). Pseudocode of the above squaring and multiplication algorithms is given in Appendix A.
Performance evaluation
In order to evaluate the performance of the compressed pairing computation, we implemented several pairing algorithms in C. For all these implementations 3 we used the curve E : y 2 = x 3 + b over F p with parameters described in Table 1 which belongs to the family in Example 1. It has been constructed using the method of Barreto and Naehrig described in [2] . This curve has also been used for the performance evaluation of pairing algorithms by Devegili, Scott and Dahab in [4] . For a fair comparison we implemented pairing algorithms with F p 12 constructed as a quadratic extension on top of a cubic extension which is again built on top of a quadratic extension, as described in [4] and by Devigili, Scott, O' hÉigeartaigh and Dahab in [3] . For Ate, generalized Eta and Tate pairings we thus achieve similar timings as [4] . We do not use windowing methods since the curve parameters are chosen to be sparse. The final exponentiation for the non-compressed pairings uses the decomposition of the exponent (p k − 1)/n into the factors (p 6 − 1), (p 2 + 1) and (p 4 − p 2 + 1)/n. In the Miller loop we entirely avoided to do field inversions, by computing the elliptic curve operations in Jacobian coordinates and by using the compressed representation and storing denominators separately as described in Subsection 5.2. For multiplication and squaring of torus elements we use the algorithms given in Appendix A. The figures in table 2 indicate that, depending on the machine architecture, compressed pairing computation is about 20-45% slower than standard pairing computation, if both computations are optimized for computation speed rather than memory usage. Performance was measured on a 2.2 GHz Intel Core 2 Duo (T7500), a 2.4 GHz Intel Pentium IV (Northwood) and an AMD Athlon XP 2600+ running on 1.9 GHz. The CPU cycles required for Miller loop and final exponentiation respectively are given in Table 2 . Table 1 . Parameters of the curve used in our implementation Core 2 Duo Pentium IV Athlon XP Ate 16,750,000 50,400,000 38,000,000 13,000,000 38,600,000 29,300,000 Generalized Eta 22,370,000 67,400,000 51,700,000 13,000,000 38,600,000 29,300,000 Tate 30,300,000 90,500,000 69,500,000 13,000,000 38,600,000 29,300,000 Compressed generalized Eta 31,000,000 107,000,000 84,900,000 11,700,000 40,300,000 30,900,000 Compressed Tate 41,400,000 146,000,000 115,000,000 11,700,000 40,300,000 30,900,000 
Conclusion
We have described explicit formulae for pairing computation in compressed form for the Tate and Eta pairings. For different AES security levels we have also indicated families of curves amenable to pairing compression where generalized versions of the Eta and Ate pairings are very efficient. Our implementations and cost measurements show that the pairing algorithms in compressed form are on certain platforms only about 20% slower than the conventional algorithms. The algorithms in compressed form have the advantage that they can be implemented without finite field inversions. This is not only an advantage for pairing computations on restricted devices, but also favors implementation of inversion-free windowing methods for the Miller loop. Furthermore compressed pairing computation gives more flexibility in trading off computation speed versus memory requirement.
Neither the algorithms nor the curve families considered herein are exhaustive; we thus hope that these are the first steps toward further algorithmic enhancements for compressed pairings and towards new, efficient constructions of compressible pairing-friendly curves.
