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I. INTRODUCTION
F ULL-DUPLEX networks, which have the ability to simultaneously transmit and receive over the same frequency, were thought feasible only in wired networks. Through interference cancellation techniques authors in [1] - [4] have shown that wireless full-duplex is feasible, but with less than twice the rate of half-duplex due to residual interference from imperfect self-interference cancellation. While self-interference is an inherent characteristic of full-duplex networks, interference has been a major obstacle to concurrent transmissions in any wireless network. Efficient network resource allocation, such as power, reduces interference and increases performance. A substantial amount of research, as in [5] - [13] , has been done in this regard. Self-interference has been largely ignored since it is a characteristic of full-duplex.
Feasibility results of imperfect full-duplex links have motivated research in full-duplex networks. The three node fullduplex network with self-interference has been thoroughly analyzed in [14] - [16] . Distributed routing algorithms in fullduplex networks with perfect self-interference cancellation are presented in [17] . In [18] implementation and simulation results show that imperfect full-duplex systems achieve better performance in networks larger than the three-node network. In [19] a random search algorithm allocates resources in a wireless full-duplex network with self-interference, but without considering self-interference cancellation.
We consider the problem of maximizing the throughput in an imperfect full-duplex wireless network, meaning that self-interference is not cancelled completely. The interference model considered includes imperfect self-interference cancellation and one hop interference, but assumes other sources of interference to be comparatively negligible. The assumption on interference is supported by knowledge of self-interference being the limiting factor for full-duplex implementations. The proposed simplification on interference enables the tractability required to find an optimal solution in the model. Leveraging the simplified interference model the optimal power allocation for a fixed route can be found by solving roots of polynomial equations. Then a modification to Dijkstra's algorithm with a non-decomposable objective function is introduced to solve the routing problem. Our proposed algorithm solves the joint routing and power allocation problem to maximize throughput in an imperfect full-duplex wireless network.
The simplified interference model is evaluated by taking the optimal solution and analyzing its performance in a full interference model, such as the physical model described in [20] . While the simplified interference model considers only self-interference and one hop interference, the physical model considers self-interference, one hop interference, and interference from all other active transmissions.
Results show that the difference in throughput between the optimal solution in the simplified model and the optimal solution in the full interference model is at most a constant. In any wireless network the bound tends to zero as the maximum transmit power grows and all other parameters remain fixed. For a linear network topology with a growing network size and all other parameters fixed, the bound between the optimal solutions tends to a constant. Analysis of increasing network size is the only result restricted to a linear network; all other results are for a general network. Throughput in a linear network topology has been studied in [13] , [21] - [23] , but not for routing and power allocation with imperfect full-duplex nodes. The generalization of the result in a linear network is discussed for any general network. Finally, simulations of moderate scenarios are evaluated to validate the expected performance of the bound.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a network of N wireless nodes operating in fullduplex, meaning that all nodes can simultaneously transmit 1536-1276/13$31.00 c 2013 IEEE and receive information on the same frequency. Distinguish the single source of information in the network as S, and the destination for that same information as D. It is assumed that the destination does not transmit information.
Define a route R as an ordered acyclic set, with cardinality n + 1, of nodes in which the first element is S and the final element is D. Define the set of all possible routes in a network of N nodes as R. Note that a route R ∈ R is not required to include all N nodes of the network. The order in the set R defines the transmission order, meaning that for a route R the i th element in R transmits to the (i + 1) th element, while simultaneously the (i − 1) th element transmits to the i th element.
Nodes in a route R are said to be k hops away from each other when they are k elements apart from each other in R. In Fig. 1 the route is R = {S, y, z, D} therefore node z is two hops away from S and only one hop away from y and D. Therefore, hops are defined in terms of only the route, for example if the route in Fig. 1 were R = {S, z, D} then S and z would be one hop away and S and D would be two hops away, regardless of y physically being between S and z.
In a route R of length n + 1 the transmit power of node i ∈ {1, ..., n} is defined as P i . The power allocation for route R is defined to be P = {P i : i ∈ {1, ..., n}}. The set of feasible power allocations for a route R of length n + 1 with n transmitting nodes is defined as P = {P : 0
When a node in the network is simultaneously transmitting and receiving information, the node receives its own transmission, thereby creating self-interference. Results in [1] show a linear relation between a node's transmission power and self-interference. The use of self-interference cancellation techniques is therefore the key component for enabling fullduplex operation. The self-interference cancellation techniques are imperfect; as such there exists residual self-interference. Interference cancellation techniques are improving, but results in [24] suggest the existence of a fundamental limit that impedes perfect self-interference cancellation.
For some node i operating in full-duplex, define the residual self-interference coefficient γ i to represent the efficiency of the self-interference cancellation technique used by node i. A perfect self-interference cancellation technique at node i would achieve γ i = 0 and an imperfect technique achieves 0 < γ i < 1. Consider the results in [1] , which reports a 20 dB difference between received transmission and the residual self-interference, the value of 20 dB would correspond to a coefficient of 0.01.
To mitigate self-interference, a node may be allocated a low transmit power. For a route R there are n nodes simultaneously transmitting and can all be allocated different transmit powers. Consider route R ∈ R and a power allocation P ∈ P in which some node i ∈ {1, ..., n} transmits at power P i and the node i+1 transmits at power P i+1 with P i P i+1 such that the interference originating at node i + 1 affecting node i, referred to as one hop interference, can be comparable with the self-interference at i.
To maintain tractability in our model we assume that interference originating at nodes that are further hops away is negligible compared to the combination of self-interference and one hop interference. Therefore, the simplified interference model considers only self-interference and one hop interference. The simplified interference model contrasts with a full interference model, such as the physical model in [20] , which considers interference originating from all transmitters.
For a route R ∈ R and power allocation P ∈ P, define the achievable transmission rate from element i ∈ {1, ..., n} to element i + 1 as
where h i,i+1 is the normalized channel gain between route elements i and i + 1. The normalized residual interference at node i + 1 is defined as
, where the first term is the self-interference and the second term is the one hop interference. Normalization is done with respect to the noise power. Assume channels are reciprocal,
For a route R ∈ R and a power allocation P ∈ P, define throughput as ρ(R, P) = min i∈{1,...,n} r i , meaning that the throughput of a route operating with a power allocation is the minimum achieved rate among all nodes in the route.
For a streaming application, which requires a continuous flow of information, it is beneficial to have a high throughput value. Therefore we present an algorithm that finds the optimal route R * ∈ R and associated optimal power allocation P * ∈ P such that ρ(R * , P * ) ≥ ρ(R, P) ∀ R ∈ R, P ∈ P. The term optimal refers to throughput.
The proposed model assumes that for any network of N nodes there is a route R ∈ R that can place any two nodes one hop away from each other. The optimization objective has been set to maximizing the minimum rate therefore selecting R ∈ R with two nodes with a relatively bad channel gain will result in a low achievable rate. Alternatively, when nodes that have a relatively good channel gain are selected into a route then the one hop interference can be large and thus reduces the achievable rate. As such, both options become unattractive with respect to nodes with channel gains that avoid both extremes. Therefore, for maximizing throughput the proposed one hop interference model captures the intuitive characteristics of an optimal route.
We take a systematic approach in solving this problem. In Section III the problem of finding P * ∈ P given a fixed route R such that ρ(R, P * ) ≥ ρ(R, P) ∀ P ∈ P is solved. In Section IV an algorithm is presented that finds the jointly optimal route and power allocation, that is (R * , P * ), to maximize the throughput. In Section V the performance of the solution obtained by our algorithm when used in the physical model is shown to be asymptotically at most a constant gap away.
III. OPTIMAL POWER ALLOCATION FOR A FIXED ROUTE
First, two lemmas that give necessary conditions on the power allocation of a given route for throughput maximization are introduced. Then, a procedure is presented to find an optimal power allocation for a given route. Finally, the optimality of the procedure is shown.
For a fixed route unequal achievable rates between links do not benefit throughput, since throughput is the minimum achievable rate among all links. Having unequal achievable rates introduces interference that may reduce the minimum achievable rate, thus reducing throughput. Therefore, a power allocation with unequal rates benefits some nodes with higher achievable rates, but potentially harms the throughput.
Lemma 1 shows that for a given route and power allocation with unequal rates, all rates can be equalized without lowering the throughput while decreasing the sum transmit power of the route, defined as P = n i=1 P i which is the L 1 norm of the power allocation. Equalizing rates in the presence of interference is an efficient use of power and solves congestion, a problem usually addressed by higher communication layers.
When considering throughput, interference motivates all nodes to achieve the same rate. Decreasing interference to zero results in an achieved throughput of zero. At the other extreme, maximizing interference of the entire route does not guarantee a maximum throughput. Thus, there is a tradeoff between interference and throughput. In this tradeoff, throughput increases until a node is allocated to transmit at P Max , the maximum transmit power possible.
Lemma 2 shows that in the simplified interference model the maximum throughput is achieved only if at least one node transmits at P Max . Identifying which node should transmit at the maximum transmission power is an solved by the power allocation procedure presented at the end of this section.
We now present both lemmas and describe the optimal power allocation procedure for a fixed route.
Lemma 1: Let R and P ∈ P be a route and a corresponding power allocation. Choose i ∈ {1, ..., n} so that ρ(R, P) = r i . If there exists j ∈ {1, ..., n} with r j > r i , then there exists a P ∈ P such that ρ(R, P) ≤ ρ(R, P ) and P < P. Proof: Let i, j be as stated in Lemma 1, and first consider the case i < j. Then there exists a positive δ j ∈ R such that
Thus the self-interference at node j is reduced, and therefore
where the term I j is expanded for clarity. Successively assign a positive δ k for each k ∈ {i + 1, ..., j − 1}, such that r i ≤ r k with an allocated power of P k − δ k . Therefore for any k ∈ {i + 1, ..., j − 1},
Assign δ i = 0 and δ l = 0 ∀ l ∈ {1, ..., n} that were not previously assigned.
.., n}, it is clear that P < P and from (2), (3), and (4) it follows that ρ(R, P) < ρ(R, P ).
In the case when j < i the same procedure can be followed such that P < P, but I i is the same for both P and P ; hence throughput does not increase or decrease.
In perfect full-duplex, rate equalization does not necessarily lead to a throughput increase. Refer to Fig. 1 with γ i = 0 ∀ i ∈ {2, 3}, thus perfect self-interference cancellation, and consider the case when r 1 = r 2 < r 3 in which reducing P 3 will not increase r 2 ; therefore the throughput does not increase.
Lemma 1 shows that the optimal power allocation achieves equal rates among all nodes in the route. As a necessary condition for optimality, Lemma 2 guarantees that the maximum ρ of a given R is achieved with at least one node transmitting at P Max . After Lemma 2 we present our procedure to find P * ∈ P. Lemma 2: For a given R define P * ∈ P such that ρ(R, P * ) = max P ∈P (min i∈{1,...,n} r i ). There exists at least one P i ∈ P * such that P i = P Max . Proof: To obtain a contradiction, assume that there exists P such that P = {P i : P i < P Max , i ∈ {1, ..., n}} so that ρ(R, P * ) = ρ(R, P). Use Lemma 1 to impose that r i = r j ∀ i, j ∈ {1, ..., n} without decreasing throughput or increasing any allocated power. Rate equalization cannot increase throughput since R * , from the statement, achieves the maximum throughput. Therefore since P 1 < P Max , there exists δ 1 ∈ R with 0 < δ 1 < P Max − P 1 and
From properties of real numbers, continuity of the achievable rate function, and since P 2 < P Max there exists δ 2 ∈ R with 0 < δ 2 ≤ P Max − P 2 and
and
Continue until values of δ i ∀ i ∈ {1, ..., n} are assigned and satisfy the inequality
.
Define P = {P i + δ i : i ∈ {1, ..., n}}. Then the contradiction ρ(R, P * ) < ρ(R, P ) follows. The simplified interference model focuses on interference from full-duplex transmissions, and therefore P * ∈ P is not necesarily unique. Refer to Fig. 1 and suppose that a P * ∈ P has been found for which r 1 = r 2 = r 3 and P 1 < P Max ; therefore P 1 can increase, thus changing the power allocation without reducing throughput. An increase in P 1 therefore results in wasting power without increasing throughput.
Lemma 1 shows that the optimal power allocation achieves equal rates among all nodes. Lemma 2 shows that an optimal solution has at least one node transmitting at maximum power. To find a P ∈ P that maximizes throughput it is not sufficient to force some P i = P Max , since the values of P j ∀ j ∈ {1, ..., n} remain unsolved and there is no guarantee of maximizing ρ. Next, we show how using the two lemmas presented leads to our procedure for finding an optimal P * ∈ P for a given R. Define the signal-tointerference-plus-noise ratio (SINR) at node i ∈ {2, ..., n + 1}
, that is the SINR at the receiving node. For example consider the route shown in Fig. 1 . The destination has no self-interference or one hop interference and therefore ω 4 = P 3 /h 3, 4 . The third transmitting element has only self-interference; therefore the SINR for the third element is
The second element is affected by both self-interference and one hop interference, and thus the SINR at the second element is
. (10) From Lemma 1 we know rate equalization is possible among all nodes without lowering throughput; therefore ω = ω i ∀ i ∈ {1, ..., n}. Through algebraic manipulations the SINR equations are rewritten as
From the equations for P 3 , P 2 , and P 1 , note that for a fixed power each equation is a polynomial equation of degree equal to the number of hops towards the destination. The recursive equation that describes P i for i ∈ {1, ..., n} of a given route is
For i ∈ {1, ..., n} a single polynomial equation of P i in terms of ω can be derived by recursively evaluating (13) . For i = {n − 1, n} recall that P n+1 = 0 and note that P n+2 should be P n+2 = 0 since there are only n + 1 elements in R. From Lemma 2 we know that at least one node will operate at P Max . The following is the procedure we propose to find the optimal power allocation P * . First, using (13) recursively find the polynomial equation of P i ∀ i ∈ {1, ..., n} as a function of ω. Second, solve for the roots of the polynomial equations as functions of ω by setting P i = P Max ∀ i ∈ {1, ..., n}. Third, find the maximum real root of the polynomial for element i and label as ω i , which is the highest value possible of ω for that element. Fourth, find the smallest among these maximum real roots and label as ω * = min j (ω j ). Finally, to find the value of P j ∀ j ∈ {1, ..., n} set ω j = ω * in the polynomial equation corresponding to P j . Then P * = {P i : i ∈ {1, ..., n}}, where P i is defined by (13) evaluated at ω * , achieves the maximum ρ for the given route R. The following theorem proves the optimality of P * found by our procedure.
Theorem 1: For a given R and a P * obtained by the procedure described above, the throughput achieved is such that ρ(R, P * ) ≥ ρ(R, P ) ∀ P ∈ P. Proof: Choose j ∈ {1, ..., n} such that P j = P Max and there is no i < j ∈ {1, .., n} such that P i = P Max . Existence is guaranteed from the construction of P * , but uniqueness is not. The only way to increase r j is to decrease I j . Select an arbitrary δ j+1 > 0 such that the power allocation for node j+1 becomes P j+1 = P * j+1 − δ j+1 > 0; then node j + 1 achieves rate r j+1 < r j+1 while increasing r j . From construction ρ(R, P * ) = r i ∀ i ∈ {1, ..., n}; therefore r j+1 < ρ(R, P * ). Then I j+1 can be decreased to increase r j+1 by the procedure above. Continue until the last transmitting node is reached, and for which the interference cannot be decreased. Define
Equality occurs when setting δ l > 0 for any l < j ∈ {1, ..., n} since it does not lower throughput.
Theorem 1 shows that the procedure finds P * ∈ P for a given R in the simplified interference model. The total number of polynomial equations solved and the largest degree of the polynomial equations are both equal to n + 1 for a given route R with n + 1 nodes and n wireless links. Thus, the procedure has a complexity similar to a polynomial root finding algorithm, for which efficient algorithms are known [25] .
IV. OPTIMAL ROUTE AND POWER ALLOCATION
To solve the optimal route and power allocation we propose modifying Dijkstra's algorithm [26] . The proposed modified algorithm solves the problem of maximum throughput and considers the effects of interference during the progression of the algorithm. Due to interference the objective function is non decomposable. In this section we describe Dijkstra's algorithm, present our algorithm, discuss the differences and similarities between the two, and prove the optimality of our algorithm.
The original Dijkstra's algorithm solves for the minimum "distance" problem from a source node S to a destination node D. The "distance" can represent quantities such as latency or link cost [27] . For the sake of explaining Dijkstra's algorithm the distance is assumed to be the physical length between two nodes. Therefore, when explaining Dijkstra's algorithm any two nodes j, k ∈ {1, ..., N } the "distance" from j to k is defined as d j,k . When explaining our proposed modification the "distance" between any two nodes is the achievable rate and depends on the route R and power allocation P.
For the sake of clarity in describing Dijkstra's algorithm assume an arbitrary indexing of all N nodes in the network. A node i ∈ {1, ..., N } should be understood as a node in the network. A node i ∈ {1, .., n} should be understood as a node in a subset of nodes of the network such as a route.
Define a path π i as an ordered acyclic set of nodes where the first element is the source S and the final element is node i ∈ {1, ..., N }. By definition a path π D is also a route R ∈ R as defined in Section II.
For a path π i ending at node i ∈ {1, ..., N } the throughput in our algorithm is defined as f (π i ) = ρ(π i , P * ), where P * is found by the procedure defined in Section III. For a path π i ending at node i ∈ {1, ..., N } with cardinality n + 1 the distance in Dijkstra's algorithm is defined as
, that is the sum of distances between consecutive nodes in the path. For our algorithm the objective function is maximum throughput. In Dijkstra's algorithm the objective function is minimum distance.
Dijkstra's algorithm initializes with the set of labeled nodes L = {S} and the set of unlabeled nodes U = {j : j = S, j ∈ {1, ..., N }. A node i ∈ {1, ..., N } is said to be labeled when node i is added to the set L and removed from the set U.
The algorithm terminates when D is labeled, meaning D ∈ L. Throughout the execution of the algorithm for every i ∈ L, a single path to i is kept in the set of paths Π = {π i : i ∈ L}. Throughout the execution of the algorithm there is only a single path π i ∈ Π ∀i ∈ L. For a path π i ∈ Π and a node v ∈ U define π i,v = {π i ∪ v} as the path extension of π i with v, for which {π i ∪ v} = π v . Dijkstra's algorithm iteratively searches for the "best" possible path extension, where "best" is with regard to the objective function.
The first step in Dijkstra's algorithm finds the path extension of minimum distance. In our algorithm the first step finds the path extension of highest throughput, that is π *
The second step adds the path π u = π * i,u to Π. Then node u is labeled, meaning u is removed from U and added to L. The algorithm then returns to the first step and repeats until D ∈ L. Upon termination the algorithm returns R * = π D and the associated P * that maximizes the throughput of R * . The main difference between the original Dijkstra's algorithm and the modified version of Dijkstra's algorithm proposed here comes from how interference affects the objective function. For Dijkstra's algorithm the distance can be decomposed to the sum of the distance in the path and the distance to the next node to be included. For example, for the route in Fig. 1 the distance can be decomposed as
The decomposable property follows from the fact that the distance between any two nodes will not change as nodes are added at the end of the path. When interference is present, the "distance" between two nodes increases with interference, meaning that the achievable rate decreases. Thus, as more nodes are added at the end of a path the "distances" between the previous nodes in a path will change.
Interference affects throughput and in fact different paths ending at the same node can be affected by different amounts of interference. For example, in Fig. 1 taking the route R = {S, z, D} in our interference model is affected only by selfinterference, as opposed to the route R = {S, y, z, D} affected by both self-interference and one hop interference.
Dijkstra's algorithm is not an exhaustive search; therefore in general not all paths are considered. The fundamental reason why Dijkstra's algorithm finds the optimal solution is due to the monotonic property of the objective function. For Dijkstra's algorithm minimum distance is a monotonic increasing function, in our algorithm the maximum throughput is monotonic decreasing. Thus, even though in general not all possible paths with all possible interferences are evaluated, an optimal solution can still be found in the simplified interference model. Lemma 3 and Lemma 4 are used to prove the optimality of the algorithm. Lemma 3 shows that a path extension does not achieve a higher throughput than the path that it extends. Extending a path alters the interference in the path, both in quantity and sources of interference; therefore throughput can decrease. Lemma 3 shows that even with interference, the objective function is still monotonically decreasing.
Lemma 4 shows that at each iteration for any node i ∈ {1, ..., N } the path π i found by the algorithm achieves a throughput no less than the throughput of any alternative path ending at node i. To arrive at this result we use an inductive proof. In the inductive proof we compare the throughput of every possible combination of paths that arrive to node i with the throughput of π i as found by the algorithm.
Finally, using Lemma 4 a proof of optimality for the algorithm is shown. At the end of this section we discuss the properties of the optimal solution, complexity of the algorithm, and challenges of a possible implementation. We now formally state Lemma 3, Lemma 4, and Theorem 2.
Lemma 3: Consider any path π i and an extension π i,u = π u , obviously with u ∈ π i . The throughput of π i and the throughput of
Proof: See Section VIII.A. Lemma 3 shows that the throughput of a path will not increase with a path extension. Lemma 3 is used to show in Lemma 4 how the algorithm at any step will have the path of highest throughput to any node in L. Lemma 4 uses the set of paths Π, defined earlier as Π = {π i : i ∈ L}, which is the set of paths that the algorithm follows to find the nodes that the algorithm labels. Afterwards Lemma 4 is used to show the optimality of the algorithm.
Lemma 4: Consider the path π i that has been added to Π for some iteration of the algorithm. Any alternative path
Proof: To prove by induction, note that at initialization the claim in Lemma 4 is true since π S is the only path in Π, and by definition a path cannot end in S. After the first iteration define π j as the path added to Π. To show that π j is the path of highest throughput to node j ∈ {1, ..., N }, note that any other path
been added to Π in the first iteration. From Lemma 3 it follows that any extension of π k does not increase the throughput of π k ; hence any extensions of π k that could lead to node j will not have a throughput higher than π j .
After m iterations define π i as the path added to Π andπ i as the path that was extended to get to node i ∈ {1, ..., N }; therefore π i = {π i , i}. A path to node i can be constructed in the following ways: first a path to i can be found from π i through a different extension than the one found by the algorithm; second, a different path in Π that is notπ i could be extended to node i; third, a path through paths not in Π can be selected to arrive at node i. We go through all three possibilities to show that π i achieves a higher throughput than any alternative path to node i.
From the algorithm any extension toπ i that does not result in π i does not have a throughput higher than π i ; hence from Lemma 3 extending the alternative will not achieve a higher throughput. Consider any path π k =π i ∈ Π, and from the algorithm at iteration m there is no extension to π k that achieves a throughput higher than π i , else π i would not have been selected by the algorithm. From Lemma 3 it follows that any set of extensions to π k that end at node i will not achieve a higher throughput than π i . From the algorithm any path that goes through elements of U does not achieve a higher throughput than any path in Π, else they would be in Π.
Having proved the statement is true at initialization, for the first iteration, and for iteration m, it then follows that the statement holds for any iteration of the algorithm.
Lemma 4 shows that at any iteration of the algorithm, the path π i ∈ Π is the path of highest throughput to node i ∈ L among any other possible path to node i. The result of Lemma 4 is used to show the optimality of the algorithm in Theorem 2.
Theorem 2: For any network in which a route exists the algorithm terminates and does so with the throughput optimal route and power allocation.
Proof: If U is non empty and D ∈ L, then the algorithm continues with the extraction of a single element of U at each iteration. Since at initialization D ∈ U and |U| = N − 1, then the terminating condition is met in at most N − 1 iterations. The algorithm terminates when D ∈ L; at this iteration a path π D has been added to Π. Since π D ends at D, it is also a route and from Lemma 4 there is no alternative path with a higher throughput.
Due to interference, the maximum throughput route lacks two properties that the minimum distance route from the traditional Dijkstra's algorithm has. First, in our solution a subset of an optimal path is not necesarily the optimal path between the start and end nodes of the subset. Second, in the simplified model reversing the direction of an optimal path does not necesarily result in an optimal path from the end to the start of the path.
For example, refer to Fig. 1 and assume that the algorithm returns the route π D = {S, y, z, D}. For Dijkstra's algorithm a subset of π D that maintains the same order as π D , such as {y, z, D}, is also the minimum distance route from y to D. In the simplified interference model, {y, z, D} cannot be guaranteed to be the highest throughput path from y to D. Additionally, for Dijkstra's algorithm the inverse subset {D, z, y} is the minimum distance path from D to y. For the simplified model the inverse subset {D, z, y} cannot be guaranteed to be the highest throughput path from D to y. In both the subset and inverse subset examples mentioned, optimality cannot be guaranteed since there is a change in the order of coefficients of the polynomials used to find the optimal power allocation. Changing the polynomial equations can result in a distinct power allocation, hence a different rate per candidate route, and therefore another route may be the optimal solution.
Our proposed modification to Dijkstra's algorithm at initialization requires node i ∈ {1, ..., N } to know h i,j ∀ j ∈ {1, ..., N } such that j = i. For node i ∈ {1, ..., N } to have the required information all N nodes in the network can sequentially transmit a predefined pilot message. Under the assumption of channel reciprocity and with the broadcast nature of wireless transmissions every other node can use the predefined pilot transmission to learn the channel. After N pilot transmissions every node would learn their channel to every other node.
Dijkstra's algorithm can be implemented distributedly if when a node i ∈ {1, ..., N } is labeled, node i knows the total distance of the path π i , the set of labeled nodes L, and the distance of the paths to the other labeled nodes. Then node i can evaluate candidate path extensions to its path and decide if a path extension is still the path of minimum distance.
A distributed implementation of the modified Dijkstra's algorithm requires a labeled node i ∈ L to have the same information as in the original Dijkstra's algorithm and the channel gains between consecutive nodes and the residual selfinterference coefficients of the nodes in the path π i . Therefore, when a node is labeled it must also learn this information which can be transmitted to it by the previous node in the candidate path. Since our algorithm uses a non decomposable objective function it is not possible to evaluate a candidate path extension based only on the throughput of the path being extended.
An implementation of our modified algorithm compared to the original Dijkstra's algorithm requires nodes to have more information and thus more memory available, which should not be an issue for current wireless devices. Similar to the original Dijkstra's algorithm, the source can maintain the information of the set Π and the throughput achieved by all the paths in Π. The source can thus learn optimal paths to nodes in the network other than D.
The worst possible scenario occurs when the algorithm takes N − 1 iterations to terminate and every node in the network is labeled. In the best possible scenario only the nodes in R * are labeled. In either the worst or best possible case the optimal power allocation for the optimal route is calculated at the destination D and sent back through the optimal route to the source S. At termination, under either best or worst scenario, a node i ∈ {1, ..., N } knows the channels h i,j ∀ j ∈ {1, ..., N } such that i = j, as well as the channels between any two consecutive nodes in the path π i .
V. PERFORMANCE IN THE FULL INTERFERENCE MODEL
We have shown a procedure that finds an optimal power allocation for the simplified interference model of a wireless network with imperfect full-duplex nodes. The model simplifies the effects of interference by limiting to self-interference and one hop interference, both of which arise from imperfect full-duplex. The simplification proved to be critical in enabling the tractability of our proposed procedure to find an optimal solution.
When the interference assumptions are extended to include more interferers then our procedure may no longer find an optimal solution. Recursive polynomial equations, the ones required by our procedure as described in Section III, can still be obtained if reception at node i ∈ {2, ..., n + 1} is interfered by any node j ∈ {i + 1, ..., n}. When considering interference at node i ∈ {2, ..., n + 1} from any k ∈ {1, .., i − 2} then an equation for P i−1 depending only on ω cannot be written and our proposed procedure cannot be applied. Therefore the simplified interference model is not only reducing the complexity of the power allocation problem but it is also enabling tractability to solve the problem.
In this section the optimal solution from the simplified interference model is studied in a full interference model, such as the physical model as introduced in [20] . In the physical model for a route R and power allocation P and i ∈ {1, ..., n} the achievable rate r i is affected by all other transmitting nodes. Our model gains tractability by limiting the sources of interference that are considered. Thus, analyzing the performance of the solution from our algorithm evaluated in the physical model allows for an analysis of what is paid to gain tractability.
In our model the achievable rate r i is affected only by interference originating from the (i + 1) th and (i + 2) th elements in R. For a receiving node k ∈ {1, ..., n} define the interferers considered in the full interference model but not the simplified interference model as the complement set of interferers
The physical model also considers a transmission to be successful if the SINR at a receiving node is greater than a fixed SINR threshold. Assume the SINR threshold is 0.
In the full interference model for a route R and power allocation P, the achievable transmission rate of element i ∈ {1, ..., n} to element i + 1 is defined aŝ
whereas before I i+1 = P i+1 γ i+1 + P i+2 h i+1,i+2 and again channel gains are normalized with respect to noise. Note that r i ≥r i ∀ i ∈ {1, ..., n}, with equality when I i+1 is empty or
Define throughput in the full interference model aŝ ρ(R, P) = min i∈{1,...,n}ri . Define the optimal throughput in the full interference model asρ(R * ,P * ) ≥ρ(R, P) ∀ R ∈ R, P ∈ P. Note thatR * andP * are not necessarily equal to R * and P * , the optimal route and power allocation in our model.
The complement set of interferers contributes a nonnegative amount of interference. For a given R and P it follows that ρ(R, P) ≥ρ(R, P). Equality between ρ(R, P) and ρ(R, P) occurs only for n ∈ {1, 2, 3} andρ(R, P) =r 1 , or trivially when ρ(R, P) = 0. From the definition of the optimal throughput in both models, it follows that
Thus our solution provides an upper and lower bound for the optimal solution in the full interference model. Define the gap between the upper bound and the lower bound as
First a bound on the gap Δ that relates to a given instance of the network is given. Afterwards the asymptotic behavior of Δ is analyzed.
For any i ∈ {1, ..., n} and ω i ≤ 1 define log(ω i )
Any route R * of cardinality n + 1 with an optimal power allocation R * found by our procedure, described in Section III, can be expressed as
., n}, (17) since all links achieve an equal rate. It follows that for an instance of a network the optimal route and power allocation in the simplified model can be bounded above as
Define k ∈ {1, ..., n} such thatρ(R * , P * ) = r k ; that is r k is the minimum rate achieved by the optimal solution in the simplified model evaluated in the full interference model. In the full interference model it would be calculated as
. (19) A lower bound for the solution from our algorithm in the full interference model iŝ
The upper bound (18) and lower bound (20) serve to bound the difference in optimal throughput between both models, Δ defined in (16), as
where k is defined as in (20) . Note that Δ can be calculated exactly when a network topology is given; (21) shows that Δ grows at most as the logarithm of the ratio between the interference from the complement set of interferers at k and the interference considered by our model. For any route of n + 1 nodes the simplified interference model ignores at most n − 1 nodes that the full interference model does not. Considering that each one of the ignored interfering nodes has maximum transmission power P Max , then the upper bound of Δ can be extended to
The upper bound on Δ asymptotically grows as
Recall that n is the number of transmitting nodes in a route and N is the total number of nodes in the network. Therefore n is not only bounded above by N , but the value of n depends on the topology of all N nodes. While (23) looks like a loose gap, we look at P Max and n individually to show that the behavior is, at worst, bounded by a constant.
A. Performance Bound with Growing Maximum Transmit Power
For a sufficiently large P Max we show that Δ = 0. This result follows from interference growing with throughput until eventually the SINR tends to a constant. The only route that suffers no interference is a direct transmission; therefore eventually interference at any route is such that the direct transmission achieves a higher throughput.
Lemma 5 shows that the cardinality of R * defined as n is inversely related to P Max , a result that arises from both self-interference and one hop interference. The inverse relation between n and P Max is used to show that Δ tends to 0 for a sufficiently large P Max .
Lemma 5: Consider any fixed network with N nodes and an increasing P Max . There exists some P 0 such that for every P Max > P 0 the optimal route R * has cardinality 2, meaning that a direct transmission.
Proof: See Section VIII.B. Lemma 5 only proves the existence of P 0 , the threshold transmit power, since the value of P 0 depends on residual selfinterference coefficients and channel gains of all N nodes. The result from Lemma 5 can be used to infer that routing through several nodes may be optimal when P Max is relatively low or moderate and a direct transmission is optimal when P Max is sufficiently large. Theorem 3 uses Lemma 5 to show that at large P Max the value of Δ becomes zero.
Theorem 3: Consider a network with a fixed number of nodes N and increasing P Max . The value of Δ becomes zero for a sufficiently large value of P Max .
Proof: From Lemma 5 it follows that a direct transmission is the optimal R * for large P Max . Therefore, at large P Max the number of transmitters is n = 1 for which the complement set of interferers is empty. For a direct transmission the complement set of interferers is empty; therefore ρ(R * , P * ) =ρ(R * , P * ) and Δ = 0. From Theorem 3 it follows that as P Max grows, then the optimal solution in our model tends to the optimal solution in the full interference model. The result from Theorem 3 does not contradict the upper bound described in (21) , since even though the transmit power may increase, the number of interferers decreases. More so, Theorem 3 shows that Δ tends to zero as P Max grows; therefore so should the order of (23).
B. Performance Bound with Growing Number of Nodes in Network
Next consider the case of a fixed P Max and growing N . When looking at n we limit the network to a specific topology to enable analysis. We show that for a certain topology the value of Δ is bounded above by a constant. The constant is related to all the channel gains in the network, but the result follows from channel gains turning into amplification channels. When channel gains become amplification channels, the one hop interference is the dominant interference and impedes the growth of the throughput. If channel gains are strictly forced to be less than or equal to 1, thus stopping channels from becoming amplification channels, the constant that bounds Δ from above would be expected to be larger, but still a constant.
To analyze the case of growing N we consider the network to be a linear network, as in [13] , [21] - [23] . We emphasize that only the results in this subsection are limited to the linear network. A discussion of generalizing the results to an arbitrary network is at the end of the subsection. The use of linear networks offers a direct relation between N and channel gains as well as limiting node placement to one dimension. Thus, a linear network offers structure into the topology to enable analysis of the asymptotic behavior.
In a linear network all nodes are in the direct line joining the source and the destination with equal channel gains between each two consecutive nodes. Assume that as N grows, the nodes S and D remain fixed and all other nodes are rearranged between them to maintain channel gain equality. Assume all nodes operate with the same residual self-interference coefficient γ.
For a linear network define the channel gain as
Since for a given N all distances are equal and therefore all channel gains are equal we simplify the notation of channel gains as h for a linear network of size N .
Assume that n = N − 1, meaning that all nodes in the linear network are selected into R. For any i, j ∈ {1, ..., n} with i < j the order of R is such that there are fewer nodes in between S and i than the nodes in between S and j. An example of a linear network is shown in Fig. 1 .
Lemma 6 uses the recursive procedure used to construct P * to show that the optimal power allocation for a linear network is such that a node in the route will operate at a lower transmission power than any node previous to it in the route. Lemma 7 builds on both Lemma 2 and Lemma 6 to upper bound the throughput in a linear network that grows with N . Recall that for a linear network n = N − 1, but we use n to relate to the transmitting nodes in a route and N to relate to the total nodes in the network.
Lemma 6: Consider a linear network of size N and the optimal power allocation P * . For all i, j ∈ {1, ..., n} if i < j then P i > P j .
Proof: Recall that for an optimal power allocation r i = r j ∀ i, j ∈ {1, ..., n}; therefore if i = n − 1 and j = n
Recall that in a linear network all channel gains between consecutive nodes are equal. Since P n γ is positive for imperfect self-interference cancellation, then P n−1 > P n to maintain equality among achievable rates. For any i < n − 1 it follows that I i > I i+1 . Therefore, generalizing for any i < j ∈ {1, ..., n}
since I k ∀ k ∈ 1, ..., n is positive and I i+1 > I j+1 . Therefore to maintain rate equality, a property of P * , it follows that
Combining the results from Lemma 2 and Lemma 6 it follows that for a linear network the optimal power allocation is such that P 1 = P Max . The result in Lemma 6 comes from both the self-interference and the one hop interference considered in the model.
In Lemma 7, a linear network with growing N and fixed P Max is considered and the behavior of ω * is explored. The exact value of ω * depends on the value of N , the behavior of h with N , γ, and P Max . Lemma 7 shows that there exists a function of N that bounds ω * from above. Lemma 7 also shows that at sufficiently large N , the function that bounds ω * from above tends to a constant. Lemma 7: Consider a linear network with fixed P Max and a growing number of nodes N . If the growth with N of the channel gain between consecutive nodes is slower than an exponential growth, then the optimal throughput is bounded above by a function that decreases to a constant.
Proof: For any i ∈ {1, ..., n} and ω * , the optimal SINR, (13) is used in our model to find the optimal transmission power P i . We evaluate several terms to show a term that grows with n due to recursivity. When i = n then P n = ω * /h. For i = n − 1
the same ω * /h term is present as in P n . When i = n − 2 then
In (27) the term ω * 2 /h comes from the one hop interference originated at n. For i = n − 3 due to one hop interference originating at n − 1, the same ω * 2 /h term is present. For i = n − 4, a term ω * 3 /h is present, again due to one hop interference now originating at n − 2. From the previous example a recursive trend is visible.
The recursive term of interest is now generalized for any other element in the route. For any j ∈ {2, ..., n} that is even, then the optimal power allocation P n−j includes a term ω * (j/2) /h. For any k ∈ {1, ..., n} that is odd, then the optimal power allocation P n−k includes a term ω * ((k+1)/2) /h. Without loss of generality assume n is even. Therefore P 1 includes a term ω * (n/2) /h. Recall that according to Lemma 2 and Lemma 6, we have P 1 = P Max . Since all the terms in P 1 are positive it follows that
which can also be written as
Recall that P Max is fixed; therefore since h grows with N there exists some value of N such that P Max h > 1. When P Max h > 1, then the left hand side of (29) decreases to one unless h grows faster than exponentially with N . Therefore ω * at sufficiently large N is bounded above by one. Since ω * is bounded above, it follows that as N grows, the throughput is also bounded above by a constant. From Lemma 7 it follows that for P Max > 1 the upper bound on the throughput begins to decrease after channel gains are such that they amplify (i.e. h > 1), rather than attenuate (i.e. h < 1) the one hop interference. As N grows and channel gains correspond to amplification channel gains, then the upper bound on the throughput decreases to a constant. In Theorem 4 the result of Lemma 7 is used directly to prove another asymptotic behavior of Δ.
Theorem 4: Consider a linear network with a fixed maximum transmission power P Max . As N grows, then Δ tends at most to a constant.
Proof: From Lemma 7 it follows that at sufficiently large N the throughput at most can increase towards the same constant to which the left hand side in (29) decreases. Therefore the value of ρ(R * , P * ) can at most tend towards that constant. Since the complement set of interferers increases with N and the throughput in our model tends to a constant it follows thatρ(R * , P * ) tend asymptotically to zero. Therefore Δ grows asymptotically towards the same constant as the left hand side in (29).
Recall from Lemma 7 that ω * at sufficiently large N is bounded above by one. Therefore, from Theorem 4, it follows that Δ at sufficiently large N is also bounded above by one. Thus in our model for sufficiently large N the throughput is bounded from above by a constant.
Regardless of placement, within a fixed area, as the number of nodes in a network N grows the minimum distance between a node a and any other node, label it node b, decreases. The decrease in minimum distance will increase the channel gain both for transmission from a to b but will also increase the interference channel from b to a. Nodes that are sufficiently close together can achieve a one hop interference much greater than the self-interference. When one hop interference dominates the achievable rate tends to a constant. Therefore, regardless of node placement it is intuitive to assume that the maximum throughput in a network with an increasing number of nodes N will be bounded above by a constant.
While Theorem 3 and Theorem 4 give insight into the validity of our model for asymptotically growing network characteristics, N and P Max , the performance analysis of our model in moderate scenarios is left to simulations in the following section.
VI. SIMULATION RESULTS
Through simulations we evaluate the performance of the optimal route and power allocation found by our algorithm in a wireless network with imperfect full-duplex nodes as described in Section II. Simulations are for a path-loss dominated network such that channel gains are defined as h i,j = d The value of γ = 0.01 corresponds to a 20dB gap between received signal and residual self-interference, as reported in [1] , while γ = 0.03 corresponds to approximately a 15dB gap and γ = 0.20 to approximately a 7dB gap. For all simulations unit noise power is used; therefore P Max = 0dB is equivalent to a signal-to-noise-ratio at the transmitter of 1. Results for optimal route and power allocation half-duplex and for direct transmission are also shown for comparison. Half-duplex is when a node is not able to simultaneously transmit and receive over the same frequency. For the half-duplex scenario nodes two hops away from each other can transmit simultaneously. For example refer to the topology in Fig. 1 , node S and node z can simultaneously transmit but z will interfere with the transmission from S at node y.
In Figs. 2-6 the number of nodes in the network is N = 20, and the network area is a square of 20 meters side length. Nodes S and D have fixed positions at 10 meters apart from each other, and the rest of the nodes are randomly placed for each network realization. Using our model, the average throughput for the optimal route and power allocation as a function of P Max with α = 3 is shown on a logarithmic scale in Fig. 2 . In our model as long as interference cancellation is imperfect, half-duplex outperforms full-duplex for a sufficiently high P max , such as the case of γ = 0.03 being outperformed past P Max > 15 dB. As P Max grows so do the residual self-interference and the one hop interference because, as Lemma 2 states, there is at least one node is transmitting at P Max .
To see the effects of increased interference on route selection in our model, refer to Fig. 3 where the average number of nodes in the optimal route as a function of P Max are shown. For high P Max the average number of nodes in the optimal route for γ = 0.03 tends to 2. This route selection is expected at higher P Max for other values of γ. Therefore, from Fig. 2 and Fig. 3 , it is clear that when large amounts of interference are present the optimal route reduces to direct transmission.
Recall that our model simplifies interference to be only selfinterference and one-hop interference. To examine the degree to which this simplification affects performance, we relax this assumption. After solving for the optimum routes and power allocations for the simplified model, we compute the resulting throughput in the full interference model, which is a more complete model. The full interference model assumes that each node interferes with every other node according to the path-loss model described above. The computed throughput is plotted in Fig. 4 . For γ = 0.01 throughput falls sharply for P Max ≥ 20 dB, since the routes selected tend to be longer and in which many small interference components combine, resulting in a large decrease in throughputs. For higher γ, however, the difference between Fig. 2 and Fig. 4 is smaller, since the optimal routes alleviate interference more conservatively by choosing shorter routes. On average the solutions in Fig. 2 decrease for γ = 0.01 by 19%, for γ = 0.03 by 18% and for γ = 0.20 by 11% when in the more complete model. Fig. 5 shows the average throughput on a logarithmic scale for the optimal route and power allocation as a function of P Max with α = 4. The result of evaluating our solution in a more complete model is not shown since the plots are very similar. The solutions in Fig. 5 when computed in the full interference model decrease on average, across the entire range shown, for γ = 0.01 by 9%, for γ = 0.03 by 9%, and for γ = 0.20 by 7%. Therefore, it can be inferred that our model offers a performance closer to the optimal solution in the full interference model when larger values of the pathloss coefficient are considered. The difference in throughput between our model and the full interference model increases for lower values of the path-loss coefficient, which represent ideal and unrealistic channels.
In Fig. 6 the average throughput is shown only for fullduplex operating with γ = 0.01 with N = 20 and varying P Max and varying α for both interference models. At P Max = 30 the gap between the throughput in the simple interference model and the full interference model is larger for α = 3 than it is for α = 4. Thus, the simplified model is valid for large values of α.
We also evaluate achieved throughput while varying N and fixing P Max = 15 dB. For these simulations S and D are set 18 meters apart, such that longer routes become more common. Results obtained in our model are shown in Fig. 7 , and the throughput recalculated for a more complete model is shown in Fig. 8 . In Fig. 7 half-duplex is outperformed, since P Max is not sufficiently high, and the throughput grows with N . The throughput discrepancy between our simplified model and the more complete model increases with N . In Fig. 8 at higher values of N half-duplex outperforms full-duplex with γ = 0.20 because the optimum route tends to be longer; hence there is a greater amount of neglected interference, resulting in a greater impact to throughput. As shown in Fig. 7 and Fig. 8 , however, the discrepancy is small for moderate N . Our approach therefore represents a tradeoff, reducing the complexity of finding a solution considerably while providing slightly sub-optimal performance in the more complete model.
VII. CONCLUSION
We have presented an algorithm to find the joint optimal route and power allocation in our model for a full-duplex network. The proposed power allocation solution is equivalent to finding polynomial roots and the routing solution is a modification to Dijkstra's algorithm. Due to one hop interference the objective function of the algorithm is non decomposable. Therefore the proposed algorithm requires more information to be shared during execution when compared to Dijkstra's algorithm.
The proposed model focuses on self-interference and one hop interference. The presented results show that the simplified model encompasses the main aspects of a more complex model an asymptotically behaves the same. Therefore implementing the proposed power allocation strategy requires a route to learn only the channel gains between consecutive nodes. Learning the necesarry channels and distibuting the required information can be done in a back and forth message passing through the entire route, similar to the RTS/CTS message passing in IEEE 802.11 protocol. Reducing the considerations of the theoretical model translates directly in reducing the required network information for an implementation of the proposed algorithm.
Full-duplex links are attractive alternatives to half-duplex links, but special attention must be paid when considering a network of full-duplex links. A route in a full-duplex network may not be able to increase its throughput by including more nodes; alternatively, increasing the available transmit power at each node may decrease throughput due to self-interference. More efficient interference cancellation techniques would increase the performance of a full-duplex network but available network resources, such as relaying nodes and per node maximum transmission power, will still dictate the optimal operation. Full-duplex allows all nodes in a single route to simultaneously operate on a single frequency. Future work should consider allocation of multiple sources of information, possibly by orthogonalizing frequency resources on a per route basis.
VIII. APPENDIX: PROOFS

A. Proof of Lemma 3
Lemma 3: Consider any path π i and an extension π i,u = π u , obviously with u ∈ π i . The throughput of π i and the throughput of π i,u are such that f (π i ) ≥ f (π i,u ).
Proof: To arrive at a contradiction assume that f (π i ) < f (π i,u ). Define n as the cardinality of π i , therefore π i,u has cardinality of n + 1. Define P : {P j : j ∈ {1, ..., n}} as the throughput optimal power allocation for π i and P : {P k : k ∈ {1, ..., n + 1}} as the throughput optimal power allocation for π i,u .
Recall from Lemma 1 that all rates in a path with optimal power allocation are equal. Therefore if f (π i ) < f(π i,u ) is true, then the achievable rate at the last node of both paths follows the inequality log(1 + P n h n,n+1 ) < log(1 + P n+1 h n+1,n+2 ).
If f (π i ) < f(π i,u ) is true, then from Lemma 1 it should also be true that log(1 + P n h n,n+1 ) < log 1 + P n h n,n+1 1 + P n+1 γ n+1 .
From (30) it can be inferred that P n+1 > 0 therefore P n > P n must be true for (31) to be true. Again, from Lemma 1 if f (π i ) < f(π i,u ) is true then the achievable rate from node n − 1 to node n for both paths must satisfy log 1 + P n−1 h n−1,n 1 + I n < log 1 + P n−1 h n−1,n 1 + I n ,
where I n = P n γ n and I n = P n γ n +P n+1 h n,n+1 . Since P n > P n it follows that I n < I n , that is the interference in the extended path is higher than the interference in the original path. Therefore, P n−1 < P n−1 must be true for the assumption f (π i ) < f(π i,u ) to be true as well. Due to the initial condition of self-interference at node n for π i,u the interference at node j ∈ {1, ..., n} under power allocation P is greater than the interference at node j under power allocation P. Lemma 2 guarantees that there is at least one node operating at P Max , define l ∈ {1, ..., n} as the element for which P l = P Max . Therefore if f (π i ) < f(π i,u ) is true then so is the inequality log 1 + P l h l,l+1 1 + I l+1 < log 1 + P l h l,l+1
where I l+1 and I l+1 correspond to the interference at node l + 1 under the power allocation P and P respectively. Since I l+1 < I l+1 then P l < P l must be true to maintain the assumption f (π i ) < f(π i,u ). Since P Max = P l , then P Max < P l which violates the model, and thus a contradiction. Therefore f (π i ) ≥ f (π i,u ), that is any extension done to path π i does not increase the throughput.
B. Proof of Lemma 5
Lemma 5: Consider any fixed network with N nodes and an increasing P Max . There exists some P 0 such that for every P Max > P 0 the optimal route R * has cardinality 2 meaning a direct transmission.
Proof: Consider an arbitrary R that is not a direct transmission and has cardinality n + 1 and has an optimal power allocation. From Lemma 2 there exists a j ∈ {1, ..., n } such that P j = P Max for which the achievable rate will be r j = log 1 + P Max h j,j+1
The maximum achievable rate for a direct transmission, and therefore the maximum throughput, is
where the channel gain between source and destination, h S,D , is fixed since N is fixed. Therefore, the direct transmission rate grows with P Max . Now consider the possible values of j, the node operating at P Max , as P Max grows. If j = 1 then there exists an element j −1 that, from Lemma 1, can increase its transmission power without lowering throughput. Assume that j − 1 can increase its transmission without decreasing the throughput of the route. Any increase to the transmission power of j − 1 that does not lower throughput is upper pounded by P j−1 = P Max . Consider P j−1 = P Max , then the equation
tends to a constant as P Max grows. Therefore any value of P j−1 < P Max that does not lower throughput must also tend at most to the same constant. Consider the case when from construction of P * for j = 1 the allocated power is such that P j = P Max . Recall that all rates will be equal, therefore r j = log 1 + P Max h j,j+1 1 + I j+1 = log(1 + P n h n ,n +1 ). (37)
Note that if P n = P Max then the previous argument that leads to (36) holds. For P n < P Max it then follows that for sufficiently large P Max log(1 + P Max h S,D ) > log(1 + P n h n ,n +1 ),
and therefore a direct transmission outperforms the route of length n in which for j = 1 has P j = P Max . Since (35) grows unbounded and any alternative route tends to at most a constant it follows that P 0 exists. Therefore, at sufficiently large P Max a direct transmission achieves a throughput higher than any other alternative route and thus R * = {S, D}.
