INTRODUCTION
Multimedia systems and ubiquitous communication is being increasingly projected as the all pervasive computing environment of the next millennium. In B-ISDN and computer networks, a major pm of the traflic will be produced by multimedia sources iike teleconferencing terminals, video-on-demand servers and pre-recorded multimedia streams. Predominantly, the live and pre-recorded video sources are MF' EG streams. MPEG-4 is fast emerging as the defucto standard for live video encoding [Z] .
Characterizing live video sequences is a hot topic of current day research in source modeling because of no a priori knowledge of activities in live video sequences.
To ensure this QoS, current day and future local area and wide area networks supporting real time video sequences will benefit by employing Asynchronous Trans- 
PRELIMINARIES
For the sake of completeness in this section we briefly describe MPEG encoding and provide definitions for the most commonly used terns.
MPEG Video Encoding
MPEG coding is widely used for encoding video Sequences. The input sequence to an MPEG encoder consists of a series of frames, each containing two dimensional array of picture elements called pels. 
ENTROPY MODEL FOR VIDEO SOURCES
In the previous section we have set the motivation for exploiting enuopy as a measure to predict the b i t s m e for video uaffic. In this section we give a more formal definition of the same.
Entropy is a measure of the information present in a data sueam, and for a zero memory source is defined as:
where P(&) is the probability of the occurrence of code word Si. . With this we can now extend the definition of entropy to that of a MPEG sueam.
Definition 2
The entropy E(n) of the nth frame of a 
H ( S ) < L _ < H ( S ) + l (7)
and L is the average length given by equation 6.
As the average length L is bounded above, without loss of generaliw we let L assume the value H ( S ) + 1 for the rest of the paper and hence enuopy provides an estimate for bits/frame to a high degree of accuracy. The bits/frame for each frame in the MPEG sequence can now be established as follows. 3 . The following observations can be drawn from the figure.
The bits/frame does not change drastically across frames, indicating that there is a strong COrrelahOn in birrates across adjacent frames.
A sudden change in the b i t s h e corresponds to a change in the scene.
To decide the order of the markov chain, we partition the maximum b i t s h e for the traces into eight and sirteen equidistant states, and plot the percentage occupancy for each of the states depicted in figure 4. A preliminary observation of the b i t s h e from the above graph led us to believe that quantizing the bits/frame in eight levels would be sufficient to track the variations in the b i t s m e to a fair degree of accuracy, and hence a eight state markov model was derived. The transition probabilities for eight state markov model given in table 2 were computed using equations 10 and 11. The rows and columns in table 2 represent the c m n t state and the next state of markov chain respectively. The associated bits/frame and the corresponding bit rate is calculated using equation 8 and eqUahOn .I respectively for every state of the markov chain and is tabulated in table 1. The markov chain always follows the most probable path. Corresponding to the eight state markov model the bandwidth allocation for starwars trace is given in figure 5 . The allocation of bandwidth according to a eight state markov model has an average bandwidth utilization of 66 
Sixteen State Markov Model
From the observations in previous section, we conclude that it is advantageous to use a 16 state markov model. The transition probability manix and the corresponding bimes is given in table 4 and table 5 respectively. The rows and columns of the manix represent the next state and the current state of the markov chain. This BitsErame and the biuate is calculated using equation 8 and equation .1 respectively. This transition probability maaiv is obtained from equation 10 and by setting N = 16 in equations 11.
In addition to the five MPEG files used to develop the enmpy based Markov Model, this model is used on traces of five MPEG files, viz Starwars, Soccer, Lambs. Term and Bean. The actual bandwidth requirement and the alloted or the predicted bandwidth per frame for the movie s m a r s is shown in figure 6 . The over utilization is 13.6% and the under utilization is 6.3%. A CLP of 6.27 x lo-' is obtained. The average utilization of bandwidth in case of a 16 state markov model is around 81% , indicating that this model is able to track the changes in the bandwidth sufficiently well. For the I frames, the bandwidth is over allocated so that cell loss does not occur because of lack of resources. Over allocation of bandwidth is essential as losses in the I h e may lead to unacceptable picture quality. Apm from this, the CLP is monitored for every m e . If me CLP vaue exceeds a threshold value for three consecutive frames, then a corrective measure is taken in the form of re-entering the markov chain at the exact state corresponding to the bits/frame for the frame in error. Thii step is essential, as not raking a corrective measure would lead to accumum o n s of emrs resulting in large cell loss. As observed from figure 6, the bandwidth requirement in the 82961rh frame of the Stanvars movie is around 13lMbps. This is the only place where the bandwidth requirement is high. The maximum mowed birqframe in this particular model is wound 80Mbps. Thus a large cell loss occurs during thi s frame. Due to lack of space, the bandwidth allocation plots for the other four uaces are not shown here. However, these plots also show an average utilization of 81% and a CLP of 6.18 x Switching in a network is equivalent to multiplexing of multiple video streams, and performance evaluation after multiplexing will give a r d i t i c estimate of the effectiveness of source model. It is assumed that the destinations addresses requested by the video s m s are uniformly distributed. The network performance under such multiplexing is given by the multiplexing gain, and is described in the next subsection.
Multiplexing Gain
Multiplexing gain is indicative of the network utilization, and depends on the source model being used. Each of the five test traces mentioned in section are multiplexed according to the following policies.
Round Robin (RR) : In this scheme, samples from each of the five traces are multiplexed in a round robin fashion. Random Multiplexing (RM) : In this scheme, one of the five mces is randomly picked in a uniform manner, and a 6ame from that particular trace is selected.
The multiplexing gain as determined at the output of the 6rst stage of the network is given in table 6. From table 6 we find that the scheduiing policies considerably influences the multiplexing gain and hence the usage of the available bandwidth. This necessitates to find out a proper scheduling policy so as to optimize the bandwidth utilization. In the next section we formally define the different scheduling policies used and the multiplexing gain obtained for the various scheduling policies
SCHEDULING POLICIES
A proper scheduling policy helps to improve the overall network utilization. In t h i s section we formally define the various scheduling policies.
Markov Scheduling Policy
Consider the switch with N input ports. In this paper it is assumed that the tz&c at the input of each of the ports is video naffic, and hence the markov model can be applied to each active session. We propose two scheduling policies referred to as the Guaranteed Delay Schedule (GDS) and the Guaranreed Bandwidrh Schedule (GBS). Every active session follows a particular transition graph in the markov chain. Thus at any given instance of time, every active session is in a particular state of the markov chain. Denote p$ to be the nansition probability from state i to j for the Kth active session.
Guaranteed Delay Schedule
GDS is a weighted round robin schedule. In this round robin schedule, the sessions at the input port 1 is serviced 6rst and the sessions from 2,3, ... N are serviced in order.
Let dK be the maximum delay jiaer and DK the maximum delay associated with session K. Let each of the sessions be in a state i and let S, be the set of next possible state of the markov chain.
Tkn=max{TA-n} Qk
BLEW (13)
Let P be the pori number associated w i t h T, , given by equation 13. The GDS corresponds to a round robin starting from pori number P. The calculation for T , , and Tkn are done at every clock cycle, thus changing the starting point of the round robin schedule in every cycle. 
