This paper describes an application of SVM over the Bird Creek catchment and addresses some important issues in developing and applying SVM in flood forecasting. It has been found that, like artificial neural network models, SVM also suffers from over-fitting and under-fitting problems and the over-fitting is more damaging than under-fitting. This paper illustrates that an optimum selection among a large number of various input combinations and parameters is a real challenge for any modellers in using SVMs. A comparison with some benchmarking models has been made, i.e. Transfer Function, Trend and Naive models. It demonstrates that SVM is able to surpass all of them in the test data series, at the expense of a huge amount of time and effort. Unlike previous published results, this paper shows that linear and nonlinear kernel functions (i.e. RBF) can yield superior performances against each other under different circumstances in the same catchment.
INTRODUCTION
The foundation of Support Vector Machines (SVM) was given by Vapnik, a Russian mathematician in the early 1960s (Vapnik 1995) , based on the Structural Risk Minimisation principle from statistical learning theory and gained popularity due to its many attractive features and promising empirical performance. SVM has been proved to be effective in classification by many researchers in many different fields such as electric and electrical engineering, civil engineering, mechanical engineering, medical, financial and others (Vapnik 1998) . Recently, it has been extended to the domain of regression problems (Kecman 2001) . In the river flow modelling field, Liong & Sivapragasam (2002) compared SVM with Artificial Neural Networks (ANN) and concluded that SVM's inherent properties give it an edge in overcoming some of the major problems in the application of ANN . Nonlinear modelling of river flows of the Bird Creek catchment in the USA with SVM was reported to have its limitations (Han & Yang 2001; Han et al. 2002) . Dibike et al. (2001) presented some results showing that Radial Basis Function (RBF) is the best kernel function to be used in SVM models. However, Bray (2002) found linear kernel outperformed other popular kernel functions (radial basis, polynomial, sigmoid). Bray & Han (2004) 
FUNDAMENTALS OF SUPPORT VECTOR MACHINE
Details of SVM theory have been documented by many authors (Vapnik 1998; Kecman 2001 ) and only a brief introduction is given here. Unlike former learning machines, the hypothesis space of SVM is limited to linear functions, in a high-dimensional feature space. These hypotheses are trained by a learning algorithm, which is based on optimisation theory. These algorithms implement a learning bias derived from statistical learning theory. By fine tuning the learning machine in this way the aim of optimising the machines' ability to generalise is achieved.
The problem of linear regression is finding a linear function (Vapnik 1998) . It is the most common approach although it is not the only one. The task is now to minimise
i . An alternative form of SVM is called n-SV regression (Smola & Schö lkopf 1998) . This model uses n to control the number of support vectors. Given a set of data points, {(x 1 ,z 1 ),…(x l ,z l )}, such that x i [ R n is an input vector and z i [ R l the corresponding target, the form is
with j the upper training bound and j * i the lower training bound.
The role of the kernel function simplifies the learning process by changing the representation of the data in the input space to a linear representation in a higher-dimensional space called a feature space. A suitable choice of kernel allows the data to become separable in the feature space despite being non-separable in the original input space. This allows us to obtain nonlinear algorithms from algorithms previously restricted to handling linearly separable datasets.
The kernel is defined to be a function K(x,z), which computes the inner product kf(x)zf(z)l directly from the input points. further in this study since they generated most of the conflicting results (see Table 1 ).
THE CATCHMENT
The data used in this study were collected in a region called During the calibration period the discharge at the basin model training is the decision about the complexity of the model's structure. If a SVM is not sufficiently complex to cope with the modelled process, it would fail to fully detect supportive points in the training data. This would be leading to the under-fitting case. In contrast, if a model is too complex that it can remember any single data point in training even the noise, it is considered as over-fitting. The danger of over-fitting is that the SVM can't predict anything beyond the points appeared in the training data set. In Figure 4 , it demonstrates the relationship between prediction error and the complexity of a model. Therefore, choosing a suitable model structure is critical. Figure 5 illustrates the procedures adopted in this study.
In the first step, training and testing data are to be considered that rainfall is nonlinear to stream discharge, but storm runoff may be more linearly related to an effective rainfall (Beven 2000) . Due to the difficulties in estimating effective rainfall in real time, it is quite common to use total rainfall as input to TF models, as is the case in this study.
A transfer function (TF) model has been built using the same training and testing data as SVM so that the output is comparable. The theory of the model is expressed as With the input of four rainfalls and three flows, the target is the runoff of 1 -6 step lead times. From the RMSE values of each model in Table 2 , the TF model produces the best output so the SVM is compared with the TF model in the subsequent comparisons.
The application of SVM in flood forecasting
Normalisation or scaling is crucial in flood forecasting prediction since SVM predict floods by considering the weight (distance) between the input data and the support vectors. The input data is scaled down to 2 1 and 1 for the entire models built throughout the study.
The single time step models were trained by using both Figure 11 ) and this demonstrates that SVM also suffers the same problems as artificial neural network models.
DISCUSSION
There are two important features in SVM theory: the VC dimension and structural risk minimisation which were developed by Vladimir Vapnik and Alexey Chervonenkis during 1960 -1990 (Vapnik 1995 . Basically, the VC dimension represents the power of a mathematical model and structural risk minimisation is used to choose the best among the candidate models. For a given model and let h be its VC dimension, Vapnik showed that with probability 1-h, the upper bound for the structural risk is structural risk ¼ training error is an interesting hypothesis but we are unable to prove it since this study has not been carried out to find the tendency of over/under-fitting between the linear kernels and RBF kernels and we suggest that this should be attempted in the future. It should be pointed out that, although the VC dimension has provided a useful theoretical guidance to model selections, in practice, the structural risk minimisation with the VC dimension is too conservative and other methods are more widely used (Moore 2001) .
Usually the method of cross-validation on the training data and test data is more popular. However, such a method is very computing intensive and has its own pitfalls (e.g. crossvalidation could still fail under certain circumstances and there is uncertainty about the optimum number of folds to be used for each specific problem). In this study, fivefold cross-validation with the training data is used as a guide and the test data are used to finally select the model settings.
This is quite tedious and in the future it may be useful to investigate the adoption of AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion) in hydrological SVM selections which would be much more efficient and practical than the method adopted with crossvalidation.
It has been found that the linear kernel SVM outperforms the nonlinear RBF kernel SVM for one lead time step prediction. This could be due to the near linear effect of the 
