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Abstract
Weconsider a sonic black-hole scenariowhere an atom condensate flows through a subsonic–
supersonic interface.We discuss several criteria that reveal the existence of non-classical correlations
resulting from the quantum character of the spontaneousHawking radiation (HR).We unify previous
general work as applied toHR analogs.We investigate themeasurability of the various indicators and
conclude that, within a class of detection schemes, only the violation of quadratic Cauchy–Schwarz
inequalities can be discerned.We shownumerical results that further support the viability of
measuring deep quantum correlations in concrete scenarios.
1. Introduction
The detection of spontaneousHawking radiation (HR) remains amajor challenge inmodern physics. Originally
predicted for cosmological black-holes (BH) [1], it was soon noticed [2, 3] that the emission ofHR is a kinematic
effect that can be observed in an ordinary laboratory. For a quantumfluid traversing a subsonic–supersonic
interface (which amounts to a sonic event horizon), the spontaneous correlated emission of phonons into the
subsonic and the supersonic regions has been predicted [4–11]. Sonic event horizons have been realized by
accelerating a Bose–Einstein condensate [12]. In a similar setup, the self-amplifying stimulatedHR resulting
from the BH laser effect [10] has been observed [13]. However, the emission of spontaneousHR still remains
unobserved.
In the context of quasi-stationary flow scenarios, it has been proposed that a large leaking condensate can
provide a suitable subsonic–supersonic interface, whereHRproduction could be conveniently observed
[14, 15]. Realistic protocols to produce such quasi-stationary flow regimes have been investigated recently [16].
It has also been noticed [17] that the violation of classical Cauchy–Schwarz (CS) inequalities [18, 19] by
outgoing quasiparticles can provide unambiguous evidence of deep quantumbehavior and ultimately of the
existence of a spontaneous contribution toHR. The distinction between spontaneous and thermal (stimulated)
contributions is a fundamental requirement in the search for spontaneousHR. Proposals based on density–
density correlations in real space do notmeet that requirement [7, 20]. Themeremeasurement of phonon [21]
or atom [14] intensity spectrawould not permit that distinction either.
An alternative scheme to identify deep quantumbehavior relies on the detection of entanglement between
the various outgoing radiation channels from a sonic horizon [22, 23]. A recent work has addressed the
possibility of detecting entanglement through density–density correlations in Fourier space [24].
Approaches based on entanglement detection have been also proposed in analogous contexts such as
inflationary cosmology [25], astrophysical BH [26], general relativistic quantumfields [27], or other BH
analogs [28, 29].
Our present work aims at clearly establishing the theoretical relation betweenCS violation and entanglement
in the outgoing quasiparticlemodes of analogHR, unifying the existent work of [17, 22, 23].We also study their
potentialmeasurability in specific detection schemes [24]. Importantly, by introducing envelope-modulated
Fourier transformswe explicitly take into account the role played by the spatial location of the asymptotic
regions. This allows us to show that the violation of only quadratic CS inequalities can bemeasured. In
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particular, we prove that the complete implementation of the generalized Peres–Horodecki (GPH) criterion
[22, 23] or the quartic CS violation [17] requires the knowledge of parameters that are impossible or very difficult
tomeasure, at least within the class of detection schemes here considered. However, we also show that this does
not represent an important limitation in practice, since, under rather broad conditions, all the previous criteria
become equivalent.
Although the present work ismotivated by the quest for the observation of spontaneousHR, the results here
obtained are also of relevance in neighboring fields such as quantumoptics [30, 31] and quantum information
physics [32, 33], as well as in the broader topic of bosonic condensates [34, 35]. Atomflow through a sonic black
holemay also be viewed as one of the paradigms of atomquantum transport through a barrier [36]. In general, a
subsonic/supersonic interface can behave as a basic element that provides novel functionalities in atom circuits
within the emerging field of atomtronics [37, 38]. For instance, the BH configuration of [16] can be used to
produce a quasi-stationary supersonic atom current withwell-defined velocity. Another recent numerical work
[39] has shown that a BH laser configuration is able to reach a regime of continuous emission of solitons,
providing a hydrodynamic analog of an optical laser.
This paper is arranged as follows. In section 2, we present the physicalmodel that we use in this work.
Section 3 contains a detailed comparison among the existent works on the detection of the spontaneousHR and
unifies the criteria under certain conditions. In section 4, we discuss the possibility of experimentally verifying
the discussed criteria. Finally, in section 5, we present numerical results on the detection of theCS violation in
typicalHR setups.
2. Physicalmodel
We start by considering the stationaryflowof a one-dimensional BEC in a regime known as 1D-mean field
regime [36, 40]. The condensate is described by the stationaryGPwave function x n x e .x0 0 iY = q( ) ( ) ( ) Wecan
define the local sound speed and flow velocity as c x gn x m 1 2=( ) [ ( ) ] and v x x m,q= ¢( ) ( ) respectively,
with g the coupling constant andm themass of the atoms. In our convention, v x 0.>( ) A sonic BH
configuration is that involving two asymptotically homogeneous regions such that one is subsonic (the
upstream region, x  -¥), with v c ,u u< while the other one is supersonic (downstream region, x  ¥),
with v c .d d> Themagnitudes c v,u,d u,d represent the asymptotic homogeneous values of the sound and flow
velocities. Hereafter, we use units such that m c k 1.u B = = = = Throughout this work, we follow the
notation of [14, 15, 20].
Within the Bogoliubov–deGennes (BdG) approximation, thefield operator is decomposed as:
x x x n x xe e , 1x x0 i 0 i⎡⎣ ⎤⎦j jY = Y + = +q qˆ ( ) ( ) ˆ ( ) ( ) ˆ ( ) ( )( ) ( )
wherewe have removed themean-field condensate phase, e ,xiq ( ) from the definition of the field fluctuations
xjˆ ( ) for computational purposes. The expression of xjˆ ( ) in a BH configuration is given by:
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The components of the spinor z x u x v x,a a a, , , ºw w w( ) [ ( ) ( )] are solutions to the BdG equations at a given
frequencyω. Herewe have adopted the convention of workingwith positive frequencies at the expense of
introducing the negative-normalization channel d2. The index I is summed over the conventional, positive-
normalization channels (u and d1); see figure 1 for themode notation. In the asymptotically homogeneous
regions, themacroscopic wave function has the form
x n x r u de , , 3r v x0 i r rY = =q+( ) ( ) ( )
where rq is a constant phase. Thus, the scattering states z xi,w ( ) are combinations of planewaves (scattering
channels) in the asymptotic regions u and d, while ig wˆ ( ) is their corresponding a nnihilation operator, with the
index i taking values u d d, 1 , 2 in.- - - For instance, the scattering state d2 in- has the asymptotic form
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In this expression, s xa,w ( ) is the spinor (plane)wave function of the corresponding scattering channel a:
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and the corresponding wave vector, ka w( ) is given implicitly by the dispersion relation
v k c k k 4, 6a r a r a a
2 2 2 2 4wW = - = +( ) ( )
where 0aW > is the comoving frequency, defined positive, and the index r u d,= characterizes the asymptotic
region corresponding to the scattering channel a. The group velocity of the scattering channel a is
w kd da a 1w w wº -( ) [ ( ) ] and it is included in the definition of the scattering channels in order to properly
normalize them to a given quasiparticle flux. The dispersion relation is depicted infigure 1 for the subsonic and
supersonic asymptotic regions.
The expressions for the other scattering states are similar to equation (4). They all are characterized by an
incoming channel carrying unit flux and several scattering amplitudes (elements of the S-matrix) describing the
transition to the outgoingmodes, which are also assumed to carry unit flux. The ‘out’ (advanced) scattering
states are related to the ‘in’ (retarded) scattering states through the scatteringmatrix S for a given value of the
frequencyω:
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Here, as often in the rest of the paper, the frequency dependence is understood.
Wenote that equation (7) is a Bogoliubov-type relation linearly combining destruction and creation
operators. This is due to the negative normalization of the d2modes, seefigure 1. Thus, the vacuumof the ‘in’
modes can be regarded as a squeezed state in the representation of the ‘out’modes. This non-uniqueness of the
vacuum is at the root of theHawking effect itself. In order to detect the intrinsic quantumbehavior
corresponding to the squeezed character of the zero-pointHR,we focus on the correlations between the ‘out’
modes.
3. CS inequalities and entanglement
Several criteria have been proposed in order to distinguish the spontaneous from the stimulated (thermal)HRor
the coherent collectivemodes. First, it was argued in [17] that the violation of CS inequalities can be regarded as
an unequivocal signature of the presence of zero-point dynamics. Specifically, the following second-order
Figure 1.Bogoliubov dispersion relation on the subsonic (left, upstream) and supersonic (right, downstream) sides. The blue (red)
branches correspond to positive (negative)normalization.Here, d(u)denotes downstream(upstream). TheHawking frequency, ,maxw
is the frequency abovewhich noHR can be generated.
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correlation function between two givenmodes i j, was considered:
0, 8ij i j j ig g g gG º á ñ >ˆ ˆ ˆ ˆ ( )† †
where igˆ is the annihilation operator of themode i. The expectation value of an operator Oˆ is taken over the state
of the system, described by the densitymatrix ,rˆ O OTr .rá ñ =ˆ ( ˆ ˆ ) The relation
, 9ij ii jjG G G ( )
is a CS-type inequality which is always satisfied in a classical context. The violation of (9) is characterized by the
positiveness of the difference
0. 10ij ij ii jjQ º G - G G > ( )
Wewill refer to equation (10) as the quarticCS violation.We can also define the corresponding first-order
correlation functions,
g c, , 11ij i j ij i jg g g gº ºˆ ˆ ˆ ˆ ( )†
whose associated quadraticCS violations, in analogy to equation (10), are given by:
c g g 0. 12ij ij ii jj
2D º - >∣ ∣ ( )
The inequality g g gij ii jj
2 ∣ ∣ is always satisfied; see appendix A.
Another possible signature of the quantum character of the system is the presence of entanglement between
twomodes i j, . In this work, we follow the convention of defining entanglement as the non-separability of the
state of the system.We say that a two-mode state rˆ is separable when it can be decomposed as:
p , 13
n
n n
i
n
jår r r= Äˆ ˆ ˆ ( )( ) ( )
where n
irˆ( ) is a state of theHilbert subspace spanned by the imode. The use of theGPHcriterion [41, 42]was
proposed in [22, 23] to identify the entanglement between twomodeswithin the context of analogHR emission.
TheGPHcriterion asserts that the state is entangled if 0,ij < where ij is theGPH function defined in
equation (A.11). In the particular case of Gaussian states, the reverse implication is also true, i.e., the
GPHcriterion is also a necessary condition for entanglement [42].
Some general remarks about CS violations and entanglement are in order. The violation of a quadratic CS
inequality, equation (12), is a sufficient condition for the non-separability of the system [43]. In particular, we
show in appendix A that the quadratic CS violation is a sufficient condition for the fulfillment of the
GPHcriterion, which in turn is known to imply the presence of entanglement. It can also be shown that the
quartic CS violation is independent of the entanglement of the system (see appendix A), so separable states can
violate quartic CS inequalities and viceversa.
Nowwe focus on the specific case of analogHR in a BEC.We evaluate the correlation functions of
equations (8) and (11) for the ‘out’modes at givenω:
g
c
,
,
. 14
ij i j j i
ij i j
ij i j
out out out out
out out
out out
w g w g w g w g w
w g w g w
w g w g w
G =
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( ) ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( )
( ) ˆ ( ) ˆ ( )
( ) ˆ ( ) ˆ ( ) ( )
† †
†
Hereafter, i j u d d, , 1, 2.= The associated quartic and quadraticCS violations are characterized by the positivity
of ij wQ ( ) and ,ij wD ( ) respectively, as defined in equations (10), (12). In a similar fashion, we study the
GPH function ij w( ) for the i j, ‘out’modes at the same frequencyω. For simplicity, in this sectionwewill
obviate theDirac delta factors appearing in all equal-frequency correlation functions (see equation (15) for a
complete expression).
Onemaywonder towhat extent the previous criteria differ when applied to spontaneousHR.We devote the
rest of this section to prove that, when the state of the system rˆ is Gaussian and incoherent in the ‘in’modes, the
quartic and quadratic CS violations become equivalent to theGPHcriterion. Specifically, the requirement of
incoherent incomingmodes can be expressed as:
n
0,
0. 15
I j
I j i ij
in in
in in
g w g w
g w g w w d d w w
¢ =
¢ = - ¢ ¹
- -
- -
( )
( ) ( )
ˆ ( ) ˆ
ˆ ( ) ˆ ( ) ( )†
These correlation functions fully characterize the state provided it is Gaussian. It is shown in appendix B that, for
that class of states, we only need seven parameters for the computation of theCS violations and the
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GPH function. The case of Gaussian states is important because, within the BdG approximation, the dynamics is
Gaussian.
For convenience, we define the complex vector
S n
S n
S n 1
. 16i
iu u
id d
id d
1 1
2 2
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥a w
w w
w w
w w
º
+
( )
( ) ( )
( ) ( )
( ) ( )
( )
From the previous definitions, it is easy to show that the only non-zero quadratic correlations for ‘out’modes
are:
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c
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, 17
II I I
d d d
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2 2
a a
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a a
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¢ ¢·
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· ( )
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where the index I stands for a normal, positive-normalization (u or d1)mode. First, we study the correlation
between a normal and an anomalous (negative-normalization)mode. The case I= u corresponds to the proper
Hawking effect [14, 20] and the case I d1= corresponds to the bosonic equivalent of theAndreev
reflection [44].
Aswe areworkingwithGaussian states, we can applyWick’s theorem to compute the quartic correlations as
a function of the quadratic correlations
g
g
c g g
2 2 ,
2 2 1 ,
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1 . 18
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Therefore, the condition for the quartic CS violation 0Id2 wQ >( ) reduces to the simpler quadratic CS violation
0 19Id Id2 2w wQ = D >( ) ( ) ( )
which, using equations (17) and (18), can be rewritten as:
1 . 20d I I d2
2 2
2
2a a a a> -( )∣ · ∣ ∣ ( )†
The 1- within the second bracket results from the anomalous character of the d2mode and is responsible for
making the violation of theCS inequality possible. Thus, we have proven that the quartic and the quadratic
violations are equivalent for Id2, normal-anomalous correlations.
Nowwe turn our attention to theGPHcriterion. From equation (A.18)we compute theGPH function for
the pair ofmodes Id2:
g g c g g c1 1 . 21Id II d d Id II d d Id2 2 2 2
2
2 2 2
2⎡⎣ ⎤⎦ = - + + -( ) ( )( ) ( )
As the second (square) bracket in the r.h.s. of equation (21) is always positive (see equation (A.5)), we
conclude that 0Id2 < if and only if equation (19) is satisfied. As the state is Gaussian, theGPH criterion is
equivalent to the entanglement of the state of the system .rˆ Weconclude that the quadratic and quartic CS
violations are equivalent to entanglement.We note that the equivalence between condition (19) and
entanglement was already pointed out in [22] but the connectionwith theCS violation criterion of [17]was not
made explicit. A similar result appeared in [45] on the equivalence between non-separability andCS violation
when studying the correlation function at two different times influids of light.
In regard to the correlation between the two normalmodes, we obtain, following similar arguments, that the
quartic CS inequality (9) reduces to:
g g g , 22ud uu d d1
2
1 1∣ ∣ ( )
which can never be violated, as previously explained (see equation (12) and accompanying discussion). In
particular, the inequality (22) can be rewritten as:
, 23u d u d1
2 2
1
2a a a a∣ · ∣ ∣ ∣ ∣ ∣ ( )†
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which is always satisfied for two complex vectors. Thus, there is noCS violation in the correlation between
normalmodes.
When considering the entanglement between the two normalmodes, we have g c 0ud ud1 1> =∣ ∣ ∣ ∣ and thus
there is no entanglement (see equation (A.18) and the ensuing discussion).
From the previous discussionwe conclude that, when consideringGaussian and incoming
incoherent states (i.e., states satisfying equation (15)), all the here considered criteria for characterizing the
quantum character of the systembecome equivalent. This result is important because it unifies thework of
[17, 22, 23].
Amost important particular case is that involving a thermal distribution of incoming quasiparticles that
have thermalized in the comoving reference frame [22, 46] so that their occupation factor is:
n
T
1
exp 1
24i
i
w
w
=
W -( )( ) ( ) ( )
with i wW ( ) the commoving frequency of themode i-in at laboratory frequencyω, as given by equation (6). This
state satisfies thementioned conditions, so there is no difference between using theGPHcriterion or theCS
violation to characterize the quantumbehavior of the system.
Finally, we discuss the differences that appearwhen removing some restrictions. If the state is Gaussian but
not incoherent in the incoming channels, theGPH criterion is still equivalent to the non-separability of the
system.On the other hand, in the same case (Gaussian and not incoherent), the quadratic CS violation is no
longer equivalent to theGPHcriterion; rather, it is only a sufficient condition for it. As a consequence, the
GPHcriterion is amore powerful criterion than the quadratic CS violation to detect non-separability (it can
identify non-separability in cases where the quadratic CS violationwould fail).
However, when relaxing the requirement of incoherence, the quartic CS violation becomes
independent of theGPH criterion (see appendix A). In this context, wewish to note, using quantumoptics
terminology, that the presence of quartic CS violation or entanglement requires that the system is
described by a non-classical Glauber–Sudarshan function, i.e., a Glauber–Sudarshan function that takes
negative values.
On the other hand, if the state of the system is notGaussian but is incoherent in the incoming channels, the
quartic CS violation is also independent of the entanglement. The quadratic CS violation equation (19) and the
GPHcriterion are still equivalent between them, but no longer equivalent to the entanglement of the system.
For a general statewhich does not satisfy any of the previous conditions, the quadratic CS violation is only a
sufficient condition for theGPHcriterion, which in turn is a sufficient condition for the presence of
entanglement.We summarize all these logical relations in table 1.
Remarkably, the quadratic CS violation equation (19) reveals at the same time two different aspects of
quantumbehavior: the violation of a classical inequality and the entanglement of the system.
4.On the experimental detection
In this section, we analyze possible detection schemes of the criteria discussed in the previous section. A
particular type of CS violation between two colliding condensates wasmeasured using time-of-flight detection
[34]. The possible detection of the quartic CS violation in a TOF experiment for analogHRwas discussed in [17].
Table 1. Logical relations between the different criteria studied throughout
this work in the various physical cases. The three rightmost entries in the
upper row indicate the different criteria for the identification of quantum
behavior: CS2, CS4 stand for quadratic and quartic CS violations, respec-
tively, while GPH stands for generalized Peres–Horodecki criterion; NS
means non-separability. The two leftmost columns define the various phy-
sical cases here considered. By ‘incoherent’ state, we understand a density
matrixwhich is diagonal in the representation of retarded quasiparticle
scatteringmodes, each characterized by a single incoming channel; see
equation (15). The symbol • stands for the uppermost entry in the corre-
sponding column. The abbreviation ‘indep.’means that, in the three lower
cases, the quartic CS violation is independent of the non-separability of the
system.
Gaussian Incoherent CS4 CS2 GPH
yes yes •⇔GPH •GPH •NS
yes no •indep.NS •GPH •NS
no yes •indep.NS •GPH •NS
no no •indep.NS •GPH •NS
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A recent work has studied themeasurement of quartic CS violations [47] using phonon evaporation, following a
relatedwork on the dynamical Casimir effect [48]. On the other hand, the detection of entanglement using the
GPHcriterionwas analyzed in [23] using density fluctuations or the optomechanical detection of phonons.
Recently, it has been proposed that the entanglement ofHR in a BEC can be detected experimentally by
measuring the density–density correlations through in situ imaging [24]. All these setups have in common that
they involve collective atomflow and thus can be viewed as elementary components of a larger atomtronic
circuit.
For illustrative purposes, we focus on the comparison between the detection of theCS violation and
theGPHcriterion for the particular scenario of density–density correlations, but the analysis whichwe
present in this work can be generalized to other schemes. The role of the spatial density correlation function
in analogmodels has been extensively studied in several works [7, 15, 20]. In the BEC context, the
measurement of the spatial density correlations has been experimentally used to characterize the BH
Laser [13]. The density–density correlation function also plays an important role in the polariton analog
[49, 50].
We start by considering the density in the sameBdG approximation of section 2 and expand up tofirst order
in thefluctuations of the field operator:
n x n x n x x x x x, . 250 0 f f j j+ = +ˆ ( ) ( ) ( ) ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( ) ( )†
The expression of xfˆ ( ) in terms of the BdG scattering states is formally similar to that of x ,jˆ ( ) equation (2):
x r x
r x
d
d h.c.. 26
I
I I
d d
0
in, in
0
2 in, 2 in
max
ò
ò
åf w g w
w g w
=
+ +
w
w
w
¥
- -
- -
ˆ ( ) ( ) ˆ ( )
( ) ˆ ( ) ( )†
with r x u x v x .a a a, , ,= +w w w( ) ( ) ( ) Importantly, we note that the density in the BdG approximation is linear in
the destruction operators, rather than quadratic. Thus, we can extract the quadratic correlations of section 3 by
measuring density–density correlations [23, 24]. For that purpose, we restrict ourselves to asymptotic (subsonic
and supersonic) regions, where theGPwave function adopts the formof equation (3).We refer to the region
between the two asymptotic regions as the scattering region, where the sonic black hole is placed; i.e., within the
scattering region theflow velocity crosses the sound velocity at least once. In the following, we assume that the
scattering region is placed near x= 0 and its size ismuch smaller than the size of the asymptotic, homogeneous
regions.
By taking the Fourier transformof the density in the asymptotic regions at k 0,¹ we can get rid of the
condensate signal and extract the phonon signal. For definiteness, we focus on the correlations u d2- but the
procedure for the other cases is similar.We define:
n k x n x f xd e , 27r r
kxi*òº -ˆ ( ) ˆ ( ) ( ) ( )
where f xr ( ) are normalized functions ( x f xd 1r 2ò =∣ ( )∣ ) localized in the corresponding asymptotic
homogeneous regions, sufficiently far from the scattering region. They represent the envelope of the
Fourier transform,which has to be introduced to explicitly take into account the fact that the asymptotic
subsonic and supersonic regions are placed in different spatial regions in a realistic situation.We choose them
such that
f x
L
f
x x
L
1
, 28r
r
r
r
⎛
⎝⎜
⎞
⎠⎟=
-( ) ( )
with f a symmetric and real dimensionless function, xr the point where the envelope is centered, and Lr the size of
thewave packet, which is taken sufficiently large for the Fourier transformof the envelope function,
f k x f x
1
2
d e , 29r
kx
r
iòp= -( ) ( ) ( )
to be sufficiently well peaked at zeromomentum. Since the subsonic (supersonic) region is placed at the left
(right) of the BH,we have x 0u < (x 0d > ).
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Taking into account all the previous considerations, we obtain:
n k n f k k
r
w
f k k
r
w
n k n f k k
r
w
f k k
r
w
d
,
d
d , 30
u u u u u u
u
u
u
u u u
u
u
u
d d d d d d
d
d
d
d d d
d
d
d
out out out
out
out
1 2 out
in out
in
in
1 2 in
2 out
0
2 out 2 out
2 out
2 out
1 2 2 out
2 out 1 out
1 out
1 out
1 2 1 out
max
⎟
⎜
⎛
⎝
⎞
⎠
*
*
*
*
ò
ò
ò
w w w w w
w
g w
w w w
w
g w
w w w w w
w
g w
w w w w
w
g w
¢ ¢ -
¢
¢
¢
+ - ¢ -
¢
¢
¢
- ¢ - ¢
¢
¢
¢
+ ¢ - ¢
¢
¢
¢
w
- - -
-
-
-
- -
-
-
-
- - -
-
-
-
- -
-
-
-


( ( )
( ) )
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
ˆ ( ) ( )
( )
ˆ
( )
( )
ˆ
ˆ ( ) ( )
( )
ˆ
( )
( )
ˆ ( )
†
†
where ra w( ) is (see equation (5))
r u v
k
2
, 31a a a
a
a
2
w w w w= + = W( ) ( ) ( ) ( ) ( )
andwe have used v k c k .r a a r
k2 2
4
4w w w- = W = +∣ ( )∣ ( ) Now,we can connect the correlations studied in
section 3with the density correlations by taking into account that n k n k .r r= -ˆ ( ) ˆ ( )† Weobtain:
G n k n k n r g n
G n k n k n r g g
G n k n k F n n r r c
1 ,
1 ,
,
32
uu u u u u u u uu u uu
d d d d d d d d d d d d d d
ud d d u u u d u d ud
out out out
2
2 2 2 out 2 out 2 out
2
2 2 1 1 1 2
2 2 out out out 2 out 2
⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
w w w w w w w
w w w w w w w
w w w w w
º - = + +
º - = + +
º - =
- - -
- - -
- - - -
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
( ) ˆ ( ) ˆ ( ) ( ) ( ) ( )
( ) ˆ ( ) ˆ ( ) ( ) ( ) ( )
( ) ˆ ( ) ˆ ( ) ( ) ( )
( )
with kd d d d1 2 1 2 outw w w w= -( ) ( ( )) and k ,uu u u outw w w w= - -( ) ( ( )) kiw ( ) being the dispersion relation of the
mode i. Their corresponding values are obtained graphically infigure 2.On the other hand, the overlap function
between the subsonic and supersonic regions, F ,w( ) is given by:
F k f
k
f k
L L
x f
x x
L
f
x x
L
d ,
1
d , 33
u d
u d
u
u
d
d
1
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
* *
* *
ò
ò
w z w z w
z w z w
=
= + -
-
( )
( )
( ( ))
( ) ( ) ( )
Figure 2.Graphical obtention of d d1 2w w( ) and .uuw w- ( ) See figure 1 formode notation.
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with
w
w
. 34u
d
out
2 out
1 2
z w wwº
-
-
( ) ( )
( )
( )
The previous integral can be interpreted as the scalar product of two normalized functions, which satisfies
F 1.w( ) It is easy to prove that F 1w =( ) when
L
L
x
x
. 35u
d
u
d
z w = =( ) ( )
This condition has been interpreted as the condition for thewave-packets to have equal width in frequency space
[17]. However, resulting from thewell-knownproperties of the spatial density correlations, equation (35) can be
also interpreted as expressing that the envelopes in the subsonic and supersonic regions have to be placed along
the correlation lines thatmaximize the spatial density correlation function, see [7, 15, 20].
In the following, we suppose that condition (35) is satisfied and F 1.w =( ) It is worth noting that the
correlation functionsGij w( ) can never violate theCS inequality by themselves sinceG G G .ud uu d d2 2 2< Thus,
we try to relate these functions, which can bemeasured, to the phonon correlations considered in the previous
section. For that purpose, we normalize the density–density correlations of equation (32):
G
n n r r
, 36ij
ij
i j i jout out
 w wwº - -( )
( )
( )
( )
where ni j, must be interpreted as n ni j d, = when the indices i j, take values d d1, 2. From equation (32), we see
that c .ud ud2 2 w w=( ) ( ) For the extraction of the other correlations, in a similar way to [24], we define the
magnitudes:
g g n
g g g
1,
1. 37
uu uu u uu uu
d d d d d d d d d d2 2 2 2 1 1 1 2 2 2


w w w w w
w w w w w
º + = -
º + = -
( )
( )
˜ ( ) ( ) ( ) ( )
˜ ( ) ( ) ( ) ( ) ( )
The 1- appearing in the definitions of g g,uu d d2 2w w˜ ( ) ˜ ( ) reflects the subtraction of the atomic depletion
contribution.
We see that g g,uu d d2 2˜ ˜ are over-estimations of the correlation functions g g, ,uu d d2 2 since n g,u d d1 1 are always
positive. From this, we can define
c g g , 38ud ud uu d d2 2
2
2 2D º -˜ ∣ ∣ ˜ ˜ ( )
noting that .ud ud2 2D > D˜ Thus,measuring 0ud2D >˜ amounts to experimentally observing the quadratic CS
violation.Wenote that, for these calculations, the sole assumption has beenmade that the state of the system is
stationary.
The upshot of this discussion is that we can observe the violation of a quadratic CS inequality through the
measurement of the function .ud2D˜ Similar claims can bemade about themeasurement of the quadratic CS
inequality involving the d d1, 2modes.We can repeat the same strategy as before to obtain the correlation
functions g c, .d d d d1 1 1 2˜ However, it is not possible to obtain the correlation functions c c c g g, , , ,uu d d d d ud d d1 1 2 2 2 1 2
from this scheme. This is due to the vanishing overlap integrals that appear when trying to obtain the
corresponding correlations. For instance, if we compute n k n k ,u u u uout outw wá ñ- -ˆ ( ( )) ˆ ( ( )) we face an overlap
integral of the type
k f k f k x f x f xd d 0, 39
u u u u
* * * *ò ò= - =( ) ( ) ( ) ( ) ( )
because the fu function is, by construction, well localized in the subsonic region, far from the scattering region
around x= 0, see equation (27) and the discussion below. Thus, we cannot obtain cuu by thismethod. A similar
reasoning applies to other correlations.
It is important to remark on the crucial role played by the spatial location of the asymptotic regions. If we did
not introduce the envelopes in equation (27) and rather did take the Fourier transforms as ideally infinite, we
would obtain:
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n k n
r
w
r
w
n k n
r
w
r
w
,
.
40
u u u
u
u
u
u uu
u uu
u uu
d d d
d
d
d
d d d
d d d
d d d
out
out
out
1 2 out
in
in
1 2 in
2 out
2 out
2 out
1 2
2 out
1 out 1 2
1 out 1 2
1 2
1 out 1 2
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
w w
w
g w w w
w w
g w w
w w
w
g w w w
w w
g w w
+
- +
- -
-
-
-
-
-
- -
-
-
-
-
-


( ) ( )( ) ( )
( ) ( )( ) ( )
ˆ ( ) ( )
( )
ˆ ( )
( )
( )
ˆ ( )
ˆ ( ) ( )
( )∣
ˆ ( )
( )
( ) ∣
ˆ ( )
( )
†
†
Wecan infer that such an approachwould lead to contradictory results. For instance, the commutator
n k n k n
r
w
r
w
S, 0 41u u u u u
u
u
u
u
uuout in
out
out
1 2
in
in
1 2
⎡⎣ ⎤⎦w w ww
w
w
w- = ¹- - -
-
-
-
( ) ( )ˆ ( ) ˆ ( ) ( )
( )
( )
( )
( ) ( )
would be non-vanishing, in contradictionwith thewell-known fact that it has to be zero since n x n x, 0¢ =[ ˆ ( ) ˆ ( )]
for every x x, .¢ Byway of contrast, when using the full expressions of equation (30)we arrive at the correct result
n k n k n
r
w
r
w
S
f
w
f
w
,
d . 42
u u u u u
u
u
u
u
uu
u
u
u
u
out in
out
out
1 2
in
in
1 2
in out
⎡⎣ ⎤⎦
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟* *ò
w w w
w
w
w
w
w w w
w
w w
w
- =
´ ¢ - ¢ - - ¢ -
- - -
-
-
-
- -
( ) ( )ˆ ( ) ˆ ( ) ( )
( )
( )
( )
( )
( ) ( )
( )
The integral of the rhs, after returning to real space, is similar to that considered in equation (39) and gives zero.
We arrive at the same conclusionwhen considering the density–density correlations in real space. As noted
in [20], only the termswith a stationary phase should be kept when computing n x n x ,á ¢ ñˆ ( ) ˆ ( ) which yields the
condition (35). In particular, only the ‘proper’ correlations between out-outmodes can be extracted
c c g, , .ud d d ud2 1 2 1 The other correlations c c c g g c, , , , , ,uu d d d d ud d d ud1 1 2 2 2 1 2 1 evenwhen they are non-zero, cannot be
obtained because the associated exponential terms do not present a stationary phase when integrating over
frequencies.
We conclude that an important consequence of taking into account the spatial location of the subsonic and
supersonic regions is that only a limited number of correlations can be experimentally observed. In particular,
this implies that we cannotmeasure all the correlation functions appearing in theGPHcriterion (A.11) by this
procedure.Moreover, and for the same reason, if the state is Gaussian, we cannot obtain all the correlation
functions appearing in the quartic CS violation, see equation (A.17).
The results of the present section show that, within this kind of detection schemes, we can only aim at
observing a quadratic CS violation.One can expect this limitation to be not exclusive of the specific procedure
here considered. The reason is that any realistic attempt to obtain the correlation functions between phonons
must necessarily take into account the spatial location of the asymptotic regions, which implies that a similar
reasoning does apply.
Nevertheless, the previous considerations do not pose a problem for the detection of the quantum–Hawking
effect for two reasons: (a) if the state of the system isGaussian and incoherent over the incoming channels, we
have proven that theGPH criterion and the quartic CS violation are equivalent to the quadratic CS violation and
(b) even if the state of the systemdoes not belong to that class, the quadratic CS violation is still a signature of the
presence of the entanglement; in particular, it is a sufficient condition for the fulfillment of theGPHcriterion.
Evenmore than that, as remarked at the end of section 3, the quadratic CS violation is also by itself a clear
indication of the quantumnature of the system, as CS inequalities are always satisfied in a classical system.
5.Numerical results
We investigate here the possibility of experimental detection of CS violation in different BH setups. For that
purpose, we compute themeasurable quantity ,ud2D˜ defined in equation (38).We suppose that the state of the
system is given by a thermal distribution in the incomingmodes, as expressed in equation (24). Sincewe only
focus on the identification of some physical trends and not on the study of thewhole parameter space,
characterized by seven variables (see appendix B), wewill consider for simplicity some typical configurations
studied in the literature in order to compute .ud2D˜ For this analysis we distinguish between non-resonant and
resonant structures. For the non-resonant case, we consider in this work two scenarios: the single delta barrier
configuration and thewaterfall configuration, schematically depicted infigure 3.
In the delta barrier configuration, the black hole forms near a localized potential of the formV x Z xd=( ) ( )
[14, 15, 51]; see left panel offigure 3. This configuration permits us to study theoretically theflowof a condensate
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through a potential barrier offinite size. On the other hand, thewaterfall configuration creates the sonic horizon
by using a negative step potentialV x V x ,0q= -( ) ( ) where xq ( ) is the step function [15]. This kind of scenario,
where the black hole is produced by introducing a negative potential, has been already experimentally realized by
the Technion group [12].
Infigure 4, we represent theHawking spectrum, Sud2 2∣ ∣ and the functions ,ud ud2 2D D˜ for the delta barrier
and thewaterfall setups, both at temperatureT 0.2,= which is of the order ofmagnitude of typical
experimental setups, where it can be as low asT 0.1~ [13].We see that, for some range of frequencies, the
measurable function ud2D˜ satisfies 0,ud2D >˜ which implies the presence of CS violation. As noted previously,
0ud2D >˜ is amore restrictive condition than the bare quadratic CS violation 0.ud2D > However, we observe
that for sufficiently largeω, both ,ud ud2 2D D˜ converge to S ,ud2 2∣ ∣ since for highωwehave that the occupation
numbers are negligible and thus, we recover the zero-temperature limit, for which T S0 .ud ud2 2 2D = =( ) ∣ ∣
Moreover, we see that, at highω, S 0,d d d d1 2 1 2 2w w =∣ ( ( ))∣ because forω such that d d1 2 maxw w w>( ) the
anomalous scattering channel disappears, and thenwe have T S0 .ud ud ud2 2 2 2D D = =˜ ( ) ∣ ∣ Finally, we note
that there is no violation near 0,w = as argued quite generally in [17].
We now focus on resonant configurations. In particular, we focus on the case of a double delta barrier, which
wasfirst considered in [14]. In this situation, the black hole is formed by two single delta barriers separated by a
distance d, so the potential is given byV x Z x x d .d d= + -( ) [ ( ) ( )] This setup is schematically depicted in
figure 5. It was shown in [17] that resonant spectra can be expected to present a strong signal of CS violation. This
trend can be observed infigure 6, wherewe represent the samemagnitudes as infigure 4 but now for a higher
temperatureT= 0.7.We see that, even for this relatively high temperature, the experimental signal ud2D˜ is, at
the resonance frequency, substantially larger than in the non-resonant case.
Figure 3. Scheme of the delta barrier configuration (left) and thewaterfall configuration (right). Here, c x v x,( ) ( ) are the local sound
andflow velocities, whileV(x) is the external potential.
Figure 4.Plot of theHawking radiation spectrum and the functions ,ud ud2 2D D˜ for a delta barrier configuration (left panel) and a
waterfall configuration (right panel), at temperatureT= 0.2. For the delta barrier, the subsonicflow speed is vu= 0.3 and the barrier
strength isZ= 0.62. For thewaterfall setup, the subsonic flow speed is vu= 0.5 and the potential depth is V 1.125.0 = The
correspondingHawking temperatures [22, 46] areTH= 0.24 and T 0.14,H = respectively.
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6. Conclusions
Wehave analyzed the range of validity of different existent criteria for the identification of deep quantum
behavior as applied to the outgoing channels involved in the spontaneousHR. Specifically, we have compared
theGPHcriterionwith the violation of quadratic and quartic CS inequalities.We have shown that, under certain
physical conditions (Gaussian processes and, simultaneously, incoherent incoming channels), all the considered
criteria are equivalent.When such conditions are not fulfilled, we have shown that the quartic CS violation and
the non-separability of the state represent independentmathematical conditions.
We have also investigated the possiblemeasurement of the different criteria in realistic scenarios. By taking
into account the different spatial location of the subsonic and supersonic regions, we have shown that only
certain correlation functions can be obtained. For simplicity we have focused only on one detection scheme, but
we expect similar problems to arise in other kind ofmeasurements, since in any realistic situation the supersonic
and subsonic regions are necessarily placed in different regions. However, ourwork also shows that this
limitation is not amajor problem, aswe can oftenmeasure the quadratic CS violation, which is also a sufficient
condition for the entanglement of the system. Finally, our numerical results of section 5 show that, in typical
analog configurations, the CS violation can be detected in an achievable range of temperatures.
Figure 5. Scheme of the double delta configuration.
Figure 6. Same asfigure 4, but now for a double delta barrier configurationwith parameters Z 2.2,= d= 3.62 and vu= 0.01. The
temperature of the system isT= 0.7. The inset zooms into the peak region. In this case, theHawking temperature of the two horizons
(seefigure 5) isTH= 0.13.
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Sonic black holes, as well as related setups such as BH lasers, have the potential to become an important
element of atomtronic circuits, for instance, as a source of entangled quasiparticles in the broader context of
quantum communication.
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AppendixA. General remarks onCS inequalities and entanglement
A.1. Cauchy–Schwarz inequality for operators
Webriefly review themathematical CS inequalities for operators in aHilbert space, which are always fulfilled,
see [43] for example.We start by defining the scalar product associated to a state rˆ for two operator A B,ˆ ˆ as:
A B A B A B, Tr . A.1rº = ( )( )ˆ ˆ ˆ ˆ ˆ ˆ ˆ ( )† †
It is easy to check that the previous product satisfies the usual properties of a scalar product. Thus, it satisfies
themathematical CS inequality:
A B A A B B . A.2
2
ˆ ˆ ˆ ˆ ˆ ˆ ( )† † †
In particular, the previous inequality implies forB= 1:
A A A A , A.3
2 2
=ˆ ˆ ˆ ˆ ( )† †
and, for A ig= ˆ and B ,jg= ˆ
g g g . A.4ij i j i i j j ii jj
2
2
g g g g g g= =∣ ∣ ˆ ˆ ˆ ˆ ˆ ˆ ( )† † †
Thus, the CS inequality g g gij ii jj
2 ∣ ∣ is always satisfied and can never be violated. On the other hand, taking
A ig= ˆ † and B ,jg= ˆ we arrive at:
c g g1 . A.5ij i j i i j j ii jj
2
2
g g g g g g= = +( )∣ ∣ ˆ ˆ ˆ ˆ ˆ ˆ ( )† †
Thus, themathematical CS inequality states c g g1 ,ij ii jj
2  +∣ ∣ ( ) leaving the possibility of quadratic CS
violation, equation (12). The same type of argument holds for quartic CS violations, where an analogous
reasoning leads to:
g g
,
A.6
ij i i j j i i i i j j j j
ii ii jj jj
2 2 g g g g g g g g g g g gG =
= G + G +( )( )
∣ ∣ ∣ ˆ ˆ ˆ ˆ ∣ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
( )
† † † † † †
which also leaves the possibility of quartic CS violations; see equation (10).
A.2.Quadratic CS violation and theGPHcriterion
Wenow consider bipartite states of twomodes i j, .Wedefine the vector X q p q p, , , ,i i j j
Tºˆ [ ˆ ˆ ˆ ˆ ] where the phase
space operators q p,k kˆ ˆ are related to the annihilation operator of themodes k i j,= through
q ip 2 .k k kg = +ˆ ( ˆ ˆ ) Following [42], we define the 4× 4matrix:
M V
W
W
J
J
J
i
2
0
0
, 0 1
1 0
A.7
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥
º +
= = - ( )
whereV is the covariancematrix withmatrix elementsV X X, ,1
2
= D Dab a b{ ˆ ˆ } with X X XD º - á ñˆ ˆ ˆ and
X X,D Da b{ ˆ ˆ } the anticommutator. Thematrix J is the simplecticmatrix in two-dimensions. ThematrixM is
non-negative, M 0, as this fact represents an alternative expression of the uncertainty principle [42].
If the state rˆ is separable, it has the form (13), and by taking partial transpose of the state with respect to the
subsystem j, we obtain an operator trˆ which is also necessarily a physical state. TheGPH criterion is based on this
fact. It can be shown that if trˆ is a physical state, thematrixMt is also non-negative, whereMt is given by [42]:
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M V
W
V V
i
2
,
, diag 1, 1, 1, 1 . A.8
t t
t
º +
= L L L º -[ ] ( )
The condition M 0t  is the uncertainty principle for the state .trˆ AsM is non-negative,Mt is non-negative if
and only if Mdet 0.t  The conditions M Mdet , 0t  are equivalent to 0,ij  respectively, where:
A A C
JA JC JA JC A A
det det
1
4
det
tr
1
4
det det . A.9
ij i j ij
i ij j ij
T
i j
2
⎜ ⎟⎛⎝
⎞
⎠ º +
- - +
 
( ) ( ) ( )
Thematrices A A C, ,i j ij are 2× 2 submatrices of the covariancematrixV:
V
A C
C A
. A.10
i ij
ij
T
j
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥= ( )
Wenote that 0ij + is always satisfied since rˆ is a physical state. However, when 0,ij <- the state trˆ is not a
physical state, which implies that the original state rˆ is not separable.We can put together both conditions by
defining theGPH function ij as:
A A C
JA JC JA JC A A
det det
1
4
det
tr
1
4
det det , A.11
ij i j ij
i ij j ij
T
i j
2
⎜ ⎟⎛⎝
⎞
⎠ º + -
- - +( ) ( ) ( )
Thus, if 0,ij < the state is entangled. This result is theGPHcriterion. Note thatwhen Cdet 0,ij  the state is
separable, as 0,ij ij  = + so only states with Cdet 0ij < can be entangled.
On the basis of the previous results, we nowprove that the quadratic CS violation implies the fulfillment of
theGPHcriterion. Suppose that 0.ij  In that case, thematrixMt is non-negative andwe can define an
associated scalar product for vectors u v, 4Î as:
u v u M v, A.12t tº( ) ( )†
which satisfies the associated CS inequality:
u v u u v v, , , . A.13t t t2 ∣( ) ∣ ( ) ( ) ( )
Assuming the usual case where the annihilation and destruction operators have zero expectation values, the
matrices Ai j, andCij can bewritten in terms of the correlation functions of equation (11) as:
A g
c c
c c
1
2
Re Im
Im Re
, A.14k kk
kk kk
kk kk
2⎜ ⎟
⎛
⎝
⎞
⎠
⎡
⎣⎢
⎤
⎦⎥= + + - ( )
C
g c g c
g c g c
Re Im
Im Re
, A.15ij
ij ij ij ij
ij ij ij ij
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
=
- +
- + -
( ) ( )
( ) ( ) ( )
with the index k i j,= and 2 the 2× 2 identitymatrix. By inserting
u
i
v i
1
2
0
0
1
,
1
2
1
0
0
A.16
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
= = ( )
into equation (A.13), we obtain the quadratic CS inequality c g g .ij ii jj
2 ∣ ∣ Thus, if there is quadratic CS violation,
thematrixMt cannot be non-negative, which implies that 0ij < and theGPHcriterion is satisfied.We
conclude that the quadratic CS violation is a sufficient condition for the fulfillment of theGPH criterion.
A.3.Quartic CS violation and entanglement
The previous arguments cannot be applied to the quartic CS violation equation (10). As a counterexample, the
direct product of two pure number states of themodes i j, , n n n n ,r = ñá Ä ¢ñá ¢ˆ ∣ ∣ ∣ ∣ which is amanifestly
separable state, violates the quartic CS inequality. Even forGaussian states, the two conditions, quartic CS
violation and entanglement, are still independent. For instance, for a general Gaussian state, the quartic CS
violation of equation (10) can be expressed, viaWick’s theorem, in terms of the quadratic correlations:
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c g g g g c g c2 2 . A.17ij ij ij ii jj ii ii jj jj
2 2 2 2 2 2Q = + + - + +∣ ∣ ∣ ∣ ( )
ForGaussian states theGPH condition is equivalent to the non-separability of the system.Using
equations (A.11), (A.14), we can compute explicitly theGPH function:
g g c g g c g g c c g g c c
c c c g c c c c g g g g g g c
g g c g g c
1 1 4
1
2
Re 4
1
2
Re
2 Re 2 Re 2 2
1 1 . A.18
ij ii jj ij ii jj ij ii ij jj ij jj ij ii ij
ij ii jj ij ii jj ii jj ij ij ii jj ii jj ij
ii ii jj jj jj ii
2 2
2 2 2 2 4 2 2
2 2
⎜ ⎟ ⎜ ⎟⎡⎣ ⎤⎦⎡⎣ ⎤⎦
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠* *
* * *
 = - + + - + + + +
- - + + - + + +
- + - +
( )( )
( ) ( ) ( )
( )
( )
( )
( )
∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣
∣ ∣ ∣ ∣ ( )
This expression applies whenever c g .ij ij∣ ∣ ∣ ∣ For c g ,ij ij<∣ ∣ ∣ ∣ wehave Cdet 0ij > and the state is separable, as
previously explained.
Aswe can see, the expressions for the quartic CS violation and theGPHcriterion represent different
conditions for arbitraryGaussian states. In particular, it is easy tofind states violating the quartic CS inequality
with Cdet 0,ij > whichmeans that they are separable. Also, we can find entangled states that satisfy the quartic
CS inequality.
Appendix B. Parametrization of outgoing correlations for incoherent incomingGaussian
states
Wediscuss in this appendix the parameters needed to compute the correlation functions defined in themain
text. A related discussion appeared in [22]. The scatteringmatrix S relates the ‘out’ scattering states with the ‘in’
scattering states through equation (7). The conservation of the commutation relations implies the relation:
S S diag 1, 1, 1 , B.1h h= º -( ) ( )†
whichmeans that S U 2, 1 .Î ( ) It follows that S S1 h h=- † and, using standard linear algebra, we can prove:
S
m
Sdet
, B.2ij
ii ij jj*
h h= ( )
wheremij is theminor associated to the Smatrix element Sij. In order to simplify the notation, in this sectionwe
relabel the indices u d d, 1, 2 as 1, 2, 3 in order tomatch thematrix indices ordering.With the help of the
previous results, it can be proven that anymatrix S U 2, 1Î ( ) satisfies:
BSA S
S
S N
N S
B
N
S S
S S
N
A
N
S S
S S
N
det 0 0
0
0
,
1
0
0
0 0
,
1
0
0
0 0
, B.3
PA 33
33
23 13
13 23
32 31
31 32
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢⎢
⎤
⎦
⎥⎥⎥
*
* *
*
*
= =
º
-
º
-
( )
where N S S S S S 1 .13 2 23 2 31 2 32 2 33 2= + = + = -∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ Wesee that thematrices A B, are unitary.
Inverting the previous relation, we obtain:
S B S A . B.4PA= ( )† †
Equations (B.3) and (B.4) show explicitly that we only need nine real parameters to parametrize the Smatrix:
S S S, , , , , , , , ,31 13 33 13 23 31 32 33c f f f f f∣ ∣ ∣ ∣ ∣ ∣ with ijf the phase of Sij, S S eij ij i ij= f∣ ∣ andχ that of Sdet ,
Sdet e .i= c That is, we use three amplitudes and six phases to characterize the complete scatteringmatrix.
Interestingly, thematrix SPA shows clearly that theHR acts as a non-degenerate parametric amplifier [19].
A convenient way towrite the Smatrix for our problem is:
S U SU
U diag e , e , e B.5k
out in
i i ik k k1 2 3⎡⎣ ⎤⎦
=
= d d d- - -
˜
( )
†
(with k in, out= ), since we can fix the elements ofUin, out in such away that they absorb the phases
, , , , ,31 32 13 23 33f f f f f and so S S S S S, , , ,31 32 13 23 33˜ ˜ ˜ ˜ ˜ become purely real. Thismeans that thematrix S˜ is
characterized by only four parameters, S S S, , , ,31 13 33 c∣ ∣ ∣ ∣ ∣ ∣ ˜ with
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S Sdet e det e . B.6i i 13 23 13 23 33= =c f f f f f- + + + -( )˜ ( )˜
Nevertheless, we do not need all nine parameters for computing the physical quantities of themain text. For
instance, the CS violations associated to the correlations of equation (14) are invariant under phase
transformations of the ‘out’ states. It can be also shown that theGPH function is invariant under these
transformations, see equation (A.18). Aswe are always considering incoherent incomingmodes, all the
quantities are also invariant under phase transformations of the incomingmodes. From equation (B.5), and
taking into account the previous observations, we conclude that all the requested quantities depend only on the
matrix S ,˜ which is characterized by just 4 parameters, as noted in the previous paragraph. Using equations (B.1),
(B.4)we canwrite S˜ as:
S
sin cos 0
cos sin 0
0 0 1
e 0 0
0 cosh sinh
0 sinh cosh
sin cos 0
cos sin 0
0 0 1
B.7
i⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
a a
a a g g
g g
b b
b b=
- -c
˜ ( )
˜
with S Scosh , sinh cos33 13g g a= =∣ ∣ ∣ ∣ , and S sinh cos31 g b=∣ ∣ . Thus, we only need four parameters in
order to parametrize the scatteringmatrix for the calculations of this work: , , ,a b g c˜.We note that this
parametrization differs slightly from that used in [22], where four amplitudes were used to characterize the state
of the system.Nevertheless, that election is equivalent to that used here.
Finally, taking into account that the state of the system rˆ is characterized by only three numbers, ni (with
i 1, 2, 3= , see equation (15)), we have that thewhole problem is completely determined by seven parameters,
four arising from the Smatrix and three arising from the specification of the incoherent incomingGaussian
state.
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