The fermions' waves display their nonlocality in low energy limit of quantum field. In this ab initio paper we propose a complex-geometry model that reveals the affection of nonlocality on the interaction between elemental fermions. To make nonlocal properties appropriately involved in a quantum theory, the special unitary group SU (n) and spinor representation D
Therefore the electron can use the metric (gauge) appropriate for the space where the observed objects locate in to measure observables. For convenience, henceforth we will put electron (or other fermions) in a more general space, with Hilbert space only as a special case.
The main results of the paper are: From our dynamical motion equation we can restore all the terms appearing in the quadratic form of Dirac equation. For the U(1) field [generalized Quantum Electrodynamics (QED)], while the strengths of field, i.e. B and E, satisfy E 2 − B 2 = 0, the bosons will gain masses. That may have some relationship with Higgs mechanism. Finally, based on the discussion of physical region, we can attain an qualitative understanding to quark confinement.
In order not to make readers confused by mathematics details, we only list some main results of the real and complex geometry together with detailed explanations, and the necessary calculating techniques as well, then immediately turn to their applications to our physics problem-discussion of dynamical equations and how to define physical region. The remainder of the paper is arranged as follows. In the sections 2-5 we introduce the necessary geometry knowledge and techniques. Then in sections 6-9 we apply them to construct the field equations for bosons and equations of motion for fermions. The conservation laws are sketched in section 10. At last, the physical region are defined for QED and QCD in sections 11, consequently a qualitative understanding to confinement of quarks is presented under the approximation of interaction vertex . A short discussion is presented in section 12 to explain what is the applicable condition for the theory.
II. A USEFUL TOOL: EXTERIOR DIFFERENTIATION D
Exterior product is a powerful tool in calculating tensors. It obeys the rules of Grassman algebra. One of its usages is to give rise to new tensors of higher order. For example, let {x 1 , x 2 , · · · , x n } be of coordinates for a space, and f (x 1 , x 2 , · · · , x n ) an arbitrary scalar function with respect to these coordinates, then the total differential of the function f is df = i ∂f ∂xi dx i , i = 1, 2, · · · , n. We call ( ∂f ∂x1 , ∂f ∂x2 , · · · , ∂f ∂xn ) p a one-order tensor, or a vector, and (dx 1 , dx 2 , · · · , dx n ) p the basis in the neighborhood of a given point p. In terms of exterior product the df is called differential 1-form. Now we can construct 2-form on the basis of the 1-form: ddf = ij ∂∂f ∂xi∂xj dx i ∧dx j , i = 1, 2, · · · , n. The sign ∧ denotes the exterior product. It satisfies the antisymmetric rule: dx i ∧ dx j = −dx j ∧ dx i , according to which one can easily conclude ddf = 0. Conventionally, an n-form is written as
The repeated index henceforth in this whole paper means summation. Here the T ij···k are components of the k−order tensor, and the exterior products dx i ∧ dx j ∧ · · · ∧ dx k are the bases. The above forms can be readily extended to complex variables, e.g., the two complex variables {z,z}. And the only 2-form of these complex variables is g(z ,z ) dz∧ dz, where g(z ,z ) is a function of z andz. Here z andz are independent variables.
III. COMPLEX SPACE AND COMPLEX MANIFOLD
Above all, an important property for a given space is its continuum, and hence the existence of the derivatives. As for Hilbert space, its continuum may be represented by the continuum of complex wave function ψ(x) in it. In general, the continuum of a real function can easily be understood and operated: if its derivatives exist, the function itself must be continuous. However, for a complex function, the same argument holds only if the Cauthy-Riemann condition is satisfied. We review it explicitly in respect of complex geometry.
A space is called n-dimension manifold if it can be formed as smoothly as possible by affixing many infinitesimally flat patches of R n (n-dimension real space), C n (n-dimension complex space), or other sorts of n-dimension spaces. In fact in this paper we are concerned about only a particular sort of differential manifolds, but for convenience we will call it manifold without specification.
Conventionally, we identify an n-dimension complex manifold with a 2n-dimension real manifold. The complex coordinates and real coordinates have the relation: Another important property of a given space is its transformation: Commonly, the vector fields spanned by basis (dx 1 , dx 2 , · · · , dx n ) [real space] or by basis {(dz α ,dz α ), α = 1, · · · , n} [complex space] on manifolds are the objects responsible for addressing the geometry of the manifolds. How do these fields transform from one point to another infinitesimal neighboring point on the manifolds? The transformations are usually constrained by some groups as done in the well-known classical mechanics or quantum fields. We will return to this topic in a later section. Now let's turn to the affection of Cauthy-Riemann relation on a vector basis. Suppose the general transformation of the n-dimension complex manifold possesses the form z α → z ′α = f α (z 1 ,z 1 ; z 2 ,z 2 ; · · · ; z n ,z n ) (3.7)
As an application of the Eq.(3.6), replacing the function f with the f α , and writing out the f α explicitly as f α = u α + iυ α , the form of the Eq. If make y α = x n+α , υ α = u n+α and introduce a 2n × 2n matrix J J = 0 −I n I n 0 (3.9) which satisfies J 2 = −I 2n , I 2n denoting the identity matrix of rank 2n, then the Cauthy-Riemann relation (3.8) can be written out as and correspondingly an identical relation holds
Writing out the eq. (3.10) alternatively as
and omitting the transformation of J on u k , we obtain
Combining it with the equation (3.4) yields
Consistently the results (3.13)˜(3.14) can also be expressed using the basis (dx 1 , · · · , dx n ; dy 1 , · · · , dy n ) and {dz α ,dz α }, as
and
From Eq. (3.16) it can be seen that the dz α and dz α are eigen forms of the matrix J, and the relations are independent of the choice of the coordinates. In this respect J is called the complex structure of the complex manifold.
A manifold with complex structure is called almost complex manifold. The above mathematical formulae will become more meaningful if we replace z α andz α with the wave function ψ α andψ α from the Hilbert space (Manifold), which can be recognized in following sections. For convenience, henceforth we will put ψ α in a more general space, with Hilbert space only as a special case.
IV. GENERAL ROUTE OF APPLYING GEOMETRICAL METHOD TO A SPACE
Before giving the general definition of metric (gauge), it is helpful to recall its definition in three-dimensional (3-D) space. Using the Cartan Method of Moving Frames [1] , let every point x = (x 1 , x 2 , x 3 ) in 3-D space corresponds to a frame { e 1 , e 2 , e 3 }in the following way: If the point x varies with respect to a curvilinear net defined by (u 1 , u 2 , u 3 ), i.e., x i = x i (u 1 , u 2 , u 3 ), the total differential of x then takes the form
if setting ∂ x ∂ui = P ij e j and ω j = du i P ji , then eq.(4.1) becomes
Now define metric tensor as
the parenthesis denotes the inner product of common sense. Combining these definitions, the metric of d x reads
Furthermore, if the differential of basis e i is written as
where ω j i is also a 1-form as ω i , then the differential for g ij can be calculated as following
The above general forms in fact cannot specify the frame { e 1 , e 2 , e 3 } uniquely. So let's turn to some special cases relevant to concrete frames. A well-known metric form for coordinates frames is the orthogonal one, i.e. g ij = ( e i , e j ) = δ ij . With this relation, eq.(4.4) becomes
and eqs. (4.6), (4.7) gives rise to
Another general/important frame is the natural frame, in which e i is defined by
then (4.1) is directly written as
and (4.4) reads
The natural frame is of more elicitation on studying manifold, which can lead us to extend the above discussion to n-dimensional space. The space continuously generated by curvilinear net {u 1 , u 2 , · · · , u n } is a manifold. Let's turn to its natural bases { e i = ∂ x ∂u i }. According to the terminology of quantum mechanics, e i is made by two parts: a matrix (operator) ∂u i ) for a given point x. In this sense, the inner product g ij becomes
For a given point p on manifold, g ij (p) gives rise to a map which maps two arguments ∂ ∂ui | p and ∂ ∂uj | p to a real or complex number. Then what is the relationship between the basis du i -which has been mentioned in section II-and this ∂ ∂ui ? That can be recognized by the integral du i ∂ ∂u j f (u) = f (u) where f is an arbitrary function, the integrand f (u) is unaltered after integration. So it is reasonable that
The contravariant metric tensor g ij is thus defined by
with g ij g jk = δ i k . The above arguments equally hold in complex space. For a given space, there may exist several ways to define its metric, i.e., the gauge to measure the space. In the physical respect, we are only interested in the forms like Eq. (4.14), even for complex manifold.
The construction of metrics includes another important feature, i.e. the constructed metric ds 2 should be of geometrically invariant quantity with respect to the transformation between frames of the different points of the manifold/space. So the metric is meaningful only after the Transformation Group has been addressed. For the infinitesimal transformation under this group, ds 2 should be invariant. For any given space, there may exist many ways to jump from one frame to another frame of infinitesimal neighborhood. To address the manner of the jump is to determine the transformation group. The transformation group is also a key element for defining a manifold. In a word, there exist many manifolds for a space with given metric form, each group correlates a different manifold.
Perform the infinitesimal group transformation upon the vector basis ∂ ∂xi = e i , the change of e i is then analogous with (4.5)
α is 1-form (the same meaning as above ω α β ) on the manifold, conventionally, take
ik (being not a tensor) is known as connection, referring to the manner how to affix the infinitesimal flat-space-patches to form large curved space. According to that definition, the variation of a vector X = ξ i e i under the transformation is 
and ξ i and η j are 1-form. Therefore
i.e.
The parallel displacement Dξ i = 0 and the conclusion that the connection preservs the metric (X, Y ), Eq. (4.21), are equivalent, i.e., they can bring out each other. By noticing that all the components of Γ the denotation , j in subscripts means the derivative with respect to the j-th variable. Then from TrΩ, i.e. make α = β from (4.24) one get the Ricci tensor
(4.25)
Above formulae pertain not only to some special spaces, but also hold to any manifolds with the same metric form.
V. THREE USEFUL COMPLEX MANIFOLDS

A. Connections for almost complex manifold
The continuous property of complex manifold is determined completely by the complex structure, so any connection possessed by complex manifold is demanded to preserve the complex structure. i.e.
where D α means performing differential on a given basis e α , i.e. D α e β = Γ B. The complex manifold specified by the general linear group GL(n, C)
It seems that the expression in section IV is only developed for real geometry, but in fact it also pertains to complex geometry. Here we iterate the results in terms of complex geometry.
First of all, let's assume that we have chosen a metric for the complex space, A(ψ, ψ) = Aᾱ β dψ α dψ β . It is an additional requirement to real geometry that the indices α and β belong to different types, one is normal component, but the other is its complex conjugate, α →ᾱ. The reason why we choose this particular metric form will be explained in the next section. Following the process of the last section, let's make the connection preserve the metric A(ψ, ψ). Having chosen the ∂ ∂ψ α , ∂ ∂ψ β as basis {eᾱ, e β }, the result is easily obtained from Eq.(4.19) that
In obtaining the above equation, we have used the following equations due to the parallel displacement
where ξᾱ and η β are components for the vector X and Y, X = ξᾱeᾱ, Y = η β e β . In analogy with the form (4.22), eq.(5.5) can be expressed in the following matrix form
whereΓ refers to the matrix with components Γγᾱ. A further calculation of exterior product to the above equation turns the left hand trivial, and
The inverse of matrix A is so defined that
The component form of Γ is From this form it is obvious that the curvature is antisymmetric with respect to the last two indices j, k. Here the meaning of dz j is the same as that of dψ j , and dz k means the similar. Except the requirement due to complex continuum, the manifold in virtue of GL(n, C) makes no more constraint to the connection. The group GL(n, C) happens to produce and satisfy the minimal requirement.
C. The complex manifold specified by the unitary group U (n, C)
On the basis of the above general complex manifold, if we demand that the metric matrix A to satisfy
with components form as Aᾱ β =Ā αβ i.e. A matrix is Hermitian conjugate to itself, then the metric is called the Hermitian metric. All the components of the Hermitian metric give rise to the Hermitian matrix (Hermitian operator). This kind of operator is well known in quantum mechanics and has many good properties. To keep this kind of metric dψ α Aᾱ β dψ β and relevant properties invariant, the transformation group must be a Unitary group U (n, C).
D. The Kähler manifold
Additionally, as for the above Hermitian manifold, if the connection Γ β αγ is symmetric with respect to the indices α and γ, the manifold then is called Kähler manifold. The transformation group for Kähler manifold is SU (n, C).
E. Independent components of curvature and Ricci tensor
To summarize the above conclusions relevant to curvature, it subjects to the constraints in the following three respects:
( 
The above four equations will hold independent of the torsion [The torsion is defined as
since the evaluating process has nothing to do with it. If the torsion is absent, the first two will show more symmetric properties R
It is notable that the components of curvature here don't include any highly nonlinear terms such as Γ
jα , which do contribute to real Riemann geometry. This makes real geometry more complex but complex geometry somewhat simple.
The constraints certainly affect the Ricci tensor. Remembering Eq.(5.14), the Ricci tensors are obtained by tracing Ω,
The equation suggests only two independent forms of Ricci components Rj k and R jk exist. Furthermore, because the curvature component R α βjk is antisymmetric with respect to the indicesj and k, i.e. Rj k = −R kj , so only one form of Ricci component would occur. We will return to this antisymmetry in section IX to get some useful expressions.
The Ricci tensor defined by (5.15) now can be written explicitly as
here the notation A stands for determinant det(Aᾱ β ), and the last step is obtained by applying the differential relation of a matrix determinant
to the derivatives of Γ γ βγ
The above discussion sets no limit to transformation group, hence pertains to general situations, say, GL(n, C). For the Hermitian or Kähler manifold, the independent components of curvature and Ricci tensor should decrease. If Aᾱ β is Hermitian, then A * αβ = A βᾱ and det(Aᾱ β ) = det(A † αβ ), applying (5.14a), (5.14d) or (5.14b), (5.14c) to (5.18), the following expression can be achieved
The choice of Kähler manifold adds no more constraint to the form of Ricci tensor except the symmetric indices of connection in equation (5.14a), (5.14b). Now let's count the number of the independent components of the Ricci tensor. For the group GL(4, C), there are no additional constraints except that the two indices are antisymmetric. So for the set {ᾱ, β}, α, β are over 1, 2, 3, 4, totally 16 components, and {α,β} need not be taken into account for antisymmetry. The freedom of Aᾱ β , however, is 32, so it requires 16 gauge conditions to solve the field equation (9.8). Furthermore, if the manifold is Hermitian, i.e. the eq.(5.19) holds, R * αβ = −Rβ α , then the elements of set {ᾱ, β} decrease to 6, and the freedom of Aᾱ β also shrinks to 20, hence 14 additional equations are needed to resolve the Aᾱ β , almost the same as the case of GL(4, C).
VI. THE METRIC FOR FERMION FIELD
A quantum fermion field is customarily expressed by Dirac spinor ψ(x ), and the inner product of ψ(x ) is prescribed asψ
where
To be consistent with quantum field theory, here theψ(x) is defined as ψ † (x)γ 0 , which is different from previous denotationψ α (x) = ψ * α (x). Henceforth we distinguish the difference by whether or not the subscripts or superscripts are used: if used, then the latter definition is available, otherwise the former definition holds. The former definition ψ(x) =ψ † (x)γ 0 is meaningful in making the inner productψ(x)ψ(x) invariant under the transformation group SL(2, C), which is the complex spinor-representation of Lorentz group. The invariance is a direct result of Lorentz invariance of Dirac equation [2] .
To apply the differential geometry, let's generalize the inner product. To do so the metric definition should be valid only within a very small region of the whole complex space, i.e. the inner productψ(x)ψ(x) should be generalized to dψ(x)dψ(x), and only in this sense does the inner product remain unchanged under the transformation of group SL(2, C). Any infinitesimal transformation is now performed to dψ(x) instead of to ψ(x). dψ(x) can be viewed as plane wave locally and ψ(x) has general meaning on a larger scale.
The above inner product holds when there is no interaction, but if any interaction appears, the product has to be interpreted by a general form A αβ dψ α dψ * β . The above form dψ(x)dψ(x) is only a special case while A αβ = η δ αβ , η = 1 for α = 1, 2 and η = −1 for α = 3, 4. (be sure not to confuse with the previous meaning,ψ = ψ * γ 0 ). At last, the metric of the quantum field is demanded to be
which does not violate experiences from QED.
VII. TWO TYPES OF CURVING IN QUANTUM FIELDS
In a two-dimension (2-D) plane, the curves of hyperbolic or elliptic type can be interpreted by the equations like , with c ij being real numbers] can't change the types of curves, since the performance of linear transformations has two identical manners: one is to change the objective curves; the other is to change the coordinate axes. Performing the latter manner, the types of the curves are readily reserved. In other words, under the general linear transformations within 2-D, if a curve in 2-D is ever a type, it will forever be the type. In this paper we only take into account the quadratically homogeneous forms for variables, so including these two types is enough. The argument is expected to hold also in four dimension space (4-D). The things become complicate in this case: a 4-D curve being hyperbolic on one projected plane may be a ellipse on another projected plane. So the meaning of hyperbolic or elliptic type should be extended: For a 4-D curve, if there exists at least one 2-D plane so that the curve projected onto it is hyperbolic, then the 4-D curve is defined to be hyperbolic, otherwise it is called elliptic. In our concerns the 4-D interval [metric or length means the same as interval] c 2 t 2 − x 2 − y 2 − z 2 in special relativity is hyperbolic type, because if the equation c 2 t 2 − x 2 − y 2 − z 2 = constant is projected into any 2-D subspace including the time axile, the resultant curve is a hyperbolic type. Lorentz group preserves the interval c 2 t 2 − x 2 − y 2 − z 2 , so the hyperbolic characteristic is also the main feature of Lorentz group, there it is called noncompact in terminology of group theory. In contrast, the group SO(4) is compact for it preserve the interval c 2 t 2 + x 2 + y 2 + z 2 , which is a elliptic type. Loosing the requirement for tansfomation groups on preserving the interval, instead we only require the type of interval to be stable. Then we can find that hyperbolic characteristic of the interval c
will not change under the general linear transformations GL(4, R), just as above discussed 2-D case. Generally, to keep the type of an n-D interval of quadratic homogeneous form, the transformation is linear is sufficient. Here and hereafter the explanation of concepts relating to groups is rough and just for the application of this paper, but by no means strict and enough for general interest. The above definition of hyperbolic or elliptic type in 2-D is for the global space. In a local region of the whole space, the two types would be interpreted by a 2 dx 2 − b 2 dy 2 = 1 and a 2 dx 2 + b 2 dy 2 = 1 respectively. Correspondingly, if the special relativity is treated only in local region, then the metric turns to be
In the neighborhood of local region, the infinitesimal transformations of GL(4, R) certainly do not change the types of the curves. Therefore, even though a transformation changes (7.1) to a general form g αβ dx α dx β from which we cannot tell its type directly, the type of the metric, i.e. being hyperbolic or elliptic, is in fact not influenced.
We expect to extend the above discussions and knowledge to complex space. It is a conveniens way to construct the parallelisms between not only metrics of real space and complex space, but also the transformation groups preserving them; then generalize our understanding of hyperbolic and elliptic type of real space to understanding that of complex space. As for metrics of complex space, one of our interest is that defined in the last section,
. This metric is invariant under the transformations of spinor representation of group SL(2, C), C means the elemental variables in the group are complex ones. [3, 4] . It can be proved [3] that there exists a two-to-one mapping between all the elements of the group SL(2, C) and all the elements of the proper, orthochronous Lorentz group. Hereby the group SL(2, C) is viewed as complex parallellism of the Lorentz group for space-time. Now let's elucidate the relationship of group SL(2, C) and above mentioned metric ψ † (x)γ 0 ψ(x). The quantities which are transformed according to lowest-dimensional nontrivial representation of SL(2, C) are called two-component spinors, which are doublets as states for spin. On the basis of higher dimensional representation of SL(2, C) other spinors with more components can be constructed. In our case the four-component spinor ψ(x) is transformed according to named D 2 ) representation of SL(2, C). The invariant metric form is not unique, some other forms exist, such as ψ † (x)γ 0 γ 5 ψ(x) and ψ † (x)γ 0 γ µ ψ(x) etc.. We choose the metric form ψ † (x)γ 0 ψ(x) as starting point since, for a rest fermion, it is just the density of Hamiltonian mψ † (x)γ 0 ψ(x), m is mass of the fermion. In summary, the metric ψ † (x)γ 0 ψ(x) is the complex parallellism to the real interval c 2 t 2 − x 2 − y 2 − z 2 . Consequently the parallellism to Eq. (7.1) should be dψ(x)dψ(x). Hence now we know ψ † (x)γ 0 ψ(x)-and thus dψ(x)dψ(x)-is hyperbolic. However, we don't know what is the largest group-which of couse includes SL(2, C) as a subgroup-that makes the type of metric ψ † (x)γ 0 ψ(x) unchanged. Searching for what is exactly the largest group would be a tedious work and simutaniously might deviate us from the main steps of developing this theory. In this paper we simply assume the lagest group is GL(4, C) (in fact must be a subgroup of GL(4, C)) and bearing in mind that it is for hyperbolic type.
Straightforwardly, the parallelism between elliptic types of real space and complex space can be constructed by generalizing each of real axes to a complex one. We are familiar with the metric definition in the 3-D space x 2 +y 2 +z 2 , which is invariant under the rotation group SO(3). Supposing a complex space spanned by wave functions with only three components, (ψ 1 (x), ψ 2 (x), ψ 3 (x)), correspondingly to x 2 + y 2 + z 2 and consistently with quantum mechanics, its metric should be the form ψ *
, where the integral over the configuration space is implied. To preserve the probability in the whole complex space, the quantum mechanics requires any transformations performed on the wave function (ψ 1 , ψ 2 , ψ 3 ) should be elements of special unitary group. Here the group is SU (3) or its subgroups. SU (n) groups are compact, just as SO(n). Hereby the metric ψ *
and group SU (n) are recognized as elliptic type. The caution should be practiced that it is not perfect to generalize the rotation transformation in real space directly to conservation of angular mementum as done in quantum mechanics to achieve the same result that metric ψ *
and SU (n) are elliptic type. Since the Lorentz group also includes a spatial rotation part besides the boost part, from the Noether theorem of quantum field theory one can also derive the conservation of angular momentum. Then above discussions would induce confusion between the two types. The degrees of freedom of elliptic type presented in this paper are those degrees of freedom such as isospins, colors or flavors etc., excluding spins and spatial angular momentum. The largest group to preserve the type of the metric i ψ * i (x)ψ i (x) is certainly U (n) group. We have endowed the Lorentz symmetry and Unitary symmetry with hyperbolic type and elliptic type, the corresponding types of metric defined according to these two symmetries cannot be changed while the groups are perfectly extended in some way. We know U (n) group will not change the type of metric i ψ * i (x)ψ i (x), and a subgroup of GL(4, C) will not change the type of ψ † (x)γ 0 ψ(x). It is the extended groups that provide more degrees of freedom over which the complex space spanned by wave functions is curved. Corresponding to the two symmetries, there are two sorts of curvings. Since for a fermion, such as quark, it is usually put with the both characteristics-hyperbolic type and elliptic type-spinor and color, we should combine the two types of metric into one general form:
where we extend ψ α (x) → ψ α c (x), c = 1, 2, 3 are color indices, α-is spinor indices. The combination coefficients may be separated into a hyperbolic part multiplying a elliptic part.
An important curving happens when one fermion is transformed according to unitary groups with different dimensions, for instance, an U (1, C) wave function is later transformed according to U (2, C) group. We picture this case by taking into account the decays of photon. As a pure energy form, photon can decay into lepton-antilepton pair or proton-antiproton pair or quark-antiquark pair, the processes successively happen with the increase of the photon energy. And the remarkable feature of the successive processes is that the lepton-antilepton in the U (1, C) region of the gauge field theory, and proton antiproton is in U (2, C) hadron region [forms the doublet together with neutron], and quark antiquark in U (3, C) color region. This feature leads to the ansatz that the photon will be curved in the U (n, C)-space with its energy increasing. Thus as an effective description, the wave function of electrons are thought to be curved to different degrees to produce different fermions involving other interactions than electrodynamics. The analysis is based on the standpoint that interactions are results of curvings of wave function.
VIII. MOTION EQUATION FOR FERMION A. Motion equation and the rule of calculating the differential
After reviewing the geometrical method, let's turn to its application to physical problems. As an equal level observer, an electron is to test the other particle that also has electronic charge and magnetic moment. Then, what is its motion equation like? The right answer is certainly the Schrödinger equation or the Dirac equation. But the issue holds only in perturbative region, i.e. while the wave length is not so small (QED) [or not so large (QCD)] that the coupling constant becomes too large, according to the renormalization results [5, 6] . Under this circumstance let's now assume that there always exists a complex frame in local complex-space region for the electron to move like a free wave. In other words, in a local region sufficiently small, the electron is a plane wave. In terms of geometry, this suggests that the motion of electron is just a geodetic line, i.e., the parallel transport (displacement). Conventionally the rest electron is described by plane wave function e ip·x , which is a complex function. Its parallel displacement should be interpreted by complex manifold. Here, it is proposed that the free solution to Dirac equation should be the above mentioned plane wave in local region. The resultant plane wave possesses four components, which is known as the Dirac spinor. So, the complex space should be of four dimension, and furthermore, it should be hyperbolic as argued in the last section. In this respect the transformation group for the space should be GL(4, C). For the space continuously generated by components of spinors {ψ 1 , ψ 2 , ψ 3 , ψ 4 }, its natural bases are
∂ψ α , then the (5.6a) (dξᾱ + Γᾱγξγ) = 0 turns out to be
Here, the form dψ α is the basis of contracovariant form, so that the above equation is a kind of differential to basis, i.e. the operator d is in fact a contracovariant differential D, the same as in eq.(4.16). Similarly, another equation for ψ α holds,
In above two equations the components dψ β and dψ α from mathematical viewpoint are viewed as plane wave within an infinitesimally local region. Moreover, dψ β is an infinitesimal change of ψ β to its neighboring points, which is determined by ψ β and the transformation performed on it. Suppose that space after a transformation is ψ ′β , then in analogy to the form of eq.(3.7), the wave function ψ ′β can be expressed by variables ψ β s,
Now the differential form dψ β can be written explicitly as
and further making a exterior product to the equation yields
which makes eq.(8.2) trivial. Now, to overcome the difficulty, we will not view eq.(8.2) as an equation to generate tensors, instead as a flat-footed way we view differential operator d just as normal total differential calculus not involving the exterior product anymore. The differential ∂ψ ′β ∂ψ γ , however, is not operable in practical calculation. From an alternative viewpoint, the wave function in physics can be formally described using the function of space-time
In this way, surely some information has to be lost. Now we may write eq.(8.2) with explicit form (ddψ β + Γ β αγ dψ α dψ γ ) = 0 and then construct the analogous form as in general relativity
But that makes wrong sense in quantum mechanics, since while the interaction is absent, i.e. Γ β αγ = 0, the above equation 
Now the correct form of motion equation must be the form
Before any further discussion, let us first analyze the dimension of the equation. In the natural units, the right hand of the above equation is energy square by assuming ψ dimensionless, in the first term of the left hand, the dimension of 2 is just the energy square. The second hand, supposing the form A αρ = 1 + B (explained later), then Aρ γ is energy dimension, but two derivatives also contribute two energy dimensions (A αρ dAρ γ contributes force dimension in Gauss unit.), so an extra energy dimension exists. The same problem exists in the motion equation of General Relativity,
, where the dimension of Γ µ ρσ is force, thus the second term doesn't look equivalent to the dimension of the first term. But in that case the problem is circumvented by supposing that the first term is multiplied by a unit mass. To remedy the unequal dimensions of two sides, we alternatively add a linear integral with respect to space-time x µ = (t, x) to the second term. The integral is accompanied by imaginary factor i according to requirement restoring the Dirac equation. Now the last form of equation (8.10) is
Under the perturbative approximation (Aρ γ ) 4×4 = γ 0 + γ 0 γ µ A µ (We will explain the approximation in detail later. And henceforth we continue to use A µ to express the gauge field potential. Don't confuse it with the metric tensor A αβ ), the motion equation (8.10) is expected to restore Dirac equation. First it is easy to find (A αρ ) 4×4 = γ 0 −γ µ γ 0 A µ . To attain all the terms in the quadratic form of Dirac equation [2] [
it is find we have to accept the following wierd replacement
Then the first term in (8.11) will be as our expected dd → 2. The second term of the left hand involves much calculation on γ−Algebra, but straightforward. Under the Lorentz gauge condition ∂ µ A µ = 0, we can get the needed terms −ie2 A µ ∂ µ ψ− i 2 eγ µ γ ν F µν ψ through the integration by part, the term e 2 A µ A µ is omitted in our calculation. However, many other terms, such as
ψ and some terms in integration such as
. We now don't know their meanings and also have sufficient reasons cutting them away. They may provide nonlocal effect, that our research plan in the near future.
If the approximation (Aρ γ ) 4×4 = γ 0 + γ 0 γ µ A µ is not used, the substitution Eq. (8.13) is not reasonable. That leaves a little arbitrariness to extend the theory to include more possibilities.
In common quantum fields, we only regard the effective force part F µν being responsible for the physical process; but with the nonlocal (curving) effects, it has been stated in Ref. [7] that the F µν is not complete in describing all physics. In the rough approximation, it can be seen from Γ α βγ that more things are presented than required. It includes not only the normal terms F µν but also some other terms-but not arbitrary combined ones-listed above. Moreover, the definition of the connection and thus the physical meaning of A µ now are not the same as those in quantum fields, since in quantum field theory, A µ (potential) is assumed as connection and F µν as the curvature tensor. Here the A µ is viewed only as component of metric and F µν as connection (force). Correspondingly the dimension of motion equation here is also different from Schrödinger equation, the former is a force, and the latter a potential.
B. Expansion to plane waves as done in quantum mechanics
We have viewed the differential form dψ β as well as dψ α being plane waves. However, since it is impossible to define the directions of the plane waves, all the possibilities should be included. Therefore, as recognized in quantum mechanics, the explicit form of the metric Aᾱ β dψ α dψ β should be
The integral may also appear in other situations whenever the summation of indices appears. So as a calculation experience, we prescribe it as a rule that once the summation appears, the integral is implied. For instance, the repeated indices in eq. (8.9) means the integrals for k and k ′ ,
This whole paper respects this rule if only the metric and wave functions appear at the same term. The integral with respect to k ′ and k ′′ is accompanied with V (2π) 3 to ensure its dimensionless.
IX. FIELD EQUATION
A. This equation should be thoroughly respected by the electron as an equal level observer to another electron. However, it is impossible for the electron to transport all information it carries by projecting ψ α → x µ , i.e., projecting its complex space to our space-time without losing any information. To let the final equation able reduced to that for free particle while turning the potential off, is essential for the projecting methods. In general relativity, the same kind of choice in fact has also been made. Its motion equation is 
B. The antisymmetry of Ricci tensor and the operator 2
This subsection is devoted to explaining a subtle but important aspect in calculating the curvature tensor. It can be seen from the definition of eq.(4.24) that the curvature tensor R β αjk is explicitly antisymmetric with respect to the indices j and k. However, the antisymmetry seems lost from the concise expression (5.14). Now let us impose that antisymmetry on the interpretation of and see what the result will be. Substituting the explicit form of connection Γ α β into Eq.(5.14), the components of curvature are functions with respect to metric tensor:
We only calculate the first one as an example, the others can be obtained by only properly changing the indices. Impose the antisymmetric property on the first equation of Eq.(9.3)
then the right hand and the left hand can be changed respectively to
the equality of the two sides directly induces the following relation
The relation seems trivial in this form, but following the replacement of (9.2) results in
which is a reasonable result telling that the operator 2 is Hermitian. So now we can insist the antisymmetry in Ricci tensor without worrying about any unexpected contradiction. As a byproduct of applying the above result to Ricci tensor, a rule to be noticed is that for any product of two differentials like ∂ ∂z j ∂ ∂z k A, A arbitrary, the result should be antisymmetric if permuting
C. Field Equation
Now let's turn to the equation for bosons, e.g. photons of QED. As a starting point, we still take into account the free motion of a fermion. In this picture, the fermion's wave function is plane wave while the interaction is absent. Therefore, the connection (force) of complex space is trivial, and thus all the components of curvature tensor R α βjk vanish. So for a boson field without any source, the field satisfies R α βjk = 0, which will not change under the permitted transformation, for R α βjk is a tensor. Loose this strict constraint, and make Ricci tensor
(9.8a)
That certainly holds for free fields, and is also expected to hold for the case that a source appears at an infinitely faraway point. The right hand of equation may be added with a source term, whose physical meaning will be clarified later,
The coefficient κ will be determined later by comparing with the Clein-Gordon equation. Next let's see what can be derived from this field equation, as well as some differences with Clein-Gordon equation.
D. The Approximation of Metrical Matrix to the Form
We had better resolve the field equation (9.8) precisely first and then discuss the field property. But that may involve many elaberate techniques and will be a tedious process. Here we expect to understand the field property by substituting some good approximations into the field equation.
In the absence of the interaction, the metrical matrix is of the form
and after a period of interaction, according to the perturbative case (in this whole paper we respect the perturbative results of field theory), the matrix evolves into
and when only the electronic part is presented, Eq. (9.10) gives
Moreover, if we choose the large components approximation from QED, i.e., there is no need to include the latter two of the four components, then the form of A αβ can be further approximated to
The large component and the small component appear in solution of Dirac equation while both the electric part (scalar potential) and magnetic part (vector part) of the boson field are small and the kinetic energy of fermion is very low: In general, the Dirac equation can be written out as [6] ,
where W is kinetic energy, φ the scalar potential and A the vector potential. Dividing four components ψ into two parts composed by the first two components and the last two components respectively,
with this denotation the Dirac equation is formally reduced into two equations,
(9.14)
Carry it out with ψ b = (2m + W − eφ) −1 σ · ( P − e A)ψ a , it can be seen that in the case while W , φ and A are all small, the two components ψ a and ψ b obey the relation
And in another way, we can also recognize the two components from the ordinarily accurate solution for the plane wave of fermion (not anti-fermion)
where χ i represents two eigen states of σ · P . From the above solution it is obvious that the last two components are smaller than υ c order. So in the small components, the last two diagonal elements of the matrix in (9.11), −1 + A 0 , the term A 0 may contribute a two order infinitesimal value, it can be ignored here. (9.12) does hold.
Under the approximation of (9.12), the Ricci tensor can be explicitly written out as
Replace the differential ∂ 2 ∂ψ α ∂ψ β as shown in eq. (9.2), assuming that the scalar field does not vary with time, then the field equation R αβ = 0 turns out to be
which is just the Poisson equation obeyed by the electric field in vacuum. It will be proved in the next subsection that discussing the approximation with the electric field being absent is also meaningful.
E. Derivation of equation 2 A = 0 and a Conjecture on the Origin of Mass Term for Boson
Now let's turn to the approximation without electric field, i.e., the case that only radiation field exists. Compute the similar form of Ricci tensor in (9.17) using the metrical form (9.10) and make A 0 = 0, the direct result is
We will treat the equation explicitly to construct its relation with the electric and magnetic energy E 2 and B 2 where
∂t and B = ∇ × A. The calculation includes two parts,
where the underlines for vectors denote the inner products between them, and the sign : is the tensor product for dyad, for example, p · σ 1 k · σ 2 = p k : σ 1 σ 2 , if their inner products are not emphasized by underlines then the regular order is followed, otherwise obey the underlines, e.g. p k :
Ordinarily we only use the underlines while the gradient operator ∇ appears. Now let's deliberately calculate the magnetic energy B 2 by expressing it with vector potential
and employing the following relations
Applying relation in (9.23) to (9.22), then one obtains
The last step holds for the choice the Columb gauge condition for transverse fields, ∇ · A = A · ∇ A = 0. Now the eq. (9.20) and eq. (9.21) can be summarized as the form with E 2 and B 2 as
Combine them into (9.19),
As a direct result, the following heuristic equation holds,
The equation implies if the inequality
holds, then the field A can automatically gains a mass term. Whereas for QED, since E 2 − B 2 accurately vanishes, the photon net mass is zero. The eq.(9.28) means that some symmetric properties between electric and magnetic fields are missing. This asymmetry has also been mentioned in the part of remarks of Ref. [7] . On the other hand, since E 2 and B 2 are classical observables, they should be covariant under some group transformations, e.g. Lorentz transformation and gauge transformation. At least from the viewpoint of QED, the eq. (9.27) implies that the mass term seems sensible to the state of vector A, which is not invariant under the mentioned gauge transformation. Applying this equation to gauge theory of quantum fields, it really reveals that the mass is by no means a gauge invariant quantity. Now we can add a source term to field equation according to the form of eq.(9.27) and the well-known form 2 A = j in quantum field,
(9.29) the right hand of the equation being just the interacting Hamiltonian density. Remembering that we have replaced the differential with respect to ψ with the space-time variables as shown in (9.2), the above equation suggests the source term should be A under the approximation and thus in proportion to A αβ in field equation,
here theÃ αβ refers to the interaction that has been assumed as a source. But the term E 2 − B 2 is derived from the field equation itself and may not be closely related withÃ αβ .
X. REMARKS ON BIANCHI IDENTITY AND CONSERVATION LAW
Make exterior differential to both sides of eq.(4.23), one can get one of the Bianchi identities
in matrix form as
Written out with components form, one gets
On the other hand, the covariant differential of R a bij can be obtained in a customary way Combining the above two, one gets
For the case that torsion is absent, the right side is equal to zero, and therefore The discussion on the other three forms of components will give the same form of the Ricci identity Rj k;m +R mj;k = 0. As mentioned above, we view the approximation (9.10) as a good choice, and make
where there are few constraints on h αβ such as requiring it very small everywhere, and η αβ with only diagonal element nonvanishing as 1, 1, −1, −1. Here the linear metric η αβ is used to raise or lower the metric or curvature indices of linear part, e.g. ηᾱ β h βγ = hᾱγ. Only in this sense, the following defined R L αβ is different from the normal definition of the Ricci tensor Rᾱ β ; after all, they have almost the same form. The linear part with respect to h αβ of the Ricci tensor is
(10.14)
The rest part in fact is
(10.15)
As the treatment in General Relativity [8] , we separate the left hand of the field equation (10.12) into two parts
, then the equation can be formally written out as
It is easy to prove that the differential for linear part is zero,
The first term is trivial for the antisymmetric tensor ∂ ∂z m R µν (m,ν antisymmetric) is multiplied by symmetric tensor η mν , i.e., R L ρm = ηρ µ η mν R µν ; and the second term is trivial for the symmetry of η mν ,ηρ µ and ηρ m is accompanied with antisymmetry with the superscripts µ,ν in R µν , so ηρ µ η mν R µν is directly zero before differential. It can be seen from (10.12) that the source term Sρ m is conservative in covariant respect; whereas the sum Πρ m +Sρ m conserves locally as a whole. That directly induces three conclusions:
(I) For the existence of the conserved equation From now on we always assume that the approximation γ 0 → γ 0 + γ 0 γ µ A µ is accurate at least for perturbative part after a little while of the interaction, both from geometrical and physical angle. Thus the last matrix for metric is as shown in (9.10): 1) correspondingly the Ricci curvature for it is
The task now is to decide the physical region from all these known formulae. Substituting (9.10) to the equation (11.2), one finds the main quantity that is needed to be evaluated is the determinant of matrix (A αβ ) 4×4 . The result is
Suggested by the horizon of black hole in general relativity, for quantum fields with the same form as the gravity, the similar singularity for the metric and thus the similar horizon-like edges of the physical region may also exist. Furthermore, the singularities (poles) of S−matrix has been well known for their relation with the bound states. We may unify these two kinds of singularities in general relativity and quantum fields into a whole frame by giving their similar significance. And as a try, let us examine the situation of the singularity for QED first to get some rules and then apply them to QCD.
From the result of eq.(11.2), one can notice that the singularity of the determinant of matrix (A αβ ) 4×4 is the very singularity of logarithm function, hence the singularity of Ricci tensor. Let's examine these singularities and see how they correspond to the known physics. Suppose that | Aᾱ β |= 1 − A and if A 0 is the general Coulumb form 1 r , one gets r ∼ 1. In the atomic (natural) unit, it means the length of r is just the average radius value of the ground state of the hydrogen. This is a significant result, which may suggest the zero singularity for logarithm function is just the stable edge of the physical region. For the hydrogen, and under the same approximation, when r → ∞, then 1 − 1 r 2 → 1, the electron tends to be free (asymptotic). So now we approach the definite conclusion at least held for QED, From now on we extend this simple situation to general case, i.e., propose that even in other situations, | Aᾱ β |= 0 and 1 represent the two sides (edges) of the physical region, beyond which there may not exist any physical meaning. Even in QED, we may encounter other alternative situations where a particular approximation of A = 0 is not held. Then, it follows 1 − A 2 0 + A 2 = 0, which suggests that A 2 0 = 1 + A 2 is also a stable solution. However, on the other hand, in perturbative theory, there is no chance for a potential to have a value larger than 1. So this solution is forbidden in QED, a perturbative theory. But this solution will shed some light on our understanding of QCD later, a unperturbative theory.
The only possible way to realize 1 − A 
B. Curvature in color space
Generally, we adopt the color-spin-independent form to express the QCD interaction as
where λ a s are Gellmann matrices. If the interaction is between identical quarks, then A µ a is just the same form vertex from another quark,
, and then (11.7) becomes the known current-current interaction. And correspondingly, the wave function for quark is also written out with separate form
where ψ(x) is the common spinor part [GL(4, C)] and
And thus the density of
, is always separated with computable form
where the C, C ′ represent color wave functions,
. In this respect, our metric form may be written out as
where the metric tensor A ab αβ may be further decomposed into
We have argued how A αβ forms the connection, curvature and at last the Ricci tensor. Additionally by multiplying the factor A ab , aforementioned results will still hold since we can first make the indices a, b fixed temporarily and thus all the formulae are just multiplied by a constant. Then the same discussion can be performed on the matrix (A ab ) 3×3 , finally we can get the Ricci tensor for total metric
R S for spinor and R C for color. In the discussion, it should be emphasized that Aᾱ β is for the mentioned hyperbolic space and the metric A ab ellipse color space, and they obey different differential geometries though they may entangle together. If so, the above forms will not be valid any longer, which will be discussed in the next subsection. Now let's turn to the field equation Rᾱ β = 0, which now becomes R S + R C = 0. i.e.
It has been concluded that A · 2 A = B 2 − E 2 , and in the case of QED, E 2 = B 2 , so 2 A = 0 does hold and the photon net mass is zero. But from eq.(11.13) one may get the term A · 2 A from the left side and the E 2 − B 2 = −R C from the right side. So from this viewpoint, even the curvature of boson field itself can generate its mass if the dimension of boson field is larger than 1[U (1)]. This somewhat can also be seen as a mechanism of producing boson mass. However, if accepting this viewpoint, the three problems of generating mass, boson self-energy and boson curvature are entangled together, which makes the problems more complicated and unreachable.
Let's come back to the problem of the physical region. It is known that QCD is asymptotically free, i.e. while the transferred momenta of the quarks are very large, or equivalently the interaction scale is very small, the interaction tends to zero, reducing to perturbative case. Or in the above terms of asymptotic freedom, there should exist 1 − A 2 0 + A 2 → 1 in this case. In the perturbative situation, as stated in eq.(11.6), the conclusions A 0 → 0, A → 0 or A 0 ∼ A still hold. From this conclusion one is impressed by the fact that the asymptotic free of QCD is just contra-orientation with QED. QCD is in the large momentum short distance and QED just the reverse according to the renormalization result. The other side (edge) of QCD, the side that confine the quarks tightly, may correspond to the hydrogen case in QED. Now we begin to discuss the other side, the confining side of QCD, in contrast to the asymptotic side.
C. Color Confinement and Confining Potential
Color Condensing While the two quarks are in their ground state, i.e. in the low momentum state, the condition of this side should be determined by | A ab αβ |= 0. In respect of the eq.(11.12), it means the determinant | Aᾱ β |= 0 and | A ab |= 0 are satisfied at the same time. And | A ab |= 0 obviously makes the rank of the color matrix decrease by one, which suggests the quarks condensing to hadron level, and thus no free quark appears. This conclusion seems able to account for the confinement of quarks, at least as a mechanism. This exciting result realizes the expectation of establishing a theory of quarks but forbidding the free quarks [6] . However, from an alternative viewpoint, the conclusion is not so exciting because the binding of particles always means the decrease of their freedom. For instance, if the electron is bound by a proton, then we can't see the free electron but can only see the hydrogen atom as a whole. So the equation | A ab |= 0 only provides a way to understand the confinement but not an exact explanation for it, because the same equation form is held by QED. Nevertheless, since QED has already been the lowest U (1) gauge group, it can't possess the property like quarks that could condense from SU (3) to SU (2). In conclusion, the confinement mechanism has equal foot for both QED and QCD, and the peculiar feature of QCD is not the confinement of quarks, but why is it so tightly confined? Now let's make an attempt to understand this particular feature.
Spin-dependence of confinement As stressed in the previous section, for a perturbative interaction, it is impossible for scalar potential and vector potential to satisfy the relation A From eq.(11.16a) it is obvious that the color interaction is spin-dependent, suggesting that the confined potential A 0 ( x) should be spin-dependent. Imaginary confining potential Now let's take into account eq.(11.16b), where A = A a (I 3×3 + λ a ). It may provide us with a way to understand why the value of vector potential is imaginary. Since any component of A is a matrix, the value of the component should be the eigen value of the corresponding matrix. Now let's consider any one of the components, for instance, A 3 = A 3 a (I 3×3 +λ  a ) . First of all, we know that all the generators of group SU (3) are Hermite (see Gellmann matrices for example), so they and their combination with real coefficients have real eigenvalue. Thus the hope to get imaginary value relies on the first part I 3×3 , which we have assummed to be unit matrix. If extending the components of A 3 a , a from 0 to 9, i.e. A 3 = A 3 0 I 3×3 + A 3 a λ a , a = 1, · · · , 8, then the question is resolved as follow. We can assume the A 3 0 is imaginary, but we don't know what an imaginary vector potential means, so we prefer to make I 3×3 → iI 3×3 = λ 0 and A 3 0 is still real. Now the new generator λ 0 is still Unitary for satisfying λ 0 (λ 0 ) † = 1 but not a Hermite matrix, so its eigen value will not be real. To summarize the method: we draw a conclusion that if we extend the group from SU (3) to U (3), then the problem is resolved. The matrix iI 3×3 is another generator for U (3), and it may be just responsible for the color-anticolor interaction besides the eight gluons. (The peculiar characteristic of the new generator is that the choice of it is not unique.) This extension is reasonable because if a space is curved in some way, its dimension must be larger than the original one. For instance, after a plane is curved, to describe it, the transformation group for basis manifold must be chosen as that in three dimensions. We choose U (3) space as the curved quark space in order to satisfy its strong confinement condition.
It should be asserted that while A acts as an imaginary vector, the value and signs of the B 2 − E 2 and thus the field equation (9.27) will not be affected according to their definitions.
XII. DISCUSSION
A. Remarks on applicability of the theory
The whole paper respects no additional sysmetry besides the GL(n, C) or U (n, C) that can keep the metric of the manifold. To some extent the gauge transformation has been included in our transformation, the difference is that here we keep metric but not Lagrangian. Other selection rules are not directly included. In these respects, the frame of this paper is a little rough. And we have do our best to circumvent the relative topics. So it is not perfect to discuss the conservation law in this theoretical frame. In a nonlocal theory, any conservation holds only after some integrals are carried over all the space in question, and thus the root of Jaccobian should appear in any resultant conservation law.
Additionally, the above results can only be obtained under the complex manifold, the transportion from complex space to real space is only by the transformation of Eq.(9.2). If the space-time is initially chosed as the base manifold, it is difficult to clarify the physical meaning or get the results of this paper.
The correctness of the results in this paper are all dependent on the approximation of Eq.(9.2) and Eq.(9.10). Obvious the correct motion equation and field equation should be derived directly from Eq.(9.1) and Eq.(9.8) without any substitution of the complex space to real space. But it is assumed that the approximation can actually hold in very weak and perturbative situation. However, if we want to derive the relatively strict interaction such as involving the QED renormalization, the substitution should be delayed to the last step, all the intermedial process of calculation should honestly obey the rule of complex wave functions.
Moreover, the applicability of the theory may be prettily perfect in the low energy case while the Unitary space is defined. And in relatively very high energy case, we would like to retreat to a perturbative theory. In other words, while the strong interaction and strong correlation appear, the theory is supposed to be suitble.
The group GL(n, C) is so large, the transformations from it may transform a fermion to boson. And hence constructing the relationship with the results from supersymmetry.
In calculation, the transformation d −→ γ µ ∂ µ as well as eq. (9.2) is important. But it actually make us lose some information, it cannot be avoidable.
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