The conditions for confinement of energetic electrons in the solar corona are studied with respect to the influence of electrostatic waves, which have been suggested to cause type IV dm decimetric continuum emission. A hydrodynamic approach is taken for simplicity. The unstable growth of these waves is found to be effectively limited by a change of the particle gyroperiod in the electric field of the wave detuning the resonance. Saturation of wave energy density occurs at a low level, which is proportional to the fraction of energetic particles. The low wave level excludes induced scattering on thermal ions for the hydrodynamic instability. A new model is proposed based on conversion by interaction with low-frequency waves, in particular, lower hybrid waves, which are known to exist in loss-cone situations of the magnetosphere. The fraction of energetic particles of the plasma necessary for the observed radio flux allows trapping times of the order of minutes. Oscillations of the saturation wave amplitude are found.
I. INTRODUCTION
Hard X-ray observations indicate that solar flares can produce enormous numbers of energetic electrons and protons (Hoyng, Brown, and van Beek 1976; Ramaty, Kozlovsky, and Suri 1977) . Numbers up to 10 39 electrons above 25 keV have been quoted in the literature. Less than 0.1% thereof escape into interplanetary space (Lin 1974) . What is the fate of the large majority of flare particles ? Their collisional lifetime is hours to days if they remain in the tenuous corona, but less than a second if they penetrate into the dense photosphere. Can energetic electrons be trapped in coronal magnetic fields for days, as suggested by Simnett and Holt (1971) and Reinhard and Wibberenz (1974) for solar cosmic rays? The observational data from X-ray and cosmic-ray data is ambiguous, since it is difficult to distinguish such storage from continuous acceleration. The questions addressed here in detail are whether the decimetric radio continuum emission, designated IV dm , can be interpreted as a signature of trapped electrons. What are the conditions for its appearance, and what are the consequences for the trapping time? Benz and Gold (1971) , Hudson (1972), and Newkirk (1973) showed that collisional Coulomb interactions put a first limit to trapping in coronal fields. They have ignored collective interactions with the background plasma. Wentzel (1976) has analyzed the trapping conditions in view of the electromagnetic loss-cone instability by which electrons feed energy into whistler waves and, as a consequence, are gradually removed from the trap. He found a considerable reduction of the trapping time for moderate densities of energetic particles. He neglected electrostatic instabilities, expressing hope that they were less important. However, Kuijpers (1974) and Stepanov (1974) invoked the very same instabilities and source model to interpret type IV dm radiation. Wentzel's hope was based on the idea that electrostatic waves leave the instability region fast enough to be absorbed immediately. Berney and Benz (1978) have been able to show, however, that the group velocity of these rapidly growing waves is extremely small (of the order of 0.1 km s _1 ). No quantitative treatment of the problem has been possible yet, since only the linear theory has been available, where the wave electric potential is assumed to be small compared to the mean particle energy. The development into a nonlinear phase of a high, quasi-stationary level of waves seems likely.
Here I present a mechanism that limits the exponential growth of electrostatic waves which depend on a resonance condition involving the gyrofrequency. A shift of this frequency is produced by the deviation of the particle orbits from a helix in the presence of a wave. The mechanism has been proposed by Aamodt et al (1977) for the stabilization of the ion drift-cyclotron instability in laboratory plasmas. It is shown here that the electrostatic loss-cone instability saturates at a level which depends on the fraction of energetic electrons. I will argue that other possible nonlinear developments, the formation of solitons or the modulational instability, are less likely to occur. In a first approach I will use the hydrodynamic simplification and a coherent treatment.
In § II the Hamiltonian function is developed for a single particle in the field of a sinusoidal electrostatic wave propagating perpendicular to the magnetic field. The particle motion is solved to third order in wave amplitude. The gyrofrequency of the electron is found to be altered by an amount proportional to the ponderomotive force (square   892 ELECTRON TRAPPING  893 of the wave amplitude). The kinetic equation, which includes this effect on particle motion, is then derived and solved in § III. A third-order modulation to the velocity distribution and the electric field is determined, which is the result of the detuning of the resonance by the gyrofrequency shift. In the nonlinear dispersion relation, derived in §IV, this new term has a stabilizing effect for reasonable initial distributions. The solution of the nonlinear dispersion relation yields a wave energy density at saturation, which will be discussed in § V for coronal traps and type IV dm bursts. A brief summary appears in § VI.
a) Observations of Type IV dm Bursts
Continuum emission in the decimetric band may well have several different origins. Initially it has been interpreted as gyrosynchrotron emission (Takakura 1959) . This may be the case for bursts with a smooth appearance in time and spectrum, which are usually just the continuation of a continuum at centimeter wavelengths. Here we discuss emission with pronounced structure occurring usually between about 100 and 3000 MHz. It is termed IV dm and has been described by Young et al (1961) , Thompson and Maxwell (1962) , Slottje (1972) , Tarnstrom and Benz (1978) , and others. An example is given in Figure 1 for illustration. Typical flux densities are 1000 x 10~1 9 ergs s -1 Hz -1 cm 2 with moderate circular polarization (order of 507 o ). The sources usually have constant positions. Their spectrum is sometimes very narrow-banded (of the order of 200 MHz). This together with their fast time structure has been shown by Benz and Tarnstrom (1976) to exclude synchrotron emission. The duration of the bursts is of the order of a few minutes. They start usually after the maximum of the flare as seen in Ha. This may be taken as evidence against an interpretation as a signature of some primary current instability of the flare (as has been e.g. proposed by Smith and Spicer 1979 for emission between 5 and 30 GHz). The trap model mentioned above is further supported by the following arguments :
1. Fine structure of various kinds (cf. Fig. 1 , and Slottje 1972) shows that the source is well ordered and relatively stable.
2. Broad-band, absorption-like structures, termed "sudden reductions," show that the wave source can be interrupted and returns to the same level with time constants of less than 0.1 s. Zaitsev and Stepanov (1975) , Benz and Kuijpers (1976) explain this phenomenon with fast electrons being injected into the trap, which will temporarily fill the loss-cone, quenching the instability. It is unclear how this structure could be produced by an unstable current. b) General Assumptions about the Trap Why does a particle not simply follow its field line (which is presumably closed in the interior of the Sun) and eventually get lost? Consider a magnetic loop high in the corona, with its feet in the dense atmosphere, and particles injected near the top of the structure. The magnetic field strength is assumed highest at the feet. Conservation of the magnetic moment,
then requires that a particle slow down in parallel velocity ^ = {v 2 -^i 2 ) 1/2 if it moves downward in the direction of increasing B. We have introduced m for the mass of the particle, for its velocity component perpendicular to the magnetic field, and Q for its gyrofrequency qB/mc {q being its electric charge, B the magnetic field, and c the speed of light). When V\\ vanishes, the particle is reflected. The magnetic field B m at the mirror point is easily expressed in terms of the initial field B 0 and velocity vf* :
If B m < B max (the maximum field strength above the dense atmosphere), the particle is trapped. Since the dense atmosphere acts as a wall which immediately absorbs a penetrating particle, particles with B m > Kw or (v^f/v 2 < ^o/^max? are lost. In velocity space this is reflected by a distribution, which may well be isotropic, except for a " loss-cone " of missing particles with small pitch angle. This anisotropy represents free energy, which can be tapped by growing waves. Throughout, I assume that the initial plasma is quiescent, the magnetic field constant and locally uniform (during a time of a few gyroperiods). The loop dimensions are of the order of 10 5 km in height and 10 4 km in width. The bounce rate is thus much smaller than the gyrofrequency. I assume that the plasma is composed of an isotropic thermal background with a superposed fraction A (<1) of hot, collisionless electrons having a loss-cone distribution. Initially I will consider only high-frequency waves (co » oe p \ the ion plasma frequency). The ions can thus be treated as a stationary background ; and only electrons interact. 
where r and q are the Cartesian coordinate and the canonical momentum, respectively, and A the magnetic vector potential. The electric potential cj) of the (assumed electrostatic and plane) wave will be written 0(r, t) = 0o ex P U(kx -m¿)] ,
assuming the magnetic field to be in the z direction. As usual, the real part of such expressions is to be taken to obtain physical quantities and for multiplications. We now transform to guiding center coordinates with the substitutions r = R + \r and v = V + Av, where R and V are the slowly varying coordinates of the guiding center, and Ar and Av are coordinates perpendicular to the magnetic field, with Ar = p(sin 0, cos 0),
Av = p0(cos 0 l5 -sin 0).
We have defined the azimuthal angle 0 = arc cos (Az^/AF), and the gyroradius p = (2p/mQ) 1/2 . This whole transformation is only meaningful if the particle is not trapped in the field of the wave. Trapping by the wave is not to be confused with mirror trapping and confinement along the z-axis. Wave trapping means that the particle gyrates with the wave frequency oe rather than about the gyrofrequency. The limitation is given by the requirement that the gyration period must not be an integer multiple of the wave frequency. For a finite wave amplitude this becomes (cf. Timofeev 1974) |AQ| < |oj-tzQI ,
where AQ is the nonlinear shift of the gyrofrequency, which will be derived later in this section. The transformation is not explicitly dependent on time, and the Hamiltonian in the new coordinates is simply
It can be shown (Appendix A) that these new coordinates are canonical, i.e., the equations of motion can be written in the form 0 = dH dp dH ~dë (9) (10) A redefinition of H to include only the slowly varying part of the AE-field (i.e., near resonance) leaves equations (9) and (10) Applying a well-known identity for the Bessel function J¡ yields + 00 </> = 0o exp (ikX) Yj ex P -^0] • (16) l --ao We will later consider the case that all electrons participate, and in many cases only the average reaction to the wave will have to be known. It will then be sufficient to consider the slow variations compared to Q and, therefore, the average electric field experienced by the particle during a gyration. For a resonant mode (co ^ nQ) and kp » 1 only the / = « term in equation (16) contributes (Aamodt 1971) . Thus for an energetic particle we will later put n 2 //ae juQ +-b g0 o ./"(pÄ:) ex P 0°O > (17)
where the first form must be retained to allow for derivatives in ©; the second form demonstrates the resonance in the final evaluation using 0 ae Q¿. Note that the interaction between wave and particle becomes very weak at a zero of the Bessel function. The magnetic moment thus is primarily confined between neighboring critical values which correspond to zeros in J n . This typical behavior in perpendicular waves effectively limits, in certain cases, diffusion in velocity space. For the cold population (where kp < \) the / = ± 1 terms give important contributions which will accordingly be included.
b) Kinetic Equation
The kinetic equation is derived from the Liouville equation, which can be written formally (19) v/here the Hamiltonian // of a single particle as derived above is combined with the particle distribution / in Poisson's brackets [ ~\ q^p for the canonical coordinates q and />. In our case it amounts to the Vlasov equation
(20) dt dp d® d® dp mQdX dY mCi dY dX dp z dz dz dp z This equation will be solved by the perturbation method. The expansion parameter is 6 = q(¡) 0 /píl« 1. The Hamiltonian is expressed as
with H x being the wave term qcj). Note that the wave is treated as linear ; only the electron reaction is nonlinear. The temporal derivatives of the particle coordinates are developed according to dHft SPi
The derivatives are evaluated at the undisturbed orbit (subscript 0). The third and fourth terms on the right-hand side describe the effects of the deviations from the undisturbed orbit due to the wave and are of second order in e. The right-hand-side terms will be indexed by their order; thus,
where qd is of the order e j . In particular, it is easy to derive (Aamodt et al. 1977 ; Appendix B) that
H 2 4 i l£l -oe dp 2
It describes a shift AQ in gyrofrequency, which detunes the resonance of the particles with the wave. In deriving this equation it has been assumed that the imaginary part of ca,
where y is the growth rate including nonlinear stabilization. It requires a quasi-steady state. Note that in the linear phase y 0 > |co -nQ.\, since the range of instability in frequency is about nQ ± y 0 max (Berney and Benz 1978) . (23) (24) ELECTRON TRAPPING No. 3, 1980 897 Similarly one shows that fl 2 , ^2? ¿2> an dÁ,2 vanish. Finally, we write the distribution functions in components of power in e oo f= I fj> (26) j=o where fj is of the order and the normalization 1 = J fdp z diidQ/2n will be used. Using the expansions (23) and (26), the kinetic equation (20) can then be expressed as a series of groups of terms with increasing power of e.
III. SOLUTION OF THE KINETIC EQUATION
The Vlasov equation (20) is now solved for successively higher orders in e. With the assumption of a steady zero order distribution / 0 , homogeneous in space, the zero order equation vanishes.
a) First Order
The linear Vlasov equation is readily found : ÔJ\ dt dp 50 dp z dz dO dp
It has a solution, which oscillates with the frequency of the wave, The relevant second-order terms in the Vlasov equation are
dp dO dp z dz) 0 \ 5© dp SO/ 1 * The real part of the right-hand side is
having deleted terms of higher than second order in y/(lQ -d)), where oe = Re oe and y = Im oe. Equation (30) consists of infinite series of trigonometric functions. It is solved by equating amplitudes. In the later time averages only the l =j terms are of interest. We define/ 2 as this part of the solution. Equation (30) 
The constant part is a complete differential 
c) Third Order
The third-order Vlasov equation describes the nonlinear effect of the wave on itself :
As in second order we will finally only be interested injerms with oscillating parts containing only one mode (i.e., j = k = /). This part of the solution will be denoted^,
The second term is entirely due to the oscillating part of / 2 , whereas the first one is a mixture of contributions. Equation (36) separates into an equation for the /^1 components and one for the components. The first equation is then easily solved again by identifying components with the same time dependence
where the prime means derivation in respect to fi. It is interesting to note that the contribution due to f 2 / is a complete differential when considered in Cartesian coordinates. The third-order density modification thus entirely originates from the nonoscillating part/2 1 . Furthermore, we note that the last two terms of the right-hand-side sum in equation (38) 
with ÀQ = 0 2 as given by equation (24). This result, already given by Aamodt et al. (1977) , demonstrates the meaning of the third order : the modification of the particle's orbit by the wave modifying the wave perturbation. In §IV,/ 3 / will be shown to be the major restoring modulation.
IV. THE NONLINEAR DISPERSION RELATION
The dispersion relation of an electrostatic wave is derived from Poisson's equation 
and we have selected only the fundamental contribution /j 1 oscillating with the wave. Equation (41) implies averaging in azimuthal angle 0, which corresponds to the average in time of a single particle's orbit and justifies the "resonance selection" (/ = n) for energetic particles (cf. Appendix B and Aamodt 1971) . Note that equation (40) implies Cartesian coordinates. The have therefore to be expressed in the same set of coordinates by replacing X = x -p sin®.
The derivations in § § II and III have been fairly general or easy to generalize to any cyclotron instability of waves with perpendicular electric field. The main difference from the calculations of Aamodt et al. (1977) for the ion driftcyclotron instability has so far been the neglect of spacial derivatives. However, the way the integral in equation (41) is evaluated and the assumptions on the unperturbed distribution will now lead to the point where the road branches to different dispersion relations and different effects.
In the integral of equation (41) the resonance terms (nQ -co) appear in the denominator. For a wave propagating at a skew direction to the magnetic field, this term is («Q -oe + k^v^) (cf. Tataronis and Crawford 1970) , where k^ is the /^-component parallel to B. Three approaches for the solution of the integral are in use for the linear term n x :
1. One of them assumes k^ =0 and places the resonance term out of the integral (Pearlstein, Rosenbluth, and Chang 1966). All particles resonate with the wave, thus the name hydrodynamic. Its linear phase has been numerically mapped by Berney and Benz (1978) , who also discuss the dispersion relation. No. 3, 1980 ELECTRON TRAPPING 899 2. In the relativistic approach again = 0 is assumed, but the resonance term cannot be taken out of the integral since the Lorentz factor [1 -(y/c) 2 ] 1/2 depends on one of the variables of integration. Zheleznyakov and Zlotnik (1975) solved for the singular part of the integral (resonance part). Berney (1979) compared the hydrodynamic and relativistic approaches combining both principal part and singular part of the integral. In agreement with Berney and Benz (1978, note added in proof) he finds the relativistic instability to have a wider range of applicability and a generally lower threshold.
3. Assuming &n ^ 0 but is small, and a nonrelativistic behavior, Zheleznyakov and Zlotnik describe a third set of unstable waves, again displaced from «Q. In this work the hydrodynamic approach is taken. We make the assumption first introduced by Pearlstein, Rosenbluth, and Chang (1966) that the unperturbed electron distribution can be separated into two particle populations with either Ay » nQ/k or Ay « Q/&, where we have introduced a factor n in addition on the right-hand side of the first expression for better convergence of the Bessel functions. The former population represents a losscone-type distribution Vo, the latter is identified with the cold, Maxwellian, and isotropic background 2 f 0 . The details of the distribution 2 f 0 are left open. In numerical evaluations a ¿-function is assumed. Let A be the fraction of energetic particles 
and w is the frequency in units of Q. The Bessel functions have been replaced by their asymptotic expansions for large kp/n :
and its square by the mean value assuming that d 1 f 0 /dp varies slowly in a period In/kp. In a very similar way equation (39) is used to determine the nonlinear (third order) modulation. Taking only the fundamental part, we arrive at
By partial integration and multiple applications of the identity dJi{x)/dx = -J^l/x + // _ j (x), equation (49) 
where R~6 and R~8 have been defined analogously to R~3 in equation (46). It is essential for the occurrence of this saturation mechanism that the sign of l n 3 is opposite to 1 n 1 . Since the next higher order term in n/kp, however, has the opposite sign, this may not be the case at small k. Note on the other hand that a Maxwellian distribution of energetic particles with a loss-cone is not unstable at small k (Berney and Benz 1978). Moreover, it will be shown below that the bracket in equation (50) cannot become smaller than a certain limit in order to satisfy the no-wave trapping condition (7). Here we will assume a ¿-function for % in numerical estimates.
The difference in the last right-hand side brackets of equation (50) can thus be expressed as dpJf -^9^ eX p -co/)] , dp (51)
. dp With the approximation of J l for small arguments, kpjl, the integral is evaluated:
For the third-order modulation of the cold population is evaluated from equation (48), replacing « by +1 and -1 Again small argument approximations of J 0 and J 1 and partial integration are used :
As for the hot population, 2 n 3 has the opposite sign from 2 n l and therefore a reducing effect on the instability. In order to see which population actually saturates the instability by its nonlinear interaction with the wave, l n 3 and 2 n 3 are compared:
For typical parameters (cf. Berney and Benz 1978) such as A = 10" 5 , « = 10, kp = 25, r/T c = 100, and \n -w\ <2 x 10" 3 (given by the maximum range of the linear instability) this ratio is larger than 3.5. The nonlinear contribution of the cold population is thus neglectable. 
is derived using equation (53) for the cold term, equation (45) for the linear term (first in right-hand side bracket), and equation (50) The left-hand side of equation (56), containing only the cold linear contribution, demonstrates the double resonance of the wave with the upper hybrid (first curly bracket) and gyrorésonance (Bernstein) mode (second curly bracket). 
( 62) at a frequency of c> = -F/2 or m = (« + m uh )/2. With growing wave amplitude the nonlinear term has to be included (ij/ ^ 0). The real part of the frequency and the wave number remain unchanged. Nonlinear stabilization of the original mode is achieved when the imaginary part vanishes, i.e., 4(a -i¡/b/T) = F 2 . The wave amplitude at saturation is
The resulting nonlinear shift of the gyrofrequency 1 |AQ| <^-(1 -r 2 /4a)\oe -nü\(l -9ß/2)~1 2n (63) (64) is below the limit for particle trapping by the wave (eq. So far it has been shown that the nonlinear frequency shift saturates the instability of the original wave. The solution of the dispersion relation (58), <3 = -F/2 ± i(a -F 2 /4 -Zx/^/F) 172 , then still allows growing waves at larger a, i.e., smaller k. However, the small ^ waves are due to our assumption of a low velocity cutoff for the energetic particle distribution, but they are excluded below a certain limit by the requirement A¿; 1 » nQ/k for energetic particles. Cyclotron damping, on the other hand, gives an upper limit of kp < (T/T c ) 112 (Berney and Benz 1978) . It has been shown by these authors that for a Maxwellian distribution (with loss-cone) the A:-range of unstable waves is rather small. The smallest possible k will thus determine how far the wave energy can grow.
For the temporal evolution of the wave amplitude we have to undo the implicit Fourier transformation (sinusoidal wave assumption) and derive the nonlinear wave equation from equation (58) 
where c 1 is a product of the initial values of (p and <p. Letting ae c 2 ~ 0 and cp ^ 0, the frequency of the amplitude oscillations is
and for the slowly varying part (p the solution is
where y 0 is the linear growth rate, (a -F 2 /4) 1/2 Q, and D = y 0 (2/B) 112 . With the right-hand side termed K, the solution can be rewritten
It is only valid for ^ < 1. Its maximum at £ = 1 is (p max = D = (cf. eq.
[63]). This is no surprise, since it will be shown below that at = 1 the function cp{t) turns over to a constant. With the new Ansatz (j)(t) = cp s exp (// s 0, (p s and x s being real and constant, equation (66) yields
where (p s = D has been set. The oscillation frequency thus changes at saturation, and, most remarkably, two frequencies occur. The higher frequency amounts to F max Q, twice the frequency given in equation (69) during the rise. The frequency of the slow modulation vanishes at r pax and is JQ/|T max | for d = T 2 /2 -a « Y 2 I4. Thus we expect slow oscillations in the amplitude of the radio emission of the order of a few Hz, since the spectrum extends over a small, but finite, region around T max . Eventually, the nonlinear oscillations may be damped by collisions or nonlinear effects. The steady state saturation level as given by equation (63) will then be reached.
v. DISCUSSION
In § § II, III, and IV a single coherent wave has been considered. Physically this means that we have assumed the coherence time Aco -1 to be longer than the nonlinear saturation time defined by = 1 (cf. eq.
[70]). The spread Aco of unstable waves vanishes as a result of our choice of distribution function (eq. [42]), and the condition for coherence is obviously met. For more realistic distributions (e.g., discussed in Berney and Benz 1978) Aco is finite, and-taking cyclotron absorption on the thermal background into account-the coherence time is of the order of at least 1 Oyo -1 • This is a factor of 3 longer than the saturation time and thus justifies our assumption also in a broader context.
In this chapter the consequences of the saturation of the electrostatic loss-cone instability on radio emission and trapping are discussed. First it should be noted that all electrons are in resonance with all (hydrodynamically) unstable waves, that all waves contribute to the shift in gyrofrequency (eq. [24] ). Since the unstable waves are nondispersive and their A>range is small, multimode effects can be neglected. We will thus set:
where W k l and W l are the spectral, respectively, total wave energy density of the electrostatic waves (/), and kcj) 0 is evaluated at the maximum level of saturation (eq. [65]).
This is a remarkably small value (10~7 for n = 10, ß = 0.15, A = 10" 5 , T/T c = 100) and below the values quoted generally for other nonlinear saturation processes, such as modulational instability or soliton formation. Nevertheless, it is for the above parameters four orders of magnitude larger than the thermal level of fluctuations.
a) Radio Emission
In this section I show that the wave level at saturation would require A > 1 in this hydrodynamic approach to explain the observed radio emission in the commonly assumed model (Kuijpers 1974) . Instead I propose a new model based on interactions with whistler waves. Kuijpers (1974) suggested induced scattering on thermal ions for conversion of electrostatic waves into radio waves, which escape from the corona. Stimulated emission is of importance if its rate of increase, 2 . cw col | the electron collision frequency, v gr the group velocity of transverse (radio) waves (0, and L the source dimension. For typical source parameters (N 0 = 1.1 x 10 9 cm -3 , corresponding to a plasma frequency of In x 300 MHz, T c -2 x 10 6 K, and L = 10 9 cm) co coll is the larger value in equation (76) For the parameters used above the right-hand side is 10 5 A~1 and impossibly much smaller than (7yr c ) 5/2 . We have not considered the case A > 1. Nevertheless, even the possibility A ae 1 is rejected for its very short trapping time (see below). I conclude that for hydrodynamic instability induced scattering on ions is not likely to produce the observed radio emission. However, this does not exclude induced scattering entirely, since a kinetic (relativistic or skew angle) loss-cone instability may saturate at a higher level.
An alternative possibility is wave-wave interactions ("fusion") with low-frequency waves as the conversion mechanism of electrostatic waves into radio waves. An attractive candidate is lower hybrid waves which are known to exist in particular places of magnetospheric traps (e.g., Likhter et al. 1979) . They have been proposed to originate partially from whistler waves which, by propagation along a curved magnetic field line, have become perpendicular (Thorne and Kennel 1967; Berger and Perkins 1976; Porkolab 1977) . The resonance condition for three-wave interaction between high-frequency electrostatic (A), lower hybrid (//*), and radio waves (0,
can easily be met for lower hybrid waves, but not for whistlers (co), since whistler waves having a large enough kvalue to satisfy a condition like (79) are strongly damped. The reason is in the large \k h \ and small |/q|, which can only be balanced by another large /r-wave. A full discussion of the whistler interaction can be found in Melrose (1975) .
b) Trapping Time
In this section is considered the diffusion time of an energetic particle after which it penetrates the loss-cone through its interaction with electrostatic waves in regions of double resonance and is subsequently lost from the trap. For this calculation we use the fraction of energetic particles A ^ 10" 5 . According to equation (65) this fraction leads to a "moderate" wave amplitude, defined by 
(Timofeev 1974), for typical particle energies. In equation (80) and r = v/Q. are about 10 2 cm, L m , the magnetic scale length along the loop, about 10 9 cm, and a typical value of is 25 (for n = \0). Under condition (80) the interaction between electrons and the electrostatic waves can be considered stochastic. The resonance occurs out of phase for subsequent passages of the bouncing particle. The diffusion coefficient has been given by Timofeev (1974):
where the average is over a bounce period, and the bounce frequency
assuming B = AE 0 (l + z 2 /L m 2 ), where z is the coordinate along the loop with its origin at the top. The variables in equation (81) refer to the region of enhanced wave level. The diffusion by interactions with waves, however, is negligible when this interaction vanishes at a zero of the Bessel function in the guiding center representation (eq.
[16]). One can show nevertheless that collisions in the corona are frequent enough that the particles cross these critical magnetic moments rapidly. Thus we determine the trapping t time from equation (81) in remarkable agreement with observed total burst durations of 0.5 to 10 minutes . Of course, the whistler instability also may untrap energetic electrons. However, Wentzel (1976) has found that even a fraction of A = 10" 5 of electrons above 0.5 MeV can be stably trapped from the point of view of whistler instability if the particles are stored in loops of 10 5 km in length having twists resulting in magnetic fields with a radius of curvature of 10 4 km. Although we have not made a relativistic calculation, one might safely speculate that for solar cosmic-ray electrons, having A considerably smaller than 10" 5 , the level of electrostatic waves from the hydrodynamic instability saturates at an extremely low level. The radio emission will not be enhanced.
VI. CONCLUSIONS
The saturation of the electrostatic loss-cone instability by detuning the resonance between wave and particles because of a nonlinear shift in the particle's gyrofrequency has been considered for the hydrodynamic (i.e. nonrelativistic) approximation. The perturbation solution employed evidently breaks down for larger saturation levels as a result of particle trapping in the wave potential near places of double resonance (i.e., co ^ ^ co MfI ) and for small AE-values (if any). For solar conditions the hydrodynamic instability generally saturates at a very low level. The quasi-linear diffusion time is of the order of minutes for energetic particle densities of interest. Therefore, the trapping time is determined by this diffusion (in velocity space) and not by the rate at which the loss-cone is emptied, contrary to a model proposed by Stepanov (1974) . The velocity distribution is thus quasi-stationary. Solar cosmicray electrons are expected to be dilute enough for producing a saturation level below the thermal background. They are therefore unaffected by the hydrodynamic loss-cone instability. The saturation level is too low to produce radio emission by induced scattering. A new model is proposed in which the conversion into radio waves occurs by coupling of the electrostatic wave with a lower hybrid wave. Since whistlers are naturally enhanced for a loss-cone distribution under the considered conditions, they seem to be the origin for such lower hybrid waves. An occasionally enhanced level of whistlers (e.g., a whistler soliton) may then produce fine structure of the "fiber" type (Kuijpers 1975 ; Chernov 1976) . The loop is estimated to have a total length of about 10 5 km, radius of curvature of 10 4 km, and co p /Q between 5 and 30. As in earlier models based on linear theory, emission originates near places of double resonance (oe uh ^ n£l). The nonlinear theory predicts two ribbons on each side separated by about 0.9^/ÂQ. The nonlinear evolution of the wave amplitude has been shown to start with an exponential increase (linear phase) leveling off gradually to reach the saturation value in about 1.3 x 10 4 Q -1 s (as determined from equation [70] for the parameters used in the model). This is in agreement with the observed rise time after "sudden reductions" (Benz and Kuijpers 1976) . Superposed on this evolution is an oscillation of the amplitude as a result of overshooting and subsequent damping. The frequency of this oscillation is about 10~4 A 1/2 Q. After saturation two modes are excited, one at about twice the original frequency, and the other one close to zero. This latter oscillation may be identified with observed periodic pulses with periods between 10~2 to 1 s (Abrami and Koren 1978) . Note that the derived modulation has a frequency-dependent period and does not seem to cause the also observed broad-band pulsations.
The main limitation of this work is the hydrodynamic simplification when integrating in phase space. It remains to be investigated, whether a similar stabilization would be effective against the more general kinetic instabilities. A kinetic treatment differs only in § § IV and V, yielding a different dispersion relation. A multimode approach then seems necessary. I thank D. G. Wentzel for numerous discussions which have significantly stimulated this work, for reading the manuscript and for his suggesting the analogy to the approach of Aamodt et al. (1977) . I am grateful to R. Smith and J. R. Myra for valuable criticism and help. This work is part of a Habilitationsarbeit submitted to the Swiss Federal Institute of Technology (ETH) in Zurich.
APPENDIX A THE HAMILTON EQUATION
Equations (9)- (14) state that the new coordinates are canonical. We prove this from the equations of motion. Equations (9) and (10) 
proving equation (9). Equations (11) and (12) for Ÿ and A, respectively, only apply to the Hamiltonian of the slowly varying component of the electric potential, (H) = pCî + ^-+ q((l)) ,
where < > denotes the time average over one gyroperiod. Equations (11) and (12) then simply describe the average E x B drift:
Since it is assumed that E z = 0, and thus v z = Fn = 0, equations (13) and (14) are trivial.
APPENDIX B NONLINEAR SHIFT OF THE GYROFREQUENCY
The third and forth right-hand-side term of the development of the temporal derivative in powers of c (eq.
[22]) describe the second-order shift AQ of the gyrofrequency
2 H 1 ^ ®2 -a.,2 Ah + a ©1 dp 2 dpd® (A 10)
