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Abstract
This paper investigates the relation between the Kolmogorov operator associated to a stochastic
Kuramoto–Sivashinsky equation and the infinitesimal generator for the corresponding transition semigroup.
We prove that the infinitesimal generator is the closure of Kolmogorov operator in the space of continuous
functions with kth-polynomial growth with respect to π -convergence topology and the space L2(H, ν)
respectively. The proof depends on various estimates on the solution, invariant measure and transition semi-
group. As a product, we also obtains smoothing properties of the transition semigroup.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction and formulation
We are concerned with the following one-dimensional stochastic Kuramoto–Sivashinsky
(K–S) with periodic boundary conditions,⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dX(t, ξ)+
(
∂4ξ X + ∂2ξ X +
1
2
∂ξX
2
)
dt = QdW, t > 0, ξ ∈ G,
X(t, ·) is periodic with period 2L,
∫
G
X(t, ξ) dξ = 0,
X(0, ξ) = x(ξ), ξ ∈ G,
(1.1)
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a cylindrical Wiener process in H associated with a stochastic basis (Ω,F , {Ft }t0,P). The
Hilbert space H is defined as
H =
{
u ∈ L2(G): u(ξ +L) = u(ξ −L),
∫
G
u(ξ) dξ = 0
}
.
Let Hkper(G), k ∈ N be the usual Sobolev spaces of periodic functions on G and set H˙ kper(G) =
Hkper(G)∩H , in particular, V = H˙ 2per(G). We then define an unbounded self-adjoint linear oper-
ator A = −∂2ξ on H with domain D(A) = V and a bilinear continuous operator B : V ×V → H
by
(
B(u),w
) := (B(u,u),w)= b(u,u,w), ∀u,w ∈ V,
where the trilinear form b(u, v,w) := ∫
G
u∂ξvw dξ.
We rewrite Eq. (1.1) as an abstract formulation in H:
{
dX + (A2X −AX +B(X))dt = QdW(t) in H,
X(0) = x. (1.2)
Let ‖ · ‖HS denote the norm of a Hilbert–Schmidt operator from H into itself. We always now
assume that the linear operator Q in H satisfies the following.
Hypothesis 1.1. The operator Q is boundedly invertible and there exists a constant β0 ∈ (0, 14 )
such that ‖Aβ0−1Q‖HS < ∞.
Remark 1.2. If we take Q the identity operator I , corresponding to Kuramoto–Sivashinsky equa-
tion with space–time white noise, Hypothesis 1.1 holds since Aβ is a Hilbert–Schmidt operator
if and only if β < − 14 . Moreover, as pointed out in [13], the noisy Kuramoto–Sivashinsky equa-
tion in some physical literature is equivalent to the abstract form (1.2) with Q = LA 12 for an
isomorphism L. Therefore the above hypothesis is also satisfied.
Under the above hypothesis, Eq. (1.2) has a unique solution X such that P-a.s. X(t, x) ∈
C([0, T ],H) and X is Feller and Markov in H (see, for example, [13]). The associated transition
semigroup Pt is then given by
Ptφ(x) = E
(
φ
(
X(t, x)
))
, t  0, x ∈ H, φ ∈ B(H), (1.3)
where E represents expectation under P and B(H) denotes the space of all Borel bounded func-
tions on H endowed with the norm
‖φ‖0 = sup
x∈H
∣∣φ(x)∣∣, φ ∈ B(H). (1.4)
Let EA2(H) be the linear span of all (real and imaginary parts of) functions of the form φ =
ei〈h,·〉, h ∈D(A2), and define the Kolmogorov operator
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[
QD2φ(x)
]− 〈(A2 −A)x,Dφ(x)〉− 〈B(x),Dφ(x)〉, φ ∈ EA2(H),
where Tr means trace and D,D2 denote the first, second Fréchet derivatives with respect to x,
respectively. Formally, let u(t, x) = Ptφ(x), then u satisfies the so-called Kolmogorov backward
equation:
⎧⎨
⎩
∂
∂t
u(t, x) = N0u(t, x), t > 0, x ∈ H,
u(0, x) = φ(x), x ∈ H.
To study solutions of Kolmogorov equations, we have to describe the infinitesimal generator
of transition semigroup Pt and thus choose an appropriate space for Pt . It is well known that
Pt is not strongly continuous in Cb,k(H) specified later, a space of continuous functions with
kth-polynomial growth. However it is strongly continuous with respect to weaker topologies
on Cb,k(H). Therefore by relaxing the topology, we can consider the Kolmogorov equation in
the space of continuous functions. Another approach, maybe more direct, is to restrict Pt on
the space Lp(H,ν) since Pt is usually strongly continuous on Lp(H,ν) where ν is an invariant
measure for Pt . In conclusion, the key problem is to study the relation between N0 and the
infinitesimal generator of Pt on the space we has chosen for Pt .
The purpose of this paper is to characterize the relation between Kolmogorov (N0,EA2(H))
operator associated to a stochastic Kuramoto–Sivashinsky equation and the infinitesimal genera-
tor of the corresponding transition semigroup Pt . More precisely, following [18], by introducing
the π -convergence, we define the infinitesimal generator N in Cb,k(H) and prove that EA2(H)
is a π -core for N . This approach has been used to study the Kolmogorov operator in spaces of
uniformly continuous functions in [15–17]. However, we point out that π -convergence topology
is directly introduced in Cb,k(H), not in Cb(H), by a natural way as done in paper [14] where
the mixed topology is applied to study Kolmogorov equations in spaces of continuous functions.
Moreover, let ν be an invariant measure for Pt , we prove that Kolmogorov operator (N0,EA2(H))
is m-dissipative in L2(H, ν), that is, N0 = N2, where N2 is the infinitesimal generator for Pt in
L2(H, ν). This L2-approach is extensively applied recently to prove the m-dissipativity of Kol-
mogorov operator in L2(H, ν), see e.g. [1,4–6,10,12]. The remaining problem is how to obtain
various estimates on the solution X(t, x) and the transition semigroup Pt . In particular in order to
estimate moments of the invariant measure, we prove that moments of X(t, x) have exponential
decay and thus we need an important Lemma 1.3 (see below). Moreover we prove smoothing
properties of Pt which is used to study Kolmogorov operators by estimating DPt φ(x) in H 1,
the usual Sobolev space, for Dφ(x) ∈ H 1. We would like to emphasis that since we cannot ob-
tain any information on Ee
∫ t
0 |X(s)|2 ds to estimate directly the derivative DPt , we introduce an
auxiliary semigroup
Stφ(x) = E
[
e−
∫ t
0 |X(s)|2 dsφ
(
X(t, x)
)]
,
as done in [6,7], and obtain the required results on Pt by smoothing properties of St and identity
Ptφ(x) = Stφ(x)+
t∫
St−s
(|x|2Psφ(x))ds.
0
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linear operator A with the domain V possesses a complete orthonormal basis {ek}k∈N in H given
by
e2k−1 =
√
1
L
sin
kπξ
L
, e2k =
√
1
L
cos
kπξ
L
,
and
Aek = λkek, λ2k−1 = λ2k = π
2k2
L2
, k ∈N.
For any s ∈ R, the power operator As of A is defined by Asu =∑∞i=1 λsi uiei if u =∑∞i=1 uiei .
The domain of As/2 is
Vs =D
(
As/2
)=
{
u =
∞∑
i=1
uiei :
∞∑
i=1
λsi u
2
i < ∞
}
.
It is endowed with the norm |u|s = |As/2u|. Clearly, V0 = H , V2 = V. Thanks to the Poincaré
inequality |u|s  λ
s−t
2
1 |u|t , s  t , u ∈ Vt , Vk has an equivalent norm in H˙ k(G) for any k ∈ N. In
the following we shall often use the interpolatory inequality
|u|λs+(1−λ)t  |u|λs |u|1−λt , s  t, λ ∈ [0,1], u ∈ Vt , (1.5)
and the Agmon inequality |u|L∞  C|u| 12 |u|
1
2
1 for some constant C.
To estimate the solution X to Eq. (1.2), we introduce a bilinear form in H˙ 2per:
〈〈u,v〉〉 :=
∫
G
∂2ξ u∂
2
ξ v dξ − β
∫
G
∂ξu∂ξ v dξ +
∫
G
uv∂ξφ dξ,
where the weighted function φ ∈ C˙4per, defined as
C˙kper :=
{
φ ∈ Ck(G): φ(ξ −L) = ϕ(ξ +L), φ(ξ) = −φ(−ξ)},
for any k ∈ N and Ck(G) denotes the space of k times continuously differential functions on G.
The bilinear form satisfies the following estimate by an appropriate choice of the weighted func-
tion [11, Lemma 2.3].
Lemma 1.3. For any γ0 > 0, there exists a weighted function φ ∈ C˙4per such that for all γ satisfy-
ing 0 γ  γ0,
〈〈w,w〉〉 3
4
γ 2|w|2 − 2
3Lγ 2
( ∫
G
w∂ξφ dξ
)2
.
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Vm2+1 ×Vm3 where mi  0, and m1 +m2 +m3  12 if mi 
= 12 for i = 1,2,3 or m1 +m2 +m3 > 12
if some mi = 12 . Moreover by integrating by parts we have the following identity:
b(x, y, y) = b(y, y, x) = −1
2
b(y, x, y), b(x, y, z) = −b(y, x, z)− b(x, z, y).
The rest of this paper is organized as follows. In Section 2, we first introduce π -convergence
topology and related concepts, then prove that the modified Ornstein–Uhlenbeck operator Rt
is a π -semigroup in Cb,k(H) and that EA2(H) is a π -core for the infinitesimal generator
(L,D(L,Cb,k(H))), k  2 of Rt . Section 3 is devoted to estimating moments on the solution
X(t, x) and the corresponding invariant measure ν with the help of a time dependent gauge
function and a modified Ornstein–Uhlenbeck process. Moreover by introducing an auxiliary
semigroup S(t), we prove smoothing properties of transition semigroup Ptφ(x). In Section 4,
we consider the Kolmogorov operator (N0,EA2(H)) associated to a stochastic Kuramoto–
Sivashinsky in spaces of continuous functions and state that EA2(V2β) for any β satisfying a
prespecified condition is a π -core for the infinitesimal generator N of Pt in Cb,6(H). Finally, we
prove in Section 4 that the infinitesimal generator N2 of Pt in L2(H, ν) is the closure of N0 and
thus N0 is m-dissipative in L2(H, ν).
2. Preliminaries
2.1. Notations and topology
Let (H, 〈·,·〉, | · |) be a Hilbert space as specified before and (E,‖ · ‖E) a Banach space. We
denote by Cb(E) the Banach space of all uniformly continuous and bounded functions on E
endowed with the supremum norm ‖f ‖0 := supx∈E |f (x)| and L(H,E) the Banach space of
all bounded linear operators from H into E, endowed with the usual norm ‖ · ‖L(H,E). We also
briefly write (L(H),‖ · ‖) instead of (L(H,H),‖ · ‖L(H,H)). The set Cb,k(H), k  0, stands for
the Banach space of all mappings φ : H →R such that φ1+|·|k ∈ Cb(H), endowed with the norm
|φ|0,k := sup
x∈H
|φ(x)|
1 + |x|k ,
and C1b,k(H) denotes the space of all continuously differential functions of Cb,k(H) such that
[φ]1,k := sup
x∈H
|Dφ(x)|
1 + |x|k < +∞.
C1b,k(H) is a Banach space with the norm ‖φ‖1,k := |φ|0,k + [φ]1,k . In particular, we set‖φ‖1 = ‖φ‖1,0 and have ‖φ‖0 = ‖φ‖0,0. Obviously one has Cb,k(H) ⊂ Cb,k+1(H). Moreover,
the space Cb,k(H) enjoys some “nice” properties such as any function in this space can be approx-
imated by a sequence in EA2(H) with respect to boundedly and pointwise convergence topology
(see [3, Proposition 2.62]). Therefore we introduce the so-called π -convergence topology. The
following definition can be found in [18].
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f ∈ Cb,k(E) (briefly write limn→∞ fn π=f in Cb,k(E)) if the following conditions hold:
(1) limn→∞ fn(x) = f (x), x ∈ E;
(2) supn∈N ‖fn‖0,k < ∞.
Similarly, a multi-sequence {fn¯} := {fn1,...,nk } ⊂ Cb,k(E) is π -convergent to f ∈ Cb,k(E),
denoted as limn¯→∞ fn¯
π=f in Cb,k(E), if the following π -convergences are valid for any i ∈
{1, . . . , k − 1}:
lim
n1→∞
fn1
π=f, lim
ni+1→∞
fn1,...,ni+1
π=fn1,...,ni in Cb,k(E).
Definition 2.2.
(1) A subset D ⊂ Cb,k(E) is said to be π -dense in Cb,k(E) if for any f ∈ Cb,k(E), there exists a
multi-sequence {fn1,...,nk } ⊂D such that
lim
n1→∞
· · · lim
nk→∞
fn1,...,nk
π=f in Cb,k(E).
(2) We say that a set D ⊂ D(K) is a π -core for the linear operator K : D(K) ⊂ Cb,k(E) →
Cb,k(E) if the following conditions is hold.
(a) D is π -dense in Cb,k(E);
(b) for any φ ∈D(K), there exists a multi-sequence {φn¯} ⊂D such that
lim
n¯→∞φn¯
π=φ, lim
n¯→∞Kφn¯
π=Kφ in Cb,k(E).
The details about the topology induced by the π -convergence on Cb(E) can be found in [14]
and [18].
2.2. Ornstein–Uhlenbeck operator
Since the linear operator A2 − A in the Kuramoto–Sivashinsky equation (1.2) is not strictly
positive, we introduce a modified Ornstein–Uhlenbeck process with A2 − A replaced by A2α :=
A2 −A+ α for any α  1. We set
Z(t, x) = e−A2αt x +
t∫
0
e−A2α(t−s)QdW(s) := e−A2αt x + z(t), (2.1)
which is the mild solution of the linear equation
{
dZ +A2αZ dt = QdW(t), (2.2)
Z(0) = x.
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ance operator Qt , denoted by N (e−A2αt x,Qt ), where
Qt =
t∫
0
e−A2αsQQ∗e−A2αs ds, t  0.
Under Hypothesis 1.1, it is easy to see that Q∞ is of trace class and we have, for any t  0,
E
∣∣z(t)∣∣2D(Aβ0 ) = E∣∣Aβ0z(t)∣∣2  C∥∥Aβ0−1Q∥∥2HS.
Consequently, there exists a constant Ck such that for any k  0
sup
t0
E
∣∣z(t)∣∣2kD(Aβ0 )  Ck. (2.3)
Moreover by the factorization method z(t) has a continuous version with values in D(Aβ) for
any β < β0 [8, Theorem 5.2.6].
We denote by Rt the modified Ornstein–Uhlenbeck operator
Rtφ(x) = E
[
φ
(
Z(t, x)
)]= ∫
H
φ(y)N (e−A2αt x,Qt)(dy)
=
∫
H
φ
(
e−A2αt x + y)NQt (dy), (2.4)
where NQt :=N (0,Qt ). Following Proposition 2.1 in [4], for any k  0, Rt maps Cb,k(H) into
itself for all t  0 and maps Cb,k into C1b,k for any t > 0. In fact we have
|Rtφ|0,k  C|φ|0,k, ‖DRtφ‖0,k  Ct− 12 ‖φ‖0,k, (2.5)
where the positive constant C only depends on TrQ∞. Moreover, as noticed in [2], Rt is not
a strongly continuously semigroup on Cb,k(H). However, following [18], we can define its in-
finitesimal generator L by a pointwise limit of an incremental ratio of Rt
⎧⎪⎨
⎪⎩
D
(
L,Cb,k(H)
) := {φ ∈ Cb,k(H): there exists ϕ ∈ Cb,k(H) such that for all x ∈ H,
limh→0+ Rhφ(x)−φ(x)h = ϕ(x), suph∈(0,1] 1h‖Rhφ − φ‖0,k < +∞
}
,
Lφ = ϕ.
Let φh(x) = ei〈x,h〉 for any h ∈D(A2) and x ∈ H . A direct computation yields
Rtφh(x) = e− 12 〈Qth,h〉+i〈x,e−A
2
α t h〉 = e− 12 〈Qth,h〉φ
e−A2αt h(x),
and
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〈
QQ∗h,h
〉
φh(x)− i
〈
x,A2αh
〉
φh(x)
= 1
2
Tr
[
QQ∗D2φh(x)
]− 〈x,A2αDφh(x)〉,
RtLφh(x) = LRtφh(x)
= −1
2
〈
QQ∗e−A2αth, e−A2αth
〉
Rtφh(x)− i
〈
e−A2αt x,A2αh
〉
Rtφh(x).
Therefore Rt maps EA2(H) into itself and EA2(H) ⊂D(L,Cb,k(H)) for any k  1. Moreover it
is easy to show that for any φ ∈ EA2(H), Rtφ is continuous on t in Cb,k(H) with k  1 and RtLφ
is continuous on t in Cb,k(H) with k  2. In order to avoid confusion, we always write for any
φ ∈ EA2(H)
L0φ(x) = Lφ(x) = 12 Tr
[
QQ∗D2φ(x)
]− 〈x,A2αDφ(x)〉.
In addition, we can prove that Rt enjoys the following properties.
Proposition 2.3. Assume that Hypothesis 1.1 holds and k  0. We have:
(1) Rt ∈ L(Cb,k(H)) satisfies the semigroup law: R0 = I , Rt+s = RtRs , for any t, s  0.
(2) For any φ ∈ Cb,k(H) and x ∈ H , the function [0,∞) →R, t → Rtφ(x) is continuous.
(3) If limn¯→∞ φn¯ π=φ in Cb,k(H), then limn¯→∞ Rtφn¯ π=Rtφ in Cb,k(H).
Proof. We begin with the proof of Part (1). By (2.5), we have Rt ∈ L(Cb,k(H)). Following
Proposition 2.17 in [3], the semigroup law is easily proved. Let us prove Part (2). Thanks to
the semigroup properties of Rt , we only verify the continuity of Rtφ(x) at t = 0. For any φ ∈
Cb,k(H) and x ∈ H , we have∣∣Rtφ(x)− φ(x)∣∣
 E
∣∣φ(Z(t, x))− φ(x)∣∣
 E
∣∣∣∣
(
φ(Z(t, x))
1 + |Z(t, x)|k −
φ(x)
1 + |x|k
)(
1 + |x|k)∣∣∣∣+E
∣∣∣∣φ(Z(t, x)) |Z(t, x)|k − |x|k1 + |Z(t, x)|k
∣∣∣∣

(
1 + |x|k)ωφ(E∣∣Z(t, x)− x∣∣)+ ‖φ‖0,kE∣∣∣∣Z(t, x)∣∣k − |x|k∣∣,
where ωφ is a concave modulus of continuity of the bounded and uniformly continuous function
φ
1+|·|k . Since Z ∈ C([0,∞);H), P-a.s., we conclude Part (2). Finally the assertion (3) follows
from the dominated convergence theorem. 
Actually Proposition 2.3 implies that Rt is a π -semigroup on Cb,k(H) with k  0. Thus we
have the following π -semigroup properties (see [18]):
(1) If φ ∈D(L,Cb,k(H)), then Rtφ ∈D(L,Cb,k(H)).
(2) Rtφ(x) is differentiable for φ ∈D(L,Cb,k(H)), and for any x ∈ H , ddt Rtφ(x) = LRtφ(x) =
RtLφ(x).
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x ∈ H , λ > 0, and if limn¯→∞ φn¯ π=φ in Cb,k(H), then limn¯→∞ R(λ,L)φn¯ π=R(λ,L)φ in
Cb,k(H).
By the resolvent of L and (2.5), it is easy to prove that D(L,Cb,k(H)) ⊂ C1b,k(H). Exploiting the
continuity of Rtφ and RtLφ on t in Cb,k(H) with k  1 and k  2 respectively, we have
Proposition 2.4.
(1) EA2(H) is π -dense in Cb,k(H) with k  0. That is, for any φ ∈ Cb,k(H), there exists a multi-
sequence {φn¯} ⊂ EA2(H) such that
lim
n¯→∞φn¯
π=φ in Cb,k(H).
(2) Let φ ∈ D(L,Cb,k(H)) for any k  2. Then there exists a multi-sequence {φn¯} ⊂ EA2(H)
such that
lim
n¯→∞φn¯
π=φ, lim
n¯→∞Dφn¯
π=Dφ, lim
n¯→∞Lφn¯
π=Lφ in Cb,k(H).
Proof. By Proposition 2.5 in [4], it is not difficult to check that EA2(H) is π -dense in Cb,2(H)
with A replaced by A2. Moreover by a carefully review of their proof, the result still holds in
Cb,k(H) for any k  0. Let us turn to the proof of Part (2). For any φ ∈ D(L,Cb,k(H)) with
k  2, Part (1) shows that there exists a multi-sequence {φn¯} ⊂ EA2(H) such that
lim
n¯→∞φn¯
π=φ in Cb,k(H).
Let φn1,n¯,n2(x) = 1n2
∑n2
m=1 R mn1n2 φn¯(x). Applying the continuity of Rtϕ(x) for any ϕ ∈ Cb,k(H)
and x ∈ H yields
lim
n1→∞
lim
n¯→∞ limn2→∞
φn1,n¯,n2(x) = limn1→∞ limn¯→∞
1∫
0
R t
n1
φn¯(x) dt = lim
n1→∞
1∫
0
R t
n1
φ(x)dt = φ(x),
lim
n1→∞
lim
n¯→∞ limn2→∞
Dφn1,n¯,n2(x) = limn1→∞ limn¯→∞
1∫
0
R t
n1
Dφn¯(x) dt
= lim
n1→∞
1∫
0
R t
n1
Dφ(x)dt = Dφ(x),
where the second equation follows since Dφ ∈ Cb,k(H). Moreover by (2.5) it follows that
sup ‖φn1,n¯,n2‖0,k  C sup ‖φn¯‖0,k  Cφ.
n1,n¯,n2∈N n¯∈N
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lim
n1→∞
lim
n¯→∞ limn2→∞
φn1,n¯,n2
π=φ in Cb,k(H). (2.6)
Since Rt is a π -semigroup, we have
lim
n1→∞
lim
n¯→∞ limn2→∞
Lφn1,n¯,n2(x)
= lim
n1→∞
lim
n¯→∞n1
1
n1∫
0
RtLφn¯(x) dt = lim
n1→∞
lim
n¯→∞n1
1
n1∫
0
d
dt
Rtφn¯(x) dt
= lim
n1→∞
n1
(
R 1
n1
φ(x)− φ(x))= Lφ(x).
By the continuity of RtLφn¯ and Rtφn¯ on t in Cb,k(H) with k  2, we obtain
sup
n1,n¯,n2∈N
‖Lφn1,n¯,n2‖0,k  C‖Lφ‖0,k. (2.7)
It follows that
lim
n1→∞
lim
n¯→∞ limn2→∞
Lφn1,n¯,n2
π=Lφ in Cb,k(H). (2.8)
Note that φn1,n¯,n2 can be written as
φn1,n¯,n2(x) =
∞∫
0
e−tRt (1 −L)φn1,n¯,n2(x) dt.
By (2.5) and (2.7), we have
sup
n1,n¯,n2∈N
‖Dφn1,n¯,n2‖0,k  C
(‖Lφ‖0,k + ‖φ‖0,k) Cφ.
Consequently,
lim
n1→∞
lim
n¯→∞ limn2→∞
Dφn1,n¯,n2
π=Dφ in Cb,k(H). (2.9)
Collecting (2.6), (2.8) and (2.9), we complete the proof. 
By Proposition 2.4, the following result is obvious.
Proposition 2.5. EA2(H) is a π -core for (L,D(L,Cb,k(H))) with k  2.
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We first estimate moments of the solution X(t, x) by exploiting the modified Ornstein–
Uhlenbeck process z defined in (2.1) and a gauge function where Lemma 1.3 is a key tool to
get estimates with an exponential decay. We then derive estimates of moments of the associated
invariant measure ν. To study smoothing properties for the transition semigroup Pt , we introduce
an auxiliary semigroup St and prove the differentiability of Pt by estimating DSt . Since we aim
to study the Kolmogorov operators corresponding to the Kuramoto–Sivashinsky equation, we
can give a stronger assumption on φ for Ptφ and avoid t−
1
2 factor in the estimate of |DPt φ(x)|1.
3.1. Estimate of moments of X(t, x) and ν
Proposition 3.1. Assume that Hypothesis 1.1 holds. For any k  1 and β < β0, there exists the
constant Ck such that
E
∣∣X(t)∣∣2k  16e−2kt |x|2k +Ck, t  0,
E
∣∣X(t)∣∣2k2β  16e−12kt |x|2k2β +Ck(|x|6k + 1), t  0. (3.1)
Proof. Let Y(t) = X(t)− z(t)−gb(t), where z is defined in (2.1), gb(t, x) := g(x+b(t)) ∈ C˙4per
is a weighted function in Lemma 1.3 and b is to be determined later. Then the resulting equation
for Y reads
dY
dt
+A2Y −AY +B(Y )+ ∂ξgbb˙ + ∂ξ
(
Y(gb + z)
)= h(gb, z), (3.2)
where b˙ = db
dt
and h(gb, z) = −A2gb +Agb − (gb + z)∂ξ (gb + z)+αz. Taking the inner product
in H with Y gives
1
2
d
dt
|Y |2 + |Y |22 − |Y |21 + b˙
∫
G
Y∂ξgb dξ + 12
∫
G
Y 2∂ξ (z+ gb) dξ =
∫
G
hY dξ.
By applying Lemma 1.3, for any γ0 > 0, we find gb ∈ C˙4per such that
|Y |22 +
∫
G
Y 2∂ξgb dξ + 23Lγ 20
( ∫
G
Y∂ξgb dξ
)2
 γ0|Y |21 +
3
4
γ 20 |Y |2.
Suppose that b satisfies b˙ = 13Lγ 20
∫
G
Y∂ξgb dξ with zero initial value condition. Then we have
d
dt
|Y |2 + |Y |22 + (γ0 − 2)|Y |21 +
3
4
γ 20 |Y |2  2
∫
G
hY dξ −
∫
G
Y 2∂ξ z dξ.
The two terms of the right-hand side can be estimated respectively as follows:
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∣∣∣∣
∫
G
Y 2∂ξ z dξ
∣∣∣∣= 2
∣∣∣∣
∫
G
Y∂ξYz dξ
∣∣∣∣= 2∣∣b(Y,Y, z)∣∣
 C|Y ||Y |2|z| 14 |Y |
2
2 +C|Y |2|z|2,
2
∣∣∣∣
∫
G
hY dξ
∣∣∣∣ C|Y | + 2∣∣b(gb + z, gb + z,Y )∣∣+ 2α|Y ||z|

∣∣b(gb + z,Y, gb + z)∣∣+C(1 + |z|)|Y | C|Y |2|gb + z|2 +C(1 + |z|)|Y |
 1
4
|Y |22 +
1
4
γ 20 |Y |2 +C
(
1 + |z|4).
Set γ0 = 2(1 +
√
C supt0 |z|). Consequently,
d
dt
|Y |2 + 1
2
|Y |22 + 2|Y |2  C
(
1 + |z|4). (3.3)
By the Gronwall lemma it follows that
∣∣Y(t)∣∣2  e−2t
(∣∣Y(0)∣∣2 +C
t∫
0
e2s
(
1 + ∣∣z(s)∣∣4)ds
)
,
and so we have
∣∣X(t)∣∣2  4(∣∣Y(t)∣∣2 + ∣∣z(t)∣∣2 + ∣∣gb(t)∣∣2)
 4e−2t
(∣∣Y(0)∣∣2 +C
t∫
0
e2s
(
1 + ∣∣z(s)∣∣4)ds
)
+ 4(∣∣z(t)∣∣2 + ∣∣gb(t)∣∣2)
 8e−2t |x|2 +C
t∫
0
e2(s−t)
(
1 + ∣∣z(s)∣∣4)ds + 8∣∣gb(0)∣∣2 + 4(∣∣z(t)∣∣2 + ∣∣gb(t)∣∣2).
Consequently, for any k  1, there exists a constant Ck > 0 such that
∣∣X(t)∣∣2k  16e−2kt |x|2k +Ck
( t∫
0
ek(s−t)
(
1 + ∣∣z(s)∣∣4k)ds + ∣∣z(t)∣∣2k + 1
)
,
thanks to gb ∈ C˙4per. Now by (2.3), the first estimate of (3.1) follows.
Since z(t) has continuous trajectories with value in D(Aβ) for any β < β0 under Hypothe-
sis 1.1, we can estimate the solution X(t, x) in V2β . Indeed, proceeding as above, we take the
inner product in H of Eq. (3.2) with A2βY and then integrate by parts to get
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|Y |22β + 2|Y |22(β+1) − 2|Y |22β+1 + 2b
(
Y,Y,A2βY
)+ 2b˙∫
G
A2βY∂ξgb dξ
= 2
∫
G
A2βY
(
h− ∂ξ
(
Y(z+ gb)
))
dξ.
By using again Lemma 1.3, for any γ0 > 0, there exists ϕ ∈ C˙4per such that
|Y |22(β+1) +
∫
G
(
AβY
)2
∂ξϕ dξ + 23Lγ 20
( ∫
G
AβY∂ξϕ dξ
)2
 γ0|Y |22β+1 +
3
4
γ 20 |Y |22β .
Therefore we have
d
dt
|Y |22β + |Y |22(β+1) + (γ0 − 2)|Y |22β+1 +
3
4
γ 20 |Y |22β + 2b˙
∫
G
A2βY∂ξgb dξ

∫
G
(
AβY
)2
∂ξϕ dξ + 23Lγ 20
( ∫
G
AβY∂ξϕ dξ
)2
+ 2
∫
G
A2βY
(
h−B(Y )− ∂ξ
(
Y(z + gb)
))
dξ.
By setting gb = A−βϕ, γ0 = 4 and b(t) = 13Lγ 20
∫ t
0
∫
G
A2βY∂ξgb dξ ds, it follows that
d
dt
|Y |22β + |Y |22(β+1) + 2|Y |22β+1 + 12|Y |22β

∫
G
(
AβY
)2
∂ξϕ dξ + 2
∫
G
A2βY
(
h−B(Y )− ∂ξ
(
Y(z+ gb)
))
dξ
 C|Y |22β + 2
∫
G
A2βY
(
h−B(Y )− ∂ξ
(
Y(z+ gb)
))
dξ. (3.4)
We apply respectively the interpolatory inequality (1.5), Young’s inequality and properties of the
trilinear b(u, v,w) to the right-hand side of (3.4) and obtain
C|Y |22β  C1|Y |
2
β+1 |Y |
2β
β+1
2(β+1) 
1
4
|Y |22(β+1) +C2|Y |2,
2
∣∣∣∣
∫
G
A2βYB(Y )dξ
∣∣∣∣= ∣∣b(Y,Y,A2βY )∣∣ C|Y ||Y |1|Y |2(β+1)
 C|Y | 4β+32β+2 |Y |
2β+3
2β+2
2(β+1) 
1
4
|Y |22(β+1) +C|Y |
8β+6
2β+1 ,
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∣∣∣∣
∫
G
hA2βY dξ
∣∣∣∣ C(1 + |z|)|Y |4β + 2∣∣b(gb, z,A2βY )∣∣+ 2∣∣b(z, z,A2βY )∣∣
 C
(
1 + |z|)|Y |4β + 2∣∣b(z, gb,A2βY )∣∣+ 2∣∣b(gb,A2βY, z)∣∣+ ∣∣b(z,A2βY, z)∣∣
 C
(
1 + |z|)|Y |4β +C|z||Y |4β+1 +C|z|2∣∣A2βY ∣∣2−2β
 1
4
|Y |22(β+1) +C2
(
1 + |z|4).
Moreover by the Agmon inequality |x|L∞  C|x| 12 |x|
1
2
1 we have
2
∣∣∣∣
∫
G
A2βY∂ξ
(
Y(gb + z)
)
dξ
∣∣∣∣
= 2
∣∣∣∣
∫
G
A2β+
1
2 Y(gb + z)Y dξ
∣∣∣∣ C|Y ||Y |4β+1 + 2|z||Y |L∞|Y |4β+1
 C|Y ||Y |4β+1 +C|z||Y | 12 |Y |
3
2
4β+1 
1
4
|Y |22(β+1) +C
(
1 + |z|4)|Y |2.
We inserting these estimates into (3.4) to obtain
d
dt
|Y |22β + 2|Y |22β+1 + 12|Y |22β
 C
(
1 + |z|4)|Y |2 +C|Y | 8β+62β+1 +C(1 + |z|4) C(1 + |z|6 + |Y |6). (3.5)
Now applying the Gronwall lemma to (3.5) gives
∣∣Y(t)∣∣22β  e−12t ∣∣Y(0)∣∣22β +C
t∫
0
e12(s−t)
(
1 + ∣∣z(s)∣∣6 + ∣∣Y(s)∣∣6)ds,
and so,
∣∣X(t)∣∣22β  4(∣∣Y(t)∣∣22β + ∣∣z(t)∣∣22β + ∣∣gb(t)∣∣22β)
 4e−12t
∣∣Y(0)∣∣22β + 4C
t∫
0
e12(s−t)
(
1 + ∣∣z(s)∣∣6 + ∣∣Y(s)∣∣6)ds
+ 4(∣∣z(t)∣∣22β + ∣∣gb(t)∣∣22β)
 8e−12t |x|22β + 4C
t∫
0
e12(s−t)
(
1 + ∣∣z(s)∣∣6 + ∣∣Y(s)∣∣6)ds +C(1 + ∣∣z(t)∣∣22β).
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∣∣X(t)∣∣2k2β  16e−12kt |x|2k2β +Ck
( t∫
0
ek(s−t)
(∣∣z(s)∣∣6k + ∣∣Y(s)∣∣6k)ds + ∣∣z(t)∣∣2k2β + 1
)
.
By (2.3), we obtain the second inequality of (3.1) and complete the proof. 
We claim that Proposition 3.1 implies the existence of invariant measure ν. Indeed, let
{νt,0}t0 be the family of probability measures of the solution X(t,0) with zero initial value.
By (3.1), we have
1
t
t∫
0
∫
H
|x|22β νs,0(dx) ds  C.
Consequently, by the Prokhorov theorem, {νt,0}t0 is tight. We then apply the Krylov–
Bogoliubov theorem and obtain the existence of an invariant measure ν for the transition
semigroup Pt . Furthermore, as a consequence, we also have the following result.
Corollary 3.2. For any k  1, there is a constant Ck > 0 such that∫
H
|x|2k ν(dx) Ck,
∫
H
|x|2k2β ν(dx) Ck. (3.6)
Proof. Integrating the first inequality of (3.1) with respect to ν and taking into account the in-
variance of ν yields
∫
H
|x|2k ν(dx) 16e−2kt
∫
H
|x|2k ν(dx)+Ck. (3.7)
We choose t0 such that 16e−2kt0 < 12 and then set in (3.7) t = t0 to get∫
H
|x|2k ν(dx) 2Ck. (3.8)
Moreover, for t0 above, by integrating the second inequality of (3.1) with respect to ν and using
again the invariance of ν and (3.8), the second inequality in (3.6) follows. 
3.2. Estimate of DPt
For any h ∈ H , setting ηh(t, x) = DX(t, x)h, we have
⎧⎨
⎩
d
dt
ηh(t)+A2ηh(t)−Aηh(t)+ ∂ξ
(
Xηh(t)
)= 0,
h
(3.9)
η (0) = h.
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1
2
d
dt
∣∣ηh(t)∣∣2
β
+ ∣∣ηh(t)∣∣2
β+2 =
∣∣ηh(t)∣∣2
β+1 −
∫
G
∂ξ
(
Xηh(t)
)
Aβηh(t) dξ.
We apply the interpolatory inequality (1.5) and |x|L4  |x|
3
4 |x|
1
4
1 to the two terms of the right-
hand side of the above equation and obtain
∣∣ηh∣∣2
β+1  C
∣∣ηh∣∣
β
∣∣ηh∣∣
β+2 
1
4
∣∣ηh∣∣2
β+2 +C
∣∣ηh∣∣2
β
,
and ∣∣∣∣
∫
G
∂ξ
(
Xηh
)
Aβηh dξ
∣∣∣∣ C|X|∣∣ηh∣∣L4 ∣∣Aβ+ 12 ηh∣∣L4  C|X|∣∣ηh∣∣ 34 ∣∣ηh∣∣ 141 ∣∣ηh∣∣ 342β+1∣∣ηh∣∣ 142β+2.
For any β ∈ [−1,0], we use again the interpolatory (1.5) to get
∣∣ηh∣∣ C∣∣ηh∣∣1+ β2β ∣∣ηh∣∣− β2β+2, ∣∣ηh∣∣1  C∣∣ηh∣∣ 1+β2β ∣∣ηh∣∣ 1−β2β+2,∣∣ηh∣∣2β+1  C∣∣ηh∣∣ 1−β2β ∣∣ηh∣∣ 1+β2β+2, ∣∣ηh∣∣2β+2  C∣∣ηh∣∣− β2β ∣∣ηh∣∣ β+22β+2,
which yields
∣∣∣∣
∫
G
∂ξ
(
Xηh
)
Aβηh dξ
∣∣∣∣ C|X|∣∣ηh∣∣ 54β ∣∣ηh∣∣ 34β+2  14
∣∣ηh∣∣2
β+2 +C|X|
8
5
∣∣ηh∣∣2
β
.
By combining these estimates, we have
d
dt
∣∣ηh(t)∣∣2
β
+ ∣∣ηh(t)∣∣2
β+2  C
(
1 + ∣∣X(t)∣∣ 85 )∣∣ηh(t)∣∣2
β
. (3.10)
Consequently by a well known comparison result and the Young inequality we obtain the fol-
lowing.
Lemma 3.3. Let β ∈ [−1,0]. For any ε > 0 there is a positive constant Cε dependent only on ε
such that
e−ε
∫ t
0 |X(s)|2 ds∣∣ηh(t)∣∣2
β
+
t∫
0
e−ε
∫ s
0 |X(τ)|2 dτ ∣∣ηh(s)∣∣2
β+2  |h|2βeCεt .
By Lemma 3.3, it is easy to see that for any φ ∈ C1b(H)
∣∣DPtφ(x)∣∣ ‖Dφ‖0EeCεt+ε ∫ t0 |X(s)|2 ds,
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∫ t
0 |X(s)|2 ds in order to estimate
|DPt φ(x)|. Proceeding as in papers such as [6] and [7], etc., we introduce an auxiliary semi-
group
Stφ(x) = E
(
e−
∫ t
0 |X(s)|2 dsφ
(
X(t, x)
))
, (3.11)
and turn to study the differentiability of St . By the Feynman–Kac formula we have the identity
Ptφ(x) = Stφ(x)+
t∫
0
St−s
(|x|2Psφ(x))ds, (3.12)
and thus obtain smoothing properties for Pt by employing DSt .
Lemma 3.4. Under Hypothesis 1.1, for any φ ∈ Cb,2(H) and x ∈ H there exists a constant
C0 > 0 such that
∣∣DStφ(x)∣∣ C(1 + |x|2)(1 + t− 12 ∥∥Q−1∥∥ 12 )‖φ‖0,2eC0t .
Proof. By generalized Bismut–Elworthy formula [9, Theorem 2.1], for any h ∈ H and φ ∈
Cb(H), we can write
DSt φ(x) · h = 1
t
E
(
e−
∫ t
0 |X(s)|2 dsφ
(
X(t, x)
) t∫
0
〈
Q−
1
2 ηh(s, x), dW(s)
〉)
− 2E
(
e−
∫ t
0 |X(s)|2 dsφ
(
X(t, x)
) t∫
0
(
1 − s
t
)〈
ηh(s, x),X(s, x)
〉
ds
)
.
Consequently, applying the Hölder inequality and Lemma 3.3 yields
∣∣DStφ(x) · h∣∣2  CE(|φ|2)
(
1
t2
E
(
e−2
∫ t
0
∣∣X(s)∣∣2 ds
t∫
0
∣∣Q− 12 ηh(s)∣∣2 ds
)
+E
(
e−2
∫ t
0 |X(s)|2 ds
t∫
0
∣∣X(s)∣∣2 ds
t∫
0
∣∣ηh(s)∣∣2 ds
))
 C‖φ‖20,2
(
1 + |x|4)(‖Q−1‖
t2
+ 1
)
E
( t∫
0
e−
∫ s
0 |X(τ)|2 dτ ∣∣ηh(s)∣∣2 ds
)
 C
(
1 + |x|4)(1 + t−1∥∥Q−1∥∥)‖φ‖20,2eCt |h|2,
and so the conclusion follows. 
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there exists a positive constant, still denoted by C0, such that
∣∣DSt φ(x)∣∣1  CφeC0t .
Proof. By (3.11), we have
DStφ(x) · h = E
(
e−
∫ t
0 |X(s)|2 dsDφ(X) · ηh)− 2E
(
e−
∫ t
0 |X(s)|2 dsφ(X)
t∫
0
〈
X(s), ηh(s)
〉
ds
)
.
Applying Lemma 3.3 and the Hölder inequality yields
∣∣DStφ(x) · h∣∣ |Dφ|1E(e− ∫ t0 |X(s)|2 ds∣∣ηh∣∣−1)
+ 2‖φ‖0E
(
e−
∫ t
0 |X(s)|2 ds
t∫
0
∣∣X(s)∣∣∣∣ηh(s)∣∣ds
)
 Cφ |h|−1eCt + 2‖φ‖0
(
E
(
e−
∫ t
0 |X(s)|2 ds
t∫
0
∣∣X(s)∣∣2 ds
)
×E
(
e−
∫ t
0 |X(s)|2 ds
t∫
0
∣∣ηh(s)∣∣2 ds
)) 1
2
 Cφ |h|−1eCt +C
(
E
( t∫
0
e−
∫ s
0 |X(τ)|2 dτ ∣∣ηh(s)∣∣2 ds
)) 1
2
 C(1 +Cφ)eCt |h|−1.
Hence the conclusion follows. 
Proposition 3.6. Besides Hypothesis 1.1, assume that the assumption of Lemma 3.5 holds. Then
there exists a constant C0 > 0 such that
∣∣DPtφ(x)∣∣ Cφ(1 + |x|2)eC0t , (3.13a)∣∣DPt φ(x)∣∣1  Cφ(1 + |x|4)eC0t . (3.13b)
Proof. Since ‖| · |2Psφ(·)‖0,2  ‖φ‖0, by (3.12), applying Lemma 3.4 and Lemma 3.5, we have
∣∣DPtφ(x)∣∣ ∣∣DStφ(x)∣∣+
∣∣∣∣∣
t∫
DSt−s
(|x|2Psφ(x))ds
∣∣∣∣∣0
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∣∣DStφ(x)∣∣1 +C
t∫
0
(
1 + |x|2)(1 + (t − s)− 12 )eC(t−s)‖φ‖0 ds
 CφeCt +C
(
1 + |x|2)‖φ‖0
t∫
0
(
1 + (t − s)− 12 )eC(t−s) ds,
which concludes (3.13a). To prove (3.13b), we first notice that
DSt−s
(|x|2φ(x)) · h = DE(e− ∫ t−s0 |X(τ)|2 dτ ∣∣X(t − s, x)∣∣2φ(X(t − s, x))) · h
= 2E(e− ∫ t−s0 |X(τ)|2 dτ φ(X(t − s, x))〈X(t − s), ηh(t − s)〉)
+E(e− ∫ t−s0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2Dφ(X(t − s, x)) · ηh(t − s))
− 2E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2φ(X(t − s))
t−s∫
0
〈
X(τ), ηh(τ )
〉
dτ
)
.
It follows that
DPtφ(x) · h = DStφ(x) · h+
t∫
0
DSt−s
(|x|2Psφ(x)) · hds
= DStφ(x) · h+ 2
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτPsφ
(
X(t − s, x))〈X(t − s), ηh(t − s)〉)ds
− 2
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2Psφ(X(t − s))
t−s∫
0
〈
X(τ), ηh(τ )
〉
dτ
)
ds
+
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2DPsφ(X(t − s, x)) · ηh(t − s))ds.
Write DPt φ(x) · h := ∑4i=1 Ii . Clearly, I1 can be estimated directly by Lemma 3.5. We now
apply Proposition 3.1 and Lemma 3.3 to Ii (i = 2,3) and obtain
|I2| 2‖φ‖0
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣∣∣ηh(t − s)∣∣)ds
 2‖φ‖0
t∫ (
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2)) 12 (E(e− ∫ t−s0 |X(τ)|2 dτ ∣∣ηh(t − s)∣∣2)) 12 ds0
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(
1 + |x|)
(
E
t∫
0
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣ηh(t − s)∣∣2 ds
) 1
2
 C‖φ‖0
(
1 + |x|)eCt |h|−1,
and
|I3| 2‖φ‖0
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2
t−s∫
0
∣∣X(τ)∣∣∣∣ηh(τ)∣∣dτ
)
ds
 Cφ
t∫
0
(
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣4
t−s∫
0
∣∣X(τ)∣∣2 dτ
)
×E
(
e−
∫ t−s
0 |X(τ)|2 dτ
t−s∫
0
∣∣ηh(τ)∣∣2 dτ
)) 1
2
ds
 Cφ
(
1 + |x|2)
t∫
0
(
E
( t−s∫
0
e−
∫ τ
0 |X(τ1)|2 dτ1 ∣∣ηh(τ)∣∣2 dτ
)) 1
2
ds
 Cφ
(
1 + |x|2)eCt |h|−1.
Finally by (3.13a) we have
|I4| C
t∫
0
E
(
e−
∫ t−s
0 |X(τ)|2 dτ ∣∣X(t − s)∣∣2(1 + ∣∣X(t − s)∣∣2)eCs∣∣ηh(t − s)∣∣)ds
 C
(
1 + |x|4)eCt
(
E
t∫
0
e−
∫ t−s
0 |X(τ)|2 dτ |ηh(t − s)|2 ds
) 1
2
 C
(
1 + |x|4)eCt |h|−1.
Collecting estimates on Ii (i = 1, . . . ,4), we obtain (3.13b) and thus complete the proof. 
4. Kolmogorov operator in Cb,k(H)
We are concerned with the Kolmogorov operator in spaces of continuous functions. To deal
with the nonlinear term B(x), we work with the space H := V2β for any β ∈ [ 18 , β0). Hence we
always assume that β0 ∈ ( 18 , 14 ) in the sequel. We aim to prove that EA2(H) is a π -core for the
infinitesimal generator N of Pt in Cb,k(H). Since Pt is not strongly continuous in Cb,k(H), as
done in Rt , we define its infinitesimal generator N by the π -convergence topology
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⎧⎪⎨
⎪⎩
D
(
N,Cb,k(H)
) := {φ ∈ Cb,k(H): there exists ϕ ∈ Cb,k(H) such that for all x ∈H,
limt→0+ Ptφ(x)−φ(x)t = ϕ(x), supt∈(0,1] 1t ‖Ptφ − φ‖0,k < +∞
}
,
Nφ = ϕ.
In addition it is easy to see that Pt is a π -semigroup on Cb,k(H) by the following
Proposition 4.1. Assume that Hypothesis 1.1 holds and k  0. We have:
(1) Pt ∈ L(Cb,k(H)) satisfies the semigroup law: P0 = I , Pt+s = PtPs , for any t, s  0.
(2) For any φ ∈ Cb,k(H) and x ∈H, the function [0,∞) →R, t → Ptφ(x) is continuous.
(3) If limn¯→∞ φn¯ π=φ in Cb,k(H), then limn¯→∞ Ptφn¯ π=Ptφ in Cb,k(H).
Proof. For any φ ∈ Cb,k(H) and x, y ∈H, by Proposition 3.1, we have
∣∣Ptφ(x)∣∣ ‖φ‖0,k(1 +E∣∣X(t, x)∣∣k) C(1 + |x|k),
which shows Pt ∈ L(Cb,k(H)) since Pt is Feller [13, Theorem 3.4]. Moreover for any φ ∈
EA2(H), the markovianity of the process X(t, x) implies semigroup law: Pt+sφ = PtPsφ. Since
EA2(H) is π -dense in Cb,k(H), it follows that Pt+sφ(x) = PtPsφ(x) for any φ ∈ Cb,k(H) and
x ∈ H. Therefore we obtain the first assertion. Thanks to P-a.s. X ∈ C([0, T ];H), similar to
Proposition 2.3, Part (2) is a direct consequence of the following inequality
∣∣Ptφ(x)− φ(x)∣∣
 E
∣∣φ(X(t, x))− φ(x)∣∣
 E
∣∣∣∣
(
φ(X(t, x))
1 + |X(t, x)|k −
φ(x)
1 + |x|k
)(
1 + |x|k)∣∣∣∣+E
∣∣∣∣φ(X(t, x)) |X(t, x)|k − |x|k1 + |X(t, x)|k
∣∣∣∣

(
1 + |x|k)ωφ(E∣∣X(t, x)− x∣∣)+ ‖φ‖0,kE∣∣∣∣X(t, x)∣∣k − |x|k∣∣,
where ωφ is a concave modulus of continuity of the bounded and uniformly continuous function
φ
1+|·|k . Finally, in view of the dominated convergence theorem, the statement (3) follows applying
again Proposition 3.1. 
We collect some useful π -semigroup properties of Pt as follows:
(1) If φ ∈D(N,Cb,k(H)), then Ptφ ∈D(N,Cb,k(H)).
(2) Ptφ(x) is differentiable for φ ∈D(N,Cb,k(H)), and for any x ∈H, ddt Ptφ(x) = NPtφ(x) =
PtNφ(x).
(3) The resolvent R(λ,N) of N is given by R(λ,N)φ(x) = ∫∞0 e−λtPtφ(x) dt , φ ∈ Cb,k(H),
x ∈ H, λ > 0, and if limn¯→∞ φn¯ π=φ in Cb,k(H), then limn¯→∞ R(λ,N)φn¯ π=R(λ,L)φ in
Cb,k(H).
By the above properties, we can prove the following result.
Proposition 4.2. (N,D(N,Cb,k(H))) with k  2 is an extension of (N0,EA2(H)).
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ei〈x,h〉 with any h ∈D(A2) and x ∈H. We first apply the Itö formula and obtain
lim
t→0+
Ptφh(x)− φh(x)
t
= lim
t→0+
1
t
t∫
0
PsN0φh(x) ds = N0φh(x).
Moreover since EA2(H) ⊂ (L,D(L,Cb,k(H))) with k  1, by the Sobolev embedding H 1 ↪→
L∞, for any k  2, we have
∣∣N0φh(x)∣∣= ∣∣L0φh(x)+ 〈αx −B(x),Dφh(x)〉∣∣
 C
(
1 + |x|k)+ |x||h| +C|h|2|x|2  C(1 + |x|k),
which implies that supt∈(0,1] 1t ‖Ptφh −φh‖0,k < C thanks to Pt ∈ L(Cb,k(H)). Consequently we
obtain assertion. 
To prove that EA2(H) is a π -core for (N,D(N,Cb,6(H))), we introduce an approximating
transition semigroup Pnt :
Pnt φ(x) = Eφ
(
Xn(t, x)
)
, (4.1)
where Xn(t, x) satisfies the approximating problem
{
dXn(t)+
(
AαXn + Fn(Xn)
)
dt = QdW,
Xn(0) = x,
which has a mild form
Xn(t, x) = Z(t, x)−
t∫
0
e−A2α(t−s)
(
Fn
(
Xn(s, x)
))
ds, (4.2)
where Fn(x) := PnB(Pnx) − αx is an approximation on F(x) := B(x) − αx and Pn the eigen-
projector corresponding to the n first eigenvalues of A. It is easy to check for any φ ∈ Cb,k(H)
with k  0,
lim
n→∞P
n
t φ
π=Ptφ in Cb,k(H).
Similar to Pt , Pnt is also a π -semigroup. By the π -convergence topology, for any n ∈ N, we
define the infinitesimal generator of the approximating operator Pnt by⎧⎪⎨
⎪⎩
D
(
Nn,Cb,k(H)
) := {φ ∈ Cb,k(H): there exists ϕ ∈ Cb,k(H) such that for all x ∈H,
limt→0+ P
n
t φ(x)−φ(x)
t
= ϕ(x), supt∈(0,1] 1t ‖Pnt φ − φ‖0,k < +∞
}
,
Nnφ = ϕ.
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Nnφ = L0φ − 〈Fn,Dφ〉.
Setting φn(x) = R(λ−Nn)f (x) for any f ∈ EA2(H) and λ > 0, we have the following result.
Lemma 4.3. Assume that Hypothesis 1.1 holds. Then for any λ > C0 where C0 is as in Proposi-
tion 3.6, we have φn ∈ C1b,2(H)∩D(L,Cb,6(H)). Moreover,
Nnφn = Lφn − 〈Fn,Dφn〉,∣∣Dφn(x)∣∣1  C(1 + |x|4). (4.3)
Proof. We rewrite φn as φn(x) =
∫ +∞
0 e
−λtP nt f (x) dt . Then for any h ∈ H ,
〈
Dφn(x),h
〉=
+∞∫
0
e−λt
〈
DPnt f (x),h
〉
dt.
Since |Df (x)|1  Cf and PnB(Pn) is the Galerkin projection of B , Proposition 3.6 holds with
constants independent of n. Consequently there is a constant C > 0 such that
∣∣Dφn(x)∣∣ C(1 + |x|2), ∣∣Dφn(x)∣∣1  C(1 + |x|4),
which shows φn ∈ C1b,2(H) and the second inequality of (4.3). We now prove that φn ∈
D(L,Cb,6(H)). For any t > 0 and x ∈H, we have
1
t
(
Rtφn(x)− φn(x)
)
= 1
t
(
E
[
φn
(
Z(t, x)
)]− φn(x))
= 1
t
(
E
[
φn
(
Xn(t, x)+
t∫
0
e−A2α(h−s)Fn
(
Xn(s, x)
)
ds
)]
− φn(x)
)
= 1
t
E
(
φn
(
Xn(t, x)
)− φn(x))+ 1
t
E
(〈 t∫
0
e−A2α(t−s)Fn
(
Xn(s)
)
ds,Dφn
(
Xn(t)
)〉)+ o(1),
where o(1) is infinitesimal as t → 0. The second term of the right-hand side, denoted by J (t, x),
can be bounded by
∣∣J (t, x)∣∣ 1
t
E
(∣∣Dφn(Xn)∣∣1)
t∫
0
e−A2α(t−s)E
∣∣Fn(Xn(s, x))∣∣−1 ds
 C
(
1 + |x|4)(1 + |x|2 ) C(1 + |x|6 ),2β 2β
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Lφn = Nnφn + 〈Fn,Dφn〉, (4.4)
where we have used the fact that φn ∈ (Nn,D(Nn,Cb,k(H))) for any k  0. Consequently the
proof is complete. 
Finally we can prove the following main result of this section.
Theorem 4.4. Under Hypothesis 1.1, EA2(H) is a π -core for (N,D(N,Cb,6(H))).
Proof. For any φ ∈D(N,Cb,6(H)), set f = λφ−Nφ for any λ C0. Then there exists a multi-
sequence fn¯1 ∈ EA2(H) such that limn¯1→∞ fn¯1 π=f in Cb,6(H). Let φn¯1 = R(λ,N)fn¯1 . It follows
that
lim
n¯1→∞
φn¯1
π=φ, lim
n¯1→∞
Nφn¯1
π=Nφ in Cb,6(H).
Define φn¯1,n2 = R(λ,Nn2)fn¯1 . It is not difficult to check that
lim
n2→∞
φn¯1,n2
π=φn¯1 , limn2→∞Nφn¯1,n2
π=Nφn¯1 in Cb,6(H),
and by Lemma 4.3, φn¯1,n2 ∈D(L,Cb,6(H)). Therefore there exists a multi-sequence φn¯1,n2,n¯3 ∈
EA2(H) such that
lim
n¯3→∞
φn¯1,n2,n¯3
π=φn¯1,n2 , lim
n¯3→∞
Dφn¯1,n2,n¯3
π=Dφn¯1,n2 , lim
n¯3→∞
Lφn¯1,n2,n¯3
π=Lφn¯1,n2 ,
in Cb,6(H). Consequently, we obtain
lim
n¯3→∞
Nφn¯1,n2,n¯3(x) = Lφn¯1,n2(x)−
〈
F(x),Dφn¯1,n2(x)
〉
= Nn2φn¯1,n2(x)+
〈
Fn2(x)− F(x),Dφn¯1,n2(x)
〉
.
Applying again Lemma 4.3 yields
∣∣〈Fn2(x)− F(x),Dφn¯1,n2(x)〉∣∣= ∣∣〈PnB(Pnx)−B(x),Dφn¯1,n2(x)〉∣∣
 C|xn − x|2β |x|2β
∣∣Dφn¯1,n2(x)∣∣1
 C
(
1 + |x|52β
)|xn − x|2β.
It follows that
lim
n2→+∞
〈Fn2 − F,Dφn¯1,n2〉 π=0 in Cb,6(H).
In conclusion we have proved that
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n¯1→∞
lim
n2→∞
lim
n¯3→∞
Nφn¯1,n2,n¯3
π=Nφ in Cb,6(H),
and thus the conclusion follows. 
5. Kolmogorov operator in L2(H,ν)
In contrast to the Kolmogorov operator in Cb,6(H), this section is devoted to the study of
the Kolmogorov operator in L2(H, ν). It is well known that the transition semigroup Pt can be
uniquely extended to a contraction Markov semigroup in L2(H, ν). We denote by (N2,D(N2))
its infinitesimal generator. By the Itö formula it follows that N2 is an extension of N0. Moreover
exploiting the invariance of ν and integrating the following identity with respect to ν
N0
(
φ2
)= 2φN0φ + ∣∣Q1/2Dφ∣∣, ∀φ ∈ EA2(H),
yields
∫
H
N0φφ dν = − 12
∫
H
|Q1/2Dφ|2 dν. Hence N0 is dissipative and so is closable in
L2(H, ν). Let N0 be its closure. Notice that if we denote Nβ0 by the closure of N0 and N
β
2
by the infinitesimal generator of Pt in L2(H, ν) respectively, then by Theorem 4.4, the following
result holds.
Proposition 5.1. Under Hypothesis 1.1, N0βφ(x) = Nφ(x) for any φ ∈D(N,Cb,6(H)), and so
D(N,Cb,6(H)) ⊂D(N0β). Furthermore, N0β = Nβ2 .
Proof. The first assertion is a direct consequence of Theorem 4.4 and Proposition 3.1. Let φ =∫∞
0 e
−λtPtf dt for any f ∈ EA2(H). It follows that
(
λ−N0β
)
φ = f,
which yields N0β = Nβ2 by the Lumer–Phillips theorem. 
Actually we can replaced H by H thanks to Corollary 3.2 and prove the following main
result.
Theorem 5.2. Under Hypothesis 1.1, N0 = N2, that is, N0 is m-dissipative in L2(H, ν).
Proof. By Proposition 2.4 and Corollary 3.2, for any k  2, it is easy to check that D(L,
Cb,k(H)) ⊂D(N0) and for any φ ∈D(L,Cb,k(H)),
N0φ(x) = Lφ(x)−
〈
F(x),Dφ(x)
〉
, x ∈ H.
Let φn =
∫∞
0 e
−λtP nt f dt for any f ∈ EA2(H). By Lemma 4.3, we have φn ∈D(L,Cb,6(H)) ∩
C1b,2(H) and
λφn(x)−Lφn(x)+
〈
Fn(x),Dφn(x)
〉= f (x), x ∈H.
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(λ−N0)φn(x) = f (x)+
〈
B(x)−Bn(x),Dφn(x)
〉
, x ∈H. (5.1)
We now apply Lemma 4.3 and Corollary 3.2 to obtain
∫
H
∣∣〈B(x),Dφn(x)〉∣∣2 ν(dx) C
∫
H
∣∣B(x)∣∣2−1∣∣Dφn(x)∣∣21 ν(dx) C
∫
H
∣∣x2∣∣2(1 + |x|8)ν(dx)
 C
∫
H
|x|42β |
(
1 + |x|8)ν(dx) C.
Since |Bn(x)−B(x)|−1 → 0, ν-a.s., by the dominated convergence theorem, we have
lim
n→+∞〈Bn −B,Dφn〉 = 0 in L
2(H, ν),
and so by (5.1),
lim
n→+∞(λ−N0)φn(x) = f (x) in L
2(H, ν).
Consequently the closure of the range of λ − N0 includes EA2(H) which is dense in L2(H, ν).
By the Lumer–Phillips theorem, it follows that N0 = N2 as required. 
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