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Abstract
In this paper we study the chiral symmetry breaking in the hard wall AdS/QCD model. We solve
the equations of motion up to the second order at large momentum and obtain the first few terms in
the expansion of the ”left-right” correlator, which is the measure of symmetry breaking. We study the
dependence on AdS radius to get the result as the series in t’Hooft constant.
1 Introduction
In the last few years a great attention was paid to the so-called phenomenological AdS/QCD theories. The
essence of these models is to use the AdS/CFT correspondence [1] to describe QCD in large Nc limit via
its 5-dimensional dual theory. The exact structure of this 5D theory, describing all specific features of QCD
is not clear, but some simple models have been proposed [2] [3] [4] [5] [6] [7], which already give promising
results.
In this paper we study the simplest of these settings, the so-called hard wall AdS/QCD model (see
for example [2] [4], first proposed in [8]) . Our goal is to find solutions to the equations of motion in 5D
theory perturbatively in inverse powers of momenta and analyze two-point correlators at large Q2 and their
dependence on AdS curvature radius. Classical solutions play an important role in AdS/QCD, because,
according to AdS/CFT correspondence, correlation functions in QCD can be evaluated as variations of 5D
effective action on the classical trajectories with respect to the boundary values of the corresponding fields.
Z4D[J1(x), J2(x), ...] = exp
(
S5Deff [V1(z, x)classic, V2(z, x)classic, ...]
) |Vi(0,x)=Ji(x)
This rule allows us to compute 2-point functions for vector, axial-vector and pseudoscalar currents in
QCD, fix the free parameters of the model and also study the so-called ”left-right” correlator (〈LR〉 =
〈V V 〉 − 〈AA〉) up to the term, quadratic in condensate. The dependence on QCD coupling constant is
reconstructed in the result, via the ADS/CFT correspondence of Yang-Mills coupling constant and AdS
curvature radius (see for review [16]).
R4
4πα′2
= αsNc = λ
′ = Ncg
2
ym
We obtain the expression for the ”left-right” correlator at the strong coupling regime. The first term,
contrary to the sum rules result [17], which is linear in λ′, is proportional to λ′0. This is not strange, because
calculations via AdS/QCD imply the large coupling constant, while sum rules work well at weak coupling.
This paper is organized as follows. In Section 2 we give a review of AdS/QCD hard wall model and
derive action for axial, vector and pseudoscalar fields and corresponding equations of motion. In Section 3
we solve these equations in the limit of large momenta by means of the Green function, derived in Appendix.
Section 4 is dedicated to the evaluation of the correlation functions via the AdS/CFT recipe and matching
of parameters in result with QCD ones. Conclusion is given in the Section 5.
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2 The description of the model
Here we consider the simplest holographic model of low energy QCD, proposed in [2],[4],[6](see also [13,
14, 15]), the so-called ”Hard wall AdS/QCD model”. In what follows we will work with conventions and
notations, used in [2].
In the AdS/CFT prescription, the fields in 5-dimensional space are dual to operators in 4D, and the global
flavor symmetry of the 4D field theory corresponds to the gauge symmetry in its 5D dual. So we will study
4D QCD with SU(2)L×SU(2)R global symmetry via the gauge theory in AdS with SU(2)L×SU(2)R gauge
group. In this model only the fields, dual to QCD operators with the lowest dimensions, are considered.
2.1 The metric and the fields
We have the SU(2)L × SU(2)R gauge field theory in AdS5 space with the metric:
ds2 =
R2
z2
(−dz2 + dxµdxµ) (1)
where R is the AdS curvature radius, cut at z coordinate: 0 < z ≤ zm
Later, we will denote 5-dimensional indices with capital Latin letters (A,B.. ∈ {0, 1, 2, 3, z}), and 4D
indices with Greek letters (µ, ν, .. ∈ {0, 1, 2, 3}). We will use the metric tensors, defined as follows:
gAB = diag
(
−R
2
z2
,
R2
z2
,−R
2
z2
,−R
2
z2
,−R
2
z2
)
ηAB = diag(−1, 1,−1,−1,−1)
g = det(gAB) =
R10
z10
The theory includes left- and right-handed gauge vector fields of SUL(2) × SUR(2) (AL and AR,
respectively) and bifundamental scalar Xαβ. According to AdS/CFT 5D fields correspond to operators
in QCD:
AaLµ ↔ q¯LγµtaqL
AaRµ ↔ q¯RγµtaqR(
2
z
)
Xαβ ↔ q¯αRqβL
with the boundary conditions imposed at z = zm:
∂zV (zm) = 0 ; ∂zA(zm) = 0.
The action is:
S =
∫
d5x
√
gT r
{
Λ2(|DX |2 + 3
R2
|X |2)− 1
4g25
(F 2L + F
2
R)
}
(2)
where
DBX = ∂BX − ıALBX + ıXARB
AL(R) = A
a
L(R)t
a
FBD = ∂BAD − ∂DAB − ı[AB, AD],
and we introduce the normalization constant Λ of field X .
From lagrangian for X in absence of A and V (2), we get the equation of motion:
1
z5
3X =
1
z3
∂µ∂
µX − ∂z 1
z3
∂zX
2
which has the solution:
X0(z) =
1
2
Mz +
1
2
Σz3.
According to AdS/CFT [16], we argue, thatM corresponds to quark mass matrix, i.e. the source of operator
q¯αRq
β
L and Σ to condensates, i.e. vacuum expectation value of q¯
α
Rq
β
L. We can make M to be quark masses
exactly by appropriate definition of normalization Λ, but the relation between Σ and condensates is to be
ascertained. In further discussion we set Σ = σ1, M = m1, assuming the equality of quark masses.
X0(z) =
1
2
v(z)1, v(z) = mz + σz3 (3)
2.2 The action for vector and axial vector fields
It is convenient to rewrite the action in terms of vector and axial vector fields:
V = (AL +AR)/2
A = (AL −AR)/2.
To get the effective action for small fluctuations of fields, we will derive it up to quadratic order.
F 2L = FL,ABF
AB
L = FL,ABFL,CD
( z2
R2
ηAC
)( z2
R2
ηBD
)
FL,ABFL,CD = (∂AVB + ∂AAB − ∂BVA − ∂BAA) · (∂CVD + ∂CAD − ∂DVC − ∂DAC) =
= FV,ABFV,CD + FA,ABFA,CD + FV,ABFA,CD + FA,ABFV,CD
FR,ABFR,CD = FV,ABFV,CD + FA,ABFA,CD − FV,ABFA,CD − FA,ABFV,CD
As can be seen, the cross-terms cancel, so the gauge part of (2) takes form:
SAA,V V =
∫
d5x
R5
z5
(
− 1
4g25
)( z2
R2
ηAC
)( z2
R2
ηBD
)
2(F aA,ABF
b
A,CD + F
a
V,ABF
b
V,CD)Tr{tatb} =
=
∫
d5x
(
− R
4g25
)
1
z
(F aAF
a
A + F
a
V F
a
V ) (4)
where we introduced the notation: ηACηBDF aA,ABF
a
A,CD = F
a
AF
a
A.
Note, that in F 2A and F
2
V we have the same terms with odd number of A, arising with opposite signs.
So they will cancel each other and there will be no terms in result, containing odd number of axial fields A
(for example AV V ).
Now we consider the part of the action (2), describing the interaction of X with the gauge fields and
decompose X as follows:
Xαβ = Xαγ0 exp(ı2π
a(ta)γβ), Xαγ0 = δ
αγ · 1
2
(mz + σz3) = δαγ · 1
2
v(z).
Expanding X to the first order in π = πata: X = X0(1 + 2ıπ) we get
DAX = X0(2ı∂Aπ − ıLA + 2LAπ + ıRA − 2πRA)
DAXDBX = v(z)
2(∂π −A)A(∂π −A)B
therefore
Sint =
∫
d5x
√
gT r
{
Λ2|DX |2} (5)
=
∫
d5x
R5
z5
(
z2
R2
ηAB)Λ2v(z)2(∂πa − Aa)A(∂πb −Ab)BTr{tatb} :=
:=
∫
d5x
R3Λ2v(z)2
2z3
(∂π −A)2. (6)
3
2.3 Equations of motion
We have obtained the action in terms of V,A and π. Now, let us derive the equations of motion, imposing
the gauge [2]:
Az = Vz = 0 (7)
∂µVµ = 0
Aµ = A⊥µ + ∂µφ ∂µA⊥µ = 0.
For VA we get (4):
−∂z 1
z
FzB +
1
z
∂µη
µνFνB = 0
−∂z 1
z
∂zVµ +
1
z
△Vµ = 0
and after the Fourier transform V (q, z) =
∫
d4x eıqxV (x, z) it takes form
∂z
1
z
∂zV
a
µ (q, z) +
q2
z
V aµ (q, z) = 0. (8)
The action of axial sector in terms of A⊥µ, Az, φ and π is (4),(6):
SA =
∫
d5x
(
− R
4g25
)
1
z
(FA⊥FA⊥) +
(
R
2g25
)
1
z
(∂z∂µφ− ∂µAz)2+
+
Λ2R3v(z)2
2z3
[−(∂zπ −Az)2 + (∂µπ − ∂µφ)2 + (A⊥µ)2] (9)
and gives the following equations of motion (the gauge Az = 0 is used):[
∂z
(
1
z
∂zA
a
µ
)
+
q2
z
Aaµ −
R2g25Λ
2v2
z3
Aaµ
]
⊥
= 0 for A⊥µ, (10)
∂z
(
1
z
∂zφ
a
)
+
R2g25Λ
2v2
z3
(πa − φa) = 0 for ∂µφ, (11)
−q2∂zφa + R
2g25Λ
2v2
z2
∂zπ
a = 0 for Az, (12)
∂z
v2
z3
∂zπ + q
2 v
2
z3
(π − φ) = 0 for π. (13)
One can see, that (11) follows from (12) and (13), so we can use the last two to find solutions for φ and π.
3 Solution to the equations of motion
According to AdS/CFT correspondence, the generating functional of correlation functions in 4D conformal
theory equals to the effective action of its dual 5D theory computed on the classical trajectories [1][16].
Correlation functions can be obtained by the variation of the 5D action with respect to the boundary values
of fields. For example, vector current correlator is:
〈JV (q1)JV (q2)〉 = δ
δV0(q1)
δ
δV0(q2)
S(V0)|V0=0.
It is convenient to introduce functions v(q, z),a(q, z) and φ(q, z), such that:
VA(q, z) = V0A(q)v(q, z) ; v(q, z)|z=ǫ = 1
AA(q, z) = A0A(q)a(q, z) ; a(q, z)|z=ǫ = 1
φ(q, z)|z=ǫ = φ0(q) (14)
and use the euclidian momentum Q2 = −q2.
4
3.1 Solution for V
The equation for the function v (8)(14) is:
∂z
1
z
∂zv − Q
2
z
v = 0
which can be reduced to:
u′′ +
u′
z
+ u
(
−Q2 − 1
z2
)
= 0, u =
v
z
.
This is the modified Bessel equation with λ = 1. Its solution is:
u(z) = const(AI1(Qz) +BK1(Qz))
where I1 and K1 - are modified Bessel functions of the first and second kind respectively. Constants in this
solution can be fixed, using the boundary conditions on v(z) at z = ǫ (14) and z = zm (7),
A = K0(Qzm) B = −I0(qzm)
const =
Q
B
and we obtain the solution for v:
v(Q, z) = − 1
I0(Qzm)
Qz[K0(Qzm)I1(Qz)− I0(Qzm)K1(Qz)] = 1
B
x(AI1(x) +BK1(x)). (15)
3.2 Solution for A
The equation for A⊥ (10) differs from the equation for V (8) by the interaction term. The solution can’t
be found analytically, but we can study its asymptotic at large euclidian momentum Qzm ≫ 1 in the chiral
limit m2 → 0. We will also keep the mσ term, to study the condensate dependence of the solution.
∂z
(
1
z
∂za
)
− Q
2
z
a =
R2g25Λ
2v2
z3
a
−1
z
∂za+ ∂
2
za−Q2a = R2g25Λ2σ2z4a+R2g25Λ2(2mσ)z2a
Changing the variable Qz → x, we get at large Q the inhomogeneous Bessel equation (λ = 1) for function
xa(x) (for convenience we denote small parameters λ =
g2
5
Λ2σ2R2
Q6
and µ =
g2
5
Λ2(2σm)R2
Q4
):
− 1
x
∂xa+ ∂
2
xa− a = λx4a+ µx2a (16)
It can be solved by means of the Green function, derived in [7], which for the euclidian momentum is
presented in Appendix.
We will compute first and second order corrections due to λ-term, because they don’t vanish in the chiral
limit and derive µ-term, related to quark mass.
3.2.1 First order correction
The first order correction to the solution to the homogeneous equation can be computed, using the Green
function (33), as the integral (x0 = Qǫ, xm = Qzm):
a(1) =
xm∫
x0
dx′λx′4a(0)(x′)
G(x, x′)
x′
5
where a(0) - is the solution to the homogeneous equation (15), found in the previous Section.
Inserting the Green function (33), we have:
a(1)(x) =
xm∫
0
dx′λx′3a(0)(x′) ·G(x, x′)
=
x[AI1(x) +BK1(x)]
AD −BC
∫ x
0
dx′λx′3a(0)(x′) · x′[CI1(x′) +DK1(x′)]+
+
x[CI1(x) +DK1(x)]
AD −BC
∫ xm
x
dx′λx′3a(0)(x′) · x′[AI1(x′) +BK1(x′)]. (17)
We are mainly interested in the behavior of a(z) at the vicinity of the boundary z → 0 (consequently x→ 0),
hence the major contribution is due to the second integral:
a(1)(x) =
x[CI1(x) +DK1(x)]
AD −BC
∫ xm
0
dx′λx′3a(0)(x′) ·Ba(0)(x′).
In the limit x0 = qǫ→ 0 and x→ 0 we get:
AD −BC = [AI1(x0)−BK1(x0)]|x0→0 = A
x0
2
−B 1
x0
≃ −B
x0
x[CI1(x) +DK1(x)]|x0→0 = x
1
x0
I1(x)|x→0 = x
2
2x0
therefore
a(1)(x) = − x
2
2B
Bλ
xm∫
0
dx′x′3[a(0)(x′)]2.
In the limit xm →∞, a(0)(x) (15) takes form:
a(0)(x) = −x√2πxme−xm
(√
π
2xm
e−xm · I1(x) −
√
1
2πxm
exm ·K1(x)
)
= xK1(x) (18)
and the integral equals to:
∞∫
0
dx′x′3[a(0)(x′)]2 =
∞∫
0
dx′x′5[K1(x
′)]2 =
8
5
.
Consequently we have the first order correction to the solution (near the boundary):
a(1)(Q, z) = −4
5
(Qz)2
g25R
2Λ2σ2
Q6
. (19)
3.2.2 Second order correction
To compute the second order correction we have to evaluate integral:
a(2) =
xm∫
0
dx′λx′4a(1)(x′)
G(x, x′)
x′
.
6
Inserting the Green function (33), we get:
a(2)(x) =
xm∫
0
dx′λx′3a(1)G(x, x′) =
=
x[AI1(x) +BK1(x)]
AD −BC
x∫
0
dx′λx′3a(1)x′[CI1(x
′) +DK1(x
′)]+
+
x[CI1(x) +DK1(x)]
AD −BC
xm∫
x
dx′λx′3a(1)x′[AI1(x
′) +BK1(x
′)].
Similarly to the first correction calculation, we are mainly interested in the behavior of a(z) near the boundary
z → 0 (and x→ 0), so the major input is due to the second integral. We see, that to compute this integral
we have to know the form of the first correction at any x (not only near the boundary, where we’ve found
it (19)).Therefore we can try to find the form of the function a(2)(x) (and its order on Q and zm) near the
boundary and evaluate the coefficient numerically.
In the limits xm →∞ and x0 → 0, the coefficients A,B,C,D behave as:
A|xm→∞ = K0(xm)|xm→∞ =
√
π
2xm
e−x → 0
B|xm→∞ = −I0(xm)|xm→∞ =
1√
2πxm
exm
C|x0→0 = K1(x0)|x0→0 =
1
x0
D|x0→0 = −I1(x0)|x0→0 =
x0
2
→ 0
so a(1) (17) takes form (18):
a(1)(x) = xK1(x)
x∫
0
dx′λx′5K1(x
′)I1(x
′) + xI1(x)
xm∫
x
dx′λx′5K1(x
′)K1(x
′)
and we can rewrite a(2)(x) as:
a(2)(x) =
αx2
2
λ2 (20)
where α is the numerical coefficient:
α =
xm∫
0
dx′x′5K1(x
′)

K1(x′)
x′∫
0
dx′′x′′5K1(x
′′)I1(x
′′) + I1(x
′)
xm∫
x′
dx′′x′′5K1(x
′′)K1(x
′′)

 ≈
≈ 124.
3.2.3 Quark mass correction
The µ-term correction can be easily computed similarly the subsection 3.2.1 via the integral:
a(1)m =
xm∫
0
dx′µx′2a(0)(x′)
G(x, x′)
x′
7
and after inserting the Green function and taking the appropriate limit:
a(1)m (x) = −
x2
2B
Bµ
∞∫
0
dx′x′[a(0)(x′)]2.
The integral equals to:
∞∫
0
dx′x′[a(0)(x′)]2 =
∞∫
0
dx′x′3[K1(x
′)]2 =
2
3
and we get:
a(1)m (x) = −x2
1
3
g25Λ
2(2σmq)R
2
Q4
. (21)
Finally, from (15,19,20,21) we obtain the solution to the equation of motion for a(z) up to the second
order in λ at the vicinity of the boundary (z → 0) at large Q2:
a(z) =
1
I0(Qzm)
Qz[K0(Qzm)I1(Qz)− I0(Qzm)K1(Qz)]−
− 4
5
z2
g25Λ
2σ2R2
Q4
+ 62z2
g45Λ
4σ4R4
Q10
− z2 1
3
g25Λ
2(2σm)R2
Q2
. (22)
3.3 Solution for φ and pi
Now we will compute to the leading order solutions for the pseudoscalar fields in the theory. These are
solutions to the equations (12),(13) with fixed boundary value of φ at z = ǫ (14). Differentiating (13) and
substituting ∂zφ from (12) we get the equation:
∂2z
v2
z3
∂zπ −
(
∂z
v2
z3
)
z3
v2
∂z
v2
z3
∂zπ −Q2 v
2
z3
∂zπ − g
2
5R
2Λ2v4
z5
∂zπ = 0.
We need to solve it near the boundary, so we can substitute for v(z) its asymptotic v(z) = mz|z→0 (3) and
after change x = Qz it takes form:
∂2x
1
x
∂xπ +
1
x
∂x
1
x
∂xπ − 1
x
∂xπ − g
2
5R
2Λ2m2
Q2
1
x
∂xπ = 0.
In the large Q2 limit we can neglect the last term and obtain the modified Bessel equation with λ = 0 for
the function 1
x
∂xπ. Hence the solution for π(z) is:
π(z) = A′QzI1(Qz) +B
′QzK1(Qz).
Then, using (12) we immediately obtain the solution for φ:
φ(z) = −g
2
5R
2Λ2m2
Q2
Qz[A′I1(Qz) +B
′K1(Qz)].
The boundary condition on φ at z = ǫ (14) fixes the constant B′:
B′ = − Q
2
g25R
2Λ2m2
φ0(q)
and we finally get solutions at z → 0:
φ(z)|z=ǫ = φ0(q) ∂zφ(z)
z
∣∣∣∣
z=ǫ
= −φ0(q)Q
2
2
ln(Q2ǫ2)
π(z)|z=ǫ = −φ0(q) Q
2
g25R
2Λ2m2
∂zπ(z)
z
∣∣∣∣
z=ǫ
= φ0(q)
Q2
g25R
2Λ2m2
Q2
2
ln(Q2ǫ2). (23)
8
4 Computation of correlators
It was already mentioned in the previous Section, that two-point correlation function can be obtained by
the variation of the effective action with respect to the boundary values of fields.
4.1 〈JV , JV 〉 correlator
For the beginning let us evaluate the variation of action on the classical solution:
δS =
∫
d5x
δL
δV
δV +
δL
δ∂MV
δ∂MV =
∫
d4xdz
[
δL
δV
− ∂M δL
δ∂MV
]
δV −
∫
d4x
δL
δ∂zV
δV
∣∣∣∣
zm
ǫ
.
Hence on the classical solution the variation of action reduces to the boundary term and we get for Vµ:
δSV = −
∫
d4x
R
g25
[
δVµ
∂zVµ
z
]
z=ǫ
=
(
−R
g25
)∫
d4xd4q1d
4q2e
ıq1xeıq2x
[
δVµ(q1, z)
∂zVµ(q2, z)
z
]
z=ǫ
.
Taking twice the variation with respect to the boundary value V a0µ(q) (14) we obtain the current correlator:
〈JaV µ(q)JbV ν(q)〉 = δab(qµqν − q2gµν)
R
g25q
2
[
v(q, z)
∂zv(q, z)
z
]
z=ǫ
= δab(qµqν − q2gµν)ΠV (q2) (24)
and for ΠV (q
2) we have, using the solution for v (15):
[
∂zv(Q, z)
z
]
z=ǫ
=
1
z
∂z
{ −1
I0(Qzm)
Qz
(
K0(Qzm)I1(Qz)− I0(Qzm)K1(Qz)
)}∣∣∣∣
z=ǫ
=
= − 1
I0(Qzm)
Q2
(
K0(Qzm)− I0(Qzm)[ln(Qǫ/2) + γ]
)
=
−−−−→
Q→∞
Q2
ln(Q2ǫ2)
2
ΠV (Q
2) = − R
g25Q
2
[
∂zv(Q, z)
z
]
z=ǫ
= − R
2g25
ln(Q2ǫ2) (25)
It was shown in [2, 4] that this result can be compared with the correlator of vector currents in QCD to
obtain the value of g5. In QCD we have [17]
ΠV (Q
2) = − Nc
24π2
lnQ2
hence g5 is set to
g25
R
=
12π2
Nc
(26)
4.2 〈JA, JA〉 correlator
Now we shall evaluate the correlator of the axial currents, associated with A⊥. It can be evaluated analytically
only in the limit of large Q2, where we have computed the solution to the equation of motion.
Using the same procedure as for the vector current we obtain the variation of action on the classical
trajectories as the boundary term:
δSA⊥ =
(
−R
g25
)∫
d4xd4q1d
4q2e
ıq1xeıq2x
[
δA⊥µ(q1, z)
∂zA⊥µ(q2, z)
z
]
z=ǫ
.
9
It has the same form as for the vector current, so we have
ΠA(Q
2) = − R
g25Q
2
[
∂za(Q, z)
z
]
z=ǫ
.
Substituting the solution (22), we get[
∂za
(0)(Q, z)
z
]
z=ǫ
=
−1
I0(Qzm)
Q2
(
K0(Qzm)− I0(Qzm)[ln(Qǫ/2) + γ]
)
z=ǫ
−−−−→
Q→∞
Q2
ln(Q2ǫ2)
2[
∂z(a
(1) + a(2))
z
]
z=ǫ
= −Q2
[
8
5
λ− 124λ2 + 2
3
µ
]
and finally
ΠA(Q
2) = − R
2g25
[
lnQ2 +
16
5
g25R
2Λ2σ2
Q6
− 248(g
2
5R
2Λ2σ2)2
Q12
+
8
3
g25R
2Λ2σm
Q4
]
(27)
where λ =
g2
5
R2Λ2σ2
Q6
and µ =
g2
5
R2Λ2(2σm)
Q4
are small parameters in the limit Q2 →∞.
4.3 〈Jpi, Jpi〉 correlator
In this Subsection we will compute the correlator of pseudoscalar currents Jπ = q¯γ5q. To obtain this
correlator, we must find out, what field in our theory is dual to Jπ. We have pseudoscalar field φ = ∂µAµ,
which is connected with axial vector field Aµ, dual to the current JA = q¯γ5γµq. Now recall, that:
∂µ(q¯γ5γµq) = 2mq(q¯γ5q)
If we rewrite this expression in terms of our fields, we find after Fourier transform:
Q2φ ∼ 2mqJπ (28)
and we see, that in our theory the pseudoscalar current is dual to the field Q
2φ
2m . Hence, to evaluate its
correlator, we shall vary the action with respect to Q
2φ0(q)
2m
The variation of action of pseudoscalar fields (9) on classical solutions is:
δSπ =
∫
d4x
R
g25
[
δ∂µφ
∂z∂µφ
z
]
z=ǫ
− Λ2R3
[
δπ
v2
z3
∂zπ
]
z=ǫ
=
∫
d4xd4q1d
4q2e
ıq1xeıq2x
(
RQ2
g25
[
δφ(q1, z)
∂zφ(q2, z)
z
]
z=ǫ
− Λ2R3m2
[
δπ(q1, z)
∂zπ(q2, z)
z
]
z=ǫ
)
,
hence, the pseudoscalar correlator is given by the second variation with respect to Q
2φ0(q)
2m (23):
〈Jπ(q), Jπ(q)〉 = 4m
2
Q4
(
−RQ
4
2g25
ln(Q2ǫ2) +
RQ4
2g25
Q2
g25R
2Λ2m2
ln(Q2ǫ2)
)
.
In the chiral limit (m = 0) first term vanishes and we obtain the result:
〈Jπ(q), Jπ(q)〉 = 2R
g25
1
g25R
2Λ2
Q2ln(Q2ǫ2),
which can be compared to QCD [17]:
〈Jπ(q), Jπ(q)〉QCD = Nc
16π2
Q2ln(Q2ǫ2)
This comparison and equation (26) allow us to fix Λ:
Λ2 =
8
3
1
g25R
2
=
2Nc
9π2
1
R3
(29)
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4.4 Evaluation of condensate
It remained us to fix the relation between σ and quark condensate. In QCD one can evaluate condensate as
the variation of vacuum energy with respect to quark mass. In dual theory we shall variate the action on
the classical solution.
〈q¯q〉 = δεQCD
δmq
=
δ S(X0)
δm
∣∣∣∣
m=0
The variation of the action (2) on the solution (3) is
δSX =
∫
d4x
R3
z3
Λ24∂zXδX
∣∣∣∣
z=ǫ
=
∫
d4x
R3
z3
Λ2(m+ 3σz2)zδm
∣∣∣∣
z=ǫ
therefore quark condensate is related to σ as:
〈q¯q〉 = 3R3Λ2σ = 2Nc
3π2
σ (30)
4.5 ”Left-Right” correlator
Now, from (25) and (27), we can evaluate the quantity ΠLR = ΠA −ΠV and after substituting fixed values
of g5 (26), and Λ (29) we get in the limit of large Q
2:
ΠLR = − Nc
12π2
[
64
15
σ2
Q6
+ 124
64
9
σ4
Q12
− 24
9
σmq
Q4
]
. (31)
We see, that in this result there is no factors of R, which is by the AdS/CFT [16][1] correspondence related
to t’Hooft coupling λ′
R4
4πα′2
= αsNc = λ
′ = Ncg
2
ym (32)
that means, that in our result all terms are of order O(λ′0) in the limit of large λ′, and we can read out the
asymptotic forms of coefficients in
ΠLR = f(λ
′)
σ2
Q6
+ g(λ′)
σ4
Q12
+ ρ(λ′)
σmq
Q4
.
At λ′ →∞ our calculation predicts:
f(λ′) ∼ g(λ′) ∼ ρ(λ′) ∼ λ′0
while at weak coupling regime [17]:
ρ(λ′) ∼ λ′0 f(λ′) = −4παs ∼ λ′.
As for the dependence on Nc, one can see, that provided at large Nc limit 〈q¯q〉 ∼ Nc, σ (30) is of order
O(N0c ), so each term in the result scales as Nc as expected for current correlator.
5 Conclusion
From this work we see, that even the simplest AdS/QCDmodel allows us to compute the current correlators in
QCD in the subleading approximation. The ”left-right” correlator is proportional to 〈qq〉 andmq parameters,
which violate the chiral symmetry spontaneously and explicitly respectively. In this work we studied the
dependance of quantities computed on Nc and AdS radius, connected with λ
′. We reconstruct the power
expansion of correlators at large Q2 and found, that to the leading order all terms are of order O(λ′0).
The result of this paper is an argument in favor of the validity of the hard wall AdS/QCD model
in description of chiral symmetry breaking in QCD. It provides additional motivation to search for more
complicated and suitable models in this branch, moving towards the goal of finding the way to complete
description of QCD via its holographic dual.
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A Appendix: Computation of the Green function
Here we will present the derivation of the Green function for modified Bessel equation (16) appropriate for
our problem, which was computed in [7, 11] for Minkovsky momentum.
Green function is defined as: (
−1 + ∂2x −
1
x
∂x
)
G(x, x′) = xδ(x − x′).
The boundary conditions for G should be chosen as follows (7):
G(x0, x
′) = ∂x′G(x, xm) = 0.
We will find solutions for x < x′ and x > x′ and then connect them at x = x′.
For x > x′ let us define variable u = max{x, x′} and at x 6= x′
(
−1 + ∂2u −
1
u
∂u
)
G(u) = 0.
The solution with given boundary conditions is (15):
G(u) = const · u(AI1(u) +BK1(u))
A = K0(xm) ; B = −I0(xm)
For x < x′ we set v = min{x, x′} and find constants using the boundary condition at v = x0 → 0:
G(v) = const · v(CI1(v) +DK1(v))
b.c.: G(x0) = const · x0(CI1(x0) +DK1(x0)) = 0
C = K1(x0) ; D = −I1(x0)
Now we can write the Green function in the whole interval in the form:
G(u, v) = const · uv · [AI1(u) +BK1(u)][CI1(v) +DK1(v)]
Integrating the equation for G(x, x′) by x at the vicinity of x′ and assuming the continuity of Green
function, we get the condition for gluing two solutions. Wherefrom we can define const:
∂uG(u, v)|u=x′;v=x′ − ∂vG(u, v)|u=x′;v=x′ = x′
const · x′x′
[(
AI0(x
′) +BK0(x
′)
)(
CI1(x
′) +DK1(x
′)
)−
−(AI1(x′) +BK1(x′))(CI0(x′) +DK0(x′))
]
= x′.
Consider this equation at x′ = x0 → 0:
const · x0
[
(AD −BC)I0(x0)K1(x0) + (BC −AD)K0(x0)I1(x0)
]
= 1
12
const · x0
[
(AD −BC) 1
x0
+ (BC −AD)
[
−ln
(x0
2
)
− γ
] x0
2
]
= 1
const =
1
AD −BC
Finally we obtain the Green function:
G(x, x′) =
xx′
AD −BC [AI1(u) +BK1(u)][CI1(v) +DK1(v)] (33)
A = K0(xm); B = −I0(xm); C = K1(x0); D = −I1(x0)
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