This paper investigates the efficacy of a tactile and haptic human robot interface developed and trialled to aid navigation in poor visibility and audibility conditions, which occur, for example, in search and rescue. The new developed interface generates haptic directional information that will support human navigation when other senses are not or only partially accessible. The central question of this paper was whether humans are able to interpret haptic signals as denoting different spatial directions. The effectiveness of the haptic signals was measured in a novel experimental set up. Participants were given a stick (replicating the robot interface) and asked to reproduce the specific spatial information denoted by each of the haptic signals. The task performance was examined quantitatively and results show that the haptic signals can denote distinguishable spatial directions, supporting the hypothesis that tactile and haptic information can be effectively used to aid human navigation.
I. INTRODUCTION
Robots could be useful aids for humans navigating in low visibility as previous research has shown by exploring the searching activity of firefighters in smoke-filled environments [1] . However, not much attention has been given to the human robot interaction in such circumstances that is in the absence of visual (because of the smoke) and aural feedback (because of the noise). The authors of [2] reported the application of a physical handle -a stick modelled as a crutch -to link the robot to the human. They distinguished between navigation and locomotion guidance: navigation involves wayfinding while locomotion guidance denotes traversing from the current location to the nearest waypoint [2] ; locomotion guidance by a robot has been investigated and reported in [3] . Robots are helpful for navigation as the localisation problems are technically solved [4] . However, autonomous mapping of a smoke-filled environment is not reliable: conventional light based sensors (including lasers) are severely hampered by smoke and ultrasound sensors are hampered by the noise caused by fire [1] . Thus in order not to bump into objects the human still has to supervise the robot when exploring the surroundings. Exploring an environment in low visibility with a robot is still challenging. When navigating (and exploring) in normal conditions the visual Works concerning assistive technology for the visually impaired are relevant for our application; however, there are some important differences. The robotic shopping trolley developed by Kulyukin [6] and [7] guides the visually impaired shopper -who is holding the trolley handle -along the aisles into the vicinity of the desired product. The locomotion guidance is fully robot driven but restricted to passing through the aisles; the emphasis is on instructing the shopper how to grab the product using voice instructions. But in search and rescue operations, auditory information [8] and voice feedback [9] , [10] are ruled out.
Exploring the environment with a semi-autonomous robotic aid and advancing forward involves mental tracing of the path and locations of objects in the immediate environment. How people mentally store spatial information is still subject of discussion as we briefly discuss below. Nevertheless, the main task for the human-robot interface designer is to provide cues to enable the human being to build the spatial representation. Inspiring for the design used in this project have been observations concerning guide dogs [2] ; in line with guide dog practices, we will call the human being handling the stick the 'handler'.
The interface has to enable the handler to explore the surroundings: it has to provide the handler with control over the robot as well as meaningful feedback. A technical design of such a device, is given in [13] , in essence it is a joystick like device mounted on the handle; the joystick controls the actions of the robot. While exploring the surroundings using the robot as a 'cane', the robot will hit obstacles, for this purpose a bumper or impedance filter is mounted on the robot, refer to Fig. 1 . The robot is a powered device and the handler may feel that the robot slows down when hitting some obstacle, but that does not provide feedback as to where the bumper has hit the obstacle. In the current design the displacement of the bumper is fed back to the handler, it basically indicates the angle of the point of impact, thus informing the handler of the direction to the obstacle. The overall aim of the current paper is to explore by experimentation the effectiveness of the haptic signals in providing directional information. Positive results will enhance the assumed potential of a robotic aid to contribute to Haptic Directional Information for Spatial Exploration * Ayan Ghosh, Jacques Penders, and Alessandro Soranzo spatial exploration and justify the engineering effort to further develop the device.
The paper is organised as follows. Section II briefly describes the robot and the human robot interface. Section III touches on spatial cognition. Section IV describes our experimental set up to test the effectivity of the set of haptic signals, while section V outlines the results. The paper finishes with conclusions.
II. ROBOT AND INTERFACE
The work reported in here builds on the Reins project [2] , which developed and trialled tactile and haptic human robot interaction for application in low visibility and poor audibility conditions, as is typical for firefighting. The project applied a crutch-like stick to link the human and the Pioneer-3AT 4wheel robot, refer to Fig. 1 , left and middle. Obviously, to be able to follow the robot, the handler needs to know where the robot is, relative to his/her current position and orientation. In [3] it is argued that a stiff handle is the best solution for enabling the handler to know where the robot is relative to the handler's position: distance (length of the stick) and orientation (direction of the stick) are implicitly given. However, [3] also notices a lack of accuracy in sensing the direction when holding a stick blind folded, and concludes that a crutch like design fixed on the lower arm, is preferred. The handle is attached to the robot with a flexible joint (spring system) and aligned with the center line of the robot, refer to Fig. 1 left. The handle can rotate in the horizontal plane, and rotation induces tension on the handle; this induces the best robot following behaviour as [3] has shown.
A. Robot and Bumper
In [1] it is shown that light based sensors (including lasers) are severely hampered by smoke and ultrasound sensors are hampered by noise. Therefore, a bumper was designed allowing the robot to bump into objects, the collision point (point of impact) is relevant for navigation and fed back to the human handler via a handcuff. The design of the bumper mechanism or impedance filter is shown in Fig. 1 , right; it consists of an inner platform suspended by springs which are connected to the outer bumper. The prototype bumper covers the whole robot, while the handle is to be fixed above the bumper. The displacement of the bumper with respect to the centre of the robot is measured by Cable Reel Transducers (CRTs). When colliding with an obstacle the displacement of the bumper indicates the point of impact. The direction to this point is fed back to handler via the feedback cuff. Fig. 1 , middle shows the fixation points for the feedback cuff.
B. Feedback provision
The cuff sits on the lower arm of the handler. It is fitted with Lilypads vibrating motors which vibrate for a short time period (1 second). Following the observations of [14] two sets of 2 motors are applied, ref to Fig. 2 , they provide the basis for an alphabet of four separate digits corresponding with each motor being activated separately. In addition also combined activations can be thought of. However, [3] found that subjects tend to perceive combined signals on the same side as a single, more intense, signal. When a handler is navigating an environment, certainly when unknown, new data/information about the area in front is the most relevant. Data about the area behind has already been collected in previous steps and up-dates are relatively unimportant. Following this reasoning we focus on representing data about the front half of the robot bumper in the heading direction. Moreover, since we have an alphabet of four signals (the four vibration motors, L1, R1, L2 and R2 in Fig. 2 ), we can assign four points to the bumper: points A-D in Fig. 3 . Where an outstretched arm is used to indicate direction, the hand end symbolises the far end; we thus assume it is most intuitive to associate the front points A and B on the bumper with vibration motors L1 and R1 in Fig. 3 . When holding the handle as in Fig. 1 , with the right hand stretched naturally with the thumb up, the inside of the forearm is on the left while the outside is on the right, thus motors L1 and L2 are associated with left and R1 and R2 with right. For a left-handed person L1 and L2 sit on the outside of the forearm while R1 and R2 sit on the inside.
III. SPATIAL COGNITION
How humans represent spatial data in memory is still a subject of discussion within psychology. Central in the discussions is the distinction made by Klatsky [10] between an egocentric representation (a coordinate system centred on the navigator) and an allocentric representation (a coordinate system located and oriented on the environment), refer to [11] or [12] . For scene recognition, the egocentric system is the most important, whilst for navigation and orientation the allocentric system is dominant [12] . The spatial tasks that are intensely studied in this context are: recognising scenes, reorienting and updating [15] . The discussions focus on whether both types (egocentric and allocentric) are needed for a particular task and whether these different types of representations combine in human memory. Burgess [16] developed a two system model of parallel egocentric and allocentric representations of object location memory. It is argued that navigation could be a translation between both systems.
However, when the environment is unknown and there is no visual or audible information, the allocentric spatial representation is missing. In order to make prompt navigation decisions, the handler needs some mental representation or mental map of the close surroundings, which is egocentric in nature and gets updated continuously. Wang and Spelke [17] argue that the representation of targets is relative to self and is updated as the navigator moves through a novel environment. In the process, a cognitive map develops which accounts for the locomotion along the path. Studies in cognitive psychology report that humans can form images of unseen environments; the images are egocentric, representing the environment from a particular point of view.
Amorim et al. [17] demonstrate that humans have two different types of processing modes in their memory during non-visual navigation: a task centered and an object centered processing mode. In object centered mode the object's perspective is kept track of at every instance of the navigation thereby making it challenging in terms of cognitive load. The object centered mode involves slower body movements and locomotion. In task centered mode, a human being is mentally tracing the path without worrying about the objects. Thus we distinguish exploration (object centered) from navigation (task centered). The processing modes are a prerequisite for path integration [18] which uses available vestibular and kinesthetic information to maintain selforientation and position during navigation in the absence of vision. In [3] an experiment is described with blindfolded participants being guided by a robot along a variety of short trajectories with a sharp (about 70°) or a gentle turn (about 45°). After completing a trajectory, participants were asked which trajectory they believed to have followed by choosing from a set of pictures. The subjects were mostly accurate in determining whether the turn was a left or a right turn; however they were less accurate in distinguishing between a sharp and a gentle turn [3] . This indicates that attempting to show directly that the robot is an effective aid for wayfinding in non-visibility conditions may be over ambitious. The robot device generates haptic directional information. This paper focusses on how well haptic directional information is represented in a person's spatial memory. Positive results will show the potential contribution of a robotic aid to spatial exploration.
IV. SET UP OF THE EXPERIMENT
As discussed above, the object centered processing mode is demanding, it is therefore important to design a simple experiment to see whether on receiving a haptic signal (vibrating motor activation) a handler is able to point out the particular direction in space. Our experiment is an adaptation from the work of Gescheider [20] who compared localisation of a sound based on either acoustic or cutaneous feedback. Another aspect of our experiment is inspired by Haber et al. [21] who stated that pointing methods using body parts (e.g., nose, chest, or index finger) or extensions of body parts (e.g., a hand-held cane) lead to a more accurate response; our handle complies with the experimental prerequisites.
A. Apparatus
As explained in Section II, the reins project used a crutch like handle; in our experiments a wooden replica is used. Similar to its original, the replica handle has a crutch like design and is strapped to the lower arm of the handler; the replica is 1.2 meters in length, from the point of hold to the tip. The vibrating motors are attached to the forearm of the participants, as shown in Fig. 2 . The motors are connected through a National Instrument DAQ card and activated using a software interface developed in NI-Labview 2009. The motors are individually controlled by the operator; all motors are activated for a period of one second and all operate at the same frequency and intensity.
On the activation of a motor, participants will be asked to indicate with the handle the associated impact points on the bumper (points A-D in Fig. 2 ). To create a spatial presentation, a semi-circle with a radius of 1.7 meters is drawn on the floor within which the target areas (in red) are marked out (refer to Fig. 3 ). The target areas correspond to the impact points on the bumper as follows:
Target Area 0: perpendicular to the base of the half circle; Target Area A: 67.5°, which is left of the middle; Target Area B: 112.5°, which is right of the middle; Target Area C: 22.5°, which is further to the left; Target Area D: 157.5°, which is further to the right.
Nine marks were drawn between each of the Target Areas to enable precise scoring of the errors in the participants' performance. Footprints were marked 20 centimeters on the either side of the centre line through Target Area 0 (for left and right handed participants) to ensure that the handle would naturally align with the centre line through Target Area 0, refer to Fig 3, left and right. The participants were asked to stand on the footprints, in order to make sure that their feet position and body orientation remains the same throughout. As discussed above, the images humans have of unseen environments are egocentric; therefore a nearly fixed body orientation is important.
B. Scoring
The trials were video recorded with a camera mounted on the ceiling; it provided a view on the experimental area as shown in Figs. 3 and 5 . The recordings were used for error scoring; since the camera provided an orthogonal projection of the handle on the floor, distortion was minimal. A score of zero was given when a subject pointed at the red marked target area, meaning s/he was accurate. If the subject pointed either to the left or the right of the red area, an error score was given by counting the markings they were overshooting; a clockwise overshoot was coded as positive and an overshoot anticlockwise was coded as negative. Hence, the error scores measure inaccuracies: the higher the absolute error score, the less accurate the subject was. Participants were asked to move the handle to a particular target area in reaction to signals from the vibration motors; they started from a resting position, tick on the target area and return to the resting position. However, the resting positions would not always coincide with the centre line through Target Area 0, Fig. 5 shows examples. The question arises whether the participants interpret the target areas as being relative to their own body position or to the current resting position. Inspired by [24] two different error scores were given for each trial, the 'original score' as explained above and a 'relative score'. The resting position of the handle -before each particular motor activation -was scored relative to Target Area 0, as before by counting the markings overshot. The relative error score was calculated by subtracting the rest position score from the original error score. Thus we were able to evaluate whether the initial resting position had impact on a participant's performance.
C. Protocol
Nine participants, 4 females and 5 males, aging between 22 and 55 without any medical condition, took part in the study. They were given a briefing about the experiment and asked to sign a consent form and then asked to stand in front of the semi-circle and hold the handle allowing the experimenter to assess left or right handedness. Disposable stockings were provided to wear on the lower arm -if they wanted -for hygiene reasons.
Each participant undertook 6 trials. The trials are carried out in both non-blindfolded and blindfolded states. The first set (referred to as trial 0) was a Pre-Test intended to measure participants' spontaneous interpretation of the notions of small and large movements (without explanations about the target areas). Participants were blind-folded and asked to hold the handle and carry out the following instructions: a small movement of the handle to the near left (given a gentle tap on the left shoulder -to avoid verbal left/right confusions); a small movement of the handle to near right (given a gentle tap on the right shoulder); a large movement of the handle to the far left (given a gentle tap on the left shoulder); a large movement of the handle to the far right (given a gentle tap on the right shoulder) The next set of trials (trials 1 to 5) used the same experimental layout; but participants had to wear the vibration motors. To ensure that the vibration motors (L1, L2, R1, R2), were fitted uniformly for all participants, we measured the lengths between wrist (carpus) and elbow (olecranon). L1 and R1 sit on the carpus whereas L2 and R2 sit on the part of the lower arm that corresponds to the two third of the length previously measured (as shown in Fig.4 ). Each participant was tested with a sequence of eight motor activations: two activations of one second for each motor. To randomize the motor activations, four different sequences of eight motor activations were arranged in advance. For each of the trials 1 to 4, one of the four sequences was selected randomly. For each participant, the sequence used in trial 5 (Final Test) was the same sequence as used in trial 2 (First Test), thus allowing full comparison of these two trial sets. In trial 1 participants were not blindfolded and asked to carry out the task as described above; its aim was to familiarise participants with associating vibration motor activations with target areas and implicitly to check proper functioning of the equipment. In trial 2 (First Test), participants were blindfolded and asked to carry out the task as described with no help given. This was a trial set where participants performed without significant training. Based on the work of Tan et al. [22] , we introduced kinesthetic training cues in Trial 3. Participants remained blindfolded and blocks of wood were placed in the target areas A to D (as shown in Fig. 5 ), so that they could feel the tip of the handle [23] taping on the blocks. Participants were asked to carry out the trial as described above; the instructor guided the participants to find the right target areas to avoid them hitting the blocks hard.
Trial 4 was also meant for training, however without help from the instructor. The participants remained blindfolded and also the wooden blocks remained in the target areas.
Participants were asked to carry out the experiment as described but no help was given. In trial 5 (Final Test), participants remained blindfolded, the wooden blocks were removed and participants were asked to carry out the experiment as described, no help was given. For each participant the sequence of the eight motor activations in trials 2 and 5 were the same. Table I shows a summary of the trials.
V. RESULTS
Only three of the six trials were tests: trial 0, trial 2 and trial 5. In trial 0 (Pre-Test) participants had not yet been told about the target areas and independently interpreted the notions of 'small' and 'large' movements. Following a familiarisation round in trial 1, trial 2 (First Test) tested participants. Trial 5 (Final Test) took place after participants had gone through two more training rounds, one supervised (trial 3) and the other unsupervised (trial 4). 
A. Intuitivety of the target areas
The purpose of the experiments was to investigate whether humans can interpret haptic signals as denoting spatial directions. A first question was how 'natural' or intuitive the chosen target areas are. Fig. 6 and Fig. 7 show the average absolute original error scores and relative error scores for all participants across the three trials (0, 2 and 5). Table II shows the standard deviation for each target area and Fig. 8 provides a spatial representation of the error intervals in the Pre-Test; the intervals are the average error plus and minus the standard deviation (covering 68% of error scores). The figure shows that even though there might be a considerable error, the participants' interpretation of target area C (far left) did not overlap with area A (near left), nor did area D (far right) overlap with area B (near right). It can be concluded that the chosen target areas were intuitively distinguishable across different individuals. 
B. Associating vibration signals with spatial directions
The next point to investigate was whether subjects can associate the vibration signals on the forearm with spatial directions; that is, the target areas A to D. None of the subjects made a real error: as the vibration motors were activated, beginning with trial 2 (and also latter on) subjects never pointed to a wrong target area. Figure 8 Spatial presentation of the target positions (green) and from trial 0, the average error scores (green in Fig.6 ) and in red the plus and minus standard deviation (column 1 in Table II ) intervals.
C. Positions of arm versus body in egocentric space representation
We introduced a relative error score in addition to the original error score, presented in Fig. 7. Fig. 9 presents the average absolute original and relative scores for each testing trial. The relative errors are slightly smaller than the original errors: this seems to indicate that the egocentric spatial representation uses the hand position (not the body position) as the point of reference.
D. Left or right oriented
Another aspect we looked into is whether subjects were inclined to deviate to the left or to the right with respect to the position of body. Fig. 10 provides the summation of the error scores of each subject in each trial; negative error scores indicate an inclination to the left, positive error scores show a bias to the right. Some subjects showed a clear left hand side bias (subject 1) and some a right hand side bias (subjects 2 and 8); the other subjects did not evidence a particular bias.
E. Effect of training with kinaesthetic cues
Following reference [22] in trial 3 and 4 training with kinaesthetic cues was added. The average absolute original and relative error scores for all participants in trial 0, trial 2 and trial 5 are shown in Fig. 9 . The average relative error scores are slightly smaller but both show the same slope of decrease. However, looking again at Fig. 10 no definitive conclusions can be drawn. The error scores of subjects 9 and 8 clearly decrease from trial 0 to trial 5 (i.e. their performance improved) while the scores of subjects 7 and 5 remain approximately the same over the trials. However, the errors of subject 6 are increasing and swap from left to right. 
VI. CONCLUSION
This paper reported an experimental study on whether humans are able to associate haptic signals i.e. motor vibrations on the forearm, with spatial directions. It is known that pointing using a stick or handle leads to more accurate responses [21] . The pointing in the experiments should quite accurately represent a subject's intention and the Pre-Test shows that the four set target areas (A to D) are intuitively distinguishable. Also no major mistakes were recorded in reacting to the haptic signals. On average, accuracy in determining the four specified target areas improved over the sequence of trials. Introducing wooden blocks as training tools was useful, however the sequence of trial does not permit any conclusions as to whether the blocks were a better training tool than instructor's feedback would have been. The slightly smaller relative errors may indicate that the egocentric spatial representation uses the hand position (not the body position) as the point of reference.
Overall we conclude that the combination of a handle with vibration motor feedback has potential to contribute to wayfinding in poor audibility and visibility conditions.
