N=2 Massive superparticle: the Minimality Principle and the k-symmetry by Uvarov, D. V. & Zheltuklhin, A. A.
ar
X
iv
:h
ep
-th
/9
90
10
67
v1
  1
7 
Ja
n 
19
99
USITP-98-23
N = 2 massive superparticle:
the minimality principle and the k-symmetry
D.V.Uvarova ∗ and A.A.Zheltukhina,b †
a NSC Kharkov Institute of Physics and Technology
310108, Kharkov, Ukraine,
b Institute of Theoretical Physics , University of Stockholm
Box 6730, S-11385 Stockholm, Sweden
Abstract
The electromagnetic interaction of massive superparticles with N = 2 extended
Maxwell supermultiplet is studied. It is proved that the minimal coupling breaks the
k-symmetry. A non-minimal k-symmetric action is built and it is established that
the k-symmetry uniquely fixes the value of the superparticle’s anomalous magnetic
moment.
PACS numbers:11.25.Sq, 11.30.Pb
1. Introduction
It is well known that consistency of the theories of superstrings, super-p -
(and D-) branes [1,2] may be achieved only if the k-symmetry is present in
these theories [3-5]. However, the presence of the k-symmetry in a free super-
symmetric theory doesn’t guarantee its presense in a theory with interaction.
This fact accounts for an interest to the problem of the k-symmetry preserva-
tion when passing from free supersymmetric models to ones with interaction.
The model of a charged superparticle coupled to external superpotential [7-9,
12] is one of the simplest supersymmetric schemes with interaction. In the
∗E-mail:uvarov@nik.kharkov.ua
†E-mail:aaz@physto.se
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case of N = 1 massless superparticle the model with interaction possessing
the k-symmetry can be obtained by strict following to the minimality prici-
ple. An important consequence of the k-symmetry existence is presence of
the correct constraints for superfield strengths which remove unphysical fields
and single out the N = 1 Maxwell supermultiplet. Analogous situation takes
place in the case of N = 1 supergravity.
In Ref.[4] has been proposed an extended (N > 1) free superparticle model
which possesses the k-symmetry and, unlike the N = 1 case, permits the co-
variant (although reducible) division of the grassmanian constraints without
introduction of the auxiliary variables such as twistor-like ones [10]. How-
ever, consistency of the minimality principle and the k-symmetry is violated
when passing to that superparticle model coupled to extended N > 1 super-
potential. As revealed by Luzanna and Milevski in Ref.[12], this breakdown
requires, the modifications of the model, analogous to those of the Refs.[13,14]
for the spinning particles. These modifications, based on the mass “renor-
malization” prescription, turned out to be equivalent to the introduction of
an anomalous magnetic moment (AMM) for the spinning particles as it was
established in Ref.[15], where a superfield description was given. Moreover,
no restrictions on the AMM magnitude of the spinning particle appeared.
In some sense a similar situation appears in the model of N = 2 mas-
sive superparticle which is studied below. However, here the requrement of
the k-symmetry existence severely restricts the AMM value of superparticle.
Clarification of this statement is a reason for this paper.
The paper is organised as follows: section 2 is devoted to the study of
the free N = 2 massive superparticle model [4]. In the section 3 we examine
this model when the minimal coupling with an external N = 2 superpoten-
tial is introduced. Then the problem of the k-symmetry breaking for this
coupling is discussed. In the section 4 we build k-symmetric action for the
superparticle interacting with the external N = 2 superpotential. We show
that the restoration of the k-symmetry of the action is provided by means
of the nonminimal terms introduction. This nonminimal extension of the
model corresponds to taking into account the electromagnetic interactions
of the superparticle caused by its AMM. Moreover, the value of this AMM
turns out to be fixed.
2. N = 2 massive superparticle model
Among various superparticle models of the most interest are those, which
possess the k-symmetry. In particular, these are massless superparticles in
D = 3, 4, 6, 10 with an arbitrary number of supersymmetries [5]. At the same
2
time a transition to the corresponding massive superparticle model violates
the k-symmetry. However, when N > 1 there exists the possibility to avoid
these difficulties by means of Wess-Zumino -Witten-like term introduction.
For the D = 4 case such model was suggested in [4] and for the D = 6, 10 in
[6].
We resort the D = 4, N > 1 case [4], where to the Brink-Schwarz action
was added the additional term
θαi A
ij θ˙αj + θ¯α˙iA
ij ˙¯θα˙j ,
where Aij is a real antisymmetric matrix depending on the superparticle’s
mass. This term is invariant under global supersymmetry transformations
up to the total derivative and is a 1D analogue of the super-p-branes Wess-
Zumino-Witten term [5]. In the N = 2 case this matrix is simply mǫij and
the superparticle action takes form
S =
∫
dτ
√−ωµωµ +m
∫
dτ
(
θαi θ˙
i
α + θ¯α˙i
˙¯θα˙i
)
, (1)
where ωµ = x˙µ+ iθαi σ
µ
αα˙
˙¯θα˙i− θ˙αi σµαα˙θ¯α˙i are the supersymmetric Cartan forms.
Our notations mainly coincide with those of the Ref.[11] (see also Appendix
A). Introducing the worldline einbein g action (1) can be represented in the
following form
S =
1
2
∫
dτ

ω2
g
− gm2

+m ∫ dτ
(
θαi θ˙
i
α + θ¯α˙i
˙¯θα˙i
)
. (1′)
The Hamiltonian analysis [16] we begin with the introduction of the mo-
mentum variables
pµ =
∂L
∂x˙µ
=
ωµ
g
, pg =
∂L
∂g˙
= 0
πiα =
∂L
∂θ˙αi
= −iθ¯
α˙iωαα˙
g
−mθiα, π¯α˙i =
∂L
∂ ˙¯θα˙i
= −iθ
α
i ωαα˙
g
−mθ¯α˙i,
(2)
leading to the set of the primary constraints pg ≈ 0,
V iα = π
i
α + ipαα˙θ¯
α˙i +mθiα ≈ 0; V¯α˙i = π¯α˙i + iθαi pαα˙ +mθ¯α˙i ≈ 0 (3)
and the standard Hamiltonian
H0 = x˙
µpµ + θ˙
α
i π
i
α +
˙¯θα˙iπ¯
α˙i − L = g
2
(
p2 +m2
)
. (4)
Having the constraints requires introduction of the full Hamiltonian
H = H0 + λ
αVα + λ¯α˙V¯
α˙ + ϕpg, (4
′)
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which is a linear combination of the primary constraints. To proceed further
we need to have the Poisson brackets definition
{pµ, xν} = −iδνµ, {pg, g} = −i,{
πiα, θ
β
j
}
= −iδijδβα,
{
π¯α˙i, θ¯
β˙j
}
= −iδji δβ˙α˙.
(5)
Using (5) we can evaluate several important Poisson brackets
{
Vα, Vβ
}
= −2imǫαβ,
{
V¯α˙, V¯β˙
}
= −2imǫα˙β˙,
{
Vα, V¯α˙
}
= 2pαα˙, (6)
{
p2 +m2, Vα
}
= 0,
{
p2 +m2, V¯
}
= 0. (7)
Now, according to the Dirac prescription [16], we study equations, obtained
from the primary constraints by the temporal conservation conditions:
{pg, H} = 0 =⇒ χ = p2 +m2 ≈ 0, (secondary constraint) (8){
H, V iα
}
= −2imλiα + 2pαβ˙λ¯β˙i = 0,
{
H, V¯α˙i
}
= 2λβi pβα˙ − 2imλ¯α˙i = 0. (9)
A system of linear equations has nontrivial solutions when and only when its
determinant vanishes. In our case
detA ≡ det


−imδβαδij δijpαβ˙
−δij p˜α˙β −imδα˙β˙δij

 = (p2 +m2)4 ≈ 0. (10)
This condition however does not fix system’s rank, which in our case equals
four 1, so only half of the equations (9) are linear independent and, as a
consequence, four of the Lagrange multipliers λ(λ¯) remain unfixed. This
indicates the presence of the local fermionic symmetry of the action (1′),
which is just the k-symmetry, and existence of the four spinorial first-class
constraints, generating this symmetry. The rest of the spinorial constraints
in (3) belong to the second-class. At this point the new problem arises:
how is it possible to produce the covariant division of the first- and second-
class spinorial constraints? The matrix A (10) prompts us to use the set of
projectors [17], separating the first- and second-class constraints
PI,II =
1
2
(1± Π) , (11)
where
Π = δij


0 −i pαβ˙√−p2
i
p˜α˙β√−p2 0

 (11
′)
1Unlike the interaction case here we need no additional conditions to halve the rank to
obtain the k-symmetry
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and Π satisfies the strong relation Π2 = 1. The multiplier
(√−p2) was
introduced here for a normalization. The projectors PI and PII obey the
following relations: P 2I,II = PI,II ;PIPII = PIIPI = 0. Then the first-and
second-class constraints acquire the form

 V (1)iα
V¯ (1)α˙i

 = PI

 V jβ
V¯ β˙j

 = 1
2


V iα − i
pαβ˙V¯
β˙i
√−p2
V¯ α˙i + i
p˜α˙βV iβ√−p2

 ,

 V (2)iα
V¯ (2)α˙i

 = PII

 V jβ
V¯ β˙i

 = 12


V iα + i
pαβ˙V¯
β˙i
√−p2
V¯ α˙i − i p˜
α˙βV iβ√−p2

 .
(12)
Although we managed to separate constraints in the manifestly covariant way
we have got, however, the linearly dependent sets of the first- and second-class
constraints
i
p˜β˙αV (1)iα√−p2 = V¯
(1)β˙i, −ip˜
β˙αV (2)iα√−p2 = V¯
(2)β˙i. (13)
One can use projector PI for constructing the k-symmetry transformation
laws for the action (1): δxµ = −iθiσµδθ¯i + iδθiσµθ¯i,

 δθiα
δθ¯α˙i

 = PI

 κjβ
κ¯β˙j

 = 12


κiα − i
ωαβ˙κ¯
β˙i
√−ω2
κ¯α˙i + i
ω˜α˙βκiβ√−ω2

 . (14)
The bosonic constraint χ belongs to the first-class here (being a
reparametrization generator), but the external superpotential coupling con-
verts it to the second-class as will be seen below
{χ, χ} = 0, {χ, Vα} = 0, {χ, V¯α˙} = 0. (15)
Thus, our analysis explicitly shows how to covariantly separate the
fermionic constraints and to construct the k-symmetry transformations. The
total constraints algebra is presented in the Appendix B.
The next step in our analysis will be investigation of the consistency be-
tween the k-symmetry and the minimal coupling procedure to introduce the
interaction of a superparticle with an external superpotential.
3. N = 2 massive superparticle
coupled to external superpotential
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We start from the following action of the N = 2 massive charged super-
particle coupled to an external superpotential
S
(e)
min =
∫
dτ
[
1
2
(
ωµωµ
g
− gm2
)
+m
(
θαi θ˙
i
α + θ¯α˙i
˙¯θα˙i
)]
+ ie
∫
dτ
(
ωµAµ + θ˙
α
i A
i
α +
˙¯θα˙iA¯
α˙i
)
.
(16)
Here we restrict ourselves by the electromagnetic U(1) group case. The gauge
superfields AM(x
µ, θ, θ¯) =
(
Aµ, A
i
α, Aα˙i
)
contain a great number of unphysical
component fields, which have to be removed by imposing gauge invariant
constraints on the superfield strengths. The requirement of the k-symmetry
existence will restrict the admissible form of these constraints.
Now we consider the Hamiltonian treatment of the model (16) and intro-
duce the canonical momenta
pµ =
∂L
∂x˙µ
=
ωµ
g
+ ieAµ, pg =
∂L
∂g˙
= 0
πiα =
∂L
∂θ˙αi
= −iωαα˙θ¯
α˙i
g
−mθiα + eAαα˙θ¯α˙i + ieAiα
π¯α˙i =
∂L
∂ ˙¯θα˙i
= −iθ
α
i ωαα˙
g
−mθ¯α˙i + eθαi Aαα˙ + ieA¯α˙i,
(17)
The primary constraints following from these definitions are the following:
pg ≈ 0
V iα = π
i
α + ipαα˙θ¯
α˙i +mθiα − ieAiα ≈ 0, V¯α˙i = π¯α˙i + iθαi pαα˙ +mθ¯α˙i − ieA¯α˙i ≈ 0,
(18)
and the canonical Hamiltonian is given by
H0 =
g
2
[
(pµ − ieAµ)2 +m2] (19)
The total Hamiltonian is
H = H0 + λ
αVα + λ¯α˙V¯
α˙ + ϕpg. (20)
Below we remind some useful Poisson brackets relations following from
Eqs.(18-19)
{Vα, Vβ} = −2imǫαβ − eFαβ; {V¯α˙, V¯β˙} = −2imǫα˙β˙ − eFα˙β˙;
{Vα, V¯α˙} = 2Pαα˙ − eFαα˙,where Pαα˙ = pαα˙ − ieAαα˙;
{H0, Vα} = eg
2
P β˙βFββ˙,α; {H0, V¯α˙} =
eg
2
P β˙βFββ˙,α˙.
(21)
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The field strenghts are defined in [18]. Temporal conservation of the primary
constraints leads to the secondary one χ = P +m2 ≈ 0 and to the system of
the linear equations for the Lagrange mulipliers
Eα = Qα + λ
βMαβ + λ¯
β˙Nαβ˙ = 0
E¯α˙ = Q¯α˙ + λ
βNβα˙ + λ¯
β˙M¯β˙α˙ = 0
Qαλα + Q¯α˙λ¯
α˙ = 0,
(22)
where we have used the following notations:
Qα =
eg
2
P β˙βFββ˙,α, Q¯α˙ =
eg
2
P β˙βFββ˙,α˙;
Mβα = −2imεβα − eFβα, M¯β˙α˙ = −2imεβ˙α˙ − eFβ˙α˙;
(23)
Nαα˙ = 2Pαα˙ − eFαα˙.
It is easy to show that the last equation in (22) is a consequence of the
others. Similarly to the free case, the existence of the four spinorial first-
class constraints imposes certain restrictions on the rank of the system (22).
Namely, this rank should be equal to four. The matrix of the system (22)
equals
A =


M N
NT M¯

 (24)
Respectively, the matrix of the extended system can be written in the form
Aex =


M N −Q
NT M¯ −Q¯

 . (25)
Using well-known properties of the rank invariance one can persuade that
rankA = rankR and detA = detR, where
R =


M N
0 M¯ −NTM−1N

 . (26)
We suppose that detM 6= 0, so rankM = 4. Indeed, detM 6= 0 when the
interaction is turned off, so it is quite reasonable to assume its conserva-
tion when interaction is turned on. Then we find that rankA = rankM =
rankR = 4 and
Y¯β˙α˙ = M¯β˙α˙ −Nαβ˙M−1αβNβα˙ = 0. (27)
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The system (22) is compatible, when and only when rankA = rankAex = 4
or, equivalently,
rankAex = rank


M N −Q
0 0 −Q¯ +NTM−1Q

 = 4, (28)
The latter equation implies the constraint
Q¯α˙ −Nβα˙M−1αβQα = 0 (29)
provided that detN 6= 0.
Thus, we conclude that the system’s rank is halved, if and only if the
new constraints (27,29) are satisfied. In view of this observation the total
Hamiltonian (20) should be extended to the form
H =
g
2
χ− 1
2
QαMαβV
β − 1
2
Q¯α˙M¯α˙β˙V¯
β˙ +
1
2
λα
(
Vα −Nαβ˙M¯−1α˙β˙V¯α˙
)
1
2
λ¯α˙
(
V¯α˙ −Nβα˙M−1βαVα
) ≈ 0,
(30)
where λα and λ¯α˙ are connected via either E
1
α, E¯1α˙ or E
2
α, E¯2α˙
2. The new
Lagrange multipliers λ define the first-class constraints. It is well known
that the first-class constraints form a closed algebra. To prove that we are
dealing with just this case, we are to calculate the Poisson brackets of the
two second-class constraints
{V (1)α , V (1)α } = Yαβ + (linear and quadratic terms in V(V¯ )) ≈ 0, (31)
where Yαβ =Mαβ −Nαβ˙M¯−1β˙α˙Nβα˙ ≈ 0.3 Yαβ is the complex conjugate con-
straint to Y¯α˙β˙. Note that it has the polynomial structure in Pαα˙ of the second
power with the coefficients constructed from the spinorial components of the
superfield strengths. This essential feature will play the crucial role in our
further analysis. Now we are going to study the Poisson brackets for V (1)α
and Yβγ
{V (1)γ , Yαβ} = Yαβγ ≡ aαβγ +
∑
cycl
(αβγ)
(
b λ˙α βPγλ˙ + c
λ˙ρ˙
α Pβλ˙Pγρ˙
)
+ dλ˙ρ˙δ˙Pαλ˙Pβρ˙Pγδ˙+
( linear, quadratic and cubic terms in V(V¯ )),
(32)
2As system’s rank is halved now we can consider any of these complex conjugate pairs as
independent equations .
3Here and further we omit explicit expressions for the terms proportional to the constraints
V(V¯ ) because they are irrelevant for the definition of the constraint’s class.
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where
dλ˙ρ˙δ˙ = −8iM¯−1λ˙γ˙D¯γ˙M¯−1ρ˙δ˙; c λ˙ρ˙γ = 4iDγM¯−1λ˙ρ˙ + 4ieFγδ˙M¯−1δ˙γ˙D¯γ˙M¯−1λ˙ρ˙;
cλ˙α(β)
ρ˙ = −8eM¯−1λ˙γ˙M¯−1ρ˙α˙Fα(β)α˙,γ˙ − 4ieM¯−1λ˙γ˙D¯γ˙
(
M¯−1ρ˙α˙Fα(β)α˙
)
;
bλ˙αβ = 2iM¯
−1λ˙γ˙D¯γ˙Mαβ − 4e2M¯−1λ˙γ˙Fαβ˙M¯−1β˙α˙Fβα˙,γ˙ − 4e2M¯−1λ˙γ˙Fαβ˙,γ˙M¯−1β˙α˙×
Fβα˙ − 2ie2M¯−1λ˙γ˙D¯γ˙
(
Fαβ˙M¯
−1β˙α˙Fβα˙
)
;
bλ˙α(β)γ = −4eM¯−1λ˙α˙Fα(β)α˙,γ − 2ieDγ
(
M¯−1λ˙α˙Fα(β)α˙
)
− 4e2Fγδ˙M¯−1δ˙γ˙M¯−1λ˙α˙×
Fα(β)α˙,γ˙ − 2ie2Fγδ˙M¯−1δ˙γ˙D¯γ˙
(
M¯−1λ˙α˙Fα(β)α˙
)
;
aαβγ = −iDαMβγ + 2e2Fαβ˙M¯−1β˙α˙Fβα˙,γ + ie2Dα
(
Fββ˙M¯
−1β˙α˙Fγα˙
)
+
2e2Fαβ˙,γM¯
−1β˙α˙Fβα˙ − ieFαδ˙M¯−1δ˙γ˙D¯γ˙Mβγ + 2e3Fαδ˙M¯−1δ˙γ˙Fββ˙M¯−1β˙α˙Fγα˙,γ˙+
2e3Fαδ˙M¯
−1δ˙γ˙Fββ˙,γ˙M¯
−1β˙α˙Fγα˙ + ie3Fαδ˙M¯
−1δ˙γ˙D¯γ˙
(
Fαβ˙M¯
−1β˙α˙Fγα˙
)
.
Yαβγ possesses the polynomial structure of the third power with respect to
Pαα˙ with the coefficient functions depending on the superfield strengths. It
is not a function of the present constraints, so we are forced to consider
it as a new constraint. Again, we calculate the Poisson brackets for Yαβγ
and V
(1)
δ to obtain a new fourth power polynomial constraint, which should
be then considered as a new constraint. In the limit, the above-described
procedure leads to an infinite sequence of polynomial constraints of arbitrary
high power with respect to Pαα˙ with the coefficient functions constructed
from the superfield strengths. A controlled analysis of the exact form of
these infinite constraints chain is rather difficult, since we have not found
any recursion procedure for their presentation as functions of Yαβ.
The only reason, why we have got infinite set of the constraints, is that
the object Yγ1...γnαβ appearing on every stage was considered as the creation
of a new constraint. A possibility to avoid such uncontrolled multiplication
of the constraints supposes their identical fulfilment (for the total set of Pαα˙)
starting from a certain stage. Taking into account the structure mentioned
above, the identical fulfilment actually signifies some restriction for the su-
perfield configurations. The identical fulfilment of the n-th stage constraint
yields the identical fulfilment of the next stage constraints. Although we
can’t realize this procedure for an arbitrary stage (because of the sophisti-
cated structure of the appearing expressions), here we present the explicit
consideration of the first and the second stages.
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At the first stage we deal with Yαβ. For our purpose it will be convenient
to introduce the SU(2)-decomposition of the superfield strengths
Fαβ = −εαβW¯ + τ ija F˜ aαβ;Fα˙β˙ = εα˙β˙W + τaijF˜ aα˙β˙;Fαα˙ = υαα˙ + τaijF˜ aαα˙, (33)
and then the matrix inverse to M takes the form
M¯−1β˙α˙ =
i
2(m− ieW/2)

εβ˙α˙ +
∞∑
n=1

 ie
2(m− ieW/2)

n F˜ β˙α˙1F˜α˙1α˙2 · · · F˜ α˙n−1α˙n

 .
(34)
After substitution of the explicit expressions for the M , M¯ and N matrices
and using the mass shell constraint χ = P2 +m2 ≈ 0, one finds:
–the quadratic term
∞∑
n=1

 ie
2(m− ieW/2)

n F˜ β˙α˙1 · · · F˜ α˙n−1α˙n = 0 =⇒ F˜ β˙α˙ = 0; (35)
–the linear term
Fαβ˙ = 0; (36)
–the free term
−2i(m+ ieW¯ /2)εαβ +
2im2εαβ
(m− ieW/2) − eF˜αβ = 0.
Taking into account the linear independence of the τ -matrices leads to the
constraints
F˜αβ = 0 (37)
and
(m+ ieW¯ /2)(m− ieW/2) = m2. (37′)
After the substitution of the constraints (35-37) into the superfield Bianchi
identities, we find the following restrictions for the physical superfields W and
W¯ : DαW¯ = D¯α˙W = 0 and D
ijW − D¯ijW¯ = 0, which isolate N = 2 Maxwell
supermultiplet (z, λiα, C
ij, vµ). The last constraint (37
′) is preserved. Its
differentiation imposes additional restrictions on the chiral superfields W and
W¯ which eliminate some physical degrees of freedom. Thus, it is impossible
to consider Yαβ as an identical constraint.
At the second stage the nullification of the cubic term in Pαα˙ from Eqs.(32)
yields the two possibilities:
a) D¯γ˙F˜α˙β˙ = 0, D¯γ˙W = 0;
b) F˜α˙β˙ = 0.
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The treatment of the quadratic terms leaves the only possibility F˜α˙β˙ = 0 and
D¯γ˙W = 0 together with the constraint
2δijF
′
αβ˙,γ˙k + iD¯γ˙kF
i
αβ˙j = 0 (38)
and its complex conjugate, where the spinor-vector superfield strength com-
ponents were decomposed on spin 1
2
and spin 3
2
parts
Fαβ˙,γ˙k = εβ˙γ˙Vαk + F
′
αβ˙,γ˙k
. (39)
The substution of the expressions (38,39) together with their complex con-
jugate into the Bianchi identities allows to determine the superfields V and
V¯
Vγ =
i
2
DγW, V¯γ˙ = − i
2
D¯γ˙W¯ .
Now, by analogy with the first stage, the linear terms impose too strong
constraints on the chiral superfields W and W¯ : DαW = D¯α˙W¯ = 0. And,
again, we conclude that the identical fulfilment of Yαβγ eliminates physical
degrees of freedom.
Although we could not prove it evidently, it is quite reasonable to con-
jecture that the identical fulfilment of the next stage constraints wlll also
eliminate the physical degrees of freedom. Then the necessity for the intro-
duction of nonminimal terms to preserve the k-symmetry becomes evident.
4. A nonminimal coupling
of N = 2 massive superparticle
There exists a possibility to introduce some nonminimal terms for a su-
perparticle possessing not only the electrical charge e, but also an AMM µ,
in such a way that the minimal structure of the interactions caused by the
electric charge, will be preserved. Taking into account the dimensional rea-
sons ([µ] = L in the system c = h¯ = 1) we can construct the dimensionless
gauge invariant scalars µF αα and µF¯α˙
α˙ linear in the field strenghts. Anal-
ogous considerations were used in [19] for the introduction of nonmininal
terms by means of the extension of the superconnection 1−form. Then the
superparticle action can be written in the form
S(e,µ) = −m
∫
dτ
√
−Fωµωµ +m
∫
dτ
(
θαθ˙α + θ¯α˙
˙¯θα˙
)
+ ie
∫
dτ
(
ωµAµ + θ˙
αAα +
˙¯θα˙A¯
α˙
)
,
(40)
where F =
(
1− iµ
4
F αα
)(
1− iµ
4
Fα˙
α˙
)
. The rescaled mass m∗ = (mF )1/2 in
the first term is supersymmetric and gauge invariant. Similar procedure in
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the second term would violate global supersymmetry. Introduction of the
world-line einbein gives
L(e,µ) =
1
2

Fω2
g
− gm2

+m
(
θαθ˙α + θ¯α˙
˙¯θα˙
)
+ ie
(
ωµAµ + θ˙
αAα +
˙¯θα˙A
α˙
)
.
(41)
Note that after the redefinition:g → gF the contribution of AMM can be
presented in the form of the potential term gFm2 which dissapears when
m = 0.
The canonical momentum variables are
pµ =
∂L
∂x˙
=
F
g
ωµ + ieAµ, pg =
∂L
∂g˙
= 0,
πiα =
∂L
∂θ˙αi
= −iF
g
ωαα˙θ¯
α˙i −mθiα + eAαα˙θ¯α˙i + ieAiα,
π¯α˙i =
∂L
˙¯θα˙i
= −iF
g
θαi ωαα˙ −mθ¯α˙i + eθαi Aαα˙ + ieA¯α˙i
(42)
and the corresponding canonical Hamiltonian is given by
H0 =
g
2F
[
(pµ − ieAµ)2 +m∗2] (43)
The definition (42) yields the primary constraints pg ≈ 0 and
V iα = π
i
α + ipαα˙θ¯
α˙i +mθiα − ieAiα ≈ 0, V¯α˙i = π¯α˙i + iθαi pαα˙ +mθ¯α˙i − ieA¯α˙i ≈ 0.
(44)
The total Hamiltonian reads
H = H0 + λ
αVα + λ¯α˙V¯
α˙ + ϕpg. (43
′)
Note that, unlike H and H0, the primary constraints don’t ”feel” nonminimal
terms. As in Section 3, the temporal conservation of the primary constraints
leads to the secondary constraint χ = P2 +m∗2 ≈ 0 and to the linear system
of equations for Lagrange multipliers coinciding with (23), if the following
redefinitions are taken into account
Qα =
eg
2F
P β˙βFββ˙,α +
igm2
2F
DαF, Q¯α˙ =
eg
2F
P β˙βFββ˙,α˙ +
igm2
2F
D¯α˙F. (45)
Again, to have the first-class spinorial constraints, generating the k-
symmetry, we need to halve the system rank. The necessary and sufficient
condition of the rank halving is the presence of the constraints (27,29), as in
the section 3. Again the spinorial first-class constraints read
V (1)α = Vα −Nαβ˙M¯−1β˙α˙V¯α˙. (46)
12
So, the analysis performed in the previous section is also valid here, and we
can formulate the conclusion: the possibility to avoid a sequence of infinite
constraints is the identical fulfilment of the constraint (27). Substituting
explicit expressions for M and N matrices and using the mass-shell condition
we get:
-the quadratic term
∞∑
n=1

 ie
2(m− ieW/2)

n F˜ β˙α˙1 · · · F˜ α˙n−1α˙n = 0 =⇒ F˜ β˙α˙ = 0; (47)
-the linear term
Fαβ˙ = 0; (48)
-the free term
−2i(m+ ieW¯ /2)εαβ +
2im2Fεαβ
(m− ieW/2) − eF˜αβ = 0.
in each order. Taking into account τ -matrices linear independence one has:
F˜αβ = 0 (49)
and
(m+ ieW¯ /2)(m− ieW/2) = (m+ imµW¯ )(m− imµW ). (49′)
Substituting the constraints (47-49) into the Bianchi identities for the super-
field strengths leads to the standard constraints on N = 2 physical superfields
D¯α˙W = DαW¯ = D
ijW − D¯ijW¯ = 0. (50)
The remaining constraint (49′) either fixes the AMM magnitude µ = e
2m
,
imposing no further constraints on W and W¯ , or eliminates the physical de-
grees of freedom. So, unlike the minimal case, nonminimal one gives rise to
the first-class constraints (and the k-symmetry), but at certain field config-
urations (50) and µ = e2m. Then the superparticle Lagrangian is presented
as
L(e,µ(e)) =
1
2

(m− ieW/2)(m+ ieW¯ /2)ω2
g
− gm2


+m
(
θαθ˙α + θ¯α˙
˙¯θα˙
)
+ ie
(
ωµAµ + θ˙
αAα +
˙¯θα˙A¯
α˙
) (51)
and the first-class spinorial constraints are written in the form
V (1)α = Vα −
iPαβ˙V¯ β˙
(m− ieW/2); V¯
(1)
α˙ = V¯α˙ −
iPβα˙V β
(m+ ieW¯ /2)
, (52)
only half of them being independent:
iP α˙αV (1)α
(m+ ieW¯ /2)
≈ V¯ (1)α˙. (53)
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To obtain the explicit expressions for the total Hamiltonian (43′) we have to
solve equations (23) subjected to the constraints (47-50) and substitute the
solution into (43′). Equations (23) can be written in the form
−ieg
4F
Pαβ˙D¯β˙iW¯ +
eg
4F
(m+ ieW¯ /2)DiαW − 2i(m+ ieW¯ /2)λiα + λ¯β˙iPαβ˙ = 0
ieg
4F
Pβα˙Dβi W −
eg
4F
(m− ieW/2)D¯α˙iW¯ + 2λβi Pβα˙ − 2i(m− ieW/2)λ¯α˙i = 0,
(54)
where we used the spinor-vector superfield strength components following
from the Bianchi identities solution
Fµ
i
α =
i
4
(σµD¯
i)αW¯ , Fµαi = − i
4
(Diσµ)α˙W. (55)
Solving (54) with respect to λα2 and λ¯α˙1
4, and substituting the solution in
(43′) we obtain
H =
g
2F
T + λα1V
(1)1
α + λ¯α˙2V¯
(1)α˙2 =
g
2F

χ− eV
α2Pαβ˙D¯β˙2 W¯
4(m+ ieW¯ /2)
+
ie
4
Dα2WV
α2 +
eDβ1WPβα˙V¯ α˙1
4(m− ieW/2) +
ie
4
D¯α˙1W¯ V¯
α˙1

+
λα1V
(1)1
α + λ¯α˙2V¯
(1)α˙2 ≈ 0.
(56)
Both the spinorial first-class constraints and the bosonic reparametrization
generator T are not SU(2)-invariants, however, the latter may be written in
completely invariant fashion by means of the shift
λα −→ λα + ieg
8F
DαW, λ¯α˙ −→ λ¯α˙ − ieg
8F
D¯α˙W¯ . (57)
Then the full Hamiltonian takes form
H =
g
2F
T + λα1V
(1)1
α + λ¯α˙2V¯
(1)α˙2 =
g
2F
[
(P2 +m∗2)− ie
4
DαWVα +
ie
4
D¯α˙V¯
α˙
]
+ λα1V
(1)1
α + λ¯α˙2V¯
(1)α˙2.
(58)
It contains only half of the spinorial Lagrange multipliers and the same num-
ber of the spinorial first-class constraints.
4As the system rank equals four, we can choose either λα1 and λ¯α˙2 or (λα2 and λ¯α˙1)as
independent variables.
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It is straightforward to construct the k-symmetry transformation laws im-
plied by the action (40): δxµ = −iθiσµδθ¯i + δθiσµθ¯i,

 δθiα
δθ¯α˙i

 = PI

κiβ(τ)
κ¯β˙j(τ)

 = 1
2


κiα −
im∗ωαβ˙κ¯
β˙i
√−ω2(m+ ieW¯ /2)
κ¯α˙i +
im∗ωα˙βκiβ√−ω2(m− ieW/2)


, (59)
where (κiα(τ), κ¯
α˙i(τ)) are arbitrary functions of τ . Here we used the projector
[17], which satisfies the well-known conditions P 2I = PI and Γ
2 = 1, to halve
the bispinor components
PI =
1
2
δij(1 + Γ) =
1
2
δij


δβα
im∗ωαβ˙√−ω2(m+ ieW¯ /2)
−im∗ω˜α˙β√−ω2(m− ieW/2) δ
α˙
β˙


, (60)
Introduction of the projector PII , with the standard properties P
2
I,II = PI,II ,
PIPII = PIIPI = 0, gives us the way to separate the first- and the second-
class constraints

 V (1)iα
V¯ (1)α˙i

 = PI

 V jβ
V¯ β˙j

 = 1
2


V iα −
iPαβ˙V¯ β˙i
(m− ieW/2)
√√√√ m∗2
−P2
V¯ α˙i +
iP˜ α˙βV iβ
(m+ ieW¯ /2)
√√√√ m∗2
−P2



 V (2)iα
V¯ (2)α˙i

 = PII

 V jβ
V¯ β˙j

 = 1
2


V iα +
iPαβ˙V¯ β˙i
(m− ieW/2)
√√√√ m∗2
−P2
V¯ α˙i − iP˜
α˙βV iβ
(m+ ieW¯ /2)
√√√√m∗2
−P2


(61)
These projectors can be presented in the form
PI,II =
1
2
δij(1± Γ), (62)
where
Γ =


0
−iPαβ˙
(m− ieW/2)
√√√√ m∗2
−P2
iP˜ α˙β
(m+ ieW¯ /2)
√√√√m∗2
−P2 0


. (62′)
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The first- and the second-class constraints are (separately) linear dependent:
V (1)iα
iP˜ β˙α
(m+ ieW¯ /2)
√√√√m∗2
−P2 = V¯
(1)β˙i, V (2)iα
−iP˜ β˙α
(m+ ieW¯ /2)
√√√√ m∗2
−P2 = V¯
(2)β˙i. (63)
In the conclusion let us show that the introduced coupling constant µ
actually describes the superparticle AMM. For this purpose we are to consider
the term
iµ
2g
ω2(W¯ −W ) in (41). Separating the photon part in W superfield
component decomposition we obtain
W = · · · − 2iθiσµνθivµν + · · · (64)
While substituting this expression back into (41) and passing to the pseudo-
classical bispinor variables [19]
Ψi =

(−iω2/g)
1
2θiα
(iω2/g)
1
2 θ¯α˙i


and introducing the spin operator Σµν = i4 [γ
µ, γν] (γ- matrices are taken in
the Weyl basis) we find
iµ
2g
ωµωµ(W¯ −W )
∣∣∣∣∣
photon
= µΨ¯iΣ
µνΨivµν(x) + (higher corrections ) (65)
As is seen, the expression (65) is just the ordinary Pauli term.
5. Conclusions
We have examined the N = 2 extended massive superparticle model [4]
(with and without interactions) following to the Dirac prescription and evolv-
ing the results [12]. In the free case this model possesses the k-symmetry
which allows to gauge away a half of fermionic degrees of freedom. Including
the minimal interaction with the Abelian gauge superfield AM(x, θ, θ¯) and
demanding the k-symmetry existence, as in the free case, imposes too strong
constraints on the superfield strengths FMN , which eliminate the component
fields of the N = 2 Maxwell multiplet. So we present an explicit proof for the
conclusion that the model with minimal coupling actually does not permit
k-invariant terms of interaction. To restore the k-invariance we introduced
the nonminimal terms into the Lagrangian of the superparticle, which de-
scribes the AMM caused interactions, as we’ve shown. Thus the idea of the
nonminimal terms introduction, earlier advanced in [12], gets here its ex-
plicit realization by means of constructing the nonminimal Lagrangian. This
Lagrangian is invariant under the k-symmetry transformations, only if the
AMM value of the massive superparticle is rigorously fixed.
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Appendix A
In the present paper we use following metric signature: ηµν = diag(−,+,+,+).
SU(2) and SO(1,3) spinor indices can be raised or lowered in completely co-
variant way:
θiα = εαβε
ijθβj , θ
α
i = ε
αβεijθ
j
β;
θ¯α˙i = εα˙β˙εij θ¯
β˙j, θ¯α˙i = εα˙β˙εij θ¯β˙j,
where ε12 = ε12 = 1. σ-matrices have the following properties:
σ˜µα˙α = εα˙β˙εαβσµ
ββ˙
, σµαα˙σ˜
να˙α = −2ηµν,
σµαα˙σ˜
β˙β
µ = −2δβαδβ˙α˙, σ(µαα˙σ˜ν)α˙β = −2ηµνδβα,
σ˜(µα˙ασ
ν)
αβ˙
= −2ηµνδα˙β˙ , σ
[µ
αα˙σ˜
ν]α˙β = 4σµνβα,
σ˜[µα˙ασ
ν]
αβ˙
= 4σµνα˙β˙ .
The above formulae can be used to define the scalars:
θζ ≡ θαi ζ iα = −ζθ, θ¯ζ¯ ≡ θ¯α˙iζ¯ α˙i = −ζ¯ θ¯,
θσµζ¯ ≡ θαi σµαα˙ζ¯ α˙i, θσµνζ ≡ θαi σµνβαζ iβ.
The conjugation rules for spinors, derivatives, ε-matrixes and potentials are
the following
(θαi )
† = θ¯α˙i, (θαi)† = −θ¯α˙i ,
(Dαi )
† = D¯α˙i, (Dαi)† = −D¯α˙i,
(Aiα)
† = A¯α˙i, (Aαi)† = −A¯iα˙,
(Aµ)† = −Aµ, ( ~DF )† = (−)F ( ~D)†(F )†,
(εαβ)
† = εα˙β˙, (ε
αβ)† = εα˙β˙,
(εij)
† = −εij, (εij)† = −εij.
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Bispinor formalism formulae are written as:
Ψi =

 ξiα
χ¯α˙i

 =⇒ Ψ¯ ≡ (Ψ)†γ0 = (−χαi , ξ¯α˙i).
Dirac matrices in the Weyl basis take form:
γµ =


0 σµ
σ˜µ 0

 ; γ5 ≡ γ0γ1γ2γ3 = i


−I 0
0 I

 .
Any vector can be transformed to a bispinor and vice versa:
vαα˙ = σ
µ
αα˙vµ, v
µ = −1
2
σ˜µα˙αvαα˙.
We use the following Poisson brackets definition:
{C,D} ≡ i

 ∂C
∂xµ
∂D
∂pµ
+ (−)C ∂C
∂θiα
∂D
∂παi
+ (−)C ∂C
∂θ¯α˙i
∂D
∂π¯α˙i
−
(−)CD ∂D
∂xµ
∂C
∂pµ
− (−)CD+D ∂D
∂θiα
∂C
∂παi
− (−)CD+D ∂D
∂θ¯α˙i
∂C
∂π¯α˙i

 ,
where C(D) grassmannian parity equals to zero, when C(D) carries an even
number of the spinor indices and equals to one otherwise.
{C,D}† ≡ {D†, C†}.
Appendix B
This appendix is devoted to the constraints algebra.
a) free superparticle case:
{V (1)α , V (1)β } =
−4iεαβ
(m+
√−p2)χ, {V¯
(1)
α˙ , V¯
(1)
β˙
} =
−4iεα˙β˙
(m+
√−p2)χ,
{V (1)α , V¯ (1)α˙ } =
−4pαα˙
(m+
√−p2)√−p2χ;
{V (2)α , V (2)β } = 4i(m+
√−p2)εαβ, {V¯ (2)α˙ , V¯ (2)β˙ } = −4i(m+
√−p2)εα˙β˙,
{V (2)α , V¯ (2)α˙ } = 4

1 +
√√√√−m2
p2

 pαα˙.
Each first-class constraint commutes with each second-class one and bosonic
first-class constraint χ commutes with all of them.
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b) Superparticle interacting with N = 2 Maxwell supermultiplet with the
fixed AMM value. Here the constraints algebra has the following form:
{GA, GB} = ΩAB + ω1ABαVα + ω2ABα˙V¯ α˙ + ω3ABαβVαVβ+
ω4AB
α
β˙
VαV¯
β˙ + ω5AB
α˙β˙V¯α˙V¯β˙,
(B.1)
where GA = (V
(1),(2)
α , V¯
(1),(2)
α˙ , T ). In (B.1) only the first term determines
which of the constraints belongs to the first-class and which to the second.
That is why we omit below complicated expressions or other terms and use
weak equalities
{V (1)α , V (1)β } ≈
−4iεαβ
(m∗ +
√−P2)
√√√√√m+ ieW¯ /2
m− ieW/2χ,
{V¯ (1)α˙ , V¯ (1)β˙ } ≈
−4iεα˙β˙
(m∗ +
√−P2)
√√√√√m− ieW/2
m+ ieW¯ /2
χ,
{V (1)α , V¯ (1)α˙ } ≈
−4Pαα˙
(m∗ +
√−P2)√−P2χ;
{V (2)α , V (2)β } ≈ −4i(m∗ +
√
−P2)
√√√√√m+ ieW¯ /2
m− ieW/2εαβ,
{V¯ (2)α˙ , V¯ (2)β˙ } ≈ −4i(m∗ +
√
−P2)
√√√√√m− ieW/2
m+ ieW¯ /2
εα˙β˙,
{V (2)α , V¯ (2)α˙ } ≈ 4Pαα˙

1 +
√√√√−m∗2
P2

 ;
{V (1)α , V (2)β (V¯ (2)β˙ )} ≈ 0, {V¯
(1)
α˙ , V
(2)
β (V¯
(2)
β˙
)} ≈ 0, {T, V (1),(2)α (V¯ (1),(2)α˙ )} ≈ 0.
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