We investigate the stability of asymptotically anti-de Sitter gravity coupled to tachyonic scalar fields with mass at or slightly above the Breitenlohner-Freedman bound. The boundary conditions in these ''designer gravity'' theories are defined in terms of an arbitrary function W. Previous work had suggested that the energy in designer gravity is bounded below if (i) W has a global minimum and (ii) the scalar potential admits a superpotential P. More recently, however, certain solutions were found (numerically) to violate the proposed energy bound. We resolve the discrepancy by observing that a given scalar potential can admit two possible branches of the corresponding superpotential, P . When there is a P ÿ branch, we rigorously prove a lower bound on the energy; the P branch alone is not sufficient. Our numerical investigations (i) confirm this picture, (ii) confirm other critical aspects of the (complicated) proofs, and (iii) suggest that the existence of P ÿ may in fact be necessary (as well as sufficient) for the energy of a designer gravity theory to be bounded below.
I. INTRODUCTION
It is well known that anti-de Sitter (AdS) gravity coupled to a scalar field with mass at or slightly above the Breitenlohner-Freedman bound [1] admits a large class of boundary conditions, defined by an essentially arbitrary real function W. For all (regular) W, the conserved charges are well defined and finite [2 -9] , despite the fact that the scalar field falls off slower 1 than usual. Theories of this type have been called designer gravity theories [5] , because their dynamical properties depend significantly on the choice of W (see e.g. [4, 10] ).
In supergravity theories with a dual conformal field theory (CFT) description, the AdS/CFT duality [11, 12] relates W to a potential term R WOdS in the CFT action, where O is the field theory operator that is dual to the bulk scalar for W 0 boundary conditions [13, 14] . This led [5] to conjecture that (a) there is a lower bound on the gravitational energy in those designer gravity theories where W is bounded from below, and that (b) the solutions locally minimizing the energy are given by the spherically symmetric, static soliton configurations found in [5] .
More recently, the stability of designer gravity theories has been studied using purely gravitational arguments. In particular, a lower bound on the conserved energy in terms of the global minimum of W was rigorously proven within a specific AdS gravity theory by relating the Hamiltonian charges to spinor charges [6] . Arguments were given in [8] suggesting that these bounds hold more generally. However, it was subsequently discovered [15] that solutions with arbitrarily negative energy can be constructed numerically for certain theories with W 0. This raised a puzzle, which we resolve in this paper.
Our resolution focuses on an auxiliary construct, the ''superpotential'' P built from the bulk scalar potential V. This superpotential is an important ingredient in constructing the spinor charge. In [8] , it was shown that any V satisfying the Breitenlohner-Freedman bound perturbatively admits an appropriate superpotential P. It was of course recognized that the global existence of P was required for the proof of an energy bound, and that this global existence may impose constraints on V.
What is interesting about the counterexamples of [15] is that they do admit a globally defined superpotential, but nevertheless violate the proposed bound. The issue turns out to be that superpotentials associated with a given V can be of two types, which we call P and P ÿ . A particular V may admit (distinct) superpotentials of both types, or it may admit only the P type. The proof requires existence of a P ÿ -type superpotential, while the examples of [15] admit only the P -type. 2 We verify this claim below and also confirm various other details of the arguments of [6, 8] . After briefly listing our conventions in Sec. II, we review the proof of the lower bound in Sec. II, illustrating why a P ÿ -type superpotential is essential (and why a P -type superpotential is not sufficient). Section IV confirms that the counterexamples of [15] admit only P -type superpotentials and numerically explores the energy bound in a number of examples. We find evidence that the global existence of P ÿ may be necessary (as well as sufficient) for any lower bound to hold.
Section V investigates other aspects of the proof from [6, 8] . Arguments for positivity of the spinor charge require Witten spinors, whose global existence can be difficult to demonstrate. Questions about this global existence were raised in [15] . However, we show that the argument for global existence given in [6] for a particular P ÿ extends to the general case. As a check, we also explicitly demonstrate the existence of Witten spinors in the context of spherical symmetry by analyzing an associated ordinary differential equation. We evaluate these spinors numerically for a particular example and use the results to check the relation between the spinor and Hamiltonian charges derived in [8] . We close with some discussion in Sec. VI.
II. PRELIMINARIES
Our conventions and our definition of asymptotically anti-de Sitter spacetimes follow those of [6, 8, 24] . In particular, we consider gravity theories minimally coupled to a scalar field with Lagrangian density given by
where we have set 8G 1. Here the scalar potential V is of the form
near 0. For simplicity we assume that V is even. The constant is the cosmological constant, given by
with ' a positive length that we may set to one by rescaling the metric and scalar field. The spacetime dimension is denoted d, and we assume that d 4. We will furthermore assume that the scalar field is tachyonic (m 2 < 0), with mass in the Breitenlohner-Freedman range [1] 
where m 2 BF ÿd ÿ 1 2 =4. The metric of exact AdS space of unit radius (and 0), given by
is an exact solution of the theory, where d! 2 dÿ2 is the unitradius round metric on S dÿ2 . As part of our boundary conditions, we assume that the metric of a general solution asymptotically approaches (2.5) in the manner described in [6, 8, 24] , and that the scalar field is asymptotically of the form r ÿ r . . . ; (2.6)
To obtain a well-defined dynamics for the linearized theory, it is necessary to impose a boundary condition at r 1 on the scalar field, i.e. we must impose a relation between and in (2.6). For example, one can impose 0, leaving totally unspecified. We refer to this option as ''fast falloff boundary conditions.'' Alternatively, one may set 0, leaving unspecified. One may also impose more general boundary conditions of the form dW d ; (2.8) where W is an arbitrary smooth function. Under the AdS/CFT duality, this function W appears as an additional potential term in the action for the dual field theory [13, 14] .
III. A TALE OF TWO SUPERPOTENTIALS
An elegant way to prove energy bounds is Witten's spinor method [25] , which proceeds by constructing a manifestly positive ''spinor charge,'' and then comparing it to the energy of the gravitational solution. Witten's argument was originally given in the context of asymptotically flat spacetimes, but it can be generalized to the asymptotically AdS situation. When the matter satisfies the dominant energy condition apart from the negative cosmological constant term (regarded as a contribution ÿ 8G g ab to T ab ), Witten's argument may simply be modified by the addition of a term p P a to the covariant derivative which acts on the spinor, where P is a constant proportional to ÿ p . This term is needed to deal with the negative energy associated with the cosmological constant.
Our interest here is in tachyonic scalars , whose potential energy may in fact be unbounded below and does not satisfy the dominant energy condition. As shown by [26] for d 4 (based on [27] , and extended to higher dimensions by [28] ), many such settings may be addressed by generalizing the constant P to a real superpotential P satisfying
where V is the scalar potential. Taking 0 to be the AdS vacuum, we are interested in potentials for which V 0 0 0. The value V0 then determines the cosmological constant. With fast falloff boundary conditions ( 0), the proof [26, 28] requires only that there be a solution to (3.1) with P 0 0 0 and P0 > 0. Perturbatively, i.e., in the sense of formal power series, a solution of this form always exists when V 00 0 sets the scalar field mass to satisfy the Breitenlohner-Freedman bound. In fact, there are two such perturbative solutions:
where are given by (2.7). However, the proof of [26, 28] requires that P be well defined (and real) for all , and this imposes further restrictions on V.
In both the fast [26, 28] and slow falloff cases [6, 8] , the proof proceeds by using P to construct a spinor charge Q . In the fast falloff case one may show (e.g., following the basic method outlined by [29] ) that Q E Q ÿ , where E is the conserved energy. The proof of [26, 28] is identical no matter which superpotential is used, and it is sufficient that only P exist. 3 However, in order to derive an energy bound with slower falloff conditions, [6, 8] assumed the existence of P ÿ . We verify in subsection III A below that this choice is critical in this context, and that P alone does not lead to an energy bound. This turns out to resolve the issue raised in [15] . A simple example is discussed in Sec. III B.
A. Choosing the right superpotential
We now quickly repeat the derivation of the energy bound from [6, 8] , examining both the original argument (using P ÿ , Q ÿ ) and an analogous argument based on P , Q . For either superpotential, the spinor charge is defined as
where the integrand is the Hodge dual of a suitably defined Nester two-form [30] B cd c d er e H:c:;
and C @ is a surface at spatial infinity that bounds a spacelike surface . In (3.4), is a Dirac spinor and the covariant derivative is defined in terms of P ( P ) as
We require that the spinor field approaches a covariantly constant spinor (i.e. a Killing spinor) of pure AdS, 0 , at infinity. We furthermore assume that asymptotically ÿ a ! @ t a . Using Gauss's theorem we can rewrite the spinor charge Q ( Q ) as
where dS is the integration element on , and u a the unit normal. Letting i; j; . . . denote directions in the tangent space of the surface , one can then show [28] that the integrand of (3.6) is
where
The first and third terms in (3.7) are manifestly nonnegative as written. A negative contribution from the second term can be avoided by imposing the Witten condition
which is essentially the spatial Dirac equation. In Sec. V, we recall the argument [6] that globally smooth spinors satisfying [13] with the above boundary conditions exist in designer gravity. This establishes Q 0. However, an energy bound can be derived only once we relate Q to the physical energy E. While these coincide for fast falloff boundary conditions, they differ in the slow falloff case. One consequence of this is that Q is not in general conserved. Another is that Q may now depend on whether the spinor charge is defined using P or P ÿ . That is, Q Þ Q ÿ .
In [6, 8] , the covariant phase space method of [31] [32] [33] , was used to show (following [24] ) that energy in designer gravity takes the form 4 :
where @ @t is the time translation conjugate to E, ds a is the integration element on the cut C S dÿ2 of the AdS conformal boundary I, and E ab is the suitably rescaled electric part of the Weyl tensor, which is smooth at I as a consequence of our boundary conditions. The numerical value of E is independent of the particular choice of the cut.
One can derive the relation between Q and the energy E [6, 8] by expanding the metric and the spinors in an asymptotic series in 1=r, using the Witten equation, and 3 Both P and P ÿ exist near 0. However, a real solution ceases to exist if (3.1) forces P 0 to become imaginary; i.e., if V d ÿ 1P 2 < 0. Since P > P ÿ near 0, and since this in turn implies jP 0 j > jP 0 ÿ j, one finds jP j > jP ÿ j for all Þ 0 and global existence of P ÿ implies global existence of P , but not vice versa. 4 Expression (3.10) describes the generic case. Additional terms are present for special cases. See [8] . using Einstein's equation. The result is:
where for simplicity we have chosen C S dÿ2 to be a cut of constant t so that d! is the integration element of the unit sphere S dÿ2 . In the final term, C r is a large sphere of radius r in .
Choosing P ÿ and using Q ÿ 0 yields the bound
where VolS dÿ2 is the volume of the unit radius S dÿ2 . On the other hand, for Þ 0 choosing P causes the final term in (3.11) to diverge. Since E and W are manifestly finite, it follows that Q is infinite. It is also infinitely larger than E, and its positivity yields no lower bound on E. Thus, the energy bound (3.12) has been established only if the theory admits a P ÿ superpotential; the existence of P alone is not sufficient.
B. A simple example
Let us consider a simple example shown in [15] to have an energy E which is unbounded below. We take d 4 and the superpotential P 1 This choice corresponds to m 2 ÿ2 (that is, ÿ 1; 2), and since the coefficient of 2 is 1 2 , we see from (3.2) that (3.13) is of the P type. To see that the corresponding P ÿ does not exist, let us write (3.1) as
One may solve (3.14) by integrating out from 0 and matching to the expansion (3.2) for small . Such solutions exist until the quantity V 3P 2 becomes negative. Now, note that (3.2) implies P ÿ < P for all nonzero and similarly for their derivatives. In our example, P has a maximum at the global minimum of the potential occurring at min , so V 3P 2 vanishes there. But this means that V 3P 2 ÿ must vanish at some s < min . In fact, it must vanish linearly at s , since P 0 ÿ s 0 would force V 0 s 0 by (3.1). Thus a real P ÿ cannot exist for > s . This is illustrated in Fig. 1 using numerical solutions of (3.14).
Since only P exists for all , one does not expect (3.12) to hold for solutions which explore large values of . Indeed, [15] found solutions with W 0 and arbitrarily negative energy for this potential.
IV. GRAVITATIONAL SOLITONS
In order to confirm the above resolution of the puzzle raised in [15] , we now numerically investigate energy bounds in a simple class of examples. For designer gravity boundary conditions that preserve the full AdS symmetry group, the existence of solitons has proven to be a reliable indicator whether or not a theory satisfies a positive energy theorem [5, 15, 34, 35] . When the theory has a static spherical soliton solution, no such theorem can hold because AdS-invariant gravitational solitons can always be rescaled to obtain solutions with arbitrarily negative energy that obey the same boundary conditions. 5 In this section we consider a one-parameter class of scalar potentials and construct spherical solitons numerically. We find that if the boundary conditions are specified by a W which is (i) AdS-invariant and (ii) bounded below, then solitons exist if and only if P ÿ does not exist. This provides a strong test of the above stability proof, and it suggests that the existence of P ÿ is both a sufficient and a necessary condition for the energy to be bounded from below in designer gravity.
We consider the following class of potentials in d 4 dimensions:
where A > 0 is a free parameter. These yield scalar potentials with a negative maximum at 0, and with two global minima at min . Small fluctuations around 0 have m 2 ÿ2, which is within the range (2.4). Hence asymptotically the scalar generically decays as The solid line corresponds to the P ÿ solution, whose derivative vanishes at :27. Hence, P ÿ does not meet the global existence criterion. 5 We emphasize that the soliton itself has positive mass. To construct the corresponding superpotentials P we solve (3. We now look for static spherical soliton solutions of the theory (4.1) satisfying AdS-invariant boundary conditions with W bounded below. Since 2 and ÿ 1, AdSinvariant boundary conditions are given [4] by W k 3 for real k. We see that W is bounded below only for k 0, so that only solitons with 0 lead to violations of (3.12 Regularity at the origin requires h 1 and h ;r ;r ;r 0 at r 0. Rescaling t shifts by a constant, so its value at the origin is arbitrary. Thus soliton solutions can be labeled by the value of at the origin and the set of all soliton solutions of a particular potential with a negative maximum is found by integrating the field equations (4.5), (4.6), and (4.7) for different values of at the origin. For j0j < min the scalar asymptotically behaves as (4.2) with constant , . The soliton therefore defines a point in the ; plane for each such 0. Repeating for all 0 yields a curve s . Given a choice of boundary condition , the allowed solitons are simply given by the points where the soliton curve intersects the boundary condition curve: s .
Here we are interested in the existence of 0 solitons, for potentials of the form (4.1). Figure 3 shows how the value of for the 0 soliton changes when one increases the potential parameter A, from A :2 to its critical value A ÿ c . This corresponds to deforming V from the potential given by the dashed line in Fig. 2 , to the critical potential at which P ÿ begins to exist. One sees that ! 1 precisely when A ! A the s curve intersects the 0 axis only at the origin, so no nontrivial soliton solution exists in this parameter regime. 6 It appears, therefore, that regular spherical W 0 soliton solutions cease to exist precisely when A ! A ÿ c . The existence of scalar solitons with AdS-invariant boundary conditions for A < A ÿ c implies there are negative energy solutions in these theories. This can be seen as follows [34, 36] . Starting with a static soliton s r, consider the one-parameter family of configurations r s r. Because we chose conformally invariant boundary conditions, these are again satisfied by the rescaled data. It then follows from the constraint equations that the total energy of the rescaled configurations takes the form
where E 2 is independent of the potential and is manifestly positive, and both E i are finite and independent of . Furthermore, because the static soliton extremizes the energy [37] , one has
and hence E 1 ÿ 1 3 E 2 < 0. Therefore the contribution to the energy that scales as the volume, which includes the potential and scalar terms, is negative. This means that rescaled configurations 7 r with < 1= 3 p must have negative total energy, and hence violate the energy bound (3.12). Thus, the energy is unbounded below for potentials with A < A ÿ c and W 0, indicating that existence of P ÿ is necessary for energy in designer gravity to be bounded below. (Note that we have already proven that it is sufficient.)
V. EXISTENCE OF WITTEN SPINORS
As explained in Sec. III, the derivation of the lower bound for the energy E uses the positivity of the spinor charge. This requires the global existence of smooth spinors satisfying the Witten condition
on a constant time surface with suitable asymptotic behavior, where L is the operator in the Witten equation,
D i is the spin-connection intrinsic to the spacelike surface , K is the trace of its extrinsic curvature, and 6 u u a a is defined in terms of the unit normal to .
Global existence of such solutions is nontrivial to establish, and indeed it was suggested in [15] that some subtle failure of such spinors to exist might be responsible for the lack of energy bounds in the systems studied there. In contrast, we have now proposed that the failure of those examples to satisfy (3.12) was due solely to the fact that such potentials do not admit a P ÿ -type superpotential. In order to dispel any remaining concerns about the global existence of spinors, we reexamine this issue below. Section VA follows [6] and proves global existence of the Witten spinors in general. This proof is however quite abstract and draws on certain very nontrivial results in the mathematics literature. We therefore restrict attention in Sec. V B to the particular case of maximal (e.g., timesymmetric), spherically symmetric hypersurfaces, which is enough to address any concerns raised by [15] . In this case we are able to give a more explicit construction of the Witten spinors by reducing the problem to ordinary differential equations. Existence of solutions is then straightforward to show. Finally, we numerically solve for the Witten spinors in Sec. V C and evaluate the corresponding spinor charges, verifying the relationship between Q and E derived in Sec. III.
A. The general analytic proof
Following [6] , the first step in the proof is to find a formal power series solution to the Witten spinor equation of the form The spinor fields 1 ; 2 ; . . . are determined recursively by the condition that be a formal power series solution to the Witten equation. It can be proven that n are uniquely determined for n > 0 by making a split of the Witten equation into a part containing an r-derivative and a part containing derivatives tangent to a sphere of constant r. The explicit form of the first coefficients n is given in [6, 8] . The formal power series solution satisfies the equation
where J is a smooth source vanishing faster than any inverse power of r near I. We may terminate the expansion (5.3) at some large finite N, thus obtaining a J vanishing 6 When A is further decreased to A c , an intersection point at finite appears between s and the 0 axis. This supports the claim of [28] that the theory admits a positive energy theorem for 0 scalar boundary conditions only when V can be derived from a superpotential (P ). 7 The rescaled configurations r are initial data for timedependent (but time-symmetric) solutions. For sufficiently small one has a large central region where is essentially constant and away from an extremum of the potential. Hence one expects the field to evolve to a spacelike ''big crunch'' singularity [36] .
faster than r ÿN1=2 . The next step is to obtain from the formal power series solution a global solution to the Witten equation. This step requires some global analysis. The idea is to write the global solution that we seek as ; (5.6) where is a smooth spinor field to be determined. Thus, should satisfy L ÿJ, and should vanish at least as fast as r ÿ1=2 . The global existence of such a can be established using the following key inequality (5.8) which holds whenever M; g ab ; is a solution to the Einstein equations satisfying the asymptotic conditions given in [6, 8] . To state the inequality, consider any smooth spinor field u on that vanishes outside a large sphere, and introduce the following norm on such u:
Then there exists a positive constant independent of u such that
The proof of the inequality uses a similar technique as in the ''Hardy-inequality,'' combined with the key identity (3.7). It may be found in [6] . We now use the inequality to establish a solution to the equation L ÿJ. We will do this by first constructing a distributional solution , and then showing that it is in fact smooth. Let F be the linear functional on smooth compactly supported spinors u defined by
Then, by the Cauchy-Schwartz inequality and the first half of the inequality (5.8), we get
The constant is finite because by construction J drops off sufficiently rapidly at infinity. We interpret this inequality as saying that F is a bounded functional with respect to the positive definite scalar product given by hvjui Z Lv y LudS:
Let H be the Hilbert space defined by this inner product (which, by the second half of inequality (5.8) is identical to the Hilbert space obtained from the norm k k ). By the Riesz representation theorem, there is hence an element v 2 H such that Fu hvjui for all u 2 C 1 0 . Again by the inequality (5.8), every element in H is locally square
y v is the desired distributional solution to L ÿJ, and is a global solution to the Witten equation.
It remains to prove that is smooth, and that it satisfies the desired boundary conditions. This will follow if we can show that is smooth and vanishes sufficiently fast at infinity. It follows from our construction so far only that 2 L 2 ; 1 r 2 ÿ1 dS. But since J is smooth and vanishes quickly, one can now use the mapping properties of the parametrix of the operator L established in [38] to prove that is indeed smooth and vanishes sufficiently fast. The details of this argument are given in [6] .
B. Spherical symmetry
We now describe the solution to the Witten equation for a slice which is both spherically symmetric and maximal (i.e., K 0) though not necessarily static. Such a slice automatically exists when the initial data are time symmetric. Since this case is sufficient to address the concerns of [15] , we explain the analysis in some detail. Our conventions will be as follows. For simplicity, we restrict attention in this subsection to the case d 4. where I 2 is the 2 2 identity matrix, and where 1 , 2 , 3 are the standard Pauli matrices.
We wish to address spherical spacetimes. Let be a maximal (K 0), spherically symmetric spacelike slice on which we set t 0, e.g., a surface of time symmetry. Though such spacetimes are not in general static, on they may nevertheless be written in the form (4.4), which may be described by the orthonormal frame To pick the desired solution to the Witten equation, we now impose our boundary conditions. We demand that our solution be regular in the interior, and that it asymptotically approaches a suitable Killing spinor 0 of pure AdS. As we will see shortly, this 0 has only n l 0 components. Since the remaining modes are decoupled, they may be consistently set to zero. 8 Thus we consider only n l 0 below.
Near the origin r 0, the solutions behave as 
The spinor U is chosen so that 0 satisfies the additional requirement @ t a ÿ 0 a 0 , or equivalently 
C. Numerical results
A final crucial aspect of the argument of Sec. III is the detailed relation (3.11) between the spinor charges Q and the energy E. Since (3.11) was derived via a tedious calculation, it is useful to verify the relation numerically. Let us consider the theory with potential V ÿ3 ÿ 2 ÿ both a P and a P ÿ superpotential. We take as initial data a soliton with 0 1=2 and boundary condition W k for some constant k Þ 0 (so that W is not conformally invariant). We find that a soliton exists with s k ÿ:566 and s :787. The energy of this soliton is E ÿ2:956.
Numerical results for P ÿ -type Witten spinors are shown in Figs. 4 and 5.
9 Using these solutions, we can also calculate the spinor charge and check (3.11) . We obtain Q ÿ 2:655, thus confirming the relation E Q ÿ 4W. Similarly, for the P case we find Q ÿ E 4W ÿ =2 2 r 1:00, in agreement with (3.11).
VI. DISCUSSION
We have resolved the puzzle raised in [15] concerning energy bounds in designer gravity. While the arguments of [6, 8] are correct as written, global existence of an appropriate superpotential is a subtle requirement. In particular, two types of superpotentials may (or may not) exist for a given scalar potential V. The proof of [6, 8] requires the global existence of a P ÿ -type superpotential. If one attempts to follow the same argument with a P -type superpotential, one finds that the difference between the conserved energy E and the associated spinor charge Q diverges, and, in particular, that Q diverges. Thus, positivity of Q does not yield a lower bound for E, and the existence of a P -type superpotential alone is not sufficient to yield a positive energy theorem. Numerical explorations support this resolution.
A specific question raised in [15] concerned the global existence of Witten spinors. We have demonstrated (Sec. V) that no such difficulties arise, even for the models considered in [15] . The existence theorem of [6] was shown to hold in general and, for the special case of spherical symmetry, existence of Witten spinors on maximal (e.g., time-symmetric) hypersurfaces was again demonstrated using simple arguments based on ordinary differential equations. The spherical time-symmetric context is sufficient to address the concerns of [15] . This reinforces our claim that, when W has a global minimum, the existence of a P ÿ -type superpotential is sufficient for the energy to be bounded below.
Interestingly, our numerical explorations of particular examples (Sec. IV) suggest that global existence of P ÿ may also be necessary for the energy to be bounded below. Such a property would be analogous to the claim of [28] that the existence of a superpotential is necessary for an energy bound to hold in the case of fast falloff boundary conditions 0. However, in the fast falloff case the relevant superpotential is P , since either superpotential is sufficient and existence of P ÿ implies existence of P (footnote 3). Indeed, for 0 the spinor charges Q satisfy Q E and, in particular, Q Q ÿ when both potentials exist. Thus we find that each type of superpotential provides a stability criterion for AdS gravity-scalar theories, with P controlling the 0 case and P ÿ controlling cases with slower falloff conditions on the scalar.
Finally, a key tool in our investigation of particular examples was the argument from [5, 15, 34, 35] showing that the existence of designer gravity solitons satisfying AdS-invariant boundary conditions implies that the energy is unbounded below. We may thus interpret the lower bounds of [6, 8] in terms of the soliton content of such theories. We conclude that designer gravity theories where P ÿ exists can have no solitons when W is both AdSinvariant and bounded below.
