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1 Εξασφάλιση της καλής λειτουργίας της πλατφόρμας του Π.Σ. Κάλλιπος 
1.1 Οι εγκαταστάσεις της πλατφόρμας του Π.Σ. Κάλλιπος 
Οι εγκαταστάσεις της πλατφόρμας του Π.Σ. Κάλλιπος για τις οποίες η ομάδα ανάπτυξης και 
υποστήριξης του Π.Σ. Κάλλιπος έκανε τις αρχικές ρυθμίσεις και ανέλαβε την εξασφάλιση της καλής 
λειτουργίας τους καθόλη τη διάρκεια του έργου, περιγράφονται στο έγγραφο 
 «Π3.2.1-α Πρώτη αναφορά καλής λειτουργίας των εγκαταστάσεων της πλατφόρμας» 
1.2 Εργασίες για την εξασφάλιση της καλής λειτουργίας των εγκαταστάσεων 
Οι διαχειριστές συστημάτων της ομάδας ανάπτυξης και υποστήριξης του Π.Σ. Κάλλιπος εκτελούν σε 
τακτική, καθημερινή βάση για την εξασφάλιση της καλής λειτουργίας των εγκαταστάσεων του Π.Σ. 
Κάλλιπος. 
 Έλεγχος καλή λειτουργίας και διαθεσιμότητας της εφαρμογής. 
 Έλεγχος καλής λειτουργίας Nagios Monitoring system.  
 Έλεγχος πιθανών alerts που έχουν προκύψει στο Nagios αλλά δεν έχει ληφθεί ή δεν έχει 
γίνει αντιληπτός ο σχετικός συναγερμός (αποστολή email). Συγκεκριμένα ελέγχονται: 
◦ Η χρήση CPU να μην είναι διαρκώς πάνω από 80% 
◦ Η χρήση μνήμης να μην είναι πάνω από 90% 
◦ Οι δίσκοι να έχουν διαθέσιμη χωρητικότητα 
◦ Οι σωστές υπηρεσίες είναι ενεργές σε όλους τους servers 
 Εποπτεία και έλεγχος των logs. Ελέγχεται η παρουσία μη συνηθισμένων ή 
επαναλαμβανόμενων λαθών που είναι πιθανό να υποδεικνύουν πιθανά προβλήματα.  
Συγκεκριμένα ελέγχονται τα εξής log files: 
▪ Application Log σε όλους τους windows servers 
▪ System Log σε όλους τους windows servers 
▪ Security Log σε όλους τους windows servers 
▪ Syslog σε όλους τους Linux Server 
▪ IIS HTTPError Log 
▪ SQL Server Log 
▪ SQL Server Agent Log 
▪ iptables(firewall) error log 
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▪ haproxy (web publishing) error log 
 Έλεγχος ορθής λήψης των backups της προηγούμενης μέρας. 
 Έλεγχος κατάστασης συγχρονισμού Distributed File System 
 Έλεγχος κατάστασης Database Cluster 
 Έλεγχος κατάστασης Firewall Cluster 
Πέρα από τις τακτικές εργασίες για την εξασφάλιση της καλής λειτουργίας των εγκαταστάσεων της 
πλατφόρμας, οι διαχειριστές συστημάτων της ομάδας ανάπτυξης και υποστήριξης του Π.Σ. Κάλλιπος 
προβαίνουν σε μία σειρά από ελέγχους και εργασίες προκειμένου: 
 Να αποκαταστήσουν προβλήματα που εντόπισαν οι ίδιοι κατά τους τακτικούς ελέγχους. 
 Να ερευνήσουν και να αποκαταστήσουν προβλήματα που αναφέρθηκαν από την ομάδα 
ανάπτυξης ή από το Γραφείο Αρωγής της δράσης. 
 Να προβούν σε ρυθμίσεις που οι ίδιοι έκριναν απαραίτητες, είτε μετά από ανακοινώσεις 
των προμηθευτών (π.χ. θέματα ασφαλείας των MS Windows Servers, θέματα του 
πρωτοκόλλου SSL), είτε με βάση δικές τους πρωτοβουλίες. 
Οι σχετικές ρυθμίσεις και εργασίες έχουν κυρίως να κάνουν με θέματα που αφορούν: 
 Την πρόσβαση στην πλατφόρμα (ρυθμίσεις στους firewalls των εγκαταστάσεων) 
  Τις διαδικασίες upload νέων εκδόσεων της πλατφόρμας από την ομάδα ανάπτυξης 
 Την ασφάλεια των δεδομένων των εφαρμογών. 
 Τις επιδόσεις στα διάφορα επίπεδα της εγκατάστασης (database servers, web servers, 
application servers, file servers) 
 Τη λήψη εφεδρικών αντιγράφων των δεδομένων 
 Τη λήψη εφεδρικών αντιγράφων των αρχείων 
 Την εξασφάλιση no-single-point-of-failure στην κύρια εγκατάσταση 
 Τη μεταφορά των αντιγράφων των αρχείων και των δεδομένων σε εναλλακτική 
εγκατάσταση. 
 Τις διαδικασίες disaster recovery, δηλαδή την εξασφάλιση ότι ολόκληρη η πλατφόρμα 
μπορεί να μεταφερθεί και να λειτουργήσει στην εναλλακτική εγκατάσταση, με την ελάχιστη 
δυνατή απώλεια σε δεδομένα και αρχεία, σε περίπτωση που η κύρια εγκατάσταση τεθεί 
εξολοκλήρου εκτός λειτουργίας. 
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2 Αρχείο εργασιών για την εξασφάλιση της καλής λειτουργίας 
Στη ενότητα αυτή καταγράφονται οι επιπρόσθετες εργασίες που εκτέλεσαν οι διαχειριστές 
συστημάτων της ομάδας ανάπτυξης και υποστήριξης του Π.Σ. Κάλλιπος στο χρονικό διάστημα από 
01/01/2014 μέχρι και τις 31/03/2015. 
2.1.1 Εργασίες 1ου Τριμήνου 2014 
Εργασίες για την αυτοματοποίηση της διαδικασίας λήψης αντιγράφων ασφαλείας της εφαρμογής 
και των δεδομένων της: 
 Λήψη εφεδρικών αντιγράφων εφαρμογών (application backup) 
Στον DEV εξυπηρετητή εκτελείται ως scheduled task καθημερινά στις 22:00 το script 
\\winplatform.local\share\scripts\WebAppsBackup.cmd. To script αυτό χρησιμοποιεί το 
εργαλείο robocopy για να αντιγράψει τα αρχεία της εφαρμογής καθώς και τα δεδομένα της 
από τους φακέλους 
\\winplatform.local\share\webapps και \\winplatform.local\share\webdata 
αντίστοιχα στους φακέλους 
\\winplatform.local\share\WebAppBackups-Auto\WebApps και 
\\winplatform.local\share\WebAppBackups-Auto\WebData 
Ιστορικά αντίγραφα ασφαλείας των εφαρμογών δεν κρατούνται καθώς αυτό γίνεται με 
διαφορετικό τρόπο από την εφαρμογή Deployment. 
 Λήψη εφεδρικών αντιγράφων της Βάσης Δεδομένων (Database Backup) 
Και στους δύο εξυπηρετητές db01 και db02 έχει δημιουργηθεί ένα scheduled task το οποίο 
εκτελεί το script \\winplatform.local\share\scripts\dbbackup.cmd. To scheduled task 
εκτελείται κάθε τέσσερις ώρες με διαφορά μισής ώρας από τον έναν server στον άλλο. Σε 
κάθε εκτέλεση το παραπάνω script καλεί το script 
\\winplatform.local\share\scripts\DBBackup.ps1 με τα εξής ορίσματα: 
DBBackup.ps1 -userDBs -systemDbs -backupType 'timed' -servers %COMPUTERNAME% 
Η παραπάνω κλήση έχει ως αποτέλεσμα μία φορά την ημέρα σε κάθε εξυπηρετητή να 
λαμβάνεται Full Backup της Βάσης Δεδομένων. Το script λαμβάνει υπόψη του ποιες βάσεις 
ανήκουν σε Always-On Availability Group και δημιουργεί backup μόνο από τον 
δευτερεύοντα εξυπηρετητή. Επίσης δημιουργείται backup όλων των System Databases του 
κάθε server.  
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Τις υπόλοιπες φορές κλήσης του script δημιουργούνται incremental backups. Τα 
incremental backups λαμβάνονται μόνο από τις User Databases και αναλόγως με το αν η 
Βάση Δεδομένων βρίσκεται σε Full Recovery Model ή όχι λαμβάνεται Log backup ή 
differential backup. Και πάλι λαμβάνεται υπόψη αν η βάση δεδομένων βρίσκεται σε Always-
On Availability Group και αν ναι το backup λαμβάνεται μόνο από τον πρωτεύοντα 
εξυπηρετητή. 
Σε όλες τις περιπτώσεις δεν γίνεται επανεγγραφή παλαιότερων backup αλλά λαμβάνεται 
νέο αντίγραφο εξαρχής. Σε κάθε κλήση του script και αν η διαδικασία backup επιτύχει, 
γίνεται εκκαθάριση του ιστορικού των backups με βάση τις υπάρχουσες ρυθμίσεις. 
 
2.1.2 Εργασίες 2ου Τριμήνου 2014 
Αναγκαίες ρυθμίσεις και μεταφορές δεδομένων, με αφορμή τις προγραμματισμένες εργασίες 
συντήρησης στους δίσκους της υποδομής ViMa και προκειμένου να μην τεθούν οι εφαρμογές της 
πλατφόρμας εκτός λειτουργίας για διάστημα μεγαλύτερο από μία ώρα, έτσι ώστε να διασφαλιστούν 
οι ακόλουθες δυνατότητες: 
 Οι εφαρμογές να μεταφερθούν και να λειτουργήσουν από την εγκατάσταση έκτακτης 
ανάγκης (η οποία βρίσκεται σε διαφορετικό φυσικό χώρο από την κανονική εγκατάσταση 
της πλατφόρμας) τις ημέρες της συντήτησης 
 Οι εφαρμογές να επιστρέψουν στην κύρια εγκατάσταση, χωρίς απώλεια δεδομένων και με 
τον ελάχιστο χρόνο μη λειτουργίας, μετά την αποκατάσταση των εργασιών. 
Κατάλληλες ρυθμίσεις στους servers της κύριας εγκατάστασης, για την αντιμετώπιση του 
προβλήματος του upload από τους χρήστες αρχείων μεγάλου μεγέθους: 
 Έλεγχος προβλήματος στο μηχανισμό ανεβάσματος αρχείων. Διαπιστώθηκε ότι οφειλόταν 
στον διαμοιρασμό των πολλών requests για τμηματικό ανέβασμα του αρχείου  σε 
διαφορετικούς backend servers. Βρέθηκαν όλα τα σχετικά URLs και έγιναν pin σε ένα server. 
 Ρύθμιση του μεγίστου επιτρεπόμενου ορίου χρόνου εκτέλεσης requests ώστε να 
επιτυγχάνεται η βέλτιστη ισορροπία μεταξύ της προστασίας από bugs ή malicious requests 
και της δυνατότητας ανεβάσματος αρχείων μεγάλου μεγέθους. 
 Αλλαγή ρυθμίσεων του μέγιστου επιτρεπόμενου μεγέθους των αρχείων που ανεβάζουν οι 






Σελίδα 7 από 15 
χρήστες. 
 Εντοπισμός προβλήματος συνεχούς αποτυχημένης κλήσης του clr compiler από από τον web 
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2.1.3 Εργασίες 3ου Τριμήνου 2014 
Έκτακτες εργασίες υποστήριξης: 
 Προσθήκη 1 νέου web server nodes στην υποδομή για χειρισμό αυξημένου traffic. Έγινε 
παραμετροποίησή του και εισήχθη στο web farm.  
 Αλλαγή αλγορίθμου load balancing μεταξύ των web servers σε round robin για 
βελτιστοποιημένη χρήση όλων των resources.  
 Έλεγχος της αιτίας που σε ορισμένες σελίδες επιστρέφεται 504 error. Διαπιστώθηκε 
ασυμβατότητα μεταξύ του τρόπου ανακατεύθυνσης από μία σελίδα σε άλλη από την 
εφαρμογή και του load balancer. 
 Αλλαγή αλγορίθμου  load balancing μεταξύ των web servers σε least connections καθώς ο 
round robin αλγόριθμος προκαλούσε υψηλό φόρτο σε συγκεκριμένους servers. 
 Δοκιμή διαφορετικών τιμών για τις μέγιστες επιτρεπόμενες συνδέσεις και τον αριθμό των 
requests που κρατιούνται σε queue στον load balancer με στόχο να επιτρέπεται ο μέγιστος 
αριθμός requests που μπορούν να απαντήσουν οι web servers χωρίς να αρχίζουν να 
παρουσιάζουν υπερβολικά υψηλά response times. Παρακολούθηση της συμπεριφοράς των 
web servers και επαναξιολόγηση των παραμέτρων. 
 Δημιουργία στον load balancer διαφορετικών backends αποτελούμενα από σύνολα web 
servers ώστε να χειρίζονται διαφορετικούς τύπους requests.  
 Ορισμός ξεχωριστού backend web server για την γρήγορη εξυπηρέτηση μόνο των στατικών 
requests (εικόνες, css, js ). 
 Pinning σελίδων σε ξεχωριστούς web servers ώστε να δημιουργούνται κλάσεις σελίδων με 
διαφορετική προτεραιότητα. 
 Αλλαγή των παραμέτρων του load balancer  για τις μέγιστες επιτρεπόμενες συνδέσεις και 
τον αριθμό των requests που κρατιούνται σε queue ανάλογα με τον τύπο των requests που 
εξυπηρετούνται από κάθε web server. 
 Αλλαγή του μέγιστου αριθμού ταυτόχρονων συνδέσεων στον database server db02 
(secondary) και επανεκκίνησή του 
 Failover από τον primary (db01) στον secondary (db02) database server 
 Αλλαγή του μέγιστου αριθμού ταυτόχρονων συνδέσεων στον τωρινό secondary database 
server (db01) και επανεκκίνησή του. 
 Συνολική ανακατανομή των servers σε backends στον load balancer ώστε όσα backends 
χρησιμοποιούν έναν μόνο web server για την εξυπηρέτηση των requests τους να 
αποκτήσουν backup server σε περίπτωση αποτυχίας του primary server. 
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 Βελτίωση του helth checking των web servers από τον load balancer. Αλλαγή σε χρήση της 
http method OPTIONS αντί για GET ώστε να μη δημιουργείται επιπρόσθετος φόρτος στους 
web servers. 
 Δημιουργία scripts για το διαχωρισμό ανά site και το archiving των log files του load 
balancer.  
2.1.4 Εργασίες 4ου Τριμήνου 2014 
Υλοποίηση μίας νέας εγκατάστασης που θα μπορεί να χρησιμοποιηθεί εάν συμβεί ολική 
καταστροφή του datacenter όπου είναι σήμερα εγκατεστημένη η πλατφόρμα.  
Σε datacenter του ΕΔΕΤ το οποίο βρίσκεται σε διαφορετική τοποθεσία και είναι εντελώς ανεξάρτητο 
από το υφιστάμενο datacenter, είναι διαθέσιμος ένας εξυπηρετητής (DRP) στον οποίο είναι 
εγκατεστημένο το απαραίτητο software για τη λειτουργία της πλατφόρμας ενώ παράλληλα 
αντιγράφονται σε αυτόν αυτόματα και σε τακτά χρονικά διαστήματα τόσο οι εφαρμογές όσο και τα 
δεδομένα τους.  
Συνεπώς σε περίπτωση καταστροφής του πρωτεύοντος Data Center  μία πρόσφατη έκδοση των 
εφαρμογών και των δεδομένων τους θα είναι άμεση διαθέσιμη στον εξυπηρετητή DRP, με τα 
παρακάτω βήματα: 
 Ανακατεύθυνση του υποδικτύου του παραγωγικού Πληροφοριακού Συστήματος. 
 Ενεργοποίηση των δικτυακών ρυθμίσεων.  
 Ρύθμιση του firewall.  
 Ενεργοποίηση της εφαρμογής. 
 Στον εξυπηρετητή DRP και γενικότερα στο Datacenter στο οποίο είναι εγκατεστημένος 
ακολουθούνται ανεξαιρέτως όλες οι πολιτικές ασφαλείας που εφαρμόζονται στο παραγωγικό 
datacenter της πλατφόρμας. Επιπλέον ο εν λόγω εξυπηρετητής, δεδομένου ότι δεν συμμετέχει στην 
παραγωγική λειτουργία της πλατφόρμας, δεν είναι με οποιονδήποτε τρόπο προσβάσιμος από το 
Internet αλλά αποκλειστικά από συγκεκριμένες IPs των αρμοδίων διαχειριστών. Η επικοινωνία με 
τους εξυπηρετητές του παραγωγικού συστήματος για την αντιγραφή των δεδομένων γίνεται 
αποκλειστικά πάνω από Virtual Private Network (VPN) μεταξύ του DRP και των εξυπηρετητών 
FW01,FW02.  






Σελίδα 10 από 15 
Η κίνηση του VPN είναι κρυπτογραφημένη μέσω IPSEC με χρήση των αλγορίθμων κρυπτογράφησης 
AES128 και υπογραφής SHA25 ενώ για την περαιτέρω προστασία του παραγωγικού συστήματος 
διασφαλίζεται ότι ο DRP έχει δικαίωμα μόνο να έχει πρόσβαση μόνο ανάγνωσης σε αντίγραφα της 
εφαρμογής και καθόλου δικαιώματα εγγραφής στα παραγωγικά υποσυστήματα. Τέλος, για να μην 
εισάγεται single point of failure στο παραγωγικό σύστημα, η λειτουργία του DRP και η αντιγραφή 
των δεδομένων είναι εντελώς ανεξάρτητα τη λειτουργία του παραγωγικού συστήματος. 
 
 
Με βάση τα αποτελέσματα των ελέγχων και τα προβλήματα που αναφέρθηκαν από τους χρήστες 
των εφαρμογών στο γραφείο αρωγής, έγιναν εργασίες για την αντιμετώπιση των παρακάτω 
προβλημάτων: 
 Ανίχνευση αιτίας υψηλών response times στον ένα web server  
◦ Εξέταση των log files στους web servers, έύρεση min,max,average response time ανά 
request και σύγκριση μεταξύ των web servers. Εντοπισμός αυξημένου response time σε 
όλα τα requests με εντονότερα αυτά που αφορούσαν συγκεκριμένη σελίδα. 
◦ Pinning των requests για την παραπάνω σελίδα σε διάφορους servers ώστε να 
εντοπιστεί αν αυτή δημιουργεί πρόβλημα. Επαναξέταση των log files για τις μεταβολές 
στα response times ανά request. Ανιχνεύθηκε ότι η εν λόγω σελίδα συμπεριφερόταν 
χειρότερα σε συγκεκριμένο web server λόγω misconfiguration στον server αυτό με 
αποτέλεσμα να καταναλώνει πολλά CPU cycles και να προκαλεί συνολική καθυστέρηση.  
◦ Αφαίρεση του προβληματικού web server από τη load balancing, διόρθωση του 
προβλήματος και επανεισαγωγή του. 
 Ανίχνευση αιτίας deadlock σε έναν από τους web servers. Έγινε debug το process που 
χρησιμοποιούσε 100% CPU και ανιχνεύθηκαν τα αντίστοιχα requests που προκαλούσαν το 
πρόβλημα. Σε συνεργασία με την ομάδα developers βρέθηκε το σχετικό bug στην 
εφαρμογή.  
 Έλεγχος της αιτίας που σε ορισμένους χρήστες επιστρέφεται 504 error. Διαπιστώθηκε 
πρόβλημα με το όριο του μέγιστου αριθμού response headers που επέτρεπε ο load balancer 
και έγινε αλλαγή στη ρύθμιση.  
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 Αντιμετώπιση προβλημάτων που σχετίζονταν με την κωδικοποίηση των ονομάτων των 
αρχείων που ανεβάζουν οι συγγραφείς και με θέματα url encoding.  
 Ρυθμίσεις στον συγχρονισμό των file servers σε περιπτώσεις πολύ μεγάλων αρχείων των 
χρηστών, δεδομένου ότι οι συγγραφείς έχουν καταχωρήσει αρχεία πρωτογενούς υλικού των 
συγγραμμάτων τους που υπερβαίνουν το 1GByte. 
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2.1.5 Εργασίες 1ου Τριμήνου 2015 
Ανανέωση ψηφιακού πιστοποιητικού εφαρμογής. 
 Αναφέρθηκε ότι στην περίπτωση πρόσβασης στην εφαρμογή με τον browser Google Chrome 
εμφανιζόταν μία ένδειξη warning σχετικά με το ψηφιακό πιστοποιητικό της εφαρμογής. 
 Έλεγχος ότι η σχετική ειδοποίηση εμφανιζόταν μόνο στην περίπτωση του Google Chrome 
και όχι με άλλους browsers, και μόνο για τις τελευταίες εκδόσεις του Chrome.  
 Διαπιστώθηκε ότι το προειδοποιητικό μήνυμα αφορούσε το γεγονός ότι στην έκδοση του 
ψηφιακού πιστοποιητικού από την αρχή πιστοποίησης είχε χρησιμοποιηθεί ο αλγόριθμος 
SHA1. O εν λόγω αλγόριθμος έχει κριθεί ως μη ικανοποιητικά επαρκής για τα σημερινά 
δεδομένα και έχει προταθεί η σταδιακή απόσυρση της χρήσης του. 
 Έγινε έλεγχος ότι μία νέα αίτηση πιστοποιητικού από την αρχή πιστοποίησης (TERENA CA)  
θα δημιουργούσε ένα πιστοποιητική με το αλγόριθμο SHA256 που προτείνεται για την 
αντικατάσταση του SHA1.  
 Δημιουργήθηκε νέο private key για το νέο πιστοποιητικό καθώς και το σχετικό certificate 
request. 
 Υποβλήθηκε στην αρχή πιστοποίησης το σχετικό αίτημα για νέο πιστοποιητικό 
 Έγινε επικοινωνία με τους διαχειριστές mail του domain της εφαρμογής ώστε να 
προχωρήσουν σε έγκριση της αίτησης όπως απαιτείται κατά τη διαδικασία έκδοσης 
πιστοποιητικού από την Αρχή Πιστοποίησης 
 Μετά την έκδοσή του το νέο πιστοποιητικό καθώς και το σχετικό certificate chain 
εγκαταστάθηκαν στους web publishing servers και ενεργοποιήθηκε η χρήση τους. 
 Επιβεβαίωση της μη εμφάνισης του σχετικού μηνύματος στις τελευταίες εκδόσεις του 
Google Chrome. 
Τον Μάρτιο του 2015 σημειώθηκε βλάβη στην υπηρεσία ViMa του ΕΔΕΤ που φιλοξενείται στο 
datacenter του ΕΔΕΤ στο Υπουργείο Παιδείας και σε εικονικούς εξυπηρετητές της οποίας βρίσκεται 
η Κύρια Εγκατάσταση του Π.Σ Κάλλιπος.  
Δεδομένου ότι οι εκτιμήσεις για την αποκατάσταση της βλάβης ήταν της τάξης των ημερών, 
αποφασίστηκε να ενεργοποιηθεί το Σχέδιο Έκτακτης Ανάγκης για μεταφορά του Π.Σ. Κάλλιπος στην 
Εναλλακτική Εγκατάσταση, που φιλοξενείται στην υπηρεσία ViMa του ΕΔΕΤ στο Εθνικό Ιδρυμα 
Ερευνών. Στο πλαίσιο του Σχεδίου Έκτακτης Ανάγκης, έγιναν οι εξής εργασίες: 
Μεταφορά του Π.Σ. Κάλλιπος στην Εναλλακτική Εγκατάσταση (Disaster Recovery Site): 
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 Εντοπισμός δυσλειτουργίας Πληροφοριακού Συστήματος. Διαπιστώθηκε ότι έχουν βγει 
εκτός λειτουργίας και είναι μη προσβάσιμη οι 2 από τους 3 servers που εμπλέκονται στη 
λειτουργία των Always On Availability Groups, ο DB02(database server) και ο DC01 (witness). 
Επίσης εκτός λειτουργίας είναι και οι δύο firewall servers καθώς και ο ένας web server.  
 Ανίχνευση κατάσταση του database cluster. Ο ένας εξυπηρετητής παρέμενε online αλλά το 
Availability Group αρνούνταν να ξεκινήσει λόγω έλλειψης quorum εξαιταίας της απουσίας 
των δύο άλλων servers.  
 Επικοινωνία με Διαχειριστική Ομάδα servers ΕΔΕΤ, επιβεβαίωση ότι πρόκεται για 
συνολικότερο πρόβλημα στο storage της υπηρεσίας ViMa στο datacenter του Υπ. Παιδείας.  
 Έλεγχος διαθεσιμότητας δεδομένων στο disaster recovery site. Επιβεβαιώθηκε ότι η 
λειτουργία της αντιγραφής των δεδομένων στον disaster recovery server λειτουργούσε 
όπως ήταν αναμενόμενο. Η κατάρρευση του πρωτεύοντος συστήματος έγινε στις 13:30.  Τα 
δεδομένα που ήταν διαθέσιμα στον δευτερεύοντα εξυπηρετητή ήταν: 
◦ Εκτελέσιμα αρχεία εφαρμογής, τελευταίο αντίγραφο στις 8:00πμ, συνεπώς πλήρες 
καθώς δεν είχαν γίνει αλλαγές στην εφαρμογή έκτοτε. 
◦ Αρχεία δεδομένων των εφαρμογών, τελευταίο αντίγραφο 13:20μμ, συνεπώς πιθανή 
απώλεια δεδομένων από τις 13:20μμ μέχρι τις 13:30μμ. 
◦ Βάσεις δεδομένων των εφαρμογών, τελευταίο αντίγραφο 13:19μμ, συνεπώς πιθανή 
απώλεια δεδομένων από τις 13:19μμ μέχρι τις 13:30μμ. 
 Απενεργοποίηση log shipping και λοιπών διαδικασιών αντιγραφής από το προωτεύον στο 
δευτερεύον data center. 
 Εκκίνηση ενεργειών για την μετάπτωση στο disaster recovery datacenter.  
 Ρύθμιση αρχείου ρυθμίσεων της εφαρμογής (web.config) ώστε να ανταποκρίνεται στις 
ρυθμίσεις της δευτερεύουσας υποδομής.  
 Restore τελευταίου διαθέσιμου transaction log file της βάσης δεδομένων στον 
δευτερεύοντα server ώστε να έρθει η βάση δεδομένων σε κανονική λειτουργία αντί της 
restore-readonly που βρίσκεται στη φάση αντιγραφής από το πρωτεύον στο δευτερεύον 
datacenter (log shipping).  
 Επικοινωνία με  Διαχειριστική Ομάδα servers ΕΔΕΤ για την εκχώρηση μίας ακόμα 
διεύθυνσης IP στον δευτερεύοντα server ώστε να χρησιμοποιηθεί αυτή αποκλειστικά από 
τις εφαρμογές. 
 Επιβεβαίωση ορθής λειτουργίας και ρύθμισης των εφαρμογών στο disaster recovery site με 
τα τελευταία διαθέσιμα δεδομένα.  
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 Από τον ένα πρωτεύοντα database server που παρέμενε λειτουργικός έγινε προσπάθεια να 
ανακτηθούν τα τελευταία δεδομένα της βάσης. Λόγω μη διαθεσιμότητας quorum ο μόνος 
τρόπος να γίνει recover σε λειτουργική κατάσταση η βάση δεδομένων στον πρωτεύοντα 
database server ήταν με force recovery with potential data loss (rollback των μη committed 
transactions στο log file). Καθώς υπήρχε η δυνατότητα να επανέλθει σε κάποια 
μεταγενέστερη χρονική στιγμή η λειτουργία της πρωτεύουσας υποδομής και δεν υπήρχε 
τρόπος να γνωρίζουμε (λόγω της μη διαθεσιμότητας των άλλων δύο servers) αν η ενέργεια 
αυτή θα κατέληγε ουσιαστικά σε data loss, εκτελέστηκε η παρακάτω διαδικασία: 
◦ Κλείσιμο των services του SQL Server. 
◦ Αντιγραφή των raw data και log files της βάσης δεδομένων στον δευτερεύοντα server.  
◦ Στον δευτερεύοντα server έγιναν mount τα raw αρχεία επιλέγοντας εκεί να γίνει το 
rollback των uncommited transactions του log file.  
Με τον τρόπο αυτό έγιναν διαθέσιμα τα όσο το δυνατόν πιο πρόσφατα δεδομένα χωρίς να 
χαθεί η δυνατότητα ανάκτησης επιπλέον δεδομένων όταν ανανήψει το πρωτεύτον 
datacenter. 
 Έλεγχος των δεδομένων στη βάση και αντιπαραβολή τους με τα διαθέσιμα αρχεία 
δεδομένων της εφαρμογής. Διαπιστώθηκε ότι υπήρχε διαθέσιμο το πλήρες σύνολο των 
αρχείων που αναφέρονταν στη βάση δεδομένων. Συνεπώς δεν υπήρχαν αρχεία 
μεταγενέστερα του τελευταίου αντίγραφου των 13:20μμ που υπήρχε στον δευτερεύοντα 
server, και άρα ήταν διαθέσιμη η κατάσταση της εφαρμογής μέχρι δευτερόλεπτα πριν την 
κατάρρευση, ίσως και πλήρης.  
 Ρύθμιση της εφαρμογής να χρησιμοποιεί την ανακτηθείσα από την πρωτεύουσα υποδομή 
βάση δεδομένων. 
 Ενημέρωση των σχετικών με την εφαρμογή DNS εγγραφών ώστε να δείχνουν στην νέα IP. 
Λόγω του προρυθμισμένου χαμηλού TTL των εγγραφών ήταν δυνατή η πλήρης ενημέρωση 
όλων των χρηστών σε διάστημα 15 λεπτών. 
Επαναφορά του ΠΣ Κάλλιπος στην Κύρια Εγκατάσταση μετά την επίσημη ανακοίνωση της 
ανάκαμψης του datacenter του ΕΔΕΤ στο Υπουργείο Παιδείας και. 
 Έλεγχος της καλής λειτουργίας όλων των servers και επανεκκίνηση όσων απαιτούταν. 
 Έλεγχος και επιβεβαίωση ότι η κατάρρευση του πρωτεύοντος datacenter δεν είχα 
προκαλέσει κάποιο data loss σε οποιονδήποτε server 
 Ανάνηψη του SQL Server Availability Group. Μετά την επαναφορά του δεύτερου database 
server η βάση δεδομένων επανήλθε σε κανονική λειτουργία χωρίς να υπάρχει κάποιο 
πρόβλημα data loss. 
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 Αντιπαραβολή δεδομένων στη βάση δεδομένων όπως αυτή είχε ανακάμψει στο πρωτεύον 
datacenter με τα δεδομένα που είχαν γίνει recover και αντιγραφεί στο disaster recovery με 
τον τρόπο που αναφέρθηκε νωρίτερα. Διαπιστώθηκε ότι είχε ληφθεί το πλήρες σύνολο των 
δεδομένων και δεν είχε υπάρξει καθόλου data loss. 
 Μετάβαση των εφαρμογών στο disaster recovery site σε maintenance mode.  
 Αντιγραφή αρχείων δεδομένων από το disaster recovery στο πρωτεύον data center.  
 Αντιγραφή βάσεψν δεδομένων από το disaster recovery στο πρωτεύον data center.  
 Ενημέρωση των DNS εγγραφών ώστε να δείχνουν ξανά το πρωτεύον data center. 
 Έλεγχος καλής λειτουργίας της εφαρμογής στο πρωτεύον data center. 
 Επαναρύθμιση log shipping της βάσης δεδομένων από το πρωτεύον στο disaster recovery 
data center 
 Επανενεργοποίηση διαδικασιών αντιγραφής των αρχείων από το πρωτεύον στο disaster 
recovery data center 
