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Chapter 1
Introduction
In the last century, our theoretical knowledge of key physical processes has experi-
enced an impressive large and fast growth thanks to the birth and to the development of
new theories. Prime examples are General Relativity, used to describe the gravitational
interaction and Quantum Mechanics/Quantum Field Theory, which account for physi-
cal phenomena from the atomic to subnuclear scales. Recently, both theories have seen
new spectacular experimental confirmations with the detection of gravitational waves
and with the discovery of the Higgs Boson at the LHC.
The merge of the two viewpoints in a single unified theoretical body is still prob-
lematic. In spite of this hurdle, there are regimes where phenomena arising from the
combination of these theories are expected to arise, most notably cosmology. As a mat-
ter of fact, it is nowadays widely believed that the anisotropies, measured in the cosmic
microwave background radiation, can be ascribed to the quantum fluctuations of the
metric which originated at the time of their emission, that is when the universe was
very hot and much smaller compared to its present status. A thorough, complete the-
oretical description of such processes is possible only employing a theory of quantum
gravity, which is not available yet. In spite of this lack, one can resort to using meth-
ods proper of quantum field theory on curved backgrounds to construct perturbatively
interacting models which can describe these effects to a high degree of accuracy.
Yet, it is not difficult to be convinced that quantizing fields over curved, classical
spacetimes cannot be done following the same procedure as in Minkowski spacetime.
In this case Poincare´ invariance allows for exploiting several special properties, first
and foremost the existence of a space of momenta accessible via Fourier transform. All
these tools are no longer available once the underlying background has a non vanishing
curvature. Hence one has to resort to considering different approaches and we will
be focusing especially on the so-called Algebraic Quantum Field Theory. Based on
the formulation first proposed by Haag and Kastler in the seminal paper [HK64], this
approach is divided in two steps. First of all one assigns a set of observables to a
given physical system, fixing in particular their algebraic properties. These observables
are associated to localized regions of the spacetime and such assignment follows a
set of mild, physically motivated constraints, e.g., inclusion of regions corresponds
to inclusion of sets of corresponding observables, to causally separated regions are
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associated commuting observables, and so on and so forth. Secondly one identifies
thereon a so-called (algebraic) state of the system, that is a positive, linear functional
whose image can be interpreted as the expectation value of a given observable. While
going through the first step is relatively easy, at least for field theories whose dynamics
is ruled by a linear partial differential equation, the identification of a state with good
physical properties is difficult even in the simplest scenarios.
For those familiar with the standard approach to quantum field theory on Minkow-
ski spacetime, this statement might look surprising at first glance. Yet one has to bear in
mind the so-called Poincare´ vacuum, which we are used to consider, enjoys a unique-
ness property which is strongly tied to the underlying background being maximally
symmetric. On a generic curved spacetime, obtaining a similar result is no longer con-
ceivable and hence, a notion of preferred vacuum state ought to be selected by different
physical principles, such as, for example, requiring the minimization either of the en-
ergy density or of other physically significant quantities. A typical scenario, where this
procedure works, is that of a free field on a stationary spacetime, namely a background
whose metric possesses a timelike Killing field. In this case, by defining a notion of
frequency via the Fourier transform along a coordinate subordinated to such vector
field, one can select a distinguished ground state whose modes contain only positive
frequencies.
The main goal of this book is to show that there exists a large class of space-
times of physical interest and possessing suitable asymptotic geometric structures on
top of which one can consider free field theories identifying explicitly physically sen-
sible, distinguished states, enjoying at least asymptotically a uniqueness property. A
notable aspect of this result lies in a non trivial use of a technique, often dubbed bulk-
to-boundary injection, which calls for embedding injectively the algebra of observables
of a given theory into a second ancillary counterpart which is intrinsically built on a
codimension 1-submanifold of the underlying background, which is usually the (con-
formal) boundary of the spacetime itself. The advantage of this procedure lies on the
possibility of identifying a unique algebraic state on such boundary, whose counterpart
in the bulk turns out to possess all desirable physical properties.
1.1 Algebraic approach to quantum field theory on curved
spacetimes
The standard approach used to quantizing a free field theory in a flat spacetime is tied
to the choice of a Fock space which is built over a unique vacuum state and over the
corresponding one particle Hilbert space. These can be chosen either by requiring
maximal symmetry with respect to the action of the Poincare´ group or by minimizing
the energy density measured by any inertial observer, the final result being the same.
Yet, if the background on which the field propagates is no longer flat, this point of
view cannot be applied so easily. As a matter of facts, since, on a generic spacetime
there exist neither a preferred time nor a preferred notion of energy, nor a sufficiently
large group of isometries, one cannot select a distinguished reference state. A proto-
typical example of this difficulty consists of considering a free field theory on a curved
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background and selecting two states whose behaviour is close to that of a vacuum state
though at two different spacetime points. It is not difficult to show that one can give
rise to inequivalent Hilbert space representations of the same algebra and there is no a
priori reason to claim that one of the two choices is better than the other.
The algebraic approach provides a way out from this conundrum. It suggests to
invert the standard point of view and instead to base the theory on the choice of a col-
lection of observables together with their mutual relations, including thus information
on the dynamics and on the canonical commutation relations. This defines a unital
algebra A , which needs to be decorated in addition with a ∗-operation (an antilinear
involution), a structure which allows to select the positive or self-adjoint elements in
the algebra. This first step can be accomplished without having to invoke any particular
choice of a Hilbert space representation, this being recovered only at a later stage once
an algebraic state is chosen. It will turn out that the ∗-involution corresponds at a level
of Hilbert space to the Hermitian conjugation.
Focusing again on the construction of an algebra of observables, this is a well-
understood procedure at least for free field field theories living on any globally hyper-
bolic spacetime (M,g) and whose dynamics is ruled by an hyperbolic partial differen-
tial equation. Although there is a vast literature on this topic in which several different
scenarios are thoroughly investigated, in this work we shall mainly focus on the special
case of a real scalar field theory ϕ : M → R where M is four-dimensional, while the
dynamics is ruled by the Klein-Gordon equation
2ϕ−ξRϕ−m2ϕ = 0, (1.1)
where 2 is the d’Alembert operator associated to the metric g, ξ ∈ R stands for the
coupling to the scalar curvature R while m is the mass. As a consequence of (M,g)
being globally hyperbolic, the solutions of (1.1) can be constructed in terms of a cor-
responding classical Cauchy problem, that is assigning initial conditions on a suitable
spacelike codimension 1 submanifold. An equivalent description of the space of solu-
tions of (1.1) can be obtained observing that, on this class of spacetimes, fundamental
solutions for the operator 2− ξR−m2 exist. By imposing causal properties of the
map from initial data to solutions, we can identify a unique pair of Green operators,
known as the advanced and retarded fundamental solutions. Their difference yields
the so-called “causal propagator” G, a bi-distribution of M which has a twofold role.
On the one hand it allows for a concrete and covariant characterization of the space of
solutions of (1.1) in terms of a suitable class of functions over M. On the other hand
it is used at a quantum level to implement the canonical commutation relations of an
abstract linear self-adjoint quantum field φ( f ) smeared with real functions f ∈C∞0 (M).
In other words the antisymmetric part of the product of two such fields is fixed to be
[φ( f ),φ( f ′)] = φ( f )φ( f ′)−φ( f )φ( f ′) = ih¯G( f , f ′)I. (1.2)
The abstract field operators φ( f ) are the generators of the complex unital ∗-algebra
of observables A , which is thus made of finite complex linear combinations of finite
products of smeared field operators. For a modern review see, e.g., [BF09, FR16,
BDFY15].
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The second step in the algebraic framework consists of identifying a state ω , that
is a linear functional over A which is normalized and positive. Notice that the stan-
dard probabilistic interpretation proper of quantum theories is recovered interpreting
ω(A) as the mean expectation value of repeated measurements of the observable A
on the state ω . Furthermore, once a state is chosen, the standard picture based on a
Hilbert space and on linear operators acting thereon can be recovered from (A ,ω) via
the celebrated Gelfand-Neimark-Segal construction, [GN43, Se47]. More precisely,
once a state ω over a ∗-algebra A is chosen it is possible to construct a quadruple
(Hω ,piω ,Dω ,Ψω) whereHω is a Hilbert space, Ψω ∈Dω is a normalized vector, piω
is a ∗-homomorphisms fromA to an algebra of linear operators defined on the common
dense invariant subspace Dω ⊆Hω with piω(A )Ψω =Dω , such that
ω(a) = 〈Ψω |piω(a)Ψω〉ω , ∀a ∈A
where 〈·|·〉ω is the scalar product in Hω . Any other such set (H ,pi,D ,Ψ) such that
ω(a) = 〈Ψ,pi(a)Ψ〉 for all a ∈A , is unitarily equivalent to (Hω ,piω ,Dω ,Ψω).
The construction of the unital ∗-algebra A (M) described so far is quite rigid, in
the sense that, once a globally hyperbolic spacetime and an hyperbolic, linear partial
differential operator are chosen, nothing more is needed to obtain A (M). Further-
more, if a globally hyperbolic spacetime M1 is isometrically embedded in a second one
M2 and if we constructs the associated ∗-algebras of observables A (M1) and A (M2)
for the same field theory, there exists a ∗-homomorphism which embeds A (M1) into
A (M2). Moreover causally separated subspacetimes imply commuting associated al-
gebras. This is the heart of the construction of a generally locally covariant theory
[BFV03] based on the language of categories, which has the net advantage of allowing
to identify observables among different theories and thus to compare experiments in a
spacetime independent way.
To conclude this short digression, we make a last observation. Notice that the
commutation relations fix not only uniquely the antisymmetric part of the product
φ( f1)φ( f2), but also the product φ( f1) . . .φ( fn) among n linear fields up to the to-
tally symmetric parts. Here fi ∈C∞0 (M) for all i = 1, ...,n. One can push this comment
one step further interpreting the product in A (M) as a formal deformation of a clas-
sical commutative product. This leads to analysing the algebraic approach in terms
of a deformation quantization, see [BDF09] and [Wa03] for further comments in this
direction.
1.2 States with good physical properties
As already said, in the algebraic picture a state is a linear normalized positive func-
tional ω : A (M)→ C. Furthermore, the image of any a ∈ A (M) under the action
of ω can be interpreted as the mean value of repeated measurements of the observ-
able a on the state ω . As previously discussed, once a state ω is selected, via the
GNS construction we may represent the observables in terms of operators on a suitable
Hilbert space, where ω is represented by preferred normalized vector Ψω restoring the
standard picture proper of quantum theories.
1.2. STATES WITH GOOD PHYSICAL PROPERTIES 5
The key notable difference between the choice of a state and the construction ofA
is that the latter is well-understood and uniquely defined for any free field theory on a
globally hyperbolic spacetime. On the contrary the former is a subtle operation since
there is no mean a priori to select a preferred ω . Hence we are forced to a case-by-case
analysis. As we will show later, if we consider the complex unital ∗-algebra A (M)
generated by linear Hermitian fields φ( f ), smeared with real functions f ∈ C∞0 (M),
fixing a state is tantamount to assigning suitable n−point functions ωn ∈D ′(Mn):
ω(φ( f1) . . .φ( fn))
.
=
ωn( f1, . . . , fn)
.
=
∫
Mn
ωn(x1, . . . ,xn) f1(x1) . . . fn(xn) dµg(x1) · · ·dµg(xn).
Besides the compatibility with the dynamics, one has to keep in mind that only the
totally symmetric part of ωn is not constrained by the properties of the product of
A (M), while the canonical commutation relations (1.2) fix the remaining ambiguities.
Among the plethora of all possible states, most of them have pathological physical
behaviour and we need to find a selecting criterion to distinguish those which are ac-
ceptable. Already at a preliminary, heuristic level, we know that the Poincare´ vacuum,
which is used in the standard quantization picture of free field theories on Minkowski
spacetime, possesses all wanted properties. It is thus reasonable to expect that a state
could be considered physically acceptable if its ultraviolet behaviour mimics that of the
Poincare´ vacuum, an idea which we will make mathematically rigorous throughout the
text. In addition, we observe that the Poincare´ vacuum possesses another distinguish-
ing feature, namely its n−point functions ωn are completely determined by ω2. This is
a prototypical feature of an important class of states, dubbed quasi-free, or equivalently
Gaussian. More precisely a state is called quasi-free/Gaussian if its n−point functions
with odd n vanish, while for even n ωn is fully determined from ω2 ∈ D ′(M×M) as
follows
ω2n(x1, . . . ,x2n) =∑
pi
ω2(xpi(1),xpi(2)) . . .ω2(xpi(n−1),xpi(2n))
where the sum is over all ordered permutations pi of {1, . . . ,2n} such that pi(2i−1)≤
pi(2i) and pi(2i−1)≤ pi(2 j−1) for every i, j ∈ {1, . . . ,n} with i < j.
In a quasi-free state the antisymmetric part of the two-point function is proportional
to the casual propagator G which is the building block of the canonical commutation
relations. At the same time, the symmetric part ω2,s is constrained by the positivity of
the state, which implies that
ω(φ( f )∗φ( f )) = ω2( f , f )≥ 0, f ∈C∞0 (M;C).
This is equivalent to
ω2,s( f , f )≥ 0, 14 |G( f ,h)|
2 ≤ ω2,s( f , f )ω2,s(h,h), f ,h ∈C∞0 (M).
Observe that, despite the strong constraints imposed by these inequalities on ω2,s, a
large freedom in its choice is left.
A rather special scenario is that of a linear field theory, e.g. a Klein-Gordon field,
living on a static globally hyperbolic spacetime, hence with a timelike Killing field,
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such as for example the Minkowski background. In this case one can construct a dis-
tinguished state, often called the vacuum of the theory, as the quasi-free state whose
two-point function is obtained considering only the positive frequencies of the causal
propagator. The above inequalities are automatically implemente since the positive and
negative frequencies in the causal propagator appear, up to a sign, with the same weight
thanks time reversal being an isometry of the underlying metric.
While this procedure works perfectly, it cannot be extended to a generic spacetime,
since it is strongly tied to the existence of a specific isometry. Nonetheless, a close
investigation of the two-point functions ω2(x,x′) constructed with the method outlined
above unveils that their singular behaviour closely mimics that of the Poincare´ vacuum,
which in turn is controlled by kinematic and geometric data, such as the mass of the
field and the geodesic distance between x,x′. As a matter of fact, if we consider just
the massless, scalar field on Minkowski spacetime, Poincare´ invariance dictates that
the integral kernel of ω2 is nothing but [η(x− x′,x− x′)]−2, η being the Minkowski
metric.
While the example of static spacetime strengthens the naı¨ve idea that the ultraviolet
behaviour of a physically acceptable state should mimic that of the Poincare´ vacuum,
making this idea mathematically precise on a generic globally hyperbolic spacetime
requires different and more advanced tools. As a matter of fact the correct framework to
probe the singular behaviour of a distribution on a manifold is known to be microlocal
analysis [Ho¨89] which allows to translate such kind of information in terms of the wave
front set of a given distribution. Microlocal techniques were introduced in the study
of physically acceptable states in the late nineties leading to the formulation of the
microlocal spectrum condition [Ra96a, BFK95], according the which the wavefront
set of the two-point function of a quasi-free state should be the same of that of the
Poincare´ vacuum, namely
WF(ω2) =
{
(x,x′,k,k′) ∈ T ∗(M×M)\{0},(x,k)∼ (x′,−k′),k .0}
where (x,k) ∼ (x′,k′) if x and x′ are connected by a null geodesic γ , if the co-vector k
is co-parallel to γ at x and if the parallel transport of k along γ to x′ coincides with k′.
Finally, k .0 means that k ought to be future directed.
Notice that the latter condition is a reminiscence of the requirement to consider only
positive frequencies when constructing states for free field theories on a spacetime with
a global timelike Killing field, though with the net advantage that the wavefront set
prescription is manifestly covariant. It is again a remarkable fact that the microlocal
spectrum condition yields a strong constraint on the form of the two-point function.
More precisely, as proven by Radzikowski [Ra96a], on any normal neighbourhood, the
two-point function of a quasi-free state satisfying the microlocal spectrum condition
and KG equation in both entries locally takes the Hadamard form
ω(x,x′) = lim
ε→0
1
8pi2
(
u(x,x′)
σε(x,x′)
+ v(x,x′) log
(
σε(x,x′)
λ 2
)
+w(x,x′)
)
where σε(x,x′) = σ(x,x′)+ iε(T (x)−T (x′))+ ε2, σ being the squared geodesic dis-
tance while T is a temporal function. The other unknowns u,v,w are smooth function
on each geodesic neighbourhood, u and v being completely determined in terms of the
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metric and of the parameters in the equation of motion. The only freedom lies in the
choice of λ , a reference squared length and of w, which is symmetric and constrained
by the dynamics and by the requirement of positivity of the state. The Hadamard form
was actually known much earlier then the microlocal characterization of states, see
e.g. [DB60, KW91]. However, although it might look surprising at first glance, a
concrete use of the Hadamard form is rather problematic on a generic spacetime since
it would involve a control of the form of the two-point function in each geodesically
convex neighbourhood. On the contrary the microlocal characterization is in many
concrete scenarios a very effective and practical tool. To conclude this short excursus,
we mention that the existence of Hadamard states, namely those satisfying the microlo-
cal spectrum condition, is not questionable since it can be proven using a deformation
argument, adapting to the case in hand an analysis of Fulling, Narcowich and Wald
[FNW81].
1.3 Bulk to boundary correspondence and construction
of Hadamard states
Although the existence criterion, based on the deformation argument [FNW81], is reas-
suring concerning the well-posedness of the microlocal spectrum condition, it is rather
moot since it does not provide any mean to choose a preferred Hadamard state. To
infer any physical consequence from a given model, one needs to bypass this hurdle
and therefore several physically meaningful construction schemes for Hadamard states
in a given spacetime were devised in the past years.
Different approaches have been followed, many tied to the existence of specific
symmetries such as those of cosmological spacetimes. More general schemes have
been investigated only recently, a notable case being discussed in [GW14]. Here states
are constructed in terms of data on a given, yet arbitrary Cauchy surface Σ embedded in
a globally hyperbolic spacetime. A second approach, on which we shall focus, consists
of considering, in place of a Cauchy surface, an initial characteristic surface, exploiting
that the Goursat problem for a normally hyperbolic operator is well-posed [GW16].
Although this procedure can be discussed in full generality, goal of this book is to
show how it can be used in a large class of concrete examples which have studied in
the past ten years [DMP06, Mo06, Mo08, DMP09a, DMP09b, DMP11]. These include
specific, physically relevant scenarios, ranging from the construction of ground states
on asymptotically flat and on cosmological spacetimes to the rigorous definition of the
Unruh state on a Schwarzschild black hole.
To conclude the introduction, we sketch briefly and heuristically the idea which
lies at the heart of the construction of Hadamard states exploiting the existence of a
characteristic, initial surface. A mathematically rigorous analysis of what follows will
be the content of the rest of this book. The starting point of our investigation will
be to consider globally hyperbolic spacetimes (M,g) possessing a (conformal) null
boundary, which we indicate here for simplicity as C . On top of M we shall consider a
free field theory whose dynamics is ruled by an hyperbolic partial differential equation,
so that we can associate to such system a complex unital ∗-algebra of observables
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A (M). The second step consists of focusing on C building on top of it a second and
ancillary complex unital ∗-algebra A (C ) which is built in such a way of being able to
prove the existence of an injective ∗-homomorphism
ι :A (M)→A (C ).
From a physical point of view, this procedure can be interpreted as the existence of
an embedding of the bulk observables into a boundary counterpart. For this reason
one refers to ι as implementing a bulk-to-boundary correspondence. From a structural
point of view, this map can be understood as an extension to characteristic surfaces of
the time-slice axiom, see e.g. [CF09]. The latter says that A (O), the algebra of ob-
servables defined in a globally hyperbolic subregionO ⊂M containing a whole Cauchy
surfaces Σ of M is ∗-isomorphic toA (M). Here this result is extended replacingA (O)
withA (C ), though the price to pay is the loss of the ∗-isomorphism, which is replaced
by an injective ∗-homomorphism. It is possible to avoid such restriction by a careful
choice of the boundary algebra as shown by Ge´rard and Wrochna in [GW16].
The advantage of considering null hypersurfaces does not lie only in the loss of one
dimension, but rather in their geometric structure. As a matter of fact, in all scenarios
that we consider C turns out to be diffeomorphic to R×S2 and realized as the union
of complete null geodesics. Hence one can identify on top of C a global null coordi-
nate with respect to which one can define a Fourier-Plancherel transform. This peculiar
feature is used to define a quasi-free state ωC for A (C ) whose two-point function is
constructed in terms of the positive frequencies identified out of the said null coordi-
nate. Furthermore, in all cases that we shall consider, we will be able to prove that the
ensuing state satisfies a uniqueness criterion on C . As a last step we can combine ωC
with ι to build ωM
.
= ι∗ωC , namely,
ωM(a) = ωC (ι(a)) ∀a ∈A (M) .
The outcome is a state on A (M) which, on the one hand, can be interpreted as an
asymptotic ground state enjoying in addition many natural geometric properties. On the
other hand, it can be proven to be of Hadamard form. To show this last statement one
needs to make a clever use of microlocal techniques, especially Ho¨rmander propagation
of singularity theorem.
To conclude this section we stress that, although in this book, we will only focus
on real scalar fields, the methods devised can be used also to discuss other scenarios,
such as Dirac fields [DHP11] free electromagnetism [DS13, Si11] or linearised gravity
[BDM14].
Chapter 2
General geometric setup
Goal of this section is to discuss the geometric background on which our investigation
is based. As we have already indicated in the introduction, we will not give a full-
fledged analysis of all structures, but we will focus on the data essential to us. Yet
we will make sure to point an interested reader to the relevant literature. We will also
assume that the reader is familiar with the basic tools proper of differential geometry.
Within this respect we will follow mainly the notations and conventions of [Wa84].
2.1 Globally hyperbolic spacetimes
In this subsection we will follow mainly [BGP07, Wa84].
Definition 2.1.1. A spacetime M is a connected Hausdorff second-countable ori-
entable 4-dimensional smooth manifold endowed with a smooth Lorentzian metric g
of signature (−,+,+,+).
The requirement on the dimensionality of M is only based on our desire to make a close
contact with the examples that we will be discussing in detail. Most of the general
results and of the constructive aspects of the theory is valid for Lorentzian manifolds
with dimension greater or equal to 2.
The Lorentzian character of the metric g plays an important distinguishing role for
the pair (M,g), since we can define two additional concepts: time orientability and
causal structures. We briefly recall that, for any point p ∈M using the scalar product
gp in TpM induced by the metric g, we can divide the elements of TpM \{0} into three
distinct categories. A vector v ∈ TpM \{0} is called timelike if gp(v,v)< 0, spacelike
if gp(v,v)> 0, lightlike (also said null) if gp(v,v) = 0. Causal vectors are those either
timelike or lightlike. Co-vectors are classified similarly.
A smooth 3-dimensional embedded submanifold S ⊆ M, often referred to as a 3-
dimensional hypersurface, is spacelike, timelike, lightlike (also said null) if, respec-
tively, its normal co-vector is spacelike, timelike, lightlike.
In addition, for a fixed p ∈ M we can define a two-folded light cone Vp ⊆ TpM \
{0} made of all causal vectors and we have the freedom to call future-directed the
9
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non-zero vectors lying in one of the two-folds. If such choice can be made smoothly
varying p ∈M, we say that (M,g) is time orientable. It turns out that if a spacetime is
time orientable, being connected per assumption, there are only two inequivalent such
choices each called time orientation.
Remark 2.1.1. Henceforth all our spacetimes will be supposed to be time oriented,
i.e., a choice of time orientation has been made.
The subdivision of each TpM \{0} into the said three subsets is at the heart of the
definition of causal structures for (M,g). Consider a continuous and piecewise-smooth
curve γ : I → M where, indifferently, I = (a,b) or I = [a,b) or I = (a,b] or I = [a,b]
and we henceforth suppose R∪{−∞} 3 a < b ∈R∪{+∞}. Assuming that its tangent
vector γ˙ vanishes nowhere, we shall call γ timelike (resp. spacelike, lightlike) curve if
at each point of the image γ˙ is timelike (resp. spacelike, lightlike). If the tangent vector
to γ is nowhere spacelike and is everywhere future (resp. past) directed, we say that it
is a future (resp. past) -directed causal curve. Future (resp. past) -directed timelike
curves are defined analogously. Each causal curve is either future- or past-directed.
Any such curve, say γ : I→M with either I = (a,b] or I = (a,b) is said to be past
inextensible if there is no causal curve γ ′ : I′→M with I′ ⊃ I and inf I′ < a such that
γ ′|I = γ . Future inextensiblility is analogously defined. Zorn’s lemma assures that
every causal curve can be completed into an inextensible causal curve.
We have all ingredients to introduce the defining building blocks of the causal struc-
ture of (M,g). We call
• J±(p) the causal future (+) / past (-) of p ∈M, that is the union between {p}
and all points q ∈M such that there exists a future- (+) / past- (-) directed, causal
curve γ : [a,b]→M with γ(a) = p and γ(b) = q,
• I±(p) the chronological future (+) / past (-) of p ∈M that is the collection of
all points q ∈M such that there exists a future- (+) / past- (-) directed, timelike
curve γ : [a,b]→M with γ(a) = p and γ(b) = q.
For subsets U ⊆M, we similarly define J±(U) .= ⋃
p∈U
J±(p) and I±(U) .=
⋃
p∈U
I±(p).
N,N′ ⊆ M are said to be causally disjoint if (J+(N)∪ J−(N))∩N′ = /0 which is
equivalent to requiring (J+(N′)∪ J−(N′))∩N = /0.
Remark 2.1.2. [Wa84] [BEE96] [ON83]
(1) I±(N) are always open sets, even if N ⊆M is not. The topology of J±(N) is more
complicated, however sufficiently close to p∈M, ∂J±(p)\{p} is a null 3-dimensional
hypersurface. General results for every N ⊆M and points in M are the following:
(a) I±(N) = Int(J±(N)) and N ⊆ J±(N)⊂ I±(N), where Int indicates the collection
of interior points,
(b) if p ∈ I±(q) and q ∈ J±(r), then p ∈ I±(r),
(c) if p ∈ J±(q) and q ∈ I±(r), then p ∈ I±(r),
(d) if p ∈ J±(q) and q ∈ J±(r), then p ∈ J±(r).
(2) The notion of causal or chronological past/future strongly depends on the choice of
the underlying background. When a disambiguation will be necessary we will employ
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the more precise notation J±(U ;N) where U ⊆ N and N is an open subset of the whole
spacetime M equipped with the restriction of the metric and the relevant causal curves
defining J±(U ;N) are those completely included in M. We shall use a similar notation
regarding chronological past/future.
(3) A subset O⊂M of a spacetime (M,g) is said to be causally convex if every causal
curve joining p,q ∈ O has image completely enclosed in O.
(4) A spacetime (M,g) is said to be strongly causal if, for every p ∈M and every open
subset U 3 p, there is an open causally convex subset V with p ∈ V ⊆U . In strong
causal spacetimes, the family of open sets I+(p)∩ I−(q), p,q ∈ M is a topological
basis of the (pre-existent) topology of M.
Time orientation and causal structures open several possibilities for constructing
spacetimes where closed timelike or causal curves exist, hence formalizing at a ge-
ometric level the fascinating idea of time travel. From a physical point of view, we
are instead interested in identifying a suitable class of spacetimes which, on the one
hand, avoids any such pathology, while, on the other hand, it allows for existence and
uniqueness theorems for solutions of hyperbolic partial differential equations, such as
the scalar D’Alembert wave equation in terms of an initial value problem. The an-
swer to these queries goes under the name of globally hyperbolic spacetimes (see, e.g.,
[Wa84, Ch. 8]).
We begin by introducing an achronal subset of a spacetime M, namely a subset
Σ such that I+(Σ)∩Σ = /0. Subsequently we associate to Σ its future domain of de-
pendence as the collection D+(Σ) of points p ∈ M such that every past-inextensible
causal curve passing through p intersects Σ somewhere. One defines analogously
the past domain of dependence D−(Σ) of Σ and its domain of dependence D(Σ) .=
D+(Σ)∪D−(Σ).
Definition 2.1.2. A Cauchy hypersurface of a spacetime M is defined as a closed
achronal subset Σ⊆M such that D(Σ) = M. A spacetime M is called globally hyper-
bolic if it possesses a Cauchy hypersurface.
Globally hyperbolic spacetimes represent the canonical class of backgrounds on
which quantum field theories are constructed and Σ is the natural candidate to play the
role of the hypersurface on which initial data can be assigned, provided Σ is sufficiently
smooth. Yet, according to Definition 2.1.2, only the existence of a single (hopefully
smooth) Cauchy hypersurface is guaranteed. This is slightly disturbing since there is no
a priori reason why an initial value hypersurface for a certain partial differential equa-
tion should be distinguished. In addition Definition 2.1.2 does not provide any concrete
criterion to establish whether a given spacetime M with an assigned metric g is glob-
ally hyperbolic or not. An important step forward in this direction is represented by the
work of Bernal and Sanchez, [BS05, BS06], who, by means of deformation arguments,
gave an alternative, very informative additional characterization of globally hyperbolic
spacetimes also proving the existence of smooth spacelike Cauchy surfaces. We shall
report it essentially following the formulation given in Section 1.3 of [BGP07]:
Proposition 2.1.1. Let (M,g) be any time-oriented spacetime. The following two state-
ments are equivalent:
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1. (M,g) is globally hyperbolic;
2. (M,g) is isometric toR×Σ with metric−βdt⊗dt+ht , where β ,h∈C∞(R×Σ),
β is strictly positive, each ht is a smooth Riemannian metric on the smooth man-
ifold Σ, and each Σt
.
= {t}×Σ identifies to a (smooth embedded co-dimension 1)
submanifold of M which is a spacelike Cauchy surface.
Remark 2.1.3. The following properties are enjoyed by any globally hyperbolic space-
time (M,g) [Wa84]:
(1) It is strongly causal, hence item (4) in Remark 2.1.2 holds true.
(2) For every p,q ∈M, J+(p)∩ J−(q) is either empty or compact.
(3) For every p,q ∈M, J±(p)∩ J∓(Σ) and thus also J±(p)∩Σ a are compact if Σ is a
Cauchy surface in the future (+), resp., past (-) of p.
(4) If S ⊆M is compact (in particular S = {p}), then J±(S) = I±(S), J±(S)\ I±(S) =
∂J±(S) = ∂ I±(S).
There are several known examples in the literature of globally hyperbolic space-
times and most of the physically interesting scenarios are based on this notion. In this
work we will consider some of these cases in detail and, hence, we will not discuss
further this concept. A reader interested in a few concrete examples can consult either
[Wa84] or the list given in [BDH13]. It is important to stress that globally hyper-
bolic spacetimes do not exhaust the collection of spacetimes used in physical applica-
tions, even within the algebraic approach of QFT, e.g., the half Minkowski spacetime
which appears in the investigation of the Casimir-Polder effect [DNP16] or anti-de Sit-
ter spacetime, the maximally symmetric solution of Einstein’s equations with negative
cosmological constant [DF16, DR03, DR02, Ri07].
2.2 Spacetimes with distinguished light-like 3-surfaces
The next step consists of introducing the class of spacetimes which we will be consid-
ering throughout this text. As mentioned in the introduction we will focus on several
specific scenarios where light-like 3-surfaces play a central role.
2.2.1 Asymptotically Flat Spacetimes
The first scenario is at the heart of this section. Most notably we will present the space-
times which are said to be asymptotically flat at null infinity. Heuristically speaking,
they are those manifolds whose asymptotic behaviour far away along null directions
mimics that of Minkowski spacetime. A rigorous mathematical characterizations of
these backgrounds and a thorough analysis of the associated geometric properties has
been subject of investigations starting from the early sixties. A reader who is interested
in these aspects can consult [Ge77], [AX78],[Fr86, Fr87, Fr88], and [Wa84, Ch. 8-11].
Our presentation will follow mainly these references and we will review the structures
and the related properties which play a key role in the next chapters.
Definition 2.2.1. A (4-dimensional) spacetime (M,g) (dubbed, physical spacetime or
bulk), is asymptotically flat at future null infinity if the following objects exist.
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a) A (4-dimensional) spacetime (M˜, g˜) (dubbed, unphysical spacetime).
b) A smooth embedding ψ : M→ ψ[M]⊂ M˜, ψ[M] being an open subset of M˜.
c) A smooth function Ω ∈C∞(ψ[M]) fulfilling Ω> 0 and g˜|ψ[M] =Ω2 ψ∗g.
The following further five conditions must hold true.
1. ψ[M] ⊆ M˜ is a manifold with boundary ℑ+ .= ∂ψ[M] given by an embedded
three-dimensional submanifold of M˜ which satisfies ℑ+∩ J−(ψ[M],M˜) = /0.
2. (M˜, g˜) is strongly causal in an open neighborhood of ℑ+.
3. Ω extends (not uniquely in general) to a smooth function on the whole M˜, still
denoted by Ω, such that Ω= 0 exactly on ℑ+, whereas dΩ 6= 0 at each point of
ℑ+.
4. Defining na := g˜ab∂bΩ, there is a smooth function ω defined on M˜ with ω > 0
on M∪ℑ+ such that ∇˜a(ω4na) = 0 on ℑ+ and the integral curves of ω−1n are
complete on ℑ+. This way ℑ+ results to be diffeomorphic to S2×R, the second
factor being the range of the parameter of those integral curves.
5. Vacuum Einstein equations are assumed to be fulfilled for (M,g) in a neighbour-
hood of the boundary of ψ[M] (or, more weakly, “approaching” it as discussed
on p.278 of [Wa84]).
We call future null infinity of (M,g) the set ℑ+.
Since the conformal embedding ψ is a diffeomorphism from M onto its image, we will
henceforth omit to indicate it explicitly writing M ⊆ M˜. The index notation has been
used in the last part of the definition to make the statements less obscure. We will resort
often to this policy, although all the structures that we define and the results that we
discuss could be presented all with an index-free notation, never being dependent on
the choice of a local chart.
Remark 2.2.1.
(a) Minkowski spacetime fulfils the given definition [Wa84] and in fact, the geometric
structure ofℑ+ described in the definition above is just the one arising from the analysis
of the geometry of null infinity of Minkowski spacetime. In this sense a spacetime is
asymptotically flat at null infinity if it “looks like Minkowski spacetime at null infinity”.
(b) More complicated completions of our basic definition exist and concern other types
of infinity which may be added to (M,g). One could wish to add the future time infinity
of M. This notion was first introduced by Friedrich in [Fr86, Fr87, Fr88] to describe
spacetimes resembling Minkowski space in the far timelike future, and used in a bulk-
to-boundary context in [Mo06]. Dealing with this class of backgrounds (which contains
Minkowski spacetime) we will refer to them as asymptotically flat (at future null
infinity) with future time infinity. In this setting in addition to Definition 2.2.1,
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6. M˜ includes a preferred point i+, the future time infinity, and the embedding
of the bulk into the unphysical spacetime is assumed to satisfy J−(i+;M˜) \
∂J−(i+;M˜) = ψ[M] where now J−(i+;M˜) is supposed to be closed. The future
null infinity here satisfies ℑ+ = ∂J−(i+;M˜) \ {i+} so that ∂ψ[M] = ℑ+ ∪ i+.
The extended function Ω is again required to satisfy Ω = 0 exactly on ∂ψ[M],
dΩ 6= 0 on ℑ+, but dΩ(i+) = 0 with ∇˜µ ∇˜νΩ(i+) =−2g˜µν(i+).
(c) Analogously, one could work replacing ℑ+ and i+ with the past null infinity ℑ−
and past time infinity, i−, respectively. All constructions, properties and results being
unchanged. Alternatively, one can define a spacetime which is asymptotically flat at
null and space infinity, by adding a (further) point i0 to M˜, the space infinity of M,
such that around i0 the spacetime “looks like Minkowski spacetime at space infinity”.
A detailed discussion on this sort of asymptotically flat spacetimes appears in [Wa84].
We only remark that the geometric structure close to i0 is much more delicate than the
one around ℑ± or i± and non-trivial regularity issues arise for g˜ at i0. Assuming the
existence of null and spacelike flat infinities, the embedding ψ is supposed to satisfy
J+(i0;M˜)∪ J−(i0;M˜) = M˜ \ψ[M] and the null infinities are now defined as ℑ± .=
∂J±(i0;M˜)\{i0}.
2.2.2 A compound example: Schwarzschild spacetime
Definition 2.2.1 with the completion of item (b) in Remark 2.2.1 seems very hard to
check in concrete examples of spacetimes. Yet, this is not really the case and, be-
sides the obvious case of Minkowski spacetime, there are several other known back-
grounds admitting null infinities and other types of infinities. The most famous one
is the Schwarzschild solution of Einstein equations which also includes other types of
light-like 3-surfaces: Killing horizons. Since we will be discussing the construction of
the Unruh state on this spacetime, it is worth highlighting it more in detail and, to this
end, we will follow mainly the notations and conventions of [Wa84, Sec. 6.4].
Our starting point is Kruskal spacetime K and we are interested in the subspacetime
M used to picture a black hole of mass M > 0. Referring to Figure 2.1,M is made of
the union of three pairwise disjoint parts, the Schwarzschild wedgeW , the black hole
region B, and their common boundary Hev also known as the (future Killing) event
horizon. Defining the Schwarzschild radius rS
.
= 2M, the metric outsideHev is best
defined in terms of the Schwarzschild coordinates t,r,θ ,φ , where t ∈R, r ∈ (rS,+∞),
(θ ,φ) are standard spherical coordinates over S2 in W , whereas t ∈ R, r ∈ (0,rS),
(θ ,φ) cover S2 as before inB,
g =−
(
1− 2M
r
)
dt⊗dt+
(
1− 2M
r
)−1
dr⊗dr+ r2dS2(θ ,φ) , (2.1)
where dS2 .= dθ ⊗dθ + sin2 θdφ ⊗dφ is the standard metric on the unit 2-sphere. We
observe that as r tends to 0 we approach an intrinsic (curvature) singularity located at
the horizontal upper boundary of B (Figure 2.1), whereas r = rS defines an apparent
singularity on the event horizon Hev which actually is just due to the bad choice of
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W
B
ℑ−
ℑ+
i0
i−
i+
H +
B
H −
Hev
Σ′
Σ
Figure 2.1: The overall picture represents M . The regions W and B correspond
respectively to the regions I and III in fig 2. The thick horizontal line denotes the
metric singularity at r = 0, Σ is a smooth spacelike Cauchy surface for M while Σ′ is
a smooth spacelike Cauchy surface for W .
coordinates. Another convenient chart over W ∪B is that provided by Eddington-
Finkelstein coordinates [KW91, Wa84]: u,v,θ ,φ , with (θ ,φ) standard spherical co-
ordinates over S2 and
u .= t− r∗ in W , u .=−t− r∗ inB, (2.2)
v .= t+ r∗ in W , v .= t− r∗ inB, (2.3)
r∗ .= r+2M ln
∣∣∣ r
2M
−1
∣∣∣ ∈ R .
A third, related, chart yields the global null coordinates U,V,θ ,φ which have the
advantage of being defined on the whole K [Wa84] though here we restrict them to
M only,
U =−e−u/(4M) , V = ev/(4M) in W , U = eu/(4M) , V = ev/(4M) inB . (2.4)
In this frame,
W ≡ {(U,V,θ ,φ) ∈ R2×S2 |U < 0,V > 0} ,
B ≡ {(U,V,θ ,φ) ∈ R2×S2 |UV < 1 ,U,V > 0} ,
M
.
=W ∪B∪Hev ≡ {(U,V,θ ,φ) ∈ R2×S2 |UV < 1 ,V > 0} .
Each of the three regions is a globally hyperbolic subspacetime of K , and they rep-
resent the building blocks of our analysis together with Hev and with the complete
past (Killing) horizon H of M which is part of the boundary of M in the Kruskal
manifold. These horizons are defined by:
Hev ≡ {(U,V,θ ,φ) ∈ R2×S2 |U = 0,V > 0} ,
H ≡ {(U,V,θ ,φ) ∈ R2×S2 |V = 0,U ∈ R} .
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ℑ−
ℑ+
i−
i+
III
III
IV
Figure 2.2: The Kruskal extension of Schwarzschild spacetime, where the physical
region is shaded in grey. Following [AH78] one can introduce spatial infinity i0, while
i± are not part of the conformal diagram and we shall refer to them as (formal) points
at infinity, often also known as future and past infinity respectively.
Following Figure 2.2.2 and for future convenience, we decomposeH into the disjoint
unionH =H −∪B∪H + whereH ± are defined as the loci U > 0 and U < 0, while
B is the bifurcation surface at U = 0. This is a spacelike 2-sphere with radius 2M
whereH meets the closure ofHev.
The metric of the whole Kruskal manifold and, per restriction, also ofM , is
g =−32M
3
r
e−
r
2M dU⊗dV + r2dS2(θ ,φ) , (2.5)
where the only intrinsic (curvature) singularity of Kruskal spacetime at r→ 0, trans-
lates to UV → 1 while the apparent singularity onHev has disappeared.
We outline succinctly the Killing vector structure since it will play a key role in the
next sections. As one can infer directly from (2.1) or from (2.5) , besides the Killing
fields associated to the spherical symmetry of the background, there is a further smooth
Killing field X which coincides with ∂t . X is timelike inW and orthogonal to ∂r,∂θ ,∂φ ,
which is thus a static spacetime, while X is spacelike in B. X becomes lightlike
and tangent to H as well as to both Hev and to its completion in the Kruskal man-
ifold, while it vanishes on B, giving rise to the structure of a bifurcate Killing horizon
[KW91]. In terms of the coordinates u and v, it turns out that
X =∓∂u onH ±, X = ∂v onHev.
To conclude our short survey of Schwarzschild spacetime, we need to make contact
with the analysis of the previous section, Definition 2.2.1 in particular. One follows
[SW83] rescaling the metric (2.5) by a factor r−2 after which one can notice that
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(M ,r−2g) admits a smooth larger extension (M˜ , g˜) (see Figure 2.2) constructed in
accordance with Definition 2.2.1. Here, the geometric singularity in (M ,g) is pushed
at infinity in the sense that the non-null geodesics take an infinite amount of affine pa-
rameter to reach a point at r= 0. The extension of (M˜ , g˜) obtained in this way does not
cover the timelike and spacelike infinities i± and i0 in Figure 2.1 and Figure 2.2 (refer
to item (b) in Remark 2.2.1), though it includes the boundaries given by the future
and past null infinity respectively ℑ±. These null 3-submanifolds of M˜ are formally
localised at r = +∞. (A finer extension which includes i0 is described in great detail
in the appendix of [AH78] where it is more generally shown that all Kerr solutions of
vacuum Einstein equations are asymptotically flat at null and spacelike infinity.) The
restriction of the rescaled extended metric g˜ to the Killing horizonH as well as to the
null infinities ℑ± can be written explicitly. More precisely, in the first case,
g˜|H = 4M2
(−dΩ⊗dU−dU⊗dΩ+dS2(θ ,φ)) ,
where Ω= 2V vanishes atH since V is defined as in (2.4). Barring the constant pre-
factor 4M2 the metric is said to be in a geodetically complete Bondi form, complete-
ness being referred to the complete domain of the affine parameter U ∈ (−∞,+∞) of
the null geodesics forming H . The same structure occurs on ℑ+ and on ℑ−, respec-
tively, formally defined by the limit-value of the Eddington-Finkelstein coordinates
v =+∞ and u =−∞. The metric g˜ has still a geodetically complete Bondi form,
g˜|ℑ+ =−dΩ⊗du−du⊗dΩ+dS2(θ ,φ) ,
where Ω .=−2/v defines ℑ+ for Ω= 0. Similarly
g˜|ℑ− =−dΩ⊗dv−dv⊗dΩ+dS2(θ ,φ) ,
where Ω .= −2/u defines ℑ− for Ω = 0. To conclude we observe that the g-Killing
vector field X coinciding in W and in B with ∂t is an affine Killing vector for g˜ (as
evidently ∇˜aXb + ∇˜bXa = LX (g˜)ab = X(lnΩ2)g˜ab in the bulk) and it extends to an
affine g˜-Killing vector, still denoted by X , defined on M˜ with
X = ∂u on ℑ+, X = ∂v on ℑ−.
2.2.3 Asymptotic Symmetries: The Bondi-Metzner-Sachs group
Our next goal is to consider an arbitrary asymptotically flat spacetime at future null in-
finity (M,g) as in Definition 2.2.1 further discussing the geometric properties of future
null infinity ℑ+. For our purposes it suffices that only ℑ+ exists, but, whenever also
past null infinity can be defined, a similar analysis for ℑ− holds true.
As starting point, we remark that, in view of the definition of the unphysical space-
time (M˜, g˜), the metric structure of ℑ+ enjoys a so-called gauge freedom. It stems from
the observation that we can always rescale Ω→ ωΩ in a neighborhood of ℑ+ , where
ω is a smooth and nowhere vanishing scalar function. Such freedom does not affect the
topology of ℑ+, namely that of R×S2, as well as the differentiable structure. Follow-
ing Definition 2.2.1, once Ω is fixed, ℑ+ turns out to be the union of future-oriented
18 CHAPTER 2. GENERAL GEOMETRIC SETUP
integral lines of the field na .= g˜ab∇˜bΩ. This property is, in fact, invariant under gauge
transformation, but the field n depends on the gauge. All relevant information can be
encoded in a triple of data (ℑ+, h˜,n), where h˜ is the degenerate metric induced by g˜ on
ℑ+. Under a gauge transformations Ω→ ωΩ, these data transform as
ℑ+→ ℑ+, h˜→ ω2h˜, n→ ω−1n . (2.6)
For a given asymptotically flat spacetime (M,g), there is no general physical principle
which may distinguish one of the above triple of data from another obtained via a gauge
transformation. Such property goes together with that of universality: It turns out that
the geometric structures at future null infinity of a pair of asymptotically flat spacetimes
are always isomorphic up to gauge transformations. To wit, if C1 and C2 are two
equivalence classes under gauge transformation of triples, associated respectively to
two asymptotically flat spacetimes (M1,g1) and (M2,g2), there exists a diffeomorphism
γ : ℑ+1 → ℑ+2 such that, for suitable (ℑ+1 , h˜1,n1) ∈C1 and (ℑ+2 , h˜2,n2) ∈C2,
γ(ℑ+1 ) = ℑ
+
2 , γ
∗h˜1 = h˜2 , γ∗n1 = n2 .
The proof of this statement relies on the existence for every asymptotically flat space-
time (M,g) of a choice of the gauge such that the rescaled unphysical metric (still
indicated by g˜ instead of ω2g˜) reads
g˜|ℑ+ = dΩ⊗du−du⊗dΩ+dS2(x1,x2) . (2.7)
Indeed, Definition 2.2.1 requires that for a given asymptotically flat spacetime (M,g)
with an initial Ω, it is always possible to fix the gauge ω such that both ∇˜a(ω4na) = 0
and the integral curves of ω−1n are complete, i.e., their parameter ranges over the
whole R. The first condition implies that these curves are ligthlike complete geodesics
for the rescaled unphysical metric ω2g˜. With this choice of ω , still denoting by Ω
(instead of ωΩ) the gauge-transformed conformal factor, with n (instead of ω−1n) the
gauge-transformed tangent vector and with g˜ (instead of ω2g˜) the gauge-transformed
unphysical metric, in a neighbourhood ofℑ+, there exists a coordinate system (u,Ω,x1,x2)
so that dS2(x1,x2) is the standard metric on a unit 2-sphere, u ∈ R is an affine param-
eter along the complete null geodesics forming ℑ+ with tangent vector n = ∂/∂u. As
in the special example of Schwarzschild spacetime, discussed in the previous section,
these are also known as Bondi coordinates. ℑ+ is made of the points (u,0,x1,x2) with
u ∈ R, (x1,x2) ∈ S2. Every asymptotically flat spacetime, using (2.6), admits the triple
of data (ℑ+, h˜B,nB)
.
= (R×S2,dS2,∂/∂u). For more details about the above structures
see [Ge77, Wa84].
We focus now on the main topic of this section, namely the so-called Bondi-
Metzner-Sachs (BMS) group, GBMS [Pe63, Ge77, AS81]. First introduced at the
beginning of the sixties in [BBM62]
Definition 2.2.2. GBMS is the group of diffeomorphisms γ : ℑ+ → ℑ+ such that the
triple (γ(ℑ+),γ∗h˜,γ∗n) coincides with (ℑ+, h˜,n) up to a gauge transformation (2.6).
In other words we are considering only those diffeomorphisms which generalize
the notion of isometry to an asymptotic structure where the metric structures are equiv-
alent up to gauge transformations. (The full group of diffeomorphisms γ : ℑ+ → ℑ+
2.2. SPACETIMES WITH DISTINGUISHED LIGHT-LIKE 3-SURFACES 19
without restrictions is the so-called Newman-Unti group [NU62].) The following char-
acterization of the one-parameter subgroups of the BMS is rather useful [Wa84]:
Proposition 2.2.1. The smooth one-parameter group of diffeomorphisms which is gen-
erated by a smooth vector field ξ ′ on ℑ+ is a subgroup of GBMS if and only if ξ ′ can
be smoothly extended to a, possibly non unique, vector field ξ defined in M in some
neighborhood of ℑ+ in such a way that Ω2Lξg has a smooth extension at ℑ+ and
vanishes thereon.
Remembering that g˜ is a smooth metric also on ℑ+ where Ω vanishes (g˜=Ω2g is valid
inside M), the condition that Ω2Lξg is smooth and vanishes at ℑ+ can be seen as an
intepretation of the heuristic idea of a vector field which becomes an exact symmetry
only asymptotically. For this reason, taking the universality property into account, we
can say that the BMS group describes the asymptotic Killing symmetries all asymptot-
ically flat vacuum spacetimes simultaneously. Proposition 2.2.1 characterizes also a
subalgebra of the smooth vector fields on ℑ+, which can be seen as the Lie algebra
of the BMS group since these vectors generate the smooth one-parameter subgroups.
Since GBMS is not a finite-dimensional Lie group, it is by no means obvious that an
exponential map from the Lie algebra to the whole group exists. Although we do not
enter into the technical details of the proof, we stress that such exponential map ex-
ists in our case and it is a consequence of ℑ+ being generated by a whole family of
complete integral curves built out of the vector field n.
In order to give an explicit representation of GBMS, we fix the conformal rescaling,
so to work in an already defined Bondi coordinate system. Recall that this is constructed
out of the affine parameter u of the null integral curves forming ℑ+ together with two
additional coordinates on the unit 2-sphere. Starting form the standard ones (θ ,φ), we
introduce via a stereographic projection the complex coordinates (ζ ,ζ ) ∈ C2 so that
ζ = eiφ cot(θ/2). In this frame the set GBMS is nothing but SO(3,1)↑×C∞(S2), where
SO(3,1)↑ is the proper orthocronous Lorentz group in four dimensions. A generic
element (Λ, f ) ∈ SO(3,1)↑×C∞(S2) acts on p = (u,ζ ,ζ ) ∈ ℑ+ as [Sa62]
u → u′ .= KΛ(ζ ,ζ )(u+ f (ζ ,ζ )) , (2.8)
ζ → ζ ′ .= Λζ .= aΛζ +bΛ
cΛζ +dΛ
, ζ → ζ ′ .= Λζ .= aΛζ +bΛ
cΛζ +dΛ
, (2.9)
where
KΛ(ζ ,ζ )
.
=
(1+ζζ )
(aΛζ +bΛ)(aΛζ +bΛ)+(cΛζ +dΛ)(cΛζ +dΛ)
, (2.10)
while
Π−1(Λ) =
[
aΛ bΛ
cΛ dΛ
]
,
where aΛ,bΛ,cΛ,dΛ ∈C and aΛdΛ−bΛcΛ = 1. Π is the surjective covering homomor-
phism from SL(2,C) to SO(3,1)↑ and thus the above matrix is unambiguously fixed
up to a global sign, which plays ultimately no role. (2.9) and (2.10) say that GBMS has
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the structure of a semidirect product SO(3,1)↑nC∞(S2), the elements of the Abelian
subgroup C∞(S2) being called supertranslations. In particular, if  denotes the prod-
uct in GBMS, ◦ the composition of functions, · the pointwise product of scalar functions
and Λ acts on (ζ ,ζ ) as in the right-hand side of (2.9):
KΛ′(Λ(ζ ,ζ ))KΛ(ζ ,ζ ) = KΛ′Λ(ζ ,ζ ) . (2.11)
(Λ′, f ′) (Λ, f ) = (Λ′Λ, f +(KΛ−1 ◦Λ) · ( f ′ ◦Λ)) . (2.12)
Remark 2.2.2. We underline that in the literature the factor KΛ does not always have
the same definition. In particular, in [MC72, MC73, MC74, GP74, MC75]
KΛ(ζ ,ζ )
.
=
(aΛζ +bΛ)(aΛζ +bΛ)+(cΛζ +dΛ)(cΛζ +dΛ)
(1+ζζ )
,
but in this paper we stick to the definition (2.10) as in [Sa62] accordingly adapting
calculations and results from the above mentioned references.
The following proposition arises from the definition of Bondi frame and from the
equations above.
Proposition 2.2.2. Let (u,ζ ,ζ ) be a Bondi frame on ℑ+. The following holds.
(a) A global coordinate frame (u′,ζ ′,ζ
′
) on ℑ+ is a Bondi frame if and only if
u = u′+g(ζ ′,ζ
′
) , (2.13)
ζ =
aRζ ′+bR
cRζ ′+dR
, ζ .=
aRζ
′
+bR
cRζ
′
+dR
, (2.14)
for g ∈C∞(S2), while R ∈ SO(3) refers to the canonical inclusion SO(3) ↪→ SO(3,1)↑
(i.e. the canonical inclusion SU(2) ↪→ SL(2,C) for matrices of coefficients (aΛ,bΛ,cΛ,dΛ)
in (2.10).)
(b) The functions KΛ are smooth on the Riemann sphere S2. Furthermore KΛ(ζ ,ζ ) = 1
for all (ζ ,ζ ) if and only if Λ ∈ SO(3).
(c) Let (u′,ζ ′,ζ
′
) be another Bondi frame as in (a). If γ ∈BMS is represented by (Λ, f )
in (u,ζ ,ζ ), the same γ is represented by (Λ′, f ′) in (u′,ζ ′,ζ
′
) with
(Λ′, f ′) = (R,g)−1 (Λ, f ) (R,g) . (2.15)
A last result, which will play a key role in our analysis, concerns the interplay of the
isometries of an asymptotically flat spacetime and the algebra of vector fields on ℑ+
generating the BMS group. We strengthen the results of Proposition 2.2.1 as follows.
Proposition 2.2.3. For any asymptotically flat spacetime at future null infinity (M,g),
the following facts hold.
(a) If ξ is a Killing vector field of (M,g), then it extends smoothly to a vector field
ξ˜ on the manifold M∪ℑ+. The restriction to ℑ+ of ξ˜ is uniquely determined by
ξ , and it generates a one-parameter subgroup of GBMS.
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(b) The linear map ξ → ξ˜ defined in (a) is injective and if, for a fixed ξ the one-
parameter GBMS-subgroup generated by ξ˜ lies in C∞(S2) then, more strictly, it
must be a subgroup of
T 4 .=
{
α ∈C∞(S2)
∣∣∣∣∣α(ζ ,ζ ) = 1∑l=0
l
∑
m=−l
αlmYlm(ζ ,ζ ) , αlm ∈ C
}
, (2.16)
where Ylm(ζ ,ζ ) are the standard spherical harmonics.
An explicit proof of item (a) can be found in [Ge77] while that of item (b) in
[AX78]. The symbol T 4 has been used on purpose since (2.16) identifies a subgroup
of the supertranslations which is isomorphic to the four-dimensional translation group.
Two concluding comments are necessary.
1. Although Proposition 2.2.3 selects a subgroup of the supertranslations isomor-
phic to the ordinary four-dimensional translation group, we cannot conclude that
we can extract a preferred Poincare´ subgroup from the BMS group. As a matter
of fact, starting from P = SL(2,C)nT 4 ⊆ GBMS and considering any element
of the form g= (I,Ylm(ζ ,ζ )) ∈GBMS with l > 1, it turns out that g−1Pg is
another subgroup of GBMS isomorphic to Poincare´ group.
2. All our results rely crucially on M being a four dimensional spacetime. The
reasons are manifold, but it is important to notice that, for higher dimensions,
the definition itself of an asymptotically flat spacetimes is rather subtle and it
offers several difficulties – see [HI05] in particular. In addition, it is possible
to impose stronger asymptotic conditions, so to reduce the BMS group to the
Poincare´ counterpart in higher dimensions – see [HIW06]. Completely different
is the situation for asymptotically flat, three dimensional spacetimes for which
the BMS group has been studied, proving to be very different from the original
four dimensional counterpart. We will not discuss this scenario in details and an
interested reader should refer to [ABS97].
2.2.4 Expanding universes with cosmological horizon
In this section, we present a second class of backgrounds which are connected to the
notion of asymptotic flatness and which will play a key role in our analysis. Our start-
ing point are homogeneous and isotropic four dimensional manifolds (M,gFRW ), also
known as Friedmann-Robertson-Walker spacetimes. Following [Wa84], their ge-
ometry is described by a product manifold I×Σκ , where I ⊆ R is an open interval and
where the metric reads locally
gFRW =−dt⊗dt+a2(t)
[
1
1−κr2 dr⊗dr+ r
2dS2(θ ,φ)
]
. (2.17)
Here κ is a constant, which up to a normalization, can take the values−1,0,1. Depend-
ing on the choice of these values Σκ , equipped with the metric in the square bracket,
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is modelled respectively over one of the three simply-connected manifolds, the hyper-
bolic space H3, R3, S3, or a non-simply-connected manifold constructed out of one
of them via an identification under the action of a discrete group of isometries. In
view of this remark and also, taking into account the present, more favoured model in
cosmology, we will fix κ = 0 and we will assume that Σκ is isometric to R3 with the
standard Euclidean flat metric. The only unknown quantity in (2.17) is a(t), which is
assumed to be a smooth and strictly positive function whose explicit form has to be
determined via the Einstein equations. The coordinate t is referred as the proper time
of co-moving observers. By hypothesis, ∂t defines the time orientation of (M,gFRW ).
We can associate to (2.17) two additional relevant structures: Consider a co-moving
observer pictured by an integral line γ = γ(t), t ∈ I, of ∂t .
1. If J−(γ) does not cover the whole spacetime M, the observer cannot receive
information from some points of M. Using the terminology of [Ri06], we call
the three dimensional null hypersurfaces ∂J−(γ) cosmological event horizon
for γ .
2. If J+(γ) does not cover the whole spacetime M, the observer cannot send in-
formation to some points of M. In this case we call the three dimensional null
hypersurfaces ∂J+(γ), the cosmological particle horizon for γ .
Another representation of a Friedmann-Robertson-Walker metric (2.17) for κ = 0 is
gFRW = a2(τ)
[−dτ2+dr⊗dr+ r2dS2(θ ,φ)] , (2.18)
where the conformal time τ has been defined as
τ(t) = d+
∫
a−1(t)dt , (2.19)
d ∈ R being any fixed constant. By construction τ = τ(t) is a diffeomorphism from I
onto a possibly unbounded interval (α,β ) 3 τ . ∂τ is a conformal Killing vector field
whose integral lines coincide with those of ∂t up to re-parametrisation.
In (2.18), a(τ) plays the role of a conformal factor with respect to the Minkowki
metric appearing in the square brackets. Since the causal structure is preserved under
smooth conformal transformations, we can study J±(γ) referring to the Minkwoski
metric. A straightforward analysis establishes that J+(γ) and J−(γ) do not cover the
whole M respectively whenever α > −∞ and β < +∞. In both cases the horizons
∂J−(γ) and ∂J+(γ) are null 3-hypersurfaces diffeomorphic to R× S2, made of null
geodesics of gFRW . In some models α and β can be interpreted, when they are finite, as
the big-bang conformal time or the big-crunch conformal time respectively. It is worth
noticing that the cosmological horizons introduced above generally depend on the fixed
co-moving observer γ . Yet, it is important to bear in mind that the requirement on the
finiteness of α and β are sufficient conditions for the existence of the cosmological
horizons, but they are by no means necessary.
Concerining consmological horizons, another more subtle and physically intriguing
possibility exists. Following the prototypical example of the cosmological de Sitter
spacetime, it may happen that the manifold (M,gFRW ) can be realized as an open subset
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of a larger spacetime (M˜, g˜) with physical meaning so that cosmological horizons may
exist in M˜. Furthermore they coincide with ∂M which turns out to be a null 3-surface
in (M˜, g˜) similar to ℑ± for asymptotically flat spacetimes. In these cases the horizons
are independent from any choice of co-moving observer γ in M.
In the following, we shall focus on this type of cosmological horizons and our first
goal is their characterization. To this end, let us make more precise the picture outlined
above. Starting from (2.18), we rescale gFRW with the conformal factor Ω
.
= a(τ) and
we observe that g .=Ω−2gFRW , is nothing but (a subset of) Minkowski spacetime which
is asymptotically flat at null infinity so that ℑ± can be defined. More precisely, if either
α =−∞ or β =+∞, (M,g) admits a corresponding past or future conformal comple-
tion (M˜, g˜) in accordance with Definition 2.2.1 where in particular g˜|M =Ω2g= gFRW .
This means that (M˜, g˜) extends (M,gFRW ) and includes one of the null hypersurfces
ℑ± which is the boundary ∂M of M ⊆ M˜. Since ℑ±∩J∓(M;M˜) = /0, this hypersurface
can be viewed as a cosmological horizon in common with all observers co-moving with
the metric gFRW in M itself.
The following theorem characterizes when the existence of the conformal boundary is
guaranteed. We omit the long proof, which can be found in [DMP09a]:
Theorem 2.2.1. Let (M,gFRW ) be a simply connected Friedmann-Robertson-Walker
spacetime for κ = 0, with
M ' (α,β )×R3 , gFRW = a2(τ)
[−dτ⊗dτ+dr⊗dr+ r2dS2(θ ,φ)] ,
where τ ∈ (α,β ) and where r,θ ,ϕ are the standard spherical coordinates on R3. Sup-
pose that there exists γ ∈ R with
a(τ) =− 1
Hτ
+O
(
1
H2
)
,
da(τ)
dτ
=
1
Hτ2
+O
(
1
τ3
)
(2.20)
for either (α,β ) .= (−∞,0) and H > 0, or (α,β ) .= (0,+∞) and H < 0. The above
asymptotic values are meant to be taken as τ → −∞ or τ → +∞ respectively. The
following holds.
(a) The spacetime (M,gFRW ) extends smoothly to a larger spacetime (M˜, g˜), which
is a past conformal completion of the asymptotically flat spacetime at past, or
future, null infinity, respectively, (M,a−2gFRW ) with Ω= a.
(b) The manifold M∪ℑ± enjoys the following properties:
(a) the vector field ∂τ is a conformal Killing vector for g˜ in M with conformal
Killing equation
L∂τ g˜ =−2∂τ(lna) g˜ .
where the right-hand side vanishes approaching ℑ±.
(b) ∂τ tends to become tangent to ℑ± approaching it and coincides to H−1∇̂ba
thereon.
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(c) The metric on ℑ± takes the geodesically complete Bondi form up to the
constant factor H−2 6= 0:
ĝ|ℑ± = H−2(−du⊗da−da⊗du+dS2(θ ,φ)) , (2.21)
u ∈ R being the parameter of the integral lines of n .= ∇a.
Remark 2.2.3. The statements (a),(b) hold true also if we change gFRW smoothly
inside a region M0 ' (α,β )×Σ0 for a compact Σ0 ⊆R3. In this case ∂τ is a conformal
Killing vector of the metric at least in M \M0. In the said hypotheses, one can find an
open neighbourhood of ℑ± where the above construction can be adapted.
As an example, consider the metric (2.17) where
a(t) = a0 eαt with a0,α > 0 constant. (2.22)
This represents a conformally static subregion of de Sitter spacetime where the cos-
mological constant is Λ = 3α2. This can be considered a realistic model of the ob-
served universe assuming, as done nowadays, that the dark energy dominates among
the various sources to gravitation in the framework of Einstein theory of gravity. In
this case one can fix the integration constant in (2.19) so that τ = −e−αt/(a0α) and
thus τ ∈ (−∞,0). In this case a(τ) = −c/τ , where c = 1/α , and thus we can use
the obtained result requiring that (M,gFRW ) admits a cosmological particle horizon in
common with all the observers whose world lines are the integral curves of ∂t , and that
horizon coincides with ℑ−.
A more complicated example is a spacetime (M,g) with metric
g(τ, p) =−H−2(p)dt⊗dt+a(t)2h(p) , for (t, p) ∈ R×Σ'M. (2.23)
where a(t) is as in the previous examples, Σ is diffeomorphic to R3 while h = dr⊗
dr+ r2dS2(θ ,φ) and H = −1, outside a compact set in S. As in the previous exam-
ples, this spacetime (M,g) is globally hyperbolic provided the Euclidean metric h on
Σ is complete. This is due to g being conformally equivalent to the metric whose line
element reads
g0(τ, p) =−H−2(p)dτ⊗dτ+h(p) , for (τ, p) ∈ R×Σ≡M. (2.24)
Any spacetime (M,g) with a static metric (2.24) is globally hyperbolic if there exist
c1,c2 ∈ R with c1 ≥ (−H−1)(p) ≥ c2 > 0 for every p ∈ Σ and if (Σ,h) is complete
[Ka78].
2.2.5 The Cosmological-Horizon Symmetry Group
In view of the relation established between asymptotically flat spacetimes at null in-
finity and expanding FRW spacetimes with a suitable rate of expansion a, we can
investigate further the geometric properties of the latter. In particular we want to es-
tablish which is the counterpart in this class of spacetimes of the BMS group which
we introduced in Section 2.2.3. The best course of action is to consider the manifolds
introduced in Theorem 2.2.1 as a specialization of the following more general class:
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Definition 2.2.3. A globally hyperbolic spacetime (M,g) equipped with a positive
smooth function Ω : M→ R+ and a future-oriented timelike vector field X on M, will
be called an expanding universe with geodesically complete cosmological particle
horizon if
1. Existence and causal properties of horizon. (M,g) can be embedded isometri-
cally as the interior of a submanifold with boundary of a larger spacetime (M˜, g˜),
the boundary ℑ− .= ∂M verifying ℑ−∩ J+(M;M˜) = /0.
2. Ω-ℑ− interplay. Ω extends to a smooth function on M̂ such thatΩ|ℑ− = 0 while
dΩ 6= 0 everywhere on ℑ+.
3. X-Ω-g˜-ℑ− interplay. X is a conformal Killing vector for g˜ in a neighbourhood
of ℑ− in M, with
LX (g˜) =−2X(lnΩ) g˜ , (2.25)
where X(lnΩ)→ 0 approaching ℑ− and where X does not tend everywhere to
the zero vector approaching ℑ− .
4. Bondi-form of the metric on ℑ− and geodesic completeness. ℑ− is diffeo-
morphic to R×S2 and the metric g˜ restricted thereon takes the Bondi form up to
a possible constant factor γ2 > 0, that is
g˜|−ℑ = γ2
(−du⊗dΩ−dΩ⊗du+dS2(θ ,φ)) , (2.26)
dS2 being the standard metric on the unit 2-sphere, so that ℑ− is a null 3-
submanifold, and the curves R 3 u 7→ (u,θ ,φ) are complete null g˜-geodesics.
The manifold ℑ− is called the cosmological (particle) horizon of M. The integral
parameter of X is called the conformal cosmological time.
A similar definition can be given replacing past null infinity everywhere with ℑ+.
As already mentioned we will not discuss this case any further.
Remark 2.2.4.
(1) In view of condition 3, the vector X is a Killing vector of the metric g0
.
= Ω−2g
in a neighbourhood of ℑ− in M. In this neighbourhood (which may coincide with the
whole M), one can think of Ω as an expansion scale evolving with rate X(Ω) referred
to the conformal cosmological time.
(2) By standard properties of causal sets [Wa84], it is possible to prove that ℑ− ∩
J+(M;M˜) = /0 entails M = I+(M;M˜) and ℑ− = ∂M = ∂ I+(M;M˜) = ∂J+(M;M˜), so
that ℑ− has the proper interpretation as a particle cosmological horizon in common for
all the observers in (M,g) evolving along the integral lines of X .
(3) It is worth stressing that the spacetimes considered in the given definition are nei-
ther homogeneous nor isotropous in general; this is a relevant extension with respect to
the family of FRW spacetimes.
(4) Assuming Definition 2.2.3, the null geodesics in item (4) are the (complete) inte-
gral curves, u is an affine parameter and ∇˜aΩ = −γ−2 (∂u)a on ℑ−, which is totally
geodesic.
(5) In the following, expanding universe with cosmological horizon will mean ex-
panding universe with geodesically complete cosmological particle horizon.
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An important geometric property of the conformal Killing vector field X in Definition
2.2.3 is that it becomes tangent to past null infinity coinciding up a multiplicative factor
with ∂u. The following proposition establishes this fact and the proof can be found in
[DMP09a].
Proposition 2.2.4. If (M,g,Ω,X ,γ) is an expanding universe with cosmological hori-
zon, the following facts hold.
(a) X extends smoothly to a unique smooth vector field X˜ on ℑ−, which may vanish
on a closed subset of ℑ− with empty interior at most. The obtained extension of X to
M∪ℑ− fulfils the Killing equation on ℑ− with respect to the metric g˜.
(b) X˜ = f∂u, where f depends only on the variables on S2, being smooth and nonneg-
ative.
It is important to stress the role of the function f in the preceding proposition, as f = 1
on FRW spacetimes. Since 2.2.3 encompasses a class of backgrounds larger than the
cosmological ones, we can interpret a non constant function f as a measure of the
failure of homogeneity and isotropy.
We can now look for a subgroup SGℑ− of the isometries of ℑ− with physical rel-
evance. All the results that we will present are proven in [DMP09a]. We start from a
preliminary, yet very useful proposition:
Proposition 2.2.5. If (M,g,Ω,X ,γ) is an expanding universe with cosmological hori-
zon and Y is a Killing vector field of (M,g), Y can be extended to a smooth vector field
Ŷ defined on M˜. In addition the following facts hold true:
1. LŶ g = 0 on M∪ℑ−;
2. Y˜ .= Ŷ |ℑ− is uniquely determined by Y and it is tangent to ℑ− if and only if
g(Y,X) vanishes approaching ℑ− from M.
If we restrict the attention to the linear space of Killing fields Y on (M,g) such that
g(Y,X)→ 0 approaching ℑ−, the following additional facts hold true.
• If Y˜ vanishes in some A⊆ ℑ− and A 6= /0 is open with respect to the topology of
ℑ−, then Y = 0 everywhere in M. Hence Ŷ vanishes in the whole M∪ℑ−.
• The linear map Y 7→ Y˜ is injective.
The most relevant consequence off Proposition 2.2.5 is that all Killing vectors Y in
M with g(Y,X)→ 0 approaching ℑ− extend to Killing vectors of (ℑ−,h), h being the
degenerate metric on ℑ− induced by g˜. These Killing vectors of (M,g) are represented
on ℑ− faithfully. In other words all the geometric symmetries of the bulk spacetimes
(M,g) are codified on the boundary ℑ−.
Definition 2.2.4. If (M,g,Ω,X ,γ) is an expanding universe with cosmological horizon,
a Killing vector field of (M,g), Y , is said to to preserve ℑ− if g(Y,X)→ 0 approaching
ℑ−. Similarly, the Killing isometries of the (local) one-parameter group generated by
Y are said to preserve ℑ−.
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In the rest of this section we shall consider the one-parameter group of isometries of
(ℑ−,h) generated by such Killing vectors Ŷ |ℑ− . These account only for part of the
isometries of (ℑ−,h) as one can infer considering the isometry constructed out of the
coordinates (u,θ ,φ) ∈ R×S2 ≡ ℑ−, and of the smooth diffeomorphisms f : R→ R
generating the transformation
u→ f (u), (θ ,φ)→ (θ ,φ). (2.27)
These isometries ofℑ− play a role very similar to those of the elements of the Newman-
Unti group in asymptotically flat spacetimes which are not part of the BMS group
[NU62]. However only diffeomorphisms of the form f (u) = au+b with a 6= 0 can be
isometries generated by the restriction Ŷ |−ℑ to ℑ− of extensions of Killing fields Y of
(M,g) as in the proposition 2.2.5. This is because those isometries are restrictions of
isometries of the manifolds with boundary (M∪ℑ−, g˜|M∪ℑ−), and thus they preserve
the null g˜-geodesics in ℑ−. The requirement that, for all constants a,b∈R, a 6= 0, there
exist constants a′,b′ ∈ R, a′ 6= 0 such that f (au+ b) = a′u+ b′ for all u varying in a
fixed nonempty interval J, is fulfilled only if f is an affine transformation as said above.
If we include also the transformations of angular coordinates, we end up studying the
class G+ℑ of diffeomorphisms of ℑ
− of the form
u→ u′ .= f (u,θ ,φ) , (θ ,φ)→ (θ ′,φ ′) .= g(u,θ ,φ) (2.28)
where u ∈ R and (θ ,φ) ∈ S2 and where these transformations are isometries of the
degenerate metric h induced by g˜|ℑ− (2.26). Following a lengthy analysis, discussed
thoroughly in [DMP09a], it is possible to classify all Killing isometries of the degener-
ate metric h on ℑ− which are restrictions of possible Killing g˜-isometries of M∪ℑ−.
The next definition summarizes the result:
Definition 2.2.5. The horizon symmetry group SGℑ− is the group of all diffeomor-
phisms of R×S2,
F(a,b,R) : R×S2 3 (u,θ ,ϕ) 7→
(
ea(θ ,φ)u+b(θ ,φ),R(θ ,φ)
)
∈ R×S2 (2.29)
with u ∈ R and (θ ,φ) ∈ S2, where a,b ∈ C∞(S2) are arbitrary smooth functions and
R ∈ SO(3).
The Horizon Lie algebra gℑ− is the infinite-dimensional Lie algebra of smooth vector
fields on R×S2 generated by the fields
S1 ,S2 ,S3 , β∂u , uα∂u , for all α,β ∈C∞(S2).
S1,S2,S3 indicate the three smooth vector fields on the unit sphere S2 generating rota-
tions about the orthogonal axes, respectively, x, y and z.
SGℑ− depends on the geometry of ℑ− but not on that of (M,g). In this sense it en-
joys the same properties of the BMS group, namely it is universal for the whole class
of expanding spacetimes with cosmological horizon. As a set SGℑ− coincides with
SO(3)×C∞(S2)×C∞(S2). In other to unveil the group structure, consider an arbitrary
28 CHAPTER 2. GENERAL GEOMETRIC SETUP
Fa,b,R and indicate it with the triple (R,a,b). Per direct inspection of (2.29), we see that
the composition between elements in SG−ℑ can be defined as
(R,a,b) (R′,a′,b′) .=
(
RR′, a′+a◦R′, ea◦R′b′+b◦R′
)
for all (R,a,b),(R′,a′,b′) ∈ SO(3)×C∞(S2)×C∞(S2) .
where ◦ denotes the usual composition of functions.
We state a few additional results aimed at characterizing the properties of SGℑ− . In the
next proposition we emphasize instead that gℑ− could be considered as the Lie algebra
of SGℑ− , although a careful analysis of this point will not be discussed in this work.
As usual, the proofs can be found in [DMP09a]:
Proposition 2.2.6. Referring to Definition 2.2.5, the following facts hold.
• Each vector field Z ∈ gℑ− is complete and it generates a one-parameter group of
diffeomorphisms of R×S2, {exp{tZ}}t∈R, subgroup of SG−ℑ .
• For every F ∈ SG−ℑ there are Z1,Z2 ∈ gℑ− – with, possibly, Z1 = Z2 – such that
F = exp{t1Z1}exp{t2Z2} for some real numbers t1, t2.
Theorem 2.2.2. Let (M,g,Ω,X ,γ) be an expanding universe with cosmological hori-
zon and Y a Killing vector field of (M,g) preserving ℑ−. Then
1. The unique smooth extension Y˜ of Y to ℑ− belongs to gℑ− ,
2. exp{tY˜}t∈R is a subgroup of SGℑ− .
As an example consider the expanding universe M with cosmological horizon as-
sociated with the metric gFRW (2.18) with κ = 1 and a as in (a) of Theorem 2.2.1.
In this case X .= ∂τ and there are a lot of Killing vectors Y of (M,gFRW ) satisfy-
ing gFRW (Y,X) → 0 approaching ℑ−. The main ones are those of the surfaces at
τ =constant with respect to the induced metric. They form a Lie algebra generated
by 6 independent Killing vectors Y representing, respectively, space translations and
space rotations. In this case gFRW (Y,X) = 0 so that the associated Killing vectors Ŷ |−ℑ
belongs to g−ℑ .
We state a last technical result whose proof is in [DMP09a].
Proposition 2.2.7. Let (M,g,Ω,X ,γ) be an expanding universe with cosmological
horizon and Y a smooth vector field of (M,g) which tends to the smooth field Y˜ ∈ gℑ−
pointwisely. If there exists an open set A ⊆ M˜ with A ⊇ ℑ− and such that Y |A∩M is
timelike and future directed, then, everywhere on ℑ−,
Y˜ (u,θ ,φ) = f (θ ,φ)∂u , for some f ∈C∞(S2), with f (θ ,φ)≥ 0 on S2. (2.30)
Chapter 3
Quantum Fields in spacetimes
with null surfaces
The goal of this chapter is twofold. On the one hand we will review how the algebra of
observables for a real scalar field on globally hyperbolic spacetimes is built. We will
show in addition that a similar construction exists when one consider a suitable class of
null manifolds of which future and past null infinity, discussed in the previous chapter,
are the prototypes. On the other hand, we will highlight that, under suitable geometric
hypotheses, all realized in the cases considered in spacetimes discussed in Chapter 2,
these two kind of algebras can be closely intertwined. We will call such procedure
bulk-to-boundary projection.
3.1 Algebra of observables in globally hyperbolic space-
times
In this section, C∞(M) and C∞0 (M) respectively denote the real vector space of real-
valued smooth functions and the real vector space of real-valued smooth compactly-
supported functions over M, where (M,g) is a generic globally hyperbolic spacetime
of dimension 4, although everything we will present can easily be generalized to n > 2
dimensions. On top of M we take a real smooth scalar field ϕ ∈C∞(M), which obeys
the Klein-Gordon equation
Pϕ =
(
2−m2−ξR)ϕ = 0, (3.1)
where 2 = gµν∇µ∇ν and R are respectively the D’Alembert wave operator and the
scalar curvature built out of the metric, m2 ∈R is the squared mass parameter. Physical
values are usually assumed to lie in the range [0,+∞) but many features of the theory
survive when negative values of m2 are considered. In addition ξ ∈ R is a coupling
constant and notable values are 0, known as minimal coupling or ξ = 16 , known as
conformal coupling (in 4 dimensions). We will discuss this last special case in the
next sections.
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Our first goal is to review the properties of (3.1), in particular, discussing how
it is possible to assign a suitable algebra of quantum observables to such dynamical
system. This is an overkilled topic which has been thoroughly analysed and presented
by several authors in different contexts and frameworks. Recent reviews can be found
in [BDH13] and in [BD15, KM15]. to some extent our presentation will be based
mainly on [BGP07]. To avoid to overextend this work, we will omit the proofs of
many statements, but these can all be found in [BGP07], unless stated otherwise.
Our starting point is the observation that the second order partial differential opera-
tor P in (3.1) is normally hyperbolic, that is its principal symbol σP : T ∗M→C∞(M)
is of metric type, σ(P)(k) =−gµνkµkν , where g has Lorentzian signature. This entails
that we can associate to P a distinguished pair of bi-distributions on M, c.f. [BGP07,
Def. 3.4.1 & Corol. 3.4.3] as stated in (a) below. For the statement (b) see [Wa84].
Proposition 3.1.1. Let (M,g) be a globally hyperbolic spacetime and let P be the
Klein-Gordon operator as in (3.1). The following facts hold.
(a) There exist unique linear operators G± : C∞0 (M)→ C∞(M) called advanced (−)
and retarded (+) Green operators such that, if I is the identity on C∞0 (M)1,
1. PG± = I
2. G±P|C∞0 (M) = I,
3. supp(G±( f ))⊆ J±(supp( f )) for every f ∈C∞0 (M)
G± : C∞0 (M)→C∞(M)⊂D ′(M) are continuous with respect to the standard distribu-
tional topologies [Fr75].
(b) If Σ is a smooth spacelike Cauchy surface of M with unit normal future-pointing
vector n, for every f , f ′ ∈ C∞0 (Σ) there is a unique solution ϕ ∈ C∞0 (M) of Pϕ = 0
with Cauchy data ϕ|Σ = f and nµ∂µϕ|Σ = f ′. In this case the following inclusion of
supports holds supp(ϕ)⊆ J+(supp( f )∪ supp( f ′))∪ J−(supp( f )∪ supp( f ′)).
The bi-distribution G = G−−G+ is called causal propagator (also known in the
literature as advanced-minus-retarded fundamental solution or commutator func-
tion). It satisfies the identities PG = GP = 0 on C∞0 (M) and it plays a relevant role in
understanding the structure of the space of solutions of (3.1). Before exploiting this
fact we introduce an ancillary definition.
Definition 3.1.1. Let (M,g) be a globally hyperbolic spacetime. We call ϕ ∈C∞(M),
spacelike compact if, for every smooth spacelike Cauchy surface Σ, both the restriction
ϕ|Σ and the normal derivative nµ∂µϕ|Σ have compact support. The real vector space
of all such ϕ is indicated with C∞sc(M).
We use this definition and the existence of the causal propagator to characterize a distin-
guishable class of solutions of the Klein-Gordon equations, which represent the build-
ing block of the algebra of observables for such system:
1In the rest of the book PG± and G±P and other similar expressions are understood as compositions of
linear operators omitting, as is usual for linear operators, the composition symbol ◦.
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Proposition 3.1.2. Let (M,g) be a globally hyperbolic spacetime and let P be the
Klein-Gordon operator (3.1). If S (M) .= {ϕ ∈C∞sc(M) | Pϕ = 0} the following facts
hold:
(a) The map C∞0 (M) 3 f 7→ G( f ) ∈S (M) is a well-defined surjective homomorphism
of real vector spaces whose kernel is P(C∞0 (M)).
(b) The map
C∞0 (M)
P
(
C∞0 (M)
) 3 [ f ] 7→ G( f ) ∈S (M)
is a vector space isomorphism.
Proof. First of all, notice that S (M) is a real vector space. (b) is a consequence of
(a), so we prove (a). We start by establishing that the linear map L : C∞0 (M) 3 f 7→
G( f ) ∈ S (M) is a well-defined homomorphism of vector spaces. Form Proposition
3.1.1, G exists, G( f ) is smooth, satisfies PG( f ) = 0 for f ∈ C∞0 (M) and the map
L : C∞0 (M) 3 f 7→ G( f ) is linear to the full vector space of smooth solutions of KG
equation. We need to prove that, more strongly, G( f ) ∈S (M). From the definition
of G we have supp(G( f )) ⊆ J+(supp( f ))∪ J−(supp( f )). This fact implies that G( f )
is spacelike compact, i.e., G( f ) ∈ S (M) as wanted. Indeed, if K ⊆ M is compact,
using (1) Remark 2.1.3 compactness, (a) 1 Remark 2.1.2, one sees that there are a finite
number of points pi such that ∪iJ+(pi)⊇ K so that ∪iJ+(pi)⊇ J+(K) ((d)(1) Remark
2.1.2). We can always suppose that all pi lie in the past of every fixed smooth spacelike
Cauchy surface Σ, moving each pi along a past-directed causal curve. From (3) Re-
mark 2.1.3, ∪iJ+(pi)∩Σ is compact and thus J+(K)∩Σ is contained in a compact set.
With a similar argument one establishes that J−(K)∩Σ is included in a compact set.
Taking K = supp( f ), from supp(G( f )) ⊆ J+(supp( f ))∪ J−(supp( f )), we have that
the Cauchy data of G( f ) on Σ must be compactly supported and thus G( f ) ∈S (M).
Let us prove that Ker(L)=P(C∞0 (M)). Since GP= 0 we have that Ker(M)⊆P[C∞0 (M)],
we want to establish the converse inclusion. Suppose that G( f ) = 0 for f ∈ C∞0 (M).
The very definition of G implies G+( f ) = G−( f ). Properties of G± immediately yield
supp(G( f )) ⊆ J+(supp( f ))∩ J−(supp( f )). Now, since supp( f ) is compact and thus,
using (1) Remark 2.1.3 compactness, (a) 1 Remark 2.1.2, we find that J+(supp( f ))∩
J−(supp( f )) is inclosed in the compact set ∪ jJ+(p j)∩ J−(q j) for a finite set of points
p j,q j. Consequently supp(G( f )) is compact as well. Hence Proposition 3.1.1 entails
f = Pg where g = G+( f ) ∈C∞0 (M) as wanted.
To conclude, we prove that L is surjective. Decompose M = R×Σ as in Proposition
2.1.1 where the smooth spacelike Cauchy surface Σ is moved by t ∈ R in M. Con-
sider any ϕ ∈S (M) and let χ+ ≡ χ+(t) be a smooth function such that there exists
t0, t1 ∈ R for which χ+ vanishes for all t ≤ t0, while it is equal to 1 for all t ≥ t1.
Since ϕ is spacelike compact, it has Cauchy data included in a compact K ⊆ Σt0 and
thus supp(χ+ϕ) ⊂ J+(K) due to (b) of Proposition 3.1.1. Since P((χ+ϕ)) = Pϕ = 0
above Σt1 , hence supp(P(χ
+ϕ)) ⊂ J+(K)∩ J−(Σt1). Exploiting an argument already
used above relying on (3) Remark 2.1.3, we see that supp(P(χ+ϕ)) is compact. So
fϕ
.
= −P(χ+ϕ) ∈C∞0 (M) and, if χ− = 1− χ+, then P(χ−ϕ) = −P(χ+ϕ) ∈C∞0 (M).
Hence G( fϕ) = G−(P(χ−ϕ))−G+(−P(χ+ϕ)) = (χ−+χ+)ϕ = ϕ .
The construction of solutions to (3.1) discussed above is not antithetical to assigning
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initial data on a Cauchy surface, being actually equivalent to such procedure. It has
the additional advantage of being manifestly covariant as no choice of a specific initial
value surface is involved. Hence, from now on and in view of Proposition 3.1.2, the
key object of our investigation will become C
∞
0 (M)
P(C∞0 (M))
. The following proposition shows
that this space can be decorated with additional structures.
Proposition 3.1.3. Referring to Proposition 3.1.2, consider the real vector space
E obs(M) .=
C∞0 (M)
P
(
C∞0 (M)
) ≡S (M), (3.2)
The following facts hold.
(a) The map σM : E obs(M)×E obs(M)→ R
σM([ f ], [ f ′])
.
= G( f , f ′) .=
∫
M
f (x)G( f ′)(x)dµg(x) ∀[ f ], [ f ′] ∈ E obs(M) (3.3)
where dµg is the metric induced measure, is a well-defined symplectic form which is
weakly non-degenerate, i.e., σM(ϕ,ϕ ′) = 0 for all ϕ ∈ E obs(M) implies ϕ ′ = 0.
(b) If ϕ f
.
= G( f ) and ϕ f ′
.
= G( f ′) and Σ is a spacelike smooth Cauchy surface of M
with future-directed normal unit covector n and metric induced measure dΣg,∫
Σ
(
ϕ f∇nϕ f ′ −ϕ f ′∇nϕ f
)
dΣg = σM([ f ], [ f ′]) . (3.4)
Proof. (a) As P is formally self-adjoint and PG f = GPh = 0 for h ∈C∞0 (M), the inte-
gral in (3.3) does not depend on the choice of representatives of [ f ] and [ f ′], so that σM
is a well-defined bi-linear form on E obs(M). To prove that σM is antisymmetric take
f , f ′ ∈C∞0 (M) and, referring to Proposition 2.1.1, fix Σt2 in the future of the compact
set supp( f )∪ supp( f ′) and Σt1 in the past of the same set. Exploiting an argument sim-
ilar to that used in the last part of the proof of Proposition 3.1.2 it is easy to establish
that J+(supp( f ))∩ J−(supp( f ′)) is included in a compact set K ⊂ J+(Σt1)∩ J−(Σt2).
Since P is a formally self-adjoint, we have∫
M
f (x)G−( f ′)(x)dµg =
∫
M
P(G+( f ))(x)G−( f ′)(x)dµg =
=
∫
M
G+( f )(x)P(G−( f ′))(x)dµg =
∫
M
G+( f )(x) f ′(x)dµg (3.5)
where the intermediate passage is possible because M 3 x 7→ G+( f )(x)G−( f ′)(x) is
smooth and compactly supported (the support lies in K). Since G = G−−G+, (3.3)
implies σM([ f ], [ f ′]) =−σM([ f ′], [ f ]) for all pairs [ f ], [ f ′]∈ E obs(M). To prove that σM
is weakly non degenerate, assume that, for [ f ′] ∈ E obs(M), it holds σM([ f ], [ f ′]) = 0
for all [ f ] ∈ E obs(M). Since the right hand side of (3.3) is nothing but the standard,
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non-degenerate pairing between C∞0 (M) and C
∞(M), G( f ′) must vanish. Hence f ′ ∈
ker(G) = P(C∞0 (M)) which means [ f
′] = 0. (b) If Σ is in the past of the supports of f
and f ′, (3.4) easily arises from (3.5) and Green’s second identity for ∇ and 2, working
in a region between Σ and another Cauchy surface Σ′ in the future of the supports.
Next the left-hand side of (3.4) can be proved to be independent from the choice of Σ
with an analogous argument based on Green’s second identity applied to 0= ϕ f Pϕ f ′−
ϕ f ′Pϕ f = ϕ f2ϕ f ′ −ϕ f ′2ϕ f in the region between two Cauchy surfaces.
With these results, we have all ingredients necessary to construct the algebra of (quan-
tum) observables for a Klein-Gordon field on a globally hyperbolic spacetime. As an
intermediate step let us construct the complex unital associative ∗-algebra called uni-
versal tensor algebra constructed upon the vector-space tensor product
T obs(M) .= C⊗
∞⊕
n=0
(
E obs(M)
)⊗n
, (E obs(M))⊗0 .= R, (3.6)
whose elements are therefore complex linear combinations of the definitively vanish-
ing sequences of real functions F = (ϕ(0),ϕ(1), . . .) with ϕ(k) ∈ (E obs(M))⊗k. The
associative non-commutative algebra product
T obs(M)×T obs(M) 3 (F,G) 7→ FG ∈T obs(M)
reads for real sequences F = (ϕ(0),ϕ(1), . . .) and G = (ψ(0),ψ(1), . . .)
FG :=
(
∑
k+h=0
ϕ(k)⊗ψ(h), ∑
k+h=1
ϕ(k)⊗ψ(h), ∑
k+h=2
ϕ(k)⊗ψ(h), . . .
)
.
and this product is finally extended to the whole T obs(M)×T obs(M) by requiring
complex bilinearity. The identity is I = (1,0,0, . . .), and the antlinear involutive ∗-
operation is the unique antilinear extension to T obs(M) of the maps, for k = 0,1,2, . . .(
E obs(M)
)⊗k 3 ϕ1⊗·· ·⊗ϕk 7→ (ϕ1⊗·· ·⊗ϕk)∗ .= ϕk⊗·· ·⊗ϕ1 ∈ (E obs(M))⊗k .
Observe that, while it encodes the dynamics (3.1) in the quotient defining E obs(M),
it bears no information on the so-called canonical commutation relations. In order to
account also this datum, we need to construct a suitable quotient as manifest from the
following definition:
Definition 3.1.2. We callA obs(M) the algebra of observables for a real Klein-Gordon
field on a globally hyperbolic spacetime (M,g), obeying the equation of motion (3.1),
the complex unital associative ∗-algebra built as the vector-space quotient
A obs(M) .=
T obs(M)
I obs(M)
, (3.7)
where I obs(M) is the two-sided ∗-ideal of T obs(M) (which therefore is also a vector
subspace of T obs(M)) finitely generated by the all elements of the form (assuming
h¯ = 1)
ϕ⊗ϕ ′−ϕ ′⊗ϕ− iσM(ϕ,ϕ ′)I , ∀ϕ,ϕ ′ ∈ E obs(M) .
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The ∗-operation and the algebra produt are the same as those of T obs(M) which de-
scend to the quotient: [F ]∗ .= [F∗] and [F ][G] .= [FG]. The unit is [I] which we shall
symply denote by I.
An element a ∈A obs(M) is said to be an observable if it is self-adjoint, i.e., a = a∗.
In other words two elements F,G ∈ T obs(M) are equivalent when F −G is a fi-
nite sum of finite products of elements of T obs(M) and, in each product, at least one
of the factors has the form ϕ ⊗ϕ ′−ϕ ′⊗ϕ − iσM(ϕ,ϕ ′)I for some ϕ,ϕ ′ ∈ E obs(M).
The (double) equivalence classes [[ f ]], [[ f ′]] in the quotient A obs(M) –where the ex-
ternal [ · ] refers to the quotient in (3.7), the internal one to (3.2)– satisfy the canonical
commutation rules
[[ f ]][[ f ′]]− [[ f ′]][[ f ]] = iσM([ f ], [ f ′])I= iG( f , f ′)I.
These rules are encapsulated in the product of the algebra A obs(M) arising from the
quotient procedure with respect to a two-sided ideal.
Remark 3.1.1. It is worth stressing that all the described picture relies only on a real
symplectic space, in our case (E obs(M),σM), which could be replaced for a generic
symplectic space (S ,σ) with no intepretation in QFT. We will exploit this opportunity
shortly.
Explicitly referring to quantum fields, this construction of the algebra of observ-
ables has been thoroughly studied in the literature starting from the seminal paper
of Dimock [Di80]. There are well-known alternative and equivalent constructions of
A obs(M) in terms of field operators [KM15]. With the present approach the field op-
erator is defined as the map
C∞0 (M) 3 f 7→ φ( f ) .= [[ f ]] ∈A obs(M) (3.8)
where the external [ · ] refers to the quotient in (3.7), the internal one to (3.2).
Proposition 3.1.4. Let A obs(M) be the algebra of observables for a real, Klein-
Gordon field on a globally hyperbolic spacetime (M,g), obeying (3.1). The field oper-
ator (3.8) satisfes if f , f ′ ∈C∞0 (M) and a,b ∈ R
• R-linearity: φ(a f +b f ′) = aφ( f )+bφ( f ′),
• self-adjointness: φ( f )∗ = φ( f ),
• Klein-Gordon equation in a distributional sense: φ(P f ) = 0,
• Canonical Commutation Relations: [φ( f ),φ( f ′)] = iG( f , f ′)I (assuming h¯ =
1).
Furthermore, I and all φ( f ) for all f ∈C∞0 (M) are generators of A obs(M), i.e., every
a ∈A obs(M) is a finite complex combination of finite products of those elements.
Proof. Everything immediately follows form (3.8) and the definition ofA obs(M).
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Sometimes it is desirable to work directly with fields smeared with complex func-
tions as discussed in the introduction of the present book. The extension of φ( f ) to
a C-linear map over complex valued compactly supported smooth functions is as fol-
lows: if f is complex, φ( f ) .= φ(Re( f ))+ iφ(Im( f )). In this case, the self-adjointness
property stated in the previous proposition becomes φ( f )∗ = φ( f ).
We report here some of the properties of A obs(M), which are more interesting for our
analysis [DF16, KM15]. If N⊆M is open,A obs(N;M) denotes the unital sub ∗-algebra
of elements ofA obs(M) supported in N, i.e., linear combinations of I and products of
elements φ( f ) with supp( f )⊆ N.
Proposition 3.1.5. Let A obs(M) be the algebra of observables as in Definition 3.1.2
for a real, Klein-Gordon field obeying (3.1) on a globally hyperbolic spacetime (M,g).
The following holds.
(a) Causality: Any two elements ofA obs(M) supported in two causally disjoint regions
of M commute.
(b) Time-slice axiom: Let N ⊆M be a causally-convex ((3) Remark 2.1.2) open subset
which is globally hyperbolic spacetime if endowed with the metric g|N . If N includes a
Cauchy surface of M, then A obs(M) =A obs(N;M).
Proof. (a) If (J+(N)∪ J−(N))∩N′ = /0 and supp( f ) ⊆ N while supp( f ′) ⊆ N′, then
[φ( f ),φ( f ′)] = iG( f , f ′)I = 0 from the causal properties of G± established in Propo-
sition 3.1.1. This fact extends to generic elements of A obs(N;M) and A obs(N′;M) on
account of the properties of the commutator. (b) Under the given hypotheses, one can
prove that every Cauchy surface of (N,g|N) is a Cauchy surface of M. If f ∈C∞0 (M),
the argument exploited at the end of the proof of Proposition 3.1.2, proves that there
exists h f ∈ C∞0 (M) with support included between two Cauchy surfaces Σt1 and Σt2
of N ⊂ M with [ f ] = [h f ]. Hence A obs(N;M) 3 φ(h f ) = φ( f ) ∈ A obs(M). Conse-
quently A obs(M) ⊆ A obs(N;M) which implies (b) because A obs(M) ⊇ A obs(N;M)
by definition.
Proposition 3.1.6. Let A obs(M) be as in Proposition 3.1.5 and let χ : M→M be an
isometry of (M,g), i.e., a diffeomorphism with χ∗g = g. The following holds.
(a) χ induces a ∗-isomorphism αχ :A obs(M)→A obs(M) which is completely speci-
fied by its action on the generators: For every φ( f ) ∈ E obs(M),
αχφ( f )
.
= φ(χ∗( f )),
where (χ∗( f ))(x) = f (χ−1(x)).
(b) If χ : M→M is another isometry, we have αχ ◦αχ ′ = αχ◦χ ′ and αid = id.
Proof. (a) In view of Proposition 5.2.20 in [KM15], it suffices to prove that the vec-
tor space homomorphisms Γχ : [ f ] 7→ [χ∗( f )] and Γχ−1 : [ f ] 7→ [(χ−1)∗( f )], where
[ f ]∈C∞0 (M)/P(C∞0 (M)), preserve the symplectic form and Γχ ◦Γχ−1 =Γχ−1 ◦Γχ = id.
These fact are a by-product of χ and χ−1 being isometries while σM is isometry-
invariant from (3.3) since µg is such. (b) arises per direct inspection.
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3.2 Observables on null infinity
This section concerns a question, which is apparently only marginally related to the pre-
vious analysis, namely whether it is possible to assign a ∗-algebra of observables when,
in place of a globally hyperbolic spacetime (M,g), we consider a 3-dimensional mani-
fold ℑ .=R×S2, endowed with a degenerate metric of the form g= 0du⊗du+dS2 as
the restriction to ℑ+ of the Bondi metric (2.7). Here u is the standard coordinate on R
while dS2 is the standard metric on the unit 2-sphere2. As the symbol ℑ suggests, we
are considering a class of geometric structures including null infinities (Section 2.2.1)
or null boundaries of cosmological spacetimes (Section 2.2.4), though here viewed as
intrinsic structures on their own right. We are not interested in considering a dynamical
evolution on ℑ like the one described by KG equation in (M,g), but only a kinematic
structure thereon. This is fully specified by a vector space of functions, whose choice
is fine tuned by the specific case in hand. At this stage some definitions may seem
mysterious, however a justification will be provided in the next sections.
If f ∈ S ′(R× S2) is a Schwartz distribution in the sense of [Mo08, Appendix
C], f̂ ∈S ′(R×S2) henceforth stands for the distributional Fourier transform in the
R-direction. With the most natural distributional interpretation of symbols [Mo08,
Appendix C],
f̂ (k,θ ,φ) .=
∫
R
eiku f (u,θ ,φ)
du√
2pi
. (3.9)
We define two real vector spaces of relevant real-valued functions ψ on ℑ, the first
suitable for the null infinity scenario, the second for the cosmological one.
S (ℑ) .= {ψ ∈C∞(ℑ) |ψ,∂uψ ∈ L2(ℑ)}, (3.10)
Sc(ℑ)
.
= {ψ ∈C∞(ℑ)∩L∞(ℑ) | kψ̂ ∈ L∞(ℑ) and ∂uψ , ψ̂ ∈ L1(ℑ)}, (3.11)
where Lp(ℑ) refers to either the measure dudµS2 or dk dµS2 (dµS2 being the nat-
ural measure on S2), according to the variable along R of the considered function
on ℑ .= R× S2. Both spaces are not trivial because include C∞0 (ℑ). Furthermore
L∞(ℑ,dudµS2)⊂S ′(R×S2), so thatSc(ℑ) is well defined.
Proposition 3.2.1. Referring to the real vector spaces (3.10) and (3.11), the following
facts hold.
(a) The map σℑ :S (ℑ)×S (ℑ)→ R, such that
σℑ(ψ,ψ ′) =
∫
R×S2
(
ψ∂uψ ′−ψ ′∂uψ
)
dudµS2 ∀ψ,ψ ′ ∈S (ℑ) (3.12)
is a weakly non-degenerate simplectic form onS (ℑ).
(b) The same result holds on Sc(ℑ) if defining σℑc(ψ,ψ
′) as the right-hand side of
(3.12) for all ψ,ψ ′ ∈Sc(ℑ).
2As far as the analysis in this section is concerned, one could more generally consider a d-sphere in
place of S2 and all the results would still be valid. We avoid such degree of generality to make more manifest
the connection with the preceding chapter.
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Sketch of the proof. We prove the thesis for S (ℑ) since the same line of reasoning
can be applied to Sc(ℑ) (See [DMP09b] for details). Per construction, S (ℑ) is a
linear space, while σℑ is bilinear and antisymmetric if well defined. In fact, σℑ is
well-defined, since the integrand is a linear combination of products of two square-
integrable functions. We need only to show that σℑ is weakly non-degenerate. To this
end let ψ ∈S (ℑ) such that ψ 6= 0 and σℑ(ψ,ψ ′) = 0 for all ψ ′ ∈S (ℑ). Since both
ψ and ψ ′ and their u-derivatives are smooth and square-integrable along ℑ, we can
conclude that lim
u→±∞ψ
(′) = 0 (see footnote 7 in [Mo08]). Hence, integrating by parts,
σℑ(ψ,ψ ′) =−2
∫
R×S2
ψ ′∂uψ dudµS2 .
Take a sequence of {ψ ′n}n∈N ⊆C∞0 (ℑ) such that limn→∞ψ ′n = ∂uψ in the topology of
L2(ℑ). Since σℑ(ψ,ψ ′n) = 〈ψ ′n,∂uψ〉L2(ℑ) = 0 for all n, by continuity of the scalar
product 〈,〉L2(ℑ), we have ‖∂uψ‖2L2(ℑ) = 0. Since ∂uψ is continuous, it vanishes ev-
erywhere and thus ψ is constant along R. More strongly it vanishes as it vanishes for
u→+∞.
Since we have identified a symplectic space we can associate to (S (ℑ),σℑ) following
the same procedure which lead to Definition 3.1.2. Hence let us define the unital, uni-
versal tensor algebra on the complex vector space of definitively vanishing sequences
T (ℑ) = C⊗
∞⊕
n=0
(S (ℑ))⊗n , (S (ℑ))⊗0 ≡ R.
endowed with an associative algebra product, a unit element I, and an anti-linear invo-
lutive ∗-operation constructed in exact analogy with the corresponding mathematical
objects of T obs(M).
Definition 3.2.1. The boundary algebras on ℑ respectively are the unital ∗-algebras
A (ℑ) .=
T (ℑ)
I (ℑ)
, Ac(ℑ)
.
=
T (ℑ)
Ic(ℑ)
(3.13)
I (ℑ) and Ic(ℑ) being the two-sided ∗-ideal of T (ℑ), resp., Tc(ℑ) generated by all
elements ψ⊗ψ ′−ψ ′⊗ψ− iσℑ(ψ,ψ ′)I, resp., ψ⊗ψ ′−ψ ′⊗ψ− iσℑc(ψ,ψ ′)I.
The classes [ψ] ∈ A (ℑ) are self-adjoint generators of the unital ∗-algebra A (ℑ) and
they play a role similar to the field operators φ( f ) ∈ A obs(M). However A (ℑ) and
Ac(ℑ) are markedly different from the algebra of observables A obs(M) since none
of them bears dynamical information associated with the Klein-Gordon equation for
A obs(M). A counterpart of the time-slice axiom does not exist here. This leads natu-
rally to the question howA (ℑ),Ac(ℑ) andA obs(M) are related. This is the key ques-
tion at the heart of this whole work. Before tackling this problem, we need to discuss
the interplay betweenA (ℑ) orAc(ℑ) and the boundary symmetries represented by the
BMS group GBMS defined in (2.8) and (2.9) on asymptotically flat spacetimes and the
horizon symmetry group SGℑ− introduced in Definition (2.29). The next proposition
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addresses this issue and its proof can be either easily inferred from the previous discus-
sions or it can be found in [DMP06, Th. 2.9] as far as the GBMS group is concerned or
in [DMP09a, Remark 4.1] for the group SGℑ− .
Proposition 3.2.2. Consider ℑ .= R× S2 and let A (ℑ) and Ac(ℑ) be respectively
the ∗-algebra of Definition 3.2.1 starting from the symplectic spaces (S (ℑ),σℑ) and
(Sc(ℑ),σℑc). Then, the following holds.
(a) If g ∈ GBMS and ψ ∈S (ℑ), define (Agψ)(p) = KΛ(g−1 p)−1ψ(g−1 p) referring to
(2.8)-(2.10). Then Ag :S (ℑ)→S (ℑ) is a vector space isomorphism preserving σℑ.
(b) If h∈ SGℑ− and ψ ∈Sc(ℑ), define (A˜hψ)(p) .=ψ(Fh−1 p) referring to (2.29). Then
A˜h :Sc(ℑ)→Sc(ℑ) is a vector space isomorphism preserving σℑc .
(c) If g ∈ GBMS, there is a unique ∗-automorphism αg : A (ℑ) → A (ℑ) satisfying
αg[ψ] = [Agψ], for all ψ ∈S (ℑ). It holds αg ◦αh = αgh if h ∈ GBMS and αid = id.
(d) If h ∈ SGℑ− , there is a unique ∗-automorphism α˜g : Ac(ℑ)→ Ac(ℑ) satisfying
α˜h[ψ] = [A˜hψ] for all ψ ∈Sc(ℑ). It holds α˜h ◦ α˜k = α˜hk if k ∈ SGℑ− and α˜id = id.
Remark 3.2.1. The identification of ℑ+ and ℑ .=R×S2 for asymptotocally flat space-
times depends on the choice of a Bondi coordinate frame. Different choices produce
different identifications. However, different Bondi coordinate frames are related by
means of a transformation of the BMS group (Proposition 2.2.2). Even changing the
metrical structure of ℑ+ by means of an (always physically admitted) gauge transfor-
mation (2.6), the Bondi frames of the new metrical structure are related to the Bondi
frames of the initial metrical structure just because gauge transformations are equiva-
lent to BMS transformations (Definition 2.2.2). A similar picture arises regarding the
identification ofℑ− andℑ .=R×S2 for cosmological spacetimes where different Bondi
frames compatible with the defintion of expanding universe with cosmological horizon
are connected by the subgroup of SGℑ− of the transformations (2.29) with vanishing
a. The definitions of S (ℑ), Sc(ℑ) are invariant under the action of the BMS group
and SGℑ− respectively, and the elements of these groups also preserve the associated
symplectic forms σℑ and σℑc . Therefore, in view of Proposition 3.2.2, the various def-
initions of A (ℑ) and Ac(ℑ) respectively, based on different choices of Bondi frames
are isomorphic.
3.3 The bulk-to-boundary algebra injection
The goal of this section is to relate the algebra A obs(M) with either A (ℑ) or Ac(ℑ)
under suitable geometric assumptions on (M,g). Heuristically, our approach consists
of considering 4-dimensional globally hyperbolic spacetimes (M,g)which can be read,
up to a conformal transformation, as an open submanifold of a larger globally hyper-
bolic spacetime. In addition (M,g) must possess a (conformal) boundary identified
with ℑ. Since A obs(M) is generated by field operators φ( f ) labelled by functions
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f ∈ C∞0 (M), we can construct via the causal propagator a unique smooth wave func-
tion ψ = G( f ) which can be restricted to ℑ, identifying thereon a generator of A (ℑ).
This identification will uniquely extend to unital ∗-algebra embedding of the algebra of
quantum observables A obs(M) into the boundary algebras A (ℑ) or Ac(ℑ).
We explain this procedure for asymptotically flat spacetimes and cosmological
spacetimes. We finally consider the case of Schwarzschild black hole with a separated
discussion.
3.3.1 Asymptotically Flat Spacetimes
Let us consider (M,g) to be a 4-dimensional globally-hyperbolic spacetime which is
asymptotically flat at future null infinity with future time infinity as per item (b) of
Remark 2.2.1. In addition and for later convenience we assume also that there exists an
open subset V of the unphysical spacetime (M˜, g˜) such that J+(ℑ−;M˜)∩M ⊆ V and
(V, g˜|V ) is globally hyperbolic (notice that i+ may not belong to V ). On top of (M,g)
we consider a real scalar field ϕ : M→R, whose dynamics is ruled by the conformally
coupled wave equation
P0ϕ = 0 , where P0
.
=2− R6 . (3.14)
Above, 2 is the D’Alembert wave operator built out of g, while R is the associated
scalar curvature. This is nothing but a special instance of the Klein-Gordon equation
considered in (3.1), obtained by setting m = 0 and ξ = 16 . The reason for such special
choice of equation of motion can be found in the following proposition whose proof is
direct (see, e.g., [Wa84, App. D]).
Proposition 3.3.1. Let (M,g) be a 4-dimensional spacetime and let Ω be a strictly
positive scalar smooth function on M. Then,
P0 =Ω3P˜0Ω−1 , where P˜0
.
= 2˜− R˜6 . (3.15)
Above, Ω−1 and Ω3 act as multiplicative operators, while 2˜ is the D’Alembert wave
operator for the metric g˜ .=Ω2g with scalar curvature R˜.
We stress that such a behaviour is distinctive only of the conformally coupled wave
equation, since adding a different coupling to scalar curvature or a mass term would
alter drastically the form of the equation of motion under a conformal rescaling of the
metric. In particular, the mass term m2 would be mapped to m
2
Ω2 . In the case of an
asymptotically flat spacetime the conformal factor Ω vanishes on ℑ+ giving rise to
pathologies. For this reason, we consider only (3.14).
Proposition 3.1.1 helps us translating Proposition 3.3.1 into the language of Green
operators. This problem was thoroughly investigated in [Pi09] but we report here just
an elementary result, adapted to our framework. Observe that, for Ω > 0 smooth over
M, (M,g) is globally hyperbolic if and only if (M,Ω2g) is globally hyperbolic, since
causal structures and, thus, Cauchy surfaces are preserved by smooth strictly-positive
conformal transformations.
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Proposition 3.3.2. Let (M,g) be a 4-dimensional globally-hyperbolic spacetime, Ω>
0 a smooth scalar function on M and g˜ .=Ω2g. If G±0 : C
∞
0 (M)→C∞(M) are the Green
operators for the conformally coupled wave equation (3.14) in (M,g), the correspond-
ing Green operators for the same equation in (M, g˜) satisfy
G˜±0 =Ω
−1G±0 Ω
3 , G˜0 =Ω−1G0Ω3 . (3.16)
Proof. As (M, g˜) is globally hyperbolic, Proposition (3.1.1) guarantees that the ad-
vanced and retarded fundamental solutions G˜±0 of P˜0 exist and are uniquely determined
by properties (1)-(3). Since the conformal structure is preserved by a conformal trans-
formation and supp(Ω3 f ) = supp( f ), the right-hand side in (3.16) satisfies the desired
support properties (3) which are inherited from those of G±0 . Hence, to satisfy (1) and
(2) we need to prove that the right-hand side in (3.16) are left and right inverses of the
equation of motion on C∞0 (M). Indeed, (3.15) implies P˜0(Ω
−1G±0 Ω
3)=Ω−3P0G±0 Ω
3 =
I. An identical calculation shows also that (Ω−1G±0 Ω
3)P˜0|C∞0 (M) = I, which concludes
the proof establishing the first identity in (3.16) from the uniqueness property. The
second one follows per definition of G.
The found results can be readily applied to the case in hand, since M is assumed to be a
globally hyperbolic spacetime both if endowed with g or with Ω2g. More importantly
we have also assumed that there exists a second, globally hyperbolic spacetime V ⊆ M˜
equipped with the metric g˜|V which contains M ∪ℑ+. Without loss of generality we
assume V = M˜ so that (M˜, g˜) is globally hyperbolic as well and thus G˜(±)0 exist and
they associate smooth, compactly supported functions to solutions of P˜0φ = 0 defined
in the whole M˜, though (3.16) are only valid in M. We remind the reader that g˜|M =Ω2g
whereΩ> 0 is smooth and smoothly vanishes exactly onℑ+. Focus on the map (notice
that supp( f )(M, so that Ω−3 f ∈C∞0 (M))
Γ : E obs0 (M) 3 [ f ] 7→ G˜0(Ω−3 f )
∣∣∣
ℑ+
∈C∞(ℑ+) , (3.17)
with E obs0 (M) as in (3.2) for P specialised to P0. This map is well defined because
any other f ′ ∈ [ f ] yields G˜0(Ω−3 f ′)(x) = G˜0(Ω−3 f )(x) when x ∈ ℑ+. As a matter of
facts, (a) Proposition 3.1.2 implies f − f ′ = P0h for some h ∈C∞0 (M) so that, if x ∈M,
we have G˜0(Ω−3( f − f ′))(x) =Ω−1(x)(G0P0h)(x) = 0 where we exploited (3.16). By
hypothesis G˜0(Ω−3 f )(x) is smooth for x ∈ ℑ+ and thus the result smoothly extends to
x ∈ ℑ+. The map Γ is evidently linear, but it also enjoys a crucial property. From a
generalized version of (b) Proposition 3.1.3, using Σ .= ℑ+ ∪{i+} as a limit case of a
Cauchy surface of (M,g) in the fully extended M˜ (exactly here the existence of i+ ∈ M˜
is relevant, see [Mo06, Th. 4.1]), one finds
σ0(ϕ,ϕ ′) = σℑ(Γ(ϕ),Γ(ϕ ′)) ∀ϕ,ϕ ′ ∈ E obs(M) . (3.18)
Here σ0 is the symplectic from in (3.3) with G0 playing the role of G while σℑ is
the one form in (3.12) with ℑ ≡ ℑ+ when identifying ℑ+ with ℑ .= R×S2 by means
of a Bondi coordinate frame (see [Mo06, Th. 4.1]). This identity also implies that
Γ(E obs0 (M))⊆S (ℑ) defined in (3.10). Eventually, since σ0 is weakly non-degenerate,
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the linear map Γ must be injectve: From (3.18), Γ(ϕ) = 0 implies σ0(ϕ,ϕ ′) = 0 for
every ϕ ′ ∈ E obs(M) and thus ϕ = 0. Putting all together we have the following result
whose detailed proof is presented in [Mo06].
Theorem 3.3.1. Let (M,g) be a 4-dimensional globally hyperbolic spacetime which is
asymptotically flat at future null infinity with future time infinity ((b) Remark 2.2.1) and
let (M˜, g˜) be the associated unphysical spacetime. Assume that there exists a globally
hyperbolic open subset V ⊆ M˜ such that J−(ℑ+,M˜)∩M ⊆ V . Fixing the conformal
factor Ω so that the metric on ℑ+ takes the Bondi form (2.7), the following facts hold.
(a) A well-defined injective vector space homomorphism Γ : E obs0 (M)→S (ℑ) exists
defined by (3.17), whereS (ℑ) is the space of functions (3.10) with the role of the null
manifold ℑ played by future null infinity ℑ+.
(b) Γ preserves the natural symplectic forms of E obs0 (M) andS (ℑ) as in (3.18)
Recall that, from Proposition 3.1.4, any element a∈A obs0 (M) of the algebra of observ-
ables in the bulk (Definition 3.1.2 where P is specialised for P0) has the form
a = cI+
∞
∑
N=1
∞
∑
k1,...,kN=1
c(N)k1k2···kNφ( f
(N)
k1
)φ( f (N)k2 ) · · ·φ( f
(N)
kN
) (3.19)
for c(N)k1k2···kN ∈ C and f
(N)
k j
∈ C∞0 (M) depending on a (but not uniquely fixed by it),
such that only a finite number of them do not vanish. At the same time, any element
of the boundary algebra A (ℑ) (Definition 3.2.1 with ℑ identified to ℑ+) is similarly
generated by elements [ψ] ∈S (ℑ). Proposition 5.2.20 in [KM15] and Theorem 3.3.1
guarantee that the map associating the right-hand side of (3.19) to (the external brackets
in the right hand side referring to the quotient 3.13)
cI+
∞
∑
N=1
∞
∑
k1,...,kN=1
c(N)k1k2···kN [Γℑ([ f
(N)
k1
])][Γℑ([ f
(N)
k2
])] · · · [Γℑ([ f (N)kN ])] ∈A (ℑ
+) (3.20)
is an injective unital ∗-algebra homomorphism
ι :A obs0 (M)→A (ℑ), (3.21)
which is completely specified by the action on the generators, namely
ι(φ( f )) = [Γ([ f ])] ∀ f ∈C∞0 (M) .
If we consider now a bulk spacetime (M,g) fulfilling the hypotheses of Theorem 3.3.1,
whose metric g admits non trivial isometries, we know from Proposition 3.1.6 that there
exists a corresponding ∗-automorphism of A obs0 (M). At the same time, to every ele-
ment of the GBMS group, one can associate via Proposition 3.2.2 a ∗-automorphism of
A (ℑ). Hence, in view of Theorem 3.3.1 and of Proposition 2.2.3, it is natural to won-
der whether these ∗-automorphisms are intertwined. The following proposition, ((a)
was established in [Mo08, Prop. 3.4], (b) is proved below), answers to this question.
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Proposition 3.3.3. Let (M,g) be a spacetime fulfilling the hypotheses of Theorem 3.3.1
and let ξ be a complete Killing field generating a one-parameter group of isometries
{χξt }t∈R. Let ξ˜ be the unique extension of ξ to ℑ+ as per Proposition 2.2.3 generat-
ing the one-parameter subgroup {χ˜ ξ˜t }t∈R ⊂GBMS. Then the following statements hold
true:
(a) Referring to the standard pull-back action of automorphisms (χ∗(h)
.
= h◦χ−1)
χ˜ ξ˜t∗ ◦Γ= Γ◦χξt∗ ∀t ∈ R . (3.22)
(b) Referring to the unital ∗-algebra automorphism α
χξt
:A obs0 (M)→A obs0 (M) defined
in Proposition 3.1.6, the ∗-algebra automorphism α
χ˜ ξ˜t
: A (ℑ) → A (ℑ) defined in
Proposition 3.2.2, and to the unital ∗-algebra embedding ι : A obs0 (M)→ A (ℑ) as in
(3.21), (3.22) extends to
ι ◦α
χξt
= α
χ˜ ξ˜t
◦ ι , ∀t ∈ R . (3.23)
Proof of (b). Consider a generic element a ∈ A obs0 (M) decomposed as in (3.19).
ιℑ : A obs0 (M)→ A (ℑ) is defined as the map transforming the said a into the elment
of A (ℑ+) with the form (3.20). Using this representation, the fact that α
χξt
and χ˜ ξ˜t
are ∗-automorphisms and therefore preserve both the algebra products and their linear
combinations and taking (3.22) into account, per direct inspection one obtains
ι
(
α
χξt
(a)
)
= α
χ˜ ξ˜t
(ι(a)) .
Arbitrariness of a ∈A obs0 (M) implies (3.23).
3.3.2 Cosmological Spacetimes
Let us consider (M,gFRW ), a four-dimensional, simply connected Friedamann-Robertson-
Walker spacetime with flat spatial sections, fulfilling the hypotheses of Theorem 2.2.1.
This is globally hyperbolic and it can be extended to a larger, globally hyperbolic space-
time (M˜, g˜) so that ∂M ⊂ M˜ is the cosmological horizon of M as per Definition 2.2.3.
On top of (M,gFRW ) we can consider a generic Klein Gordon field ϕ : M → R ful-
filling (3.1). Following Proposition 3.1.2 we build S (M), the space of smooth and
spacelike-compact solutions of the Klein-Gordon equation ϕ = G( f ) for f ∈ C∞0 (M)
and, due to Proposition 3.1.3, this space is isomorphic as symplectic space to the quo-
tient (3.2) E obs(M). Here, G = G−−G+ is the causal propagator associated to the
Klein-Gordon operator P = 2−m2−ξR(τ) built out of gFRW . In turn, via Definition
3.1.2, we associate to such dynamical system its algebra of observables A obs(M).
As for the case of an asymptotically flat spacetime, our next step consists of finding
a way to relate A obs(M) to an algebra living on the cosmological horizon, in this case
Ac(ℑ) as in Definition 3.2.1 with ℑ
.
=R×S2 identified to ℑ−. Since (M˜, g˜) is globally
hyperbolic, we can construct the causal propagator of the Klein-Gordon equation in
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that larger spacetime which coincides with G on C∞0 (M) if restricting the functions in
its image to M. For this reason and with a slight abuse of notation, we will use the
symbol G irrespectively from the underlying manifold being M or M˜. In particular,
since the cosmological horizon is a submanifold of M˜, the following real-linear map is
meaningful
Γc : E obs(M) 3 [ f ] 7→ −H−1G( f )|ℑ− ∈C∞(ℑ−) , (3.24)
where |ℑ− stands for the restriction to ℑ− while H is the constant appearing in (2.20).
To investigate further the properties of the map Γc, a preliminary step consists of
a better understanding of the structural properties of the functions ϕ = G( f ). Since
the metric has the form (2.18), we know that, regardless of the choice of the scale
factor a(τ), the isometry group of (M,g) will include the three-dimensional Euclidean
group E(3) = SO(3)nR3. Hence, every ϕ ∈S (M) can be realized in terms of Fourier
transform along the spatial directions,
ϕ(τ,~x) =
∫
R3
d3k
(2pi)
3
2
χ˜(~k,τ)ei~k·~x+ c.c., (3.25)
where c.c. stands for the complex conjugate since the field is real. In the last formula
we switched from the spherical coordinates of (2.18) to the standard Euclidean coordi-
nates~x=(x,y,z) overR3.~k=(kx,ky,kz) and · is the three-dimensional Euclidean scalar
product. By imposing (3.1), it turns out that the functions χ˜(τ, ·) belong the Schwartz
space over R3 at every τ because ϕ(τ, ·) ∈C∞0 (R3) and they satisfy the following ODE
corresponding to Klein-Gordon equation,
d2χ~k(τ)
dτ2
+
(
k2+V (τ)
)
χ~k(τ) = 0, where χ~k(τ)
.
= a(τ)χ˜(~k,τ) . (3.26)
Above, k2 .= |~k|2, while V (τ) .= a2(τ)[m2+(ξ − 16 )R(τ)]. The modes χ~k(τ) are chosen
so to be normalized in such a way that
W [χ~k(τ),χ~k(τ)] =
dχ~k(τ)
dτ
χ~k(τ)−χ~k(τ)
dχ~k(τ)
dτ
=−i.
The construction of the solutions of (3.26) can be found in [DMP09a, DMP09b]. The
use of (3.26) turns out to be very suitable for understanding the asymptotic behaviour
of (3.25) at the cosmological horizon ℑ−. The rationale is the following one. Since
asymptotically the metric (2.18) tends to the one of de Sitter spacetime, as per Defini-
tion 2.2.3, we expect that also the solutions of (3.25) should mimic at ℑ− the behaviour
of those built on the cosmological de Sitter spacetime, obtained setting a(τ) = − 1Hτ .
In de Sitter space, the solutions of (3.26) are known [SS76]
χdS~k (τ) =
√−piτ
2
e−
ipiν
2 H(2)ν (−kτ), (3.27)
where k2 = |~k|2, while H(2) stands for the Hankel function of second type. The param-
eter ν is defined as
ν =
√
9
4
−
(
m2
H2
+12ξ
)
, (3.28)
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where we assume that Re(ν) ≥ 0 and Im(ν) ≥ 0. The strategy for a more general
spacetime consists of considering an arbitrary scale factor a(τ) though consistent with
the hypotheses of Definition 2.2.3 and looking for solutions of (3.26) which can be
written as a Duhamel/perturbative series starting from (3.27). Although, each finite
order in the series is well-defined, the problem of the convergence of the perturbative
series remains. In [DMP09a, Th. 4.5] and, subsequently, in [DMP09b], it has been
proven uniform convergence whenever Re(ν) < 12 and V (τ)−VdS(τ) = O(τ−3) or
Re(ν)< 32 and V (τ)−VdS(τ) = O(τ−5). Here Vds(τ) is the potential in (3.26) setting
the metric to the de Sitter one.
Bearing in mind the above short digression on the explicit construction of the elements
ofS (M), we can investigate further the properties of the projection map Γc. We report
here the results proven in [DMP09b, Prop. 2.1 & Th. 2.1]:
Theorem 3.3.2. Let (M,gFRW ) be a 4-dimensional, simply connected Friedmann-
Robertson-Walker spacetime with flat spatial sections, fulfilling the hypotheses of Def-
inition 2.2.3. If ν is as in (3.28) consider
∆V (τ) .=V (τ)−VdS(τ) = a2(τ)
[
m2+(ξ − 1
6
)R(τ)
]
− 1
τ2
[
m2
H2
+12(ξ − 1
6
)
]
.
It turns that,
(i) if Re(ν)< 12 and ∆V (τ) = O(τ
−3) or,
(ii) if Re(ν)< 32 and ∆V (τ) = O(τ
−5),
then the real-linear map (3.24) Γc : E obs(M)→C∞(ℑ−) satisfies the following facts.
(a) Γc(S (M))⊆Sc(ℑ), whereSc(ℑ) is defined in (3.10) with ℑ identitified ℑ−.
(b) Γc preserves the symplectic forms:
σM(ϕ,ϕ ′) = σℑc(Γc(ϕ),Γc(ϕ
′)) ∀ϕ,ϕ ′ ∈ E obs(M) ,
where σM and σℑ are respectively the symplectic forms (3.3) and (3.12). In particular
Γc is injective since σM is weakly non-degenerate.
With an argument identical to the one exploited for asymptotically flat spacetimes one
proves the existence of the injective unital ∗-algebra homomorphism
ιc :A obs(M)→Ac(ℑ), (3.29)
completely specified by the action on the generators of both algebras:
ιc(φ( f )) = [Γc([ f ])] , ∀ f ∈C∞0 (M) .
Before concluding our analysis, we recall that the bulk spacetime (M,gFRW ) possesses
a large isometry group and to each of its elements it corresponds a ∗-automorphism of
A obs(M). At the same time, to every element of the SGℑ− group, one can associate
via Proposition 3.2.2 a ∗-automorphism of Ac(ℑ). Hence, in view of the Theorems
3.3.2 and (2.2.2) as well as of Proposition 2.2.5, it is natural to wonder whether these
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∗-automorphisms are intertwined. The following proposition summarizes the analysis
in [DMP09a] about this problem. In particular, the proof of (b) is identical to the one
of (b) Proposition 3.3.3.
Proposition 3.3.4. Consider a 4-dimensional, simply connected spacetime (M,gFRW )
with flat spatial sections fulfilling the hypotheses of Definition 2.2.3 and let ξ be a com-
plete Killing field, preserving ℑ− as per Proposition 2.2.5, generating a one-parameter
group of isometries {χξt }t∈R. Let ξ˜ be the unique extension of ξ to ℑ− as per Theorem
2.2.2 generating the one-parameter subgroup {χ˜ ξ˜t }t∈R ⊂ SGℑ− . Then the following
facts are true.
(a) Referring to the standard pull-back action of automorphisms (χ∗(h)
.
= h◦χ−1)
χ˜ ξ˜t∗ ◦Γc = Γc ◦χξt∗ ∀t ∈ R . (3.30)
(b) Referring to the unital ∗-algebra automorphism α
χξt
:A obs(M)→A obs(M) defined
in Proposition 3.1.6, the ∗-algebra automorphism α˜
χ˜ ξ˜t
: Ac(ℑ)→ Ac(ℑ) defined in
Proposition 3.2.2, and the unital ∗-algebra embedding ιc : A obs(M)→ Ac(ℑ) as in
(3.29), (3.30) extends to
ιc ◦αχξt = α˜χ˜ ξ˜t ◦ ιc, ∀t ∈ R . (3.31)
3.3.3 The case of Schwarzschild spacetime
In the last part of this chapter we focus on the specific case of a spherically symmetric
black hole, solution of the vacuum Einstein equations with vanishing cosmological
constant, namely the Schwarzschild spacetime and its Kruskal extension. This is an
asymptotically flat spacetime at future null infinity in the sense of Definition 2.2.1,
but, as one can infer readily from a close inspection of Figure 2.2.2, we cannot expect
that we can define a bulk-to-boundary correspondence only by considering future or
past null infinity. As a matter of fact, referring to the geometric structures introduced
in Section 2.2.2, the physical manifold, that we consider is M which is the union of
W , the static portion of Schwarzschild spacetime, Hev, the event horizon and B, the
black region. M is a globally hyperbolic spacetime and, as discussed in [SW83], it
can be conformally embedded in a larger globally hyperbolic spacetime M˜ of which
both ℑ± and H , the complete past horizon, are codimension 1 submanifolds – see
Figure 2.2.2. Hence, also in view of the support properties of the solutions of the
Klein-Gordon equation generated by smooth and compactly supported initial data, one
expects that a full-fledged bulk-to-boundary correspondence, with properties similar to
the one obtained in the first part of Section 3.3, can be set up only if one considers
at the same time ℑ− and H . Actually, some further subtleties are present because
the extended unphysical spacetime does not include future time infinity (i+ appears
just formally in the figures) whose nature is here much more complicated than the
one described in (b) Remark 2.2.1 due to the presence of the curvature singularity of
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Schwarzschild spacetime. For this reason this case has to be discussed separately – see
in particular [DMP11].
The starting point is the same as in an asymptotically flat spacetime, namely a real,
massless, conformally coupled scalar field ϕ : M → R whose dynamics is ruled by
P0 as in (3.14). The analysis of the classical theory in M and the construction of the
associated algebra of observables are identical to the asymptotically flat case. Hence
the building block is the real symplectic space
(
E obs0 (M ),σ0
)
, while σ0 is defined
in (3.3) with G replaced by G0, being the unique causal propagator associated to P0.
The algebra of observables is thus nothing butA obs0 (M ) defined as in Definition 3.1.2
starting from E obs0 (M )
.
=
C∞0 (M )
P0(C∞0 (M ))
≡S (M ).
The key differences appear at the level of definition of the symplectic space on the
boundaries ℑ− and H , which need to be fine-tuned to the case in hand. Hence these
spaces are rather different from (3.10). We call
S (ℑ−) .=
{
ψ ∈ C∞(ℑ−) ∣∣ ψ|Oi0 = 0 and ∃Cψ ,C′ψ ≥ 0 such that
|ψ(v,ω)| ≤ Cψ√
1+ |v| , |∂vψ(v,ω)| ≤
C′ψ
1+ |v| ,v ∈ R ,ω ∈ S
2
}
(3.32)
whereOi0 is a neighbourhood of spatial infinity i0 whereas v is the Eddington-Finkelstein
coordinate (2.3). In addition we define
S (H )
.
=
{
Ψ ∈C∞(H ) | ∃MΨ ≥ 1 and CΨ,C′Ψ ≥ 0 such that
|Ψ(U,ω)|< CΨ
ln(U)
, |∂UΨ(U,ω)|< C
′
Ψ
U ln(U)
if U > MΨ and ω ∈ S2
}
, (3.33)
where U is the global null coordinate in (2.4). BothS (ℑ−) andS (H ) are symplec-
tic spaces if endowed with the weakly-nondegenerate symplectic form (3.12), which,
to avoid possible disambiguation, will be indicated respectively with σℑ and σH .
Observe that in both cases, the decay rate along the null coordinate guarantees that
the integrand of (3.12) is an integrable function. As a next step, recalling the linear
structure of both S (ℑ−) and S (H ), we can construct their direct sum Sℑ−,H
.
=
S (ℑ−)⊕S (H ) which is naturally endowed with the weakly non-degenerate sym-
plectic form σℑ,H ≡ σℑ⊕σH defined as
σℑ−,H :Sℑ−,H ×Sℑ−,H → C
σℑ−,H ((ψ1,Ψ1),(ψ2,Ψ2)) = σℑ(ψ1,ψ2)+σH (Ψ1,Ψ2). (3.34)
Having identified a natural candidate for the space of kinematic configurations
at the boundary, one needs to address the question on how to construct a map from
E obs0 (M ) into it. Since we are dealing at the same time with ℑ
− andH , two injection
maps are needed. Starting from the former, we observe that, as already mentioned in
Section 2.2.2, we can realizeH as part of the Kruskal manifoldK , which is a globally
hyperbolic extension ofM , [Wa84]. Hence it is meaningful to define
ΓH : E obs0 (M ) 3 [ f ] 7−→ G˜0( f )
∣∣∣
H
∈C∞(H ) , (3.35)
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where G˜0 is the unique causal propagator for P0 on K which coincides with G0 on
C∞0 (M ) when restricting the functions in its image toM . Focusing on ℑ
−, the proce-
dure to construct the injection map is identical to the one used in the case of asymp-
totically flat spacetimes, Proposition 3.3.1 in particular. Without repeating the whole
discussion we limit ourselves to recalling (3.17) for the case in hand, where the role of
V is played by the manifold M˜ :
Γℑ− : E obs0 (M ) 3 [ f ] 7−→ GM˜ (Ω−3 f )
∣∣
ℑ− ∈C∞(ℑ−) , (3.36)
where G
M˜
is the causal propagator of the massless, conformally coupled Klein-Gordon
equation on M˜ . The maps (3.35) and (3.36) can be combined together and the follow-
ing proposition characterizes the main properties of the ensuing map. The proof can
be found in [DMP11] and it relies strongly on the work of Dafermos and Rodnianski
[DR09]:
Proposition 3.3.5. LetM denote the physical region of Schwarzschild spacetime and
let Γℑ−,H : E obs0 (M )→C∞(ℑ−)⊕C∞(H ) be
Γℑ−,H
.
= Γℑ− ⊕ΓH , (3.37)
where ΓH and Γℑ− are defined respectively in (3.35) and (3.36). Then, the following
facts hold.
(a) Γℑ−,H
(
E obs0 (M )
)⊆S (ℑ−)⊕S (H ).
(b) For every ϕ,ϕ ′ ∈ E obs0 (M ),
σ0(ϕ,ϕ ′) = σℑ−,H
(
Γℑ−,H (ϕ),Γℑ−,H (ϕ ′)
)
,
where the symplectic form σℑ−,H is defined in (3.3.3). As a consequence, since σ0 is
weakly non-degenerate, Γℑ−,H is injective.
Having established the existence of a symplectomorphism between the generators of
the bulk observables and a suitable boundary counterpart, we can extend this result
at the level of the full algebra of observables. As a preliminary step we observe that,
since we are considering both S (ℑ−) and S (H ), the full boundary unital ∗-algebra
of observables is
Aℑ,H
.
=A (ℑ−)⊗A (H ) , (3.38)
where A (H ) and A (ℑ−) are the unital ∗-algebras built respectively from (3.33) and
(3.32) according to Definition 3.2.1. Starting from (3.38) and from Proposition 3.3.5,
we can extend Γℑ−,H to an injective ∗-homomorphism
ιℑ−,H :A obs0 (M )→Aℑ,H , (3.39)
which is completely specified by the action on the generators, namely, if f ∈C∞0 (M ),
it holds ιℑ−,H (φ( f )) = [Γℑ−,H ([ f ])]. To conclude this section, we should study once
more the interplay between the bulk isometries and Γℑ−,H . Yet, the whole analysis,
both at H and ℑ− would be a slavish repetition of the one for asymptotically flat
spacetimes at future timelike infinity and hence we omit it. In particular this entails
that the natural generalization to this scenario of Proposition 3.3.3 holds true.
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Chapter 4
Boundary-Induced Hadamard
States
In the introduction to this work, we explained that the algebraic approach to quantum
field theory is a two-step procedure. The first consists of the assignment to a physi-
cal system of a suitable complex unital ∗-algebra of observables which encompasses
structural properties ranging from dynamics, to causality and locality. In the previous
chapter we have shown, not only how to construct concretely such algebra for a free
scalar field on a globally hyperbolic spacetime, but also how to embed it into a second
auxiliary algebra, defined in terms of a kinematic space of functions whose domain is
a null manifold representing the (conformal) boundary of the underlying spacetime.
The second step of the algebraic approach consists of assigning to the algebra of
observables a state, out of which it is possible to recover the canonical probabilistic
interpretation proper of quantum theories. Goal of this chapter is to focus in detail on
this specific aspect. We will emphasize that, while it is possible to construct a plethora
of states, the most part of it is not physically acceptable. Hence a selection criterion
is necessary and it goes under the name of Hadamard condition. Without entering
at this stage into the details of the definition and of the motivations leading to such
result, we stress that the explicit construction and identification of Hadamard states
has been a rather daunting task for many years. Our main goal will be to show that
the bulk-to-boundary correspondence for algebras, explained in the previous chapter,
translates naturally at a level of states, thus providing a concrete mechanism to con-
struct Hadamard states in a large class of interesting scenarios.
4.1 Algebraic States and the Hadamard Condition
In this section we review the basic definitions and properties of algebraic states and
we will discuss the Hadamard condition. This is a topic which has been thoroughly
analysed by many authors and we do not claim to try to even get close to providing an
omni-comprehensive review, rather we will focus on the more important aspects. If a
reader is interested in further details, we recommend especially [BDFY15, KM15].
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4.1.1 Algebraic states, GNS construction, and all that
Definition 4.1.1. Let A be a complex ∗-algebra with unit I. An (algebraic) state is a
C-linear map ω :A → C which is normalized and positive, i.e., respectively,
ω(I) = 1 , ω(a∗a)≥ 0 if a ∈A .
The relevance of that notion of state is all encoded in the celebrated GNS theorem,
which we state in the version valid for ∗-algebras instead of C∗-algebras [Ha92][BR96]
without giving a proof. An interested reader can find it in [KM15, Th. 1]. If D is
a subspace of a Hilbert space H , the symbol LH (D) denotes the linear space of
operators A :D →H which leaves D invariant: A(D)⊂D .
Theorem 4.1.1 (Gelfand-Naimark-Segal). Let A be a complex, unital ∗-algebra and
letω :A →C be a state thereon. Then there exists a quadruple of data (Hω ,Dω ,piω ,Ωω)
where Dω is a dense subspace of a complex Hilbert space Hω , while piω : A →
LHω (Dω) is a
∗-representation, that is, a linear map such that,
pi(I) = I|Dω , piω(a∗) = piω(a)∗|Dω , piω(ab) = piω(a)piω(b) for all a,b ∈A ,
where the symbol ∗ on the right-hand side denoting the adjoint with respect to Hω .
Furthermore Ωω ∈Dω is a unit-norm vector such that Dω = piω (A )Ωω and
ω(a) = 〈Ωω |piω(a)Ωω〉Hω for all a ∈A .
The GNS quadruple is unique up to unitary equivalences, that is, if there exists a second
quadruple (H ′ω ,D ′ω ,pi ′ω ,Ω′ω) satisfying the same properties as the first one, then there
exists also a unitary operator U :Hω →H ′ω such that
UΩω =Ω′ω , U(Dω) =D
′
ω , pi
′
ω(a) =Upiω(a)U
−1 for all a ∈A .
Notice that as D ′ is dense, we also have that Ωω is cyclic for piω , namely it holds
pi (A )Ωω =Hω . Furthermore, every operator piω(a) is closable, with closure piω(a)∗∗,
becasue piω(a)∗ has dense domain, it including Dω . In addition it is symmetric at least
if a = a∗.
In view of the uniqueness of the GNS quadruple up to unitary equivalences, we will
omit henceforth the subscript ω , unless there is a source of possible confusion. In be-
tween the many structural properties enjoyed by states, a notable one in relation to our
analysis is the interplay with the ∗-automorphism of the algebra, which is summarized
in the following proposition whose proof can be found in [KM15, Prop. 3]. A similar
statement holds for antilinear ∗-automorphism giving rise to antiunitary operators.
Proposition 4.1.1. Let A be a unital ∗-algebra and let ω be a state thereon with
associated GNS quadruple (Hω ,Dω ,piω ,Ωω).
For every ∗-automorphism α : A → A such that ω ◦α = ω , there exists a unique
unitary operator V (α) :H →H such that
V (α)(Dω) =Dω , V (α)Ωω =Ωω , V (α)piω(a)V (α)−1 = piω(α(a)) for all a ∈A .
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Remark 4.1.1. If a state ω is invariant under a one-parameter group {αt}t∈R of ∗-
automorphisms of A , according to Proposition 4.1.1, the group is implemented in the
GNS representation of ω by a one-parameter group of unitaries {Ut}t∈R inHω leaving
the cyclic vectorΩω invariant. If U is strongly continuous and its self-adjoint generator
H has non-negative spectrum, then ω is said to be a ground state with respect to α .
Another class of {αt}t∈R-invariant states are the so-called KMS-states [Ha92][BR96],
where the condition on the spectral properties of H is replaced by the so-called KMS
condition. They describe equilibrium thermal states with respect to the temporal evo-
lution {αt}t∈R at a given temeperature T (and possibly also at a non vanishing chemical
potential).
Having established the notion of state on a generic unital ∗-algebra, we focus our at-
tention on the specific case of A obs(M), the algebra of observables for a real, Klein-
Gordon field on a globally hyperbolic spacetime, constructed in Definition 3.1.2. From
Proposition 3.1.4, we know that every element of A obs(M) can be written
a = cI+
∞
∑
N=1
∞
∑
k1,...,kN=1
c(N)k1k2···kNφ( f
(N)
k1
)φ( f (N)k2 ) · · ·φ( f
(N)
kN
) (4.1)
for c(N)k1k2···kN ∈ C and f
(N)
k j
∈ C∞0 (M) depending on a (but not uniquely fixed by it),
such that only a finite number of them do not vanish. The field operator φ( f ) := [[ f ]],
f ∈ C∞0 (M) has been introduced in (3.8) as a double-quotient equivalence class. It
takes into account both the dynamics, encoded in the first quotient (3.2) referred to
the equation of motion, and the bosonic canonical commutation relations, encoded in
the second quotient (3.7). Since a state ω : A obs(M)→ C is C-linear, it is therefore
completely determined by the class of complex numbers
ω˜n([[ f1]], . . . , [[ fn]])
.
= ω(φ( f1) · · ·φ( fn)) , with n = 1,2, . . . and fk ∈C∞0 (M).
These ω˜n are also often referred to as n-point (correlation) functions. For all prac-
tical purposes, it is preferable not to start from the double classes [[ f ]] ∈A obs(M), but
directly from the functions in C∞0 (M), hence looking for n-point (correlation) func-
tions as multi-linear maps
ωn : C∞0 (M)×·· ·×C∞0 (M)︸ ︷︷ ︸
n
→ C, ωn( f1, . . . , fn) .= ω(φ( f1) · · ·φ( fn)). (4.2)
Observe that ωn is constructed to be compatible with the quotient generated by the
elements of the form Ph, h ∈C∞0 (M), i.e., ωn( f1, ..., fn) = 0 if one of its arguments has
the form fk = Ph, h ∈C∞0 (M). Similarly it agrees with commutation relations:
ωn( f1, . . . , fk, fk+1, . . . , fn) = ωn( f1, . . . , fk+1, fk, . . . , fn)
+ iG( fk, fk+1)ωn−2( f1, . . . , fk−1, fk+1, . . . , fn) , (4.3)
for n= 2,3, . . . and fk ∈C∞0 (M). It is easy to see that, taking this property into account,
the subclass of the completely symmetrized correlation functions is enough to fix the
remaining ones.
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An assignment of a class of C-multilinear maps ωn : C∞0 (M)×·· ·×C∞0 (M)→ C, for
n= 1,2, . . ., satisfying the two constraints above defines a state overA obs(M) up to the
positivity requirement. Let us focus our attention on a distinguished subclass of states
whose n-point functions are determined by ω2.
Definition 4.1.2. Let A obs(M) be the unital ∗-algebra as per Definition 3.1.2. A state
ω : A obs(M)→ C is called quasi-free/Gaussian if the associated n-point correlation
functions are such thatωn vanishes for n odd, whereas, if n> 0 is even and fk ∈C∞0 (M),
for all k = 1, ...,n,
ωn( f1, ..., fn) = ∑
partitions of {1, . . . ,n}
ω2( fi1 , fi2) · · ·ω2( fin−1 , fin) (4.4)
and the partitions refers to the class of all possible decomposition of set {1,2, . . . ,n}
into n/2 pairwise disjoint subsets of 2 elements {i1, i2}, {i3, i4}, . . ., {in−1, in} with
i2k−1 < i2k for k = 1,2, . . . ,n/2 and i2k−1 < i2k+1 for k = 1,2, . . . ,n/2−1.
From now on, we will focus only on quasi-free states. Therefore the first step consists
of understanding what are the constraints to be imposed on the two-point function in
order for it to identify a quasi-free state according to Definition 4.1.2. The following
proposition starts by assuming that a state on A obs(M) is given, thus deducing some
necessary conditions that the two-point function must obey:
Proposition 4.1.2. Let ω :A obs(M)→C be a state. Then the 2-point function ω2 is a
complex-valued bi-linear map on C∞0 (M) such that for all f , f
′ ∈C∞0 (M),
1. ω2(P f , f ′) = ω2( f ,P f ′) = 0 where P is the Klein-Gordon operator (3.1);
2. ω2( f , f ′)−ω2( f ′, f ) = iG( f , f ′) where the right hand side is defined in (3.3);
3. Im(ω2( f , f ′)) = 12 G( f , f
′)
4. Re(ω2( f , f ′)) = ω2,s( f , f ′)
.
= 12 (ω2( f , f
′)+ω2( f ′, f )),
5. 14 |G( f , f ′)|2 ≤ ω2( f , f )ω2( f ′, f ′).
Proof. The first and the second identities are particular cases of already discussed prop-
erties of ωn when n = 2. The third one arises form te GNS theorem observing that
φ(h)∗ = φ(h) and thus ω(φ( f )φ( f ′)) = 〈Ωω |piω(φ( f ))piω(φ( f ′))Ωω〉=
〈piω(φ( f ))piω(φ( f ′))Ωω |Ωω〉= 〈Ωω |piω(φ( f ′)∗)piω(φ( f )∗)Ωω〉= ω(φ( f ′)φ( f ))
and eventually applying 2. Property 4 is now a trivial consequece of 2 and 3. Only
the last property remains to be proven. By applying again the GNS theorem to ω , it
descends, that
|ω2( f , f ′)|2 = |〈Ωω |piω(φ( f ))piω(φ( f ′))Ωω〉|2 ≤
≤ ‖piω(φ( f ))Ωω‖2Hω ‖piω(φ( f ′))Ωω‖2Hω
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where we used the Cauchy-Schwarz inequality. Since ω2(h,h) = ‖piω(φ(h))Ωω‖2Hω
we conclude that
1
4
∣∣G( f , f ′)∣∣2 = [ Im(ω2( f , f ′))]2 ≤ |ω2( f , f ′)|2 ≤ ω2( f , f )ω2( f ′, f ′) ,
which entails item 5.
Having established which properties are enjoyed by the two-point function of a given
state, we can ask ourselves how we can characterize and construct quasi-free states.
The crucial observation is that, given a state ω , the GNS construction permits to con-
struct a preferred closed subspaceH (1)ω ⊂Hω as
H
(1)
ω := SpanC{piω(φ( f ))Ωω | f ∈C∞0 (M)}
where the bar denotes the closure. From Proposition 4.1.2, the GNS scalar product
restricted toH (1)ω satisfies,
〈piω(φ( f ))|piω(φ( f ′))〉Hω = ω2,s( f , f ′)+
i
2
G( f , f ′) f , f ′ ∈C∞0 (M) ,
this relation being completely fixed it by Hermitian linearity. If ω is quasifree, it turns
out that H (1)ω is enough to re-costruct Hω as it is nothing but the symmetrized Fock
space with one-particle Hilbert space H (1)ω and vacuum Ωω . Hence, as it can be
grasped from the identity above, only the symmetric part of ω2 really matters in the
construction of the GNS representation of the quasifree state ω . Such symmetric com-
ponent is a real scalar product on the real symplectic vector space E obs(M) of classes
[ f ], the symplectic form σM being instead defined by G as discussed in Proposition
3.1.3: σ([ f ], [ f ′]) = G( f , f ′). It seem plausible that real scalar products on E obs(M)
define Gaussian states onA obs(M). The following abstract proposition is a key step in
this direction. Its proof can be found in [Ka78, Prop. 3.1].
Proposition 4.1.3. Let (S ,σ) be a real symplectic space, whose symplectic form is
weakly non-degenerate. Then the following holds true:
1. If µ :S ×S → R is a real scalar product onS such that
1
4
|σ(x,x′)|2 ≤ µ(x,x)µ(x′,x′), ∀x,x′ ∈S , (4.5)
then there exists a so-called one-particle structure (K,H ), whereH is a com-
plex Hilbert space with scalar product 〈·|·〉, while K :S →H is such that
(a) K is a R-linear map such that K(S )+ iK(S ) is dense inH ,
(b) 〈Kx|Kx′〉= µ(x,x′)+ i2σ(x,x′), for all x,x′ ∈S ;
2. if (K′,H ′) is a second pair satisfying conditions a. and b., then there exists an
isometric, surjective C-linear operator V :H →H ′ such that V K = K′.
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This proposition is at the heart of the following result on the characterization of quasi-
free states for the algebra of observables of a real Klein-Gordon field. It appears in
various but equivalent forms in the literature, see Proposition B1 in [DMP11] and ref-
erences therein, [KW91] especially.
Proposition 4.1.4. Let A obs(M) be the algebra of observables as in Definition 3.1.2
and let E obs(M) be the real vector space equipped with the symplectic form σM deter-
mined by G as in Definition 3.1.3.
If µ : E obs(M)× E obs(M)→ R is a real scalar product satisfying (4.5) with respect
to σM , then there exists a (unique) quasi-free state ω : A obs(M)→ C such that its
two-point function reads
ω2( f , f ′) = µ([ f ], [ f ′])+
i
2
σ([ f ], [ f ′]), ∀ f , f ′ ∈C∞0 (M) .
Moreover, up to unitary equivalence, the associated GNS quadruple (Hω ,Dω ,piω ,Ωω)
is such that
1. Hω is the Bosonic (symmetrized) Fock space whose one-particle Hilbert space
isH (1)ω =H as per Proposition 4.1.3 with σM in place of σ ,
2. Ωω is the vacuum of the Fock spaceHω ,
3. Dω coincides with the dense subspace of the finite complex linear combinations
of Ωω and of the vectors of the form a†(K[ f1])...a†(K[ fn])Ωω for n ∈ N and
for fk ∈ C∞0 (M), k = 1, ...,n, where a†(K[ fk]) is the standard creation opera-
tor1 associated to fk and K : E obs(M)→H (1)ω is the R-linear map defined in
Proposition 4.1.3 with E obs(M) in place ofS ,
4. the representation pi is completely determined by the creation (a†) and by the
annihilation (a) operators via the identity piω(φ( f )) = a(K[ f ])+a†(K[ f ]).
5. The state ω is regular, that is the field operator piω(φ( f )) is essentially self-
adjoint on Dω for every f ∈C∞0 (M).
Remark 4.1.2.
(1) Taking Remark 3.1.1 into account, everything we found can be automatically trans-
lated if we replace the algebra of observables A obs(M) with A (ℑ) constructed in
Definition 3.2.1. Also in this case we will keep the terminology of quasi-free/Gaussian
state. The motivation for using this name might appear obscure and it is better un-
derstood in the context of Weyl C∗-algebras (see [BR79, BR96]). We only say that in
Minkowski spacetime the Poincare´ invariant state of a free field theory is Gaussian.
(2) Consider a quasifree state ω which, respectively, is a ground state/KMS state refer-
ring to a one-parameter group of ∗-automorphisms {αt}t∈R (see Remark 4.1.1) repre-
senting a group of isometries of M as in Proposition 3.1.6. In this case, the one-particle
space H (1)ω is invariant under the unitary group {e−itH}t∈R implementing {αt}t∈R as
1For the definition and for the analysis of the properties of creation and annihilation on Fock spaces,
refer to [BR79, BR96].
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in Remark 4.1.1. An important result due to Kay and used in [KW91] establishes that
such ω is unique if the restriction H|
H
(1)
ω
has no zero eigenvalues.
(3) If the two-point function ω2 viewed as a linear map ω2 : C∞0 (M) → D ′(M) is
sequentially continuous in the natural topologies, it defines an one-to-one associated
Schwartz kernel ω2 ∈D ′(M×M) such that
ω2( f , f ′) =
∫
M×M
ω2(x,x′) f (x) f ′(x)dµg(x)dµg(x′) ∀ f , f ′ ∈C∞0 (M) ,
in distributional sense in view of Schwartz kernel theorem [Fr75, Ho¨89].
4.1.2 Hadamard States
As one can infer from the definition itself, algebraic states play a key role in the analysis
of the physical properties of a given quantum system. Yet, even in the simple case of a
real, massive scalar field, it is not hard to imagine that there are infinite possible choices
for states ω on A obs(M). A rather natural criterion for restricting the possibilities is to
look for those ω which are compatible with the underlying background symmetries, in
the sense that every isometry induces a ∗-automorphism of A obs(M) fulfilling the hy-
potheses of Proposition 4.1.1. For globally hyperbolic spacetimes which are maximally
symmetric, under mild hypotheses [AJ86] this condition leads to uniqueness result for
quasifree states. In Minkowski spacetime, for instance, we end up with the Poincare´
vacuum [Ha92], while in de Sitter spacetime, we select the so-called Bunch-Davies
state [BD78]. Dropping maximal symmetry of the spacetime uniqueness may fail to be
true. However, further uniqueness results exists for invariant ground and KMS states
at given temperature when referring to Killing symmetries (typically time evolutions)
with positive self-adjoint generators when unitarily implemented in the GNS Hilbert
space ((2) Remark 4.1.2). In the absence of global symmetries of the spacetime, no
preferred choice of a quantum state seems to exist. It is, therefore, natural to wonder
whether it is possible to establish a further selection criterion to decide whether a given
state is physically reasonable. This question has been thoroughly investigated and de-
bated in the past decades leading to a general consensus in formulating the so-called
Hadamard condition. In the case in hand the rationale behind it is the following: A
minimal requirement for a state on A obs(M) to be physically acceptable is 1), to yield
finite quantum fluctuations of all observables, 2) to have the same ultraviolet behaviour
of the Poincare´ vacuum, 3) to allow for a covariant construction of an algebra of Wick
polynomials. This last point in particular is vital to allow for discussing a time-ordered
product, hence accounting for interactions with a perturbative scheme. A discussion on
the role of Hadamard states in the construction of Wick polynomials will enter Chapter
5, whereas a thorough analysis can be found in [KM15, Sec. 3.1] or in [HW02, HW01].
In the remaining part of this subsection we shall discuss the mathematical formula-
tion of the Hadamard condition. Besides having in mind A obs(M), we will restrict our
attention to quasi-free states as per Definition 4.1.2. This choice is only due to a matter
of convenience, although this assumption is not necessary for all results that we will be
reporting. A proof of this assertion has been given in [Sa09].
Let us recall that we are considering a four-dimensional globally hyperbolic space-
time (M,g) and a real scalar field thereon obeying (3.1). Let O ⊂M be a geodesically
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convex open neighbourhood [BEE96, ON83]. We define the integral kernel of the so-
called Hadamard parametrix H ∈D ′(O×O), a bidistribution, local approximate so-
lution of the Klein-Gordon equation which encodes the same short-distance behaviour
of the Poincare´ vacuum:
H(x,y) = lim
ε→0+
U(x,y)
σε(x,y)
+V (x,y) ln
σε(x,y)
λ 2
, (4.6)
where the limit has to be interpreted in a distributional sense and where
1. σε(x,y)
.
= σ(x,y)+2iε(T (x)−T (y))+ε2. Here ε > 0 is a regularizing parame-
ter, σ(x,y) is the halved, squared geodesic distance between x and y (well defined
in geodesically convex sets), while T :O→R is a local time function, increasing
towards the future,
2. λ is an arbitrary scale length, which makes the argument of the logarithm dimen-
sionless,
3. U and V are smooth scalar functions on O ×O , which depend only on the ge-
ometry of the background and on (3.1). They can be determined by imposing
that, up to smooth terms, H solves in both entries the equation of motion. It
turns out that U(x,y) is the square root of the Van-Vleck-Morette determinant –
see [Mo99], while V (x,y) can be expressed as a series in powers of σ , that is
V (x,y) =
∞
∑
n=0
vn(x,y)σn(x,y). The unknowns vn ∈C∞(O×O) are the so-called
Hadamard coefficients which can be determined recursively from the equation
of motion by imposing consistency with the Poincare´ vacuum in the ultraviolet
regime as initial condition [Mo03]. Observe that the convergence of the series
is asymptotic, unless a suitable set of cut-off functions is introduced, so to ob-
tain pointwise convergence [HW01]. Different choices of these cut-off functions
change H by adding a smooth term which does not affect the rest of the discus-
sion.
Remark 4.1.3. While the notion and existence of a Hadamard parametrix does not de-
pend on the dimension of the underlying background, its form (4.6) instead is critically
based on dimM being 4. In [Mo03] a reader can find how (4.6) changes by varying the
dimension of M.
The following is a local characterization of Hadamard states (a global one appear in
[KW91] but it is equivalent to the local one as established by Radzikowski in the papers
we quote below).
Definition 4.1.3. Let ω : A obs(M)→ C be a quasi-free state as in Definition 4.1.2
whose associated two-point function as in (4.2) descends from a bi-distribution, that
is ω2 ∈ D ′(M ×M) with associated integral kernel ω2(x,y). We say that ω is of
Hadamard form if, in every geodesically convex neighbourhoodO ,ω2(x,y)−H(x,y)∈
C∞(O×O) where H(x,y) is the Hadamard parametrix (4.6).
It is not difficult to imagine that it is very hard to use Definition 4.1.3 to verify in
concrete cases whether a given state is of Hadamard form, unless one considers special
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backgrounds for which it is necessary to check the form of the integral kernel of the
two-point function in a small number of geodesic neighbourhoods. Notable instances
are de Sitter and Minkowski spacetime. It is thus necessary to find an alternative and
possibly more efficient way to characterize Hadamard states.
The microlocal definition of Hadamard states
The question just raised has been open for many years and it has been solved in the
seminal papers of Radzikowski [Ra96a, Ra96b]. The key point lies in the observation
that, if the two-point function of a Hadamard state is a bidistribution, the most conve-
nient way to describe its singular structure is to use the techniques proper of microlocal
analysis and the associated notion of wavefront set. We will review succinctly the main
definitions and properties lying at the heart of this concept. Notation and conventions
will follow those used in the textbook [Ho¨89] or in [KM15, Sec. 3.3].
LetD(M) .=C∞0 (M,C) be the set of complex-vaued smooth and compactly-supported
functions on a spacetime (M,g), which we may assume to be globally-hyperbolic only
for consistency with the assumptions in this book.
If M .=U is an open set of Rn, independently from g, D ′(U) is the space of dis-
tributions over U , i.e., C-linear maps u : D(U)→ C such that u( fn)→ 0 if D(U) 3
fn→ 0 uniformly together with the series of every fixed order of derivatives and there
is a compact set K ⊂U including all supports of the functions fn.
Coming back to the general case, with D ′(M) we indicate the space of C-linear
functionals u :D(M)→C such that, for every coordinate patch (U,ψ) over M there is
distribution uψ ∈ D ′(U) such that2 u( f ) = uψ(|detgψ |1/2 · f ◦ψ−1) if f ∈ D(M) and
supp( f )⊂U . These functionals u are named distributions on (M,g).
An open neighbourhood V of k0 ∈ Rm is called conic if k ∈ V implies λk ∈ V for
all λ > 0.
Definition 4.1.4. Let u ∈ D ′(U), U being an open subset of Rm. A point (x0,k0) ∈
U × (Rm \ {0}) is called regular directed if there exists f ∈ D(U) .= D(Rm)|U with
f (x0) 6= 0 such that, for every n ∈ N, there exists a constant Cn ≥ 0 such that
| f̂ u(k)| ≤Cn(1+ |k|)−n
for all k in an open conic neighbourhood of k0. The wavefront set WF(u), of u ∈
D ′(U) is the complement in U × (Rm \{0}) of the set of all regular directed points of
u.
We observe that, in the preceding definition, one should interpret U × (Rm \ {0}) as
T ∗U \{0}. Let Γ ⊂ T ∗U \{0} be a cone, that is, if (x,k) ∈ Γ, then (x,λk) ∈ Γ for all
λ > 0. If Γ is closed in the topology of T ∗U \0, we call
D ′Γ
def
= {u ∈D ′(U) |WF(u)⊂ Γ} .
Following [Ho¨89],
2detgψ is the determinant of the metric in coordinates ψ so that |detgψ |1/2dx1 . . .dxn is the standard
measure on (M,g) written in local coordinates ψ over U .
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Definition 4.1.5. If u j ∈ D ′Γ(U) is a sequence and u ∈ D ′Γ(U), we write u j → u in
D ′Γ(U) if
1. u j→ u weakly in D ′(U) as j→+∞,
2. sup j supV |ξ |N |φ̂u j(p)| < ∞, N = 1,2, . . ., if φ ∈ D(U) and V ⊂ T ∗U is any
closed cone, whose projection on U is supp(φ), such that Γ∩V = /0.
In this case, we say that u j converges to u in the Ho¨rmander pseudotopology.
Test functions are dense even with respect to this notion of convergence [Ho¨89].
Proposition 4.1.5. If u ∈D ′Γ(U), there exists a sequence u j ∈D(U) such that u j→ u
in D ′Γ(U).
A notion related to that of wavefront set is the following: We call x∈U a regular point
of a distribution u ∈D ′(U) if there exists an open neighborhood O⊂U of x such that
〈u, f 〉= 〈hu, f 〉 for some hu ∈D(U) and every f ∈D(U) supported in O. The closure
of the complement of the set of regular points is called the singular support of u.
Theorem 4.1.2. Let u ∈D ′(U), where U ⊂ Rm is open and non-empty. The following
statements hold true:
1. u ∈C∞(U) if and only if WF(u) = /0. More precisely, the singular support of u is
the projection of WF(u) on Rm.
2. If P is a partial differential operator on U with smooth coefficients:
WF(Pu)⊆WF(u) .
3. Let O⊂Rm be an open set and let χ : O→U be a diffeomorphism. The pull-back
χ∗u ∈D ′(O) of u defined by χ∗u( f ) = u(χ∗ f ) for all f ∈D(O) fulfils
WF(χ∗u) = χ∗WF(u) def=
{
(χ−1(x),χ∗k) | (x,k) ∈WF(u)} ,
where χ∗k denotes the pull-back of χ in the sense of cotangent vectors.
4. Let O⊂ Rn be an open set and v ∈D ′(O), then WF(u⊗ v) is included in
(WF(u)×WF(v))∪ ((suppu×{0})×WF(v))∪ (WF(u)× (suppv×{0})) .
5. Let O⊂ Rn, K ∈D ′(U×O) and f ∈D(O), then
WF(K f )⊂ {(x, p) ∈ TU \0 | (x,y, p,0) ∈WF(K) for some y ∈ supp( f )} ,
whereK :D(O) 7→D ′(U) is the continuous linear map associated to K in view
of Schwartz kernel theorem.
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From the third property we infer that the wavefront set transforms covariantly under
diffeomorphisms as a subset of T ∗U , with U an open subset of Rm. Therefore the
definition of WF can be extended to distributions on a generic manifold M simply by
glueing together wavefront sets in different coordinate patches of M with the help of a
partition of unity. As a result, for u ∈ D ′(M), WF(u) ⊂ T ∗M \ {0}. Also the notion
of convergence in the Ho¨rmander pseudotopology as well as the statements of theorem
4.1.2 extend to this more general scenario.
To conclude this very short survey, we report on a few remarkable results concern-
ing (a) the theorem of propagation of singularities, (b) the product of distributions,
(c) composition of kernels. These all play a key role in our construction of Hadamard
states.
Remark 4.1.4.
(1) If M is a manifold and P is thereon a differential operator of order m≥ 1 which
reads in local coordinates P = ∑|α|≤m aα(x)∂α (it is assumed that aα 6= 0 for some
α with |α| = m), where a is a multi-index [Ho¨89], and aα are smooth coefficients,
then the polynomial σP(x,k) = ∑|α|=m aα(x)(ik)α is called the principal symbol of
P. It is possible to prove that (x,ξ ) 7→ σP(x,k) determines a well defined function on
T ∗M which, in general is complex valued. The characteristic set of P, indicated by
char(P) ⊂ T ∗M \ {0}, denotes the set of zeros of σP made of non-vanishing covec-
tors. The principal symbol σP can be used as a Hamiltonian function on T ∗M and the
maximal solutions of Hamilton equations define the local flow of σP on T ∗M.
(2) The principal symbol of the Klein-Gordon operator is −gµν(x)kµkν . If M is a
Lorentzian manifold and P is a normally hyperbolic operator, namely its principal
symbol is the same as the one of tje Klein-Gordon operator, then the integral curves
of the local flow of σP are nothing but the lift to T ∗M of the geodesics of the metric
g parametrized by an affine parameter. Finally, we call char(P) = {(x,k) ∈ T ∗M \
{0} |gµν(x)kµkν = 0}
Theorem 4.1.3. Let P be a differential operator on a manifold M whose principal
symbol is real valued. If u, f ∈ D ′(M) are such that Pu = f then the following facts
hold true:
1. WF(u)⊂ char(P)∪WF( f ),
2. WF(u)\WF( f ) is invariant under the local flow of σP on T ∗M \WF( f ).
Let us conclude with the celebrated Ho¨rmander sufficient criterion to define the
product of distributions, see [Ho¨89, Th. 8.2.10]. In the following, if Γ1,Γ2⊂ T ∗M\{0}
are closed cones,
Γ1+Γ2
def
= {(x,k1+ k2)⊂ T ∗M | (x,k1) ∈ Γ1, (x,k2) ∈ Γ2 for some x ∈M} .
Theorem 4.1.4 (Product of distributions). Consider a pair of closed cones Γ1,Γ2 ⊂
T ∗M \{0}. If
Γ1+Γ2 63 (x,0) for all x ∈M,
then there exists a unique bilinear map, the product of u1 and u2,
D ′Γ1 ×D ′Γ2 3 (u1,u2) 7→ u1u2 ∈D ′(M),
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such that
1. it reduces to the standard pointwise product if u1,u2 ∈D(M),
2. it is jointly sequentially continuous in the Ho¨rmander pseudotopology: If u(n)j →
u j in DΓ j(M) for j = 1,2 then u
(n)
1 u
(n)
2 → u1u2 in DΓ(M), where Γ is a closed
cone in T ∗M \{0} defined as Γ def= Γ1∪Γ2∪ (Γ1⊕Γ2).
In particular the following bound always holds if the above product is defined:
WF(u1u2)⊂ Γ1∪Γ2∪ (Γ1+Γ2) . (4.7)
We present just one last theorem concerning the composition of distributional ker-
nels which is analogous to [Ho¨89, Th. 8.2.14]. Let X ,Y be generic smooth manifolds.
If K ∈D ′(X×Y ), the continuous map associated to K by the Schwartz kernel theorem
will be denoted byK :D(Y )→D ′(X). We call
WF(K)X
def
= {(x,k) | (x,y,k,0) ∈WF(K) for some y ∈ Y} ,
WF(K)Y
def
= {(y,k′) | (x,y,0,k′) ∈WF(K) for some x ∈ X} ,
WF ′(K) def= {(x,y,k,k′) | (x,y,k,−k′) ∈WF(K)} ,
WF ′(K)Y
def
= {(y,k′) | (x,y,0,−k′) ∈WF(K) for some x ∈ X} .
Theorem 4.1.5. Consider three smooth manifolds X ,Y,Z and let K1 ∈ D ′(X ×Y ),
K2 ∈D ′(Y ×Z). If WF ′(K1)Y ∩WF(K2)Y = /0 and the projection
suppK2 3 (y,z) 7→ z ∈ Z
is proper, then the composition K1 ◦K2 is well defined, giving rise to K ∈ D ′(X ,Z),
and it reduces to the standard one when the kernel are smooth. It holds also (the symbol
◦ denoting the composition of relations)
WF ′(K)⊂WF ′(K1)◦WF ′(K2)∪ (WF(K1)X ×Z×{0})
∪ (X×{0}×WF ′(K2)Z) . (4.8)
For our purposes, the above excursus on the notion and on the properties of the
wavefront set of a distribution is both necessary and useful in order to report the most
important result proven in [Ra96a, Ra96b] which complements the local definition of
Hadamard states with a global one:
Theorem 4.1.6. Let ω : A obs(M)→ C be a quasi-free state for the algebra of ob-
servables of a real, Klein-Gordon field on a four-dimensional globally hyperbolic
spacetime (M,g), whose associated two-point function identifies a distribution ω2 ∈
D ′(M×M) ((3) Remark 4.1.2). The following statements are equivalent:
1. ω is of Hadamard form in the sense of Definition 4.1.3,
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2. the wavefront set of ω2 is the following:
WF(ω2) =
{
(x,y;kx,ky) ∈ T ∗(M×M)\{0} | (x,kx)∼ (y,−ky),kx .0
}
, (4.9)
where {0} indicates the zero-section. The symbol (x,kx) ∼ (y,ky) stands for the
existence of a null geodesic connecting x and y with cotangent vectors respec-
tively kx and ky, whereas kx .0 means that kx 6= 0 is future-directed.
We observe that we asked for (M,g) to be four-dimensional. This is only due to
the fact that we want to make a connection with (4.6) which is valid for dimM =
4. Theorem 4.1.6 can be adapted to any value of dimM ≥ 2 provided that a suitable
counterpart of (4.6) is used.
From the general properties of the wave-front set and of the state on A obs(M),
it turns out that two Hadamard states must thus differ only by a smooth term, hence
yielding a global counterpart of Definition 4.1.3. In addition, although at first sight
it might look otherwise, it is much easier to verify (4.9) in concrete cases rather then
using (4.6).
The first question, which can be asked in view of Definition 4.1.3 and of Theorem
4.1.6 is whether one can guarantee that Hadamard states do exist. A positive answer to
this question relies on a deformation argument and it was first presented in [FNW81].
This result is unfortunately of limited applicability since it does not offer a concrete
mean to construct Hadamard states, nor it guarantees invariance under the action of
the background isometries. For many years one of the main difficulties in using the
Hadamard condition was indeed the lack of explicit examples, barring the well-known
Poincare´ vacuum and Bunch-Davies state. In the past twenty years several studies have
been made to bypass this hurdle, especially when the background metric possessed a
large isometry group which allows for a construction of quasi-free states via a mode
expansion. Limiting ourselves to a real, Klein-Gordon field a few and non exhaustive
list of results of this line of investigation are the following:
• If (M,g) is a static spacetime with dimM ≥ 2, then the ground as well as the
KMS states constructed with respect to the underlying timelike Killing field is of
Hadamard form, as proven in [SV00],
• A further interesting class of Hadamard states in general Friedmann-Robertson-
Walker are the states of low energy constructed in [Ol07]. These states minimise
the energy density integrated in time with a compactly supported weight func-
tion. This construction has been generalised to encompass almost equilibrium
states in [Ku08] and expanding spacetimes with less symmetry in [TB13]. Note-
worthy in this context is the thorough analysis of the mode expansion presented
in [Av14].
• Still in the context of cosmological spacetimes, another interesting construction
of Hadamard states is due to Brum and Fredenhagen [BF13], a work which modi-
fies the so-called SJ states [AAS12] to make them compatible with the Hadamard
criterion [FV12, FV13].
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In the following sections we will be discussing a different constructive criterion to
identify quasi-free Hadamard states, which relies on the possibility to find an injec-
tive map from the algebra of observables for a real, Klein-Gordon field into a suitable
counterpart living on a codimension 1 null submanifold. This method was further ex-
tended in [GW16] where, by solving a suitable characteristic initial value problem, it
was shown that the injection mentioned above is actually a bijection once the bulk and
the boundary symplectic spaces are chosen carefully. As a by-product of this choice, it
descends that the state, that we will be constructing, is pure. An alternative analysis for
the case of asymptotically Minkowski spacetimes can be found in [VW15]. Therein
the construction of Hadamard states from data on a characteristic hypersurfaces in the
asymptotically de Sitter scenario is also discussed.
In the context of cosmological spacetimes, the mode expansion methods mentioned
above were used by Parker [Pa69] to introduce the so called adiabatic states. Such
approach has been adapted by Junker [Ju96] and by Junker and Schroe [JS02] in order
to have a state of Hadamard form. Similar ideas have been successively developed in
[GW14, GOW16], see also [Va16].
4.1.3 Natural Gaussian states for the boundary algebra
Up to now we have established a criterion to select Gaussian states of physical rele-
vance for a real, scalar field theory on a globally hyperbolic spacetime. Our next goal
is to provide a concrete mean to construct some of these states in the models consid-
ered in Chapter 3. The underlying idea is based on the following rather straightforward
definition
Definition 4.1.6. Let A and A ′ be two unital ∗-algebras and let ι : A → A ′ be an
injective ∗-homomorphism. For any algebraic state ω : A ′→ C we call induced (or
pulled-back) state the linear map ι∗ω :A → C such that, for all a ∈A
(ι∗ω)(a) .= ω(ι(a)).
Remark 4.1.5. The definition itself entails that positivity and the normalization of ι∗ω
are traded directly from those of ω .
From our point of view, Definition 4.1.6 is particularly interesting since we have
already established the existence of an injective ∗-isomorphism between suitable alge-
bras of observables, either A obs(M) or A obs0 (M) and a counterpart defined at future
or past null infinity, respectively Ac(ℑ) and A (ℑ). Our main idea is to start from the
latter case trying to identify a distinguished state on both Ac(ℑ) and A (ℑ) by exploit-
ing the huge symmetry group of these algebras. Subsequently we will investigate the
properties of the pulled-back state built according to Definition 4.1.6, in particular the
Hadamard condition and the invariance under the action of the bulk isometries. As in
the preceding chapter, the case when the background is Schwarzschild spacetime will
be treated separately.
To start with, our first goal is the identification of a quasi-free state in the sense of
Definition 4.1.2 for both A (ℑ) and for Ac(ℑ). These are characterized in Definition
3.2.1 as soon as one identifies ℑ+ and ℑ− to ℑ .=R×S2, by fixing a Bondi coordinate
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frame (u,s)∈R×S2 – where u is an affine parameter along the null geodesics forming
ℑ+ and ℑ− respectively. As discussed in Remark 3.2.1, different choices of physically
admissible Bondi frames lead to isomorphic ∗-algebras A (ℑ) and Ac(ℑ) respectively.
The states we go to define enjoy the same invariance property as we shall see shortly,
so the construction is not affected by arbitrariness. We start from a preliminary result:
Proposition 4.1.6. Referring to the real symplectic spaces (S (ℑ),σ) and (Sc(ℑ),σc)
as in Proposition 3.2.1 the following facts hold:
(a) The map µℑ :S (ℑ)×S (ℑ)→ R
µℑ(ψ,ψ ′)
.
= Re
 ∫
R+×S2
2kψ̂(k,s) ψ̂ ′(k,s)dk dµS2(s)
 ∀ψ,ψ ′ ∈S (ℑ) , (4.10)
is a real scalar product onS (ℑ), where the symbol̂ identifies the Fourier-Plancherel
transform (3.9) along u. Here s is a short cut to indicate the angular coordinates on
S2, i.e. s = (θ ,ϕ).
(b) The same result holds true replacing S (ℑ) with Sc(ℑ) and defining a real scalar
product µℑc.
Proof. To prove that µ is well-defined it suffices to observe that the integrand in (4.10)
is integrable in view of (3.10) and (3.32). In addition µ is bilinear and symmetric.
µℑ(ψ,ψ)≥ 0 by construction and µℑ(ψ,ψ)= 0 implies ψ̂(k,s)= 0 almost everywhere
if k ≥ 0. However, exploting the fact that, since ψ is real, ψ̂(−k,s) = ψ̂(k,s), we also
have that ψ̂(k,s) = 0 almost everywhere so that ψ = 0.
The next step consists of adapting Proposition 4.1.3 to the case in hand.
Proposition 4.1.7. Let Hℑ = L2(R+× S2,2kdk dµS2) and let Kℑ : S (ℑ)→Hℑ be
the R-linear map
Kℑ :S (ℑ) 3 ψ 7→ ψ̂|R+×S2 ∈Hℑ .
Then
1. Kℑ(S (ℑ)) =Hℑ,
2. for every ψ,ψ ′ ∈S (ℑ),
σℑ(ψ,ψ ′) = 2Im
[〈
Kℑψ|Kℑψ ′
〉
Hℑ
]
, (4.11)
where σℑ is the symplectic form (3.12), while 〈·|·〉Hℑ is the inner product ofHℑ.
The analogous result holds true if one replacesS (ℑ) withSc(ℑ), definingHℑc
.
=Hℑ
and indicating by Kℑc the map corresponding to Kℑ.
The proof of this proposition has been given in [DMP09b, Prop. 2.2] for the case of
Sc(ℑ) while the one forS (ℑ) can be found in [DMP06].
Remark 4.1.6. µ and σℑ satisfy (4.5) as trivial consequence of Cauchy-Schwartz in-
equality for 〈·|·〉Hℑ . Similarly 1. above implies a. in 1. of Proposition 4.1.3
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The last step consists of observing that the construction of a quasi-free state as
discussed in Proposition 4.1.4 and following Definition 4.1.2 can be used also in this
scenario as suggested in (1) Remark 4.1.2. This justifies the following definition:
Definition 4.1.7. Let A (ℑ) be the algebra built out of S (ℑ) as per Definition 3.2.1.
Then we call ωℑ :A (ℑ)→C the quasi-free state whose associated two-point function
reads:
ω2,ℑ(ψ,ψ ′) = µℑ(ψ,ψ ′)+
i
2
σℑ(ψ,ψ ′), ∀ψ,ψ ′ ∈S (ℑ) (4.12)
where µℑ is the inner product (4.10) while σℑ is the symplectic form (3.3). The anal-
ogous definition applies replacing A (ℑ) with Ac(ℑ), the algebra constructed out of
Sc(ℑ) and obtaining the quasifree state ωℑc .
A direct calculation using (4.12) and the explicit expressions (4.10) and (3.3) shows
the following notable consequence:
Lemma 4.1.1. Let ωℑ be the quasi-free state of A (ℑ) as per Definition 4.1.7. The
associated two-point function ω2,ℑ identifies an element of D ′(ℑ×ℑ) whose integral
kernel reads:
ω2,ℑ(x,x′) = lim
ε→0+
δ (s,s′)
(u−u′− iε)2 , (4.13)
where x = (u,s), x′ = (u′,s′), δ (s,s′) is the standard Dirac delta on the unit-radius
sphere S2 referred to the standard rotational-invariant measure (with total area 4pi)
thereon, and the limit has to be interpreted in a distributional sense.
An important question which remains to be answered is why one should select as state
at the boundary the one of Definition 4.1.7. The reason lies in the following uniqueness
results. Since they are strongly tied to the boundary symmetry group which is differ-
ent when one considers asymptotically flat spacetimes, hence A (ℑ), or cosmological
spacetimes, hence Ac(ℑ), two separate statements are necessary. The proof of next
theorem can be found in [Mo06, Th.1.1,Th.3.1] and [Mo08, Th.3.2], while that of the
subsequent statement appears in [DMP09a, Prop. 4.1,Th.4.1],
Theorem 4.1.7. The quasifree state ωℑ : A (ℑ)→ C in Definition 4.1.7 enjoys the
following properties.
(a) ωℑ is invariant under the representation α of GBMS, which is built out of the∗-automorphisms as in Proposition 3.2.2. In particular, α is unitarily implementable
in the GNS representation of ωℑ.
(b) If {αt}t∈R represents the one-parameter subgroup of GBMS generated by ∂u,
for an arbitrary choice of a Bondi frame on ℑ+ (also different to that used to initially
identify ℑ+ to ℑ .= R×S2), the unitary group which implements {αt}t∈R leaving fixed
the cyclic GNS vector of the GNS triple associated to ωℑ is strongly continuous with
nonnegative generator.
(c) Fixing a Bondi frame on ℑ+ as in (b), there is a unique quasifree state ω :
A (ℑ)→ C such that the unitary group which implements {αt}t∈R leaving fixed the
cyclic GNS vector of the GNS construction associated to ω is strongly continuous with
nonnegative generator. It holds ω = ωℑ.
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Theorem 4.1.8. The quasifree state ωℑc : Ac(ℑ)→ C in Definition 4.1.7 enjoys the
following properties.
(a) ωℑc is invariant under the representation α˜ of the group SGℑ− in terms of∗-automorphisms as in Proposition 3.2.2, so that, in particular, α˜ is unitarily imple-
mentable in the GNS representation of ωℑc .
(b) If {α˜t}t∈R represents the one-parameter subgroup of SGℑ− generated by ∂u,
for an arbitrary choice of a Bondi frame on ℑ− (also different to that used to initially
identify ℑ+ to ℑ .= R× S2 but in agreement with (2.26)), the unitary group which
implements {α˜t}t∈R leaving fixed the cyclic GNS vector of the GNS triple associated
to ωℑ is strongly continuous with nonnegative generator.
(c) Fixing a Bondi frame on ℑ+ as in (b), there exists a unique quasifree state
ω : A (ℑ)→ C such that the unitary group which implements {α˜t}t∈R leaving fixed
the cyclic GNS vector of the GNS construction associated to ω is strongly continuous
with nonnegative generator. It holds ω = ωℑc .
4.2 The Bulk-To-Boundary Correspondence for States
In the previous section we have identified a state both for the ∗-algebra A (ℑ) and
Ac(ℑ) which enjoys a uniqueness property with respect to the action of the underlying
symmetry group. Our next goal is to make use of Definition 4.1.6 to start from this
state inducing a counterpart in the bulk, which is at the same time of Hadamard form
and invariant under the action of all bulk isometries. As in Section 3.3, it is more
convenient to split the discussion in two parts, one for asymptotically flat spacetimes
and one for the cosmological scenario. A third last part will concern relevant states on
Schwarzschild spacetime where the boundary is more complicated.
4.2.1 Asmptotically Flat Spactimes
Let us consider (M,g) to be a four-dimensional globally hyperbolic spacetime, which
is asymptotically flat at null infinity and admits future time infinity as per (2.2.1). In
addition we assume also that there exists an open subset V of the unphysical spacetime
(M˜, g˜) such that J−(ℑ−;M˜)∩M ⊂V and (V, g˜|V ) is globally hyperbolic. (Recall that,
per convention, we are omitting the symbol of the conformal embedding from M to M˜.)
On top of (M,g) we consider a real scalar field φ : M→ R, whose dynamics is ruled
by (3.14). To such system we can associate the algebra of observables A0(M) built
as in Definition 3.1.2. In (3.21) we have introduced the injective ∗-homomorphism ιℑ
from A obs0 (M) to A (ℑ), the latter being the
∗-algebra from Definition 3.2.1 built out
of (3.10). We finally consider the algebraic, quasi-free state ωℑ over A (ℑ) built in
Definition 4.1.7 and, by applying Definition 4.1.6 we introduce the pulled-back state
ωM :A obs0 (M)→ C
ωM(a)
.
= ι∗ℑωℑ . (4.14)
It is immediate to realize that ωM inherits the property of being quasi-free and, starting
from ωℑ as in Definition 4.1.7, the associated two-point function in the sense of (4.2)
reads
ω2,M( f , f ′) = ωℑ([Γℑ([ f ])]⊗ [Γℑ([ f ′])]), (4.15)
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where Γℑ is defined in Theorem 3.3.1, while f , f ′ ∈C∞0 (M). The next theorem further
characterizes the properties of ωM:
Theorem 4.2.1. The state ωM :A obs0 (M)→C defined in (4.14) is of Hadamard form
in the sense of Definition 4.1.3.
This theorem has been proven in [Mo08] and, since it is one of the main results,
that we report in this work, we shall give an outline of the proof, highlighting the main
points.
Sketch of the proof. In view of the equivalence proven in Theorem 4.1.6, it is sufficient
to check that the wave front set of the two-point function is of the form (4.9). In order
to prove the inclusion
WF(ω2,M)⊃
{
(x,y;kx,ky) ∈ T ∗(M×M)\{0} | (x,kx)∼ (y,−ky),kx .0
}
(4.16)
we notice that the antisymmetric part of ω2,M is proportional to the causal propagator
G, namely
G( f , f ′) =−iω2,M( f , f ′)+ iω˜2,M( f , f ′),
where ω˜2,M( f , f ′) = ω2,M( f ′, f ) for all f , f ′ ∈C∞0 (M). Furthermore, on account of the
properties of the wave front set, it holds
WF(G)⊂WF(ω2,M)∪WF(ω˜2,M). (4.17)
Notice that the wave front set of the causal propagator is
WF(G) =
{
(x,y;kx,ky) ∈ T ∗(M×M)\{0} | (x,kx)∼ (y,−ky)
}
(4.18)
and at the same time
WF(ω˜2,M) =
{
(x,y;kx,ky) ∈ T ∗(M×M)\{0} | (x′,y′;kx′ ,ky′) ∈WF(ω2,M)
with (x′,kx′) = (y,ky) and (y′,ky′) = (x,kx)
}
.
Hence, if (4.16) does not hold, we get a contradiction between (4.17) and (4.18). In
order to prove the inclusion
WF(ω2,M)⊂
{
(x,y;kx,ky) ∈ T ∗(M×M)\{0} | (x,kx)∼ (y,−ky), kx .0
}
(4.19)
we notice that
ω2,M( f , f ′) = ω2,ℑ(G˜( f ), G˜( f ′))
where G˜( f ) = G( f )|ℑ. Hence ω2,M can be read as the distribution obtained composing
ω2,ℑ with the map G˜⊗ G˜. The desired inclusion descends by using Theorem 4.1.5.
In order to follow this strategy successfully, one needs to evaluate the wave front set
of ω2,ℑ and that of G˜⊗ G˜ knowing (4.18). In tackling this problem one can observe
in addition that only the singularities of ω2,ℑ present in a compact region on ℑ×ℑ
can influence the wave front set of ω2,M|O×O where O is an open set of M. This is
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a consequence of the fact that the null geodesics emanating from O intersect ℑ in a
compact region C. Hence, considering a partition of unity χ adapted to C it holds that
WF(ω2,M|O×O) =WF(ω2,ℑ ◦χG˜⊗χG˜)
At this stage Theorem 4.1.5 yields that WF(ω2,M|O×O) satisfies (4.19). Since O is
generic the sought result descends.
Before considering the next case, two comments on the relevance of ωM are in due
course [Mo06, Mo08]:
1. Consider any complete Killing field ξ of (M,g), whose unique extension to ℑ+
as per Proposition 2.2.3 is indicated with ξ˜ . Let χξt and χ˜
ξ˜
t be respectively
the one-parameter group of isometries associated to ξ and the one-parameter
subgroup of GBMS associated to ξ˜ , t ∈ R and consider the representations of
these symmetries in terms of ∗-automorphisms on the respective algebras as in
Proposition 3.3.3. As a direct consequence of Proposition 3.3.3, we can conclude
that, for every a ∈A obs0 (M),
ωM(αχξt
(a)) = ωℑ(ιℑ(αχξt
(a))) = ωℑ(αχ˜ ξ˜t
(ιℑ(a)),
where we used (4.14) and, in the last equality, (3.23). Applying Theorem 4.1.7,
it descends, for all a ∈A obs0 (M)
ωM(αχξt
(a)) = ωℑ(ιℑ(a)) = ωM(a), (4.20)
which entails that ωM is always invariant under the action of all bulk isometries.
2. As a further consequence of the last remark, we can apply our construction to
Minkowski spacetime. Hence, in view of (4.20), the state ωM must coincide
with the Gaussian Poincare´-invariant state which is the unique, ground state,
invariant under all orthochronous proper Poincare´ isometries.
4.2.2 Cosmological Spacetimes
Let us next consider (M,gFRW ), a four-dimensional, simply connected Friedamann-
Robertson-Walker spacetime with flat spatial sections, fulfilling the hypotheses of The-
orem 2.2.1. This is globally hyperbolic and it can be extended to a larger, globally
hyperbolic spacetime (M˜, g˜) so that ∂M ⊂ M˜ is the cosmological horizon of M as
per Definition 2.2.3. On top of (M,gFRW ) we consider a generic Klein Gordon field
φ : M → R fulfilling (3.1). The mass and the coupling to the scalar curvature are
constrained in such a way that the hypotheses of Theorem 3.3.2 are met. The associ-
ated ∗-algebra of observables is A obs(M) as per Definition 3.1.2 and there exists an
injective ∗-isomorphism, defined in (3.29) ιc : A obs(M)→ Ac(ℑ). The latter is the
∗-algebra from Definition 3.2.1 built out of (3.11). We finally consider the algebraic,
quasi-free state ωℑ on Ac(ℑ−) built in Definition 4.1.7 and, by applying Definition
4.1.6 we introduce the pulled-back state ωc,M :A obs(M)→ C
ωc,M
.
= ι∗cωℑ . (4.21)
68 CHAPTER 4. BOUNDARY-INDUCED HADAMARD STATES
It is immediate to realize thatωc,M inherits the property of being quasi-free and, starting
from ωℑ as in Definition 4.1.7, the associated two-point function in the sense of (4.2)
reads
ω2,c( f , f ′) = ωℑ([Γc([ f ])][Γc([ f ′])]), (4.22)
where Γc is defined in (3.24), while f , f ′ ∈C∞0 (M). The next theorem further charac-
terizes the properties of ωc,M:
Theorem 4.2.2. The state ωc,M : A obs(M)→ C defined in (4.21) is of Hadamard
form in the sense of Definition 4.1.3.
This theorem has been proven in [DMP09b], to which we refer for the details of
the proof.
To conclude this section, two comments [DMP09b] on the relevance of ωc,M are in due
course:
1. Consider any complete Killing field ξ of (M,g), preserving ℑ− as per Proposi-
tion 2.2.5, whose unique extension to ℑ− is indicated with ξ˜ . Let χξt and χ˜
ξ˜
t
be respectively the bulk and ℑ−, one-parameter group of isometries associated
to ξ and ξ˜ , t ∈ R and consider the corresponding representations in terms of
∗-algebras introduced in Proposition 3.3.4. As a direct consequence we can con-
clude that, for every a ∈A obs(M),
ωc,M(α˜χξt
(a)) = ωℑ(ιc(α˜χξt
(a))) = ωℑ(α˜χ˜ ξ˜t
(ιc(a)),
where we used (4.21) and, in the last equality, (3.31). Applying Theorem 4.1.8,
it descends, for all a ∈A obs(M)
ωc,M(α˜χξt
(a)) = ωℑ(ιc(a)) = ωc,M(a), (4.23)
which entails that ωc,M is invariant under the action of all bulk isometries, pre-
serving ℑ− in the sense of Proposition 2.2.5.
2. As a further consequence of the last remark, we can apply our construction to
the cosmological de-Sitter spacetime, that is the scale factor in (2.17) is a(τ) =
− 1Hτ , H > 0 and τ ∈ (−∞,0). In this case all spacetime isometries preserve the
cosmological horizon ℑ−. Hence, in view of (4.23), the state ωc,M must coincide
with the Bunch-Davies state [BD78] which is the unique quasifree ground state,
invariant under all de Sitter isometries.
4.2.3 The Unruh state on Schwarzschild spacetime
As next step of our investigation, we consider M , the physical portion of Kruskal
spacetime, an asymptotically flat spacetime at spatial infinity which needs to be anal-
ysed separately exactly as in Section 3.3.3. We recall that, on top of (2.1), we consider
a massless, real scalar field whose dynamics is thus ruled by (3.14) and whose asso-
ciated algebra of observables is A obs0 (M). The latter is built as per Definition 3.1.2.
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On account of the conformal structure of the manifold under consideration, one can-
not encode the information of A obs0 (M) in a single ancillary counterpart living on a
codimension 1 submanifold. As shown in Proposition 3.3.5 and (3.39), there exists an
injective ∗-homomorphism ιH ,ℑ :A obs0 (M)→Aℑ−,H where the latter is the ∗-algebra
A (ℑ−)⊗A (H ) as per (3.38), (3.33) and (3.32).
In order to use the procedure of Definition 4.1.6 defining a state for A obs0 (M), we
need to assign a suitable counterpart to both A (H ) and A (ℑ−). We start from the
latter and we follow again Definition 4.1.7 and Lemma 4.1.1 replacing A (ℑ) with
A (ℑ−) generated byS (ℑ−) as in (3.32).
The state on ℑ−: Let us endow ℑ− with the coordinates (v,θ ,ϕ), v being defined in
(2.3) and let us consider the quasi-free state ωℑ− whose two-point function reads as
in (4.13) with u replaced by v. Before proceeding one should observe that, in view of
(3.32), one cannot apply Proposition 4.1.7 slavishly since the decay rate of the elements
of S (ℑ−) are not sufficient to apply the Fourier-Plancherel transform. Hence it is
unclear why (4.13) is reliable and, in turn, which is the associated one-particle Hilbert
space obtained out of the GNS construction of ωℑ− .
To overcome this hurdle, consider an auxiliary coordinate x whose domain is R and
such that x =
√
v if v≥ 0, while x =−√−v if v≤ 0. We define the space H1(ℑ−)x as
the collection of functions ψ ∈ L2(R×S2, dxdµS2) together with their first distribu-
tional derivative along the x-direction. The following proposition has been proven in
[DMP11]:
Proposition 4.2.1. Let R∗−
.
= (−∞,0) and let λℑ− : C∞0 (ℑ−;C)×C∞0 (ℑ−;C)→ C be
the Hermitian inner product:
λℑ−( f1, f2) =−
1
pi
lim
ε→0+
∫
R×R×S2
f1(v,θ ,ϕ) f2(v′,θ ,ϕ)
(v− v′− iε)2 dvdv
′ dµS2 ; (4.24)
where f1, f2 ∈C∞0 (ℑ−;C). Then the following holds:
1. Every sequence {ψn}n∈N⊂C∞0 (R∗−×S2;R) suchψn→ψ as n→+∞ in H1(ℑ−)x
is of Cauchy type in
(
C∞0 (ℑ−;C),λℑ−
)
, the Hilbert space completion of C∞0 (ℑ
−;C)
with respect to λℑ− .
2. There is {ψn}n∈N ⊂C∞0 (R∗−×S2;R) such ψn→ ψ as n→+∞ in H1(ℑ−)x and,
if {ψ ′n}n∈N ⊂C∞0 (R∗−×S2;R) converges to the same ψ in H1(ℑ−)x, then ψ ′n−
ψn→ 0 in
(
C∞0 (ℑ−;C),λℑ−
)
.
3. If ψ̂+(k,θ ,φ)
.
=F (ψ)|{k≥0,(θ ,φ)∈S2}(k,θ ,φ) denotes the v-Fourier transform of
ψ ∈C∞0 (ℑ−;C) restricted to k ∈ R+, the map
C∞0 (ℑ
−;C) 3 ψ 7→ ψ̂+(k,θ ,φ) ∈ L2(R+×S2,2kdkdµS2) .= Hℑ−
is isometric, extending uniquely, per continuity, to a Hilbert space isomorphism
F(v) :
(
C∞0 (ℑ−;C),λℑ−
)→ Hℑ− . (4.25)
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4. If one replaces C with R:
F(v)
(
C∞0 (ℑ−;R)
)
= Hℑ− . (4.26)
The next lemma further elaborates on the consequences of this last proposition:
Lemma 4.2.1. Let ψ ∈ S (ℑ−) be such that supp(ψ) ⊂ R∗−× S2. Then ψ can be
naturally identified with a corresponding element of
(
C∞0 (ℑ−;C),λℑ−
)
, indicated with
the same symbol. In addition,
F(v)|S (ℑ−) =Θ(h) ·F |S (ℑ−) , (4.27)
and, for ψ,ψ ′ ∈S (ℑ−),
λℑ−(ψ,ψ ′) =
∫
R+×S2
F (ψ ′)
(
F (ψ)(h,s)+F (ψ)(h,s)
)
2hdhdµS2(s) , (4.28)
where, Θ(h) = 0 if h ≤ 0 and Θ(h) = 1 otherwise. Here F : L2(R×S2,dxdµS2)→
L2(R×S2,dkdµS2) is the x-Fourier-Plancherel transform3.
Following closely Proposition 4.1.3, the next step is the construction of a suitable R-
linear map Kℑ− : S (ℑ−)→ Hℑ− . Let η ≡ η(v) ∈ C∞(R∗−× S2) be a smooth, non
negative function such that η = 1 for all v smaller than an arbitrary, but fixed v0. De-
compose any ψ ∈S (ℑ−) as
ψ = ψ0+ψ− ,where ψ0 = (1−η)ψ (4.29)
It holds ψ0 ∈C∞0 (ℑ−) and supp(ψ−)⊂R∗−×S2, whereR∗− is referred to the coordinate
v on R. In addition, following (4.27), let
Kℑ−(ψ)
.
= F(v)(ψ0)+F(v)(ψ−) , ∀ψ ∈S (ℑ−) , (4.30)
where, ψ− ∈
(
C∞0 (ℑ−;C),λℑ−
)
on account of Proposition 4.2.1. The R-linear map
Kℑ :S (ℑ−)→ H−ℑ is continuous when the domain is equipped with the norm
‖ψ‖ηℑ− = ‖ψ−‖H1(ℑ−)x +‖ψ0‖H1(ℑ−)v (4.31)
where ‖ · ‖H1(ℑ−)x and ‖ · ‖H1(ℑ−)v are the norms of the Sobolev spaces H1(ℑ−)x and
H1(ℑ−)v respectively, the latter hence with respect to the v-coordinate. Let us remark
that different η and η ′ produce equivalent norms ‖ · ‖ηℑ− and ‖ · ‖
η ′
ℑ− . We shall drop,
therefore the index η .
Proposition 4.2.2. The linear map Kℑ− :S (ℑ−)→Hℑ− in (4.30) enjoys the following
properties:
1. It is independent from the chosen decomposition (4.29) for a fixed ψ ∈S (ℑ−),
3We employ the symbol h for the coordinate conjugate to x, to disambiguate it from the one conjugate
to v, which is indicated with k.
4.2. THE BULK-TO-BOUNDARY CORRESPONDENCE FOR STATES 71
2. It reduces to F(v) when restricting to C∞0 (ℑ
−;R),
3. It satisfies:
σℑ(ψ,ψ ′) = 2Im〈Kℑ−(ψ),Kℑ−(ψ ′)〉Hℑ− , if ψ,ψ ′ ∈S (ℑ−),
where σℑ is the symplectic form (3.12) for ℑ−,
4. It is injective and it holds Kℑ−(S (ℑ−)) = Hℑ−
5. It is continuous with respect to the norm ‖·‖ℑ− defined in (4.31) for every choice
of the function η . Consequently, there exists a constant C > 0 such that:
|〈Kℑ−(ψ),Kℑ−(ψ ′)〉Hℑ− | ≤C2‖ψ‖ℑ− · ‖ψ ′‖ℑ− if ψ,ψ ′ ∈S (ℑ−).
We can revert now our attention to the quasi-free state on the algebra constructed in
Definition 3.2.1, starting from (3.32) and showing that it enjoys several notable prop-
erties. In the following we report the main ones. The proof of this proposition can be
found in [DMP11, Th. 3.2]:
Proposition 4.2.3. Let ωℑ− :A (ℑ−)→ C be the quasi-free state constructed in Defi-
nition 3.2.1 starting from (3.32). It holds that
1. The pair (Hℑ− ,Kℑ−) is the one-particle structure for ωℑ− , which is uniquely de-
termined by the requirement that its two-point function coincides with the right-
hand side of (4.24) under the restriction to C∞0 (ℑ
−;R).
2. ωℑ− is invariant under the one-parameter group of ∗-automorphisms generated
by the Killing vectors of S2 and of X |ℑ− , X coinciding with ∂t in bothW andB.
The state on the horizon H : In order to define a quasi-free state on A (H ) the
situation is very similar to the preceding case both with respect to the problem that
we face and to the techniques that we employ. In addition this case has been already
thoroughly investigated in [KW91].
As starting point, let us consider H endowed with the coordinates (U,θ ,ϕ), U
being defined in (2.4). We endow C∞0 (H ;C) with the Hermitian inner product
λH ( f , f ′) =−4M
2
pi
lim
ε→0+
∫
R×R×S2
f (U,θ ,ϕ) f ′(U ′,θ ,ϕ)
(U−U ′− iε)2 dU dU
′ dµS2(θ ,ϕ) , (4.32)
where f , f ′ ∈ C∞0 (H ;C), while M is the mass of Schwarzschild black hole. This al-
lows to construct per completion a Hilbert space whose property are listed in the next
proposition proven in [DMP11]:
Proposition 4.2.4. Let
(
C∞0 (H ;C),λH
)
be the Hilbert completion of the complex
vector space C∞0 (H ;C) with respect to (4.32). Let ψ̂+
.
=F (ψ)|{K≥0,(θ ,φ)∈S2} be the
restriction to positive values of K of the U-Fourier transform of ψ ∈C∞0 (H ;C). Then
72 CHAPTER 4. BOUNDARY-INDUCED HADAMARD STATES
1. The linear map
C∞0 (H ;C) 3 ψ 7→ ψ̂+(K,θ ,φ) ∈ L2(R+×S2,2KdKr2SdµS2) .= HH
is isometric and uniquely extends, by linearity and continuity, to a Hilbert space
isomorphism of
F(U) :
(
C∞0 (H ;C),λKW
)→ HH .
2. If one switches to R in place of C
F(U)
(
C∞0 (H ;R)
)
= HH .
As in the previous case we cannot embed in HH the space S (H ), defined in (3.33)
since the decay rate in U is too slow to apply directly the Fourier-Plancherel transform.
Hence, let us splitH asH +∪B∪H − whereH ± stands for the collection of points
on the horizon with U > 0 (+) and with U < 0 (-) while B is the bifurcation surface at
U = 0. It is convenient to introduce onH + the coordinate u .= 4M ln(U) and onH −,
the coordinate u .= 4M ln(−U) where the same symbol is used since no confusion can
arise. Let H1(H ±)u denote the space of complex valued functions onH ± which are,
together with their first distributional derivative along u, square-integrable with respect
to the measure dudµS2(θ ,ϕ). In addition let us define:
S (H ±) .=
{
ψ ∈C∞(R×S2;R) |ψ(u) = 0 in a neighbourhood of B and
∃Cψ ,C′ψ ≥ 0 with |ψ(u,θ ,φ)|<
Cψ
1+ |u| ,
|∂uψ(u,θ ,φ)|<
C′ψ
1+ |u| ,(u,θ ,φ) ∈ R×S
2
}
, (4.33)
where Cψ ,C′ψ ≥ 0. One can realize by direct inspection that S (H ±) ⊂ H1(H ±),
which leads to the following proposition:
Proposition 4.2.5. Let dµ(k) .= 8M2 ke
4piMk
e4piMk−e−4piMk dk. The following holds true:
1. If ψ˜ = (F (ψ))(k,θ ,φ) = ψ˜(k,θ ,φ) denotes the u-Fourier transform of either
ψ ∈C∞0 (H +;C) or ψ ∈C∞0 (H −;C) the maps
C∞0 (H
±;C) 3 ψ 7→ ψ˜ ∈ L2(R×S2,dµ(k)dµS2)
are isometric when C∞0 (H
±;C) is equipped with the scalar product λH . It
uniquely extends, per continuity, to the Hilbert space isomorphisms:
F(±)
(u) : C
∞
0 (H
±;C)→ L2(R×S2,dµ(k)dµS2) , (4.34)
where C∞0 (H
±;C) are viewed as Hilbert subspaces of
(
C∞0 (H ;C),λH
)
.
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2. The spaces S (H ±) are naturally identified with real subspaces of C∞0 (H ;C)
as follows: If either {ψn}n∈N,{ψ ′n}n∈N ⊂C∞0 (H +;R) or {ψn}n∈N,{ψ ′n}n∈N ⊂
C∞0 (H
−;R) and, according to the case, both sequences {ψn}n∈N,{ψ ′n}n∈N con-
verge to the same ψ ∈S (H ±) in H1(H ±), then both sequences are of Cauchy
type in
(
C∞0 (H ;C),λKW
)
and ψn−ψ ′n→ 0 in
(
C∞0 (H ;C),λKW
)
.
The subsequent identification of S (H ±) with real subspaces of C∞0 (H ;C) is
such that:
F(±)
(u) |S (H ±) =F |S (H ±) , (4.35)
where F : L2(R× S2,dudµS2)→ L2(R× S2,dkdµS2) stands for the standard
u-Fourier-Plancherel transform.
Following closely Proposition 4.1.3, the next step is the construction of a suitable map
KH :S (H )→ HH . Let us thus consider χ ∈C∞0 (H ), so to decompose every ψ ∈
S (H ) as
ψ = ψ++ψ0+ψ−, (4.36)
where ψ0
.
= χψ , while ψ± = (1−χ)ψ|H ± . We can now define the map
KH :S (H ) 7→ HH , ψ 7→ KH ψ .= F(u)ψ++F(U)ψ0+F(u)ψ−, (4.37)
where the map F(U) is well-defined in view of item 2. in Proposition 4.2.5. Furthermore
we prove that, KH :S (H )→HH is continuous if we readS (H ) as a normed space
equipped with the norm
‖ψ‖χH = ‖(1−χ)ψ‖H1(H −)u +‖χψ‖H1(H )U +‖(1−χ)ψ‖H1(H +)u (4.38)
where ‖·‖H1(H ±)u and ‖·‖H1(H )U are the norms of the Sobolev spaces H1(H ±)u and
H1(H )U respectively. Observe that, ‖·‖χH and ‖·‖χ
′
H , defined with respect of different
decompositions generated by χ and χ ′, are equivalent. Due to such equivalence, we
will often write ‖ψ‖H in place of ‖ψ‖χH . The following proposition characterizes
completely the properties of the map (S (H ),HH ) whose proof is in [DMP11]:
Proposition 4.2.6. The R-linear map KH : S (H )→ HH in (4.37) enjoys the fol-
lowing properties:
1. It is independent from the choice of the function χ used in the decomposition
(4.36) of ψ ∈S (H );
2. It reduces to F(U) when restricting to C∞0 (H ;R);
3. It satisfies
σH (ψ,ψ ′) = 2Im〈KH (ψ),KH (ψ ′)〉HH , if ψ,ψ ′ ∈S (H ); (4.39)
4. It is injective and it holds KH (S (H )) = HH ;
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5. It is continuous with respect to the norm ‖·‖H defined in (4.38) for every choice
of the function χ . Consequently, there exists C > 0 such that
|〈KH (ψ),KH (ψ ′)〉HH | ≤C2‖ψ‖H · ‖ψ ′‖H if ψ,ψ ′ ∈S (H ).
We can revert now our attention to the quasi-free state on the algebra constructed in
Definition 3.2.1 starting from (3.33) showing that it enjoys several notable properties.
In the following we report the main ones. The proof of this proposition can be found
in [DMP11, Th. 3.1]:
Proposition 4.2.7. Let ωH :A (H )→ C be the quasi-free state constructed in Defi-
nition 4.1.7 starting from (3.33). It holds that:
1. The pair (HH ,KH ) is the one-particle structure for ωH , which is uniquely
individuated by the requirement that its two-point function coincides to the right-
hand side of (4.32) under restriction to C∞0 (H ;R).
2. The state ωH is invariant under the natural action of the one-parameter group
of ∗-automorphisms generated by X |H and of those generated by the Killing
vectors of S2. Here X coincides with ∂t in both W andB.
3. The restriction of ωH to A (S (H ±)), the algebra built out of (4.33), is a
quasifree state ωβHH ± individuated by the one particle structure (H
βH
H ± ,K
βH
H ±)
HβHH ±
.
= L2(R×S2,dµ(k)dµS2) and KβHH ±
.
=F |S (H ±) = F(±)(u) |S (H ±).
4. The states ωβHH ± satisfy the KMS condition with respect to the one-parameter
group of ∗-automorphisms generated by, respectively, ∓X |H , with Hawking in-
verse temperature βH = 8piM.
The Unruh state: We can combine together the states defined at ℑ− and at the horizon
recalling that the full boundary ∗-algebra of observables is Aℑ−,H ,, defined in (3.38).
In other words we set ωℑ−,H as map
ωℑ−,H : a⊗b 7→ ωH (a)ωℑ−(b), (4.40)
where a∈A (H ), b∈A (ℑ−) while ωH and ωℑ− are defined respectively in Proposi-
tion 4.2.7 and in Proposition 4.2.3. We can use (4.40) in combination with the injection
(3.39) and with Definition 4.1.6 to obtain the following:
Definition 4.2.1. Let A obs0 (M ) be the
∗-algebra of observables for a massless, con-
formally coupled real scalar field in M , the physical region of the Kruskal extension
of Schwarzschild spacetime. We call Unruh state ωU on A obs0 (M ) the unique linear
extension of
ωU :A obs0 (M ) 3 a 7→ ωℑ−,H (ιℑ−,H (a)),
where ωℑ−,H is the state (4.40) while ιℑ−,H is the injective ∗-homomorphism (3.39).
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The Unruh state inherits several properties for the building blocks at the boundary,
especially the property of being quasi-free. The most important properties of ωU are
summarized in the next theorem which recollects the main results of [DMP11] where
all proofs can be found:
Theorem 4.2.3. Let ωU :A obs0 (M )→C be the Unruh state as per Definition 4.2.1. It
enjoys the following properties:
1. It is invariant under the action on A obs0 (M ) of all spacetime isometries,
2. ωU is a Hadamard state in the sense of Definition 4.1.3.
We comment only that the proof of this theorem concerns mainly item 2. since the
first one holds true almost automatically per construction. The only point, which needs
to be addressed, is a generalization of Proposition 3.3.3 to the case in hand. From a
physical point of view ωU represents a state which becomes ground at past null infin-
ity, while its restriction to H ± is a thermal state at the Hawking temperature, as per
Proposition 4.2.7. These properties justify calling ωU the Unruh state. It is worth men-
tioning that ωU has manifold applications. On the one hand, together with its smooth
perturbations, it is believed to be the natural candidate to be used in the description of
the gravitational collapse of a spherically symmetric state. On the other hand it rep-
resents the key ingredient to apply the construction of Fredenhagen and Haag, which
proves the appearance of Hawking radiation at future null infinity ℑ+, [FH89].
Another state related with Hawking radiation phenomenon is the thermal equilibrium
state called Hartle-Hawking-Israel state which is defined in the whole Kruskal man-
ifold. Its uniqueness was established by Kay and Wald in [KW91] assuming it satis-
fies the Hadamard property. Only recently Sanders proved the existence of such state
(and more generally, the analogue for spacetimes with bifurcate Killing horizons as-
suming some further symmetry hypothesis) showing also that it is of Hadamard type
[Sa13]. Noteworthy are also the results of Brum and Jora´s [BJ15] who have used a bulk
to boundary procedure to construct an Hadamard state in the Schwarzschild-de Sitter
spacetime.
4.3 Some further applications
Goal of this last section is to discuss some of the physical properties of the states
constructed with the pullback procedure presented in Section 4.2. In particular, we shall
see that, whenever it is available, the mode decomposition of the two-point functions
of the states pulled back from the null boundary has a distinctive character.
4.3.1 Asymptotic vacua and scattering states
Starting from the observation that the state ωM for a massless real scalar field on Min-
kowski spacetime, constructed in (4.14) coincides with the Poincare´ vacuum, we elab-
orate further how, more generally, ωM , as discussed in section 4.2 can be understood
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as an asymptotic vacuum state. To this end, let us focus once more on the four di-
mensional Minkowski spacetime M4 ≡ (R4,η). In addition we consider the standard
reference frame for which the metric takes its canonical form
η =−dt⊗dt+
3
∑
i=1
dxi⊗dxi .
Let f ∈C∞0 (R) and let φ f = G0( f ) where G0 is the causal propagator for the massless
Klein-Gordon operator P0 as per Proposition 3.1.1. The associated mode decomposi-
tion reads
φ f (t,~x) =
1
(2pi)
3
2
∫
R3
(
e−i|~k|t+i~k·~xφ˜+(~k)+ ei|
~k|t−i~k·~xφ˜+(~k)
) d3~k√
2|~k|
(4.41)
where k = |~k|. In order to relate φ f with its value on future null infinity ℑ+, we can
make use of the injection map Γℑ introduced in Theorem 3.3.1. As an alternative
procedure we can take directly a limit towardsℑ+ by considering the standard spherical
coordinates
~x = (r sinθ cosϕ,r sinθ sinϕ,r cosθ)
and then defining the null coordinates u .= t− r, v .= t+ r. It holds that
(Γℑφ f )(u,θ ,ϕ) = limv→+∞
v
2
φ(u,v,θ ,ϕ) .
To unveil an interplay between this limit and the mode decomposition in (4.41), we can
use [DMP06, Lemma 4.1], which ensures that
(Γℑφ f )(u,θ ,ϕ) =
1√
2pi
∫ ∞
0
(
e−iku φ˜+(k,θ ,ϕ)+ eiku φ˜+(k,θ ,ϕ)
)√ k
2
dk
where φ˜+(k,θ ,ϕ) is nothing but φ˜+ as in (4.41), though rewritten in spherical coordi-
nates and with k = |~k|. In an analogous way, the relation (4.15) among the bulk and the
boundary two-point functions can be rewritten more explicitly as
ω2,M4( f , f
′) = 〈φ+|φ ′+〉M4 =
=
∫
R+×S2
k2 φ˜+(~k)φ˜ ′+(~k)dkdµS2 = ωℑ([Γℑ([ f ])][Γℑ([ f
′])]) .
where both φ˜ and φ˜ ′ can be obtained from φ f and φ f ′ inverting (4.41). Here µS2 is
the standard measure on the unit 2−sphere. The first equality in the previous chain of
equations is the standard relation between the two-point function and a scalar product
defined intrinsically on Σ0, here taken to be the hypersurface in M4 at t = 0. More
precisely φ˜+ can be equivalently read as the spatial Fourier transform of the initial data
of φ f on Σ0.
Observe that, consistently with the idea of considering a ground state, the negative
frequencies in (4.41) do not play any role in the previous product. If we now repeat
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this analysis on an asymptotically flat spacetime M as per Definition 2.2.1, we notice
that in analogy to the Minkowski case, the negative frequency part with respect to the
coordinate associated to the vector field n on ℑ+ are suppressed in ω2,ℑ. This statement
holds true also in a neighbourhood of ℑ+ in the unphysical spacetime M˜, provided that
the Bondi coordinates are meaningful. In other words
(Γℑφ f )(u,θ ,ϕ) = limΩ→0
1
Ω
φ f (u,Ω,θ ,ϕ) .
Hence, by continuity, we infer that in the bulk two-point function, computed as a scalar
product on a Cauchy surfaces Σ, the negative frequency part tends to vanish in the limit
where Σ tends to ℑ+. For this reason the state we are considering can be understood
as an asymptotic vacuum and its two-point function ωM(x,x′) approximate more and
more the Poincare´ vacuum when both points x,x′ tend to ℑ+.
4.3.2 Applications to cosmology
Let us here consider instead a four-dimensional, Friedmann-Robertson-Walker space-
time (M,gFRW ) with flat simply-connected spatial sections, whose metric is given in
(2.17) with κ = 0. We recall that, also in that case, any solution φ of the Klein-Gordon
equation with compactly supported, smooth, initial data can be decomposed in modes
as
φ(τ,~x) =
∫
R3
(
φ~k(τ,~x)φ˜(~k)+φ~k(τ,~x)φ˜(~k)
)
d3k,
where τ is the conformal time, while
φ~k(τ,~x) =
Tk(τ)ei
~k~x
(2pi)3/2a(τ)
.
Furthermore, Tk(τ) is a complex solution of the differential equation
(∂ 2τ + k
2+a2m2)Tk = 0 , (4.42)
which abides to the following normalisation condition
Tk∂τTk−Tk∂τTk ≡ i .
We are also assuming that the functions k 7→ Tk(τ) and k 7→ ∂τTk(τ) are both poly-
nomially bounded for large k uniformly in τ and they are L2loc([0,+∞),kdk) for every
τ ∈ R. As shown in [DMP09a, Pi11] the modes Tk fulfilling the above assumptions
can be concretely constructed in a large class of spacetimes by means of a converging
perturbative/Dyson series, built out of the modes for the massless theory, which are
known explicitly. Uniqueness is not guaranteed and the available freedom can be used
to decompose the two-point function ω2 of any pure, quasi-free state on (M,gFRW )
which is invariant under the action of the three-dimensional Euclidean group, classify-
ing the isometries of the metric at any, fixed value of τ . Following the pioneering work
78 CHAPTER 4. BOUNDARY-INDUCED HADAMARD STATES
of [LR90], in which the work of Parker [Pa69] about adiabatic states is made rigorous,
(see also [Ju96, JS02, Ol07, Av14]), it holds that
ω2(x,x′) :=
1
(2pi)3
∫
R3
Tk(τ)
a(τ)
Tk(τ ′)
a(τ ′)
eik·(~x
′−~x)d~k , (4.43)
for a given function Tk, solution of (4.42). Notice that, (M,gFRW ) being conformally
flat, if the limit τ→−∞ can be taken in M, then the past boundary of M is conformally
related to ℑ−, part of the conformal boundary of Minkowski spacetime. In this case, a
particularly notable choice for the modes Tk can be made imposing the following initial
conditions
lim
τ→−∞e
ikτTk(τ) =
1√
2k
, lim
τ→−∞e
ikτ∂τTk(τ) =−i
√
k
2
. (4.44)
Under suitable geometric hypotheses we can make use once more of a bulk-boundary
procedure. We obtain via pull-back as per (4.22) a two-point function which coincides
with ω2 in (4.43), built out of modes Tk which satisfy the initial conditions (4.44).
This is indeed the case when (M,gFRW ) is asymptotically de Sitter in the limit τ →
−∞ as discussed in [DMP09a] or when (M,gFRW ) possesses a null initial singularity
as τ → −∞, see e.g. [Pi11]. Hence, combining this observation with the results of
Theorem 4.2.2 for the case of asymptotically de Sitter spacetimes or Th.3.1 in [Pi11]
for the case of spacetimes with null initial singularities, it holds that the quasi-free state
constructed with the two-point function (4.43) with the initial conditions (4.44) for the
modes if of Hadamard form. We shall now discuss applications of this kind of states in
the literature.
Quantum Fluctuations
It is strongly believed that, after the Big Bang, the Universe experienced a phase of
rapid expansion, known as inflation. The spacetime during that phase is best modelled
by the flat patch of a de Sitter manifold with a very large curvature if compared to the
present one. It is furthermore believed that the tiny quantum fluctuations of the matter-
gravity coupled system have been inflated to become classical ripples in the spacetime.
These perturbations can be detected in the cosmic background radiation.
A careful analysis of this mechanism has been accounted for by Mukhanov, Feld-
man and Brandenberger [MFB92], see also the recent analysis [Ha14] for the case
of a scalar Klein-Gordon field. In the latter, the scalar modes of the matter-gravity
fluctuations are described by a single scalar field called Mukhanov-Sasaki variable Ψ.
Furthermore, at the first order in perturbation theory, Ψ is decoupled from the ten-
sor modes and it satisfies a free linear wave-like equation over the background. More
precisely, it holds (
2− R
6
+
z′′
a2z
)
Ψ= 0, z .=
φ ′
H
(4.45)
where R is the scalar curvature of the background Friedmann-Robertson-Walker metric,
while H is its Hubble parameter. Furthermore, z′′ is the second derivative of z with
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respect to the conformal time, while φ is a background solution of the Klein-Gordon
equation. Typically, the quantum state in which these fluctuations are originated is
assumed to be the Bunch-Davies state [BD78].
However, it is an over idealization to assume that the background is modelled ex-
actly by the expanding flat patch of the de Sitter spacetime and, at the same time, in
(4.45), it is present a time dependent potential. For these reasons, the selection of the
state used in the analysis is done assuming that its two-point functions tends to the
Bunch Davies one in the limit τ →−∞. This procedure, advocated in the literature,
see e.g. [MFB92] shares several common features with the construction outlined in
Section 4.2. To wit one should consider a two-point function ω2 as the one given in
(4.43) with the requirements (4.44), aimed at choosing the modes to be a solution of
(4.42) with a time dependent square mass equal to −z′′/(a2z) descending from (4.45).
The bulk-to-boundary procedure can be adapted to discuss also this situation and, on
account of Theorem 4.2.2, the ensuing state is of Hadamard form. In turn this entails
that all quantum fluctuations are finite.
Semiclassical backreaction
The back-reaction of a free scalar quantum fields on the classical curvature was thor-
oughly analysed by Anderson, see in particular [An85, An86]. In these papers, the
backreaction is taken into account by means of the semiclassical Einstein equations
which in natural units are
Gµν(x) = 8pi〈Tµν(x)〉ω (4.46)
where Gµν is the Einstein tensor of the spacetime (M,g) and 〈Tµν〉ω is the expectation
value of the (renormalized [Mo03, HM12]) stress-energy tensor operator Tµν(x) asso-
ciated to the quantum scalar field theory in a state ω . In the work of Anderson, the state
of the scalar field is assumed to be quasi-free and, moreover, its two-point function is
taken to be of the from (4.43). The modes Tk are chosen prescribing their asymptotic
behavior as (4.44). The ensuing state can be considered a bona-fide asymptotic vacuum
in the past.
More recently in [Pi11], see e.g. [PS15] it is shown that the problem of existence
of solutions of the semiclassical Einstein equations on a cosmological spacetime can
be addressed with fixed point methods once a large class of spacetime with a uniform
and coherent choice for the states can be selected. Furthermore, the latter need to be
such that 〈Tµν(x)〉ω is meaningful. Even on homogeneous and isotropic spacetimes
like (M,gFRW ) such selection is a daunting task, especially if one aims at analysing
the properties of the state on a single Cauchy surface in such a way that the Hadamard
condition holds ture.
The bulk to boundary construction of states described in Section 4.2 yields a practi-
cal tool to circumvent this problem. In particular in [Pi11] this method has been applied
to assign asymptotic vacuum states to a class of cosmological spacetimes which pos-
sess a past null boundary, see also [Hac10]. The chosen state is quasi-free state and the
two-point function is of the form (4.43). The modes Tk are chosen once more in such
a way that the initial condition at τ → ∞ are those in (4.44). As discussed above, an
application of the bulk to boundary methods described so far allows to prove that the
ensuing states are of Hadamard form, see e.g. Theorem 3.1 in [Pi11].
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Approximate KMS state in cosmology
Up to now in this section we have considered only states which are approximate vac-
uum states at their boundaries. However, the bulk to boundary techniques discussed so
far can be employed to construct states which have different asymptotic behaviour. In
a few words, the pull-back of boundary states whose two-point function differs from
ω2,ℑ in (4.13) by a smooth two-point function induces states in the bulk which are
again of Hadamard form, as one can infer adapting the proof of Theorem 4.2.2. Sim-
ilar ideas have been used in [DHP11] to construct states in cosmological spacetimes
which can be interpreted as approximated KMS states near their boundaries. On the
past null boundary ℑ−, equipped with an asymptotic tangent null field n, ω2,ℑ in (4.13)
is constructed as the two-point function of the vacuum with respect to the rigid trans-
lations generated by n. In other words, the boundary two-point function ω2,ℑ can be
obtained out of the scalar product µ (4.10), which we recall here being
µ(ψ,ψ ′) = Re
∫
R×S2
2kΘ(k)ψ̂(k,θ ,ϕ) ψ̂ ′(k,θ ,ϕ)dkdµS2(θ ,ϕ) .
In order to opt for a different class of states, for example those appearing as thermal
with respect to the translations generated by n, we have to alter the form of µ . In
particular, if we fix the inverse temperature β , it holfs
µβ (ψ,ψ ′) = Re
∫
R×S2
2k
1− e−βk ψ̂(k,θ ,ϕ)ψ̂
′(k,θ ,ϕ) dk dµS2(θ ,ϕ).
The quasi-free state ωβℑ for A (ℑ) constructed out of the two-point function defined
out of µβ satisfies the following properties whose validity is proven in [DHP11, Prop.
4.1]:
a) ωβℑ is invariant under rotations and translations generated by n;
b) ωβℑ is a KMS (Kubo-Martin-Schwinger) state at inverse temperature β with re-
spect to the translations generated by n;
c) In the limit β → ∞, ωβℑ converges weakly to ωℑ.
We recall here that states that satisfy the KMS condition can be seen as describing
thermodynamic equilibrium. The analysis of this condition and of its implications can
be found in [BR79, BR96]. The pull-back of this state by means of ιc as in (4.21) yields
ωβM :A
obs(M)→ C, ωβM .= ωβℑ ◦ ιc .
This state is per construction quasi-free and, at the level of two-point function, in anal-
ogy to (4.22), it holds that
ωβ2,M( f , f
′) = ωβℑ ([Γℑ([ f ])][Γℑ([ f
′])]). (4.47)
We have the following result which is proven in [DHP11, Th. 4.1]
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Theorem 4.3.1. The state ωMβ :A (M)→ C is of Hadamard form.
We notice here that the two-point function (4.47) admits the following mode de-
composition
ω2,β (τx,~x,τy,~y) =
1
(2pi)3a(τx)a(τy)
∫
R3
(
Tk(τx)Tk(τy)
1− e−βk +
Tk(τx)Tk(τy)
eβk−1
)
e−i~k(~x−~y) d3k ,
(4.48)
where Tk(τ) are the modes which satisfy (4.42) and the initial conditions (4.44). In
the case of a conformally coupled massless theory the state ωMβ constructed with the
bulk-to-boundary procedure discussed so far coincides with a conformal KMS state,
namely the one which satisfies the KMS condition with respect to the one parameter
group of ∗−automorphism generated by the conformal Killing vector field
K = a(t)
∂
∂ t
.
In the case of a massive scalar field theory, the state obtained by pull-back under the
bulk-to-boundary map is no longer of equilibrium with respect to a given time evolu-
tion. Despite of this fact the spectrum of the two-point function, as seen in (4.48) is
very close to the one of an equilibrium state in flat spacetime. For this reason they
are called approximate equilibrium states. They can hence be used to describe massive
particles in an almost thermal equilibrium.
4.3.3 Hadamard states and Hawking radiation
In [FH89] Fredenhagen and Haag have shown that the renown Hawking radiation can
be obtained under mild assumptions on the state which describes a scalar quantum field
in a spacetime which experiences a spherically symmetric collapse to a Schwarzschild
black hole. In particular, one of these assumptions requires that the state is Hadamard in
the neighbourhood of the future horizon in regionB∪W in Figure 2.2.2. In addition,
towards ℑ−, the state must be an asymptotic vacuum. In the late eighties, no example
of such kind of states was given. Nowadays we know that the Unruh state satisfies all
these properties and in particular it is an Hadamard state as seen in Theorem 4.2.3.
More recently in [MP12], the key ingredients for obtaining a state which describes
the appearance of the Hawking radiation have been obtained analysing only certain
local properties of the state near the future horizon. In particular, the thermal nature
in the exact counterpart at the level of the correlation functions for pairs of points of
the manifold which are separated by a Killing horizon. Furthermore, these correlations
allow to estimate the tunneling probability of particles across the horizon. This idea
was originally devised by Parikh and Wilczek in [PW00]. The analysis in [MP12] is
valid in a region O which contains a portion of a bifurcated Killing horizon H . Fur-
thermore, the two-point function of the quantum state is assumed to satisfy a condition
weaker than the Hadamard one
ω2(x,x′) = lim
ε→0
U(x,x′)
σε(x,x′)
+wε(x,x′) ,
82 CHAPTER 4. BOUNDARY-INDUCED HADAMARD STATES
where U is proportional to the van Vleck-Morette determinant, see e.g. (4.6), σε is the
regularized halved, squared geodesic distance between the points x and x′, while wε is
a distribution which is less singular then σ−1ε . If O is sufficiently small, it is possible
to parametrize its points with a coordinate patch (V,U,x3,x4) adapted to the horizon in
the following way: The horizon H can be seen as a congruence of null-geodesics, U
is an affine parameter along the null geodesics forming the horizon, (x3,x4) are spatial
coordinates onH , while U is fixed in such a way that the metric g takes the following
form
g|H =−
1
2
dU⊗dV − 1
2
dV ⊗dU +
4
∑
i, j=3
hi j(x3,x4)dxi⊗dx j (4.49)
where the metric h is the one induced by g on the spatial sections of H . This coor-
dinate system is exactly the Bondi frame introduced in Section 2.2.2 for the case of
the horizons of Schwarzschild spacetime. We can now analyse the scaling properties
of the two-point function ω2(x,x′) when both points x,x′ tend to the horizon H . In
particular, we evaluate
lim
λ→0+
ω2
(
fλ , f
′
λ
)
where, for λ > 0,
fλ (V,U,x3,x4)
.
=
1
λ
f
(
V
λ
,U,x3,x4
)
, f ′λ (V,U,x3,x4)
.
=
1
λ
f ′
(
V
λ
,U,x3,x4
)
where the compactly supported functions f , f ′ are centered around x,x′ and do not
posses zero modes. In other words
f =
∂F
∂V
, f ′ =
∂F ′
∂V
, for given F,F ′ ∈C∞0 (O).
As proven in [MP12, Th. 3.1] it holds that
lim
λ→0+
ω2
(
fλ , f
′
λ
)
= lim
ε→0+
− 1
16pi
∫
R4×B
F(V,U,s)F ′(V ′,U ′,s)
(V −V ′− iε)2 dUdV dU
′dV ′dµ(s) .
(4.50)
where s is a compact notation for (x3,x4) and µ(s) is the measure induced by h onH .
The limit obtained so far is exactly the two-point function of the state ωℑ introduced
in Definition 4.1.7. We outline a few physical properties of this limit in two notable
cases.
When the supports of fλ and f ′λ lie in J
−(H )∩O it holds that
lim
λ→0
ω(Φ( fλ )Φ( f ′λ )) =
1
32
∫
R2×B
(∫ ∞
−∞
F̂(E,U,x)F̂ ′(E,U ′,x)
1− e−βH E EdE
)
dUdU ′dµ(x) ,
where βH = 2pi/κ is the inverse Hawking temperature, while F̂ is the Fourier Plancherel
transform along τ = v = log(V )/κ where κ is the surface gravity. The thermal nature
of the resulting limit can be inferred form the Bose factor (1− e−βH E)−1.
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When the support of fλ lies in J+(H )∩O while that of f ′λ lies in J−(H )∩O we
are considering the correlations between elements in the inner and in the outer regions.
In this case, up to a normalization, |ω(Φ( fλ )Φ( f ′λ ))|2 can now be interpreted as a
tunneling probability through the horizon. It holds that
lim
λ→0
ω2( fλ , f ′λ )) =
1
16
∫
R2×B
(∫ ∞
−∞
Fˆ(E,U,s)Fˆ ′(E,U ′,s)
sinh(βHE/2)
EdE
)
dUdU ′dµ(s) .
Considering wave packets concentrated around a high value of the energy E0 we esti-
mate the tunneling probability as
lim
λ→0
|ω(Φ( fλ )Φ( f ′λ ))|2 ∼ const. E20 e−βH E0 ,
in agreement with the ideas in [PW00]. We see in this procedure that these properties
can be obtained in any state which is close to the Unruh state provided that it is of
Hadamard form.
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Chapter 5
Wick Polynomials and Extended
Observables Algebras
Goal of this chapter is to discuss the interplays between the bulk-to-boundary corre-
spondence outlined in the previous chapters and the extension of the algebra of observ-
ables to include also the Wick polynomials. In order to keep at bay both the length of
the discussion and the intrinsic complication of the notation, we focus on the case of
a non empty double cone D = D(q, p) = J+(p)∩ J−(q), where p,q are two arbitrary
points of a globally hyperbolic spacetime M. Observe that C = {J+(p) \ I+(p)}∩D
forms a null surface which can be interpreted as the past boundary of D . In this frame-
work D plays the role of the bulk spacetime, on top which we consider observables to
be related with a suitable counterpart living intrinsically on C . Notice that, in the case
of asymptotically flat spacetimes endowed with ℑ−, past null infinity, then M can be
identified with the unphysical spacetime, C with ℑ− itself, while D is nothing but the
physical spacetime, up to a conformal transformation.
5.1 Extended algebra of fields
As a preliminary step we discuss how one can extend the algebra of observablesA obs(M)
for a generic, real, massive scalar field on a globally hyperbolic spacetime, to include
local, nonlinear fields. We shall follow a construction which is suited to work on a
generic curved background; for further details refer to [HW01, HW02] and [BFK95].
Recall that, in view of Definition 3.1.2, A obs(M) is realized as the quotient of the
universal tensor algebra (3.6) with respect to the ideal generated by the commutation
relations. Hence, a generic element [F ] ∈ A obs(M) is an equivalence class whose
representative F can be expressed as a direct sum
F =
⊕
n
Fn, Fn ∈ C⊗ (E obs(M))⊗sn
where ⊗s indicates the symmetric tensor product. Observe that, since E obs(M) =
C∞0 (M)
P[C∞0 (M)]
, each element Fn represents in turn a (tensor product of) equivalence classes.
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For later convenience and with a slight abuse of notation, we will indicate with Fn the
choice of a representative in the tensor products of equivalence classes. In other words
Fn ∈ (C∞0 (M;C))⊗sn.
Our goal is to extend the algebra of observables so to include also the Wick polyno-
mials. These are described in terms of a pointwise product of fields, which, in term of
algebra elements, entails the necessity to account for elements F =
⊕
n Fn whose com-
ponents Fn are distributions supported on the diagonal Dn = {(x, . . . ,x) ∈Mn,x ∈M},
M being the underlying spacetime. In general the extension of the algebra product
of A obs(M) to two of such elements gives rise to divergences. The way out of this
quandary consists of finding a different representation for A obs(M) in which such
problem is not observed
In order to better display the necessary steps to reach this goal, we represent the el-
ements ofA obs(M) as functionals over real smooth field configurations as in [BDF09];
see also [BF09, Re16]. More precisely, for a given F = {Fn}n ∈A obs(M) and for every
ϕ ∈C∞(M), we set
F(ϕ) .=
∞
∑
n=0
1
n!
〈Fn,ϕ⊗n〉n. (5.1)
We stress that we are adopting the same symbol F to indicate different, albeit closely
related mathematical objects. In (5.1) F stands for a functional whose building blocks,
the coefficients Fn can be constructed via the functional (Gateaux) derivatives evaluated
in ϕ = 0. This entails also that we are considering only smooth functionals in the sense
that all functional derivatives exist and each F possesses only a finite number of such
derivatives. In other words it holds
F(n)(ϕ)(h⊗n) =
dn
dλ n
F(ϕ+λh)
∣∣∣∣
λ=0
, ∀h ∈C∞(M),
and in particular
F(n)(0)(h⊗n) = 〈Fn,h⊗n〉n (5.2)
where 〈·, ·〉n indicates the standard pairing in Mn between smooth and smooth, com-
pactly supported functions.
In this picture the product in A obs is given by the following ?−product
(F ?F ′)(ϕ) =
∞
∑
n=0
in
2nn!
〈
F(n)(ϕ),G⊗nF ′(n)(ϕ)
〉
, ∀F , F ′ ∈A obs(M), (5.3)
where G ∈ D ′(M×M) is the causal propagator introduced in Proposition 3.1.1. Con-
sider now F1,F2 so that
Fi =
∫
M
dµg fiϕ , fi ∈C∞0 (M),
where dµg stands for the metric induced measure. If we apply (5.3), we obtain a term
〈 f1,G2 f2〉 which diverges because the pointwise product of G(x,x′) with itself is ill-
defined. To bypass this hurdle we deform the ?-product so to replace i2 G in (5.3) with
the Hadamard bi-distribution H (4.6). The product obtained in this way is denoted
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with ?H and the procedure used is actually a formal deformation of the algebra realized
by the ∗−isomorphism αH−iG/2 : (A obs,?)→ (A obs,?H) whose action on F ∈ A obs
reads
αH−iG/2(F)
.
=
∞
∑
n=0
1
n!
〈(
H− i
2
G
)⊗n
,F(2n)
〉
. (5.4)
The elements (A obs,?H) can be understood as normal ordered fields. Furthermore,
since only the symmetric part of the product is changed, the commutator of two linear
fields is left untouched by αH .
Wick ordered fields can now be accounted for in (A obs,?H) without introducing
unwanted divergences:
Definition 5.1.1. Let A obse be the set of functionals which are smooth, compactly
supported and microcausal, that is
WF(Fn)∩
{(
M×V +)n∪ (M×V −)n}= /0, (5.5)
where {p}×V+/− is the set of all future/past pointing causal contangent vectors in
T ∗p M. Then A obse forms a ∗−algebra if equipped with ?H as product while the involu-
tion is nothing but complex conjugation.
Since the choice of the Hadamard parametrix is not unique, it is important to stress
that different choices for ?H yield algebras which are ∗−isomorphic. Given two para-
metrices H,H ′, the ∗−isomorphism is realized by
iH ′,H = αH ′ ◦α−1H ,
αH(F)
.
=
∞
∑
n=0
1
n!
〈
H⊗n,F(2n)
〉
.
(5.6)
We conclude the section by focusing shortly on ordinary Wick powers. To start with,
we observe that Wick polynomials as
F =
∫
fφ ndµg
are contained in this extended algebra. In addition the requirement for the functionals
to be microcausal is necessary to ensure that the ?H -product among such polynomials
is well defined. A detailed proof of this fact which makes extensive use of microlocal
techniques can be given along the lines of Theorem 2.1 in [HW01].
Here we recall that the proof according to which the product F ?H F ′ is well-posed
can be obtained applying notable results of Ho¨rmander. In particular Theorem 8.2.9 in
[Ho¨89] is used to estimate the wave-front set of F(n)⊗F ′(n) and of H⊗n while Theorem
8.2.10 in [Ho¨89] is used to multiply F(n)⊗F ′(n) with H⊗n.
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5.2 Extension of the algebra on the boundary
In this section we outline the construction of the extended algebra of observables on
the boundary. To this end we consider a double cone D(q, p) = J+(p)∩ J−(q), cho-
sen to be such that its past null boundary C can be parametrized with the following
coordinates
C =
{
(V,θ ,ϕ) ∈ R×S2 |V ∈ I ⊂ R, (θ ,ϕ) ∈ S2},
where V is an affine parameter along the null geodesics forming C while θ ,ϕ are
transverse coordinates. Furthermore, the open interval I is chosen in such a way that
the tip of the cone is not contained in C . The metric thereon induced by that of M turns
out to be conformally equivalent to
g˜2
∣∣
H
= 0⊗dV +dS2(θ ,ϕ), (5.7)
where dS2(θ ,ϕ) is the standard metric of the unit 2-sphere. The construction ofA (C )
the algebra of observables on C , can be performed along the lines of the one on null in-
finity discussed in section 3.2. As next step we need to analyse the singular structure of
the two-point function of the state ωℑ introduced in Lemma 4.1.1. This bi-distribution
and its interplay with the boundary commutator function will take the role played in
the previous section by the Hadamard bidistribution. In particular, the extension, we
are looking for, needs to be compatible with the Hadamard regularization and further-
more, it must include the Wick polynomials constructed in the bulk and projected on
the boundary by an application of time-slice axiom see e.g. [CF09].
To start with we recall the form of the wave front set of the boundary state, i.e., as
discussed and proven in [Mo06], its two-point function ω2,C has an integral kernel of
the same form of (4.13). Accordingly
WF(ω2,C )⊆ A∪B, (5.8)
where
A =
{(
(V,θ ,ϕ,ζV ,ζθ ,ζϕ),(V ′,θ ′,ϕ ′,ζV ′ ,ζθ ′ ,ζϕ ′)
) ∈ (T ∗C )2 \{0} |
V =V ′, θ = θ ′, ϕ = ϕ ′, 0 < ζV =−ζV ′ , ζθ =−ζθ ′ , ζϕ =−ζϕ ′
}
(5.9)
and
B =
{(
(V,θ ,ϕ,ζV ,ζθ ,ζϕ),(V ′,θ ′,ϕ ′,ζV ′ ,ζθ ′ ,ζϕ ′)
) ∈ (T ∗C )2 \{0} |
θ = θ ′, ϕ = ϕ ′, ζV = ζV ′ = 0, ζθ =−ζθ ′ , ζϕ =−ζϕ ′
}
. (5.10)
To introduce the extension ofA (C ), we start by discussing the regularity for the com-
ponents of the algebra of observables decomposed as in (5.1). Following [DPP11],
Definition 5.2.1. We callF n the set of elements F ′n ∈D ′(C n;C) that fulfil the follow-
ing properties:
1. Compactness: Each F ′n is compact towards the future, i.e., the support of F ′n is
contained in a compact subset of C n ∼ (R×S2)n.
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2. Causal non-monotonic singular directions: The wavefront set of F ′n contains
only causal non-monotonic directions:
WF(F ′n)⊆Wn .=
{
(x,ζ )∈ (T ∗C )n\{0}|(x,ζ ) 6∈V+n ∪V−n , (x,ζ ) 6∈ Sn
}
, (5.11)
where (x,ζ ) ≡ (x1, . . . ,xn,ζ1, . . . ,ζn) ∈ V+n if, employing the standard coordi-
nates on C , for all i = 1, . . . , n, (ζi)V > 0 or ζi vanishes. The subscript V
here refers to the component along the V -direction on C . Analogously, we say
(x,ζ ) ∈ V−n if every (ζi)V < 0 or ζi vanishes. Furthermore, (x,ζ ) ∈ Sn if there
exists an index i such that, simultaneously, ζi 6= 0 and (ζi)V = 0.
3. Smoothness Condition: The distribution F ′n can be factorised into the tensor
product of a smooth function and an element ofF n−1 when localised in a neigh-
bourhood of V = 0. In other words there exists a compact set O ⊂ C such that,
if Θ ∈C∞0 (C ) so that it is equal to 1 on O and Θ′ .= 1−Θ, then for every multi-
index P in {1, . . . ,n} and for every i6 n,
f .= F˜ ′n(uxPi+1 ,...,xPn )Θ
′
xP1
· · ·Θ′xPi ∈C
∞(C i;C), (5.12)
where F˜ ′n :C∞0 (C
n−i−1)→D ′(C i) is the unique map from C∞0 (C n−i−1) toD ′(C i)
determined by F ′n using the Schwartz kernel theorem. Furthermore, uxPi+1 ,...,xPn ∈
C∞0 (C
n−i), and we have specified the integrated variables xPi+1 , . . . , xPn . For ev-
ery j6 i, ∂V1 · · ·∂V j f lies in C∞(C i;C)∩L2(C i,dVP1dS2P1 · · ·dVPidS2Pi)∩L∞(C i),
while the limit of f as Vj tends uniformly to 0 vanishes uniformly in the other
coordinates.
Before proceeding in our investigation, we collect here a few remarks aimed at clarify-
ing the three above conditions:
Remark 5.2.1. (1) The compactness condition is not a restrictive one. Notice that, for
any O ⊂D we have that J−(O)∩C is compact towards the future. Furthermore, since
causality holds in D , observables supported in D are not influenced by points of C
which lie outside J−(O). The bulk-to-boundary map, that we shall construct below, is
an application of the time-slice axiom which respects causality. Hence we expect that
the image of any observable supported in O will be mapped to a counterpart whose
support lies in J−(O)∩C .
(2) Notice that, local functionals on C have functional derivatives whose wavefront
set does not respect the inclusion (5.11). This is due to the fact that purely spatial
directions are present in that wave front set. On the one hand such directions are not
compatible with the delta distribution along the angular coordinates present both in the
symplectic form on the boundary and in (4.13). On the other hand, we shall see that
the image of local fields under the bulk-to-boundary map is not local on C . These
non-localities will make the functional derivatives compatible with (4.13).
(3) Huygens principle does not hold for a generic Klein-Gordon equation on curved
spacetimes. For this reason we expect that the bulk-to-boundary map applied to an
observable F localised in O ⊂ D will be supported in J−(O)∩C . Moreover the is
no reason why this observable should be supported outside the tip of the cone in C .
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Despite of this fact, thanks to the propagation of singularity theorem the singularities
present in the components Fn of F can never reach the tip of the cone. This is due to
the fact that null curves stemming from the tip of the cone can never get to O because
the latter lies in its interior. In other words, the smoothness condition entails that the
singularity present in the tip of the cone is harmless.
We are now ready to introduce the extension of the boundary algebra:
Definition 5.2.2. LetF ns be the subset of the totally symmetric elements inF n intro-
duced in Definition 5.2.1. The extended algebra of boundary observables is defined
as
Ae(C ) =
⊕
n>0
F ns ,
and its product is given by
?ωC :Ae(Cp)×Ae(Cp)→Ae(Cp),
(F ?ωC F
′)(Φ) =
∞
∑
n=0
1
n!
〈
F(n)(Φ),ω2,C ⊗n
(
F ′(n)(Φ)
)〉
,
(5.13)
for all F , F ′ ∈Ae(C ) and for all Φ ∈C∞(C ). Here ω2,C coincides with (4.13).
The product ?ω is well posed as established in [DPP11, Prop. 3.5]. Once more the
crucial point in this proof consists of showing that
〈
F(n)(Φ),ω2,C nF ′(n)(Φ)
〉
is well
defined. As for algebra of observables in the bulk, this can be obtained making use of
microlocal techniques. In particular Theorem 8.2.9 in [Ho¨89] is used to estimate the
wave-front set of F(n)⊗F ′(n) and of ω⊗n2,C while Theorem 8.2.10 in [Ho¨89] is used to
evaluate the pointwise product of F(n)⊗F ′(n) with ω⊗n2,C .
As last point, we observe that the subalgebra ofAe(C ) formed by those elements F
whose components Fn are smooth functions is ∗−homeomorphic to A (C ) defined in
Section 3.2. This ∗−homomorphism can be understood as a deformation of the sym-
metric part of the product, in analogy to the counterpart which intertwines (A (M),?)
with (A (M),?H) as per (5.4). Its explicit realization is the following:
αω2,C−iB/2(F)
.
=
∞
∑
n=0
1
n!
〈(
− i
2
B
)⊗n
,F(2n)
〉
. (5.14)
which acts on any F ∈Ae(C ). Furthermore, B is the integral kernel of the symplectic
form σℑ which is intrinsically defined on C in (3.12). For completeness we recall that
its integral kernel is proportional to the antisymmetric part of ω2,C and it reads
B
(
(V,θ ,ϕ),(V ′,θ ′,ϕ ′)
) .
=− ∂
2
∂V∂V ′
sign(V −V ′)δ (θ ,θ ′), (5.15)
where sign(x) is the sign function.
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5.3 Interplay Between Algebras and States on D and
on C
Goal of this section is to show that, in full analogy with (3.21) , there exists an injective
∗−homomorphism betweenA obse (D) andAe(C ). This problem is tackled in [DPP11,
Th. 3.6] of which we summarize the content:
Theorem 5.3.1. Consider a double cone D in M and its past boundary C . Call Π :
A obse (D)→ Ae(C ) be the linear map whose action on the components {Fn}n of F ∈
A obse (D) is
Πn(Fn)
.
= 4
√
|gAB|1 · · · 4
√
|gAB|n G⊗n(Fn)
∣∣
C n
, (5.16)
where G is the causal propagator introduced in Proposition 3.1.1, while |C denotes the
restriction on C and 4
√|gAB|i the square root of the determinant of the metric induced
on the spatial sections of the i−th cone Ci by the metric of D . Let Π̂n be the integral
kernel of Πn. Then, the following properties hold true:
1) Π̂n = ⊗nΠ̂1 and is an element of D ′
(
(C ×D)n). The wave front set of Π̂n
satisfies
WF(Π̂n)⊂ (WF(Π̂1)∪{0})n \{0}. (5.17)
Furthermore, if (x,ζx;y,ζy) ∈WF(Πˆ1), then:
(a) neither ζx nor ζy vanish;
(b) (ζx)r 6= 0
(c) (ζx)r > 0 if and only if −ζy is future directed.
2) Π[A obse (D)]⊂Ae(C ).
Notice that the map Π introduced above is nothing but the extension to F ns of Γℑ
defined in Theorem 3.3.1. Furthermore, the factors 4
√|gAB| in (5.16) are the conformal
factors of the conformal transformation which maps the induced metric on C to g˜ as in
(5.7).
Before analysing the action of the mapΠ onA obse (D), we show howΠ can be used
to compute the pull-back of the quasi-free boundary state ωC , built out of ω2,C , whose
integral kernel is (4.13). The next proposition characterizes the singular structure of
the bulk state built out of ωC :
Proposition 5.3.1. Under the assumptions of Theorem 5.3.1
Hω
.
=Π∗ω2,C (5.18)
is a Hadamard bi-distribution constructed as the pull-back under (5.16) of ω2,C as in
(4.13).
The next theorem summarizes the content [DPP11, Th.3.11], characterizing in par-
ticular the action of Π both on the algebraic structures and on the boundary state.
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Theorem 5.3.2. Under the assumptions of Theorem 5.3.1, it holds that Π induces an
injective unit-preserving ∗-homomorphism between the algebras
(
A obse (D),?Hω
)
and(
Ae(C ),?ωC
)
.
Remark 5.3.1. We notice that due to the form of Π in (5.16), the ∗-homomorphism
discussed above does not preserve the locality of the elements. In other words when
we apply Π to a local field, namely to a functional F supported on D whose functional
derivatives are supported on the diagonal, we do not obtain a local field on C . This is
not at all surprising since the very same behaviour is present in the ∗−homomorphisms
which relates extended algebras localised in sufficiently small neighbourhoods of two
different surfaces via the time-slice axiom, see e.g. [CF09]. At the same time, we
notice that local fields on C are not contained in A obs2 (C ) due to the form of their
wavefront set.
In order to enlighten this features, we outline an example inspired by the discussion
of [DPP11, Sec. 4.1]. Let us consider a double cone D(p,q) in Minkowski spacetime
M4 ≡ (R4,η). We equipM4 with the standard Minkowskian coordinated (t,~x) centred
around p so that p corresponds to (0,0) while q to (T,0) with T > 0. Consider a
massless, minimally coupled scalar field theory onM4 and consider the following local
functional on A obs2 (M)
Φ2( f ) .=
∫ T
0
f (t)φ 2(t,0)dt, f ∈C∞0 ((0,T ))
which represents the Wick ordered squared scalar field, smeared along a timelike
geodesic running through p and q. Notice that the only non vanishing component
of Φ2( f ) obtained as in (5.2) is
(Φ2( f ))(2)(y,y′) = 2 f (t(y))δ3(~x(y))δ (y− y′)
where (t,~x) are the coordinate functions of the chart introduced above, δ3 is the Dirac
delta on R3 while δ is the one supported on the diagonal of M×M.
We can characterize the action on Φ2( f ) of the map Π given in Theorem 5.3.1.
To this end we recall that Π is given in terms of the causal propagator G, which, in
Minkowski spacetime, for a massless minimally coupled real scalar field, reads (see
[Fr75] or [PPV11])
G(x,x′) .=−δ (t− t
′−|x−x′|)
4pi|x−x′| +
δ (t− t ′+ |x−x′|)
4pi|x−x′| , (5.19)
where t is the time coordinate, while x is the three-dimensional spatial vector in Eu-
clidean coordinates. A direct computation shows that,
Π(Φ2( f ))(φ) =∫
f (V − t)δ (V ′−V )φ(V,θ ,ϕ)φ(V ′,θ ′,ϕ ′)VV ′dV dθdϕdV dθ ′dϕ ′dt
where we have represented Π(Φ2( f )) as a functional over the field configuration φ on
C . Notice the manifest non local nature of Π(Φ2( f )).
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