Abstract-In this paper, we propose a novel scheme for efficient content-based medical image retrieval, formalized according to the PAtterns for Next generation DAtabase systems (PANDA) framework for pattern representation and management. The proposed scheme involves block-based low-level feature extraction from images followed by the clustering of the feature space to form higherlevel, semantically meaningful patterns. The clustering of the feature space is realized by an expectation-maximization algorithm that uses an iterative approach to automatically determine the number of clusters. Then, the 2-component property of PANDA is exploited: the similarity between two clusters is estimated as a function of the similarity of both their structures and the measure components. Experiments were performed on a large set of reference radiographic images, using different kinds of features to encode the low-level image content. Through this experimentation, it is shown that the proposed scheme can be efficiently and effectively applied for medical image retrieval from large databases, providing unsupervised semantic interpretation of the results, which can be further extended by knowledge representation methodologies.
I. INTRODUCTION
O NE of the primary tools used by physicians is the comparison of previous and current medical images associated with pathologic conditions. As the amount of pictorial information stored in both local and public medical databases is growing, efficient image indexing and retrieval becomes a necessity.
During the last decade, the advances in information technology allowed the development of content-based image retrieval (CBIR) systems, capable of retrieving images based on their similarity with one or more query images. Indicative examples of such systems are QBIC [1] , SIMPLicity [2] , and FIRE [3] . It is interesting that more than 50 CBIR systems are surveyed in [4] .
The benefits emanating from the application of content-based approaches to medical image retrieval range from clinical decision support to medical education and research [5] . These benefits have motivated researchers either to apply generalpurpose CBIR systems to medical images [3] or to develop dedicated ones explicitly oriented to specific medical domains. Specialized CBIR systems have been developed to support the retrieval of various kinds of medical images, including highresolution computed tomographic (HRCT) images [6] , breast cancer biopsy slides [7] , positron emission tomographic (PET) functional images [8] , ultrasound images [9] , pathology images [10] , and radiographic images [11] .
Common ground for most of the systems cited earlier is that image retrieval is based on similarity measures estimated directly from low-level image features. This approach is likely to result in the retrieval of images with significant perceived differences from the query image, since low-level features usually lack semantic interpretation. This has motivated researchers to focus on the utilization of higher-level semantic representations of image contents for content-based medical image retrieval. Recent approaches include semantic mapping via hybrid Bayesian networks [12] , semantic error-correcting output codes (SECC) based on individual classifiers combination [13] , and a framework that uses machine learning and statistical similarity matching techniques with relevance feedback [14] . However, these approaches involve supervised methodologies that require prior knowledge about the dataset and introduce constraints to the semantics required for the image retrieval task.
A state-of-the-art CBIR approach has been presented in [15] . It utilizes a continuous and probabilistic image representation scheme that involves Gaussian mixture modeling (GMM) along with information-theoretic image matching via the KullbackLeibler (KL) measure. The results reported in [15] show that this approach is very effective for radiographic image retrieval; however, its efficiency for large image retrieval tasks still remains a challenge.
In this paper, we propose an unsupervised approach for efficient content-based medical image retrieval that utilizes similarity measures, defined over higher-level patterns that are associated with clusters of low-level image feature spaces. The term pattern is considered in the context of a state-of-the-art framework called PAtterns for Next generation DAtabase systems (PANDA) developed for the representation and the management of data mining results, and it describes a compact, rich-in-semantics result of a data mining process [16] .
The proposed approach combines the advantages of the clustering-based CBIR methodologies [17] - [19] with a semantically rich representation of medical images. Moreover, unlike related CBIR approaches that exploit multidimensional indexing techniques, such as R-trees [1] , [20] , iconic index trees [21] , and meshes of trees [22] , the efficiency of the proposed approach is hardly affected by increasing the dimensionality of the low-level feature representation.
The major contributions of this paper are the following. 1) We define a novel representation of medical images treated as rich-in-semantics complex patterns. Each complex pattern comprises a set of simple patterns representing clusters of image regions associated with anatomic specimens in an unsupervised way. The pattern representation of clusters involves both structural descriptors and quality measures. 2) We propose a novel scheme for the assessment of the similarity between complex patterns (i.e., medical images) for CBIR purposes. 3) We conduct a comprehensive set of experiments over a publicly available set of radiographic images, in order to thoroughly evaluate our approach and demonstrate its effectiveness and efficiency in comparison to state-of-theart techniques. The rest of this paper is structured as follows. Section II outlines the PANDA framework, which provides necessary background information to the reader. The proposed pattern similarity scheme for medical image retrieval is presented in Section III. The results obtained from the experimental evaluation of the proposed scheme are apposed in Section IV. The conclusions along with the future perspectives are summarized in Section V.
II. PANDA FRAMEWORK
The efficient management of patterns extracted from medical image databases is of vital importance due to the extremely large storage requirements as well as the complexity of such kind of raw data. Taking advantage of the PANDA framework [16] , we adopt the idea of a pattern-base (PB) keeping information about extracted patterns in a compact and unified way. A PB consists of three basic layers: the pattern type, the pattern, and the class. A pattern type is a description of the pattern structure. A pattern is an instance of the corresponding pattern type and class is a collection of semantically related patterns of the same pattern type [16] .
Formally, a pattern type PT is defined as a pair PT = SS, MS , where SS defines the pattern space by describing the structure schema of the pattern type, while the measure schema MS quantifies the quality of the source data representation achieved by patterns of this pattern type. As an example, consider a pattern type representing Euclidean-distance, spherical-like clusters in a D-dimensional space. The structure of such a pattern type may be modeled by specifying the cluster center (a D-dimensional vector) and a radius (a real value). The measure for a cluster might be, for instance, its support, that is, the fraction of the data points represented by the cluster. As such According to PANDA, the distance dis between two simple patterns p 1 , p 2 of the same type is computed by combining the distance between both the structure s and the measure m components with a gathering function f gath [16] 
where p i .s and p i .m denote the structure and the measure, respectively, of the pattern p i . The dot in this notation denotes that the variable on the right is a member of the pattern instance on the left, according to the notation used in object-oriented modeling.
On the other hand, the distance between two complex patterns is defined as the aggregate distance between their constituent patterns, according to a coupling that associates constituent patterns (this is a recursive definition since a complex pattern could be composed of other complex patterns, and so on).
The definition of p.s and p.m components of a pattern p extracted from medical images and the selection of appropriate dis struct , dis meas , f gath functions are challenges adopted in this paper, and will be discussed in depth in the following section.
III. MEDICAL IMAGE RETRIEVAL USING PATTERNS
The proposed content-based medical image retrieval scheme is outlined in Fig. 1 . It involves four steps: 1) low-level feature extraction from each of the registered and query images; 2) clustering of the extracted feature vectors per image; 3) pattern instantiation of the resulted clusters; and 4) computation of pattern similarities. The registration of a new image into the database involves steps 1)-3), whereas step 4) is processed during the retrieval task.
A. Low-Level Image Feature Extraction
Each of the images registered in the database, as well as the query image are raster scanned with a sliding window of userdefined size, sampling image blocks at a given sampling step. The sampling step may allow consecutive blocks to overlap. For each block, a set of N features f i , i = 1, . . ., N, is calculated to form a single feature vector F. The number of feature vectors produced for each image depends on the size, the dimensions of the sliding window, and the sampling step. Typically, the sampling parameters and the features characterizing the lowlevel image content are selected based on the details associated with the image collection and the retrieval task [23] . Color, texture, and shape are the three major classes of image features commonly used in CBIR [1] , [4] . Considering an image as a set of block samples, the features used with the proposed pattern similarity scheme should describe properly the local content of the image. The appropriateness of different local descriptors depending on the kind of medical images is discussed in [5] and [14] .
In the case of radiographic medical image retrieval, local grey level intensity and texture features have proved to discriminate best the depicted specimens. Such features include raw pixel values used along with an image distortion similarity model, local feature histograms, and local relational features [23] , [24] . Recently, in [15] it was shown that highest retrieval precision can be achieved by combining intensity and texture contrast along with the corresponding spatial coordinates. However, the introduction of spatial information into the feature vectors makes them dependent on the patients' position. Although patients are usually positioned in a standard way during the acquisition of a radiograph, there are still many cases in which this is not practically feasible. For example, this is the case with the acquisition of radiographs of critically ill patients using portable radiographic devices [25] and with the acquisition of radiographs of upper or lower extremities [26] .
In this paper, we adopt a standard, multiscale statistical approach for the representation of the radiographic image regions that preserves local features, and does not depend on spatial coordinates. It is based on the 2-D discrete wavelet transform (2D-DWT), an efficient, yet effective transformation that has proved useful in a variety of medical image processing and analysis applications, including the CBIR [5] , [27] - [30] . It enables coding of image texture into detail (higher frequency) coefficients, whereas image intensity information can be extracted from its approximation (lower frequency) coefficients [27] . A compact representation of the distributions of the approximation and the detail coefficients can be obtained by first-order statistical approximation.
However, it should be noted that this paper focuses on the utility of the proposed pattern similarity scheme rather than on the selection of an optimal feature set for a particular image retrieval task.
B. Clustering
The low-level feature vectors are clustered using mixture models that model the data by a number of Gaussian distributions. A cluster corresponds to a set of distributions, one for each dimension of the dataset. Each distribution is described in terms of mean and standard deviation. A probabilistic approach to assigning feature vectors to clusters is used.
For 1-D datasets, a mixture is a set of c Gaussian probability distributions, representing c clusters. The parameters of a mixture model are determined by the expectation maximization (EM) algorithm [31] . With c Gaussians, the probability density function of a variable X is
where 
The model parameters are initialized with random values. The algorithm starts by calculating the probabilities that a vector should belong to each distribution. These probabilities are used to compute a new estimate for the parameters. The whole process is repeated until the parameters converge to a constant or almostconstant estimate. The algorithm results in a set of distributions, a vector of pairs of means µ and standard deviations σ, each of which corresponds to a feature, and outputs the size of the cluster (the number of vectors that belong to the cluster). The vector of means µ of the distributions for every feature represents the centroid of the cluster.
The EM algorithm exhibits many advantages over other clustering algorithms that make it appealing for use with the CBIR methodology described in this paper. Combining EM with the v-fold cross-validation algorithm [32] , the number of clusters in the output of the algorithm can automatically be determined. The v-fold cross-validation technique works by partitioning the data into v equally sized segments. Starting with one cluster, EM is performed v times holding out one segment at a time for test purposes and the likelihood is averaged over all the results. Next, EM is performed over two clusters, and if the likelihood increases, the number of clusters is set to two and the process is repeated until the estimated likelihood begins to decrease [33] .
Furthermore, the EM algorithm is more general than, e.g., K-means [34] , as it can find clusters of different sizes and ellipsoidal shapes. Most importantly, the distributions representing the clusters at the output of the EM algorithm can be easily utilized for pattern instantiation by the PANDA framework, which is discussed next.
C. Pattern Instantiation
The clusters resulting from the EM algorithm are considered as patterns extracted from the image database, and are represented and handled according to the PANDA formalization presented in Section II. Hence, given a clustered image comprising of M simple patterns P i , i = 1, . . ., M, and with respect to the output of the EM algorithm, a Specimen i is instantiated for each pattern P i representing a physical anatomic specimen in a medical image
. (4) More specifically, the structure schema SS of a specimen is represented by the pair (µ, σ) of the distribution D j for each of the N features (j = 1, . . ., N) in pattern P i , respectively. Correspondingly, the measure schema MS of a specimen is represented by two values, the prior probability (pp) and the scatter value (SV) of P i . Formally, the prior probability pp is defined as the fraction of the feature vectors of the image that belong to pattern P i . Intuitively, pp is equivalent with the support measure widely used in data mining models. In this case, it provides an indication of the size of the specimen. On the other hand, SV is a measure of the cohesiveness of the data items in a cluster with respect to the centroid of the cluster, and it is a commonly used intrinsic measure of the quality of a cluster [35] . Formally, the scatter value SV of a specimen is defined as
where x k are the feature vectors that belong to pattern P i and c P i is the corresponding centroid, which is also a vector having the same dimensionality as x k , and its value in each dimension is computed as the average from the corresponding features' values belonging to pattern P i . A low scatter value indicates good scatter quality, but it should be noted that this is a relative measure of quality, since it depends on the number of items in the cluster.
In this context, a medical image MI is considered as a complex pattern
consisting of a set of simple patterns (i.e., specimens), which follow the definition in (4).
D. Computation of Pattern Similarities
Let us recall that the objective of a CBIR system is the estimation and ranking of the similarity between query and registered images. Aiming at the estimation of the similarity between two medical images [defined as complex patterns in (6), we first have to define the distance over the structures and the measures of two simple patterns P 1 and P 2 . Since complex patterns are decomposed into a number of simple patterns, in comparing two medical images, MI 1 and MI 2 , we need a way to associate component patterns of MI 1 to component patterns of MI 2 . To this end, the coupling type constrains the way component patterns can be associated (i.e., matched). Next, we first propose an effective way to measure the distance between two simple patterns, and then we present (see 11), which is our choice for coupling them.
The distance between the measures of two patterns is proposed to be defined as the absolute difference of the scatter values, each one weighted by the corresponding prior probability of the patterns, normalized by the sum of the two scatter values. Formally
Intuitively, (7) quantifies the interpattern divergence between the cohesiveness of two clusters. It should be noted that this definition overrides the inefficiency of the relativeness of the scatter value with respect to the number of items in the cluster, as each scatter value is weighted by the fraction of the feature vectors of the image that belong to pattern P i .
Regarding the structural similarity between P 1 and P 2 , we search for a measure that evaluates the closeness of two sets of distributions, as P 1 and P 2 are. Further decomposing the problem, we should first define a method of computing the similarity between two distributions D 1 and D 2 . To achieve this, we use the standardized difference d between two distributions, as defined by Cohen [36] . Cohen's d is defined as the absolute difference between the means of the distributions, divided by the root-mean square of the two standard deviations Cohen's distance is the vehicle to automate and materialize the intuitive overlap between two distributions. Having this, we define that the structural distance between two sets of distributions (i.e., two patterns P 1 and P 2 ) should be the result of an aggregate function g aggr (9), which interrelates the different distance scores achieved by each pair of distributions , which intuitively corresponds to the Cohen's d score over which two distributions are considered totally dissimilar (i.e., they do not overlap). In this connection, g aggr function can be any mapping that initially performs a feature selection process and subsequently applies the aggregation function upon the selected features. Examples of such functions include: 1) the minimum function g min (i.e., selection of the most similar distributions); 2) the average function g avg (i.e., selection of the average among the distances computed for each pair of the N features); and 3) the average of the k nearest distributions function g avg kND (i.e., selection of k ≤ N most similar pairs of distributions). In the last case, the k parameter may not be given explicitly, yet it can be defined implicitly by relaxing the δ parameter. Formally
where function kND returns the k most similar distributions.
To this point, we have defined dis meas and dis struct [(7) and (9) , respectively] between two patterns (i.e., clusters on features extracted by two medical images following the proposed CBIR methodology). In the sequel, we aggregate these distances by using a wise weighted sum function. Formally, the distance dis(P 1 , P 2 ) between two patterns P 1 and P 2 is defined as dis(P 1 , P 2 ) = dis struct (P 1 , P 2 )
The intuition behind our choice is that the more similar the structures are, the more the measure distance should contribute to the total distance score. This implies that if structures are totally different, the distance should be 1, irrespective of the measure. This choice further implies that we give emphasis on the structural similarity. This is additionally strengthened by multiplying the factor 1− dis struct (i.e., the similarity between the structures of the patterns) with a smaller value than the actual measure distance dis meas . Recall that dis meas takes values in the domain [0, 1], so by taking its square we denote the relaxing of the dis meas contribution.
Having defined the distance between simple patterns, to compare two medical images MI 1 and MI 2 (i.e., two complex patterns), we adopt the coupling methodology between the different patterns of each image as follows
where M and K are the respective numbers of constituent simple patterns of each image with respect to the output of the EM algorithm. Though various coupling types can be applied in the context of the PANDA framework [16] , we adopt the allby-all matching expressed by (11) so as to avoid bias toward specific patterns. The final outcome is the average of all possible matchings.
IV. RESULTS
A number of experiments were performed with radiographic images from the image retrieval in medical applications (IRMA) dataset [37] , which is often used as a reference for medical image retrieval tasks. It currently contains 10 000 arbitrarily selected anonymous radiographic images taken randomly from patients of different ages, genders, and pathologies during medical routine. The images are categorized into 116 classes according to the IRMA code [38] . This code comprises four fields: 1) the imaging modality; 2) direction of the imaging device and the patient; 3) the anatomic body part that is examined; and 4) the system under investigation. The particular dataset comprises only plain X-ray images of various directions (such as anteroposterior and mediolateral), anatomic body parts (such as cranium, spine, arm, elbow, and chest) and systems under investigation (such as musculoskeletal, gastrointestinal, and uropoietic). The IRMA code information of each image is provided as the ground truth along with the dataset. Other patient data and pathology information are unavailable. All radiographic images are in 8-bit greyscale format and have been downscaled to fit into a 256 × 256-pixel bounding box maintaining the original aspect ratio.
From the available dataset, a subset of 90% of the images was registered in the database, whereas a nonoverlapping subset of 10% of the images was used for querying the pattern-base. Each image was sampled in blocks using overlapping sliding windows. The details of the feature extraction method used (Section III) include a 3-level biorthogonal spline wavelet decomposition of each sampled block and the estimation of the first two wavelet moments from each band. This process results in a 20-D feature vector per block.
The determination of the sampling parameters was based on preliminary experiments seeking the maximum average distance (11) between complex patterns MI of the different categories comprising the registered dataset. The sampling parameters tested before each CBIR experiment include sliding windows of 32 × 32, 64 × 64 and 128 × 128 pixels. In all cases, the maximum average distance was obtained with windows of 64 × 64 pixels. Variation of the overlap (0%, 25%, 50%, and 75%) between the sampled blocks did not affect this result. Increasing the overlap provides better localization of the patterns but produces many more sampled blocks, affecting the efficiency of both the feature extraction and the pattern instantiation tasks. Thus, a 50% overlap, i.e. a 32 pixel step, was used as a compromise between localization and efficiency. In the following, we present qualitative results of the pattern instantiation realized via clustering, and measure the performance of the proposed scheme, in terms of effectiveness and in terms of efficiency.
A. Pattern Instantiation via Clustering
The feature vectors extracted from each image were clustered using an implementation of the EM algorithm available in the Waikato environment for knowledge analysis (WEKA) data mining tool [33] using the 10-fold cross-validation algorithm to determine the number of clusters. Each cluster was represented by a pattern Specimen i , i = 1, . . ., M (see (4)), and each image was represented by a complex pattern MI [see (6) ]. Fig. 2(a) illustrates three radiographic images from breast, abdomen, and hand categories (from left to right). The respective clusterings obtained are illustrated in Fig. 2(b) . The different grey levels in Fig. 2(b) indicate the different specimen patterns found in the images. Fig. 2(c) illustrates projections of the 20-D feature vectors to a 3-D space constructed according to the centroidpreserving projection technique [39] . It can be observed that the clustering produced is quite meaningful in terms of semantics, i.e., the breast and the perceived differences in its structure are clearly depicted, the region of the abdomen is well defined and separated from the upper part of the body, and the palm is differentiated from the fingers. However, for the fingers, the algorithm assigned two specimens instead of one, but this can be attributed to the large size of the sampled blocks as compared with the gap between the fingers.
B. Effectiveness
The patterns from the registered radiographic images were used to build a pattern base (see Fig. 1 ). In order to quantitatively assess the effectiveness of the proposed pattern similarity scheme, we evaluate its capability to retrieve images by adopting the popular recall and precision measures, where recall is defined as the ratio of the relevant images retrieved over the total relevant images in the database, and precision is defined as the ratio of the relevant images retrieved over the total number of images retrieved, relevant or not. To enable comparisons with other medical image retrieval methodologies using a standard single-figure measure, the area under the interpolated precisionrecall curve (AUC) is estimated [40] .
The proposed scheme was tested using the three alternative aggregation functions g aggr discussed in Section III-D. The results, in terms of average precision versus recall estimated for all 116 categories, are illustrated in Fig. 3(a) . Indicatively, in Fig. 3(b) and (c), we present the precision versus recall charts for two independent categories of chest and cranium radiographs. It is evident that best retrievals are achieved by using the average of the k nearest distributions function σ avg kND . Fig. 3(a) shows that, for a recall of 90%, the average precision achieved using σ avg kND is almost 45%, and the corresponding AUC estimated is 74%. It is worth noting that these results could only marginally improve upon a denser sampling scheme. Compared with a simple method that uses global grey-level histograms as features and histogram intersection as an appropriate dissimilarity measure [41] , the average precision for 90% recall is approximately 10%, and the corresponding AUC reaches only 17%. The AUC obtained with the proposed scheme using local grey-level histogram information reaches 34%. The corresponding precision versus recall curves are illustrated in Fig. 4 .
The precision reported in [15] for 90% recall seems to be comparable with the one achieved with the proposed approach; however, the dataset from which that precision is estimated is significantly smaller comprising only 1500 radiographs from 17 categories. In order to derive comparable estimates between the two CBIR approaches, a retrieval experiment was run with the proposed scheme on a subset of the available data generated according to the guidelines provided in [15] . The AUC estimated for the proposed approach on this subset reached 78%, whereas the AUC estimated from [15] is approximately 66%.
Two example retrievals using g avg kND are illustrated in Fig. 5 . The first image of each sequence is the query image, and the rest are the nine retrieved images requested. Fig. 5(a) shows that all the retrieved images belong to the same category. Fig. 5(b) shows that two of the retrieved images belong to a different class than that of the query image. However, the main difference between the two categories is hardly perceivable and located in the region of pelvis (lower part of the image at the center). Similar observations are valid for queries performed using radiographic images from other categories. 
C. Efficiency
In this section, we measure the efficiency of the proposed medical image similarity scheme that involves pattern comparisons, in comparison with the performance of the conventional scheme that involves exhaustive comparisons of the feature vectors. A vector comparison in the conventional approach is considered equivalent to a pattern comparison in the proposed scheme. The experiments were performed on a workstation with Intel Pentium M1.6 processor having 1 GB RAM and 60 GB hard disk.
We have chosen the sequential, exhaustive scan as the yardstick for our method, as other common methods such as R-trees are sensitive to the high dimensionality of the feature vectors, which is usual in CBIR applications (e.g., a dimensionality of 64 in [42] and at least 2 × N = 40 in our case, where N is the number of features in a pattern). The performance of these approaches degrades rapidly as dimensionality increases. For instance, it has been shown that even for a dimensionality of as low as 5, the R * -tree behavior in similarity search is problematic [42] . The main reason is that, with the growth of the dimensionality, the overlap in the internal nodes of the tree increases and, as such, its discrimination ability decreases.
The speedup factor between the conventional and the proposed approach as a function of the number of blocks per image is illustrated in Fig. 6 . It can be observed that the advantage of the proposed approach increases with the number of blocks per image (e.g., by increasing the sampling step), and for a few hundreds of blocks per image, it requires almost three orders of magnitude fewer comparisons than the conventional approach.
On the other hand, in [15] , a speedup of two orders of magnitude compared to the conventional approach is reported. Moreover, in the same research, it is noted that the GMM-KL framework is not yet capable of coping with large image retrieval tasks that extend more than 6000 images due to the computational load involved with the KL measure. We further estimated the average processing time (CPU plus I/O time) for the comparison of a pair of images. For the aforesaid experimental setting, the proposed pattern similarity scheme requires always less than 0.1 ms. The average time required for the mixture model parameters to converge to a constant or almost-constant estimate is 0.22 ± 0.04 s.
V. CONCLUSION
We presented a novel scheme for efficient content-based medical image retrieval. This scheme utilizes rich-in-semantics pattern representations of medical images, defined in the context of PANDA, a framework for representing and handling data mining results. The theoretical contributions of this paper are validated by comprehensive experimentation on the IRMA reference collection of radiographic images. The results advocate both its efficiency and effectiveness in comparison with state of the art.
Future perspectives of this paper include: 1) systematic evaluation of the proposed scheme for the retrieval of various kinds of medical images, such as endoscopic [29] and ultrasound images [43] according to their pathology; 2) the enhancement of the retrieval performance by using image indexing techniques based on specialized data structures; and 3) the integration of the proposed scheme with ontology-based information extraction and data mining techniques for the retrieval of medical images using heterogeneous data sources. By storing the semantically rich patterns along with low-level features in a unified way, according to the PANDA framework, will enable the extension of the CBIR methodologies with knowledge representation techniques for semantic processing and analysis.
