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Abstract
This thesis is a computational and theoretical investigation of the response of
materials' mechanical properties to a wide range of environmental conditions, with a
particular focus on the coupled effects of strain rate and temperature. The thesis
provides original contributions to the fundamental understanding of how the
materials mechanical properties change, as manifested by defect structure evolution,
with temperature and strain rate conditions, as well as to the development of
methodology used for enabling the investigation of dislocation-defect interactions
over a much wider range of time scales than of reach to traditional techniques.
This thesis advanced the capabilities of a recently developed activation-
relaxation based atomistic method to enhance the accuracy of kinetic predictions,
and to enable the investigation of dislocation-defect interactions dynamically at long
time scales. We took the Autonomous Basin Climbing (ABC) method as a starting
point, and incorporated the ability to sample multiple transition pathways associated
with a given state. This new feature addresses the problem of overestimating the
system evolution time due to the one-dimensional nature of the original ABC
algorithm. The ABC method was further implemented in a dynamic framework,
which makes it possible for the first time to directly simulate the dislocation-obstacle
interactions at very low strain rates. This approach allows for a new way to connect
the atomistic results to models at the meso-scale for simulating the plasticity of
metals.
We analytically derived how the applied strain rate couples with the thermal
activation process, based on the framework of transition state theory informed by the
atomistic approach described above. We demonstrated the coupling effect is a
common mechanism behind many important phenomena, and provide three
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examples from the atomic level on the dislocation mobility and dislocation
interactions with radiation induced defects. (i) A well-known universal flow stress
upturn behavior in metals has been examined. We provide a simple physically based
model to predict the flow stress at various strain rates, without invoking any assumed
mechanisms or fitting parameters as in the traditional constitutional models. (ii) We
implemented this new model in (i) to investigate the dislocation-obstacle
interactions. The approach enabled us to map the interaction between an edge
dislocation and a self interstitial atom (SIA) cluster in Zr in a two-parameter space
consisting of temperature and strain rate. This approach allows the direct atomistic
simulation of dislocation-obstacle interactions at experimental time scale, namely at
low strain rates, which cannot be reached by traditional atomistic techniques. The
dislocation is found to absorb the SIA cluster and climb at low strain rates and high
temperatures, while it passes through the SIA cluster at high strain rates and low
temperatures. The predicted mechanism map is able to reconcile the seeming
controversy between previous experimental and computational findings. (iii) A
dislocation-void interaction in bcc Fe at prescribed strain rate is also investigated.
We demonstrated that different applied strain rates can affect the interaction
mechanism and the defect microstructure, and eventually lead to a negative strain
rate sensitivity (nSRS) of yield strength below a critical strain rate. This finding at
the unit process level supplements the previous explanations of the nSRS with higher
level constitutive relations.
Beyond the specific cases analyzed in metals in this thesis, the insights gained
on the coupling between strain rate and thermal activation can be used to explain the
dependence on strain rate and temperature in other important classes of materials
(e.g. colloids, cement) and phenomena (e.g. corrosion, creep).
Thesis Supervisor: Bilge Yildiz
Title: Associate Professor of Nuclear Science and Engineering
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Chapter 1
Introduction
1.1 Background and Motivation
The design of materials with unique functionalities has become increasingly
important to meet the urgent demand for sustainable energy technologies. Advanced
nuclear reactors are being designed for longer life times while operating in extreme
conditions of temperature, chemical activity, and irradiation [1-5]. Developing
materials more tolerant to extreme conditions thus requires understanding and
assessing the irradiation induced microstructual evolution. This thesis focuses on the
dislocation-obstacle interactions under a wide range of temperature and strain rate
conditions [6-10]. Understanding the dislocation-obstacle interaction mechanisms is
important because these interactions affect the mechanical properties of structural
materials ranging from creep and growth to plasticity and hardening [11-16].
However, traditional atomistic simulations to date have only addressed the behavior
of these defect systems at high-strain rates because of the limitations related to the
time scales of reach to them. This situation left open the question of whether the
accurate mechanisms are indeed captured, which this thesis aims to address.
Computational modeling and simulation, accompanied by the continuous
enhancement of computing power during past few decades, has become an effective
quantitative approach for progress in many disciplines, ranging from predicting the
protein's molecular structure to global climate change, from drug design to galaxy
formation and evolution. In a nutshell, computational methods drastically extend the
reach of research methods because virtual experiments and predictions can easily be
1
performed under simulated conditions beyond the practicality of real experiments
[17]. Due to such extensive capability, a wide range of computational methods
constructively complement the theoretical and experimental methods [18].
While simulations have particular advantages over "real" experiments in terms of
lower cost, faster progress, better control of isolated parameters in affecting the
modeled system, there are still formidable challenges. This thesis focuses on
atomistic simulations and their connection to meso-scale and continuum approaches.
The major limitations of atomistic simulations involve the small length and short
time scales of the system that can be reached. The length scale issue is less
challenging because even hundreds of atoms, with the assistance of periodic
boundary condition, can well represent many materials' bulk properties. In addition,
the length scale limitation can, at least partially, be addressed by parallelizing the
problem and computing in large supercomputer systems. However, the time step in
the integration over time cannot be parallelized in the computations. This makes it a
formidable challenge to reach long time scales with atomistic simulations.
Particularly in nuclear structural materials, defects are produced within displacement
cascades induced by high-energy neutrons, ions and electrons, at very short time
scales (~10-1310-11 s). The defect migration, interaction, and accumulation govern
the microstructural evolution, which in turn determines the macroscopic degradation
of the materials at the time scale of years (~107 s-) [11]. The process from defect
formation till the observation of the radiation effects on macroscopic properties
spans more than 20 orders of magnitude in time. On the other hand in atomistic
simulations, the most accurate techniques, ab initio based methods, can only reach
the pico-seconds time scale due to the extremely expensive computational load.
While molecular dynamics (MD) simulation, another widely used atomistic
technique, is able to reach much longer time scale than ab initio method, it can
hardly go beyond nano-second, which is still more than ten orders of magnitude
away from the "real" experiments.
Due to such a large gap between the time scales that MD can reach and the
experiments, results obtained by MD might not reflect the accurate mechanisms
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taking place at long times. Particularly in this thesis, we focus on the interactions
between dislocations and obstacles, which are known to significantly affect the
mechanical properties of structural materials over a wide range of conditions
including low strain rates over long time scales. Most MD studies to date aimed to
reveal the interaction mechanisms between dislocations and obstacles by performing
the simulations only at one particular or very limited range of conditions. Typical
MD calculations of these interactions are performed either at very high strain rates
greater than 106 s1 [7, 9, 10, 19-22], or at static conditions where the temperature is
set to be 0 K [23-26]. The static calculations do not involve integration over time,
and only relax the system based on the minimization of the potential energy. Thus,
they intrinsically prohibit the thermal activation process while straining the system.
Therefore the molecular static simulations give rise to effectively equivalent
outcomes as the MD simulations at the very high strain rate limit which also does not
permit thermal activation [27-29]. This equivalence is first analytically demonstrated
by Zhu et al. [28], then by Weinberger et al. [27], and finally by the author of this
thesis [29]. For the sake of simplicity, we will therefore refer to both scenarios as
high strain rate studies below. These high strain rate results are either directly
compared with experiments [21] or incorporated into continuum approaches [22]. An
emergent problem is therefore raised - can the high strain rate studies well represent
the real experiments driven at much lower strain rates?
An example that supports this question is a seeming controversy between the
simulated prediction and the experimental observation over the interaction
mechanism between an edge dislocation and a defect cluster in Zr. In molecular
static calculations [25], the simulation was performed at 0 K, and the system was
driven by the applied shear strain only without any thermal activation. These
conditions are akin to the high strain rate and low temperature limit [27-29] because
they don't give rise to thermal activation over sufficiently long time, as discussed
above. In those atomistic simulations, the dislocation and obstacle was found not to
interact with each other. In other words, the dislocation simply passes through the
obstacle upon induced shear deformation, leaving both the defects structure
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recovered in the end [25]. While in tensile experiments, under very low strain rate
(10- 4s-1) and high temperature (600 K), dislocation channel formation is clearly
observed [30], indicating the absorption of obstacle on the slip plane by the
dislocation. The experimental results starkly differ from the simulation results
described above.
Such discrepancy between experiments and atomistic simulations raises a key
challenge - by straining the system too fast in traditional atomistic simulations (since
the static simulations indeed represent the high strain rate limit [27-29]), are we
missing thermally activated processes which end up not having enough time to
occur? Furthermore, previous high strain rate simulations suggest that the
temperature can also affect the interaction mechanisms between dislocations and
obstacles [9, 20]. For example, in a unit process of interaction between dislocation
and SIA loop in bcc Fe, under the same level of applied strain rates around 106s-1, the
SIA loop is absorbed by the dislocation at high temperature; while both the
dislocation and SIA loop recover fully at low temperature. These findings
demonstrate that both the temperature and the applied strain rate together determine
the interaction mechanism because of the presence of thermally activated processes.
However, the following questions have been open: are the strain rate effect and
temperature effect independent from each other or do they act in concert with each
other? If they do couple, what is the relation between these two driving factors? And
consequently, how can this interrelation determine the interaction mechanisms
between dislocations and obstacles under a wide range of conditions?
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1.2. the Aim and the Contributions of the Thesis
The aim of this thesis is to address systematically the challenges summarized
above - namely:
1) gain a quantitative and physically based understanding of the coupled
temperature and strain rate effects on the interaction mechanisms between
dislocations and obstacles using atomistic simulations, and
2) develop and adapt new atomistic methods that enable the investigation of
dislocation-defect interactions over a much wider range of time scales than
traditional techniques.
The key contributions of this thesis are two-fold. The first is a new and
fundamental understanding of how the materials mechanical properties change, as
manifested by defect structure evolution under a wide range of conditions, with a
particular focus on the temperature and strain rate effects [29, 31]. Specifically, we
analytically elucidated how the applied strain rate affects the thermal activation
process, based on a theoretical derivation that we developed. By using this analytical
derivation that represents the coupling between the strain rate and thermal activation,
we successfully explained a longstanding challenge of flow stress upturn behavior
[32-38], without invoking any assumed mechanisms or fitting parameters. We then
combined the theoretical derivation with the newly developed atomistic technique,
and investigated the strain-rate and temperature dependence of dislocation-obstacle
interactions in plasticity of metals, specifically Zr and bcc Fe in this thesis. This
approach enabled us to uncover the interaction mechanisms over a very wide range
of strain rates (10- 7 s- to 108S'), which is far beyond the reach of the MD method.
We demonstrated that the interaction is impacted by both thermal activation and
strain rate effects, and provided an interaction mechanism map within a two-
parameter space consisting of temperature and strain rate for the case in Zr. The
interaction mechanism is actually an outcome of the competition between thermal
activation and strain rate. In particular, at high temperatures and low strain rates, the
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thermal activation has enough time to take place and leads to the obstacle absorption
by dislocation; while at low temperatures and high strain rates, the process does not
have enough time to be thermally activated and the dislocation simply passes
through the obstacle, leaving both defects recovered in the end. This fmding very
well reconciles the seeming controversy between experiments [30] and previous
simulations [25] mentioned above. In other words, they are not really contrary to
each other, the different results arise rather because of the different conditions in the
simulations and in the experiments reported above. The same framework has also
been extended to a similar problem involving a dislocation-void interaction in bcc Fe,
and supplements the previous understanding of the origin of negative strain rate
sensitivity behavior [39]. In sum, this fundamental understanding can be used to aid
in explaining and predicting a broader range of problems where time scales are
important in determining the materials behavior.
This scientific contribution was enabled by the new method that I introduced
and further developed for addressing this problem - that makes the second
contribution of this thesis. Evolution of defect microstructure at long time scales
could not be directly simulated by traditional atomistic methods, and an alternate
approach is necessary. For this purpose, we introduced a novel computational
technique recently developed by Kushima et al. [40, 41]. The technique is based on
an activation-relaxation algorithm, called Autonomous Basin Climbing (ABC), and
enables the simulation of the problem at arbitrarily long time scales while retaining
the atomic details and predictive power. This thesis further developed the ABC
technique for better accuracy and for implementation in dynamic scenarios. We
incorporated the capability to sample multiple transition pathways associated with a
given state, and this added feature improves the accuracy of the kinetic predictions.
We implemented this technique in a dynamic framework, which made it possible to
directly simulate the dislocation-obstacle interactions at very low strain rates. This is
regarded as the tool preparation step for bridging the different time scales between
experiments and traditional computations.
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1.3 Scope of Thesis
This thesis is organized as described below:
In Chap 2 we discuss the basic principles of long time scale computational
techniques, and the atomistic simulation methodologies that will be employed
throughout the thesis. The notion of potential energy surface (PES) and its
importance in materials evolution are introduced in Section 2.1. Section 2.2 gives a
brief overview of several existing long time scale atomistic methods based on the
concept of escaping from deep energy minima on PES, with a particular focus on the
Autonomous Basin Climbing (ABC) algorithm [40] that is employed throughout the
thesis. In the end of Section 2.2, we have a discussion on these methods in terms of
advantages and drawbacks, and specify the reason for picking ABC method in this
thesis. The advancement of the ABC technique (ABC-E with the capability of
detecting multiple transition pathways is described in Section 2.3. Such modification
makes it possible for considering multiple competitive mechanisms, e.g. the
anisotropic diffusion of defects in hcp Zr (Sec 3.3-3.4), and improves the accuracy of
the predictions of kinetics. This chapter closes in Section 2.4 with an introduction of
how dynamic simulations at a given strain rate can be performed by using ABC and
transition state theory. The purpose of dynamic simulations in this thesis is
investigating the dislocation-point defect interactions that will be discussed in Chap
4. The dynamic implementation using ABC makes it possible for the first time to
perform atomistic and predictive simulations of the dislocation-obstacle interactions
at very low strain rate conditions, which can be directly compared with experiments.
Chap 3 presents the simulation results on the formation, migration and
accumulation of point defects in nuclear structural materials. This is important
because the point defects are formed under irradiation and are usually the obstacle to
dislocations, and their interactions with dislocations determine the mechanical
properties of the structural materials. Section 3.1 introduces the structure of the
newly observed sessile self-interstitial atom (SIA) cluster in bcc Fe under irradiation,
and its unfaulting mechanism to the traditional mobile structure. The unfaulting time
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of such sessile SIA cluster is calculated under different temperatures, and found
consistent with the direct MD simulations. Another type of defect, the vacancies, is
studied in Section 3.2. Particularly, we introduce a supersaturated vacancy
environment and discuss how the vacancies interact and accumulate with each other.
The growth curve of the average size of vacancy cluster is calculated as a function of
temperature, and compared with the positron annihilation spectroscopy (PAS)
experiments. Section 3.3 and 3.4 discuss the anisotropic diffusion of vacancy and
SIA in Zr, with the implementation of ABC-E method. And correspondingly, the
results are benchmarked against different other available techniques, including MD,
adaptive-boost (AB) MD [42], and temperature-accelerated dynamics (TAD) [43].
Chap 4 focuses on the dislocation mobility and its interaction with irradiation
induced point defects, cause they affect the mechanical properties that are critical for
the safety of structural materials in the nuclear reactor [24, 25, 44-47]. The examples
in this chapter reflect a common mechanism behind all these simulated processes,
specifically, the competition between strain rate and thermal activation, which is a
key contribution of this thesis. In Section 4.1 we consider the dominant plastic unit
in bcc Fe, the glide motion of 2<111> screw dislocation. An analytical theory is
developed for describing the dislocation mobility under different applied strain rate
and temperature conditions. It is demonstrated that there is a significant coupling
effect between the two variables of applied strain rate and temperature. This derived
theory, combined with atomistically calculated input, describe naturally a flow stress
upturn behavior at high strain rate regime, an experimentally established phenomena
for which the underlying mechanism has not been clarified before. A unit process of
dislocation-SIA cluster interaction in Zr is studied in Section 4.2. The interaction
mechanisms are predicted and the corresponding mechanism map is cast in a two-
parameter space consisting of temperature and strain rate. This study spans a wide
range of strain rate conditions, from 10s-1 to 10's~, which makes it possible to
directly compare with experiments. The SIA cluster is found to be entirely absorbed
by the dislocation at low strain rates and high temperatures; while at high strain rates
and low temperatures the dislocation passes through the SIA cluster, leaving behind
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both the SIA cluster and the dislocation structures fully recovered. The constructed
mechanism map displays the material's response under various conditions, and also
explains the seeming inconsistencies between the previous experimental and
computational results. Section 4.3 examines a unit process of dislocation-vacancy
cluster interaction in bcc Fe over a broad range of strain rate conditions. We study
the relation between the critical resolved shear stress (CRSS) and the strain rates, and
observe an inverse behavior when strained slower than 105s-. It is demonstrated that
the dislocation obstacle interactions are determined by two competitive driving
forces: strain rate and thermal activation. Different strain rates can affect the
microstructures of the defects during the interaction, and eventually lead to the "V"
shape like relation between the CRSS and loaded strain rates [39]. We show that
even a unit process can induce an inverse behavior as well, which supplements the
previous explanations of the inverse relation from the global point of view. The
inverse behavior results in the decreased ductility and strength of the materials, and
correspondingly generates the instabilities of materials during deformation [48, 49].
Therefore this study helps understand the origin of materials' instabilities on a
microstructural level.
Chap 5 demonstrates how ABC based simulations can be connected to larger
length-scale methods, to enable of multiscale modeling of microstructure evolution.
There are many important phenomena, whose overall degradation is an aggregate of
multiple modes of deformations, rather than determined by a dominant unit process
[50]. Under such circumstances, it is not possible to directly deduce the macroscopic
degradations from the atomistic simulations on a unit process. In contrast, it is
necessary to find a higher level framework that can accommodate all the involved
unit processes and treat these processes in a self-consistent manner.
Correspondingly, one needs mesoscale models to connect atomistic to the
engineering scale. The latter can be used to explain or predict the materials'
macroscopic degradation by incorporating the microscopic degradation mechanisms
and their kinetic descriptors. In this chapter, we discuss a suggested interface
connecting our atomistic simulation to engineering scale method, in particular the
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visco-plastic self consistent (VPSC) model developed at Los Alamos National
Laboratory [51, 52]. A formalism to interface the atomistic results of this thesis to
the VPSC is derived. An illustrative example of stress effect on the climb rate is
provided. With this interface, a wider range of microscopic parameters from the
atomic level can be provided into the higher level simulation models, which can
predict and optimize the performance of the nuclear structural materials.
A summary is given in Chap 6, which discusses the importance of the simulation
framework and results throughout the thesis. We particularly focus on the
significance of combination between atomistic modeling and theoretical derivation in
extending atomistic simulations to realistic time scales, and its broader impact on
other scientific areas. We propose an analogy between the glass rheology and metal
plasticity, and believe our method and framework developed in this thesis might shed
light also on glassy systems.
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Chapter 2
Methodology: Atomistic Simulations at
Long Time Scales
This chapter presents the development of the simulation tools used in the later
sections of the thesis. A specific goal here is to enable accurate methods simulating
the system behavior over long time scales while retaining the atomistic details. In
this chapter, we briefly introduce several well-known methods in slow dynamics and
compare their advantages and drawbacks. We select the Autonomous Basin
Climbing (ABC) method as the basis of our simulation technique throughout this
thesis. We further advance ABC method by introducing new capabilities to it: i)
identifying multiple transition pathways, which makes the prediction of kinetics
more accurate, and ii) a dynamic implementation of ABC method, in order to
directly simulate the dislocation-obstacle interactions at very low strain rate
conditions.
2.1 Potential Energy Landscape
Properties of condensed matter rely on the interaction between the atoms in the
system, governed by the landscape of the potential energy surface (PES) [53]. The
relevant problems in the scope of this thesis, i.e. the degradation of structural
materials, are non-equilibrium and evolve by the rare events transitions on the energy
landscape. The activation barriers between the rare events are very high, and
according to the transition state theory (TST), the system spends the bulk of the time
(proportional to exp[AEIkBT], where AE is the activation barrier) trapped in deep
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energy minima. This time scale can be very long and molecular dynamics (MD)
cannot be used to capture such rare events because of having to directly track the
atoms' trajectories in time determined by Newton's equations.
The new school of thought in simulating the microstructural evolution at long
time scale is based on identifying all the key unit processes of transitions between
minimum energy states on the PES and coupling that information to TST
calculations. Such a concept requires the capability of exploring the structure of PES
and constructing the associated energy landscape in the evolution of the system.
2.2 Overview of Existing Atomistic Methods
for Exploring PES
2.2.1 Activation Relaxation Technique (ART)
Activation relaxation technique (ART) [54, 55] is a method of searching the
saddle points associated with a selected basin on the PES. The algorithm is the
following: first relax the system to a local energy minimum using an appropriate
interaction potential; then initiate the activation process, where the system is slightly
perturbed along a random direction to create a nonzero term in the force. The
configuration is then moved to a nearby saddle point by iterative application of a
redefined force with the direction far from the initial local minimum. In sum, the
system is forced to follow an up-hill trajectory in the energy landscape until the
saddle point is found.
Once a saddle point is reached, the system is set back to the original state again
and displaced along another random direction to find other saddle points associated
with the given minimum state. All the observed saddle points and pathways are
stored in the reaction catalogue, which serves as the input parameters for the
following kinetic Monte Carlo (KMC) simulation.
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The ART method has been applied to a serials of studies, including the diffusion
of point defects in bcc Fe and Si [56], heat transfer in amorphous Si [57], and the
plastic flow in glassy materials [58].
2.2.2 Dimer Method
Dimer method [59] is another atomistic technique of finding saddle points
without knowledge of the final state in the transition. The algorithm first creates a
replica of the system which is displaced slightly from the original configuration by a
fixed distance. Then the dimer system is rotated in order to find the lowest curvature
mode of the PES at the position where the dimer is located. By doing so the dimer
system is forced to move uphill on the PES, from the vicinity of the initial state
towards a saddle point. Along the way, the dimer is rotated in order to find the
lowest curvature mode of the potential energy at the point where the dimer is located.
Similarly to the ART method, once a saddle point is reached in the dimer
algorithm, the system is set back to the original state again and displaced along
another random direction to find other saddle points. All the detected saddle points
and pathways are served as the input parameters for the following KMC simulation.
The dimer method has been initially used to study the Al adatom motion on
Al(100) surface [59] and chemical reactions [60]. Recently, the dimer algorithm has
been further developed by Xu et al., named self-evolving atomistic kinetic Monte
Carlo (SEAKMC) method, by incorporating the KMC processes and characterizing
the environment on the fly [61-63].
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and Temperature-Accelerated
Dynamics (TAD) Methods
Besides the two methods introduced above for searching the saddle points on the
PES, there are a family of techniques based on biased dynamics, e.g. hyperdynamics
[64] and temperature-accelerated dynamics (TAD) [43] methods, to boost the rare
event transition. According to TST, the expected transition time for a system trapped
in a deep energy minima is proportional to exp[AE/kBT], where AE is the activation
barrier, T is the temperature. Correspondingly, there are mainly two biased
approaches to boost the transition, which are reducing the activation barrier AE, and
increasing the temperature T, respectively.
The hyperdynamics method focuses on reducing the activation barrier AE, by
adding a biased potential AV to the system's PES. Then the transition will be
boosted by a factor of exp[AVIkBT]. The hyperdynamics method has been applied
to study the adatom diffusion on the fcc (100) surface in a Lennard-Jones system
[65]. Although very appealing, there are important requirements on the form of the
bias potential. Specifically, the biased potential must be zero at the dividing surfaces
between the minima, which is a challenging task and requires very high associated
computational load.
TAD method is based on the idea of speeding up the transitions by increasing the
temperature, and then extrapolating to low temperature regime following Arrhenius
behavior, while filtering out the transitions that should not have occurred at the
required temperature. The TAD method has been applied to a series of studies,
including the vapor-deposited crystal growth [66] and the Frenkel pair recombination
in the vicinity of grain boundaries pre-loaded with interstitials [67].
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2.2.3 Hyperdynamics
2.2.4 Autonomous Basin Climbing (ABC) Method
The ABC method is an algorithm based on the activation-relaxation procedures,
and explores and reconstructs the system's potential energy surface. It was
developed by Kushima et al. in computing the viscosity of supercooled liquids [40],
and is based on the Laio and Parrinello's idea of escaping from free energy
minima[68]. Laio and Parrinello's method adds penalty functions to the free energy
of a set of collective coordinates in an N-particle system in order to force the system
evolve towards rare-event configurations, and in doing so, it requires a knowledge of
possible reaction coordinates based on input from coarse grained molecular
dynamics. On the other hand, ABC adds penalty functions to the potential energy of
the entire 3N-dimensional space with no prior assumption of the reaction coordinates
and with no need to acquire a set of forces from local MD simulations. Therefore,
ABC method can serve extremely useful in finding the reaction paths and low-
probability configurations without knowing the reaction paths or final configurations
in advance. In ABC algorithm, a local minimum energy state, i, with energy E, and
configuration {r,} is selected at the beginning (Figure 2.1 a:(1)). A series of penalty
function additions and total relaxations are then operated in order to make the system
climb out of the local basin and reach the next basin (Figure 2.1 a:(2)-(4)). While
climbing up a potential hill (steps 1-3 in Figure 2.1 b), the total energy (indicated by
black squares) is always larger than the original potential energy (indicated by red
circles). When the total energy reaches above a saddle point, upon relaxation a
sudden drop in the total energy takes place. This drop corresponds to a new
minimum energy configuration that the system relaxes down to. Therefore, the total
energy and the original potential energy at this point are equal (step 4 in Figure 2.1
b). The blue crosses represent the highest potential energy that the system reached
during that last step. Then, the saddle point, shown by the green triangles in Figure
2.1 .b, and the barrier between the neighboring minima, shown as E, and E,, in Figure
2.1.b, are derived by tracing back the trajectories that the system underwent.
15
(a) ,
E~( 1 ,{r}
(2)
--mnmumJ
potential E ,r
E1 {r} total Steps
(3)
(c)
k =k. exp(-)
E,{r,}
E,,{r }
4 E~i(4) C
E,, {r}
E,{r} Configuration Coordinatts
Figure 2.1: (a) Schematic illustration of the ABC method (Figure adapted from [40]). The
system climbs out of a potential energy basin (1-3) by adding Gaussian penalty functions to
the system's potential energy. Finally, the system reaches the neighboring minimum (4). (b)
Trajectory of energy values (1-4) involved in the ABC method, corresponding to the case in
(a). (c) Potential energy landscape derived from (b), and the KMC simulation parameters
based on it.
While presented in detail by Kushima et al. in Ref.[40], here we summarize the
key steps in the ABC algorithm:
(a) Select an initial local minimum-energy configuration i;"with energy E, . The
superscript "zero" represents that the configuration corresponds to a minimum.
(b)Activation step: add a penalty energy on the PES in a Gaussian function form,
#1(r= W exp [ ( J. )2, to activate the system out of the minimum energy
I W2
configuration. W and Q are prescribed constants which determine the strength and
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spatial extent of the penalty function, respectively. The total system energy now
becomes D1= D +#A, where (D' and (I) represent the total energy and potential
energy of the system, respectively.
(c) Relaxation step: relax the configuration and energy starting from that at (i
to obtain the new energy and configuration .
(d) Repeat steps (b) and (c) with D'= D' +$02 , ( = +$3 , ..., until a
relaxation step, n, takes the system to a significantly lower energy state E2 with
configuration r".
(e) Confirm the sampling of the new local minimum energy configuration r"
with energy E2 , by the criterion ' (r")= D(r ). This means that the total energy
equals to the potential energy at ro as the new local minimum.
(f) Repeat the operations (a)-(e) above to get a series of minimum energy
configurations in the structural evolution of the system.
By collecting the energy barriers between the different minima, the inherent
potential energy landscape of the structure evolution is constructed, as schematically
illustrated in Figure 2.1.c.
Unless the penalty function strength represented by W is too large compared to
the energy barrier between the two minima, varying the values of W and Q should
give the same path of evolution between the energy minima. The uniqueness of the
reaction path found by the ABC method using an appropriate set of values for W
and Q was illustrated for atomic diffusion on a metal surface by Kushima et al in
Ref.[40]. The smaller the penalty function strength, the more accurate the barriers
derived in this algorithm are. However, the computational expense also grows with
smaller magnitude of the penalty function. To balance the accuracy and
computational efficiency, a penalty function that is not too small is first applied to
get the correct reaction pathway, and then the initial state and derived final state are
input to nudged elastic band (NEB) [69] to refine the value of the barriers.
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2.2.5 Discussion on Different Techniques
We introduced five different long time scale atomistic techniques above. Among
these methods, ART, Dimer and ABC are based on static (0 K) calculations, while
the other two, hyperdynamics and TAD, are based on dynamic simulations at finite
temperatures. Each method has its own advantages and drawbacks, and therefore is
suitable for different applications. Below is a brief comparison of these methods.
ART and Dimer methods can both detect multiple transition pathways associated
with a give minimum state, and therefore are particularly useful and accurate in the
scenarios where there are many competitive transitions, e.g. in glass system [58, 70,
71], and the heavily damaged system [56, 61, 72]. However, the main drawback of
this type of methods is the unaffordable computation load during the study of long
term non-equilibrium evolution. The reason is that for a complicated non-equilibrium
process, each minimum is connected with many other states, and each new observed
state is connected with more states as well. Therefore the calculation can easily
become of explosive magnitudes. For example, in a recent study on the annihilation
of dislocation-dipole [73], Wang et al. showed that the ART could not drive the
system to the final state due to the "very high associated computational load", and
had to employ the ABC method to observe the dipole dissociation processes.
For the two dynamic methods, hyperdynamics and TAD, an advantage is that the
attempt frequency, which needs to be computed separately as input to ART, Dimer
and ABC methods, is no longer necessary. It can be simultaneously identified as a
result of the simulation. This advantage can provide more accurate results compared
to having to fit the attempt frequency. In addition, no assumption of harmonicity is
being made in hyperdynamics [74]. This is another advantage since it can remove the
approximation of harmonic transition state theory (HTST), which is employed in all
other four methods, ART, Dimer, ABC and TAD. However, the boost factors of
both the hyperdynamics and TAD are limited by the lowest barrier during evolution
[74]. Therefore the system can be easily trapped in an oscillation between two
neighboring states connected by small barrier, and will not be able to extend to long
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time scale. On the other hand in hyperdynamics, the bias potential requires a
diagonalization of 3N-dimensional Hessian matrix, which makes the calculation
extremely expensive. Recently there are further developments as variations to
hyperdynamics [42, 75] to make the calculation of the bias potential more practical
and accurate by introducing an adaptive boost (AB) method. In AB-MD, a smooth
histogram of collective variables is first estimated by canonical ensemble molecular
dynamics calculations. The histogram can thus be employed to estimate the bias
potential in an adaptive manner. This procedure is not only more feasible than
previous calculation of Hessian matrix in hyperdynamics, but quantitatively more
accurate. This development has been successfully applied to study the diffusion of
carbon atom in both bulk bcc Fe and near dislocation core [42].Comparing with
other techniques, ABC algorithm does not need to calculate the Hessian matrix of the
PES, which is required in ART and hyperdynamics. Therefore the implementation of
the ABC algorithm is technically more feasible. ABC method has been demonstrated
in accurately capturing the mechanism and kinetics of a series of unit processes,
including the unfaulting of a self-interstitial atom (SIA) cluster in bcc Fe[76], the
structure of vacancy cluster in fcc Al[77], the dislocation motion and structure [29,
73]and interaction of dislocation with obstacles in both hcpZr and bcc Fe[31, 39].
Most of these studies are accomplished as part of this thesis, as presented in the
following chapters. In addition, a recent study demonstrated that the ABC method is
computationally more effective than ART in studying the dislocation system [73].
Since the main scope of this thesis, as discussed in Chap 1, is to uncover the
interactions between dislocations and obstacles, and due to the reasons mentioned
above, all the studies throughout this thesis employed the ABC method.
2.3 Extension of ABC (ABC-E) Method
Although the original ABC method has been demonstrated robust in a series of
studies on different unit processes [29, 40, 41, 76-79], it can overestimate the system
evolution time scale if there are multiple competitive processes because it evolves
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the system as a one-dimensionally connected chain of transition events. In this
section we introduce the underlying reason of the time overestimation by comparing
ABC method with analytical TST and KMC results. Then we further modify ABC
method into an extended version that is able to capture the multiple transition
pathways from an individual basin on the PES.
2.3.1 Analytical TST and KMC
For a given transition network, according to TST, the evolution time from initial
state ("i" in Fig.2.2) to final state ("f" in Fig.2.2) can be calculated as following:
I1
f
Figure 2.2.Illustration of a connected nodes network, with the initial state "i" and final state
"".
If state p and q are connected with each other, following TST, the jump
frequency fromp to q can be derived by:
Ep~
kpq =ko exp[-
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where the prefactorko is the attempt frequency. The escaping time for state p is
given by:
1
where n(p) is the number of neighboring nodes connected with p.
The evolution time from i tof can therefore be calculated as:
f=+ k+ k
ti,= ,+ --- k t,,+- + - +ktn()f
and similarly, for other unknown variables such as t1 ,f, there are also:
We can rewrite above equations into the matrix expression as below:
1 k,,,_ __ k,n(i) - .... 0
0
The evolution time tz, can be analytically derived by diagonalizing the n*n
matrix above, where n is the number of nodes in the system. In reality, the dimension
n can be very large which makes the analytical solution very difficult to obtain.
Therefore, KMC is widely employed to get the numerical solution and can usually
reach very high accuracy for enough samplings.
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2.3.2 1D Nature of ABC Method
Now let's revisit the transition network discussed in Sec 2.3.1 with ABC method.
ABC algorithm evolves the system mainly towards the pathway with the lowest
barrier, while neglecting other higher barrier pathways. Therefore, for the same
system, ABC will provide an evolution chain that connects the transition paths in one
dimension (1D)instead of a network (seen in Fig.2.3).
i
*
=.
2
n fi 1 2
f
Figure 2.3 Illustration of ABC results on the same system as in Fig.1. An evolution chain is
provided by ABC algorithm. The red path on the left corresponds to the PES of a one
dimensional chain of transitions illustrated on the right.
Since for this ID chain, each state is only connected with its left and right state,
therefore the escaping time for state p is given by:
1
And similarly, the evolution time from i to f can be calculated by solving the
following linear equations:
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k- 1 k2 0 --. t -T,
k11 + kl,2  k1 +kL2
o -1 --,.
k2,1 +k2 ,3  kk,
0 0 -.. 0 -1kn~n 1 + kn~ ,t-f
The dimension for the above matrix is the length of the ID chain, much less
than the total number of nodes in the system. In addition, the matrix has the banded
tridiagonal structure, which is much simpler than the matrix in the last section. KMC
can be further employed based on this reduced matrix to calculate the evolution time
ti-+. Because of the reduced dimension and simpler underlying mathematical
structure, the ABC based KMC can save substantial computational load from the full
catalogue KMC calculation.
Although has been demonstrated robust in a series of studies on different unit
processes [29, 40, 41, 76-79], we observe the ID nature of ABC method can lead to
an overestimation of the system evolution time [80-82] if there are multiple
competitive processes at the same time. To give an illustration we consider a
synthetic comparison between ABC and full catalogue KMC using a pre-constructed
hypothetical two-dimensional PES (Fig.2.4.a). The ABC trajectory was generated for
the same prescribed initial state, and used to estimate the temperature-dependent
system evolution time and the effective activation energy. Six different sets of
activation penalty function parameters were employed, and all the runs gave the
same goveming transition pathway. To simulate a scenario with multiple processes,
we randomly introduced 100 intermediate minima with varying depths and widths
(seen in Fig.2.4.a) to form a rough energy landscape connecting the initial and final
states. As shown in Fig.2.4.b, ABC gives the same effective barrier as full catalogue
KMC, which demonstrates ABC is providing the dominant transition pathway. On
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the other hand, the evolution time is overestimated by about 1-2 orders of magnitude
in ABC method. This is a result of the ID nature of the original ABC algorithm,
because the residence time at each state is governed by 1/ (kf,,,d+k,.a..,,d), whereas
in KMC simulations using a full catalogue of transition pathways, i, it is governed by
1/ k, . Therefore the evolution time calculated by ABC for a scenario with
multiple competing processes can be overestimated.
2.3.3 Extension of ABC (ABC-E) Method
To address the challenge of time overestimation concern mentioned above, the
ABC method is further modified by following algorithm: 1) After the first transition
pathway is observed by ABC, put the system back to the original given basin while
retaining the previously added penalty functions. 2) Add a repulsive potential
function (also in Gaussian form) on the identified saddle point to block the observed
lowest transition pathway. 3) While keeping the blocking functions, continue
employing the routine ABC steps described above, then the transition with the next
lowest saddle point should be observed. By performing these steps of iterations, a
series of transition pathways associated with the given basin can thus be identified.
Specifically, the procedure can be summarized as following:
1. Select initial state, apply regular ABC steps, until first neighboring state
observed.
2. Record the new state, put the system back to original state, and add a
blocking penalty function on the previously observed saddle point.
3. Implement regular ABC steps, until the next new minimum observed,
then judge whether it's a new state or a previously visited state: (i) if it's
previously visited, then put the system back to the original state, add another
blocking function on the new saddle point, restart step 3: (ii) if it's a new step,
goto step 2.
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By doing so, a series of neighboring states to the original state are found. The
order of finding these new states is with increasing activation barriers. The more
states observed, the more accurate the results are.
The criteria for stopping the search for more states can be defined in two ways.
An easy criterion is to set a maximum number of total penalty functions added in the
entire simulation, N", and consider all the identified transition pathways within
these upper bound of search steps. Specifically, let us denote nl as the number of
penalty functions added before detecting the first connected state to the original
minimum. Once the first connected state is found, the system is set back to the
original state, following the procedures mentioned above. Let us assume it takes then
another n2steps to find the second connected state to the original minimum-energy
state. The search is terminated after observing the ith state, where
j=' j=i+1
In s; N < n . Although this selection of N' is somewhat arbitrary, the
j=1 j=1
calculation converges very well at large N'&. For simplicity, we applied this
criterion in this thesis, and our experiences on a hypothetical 2D PES and on the
anisotropic diffusion of point defects in Zr suggest that a number of few hundred for
NA/f is enough to get converged results. We can define a second, more accurate
criterion as the following: Assume the number of already observed states is N ft,,
with the associated barriers, from low to high, as E"s, Ebs ,...,E" . Once a new
2 N=e
state is found with the barrier E"", we can compare the relative probability of this
transition with respect to the previously observed states at a given temperature, by
calculating
exp(- T)
a (T)= B
Iexp(- 
E"
N~t, %T
25
If the calculated a(T) is very small, which means the new state has only
negligible probability to be visited, then the searching process can be terminated.
The rule of thumb for the specific value of a(T), following other similar truncation
criterion used in TAD [43] and kinetic-ART methods [56], is around 0.1%.
In sum, the extension of ABC, now called ABC-E, is further implemented into
the on-the-fly KMC framework, to obtain more accurate estimates of the kinetics of
system evolution.
We revisit the same benchmarking problem at the end of section 2.3.2, now by
ABC-E, and the results are shown in Fig.2.4.b. It can be seen that the results of
ABC-E show a much better numerical accuracy, as expected.
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Figure 2.4 (a) A pre-constructed 2D PES with rough landscape, for representing the multiple
processes scenario. (b) Variation of the evolution time with temperature sampled by full
catalogue KMC, ABC (average of 6 runs), and ABC-E.
2.4 ABC Method in a Dynamic Scenario
ABC is essentially a method that explores the static energy landscape, while
lacking an explicit time dependence. In reality, however, many processes are also
driven by time-dependant dynamical parameters, e.g. with certain applied strain rates
in the tensile experiments. Such dynamical factors drive the system's potential
energy landscape with time, and therefore make it impossible to study within a single
set of ABC samplings with a single initial configuration. To address this challenge,
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we built a model which consists of consecutive ABC iterations to incorporate the
strain rate effect on the dislocation-obstacle interaction (will be discussed in Chap 4).
The approach is described in the following:
for a given
cand T
&c4~ kjT]-1
Figure 2.5 Illustration for the dynamic model in capturing the dislocation-obstacle
interaction as a function of strain rate, i, and temperature, T.
(i) Under a given strain condition, employ ABC to obtain the interaction
mechanism and the reaction pathway.
(ii) Apply NEB method to calculate the energy barrier E. between the initial
and final states that are captured by ABC in step (i).
(iii) According to the TST, the expected thermal activation time is then given by
Eb
At = [voe kBT ] 1. where v represents the attempt frequency and is set to be 101" s-1
throughout this thesis (if not specified otherwise) as a first order approximation [83].
Consequently, for a certain applied strain rate condition 6 , the required strain
Eb
increment, AsAt= [voe k8T]-1 is applied to the system. Then restart step (i)
under the new strain condition.
By iterating steps (i)-(iii), this algorithm permits us to study the dislocation-
obstacle interaction under different strain rates and temperature conditions, and
extend to lower strain rate regimes than traditional MD. In the iterations above, the
strain is discretely induced into the system. In real experiments and MD simulations,
however, the strain is continuously loaded. Therefore if the calculated increment As
in step (iii) is too large, significant errors can be induced as an artifact. To address
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this limitation, any strain increment larger than a critical value s, during each step is
forbidden, where the criterion c, should be selected appropriately according to the
system. Following the strategy of previous atomistic simulations on a dislocation
system [84], we tested different incremental strain steps (from 10- to 104) in these
static simulations, and compared the associated critical stresses and atomic
configurations. We identified that the choice of 10-6 and 5xlO-4 provide identical
atomic configurations, and have only small differences on the critical stress value
(smaller than 5% of the critical stress). In order to optimize computational efficiency
and accuracy, the value of , is set to be 5 x 10-4 in this thesis.
_Eh
A& = 4[voe kBT1 - If A& > S , stay in a,
proceed strain by e,
Eb - If As s!s, , transit to b,
- - - - - proceed strain by A&
b
Figure 2.6 Strategy of accepting a transition event or not in the dynamic model of ABC
method.
In sum, if the calculated As is smaller than e,, then accept the transition and
proceed the strain As. On the other hand, if the calculated strain increment is larger
than es , directly applying AE into the system can introduce non-negligible artifacts to
the structural evolution of the defect due to a large strain applied in one step.
Therefore under such a circumstance, only an incremental strain ofs, is induced into
the system, while the transition event is not accepted and the system is put back into
the prior configuration.
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Chapter 3
Point Defects: Structure Evolution,
Accumulation, and Migration
Irradiation creates point defects in the material. The structural evolution of point
defects and their interactions with dislocations are critical to understand and predict
the effects of radiation on mechanical properties of the nuclear materials. In this
chapter we consider the two types of point defects, the self-interstitial atom (SIA)
and vacancy, in both bcc Fe and hcp Zr. Several important processes, including the
sessile defect unfaulting mechanism, vacancy accumulation and point defect
diffusion, have been studied by ABC or ABC-E methods. The reported results are
compared with available experiments and other simulation studies. The work in this
chapter helps elucidate the evolution of point defect cluster structures and diffusion
at long time scales. The understanding on point defects also serves to prepare for
Chapter 4, where their interactions with dislocations will be discussed.
3.1 SIA Cluster Unfaulting in BCC Fe
3.1.1 Background and Motivation
SIA cluster is a common type of irradiation induced defect. In bcc Fe, previous
MD studies showed that SIA clusters are likely composed of parallel <111>
crowdions and do one-dimensional gliding migration with a very low activation
barrier [85-89]. The observations of Ix< 11> SIA loops' 1-D movement in bcc Fe
2
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by transmission electron microscopy (TEM) experiments support the MD predictions
of this process qualitatively [90]. However, the resistivity recovery experiments in
irradiated bcc-Fe upon small-dose irradiation suggested that the activation barriers
for small SIA clusters are much higher than the MD prediction [91, 92]. This
discrepancy indicates that, even for the small SIA clusters, some stable and non-
parallel structures might be formed, which could impact the materials'
microstructural evolution. The behavior of the small non-parallel SIA clusters could
serve as the unit initiation process for the migration and evolution of larger size
defects, especially those associated with slow dynamics. However, these stable
structures have not been thoroughly probed until only recently. In this context,
Terentyev et al. proposed the non-parallel configurations (NPC) of small SIA
clusters (2-, 3-, and 4-SIA clusters) [93] as candidates of stable SIA structures. The
authors studied these NPC SIA clusters by density functional theory (DFT)
calculations and MD simulations with a recent embedded atom method (EAM)
potential developed by Ackland, Mendelev and Srolovitz (AMS) [94]. Their results
proved that the NPC structures are much more stable than the parallel <111>
crowdions. Furthermore, by fitting the Arrhenius relation between temperature and
the life time of the NPC SIA clusters as found from MD simulations, they calculated
the effective activation barrier for the evolution from NPC SIA cluster state to the
glide <111> for the 2-, 3-, and 4-SIA clusters. The result for the 2-SIA cluster was
0.43±0.08 eV, which was consistent with the value 0.42±0.03 eV given by resistivity
recovery experiment [91, 92] and by ab initio calculations [95, 96]. The effective
barrier for the unfaulting of the 4-SIA cluster was reported to be much higher,
1.68±0.29 eV. However, the details of the unfaulting mechanism and the
corresponding evolution in energy for NPC SIA clusters were not provided. That is
because an MD simulation cannot provide easily the complete picture of the energy
landscape associated with each possible atomic configuration in the long-time scale
evolution of an SIA structure. On the other hand, a comprehensive understanding of
the potential energy landscape can help elucidate the system's atomic structure
evolution and the corresponding kinetics [53]. Therefore in this section, we would
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like to explore the detailed energy landscape associated with SIA structure evolution
by ABC method, and particularly focus on the effective energy barriers and time
scales governing the structural evolution.
3.1.2 Problem Statement and System Set Up
Based on the energy landscape for the evolution of the SIA clusters by ABC
method, the barriers between the different minimum energy configurations are
served as input parameters to an on-the-lattice KMC simulation, without any other
assumptions or parameterization. The effective migration barrier and the evolution
time between the initial state and final state were then calculated by the KMC
simulations.
It is worth reminding here that the static potential energy landscape calculations
involved in the current form of the ABC algorithm bare no information on the
entropy contribution to the energy. The structure of the algorithm does not prohibit
to include the entropy contributions in future development, provided the degeneracy
of inherent structures and configurations of saddle points and minima. On the other
hand, the entropy is not a significant contributor to the energy barriers in such cases
as when the temperature is low or when the potential energy difference is very large.
Those cases are of particular importance to slow dynamics in the evolution of
trapped structures, as in radiation damage at relatively lower temperatures. In such
cases, the KMC simulations based only on the potential energy surface could enable
sufficiently good estimate of the energy barriers.
The effective migration barrier calculated by the ABC and KMC methods is
then benchmarked against MD simulations of the same type of NPC SIA clusters.
The supercell in the simulation is cubic with 1 0aO x1 0aO x1 0aO dimensions, and
containing 2004 Fe atoms in total. Interstitial atoms are inserted into the supercell
according to the NPC structure proposed by Terentyev et al.[93]. For comparison
purposes, we employ the same type of EAM potentials developed by Ackland et al.
[94]. To enable statistically sufficient number of MD tests under each temperature,
we consider the following criterion, resulting in Eq.(3.3) below. The microstructual
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evolution of SIA clusters is a state transition process. According to the TST, the
probability distribution function, p(t), for the time, t, of first escape from one energy
basin is:
p(t) = k exp(-kt), (Eq.3. 1)
where k is the total jump frequency to neighboring minima.
The average time that the system stays in the given energy basin is the mean
life-time, t , of the configuration in the basin, and is given by,
T =J k exp(-kt)tdt = 1. (Eq.3.2)
0 k
The standard deviation, a , of the life-time is then derived as,
-=I (Jk exp(-kt)(t -) 2dt) )12 = = . (Eq.3.3)
Theoretically, this result implies that the mean value of the life-time, T, should
be exactly the same as its standard deviation, a. Therefore, the number of MD tests
should be sufficiently numerous when the calculated average life-time converges to a
value close to its standard deviation.
3.1.3 Results
(i) Unfaulting Mechanism of SIA Cluster
The 4-SIA NPC structure described by Terentyev et al. [93] is selected as the
starting point in the simulations. After relaxation the initial configuration, Cl in
Figure 3.1, consists of 12 interstitial atoms and 8 empty lattice sites, which gives a
net number of 4 interstitials. Among these, 3 interstitial atoms and 2 lattice sites form
the <111> crowdion, while the remaining 9 interstitial atoms and 6 lattice sites form
a ring structure of three trimers on (111) planes. The evolution trajectory and the
corresponding energy landscape as derived by the ABC method with the AMS
potential is also shown in the figure.
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Figure 3.1(a) The evolution of energy and atomic trajectories (Cl-C6) starting with the
initial NPC 4-SIA cluster, found by using the ABC method with the AMS potential
(visualized by Atomeye[97]). Blue balls represent the interstitial atoms, green balls represent
the vacant lattice sites, small orange balls represent the atoms on lattices. The grey rods are
placed only to accentuate the defect structure, but do not represent a physical meaning for a
special set of bonds. (b) The potential energy landscape associated with the atomic
configurations described in (a).
After being activated by the energy penalty function, the next minimum energy
configuration is C2. In C2, the <111> crowdion remained unchanged, while the ring
structure of three trimers was broken up due to the returning of the interstitials in one
of the trimers back to the nearest vacant lattice sites. Upon further activation, C3 was
found as the <111> crowdion rotated to a <110> dumbbell, and consists of three
parallel <110> dumbbells and another <110> dumbbell perpendicular to the other
three. Then, two <110> dumbbells in C3 rotated to <111> direction. Therefore, C4
consists of two parallel <110> dumbbells and two parallel <111> dumbbells.
Evolution of C4 to C5 involved the two <110> dumbbells rotating to the
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<111>direction, ending up together as the glide <111> configuration. Finally, C6,
which consists of 4 parallel <110> dumbbells, is the lowest energy structure of the 4-
SIA cluster. These two last states, C5 and C6, found in this transition are
qualitatively consistent with Terentyev et al.'s results. Furthermore, a detailed set of
transition state configurations in the unfaulting process from the trapped to the
mobile glide <111> configuration were thus identified at the atomic level and
associated with the energy landscape (Figure 3.1) for the first time with the ABC
method in our investigation. In this process, the transitions C1C2, C24C3,
C34C4 have similar activation barriers, 0.57, 0.52, and 0.50 eV, respectively, that
are higher than the other two remaining transitions in the unfaulting. Therefore,
based on the activation barriers, the breaking of the initial ring structure of three
trimers in (111) planes followed by the rotation of the <111> crowdion are the rate
limiting processes of the unfaulting mechanism.
(ii) Life Time and Effective Activation Barrier
The effective activation barrier in the transition from 4-SIA NPC to glide <111>
configuration, is obtained by the KMC simulations based on the energy landscape
produced above by ABC method. In the KMC simulations, the system was initially
set at configuration C1 made of the non-parallel SIA cluster shown in Figure 2, and
the simulation was terminated when the system reached C5, the glide <111>
configuration. 10000 KMC simulations were performed under each temperature.
Figure 3.2 shows a clear Arrhenius relation between the unfaulting time and
temperature with a slope of 0.82+0.01 eV, which gives the effective activation
barrier. The advantage here is that the configurations and the corresponding energy
barriers in KMC are not presumed, but rather precisely described by the results from
the ABC method.
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Figure 3.2 Arrhenius relation between the mean life-time, t, of NPC 4-SIA cluster and
temperature, T (the life time at 1050K was set as tO), with an effective energy barrier of Eb
derived from KMC simulations, and MD results, respectively.
Compared with the migration barrier for the glide <111> movement (tens of
meV [85-87]), this value of 0.82 eV corresponds to a very high activation energy for
the unfaulting of the NPC 4-SIA cluster. This means that the configuration Cl is a
rather stable structure, consistent qualitatively with Terentyev et al's conclusion. In
our investigation, the effective activation barrier calculated from the ABC and KMC
simulations is benchmarked against MD tests using the same EAM potential.
Configurations C2 and C3 were also found in the MD simulations, which is
consistent with the evolution trajectory given by the ABC method. C4 was seldom
found in the MD simulations at these rather high temperatures because the barrier
between C4 and C5 is relatively low. The quantitative results for the unfaulting time
taken from the MD results are shown in Table 3.1.
As seen in Table 3.1, the calculated mean life-time and its standard deviation are
sufficiently close to each other. This implies statistical reliability of the MD-driven
results, based on the criterion described by Eq.(3.2) and Eq.(3.3). Using the mean
life-time versus temperature data, which obeys the Arrhenius behavior as shown in
Figure 3.2, the effective activation energy in transition from NPC cluster to glide
<111> cluster with the MD benchmark tests is 0.80±0.10 eV.
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Table 3.1: The mean and the standard deviation of the life-time in the unfaulting of the NPC
4-SIA cluster found from the MD simulations using the AMS potential.
Temperature Mean lifetime Standard deviation
(K) (ps) (ps)
1050 18.65 30.08
975 28.20 34.09
950 44.44 39.78
925 52.50 54.25
900 61.72 49.16
875 120.47 99.07
The MD results of 0.80 eV are clearly consistent with the 0.82 eV effective
barriers calculated by the ABC and KMC simulations. As noted in the Sec 3.1.2, the
KMC results based on the ABC-driven energy barriers here do not include entropy
contributions. The reason that they are well consistent with the MD-driven energy
barriers could be that the entropy difference between the initial point, Cl, and the
main saddle point located between C2 and C3 determining the barrier for the
unfaulting process is very small compared to the potential energy difference between
them. The consistent benchmarking of the results with the MD tests proves that the
ABC method is quantitatively capable of capturing the transitions in the atomic
structure of the SIA clusters and the corresponding energy landscape.
3.1.4 Discussion
It is noted that, the derived values are significantly different from the 1.68 eV
given by Terentyev et al's MD results using the same AMS potential. According to
the criteria we described in Eq.(3.3), the MD results for estimating the life-time in
this transition states context can be statistically acceptable only when the standard
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deviation is close to the calculated mean life-time. However, only one MD result
data point was provided for the life-time at the relatively low temperature around 800
K by Terentyev et al. in [93]. Therefore, the mean and the standard deviation of the
life-time calculated in Ref. [93] for the 4-NPC SIA cluster around 800K is not clear
quantitatively. Such a low number of MD runs at the given temperature could be the
cause for the loss in accuracy of the unfaulting energy barrier result reported by
Terentyev et al. for the NPC 4-SIA cluster.
Another point worth mentioning here is the time-savings with the ABC
simulations when compared with MD, and we give an example for this comparison.
In this paper, the mean life-time of the NPC cluster is about 100 ps in the
temperature range of 800K-1OO0K. It takes 105 steps for a single MD test with a time
step of 10' 5 s to capture the transition with this life-time. Furthermore, considering
several temperatures and approximately 10 to 20 MD tests at each temperature for
achieving statistically reliable results, the total time-steps consumed in the MD
simulations amount to about 107. On the other hand, with the ABC method, a number
of several hundred simulation steps is sufficient for a typical transition trajectory
(Figure 3.1.a). Although a step in ABC method is longer than in MD (about 103
times longer), the total simulation time consumed by the ABC simulations is
considerably less. In this case of study, ABC method is more than 10 times faster
than the MD simulation. This advantage is expected to be more significant for
processes associated with slow dynamics, which is with very high transition energy
barriers and at relatively lower temperatures.
In sum, the consistency between ABC and MD results in this case study
indicates that the ABC method is capable of capturing the transitions in the atomic
structure of the SIA clusters and the corresponding energy landscape. It therefore
suggests that the simulation method development based on the ABC principles can
be particularly useful in predicting how the macroscopic mechanical and chemical
properties change in an irradiated material while retaining atomistic fundamentals,
which is known as the ultimate challenge in simulating long time scale behavior
upon radiation damage in nuclear materials.
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3.2 Vacancy Accumulation in BCC Fe
3.2.1 Background and Motivation
There are five generally accepted stages in radiation damage recovery process
[98]. In bcc Fe, they are: stage I (- -150 C), migration of self-interstitial atoms
(SIA); II (- -100'C), long range migration of SIA clusters; III (- 0 C), single
vacancy migration; IV, migration of vacancy clusters; and stage V (- 250'C ),
thermal dissociation of vacancy clusters. The existence and dominant mechanism of
stage IV have long been controversial [92, 98, 99], depending on material, impurities
and irradiation conditions, as illustrated in Figure 3.3.
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Figure 3.3 A schematic plot of different stages during the resistivity recovery experiments in
Fe. Among these stages, stage IV is longstanding controversial. Under electron irradiation
conditions, the vacancy cluster motion stage is missing, while it exists under neutron
irradiation conditions. (The plot is adapted from Ref.[91])
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In this case study, we would like to elucidate the conditions and the mechanism
governing stage IV in pure bcc Fe, as this is the important step in incipient void
growth and swelling.
In the following part of this section, we present atomistic details to show this
transition stage (stage IV) is governed by the mobility and aggregation of small
vacancy clusters of size less than ten vacancies, which match quantitatively with
recent positron annihilation spectroscopy (PAS) experiments on neutron irradiated
single crystal bcc Fe [100]. Our predicted transition temperature of 150 C lies
between stages III and V that was observed in the damage recovery upon electron
irradiation [92]. These results indicate the existence of stage IV in bcc Fe under
vacancy supersaturated conditions. The sizes of defects captured in our simulations
are directly within the detection capability of the PAS technique in characterizing
small vacancy clusters [100-104].
3.2.2 Problem Statement and System Set Up
We use a cubic supercell with 10a0 x10a0 xl0a0 dimensions for the ABC
simulations. The system initially contains 50 randomly distributed single vacancies
to represent a vacancy supersaturated structure in the central collision region after a
displacement cascade [105] in single crystal bcc Fe. We employ the same EAM type
potential that has been used in Sec 3.1.
Following the strategy in Sec 2.2.3, the initial state and detected final state in
ABC method are input to NEB to refine the value of the barriers. In each NEB
calculation, 10 images are applied between each pair of initial and final states, and
229 successive minima states on the PES are explored in this case study. In the KMC
simulations, as a first-order approximation, each energy minimum is connected only
with its immediately preceding and following minima. A total of 200 KMC
simulations are performed to attain reliable statistics.
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3.2.3 Results
Figure 3.4 (a) shows the sequence of atomic configurations sampled by ABC
with initial configuration Cl. At the early phase (C2), the single vacancies migrate to
combine with nearby vacancies to form small vacancy clusters. The di- and tri-
vacancy clusters are able to migrate over longer distances, while clusters of size four
and larger are less mobile and undergo only shape changes toward more stable
configurations. In C3 and C4 the larger clusters grow by absorbing the mobile
defects, particularly mono-vacancies and di- or tri-vacancy clusters, while in C5 and
C6 cluster growth is governed by aggregation of two less mobile clusters as
discussed below and shown in Figure 3.4 (b).
CC
CC L C~V C O
(a) (b)
Figure 3.4 (a) Sequence of atomic configurations of vacancies in bcc Fe generated by ABC
sampling (lattice atoms not shown) with initial configuration Cl consisting of 50 single
vacancies. (b) Sequence of vacancy configurations depicting the reaction between two
vacancy clusters, Vl+V2-+ V3. Blue balls represent the inserted vacancies, and red balls
and green balls represent the interstitial atoms and vacant lattice sites, respectively, that arise
during the vacancy cluster structure evolution.
Figure 3.4 (b) illustrates the interaction between two relatively immobile
vacancy clusters of size 6 (VI) and 4 (V2), in which the smaller cluster dissociates
by emitting one vacancy at a time, and the dissociated vacancies migrate toward V1.
The process ends with V2 becoming a cluster of 10 vacancies and VI disappearing.
This is a demonstration of Ostwald ripening mechanism at the atomistic level [106].
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It is also observed that in a defect supersaturated system as this one, the defect-
defect interaction pathways and energetic barriers can depend strongly on the local
structure. We demonstrate one such example explicitly for the vacancy migration in
the vicinity of a void, shown in Figure 3.5. It can be seen that a mono-vacancy
migrates and joins a small cluster with a barrier of 0.44 eV. This value is
considerably smaller than the vacancy migration barrier in bulk, found as 0.63 eV
using the AMS potential [107]. It is worth reminding this effect and our capability to
capture such dependencies without presumed interaction paths and parameters. If
these dependencies are not captured during the evolution of the system, this would
ultimately lead to inaccuracies in assessing the kinetics at long times.
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Figure 3.5 The migration barrier for a single vacancy near a small cluster. The barrier 0.44
eV is considerably smaller than 0.63 eV, the vacancy migration barrier in bulk [107].
In the simulations shown in Figure 3.4, the clusters range in size from a single
vacancy to 16 vacancies. This range is ideally suitable for direct comparison with
PAS measurements on temperature dependent size distribution of vacancy clusters
[100, 101]. It has been observed in bcc Fe [100] that the number of clusters with 6 or
fewer vacancies undergoes a sudden drop at a temperature around 150"C, while
correspondingly the number of larger vacancy clusters increases significantly. For
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the purpose of interpreting these results we focus on simulations in which the starting
configuration had vacancy clusters of average size around 6 vacancies per cluster,
consistent with the state at the beginning of the PAS measurements in Ref.[100]. The
potential energy landscape for the system evolution (exemplified in Figure 3.4) is
constructed by from 228 NEB calculations based on 229 successive minimum energy
states explored by the ABC method. The resulting PES is shown in Figure 3.6 (a).
The average size of vacancy clusters is seen to increase from 6 to 9, while the system
systematically evolves toward lower energy configurations.
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Figure 3.6 (a) The PES associated with a subset of the structural evolution shown in Figure
1(a), with initial and final average clusters of 6 and 9 vacancies, respectively. Inset: A region
on the PES where the system is trapped in the early stages of evolution. (b) The average
vacancy cluster size associated with the PES in (a). (c) Fraction of mono-vacancies among
all the defects during structural evolution. (d) Evolution of vacancy clusters corresponding to
the size increase seen in Regime III in (b).
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On the basis of the energy landscape thus produced, the temperature and time
dependence of the average cluster size are then obtained by KMC simulations. Using
initial configurations (same as at the beginning of the PES in Figure 3.6) which have
an average cluster size of 6 the simulation is terminated when the average cluster
size reaches 9. The initial temperature and annealing rate a are set at 50'C and 0.01
K/s, respectively, the conditions reported in the PAS experiments[100]. The
temperature in the KMC simulation should increase smoothly, in order to
realistically represent the experimental conditions. However, the temperature
increment AT = -- exp[E / kBT] can be too large and abrupt when overcoming a
ko
larger barrier E. In our study, if the temperature increment is too large (AT > 20 K),
a self-consistent method is employed to calculate the realistic temperature increment:
AT = -- exp[E / kB(T + AT)] (Eq.3.4)
ko
where T is the current temperature of the system.
Figure 3.7 shows the temperature variation of the average vacancy cluster size
predicted by our KMC simulations over a time duration of about 2 x 104s .The
intensity data from PAS experiments are also shown in the same plot [100]. To
compare the temperature dependence of cluster size prediction with intensity
measurements, the two results are normalized (admittedly arbitrarily) at a
temperature of -120'C in the middle of the plateau region. In the simulated results,
below 150 C the clusters are stable and exhibit a slow increase in average size from
6 to 6.5. This is because the defect clusters are rather immobile and do not interact
much with each other. In this temperature range the activated processes with low
barriers are migration of mono-vacancies and shape change of vacancy clusters.
From the potential energy landscape perspective the system is trapped in a local
minimum and the thermal fluctuations are not sufficient to activate cluster evolution.
This minimum is shown in the inset of Figure 3.6 (a). The entry barrier from left side
into this region is lower than 1 eV, which makes the process feasible at low
temperatures (< 150 C ). Once the system is in this region, however, further
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evolution forward or backward is hindered by high barriers. To evolve forward out
of this minimum, the system needs to overcome an effective activation energy of
around 1.6 eV, which implies a relatively high transition temperature or a nearly
constant average cluster size below the transition temperature (see Regime I in
Figure 3.6 (b)). When the temperature exceeds 150 'C , the system is able to
overcome the forward barrier. At the same time at this temperature the remaining
mono-vacancies disappear, as seen from the sudden drop of the red plot in Figure 3.6
(c). Correspondingly cluster size begins to grow. The step from Regime II to III in
Figure 3.6 (b) is associated with the onset of the Ostwald ripening process discussed
above. The spike in Figure 3.6(c) at reaction step 200 represents the re-appearance of
mono-vacancies in the Ostwald ripening process (see Figure 3.4 (b)). A significant
increase of the average size occurs in the transition to Regime III. The governing
mechanism here is the aggregation of two clusters (containing 6 and 10 vacancies,
respectively) into a single cluster, as shown in Figure3.6 (d). The significantly larger
standard deviation in the average size seen at 175-200 C is consistent with the
enhanced fluctuations expected in the transition temperature range.
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Figure 3.7 Temperature dependence of the average cluster size (red points) simulated by
KMC based on the PES in Fig. 2(a), and the PAS data (blue points) [100] showing the
relative intensity of vacancy clusters with size larger than ten.
This finding suggests that 150'C is a transition temperature for enabling the
migration of vacancy clusters in a vacancy supersaturated bcc Fe that leads to their
accumulation via the atomistic mechanisms demonstrated in Figure 3.4(b) and
Figure3.6 (d). This characteristic temperature therefore delineates the damage
recovery stage IV, the existence of which has been controversial in the experimental
literature. In the case of electron irradiated iron, only stages III (-0'C ) and V (-250
'C ) were observed [92]. This is because only a low density of vacancies is produced
upon electron irradiation, making cluster formation and survival difficult. In neutron
irradiation it is possible to induce a super-saturation of vacancy defects, thus a higher
probability to form clusters and survive up to higher temperatures [98]. Our
simulation conditions and results correspond more closely to the latter.
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3.2.4 Discussion
While we have simulated a model bcc Fe system that was used in experiments,
in real alloys impurities can be expected to significantly affect the defect reaction
kinetics, and therefore warrant further studies. For example, the presence of C
increases the vacancy migration barrier in bcc Fe [108] which could lead to an
increase in the transition temperatures [92], and strong hydrogen-vacancy
interactions are known to play an important role in determining the energetics and
concentrations of point defect clusters [109]. In extending the present work to
impurities, the ability of ABC to selectively activate a local region (down to one
atom) should prove to be advantageous.
On the other hand, Brommer et al. recently revisited this case [80] study by
employing another technique, kinetic ART, which has been introduced in Sec 2.2.1.
They reported a much shorter time scale than our results. In this thesis, we offer two
observations concerning the large discrepancy. First, a series of applications with
ABC method [29, 40, 41, 76-79] suggests that it is a simple and robust algorithm for
escaping from potential energy surface (PES) minima, as well as providing the
dominant pathway. However, it is likely to give an overestimation because of the ID
nature of sampling and implementation, as introduced in Sec 2.3. Secondly, in
assessing the relative sampling effectiveness of two methods, such as k-ART and
ABC, one should ensure that equivalent transition state pathways are being examined,
that is, the pathways which play the same dominant role in giving rise to a particular
system-level behavior of interest. In doing so, the effects of the cut-off radius in
topology discretization and the use of the Mean Rate Method [56] on the
connectivity of the sampled trajectories could be an issue in k-ART because of the
high defect concentrations and the associated long-range interactions between defect
clusters (illustrated in Figure 3.5). This step of benchmarking is important for
gaining insights into the physical basis of each method, the understanding needed by
the community in developing more robust methods for linking specific transitions to
macroscale behavior.
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In sum, the development of atomistic methods capable of following
microstructural evolution over time scales beyond the reach of traditional molecular
dynamics simulations is a continuing challenge, with good progress demonstrated
here.
3.3 Anisotropic Diffusion of Vacancies and
Self Interstitial Atoms in HCP Zr
3.3.1 Vacancy Diffusion
3.3.1.1 Background and Motivation
Hcp Zr is an anisotropic material, and there are multiple inequivalent transition
pathways for the point defects to migrate. For example, there are two migration paths
for vacancy diffusion, one on the basal plane and one out of the basal plane. The in-
plane migration has a lower barrier than the out-plane hopping, and both migration
paths have 6 degenerate directions. Interstitial migration has many more pathways in
the hcp Zr compared to the vacancy migration. In order to capture all possible
migration mechanisms and their energy barriers, ABC-E algorithm therefore had to
be developed (Chapter 2) and employed for this problem, because the original ABC
method can only provide the lowest-barrier mechanism and would inaccurately
estimate the diffusion kinetics of point defects in Zr. This is a general challenge for
ABC when applied to complex systems with multiple competing transition paths as
discussed in Chapter 2.
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Figure 3.8 Two vacancy migration paths in Zr, represented by M1 and M2. These paths are
captured by the ABC-E algorithm.
3.3.1.2 Problem Statement and System Set Up
In this section, we are aiming to identify both of the two migration paths in Zr,
shown as M1 and M2 in Figure 3.8, by employing ABC-E method. We used the
MA07 potential [110] and a system containing 2687 atoms.
3.3.1.3 Results and Discussion
We observed that the in-plane migration (M1) has a lower barrier 0.68 eV,
compared to the barrier for out-plane migration (M2) is 0.76 eV. We then input these
two barriers and the hcp geometry to a KMC algorithm. In the KMC simulation, we
trace the coordinate of the vacancy as a function of number and direction of hops.
Following Arrhenius law, the vacancy migration rates in-plane and out-of-plane can
E E
be expressed as k" = ko exp[---" ], and k' = k, exp[- EM2], respectively. With thekBT kBT
assumption that both migration paths have the same pre-exponential factor, i.e.
kg = ko, we then calculate the mean square displacement (MSD) of the vacancy,
49
M2
13
V
including the total MSD, <a> MSD (in-plane) and <c> (out-of-plane) MSD. Figure
3.9 (a) shows a typical MSD plot at 1000 K. It can be seen from the figure that, the
slope of <a> MSD is steeper than that of <c> MSD, which indicates an
anisotropically favored diffusion kinetics on the basal plane compared to out-of-
plane. We further calculated the MSD at different temperatures, and derived the ratio
between the c-axis and a-axis diffusivities, as shown in Figure 3.9 (b). The result
indicates a significant anisotropy in diffusion at lower temperatures. The monotonic
increase of this ratio with temperature, as expected, shows the decreasing extent of
diffusion anisotropy at higher temperatures.
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Figure 3.9 (a) The total MSD and its projection on <a>and <c> directions, at 1000 K. The
slopes represent the diffusivities along different directions. (b) The ratio between the <c>
and <a> diffusivities at various temperatures. All the results in (a) and (b) are based on the
assumption that the pre-factors of two migrations are the same.
This result is qualitatively consistent with Osetsky et al.'s previous work [111]
which used the AWB95 potential that is different from the one used here. On the
other hand, we notice quantitative differences between the results reported here and
in Ref [111]. In Ref [111] the ratio between c-axis and a-axis diffusivities is very
close to 1 at temperature higher than 1000 K. However, our results in Figure 3.9 (b)
give a much lower value, -0.5.
We notice that in Ref [1111, the pre-factors for <a> and <c> diffusions are
different according to the MD data fitting (the M2 hopping pre-factor is about 30%
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larger than that of M1 hopping). We then incorporate this effect into our KMC
simulations. In other words, we set different values to the pre-factors following Ref
[111], and re-calculate the ratio between <a> and <c> diffusions. As shown in Figure
3.10 (red squares), the De/Da value becomes considerably larger. We also calculate
the Dc/Da with AWB95 potential [112], as shown by the purple open squares in
Figure 3.10, and the result is consistent with Ref [111]. The discrepancy between red
squares and purple open squares is due to the different interatomic potentials
employed in the simulations. In Ref [111], AWB95 potential has been employed,
while in our study the MA07 is employed. In AWB95 potential, the migration
barriers for M1 and M2 are 0.84 eV and 0.89 eV, respectively. While in our
calculation, the corresponding barriers with MA07 potential are 0.68 eV and 0.76 eV,
respectively. The difference in MA07 potential is larger than in AWB95 potential,
and thus indicates a stronger anisotropic diffusivity, i.e. a smaller value of Dc/Da.
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Figure 3.10 Blue triangles: the results with MA07 potential, and the same pre-factors. Red
squares: the results with MA07 potential, and different pre-factors. Purple open squares: the
results with AWB95 potential, and different pre-factors.
Very recently, Ishii et al. employed another long time scale method, adaptive-
boost (AB) MD [42], to study the vacancy diffusion in Zr with MA07 potential. It
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can be seen in Figure 3.11 that, the in-plane diffusion is faster than out-plane
diffusion, and the derived migration barriers are also consistent with our calculations
using the ABC-E method.
The benchmarks against different methods demonstrate that ABC-E method is
able to identify multiple transition pathways quantitatively, and can hence provides a
more accurate description of point defect diffusion in anisotropic materials compared
to the traditional ABC algorithm.
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Figure 3.11 Diffusivity
MA07 potential.
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3.3.2 Self-interstitial Atom (SIA) Diffusion
3.3.2.1 Problem Statement and System Set Up
Figure 3.12 shows the possible interstitial sites in hcp materials, including
octahedral (0), basal octahedral (BO), tetrahedral (T), basal tetrahedral (BT),
crowdion (C), and basal crowdion (BC), respectively.
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Figure 3.12 Possible interstitial sites in hcp metals (shown by green spheres).
To check the stabilities and formation energies for these interstitial sites, we
insert an extra atom to the interstitial sites and then relax the system by the steepest
descent algorithm, with the MA07 potential. There are 2689 atoms in the simulation
cell, and periodic boundary conditions are applied for all directions. It can be seen in
Figure 3.13 that, among the six interstitial sites, there are only three stable structures.
Both the perfect 0 and C sites decay to a distorted 0 site with the degeneracy of 6.
Both T and BT sites are unstable and decay to BC site. BO site is energetically stable.
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Figure 3.13 Only three stable among all six possible interstitial sites are stable, within MA07
interatomic potential.
The energetics for these sites are summarized in Table 3.2 below. The distorted
0 site is most stable, with the formation energy 2.74 eV. The formation energies for
BC and BO sites are 2.83 eV and 2.86 eV, respectively. Although 0 site is observed
most stable, which is consistent with previous work [110, 113], the quantitative
results deviate from each other. The reason leads to the discrepancies are still unclear,
and might be related to the size of simulation cell [113].
Table 3.2 The energetic of SIA states and the comparison against previous calculations.
SIA State Current Study Mendelev et al Khater et al [113]
[110]
0 2.74 eV 2.88 eV 2.78 eV
BO 2.86 eV 2.90 eV N/A
BC 2.83 eV 2.91 eV N/A
54
3.3.2.2 Results and Discussion
(i) SIA Migration Mechanisms in Zr
With ABC-E method, we are able to observe the migration mechanisms of SIA
in hcpZr. The migration of SIA can be classified as two mechanisms, the 0
mechanism and BC mechanism, respectively.
(i) 0 mechanism
Starting from the 0 state (as shown in Figure 3.13), we observe there are mainly
three migration pathways.
(a) Direct 0-0 hopping. As shown in Figure 3.14 below, the 0 state can directly
migrateto the 1st and 2nd nearest neighbor 0 states, with the migration barriers 0.028
eV and 0.062 eV, respectively.
(b)
0
Figure 3.14 Direct 0-0 hopping mechanism. 0 state can migrate to either 1st NN 0 state or
2nd NN 0 state, as shown in (a) and (b), respectively.
55
(b) 0-Mi-BC migration. As shown in Figure 3.15 below, the extra atom in 0
state can first move away from the middle plane, and evolves to M1 state, where the
extra atom stays a little bit above the basal plane. Then the extra atom further moves
downward to the basal plane, and forms the BC state. Although Figure 3.15 shows
only one pathway of O-Mi-BC, the O-Mi transition has actually two degeneracies,
i.e. the extra atom can either move upward or downward, and eventually leads to two
BC states at different basal planes. The associated migration barriers are also marked
in the figure. It can be seen that MI is quite unstable due to the small transition
barriers to either 0 or BC state.
EM1-0 EMI-BC
0.010 eV 0.013 eV
.E11C-M1
0.037 eV
E-,
0.128 eV
(Ml)
Figure 3.15 O-Mi-BC migration pathway and associated barriers. Notice that O-Mi
transition has actually two degeneracies, while the figure above only shows one of them.
(c) 0-M2-0 migration. As shown in Figure 3.16 below, the extra atom in 0
state can first move away from the middle plane, and forms a dumbbell with the
nearest atom in the basal plane (M2 state). Then the nearest atom can be further
pushed to an 0 state in another unit cell. Similarly, there are two degeneracies for 0-
M2 transition since there are two nearest neighbor atoms associated with the extra
atom. The corresponding migration barriers are also marked in the figure. M2 is also
an unstable state due to the very low unfaulting barrier.
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Figure 3.16 O-M2-O migration pathway and associated barriers. O-M2 transition has
actually two degeneracies, while the figure above only shows one of them.
(ii) BC mechanism
Start from the BC state (as shown in Figure 3.13), we observe there are three
migration pathways.
(a) BC-BC glide motion. Since BC is in crowdion structure, it can easily glide
with the migration barrier 0.013 eV. The glide motion has two degeneracies.
(b) BC-M1-O migration. The mechanism is just the reverse pathway of O-Mi-
BC. The configurations and barriers have been demonstrated above in Figure 3.15.
Notice that the BC-Mi transition has two degeneracies, since the middle atom in the
crowdion can either move upward or downward.
(b) BC-BO-BC migration. As shown in Figure 3.17 below, the middle atom in
the crowdion can migration to the BO site in the basal plane. The BO site is not
stable since the unfaulting barrier is only 0.011 eV. Then the BO state can migrate to
BC state again, with three degeneracies. The corresponding migration barriers are
also marked in the figure.
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Figure 3.17 BC-BO-BC migration pathway and associated barriers. BO-BC transition has
three degeneracies, while the figure above only shows one of them.
All the observed SIA migration mechanisms can be summarized by Table 3.3.
We compare the results to Subramanian et al.'s recent calculation by a different
technique, the temperature-accelerated dynamics (TAD) [43], as shown in Figure
3.18. It can be seen that more of the mechanisms from both sides are consistent with
each other, and the quantitative differences are in the range of error tolerance.
E State Saddc
Figure 3.18 The summary on SIA migration mechanisms in Zr from Gopinath et al's TAD
results [114].
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Table 3.3 The summary on SIA migration mechanisms in Zr from ABC-E results.
Migration Mechanism Governing Barrier
0-0 (INN) 0.028 eV
0-0 (2NN) 0.062 eV
0 Site
O-M2-0 0.095 eV
O-Mi-BC 0.131 eV
BC-BC (glide) 0.013 eV
BC Site BC-BO-BC 0.031 eV
BC-M1-0 0.037 eV
BO Site BO-BC 0.011 eV
In sum, the SIA diffusion can be summarized as following: the 0 state prefers to
hop among the six degenerated sites in the same plane due to the lowest migration
barrier. The 0 state has also some probability to migrate to the 0 site in another
plane via 0-M2-0 mechanism, and thus follows a 3D migration. In addition, the 0
state also has a chance to evolve to BC state via 0-Mi-BC mechanism. Once the
system migrates to BC state, the SIA will be mainly governed by the ID glide
motion in the basal plane due to the smallest barrier. The BC state has also a
probability to transform to another BC state along other direction in the same basal
plane, via BC-BO-BC mechanism. The BC state can jump back to the 0 state via
BC-M1-0 mechanism. Basically, the SIA diffusion is governed by a mix of ID and
3D migration mechanisms. The O-M2-0 mechanism provides a 3D motion, while
BC glide provides a 1D motion in the basal plane. The fraction of the ID (3D)
motion can change as a function of temperature.
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(ii) Anisotropic Diffusion Kinetics
With all derived mechanisms and associated barriers in Sec 3.4.2 (i), we then
employ the KMC simulation to study the SIA diffusion in hcp Zr. According to
E.
transition state theory, the transition rate can be expressed as k' = k, exp[- ' ],kBT
where E, and k0 are the reaction barrier and pre-exponential factor, respectively. In
our KMC simulations, all the transitions are assumed to have the same pre-
exponential factor, i.e.ki = ko =10"s-.
(1) SIA diffusion trajectories
Starting from the origin point, the positions of the extra atom are traced as a
function of time. Figure 3.19 (a) shows two SIA diffusion trajectories up to 100 ps,
at the temperature of 300 K and 500 K, respectively.
20 .
30
* Origin 10 -
-- 300 K
10 o -
N -- 500K
-10
-20 __ _ _ _ _ _ _ _
-30 .20 -10 0
X (Ang)
Figure 3.19 (a) SIA diffusion trajectories up to 100 ps, at 300 K and 500 K, respectively. (b)
The projections of trajectories in basal plane.
It can be seen from Figure 3.19 (a) that, the trajectories consist of many "nodes",
which are connected by line segments. From the projections on the basal plane
(Figure 3.19 (b)), it can be seen that the "nodes" are actually hexagons, which
represent the direct 0-0 hopping mechanism. The short line segments are the O-M2-
0 migrations, while the long segments are the ID motion via BC-BC glide
mechanism.
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(2) Mean square displacement (MSD) of SIA diffusion
We then calculate the mean square displacement (MSD) of the extra atom
(Notice that the extra atom is not necessarily the initial interstitial atom, because the
O-M2-0 mechanism will actually change the extra atom). In other words, we are
actually calculating the MSD of the mass transport.
We calculate the MSD at different temperature, from 150 K up to 900 K. The
statistics has been demonstrated extremely important in calculating the diffusivities
[115]. In this work, to increase the statistics, we employ an extensive study. Under
each temperature, 1000 KMC simulations are employed. In each KMC simulation,
we collect the MSD data until 10 ns.
Figures 3.20 (a-c) show the average MSD plots over 1000 KMC simulations, at
150 K, 600 K, and 900 K, respectively. It can be seen from the figure that, the slope
of <a> MSD is slightly steeper than that of <c> MSD, which indicates an anisotropic
diffusion. We further calculated the ratio between the c-axis and a-axis diffusivities,
as shown in Figure 3.20 (d). It can be seen that the ratios are all above 0.8 for entire
simulated temperature range, which indicate the anisotropic effect is very weak. On
the other hand, the plot in Figure 3.20 (d) shows a very interesting non-monotonic
behavior that, at low temperature, the diffusion is more isotropic. At intermediate
temperatures, the anisotropic effect increases as a function of temperature, which is
in contrast to the results calculated by AWB95 potential [111]. When the
temperature is higher than 600 K, the anisotropic effect starts to decrease as a
function of temperature.
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Figure 3.20 (a-c) The MSD on <a> and <c> directions, at 150 K, 600 K, and 900 K,
respectively. (d) The ratio between the <c> and <a> diffusivities at various temperatures.
This novel behavior is related to the MA07 potential applied in the simulation.
As shown in Table.3.2, the 0 state has the lower formation energy than BC state for
about 0.1 eV. On the other hand, the O-M2-O mechanism has a lower migration
barrier than O-Mi-BC mechanism for about 0.035 eV. Therefore at low temperature,
the system mostly stays at 0 state, and the diffusion is governed by O-M2-O
mechanism, which displays a 3D diffusion. As the temperature increases, the system
has a higher probability to stay at the BC state. For the BC mechanism, as discussed
above, the BC-BC glide has a lower barrier than BC-MI -0 migration. Therefore, the
ID motion, i.e. the anisotropic effect, starts to increase. At high enough temperature,
the differences between all the transitions are washed out, and the diffusion should
approach to an isotropic pattern.
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The non-monotonic behavior shown in Figure 3.20 (d) is in contrast to previous
study [111], and the interatomic potential is a critical factor leads to the discrepancy.
In previous study, the AWB95 potential is applied. In AWB95 potential, the BC state
has the lowest formation energy [113]. Therefore the system has the highest
probability to stay at BC state, and thus displays a ID diffusion mechanism at low
temperature [111]. In addition, the ID diffusion will monotonically transitions to a
3D diffusion at high temperature. In this study however, with MA07 potential, the 0
state has the lowest formation energy. But the dominant 0 mechanism is 3D as
discussed in Sec 3.3.2.2 (i). Therefore the system shows a 3D diffusion at low
temperature. When the temperature increases, the system has higher probability
staying at BC state, and therefore the fraction of ID diffusion starts to increase. At
high temperatures, all transitions are effectively activated and the system shows a 3D
diffusion again.
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Chapter 4
Line Defects: Dislocation Mobility, and
Interaction with Point Defects
This chapter focuses on predicting the mobility of dislocations and their interaction
with irradiation induced point defects from very low to very high strain rates. This
new capability is important because dislocations crucially determine the mechanical
properties that are critical for the safety of structural materials in the nuclear reactor.
We first provide a physically based, parameter-free model to explain how the flow
stresses of dislocations in metals vary at different temperatures and applied strain
rates. In addition, we consider two examples involving the dislocation-obstacle
interactions over a wide range of temperature and strain rate conditions. We observe
that the interaction mechanisms can be different at various environments, and
correspondingly lead to different mechanical responses. All the examples
demonstrated in this chapter reflect a common mechanism behind all these simulated
processes - the competition between strain rate and thermal activation.
4.1 Dislocation Mobility at Prescribed Strain
Rates and Temperatures
4.1.1 Background and Motivation
At low temperature, the deformation of metals is largely governed by the
thermal activation of dislocation glide [35]. Experiments on different structures of
metals, including Fe, Ta, Cu, Al, and Zn [32-37], indicate the dislocation flow stress
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varies with strain rate in an apparently universal manner. The flow stress increases
slowly in an Arrhenius manner at low strain rates but turns upward sharply beyond a
certain range of strain rate. Although the results for different metals can be
quantitatively different, the flow stress "up-turn" behavior when the strain rate
reaches the range of 103 -104 s-1[37, 38] appears to have a more fundamental origin.
The onset of non-Arrhenius response has elicited the development of several
empirical constitutive models [35, 38, 116-122], including the assumption of phonon
drag effects to account for the data at high strain rates. All existing models to date
use adjustable parameters to connect the flow stress below and above the critical
strain rate for "up-turn". Therefore here we are seeking a fundamental theory without
any presumed mechanisms or fitting parameters.
4.1.2 Problem Statement
In this case study, we derive a general formalism to describe the flow stress -
strain rate relation by focusing on the transition time for an activated event that is
both thermally and stress driven. We show that the temperature dependence of the
transition time is significantly non-Arrhenius at high strain rates. When applied to
predict the dislocation flow stress in single crystals, this non-Arrhenius behavior
leads naturally to the experimentally observed stress up-turn at high strain rate,
without invoking a different physical mechanisms, or introducing any bridging
parameters.
4.1.3 Results and Discussion
(i) Coupling Effect between Thermal Activation and Applied Strain
Rate
The derivation of the flow stress dependence on the strain rate is described in
this section. In the thermal activation regime, a dislocation is located on the bottom
of its potential energy valley until a thermal fluctuation enables it to climb over the
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activation barrier to glide to the next valley. In general, the activation free energy for
dislocation flow is a function of both temperature and stress, represented as
Q(, T) = (1- T / T,)E(a) [28], with T,, being the melting temperature and E(o-) the
glide activation energy at 0 K. Since we will be concerned only with the low
temperature regime (less than 0.15 T,,), we can take Q(o, T)~ E(a-). The activation
energy is known to decrease with applied stress [28, 123-126]. When a strain rate is
applied, the system begins to deform as time evolves, thus the state of stress becomes
time-dependent as does E(c-). With this in mind and following the transition state
theory (TST) [83], we will write for the escape rate of a dislocation from the
potential energy valley at a certain stress state as
E(a)
k(-)= e kE (Eq.4. 1)
where ko is the attempt frequency. The activation barrier E(cr) is yet to be
specified. In the elastic deformation regime, the dependence of stress on applied
strain rate as a function of time, t, is given by:
o-= Git , (Eq.4.2)
where G is the shear modulus. The e in Eq.(4.2) represents the elastic strain,
because in this case study we focus on the initiation of dislocation flow, which
pertains to the transition from elastic deformation regime to plastic deformation
regime. In light of Eq.(4.2), k(a) can be represented as a function of time, k(t).
The residence probability P(t) that the dislocation does not escape to a
neighboring potential energy valley during time t (i.e. the system remains in the
elastic deformation regime) is defined as [28]:
dP(t) = -k(t)P(t), (Eq.4.3)
dt
or
P(t) = Cexp[-f k(t')dt'], (Eq.4.4)
0
where C is the normalization factor. Accordingly, the first-escape probability
distribution p(t) is given by,
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dP(t ) _ 1 k(t) exp[- k(t')d t]. (Eq.4.5)dt C
with normalization,
tr tt (E .4f p(t )dt =1 --> C =f k(t)exp[- k(t')dt']d, (Eq.4.6)
0 0 0
where t. = -a represents the maximum residence time, at a given non-zero
Gs
strain rate i. The average residence time is therefore given by,
J tk(t) exp[-f k(t )dt ']dt
i = ftp(t )dt ="0 ( Eq.4.7)
0 k(t) exp[-J k(t')dt']dt
0 0
In the limit of vanishing i, k(t)is a constant, k , and tc -+ oo, Eq.(4.7) gives the
average time as T =1 / k, which follows the Arrhenius law. However, for the general
condition of non-zero strain rate, the result of Eq. (4.7) will deviate from the
Arrhenius behavior.
We would like to stress here that, the derivations of Eq.(4.1-4.7) represent a
general formalism that is applicable to a wide range of systems where the reaction
rate is time-dependant. Examples include dislocation nucleation under constant strain
rate loading, glass transition at different cooling rates, as well as dislocation flow. In
this case study we are particularly interested in predicting the variation of flow stress
with temperature and strain rate. Since the dislocation will start to glide beyond the
residence time T, we obtain the flow stress by combining Eq.(4.2) and Eq.(4.7),
a1 *
f ak(a) exp[- f k(a ')da ']da
U G1i = 0 (Eq.4.8)J k(o) exp[- f kJ( ')da ']da
0 G-0
In summary, once the dislocation migration barrier profile E(cr) is obtained, the
flow stress of the corresponding slip system can be calculated according to Eq.(4.8).
There is then only one parameter in Eq.(4.8), the attempt frequency ko, which we
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take to be on the order of 10 2"s- 1. Although Eq.(4.8) is developed to give the flow
stress of a slip system, the formalism is applicable in general to any activated process
described by Eq.(4.1).
(ii) System Set Up
The deformation of bcc metals at low temperature is known to be controlled by
the motion of/2<1 11> screw dislocations[126], the flow mechanism being 3D kink
nucleation and propagation [124, 125, 127]. For the purpose of testing Eq.(4.8), we
examine a short dislocation of length 5b, b being the Burger's vector, which should
glide without kink nucleation. We use a simulation cell of 55440 atoms, with the
dimensions perpendicular to the dislocation line approximately 230A X 230A.
Periodic boundary conditions are applied on the dislocation line and glide directions.
The 2D glide motion in this case is frequently studied to infer the behavior in
3D[127]. The embedded-atom method-type potential developed by Mendelev et.
al.[128] is employed. To benchmark the results obtained using Eq. (4.8), we
performed direct molecular dynamics (MD) simulations on the same system at the
high strain rates where MD is known to be valid. The strain rate conditions, 107 and
106 s1 , correspond to steady state dislocation velocities of 22 and 2.2 m/s
respectively. The simulations show at low T<100K the dislocation moved practically
in the same {110} plane, while at higher T frequent cross-slips were observed and
the overall motion was a combination of slips in the {1 10} and (112} planes.
(iii) Response of Dislocation Mobility to Applied Strain Rate
The strain-stress curve for our screw dislocation under static conditions is first
shown in Figure 4.1 (a). Plastic deformation is seen to set in at around 1400 MPa,
consistent with the known Peierls stress values [129]. We then determine the glide
barriers for the particular model under study using atomistic simulations capable of
probing different stress conditions. The NEB is one way to map out the glide barrier
since the initial and final states of the transition are known. In this case we use
instead the ABC method to capture the value of activation barrier. At a given stress
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state, the method induces the dislocation to migrate to the adjacent energy valley by
a series of activation and relaxation steps. As seen in Fig. 1 (b), the glide barrier
shows a monotonic, though nonlinear, decrease as one may generally expect for a
stress activated process. This is indeed what is known from a recent study of surface
dislocation nucleation [28]. To fit the experimental data a commonly used
expression is E(a) = EO [i - (a / ar )P , where EO is the activation barrier under
zero stress, a, the Peierls stress, and (p,q) are the shape parameters [123-125]. For
the stress variation determined here by atomistic simulation the fitting parameters
have values of p = 0.63, and q =1.41, which give a clearly nonlinear behavior for
E(o) as seen in Figure 4.1 (b). The dashed line in Figure 4.1 (b), on the other hand,
denotes the fit with p=q=1 which is the assumption of a constant activation volume
with a linear behavior.
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Figure 4.1 (a) Strain-stress curve of the %2<111> screw dislocation in bcc Fe under static
conditions. The corresponding Peierls stress is about 1400 MPa. (b) Activation barrier for
the glide motion of %2<111> screw dislocation as a function of stress. Blue squares represent
the calculated data points by ABC method. The red line is a fit to E(a-) = E 1 -(0- / a ]"
with p=0.63 and q=1.41. The dashed line represents a constant activation volume scenario
with p=1 and q=1.
The activation barrier E(c) is the only input needed to predict through Eq.(4.8)
the temperature and strain rate variations of the flow stress, both of which can be
directly compared against experiments. Figure 4.2 shows the thermal behavior of
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flow stress for strain rates varying over 10 orders of magnitude, from 107 S' down to
10-3s. In the low temperature limit, absence of thermal activation, all flow stresses
approach the Peierls stress. As temperature increases, all the flow stresses
monotonically decrease and approach zero by room temperature. At a fixed
temperature, higher strain rate loading results in higher flow stress response. Thus
any attempt to compare experimental data against MD simulations must take into
account the difference in the strain-rate.
70
1400 g
Method erate
1200 - Eq.(8) 10T s
-Eq.(8) 10 Gs4
2 1000 1 - Eq.(8) 10 s-
U)
U) 600-800 - Eq.(8) '10 s
600 13 MD 1 s-
& MD 10 6s-
0 400
200
0
0 50 100 150 200 250 300
Temperature (K)
(a)
-0- 800 MPa
10 6_ - . linear extrapolation
from low strain rate
-R- 500 MPa
i - - -.. linear extrapolation
from low strain rate
102
0104-
10 -2
0.03 0.06 0.09 0.12 0.15
1/T (K-1)
(b)
Figure 4.2 (a) The flow stress of the %2<1 11> screw dislocation under different strain rate
and temperature conditions. The solid lines show the results calculated according to Eq.(4.8)
with the attempt frequency of 1.2*10 12s-I. The open squares and triangles represent direct
MD simulation results at strain rates of 107s' and 106 s-1 , respectively. (b) The relation
between strain rate (in logarithmic scale) and 1/ T at constant flow stress of 800 MPa and
500 MPa. The dashed lines are linear extrapolation from the low strain rate regime.
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The symbols in Figure 4.2 (a) represent the MD results at strain rate of 106s-1
and 107s-. They are in reasonable agreement with the predictions of Eq.(4.8) using
ko = 1.2*1012S-1, which matches the Debye frequency satisfactorily. This constitutes
a self-consistent test of Eq.(4.8) with E(cr) taken from Figure 4.1 (b) in the range of
strain rates where MD is valid. One can see an increasingly sharp drop of flow stress
as the strain rate decreases to the range accessible to conventional experiments, The
sharp drop has been known as a significant feature of the thermal activation process;
this behavior is not well captured by MD simulations at its characteristic strain rates
[28, 126]. Figure 4.2 (a) shows that this behavior is at least qualitatively accounted
for by the present model.
To probe further the coupled effect of thermal and stress activation we plot
strain rate and reciprocal temperature at constant flow stresses in Figure 4.2 (b),
where a linear relation would indicate adherence to Arrhenius behavior. Non-
Arrhenius behavior is seen to set in at high , . Thus a lower effective barrier at high
strain rates is indicated.
The variation of flow stress with strain rate is of fundamental interest in
experimental studies of crystal plasticity. Figure 4.3 (a) shows the predicted behavior
based on Figure 4.2 (a) and Eq.(4.8). Under the limit of infinitely high strain rate, the
flow stress approaches the Peierls stress. On the other hand, the flow stress is
negatively sensitive to the temperature. In the high temperature limit, the flow stress
approaches zero regardless of the strain rate. At low e the flow stress increases only
moderately, but as i increases, above 100 s-1 at 50 K, and 104 s-1 at 100 K, it begins
to increase much more strongly.
This up-turn behavior can be analyzed in terms of two factors, stress dependant
activation volume, and strain rate induced non-Arrhenius behavior. Because of the
non-linear stress dependence of the activation barrier (Figure 4.1 (b)), the activation
volume is very small at high stresses. Such small activation volume leads to a high
sensitivity of the flow stress dependence on strain rate [28]. In addition, as derived in
Eq.(4.7), there is a non-Arrhenius behavior due to the strain rate loading which also
contributes to the up-turn in Figure 4.3 (a). To decouple the two contributions, we
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remove the non-linearity of E(c-) by setting p and q equal to unity (dashed line in
Figure 4.1 (b)). Now the only non-linear factor comes from the strain rate induced
non-Arrhenius behavior in Eq.(4.8). As shown in Figure 4.3, under this condition,
the flow stress up-turn remains, but the stress is now higher beyond the crossover
strain rate. Since the assumption of p=q=1 results in a higher effective barrier and
correspondingly a longer residence time, it follows that the flow stress response is
higher as well. Our analysis therefore shows the onset of flow stress up-turn is to be
attributed mainly to the non-Arrhenius behavior induced by strain rate, as described
by Eq.(4.7) and Eq.(4.8). This result stands in contrast to the previous study of
Domain et al. [126], which extrapolated the short time-scale simulations to long term
behavior by assuming a linear relation between flow stress o, and logarithm of
strain rate, In i.
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Figure 4.3 (a) The predicted relation between flow stress and strain rate at 50 K and 100 K.
The solid symbols and lines are the calculated results for the Y2< 111> screw dislocation in
bcc Fe with p=0.63 and q=1.41 in E(-) =EO 1-(-/o,)P] . The dashed lines are the
results for a hypothetical scenario of p=1 and q=1 that corresponds to constant activation
volume for the dislocation. (b) Variation of reduced flow stress with strain rate at 300 K. The
experimental data on copper (blue triangles) and on iron (red squares) are adapted from [38]
and references therein. The black line represents the results calculated by Eq.(4.8), with the
activation energy profile input from Gordon et al.'s work in [127] for a long screw
dislocation in bcc Fe.
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To compare the predicted up-turn behavior quantitatively with experimental
data, we adapt the energy profile E(a) for a longer screw dislocation system in bcc
Fe calculated by Gordon et al.[127] and use it as input into Eq.(4.8). Figure 4.3 (b)
shows the variation of flow stress and strain rate at 300 K, as observed
experimentally and predicted by our model. Since the magnitude of flow stress is
significantly influenced by the defect microstructures in the experimental
specimens[38], the quantitative comparison can only be meaningful after appropriate
normalization, e.g. in a precedent display of the temperature variation of the
viscosity of supercooled liquids [130].Therefore, in Figure 4.3 (b) we show the
reduced flow stress, defined as the ratio of flow stress to its value at the highest strain
rate 107 s, as a function of strain rate. It is seen that both the experiments and our
calculation results show a significant flow stress up-turn with the critical strain rate
in the range of 104-105s-1. We regard the quantitative agreement with experiments to
be a test of whether the mechanism of the transitional behavior is described correctly.
The extent of the agreement suggests Eq.(4.8) plus E(o-) have essentially captured
the mechanism for the flow stress up-turn behavior. On the other hand, it is known
that the flow stress magnitude depends on the local defect microstructure in the
material. Experimental specimens have a complex defect microstructure leading to
appreciably higher flow stresses (due to, for example, dislocation-obstacle
interactions) seen in the experiments compared to the results in Figure 4.3 (a). It is
therefore intriguing that the reduced flow stress predicted by our model in Figure 4.3
(b) is also quantitatively consistent with experiments from different materials (a
ductile one, copper, and a brittle one, iron). We attribute this finding to the fact that
the energy barrier for dislocation to climb/glide over the defects/obstacles in the
material bears a similar stress-activated behavior as the simple dislocation glide
represented by the expression E(-) = E0 1 -(a /. )I ] that was described above
[121]. Thus, Figure 4.3 (b) demonstrates not only the accuracy of our model and the
governing mechanism of flow stress up-turn, but also the general applicability of this
75
model regarding problems of coupled stress and thermal activated processes, beyond
simple dislocation glide.
To summarize, in this case study we present a constitutive model which
describes the variation of the plastic flow stress with temperature and strain rate.
The model is given by Eq.(4.8) which involves the specification of E(c-), the stress-
dependent activation barrier for dislocation mobility. This is the key and the only
input needed for the model to predict the temperature and strain-rate behavior shown
in Figure 4.2 (a) and Figure 4.3, respectively, results that are tested against
measurements. We show that the coupled effects of thermal and stress activation can
be analyzed naturally in the framework of transition state theory (for activated state
processes). With respect to the particular phenomenon of the flow-stress up-turn
(Figure 4.3) we provide a parameter-free explanation of the transition from thermal-
to stress- activation controlled regimes across a critical i range that matches well
with experiments, as an alternative to the interpolative models in the literature [35,
119, 121]. It would be of considerable interest to test whether this model can also
help understand other problems, as we will discuss in Chap 5, for example, the yield
strength up-turn behavior at high strain rates in glassy solids [131].
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4.2 Dislocation-SIA Cluster Interaction
Mechanisms Mapped by Atomistic
Simulations as a function of Strain Rate
in Zr
4.2.1 Background and Motivation
Interactions of defects with dislocations affect many of the mechanical
properties of metals. This is especially important for irradiated materials where a
host of non-equilibrium defect structures are produced. They serve as obstacles to
moving dislocations, alter the mechanical properties and critically impact the safety
and integrity of structural materials in the nuclear energy systems [24, 25, 44-47]. A
mechanism map that delineates the dislocation-defect interactions as a function of
environment conditions is thus desired in understanding and predicting materials
deformation at meso-scale to optimize performance under a wide range of
environments. It is known, as shown by the pioneering studies of Ashby et al. [132,
133], Zhu et al. [134], Yamakow et al. [135], that material deformation mechanisms
are strongly affected by the stress and temperature conditions and by grain size. On
the other hand, strain rate, another key environmental driver to material degradation,
has not yet been systematically introduced to the realm of mechanism maps. The
challenge in doing so is two-fold: firstly, many tensile experiments are operated
under low strain rates conditions, i.e. slower than 100s-[30, 136, 137]; but all the
computational work using molecular dynamics (MD) to date aimed to reveal the
interaction mechanisms between the dislocations and obstacles by performing the
simulations only at one particular condition or over a very limited range of
conditions. Typical MD simulations of these interactions are performed either at very
high strain rates greater than 106s-1[7, 9, 10, 19-22], or at static conditions where the
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temperature is set to be 0 K [23-26]. We note that the static calculations only relax
the system based on the minimization of the potential energy, and thus, they
intrinsically prohibit the thermal activation process while straining the system. As a
result, molecular static simulations give rise to effectively equivalent outcomes as
the MD simulations at the very high strain rate limit, which also do not permit
thermal activation [27-29]. This equivalence is first analytically demonstrated by
Zhu et al. in the dislocation nucleation in Cu[28], then by Weinberger et al. in the
dislocation nucleation in Au[27], and very recently by Fan et al. in the dislocation
flow in bcc Fe[29]. For the sake of simplicity, we will therefore refer to both
scenarios as 'high-strain-rate' studies in the rest of this paper. Generally, these high-
strain-rate results are either directly compared with experiments [21] or incorporated
into continuum approaches [22]. An important question emerges from such an
approach - can the high-strain-rate studies represent accurately the mechanisms
taking place in experiments driven at much lower strain rates? Not only the
mechanism, but the magnitudes of critical stresses that determine the unpinning of
dislocations are also at stake when simulated only at very high strain rates. Therefore
understanding the mechanisms by which defects alter system performance at long
time scale is particularly important and challenging to exploit the connection
between nanoscale defects and mesoscale phenomena[138].An important example
that supports this question is a seeming controversy between the simulated prediction
and the experimental observation over the interaction mechanism between an edge
dislocation and a defect cluster made of self interstitial atoms in Zr. In molecular
static calculations simulated at 0 K[25], the dislocation and the defect cluster
(obstacle) was found not to interact with each other. In other words, the dislocation
simply passes through the obstacle upon induced shear deformation, leaving both of
the defect structures fully recovered as a result of the interaction[25]. In those
simulations, the system was driven by the applied shear strain only without any
thermal activation. These conditions are akin to the high strain rate and low
temperature limit [27-29] because they don't give rise to thermal activation over
sufficiently long time, as discussed above. While in tensile experiments, under very
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low strain rates (10 4s~1) and high temperature (600 K), formation of dislocation
channelswas found[30]. Presence of dislocation channels is interpreted as the
absorption of the obstacles on the slip plane by the moving dislocations. The
experimental results starkly differ from the simulation results described above.
Another inconsistency between experiments and high strain rate simulation comes
from the interaction between dislocation and perfect stacking fault tetrahedra (SFT).
In the in situ TEM experiments, the SFTs are observed to be absorbed by the
dislocation [139]; while in MD simulations, the dislocations pass the perfect SFTs
without absorbing them[140]. Although a free surface effect has been introduced for
trying to reconcile the two results [141], the difference of the strain rates used in the
experiments versus the MD simulations is still a possible reason that leads to the
discrepancy, as suggested by Matsukawa et al [139].
The discrepancies mentioned above between experiments and atomistic
simulations raises a key challenge - by straining the system too fast in traditional
atomistic simulations, are we missing thermally activated processes which then do
not have enough time to take place? Furthermore, it has been observed from both
simulations and experiments that temperature also affects the interaction mechanisms
between dislocations and obstacles. In MD simulation for example, for the
interaction between a dislocation and a SIA loop in bcc Fe, the SIA loop is absorbed
by the dislocation at high temperature, while both the dislocation and SIA loop
recover fully at low temperature, under the same applied strain rate around 106s-1[9,
20]. In tensile experiments, both the number [142] and the width [143] of the
dislocation channels are observed larger at high temperature than at low temperature.
These findings suggest that both the temperature and the applied strain rate should
together determine the interaction mechanism because of the presence of thermally
activated processes. However, the following questions remain open: are the strain
rate effect and temperature effect independent from each other or do they act in
concert with each other? In previous studies on pure dislocation systems [27-29], it
has been demonstrated that there does exist a coupling between applied strain rate
and thermal activation, which can affect the strength of the materials. Does the
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similar argument still hold in a more complicated system involving the dislocation-
obstacle interaction? If it does, what is the relation between these two driving factors?
And consequently, how can such an interrelation determine the interaction
mechanisms between dislocations and obstacles under a wide range of conditions?
To address these challenges, a quantitative model applicable over a wide range of
strain rate and temperature conditions is desired.
4.2.2 Problem Statement and System Set Up
In this section, as a first model problem, we study a unit processes that define
the dislocation-obstacle interaction over a wide range of strain rates and temperatures
in hcp Zr. This realization is enabled by the implementation of ABC method [40, 76-
79, 81], which has been introduced in Chap 2 and demonstrated robust in reaching a
wide range of time scales, without limiting the simulation of dislocation-defect
interactions to very high strain rates. We theoretically derive the impact of applied
strain rate on the thermally activated interaction processes using transition state
theory (TST), and inform the TST framework by ABC calculations. This approach
enabled us to uncover dislocation-defect interaction mechanisms over a very wide
range of strain rates (107s-1 to 10's-1), which is far beyond the reach of traditional
MD methods. We demonstrate that the dislocation-defect interaction mechanism is
an outcome of the competition between thermal activation and strain rate, and
provide an interaction mechanism map within a two-parameter space consisting of
temperature and strain rate. The so-derived mechanism map provides a means to
explain the underlying reason for the various dislocation-defect interaction
mechanisms previously observed at different temperatures [9, 20]. For the particular
defect system chosen in hcp Zr, at high temperatures and low strain rates, the
thermally activated process has enough time to take place and leads to the absorption
of the obstacle by the dislocation; while at low temperatures and high strain rates, the
process does not have enough time to be thermally activated and the dislocation
passes through the obstacle, leaving both defects recovered. This finding
demonstrates that the seeming controversy between experiments [30] and previous
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simulations [25] mentioned above is actually not a real controversy. The different
results arise rather because of the different conditions in the simulations and in the
experiments reported above. The results at high strain rates are validated
quantitatively by MD simulations as a function of temperature on the same defect
system. Such a capability to predict the characteristics of dislocation-defect
interactions over a wide range of conditions allows us to connect the atomistic results
to models at the meso-scale for simulating the plasticity of metals.
Particularly in this study we focus on the interaction between edge dislocation in
the prism plane and SIA cluster in the basal plane. The planar structure of SIA
clusters in the basal plane were systematically observed in previous displacement
cascade simulations [144], suggesting that this defect cluster is energetically very
favorable to exist in Zr during irradiation. On the other hand, tensile test experiments
demonstrate that the prismatic slip system in Zr alloys is more affected by irradiation
than the basal slip system [30]. We set up a model system including the
1/3<1 120>{1100} edge dislocation and a basal 5-SIA cluster in Zr. The
simulation system has the dimensions 14.46 nm*4.15 nm*13.51 nm, and contains
34181 Zr atoms. The periodic boundary conditions are applied along the dislocation
line direction, and the Burgers vector direction, respectively. An embedded atom
method (EAM) type interatomic potential for Zr metal, the Ackland-Wooding-Bacon
(AWB95) potential[ 112], is employed in this study.
4.2.3 Results and Discussion
We studied the interaction between the dislocation and the SIA cluster first
under static conditions, i.e. at 0 K, and then with varying strain rates at a finite
temperature. Figure 4.4 shows the strain-stress curve and associated critical
configurations for this interaction under static conditions.
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Figure 4.4: (a) The strain-stress curve for the interaction between the 1/3 <1120 > {1 TOO}
prismatic edge dislocation and a basal 5-SIA cluster in hcp Zr .The numbers 1-5 represent
the critical points during the interactions. (b) The corresponding critical configurations
during the interaction.
It can be seen that the early phase of the interaction between the dislocation and
the SIA cluster is repulsive. This leads to a stress increase from configuration 1 to 2.
Then the dislocation is pinned to the SIA cluster along with a stress relaxation at 3.
This pinning interaction consists of a glide motion of the dislocation and a climb of
the SIA cluster (Figure 4.4 (b), configuration 3). Upon further shear strain, there is a
monotonic increase of the stress from 3 to 4. When the stress increases up to 250
MPa, the dislocation and SIA cluster are detached from each other, leading to the
sharp stress relaxation. The dislocation structure is fully recovered after the
interaction. The SIA cluster structure is fully recovered as well, except being shifted
one plane above the original glide plane. This mechanism is identical to the results
from a previous static simulation in a larger system [25].
We then studied the same unit process as a function of strain rate at finite
temperature, 300 K. Three different strain rates: 105s-1, 104 s, and 103 s- were
specifically assessed in the same way as above. Figure 4.5 (a) shows the
corresponding strain-stress curves and the associated critical configurations, with the
attempt frequency of 1013 s-. It can be seen that all the critical stresses at this
temperature are lower than the critical stress found from the static calculation.
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Higher strain rate leads to higher critical stress. There is about 100 MPa difference
between each of the critical stresses for the strain rates from 105 '~1 to 104s-Ito 103s~1.
This critical stress dependence on strain rate indicates that the applied strain rate can
couple with the thermal activation and affect the materials strength, which is
qualitatively consistent with the previous study on dislocation flow behavior [29].
Interestingly, and importantly, not only the critical stresses but also the
interaction mechanisms depend on the applied strain rate. As seen in Figure 4.5 (a),
two distinct interaction mechanisms are found. For the relatively high strain rate
condition of 105s-1, the interaction mechanism is the same as that found under 0 K
conditions, leaving both the dislocation and SIA cluster completely recovered to
their original configuration (Figure 4.5 (a), configuration 3 and 4). We refer to this
interaction as the "recovery" mechanism. For the lower strain rates at 104 s~1 and 103S-
1, however, the SIA cluster is absorbed by and moves together with the dislocation.
We refer this interaction as the "climb" mechanism. More specifically, in the climb
mechanism at the lower strain rate (i.e. 103s-), the absorbed SIA cluster spreads into
an extended jog structure (seen in configuration 1 in Figure 4.5 (a)); while for higher
strain rate (i.e. 104 -1), the absorbed SIA cluster is in a narrow jog structure. The
reason is that the SIA does not have enough time to spread out and fully interact with
the dislocation at this relatively higher strain rate (seen in configuration 2 in Figure
4.5 (a)).
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Figure 4.5 (a) (left) The stress-strain curves under different strain rate conditions, and (right)
associated critical configurations (1-4 shown in (a)). (b) The unit process governing the
kinks in the strain-stress curve in (a) for the lower strain rate cases.
It is important to know the quantitative boundaries that differentiate these two
mechanisms because they have drastically different consequences on the mechanical
properties. First, as the naming implies, the climb mechanism assists the dislocation
climb that is relevant to macroscopic degradation in the context of creep and growth.
In addition, this mechanism also can sweep the defects (SIAs in this case) and
contribute to the formation of dislocation channels in the prism plane. The formation
of dislocation channels can drastically reduce the material's work hardening capacity
and may also be responsible for the nucleation of cracks due to the channel-boundary
interaction [145, 146]. However, there are no such consequences from the recovery
mechanism.
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Because these two mechanisms have very different impact on the microstructure
and mechanical properties of the material, predicting under what conditions either
mechanism predominates is important. In order to elucidate the underlying reason
that leads to the two different mechanisms as a function of strain rate, we examine
the strain-stress curves as well as the associated atomic configurations. A trigger
event appears in the stress-strain curve for the strain rates of 104s~1 and 103s-1. The
associated atomistic configurations with the trigger reaction are shown in Figure 4.5
(b). In this reaction, few of the atoms on the bottom edge of the SIA cluster are
pushed upwards, and this leaves a relatively low-density structure near the
dislocation core. The low-density structure formed in this trigger reaction provides
more space for the reconstruction of the local atoms, and ultimately assists the
absorption of SIA cluster by the dislocation, as seen in Figure 4.5 (a) (configurations
1 and 2).
To predict the critical stresses, reaction mechanisms and final defect structures
upon the dislocation-obstacle interaction, it is necessary to quantitatively capture
dependence of the trigger reaction on strain rate and temperature. For this purpose,
we assess the thermally activated reaction paths and the corresponding energy
barriers, and how they are affected by the applied strain rate. We first identified the
trigger reaction energy barriers under different strain conditions. As seen in Figure
4.6 (a), the trigger event can only happen in the strain regime from e, to ef (the light
blue region in the figure). The reason is that the dislocation and SIA cluster do not
contact with each other yet before e,, while beyond 6f the dislocation will simply
pass through the SIA cluster and leave both defects fully recovered, following the
interaction "recovery" mechanism. The trigger barrier in this regime decreases first
as a function of strain, and reaches a minimum around 0.33 eV at the critical strain
around 0.015. At larger strain states, however, the trigger barrier increases. This
overall parabola shape behavior might be related to the symmetric parabola shape
distribution of Burgers vector for 1/3<1120 > {ITo} edge dislocation within
AWB95 potential [113]. Whether the trigger event can happen or not is actually
determined by the competition between the thermal activation of that event and the
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applied strain rate. If the strain rate is too high, there is not enough time for the
thermal activation to take place, i.e. the trigger reaction cannot proceed. On the other
hand, the higher the temperature, the less time is needed for the thermal activation,
and more likely that this trigger reaction will proceed. Similarly, a lower strain rate
permits more time for the thermally activated trigger reaction to occur as well. In our
previous work, we have demonstrated how the thermal activation is affected by the
strain rate under the tensile strain rate experiment conditions [29]. In summary, the
key is the presence of stress (or equivalently strain) dependent activation energies,
E(e), that couple with temperature in the TST formalism to describe the dislocation
motion. Particularly in this study, we obtained the activation energy profile E(6)
following the algorithm described above and shown in Figure 4.6 (a). The activation
probability of the trigger event can thus be calculated as a function of temperature
and applied strain rate as,
ti~fgger = (Eq.4.9)
where k(c)= voe kE(T represents the thermal activation rate of the trigger event,
Sis the applied strain rate condition, e, and ef represent the initial and final strain
states for the trigger interaction, respectively.
We can then introduce the criterion for identifying whether the trigger event can
be effectively activated or not. We choose a threshold probability for this event, pe,
which should have a value of 0.5 or greater. If P,,ggr > pthen the trigger event will
proceed, while if P,,er <pC, the dislocation will pass through the SIA cluster and
the defects get recovered.
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Figure 4.6 (a) The energy barrier for the trigger reaction that leads to dislocation jog via the
absorption of the SIA cluster, shown here as a function of strain, associated with the strain-
stress curves in Figure 4.5 (a). (b) The strain rate-temperature diagram that provides the
boundary for the transitions between the two mechanisms that govern the dislocation-SIA
cluster interaction. The red line is the calculated boundary with the attempt frequency of
101"s~'. The upper boundary of the light blue stripe represents the results with the attempt
frequency of 10s-1, while the lower boundary represents the results with the attempt
frequency of 10 s~'. The blue data points are the MD results. In particular, the open squares
represent the result of mechanism I, that dislocation simply passes through the SIA cluster;
while the filled squares represent the mechanism II, that the SIA cluster is absorbed by the
dislocation.
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The mechanism map thus-constructed for visualizing the dependence of the
dislocation-SIA cluster interactions on temperature and strain rate is shown in Figure
4.6 (b). The red curve and the blue stripe around the red curve determine the
boundary for the two mechanisms on this diagram. On the left side of the boundary,
i.e. at high strain rate and low temperature, the interaction follows the recovery
mechanism, that both defects get recovered eventually; while on the right side of the
boundary, i.e. at low strain rate and high temperature, the interaction follows the
climb mechanism, that the SIA cluster is absorbed by and moves together with the
jogged dislocation. Here, we show the results with p, = 0.632, where the value 0.632
comes from e-'dx ~ 0.632. A sensitivity analysis of the mechanism boundary to the
0
choice of p, from 0.5 to 0.632 showed insignificant variation in the results. On the
other hand, the results are more sensitive to the choice of the attempt frequency, and
the effect is shown in Figure 4.6 (b) as the blue stripe ranging from the 10' 2 s- to
1014 s-1. The upper bound of the stripe represents the results with the attempt
frequency of 1014s 1 , the lower bound represents the results with the attempt
frequency of 10' 2 s-1, and the red line inside the stripe is the resulting boundary with
the attempt frequency of 1013 s-.
The derived mechanism map is benchmarked against direct MD simulations on
the same system. Although MD method is limited at high strain rate conditions only,
it is possible to partially examine the mechanism map and cross the mechanism
boundary by varying the simulation temperature at high strain rates. In particular,
MD simulations were performed under three different strain rates (105s-1,10 6s-1,10 7s~
1), and eight different temperatures (50K, 150K, 200K, 250K, 300K, 350K, 400K,
500K). At strain rates of 105s 1 and10 6 s-1, the transition temperatures from recovery
mechanism to climb mechanism are between 250 K and 300 K. At the higher strain
rate 107s, the transition is postponed and taking place at the temperature between
300 K and 350 K. The summary of MD results is also mapped into the derived
mechanism map by ABC method in Figure 4.6 (b). It can be seen that the MD results
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are very well quantitatively consistent with the upper boundary with the ABC results,
suggesting a prefactor value close to 1014 s-1.
Casting of these interactions as a mechanism map in the temperature-strain rate
space also permits us to understand the differences between the prior experimental
and molecular static simulation results. In the prior molecular static simulation of the
interaction between an <a> edge dislocation and a SIA cluster (the same type of
defects as analyzed here) in Zr [25], thermal activation is quenched and consequently
the interaction is purely driven by the strain. Therefore, the outcome is the recovery
mechanism. The tensile experiments [30], however, were performed at 600 K and 10~
s -1. This set of conditions maps the interaction to the recovery mechanism (as seen
in Figure 4.6 (b)). As noted above, the complete absorption of the SIA clusters by the
dislocation can clear the obstacles in the path of the dislocation, and be interpreted as
the formation of dislocation channels observed in experiments [30]. As a result, we
can say that the experiments and previous simulations are not inconsistent. They
rather represent different conditions, and our approach here reconciles those results
on the mechanism map. We are cautious to also note that other factors, for example
the effect of free surfaces [141], can also induce the formation of dislocation
channels. However, our results demonstrate that the magnitude of applied strain rate
can be an important factor in determining the formation of dislocation channels, in
addition to the previously discussed mechanisms.
In summary, we proposed a new atomistic simulation framework to assess the
dislocation-defect interaction mechanisms and critical stresses over a wide range of
strain rate conditions for the first time, extending to many orders of magnitude
longer time scales than what the traditional MD can capture. Results were cast in a
deformation mechanism map, for the first time including strain rate as a key
parameter. We implemented this approach to examining a unit process of
dislocation-SIA cluster interaction in hcp Zr as a model system. We found two clear
interaction mechanisms: (i) the SIA cluster is absorbed by the dislocation; (ii) the
dislocation passes through the SIA cluster, leaving behind both the SIA cluster and
the dislocation structures fully recovered. We further demonstrated that the
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competition between thermal activation and applied strain rate determines which
mechanism dominates. The results visualized in a mechanism map can reconcile the
previous seeming inconsistencies between experiments and molecular static
simulations. Since the two mechanisms have significantly different consequences on
the mechanical properties, the derived mechanism map is particularly important for
predicting the evolution of the material microstructure.
The approach in constructing the mechanism map is based on a general thermal
activation theory under prescribed strain rate [29], and is not limited to the defects
discussed here in the Zr system. The framework allows to probe how the thermal
activation is influenced by other driving parameters (strain rate in this study), and its
consequences to the materials properties. This framework is quite general and hence
can be applied to study different materials (e.g. glass materials, colloidal system) and
the response to different conditions (e.g. annealing rate, irradiation rate). Previous
MD simulations in bcc Fe report different interaction mechanisms between a
dislocation and a SIA loop as a function of temperature [9, 20]. Specifically, at high
temperature, the SIA loop is absorbed by the dislocation; while at low temperature,
both dislocation and SIA loop are completely recovered. Despite both being at high
strain rate, these two different outcomes in bcc Fe can also be understood as a
competition of strain rate and temperature, as explained on the mechanism map in
Figure 4.6 (b).
The new capability and insights presented here are important because it is clear
that extrapolating the results obtained at high strain rates to the low strain-rate
regime can lead to inaccurate results. Admittedly, there are still gaps between our
simulation and the real experiments, in terms of the system size, types of obstacle
and microstructure. On the other hand, this work can serve as a bridge between
atomistic simulations and models simulating the meso-scale plastic behavior of
metals because of the unique ability to predict deformation mechanisms over a very
wide range of time scales.
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4.3 Inverse Relation between Critical
Resolved Shear Stress and Strain Rate -
Dislocation-Vacancy Cluster Interaction
in BCC Fe
4.3.1 Background and Motivation
The microstructure of neutron-irradiated structural materials, which mainly
consist of ferritic alloys, typically includes super-saturation of point defect and
clusters [147]. The interaction between point defects and dislocations is particularly
critical to the macroscopic degradation of the materials, and known to have marked
effects on the mechanical properties. A particular situation is the inverse relation
between the flow stresses and strain rates [148-150]. The inverse relation is known
as the negative strain-rate sensitivity (nSRS), and can lead to non-uniformities at
macroscopic scale [49]. Several continuum models have been developed to explain
the nSRS phenomenon. For example, by assuming the obstacle and dislocation
concentrations are time- and strain-dependent, respectively, Estrin et al.'s model can
predict an inverse behavior if the homogenous nucleation of obstacles in bulk
istakingplace [151, 152]. Recently, Curtin et al. made significant improvement to
Estrin et al.'s model by introducing the mechanism of direct single-atomic jump
across the dislocation slip plane [48]. In this case study, we consider a unit process of
dislocation obstacle interaction in bcc Fe over a wide range of strain rates, from 108s~
1 down to 103S-, by using the dynamic implementation of ABC method, as
introduced in Sec 2.4. This newly developed algorithm allows direct simulation on
much longer time scales than molecular dynamics (MD) limits (higher than 106s-1)
[7]. We show that the critical resolved shear stress (CRSS) of the system is
determined by the competitions between thermal activation and strain rate effect.
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Even a unit process of dislocation obstacle interaction can result in the nSRS
behavior, because of different microstructures induced by the competitions at various
strain rate conditions.
4.3.2 Problem Statement and System Set up
Voids form especially in fast neutron irradiation, and act as strong obstacles to
the glide motion of edge dislocations[20]. In this paper, we consider the interaction
between the 1/2<111> edge dislocation and a small vacancy cluster in bcc Fe, as a
representative unit process. In particular, we set up a model system including the
1/2<111> edge dislocation and a small void containing 9 vacancies in bcc Fe. The
simulation system has the dimensions 9.81 nm (x)*3.51 nm (y)*12.57 nm (z), and
contains 33171 Fe atoms. The periodic boundary conditions are applied on the x- and
y-directions, which are the glide direction and dislocation line direction, respectively.
The interatomic potential employed in this study is an embedded atom method
(EAM) type developed by Ackland et al[153].
4.3.3 Results and Discussion
We first studied the interaction between the dislocation and the vacancy cluster
under static conditions. Figure 4.7 shows the strain-stress curve, associated potential
energy, and corresponding critical configurations for this interaction.
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Figure 4.7 (a) The strain-stress curve, and associated potential energy of the system, during
the static interaction. (b) The corresponding critical atomistic configurations during the static
interaction as shown in (a). The structures are visualized by Atomeye [971, and colored
according to different coordination numbers.
In the beginning, the vacancy cluster is on the right side of the dislocation, with
the center of mass placed on the glide plane. Upon shear loading, the dislocation is
pinned to the vacancy cluster (Figure 4.7 (b), C2) associated with a stress relaxation
down to -250 MPa. For the mimicking tensile test experimental condition, it is
convenient to study the interaction as a function of strain. The corresponding strain
at C2 is therefore set to be zero. With further increasing the strain, there is an almost
linear increase of the stress and a parabola like shape of the potential energy, which
indicate an elastic deformation behavior. The imperfection of the parabola shape
(seen in Figure 4.7 (a)) is due to the mechanical property (e.g. the elastic modulus)
changes because of the interaction between dislocation and the cluster. When the
stress increases up to 570 MPa, the dislocation and vacancy cluster are detached
from each other, leading to the sharp stress relaxation. Two vacancies in the void are
absorbed by the dislocation during the static interaction, and a small jog is formed
after the interaction (Figure 4.7 (b), C4).
We then studied the same unit process at finite temperature, 300 K, and five
different strain rates: 103S~1, 104s~1, 105s~1 10 s~, and 10's~1, respectively. To
benchmark with ABC method, we also performed direct MD simulations on the
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same system at the high strain rates of 106 s-1 and 108 '~1, where MD is known to be
valid. Figure 4.8 (a-b) show the corresponding strain-stress curves provided by ABC
and MD simulation, respectively. It can be seen that all the CRSS under non-zero
temperature are lower than the critical stress found from the static calculation. It is
also noticed that in the MD simulations (seen in Figure 4.8 (b)), the stress at the
beginning is around -180 MPa, which is 70 MPa deviated from the static results
(black curve in Figure 4.8 (a)). We identified that this discrepancy is induced by a
hydrostatic compression stress produced in the non-zero temperature MD
simulations, because of the fixed volume condition. The atomistic configurations
after the interaction are shown in Figure 4.8 (c). Compared to 2 vacancies absorbed
in static interaction, 5 vacancies are absorbed by the dislocation under 300 K, while
different strain rates lead to different atomic configurations after the interaction. In
the ABC simulations, a most compact structure of vacancy cluster is formed under
103s-, as seen in Figure 4.8 (c). The remaining vacancy clusters for the strain rates
between 104 s-1 and10 8s-1 are in the same structure, while the jogged dislocation at
10 s~1 has a relatively ripped structure because of the extremely high strain rate. In
the MD simulations, the identical vacancy cluster configurations are observed under
the same conditions, while the dislocation structures are slightly different from ABC
results due to the atom oscillations in non-zero temperature MD simulations.
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Figure 4.8 (a-b) The stress-strain curves for the dislocation void interaction under different
strain rate conditions, provided by ABC and MD simulations, respectively. (c) The
associated critical atomic configurations after the interaction.
The CRSS under different strain rates are read off from Figure 4.8 (a-b) and
plotted in Figure 4.9. It can be seen from ABC results that, for strain rates higher
than 105s-1, the CRSS increases as a function of strain rate, which shows a normal
relation[7, 19].In ABC results, the CRSS at 10 8 S' is about 70 MPa higher than the
value at 106s-1, which is consistent with the difference observed in direct MD
simulations. However under the same conditions, there are less than 100 MPa
differences of CRSS between ABC and MD simulations. This discrepancy can also
be related to the hydrostatic compression in MD simulations, which is similar to the
deviation from the static results at the beginning. On the other hand, the choice of the
attempt jump frequency in ABC studies can be a factor as well. In the ABC
simulations, the attempt jump frequency v0 is set to be a constant 10 13s 1 . However,
any deviation from this value can lead to a different CRSS in the end. The lower
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values of CRSS in MD simulation suggest a larger vo number, which might come
from the entropy effects.
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Figure 4.9 The CRSS under different strain rates conditions. Red open squares are the results
of ABC framework simulations, while the black squares represent the MD simulations
results.
More interestingly, and importantly, the CRSS shows a negative sensitivity to
strain rate below 105 'sI in ABC simulations. To understand the underlying
mechanism for this inverse behavior, we analyze the energy landscapes and defect
structure evolutions under different strain rate conditions. For each set of strain rate,
a parabola like shape of the potential energy is observed, similar to the red curve in
Figure 4.7 (a). Figure 4.10 (a) shows the energy differences at various strain rate
conditions, with respect to the static interaction energy (red curve in Figure 4.7 (a)).
As seen in the figure, at relatively low strain ratel 04 S'1, there are high frequent
fluctuations on the energy difference landscape, which indicates significant amount
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of thermal activation events. However for the higher stain rates such as 106 s-', the
energy landscape is smoother, which demonstrates that the system is mainly driven
by strain deformation induced by the high strain rate.
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Figure 4.10 (a) The energy differences under different strain rate conditions, with respect to
the static energy landscape. (b) The atomistic configurations during the interactions, at
various strain rates. (c) The atom density distributions along x-axis, i.e. the <111> direction,
for structures S1-S5. The vacancy cluster's fractional coordinate along x-axis is about 0.8. It
clearly shows that for high strain rates 106 's- and 108s-', the vacancy clusters are ripped into
parts, while such behavior is not observed for lower strain rate conditions.
The evolution of the defect structures under different strain rates are shown in
Figure 4.10 (b). At the early strain stage (~-0.003), the vacancy cluster is nucleated
downward due to the thermal activation, for those strain rates between 103 s~1 and
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105 s-1 .However, under high strain rates of 106s-1 and 10's-1, no such nucleation is
observed because there is not enough time for this event to be thermally activated.
Assisted by thermal activation, the dislocation core glides to the right side of
vacancy cluster at medium strain stage (seen in Figure 4.10 (b), the configurations at
c~0.006 for the strain rate between 103s-1 and 106s-1). This process is associated with
the energy peak between s=0.003 and s=O.006 shown in Figure 4.10 (a). On the other
hand, for the highest strain rate 108s~1, the dislocation does not glide to the right side
of the vacancy cluster until the strain reaches the level around 0.009. In other words,
under the condition of 108 S' , the similar interaction mechanism is deferred by a
strain amount of 0.003, due to the quenching of thermal activation at extremely high
strain rate.
Upon further deformation, the vacancy cluster structures evolve differently at
various conditions, as seen from Si-S5 in Figure 4.10 (b). Under the strain rates
between 103 s-land 105 s-1, the vacancy clusters show downward nucleation due to
thermal activations (S1-S3 in Figure 4.10 (b)). However, at 10s's-and 108s~1, the
vacancy cluster is ripped into parts (see S4 and S5 in Figure 4.10 (b) and the atom
density distribution in Figure 4.10 (c)) rather than nucleated, because there is not
enough time for this event to be thermally activated at very high strain rates. On the
other hand, the vacancy clusters nucleate to different structures (S1-S3) at the strain
rates between 103s-land 105s-1. S1 and S2 are in a relatively looser structure than S3,
and the lower energy minimum in the inset plot of Figure 4.10 (a) indicates that they
are energetically more stable than S3. For both the loose structure (S1-S2) and the
ripped structure (S4-S5), they have larger surface are as attached to the dislocations
than S3 does. Correspondingly, the larger areas induce stronger interactions with
dislocations, and thus lead to the higher critical stresses. This explains the reason that
the CRSS reaches its minimum at 105s-1, as seen in Figure 4.9.
By comparing the structure evolutions at 103 s-land 104 s1, it can be found that
the loose structure of vacancy cluster under 103s-(S1) further nucleates to another
stable configuration, because of more time for thermal activation. Subsequently, this
more stable structure leads to a higher CRSS than that in 104s-1. Therefore in the
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entire simulated strain rate regime from 103s-'to 108s-1, the CRSS shows a "V" shape
as seen in Figure 4.9.
In summary, we have examined an edge dislocation-vacancy cluster interaction
in bcc Fe as a model system, by implementing the ABC method in a dynamic
framework, as described in Chapter 2. This approach served for extending the
atomistic simulation capabilities to low strain rates of deformation as shown also in
this model problem. We demonstrated here, too, that the dislocation obstacle
interactions are determined by two competitive driving forces: strain rate and thermal
activation. Under low strain rates (lower than 105s~1), thermal activation assists the
vacancy cluster in nucleating to more stable states (SI and S2 in Figure 4.10 (b)).
These stable states have a stronger interaction with dislocation and therefore lead to a
higher CRSS than that in 105 S'. However under high strain rates, such from1O6s-
'tol0 8 S'", there is not enough time for the thermal activation of the vacancy cluster.
In contrast, the vacancy cluster is split into parts (S4 and S5 in Figure 4.10 (b)) due
to the high strain rate. The parts of vacancy cluster have a larger total area attached
to the dislocation than the compact structure in 105 s 1 (S3 in Figure 4.10 (b)). It
therefore also leads to a stronger interaction with the dislocation and thus a higher
CRSS. All these together explain the underlying mechanism for the "V" shape
relation between CRSS and strain rate, with the minimum at 105s 1 in this problem.
The interaction at high strain rates are directly benchmarked against MD simulations.
The CRSS-strain rate relations are qualitatively consistent with each other. Two
studies also show the same atomic configuration after the interaction. The
quantitative discrepancies might arise because of the hydrostatic compression in MD
simulations, or the choice of the attempt jump frequency in ABC studies. The lower
value of CRSS in MD might suggest a non-negligible entropy effect.
The inverse behavior between CRSS and strain rate is known as nSRS
phenomena, and can induce some detrimental effects on the materials. For example,
the inverse behavior results in the decreased ductility and strength of the materials,
and correspondingly generates instabilities in deformation of materials [48, 49].
Understanding and explaining such behavior are therefore critical for the material
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design strategies. The nSRS phenomenon is typically studied by considering a
number of variables, such as temperature, strain rate, defects concentration, grain
size, etc. In this case study, we particularly study the strain rate effect on the strength
of the system. Through direct atomistic simulation we demonstrate that, in addition
to previously proposed continuum models [48, 151, 152], the unit process of
dislocation-obstacle interaction can induce the nSRS behavior as well, due to the
coupling between the thermal activation and strain rate. In fact, the coupling effect
does not only contribute to nSRS, but also results in other important phenomena,
such as flow stress up-turn behavior [29], and dislocation channel formation
(discussed in Sec 4.2).
Admittedly, there are still gaps between our simulation and experiments (in
terms of the system size, type of obstacle, range of strain rate, etc). On the other hand,
the modeling in this chapter provides a general framework to capture the coupling
effect between different variables under more realistic conditions which were not
possible to simulate till now by other atomistic methods. It can therefore be applied
to study other systems governed by complicated driven forces, and shed some light
on the materials design under extreme conditions.
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Chapter 5
The Interface Connecting Atomistic
Simulation to Engineering Scale Model
Often material degradation is governed by an aggregate of multiple modes of
mechanisms, rather than a dominant unit process. Under such circumstances, it is
necessary to connect atomistic simulations to a higher level modeling framework that
can accommodate all the involved unit processes and treat these processes in a self-
consistent manner. This chapter proposes an interface connectingthe atomistic
simulations discussed in Chapters 2-4 to larger length-scale methods.In particular,
we develop a suitable set of constitute relations and provide an illustrative example
to show how the ABC-based atomistic results can be fed into the visco-plastic self-
consistent (VPSC) model, a well-known engineering scale model developed at Los
Alamos National Laboratory. This connection therefore provides a roadmap to
enable the multiscale modeling of microstructure evolution.
101
5.1 Atomistic Interface to Engineering Scale
Model
5.1.1 Background and Visco-Plastic Self-Consistent
(VPSC) Model
We have shown in Chap 4 that some important mechanical properties are
controlled by well-defined unit processes, e.g. the dislocation glide in flow stress,
and the dislocation-obstacle interaction in dislocation channeling. Such direct
connection between a property and a dominant elementary mechanism make it
possible for directly bridging the atomic scale simulation to the engineering scale
degradation without introducing an intermediate step. However, for many other
phenomena (e.g. growth and creep), the overall degradation is an aggregate of
multiple modes of deformation, rather than determined by a unit process. For
example, in a polycrystal system the total deformation is a cumulative behavior over
all single crystal grains, whose deformation is further an aggregate of different slip
systems and different modes (e.g. the thermal creep component and the irradiation
component) [50]. Under such circumstances, it is not possible to directly deduce the
macroscopic degradation behavior from the atomistic simulation on a unit process.
Correspondingly, one needs an intermediate model at engineering scale, which can
be used to explain or predict the materials macroscopic degradation by incorporating
different unit processes assessed by atomistic techniques.
VPSC model is a well-known constitutive engineering scale model for
describing the polycrystalline materials deformations in the context of thermal creep,
irradiation creep, and irradiation growth [50-52, 154]. The basic idea of VPSC is to
write down the overall deformation as an aggregate of all involved modes, i.e. the
contributions from each single crystal grain, from each slip system in a given single
crystal, and from the environment related components, such as thermal component
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and irradiation component. Then the set of equations are solved in a self-consistent
manner. Each single deformation mechanism in VPSC relies on several parameters,
which can be in principle be obtained by atomistic simulation, though most of them
are set empirically at current stage [51, 52, 154]. In other words, if one can provide
the required parameters accurately from the atomic level, VPSC can become a more
effective and reliable model to predict the materials degradation over a wide range of
conditions. In the following section, we will discuss the proposed atomistic interface
to the VPSC model.
5.1.2 Atomistic Interface to VPSC Model
As we have introduced in Chap 4, the mechanical properties of structural
materials are significantly affected by the interaction between dislocations and
irradiation induced defects [24, 25, 30, 44-47]. Therefore, it is important to
understand the interaction mechanisms between dislocations and obstacles, and
particularly how the interaction would be affected by the applied stress, in the
relevance to the climb of dislocations that contribute to irradiation creep and to the
transition to plastic yield with deformation rates higher than encountered in
irradiation creep.
In VPSC model, the current form of the climb rate in VPSC[l 14] is expressed as
below,
climb (k) b(k)bk) ( Vin )t_ .(va ) 1  (Eq.5.1)
k
where p represents the dislocation density, b represents the burgers vector, D(nt) and
D"a represent the flux of interstitials and vacancies absorbed by the dislocation, and
they are functions of applied stresses and temperatures.
Under neutron irradiation, however, not only mobile point defects, but also
sessile clusters are produced in the displacement cascade [144]. The interactions
between dislocations and irradiation induced defects can therefore be divided into
two categories: the absorption of mobile point defects by dislocation, and the moving
dislocation climb over the sessile defect clusters, respectively. The latter category of
103
interaction, which was studied specifically in Chapter 4 of this thesis, is especially
important when the instantaneous point defect density is not very high, for example,
in accident conditions where neutron flux is low, as in loss-of-coolant accident
(LOCA).Therefore we can rewrite the overall dislocation climb rate by additively
combining both these two contributions, as expressed below,
Z pim (k)b(k)b ( ") - of""" ) ( pdisl.slu; fj(-,T) (Eq.5.2)
k s
where the first term on the RHS represents the absorption of vacancies and
interstitials by the dislocation that has been introduced above in Eq. 5. 1.The second
term is what we introduce as a new additive contribution, and represents the climb
rate attributed to the interaction between dislocation and sessile defect clusters. In the
second term, pd,!. represents the moving dislocation density, c', represents the
concentration of sessile cluster, f (a-,T) represents the climb rate for a specific slip
system at different stresses and temperatures. ,j(a-, T) can be calculated via
atomistic simulation. In sum,
Given that we have studied several examples on the interactions between
dislocations and sessile obstacles in Chap 4, in this section we will mainly focus on
the contribution of the second term.The specific relation between strain rate and
applied stress is governed by a constitutive formula below [52],
S gfS = fO- (Eq.5.3)
where r' is the applied stress, rs is the critical stress for present slip system, ng
is the power index, fo is the prefactor, and j is the strain rate of present slip system.
To provide atomistically-derived parameters into the VPSC model, an interface
connecting atomistic simulation to VPSC model has been suggested [52], however
this relation was not implemented by connection to an atomistic code before. The
expression is below:
S=o exp {AF- ) (Eq.5.4)kT
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There are two important parameters in the formula above, jo and AF(r"). f, is
the prefactor of the strain rate, which is relevant to the interaction mechanism
between dislocation and obstacle, e.g. the number of vacancies/interstitials absorbed
by dislocation and contributed to the climb. AF(r') is the corresponding activation
energy as a function of applied stress. In the following section, we will provide an
example to illustrate how to obtain these parameters from atomistic simulation.
5.1.3 Connecting Atomistic Model to VPSC - Example on
Dislocation-Void Interaction
In this section, to demonstrate the capability to capture the interaction of sessile
clusters and dislocations, we examine a model system: the 1/3<1 120> {1 } TOO edge
dislocation and its interaction with anano-void containing 19 vacancies. We employ
ABC method to study the interaction mechanisms at different stress level, and then
combine with the NEB method to get the accurate activation energy. The derived
mechanisms and associated barriers can be fed into the VPSC model discussed above.
Figure 5.1 (a-b) shows the static interaction under zero applied stress, and yield
stress, respectively.
(a)- (b)
Figure 5.1 The interaction mechanism between <a>type edge dislocation and vacancy cluster
under (a) 0 MPa, and (b) yield stress -300 MPa, respectively.
The yield stress for this interaction is around 300 MPa. Under this stress
condition, the dislocation glides though the vacancy cluster without absorbing any
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vacancies. Correspondingly, the prefactoryfin Eq.(5.4) at higher stresses than 300
MPa should be zero.
We then employ ABC method to study the interaction at different stress
conditions, and the results are shown in Figure 5.2.
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Figure 5.2 (a) shows the energy landscape of the dislocation-void interaction at
different stress conditions. It can be seen that the shape of the energy landscapes are
different at varying stress conditions, and this indicates different interaction
mechanisms and activation barriers. Figure 5.2 (b) displays the effective barrier as a
function of stress, deduced from the energy landscape in Figure 5.2 (a), and the
atomistic configurations that reveal the interaction mechanisms. As seen in Figure
5.2 (b), there is a significant stress effect on the interaction mechanism (specified as
the number of vacancies absorbed). This corresponds to different prefactors jO at
various applied stresses, i.e. semi-quantitatively, the prefactor at 150 MPa should be
more than three times larger than the value at 250 MPa since three times more
vacancies are absorbed and hence contribute to the dislocation climb.
The effective energy barrier also changes as a function of stress. According to
transition state theory, the climb rate for this particular system can be expressed as,
f= (o-)-exp[- E(7- By] (Eq.5.5)
where fO (a) and E(a) are the prefactor and activation energy, respectively, and
they are both functions of stress. The prefactor o (a) should be proportional to the
number of vacancies absorbed by the dislocation, and can therefore be expressed as,
fO(-)= vo -N,, (Eq.5.6)
where vo is a stress-independent constant with the unit of s-', while Nab(a)is
the number of vacancies absorbed by the dislocation as shown in Figure 5.2 (b).
An accurate determination of vo may require further calculations on the basis of
the shape of the interaction energy landscape, or by fitting and extrapolating from the
MD simulations or experiments. However, we can identify the climb rates, at least
semi-quantitatively, by defining a dimensionless reduced climb rate as:
f -f/ v0 = N,(-)- exp[ E(-k B T (Eq.5.7)
For this particular system, we plot the reduced climb rate as a function of
temperature, under different stress conditions. As shown in Figure 5.3, the climb rate
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increases as a function of temperature. 150 MPa and 250 MPa give the highest climb
rate, due to either the large prefactor (for 150 MPa), or the smaller activation energy
(for 250 MPa). Particularly, at the temperatures below 650 K, the maximum climb
rate happens at 250 MPa; while for higher than 650 K, the maximum climb rate
happens at 150 MPa.
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Figure 5.3 The reduced climb rate, following the definition in Eq.(5.7), as a function of
temperature at different stress conditions.
5.1.4 Provide Physical Based Description to Mesoscale
Constitutional Model: Example on Strain Rate
Sensitivity
Strain rate sensitivity is an important property of the materials for describing its
response under different loading conditions. The tensile experiments in Zircaloy-4
show that the strain rate sensitivity displays an "S" shape profile, where the curve is
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flat at low and high temperatures, but stiffer at intermediate temperature (seen in
Figure 5.4). However, there is no satisfied explanation yet to this non-trivial behavior.
In contrast, the current constitutional model [155] is based on a pure fitting to
experimental data and containing many parameters.
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Figure 5.4 The measured strain rate sensitivity for Zircaloy-4, defined as m =8 ln a/aln ,
at different temperatures. The plot is adapted from Ref.[155].
In this section, we would like to provide a physical based model to describe this
"S" shape behavior in a simpler way. In Chapter 4, section 4.1, we derived an
analytical expression (Eq.4.8) for the yield strength of the materials at prescribed
temperatures and strain rates. Since the strain rate sensitivity is defined as
m =an a8In , the full information on strain rate sensitivity is actually included
already in Eq.4.8.
Since there is no suitable interatomic potential yet for Zr, here we revisit the bcc
Fe model system in section 4.1, as an illustrative example. In Figure 5.5 (a), we plot
the relation between yield strength and applied strain rate at different temperatures,
in a log-log scale. According to the definition of the strain rate sensitivity, the slopes
of these curves thus represent the strain rate sensitivity. In previous constitutional
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model [155], m is believed to be strain rate-independent. However in our results, the
value of m is also changing as a function of applied strain rate. As seen in Figure 5.5
(a), the curves are bending down at the right end, indicating a smaller value at high
strain rates. On the other hand, in the low strain rate regime (below 103s1), where the
experiments have been done, the slopes are quasi-linear. We therefore fit the data
points below 103s- and read off the corresponding slopes at various temperatures.
We then plot the slopes as a function of temperature, as shown by Figure 5.5 (b). It
can be seen that, a natural "S" shape curve occurs in our model, which is
qualitatively consistent with the experiments.
Admittedly, there are non-negligible quantitative discrepancies between the
results in Figure 5.5 and the experiments. For example, in Figure 5.5 (b), the strain
rate sensitivity starts to increase significantly at 150 K, while gets saturated above
250 K. While in experiments shown in Figure 5.4, the strain rate sensitivity does not
increase until 450*C (723 K), and gets saturated around 800*C (1073 K). And there
are several reasons for this quantitative discrepancy. At first, our simulated system is
on bcc Fe, while the experiments are on Zircolay-4. Different materials will probably
have quite different characteristic activation energy profiles E(o), which further
induce such discrepancy. Secondly, in our modeling system, we are simulating a
single dislocation glide in the pure metal, while the real experiments can have
complicated microstructures and impurities, which again significantly affect the
activation energy profiles E(-) and lead to the quantitative inconsistency. So in
order to have a more accurate description on the real materials, one requires a
suitable interatomic potential, as well as the dominant unit process in real
experiments.
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Figure 5.5 (a) The relation between yield strength and applied strain rate in a log-log scale,
at different temperature, in a Fe model system. (b) The strain rate sensitivity calculated from
(a), as a function of temperature.
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To summarize, we introduced two illustrative examples in this chapter, to
demonstrate a constitutive framework for feeding the atomistic simulation results on
dislocation-defect interactions into engineering scale model. We observed that, for
the interaction between dislocation and vacancy cluster, both the interaction
mechanisms and activation energies, and thus the climb rates, are significantly
influenced by the applied stress. These derived parameters can be directly input into
Eq.(5.4) in VPSC model, and therefore strengthen its accuracy from a fundamental
level. We also provided a physical based description to the mesoscale constitutional
model, and qualitatively explained the non-trivial "S" shape behavior for the strain
rate sensitivity observed in experiments.
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Chapter 6
Summary and Broad Implication
6.1 Summary of the Thesis
In this thesis, we have employed a newly adapted atomistic modeling technique
to investigate the slow dynamics in microstructural evolution in irradiated nuclear
structural materials. The aim has been understanding and predicting the material
macroscopic degradation from a fundamental level. We particularly focused on the
dislocation mobility and dislocation interaction with radiation induced defect clusters
under different conditions of applied strain rates and temperatures. The problems
tackled in this thesis are of great technological and scientific importance, because the
materials mechanical properties, which are critical for the safety in the nuclear
reactors, are largely controlled by the dislocation-obstacle interactions[24, 25, 44-47].
The first contribution in this thesis is to address the challenge of bridging a time
scale gap more than ten orders of magnitude, from the intrinsic atomic scale (around
10's) to experimental scale (seconds or even years),which can never be
accomplished by traditional atomistic simulation methods like molecular dynamics.
This challenge is overcome by a combining a recently developed technique, the ABC
method, with transition state theory calculations. ABC is rooted on the concept of
exploring energy landscape. By analyzing how the defect microstructure evolves on
the associated energy landscape, we are able to characterize the important unit
processes. Correspondingly, the derived pathways and barriers are fed into TST,
which enables to extend the analysis to arbitrarily long time scales while retaining
the atomistic details. In this thesis, we extended the capabilities of the ABC method
in two key areas. ABC is now made able to detect the multiple transition pathways
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associated with the same given energy minimum state. This extension is especially
useful in complex or anisotropic reactions, where only one pathway is not enough to
accurately describe the kinetics of the system evolution. In order to study the
dislocation-obstacle interactions at long time scales with a prescribed strain rate, we
particularly made a dynamic generalization of ABC method. The new model consists
of consecutive ABC iterations and TST to incorporate the strain rate effect. This
framework is very general, and can be easily modified to incorporate other dynamic
factors, e.g. the irradiation dose rate, temperature annealing rate, etc.
If the studies are performed only by ABC calculations, then the results are
inherently limited to a set of discrete points, i.e. results obtained at a particular
temperature and strain rate. Our second contribution in this thesis is to derive an
analytical theory for describing the reaction mechanisms under different applied
strain rate and temperature conditions. We explicitly demonstrated how the applied
strain rate can affect the thermal activation, within the framework of transition state
theory and informed by ABC. This theoretical generalization not only allows the
investigation in an arbitrary range of strain rate and temperature, but it also provides
a continuous quantitative identification of mechanism boundary in a two-parameter
space consisting of strain rate and temperature.
Three key scientific contributions followed, enabled by the new approach
described above. These all relate to properties of dislocations, and are explained by a
common theory, that is the coupling of strain rate and thermal activation. First is the
prediction of flow stresses in plastically deforming metals. Explaining and predicting
the dislocation flow stress as a function of strain rate problem has been known as a
formidable challenge in material science. The underlying mechanism for the
experimentally observed flow stress upturn behavior at high strain rate has not been
well clarified till this thesis. All existing models to date use adjustable parameters to
connect the flow stress below and above the critical strain rate for upturn. In this
thesis, we demonstrated that the coupling between strain rate and thermal activation
leads naturally to the experimentally observed stress upturn at high strain rate,
without invoking a different physical mechanism, or introducing any bridging
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parameters. This parameter-free explanation of the transition from thermal- to stress-
activation controlled regimes across a critical e range matches quantitatively with
experiments.
Our second scientific contribution is the derivation of the mechanism map for
describing the boundaries between dislocation-obstacle interaction mechanisms as a
function of strain rate, which was never possible to do prior to our work. We showed
the interactions are determined by the competition between thermal activation and
applied strain rate. Specifically, there are two distinct interaction mechanisms: (i) at
high temperature and low applied strain rate, the SIA cluster is absorbed by the
dislocation; (ii) at low temperature and high applied strain rate, the dislocation passes
through the SIA cluster, leaving behind both the SIA cluster and the dislocation
structures fully recovered. The derived interaction mechanism map can well explain
the seeming controversy between experiments, where dislocation channels are
observed, and previous molecular static simulation, where the defects get fully
recovered. Since the two mechanisms have qualitatively different consequences to
the mechanical properties, the derived mechanism map is therefore particularly
important for predicting the materials microstructural evolution, and hence
optimizing its performance under various environmental conditions. In addition, our
mechanism map can provide useful guidance to MD simulations. For example, many
MD studies at current stage intend to reveal the interaction mechanisms between
dislocations and obstacles by doing the simulations only at one particular or very
limited range of conditions (i.e. always at higher strain rates than 106s-1) [7, 9, 10, 19,
20, 24, 25]. However, our derived mechanism map in this thesis shows that the MD
results at limited conditions cannot always be extrapolated to low strain rates, and
that it is necessary to directly simulate a wide range of environments in order to have
a comprehensive understanding of their interaction mechanisms and the critical
stresses.
Our third scientific contribution is providing a new, alternative explanation to
the experimentally observed negative strain rate sensitivity (nSRS) phenomena from
an atomistic point of view. Previous explanations to nSRS have been developed from
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a macroscale point of view. Understanding and explaining the nSRS behavior are
critical because it results in the decreased ductility and strength of the materials, and
correspondingly generates the plastic instabilities of materials during deformation
[48, 49]. In this thesis we examined a unit process of dislocation-vacancy cluster
interaction in bcc Fe over a broad range of strain rates, and observed a nSRS
behavior below the condition of 105s-1. We demonstrated that the critical resolved
shear stress (CRSS) of the system is determined by the competitions between
thermal activation and strain rate effect. Different strain rates can affect the
microstructures of the defects during the interaction, and eventually lead to the "V"
shape like relation between the CRSS and loaded strain rates. We showed that even a
unit process can induce an inverse behavior as well, which supplements the previous
explanations to the inverse relation from a global point of view.
In wrapping up the summary, we would like to offer a brief outlook beyond the
current scope that so far has focused on the dislocation system. In fact as seen in
Figure 6.1, by connecting the examples tackled in this thesis, we proposed a general
workflow that can bridge the atomistic scale to the experimental scale. Connecting
these two ends of the computational spectrum typically separated by many orders of
magnitude difference in time scale has been a grand challenge in materials
simulations. The ABC algorithm is the starting point, which allows one to identify
the governing reaction pathways in the system evolution regardless of the extent of
time scale. Then combined with the derived analytical theory, we can predict the
response of these reactions at the unit process level to the surrounding environments.
This approach transfers the underlying mechanism from fundamental level to
engineering scale. This proposed workflow is quite general and is not limited to
specific materials or reactions. It therefore can be applicable to many other important
systems (e.g. colloids, cement) and phenomena (e.g. corrosion, creep) as well, and
we would like to propose an analogy between the crystal plasticity and glass
rheology in the following section.
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streamline a universal workflow from
atomistic modeling on unit process to
materials property at engineering scale
Figure 6.1 A schematic illustration of the general worktlow built up in this thesis, from the
atomistic modeling on unit process to predict materials properties at engineering scale.
6.2 Analogy between Glass Rheology and
Crystal Plasticity
6.2.1 Background
Throughout this thesis, particularly in Chap 4, we demonstrated that the
competition between thermal activation and applied strain rate is a common principle
behind many important phenomena driven by time dependent conditions. In Sec 4.1,
within the framework of transition state theory, we derive a analytical model which
describes the variation of the plastic flow stress with temperature and strain rate.
Given the stress-dependent activation barrier E(a) for the dominant plastic unit (e.g.
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the glide motion of screw dislocation in Sec 4.1), our model can provide a
parameter-free explanation of the transition from thermal- to stress- activation
controlled regimes across a critical e range that matches well with experiments.
Since the derived theory in Chap 4 is quite general and not limited by any specific
material, it would be of considerable interest to test whether this model can also help
understand the phenomena in other systems, e.g. the yield strength up-turn behavior
at high strain rates in glassy solids, as we will discuss below.
6.2.2 Yield Strength of Amorphous System
The study of mechanical properties of amorphous system, e.g. its deformation
and plasticity behaviors, has received much attention. To probe the properties of
glassy system, it is convenient to impose a steady, homogenous shear flow into the
system [156, 157]. It is therefore particularly important to study the mechanical
response of the glassy system to the applied shear rate. Both experiments [158] and
simulations [131, 159] have shown that, there exists a nonlinear relation between the
flow stress and applied strain rate. For example, Figure 6.2 (a) shows the yield stress
variation with strain rate observed in a colloidal suspension. Upon analysis the data
are found to correlate with several stages of microstructural transitions, from single-
crystal (SC) to polycrystal (PC) and to shearing layers (SL). As for the yield strength,
it can be seen that the increase of shear stress is relatively slow at low strain rates,
while becomes significant at high strain rates. In this section we focus on the stress
up-turn seen at the strain rate around 102 s-. A corresponding yield response
measured in a metal is given in Figure 6.2 (b). An even more pronounced stress
increase sets in at the critical strain rate around 104 s-. It may seem the up-turn
behavior could be a general response, common to amorphous and crystalline matter.
One may then ask whether there is an equally general understanding of the
underlying rate-dependent phenomena.
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Figure 6.2 (a) Experimental data on a colloidal suspension showing a significant increase in
the shear stress beyond a certain shear rate (adapted from [158]). (b) Measured flow stress in
copper showing the up-turn behavior [38]. Two activation volumes corresponding to the
low and high strain-rate regimes are indicated.
Several models have been proposed to describe the temperature and strain rate
dependence of shear yielding in amorphous systems, such as the Eyring model[160],
shear transformation zone (STZ) theory [161], and soft glassy rheology (SGR) model
[162].
In Eyring model, the activation volume for the plastic unit is assumed to be a
constant, i.e. its activation barrier changes linearly as the shear stress. Therefore the
transition rate of plastic unit can be written as:
k =ko exp[- ] (Eq.6.1)
kBT
where ko is the attempt frequency, E is the activation barrier, V* is the activation
volume, a is the shear stress. Based on the assumption of constant transition rate, the
relation between shear stress, applied strain rate and temperature can be expressed in
a classical Arrhenius manner, as:
E kBTE-=--+ , In[-] (Eq.6.2)
v* V7 4
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where e is the applied strain rate, eo is the reference strain rate. Therefore the Eyring
model predicts a linear relation between the yield stress and logarithm of applied
strain rate.
In STZ theory, different from the Eyring model, the transition rate of plastic unit
is based on free-volume activation rather than thermal activation. Specifically, the
transition rate is written in the form:
k = ko exp[--]exp[-] (Eq.6.3)
Vf
where v, is the characteristic free volume for a STZ rearrangement, vf is a typical free
volume per particle, ft is a typical stress scaling factor. After combining a creation
and annihilation term of STZ that is coupled with the mean flow, STZ theory
predicts a power law relation between the yield stress and applied strain rate.
In SGR model, similarly to STZ theory, the yield process is assumed to be
activated by structure arrangement, rather than the temperature. In addition, the
activation barrier of the yield process is assumed varying elastically. In particular,
the transition rate for the yield process can thus be expressed as:
k =ko exp[- E]-2/2 (Eq.6.4)
x
where r is the elastic constant, 1 is the local strain, x is the characteristic interactions
between regions in a mean-field approximation. Similarly to STZ theory, a power
law relation between the yield stress and applied strain rate is predicted in SGR
model.
While each model mentioned above has merit, none can be regarded as
satisfactory in providing underlying physical explanation of the yielding over the
entire range of strain rates. Figure 6.3 shows MD simulations of supercooled binary
liquids (80/20 U system) [131, 159]. In interpreting the results shown in Figure 6.3
(a), it is noted that at low strain rate, the yield stress varies linearly as logarithm of
strain rate (indicated by the solid lines), as described by the Eyring model. However,
at high strain rate one sees a more rapid increase, more like a power-law
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behavior(dashed lines), as given by the STZ and SGR models[131]. In another MD
study shear localization in the sense of shear-induced ordering was analyzed through
a local intermediate scattering function [159]. The stress-strain rate flow curve, seen
in Figure 6.3 (b) shows the observation of fluidized shear bands at low strain rates.
With increasing strain rate the band grows thicker and then disappears. More
recently, simulation studies have focused on the interplay of loading, thermal
activation, and mechanical noise, clarifying the effects of temperature relative to
athermal processes of avalanche dynamics [163]. Generally speaking while the up-
turn behavior under discussion here is clearly known in glassy systems, its dynamical
origin has not received much attention.
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Figure 6.3 (a) Variation of yield stress with strain rate in supercooled liquids (adapted from
[131]). solid lines indicate a linear relation between the stress and logarithm of the strain
rate, while dashed lines are power-law fits. (b) Relation between yield stress and applied
strain rate showing stress-induced shear bands at low strain rate (adapted from [159]).
6.2.3 Analogy between Amorphous and Crystal System
As introduced in Sec 4.1, experimental evidence of up-turn in yield response of
metals is well established[38]. There is general agreement the essentially Arrhenius
behavior at low strain rates is indicative of thermal activation. The underlying
dislocation mechanism at the crossover and beyond, where a power-law behavior is
indicated, is still a matter of interest. Such variations have been observed in a
number of metals, including Fe, Ta, Cu, Al, and Zn[37]. The onset of non-Arrhenius
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response has elicited the development of several empirical constitutive models which
have been reviewed by Remington et al. [121]. Similar to the current views in glass
rheology, most existing models do not offer a natural explanation for the onset of the
up-turn behavior. Instead adjustable parameters are postulated to connect the flow
stress behavior below and above the critical strain rate.
The similarity in yielding between glassy and crystalline systems can be
examined at the atomistic level in terms of MD simulations of stress versus strain.
As seen in Figure 6.4 after the initial elastic response, the shear stress undergoes
small-scale fluctuations interrupted by a larger-magnitude relaxation event,
reminiscent of stick-slip behavior. The intermittent discrete relaxation events in the
crystal can be interpreted as activation of dislocation displacement, while in the glass
they suggest activation (flip) of shear transformation [164],or free volume zones
[165].
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Figure 6.4 (a) MD simulation of stress-strain curves in single crystal Al containing a
Lomerdiscloation at several temperatures (adapted from [166]). (b) MD simulation results on
a glassy system (adapted from [167]).
The similarity we have noted between glasses and metals which clearly have
different microstructures suggests the upturn behavior may have a more fundamental
origin that is not material specific. In Sec 4.1, we developed a constitutive model for
the onset of plastic flow in crystals by introducing a stress-dependent activation
barrier, E(a), a quantity that can be obtained separately by atomistic calculations
[29]. The model is formulated in the framework of TST where the only mechanism
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for plastic deformation considered is dislocation glide. For strain-rate controlled
environments, where the system's strain and stress are time-dependent, the yield
strength of the system is given by,
C1 *f ak'(a)exp[-- k(a)da']da
0 Gp[ E(a)
fo = - , (k'(a)=ko exp[-kB
f k' (o) exp[- fk(a')da'da
0 0
(Eq.6.5)
wherek'(cy) is the transition rate which is determined by a stress-dependent (also
time-dependent) activation barrier E(a) , G is the shear modulus, and a is the applied
strain rate. The only input to the model is E(a), a quantity that can be determined
by atomistic calculations using an appropriate inter-atomic potential [29]. This model
gives the flow stress behavior over the entire range of strain rates, without invoking
any other dislocation interaction mechanism or introducing bridging parameters. As
seen in Figure 4.3 (b), this model shows a natural transition from classical Arrhenius
behavior of yielding, associated with thermally assisted relaxation, to a nonlinear
behavior beyond the critical strain rate, which is very well consistent with
experiments.
An analogous situation should hold for amorphous solids. Indeed the notion of a
strain-dependent activation energy has been put forth recently in analyzing the
temperature effects on the rheology [163], or equivalently elastoplasticity [167, 168],
of glasses and dense colloidal suspensions. In particular, it has been proposed to
couple the thermally activated plastic units with applied strain rate through a
conditional probability [163],
P(&;s") = exp[- OkP(s')df'] (Eq.6.6)
Efs)k''() o exp- ](Eq.6.7)
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where P(E;&0 ) is the probability that the local zone does not flip at strain . given
that the initial strain is s-, and k"'(s) is the transition rate for a zone flip at local
straing.
Comparing Eq.(6.5) and Eq.(6.6-6.7) shows that investigators in two
communities which have not had much exchange thus far can benefit from an
awareness of the broad significance of thermal and stress activation effects in
plasticity. The fact that recent developments have led to the same formulation is not
accidental. It suggests that the use of a transition rate in the stress-dependant (also
time-dependant) form is a physically sound way of quantifying the effects of stress
(or strain) on defect nucleation and mobility. It is effective in coupling thermal and
mechanical effects. Also the simple form is convenient for numerical calculations.
On the other hand, to our best knowledge, there has not yet been a universal accepted
identification for the local shear transformation zone and its flipping activation
energy profile E(e) shown in Eq.(6.7). In contrast, the current focus on E(E) is only
limited in the vicinity near the saddle point, and its form follows an empirical
asymptotic function [163, 167-169], rather than the directly atomistic calculation.
Given the good consistency in crystal plasticity, it therefore would be of considerable
interest to test whether the similar strategy can also shed light on the glassy system.
Specifically, the plastic units in glassy system need to be identified first. Then the
corresponding activation energies with respect to the system's stress need be
calculated directly from atomistic simulation. These two required input can actually
well capture by ABC method, because it has already some successful applications in
amorphous system [40, 41, 79]. Given this strategy, together with the constitutional
model as derived in Eq.(6.5-6.7), a quantitatively more accurate description on glass
rheology could be anticipated.
6.2.4 Discussion and Broader Implications
Based on the analogy mentioned above, one can give a physical interpretation of
the up-tum behavior which is intuitively consistent with what we have discussed. We
believe the up-turn, seen clearly in Figure 6.2 can be regarded as strain localization
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in the sense that at the critical strain rate a localized strain does not have enough time
to propagate throughout the system. In other words, the onset of a rising stress
signifies a kinetically trapped microstructure. Recall in Figure 6.2 (b) the
experimental data suggests that beyond critical strain rate the "apparent" activation
volume is reduced by three orders of magnitude. It is this confinement (localization)
that characterizes the rate sensitivity. On the other hand, a very recent MD study of
shear flow in supercooled liquids also emphasized the role of a critical strain rate in
probing the atomic mechanisms governing strain propagation [170], which is in the
same line with the concepts we discussed here.
In sum, it seems reasonable to regard the coupling between thermal activation
and strain rate is the fundamental physical mechanism underlying the non-linear up-
turn behavior. Our understanding of materials yielding should not be confined only
to simple dislocation glide in crystal or STZ flips in amorphous solids. In fact, more
complex microstructure features could be treated, and quite possibly these could lead
to refinements that give us further insights into the dynamic sensitivity of yielding to
microstructure details. In addition, the theory can be further developed to incorporate
other effects on the thermal activation than the applied strain rate. For example, other
conditions (e.g. temperature annealing rate, irradiation rate, etc) can be similarly
treated within the framework of Eq.(6.5-6.7), as long as those control parameters are
time-dependant. With such development, we believe that this model can be applied
to study broader materials and phenomena under various environments, beyondthe
current scope of this thesis.
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