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The Tutte polynomial of a graphG is a two-variable polynomial T(G; x,y) that encodesmany
interesting properties of the graph. We study the complexity of the following problem, for
rationals x and y: take as input a graphG, and output a valuewhich is a good approximation
to T(G; x,y). Jaeger et al. have completely mapped the complexity of exactly computing the
Tutte polynomial. They have shown that this is #P-hard, except along the hyperbola (x −
1)(y − 1) = 1 and at four special points. We are interested in determining for which points
(x,y) there is a fullypolynomial randomisedapproximation scheme (FPRAS) forT(G; x,y). Under
the assumption RP /= NP, we prove that there is no FPRAS at (x,y) if (x,y) is in one of the
half-planes x < −1 or y < −1 (excluding the easy-to-compute cases mentioned above).
Two exceptions to this result are the half-line x < −1,y = 1 (which is still open) and the
portion of the hyperbola (x − 1)(y − 1) = 2 corresponding to y < −1 which we show to
be equivalent in difﬁculty to approximately counting perfect matchings. We give further
intractability results for (x,y) in the vicinity of the origin. A corollary of our results is that,
under the assumption RP /= NP, there is no FPRAS at the point (x,y) = (0,1 − λ)when λ > 2
is a positive integer. Thus, there is no FPRAS for counting nowhere-zero λ ﬂows for λ > 2.
This is an interesting consequence of ourwork since the corresponding decision problem is
in P for example for λ = 6. Although our main concern is to distinguish regions of the Tutte
plane that admit anFPRAS fromthose that donot,wealsonote that the latter regions exhibit
different levels of intractability. At certain points (x,y), for example the integer points on the
x-axis, or any point in the positive quadrant, there is a randomised approximation scheme
for T(G; x,y) that runs in polynomial time using an oracle for an NP predicate. On the other
hand, we identify a region of points (x,y) at which even approximating T(G; x,y) is as hard
as #P.
© 2008 Published by Elsevier Inc.
1. Summary of results
The Tutte polynomial of a graph G (see Section 2.1) is a two-variable polynomial T(G; x,y) that encodes many interesting
properties of the graph. We mention only some of these properties here, as a longer and more detailed list can be found in
Welsh’s book [22].
• T(G;1,1) counts the number of spanning trees of a connected graph G.
• T(G;2,1) counts the number of forests in G (the number of edge subsets that contain no cycles).
• T(G;1,2) counts the number of edge subsets that are connected and span G.
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• T(G;2,0) counts the number of acyclic orientations of G.
• The chromatic polynomial P(G; λ) of a graph G with n vertices,m edges and k connected components is given by
P(G; λ) = (−1)n−kλkT(G;1 − λ,0).
When λ is a positive integer, P(G; λ) counts the proper λ-colourings of G.
• The ﬂow polynomial F(G; λ) is given by
F(G; λ) = (−1)m−n+kT(G;0,1 − λ).
When λ is a positive integer, F(G; λ) counts the nowhere-zero λ-ﬂows of G.
• The all-terminal reliability polynomial R(G;p) is given by
R(G;p) = (1 − p)m−n+kpn−kT(G;1,1/(1 − p)).
When G is connected and each edge is independently “open” with probability p, R(G,p) is the probability that there is a
path between every pair of vertices of G.
• For every positive integer q, the Tutte polynomial along the hyperbola Hq given by (x − 1)(y − 1) = q corresponds to the
partition function of the q-state Potts model.
We study the complexity of the following problem, for rationals x and y: take as input a graph G, and output a valuewhich
is a good approximation to T(G; x,y). Jaeger et al. [10] (see Section 2.4) have completely mapped the complexity of exactly
computing the Tutte polynomial. They have shown that this is #P-hard, except along the hyperbolaH1 and at the four special
points (x,y) ∈ {(1,1),(0, − 1),(−1,0),(−1, − 1)}. (#P is the analogue, for counting problems, of the more familiar class NP of
decision problems.)
Weare interested indetermining forwhichpoints (x,y) there is a fullypolynomial randomisedapproximation scheme (FPRAS)
for T(G; x,y). An FPRAS is a polynomial-time randomised approximation algorithm achieving arbitrarily small relative error.
Precise deﬁnitions of FPRAS, #P, and other complexity-theoretic terminology will be provided in Section 2.2.
It is known that there is an FPRAS for every point (x,y) on the hyperbola H2 with y > 1—this follows from the Ising result
of Jerrum and Sinclair [12]. No other general FPRAS results are known. A few negative results are known—see Section 2.4.
Our goal is to map the Tutte plane in terms of FPRASability as completely as possible. The speciﬁc contribution of this
article is a substantial widening of the region known to be non-FPRASable.
Our contributions are summarised in Fig. 1. In particular, under the assumption RP /= NP, we prove the following.
(1) If x < −1 and (x,y) is not on H0 or H1, then there is no FPRAS at (x,y) (Corollary 4).
(2) If y < −1 and (x,y) is not on H1 or H2, then there is no FPRAS at (x,y) (Corollary 5 when (x,y) is not on H0 and Lemma 6
for the case in which (x,y) is on H0).
(3) If (x,y) is on H2 and y < −1 then approximating T(G; x,y) is equivalent in difﬁculty to approximately counting perfect
matchings (Lemma 7).
(4) If (x,y) is not on H1 and is in the vicinity of the origin in the sense that |x| < 1 and |y| < 1 and is in the triangle given by
y < −1 − 2x then there is no FPRAS (Lemma 8).
(5) If (x,y) is not on H1 and is in the vicinity of the origin and is in the triangle given by x < −1 − 2y then there is no FPRAS
(Lemma 9).
(6) The two previous intractability results (results (4) and (5)) can be partially extended to the boundary of the triangles
(Lemma 10 and 11).
(7) If (x,y) is in the vicinity of the origin and q = (x − 1)(y − 1) > 1.5 then there is no FPRAS (excluding the special points at
which exact computation is possible) (Lemma 12).
Result (2) above implies that, under the assumption RP /= NP, there is no FPRAS at the point (x,y) = (0,1 − λ) when λ > 2
is a positive integer. Thus, there is no FPRAS for counting nowhere-zero λ ﬂows for λ > 2. This is an interesting consequence
of our work since Seymour [16] has shown that the corresponding decision problem is in P for λ = 6. In particular, a graph
has a 6-ﬂow if and only if it has no bridge (cut edge).
Although our main concern is to distinguish regions of the Tutte plane that admit an FPRAS from those that do not, we
also note that the latter regions exhibit different levels of intractability. At certain points (x,y), for example the integer points
on the x-axis, or any point in the positive quadrant, there is a randomised approximation scheme for computing the Tutte
polynomial that runs in polynomial time using an oracle for an NP predicate. (See Section 2.2 for a discussion of this claim.)
On the other hand, Theorem 17 identiﬁes a region of points (x,y) at which even approximating the Tutte polynomial is as
hard as #P. These two kinds of intractability are very different, assuming #P is a “much bigger” class than NP.
2. Deﬁnitions and context
2.1. The Tutte polynomial
The Tutte polynomial of a graph G = (V ,E) is the two-variable polynomial
T(G; x,y) =
∑
A⊆E
(x − 1)κ(A)−κ(E)(y − 1)|A|−n+κ(A), (1)
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Fig. 1. Green points are FPRASable, red points are equivalent to perfect matchings and gray points are not FPRASable unless RP=NP. We do not know
about white points. The points depicted in black are at least as hard as gray and are presumably harder—this is the region of q = 4 with y ∈ (−1,0) and
approximating Tutte is actually #P-hard here. (There are presumably more such points.)
where κ(A) denotes the number of connected components of the graph (V ,A) and n = |V |. Following the usual convention
for the Tutte polynomial [17] a graph is allowed to have loops and/or multiple edges, and we use the term “graph” in this
way except where we explicitly state otherwise. The Tutte polynomial is sometimes referred to as the “Whitney–Tutte”
polynomial, or the “dichromatic polynomial”. See [20,22].
We will study the following computational problem for rational numbers x and y.
Name Tutte(x,y).
Instance A graph G = (V ,E).
Output T(G; x,y).
Notice that x and y are ﬁxed in advance, and are not considered part of the problem instance. Each choice for x and y
deﬁnes a distinct computational problem, whose complexity we investigate.
2.2. The complexity of counting and approximate counting
We start with a brief summary of the complexity of counting. See [11] formore details. A counting problem can be viewed
as a function f : * → Nmapping an encoding of a problem instance (encoded as a word in a ﬁnite alphabet,) to a natural
number. For example, f mightmap an encoding of a graph G to the number of independent sets of G. #P is the analogue of NP
for counting problems. A counting problem f : * → N is in #P if there is a polynomial-time predicate χ : * × * → {0,1}
and a polynomial p such that, for all instances x ∈ *,
f (x) = |{w ∈ * | χ(x,w) ∧ |w| ≤ p(|x|)}|.
It is straightforward to check that Tutte(x,y) ∈ #P when x,y are integers with x,y ≥ 1. If x,y are arbitrary integers then
the terms in the Tutte polynomial vary in sign, and the problem Tutte(x,y) no longer ﬁts the #P framework. In that case,
Tutte(x,y) ∈ GapP, where GapP is the set of functions f = f+ − f− : * → Z expressible as the difference of two #P-functions
f+ and f−. (Simply partition the terms of the Tutte polynomial according to sign, and compute the positive and negative
parts separately.)
Finally, since we do not want to restrict ourselves to integer x and y, we need to extend the classes #P and GapP a
little to encompass computations over the rationals. We say that f : * → Q is in the class #PQ if f (x) = a(x)/b(x), where
a,b : * → N, and a ∈ #P and b ∈ FP, where FP is the class of functions computable by polynomial-time algorithms. If x,y ≥ 1,
then Tutte(x,y) ∈ #PQ, since wemaymultiply through by suitable powers of the denominators of x and y, after which all the
terms in the Tutte polynomial become integers.
A randomised approximation scheme is an algorithm for approximately computing the value of a function f : * → R. The
approximation scheme has a parameter ε > 0 which speciﬁes the error tolerance. A randomised approximation scheme for f
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is a randomised algorithm that takes as input an instance x ∈ ∗ (e.g., an encoding of a graph G) and an error tolerance ε > 0,
and outputs a number z ∈ Q (a random variable of the “coin tosses” made by the algorithm) such that, for every instance x,
Pr
[
e−εf (x) ≤ z ≤ eεf (x)
]
≥ 3
4
. (2)
The randomised approximation scheme is said to be a fully polynomial randomised approximation scheme, or FPRAS, if it
runs in time bounded by a polynomial in |x| and ε−1. Note that the quantity 3/4 in Eq. (2) could be changed to any value in
the open interval ( 1
2
,1)without changing the set of problems that have randomised approximation schemes [13, Lemma 6.1].
It is known that every counting problem in #P has a randomised approximation scheme whose complexity is not much
greater than NP. In particular, if f is a counting problem in #P then the bisection technique of Valiant and Vazirani [21,
Corollary 3.6] can be used to construct a randomised approximation scheme for f that runs in polynomial time, using an
oracle for an NP predicate. See [13, Theorem 3.4] or [4, Theorem 1]; also [18] for an early result in this direction.
We will use the notion of approximation-preserving reduction from Dyer et al. [4]. Suppose that f and g are functions
from ∗ to R. An “approximation-preserving reduction” from f to g gives a way to turn an FPRAS for g into an FPRAS for f .
An approximation-preserving reduction from f to g is a randomised algorithm A for computing f using an oracle for g. The
algorithmA takes as input a pair (x,ε) ∈ * × (0,1), and satisﬁes the following three conditions: (i) every oracle call made by
A is of the form (w,δ), wherew ∈ * is an instance of g, and 0 < δ < 1 is an error bound satisfying δ−1 ≤ poly(|x|,ε−1); (ii) the
algorithmAmeets the speciﬁcation for being a randomised approximation scheme for f (as described above) whenever the
oracle meets the speciﬁcation for being a randomised approximation scheme for g; and (iii) the run-time ofA is polynomial
in |x| and ε−1.
If an approximation-preserving reduction from f to g exists we write f ≤AP g, and say that f is AP-reducible to g. Note that
if f ≤AP g and g has an FPRAS then f has an FPRAS. (The deﬁnition of AP-reduction was chosen to make this true.) If f ≤AP g
and g ≤AP f then we say that f and g are AP-interreducible, and write f ≡AP g.
Dyer et al. [4] identiﬁed three classes of counting problems that are interreducible under approximation-preserving
reductions. The ﬁrst class, containing the problems that admit an FPRAS, are trivially AP-interreducible since all the work
can be embedded into the reduction (which declines to use the oracle). The second class (and the last one that we will
describe here) is the set of problems that are AP-interreducible with#Sat, the problem of counting satisfying assignments to
a Boolean formula in CNF. Zuckerman [24] has shown that #Sat cannot have an FPRAS unless RP = NP. The same is obviously
true of any problem in #P to which #Sat is AP-reducible. See [4] for details.
2.3. The Tutte polynomial and #P
Given ﬁxed rationals x and y, Tutte(x,y) is a function from * to Q, mapping an encoding of a graph G to a rational
T(G; x,y). It is not immediately clear from the deﬁnition (1) that Tutte(x,y) is in #PQ, but this is known to be true if x and y
are both non-negative. In particular, if G is connected, it is known [19] (see also [20, Theorem 1X.65]) that T(G; x,y) can be
expressed as T(G; x,y) = ∑T xa(T)yb(T), where the sum is over spanning trees T of G, and a(T) and b(T) are natural numbers
which are easily computable from T .1 (a(T) is the number of so-called “internally active” edges of T and b(T) is the number
of “externally active” edges of T—see [20] for details.)
It is clear from the deﬁnition (1) that the Tutte polynomial of a graph G (which may have several connected components)
may be expressed as a product of the Tutte polynomials of the components. Thus, for x ≥ 0 and y ≥ 0, we have Tutte(x,y) ∈
#PQ, which means that there is a randomised approximation scheme for Tutte(x,y) that runs in polynomial time, using an
oracle for an NP predicate.
It is unlikely that Tutte(x,y) is in #PQ for all x and y. In particular, Theorem 17 identiﬁes a region of points (x,y), where y
is negative, for which even approximating Tutte(x,y) is as hard as #P.
2.4. Previous work on the complexity of the Tutte polynomial
Jaeger et al. [10] have completelymapped the complexity of exactly computing the Tutte polynomial. They have observed
that Tutte(x,y) is in FP for any point (x,y) on the hyperbola H1. This can be seen from the deﬁnition (1), since terms involving
κ(A) cancel. Also, Tutte(x,y) is in FP when (x,y) is one of the special points (1,1), (0, − 1), (−1,0), and (−1, − 1). As noted in
Section 1, T(G;1,1) is the number of spanning trees of a connected graph G, T(G;0, − 1) is the number of 2-ﬂows of G (up
to a factor of plus or minus one), and T(G;−1,0) is the number of 2-colourings of G (up to an easily computable factor).
T(G;−1, − 1) has an interpretation in terms of the “bicycle space” of G. See [10, (2.8)]. Intriguingly, Jaeger et al. managed to
show that Tutte(x,y) is #P-hard for every other pair of rationals (x,y). They also investigated the complexity of evaluating
the Tutte polynomial when x and y are real or complex numbers, but that is beyond the scope of this paper.
The only FPRAS for approximating the Tutte polynomial that we know of is the Ferromagnetic Ising FPRAS of Jerrum
and Sinclair [12]. This gives an FPRAS for Tutte(x,y) for every point (x,y) on H2 with y > 1. The connection between the
Ising model and the Tutte polynomial along the hyperbola H2 is elaborated later in the paper—see Eq. (38). We know of no
other FPRASes for approximating the Tutte polynomial for an arbitrary input graph G. There is some related work, however,
1 Indeed, historically, this appears to have been the original deﬁnition of the polynomial.
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for example, Karger [14] gives an FPRAS for non-reliability, which is not the same thing as an FPRAS for reliability, but is
somewhat related.
There are also FPRASes known for special cases in which restrictions are placed on G. For example, [1] gives an FPRAS for
points (x,y)with x ≥ 1 and y ≥ 1 for the restricted case inwhich the input graphG is “dense”,meaning that the n-vertex graph
G has minimum degree(n). As another example, there is a huge literature on approximately counting proper colourings of
degree-bounded graphs.
Several negative results are known for approximating the Tutte polynomial. First, note that if T(G; x,y) is the number of
solutions to an NP-complete decision problem, then there can be no FPRAS for Tutte(x,y) unless RP = NP. So, for example,
if λ > 2 is a positive integer, then by the chromatic polynomial specialisation mentioned in Section 1, there is no FPRAS for
T(G;1 − λ,0).
Jerrum and Sinclair [12, Theorem 14] showed that there is no FPRAS for (antiferromagnetic) Ising unless RP = NP. This
implies that, unless RP = NP, there is no FPRAS for the functionwhose input is a graphG and a point (x,y) onH2 with 0 < y < 1
and whose output is T(G; x,y).
Welsh [23] extended this result. Speciﬁcally, he showed the following, assuming RP /= NP.
• Suppose q ≥ 2 is a positive integer. Then there is no FPRAS for the function whose input is a graph G and a point (x,y)
on Hq with x < 0,y > 0 and whose output is T(G; x,y). Furthermore, there is no FPRAS for the function whose input is a
graph G and a point (x,y) on Hq with x < 0,y < 0 and whose output is T(G; x,y).
• There is no FPRAS for the function whose input is a graph G and a point (x,y) on H3 with 0 < x < 1 and whose output is
T(G; x,y).
3. Regions of the Tutte plane that do not admit an FPRAS unless RP=NP
The tensor product of matroids was introduced by Brylawski [2]. We deﬁne it here in the special case of graphs. Let G
be a graph, and K another graph with a distinguished edge e with endpoints u and u′. The tensor product G ⊗ K is obtained
from G by performing a 2-sum operation with K on each edge f of G in turn: let the endpoints of f be v and v′. Take a copy
of K and identify vertex u (resp. u′) of K with v (resp. v′) of G, and then delete edges e and f . (Since G and K are undirected
graphs, there are two ways of performing the 2-sum. This lack of uniqueness is an artefact of viewing a matroid operation in
terms of graphs, which have additional structure. However, the Tutte polynomial is insensitive to which of the two possible
identiﬁcations ismade.) For technical reasonswewill assume that e is not a bridge ofK . In particular, we assume that deleting
e does not increase the number of connected components of K .
Let K \ e be the graph constructed from K by deleting edge e. Let K/e be the graph constructed from K by contracting edge
e. Suppose (x,y) ∈ Q2. Let q = (x − 1)(y − 1). Deﬁne the point (x′,y′) as follows.
x′ = (1 − q)T(K \ e; x,y)
T(K \ e; x,y) − (x − 1) T(K/e; x,y) (3)
and
y′ = (1 − q)T(K/e; x,y)
T(K/e; x,y) − (y − 1)T(K \ e; x,y) . (4)
Then it is known ([10, (4.1)]) that
T(G; x′,y′) = L(x,y,K)mM(x,y,K)n−κT(G ⊗ K; x,y), (5)
where n,m and κ are (respectively) the number of vertices, edges and connected components in G and
L(x,y,K) = 1 − q
T(K/e; x,y) − (y − 1)T(K \ e; x,y) ,
and
M(x,y,K) = T(K/e; x,y) − (y − 1)T(K \ e; x,y)
T(K \ e; x,y) − (x − 1) T(K/e; x,y) .
Suppose that the denominators of (3) and (4) are non-zero. In this case, the point (x′,y′) is well-deﬁned and we say that
(x,y) is shifted to the point (x′,y′) by K . In this case, L(x,y,K) andM(x,y,K) are alsowell-deﬁned, so Eq. (5) gives us the reduction
Tutte(x′,y′) ≤AP Tutte(x,y).
Wewill not prove Eq. (5) since the equation can be found elsewhere (e.g., [10, (4.1)]) but, for completeness, wewill derive
similar identities that we will use in Section 4. We are particularly interested in two special cases. The case in which K is
a cycle on k + 1 vertices is known as a k-stretch in the literature and the case in which K is a two-vertex graph with k + 1
parallel edges is known as a k-thickening. Informally, a k-stretch of G replaces each edge of G by a path of length k, while a
k-thickening replaces each edge by a bundle of k parallel edges. Speciﬁcally,
(x′,y′) =
{
(xk ,q/(xk − 1) + 1) for a k − stretch;
(q/(yk − 1) + 1,yk) for a k − thickening. (6)
Observe that q = (x − 1)(y − 1) is an invariant for stretches and thickenings, and indeed for shifts in general. It is this
limitation that gives the hyperbolas Hq a special place in the complexity theory of the Tutte polynomial. All shifts preserve
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q = (x − 1)(y − 1) but not all AP-reductions do. In particular, the construction in [10, (5.12)] (taking p = 1), based on an idea
of Linial [15], gives the reduction Tutte(x,0) ≤AP Tutte(x − 1,0) for x /= 1.
We shall make frequent use of the fact that shifts may be composed.
Lemma 1. The relation “shifts to” is transitive.
Proof. Suppose K1 is a graph that implements the shift (x,y) → (x′,y′) and K2 is the graph (with distinguished edge e) that
implements (x′,y′) → (x′′,y′′). Let K̂ be thegraphobtained fromK2 byperforminga2-sumwithK1 alongeveryedgeofK2 except
e; let e remain the distinguished edge of K̂ .We claim that K̂ implements the shift (x,y) → (x′′,y′′). SinceG ⊗ K̂ = (G ⊗ K2) ⊗ K1,
for any G, this ought to be true, but we can verify the claim by direct calculation.
Evaluating the rhs of (3), with K = K̂:
(1 − q)T(K̂ \ e; x,y)
T(K̂ \ e; x,y) − (x − 1)T(K̂/e; x,y)
= (1 − q)T((K2 \ e) ⊗ K1; x,y)
T((K2 \ e) ⊗ K1); x,y) − (x − 1)T((K2/e) ⊗ K1; x,y)
= (1 − q)T(K2 \ e; x
′,y′)
T(K2 \ e; x′,y′) − (x − 1)M(x,y,K1)T(K2/e; x′,y′) (7)
= (1 − q)T(K2 \ e; x
′,y′)
T(K2 \ e; x′,y′) − (x′ − 1)T(K2/e; x′,y′) (8)
= x′′. (9)
Here, (9) uses (3), and (8) the fact that (x′ − 1) = (x − 1)M(x,y,K1). Equality (7) follows from (5), noting that K2/e has the
same number of edges as K2 \ e, but one fewer vertex. A similar calculation holds for y′′. 
Shifts play a key role in the classical study of the complexity of exact computation of the Tutte polynomial [10], and the
same is true in the current investigation. Our keys tools are the following results, which will be proved later.
Theorem 2. Suppose (x,y) ∈ Q2 satisﬁes q = (x − 1)(y − 1) /∈ {0,1,2}. Suppose also that it is possible to shift the point (x,y) to the
point (x′,y′) with y′ /∈ [−1,1], and to (x′′,y′′) with y′′ ∈ (−1,1). Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Theorem 3. Suppose (x,y) ∈ Q2 satisﬁes q = (x − 1)(y − 1) /∈ {0,1,2}. Suppose also that it is possible to shift the point (x,y) to the
point (x′,y′) with x′ /∈ [−1,1], and to (x′′,y′′) with x′′ ∈ (−1,1). Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Since the notion of “shift” is deﬁned for any class of matroids closed under tensor product, it should be possible to frame
statements similar to Theorems 2 and 3 for classes of matroids other than graphic. Although the two theorems are dual to
one another in the matroid theoretic sense, they are not equivalent, since the class of graphic matroids is not closed under
duality.
The proofs of Theorem 2 and 3 appear in Section 4.
3.1. Two halfplanes
Corollary 4. Suppose (x,y) is a point lying in the open half-plane x < −1 but not on the hyperbolas H0 orH1. Under the assumption
RP = NP there is no FPRAS for Tutte(x,y).
Proof. Let (x,y) ∈ R2 be a point not on H0 or H1 that satisﬁes x < −1. At the outset, we will assume further that (x,y) /∈ H2
and that y = −1. There are three cases, depending on y. First assume y > 1, and observe that q = (x − 1)(y − 1) < 0. Using
a k-stretch, we may shift the point (x,y) to the the point (x′′,y′′) =
(
xk ,q/(xk − 1) + 1
)
. Now y′′ ∈ (−1,1) for all sufﬁciently
large even k so Theorem 2 applies. (The trivial shift, taking (x,y) to itself, provides the point (x′,y′)with y′ /∈ [−1,1].) A similar
argument, but setting k to be large and odd deals with the situation y < −1. Finally, when y ∈ (−1,1), a 2-stretch shifts (x,y)
to the point (x′,y′) =
(
x2,q/(x2 − 1) + 1
)
=
(
x2,(y − 1)/(x + 1) + 1
)
, with y′ > 1.
The additional condition y = −1 may be removed by noting that a 3-stretch shifts (x, − 1) to a point (x′′,y′′) =
(
x3,1 −
2/(x2 + x + 1)
)
with x′′ < −1 and y′′ ∈ (−1, + 1), and we have already seen how to deal with such a point.
Finally, suppose q = 2. Like Welsh [23] we will show hardness using an argument of Jerrum and Sinclair [12, (Theorem
14)]. Suppose that G has n vertices andm edges and that x′ and y′ satisfy (x′ − 1)(y′ − 1) = 2. Jerrum and Sinclair note that
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T(G; x′,y′) = (y′ − 1)n(x′ − 1)−κ(E)
m∑
r=0
Nr(y
′)m−r
where Nr is the number of functions σ : V → {−1,1} with r bichromatic edges. The reader can verify this claim by looking
ahead to Eqs. (10) and (38). Now the condition x < −1 entails 0 < y′ < 1. Thus, if G has a cut of size b then∣∣∣T(G; x′,y′)∣∣∣ ≥ ∣∣∣(y′ − 1)n(x′ − 1)−κ(E)∣∣∣ (y′)m−b.
Otherwise,∣∣∣T(G; x′,y′)∣∣∣ ≤ ∣∣∣(y′ − 1)n(x′ − 1)−κ(E)∣∣∣2n(y′)m−b+1.
Now consider a point (x,y) on H2 with x < −1. Let k be a positive integer with yk < 2−2n and let y′ = yk . Let x′ = 2/(yk −
1) + 1. If we had an FPRAS for Tutte(x,y), we could estimate T(G; x′,y′) by k-thickening. Thus, we could determine whether
or not G has a cut of size b, giving RP = NP. 
Corollary 5. Suppose (x,y) is a point lying in the open half-plane y < −1 but not on the hyperbolas H0, H1 or H2. Under the
assumption RP = NP there is no FPRAS for Tutte(x,y).
Proof. Dual to the proof of Corollary 4 (but without the extra argument for q = 2). 
Corollaries 4 and 5 exclude the hyperbola q = 0. Nevertheless, the arguments of Theorem 2 can be extended to handle
the portion of this (degenerate) hyperbola in which y < −1. Speciﬁcally, in Section 4 we prove the following.
Lemma 6. Suppose (x,y) is a point with x = 1 and y < −1. Then there is no FPRAS for Tutte(x,y) unless RP = NP.
We do not know whether the arguments of Theorem 3 can be similarly extended to q = 0.
The hyperbola H2 is excluded from Theorems 2 and 3 and a separate argument (followingWelsh) was used to include H2
within the scope of Corollary 4 which applies to the region x < −1. We do not know of a similar argument which applies to
H2 in the region y < −1 and indeed this hyperbola seems to have a special status in the region y < −1, as Lemma 7 shows.
Consider the following computational problem.
Name #Perfect Matchings.
Instance A graph G.
Output The number of perfect matchings in G.
#Perfect Matchings is #P-complete, but it is not known whether it has an FPRAS. In Section 4, we prove the following.
Lemma 7. Suppose (x,y) is a point on the hyperbola H2 with y < −1. Then Tutte(x,y) ≡AP #Perfect Matchings.
Remark: For convenience, we allow the graph G in the deﬁnition of #Perfect Matchings to have loops and/or multiple
edges. This is without loss of generality, since the perfect matchings of a graph G are in one-to-one correspondence with the
perfect matchings of the 3-stretch of G (which has no loops or multiple edges).
3.2. The vicinity of the origin
In this section, we consider the region given by |x| < 1 and |y| < 1.We have already seen (in the proof of Corollary 4) that,
unless RP = NP, there is no FPRAS for Tutte(x,y) for any point (x,y) on the hyperbola (x − 1)(y − 1) = 2 in this region. The
following lemmas give additional regions that do not admit an FPRAS unless RP = NP.
Lemma 8. Suppose (x,y) is a point with |x| < 1, |y| < 1 and y < −1 − 2x that does not lie on the hyperbola H1. Then there is no
FPRAS for Tutte(x,y) unless RP = NP.
Proof. Using Eq. (6), a 2-stretch shifts (x,y) to (x′,y′) with
y′ = (x − 1)(y − 1)
x2 − 1 + 1 =
y + x
x + 1 < −1.
Now if q = (x − 1)(y − 1) /∈ {0,1,2}, the lemma follows from Theorem 2. As we noted above, the result is already known
for q = 2. Also, H0 is outside the scope of the lemma. 
Lemma 9. Suppose (x,y) is a point with |x| < 1, |y| < 1 and x < −1 − 2y that does lie on the hyperbola H1. Then there is no FPRAS
for Tutte(x,y) unless RP = NP.
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Proof. As in the proof of Lemma 8 we can use a 2-thickening together with Theorem 3 to obtain the result when except for
q = 0, q = 1 and q = 2. The result is known for q = 2 and the cases q = 0 and q = 1 are excluded from the lemma. 
Lemmas8 and9give two intractable open triangles in the vicinity of the origin. The following lemmas extend intractability
to the boundaries. The value 0.29 in the statement of the lemmas has no special signiﬁcance. We do not know whether the
entire boundary is intractable, but the value 0.29 is not best possible—it was chosen because it yields a simple proof.
Lemma 10. Suppose (x,y) is a point with x = −1 and −1 < y < 0.29, excluding the special point (x,y) = (−1,0). Then there is no
FPRAS for Tutte(x,y) unless RP = NP.
Proof. A 2-thickening of (−1,y) gives the point (x′,y′) = ((y − 1)/(y + 1),y2). If y < 0 then x′ < −1 so the result follows from
Corollary4 since (x′,y′) is notonH0 orH1.Nowif0 < y < 1 thenx′ ∈ (−1,0) so |x′| < 1and |y′| < 1.Nownote that if 0 < y < 0.29
then y′ < −1 − 2x′ so the result follows from Lemma 8. 
Lemma 11. Suppose (x,y) is a point with y = −1 and −1 < x < 0.29, excluding the special point (x,y) = (0, − 1). Then there is
no FPRAS for Tutte(x,y) unless RP = NP.
Proof. Dual to the proof of Lemma 10. 
The intractable triangles from Lemma 8 and 9 certainly do not cover all intractable points in the vicinity of the origin.
Possibly the whole of the region |x|,|y| ≤ 1 is intractable (apart from H1 and the special points).
Here is a lemmawhich adds a little bit to our knowledge in the region. For example, it includes the point (x,y) = (−0.23, −
0.23) which has q > 1.5 but is not covered by Lemma 8 or 9.
Lemma 12. Suppose (x,y) is a point with |x| ≤ 1 and |y| ≤ 1 and (x − 1)(y − 1) = q > 1.5 (excluding the special points (−1, − 1),
(−1,0) and (0, − 1)). Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Proof. First, note that neither x nor y is 1, since that would make q = 0. Also, we do not have (x,y) = (−1, − 1) since that is
a special point. Suppose x = −1. Then y > −1. The restriction on q implies y < 0.25, so the result follows from Lemma 10.
Similarly, the case y = −1 follows from Lemma 11. So suppose |x| < 1 and |y| < 1.
If q > 2 then the result follows from Theorem 3, as we now explain. Do a 2-thickening (Eq. (6)) to shift to the point
(x′,y′) =
(
q
y2 − 1 + 1,y
2
)
.
Note that y2 − 1 ∈ (−1,0) since |y| < 1 so q/(y2 − 1) < −q < −2 since q > 2. So x′ < −1. Then apply Theorem 3. The case
q = 2 is known, as noted at the beginning of the section. Finally suppose 3/2 < q < 2. For a large even integer k, do a
k-thickening to shift (x,y) to the point
(x1,y1) =
(
q
yk − 1 + 1,y
k
)
.
Choose k so that 0 < yk < (2 − q)/2 (this is possible since q < 2). Consider x1 − 1 = q/(yk − 1). Note that this is in the
interval (−2, − q). Now do a 2-stretch to shift (x1,y1) to the point (x′,y′) = (x21,q/(x21 − 1) + 1). Note that
y′ − 1 = q
x2
1
− 1 < −2
where the upper bound of −2 follows from the bounds that we derived on x1 and q > 3/2. Now use Theorem 2. 
The lemma could certainly be improved. For example, consider the point (x,y) = (−0.2,0) with q = 1.2. An alternating
sequence of fourteen 2-stretches and 2-thickenings shifts this point to a point (x′,y′) ∼ (−103.1,0.99) so (x,y) had no FPRAS
(unless RP = NP) by Theorem 3.
4. The reductions
4.1. The multivariate formulation of the Tutte polynomial
It is convenient for us to use the multivariate formulation of the Tutte polynomial, also known as the random cluster
model [22,17]. For a graph G = (V ,E) with edge weightsw : E → Q and q ∈ Q, deﬁne the multivariate Tutte polynomial of G
to be Z(G; q,w) = ∑A⊆E w(A)qκ(A), where w(A) = ∏e∈A w(e), and κ(A) is the number of connected components in the graph
(V ,A).
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Suppose (x,y) ∈ Q2 and q = (x − 1)(y − 1). For a graph G = (V ,E), let w : E → Q be the constant function which maps
every edge to the value y − 1. Then (see, for example [17, (2.26)])
T(G; x,y) = (y − 1)−n(x − 1)−κ(E)Z(G; q,w). (10)
So Z is a generalisation of T that allows different weights to be assigned independently to different edges. For rationals q and
γ , letMultiTutte(q,γ ) be the following problem.
Name MultiTutte(q,γ ).
Instance A graph G = (V ,E) with edge labelling w where w is the constant function mapping every edge to the value γ .
Output Z(G; q,w).
Suppose (q,γ ) ∈ Q2. Eq. (10) gives us the reduction
MultiTutte(q,γ ) ≤AP Tutte
(
q
γ
+ 1,γ + 1
)
.
If (x,y) ∈ Q2 and neither x nor y is 1 then Eq. (10) gives us the corresponding reduction
Tutte(x,y) ≤AP MultiTutte((x − 1)(y − 1),y − 1).
Not surprisingly, the notion of a shift fromSection 3may be re-expressed in terms of the newparameters. Doing so has the
advantage of allowing us to apply shifts to individual edges of a graph, as opposed to the whole graph. This idea is explored
in [17, Section 4.6]. We derive the equations that we need here in order to ﬁx the notation and explore the concepts. As in
Section 3, let K be a graph with distinguished edge e, and suppose that K has constant edge weight α ∈ Q. Deﬁne
α′ = q Z(K/e; q,α) − Z(K \ e; q,α)
Z(K \ e; q,α) − Z(K/e; q,α) (11)
and
N(q,α,K) = q(q − 1)
Z(K \ e; q,α) − Z(K/e; q,α) .
Let G = (V ,E) be a graph, f ∈ E and w′ : E → Q a weighting such that w′(f ) = α′. Denote by Gf the 2-sum of G and K along f .
Let w be the weight function on Gf that gives every edge of K weight α and inherits the remaining weights fromw
′. We will
show below that
Z(G; q,w′) = N(q,α,K) Z(Gf ; q,w). (12)
One way to capture (12) informally is to say that a single edge of weight α′ may be simulated by a subgraph K whose
edges have weight α.
Suppose that the denominator of (11) is non-zero. In this case, the point (q,α′) is well-deﬁned and we say that (q,α)
is shifted to the point (q,α′) by K . In this case, N(q,α,K) is also well-deﬁned, so Eq. (12) gives us an efﬁcient algorithm for
approximating Z(G; q,w′) by using an subroutine for computing Z(Gf ; q,w).
For the derivation of (11) and (12), let v and v′ be the endpoints of f . Let S be the set of subsets of E − {f } which connect v
and v′ and let T be the set of all other subsets of E − {f }. Then Z(G; q,w′) = ZS + ZT , where
ZS =
∑
A′∈S
w(A′)qκ(A′)(1 + α′),
and
ZT =
∑
A′∈T
w(A′)qκ(A′)
(
1 + α
′
q
)
.
Similarly, Z(Gf ,q,w) = Zf ,S + Zf ,T , where
Zf ,S =
∑
A′∈S
w(A′)qκ(A′) Z(K/e; q,α)
q
,
and
Zf ,T =
∑
A′∈T
w(A′)qκ(A′) Z(K \ e; q,α)
q2
.
Now the equation for α′ comes from the following argument. Suppose we could deﬁne α′ such that
ZS
ZT
= Zf ,S
Zf ,T
, (13)
and N(q,α,K) = ZS/Zf ,S . Then (12) would hold as desired. Now note that (11) entails (13).
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The shifts that we have deﬁned here are consistent with the usage in Section 3. In particular, suppose that (x,y) is shifted
to the point (x′,y′) by a graph K with distinguished edge e. As long as e is not a bridge of K then taking α = y − 1 and α′ = y′ − 1
and q = (x − 1)(y − 1) we ﬁnd (from Eqs. (4) and (10) and (11)) that the same graph K shifts (q,α) to (q,α′).
Thus, the equation describing stretching and thickening, Eq. (6), can be translated as follows. (See, for example, [17, (4.20),
(4.26)])
q
α′ =
( q
α
+ 1)k − 1, for a k − stretch;
α′ = (α + 1)k − 1, for a k − thickening. (14)
We now generalise the computational problem MultiTutte(q,γ ) deﬁned earlier. For rationals q,α1, . . . ,αk ,
MultiTutte(q;α1, . . . ,αk) is the problem:
Name MultiTutte(q;α1, . . . ,αk).
Instance A graph G = (V ,E) with edge labelling w : E → {α1, . . . ,αk}.
Output Z(G; q,w).
4.2. Proof of Theorem 2
The decision problemMinimum 3-way Cut is:
Instance A simple graphG = (V ,E)with three distinguished vertices (“terminals”) t1,t2,t3 ∈ V , and a positive integer bound b.
Output Is there a set of at most b edges whose removal from G disconnects ti from tj for every i,j ∈ {1,2,3} with i = j?
It was shown to be NP-complete by Dahlhaus et al. [3].
Lemma 13. Suppose q ∈ Q − {0,1,2}, and that α1,α2 ∈ Q satisfy α1 /∈ [−2,0] and α2 ∈ (−2,0). Then there is no FPRAS for
MultiTutte(q;α1,α2) unless RP = NP.
Proof. SupposeG = (V ,E,t1,t2,t3) is an arbitrary instance of Min3-wayCut.Without loss of generality assumeG is connected,
and for convenience let n = |V | andm = |E|. Our ultimate goal is to construct an instance (G′,w′) ofMultiTutte(q;α1,α2) such
that Z(G′; q,w′) is a close approximation to the number of minimum 3-way cuts in G. The size of a minimum cut will be a
by-product of the of the reduction.
As an intermediate goal, we will construct a weighted graph (Ĝ = (V̂ ,̂E),w) such that Z(Ĝ; q,w) is a close approximation
to the number of minimum 3-way cuts in Gwherew : Ê → {β1,β2} for some conveniently-chosen values β1 and β2. The ﬁnal
step of the proof will be to relate these convenient values to the speciﬁed ones, namely α1 and α2. We will require β1 to be
sufﬁciently large, in particular, let q = max{|q|,1}. LetM = 8 × 2mqn. We will require
β1 ≥ M. (15)
We will also require β2 to be sufﬁciently close to −1. In particular, we will choose a small value δ (see Eqs. (21) and (22)),
depending onm, q and n. We will require |1 + β2| ≤ δ.
The construction of (Ĝ = (V̂ ,̂E),w) is very direct: V̂ = V , Ê = E ∪ T , where T = {{t1,t2},{t2,t3},{t1,t3}}, and
w(e) =
{
β1 if e ∈ E,
β2 otherwise.
Now, letting
A1|2,3 = {A ⊆ E : t1 ∼A t2andt1 ∼A t3andt2 ∼A t3},
etc, where ∼A denotes the binary relation “is connected to” in the graph (V ,A), we may express the multivariate Tutte
polynomial of Ĝ as
Z(Ĝ; q,w) = 1|2|3 + 1|2,3 + 2|1,3 + 3|1,2 + 1,2,3, (16)
where, e.g.,
1|2,3 =
∑
A∈A1|2,3
∑
B⊆T
w(A ∪ B)qκ(A∪B).
The overview of the proof is as follows: we show that for β1 sufﬁciently large and β2 sufﬁciently close to −1, the last four
terms on the r.h.s. of (16) are negligible in comparison with the ﬁrst, and that the ﬁrst term, 1|2|3, counts minimum 3-way
cuts in G (approximately, and up to an easily computable factor). Up to symmetry there are three essentially distinct terms
in (16), and we consider them in turn. First,
|1,2,3| =
∣∣∣∣∣∣
∑
A∈A1,2,3
∑
B⊆T
w(A ∪ B)qκ(A∪B)
∣∣∣∣∣∣
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=
∣∣∣∣∣∣
∑
A∈A1,2,3
w(A)qκ(A)(1 + β2)3
∣∣∣∣∣∣
≤ (2β1)m|q| q¯ n−1δ3, (17)
Here we have used 1 ≤ κ(A) ≤ n. Next,
|1|2,3| =
∣∣∣∣∣∣
∑
A∈A1|2,3
∑
B⊆T
w(A ∪ B)qκ(A∪B)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
A∈A1|2,3
w(A)qκ(A)−1(q + 2β2 + β22 )(1 + β2)
∣∣∣∣∣∣
≤ (2β1)m|q| q¯ n−2 (q + 4 + 4)δ
≤ 9(2β1)m|q| q¯ n−1δ. (18)
Here we used |β2| ≤ 2 and 2 ≤ κ(A) ≤ n. Last,
1|2|3 =
∑
A∈A1|2|3
∑
B⊆T
w(A ∪ B)qκ(A∪B)
=
∑
A∈A1|2|3
w(A)qκ(A)−2(q2 + 3β2q + 3β22 + β32 )
= C(β2)
∑
A∈A1|2|3
w(A)qκ(A)−2, (19)
where
C(β) = (q − 1)(q − 2) + 3(q − 1)(1 + β) + (1 + β)3.
Note that∣∣∣C(β2) − (q − 1)(q − 2)∣∣∣ ≤ 3 |q − 1| δ + δ3.
The crucial fact is that C(β2) remains bounded away from 0 as δ → 0 (and hence β2 → −1), provided (as we are assuming)
q /∈ {1,2}, whereas expressions (17) and (18) tend to 0 as δ → 0.
Now denote by A(i)
1|2|3 the set of all subsets in A1|2|3 of size i. Let c be the size of a minimum 3-way cut in G, and N be the
number of such cuts. Then
1|2|3
C(β2)
=
∑
A∈A(m−c)
1|2|3
w(A)qκ(A)−2 +
m−c−1∑
i=0
∑
A∈A(i)
1|2|3
w(A)qκ(A)−2
= Nβm−c
1
q +
m−c−1∑
i=0
∑
A∈A(i)
1|2|3
w(A)qκ(A)−2.
Then
1|2|3
C(β2)β
m−c
1
q
− N
is equal to⎛⎝m−c−1∑
i=0
∑
A∈A(i)
1|2|3
w(A)qκ(A)−2
⎞⎠/(βm−c
1
q
)
,
so crudely upper-bounding the absolute value of this expression we get∣∣∣∣∣ 1|2|3C(β2)βm−c1 q − N
∣∣∣∣∣ ≤ 2mq¯nβ1 . (20)
Now set δ < 1 to satisfy both
|C(β2)| ≥ 1
2
|C(−1)| (21)
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and
δ ≤ |C(−1)|
448(2β1)mq¯n
. (22)
Now (15) ensures that the r.h.s. of (20) is at most 1
8
, while (16), (17), (18), (21) and (22) ensure∣∣∣∣∣1|2|3 − Z(Ĝ; q,w)C(β2)βm−c1 q
∣∣∣∣∣ =
∣∣∣∣∣1|2,3 + 2|1,3 + 3|1,2 + 1,2,3C(β2)βm−c1 q
∣∣∣∣∣ ≤ 18 .
Combining this inequality with (20), the bottom line is∣∣∣∣∣ Z(Ĝ; q,w)C(β2)βm−c1 q − N
∣∣∣∣∣ ≤ 14 . (23)
If we knew Z(Ĝ; q,w), we could determine c—it is the unique integer such that (23) provides an estimate for N that lies in
the range [1,2m]. The value of c is unique since β1 ≥ M > 2m.
In fact,wedonotneedanexact valueofZ(Ĝ; q,w)—anapproximatevaluewill do. Inparticular, anFPRAS forZ(Ĝ; q,w)would
give a randomised polynomial-time algorithm for computing c, whichwould showRP = NP. For details about approximation
accuracy, see [4], especially the ﬁnal three paragraphs of the proof of Theorem 3.
Finally we need to relate our weights β1,β2 to the given ones α1,α2. Let positive integers k1,k2 satisfy (α1 + 1)k1 − 1 ≥ M
and
∣∣∣(α2 + 1)k2 ∣∣∣ < δ. Let K1 be a 2-vertex graph with k1 + 1 parallel edges, each of weight α1. Recall that taking a 2-sumwith
K1 implements a k1 thickening. Let K2 be a 2-vertex graph with k2 + 1 parallel edges, each of weight α2. Let G′ be the graph
derived from Ĝ by taking the 2-sum of eachweight β1 edgewith K1 and taking the 2-sum of eachweight β2 edgewith K2. Call
the resulting graph G′ and its weighting w′. By repeated application of (12), Z(Ĝ; q,w) = N(q,α1,K1)mN(q,α2,K2)3Z(G′; q,w′).
By setting βi = (αi + 1)ki − 1, for i = 1,2, we satisfy β1 > M and |β2 + 1| ≤ δ, as required by our reduction. (This is by (14) and
the deﬁnitions of k1 and k2.) Finally observe that k1 = O(m) and k2 = O(m2), so the size of G′ is polynomially bounded.
Thus an FPRAS forMultiTutte(q;α1,α2) would yield a polynomial-time randomised algorithm for computing the size of
a minimum 3-way cut, which would entail RP = NP. 
Using Lemma 13, we can now prove Theorem 2.
Theorem 2. Suppose (x,y) ∈ Q2 satisﬁes q = (x − 1)(y − 1) /∈ {0,1,2}. Suppose also that it is possible to shift the point (x,y) to the
point (x′,y′) with y′ /∈ [−1,1], and to (x′′,y′′) with y′′ ∈ (−1,1). Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Proof. Let α = y − 1 and α1 = y′ − 1 and α2 = y′′ − 1. Note that α1 /∈ [−2,0] and α2 ∈ (−2,0). Let (K ′,e′) be a graph that shifts
(x,y) to (x′,y′) and note that (K ′,e′) also shifts (q,α) to (q,α1). Similarly, suppose (K ′′,e′′) shifts (x,y) to (x′′,y′′) and therefore shifts
(q,α) to (q,α2).
Suppose (G,w) is an instance ofMultiTutte(q;α1,α2)withm1 edges with weight α1 andm2 edges with weight α2. Denote
by Ĝ the graph derived fromG by taking a 2-sumwith (K ′,e′) along every edgewithweight α1 and taking a 2-sumwith (K ′′,e′′)
along every edge with weight α2. Let wˆ be the constant weight function which assigns weight α to every edge in Ĝ.
Then by repeated use of Eq. (12),
Z(G; q,w) = N(q,α,K1)m1N(q,α,K2)m2Z(Ĝ; q,wˆ).
Thus by Eq. (10),
Z(G; q,w) = N(q,α,K1)m1N(q,α,K2)m2 (y − 1)n(x − 1)κT(Ĝ; x,y),
where n is the number of vertices in Ĝ, and κ is the number of connected components in Ĝ.
Thus an FPRAS for Tutte(x,y) would yield an FPRAS for the problemMultiTutte(q;α1,α2), contrary to Lemma 13. 
4.3. Extending to q = 0
Formally, the multivariate Tutte polynomial Z(G; q,w) = ∑A⊆E w(A)qκ(A) is not very interesting at q = 0 because κ(A) ≥ 1
so Z(G; q,w) = 0. Sokal [17] treats the q = 0 case as a limit, but for the purpose of approximation complexity it is more
convenient to work with the polynomial Z(G; q,w)q−κ(E). We will focus on the case in which G is connected, so we deﬁne
R(G; q,w) = Z(G; q,w)q−1. Note that
R(G;0,w) =
∑
A⊆E:κ(A)=1
w(A). (24)
This is the reliability polynomial, and corresponds to the x = 1 component of the hyperbola H0.
We can express shifts in terms of R(G; q,w). For example, Eq. (14) does not tell us anything useful about stretching for
q = 0 (due to cancellation) but the same reasoning that we used to derive (11) and (12) gives us the following version of these
equations for the case in which Gf is a k-stretch (speciﬁcally, Gf is the 2-sum of G and a cycle on k + 1 vertices along edge f ):
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α′ = α
k
(25)
and
R(G;0,w′) = 1
kαk−1
R(Gf ;0,w). (26)
As in the general case, we assume w′ is a weight function on G with w(f ) = α′ and that w inherits its weights from w′
except that the new edges in the stretch are given weight α. The derivation of (25) and (26) follows the derivation of (11)
and (12). Speciﬁcally, let S (respectively, T) be the set of all subsets A′ ⊆ E − {f } with κ(A′) = 1 (respectively, κ(A′) = 2 and
κ(A′ ∪ {f }) = 1). Then R(G;0,w′) = RS + RT where
RS =
∑
A′⊆S
w(A′)(1 + α′), (27)
RT =
∑
A′⊆T
w(A′)α′; (28)
and R(Gf ;0,w′) = Rf ,S + Rf ,T , where
Rf ,S =
∑
A′⊆S
w(A′)
(
αk + kαk−1
)
, (29)
Rf ,T =
∑
A′⊆T
w(A′)αk. (30)
Similarly, for the case in which Gf is a k-thickening, we get
R(G;0,w′) = R(Gf ;0,w), (31)
with α′ as in Eq. (14)
Now let ZeroMultiTutte(α1, . . . ,αk) be the following problem.
Name ZeroMultiTutte(α1, . . . ,αk).
Instance A connected graph G = (V ,E) with edge labelling w : E → {α1, . . . ,αk}.
Output R(G;0,w).
An examination of the proof of Lemma 13 gives the following lemma.
Lemma 14. Suppose that α1,α2 ∈ Q satisfy α1 /∈ [−2,0] and α2 ∈ (−2,0). Then there is no FPRAS for ZeroMultiTutte(α1,α2)
unless RP = NP.
The proof of Lemma 14 follows that of Lemma 13. By analogy to Eq. (16) we may express R(Ĝ;0,w) as a sum of terms of
the form 1|2|3. Then
1|2|3 =
∑
A∈A1|2|3:κ(A)=3
w(A)(β32 + 3β22 ),
and the other terms all have factors of δ. By analogy to Eq. (20) we get∣∣∣∣∣ 1|2|3(β3
2
+ 3β2
2
)βm−c
1
− N
∣∣∣∣∣ ≤ 2mβ1 . (32)
Using Lemma 14, we can now prove Lemma 6.
Lemma 6. Suppose (x,y) is a point with x = 1 and y < −1. Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Proof. Let (x,y) be a point with x = 1 and y < −1. Let α = y − 1 and q = 0. Note that α /∈ [−2,0]. Let k = −α and let
α2 = α/k. Note that α2 ∈ (−2,0), and by Eq. (26), a k-stretch shifts (q = 0,α) to (q = 0,α2). Suppose (G,w) is an instance of
ZeroMultiTutte(α,α2) withm2 edges with weight α2. Denote by Ĝ the graph derived from G by applying a k-stretch to each
of these m2 edges. Let wˆ be the constant weight function which assigns weight α to every edge in Ĝ. Then by repeated use
of Eq. (26),
R(G;0,w) =
(
1
kαk−1
)m2
R(Ĝ;0,wˆ).
Using Eq. (24),
R(G;0,w) =
(
1
kαk−1
)m2 ∑
A⊆E:κ(A)=1
(y − 1)|A|,
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Fig. 2. The construction of the graph G in the proof of Lemma 15. The edges relating to just one generic triple (wi ,xj ,yk) ∈ M are shown. “Link edges” are
dashed.
where E is the edge set of Ĝ, which is connected since G is. Thus, by the deﬁnition of the Tutte polynomial (1),
R(G;0,w) =
(
1
kαk−1
)m2
(y − 1)n−1T(Ĝ; x,y),
where n is the number of vertices of Ĝ. So an FPRAS for Tutte(x,y) would enable us to approximate R(G;0,w), contrary to
Lemma 14. 
4.4. Proof of Theorem 3
The following is dual to Lemma 13.
Lemma 15. Suppose q ∈ Q − {0,1,2}, and that α1,α2 ∈ Q − {0} satisfy q/α1 /∈ [−2,0] and q/α2 ∈ (−2,0). Then there is no FPRAS
forMultiTutte(q;α1,α2) unless RP = NP.
Proof. Wereuse theconstruction thatFredericksonand Ja’ Ja’ designed inorder toprove thatConnectedBridge-connectivity
Augmentation (CBRA) is NP-complete [7, Theorem 2], though we will change the edge weights to suit our purpose. For
convenience the construction will be repeated here.
Our reduction is from the following standard NP-complete problem [8]:
Name 3-Dimensional Matching..
Instance Disjoint n-element setsW , X and Y , and a set of triplesM ⊆ W × X × Y .
Output DoesM contain a “3-dmatching” of (W ,X ,Y)? A 3-dmatching is a subsetM′ ⊆ M of n triples such that every element
ofW ∪ X ∪ Y is included in some triple inM′.
For convenience,wewill enumerate the elements of the ground setW = {w1, . . . ,wn},X = {x1, . . . ,xn}, andY = {y1, . . . ,yn}.2
Our ultimate goal is to construct an instance (G′,w′) ofMultiTutte(q;α1,α2) such that Z(G′; q,w′) is determined, to a high
degree of accuracy, by thenumber of solutions to the instance of#3-dMatching. In particular, using an estimate of Z(G′; q,w′),
we will be able to decide, with high probability, whether the number of solutions to the matching instance is zero or strictly
positive. As an intermediate goal, just as in the proof of Lemma 13, we will construct a weighted graph (G = (V ,E),w) that
has the desired properties, as described above, except that w : V → {β1,β2}, where β1 and β2 are set to convenient non-zero
values. The ﬁnal step of the proof will be to relate these convenient values to the speciﬁed ones, namely α1 and α2. The
requirements on β1 and β2 are similar to the ones that we used in the proof of Lemma 13. In particular, we will require, for a
small ε ≤ 1, that |β1/q| ≤ ε (so the absolute value of q/β1 is big). We will also require for a small δ ≤ 12 that |1 + q/β2| ≤ δ (so
β2 is close to −q). We will require ε and δ to be sufﬁciently small—the exact requirements will be given later.
The vertex set of G (refer to Fig. 2) is
V = {r} ∪ W ∪ X ∪ Y ∪
{
aijk ,a¯ijk : (wi,xj ,yk) ∈ M
}
,
and the edge set E = T ∪ L where
T =
{
{r,wi},{r,xi},{r,yi} : 1 ≤ i ≤ n
}
2 We will stick, as far as possible, to the notation of [7], though occasional changes are needed to avoid clashes.
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∪
{
{wi,aijk},{wi,a¯ijk} : (wi,xj ,yk) ∈ M
}
is the set of “tree edges” and
L =
{
{xj ,aijk},{aijk ,a¯ijk},{a¯ijk ,yk} : (wi,xj ,yk) ∈ M
}
.
the “link edges”. Observe that (V ,T) is a tree, and that edges in L join leaves in the tree. For e ∈ E, assign weight w(e) = β2 if
e ∈ T is a tree edge, and w(e) = β1 if e ∈ L is a link edge.
We are interested in evaluating Z(G; q,w):
Z(G; q,w) =
∑
A⊆E
w(A)qκ(A)
=
∑
B⊆L
∑
C⊆T
w(B ∪ C)qκ(B∪C)
=
∑
B⊆L
h(B,β2) β
|B|
1
, (33)
where
h(B;β2) =
∑
C⊆T
β
|C|
2
qκ(B∪C) = Z((G \ B)/B; q,w)
Here, (G \ B)/B denotes the graph obtained from G by deleting edges in B = L − B and contracting edges in B.
Letm = |M|, and note that |V | = 3n + 2m + 1, |T | = 3n + 2m and |L| = 3m. Our calculation of Z(G; q,w) is greatly simpliﬁed
ifwe take β2 to be exactly−q, rather thanmerely a close approximation. So let’s ﬁrst determine, as a function of δ, the absolute
error we would introduce by replacing β2 by −q. Denote by w˜ : E → Q the weight function
w˜(e) =
{−q if e ∈ T ,
w(e) = β1 otherwise.
We wish to estimate the absolute error
∣∣∣Z(G; q,w) − Z(G; q,w˜)∣∣∣. Set q¯ = max{|q|,1}; then either |q|/|β2| ≥ 1, in which case
|β2| ≤ q¯ or |q|/|β2| < 1. In this case, since |1 + q/β2| ≤ 1/2, |1 + q/β2| = 1 − |q|/|β2| ≤ 1/2, so |β2| ≤ 2|q|. We conclude that, in
either case, |q|,|β2| ≤ 2q¯. Furthermore, for all i ≥ 1, we have
β i2 − (−q)i = (β2 + q)
i−1∑
j=0
β
j
2
(−q)i−1−j ≤ i(2q¯)i−12q¯δ = i(2q¯)iδ,
since |β2 + q| ≤ |β2|
∣∣1 + q/β2∣∣ ≤ 2q¯δ. Expanding h(B,β2) and h(B, − q) according to (2), and comparing term-by-term, we ﬁnd
that
|h(B,β2) − h(B, − q)| ≤ 2|T ||T | (2q¯) |T |δ q¯ |V |
≤ |T |(2q¯)|V |+|T |δ
= (3n + 2m)(2q¯)6n+4m+1δ.
So from (33), recalling |β1| ≤ |q|ε ≤ q¯,
|Z(G; q,w) − Z(G; q,w˜)| ≤ 2|L|q¯|L|(3n + 2m)(2q¯)6n+4m+1δ
= (3n + 2m)(2q¯)6n+7m+1δ. (34)
We will chose δ later to make this estimate small enough.
We now proceed with our calculation, using w˜ in place of w, i.e., −q in place of β2. Partition sum (33) in two pieces:
Z(G; q,w˜) = ≤ + >,
where
≤ =
∑
B⊆L:|B|≤n+m
h(B, − q) β |B|
1
and > =
∑
B⊆L:|B|>n+m
h(B, − q) β |B|
1
.
Set Q = (−1)nq2n+m+1(q − 1)m(q − 2)n, and note that Q = 0. We will show:
(1) If |B| < n + m then h(B, − q) = 0.
(2) If |B| = n + m then3
3 Bridge connected is a synonym for 2-edge-connected, i.e., connected and having no bridge, which is an edgewhose removal would disconnect the graph.
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h(B, − q) =
{
Q , if(V ,T ∪ B) is bridge connected;
0, otherwise.
(3) The set {B : |B| = n + m and (V ,T ∪ B) is bridge connected} is in 1-1 correspondence with the set of solutions to the
instance of #3-d Matching.
Observations 2 and 3 entail
≤ = QNβ1n+m,
where N is the number of solutions to the #3-d Matching instance. On the other hand, > is crudely bounded as follows:
|>| =
∑
B⊆L:|B|>n+m
h(B, − q)q|B|
(
β1
q
)|B|
≤
∑
B⊆L
∣∣∣h(B, − q)q¯|B|(β1/q)n+m+1∣∣∣
≤ 2|L|2|T |q¯ |T |q¯ |V | q¯|L||β1/q|n+m+1
≤ (2q¯)6n+7m+1|β1/q|n+m+1.
Let Q̂ = qn+mQ . Now, setting ε (the bound on |β1/q|) so that
(2q¯)6n+7m+1ε ≤ 1
8
|Q̂ |,
we have∣∣∣∣∣Z(G; q,w˜)Qβn+m
1
− N
∣∣∣∣∣ =
∣∣∣∣∣≤ + >Qβn+m
1
− N
∣∣∣∣∣ =
∣∣∣∣∣ >Qβn+m
1
∣∣∣∣∣ =
∣∣∣∣ >
Q̂ (β1/q)
n+m
∣∣∣∣ ≤ 18 . (35)
Then, according to (34), setting δ small enough that
(3n + 2m)(2q¯)6n+7m+1δ ≤ 1
8
Qβn+m
1
ensures∣∣∣∣∣Z(G; q,w) − Z(G; q,w˜)Qβn+m
1
∣∣∣∣∣ ≤ 18 . (36)
Combining (35) and (36) yields the required estimate∣∣∣∣∣Z(G; q,w)Qβn+m
1
− N
∣∣∣∣∣ ≤ 14 .
We now verify the three observations. Suppose the graph H = (G \ B)/B contains a bridge e. Then
Z(H; q,w˜) =
∑
A′⊆E(H)−{e}
w˜(A′)qκ(A′)
(−q
q
+ 1
)
= 0.
Here, the term −q/q comes from including e in A, which gives a weight of −q but reduces the number of components
by one, and the 1 comes from excluding e from A. The tree (V ,T) has 2(n + m) leaves, so if |B| < n + m there are at least two
vertices in (V ,T ∪ B) of degree one. The unique edge e incident at either of these vertices is a bridge, and is a member of T; it
is clearly also a bridge in H. This deals with Observation 2.
Suppose B ⊆ L is a set of link-edges of size n + m such that (V ,T ∪ B) is bridge connected. Every leaf of (V ,T) must have
some edge of B incident at it, and hence exactly one. Call such a B a pairing. If B is a pairing then, for every triple (wi,xj ,yk) ∈ M,
either (i) {xj ,aijk},{a¯ijk ,yk} ∈ B and {aijk ,a¯ijk} /∈ B, or (ii) {aijk ,a¯ijk} ∈ B and {xj ,aijk},{a¯ijk ,yk} /∈ B. LetM′ be the set of triples of type
(i). By counting, |M′| = n. This construction can be reversed, giving a 1-1 correspondence between pairings B and setsM′ ⊆ M
containing n triples. We will now argue that, under this correspondence, bridge-connected graphs (V ,T ∪ B) are associated
with solutions to #3-d Matching and vice versa.
On the one hand, ifM′ covers all ofW ∪ X ∪ Y , then it is easy to check that every edge in (V ,T ∪ B) is contained in a simple
cycle of the form (r,xj ,aijk ,wi,r) or (r,yk ,a¯ijk ,wi,r) for some triple (wi,xj ,yk) ∈ M′, or a cycle of the form (wi,aijk ,a¯ijk ,wi) for some
triple (wi,xj ,yk) ∈ M − M′, Conversely, if (V ,T ∪ B) is bridge connected then in particular B is a pairing, which immediately
implies that every element of X and Y is covered by some triple in M′. But also every wi must be covered, since the only
way to avoid {r,wi} being a bridge is to have either {aijk ,xj} ∈ B or {a¯ijk ,yk} ∈ B, for some j,k (and hence, in fact, both). This is
Observation 3.
This leaves Observation 3. If (V ,T ∪ B) is not bridge connected then it has a bridge ewhich is necessarily a tree edge. (The
link edges join leaves of the tree (V ,T), and hence cannot be bridges.) We have already seen that the existence of a bridge in
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T implies h(B, − q) = 0. So suppose (V ,T ∪ B) is bridge connected, and let M′ be the corresponding 3-d matching. Then the
graph H = (G \ B)/Bmay be described as follows.
For each triple t = (wi,yj ,zk) ∈ M′, denote by Ht = (Vt ,Et) the graph with vertex set
Vt = {r,wi,xj ,yk} ∪
{
aij′k′ : (wi,xj′ ,yk′ ) ∈ M − M′
}
and edge multiset
Et =
{
{r,wi},{r,xj},{r,yk},{wi,xj},{wi,yk}
}
∪
{
{wi,aij′k′ },{wi,aij′k′ } : (wi,xj′ ,yk′ ) ∈ M − M′
}
,
where the edgeswith endpoints of the form aij′k′ havemultiplicity two, the othersmultiplicity one. Observe thatVt ∩ Vt′ = {r}
for distinct triples t′ = t. (This is a consequence ofM′ being a 3-dmatching.) The graphH is obtained by taking the union of all
Ht and identifying vertex r, so Z(H; q,w˜) = q1−n∏t Z(Ht; q,w˜). Each of themultiplicity-two edges (m − n of them) contributes
a factor q(q − 1), which is non-zero by assumption. That leaves uswith n copies ofK4 minus an edge. Each of those contributes
a factor −q4(q − 1)(q − 2), which again is non-zero, by assumption. Putting it all together,
Z(H; q,w˜) = q1−n[−q4(q − 1)(q − 2)]n[q(q − 1)]m−n
= (−1)nq2n+m+1(q − 1)m(q − 2)n
= Q ,
as required.
Finally, we need to relate our conveniently chosen weights, β1 and β2, to the actual ones, α1 and α2. This is done as in
the proof of Lemma 13. In particular, we choose k1 and k2 satisfying (q/α1 + 1)k1 − 1 ≥ 1/ε and |(q/α2 + 1)k2 | < δ. Now G′ is
formed as in the proof of Lemma 13 except that k-stretches are used in place of k-thickenings (according to Eq. 14). As before,
k1 = O(m) and k2 = O(m2), so the construction is polynomially bounded. 
Using Lemma 15, we can now prove Theorem 3.
Theorem 3. Suppose (x,y) ∈ Q2 satisﬁes q = (x − 1)(y − 1) /∈ {0,1,2}. Suppose also that it is possible to shift the point (x,y) to the
point (x′,y′) with x′ /∈ [−1,1], and to (x′′,y′′) with x′′ ∈ (−1,1). Then there is no FPRAS for Tutte(x,y) unless RP = NP.
Proof. The proof is analogous to the proof of Theorem2. Note that none of y, y′ and y′′ are equal to 1 since q /= 0. Let α = y − 1,
α1 = y′ − 1 and α2 = y′′ − 1. The constraints on x′ and x′′, together with (x′ − 1)(y′ − 1) = q and (x′′ − 1)(y′′ − 1) = q imply
that x′ − 1 = q/α1 /∈ [−2,0] and x′′ − 1 = q/α2 ∈ (−2,0). The proof is now exactly the same as the proof of Theorem 2 except
that Lemma 15 is used in place of Lemma 13. 
4.5. The hyperbola H2 in the halfplane y < −1
The following lemma will be used in the proof of Lemma 7.
Lemma 16. Suppose α1,α2 ∈ Q − {0} satisfy 2/α1 /∈ [−2,0] and 2/α2 ∈ (−2,0). Then #Perfect Matchings ≤AP MultiTutte
(2;α1,α2)
Proof (Proof sketch). The construction and proof of correctness are simpliﬁed versions of those from the proof of Lemma 15,
so we provide only a sketch here.
Suppose G = (V ,E) is an instance of #Perfect Matchings. For convenience, set n = |V |/2. Let Ĝ = (V̂ ,̂E) be the graph
with vertex set V̂ = V ∪ {t} and edge set Ê = E ∪ T , where T =
{
{t,v} : v ∈ V
}
. Deﬁne w : Ê → {β1,β2} by w(e) = β1 if e ∈ E
and w(e) = β2 in e ∈ T . As before, β1/q is small in absolute value, and β2 is close to −q = −2; speciﬁcally, |β1/q| ≤ ε and
|1 + 2/β2| ≤ δ.
Following the now familiar path,
Z(G;2,w) =
∑
A⊆Ê
w(A)2κ(A)
=
∑
B⊆E
∑
C⊆T
w(B ∪ C)2κ(B∪C)
=
∑
B⊆E
h(B,β2) β
|B|
1
,
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where
h(B;β2) =
∑
C⊆T
β
|C|
2
2κ(B∪C) (37)
Set Q = qn+1(q − 1)n = 2n+1. We will show the following observations.
(1) If |B| < n then h(B, − 2) = 0.
(2) If |B| = n then
h(B, − 2) =
{
Q if (V̂ ,T ∪ B) is bridge connected,
0 otherwise.
(3) The set {B : |B| = n and (V̂ ,T ∪ B) is bridge connected} is in 1-1 correspondence with the set of solutions to the instance
of #Perfect Matchings. Speciﬁcally, (V̂ ,T ∪ B) is bridge connected iff B is a perfect matching in G.
Thus, for ε,δ sufﬁciently small, ‖2−(n+1)β−n
1
Z(G; q,w) − N| ≤ 1
4
, where N is the number of perfect matchings in G. The proof is
completed exactly as before.
It remains to justify the three observations. For Observation 1, note that if |B| < n then (V ,B) contains an isolated vertex.
Consider the factor contributed to h(B, − 2) from the edge connecting this vertex to t. The contribution is−q (for including the
edge) plus q (for excluding it, and hence adding a component), which is 0. Observation 3 is self-evident. Using Observation
3, we can establish Observation 2 as follows. Suppose that B is a perfect matching. Then
h(B, − 2) = 2
(
(−2)2 + 2(−2) + 2
)n = 2n+1,
where the ﬁrst 2 comes from the component containing t, and for each of the n edges in thematching, the (−2)2 comes from
including both edges to t, the 2(−2) comes from the two ways to add one of the edges to t, and the 2 comes from excluding
both edges to t, which adds a component. 
We can now prove Lemma 7.
Lemma 7. Suppose (x,y) is a point with (x − 1)(y − 1) = 2 and y < −1. Then Tutte(x,y) ≡AP #Perfect Matchings.
Proof To show#Perfect Matchings ≤AP Tutte(x,y)use thickenings as in theproof of Corollary5 to shift (x,y) to apoint (x′,y′)
with x′ /∈ [−1,1] and to a point (x′′,y′′) with x′′ ∈ (−1,1). Then follow the proof of Theorem 3 to reduce MultiTutte(2;α1,α2)
to Tutte(x,y). Finally, Lemma 16 reduces #Perfect Matchings toMultiTutte(2;α1,α2).
We now show Tutte(x,y) ≤AP #Perfect Matchings. Using the Fortuin-Kasteleyn representation of the Potts model,
Z(G;2,y − 1) is equal to the partition function of the Ising model in which every edge has weight y − 1. That is,
Z(G;2,y − 1) =
∑
σ :V(G)→{−1,1}
ymono(σ ), (38)
where mono(σ ) denotes the number of monochromatic edges in the mapping σ . (See [17, (2.7), (2.9)] for a justiﬁcation of
this identity.) Wewill assumewithout loss of generality that the graph G has no loops. It is clear from (38) that a loopmerely
introduces a factor of y.
We employ a reduction, due to Fisher [6], which we now describe. Let n = |V(G)| and m = |E(G)|. Let ν = (y − 1)/(y + 1).
Now let G′ be the graph constructed from G by replacing each vertex of degree  ≥ 4 as follows. Suppose that the neigh-
bours of vertex v in G are w1, . . . ,w. Then replace v with a path of  − 2 new degree-3 vertices v2, . . . ,v−1. The edges
{v2,v3},{v3,v4}, . . . ,{v−2,v−1} will be called “supplementary” edges of G′. The edges {w1,v},{w2,v}, . . . ,{w−1,v},{w,v} cor-
respond to edges {w1,v2},{w2,v2},{w3,v3}, . . . ,{w−1,v−1},{w,v−1} of G′. We will call these edges “primary”, because they
correspond to the original edges of G.
Then let G′′ be the graph constructed from G′ by replacing each vertex of degree 2 as follows. Suppose that the neighbours
of vertex v in G′ are w1 and w2. Then replace v with two new vertices v1 and v2 and replace the edges {w1,v} and {w2,v}
with the path {w1,v1},{v1,v2},{v2,w2} in which {v1,v2} is a supplementary edge of G′′ and the edges {w1,v1} and {v2,w2} are
“primary” edges of G′′. Finally, if v is a degree-3 vertex of G′ with neighboursw1,w2 andw3, replace vwith the three vertices
v1,v2,v3. Add supplementary edges {v1,v2},{v2,v3},{v3,v1}. Replace the edges {w1,v}, {w2,v} and {w3,v} of G′ with edge {w1,v1},
{w2,v2} and {w3,v3} of G′′, making edge {wi,vi} primary if and only if {wi,v} was primary in G′. (Once again, the primary edges
of G′′ correspond to the original edges of G.)
Fisher has shown [6, (10)] that
Z(G;2,y − 1) = ym2n
(
ν
1 + ν
)m∑
X
∏
e
1
ν
, (39)
where the sum is over perfectmatchings X ofG′′ and the product is over primary edges e ofG′′ that are in the perfectmatching
X .
Now let n1 and n2 be positive integers such that 1/ν = n1/n2. LetH be a graph consisting of n1 parallel edges from a vertex
u to a vertex a and n2 parallel edges from the vertex a to a vertex b and a single edge from b to a vertex v. LetM be the set of
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matchings ofHwhichmatch both a and b. There are n1 matchings inM in which a is matchedwith u. All of thesematch both
u and v. There are n2 matchings inM in which a is matched with b. These do not match u or v. There are no other matchings
in M.
Construct Ĝ from G′′ by replacing every primary edge {u,v} of G′′ with a copy ofH. Then the expression∑X ∏e 1ν in Eq. (39)
is equal to the number of perfect matchings of Ĝ divided by nm
2
. So if we could approximate the number of perfect matchings
of Ĝ, we could approximate Z(G;2,y − 1). 
Remark. The construction in the reduction from the problem Tutte(x,y) to the problem #Perfect Matchings relies on the
fact that y − 1 and y + 1 have the same sign (so n1 and n2 are both positive integers). The same reduction would apply for
q = 2 and y > 1 but this is ferromagnetic Ising, and we already have an FPRAS, due to Jerrum and Sinclair [12].
5. #P-hardness
In Section 2.3, we noted that if x ≥ 0 and y ≥ 0 then Tutte(x,y) is in #PQ, so there is a randomised approximation scheme
for Tutte(x,y) that runs in polynomial time using an oracle for anNPpredicate. Herewe show that it is unlikely that Tutte(x,y)
is in #PQ for all x and y. In particular, we identify a region of points (x,y) where y is negative for which even approximating
Tutte(x,y) is as hard as #P. Speciﬁcally, we prove the following.
Theorem 17 Suppose (x,y) is a pointwith y ∈ (−1,0) and (x − 1)(y − 1) = 4. Then there is no FPRAS forTutte(x,y)unlessRP = #P.
5.1. The Potts model
For a positive integer q and a y ∈ Q, and a graph G = (V ,E), let
P(G; q,y) =
∑
σ :V→{1,...,q}
ymono(σ ),
where mono(σ ) is the number of edges in E that are monochromatic under the map σ . P(G; q,y) is the partition function of
the q-state Potts model at an appropriate temperature (depending on y). The region y ≥ 1 is “ferromagnetic” since like spins
are favoured along an edge, the region 0 ≤ y ≤ 1 is “antiferromagnetic”, and the region y ≤ 0 is “unphysical” [17]. It is known
that the q-state Potts model coincides with the Tutte polynomial when q is a positive integer. In particular (see (10) and [17,
(2.9)]),
T(G; x,y) = (y − 1)−n(x − 1)−κ(E)P(G; q,y),
where q = (x − 1)(y − 1).
In the rest of this section, we suppose that we have an FPRAS for P(G;4,y) for a point y ∈ (−1,0) and we show how to use
the FPRAS to solve a #P-hard problem (counting proper 3-colourings of a simple graph).
First, we establish somenotation. IfG is a graphwith designated distinct vertices a and b and α and β are values in {1, . . . ,q},
let P(G; q,y | σ(ab) = αβ) denote the contribution to P(G; q,y) due to colourings σ with σ(a) = α and σ(b) = β.
5.2. The building blocks
Fix y ∈ (−1,0). Suppose that n is the number of vertices of a graphG. LetM be any rational number in the range 1 ≤ M ≤ 3n
and let ε = 2−n2 . In this section, we will show how to construct a graph HM with two designated vertices, a and b, so that
−1
M
≤ P(HM;4,y | σ(ab) = 11)
P(HM;4,y | σ(ab) = 12) ≤
−1
M
+ ε. (40)
As a building block, let P be an -edge path with endpoints a, b. Let f denote P(P;4,y | σ(ab) = 11) and let a denote
P(P;4,y | σ(ab) = 12). These satisfy the recurrences f = yf−1 + 3a−1 and a = f−1 + (2 + y)a−1 with f1 = y and a1 = 1.
The solution to these recurrences, for  ≥ 1, is given by
f = 1
4
(3 + y) + 3
4
(y − 1),
and
a = 1
4
(3 + y) − 1
4
(y − 1).
Thus,
a
f
= (3 + y)
 − (y − 1)
(3 + y) + 3(y − 1) = 1 −
4(y − 1)
(3 + y) + 3(y − 1) .
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Recall y ∈ (−1,0) and let γ = ((3 + y)/(y − 1))2 > 1. For every positive integer j, let δj = 1 − a2j/f2j . Note that
0 < γ−j < δj < 4γ−j. (41)
Also, f2j/a2j = 1/(1 − δj).
Given y, choose a positive odd integer k so that
|y|k ≤ 1
M
< |y|k−2. (42)
Now, let t be the smallest positive integer such that δt ≤ εM. For j ∈ {1, . . . ,t}, inductively deﬁne natural numbers kj by
|y|k
j−1∏
r=1
1
(1 − δr)kr
1
(1 − δj)kj
≤ 1
M
< |y|k
j−1∏
r=1
1
(1 − δr)kr
1
(1 − δj)kj+1
. (43)
Now HM is formed by joining a number of paths, all with endpoints a and b. To form HM , take k paths of length 1 (i.e.,
edges). Also, for every j ∈ {1, . . . ,t}, take kj paths of length 2j. So
P(HM;4,y | σ(ab) = 11)
P(HM;4,y | σ(ab) = 12) = −|y|
k
t∏
r=1
1
(1 − δr)kr
,
and, by (43), this is at least −1/M and at most −(1/M)(1 − δt), which implies Eq. (40).
Now we consider the size of HM . Eq. (42) implies that k = O(logM) = O(n). Also, t = O(n2) by (41).
How big can kj be? By (43) we have
1
(1 − δj)kj
≤ 1
1 − δj−1
,
so (1 − δj)kj ≥ 1 − δj−1. Now δj is decreasing in j, so without loss of generality, we will deal with those j such that δj−1 ≤ 0.7
(the values of kj corresponding to smaller values of j are just constants). Then
(1 − δj)2/δj < 0.15 < (1 − δj−1)1/δj−1 ,
so
(1 − δj)2δj−1/δj < (1 − δj−1)δj−1/δj−1 = 1 − δj−1,
and therefore kj ≤ 2δj−1/δj = O(1).
5.3. The construction
We use the notation from Section 5.2. Let r be the smallest even integer such that |y|r < ε4−n. Construct G′ from the
simple graph G (the graph we wish to 3-colour) as follows. Replace every edge {u,v} of G with a bundle of r parallel edges
with endpoints u and v. (That is, perform an r-thickening on all edges.) Then add two new vertices, a and b. Finally, connect
both a and b to every vertex in G by a bundle of r parallel edges.
Let n denote the number of vertices of G and m denote the number of edges of G. Recall that P(G;3,0) is the number of
proper 3-colourings of G. Then,
P(G;3,0) ≤ P(G′;4,y | σ(ab) = 11) ≤ P(G;3,0) + 4n|y|r ,
so
P(G;3,0) ≤ P(G′;4,y | σ(ab) = 11) ≤ P(G;3,0) + ε. (44)
Similarly,
P(G;2,0) ≤ P(G′;4,y | σ(ab) = 12) ≤ P(G;2,0) + ε. (45)
Let GM be the graph constructed from G
′ andHM by identifying vertex a in G′ with vertex a inHM and similarly identifying
vertex b in G′ with vertex b in HM . Let
YM = P(GM;4,y)
P(HM;4,y | σ(ab) = 12)
andnote (using the fact from theprevious section that a is positivewhen y ∈ (−1,0)) that thequantity P(HM;4,y | σ(ab) = 12)
in the denominator is positive. Now
P(GM;4,y | σ(ab) = 11) = P(HM;4,y | σ(ab) = 11)P(G′;4,y | σ(ab) = 11),
and
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P(GM;4,y) = 4P(GM;4,y | σ(ab) = 11) + 12P(GM;4,y | σ(ab) = 12),
so
YM = 4 P(HM;4,y | σ(ab) = 11)
P(HM;4,y | σ(ab) = 12)P(G
′;4,y | σ(ab) = 11)
+ 12P(G′;4,y | σ(ab) = 12).
Let ξ = 5ε3n = o(1). By Eqs. (40), (44), and (45),
YM = −4 P(G;3,0)
M
+ 12P(G;2,0) + M ,
where |M | ≤ ξ .
Wewill restrict attention to graphsGwhich are bipartitewith at least 4 vertices. Note that it is #P-hard to count the proper
3-colourings of a bipartite graph. For example, [4, Section 6] observes that this is the same as counting homomorphisms from
a general graph to the cycle C6, which is shown to be #P-hard by Dyer and Greenhill [5]. Also, for such a graph G, P(G;2,0) > 0
and P(G;3,0) ≥ 4P(G;2,0).
Now, suppose that we had an FPRAS for approximating P(GM;4,y). A call to the FPRAS gives us the sign of YM .
Let G be a bipartite graph with n ≥ 4 vertices. Let z = 3−n and zu = 1. Then we have an interval [z,zu] with Y1/z > 0 and
Y1/zu < 0. Use binary search to bisect the interval until we have an interval [z,zu] with Y1/z ≥ 0, Y1/zu ≤ 0, and zu − z ≤ ε.
(This takes at most n2 bisections since, after j bisections, zu − z ≤ 2−j .)
Since Y1/z ≥ 0, we have
z ≤ 3P(G;2,0)
P(G;3,0) +
ξ
4P(G;3,0) .
Similarly, since Y1/zu ≤ 0,
zu ≥ 3P(G;2,0)
P(G;3,0) −
ξ
4P(G;3,0) .
So
3P(G;2,0)
P(G;3,0) −
ξ
4P(G;3,0) ≤ zu ≤ z + ε ≤
3P(G;2,0)
P(G;3,0) +
ξ
4P(G;3,0) + ε.
Now the point is that only one real number in the speciﬁed interval for zu is of the form 3n1/n2 where n1 is an in-
teger in {1, . . . ,2n} and n2 is an integer in {1, . . . ,3n} (since ε and ξ are so small). So the value of zu allows us to compute
3P(G;2,0)/P(G;3,0) exactly, and since P(G;2,0) can be computed exactly, this gives us P(G;3,0), thus counting proper
3-colourings of G. This completes the proof of Theorem 17.
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