Abstract. The notion of max-min measure is a counterpart of the notion of maxplus measure (Maslov measure or idempotent measure). In this paper we consider the spaces of max-min measures on the compact Hausdorff spaces. It is proved that the obtained functor of max-min measures is isomorphic to the functor of max-plus (idempotent) measures considered by the second-named author. However, it turns out that the monads generated by these functors are not isomorphic.
Introduction
The non-additive measures find their applications in different parts of mathematics as well as in mathematical economics, image processing, fractal geometry, optimization etc. Some classes of non-additive measures (in particular, Maslov measures) belong to the idempotent mathematics [9] . Recall that the latter is a part of mathematics in which the ordinary arithmetic operations are replaced by idempotent ones (see, e.g., [9, 10] ). According to the Correspondence Principle [10] , to every interesting notion or result of ordinary mathematics there corresponds an interesting notion or result of the idempotent mathematics.
By the Riesz-Markov-Kakutani representation theorem, there is a one-to-one correspondence between the normed positive linear functionals on C(X) and the regular Borel probability measures in X, where X is a compact Hausdorff space. In [15] the secondnamed author considered an idempotent counterpart of the probability measures, namely, the functor of idempotent measures in the category Comp of compact Hausdorff spaces and continuous maps. In particular, it was proved in [15] that this functor is open (i.e, preserves the class of open maps) and generates a monad in the category Comp. It is also proved that the functors of idempotent measures and probability measures are not isomorphic.
The present paper is devoted to another class of measures in Idempotent Mathematics, namely, the class of the max-min measures. In [6] , the max-min measures of finite and compact support are considered on the ultrametric spaces. The definition of the maxmin measure is essentially that of the Sugeno integral with respect to a non-additive (idempotent) measure [14] . Using the term "max-min measure" seems to be an abusing of the terminology. We follow the same term in the present paper, in which we develop the theory of max-min measures for the class of compact Hausdorff spaces.
One of the main results of the paper is that the functors max-plus measures and max-min measures are isomorphic. Some unexpectedness of this isomorphism lies in a substantial difference between the max-plus and max-min measures: the latter are not defined to be continuous (as functionals on the suitable Banach space of continuous functions) and establishing their continuity is not an easy procedure. To prove the existence of this isomorphism we consider a construction inspired by the notion of density of an idempotent measure. Actually, this leads to an alternative description of the spaces of idempotent measures and, similarly, of max-min measures.
The mentioned isomorphism allows to claim the normality (in the sense of E. Shchepin [13] ) of the functor of max-plus measures.
Similarly to the functor of max-plus measures, the functor of max-min measures naturally generates a monad in the category Comp. However, it turns out that the monads generated by these functors are not isomorphic.
The monad structure allows to establish some connections between the max-plus measures and max-plus convex sets ( [15] ; see, e.g., [8] for the backgrounds of the max-plus convexity).
Preliminaries
A space is a topological space. All maps are assumed to be continuous unless it is explicitly indicated that the continuity of the map considered requires verification. By Cl A (resp. Int A) we denote the closure (resp. interior) of a set A in a topological space.
Recall that a space is called zero-dimensional if there is a base of its topology consisting of sets that are simultaneously open and closed.
We endow [−∞, ∞] = R ∪ {−∞, ∞} with the order topology. Given a topological space X, by C(X) we denote the Banach space of continuous real-valued functions on X (with respect to the sup-norm). If ϕ, ψ ∈ C(X), by ϕ ∨ ψ (respectively ϕ ∧ ψ) we denote the pointwise maximum (respectively minimum) of ϕ and ψ. If c ∈ R, by c ∧ ϕ the pointwise minimum of ϕ and c is denoted.
For every c ∈ R, we will denote by c X (or even by c if this does not cause any difficulties) the function on X identically equal to c. Definition 2.1. Let X be a compact Hausdorff space. A functional µ : C(X) → R is called a max-min measure if the following are satisfied:
for every c ∈ R and every ϕ ∈ C(X).
A consequence of (2) is that µ(ϕ) ≤ µ(ψ) whenever ϕ ≤ ψ. Note that we do not require that µ in this definition be continuous. It turns out that the continuity is a consequence of the other properties and we will establish this successively.
We denote by J(X) the set of all max-min measures on X. Note that, for every x ∈ X the Dirac measure δ x is an example of a max-min measure. Given x 1 , . . . , x n ∈ X and λ 1 , . . . , λ n ∈ R ∪ {∞} with
Proof. We consider the first max-min measure condition
Finally,
We endow the set J(X) with the weak* topology. A base of this topology consists of the sets of the form
where µ ∈ J(X), ϕ 1 , . . . , ϕ n ∈ C(X), and ε > 0.
Denote by ι : J(X) → ϕ∈C(X) R ϕ (here R ϕ is a copy of R) a map defined as follows:
Proposition 2.3. The map ι is an embedding and its image lies in the compact set
Proof. The fact that ι is an embedding immediately follows from the definition of the weak* topology. Let ϕ ∈ C(X). Since − ϕ ≤ ϕ , we see that
for every µ ∈ J(X). Therefore, ι(µ) ∈ ϕ∈C(X) [− ϕ , ϕ ], for every µ ∈ J(X).
In the sequel, we identify J(X) with its image ι(J(X)). Also, we regard every x = (x ϕ ) ϕ∈C(X) as a functional on C(X), x(ϕ) = x ϕ , ϕ ∈ C(X).
Proposition 2.4. Let X = {x 1 , . . . , x n }. Every max-min measure µ ∈ J(X) can be represented by formula (1) for suitable λ 1 , . . . , λ n .
Proof. We assume that x j = x j , whenever i = j. Given a, b ∈ R, define ϕ 
and therefore
Corollary 2.5. For every finite discrete space X, every max-min measure µ ∈ J(X), and every c > 0 the inequalities
Proof.
The second inequality is an easy consequence of the first one. Corollary 2.6. For every finite discrete space X, every max-min measure µ ∈ J(X) is a continuous map on C(X).
is a neighborhood of µ that misses J(X).
Corollary 2.8. For every compact Hausdorff space X, the space J(X) is compact.
Proof. Indeed, by Propositions 2.3 and 2.7 the space JX) can be embedded as a closed subset in the compact Hausdorff space ϕ∈C(X) [− ϕ , ϕ ] and therefore is compact Hausdorff as well.
Let f : X → Y be a continuous map of compact Hausdorff spaces. Given µ ∈ I(X),
Proposition 2.9. Let f : X → Y be a continuous map of compact Hausdorff spaces.
Proof. Let µ ∈ J(X) and ϕ, ψ ∈ C(Y ). Clearly, J(f )(µ)(c X ) = c, c ∈ R, and
We have also
we conclude that the map J(f ) is continuous.
It is easy to check that J is a functor in the category Comp of compact Hausdorff spaces and continuous maps.
Note that the functor J preserves the class of embeddings. In the sequel, given a closed subspace A of X, we will identify the space J(A) with the subspace J(ι)((J(A)) of J(X), where ι : A → X denotes the inclusion map. Proposition 2.10. For every zero-dimensional compact space X, for every max-min measure µ ∈ J(X), and every c > 0 the inequalities (2) hold.
Proof. Now let X be a zero-dimensional space. Suppose that µ(ϕ + c X ) > µ(ϕ) + c, for some µ ∈ J(X) and some c > 0. Then there is r > 0 such that
There exists a finite disjoint open cover U of X and a function ψ ∈ C(X) such that (1) ψ is constant on every element of U ;
Note that, for every a > 0,
Therefore,
and we obtain a contradiction. The second inequality is a consequence of the first one (see the proof of Corollary 2.5).
Corollary 2.11. Let X be a zero-dimensional compact space and µ ∈ J(X). Then µ : C(X) → R is continuous.
Let S = {X α , p αβ ; A} be an inverse system over a directed set A. (See, e.g., [13] for the necessary information concerning inverse systems in the category Comp.) For any α ∈ A, let p α : X = lim ←− S → X α denote the limit projection. By J(S) we denote the inverse system {J(X α ), J(p αβ ); A}.
Proposition 2.12. Let X be a zero-dimensional compact space and
Proof. First, we are going to show that the map h is an embedding. Suppose the opposite and let µ, ν ∈ J(X), µ = ν, be such that
and we obtain a contradiction. Now, show that h is an onto map. Let (µ α ) α∈A ∈ lim ←− J(S). We are going to show
Since, by the Stone-Weierstrass theorem (see, e.g., [7] ), the set C ′ is dense in C(X) and the operation ∨ is continuous, we conclude that
E. Shchepin ([13] see for details) calls that the just established property of the functor J the zero-dimensional continuity.
In [6] , the tensor product of max-min measures of finite supports is defined. Let
is called the tensor product of µ and ν. Similarly, one can define µ 1 ⊗ · · · ⊗ µ k .
We are going to define tensor products for arbitrary max-min measures in zerodimensional compact metrizable spaces. Given µ ∈ J(X) and ν ∈ J(Y ), where X, Y
We say that τ is the tensor product of µ and ν and denote it by µ ⊗ ν. Similarly, one can define µ 1 ⊗ · · · ⊗ µ n , where µ i ∈ J(X i ) for zero-dimensional compact metrizable X i , i = 1, . . . , n. Now, let T be an arbitrary set. Denote by Fin T the family of nonempty finite subsets of T . Suppose that X = α∈T X α , where X α is a zero-dimensional compact metrizable space, α ∈ T . Then, clearly, X = lim ← − { α∈A X α , p AB ; Fin T }, where p AB : α∈A X α → α∈B X α denotes the projection, A, B ∈ Fin T , A ⊃ B. If µ α ∈ J(X α ), then, by Proposition 2.12, there exists a unique τ ∈ J(X) such that J(p A )(τ ) = ⊗ α∈A µ α . Here, p A : X → α∈A X α denotes the limit projection, A ∈ Fin T . Proof. We first assume that X is metrizable and some compatible metric on X is chosen. We modify a construction from [1] .
Max-min Milyutin maps
For every n ∈ N, let A n be a finite family of pairs of closed subsets of X satisfying the properties:
For every n ∈ N, let
For n ≥ k, denote by g nk : Y n → Y k the natural projection. Clearly, Z = lim ← − {Y n , g nk ; N}. It is easy to check that Z is a zero-dimensional space.
For any (A, B) ∈ A n , let α (A,B) : X → [−∞, ∞] be a continuous function such that
Note that µ n (x) is well-defined. We are going to show that the map µ n : X → J(Y n ) is continuous. Indeed, given ϕ ∈ C(X), we see that the function
is continuous, and this implies the continuity of µ n .
Define
Note that the continuity of the map map x → µ(x) is a consequence of the continuity of the maps µ n , n ∈ N. Now, suppose that X is arbitrary. Then one may assume that X ⊂ α∈T X α , for some family {X α | α ∈ T } of compact metrizable spaces. For every α ∈ T let f α : Y α → X α be a Milyutin map, where Y α is a zero-dimensional space. Let
Let Z = g −1 (X) and let f = g|Z : Z → X. Clearly Z is a zero-dimensional compact Hausdorff space. We are going to show that f is a Milyutin map. For every α ∈ T , let s α :
Clearly, s is continuous and s(x) ∈ J(s −1 (x)), for every x ∈ X. Proof. Let s : X → J(Z) be a map such that s(x) ∈ J(f −1 (x)), for every x ∈ X. Given ϕ ∈ C(Z), defineφ : X → R as follows:φ(x) = s(x)(ϕ), x ∈ X.
Note thatφ ∈ C(X). Indeed, let x 0 ∈ X and ε > 0. Find a neighborhood U of x such that s(U ) ⊂ O s(x 0 ); ϕ; ε . Then x ∈ U implies |φ(x) −φ(x 0 )| < ε.
One may regardφ as the averaging of ϕ (with respect to s). Define ν : C(Z) → R by the formula ν(ϕ) = µ(φ), ϕ ∈ C(Z). One can easily verify that ν ∈ J(Z). Since, for every ϕ ∈ C(X) and every x ∈ X, the restriction of the function ϕf on every set f −1 (x) is constant and equals ϕ(x), we obtain
i.e., J(f )(ν) = µ. Proof. Let f : Z → X be a max-min Milyutin map. Then, given µ ∈ J(X), find ν ∈ J(Z) such that J(f )(ν) = µ. Then, for every ϕ ∈ C(X),
The second inequality is a consequence of the first one (see the proof of Corollary 2.5).
Corollary 3.5. For every compact Hausdorff space X, every µ ∈ J(X) is continuous.
Cones
In this section we introduce an auxiliary construction which finally will allow us to establish an isomorphism of the functors of max-min measures and idempotent measures (see the definition below). The roots of this construction lie in the possibility of representation of every max-min measure as a map ϕ → sup(ϕ ∧ g), for a suitable function g. This is similar to the notion of density first considered for the idempotent measures; see Remark 4.7 below.
Let X be a set. The cone Cone(X) is the quotient set (X × [0, 1])/(X × {0}). For the sake of simplicity, we denote by (x, t) the equivalence class containing (x, t). Thus, (x, 0) ∼ (y, 0) for all x, y ∈ X. Given A ⊂ X and B ⊂ [0, 1], we identify A × B with the subset {(a, b) | a ∈ A, b ∈ B} of Cone(X). Denote by η X : X → Cone(X) the map sending x ∈ X to (x, 1) ∈ Cone(X).
For any topological space X we denote by exp X the set of all nonempty compact subsets in X. The set exp X is endowed with the Vietoris topology. A base of this topology consists of the sets of the form
Note that the family of sets of the form U = {A ∈ exp X | A ⊂ U } and X, U = {A ∈ exp X | A ∩ U = ∅}, where U is an open subset in X, is a subbase of the Vietoris topology of exp X. See, e.g., [5] for properties of the Vietoris topology.
Let (X, d) be a metric space and diam(X) ≤ 1. We endow Cone(X) with the following metricď:ď ((x, s), (y, t)) = min{s, t}d(x, y) + |s − t|. Note that the map η X : X → Cone(X) is an isometric embedding.
Let (X, d) be a metric space. The set exp X is endowed with the Hausdorff metric d H ,
where
Given a subset A of Cone(X), we denote by Sat(A) the minimal saturated set containing A. ByJ ω (X) we denote the set {Sat(A) | A is finite} ⊂J(X).
Given a metric space (X, d) with diam(X) ≤ 1, let J(X) = {A ∈ exp(Cone(X)) | A is saturated and (x, 1) ∈ A for some x ∈ X}.
Lemma 4.1. The setJ(X) is a closed subset of exp(Cone(X)).
Proof. Suppose that A / ∈J(X). The proof splits in two cases. Case 1). A is not saturated. Then there are x ∈ X and t ′ , t ∈ [0, 1] such that (x, t) ∈ A, (x, t ′ ) / ∈ A and t ′ < t. Without loss of generality one may assume that 0 < t ′ . Then there exists a neighborhood U of x in X and disjoint neighborhoods V of t ′ and W of t respectively such that 0 / ∈ V and (Cl U × Cl V ) ∩ A = ∅. Then
It is easy to show that h X (A) ∈ J(X). Proof. This follows from the definition of metric on Cone(X) and the uniform continuity of ϕ. Proof. We first show that the map h X is continuous. Let (A i ) be a convergent sequence in J(X) and A = lim i→∞ A i . Given ϕ ∈ C(X), we have to show that lim n→∞ h X (A n )(ϕ) = h X (A)(ϕ).
Note that h X is an onto map. Indeed, let
Clearly, A ∈J (X) and h X (A) = µ. SinceJ(X) is compact and J ω (X) is dense in J(X), we conclude that h X (J(X)) = J(X). Now, let us prove that h X is an embedding. Let A, B ∈J(X) be such that d H (A, B) ≥ r > 0. There is (x, t) ∈ A such that O r (x, t) ∩ B = ∅ and there are neighborhoods U of x and V of t in [0, 1] such that (U ×V )∩B = ∅. Without loss of generality, we may suppose that t < 1. Let ϕ ∈ C(X) be a function such that ϕ(x) = ξ(x) and ϕ|(X \ U ) < ξ(x). Then h X (A)(ϕ) ≥ ξ(x) and h X (B)(ϕ) < ξ(x).
Recall that a max-plus measure on X is a functional µ : C(X) → R satisfying the conditions:
(see, e.g., [15] ; remark that in [15] as well as in another papers devoted to the max-plus measures ⊕ is used for maximum and ⊙ for addition).
One can similarly define a map g X :J(X) → I(X), where I(X) denotes the set of idempotent measures (see [15] ). More precisely, if A ∈J(X), let
The following proposition can be proved similarly as Proposition 4.3. We will show even more, namely, that the functors J and I are isomorphic. Given a map f : X → Y , we will first show that the diagram
This shows that h = (h X ) is a natural transformation. One can similarly prove that g = (g X ) is a natural transformation. Therefore, we obtain the following Proposition 4.6. The functors I and J are isomorphic.
Remark 4.7. M. Akian [2] considered in details the notion of density of an idempotent (max-plus) measure. The density is shown to be an upper-semicontinuous function defined on the space under consideration. For the reasons of topologization (metrization), it is more convenient to consider the subgraph of this function. Then the densities turn to be elements of the hyperspace of the considered space multiplied by the segment [−∞, 0]. However, in this way we do not obtain a subfunctor of the functor exp((−) × [0, ∞]), as the image of the subgraph of a function is not necessarily the subgraph of a function (defined on the whole space). That is why we have modified the construction and passed to the hyperspace of the cone.
Remark 4.8. Proposition 4.6 allows us to claim that the functor J is normal in the sense of Shchepin [13] ; in particular, J is continuous, i.e., one can drop the condition of zero-dimensionality in Proposition 2.12.
Monads
A monad on a category C is a triple T = (T, η, ψ), where T : C → C is a functor, η : 1 C → T (unit), ψ : T 2 = T T → T (multiplication) are natural transformations satisfying the properties: ψT (η) = ψη T = 1 T (two-side unit), ψψ T = ψT (ψ) (associativity).
Two monads, T = (T, η, ψ), T ′ = (T ′ , η ′ , ψ ′ ), on a category C are isomorphic if there exists an isomorphism of functors k :
See, e.g., [3] for detailed exposition of the monad theory. For any X define η X : X → J(X) by the formula η X (x) = δ x .
Proposition 5.1. The map η X is continuous.
Proof. The assertion is a consequence of the formula
Given ϕ ∈ C(X), defineφ : J(X) → R by the formulaφ(µ) = µ(ϕ), µ ∈ J(X).
Proof. This follows from the formulā
Proof. 1) Clearly, ψ X (M )(c) = M (c) = c, for every c ∈ R.
2) Since, for all ϕ 1 , ϕ 2 ∈ C(X),φ 1 ∨φ 2 = ϕ 1 ∨ ϕ 2 , we see that
3) Since λ ∧ ϕ = λ ∧φ, we see that
Proof. Let µ = ψ X (M ), where M ∈ J 2 (X). Given ϕ 1 , . . . , ϕ n ∈ C(X), the continuity follows from the formula ψ X (O(M ;φ 1 , . . . ,φ n ; ε)) ⊂ O(µ; ϕ 1 , . . . , ϕ n ; ε).
Since the functors J and I are isomorphic, the notion of support is defined for J. Namely, given µ ∈ J(X), we say that the support of µ is the set
Let J ω (X) denote the set {µ ∈ J(X) | supp(µ) is finite}. By J 2 ω (X) we denote the set {µ ∈ J(X) | supp(µ) ⊂ J ω (X)}. Similarly, let
Proof. Let f : X → Y be a map. We are going to show that the diagram
is commutative.
Since the set J 2 ω (X) is dense in J(X), it is sufficient to verify the commutativity of the diagram for µ ∈ J 2 ω (X). Let M ∈ J 2 ω (X), then there are α 1 , . . . , α n ∈ [−∞, ∞] and
and we are done.
Theorem 5.6. The triple J = (J, η, ψ) is a monad on the category of compact metrizable spaces and continuous maps.
Proof. Since the set J 2 ω (X) (resp. J 3 ω (X)) is dense in J(X) (resp. J 3 (X)), it is sufficient to verify the two-side unit property ψ X T (η X )(µ) = ψ X η T (X) (µ) = µ for µ ∈ J 2 ω (X), and the associativity property ψ X ψ T (X) (µ) = ψ X T (ψ X )(µ) for µ ∈ J 3 ω (X). Then we use the proof of [6, Theorem 4.3] to complete the proof.
The monad I = (I, η, ζ) is defined in [15] . Note that η X (x) = δ x , for x ∈ X. As for ζ X , in the sequel we will only need to know that
, where β i ∈ [−∞, 0] and µ i ∈ I(X), i = 1, . . . , n (actually, this property uniquely determines the map ζ X ; see [15] for details).
Theorem 5.7. The monads J and I are not isomorphic.
Proof. It is shown in [6] that every isomorphism between the functors I ω and J ω in the category of ultrametric spaces and nonexpanding maps is of a special form. Namely, for every such an isomorphism k = (k X ) there exists an order-preserving bijection
The proof of this fact is based on properties of the restrictions of the functors I and J onto the category of spaces of cardinality ≤ 3. Therefore, the corresponding fact is valid in the category Comp.
Next, the calculations from the proof of [6, Theorem 4.9] demonstrate that the monads J and I are not isomorphic. For the sake of reader's convenience, we repeat them below.
On the other hand,
Max-min convexity
Let A be a subset of R τ . We say that A is max-min convex if, for any x, y ∈ A and λ ∈ R, x ∨ (λ ∧ y) ∈ A (see, e.g., [11] ). One can easily check that, if A is a max-min convex set, then ∨ n i=1 (λ i ∧ x i ) ∈ A for any x 1 , . . . , x n ∈ A and λ 1 , . . . , λ n ∈ R ∪ {∞} with ∨λ i = ∞ (we express this by saying that every max-min convex set contains all max-min convex combinations of its elements).
Note that, for any µ, ν ∈ J(X) and any λ ∈ R, one can define µ ∨ (λ ∧ ν) : C(X) → R as follows:
(µ ∨ (λ ∧ ν))(ϕ) = µ(ϕ) ∨ (λ ∧ ν(ϕ)), ϕ ∈ C(X).
One can easily check that µ ∨ (λ ∧ ν) ∈ J(X). Actually, if one regards J(X) as a subset in R C(X) , then µ∨(λ∧ν) is obtained by applying the operations ∨ and ∧ coordinatewise. Therefore, we obtain the following Proposition 6.1. The set J(X) is a max-min convex subset in R C(X) . Now, let A be a compact subset of R τ . We are going to define a map ξ : J(A) → R τ as follows. For any α < τ , let p α : A → R denote the projection onto the α-th coordinate, i.e. p α ((x β ) β<τ ) = x α for every (x β ) β<τ ∈ A. Then p α ∈ C(A), α < τ , and we let ξ(µ) = (µ(p α )) α<τ , µ ∈ J(X). Clearly, ξ is continuous and preserves the max-min convex combinations. Proposition 6.2. If A ⊂ R τ is a compact max-min convex set, then ξ(J(A)) ⊂ A.
Proof. First, note that, for any x = (x α ) α<τ ∈ A, δ x (p α ) = x α and therefore ξ(δ x ) = x. Since ξ preserves the max-min convex combinations, we conclude that ξ(µ) ∈ A, for every µ ∈ J ω (A). Now, since ξ is continuous and J ω (A) is dense in J(A), the assertion follows.
The map ξ is called the max-min barycenter map. Given a monad T = (T, η, µ) on a category C, we say that a pair (X, ξ) is a T-algebra if X is an object of C and ξ : T (X) → X is a morphism in C satisfying ξη X = 1 X and ξµ X = ξT (ξ) (see [3] ).
Proposition 6.3. For any compact subset A ⊂ R τ , the pair (A, ξ), where ξ : J(A) → A is the max-min barycenter map, is a J-algebra.
Proof. We have already remarked (see the proof of Proposition 6.2) that ξδ x = x, for every x ∈ A. Now, let M ∈ J ω (J(X)), M = ∨ n i=1 (α i ∧ δ µ i ), where µ 1 , . . . , µ n ∈ J(X), α 1 , . . . , α n ∈ R ∪ {∞} and ∨ n i=1 α i = ∞. Then ξJ(ξ)(M ) = ξ(∨ n i=1 (α i ∧ δ ξ(µ i ) )) = ∨ n i=1 (α i ∧ ξ(µ i )) = ξ(ψ X (M )). Since the subset J ω (J(X)) is dense in the space J 2 (X), we conclude that (A, ξ) is a J-algebra.
Remarks and open questions
For any metric space (X, d), the homeomorphism h X allows for metrization of the space J(X) (as well as of I(X); note that another metrization of I(X) is considered in [4] ). We will consider in details this metrization and its applications, in particular, to fractal geometry, in a separate publication.
In [15] it is conjectured (and proved in some cases) that the I-algebras can be identified with the max-plus convex sets. Analogously, we conjecture that the J-algebras can be naturally identified with the max-min convex sets.
Recently, T. Radul [12] considered the max-plus counterpart of the barycenter map. He characterized the compact max-plus convex sets for which the max-plus barycenter map is open. For the max-min convex sets the corresponding question remains unsolved.
