Quantitative imaging biomarkers are being used increasingly in medicine to diagnose and monitor patients' disease. The computer algorithms that measure quantitative imaging biomarkers have different technical performance characteristics. In this paper we illustrate the appropriate statistical methods for assessing and comparing the bias, precision, and agreement of computer algorithms. We use data from three studies of pulmonary nodules. The first study is a small phantom study used to illustrate metrics for assessing repeatability. The second study is a large phantom study allowing assessment of four algorithms' bias and reproducibility for measuring tumor volume and the change in tumor volume. The third study is a small clinical study of patients whose tumors were measured on two occasions. This study allows a direct assessment of six algorithms' performance for measuring tumor change. With these three examples we compare and contrast study designs and performance metrics, and we illustrate the advantages and limitations of various common statistical methods for quantitative imaging biomarker studies.
Introduction
Quantitative imaging biomarkers (QIBs) are being used increasingly in medicine in the diagnosis, prognosis, staging, and monitoring of patients' disease. For example, volumetrically determined growth rates of pulmonary nodules are helpful in differentiating benign and malignant lesions (diagnosis role), the absolute volume of a nodule is used for clinical staging, and the change in nodule volume after the initiation of treatment helps physicians assess the response to treatment. Other QIBs include coronary artery calcium scores from computed tomography (CT) for atherosclerosis screening, standardized uptake values in positron emission tomography imaging to measure cancer cell activity, and dynamic contrast-enhanced magnetic resonance imaging for measuring microvascularity of tumors. The Radiological Society of North America (RSNA) created the Quantitative Imaging Biomarker Alliance (QIBA) to investigate the role of quantitative imaging methods, including CT volumetry, in evaluating disease and responses to treatment. [1] [2] [3] For QIBs such as CT nodule volume, there are multiple computer algorithms available for measuring the volume of a tumor and the change in nodule volume. Different QIB algorithms, however, have different technical performance characteristics. One algorithm might have less bias than another but also have less precision. The bias and precision of the algorithms may depend on characteristics of the lesion, e.g. its size and/or shape, and the pattern of bias and precision may differ among algorithms.
In this paper we compare various commonly used study designs and illustrate the analysis of QIB algorithm comparison studies. We do not develop any new statistical methods, but rather present existing metrics 4 and their analysis, 5 illustrating their relative strengths and weakness on common datasets. We focus on methods to (i) characterize the range of performance of a group of algorithms, (ii) test algorithm performance against a specified performance claim, (iii) assess agreement among algorithms, and (iv) identify the best algorithm among several competing algorithms. Performance is defined using characteristics such as bias, linearity, and precision. 4, 6 Since it is unusual for any single study to address all of these characteristics, multiple studies are usually required for complete characterization. Different study designs generally complement each other to optimally evaluate these characteristics.
We use the analyses of pulmonary nodule measurement as examples in this paper due to the considerable attention that this task has received. Reasons for this attention include: the important clinical impact of size change measurements for early diagnosis of lung cancer and timely evaluation of response to therapy, and the clear image presentation of these nodules in CT images when compared to other medical image measurement tasks. This task also illustrates major issues in QIB evaluation that challenge current statistical methods. These issues include: (a) the lack of the true value of the QIB and (b) the vast range of image presentations of these nodules coupled with a very strict limit on the sample size that can be practically employed in a study. We use both the absolute volume of a nodule and the change in nodule volume as measured on CT as illustrations.
In Section 2 we discuss common study designs for comparing QIB algorithms. We describe the design of three CT volumetric studies comparing the technical performance of multiple computer algorithms. One study used phantoms to assess the bias and repeatability of an algorithm for measuring tumor volume (Section 3). The second study used anthropomorphic phantoms to compare the bias and reproducibility of different algorithms (Section 4). The third study used an in vivo test-retest design to assess the agreement and bias for measuring change in tumor volume (Section 5). In Section 6 we discuss the limitations of the analyses and future directions. Though this paper presents different statistical methods for the analysis of CT volumetric image measurements, this is not to imply that such methods are sufficient to address all the issues in the measurement of pulmonary nodules.
Study design comparisons
The two most common types of studies for comparing QIB algorithms are those based on synthetic data, i.e. through simulated data or anthropomorphic phantoms where truth is known and in vivo studies.
An anthropomorphic phantom is a synthetic physical model of the target of interest; the model and target of interest resemble the human body as closely as possible. The targets, e.g. pulmonary nodules, have been built to a specified shape and size; thus, the true value is known. The model is imaged using standard clinical imaging devices as used to image human subjects.
In vivo studies use human subject cases to study and compare algorithm performance. There are a number of options to assess bias in these studies. In a reference standard study, human subjects are imaged with the QIB algorithm machines as well as with a reference standard. A reference standard can be expert human measurements, another QIB algorithm which is accepted as an unbiased measure of the true value albeit with measurement error, or a synthesis of multiple algorithms computed, for example, by the Simultaneous Truth And Performance Level Estimation method. 7 For measuring tumor volumes, there is no suitable reference standard. Results from the National Cancer Institute Lung Image Database Consortium public database indicate that there is large variation in the measurement of pulmonary nodules by experienced radiologists, 8 suggesting that manual markings are not suitable as a reference standard. In this paper we will not further discuss this type of study. In the test-retest design, sometimes called ''coffee-break studies,'' human subjects are imaged with the QIB algorithm machines at two or more time points very close in time, e.g. 5 min apart, so that there is no possibility of a true biological change occurring. 5 These studies offer a valid assessment of algorithms' reproducibility, as well as their bias for measuring the change in tumor volume when there is no true change. In vivo studies are also performed to assess agreement among algorithms where no true value is needed.
There are important advantages and disadvantages of each design (see Table 1 ). Clinical studies offer the best estimates of the precision of a QIB because the inherent variability in human subjects is incorporated into the estimates of precision, whereas precision may be underestimated in a phantom study. Bias in measuring the change in tumor volume can be addressed in both phantom and clinical studies, but neither design is ideal. Phantom studies provide the true value for a range of lesion sizes, shapes, and location; however, phantoms do not simulate well the wide range of human anatomy complexities. For example, a number of factors have been shown in the literature to affect the performance of pulmonary nodule change measurements. These include:
(1) Nodule size. 9 (2) Nodule complexity: chest wall attachment, vessel attachment, and surface irregularities. 10, 11 (3) Nodule texture, e.g. nonsolid nodules 12 within which the more dense vascular structure is partially visible. (4) Nodule margins: the transition region between a tumor and the surrounding lung parenchyma is different than the nodule center. 13 (5) CT scanner parameters: mainly slice thickness, dose, and reconstruction method. (6) The computer algorithm. (7) For algorithms that involve human interaction, the skill of the operator. 14 The in vivo studies incorporate all of these effects; however, the small study size precludes characterization of each specific effect. The phantom method currently involves homogenous, smooth surface models and does not consider effects 2-4 listed earlier.
In vivo test-retest studies provide the opportunity for measuring bias in patients, but only under the scenario of no change. These studies cannot be used to compare algorithms' ability to estimate the magnitude of change when the change differs from zero.
For studies aimed at assessing algorithm performance for quantifying the change over time, the precision of the estimate of change is critical to both the comparison of the algorithms, as well as to the interpretation of the estimated change. To estimate the precision of an estimate of change from a phantom study, linearity is a critical issue. Linearity, in the general sense, means that the measured quantity values (Y) bear a linear relationship of the form: Y ¼ a þ bX, where X is the reference (or true) value of the measurand in the sample. 6 It is well recognized that many QIB measurements follow a linear relationship with X only over a narrow range of values of X; for other values of X, the QIB measurements usually adhere at least to a monotonic relationship with X such that there is a single biomarker value for each value of X. 4 Phantom studies may be the preferred study design for assessing cross-sectional (i.e. one timepoint) linearity because the location, density, and shape of the lesion can be held constant while changing only the lesion size. Linearity with respect to other features, e.g. lesion density, can be assessed with a similar design. If the linearity assumption is shown to be reasonable for the range of plausible values of X, then one can use a simple error propagation formula to estimate the precision of the estimated change from the cross-sectional estimate of precision. Let sðYÞ denote the estimated precision of Y at a single time point. sðYÞ is often expressed as the standard deviation (SD) of Y but In both study designs, the number of images that can be processed by the algorithms is limited by the human effort in conducting the measurements.
other measures of precision are also common. If sðYÞ is a constant value not related to the value of X, then an upper bound (assuming a positive correlation) on the precision of an estimate of the measured change between time t ¼ 0 and t ¼ t is given by
For example, let wSD be the within-subject standard deviation of a QIB algorithm measuring nodule volume at a single time point. Suppose wSD is 15. Then from equation (1) the estimated wSD of the change in nodule volume, wSD Á , is 21.2. 15 If, on the other hand, sðYÞ changes in magnitude with, say, the true size of the lesion, X, then a reasonable upper bound on sðY 0 À Y t Þ is given by
where s Y 0 ð Þ and s Y t ð Þ are the precision estimates of the nodule volume at baseline and time t, respectively. Note that equations (1) and (2) provide an upper bound on the precision for the change measured by the algorithm, but this may not translate directly to the true change if b in Y ¼ a þ bX differs from one. In Section 4.5 we illustrate the calculations for measuring a confidence interval (CI) for the true change when b 6 ¼ 1.
The estimates of uncertainty in change measurements in equations (1) and (2) do not take into account the within-subject correlation. The within-subject correlation is the correlation in the measurements at the two time points due to the fact that it is the same lesion in the same patient being measured at two time points. A more appropriate formula is
It is not easy, however, to estimate the within-subject correlation, r, from a phantom study. One could conceive of a phantom study where a larger nodule, of the same density and shape, could be inserted at the same location as a smaller nodule to assess this correlation. However, patient orientation and patient motion are critical factors in measuring change over time in real clinical cases because they affect the magnitude of the within-subject correlation; these variables cannot be easily accounted for in phantom studies. Furthermore, the magnitude of the correlation may change over time and with the aggressiveness of the disease, often attenuating over increased time intervals and with more aggressive variants of the disease. For these reasons, investigators often take a conservative approach and set the correlation to zero, thus utilizing the formulae in equations (1) and (2) . In contrast to phantom studies, clinical studies are well suited to measuring the precision in estimates of the change over time. The within-subject correlation is inherently incorporated into the estimates of change, but the degree to which this correlation is accounted for depends on the QIB algorithm. Some algorithms measure nodule volume at each of the two time points independently, without using information from the other image. Other algorithms utilize the baseline image when making measurements at the second time point. Still other algorithms do not measure nodule volume at each of two time points; rather, these algorithms directly estimate the change in volume by measuring the difference in lesion overlap on the images at the two time points. One might expect that the precision of the estimates of change would be smallest for the latter algorithms and larger for the former.
The clinical context plays an important role in identifying the ''best'' algorithm. For monitoring purposes we may be interested in determining if any change in nodule volume has occurred during a short time interval, regardless of magnitude; thus, the clinical needs are for a binary decision, and clinical studies may be sufficient. On the other hand, if the magnitude of the change impacts the decision to alter treatment or not, then an unbiased measurement of the degree of change may be required. Linearity is important in both clinical scenarios and should never be assumed.
In this paper we illustrate the analysis of three studies: a study originally published by Chen et al. 16 which is a phantom study evaluating the bias and repeatability of tumor volume measurements (Section 3), the QIBA 3a study which is a phantom study assessing bias and reproducibility (Section 4), and the CT VOLume Change Analysis of NOdules program (VOLCANO) study (Section 5) which used an in vivo test-retest design to compare the bias of tumor volume change measurements.
Bias and repeatability example
The data are taken from the algorithm performance study described in Chen et al. 16 The study employed an anthropomorphic thoracic phantom with inserted synthetic nodules of realistic structures such as ribs and a removable lung insert. Two acrylic spherical nodules (size diameters of approximately 5 and 10 mm) were included in this example. Eight nodules from each category were randomly attached to the vessels of the lung inserts and pleura. The true volume of each nodule category was calculated using its diameter assuming a perfect sphere and verified by liquid replacement measurements in a graduated cylinder. The images were acquired with 40-mm detector width, 120 kVp, 1.375 pitch, and 6.22 mGy computed tomography dose index vol and were reconstructed at three slice thicknesses (0.625, 1.25, and 2.5 mm, with equal slice spacing and thickness), using filtered backprojection (FBP) with the kernel ''Standard.'' The acquisition was repeated 10 times for each nodule of a given size, slice thickness, and algorithm without repositioning the phantom. We denote the measured value as Y ijsk , where j denotes the jth nodule size ( j ¼ 1 or 2 for 5 and 10 mm, respectively), i denotes the ith nodule ði ¼ 1, . . . , 8Þ, s denotes the sth slice thickness (s ¼ 1, 2, or 3 for 0.625, 1.25, and 2.5 mm, respectively), and k denotes the kth repetition ðk ¼ 1, . . . , 10Þ.
The volume of each nodule was quantified from the reconstructed CT images by a single observer using a clinical lung analysis software package in which nodules were segmented in a semiautomated fashion assuming ''solid'' density. In challenging cases such as those for nodules with complex vessel attachments, the segmentation procedure sometimes failed. As a result, only six of the eight 5-mm acrylic nodules, and seven of the eight 10-mm acrylic nodules were successfully segmented. Thus, the study contains the measured volumes of six small and seven large nodules with 10 repetitions for each of the three slice thicknesses used for image reconstruction under the same scanning condition. For the purpose of the analyses below, the ''algorithm'' includes the FBP reconstruction at the prescribed slice thickness as well as the semiautomated segmentation algorithm used to calculate the nodule volumes for those slices.
The results presented here differ from that published by Chen et al., 16 as follows: (1) We used a subset of the full dataset; (2) rather than reporting relative measures of performance (i.e. relative to the true volume), we report estimation of performance without such scaling for better interpretation; and (3) to assess the overall agreement between the QIB and true value, instead of aggregating bias and precision, we report here the unaggregated agreement results. The data are available at www.smmr.givewebsitehere.
Assessment of bias
We start our analysis with investigating the bias of the algorithm's measurements of nodule volume. Table 2 provides a descriptive summary of the algorithm's estimated bias by nodule size and slice thickness. This is the mean of the individual bias 5 (i.e. individual bias is the mean over each nodule's measurements of volume minus the true volume for that nodule, i.e. P 10 k¼1 Y ijkl À X j À Á =10). The algorithm, on average, gives larger volume measurements than the true volume.
We next tested whether the bias of the algorithm was similar for nodules of different size and for different slice thicknesses. The analyses were carried out utilizing the generalized estimating equations (GEE) approach in SAS procedure GENMOD, with observed individual bias as the response and nodule size and slice thickness as main effects and their two-way interaction. The p-values in Table 2 were obtained by using the contrast statements in GENMOD to compare the biases between the two nodule sizes within a given slice thickness based on this full model. We found that there is no significant interaction effect and no significant main effect of slice thickness after removing the interaction from the model. The main effect of nodule size combining all three slice thickness is highly significant with p ¼ 0.002. Thus, we conclude that the bias for large nodules is significantly larger than the bias for small nodules for all slice thicknesses. Although there appears to be a slight increase in bias as slice thickness increases, the difference is not statistically significant.
Note that the GEE approach was used to account for the correlation between the 10 replications on the same nodule within a given slice thickness. The identity link function was used because we have a continuous outcome and want to compare the mean difference. An independent working correlation structure was used in GENMOD for estimation and model-based estimation, but the empirical standard errors, which are robust to misspecification of the working correlation matrix, are used for inference. The advantage of using the GEE approach for correlated data is that it does not make any distributional assumptions. In fact, it makes only two assumptions: (1) the marginal mean model is linear in terms of the mean function and (2) the number of clusters (number of nodules in this example) is relatively large. The first assumption is not restrictive because most statistical models make this assumption, and for our example there is no restriction at all because we have two parameters, one for each of the two groups. As with any asymptotic technique, a large total sample size is required for consistent estimation. What represents a large sample size, however, is not unanimously agreed upon. The determination depends on a number of factors including the number of parameters and the size of the clusters relative to the number of clusters. A rule of thumb for the number of clusters is no fewer than 10, and preferably more than 30. 17 Our number of cluster is 13. Sherman and le Cessie 18 showed that a bootstrap approach may perform better than GEE in small sample size situations. We also applied the bootstrap approach with 1000 bootstrap samples and obtained similar results as the GEE results (results not shown). Another alternative to GEE is hierarchical linear modeling, which allows for a nesting structure to account for the correlations within a cluster and may be the preferred approach when the number of clusters is very small. 
Assessment of repeatability
Here, we assess the precision of the algorithm. Because we have 10 replications under the same scanning and reconstruction conditions, the algorithm's repeatability 6 can be assessed. Table 3 provides a descriptive summary of the algorithm's repeatability by nodule size and slice thickness. Four repeatability metrics are illustrated: within-subject standard deviation (wSD), the repeatability coefficient (RC), the within-subject coefficient of variation (wCV), and the intraclass correlation coefficient (ICC). 5 A test of the equality of wSD and RC between the 5 and 10 mm nodules is equivalent to a test of the equality of the mean sample variances of replications between the two nodule sizes. 5 Such a test can be carried out using the SAS procedure GENMOD with sample variance of replications for each nodule as the response and nodule size as the independent variable; identical p-values are obtained for wSD and RC. The same SAS procedure was used to test the equality of wCV between the two nodule sizes with observed individual wCV (calculated from the 10 replications for each nodule). Again the identity link and independent working correlation structure were used in SAS procedure GENMOD.
From Table 3 , the wSD is larger for larger nodules and increases with slice thickness. The RC shows the same pattern because it is equivalent to wSD, but with a different interpretation. 5 The wCV, on the other hand, does not exhibit this trend because it is a function of both the standard deviation and the nodule size (i.e. wSD/mean) and thus is proportional to the magnitude of the lesion's size. One needs to be cautious in interpreting the test on equality of wCVs because a difference of 10% wCV for a large nodule (e.g. 10% of true volume 452.5 mm 3 is 45.25 mm 3 ) does not have the same meaning as a difference of 10% wCV for a small nodule (e.g. 10% of volume 56.6 mm 3 is 5.66 mm 3 ), particularly if we think that a 5.66 mm 3 difference in volume among replications is acceptable, while a 45.25 mm 3 volume difference is not. The precision can also be evaluated by the ICC, which is a measure of the agreement between the 10 replicated measurements of the CT volumes. The estimated ICC values are greater than 0.8 for the measurements of the small nodules but are 0.8 or less for the measurements of the large nodules. Note that the ICC is a relative index; it depends on the between-nodule variability. Since the between-nodule variability differs in magnitude for small and large nodules, the ICCs of the small and large nodules are not comparable.
Agreement between measured and true volumes
Bias and precision provide two separate evaluations of algorithm performance, but they do not provide the aggregated impact of bias and precision on the agreement between the measured volume and the true volume. 5 There is a trade-off between bias and precision, and different agreement indices evaluate this trade-off differently. We next consider several aggregate measures of the algorithm's performance.
Two different kinds of limits of agreement (LOAs) may be considered for data with replicated measurements. The first kind of LOAs has to do with the distribution of the difference between a measured volume and the true value for a random replication for a given nodule, where the distribution is across replications and this distribution is assumed to be the same for all nodules. Specifically, consider the differences of all replicated volumes and the true volume for a given nodule, i.e. Y ijkl À X j À Á for all k replications of nodule i. We are interested in knowing the limits within which 95% of such replicated differences fall for a given nodule size j and slice thickness s. Assuming such limits are the same for all nodules, given nodule size j and slice thickness s, the LOAs are estimated as follows
where " D js and d wSD js are the bias and precision estimates in Tables 2 and 3 , respectively (see Appendix 1 for the derivation). Note that bias and precision contribute aggregately to the estimates of LOAs. Also note that it is much easier to show that an algorithm's mean bias is within an acceptable difference of AEd 0 than it is to show 95% of the replicated differences are within AEd 0 .
The second kind of LOAs considers the distribution of the difference between a measured volume and the true value for a randomly chosen nodule, where the distribution is across nodules, rather than across replications. Such 95% LOAs are expressed as
Tjs q , which includes variations from within (wSD 2 js Þ and between ( 2 Njs ) nodules, as well as variation of true volumes ( 2 Tjs ) across nodules and the mean bias (D js ¼ P 8
i¼1 " D js =8) (see Appendix 1 for derivation of SD js and its estimation). We consider this second kind of agreement index here.
Following Bland and Altman 19 on estimating LOAs by using data with replicates, wSD 2 js can be estimated by d
is the sample variance of mean differences
where " Y ijs is the mean of the 10 replicates. Table 4 presents the agreement assessment based on these LOAs, as well as two other measures of agreement: the total deviation index (TDI) with 80 and 95% coverage probability (CP), and the CP for acceptable differences of 10 and 50 mm 3 . 5 The TDI_80% and TDI_95% are computed nonparametrically by using the quantile regression with SAS procedure QUANTREG, where the response is the absolute difference of measured and true volume, with intercept term only and with quantiles set at 0.8 and 0.95. The CP_10 and CP_50 are estimated as the proportion of the absolute difference less than or equal to 10 or 50, respectively. 5 The same CP estimate can also be obtained by fitting a GEE model in SAS procedure GENMOD, where the binary response takes a value of one if the absolute difference of measured volumes and true value is less than or equal to 10 (or 50) and takes a value of 0 otherwise. The CI for the TDI estimate was obtained by the bootstrap method, where bootstrap samples were taken at the level of nodules to account for within-nodule correlation. Then, with bootstrap samples as data input, the bootstrap percentile method can be performed by SAS procedure QUANTREG. To account for within-nodule correlation, the empirical standard errors were used to construct the CI for CP where the logit link and independent working correlation were specified in the GENMOD procedure.
If there is no systematic bias and the difference is normally distributed, we expect the LOAs and (ÀTDI, TDI) to be similar. Since there are positive biases as indicated in Table 2 , the LOAs are not symmetric around zero. The upper limit of LOA_80% is larger than the TDI_80%, while the upper limit of LOA_95% and TDI_95% is similar due to limited data at the 0.95 quantile. If we require 80% differences to be within 10 and 50 mm 3 between measured and true volumes for small and large nodules, respectively, then we would conclude that the algorithm is acceptable based on the TDI index, but not acceptable based on the LOA index due to its asymmetry. The same conclusion can be made based on CP_10 ! 80% for small nodules and based on CP_50 ! 80% for large nodules.
QIBA 3A project
The QIBA CT Volumetry Technical Committee is investigating the hypothesis that volumetry is an effective method for quantifying treatment-induced changes in tumor volume, and ultimately, changes in the health status of patients with cancer. The committee is conducting work to identify and evaluate volumetry methods in collaboration with Food and Drug Administration To do this, a variety of experimental projects including this one have been undertaken. One of these efforts, known internally as ''3A,'' has been instituted to study and report on algorithm performance. The 3A study has been conducted to evaluate the technical performance of algorithms applied on synthetic nodules from CT scans of anthropomorphic phantoms. The study was organized as a public ''challenge.'' Twenty-two unique synthetic lung nodules varying in size (5À40 mm), shape (spherical, elliptical, lobulated, spiculated), and density (À630, À10, þ100 HU) were constructed. The nodules (possibly the same nodule) were placed in various locations and in different slice thicknesses such that each unique nodule was imaged multiple times. Details of the phantoms and synthetic nodules can be found at www.qi-bench.org. Anonymized participants associated from academic and commercial algorithm developers then downloaded the study data from QI-Bench, 2 performed their volumetric algorithm on each of the data lesions, and reported the anonymized lesion volume results using the RSNA-provided ID to replace the participant organization's name. Study 3A proceeded in two phases, a pilot and a pivotal, using disjoint input data. The pilot collected 97 observations from each of 12 participants, and the pivotal phase collected 408 observations from each of 10 participants. For this paper, we randomly selected data from the pilot phase based on four randomly selected participants. This was intentionally done for purposes of providing an example, without intending to either completely analyze all the available pilot data or to represent actual participants; thus, the results do not represent the findings of the QIBA 3A study. This resulted in a total of 90 observations on 22 physically unique lesions by each of the four participants. Each participant used a different algorithm to measure lesion volume and we thus evaluate the performance of these four algorithms below.
Profile of algorithms' bias and reproducibility
There are several goals for the analysis of these data. The first goal is to characterize the range of performance of a group of algorithms in measuring nodule volume. Thus, we begin with an overall profile of algorithms' performance (bias and precision). The true volume of the nodules ranged from 282.35 to 34,389.21 with three groups: (1) 36 observations on 10 unique nodules with 8 and 10 mm nominal diameters where the true volume ranges from 282.35 to 706.75, (2) 44 observations on 10 unique nodules with 20 mm nominal diameter where true volume ranges from 4207.83 to 5279.07; and (3) 10 observations on two nodules with 40 mm nominal diameter where the true volume ranges from 33,781.46 to 34,389.21. There are multiple observations on each unique nodule because each nodule was placed in different locations of the lung and/or different slice thicknesses were used. Table 5 provides the estimated individual bias (i.e. for each unique nodule, the bias is the mean of the differences between an algorithm's measurements and the true volume of the nodule) and individual reproducibility 6 (i.e. within-nodule standard deviation) for each of the 22 physically unique nodules. Figures 1 and 2 are the plots corresponding to the data in Table 5 for individual bias and reproducibility, respectively, at the nodule level.
Comparison of algorithms' bias for measuring tumor volume
Our second goal for this study is to identify the best algorithm among the competing algorithms. We begin with a comparison of the algorithms' bias. From Table 5 , the bias tends to be associated with nodule size, but the bias does not seem to be proportional to the nominal diameter nor to the true volume. Thus, when comparing the algorithms, we compare the bias according to the three groups of nodule size (defined by the nominal diameter). We observe that there is still substantial variation in bias among nodules with similar nominal diameters; this variation may be due to the physical characteristics of the nodule, e.g. shape and density, or due to the image slice thickness. Table 6 provides the summary statistics of the mean bias by nodule group and algorithm. Pairwise comparisons of the algorithms were performed within each nodule group via GEEs while accounting for the correlation among multiple measurements made on the same nodule by different algorithms. This can be accomplished by SAS procedure GENMOD with the observed bias as the response variable and algorithm as the independent variable with an identity link. The pairwise p-values were obtained through the contrast statement in SAS. Table 7 presents the p-values adjusted for multiple comparisons. Sidak's method 20 that controls the family-wise error rate (FWER) was used for each column. The method performs pairwise tests on differences between means with levels adjusted according to Sidak's inequality, which is a technique slightly less conservative than the Bonferroni procedure.
Using the results in Tables 6 and 7 , we make the following conclusions. For nodules with 8-10 mm diameter, algorithm 2 had significantly smaller bias than algorithm 3. For nodules with For each synthetic nodule, an equivalent diameter is approximated as a rounded representation of the diameter that a sphere would have if it had the same volume as the nodule. This is provided as a means to establish categories of size in a form intuitive to practicing clinicians and useful for stratifying the statistical results. b n is the number of observations by each algorithm for a given nodule. Figure 2 . Plot of within-nodule SDs for 22 unique nodules ordered from smallest to largest volume (in mm 3 ). Note that there is no standard deviation (SD) estimate for nodule #6 because there was only one measurement for this nodule. 20 mm diameter, algorithms 1 and 4 had significantly smaller bias than algorithms 2 and 3. For nodules with 40 mm diameter, algorithms 1, 3, and 4 had significantly smaller bias than algorithm 2. Overall, algorithm 1 seems to perform better in terms of bias across different nodule sizes.
Comparison of algorithms' reproducibility for measuring tumor volume
Continuing with our second goal for this analysis, we now compare the algorithms' precision. Reproducibility, not repeatability, can be assessed in the QIBA 3a study because the multiple measurements taken on the same nodule come from different images of various slice thicknesses and various placements of the same nodule in the lung (i.e. reproducibility conditions). 6 Similar to bias, the within-nodule reproducibility tends to be worse (within standard deviation larger) for larger nodules, and this precision may not be proportional to the nominal diameter nor to the true volume. Thus, we evaluate the algorithms' reproducibility also within the three groups of nodule size. Again there is substantial precision variation among nodules with similar nominal diameter and this variation may be due to the physical characteristics of the nodule. We averaged the precision estimates across nodules in the same nodule size group by averaging the within-nodule sample variances (rather than SDs). The group within-nodule SD is obtained as the square root of the averaged within-nodule sample variance (Table 8) .
A traditional scaled index of reproducibility is the ICC 5 (note that the within-nodule SD is an unscaled index). For comparison in Table 8 we also present the estimated ICCs by nodule size and algorithm as well as the overall ICCs. Due to the ICC's dependence on the between-nodule variability, the ICC values by the same algorithm are not comparable across the three different Testing equality of the within-nodule SDs is equivalent to testing the equality of the mean withinnodule variances between algorithms. Thus, pairwise comparisons of the precision among the algorithms were performed via GEEs while accounting for the correlation among multiple measurements made on the same nodule by different algorithms. This can be accomplished by SAS procedure GENMOD where the response variable is the observed within-nodule sample variance and the independent variables are group and algorithm with an identity link. The pairwise comparison p-values were obtained through the contrast statement in SAS. Table 9 presents the p-values adjusted for multiple comparisons with Sidak's FWER-controlling procedure. 20 Using the results in Tables 8 and 9 , we might make the following conclusions. For nodules with 8-10 mm diameter, large differences were observed between algorithms 1, 2, and 4 versus 3. With nine nodules we have insufficient power to detect differences, so we would conclude that a larger study, or meta-analysis, is needed. For nodules with 20 mm diameter, algorithms 1, 2, and 4 had significantly better precision than algorithm 3. For nodules with 40 mm diameter, there is again insufficient evidence to claim one algorithm is better than the other, given the small sample size.
Comparison of algorithms' agreement with true tumor volume
In Sections 4.2 and 4.3 we compared the algorithms' bias and precision separately to determine which algorithm(s) was superior for each metric. However, due to the inherent trade-off between bias and precision, it is often of interest to evaluate the algorithms' performance in terms of agreement with the true tumor volume, where the measure of agreement takes into account both bias and precision. 4 Similar to the first example, in Table 10 agreement is assessed by the unscaled indices of LOAs and TDI with 80 and 95% CP, as well as the CP for acceptable differences of 200, 500, and 1000 mm 3 , respectively, by nodule size and algorithm. (We are treating the repeated measurements on the same nodule as measurements from different nodules for illustration.) Due to the observed bias in Table 6 , the LOAs are not symmetric around zero and they tend to shift to the left for algorithm 2 and to the right for algorithm 3. For almost all scenarios, the absolute value of the estimated TDI is smaller than the maximum of the absolute values of the LOAs. To compare the algorithms to determine which one provides measurements closest to truth, we would be interested in the algorithm that provides a large percent, p, of measurements that are within an acceptable distance, d, to the truth (CP_d), or conversely, provides a small distance d between measurement and truth that is achieved with an acceptable probability p (TDI_p). (Note that LOA_p is also useful here, but is asymmetric, in contrast with TDI_p, and thus not as focused on measurements being within a distance from the truth.) Based on the estimated TDI_80% and TDI_95%, algorithm 1 tends to perform better than the other algorithms: algorithm 1's measurements are closer to the truth than the other algorithms for smaller nodules, similar to algorithm 4 and better than algorithms 2 and 3 for medium nodules, and similar to algorithm 3 and better than algorithms 2 and 4 for large nodules.
A plot of the observed absolute difference versus the CP (points are connected by straight lines) is referred to as the CP curve, and it provides a visual examination of the algorithm's performance over the range of possible differences between observed and true volume. The estimates of CP_200, CP_500, and CP_1000 in Table 10 provide three points on the curve. Figure 3 illustrates the estimated CP curves by algorithm and nodule size group. For nodule sizes of 8 and 20 mm diameter, algorithm 1 seems to perform better than the other algorithms, whereas all four algorithms perform similarly for nodule sizes of 40 mm diameter. Overall, algorithm 1 performed better than the other algorithms when all three groups of nodules were combined.
Comparison of algorithms' performance for measuring tumor volume change
The third goal of our analysis is to estimate and compare the algorithms' performance in measuring tumor volume change. In Section 5 we use the VOLCANO study to answer this question directly for the scenario of no real change. Here, we illustrate how to use the individual nodule volume measurements from the algorithms in the QIBA 3a study to assess the performance of the algorithms for measuring tumor volume change.
Nonparametric estimation
The first step is to estimate the algorithms' precision for measuring tumor volume change. There are several approaches to estimating the precision. A simple approach is to use the nonparametric estimates of within-nodule SD from Table 8 . Note that the four algorithms' within-nodule SD estimates increase as the size of the tumor increases. We apply equation (2) for estimating the precision of the change in tumor volume since it does not require the assumption that the SD is constant over the range of lesion sizes. Note that we cannot use equation (3) since we do not have an estimate of the within-nodule correlation; thus, our estimates from equation (2) represent an upper bound on the SD. Table 11 summarizes the estimated SD of the change in tumor volume as a function of the lesion size at two time points. Note that for equation (2) to be useful for detecting true change in tumor volume, the algorithms' measurements of tumor volume need to be a linear function of the true tumor volume (i.e. linearity assumption 4, 6 ). We can assess the validity of this assumption by inspection of the algorithms' bias, which should be linear (Table 6 ). From Table 6 we note the assumption of linearity is reasonable for algorithms 2 and 3, i.e. it is plausible that measurements by algorithms 2 and 3 are consistent with the relationship:
where YðtÞ is the measurement by an algorithm at time t, XðtÞ is the true size of the tumor volume at time t, and "ðtÞ is the random error at time t. When linearity is present, we can claim that a change based on Y is equivalent to a change in true volume.
Consider several examples of assessing tumor change. Suppose at a first time point, we estimate a tumor's volume with algorithm 2 to be 507 mm 3 and then at a second time point we estimate the same tumor to have a volume of 285 m 3 . We want to assess whether this change represents a true change in the tumor's volume or whether this change is due to measurement error. From Table 6 , Table 8 , and equation (2), the SD of the difference is estimated to be ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 Â 93:99 2 p ¼ 132.9. Thus, we compute a z-value: (507-285)/132.9 ¼ 1.67, and comparing this to a standard normal distribution, we interpret it as: there is a 10% chance of observing a difference in the tumor's volume as large as we observed given it is just due to measurement error.
As a second example, from Table 10 we estimate that we would be nearly 100% confident that a tumor change from 535 to 4510 mm 3 represents a true change in the tumor volume (i.e. SD of difference ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 93:99 2 þ 388:36 2 p ¼ 399.57, z-value ¼ (4510-535)/399.57 ¼ 9.9). If it is believed that a tumor has changed in volume, clinicians often need to know the magnitude of the change. We can construct a 95% CI for the measured changed; for the second example this interval is 4510 À 535 ð ÞAE1:96 Â 399:57 or [3192, 4758] . Note that this is the CI for the algorithm's measured change in the tumor's volume. To construct a CI for the true change in the tumor's volume, the linearity assumption must hold and we must know the value of the coefficient b in the relationship:Y t ð Þ ¼ a þ bX t ð Þ þ " t ð Þ. 4 From the QIBA 3a study the point estimate of b is 0.93 from a simple least-squares linear regression; however, we recognize that a better approach to estimating b is through a meta-analysis of existing literature. 21 For illustration purposes, let b ¼ 0.93. Then a 95% CI for the true change in the tumor's volume is 4510 À 535 ð Þ =b AE 1:96 Â 399:57=b 2 or [3369, 5180]. Note that for algorithms 1 and 4 the assumption of linearity is not consistent with the estimates of bias in Table 6 . Thus, we cannot assume that an estimate of change in Y is equivalent to the same magnitude of change in true volume. The mean tumor volume for tumors 8-10 mm was 535 mm 3 , for 20 mm tumors was 4510 mm 3 , and for 40 mm tumors was 34,085 mm 3 .
Parametric modeling
Instead of using the nonparametric estimates of the within-nodule SD from Table 8 , we can use statistical models to estimate the reproducibility of the algorithms, thus answering the question of whether or not we are 95% confident that a true change has occurred. For a new lesion, the reproducibility interval (RI) can be defined as the interval within which 95% of differences between two repeated measurements are expected to fall when the measurements are taken under different conditions. In contrast, repeatability refers to closeness of agreement between repeated measurements taken under the same conditions. 5, 6 A condition that changes over repeated measurements may be considered to have either random or fixed effects on the measurement. If the conditions under study are all considered to have random effects, then typically the RI takes the symmetrical form ðÀRDC, RDCÞ, where RDC is called the reproducibility coefficient, the least significant difference between two measurements taken under different conditions. 5 If some of the conditions under study are considered to have fixed effects, then the RI can be asymmetric, as we will show below for the QIBA 3a study. Note that the RI is specific to the set of conditions under study. These conditions need to be stated along with the reporting of any RI. Note that conditions other than those under study may be present in any given clinical situation and may change over repeated measurements.
For the QIBA 3a study, let Y itk denote the kth volume measurement by an algorithm on nodule i with slice thickness t, where i ¼ 1, 2, . . . n, t ¼ 0:8 or 5 mm, and k ¼ 1, 2, . . . , K it . Consider the mixed effects model
with overall mean , random effect i $ Nð0, 2 Þ for lesion i, fixed effect t for slice thickness t, random lesion by slice-thickness interaction effect ðÞ it $ Nð0, 2 Þ, and random effect " itk $ Nð0, 2 " Þ for measurement k within lesion i and slice thickness t. For identifiability, set 0:8 ¼ 0. From equation (4), the difference d new ¼ Y i new tk À Y i new t 0 k 0 between two measurements Y i new tk and Y i new t 0 k 0 taken on new lesion i new but with different slice thicknesses t ¼ 5 mm and t 0 ¼ 0:8 mm, respectively, has mean ¼ 5 À 0:8 ¼ 5 and variance equal to Vd new ¼ 2ð 2 þ 2 " Þ. Let be the estimate of with variance V. Considering that d new À has mean 0 and variance Vd new þ V by independence of d new and, the RI is
Note this RI is asymmetrical, depending on the sign, the estimate of the fixed effect for slice thickness. For the QIBA 3a data, the slice thickness effect (Table 12 ) and the RI (Tables 13 to 16 ) of the algorithms are compared for each of three groups of nominal lesion diameters 8-10, 20, and 40 mm. To estimate, V, and Vd new , we used SAS Proc Mixed to obtain restricted maximum likelihood (REML) estimates and substituted these into the formula for Vd new and equation (5) .
For a given group of nodule diameters, the sign and magnitude of the slice thickness effect varied by algorithm (Table 12) . For algorithm 4, the slice thickness effect for two of the groups was statistically significant.
For lesions with diameters 8-10 mm, RI for algorithm 1 volume measurements was (À248, 294) mm 3 , the interval within which 95% of differences are expected to lie between a measurement taken with slice thicknesses 5 mm and a measurement taken with slice thickness 0.8 mm (Table 13) . A difference below À348 mm 3 or above 294 mm 3 can be said to a significant difference in the measured volume. To the extent that the measured volume is linear in the true volume, a significant difference may indicate a difference in the true volume. As a percentage of the average true volume 524.95 mm 3 for these lesions, the RI interval is (À47.3, 56.1%).
Suppose linearity with unit slope can be assumed within each slice thickness, that is
where X it is the true volume for nodule i on the occasion when slice thickness t is used to take the measurement. In the QIBA 3a study, the expected difference in measured volume d i ¼ Y it À Y it 0 for nodule i using slice thicknesses t and t 0 is ¼ t À t 0 (¼ t , the slice thickness effect) because by design true volume is unchanged. However, in practice, for new lesion i new volume may have changed, thus Eðd new Þ ¼ t À t 0 þ X i new t À X i new t 0 . Therefore d new À has mean X i new t À X i new t 0 , the true change in volume, and variance Vd new þ V. Thus, a 95% CI on the true change in volume is
The estimate d new À of true change adjusts for, which estimates t À t 0 , the difference in the intercepts in the linearity equations for the two slice thicknesses. For example, for algorithm 2, suppose a tumor has an initial estimated volume of 508 mm 3 using 0.8 mm slice thickness. At a second occasion, suppose the estimate using 5 mm slice thickness was 226 mm 3 . Adjusting for fixed slice thickness effect of 11.51 with standard error of 40.14 (Table 13) , the estimated true change in volume is (226À508) À11.51 ¼ À293.51 with 95% CI À293.51 AE 1.96 * (147.9 2 þ 40.14 2 ) 1/2 ¼ (À593.9, 6.9).
In the QIBA 3a study, slice thickness was controlled to be either 0.8 or 5 mm. Thus, slice thickness was modeled as having fixed effects on the algorithm measurements. For other studies, the condition(s) being varied may be regarded as having random effects, e.g. day, instrument, operator, clinical site, reader, etc. For a model of random effects for slice thickness that corresponds to the model in equation (4) and for the calculation of RI under this model, see Appendix 1. The RDC results are provided in Table 8 for comparison within its nonmodeling counterpart. In Appendix 1, RDC is shown to be greater than a similar nonmodeling counterpart because RDC includes expressly the variation due to the level of a condition being changed between two measurements.
Volcano '09 project
The mission of the VOLCANO 23 is to advance the state of the art in quantitative lesion change evaluation from image data with an initial focus on pulmonary nodules in CT scans. A major goal of the VOLCANO program is to provide a public set of reference image datasets with extensive documentation. These data sets may be used to benchmark the performance of new image analysis methods. Further, VOLCANO will provide a standardized comparative analysis to other methods. To date, two VOLCANO studies have been conducted that establish image documentation: VOLCAMAN '09 which evaluates a set of different computer algorithms on a change-in-size measurement task and VOLCAMAN'10 which evaluates experienced radiologists on the same task. A subset of the former study was available for analysis in this paper. The VOLCANO'09 Challenge was part of the Second International Workshop on Pulmonary Image Analysis held in conjunction with MICCAI 2009. The data for this competition was prepared for inclusion in the Public Lung Database To Address Drug Response and was provided by the Weill Medical College of Cornell University. The dataset consisted of several subgroups: (a) zero-change cases, (b) zero-change cases with different slice thickness scans, (c) cases with actual size change, and (d) a synthetic nodule case. Both the zero-change cases have images acquired within a few minutes and therefore there is no change in the actual lesion size. The (b) subset, zero-change with a slice difference, was selected to evaluate the bias introduced by a slice thickness change between scanner protocols for the two images. The real change cases were to explore changes in size other than zero although we do not have the true value for these cases. The single phantom case was included to test if the behavior on the phantom data was comparable to the performance on real lesions.
For response to therapy the appropriate measurand has been identified as the proportional change in size rather than the absolute size as, for example, the recommendation first of the World Health Organization in 1981 24 then of RECIST. 25 Similarly, for diagnosis of cancer, the appropriate measurand is the growth rate, which is derived from the proportional change in size over time. 9 Further, following the tradition of RECIST, the proportional change is made relative to the baseline or first size observation; i.e. given that a lesion starts with a volume size measurement of V1 and at a later time has a volume V2, a typical measurand is ((V2 À V1)/V1). This is the measurand used in the VOLCANO study.
In the challenge instructions, participants were invited to download the CT images and to complete a spreadsheet in which the change in size measurement for the nodule in each image pair was recorded. Responses from 13 teams from both academia and industry were received with size change results for a total of 17 different methods. Of the 17 computer algorithm methods evaluated only one did not require any human participation in the measurement process. For the purposes of this paper, we have nine cases (i.e. nine nodules from nine patients) in which the amount of actual change is unknown and nine cases (i.e. nine nodules from nine different patients) from a test-retest design where the subjects were re-measured after an interval of a few minutes and therefore there is no real change in the nodule size. The change measurements from six different algorithms were provided for each nodule. Figure 4 illustrates an example of the study images. The first and middle columns illustrate image slices through the nodule, while the last column represents a three-dimensional representation of the nodule generated by one of the algorithms.
Assessment of bias in volume change measurements
In this analysis we first characterize the performance of the algorithms for measuring the change in tumor volume, then we test the null hypothesis that the agreement with the true value (i.e. no change) is equivalent across the algorithms. The assessment of agreement with no change is based on data from the nine cases with no true volume change. Figures 5 and 6 illustrate the proportional change measurement by nodule and algorithm, respectively. The estimated change is quite large for nodule #3 compared with the other nodules (see Figure 5 ). For this nodule the estimated change is 0.09, whereas the estimated mean change (across nodules) is 0.01. The estimated mean change ranges from 0.006 for Algorithm D to 0.02 for Algorithm E (Figure 6 ). There does not appear to be a relationship between baseline nodule size and measured change ( Figure 5 ). In a simple regression of measured change on baseline lesion size, neither slope nor intercept was significantly different from zero for any of the algorithms, suggesting that the measured change is not linearly related to the lesion size and that the mean change does not differ from zero, respectively. 5 This finding is expected since the change measurement is a proportional change measurand. Figures 5 and 6 also indicate that the differences in measurements between algorithms are small relative to the between-subject variability. In a two-way ANOVA with nodule and algorithm as two fixed factors, there was no significant algorithm effect (p ¼ 0.789; see Table 16 ). The nodule effect was significant (p < 0.01), however, suggesting that the noise introduced by performing the scan at two different times varied between nodules. Similarly, we ranked the absolute value of the proportional change measurements, then applied Friedman's nonparametric test with nodule being the blocking variable. We tested the null hypothesis that the algorithms are similar with respect to their agreement with zero change versus the alternative hypothesis that one or more algorithms differ. The p-value was 0.909, indicating no evidence that the algorithms differ. The open-source R software package for two-way ANOVA and Friedman's rank sum test was used for the analyses.
The LOAs 19 of the algorithms with a hypothesis of no change in tumor volume can be calculated in order to assess the distribution of the difference between a measured change in tumor volume and a change of zero for a randomly chosen nodule, where the distribution is across nodules (i.e. the second kind of LOAs from Section 3.3). The LOAs are illustrated in Figure 7 for the six algorithms. Interestingly, Algorithm C, with the second highest mean change but smallest between-patient variability, has the narrowest LOA.
The second goal of the analysis is to test algorithm performance against a specified performance claim. If there is no agreed upon performance criterion, we might consider a range of values. Figure 8 illustrates the CP plot of the six algorithms using the parametric estimates of the CP. 5, 26 The proportion of nodules with bias less than an agreement criterion varying from 0.01 to 0.1 is plotted for each algorithm. Algorithm C offers the best CP. On the other hand, we may decide a priori that a 30% change in tumor volume is clinically relevant, and we would like to compare the algorithms' ability to detect this change. For the nine test-retest cases where there is no change, the proportion of cases with a change <30% is an estimate of the specificity. For this small dataset, none of the six algorithms reported a change exceeding 30% (estimated specificity of 1.0 with lower 95% confidence bound of 0.67). 27 
Assessment of agreement
The last goal for this analysis is to measure the agreement among the algorithms for measuring change in tumor volume and determine which algorithms agree best. The assessment of agreement is based on the pooled results of the nine cases where the change in tumor volume is known to be zero and the nine cases where the change in tumor volume is unknown. For illustration purposes, we use the total deviance index here to describe the agreement among the algorithms. We first set the predetermined boundary for the proportion, 0 , to represent, say, 90% of the differences. Pooling over all tumors and algorithm comparisons, 90% of the absolute differences between the algorithms are less than 0.1639 (16.39%). Table 17 summarizes the estimates of TDI_90% for the pairwise comparisons between algorithms. Algorithm D tends to have the highest TDI_90% values, suggesting that the proportional change measurements from algorithm D differ the most from the other algorithms' measurements.
Discussion
In order to apply a quantitative imaging algorithm in practice, clinicians need to know the error in their measurements. If the task is to measure the absolute volume of a pulmonary nodule and if a phantom accurately represents these nodules in image presentation, then the phantom studies described in this paper provide direct information on the desired measurement error. In the case of pulmonary nodule measurement, however, an important clinical task is size-change measurement. Actual nodules have a much wider range of presentations than can be represented by phantoms; thus, it is difficult to generalize results on size-change measurements from simulated nodules to actual nodules.
In the VOLCANO study, real nodule image data are involved and the size-change issue is directly addressed. Measurement reproducibility may be determined, as well as the agreement between different measurement methods. However, without the true value it is not directly possible to estimate the measurement error of the size-change measurements. The only time the true value is known is for zero-change cases for which precision and bias may be determined but only for the measurement value of zero. For real, nonzero change cases only the degree of agreement between different algorithms may be determined. Also, the practical small sample size limitation constrains the range of image presentations that can be evaluated.
For the volumetric measurement of pulmonary nodules the large range of nodule size is a further complication for analysis. Algorithms typically have an optimal range at intermediate sized nodules where the measurement error is low. Higher error is experienced both at the lower end of the measurement range where noise and partial pixel effects are prominent and also at the higher end of the range where the nodule has a more complex shape and interacts with other lung structures. It is important that one never extrapolate results across lesion sizes. Collaborative efforts are necessary to characterize imaging test performance with respect to specified intended clinical uses, given that the sources of variability are not all understood or no single study design suffices. Such collaboration requires a common understanding of the critical performance factors and a consistent approach to expressing them. It is important to remember that quantifying the performance of a biomarker-determining its fitness for a given purpose-is its own scientific undertaking. This paper provides examples of how the quantitative results from images can be evaluated to establish the technical characteristics of these measures when used as noninvasive biomarkers. The results are highly informative to QIBA in identifying performance characteristics and setting target levels, as well as providing insight for each participant into the specifics of how their method performs relative to their peers. Efforts such as the 3A and Volcano challenges set in place a theoretical framework for how to assess and compare algorithms.
RDC specifically includes the variance components 2 and 2 due to using different slice thicknesses when making two measurements. When slice thickness does not change between the two measurements, these variance components vanish and RDC becomes RDC S ¼ 2:77 " Because nodules are re-positioned in QIBA 3a, conditions are changing and thus we still consider 2:77 " as being a reproducibility coefficient when some conditions change but others are held constant. In general depending on the design of an experiment, when the random factors being modeled are held constant, 2.77 times the square root of the residual error variance could be regarded are the repeatability coefficient, the least significant difference between two measurements taken under the same conditions. 5 For each algorithm, we estimated RDC (mm 3 ) and RDC S for each of the three groups of nodules with diameters 8-10, 20, and 40 mm (Tables 18 to 20) . We used SAS Proc Mixed to obtain REML estimates of the variance components. We also obtained these RDCs as a percent of the true volume.
For algorithms 2 and 3, the variance component estimates for slice thickness and slice thickness by nodule interaction were, in general, small relative to the error variance estimate, resulting in an RDC similar to RDC S for all three nodule groups. In contrast, for algorithms 1 and 4, variance components involving slice thickness were large, resulting in an RDC larger than RDC S . For example, for lesions 40 mm in diameter, algorithm 4 has a large variance component for slice thickness, resulting in an RDC as a percent of true volume of 12.9% compared with 3.8% for RDC S .
As an alternative to model (6), a model may be used that does not specifically separate from residual error the variance components due to changing slice thickness. Consider the one-way random effects model Within lesion Total SD is square root of sum of variance components for Slice Thickness (Thc), the slice thickness by lesion interaction (Thc*Les), and error.
We now show that except in trivial cases RDC 4 2:77 Â EðMSEÞ in the balanced case of the same number of repeated measurements for all cases i and slice thicknesses s, where RDC is computed under model (6) and MSE is computed under model (8) . That is, by not modeling explicitly the variance components due to slice thickness and defining the reproducibility coefficient explicitly as the least significant difference when slice thickness changes between measurements, 2:77 Â MSE will tend to underestimate RDC.
To index for slice thickness, rewrite model (8) as
where in the balanced case i ¼ 1, 2, . . . , n, t ¼ 1, 2, . . . , T, and k ¼ 1, 2, . . . , K. From model (9), the REML estimate of 2 is MSE ¼ SSE=dof, where sum of squares SSE ¼ P n i¼1 P T t¼1 P K k¼1 ð y itk À y i Þ 2 has degrees of freedom dof ¼ nðSK À 1Þ. This REML estimate is unbiased, i.e. the expectation EðMSEÞ ¼ 2 . In the balanced case, the analysis of variance for model (6) is as follows:
Factor a
Dof SS E(MS)
Les*Thc (n À 1)(S À 1) K P n i¼1 P S s¼1 ð" y is À "
Error nS(K À 1) P n i¼1 P S s¼1 P K k¼1 ð y isk À y is Þ 2 2 " a Factors are lesion (Les), slice thickness (Thc), slice thickness by lesion interaction (Les*Thc), and Error.
From this analysis of variance table, SSE under model (9) is the sum of the sum of squares SSThc, SSLes Ã Thc, and SSError because they are mutually orthogonal. By multiplying the respective expected mean squares by their degrees of freedom, summing, and dividing by dof, we see that MSE under model (8) has under model (6) the expectation
Note EðMSEÞ equals reproducibility variance 2 þ 2 þ 2 " only in the trivial cases K ¼ 1 or 2 ¼ 2 ¼ 0, but otherwise EðMSEÞ 5 2 þ 2 þ 2 " . Thus, from equation (7), 2:77 Â EðMSEÞ 5 RDC except in the trivial cases.
