Positivity and boundedness of solutions of impulsive reaction-diffusion equations  by Lakshmikantham, V. & Drici, Z.
ELSEVIER Journal of Computational and Applied Mathematics 88 (1998) 175-184 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Positivity and boundedness of solutions of impulsive 
reaction-diffusion equations 
V. Lakshmikantham a'*, Z. Drici b,1 
aFlorida Institute of Technology, Applied Mathematics Program, Melbourne, FL 32901, USA 
b Department of Mathematics, Illinois Wesleyan University, Bloomington, IL 61701, USA 
Received 23 August 1997 
Abstract 
Employing the generalized quasilinearization f rnonlinear reaction-diffusion equations, existence of positive bounded 
solution is proved. (~) 1998 Elsevier Science B.V. All fights reserved. 
Keywords: Impulsive reaction-diffusion equations; Positive solutions 
AMS classification: 35K57; 34K55; 34A35 
1. Introduction 
Recently [1], the generalized method of quasilinearization (MQL) was extended to impulsive 
reaction-diffusion equations with impulses at fixed moments of time. This well-known method pro- 
duces, under suitable conditions, sequences of lower and upper solutions which converge monotoni- 
cally and quadratically to the unique solution. The fact that the successive approximations have the 
two desired qualities of monotonicity and rapid convergence have made this method an attractive 
tool for applications. In this paper, we extend the results obtained in [1] to discuss other qualitative 
properties of the solution, such as positivity and boundedness. 
2. Preliminaries 
Let f2 be a bounded open domain in ~m and let ~f2 be the boundary of  O. For each T > 0, let 
Qr = (0, T] x t2 and Fr = (0, T] x 00. For a given partition of the interval [0, T], 0 < tl < t2 < --- < tp 
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< T, we introduce the following notation: 
34,. = {(ti,x): ti C (0, T),x C I2}, 
P 
M= [,.J M~, 
i=1 
Ni= {(ti,x); tiE(O,T);xE Of2}, 
P 
N= U N~. 
i=1 
Let ~ denote the set of functions u(t,x), u : [0, T] x Q ---. ~n with the following properties: 
(i) u(t,x) is of class C l'lt,x for (t,x)E Or\(MUN), t¢O,T; 
(ii) there exists c32u/Ox z which is continuous for (t,x)E Qt\M; 
(iii) the limits limt~/Z v(t,x) = v(t+,x) and limt_.t[ v(t,x) = v(tk,x) exist for x E ~), where v(t,x) stands 
for 
(u(t,x),ut(t,x),Ux(t,x),u~(t,x)) and Ugh= , axlOUc3x2,..., Ox2 ] 
We shall consider the following initial-boundary value problem (IBVP), of the parabolic type with 
impulsive perturbations at fixed moments of time: 
ut - Lu= f(t,x,u) in Qr\M 
Bu : ¢ on Fr\N 
u(0,x) = Uo(X) in 
(1) 
u(Gx)=lk(u(tk,x)) in I) 
for each k= 1,2, . . . ,p  and for <fi < ...  <tp<T. Here L and B are defined as follows: 
O2U On 
Lu= ~ a i , ( t ,x )~ + Z bi(t'X)~x i' 
t,J 
(2) 
3u 
Bu ---- p(t,x)u + q(t ,x)~ v, (3) 
where au/Sv denotes the normal derivative of u and v(t,x) the unit normal vector field on 8t2 for 
(t,x) e rr\N. 
For a positive real number l, let [l] denote the greatest integer not exceeding l. For A C Qr, we 
shall say that f c Cl/2't[A, ~] if f :A --~ R is continuous, the partial derivatives of f ,  with respect o 
x, up to order [l] are continuous on A, and its [l]th order partial derivatives with respect o x are 
HSlder continuous on A with exponent l - [l]. Furthermore, the partial derivatives of f with respect 
to t, up to order [1l], are continuous on A and its [½l]th-order partial derivative with respect o t is 
Hrlder continuous on A with exponent (1l) - [ ½ l]. 
We list the following assumptions of convenience: 
A0 (i) The operator 5e--~/~3t- L is strictly uniformly parabolic in QT in the sense that the matrix 
(ai]) is positive definite in Qr, i.e., there exists a positive constant K such that for 
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every  u = (Ul, U2,.. .  ,Un) ~ ~'~ 
K -~ [u[= <. ~ aej(t,x)uiuj <. glul 2, 
/j 
m 
lull= y~u~ and (t,x)cOr. 
i=l 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
(viii) 
(A1) (i) 
(ii) 
(iii) 
For each i , j  = 1,2,.. . ,m, aij, by E C~/2'~[Or, R]. 
p,q C c(l+~)/2'l+~[['~.,R], p(t x) >/O, q(t,x) >t O, and p(t,x) + q(t,x)>O on Ft. 
lk 6 C2+'[~, ~]. 
~) ~ Cl+ct/2[Cr, ~], u b E C2+~[~), ~].  
f E C~/2'=[Qr x ~,~], that is f(t,x,u) is H61der continuous in t and (x,u) with exponent 
~/2 and ~, respectively. 
3f2 belongs to C z+~. 
The IBVP (1) satisfies the compatibility condition of order [1(~ + 1)]. For a definition, see 
[2]. 
f(t,x,u) is Lipschitzian in u for a constant L>0.  
Ik(u) is Lipschitzian in u for a constant L0>0. 
The boundary 3f2 is regular, that is there exists a function h E C such that h(x) >~ O, Oh(x)/Ov 
>~ 0 on Qr, and hx, hxx are bounded. 
Definition 2.1. The function Vo(t,x)C ~ is called lower solution of (1) if it satisifes the following 
conditions: 
~'Vo <<. f(t,x, Vo), (t,x) E Qr\M, 
Bvo(t,x) <<. dp(t,x), (t,x) ~ Fr\N, 
Vo(t-~,x) <<.Ik(vo(tk,x)), XE(2, k=l ,2 , . . . ,p .  
Vo(t,x) is called an upper solution of (1) if it satisfies the reverse inequalities. 
Next, we give some comparison results. 
Theorem 2.1. Assume that 
(i) Ao(i) and A1 hold; 
(ii) v, w E ~ and that for k = 1,2 .... , p, 
~v <. f(t,x,v), 
v(t[,x) <. h(v(tk,x)), 
~w >/f(t,x,w), 
w(t[,x) >t Ik(w(tk,x)), 
(t,x) E Qr\M, 
XE~, 
(t,x) e QT\M, 
Xe~; 
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(iii) 
v(O,x) <~ w(O,x), x ~ ~, 
Bv(t,x) <<. Bw(t,x), (t,x) ~ rr\N. 
Then v(t,x)<<, w(t,x) on Or. 
Theorem 2.2. Suppose that 
(i) A1 holds; 
(ii) the functions v, w E ~ are such that 
.£¢v <~ f(t,x, a), 
v(t~,x) <<. Ik(x, a), x E :2 
.~w >1 f(t ,x,  tr), 
w(t~,x) >>. Ik(x,~), x~(~ 
for all a such that v(t,x) <~ a <~ w(t,x). 
(iii) u(t,x) is any solution of the 1BVP (1) such that 
v(0,x) <~ Uo <<. w(O,x) for x E (2 and By <~ Bw on FT\N. 
Then v(t,x) <<. u(t,x) <~ w(t,x) on Qr. 
Theorem 2.3 yields upper and lower bounds for the solution of the IBVP (1) in terms of solutions 
of corresponding impulsive ordinary differential equations. 
Theorem 2.3. Assume that A0, except for (vi), and A1 hold. Also assume that 
(i) there are functions f l ,  f2 E C[[0, T] x •, •] such that 
f l(t,u) <<. f(t ,x,u) <<. fz(t,u) for (t ,x,u)EOr × R; 
(ii) there are functions 11k,1zk E C[R, R] such that llk and lzk are nondecreasin9 in u. 
(iii) r(t) and p(t ) are the solutions of the following impulsive ordinary differential equations: 
dr 
~-=f~(t,r) ,  t/tk, k= 1,2,. . . ,p 
r(t +) = Ilk(r(tk )), 
r(O) = ro 
and 
~=f2( t , r ) ,  t¢tk,  k=1,2  .... ,p 
p(t +) = X~k(p( tk ) ) ,  
p(O) = po, 
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respectively, which exist on [0, T] and such that p(t,x)p(t) <<. Bu(t,x) <~ p(t,x)r(t) on Fr \N 
and Po <~ Uo(X) <~ ro on i2. 
Then p(t) <<. u(t,x) <<. r(t) on Or where u(t,x) is the solution of the 1BVP (1). 
To show that the limit of the monotone sequences generated in the generalized MQL is a solution 
of (1), we need to recall some of the well-known results for the linear parabolic IBVP (see [3] for 
more details) 
ut - Lu + cu =R(t,x) in Qr, 
8u 
~0(t ,x)~ v + flo(t,x)u=h(t,x) on Fr, 
u(O,x) = Uo(X) in O. 
(4) 
In order to guarantee the existence of a classical solution to (4), we assume that Aeu = ut -Lu  is 
strictly uniformly parabolic in Qr for some fixed T and that the functions h, uo, Cto, flo, f ( t ,x ,u )= 
R( t ,x ) -  cu, where c -  c(t,x), satisfy the same conditions as in (1). 
Definition 2.2. A function F(t,x; z, ~) is called a fundamental solution of the parabolic operator 
n_c = - -~-L+c  in (0, T] x R n 
if for any fixed (z, 4) E (0, T] x R n, F satisfies the equation 
n_c( r ) -  c, - L r  + c r  = 6(t - ~)~(t - ~), 
where ~ is the Dirac ~-function. 
In terms of the fundamental solution, the Green's function of the parabolic operator U-c and the 
boundary operator B can be expressed in the form 
G(t,x; z, 4) = r(t ,x;  ~, 4) + w(t,x; ~, ~), 
where x E f2 and 0 < z < t < T, and W is the solution of the linear problem 
n_~[w] = 0, (t,x) ~ (~, 7"] × ~, 
BW = -BF,  (t,x) C (z, T] x Of 2, (5) 
W(t,x; z, 4) = O, (t,x) E (0, z]. 
We define the following quantities for convenience: 
fo r(t,x; o, ~)uo(¢) J(°)(t,x) d¢, 
" ] (1) ( t 'x )  = fo Q(t,x; o, ~)u0(¢) de, 
/o'£ H(t,x) =J(O(t,x) + q)(t,x) -I- d'c Q(t,x; .c, ~)R(z, 4) d~, 
t [~x(t,x; ~/i(t'x)=2 fo dz f~a z,~) + p(t,x)F(t ,x;z,¢)]~(z,~)d¢ 2H(t,x), (6) 
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where Q is defined as 
Q(t,x; ~, ~) -- ~v(t,x; ~, ~) + p(t,x)F(t,x; ~, ~). 
]?he solution ~(t,x) of the respective integral equation (6) can be obtained by the standard method 
of successive approximations ( ee [3] for details), and this solution is as smooth as the boundary 
functions p(t,x) and qS(t,x). 
We now state an existence-uniqueness r ults for the IBVP (4). 
l'heorem 2.4. Let q = 1 and let F be H6lder continuous in x, uniformly in Or. Then for any 
continuous function (9 on I'r and Uo in (2 the boundary value problem (4) has a unique solution u 
which is H61der continuous in x, uniformly in Qr. Moreover, u can be represented by the formula 
u(t,x) = J(°)(t,x) + dr F(t,x; z, ~)R(z, ~) d~ 
+ 
where q~ is given by 
• (t,x) = 2 dz ~--(t, xz,~)+p(t,x)F(t,x;z,~) (z ,~)d~-2g( t ,x ) .  
3. Main results 
We first state a known existence and uniqueness result [1] for the solution of IBVP (1). In the 
following theorem, the generalized MQL is used to prove the existence of monotone sequences 
which converge uniformly and quadratically to the unique solution u(t,x)E ~ of (1). 
theorem 3.1. Assume that 
(i) All of Ao except for (vi) holds; 
(ii) Vo, Wo c ~ are lower and upper solutions of (1) such that Vo(t,x)<~Wo(t,x) on Qr; 
(iii) A1 holds on A= {u: Vo(t,x)<<.u<<. Wo(t,x),(t,x) E Qr\M}; 
(iv) f(t,x,u), 49(t,x,u) are such that fu and Qu E C~/2'~[0 r × ~, •], fuu(t,x,u)÷ d?uu(t,x,u)>~O and 
fb, u(t,x,u)>-O on (2; 
(v) for k= 1,2,... ,p, ik(u)=lk(u)+~kk(u), [k E C~+2[~,~] is such that i~(u) and i~(u)  exist 
and are continuous, i~uu >>- O, ~9~ >>. O, and I~(vo(tk,x)) >1 ~k~(wo(tk,x)) -- ~(Vo(tk,x)). 
Then there exist monotone sequences {v,(t,x)}, {w,(t,x)} which converge uniformly to the unique 
~olution u(t,x)c ~ of ( l )  and the convergence is quadratic. 
Since the proof of this theorem is already available in [1] we will not reproduce it here. However, 
we shall use Theorem 2.4 to show that the sequences {vn(t,x)} and {wn(t,x)) converge uniformly 
and monotonically to the unique solution of (1) on [0, T]. These steps were omitted in [1] for clarity 
but will be developed here for future reference. 
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It was shown in [1] that, on Qr\M,  
Vo(t,x) <<. v~(t,x) <<.... <<. vt(t,x) <<..." <~ wt(t,x) <<.... <~ Wl(t,x) ~ wo(t,x), 
where vt(t,x) and wl(t,x) are the unique solutions of the linear impulsive equations. 
~,¢vt = f ( t ,x ,  vt_~)+ [F~(t,x,v~_l)- 4),(t,x, wt_~)](v~ - vt-1), t#t , ,  
Bvt(t,x) = ~b(t,x), on rr /N,  
v~(O,x) = Uo(X), on O, 
vt(t+,x) ---- I~(Vt_l(tk,x) ) + []~(Vt_l(t,x)) - ~,(W~_l(t,x))](vt(tk,x)) = vt_~(tk, x), on 
(7) 
and 
5~wt = f ( t ,x ,  wl-1 ) + [F~(t,x, vt-1 ) = ~pu(t,x, wt-I )](wt - wt-x ), t ¢ tk, 
Bwt(t,x) = ~b(t,x) on Fr/N, (8) 
wt(O,x) = Uo(X) on ~), 
wl(t+,x) =Ik(wt - l ( tk ,x ) )+ f f~(vt - l ( t ,x) ) - -  t~(Wt_l(tk,x))](wl(t~,x)-- Wl_l(tk,x)), on ~) 
for k = 1,2,... ,  p. With the use of Theorem 2.4, vt(t,x) and wz(t,x) may be rewritten, for tk < t < tk+~, 
k= 1 ,2 , . . . ,p -  1, as 
vt(t,x) = J(ok)(t,x) + dz Fk(t,x; z, ~)~(z, ~) d~ 
+ dz rk(t,x; z, ~)tOk(z, ~) d~, (9) 
0 
where for tk<t<tk+l,  k= 1,2 , . . . ,p -  1, 
J(ok)(t,x) = f~ Fk(t,x; + + (tk-1, tk) × t/,,~)vl(tk,~)d~ for ( t ,x)E (2. (10) 
Fk(t,x; z, ~) is the fundamental solution of 
~-cF~ - OF~ LF~ + cF~ = 6(t - z)cS(x - ~) for any fixed (z, ~) E (t~, t~+l ) × t), 
Ot (11) 
c -- c(t,x) = - [c~u(t,x, wt-~ ) - F~(t,x, vt_~ )](vt - vt-~ ), 
• k(t ,x)=2 f tdz  f ~vk(t,x;z,~)+ p( t ,x )Fk( t ,x ;z ,¢ )~k(¢ ,z )d¢-2Hk( t ,x ) ,  
,It k ,] OQ 
Hk(t,x) =Jf f ) ( t ,x)  + 4~(t,x) + d~ Qk(t,x; z, ~)R(~, ~) d~, 
= • ÷ Qk(t,x, tl,  )vt(tL 
Qk( t,x; z, ~) = O~F~k ( t,x; z, ~) + p( t,x )Fk( t,x; z, ~). 
uvx 
(12) 
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An expression similar to (9) may be written for wl(t,x) with wt substituted for vt in (10) and (12) 
and with 
c(t,x) = - [dpu(t,x, wl-I ) - f , ( t ,x,  Vl__ i )](W/ -- Wl-- 1 ). 
Now, since the nondecreasing sequence {v,(t,x)} is bounded above and the nonincreasing se- 
quence {w,(t,x)} is bounded below they each admit pointwise limits, say lim,__.o~ v, ( t ,x)=v(t ,x)  
and lim,__,o~ w,(t,x) = w(t,x). Since v,(t,x) and Wn(t,x) E ~,  we can use standard arguments o show 
that {~,(t,x)} and {fl,(t,x)} converge uniformly to their respective limits. Then, using comparison 
Theorem 2.3, we can show that v(t ,x)= u(t ,x)= w(t,x), where u(t,x) is the unique solution of (1). 
That the convergence of the sequences to u(t,x) is quadratic was shown in [3]. 
In the following theorems we give some sufficient conditions on f and Ik so that positive and 
bounded solutions exist and can be determined using the constructive iterative method described 
above• 
Let Vo and Wo be two positive constants uch that Vo ~< Wo. For a partition to < t~ < • -. < tp < T of 
[0, T], define the piecewise constant functions v(t) and w(t) as 
f rO, 
| I I (vo)=v l ,  
= --- 
v(t) = I Ik(vk-1 ) =Ik(Ik-l(-.. (II(v0))) ---- Vk, 
/ 
[ Ip(Vp_ 1 ) = Ip(... Ik(... (11 (Vo)) -- Vo, 
Wo~ 
II(Wo) -- wl, 
w(t) = Ik(wk-1 ) = Ik(Ik-l(... (II(W0)))) ----- Wk, 
Ip(Wp-1 ) = Ip(Ip-l(. . . (I1(wo ) ) . . . ) ) = Wp, 
O<~t<<.t, 
tl <t~<t2, 
t2 < t <~ t3, 
tk <t  <~tk+l, 
tp<t<<.T, 
to <<. t <<. tl, 
tl < t <<. t2, 
tk <t  <~tk+l, 
tp<t<~T. 
(13) 
(14) 
Theorem 3.2. Assume that conditions (i), (iv), (v) of  Theorem 3.1 hold. Further, assume that 
(i) Vo, Wo are positive constants with Vo<Wo; 
(ii) f ( t ,x ,  vo)>~O, f(t ,X,  Wo)<<.O on QT\M; 
(iii) vop(t,x)<~ c~(t,x)<~ wop(t,x) on Fr\N;  
(iv) A 1 holds for  u in A= {u,v(t)<<.u<.w(t)}; 
(v) for k= 1 ,2 , . . . ,p  
f ( t ,x ,  Ik(Ik_l(...(Ii(Vo)))))>/O, f ( t ,x ,  Ik(Ik- l( . . .( I i (Wo)))))~O, 
Ik(Ik--l(Ii(vO)p(t,x))) <<. q~(t,x) <<.Ik(Ik-l(Ii(Wo))p(t,x)), 
0 <~Ik(Ik-l(... (li(Vo)))) <<.1k-l(... (11@0))) ~< V0, 
Ik( Ik- l (•'"  (/1 (flO)))) ~Zk--l('•" (11 (W0))) I> 14"0• 
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Then ~(t) and fl(t) are positive lower and upper solutions of ( I ) ,  respectively, and for any Uo such 
that Vo <~ Uo <<. Wo the impulsive IB VP (1) has a unique solution u(t,x) such that v(t) <<. u(t, x) <<. w(t) 
in QT. 
Proof. First, we show that 0~(t) is a lower solution and fl(t) is an upper solution of (1). For 
O<~t<<.tl, v(t)=Vo, 5fv=O<~f(t,X, Vo)=f(t ,x,v)  and w(t)=Wo, ~w=O>>.f(t,x, wo)=f ( t ,x ,w)  
by condition (ii). Bv = Bvo = vop(t,x) <<. dp(t,x ) <<. wop(t,x) = Bwo = Bw by condition (iii). Hence, v(t ), 
O<<.t<<.tl is a lower solution of (1). For 0~<tl <t2, v(t)=Ii(vo), ~v=O<<.f(t,x, I i (vo))=f(t ,x ,v)  
and w(t)=Ii(wo), ~L#w=O>>.f(t,x, I i (wo))=f( t ,x ,w)  by condition (v). Also Bv=Ii(vo)p(t,x)<<. 
c~(t,x) <<.Ii(wo )p( t,x) = Bw, 
v(t +) =Ii(vo)=Ii(V(tl)), w(t+)=Ii(wo) =11(w(tl)). 
Hence, v(t), flU), tl <<.t<<.t2, are lower and upper solution of (1) and a simple proof by induction 
shows that 
Lv <. f(t ,  x, v), 
By <<. ok(t, x), 
v(tZ)<~I~(v(tk)), 
Lw>~ f(t ,x,w),  
Bw >>. ck( t,x ), 
w(t;) >~Ik(w(tk)), 
(t,x) ~ (t~,tk+~ ) × ~, 
(t,x) C (tk, tk+l ) × 60, 
x6  (2 
for k= 1,2,..., p, thereby establishing that v(t) and w(t) are lower and upper solution of (1) on Qr. 
That v(t) and fl(t) are positive solution is trivial from condition (v) and that (1) admits a unique 
solution u(t,x) such that v(t) ~< u(t, x) ~< w(t) in Or follows immediately from Theorem 3.1. This 
completes the proof of the theorem. [] 
An immediate consequence of Theorem 3.2 is the following existence theorem for a global positive 
solution. We state the following conditions for convenience: 
f(t,x,O)>-O, q~(t,x)>~O, Uo(X)>~O. (15) 
Theorem 3.3. Let f be a Cl-function in u E E+, and let condition (15) hold and not all the three 
functions are identically zero. Then (1) has a unique positive solution if and only if there exists 
a positive upper solution. A positive global solution exists if for every finite T there is a bounded 
function M(t,x) such that 
fu(t,x,u)<.M(t,x) for u>>-O ( t ,x)cQr .  (16) 
Proof. Since every solution of (1) is an upper solution and since, as was shown in the proof of 
Theorem 3.1, one can construct a sequence of upper solutions u <~ .-. ~< w, ~< ... ~< w0, the first part 
of the theorem follows. Now, by (15) and the mean value theorem the solution u satisfies the 
condition 
f ( t ,x ,u )= fu(t,x, rl)u, 0<r /<u,  ( t ,x )cQr \M 
ut - Lu - fu(t,x,~)u>>.O, 
184 
and 
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q( t ,x )~ v + p(t,x)u = q~(t,x)>~0, (t,x) E Fr\N, 
u(O,x)=uo(x)>~O, xEf2, 
u(t{,x) =Ik(u(tk,x)), X E f2. 
Clearly, u=O only if f ( t ,x ,O)= dp(t,x)=uo(x)= O. Therefore, u is positive. When condition (16) 
holds, 
ut - Lu = f(t ,x,  u) : fu(t,x, tl)U + f( t ,x ,  O) 
<~ M(t,x)u + f(t ,x,  0). 
Hence, an upper solution u is given by the solution of  
ut -Lu=Mu+ f(t ,x,O) in QT\M, 
Bu >10 on FT\N, 
u(O,x) = Uo(X) >>.O x ~ ~2, 
u(t+,x) =Ik(u(tk,x)) X E (2. 
The remainder of  the theorem follows from the first part of  the theorem. 
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