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Abstract
It is shown that a Lie point symmetry of the semilinear polyharmonic equations involving nonlinearities
of power or exponential type is a variational/divergence symmetry if and only if the equation parameters
assume critical values. The corresponding conservation laws for critical polyharmonic semilinear equations
are established.
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1. Introduction
The semilinear polyharmonic equation
(−1)kku = f (u), (1)
where  is the Laplace operator in Rn, n 2 and k  1 are integer numbers, is one of the most
studied elliptic partial differential equations. It represents new and challenging features in the
higher-order case in comparison to the well-known second order problems.
In this paper we shall study Eq. (1) from the point of view of Lie point symmetry theory.
The most important result in this regard is the complete group classification of semilinear poly-
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motivation we shall cite it in the form of the following:
Theorem. [13,14] The widest Lie point symmetry group admitted by (1) with general f (u) is
determined by translations
Xi = ∂
∂xi
, i = 1,2, . . . , n, (2)
and rotations
Xij = xj ∂
∂xi
− xi ∂
∂xj
, i, j = 1,2, . . . , n, i = j. (3)
For some special choices of the right-hand side f (u) it can be expanded by additional operators
as follows:
If f (u) = up , p = 0,p = 1, we have the generator of dilations
Z = xi ∂
∂xi
+ 2k
1 − pu
∂
∂u
, (4)
and, for p = (n + 2k)/(n − 2k), there are n additional generators
Yi =
(
2xixj − |x|2δij
) ∂
∂xj
+ (2k − n)xiu ∂
∂u
. (5)
Further, if f (u) = eu then the operator
W = xi ∂
∂xi
− 2k ∂
∂u
(6)
generates a subgroup of the Lie point symmetry group of (1). If n = 2k, there are n additional
generators
Vi =
(
2xixj − |x|2δij
) ∂
∂xj
− 4kxi ∂
∂u
. (7)
(Above δij is the Kronecker symbol, |x| = (∑ns=1 x2s )1/2 and summation over a repeated
index is assumed. The cases corresponding to the linear polyharmonic equations with f (u) = 0,
f (u) = c—constant or f (u) = c.u are not cited since in the present paper we are interested only
in the semilinear case.)
We denote by P the (n2 + n + 2)/2-parameter Lie group of point transformations with
infinitesimal generators Xi , Xij and Z given respectively by (2), (3) and (4), by G—the
(n + 1)(n + 2)/2-parameter Lie group determined by Xi , Xij , Z and Yi (see (5)), by E—the
(n2 + n + 2)/2-parameter Lie group generated by Xi , Xij and W (see (6)), and finally, by H—
the (n + 1)(n + 2)/2-parameter Lie group determined by Xi , Xij , W and Vi (see (7)).
According to the classification presented above, the group P is the Lie point symmetry group
of (1) with f (u) = up , p = 0 and p = 1, G is the Lie point symmetry group of (1) with n = 2k
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the Lie point symmetry group of (1) with f (u) = eu and n = 2k.
Clearly, G and H are isomorphic to the group of conformal transformations of Rn extended
to the variable u. This is the widest symmetry group admitted by Eq. (1).
We also observe that exactly if f (u) = u(n+2k)/(n−2k) or f (u) = eu, n = 2k, the admissible
Lie point symmetry group can be expanded. This fact suggests that may be there are further
properties in the critical cases, and it would be worthwhile to enlighten them in more details.
In this regard, in the context of ordinary differential equations, it has been recently observed
[3,4] that the Lie point symmetries for a large class of second-order quasilinear equations in-
volving critical nonlinearities are actually variational symmetries. In a subsequent paper [5] it is
shown that the property mentioned above holds for the semilinear radial Lane–Emden system.
It is natural to conjecture that the Lie point symmetries of more general differential equations
with critical exponents are divergence symmetries.
The main purpose of this paper is to show that a similar property is valid for the semilinear
polyharmonic equation (1) with nonlinearities of power or of exponential type. We distinguish
two cases: we have
f (u) = up, n > 2k  2, p = 0, p = 1, (8)
in the Sobolev case, while in the Pohozaev–Trudinger case
f (u) = eu, n = 2k, k  2.
Having at our disposal the already cited group classification, we investigate which of the Lie
point symmetries in these cases are variational or divergence symmetries.
The first results in this regard are the next two theorems:
Theorem 1. Suppose that conditions (8) hold. Then the Lie point symmetry group P of the
polyharmonic equation
(−1)kku = up (9)
is a variational symmetry group if and only if
p = n+ 2k
n− 2k , (10)
that is, p is equal to the well-known critical exponent.
Theorem 2. Let n  3 and k  1. Then the Lie point symmetry group E of the polyharmonic
equation
(−1)kku = eu
is a variational symmetry group if and only if
n = 2k.
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us by Enzo Mitidieri in January 1995 [6].
Theorems 1 and 2 can be proved in four, in fact, equivalent ways. Namely:
(1) they are immediate consequences of the rate of change formula obtained by Reichel
in [10, p. 70], for the corresponding Euler functional under a one-parameter group of con-
formal maps;
(2) they follow from the infinitesimal criterion for invariance [7, p. 257];
(3) they follow from a dimensional analysis argument (this is clear if we recall that there is a con-
nection between the dimensional analysis and the invariance under scaling transformations
[2, p. 25]);
(4) Theorems 1 and 2 can be proved by performing the change of variables corresponding to the
generator Z verifying directly the invariance of the Euler functional. For its simplicity we
have chosen to present this proof.
The main results in this paper can be stated as follows:
Theorem 3. Suppose that conditions (8) hold. Then any Lie point symmetry of the polyharmonic
equation
(−1)kku = u(n+2k)/(n−2k)
is a divergence symmetry.
Theorem 4. Let n  4, k  2 and n = 2k. Then any Lie point symmetry of the polyharmonic
equation
(−1)kku = eu
is a divergence symmetry.
Theorems 1–4 confirm the validity of the already mentioned general property relating varia-
tional/divergence symmetries and the critical parameters. Another examples which illustrate this
property are given in [12], in which Svirshchevskii proved that the symmetries of the p-Laplace
equation
−div(|∇u|p−2∇u)= |u|q−1u
and the equation
−(|u|σu)= |u|q−1u
are variational if and only if the parameters assume critical values.
The proofs of Theorems 3 and 4 are reduced to the proof of the facts that Yi and Vi are diver-
gence symmetries since the other infinitesimal generators Xi , Xij , Z, W of the corresponding Lie
point symmetry groups determine variational symmetries by Theorems 1 and 2. For this purpose
we find explicitly the vector-valued “potential” function B determining Yi and Vi as divergence
symmetries (see Section 3).
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determine conservation laws via the Noether Theorem [2,7]. Thus the next step in our research
is to establish the conservation laws corresponding to the already studied variational and diver-
gence symmetries. This is possible since we already have at our disposal the explicit formula
for B . The results are summarized in Theorem 5 in which we suppose that k is an even number.
If k is odd, the corresponding conservation laws have a similar form and can be obtained in an
analogous way.
Theorem 5.
(i) The translations Xi , for Eq. (1) with general right-hand side, determine the conservation
law
DjTij = 0, (11)
where
Tij =
k/2−1∑
s=0
(
suij
)(
k−1−su
)− k/2−1∑
s=0
(
sui
)(
k−1−suj
)− δijL (12)
is the higher-order generalization of the energy-momentum tensor,
L = 1
2
(
k/2u
)2 − F(u)
and
F(u) =
u∫
0
f (t) dt.
(ii) The rotations Xij , for Eq. (1) with general right-hand side, determine the conservation law
Dl
[
xiTjl − xjTil +
k/2−1∑
s=0
(
δil
suj − δjlsui
)(
k−1−su
)]= 0, (13)
where Tij , F and L are as in (i).
(iii) The dilation Z, in the critical Sobolev case, determines the following conservation law:
Dj
[
k/2−1∑
s=0
(
(2k − n− 2)/2 − 2s)(suj )(k−1−su)
−
k/2−1∑
s=0
(
(2k − n)/2 − 2s)(su)(k−1−suj )− xiTij
]
= 0, (14)
where Tij is given by (12) with
L = 1
2
(
k/2u
)2 − (n − 2k)u 2nn−2k
2n
.
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vation law:
Dj
[(
2xixl − |x|2δil
)
Tlj
+ 4
k/2−1∑
s=0
s(k − s){(s−1ui)(k−1−suj )− (s−1uij )(k−1−su)}
+ xi
k/2−1∑
s=0
(4s + n− 2k){(suj )(k−1−su)− (s−1u)(k−1−suj )}
+ δij
k/2−1∑
s=0
(4s + n− 2k)(su)(k−1−su)+ 2δij xl k/2−1∑
s=0
(
sul
)(
k−1−su
)
+ 2xi
k/2−1∑
s=0
(
suj
)(
k−1−su
)− 2xj k/2−1∑
s=0
(
sui
)(
k−1−su
)+ Bj
]
= 0, (15)
where Bj = k2Aj , A = (a1, . . . ,An) is defined in (32)–(34) and Tij is given as in (iii).
(v) The variational symmetry W , in the Pohozaev–Trudinger case, determines the conservation
law:
Dj
[
2kk−1uj − xlTlj +
k/2−1∑
s=0
2s
(
su
)(
k−1−suj
)
−
k/2−1∑
s=0
2s
(
suj
)(
k−1−su
)− k/2−1∑
s=0
(
suj
)(
k−1−su
)]= 0, (16)
where Tij is given by (12) with
L = 1
2
(
k/2u
)2 − eu.
(vi) The divergence symmetry Vi , in the Pohozaev–Trudinger case, determines the following
conservation law:
Dj
[(
2xixl − |x|2δil
)
Tlj + xi
k/2−1∑
s=0
4s
{(
suj
)(
k−1−su
)− (su)(k−1−suj )}
+ 2
k/2−1∑
s=0
s(2s − n){(s−1uij )(k−1−su)− (s−1ui)(k−1−suj )}
− 2
k/2−1∑ [
δij
(
2ssu + xlsul
)+ (xisuj − xjsui)](k−1−su)+ Bj
]
= 0, (17)
s=0
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L = 1
2
(
k/2u
)2 − eu
and Bj is as in (iv).
The above conservation laws are direct consequences of the Noether Theorem. Regarding
the latter, Pucci and Serrin have pointed out in [8] that general variational identities can be
established in the context of the abstract Noetherian theory [7]. They obtained in [8], among
other things, an integral identity for the polyharmonic equation (1). Further, a variational ap-
proach to semilinear polyharmonic equations in conformally contractible domains was developed
by Reichel [10,11], who considered conformal vector fields as symmetry generators. In [10]
Reichel obtains a sufficient condition for uniqueness by studying the interaction between the
one-parameter transformation groups and the corresponding Euler functional. His proof of the
uniqueness principle is based on the mentioned above rate of change formula for the Euler
functional, Noether’s formula and Pohozaev’s identity derived in [10]. It is inspired and closely
related to Noether’s Theorem on symmetries and conservation laws. In this regard, we consider
the Reichel’s approach very important since it can be generalized and applied to other classes of
variational problems.
Since there is a huge number of papers dealing with polyharmonic equations we shall not
even briefly present here further results. The interested reader may consult, for instance, the
recent paper of Bartch, Schneider and Weth [1] and the references therein as well as the papers
by Pucci and Serrin [9] and Wei and Xu [15] for various results concerning critical polyharmonic
equations.
This paper is organized as follows. In Section 2 we introduce notation and recall some funda-
mental facts concerning symmetries and variational properties of partial differential equations.
Theorems 1 and 3 are proved in Section 3 dedicated to the critical Sobolev case. In Section 4
we consider the critical Pohozaev–Trudinger case and prove Theorems 2 and 4. Finally, in Sec-
tion 5, we establish the conservation laws stated in Theorem 5 and corresponding to the studied
variational and divergence symmetries.
2. Preliminaries
In this section we introduce notations and recall some basic facts concerning Lie point and
variational/divergence symmetries of partial differential equations.
To begin with, we make the following conventions:
– all considered functions, vector fields, tensors, functionals, etc. are supposed to be suffi-
ciently smooth in order that the derivatives we write to exist;
– we identify the Lie point symmetries and their infinitesimal generators;
– we assume summation over a repeated index.
If v = v(x) is a smooth function of x ∈ Rn, then its partial derivatives will be denoted by
subscripts, that is,
vi := ∂v , i = 1,2, . . . , n.
∂xi
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context which index means partial derivative and which vector component.
Given a function u = u(x), we define the total derivative operator:
Di ≡ D
Dxi
:= ∂
∂xi
+ ui ∂
∂u
+ uij ∂
∂uj
+ · · · + uii1i2...il
∂
∂ui1i2...il
+ · · · . (18)
If F = F(x,u,u(l)) is a function of x, u and its partial derivatives up to order l, then
DiF = ∂F
∂xi
+ ui ∂F
∂u
+ uij ∂F
∂uj
+ · · · + uii1i2...il
∂F
∂ui1i2...il
.
We consider a functional
J [u] =
∫
Ω
L
(
x,u,u(m)
)
dx,
where L(x,u,u(m)) is the function of Lagrange, depending on x, u and its partial derivatives up
to order m and we shall not specify Ω and the boundary conditions which u satisfies on ∂Ω . It
could be thought that Ω is a ball with the Dirichlet boundary condition, or Ω = Rn with appro-
priate conditions at infinity. Actually, the most natural way to view this point is the variational
approach of Reichel in [10,11].
The corresponding to J [u] Euler–Lagrange equations read
∂L
∂u
−Di ∂L
∂ui
+DiDj ∂L
∂uij
+ · · · + (−1)mDi1Di2 · · ·Dim
∂L
∂ui1i2...im
= 0 (19)
(see [2,7]).
Further, a Lie point transformation is determined by its infinitesimal generator:
X = ξi(x,u) ∂
∂xi
+ η(x,u) ∂
∂u
. (20)
Its mth extension is given by
X(m) = ξi ∂
∂xi
+ η ∂
∂u
+ η(1)i
∂
∂ui
+ · · · + η(m)i1i2...im
∂
∂ui1i2...im
,
where
η
(1)
i = Diη − (Diξj )uj , i = 1,2, . . . , n;
η
(l)
i1i2...il
= Dilη(l−1)i1i2...il−1 − (Dil ξj )ui1i2...il−1j ,
with il = 1,2, . . . , n for l = 2,3, . . . ,m, m = 2,3, . . . (see [2,7]).
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vector function B = (B1,B2, . . . ,Bn) of x, u and its derivatives up to some finite order, such that
X(m)L +LDiξi = DiBi, (21)
or equivalently,
∂L
∂xi
ξi + ∂L
∂u
η + ∂L
∂ui
(Diη − ujDiξj )+ · · ·
+ ∂L
∂ui1i2...im
[
Di1Di2 · · ·Dim(η − uj ξj )+ ξjuji1i2...im
]+ LDiξi = DiBi. (22)
If B = 0, then X is called variational symmetry.
We also note that Eq. (1) has a variational structure. Indeed, let
L :=
{
1
2 |k/2u|2 −
∫ u
0 f (t) dt if k-even;
1
2 |∇(k−1)/2u|2 −
∫ u
0 f (t) dt if k-odd.
(23)
Although the following lemma is well known [9], we present its proof for sake of completeness
and for further use of the obtained formulae.
Lemma 1. The Euler–Lagrange equation of the functional J [u] = ∫
Ω
Ldx is
(−1)kku = f (u). (24)
Proof. If k is even, the Euler–Lagrange equation (19) for J [u] with L given by (23) reads
∂L
∂u
+Di1Di2 · · ·Dik
∂L
∂ui1i2...ik
= 0 (25)
since
∂L
∂us1...sl
= 0, l = 1,2, . . . , k − 1. (26)
We calculate
∂L
∂ui1i2...ik−1ik
= (k/2u)δi1i2 · · · δik−1ik , (27)
Dik
∂L
∂ui1i2...ik−1ik
= (k/2u)
ik
δi1i2 · · · δik−1ik ,
etc. In this way we obtain
Di1Di2 · · ·Dik
∂L
∂ui1i2...ik
= ku. (28)
Then by (23), (25) and (28) we obtain Eq. (24). The case k-odd can be treated in a similar
way. 
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In this section we consider the polyharmonic equation
(−1)kku = up.
Proof of Theorem 1. It is enough to show the invariance of the functional J [u] only with respect
to the Lie point transformations corresponding to the infinitesimal generators Xi , Xij and Z
of P . In fact, it is easy to see that the translations and rotations are variational symmetries of the
polyharmonic equation (1) with arbitrary right-hand side f (u).
Now we consider the symmetry generated by
Z = xi ∂
∂xi
+ 2k
1 − pu
∂
∂u
.
Since the dilation Z determines a simple scaling transformation, instead of applying the infini-
tesimal criterion for invariance [7, p. 257], we shall deal directly with the functional J [u].
For the components of Z we have
ξi = xi, η = 2k1 − pu.
Then {
x∗j = λxj ,
u∗ = λ 2k1−p u
(29)
is the Lie point transformation corresponding to Z. If k is an even number and f (u) = up , by
the change of variables (29) we obtain
J
[
u∗
]= 1
2
∫
Ω∗
∣∣k/2x∗ u∗∣∣2 dx∗ − 12
∫
Ω∗
(
u∗
(
x∗
))p+1
dx∗
= λ 4k1−p +n−2k 1
2
∫
Ω
∣∣k/2u∣∣2 dx − λ 2k1−p (p+1)+n 1
p + 1
∫
Ω
up+1 dx.
Hence, Z is a variational symmetry of (10) if and only if both exponents of λ in the above equality
vanish, which happens if and only if
p = n+ 2k
n− 2k .
If k is an odd number a similar argument completes the proof. 
We note that for the critical value of p given in (10) the generator Z assumes the form
Z = xi ∂
∂xi
+ 2k − n
2
u
∂
∂u
.
Now we shall present the proof of Theorem 3, which is divided in a few lemmas.
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that Yi , for fixed i, determines a divergence symmetry.
The components of Yi are given by
ξj = 2xixj − |x|2δij , (30)
η = (2k − n)xiu. (31)
We shall find a vector-valued function B of x, u and its derivatives of order k − 1 such that the
condition (21) holds with m = k.
We first consider k  2—an even integer number.
We define:
Ai = 12
(
k/2−1ui
)2 − 1
2
∑
s =i
(
k/2−1us
)2
, (32)
Aj =
(
k/2−1uj
)(
k/2−1ui
)
, j = i, (33)
and
A = (A1,A2, . . . ,An). (34)
Lemma 2.
∂Ai
∂uj1j2...jk−1
= (k/2−1ui)δj1j2 · · · δjk−1i −∑
s =i
(
k/2−1us
)
δj1j2 · · · δjk−1s . (35)
Lemma 3.
∂Aj
∂uj1j2...jk−1
= (k/2−1ui)δj1j2 · · · δjk−1j + (k/2−1uj )δj1j2 · · · δjk−1i . (36)
The proof of these two lemmas is by a direct calculation.
Lemma 4.
DivA = (k/2u)(k/2−1u)
i
. (37)
Proof. Using the total derivative operator, we obtain:
DivA = ujj1j2...jk−1
∂Aj
∂uj1j2...jk−1
= uij1j2...jk−1
∂Ai
∂uj1j2...jk−1
+
∑
j =i
ujj1j2...jk−1
∂Aj
∂uj1j2...jk−1
. (38)
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DivA = (k/2−1ui)(k/2−1u)ii −∑
s =i
(
k/2−1us
)(
k/2−1u
)
is
+ (k/2−1ui)∑
j =i
(
k/2−1u
)
jj
+
∑
j =i
(
k/2−1uj
)(
k/2−1u
)
ji
=
[(
k/2−1u
)
ii
+
∑
j =i
(
k/2−1u
)
jj
](
k/2−1u
)
i
= (k/2u)(k/2−1u)
i
. 
Lemma 5.
Di1Di2 · · ·Dikη = (2k − n)[δii1ui2...ik + · · · + δiikui1...ik−1 + xiui1i2...ik ], (39)
Djξs = 2δij xs + 2δsj xi − 2δisxj , (40)
Djξj = 2nxi, (41)
DlDsξj = 2δjlδis + 2δilδjs − 2δlsδij , (42)
Di1Di2 · · ·Dik (uj ξj ) = uji2...ikDi1ξj + · · · + uji1...ik−1Dik ξj
+ uji3...ikDi1Di2ξj + · · · + uji1...ik−2Dik−1Dikξj + ξjuji1i2...ik . (43)
The proof of (39) is obtained by a simple induction, (40) and (42) are obtained by a direct
calculation using (30), (41) is a consequence of (40), and, finally, (43) can be obtained by another
straightforward calculation using the Leibniz rule and the fact that the derivatives of ξj of order
greater than two vanish.
Proof of Theorem 3. Substituting (23) with f (u) = u(n+2k)/(n−2k), (26), (27), (39), (41) and
(43) into the left-hand side of (22), we obtain:
Y
(k)
i L +LDjξj
= (n− 2k)xiu(n+2k)/(n−2k)
+ (k/2u)δi1i2 · · · δik−1ik{(2k − n)[δii1ui2...ik + · · · + δiikui1...ik−1 + xiui1i2...ik ]
− uji2...ikDi1ξj − · · · − uji1...ik−1Dikξj
− uji3...ikDi1Di2ξj − · · · − uji1...ik−2Dik−1Dikξj − ξjuji1i2...ik + ξjuji1i2...ik
}
+
[
1
2
(
k/2u
)2 − n− 2k
2n
u(n+2k)/(n−2k)
]
2nxi.
After some tedious work, using (40), (42), and simplifying, we, finally, obtain
Y
(k)
i L +LDjξj = k2
(
k/2u
)(
k/2−1u
)
i
, (44)
which combined with (37) yields
Y
(k)
i L +LDjξj = Div
(
k2A
)
,
where A is defined in (32)–(34). It remains to set B = k2A.
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that the function A in this case is defined by
Ai = 12
(∇(k−3)/2ui)2 − 12
∑
s =i
(∇(k−3)/2us)2,
Aj =
(∇(k−3)/2uj )(∇(k−3)/2ui), j = i,
and
A = (A1,A2, . . . ,An). 
Observation. If k = 1, then
Y
(1)
i L+LDjξj = (2 − n)uui = DivA,
where
Aj = (2 − n)2 u
2δij .
Thus Yi determines a divergence symmetry.
4. The critical Pohozaev–Trudinger case
Now we consider the case of exponential nonlinearity:
(−1)kku = eu. (45)
We denote
L =
{
1
2 |k/2u|2 − eu if k-even;
1
2 |∇(k−1)/2u|2 − eu if k-odd.
(46)
Then Eq. (45) is the Euler–Lagrange equation of the functional
I [u] =
∫
Ω
Ldx.
Proof of Theorem 2. As in the proof of Theorem 1, we have only to check that W is a variational
symmetry. Since ξi = xi and η = −2k we obtain the following Lie point transformation:{
x∗j = λxj ,
u∗ = u− 2k lnλ (47)
corresponding to W . If k is an even number and f (u) = eu, by the change of variables (47) we
obtain
I [u∗] = λn−2kI [u].
Hence W is a variational symmetry of I if and only if the exponent of λ vanish, that is, if and
only if n = 2k. The case k odd is similar. 
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divergence symmetry generator.
The vector field Vi has components
ξj = 2xixj − |x|2δij , (48)
η = −4kxi. (49)
Using (45), (26), (27), (48), (49), (41) and (42) we get that the left-hand side of (22)
V
(k)
i L+ LDjξj = k2
(
k/2u
)(
k/2−1u
)
i
if k even. Hence and from (37) we obtain
V
(k)
i L +LDjξj = Div
(
k2A
)
,
where A is given by (32)–(34). We set again B = k2A, which completes the proof if k is an even
number. If k is odd one can proceed in a similar way. 
5. The conservation laws
In this section we prove Theorem 5 using several technical lemmas whose proofs are just
sketched or omitted for the sake of brevity.
To begin with, we recall that once having at our disposal a divergence symmetry, the Noether
Theorem [2, p. 275] immediately gives us a conservation law, corresponding to that symmetry,
in the following form:
Dj
[
ξjL +wj [u,η − ξlul] −Bj
]= 0, (50)
where wj is defined by
wj [u,v] = v
[
∂L
∂uj
+ · · · + (−1)k−1Di1Di2 · · ·Dik−1
∂L
∂uji1i2...ik−1
]
+ (Di1v)
[
∂L
∂ui1j
+ · · · + (−1)k−2Di2Di3 · · ·Dik−1
∂L
∂ui1ji2...ik−1
]
+ · · · + (Di1Di2 · · ·Dik−1v)
∂L
∂ui1i2...ik−1j
(51)
(see [2, pp. 254, 255]), ξj and η are the infinitesimals of the symmetry, Di is the total derivative
operator (18), L is the function of Lagrange and the vector-valued function B = (B1, . . . ,Bn)
satisfies (21), or equivalently (22). Our first aim therefore is to obtain an explicit formula for wj
in the specific case of the polyharmonic equation.
Let k  2 be an even integer number and Λ = DlDl .
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wj [u,v] = −
k/2−1∑
s=0
(
Λsv
)(
k−1−suj
)+ k/2−1∑
s=0
(
Λs
)
Djv
(
k−1−su
)
. (52)
A substitution of L = 12 (k/2u)2 − F(u) into (51) and the use of (26), (27) and similar to(26), (27) formulae, imply (52).
It is worth writing down some particular cases of (52):
k = 2: wj [u,v] = −v(uj )+ (Djv)(u),
k = 4: wj [u,v] = −v
(
3uj
)− (Λv)(2uj )+ (Djv)(3u)+ (ΛDjv)(2u).
After this preparatory work we are now ready for the proof.
Proof of Theorem 5. (i) For the translation Xi , i—fixed, we have:
ξl = δil, η = 0, Bj = 0.
Then the Noether Theorem implies the conservation law:
Dj
[
δijL+ wj [u,−ui]
]= 0. (53)
Let v = −ui . Further, we substitute Λsv = −sui and ΛsDjv = −suij , s = 0,1,2,3, . . .
into (52). Then we substitute the expression for wj in (53) and obtain (11).
(ii) For the rotation Xij , i, j—fixed, we have:
ξl = δilxj − δjlxi, η = 0, Bj = 0.
In this case (50) reads
Dl
[
(δilxj − δjlxi)L +wl[u,xiuj − xjui]
]= 0. (54)
By straightforward calculations we obtain the following formulae for v = xiuj − xjui :
Λsv = xisuj − xjsui
and
ΛsDlv = δilsuj − δjlsui + xisujl − xjsuil,
for s = 0,1,2,3, . . . . Hence we calculate wl[u,v], and by (54), we obtain (13).
(iii) For the dilation Z, in the critical Sobolev case, we have:
ξj = xj , η = (2k − n)u/2, Bj = 0, f (u) = u(n+2k)/(n−2k)
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L = 1
2
(
k/2u
)2 − (n − 2k)u 2nn−2k /(2n).
From (50) we obtain
Dj
[
xjL +wj [u,v]
]= 0, (55)
where v = (2k − n)u/2 − xiui .
Lemma 7.
Λsv = ((2k − n)/2 − 2s)(su)− xi(sui), (56)
ΛsDjv =
(
(2k − n− 2)/2 − 2s)(suj )− xi(suij ) (57)
for s = 0,1,2,3, . . . .
The proof of Lemma 7 is obtained by an induction argument. Then (52) and (55)–(57) imply
that the conservation law (14) holds.
(iv) The divergence symmetry Yi , i—fixed, in the critical Sobolev case, is given by
ξj = 2xixj − |x|2δij , η = (2k − n)xiu.
In Section 3 we found the vector-valued function
Bs = k2As,
where
Aj =
(
k/2−1uj
)(
k/2−1ui
)
, j = i,
Ai = 12
(
k/2−1ui
)2 − 1
2
∑
s =i
(
k/2−1us
)2
such that (21) holds. Thus the Noether Theorem implies the following conservation law:
Dj
[
(2xixj − |x|2δij )L +wj [u,v] −Bj
]= 0, (58)
where
L = 1
2
(
k/2u
)2 − n− 2k
2n
u
2n
n−2k
and
v = (2k − n)xiu − 2xixlul + |x|2ui.
In order to calculate wj [u,v] we shall need another technical lemma whose proof is similar to
that of (43).
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Dα1α2...αm(ξlul) = ulα2...αmDα1ξl + · · · + uα1...αm−1lDαmξl
+ ulα3...αmDα1Dα2ξl + · · · + uα1...αm−2lDαm−1Dαmξl + ξlulα1α2...αm . (59)
Further, setting m = 2s, α1 = α2, . . . , α2s−1 = α2s in (59) and after some tedious work we
obtain the following:
Lemma 9.
Λsv = −ξl
(
sul
)+ 4s(k − s)(s−1ui)+ (2k − n − 4s)xi(su), (60)
ΛsDjv = −ξl
(
sulj
)+ 4s(k − s)(s−1uij )+ (2k − n − 4s)xi(suj )
+ (2k − n− 4s)δij
(
su
)− 2δij xl(sul)− 2xi(suj )+ 2xj (sui). (61)
Using (60) and (61) we calculate wj and hence we obtain (15).
(v) For the variational symmetry W in the critical Pohozaev–Trudinger case we have
ξj = xj , η = −2k, n = 2k, Bj = 0.
(Recall that n/2 = k is an even number!)
If v = −2k − xlul , then
Λsv = −2s(su)− xl(sul), (62)
ΛsDjv = −2s
(
suj
)− xl(sulj )−suj , (63)
wj [u,v] = −v
(
k−1uj
)+ k/2−1∑
s=0
[
2s
(
su
)− xl(sul)](k−1−suj )
−
k/2−1∑
s=0
[
2s
(
suj
)− xl(sulj )](k−1−su)− k/2−1∑
s=0
(
suj
)(
k−1−su
)
. (64)
The conservation law (16) follows from (50) and (62)–(64).
(vi) Finally, for the divergence symmetry Vi , i—fixed, in the critical Pohozaev–Trudinger,
case we have
ξj = 2xixj − |x|2δij , η = −4kxi.
Let v = −4kxi − (2xixl − |x|2δil)ul . Then for s  1
Λsv = −4sxi
(
su
)− 2s(2s − n)(s−1ui)− ξl(sul) (65)
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ΛsDjv = −4sxi
(
suj
)− 2s(2s − n)(s−1uij )− ξl(sulj )
− 2δij
(
2s
(
su
)+ xl(sul))− 2(xi(suj )− xj (sui)). (66)
Now (50), (52), (65), and (66) imply (17).
This completes the derivation of the conservation laws and the proof of Theorem 5. 
In conclusion we verify the obtained conservation laws. First we observe that the following
two lemmas hold.
Lemma 10.
DjΛ
sv = ΛsDjv (67)
for v = η − ξlul , where ξl and η are the infinitesimals of any of the considered symmetries.
Lemma 11.
Djwj = −v
(
Λku
)+ (k/2v)(k/2u). (68)
Formula (68) is obtained by differentiating (52) and using (67).
Then substituting Djwj for each specific v and B into the right-hand side of (50) one can
easily verify the conservation laws. This nice exercise is left to the interested reader.
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