Even and periodic solutions of the equation ü + g(u) = e(t)  by Nakajima, Fumio
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1. INTRODUCTION 
In this paper, we shall consider the Duffing’s equation without damping 
term : 
ii+g(u)=e(t), -=$ , 
( > 
where g(u) and e(t) are continuous in ( - co, co), g(u) is Lipschitzian, e(t) 
periodic with minimum period 27~ and even, e( - t) = e(t). Equation (1) is 
very important in the physics and has been studied by many authors 
(cf. [2-lo]). Since e(t) is even, one may expect the existence of even and 
periodic solutions, which are abbreviated into s-solutions after [S]. In the 
numerical result [3], it is observed that the equation 
ii+u3=o.04cos t 
possesses many e-solutions together with non s-solutions (see Fig. 5). 
Usually the study of existence of periodic solutions is reduced to the one 
of existence of fixed points of Poincare mapping. However, in the case of 
s-solutions, it is reduced to the one of a simple boundary value problem 
which is stated in Lemma 1. From this point of view, G. R. Morris [6, 71 
showed that the equation 
has infinitely many s-solutions with minimum period 2mn for each integer 
m > 0. Moreover, a part of the result is generalized by C. A. Harvey [Z] to 
the case where g(u) is a polynomial of u and 
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In Theorems 1 and 2, we generalize the above results to the case where 
(2) is satisfied and g(u) is not necessarily a polynomial of u.. Conveniently 
one may say the initial value (u(O), ti(0)) of s-solution u(t) is an s-point, 
where ti(0) = 0 by the evenness of u(t). In Theorem 3, we shall show that 
for any two s-points pi and p2, the straight line segment plpz joining pi 
and p2 contains infinitely many s-points. 
In the case where e(t) is odd, one may expect the existence of odd and 
periodic solutions. In fact, under the additional condition such that g(u) is 
odd in U, Eq. (1) has odd and periodic solutions, and we can obtain the 
same results as Theorem 1, 2, and 3 which are stated as Theorem l’, 2’, and 
3’ in the last section. 
2. PRELIMINARIES 
An even and periodic solution u(t) is abbreviated into an s-solution and 
the initial point (u(O), G(O)) is called an s-point, where G(O) = 0 by the even- 
ness of u(t). Especially, if the minimum period of s-solution u(t) is 2m7r for 
some integer m > 0, then the s-point (u(O), ti(0)) is called to be of order m. 
The following lemma is known (see [9]). 
LEMMA 1. A solution u(t) of (1) is an &-solution if and only if there is an 
integer m > 0 such that 
zi(0) = ti(m7c) = 0. 
Especially, the E-point (u(O), G(O)) is of order m if and only if 
C(O) = ti(mn) = 0 
zi(h)#O for 1 <k<m-1. 
Let R = ( - co, co), R2 the 2-dimensional Euclidean space and for 
q = (a, b) E R2, 
191 = &?TP. 
Moreover, for any t, E R and (a, b) E R2, let u( t, t,; a, 6) be the solution of 
(1) with initial condition such that 
u( to) = a and ti( to) = b. 
First of all, we shall show that u(t, to; a, b) exists for all tE R. 
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LEMMA 2. For any to E R and any (a, b) E R2, u( t, to; a, b) exists for all 
t E R, and for any T> 0 and any c( > 0, there exists a constant fl(cc, T) > 0 
such that if dm 6 ~1, then 
Ju2(t,t,;a,b)+ti2(t,t,;a,b)<fi(cr,T) for It-t,l<T. (3) 
Consequently, if Jm > /I(a, T), then 
u*(t, t,; a, 6) + ti’(t, to; a, b) > ~1 for It - t,, < T. 
Proof Let u(t, to; a, b) exist for It - t,J < T and for a number T> 0, 
and set simply 
u(t)=u(t, t,;a,b) and v(t)=ti(t, t,;a,b). 
Then u(t) and u(t) satisfy the system 
li=v 
d = -g(u) + e(t). 
Moreover we set 
v,=max{Mt)l; It-h,lQT}, 
where u,=Iv(t,)l for some t,, It,-&, <T, 
E=max{le(t)l; O<t<27r} 
and 
G(u) = J; g(u) du. 
By (2), there is a number M > 0 such that 
G(u)2 -A4 for all u E R. 
For any tl> 0, we set 
and 
a(~(, T) = ET+ Jo+ 2~+ 27(a). 
Considering the function w(t) defined by 
w(t) = $u2(t) + G(u(t)) for It- toI <T, 
(4) 
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we can obtain by (4) 
bb(t)=u(t)ti(t)+g(u(t))u(t)=e(t)u(t), 
and hence 
I+(t)1 < Eo, for It- t,J d T, 
which implies 
w(t) < w( to) + Eu, T for It- t,l < T. 
Since JZZF d a, 
~(1,) = fb2 + G(a) < y(a) 
and 
w(t) Q y(a) + Eu, T for It--J d T. 
On the other hand, since G(u) B -M, it follows that 
w(t,) = h2(h) + G(u(f,)) 
3 $+4, 
and hence 
40; - M 6 y(a) + Eo, T. 
Therefore we have 
Since 
u. < ET+ &ET)* + 2M+ 27(a) = @a, T). 
l~(f)l = Iu(t)l G&a, T) for (t- t,l 6 T, 
it follows that 
and 
lu(t)l da + d(a, T) T for It- t,l < T. 
Therefore we have 
dm<,/(a+d(a, T)T)‘+d*(a, T) for It-t,)<T. 
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Setting 
P(a, T) = J(a + &a, T) T)’ + 6*(a, T), 
we obtain (3) which implies that the solution u(t, to; a. 6) exists for all 
t E R. The proof is complete. 
In the following, we set simply 
u( t, a) = u( t, 0; a, 0) for aER, 
which is even in t, u( - t, a) E u(t, a), and it follows from Lemma 1 that 
(a, 0) is an s-point if and only if 
ti(m7c, a) = 0 for some integer m 2 1. (5) 
Moreover we set 
r(t, a) = d(t, a) + 2(t, a). 
Since 
40, a) = Ial, 
Lemma 2 shows that if Jai > /?(n, a) for some a > 0, then 
r(t, a) > a > 0 for (tl <II, 
and hence the solution u(t, a) can be represented by the polar coordinate 
(r(t, a), O(t, a)) so that 
u( t, a) = r( t, a) cos 0( t, a) 
ti( t, a) = r( t, a) sin 0( t, a) 
for ItI 6n, 
where 0(t, a) is defined to be continuous for t and f9(0, a) = 0 by ti(0, a) = 0. 
Then it follows from (5) that (a, 0) is an s-point, that is, u(t, a) is an 
s-solution if and only if 
8(mq a) = 0 (mod n) for some integer m 2 1. (f-5) 
we can verify that r = r(t, a) and 8 = Qt, a) satisfies the system: 
(J= - g(r cos e) c0s e-sin2 8+ 
e(t) cos 8 
r r 
f = r sin 8 cos 8 - g(r cos e) sin 8 + e(t) sin 8. 
50518312-6 
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3. E-SOLUTIONS 
We shall prove the following theorem. 
THEOREM 1. Equation (1) with (2) possesses infinitely many &-solutions 
{ u(t, ak)}Fz _3j with period 27~ such that 
lim ak= +oo and lim ak= --co. 
k+ +m k+ -00 
Remark. The above conclusion was first obtained by G. R. Morris [6] 
to the equation 
ii + 2u3 = e(t) 
together with the additional information such that 
a,=2xk+O 
1 0 2 for large k. 
Moreover, it was generalized by C. A. Harvey [2] to the case where g(u) 
is a polynomial of u with (2), dg(u)/du>O and e(t) is once continuously 
differentiable. 
We will break the proof up into the following steps. 
Step 1. By the argument on (6), it is our purpose to show that there is 
a sequence { ak}pz --oo such that 
ak3 &cc as k + &co, respectively, 
and 
0(7c, ak) = 0 (mod rc). 
Since the both sets { 0(rc, a); a > fl} and {0(x, a); a < -/I} for a large p > 0 
are continuums, respectively, it is sufficient to show that 
lim e(n, a) = --co. 
I4 - m 
Namely, we shall show that there are two sequences of positive numbers 
{Sk}T=r and {Bk};=r such that 
lim S, = +O, lim bk= +co 
k+m k-m 
and 
O(n, a)< -2n YL [ 1 Sk for I4 > Pk, (7) 
where [n/S,] denotes the maximal integer smaller than n/Sk. 
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By (2), there is a number uk > 0 for each integer k > 0 such that 
g(u) k -- 
24 a sin2( l/k) for Iul 2 uk, 
and we set 
uk 
rk = sin( l/k) 
and 
where /I( 7’, tx) is the constant in Lemma 2. In the following, we shall 
consider the case where 
bl ’ bk for a large k. 
Then Lemma 2 implies that 
dt, a) > rk for Odt67r. 
Now, let R2 divide into four angular domains I, II, III, IV around the 
origin such that 
(see Fig. 1). 
Step 2. We shall consider the equation 
e = _ g(r cos 4 cos 8 _ sin2 o + e(t) cos 0 
r r ’ (9) 
where 8 = 0( t, a) and r = r(t, a). 
First we shall show that if the solution (0, r) belongs to domains I or III, 
then 
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FIG. 1. Four angular domains I, II, III, IV around the origin of R2. 
Since 
1 
lcos 81 2 sin - 
k 
and 
we have 
r 2 rk for OQt<n, 
1 
Ircos81>r,sin-=u, 
k 
for OGtdn, 
and hence 
g(rcos8)> k 
r cos 0 ’ sin*( l/k)’ 
Since 
g(r cos 0) 
cos 8 = g(r ‘OS e, COS* 8 > k N 9 r rc0s8 
it follows from (9) that 
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Since rk + co as k -+ co, we have 
B<-; for a large k. 
Therefore the solution (0, r) rotates clockwise around the origin in I as t 
increases for 0 < t < rc and does not remain in I continuously beyond the 
length of time T, such that 
x - 2/k 
T, = k,2 . 
Clearly the solution in III behaves the same as in I. Second we shall show 
that if the solution belongs to domains II or IV, then 
e< -5. 
Since g(u)/u > 0 for large Iu(, there is a constant N > 0 such that 
g( 24) sgnu > -N for all u E R, 
and hence 
g(r cos f3) N 
c0sea --a -fY for O<t<7r. 
r r rk 
Since (sin 81 2 cos( l/k), it follows from (9) that 
Since rk --t co as k + co, we have 4 < -4. Therefore the solution rotates 
clockwise around the origin in II as t increases for 0 < t Q rc and does not 
remain in II continuously beyond the length of time T, such that 
Clearly, the solution in IV behaves the same as in II. 
Step 3. Above all, the solution (0, r) proceeds to rotate clockwise 
around the origin as t increases for 0 d t < rt and takes at most the length 
of time Sk = 2( T, + Tz) for the one rotation, lim, _ m Sk = 0. Therefore it 
rotates around the origin at least [rc/,S,] times for 0 ,< t < z, and hence 
ecz, U) - e(0, U) G -27~ 
which implies (7) by e(O, a) = 0. 
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3. DISTRIBUTION OF E-POINTS I 
For any two s-points pi and pz, we denote by p1p2 the straight line 
segment joining p1 and p2, that is, for p, = (a,, 0) and p2 = (a,, 0), where 
al < a2, 
p~p~={(a,0)ER2;a,~a~a,}. 
We have the following result. 
THEOREM 2. Equation (1) with (2) possesses a subset of E-points with 
order 1, {pk}km_ pco, such that PkPk+l contains at least b(m) E-points of 
order m for each integer m b 2, where 4(m) is the Euler number, that is, the 
number of positive integers less than m and prime to it. 
Remark. The above conclusion too was known by G. R. Morris [7] for 
the equation 
ii + 2u3 = e(t). 
However, the direct application of his method to (1) requires the further 
assumption such that g(u) is strictly monotone increasing for u. 
We will break the proof up into the following steps. 
Step 1. Let u,(t) be one of s-solutions with period 2a whose existence 
is guaranteed by Theorem 1. 
For a # uO(0), we set 
r*(t, a) = J(u(t, a) - uo(t))2 + (ti(t, a) - tiO(t))2. 
Since r*(O, a) = la - u,(O)1 > 0, it follows from the uniqueness of solutions 
with respect o the initial value that 
r*(t, a) > 0 for tER. 
Therefore we can consider the polar coordinate representation such that 
u(t, a) - u,(t) = r*(t, a) cos 0*(t, a) 
ti( t, a) - ziO( t) = r*( t, a) sin O*( t, a), 
(10) 
where 8*(t, a) is continuous for t and 19*(0, a) = 0 by $0, a) - C(O) = 0. 
Since 
ri,(mn) = 0 for all integer m, 
ti(mn, a) = ti(mz, a) - ti,(m7c) = r*(mx, a) sin 8*(m7c, a). 
SOLUTIONS OF ii + g(u) = e(t) 287 
Therefore, by Lemma 1, u(t, a) is an &-solution of period 2mx if and only 
if 
8*(mn, a) = 0 (mod n). (11) 
Since r = r*(t, a) and 0 = O*(t, a) satisfies 
(J= _ 
i 
g(u,(t)+rcose)-g(u,(t)) 
I 
cos 0 - sin’ 8 
r 
(12) 
i= -{g(~4,(t)+rcose)-g(~,(t))}sine+rsinecose, 
it follows from the same argument as the proof of Theorem 1 that 
e*cn, a) -+ --co as Ial -+oo. 
By the continuity of O*(rc, a) for UE R, there is a sequence {uk}km_ --oo c R, 
uk < uk + 1, uk + &co as k + &-co, respectively, such that 
e*(71,uk)=o (mod rr) 
and 
w*h uk+] )-e*(7C,uk)l =71 (13) 
(see Fig. 2). The point pk = (a,, 0) is an c-point of order 1 by (11). 
Step 2. In general we shall show that if (a, 0) is an s-point of order n, 
then 
O*(mn7c,~)=mO*(nn,~) for all integer m > 0. (14) 
FIG. 2. The graph of Function 0(x, a). 
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By (lo), we have 
and 
u(t+n7r,a)-uu,(t+n7r)=r*(t+nn,u)cos(e*(t+n7c, a)) 
ti(t+ m, a) - zio(t +nx) = r*(t +mc, a) sin(e*(t+ nrr, a)) 
u(nn - t, a) - u&m - t) = r*(m - t, a) cos(e*(m - 2, a)) 
ti(n7c - t, a) - zi,(m - t) = r*(m - t, a) sin(e*(nrt - t, a)). 
Since u( t, a) and uO( t) are s-solutions with period 2n71, it follows that 
u( t + nq a) = u(n7l- t, a) 
u()( t + mc) = u&UC - t) 
ti(t + mc, a) = -ri,(nx - t, a) 
zqt + m) = -2gn7c - t) 
and 
These yield 
r*(t + m, a) E r*(n7c - t, a). 
cos(e*(t + nn, u)) = cos(e*(n71- t, a)) 
sin(e*(t + n71, a)) - -sin(8*(n71- t, a)) 
which imply 
e*(t + n71, U) + e*(nx - t, U) = 2j71 for an integer j. 
Since the left hand side is continuous for t, j is constant. Substituting t = 0 
and t = nz into the above, respectively, we obtain 
28*(nn, U) = 2jn = e*(2nn, a) 
by e*(o, a) = 0. 
Since (d/dt) e*(t, a) is 2nrr-periodic in t by (10) and (12), it follows that 
for any integer k. 
8*(2km, a) = J;‘flx f e*(t, a) dt = k /;” $ e*(t, a) dr 
= ke*(2nx, U) = 2kB*(nn, u). (15) 
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Now we shall prove (14). In the case where m is even, m = 2k for an 
integer k, (15) implies (14) immediately. In the case where m is odd, 
m = 2k + 1 for an integer k, we have 
B*(mnx, a) = 9*(2knz + nx, a) = ~‘“““‘“” f O*(t, a) dt 
0 
= s 2knn+nn f O*(~,a)dt+J;~~~ f O*(t,a)dt 2knn 
= s in $ e*(t, a) dt + i,:*“” f fI*(t, a) dt 
= e*(nn, U) + 8*(2knn, U) 
= 8*(n7t, a) + 2kB*(nx, a) 
by (15), and hence 
/3*(mmr, a) = (2k + 1) e*(nq a) = mO*(nx, a), 
which shows (14). 
Srep 3. It follows from (13) and (14) that 
le*(m7c,~,+,)-e*(m7c,~k)J = m 10*(7~, ok+,)-e*(7t,~,)l= mlr. 
Since the set { B(m7t, a); ak <a < uk + I } is a continuum, there is a c, in 
(a,, uk+ i) for each integer s, 1 <s 6 m - 1, such that 
le*(m7t, c,)-e*(m,~,)l =SX. (16) 
Since 
O*(mn, c,) = 0 (mod ~1, 
it follows from (11) that the solution u(t, c,) is periodic of period 2mrc, that 
is, (c,, 0) is an s-point. 
Letting the order of (c,, 0) be n 6 m, we shall show that if 
then n is a divisor of m, that is, 
m = In for some integer I > 2. (17) 
To the contrary, supposing that (17) is not valid, we have an integer q 3 1 
such that 
qn<m<(q+l)n, 
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which implies that 
1<m-qn<n. 
Since the order of (c,, 0) is n, it follows from (14) that 
0*(qnx, c,) = q8*(mc, c,) = 0 (mod X) 
(18) 
Therefore, by (1 l), the solution u(t, c,) has the period 2qnn. On the other 
hand, since u(t, c,) has the period 2mx, it has above all the period 
2(m-qn)r 
which is smaller than 2nn by (18). This contradicts the definition of n. 
Therefore (17) is valid. 
Step 4. Next we shall show that ifs is a number less than m and prime 
to it, then the order n of (c,, 0) is equal to m, which concludes the proof, 
because the number of the above s is d(m). To the contrary, supposing that 
we have by (17) that 
m = In for an integer I > 2. 
Since 
e*(mc, c,) = s’7c for some integer s’ 
and 
O*(n, u/J = k’n for some integer k’, 
it follows that 
B*(m7c, c,) = 8*(h, c,) = H*(nn, c,) = fs’x 
and 
tI*(mn, ak) = mQ*(x, ak) = mk’n = lnk’n. 
Therefore we have 
lQ*(mx, c,) - 0*(mn, +)I = 1 (s’ - nk’l z 
On the other hand, (16) implies that 
i=f Id-r&l. 
Thus m and s has the common divisor Zb 2, and this is a contradiction. 
The proof is complete 
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4. DISTRIBUTION OF E-POINTS II 
In Thoerem 2, we have seen that the set (pk}F= ~~ is not necessarily the 
whole set of c-points of order 1 and it is required that the pair { pk, Pk + 1 > 
satisfies condition (13). In this section, we shall consider the case where the 
pair does not necessarily satisfy (13). We have the following result. 
THEOREM 3. In Eq. (1) with (2), we assume that g(u) is once con- 
tinuously differentiable in u. 
Then, for any two E-points p1 and p2, the straight line segment p1p2 
contains at least one E-point distinct from p, and p2. Consequently, plpz 
contains infinitely many e-points. 
Remark 1. In the case where g(u) is analytic in U, since ti( t, a) is 
analytic in a for a fixed t E R, the equation ti(mn, a) = 0 has no accumula- 
tion point for each integer m > 0, that is, the set of s-points of order m has 
no accumulation point. Therefore, the infinite set of s-points in pI pz 
described in the above theorem consists of e-points of order mj for a 
sequence { mj},?=, with mj + co as j + co. 
Preliminary to the proof of Theorem 3, we shall state two lemmas.‘In the 
following T denotes the Poincare mapping such that 
Tq = (u(2mn, 0; a, b), ti(2mx, 0; a, b)) for q = (a, b) E R2, 
where m is an integer. T is differentiable in q by the assumption of the 
differentiability of g(u) and is one-to-one from R* to R2. If C is a simply 
closed curve in R2, then the image of C by T, C’= TC, is also a simply 
closed curve. 
Though the following lemma seems to be known, we shall prove it here. 
LEMMA 3. For a simply closed curve C in R2, the mapping T preserves 
the orientation of C, that is, tf a point p rotates along C once counter- 
clockwise, then p’ = Tp rotates along c’ = TC once on the same orientation. 
Proof of Lemma 3. Let C, be a circle contained in the interior of C with 
a sufficiently small radius, whose orientation is counter-clockwise. Since the 
Jacobian of T with respect o q is positive by Abel’s equality, it follows that 
the orientation of CA = TC, is also counter-clockwise. 
Now consider the family of simply closed curves (C(s); 0 G s < 1 }, where 
C(s) is continuous for s, C(0) = C,, C( 1) = C and the orientation of C(s) 
is counter-clockwise for 0 <s d 1. We set 
C’(s) = TC(s) (06s< l), 
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which implies 
C’(l)=C’, C’(0) = c;. 
The continuity of C(S) and T shows that the orientation of C’(S) are the 
same for all s, 0 6 s < 1, and hence the orientation of C’ is the same as of 
CL, that is, counter-clockwise. The proof is complete. 
The following lemma follows from the Liouville’s theorem (see [ 1, 
p. 198, Corollary 11). 
LEMMA 4. Let C and C’ be curves in Lemma 3 and D and D’ domains 
bounded by C and C’, respectively. Then the areas of D and D’ are equal. 
The proof of Theorem 3 will be broken up into three steps. 
Step 1. Let orders of p, and pz be n, and n,, respectively, and set 
m = n, n2 in the definition of T. We have 
TP, = PI and TP,=P,. 
Let 1, be the set of points of plpz except the terminal points p1 and pz, 
that is, 
Our purpose is to prove that I, contains at least one s-point. Defining I, 
for k > 1 inductively by 
lk = TI, ~ , for k> 1, 
since Tp, =pl and Tp, =pz, we can see that Ik is a continuous curve 
joining p1 and p2. Moreover we set L the u-axis, H the lower half-plane 
and Z-Z* the upper half-plane, that is, 
L={(u,O)ER2;-c0<u<<}), 
H={(~,~)ER~;uER,~<O} 
and 
To the contrary for our assertion, suppose that Z, contains no E-point. 
Then we have 
l,nL=# for k> 1. (19) 
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In fact, if I, n L # q5 for some k 2 1, then there is a point q E I, such that 
Tkq E L. 
Since 
q = cc, 0) for some c E R, 
it follows that 
zi(2mkn, 0; c, 0) = 0. 
By Lemma 1, u(t, 0; c, 0) is an .s-solution, and (c, 0) is an s-point which is 
contained in I,. This is a contradiction to our assumption. 
Step 2. From (19), we have that 
lkcH Or lkCH* for k> 1. (20) 
In the following we assume that 
1, cH, (21) 
because the remaining case where I, c H* can be treated similarly. In this 
step, first we shall show that 
lk c H for kZ 1. (22) 
To prove the above inductively, we suppose that 
1, c H for some k> 1. 
Let C=pml be the curve defined in such a manner that a point p in 
C moves first from p1 to pz along 1, and second back from pz to p1 along 
I,. Since I, n lo = 4 by (21), C is a simply closed curve, and the orientation 
is clockwise by (21) (see Fig. 3). Considering the curve TkC, we have 
because Tkp, = p,, T”p, = pz, TkI, = 1, and Tkl, = 1, + , , Since the orienta- 
tion of TkC is clockwise by Lemma 3, /k+ i does not belong to H* and we 
have by (20) 
Thus (22) is proved. 
I k+lcH. 
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L U 
FIG. 3. The situation of curves I,, I,, lk, I,, , 
Second we shall show that I, + , is located below I, (see again Fig. 3). 
Letting F be the domain bounded by the curve emu, we can see that 
1 k + i belongs to either the interior of F or the exterior of F, because 
1onl,+1=4 
and for k3 1. 
l,n~,.,=~ 
The orientation of pm+ i implies that lk+ i belongs to the exterior of 
F, and hence lk + i is located below lk. 
Step 3. We shall show that {lk}km_ i is unbounded. If {lk}~= 1 is 
bounded, then there is a disk D centered at the origin with a large radius 
such that 
Setting Gk the domain bounded by the curve pm+ i, we have that 
and 
Therefore 
GkcD for all k > 1 
GinGj=d for i # j. 
PI 2 f (G/cl, 
k=O 
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where 1 DI denotes the area of D. Since 
TG,=Gk+,, 
it follows from Lemma 4 that 
IG,, ,I = IGA for all kb 1, 
and hence we have 
which is a contradiction. Therefore {I,+} F=, is unbounded. 
Step 4. For q = (a, b) E R*, setting 
r(t; q) = d(t, 0; a, b) + ti’(t, 0; a, b), 
we have by Lemma 2 a number r0 > 0 such that if 191 = ,/‘m > rO, then 
r(t; 4) > 0 for O<Itd, 
and hence we can define the polar coordinate (r( t; q), 0( t; q)) such that 
u( t, 0; a, b) = r(t; q) cos e( t; q) 
ti( t, 0; a, b) = r( t; q) sin(8( t; q), 
(23) 
where B(t; q) is continuously defined for 0 6 t d rr and for 141 > r,,. Let 0, 
be the circle centered at the origin with a radius rl > r0 containing p1 and 
p2 in its interior and set 
,F”“, lQ(T 4)l = MI. r 
By the same argument as the proof of Theorem 1, we can take a number 
r2 > r, such that 
min lO(~~;q)l 3M, +7c. 
IYI = ‘2 
We set 0, the circle centered at the origin with the radius rz. Since 
{Zk}pz r is unbounded, there is a 1, such that 
(see Fig. 4). 
For q1 E I, n Or and q2 E Zk n O,, we have respectively 
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FIG. 4. The situation of points q, and q2. 
and 
let% cl211 2 M, + ?r. 
Since 0(7c; q) is continuously defined for 14) 2 rO, there is a q3 E lk such that 
et% q3) = 0 (mod 7~)~ 
where 
Letting q3 = (a’, 6’) E R2, we have by (23) that 
a(?& 0; a’, b’) = 0. 
Since there is a q. E I,, say q. = (a,, 0), such that 
q3 = Pq, = (u(2km7c, 0; a,, O), 42kmn, 0; uo, O)), 
it follows that 
42km7c + 7&o; a,, 0) = ti(7c, 0; u’, b’) = 0. 
Therefore by Lemma 1, u(t, 0; a,, 0) is an s-solution with period 
2(2km + 1)x, that is, q,, is an s-point which is contained in lo. This is a 
contradiction. The proof is complete. 
Remark. If u(t) is an s-solution with minimum period 2mn, then the set 
{u(t + 2kn));:; are distinct periodic solutions with minimum period 2mn 
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FIG. 5. The situation of periodic solution of the equation ii + u’ = 0.0.04 cos 1. 
which are not even except k = m/2. Figure 5, which due to [3], shows the 
situation of existence of many periodic solutions of the equation 
ii + u3 = 0.04 cost, 
where the symbol o denotes the initial value (u(O), a(O)) of a periodic 
solution u(t). 
5. ODD PERIODIC SOLUTIONS 
In this last section, we shall consider Eq. (1) in the case where e(t) is 
odd, e( - t) E -e(t), and periodic with minimum period 27~ and g(u) is 
odd, g( - U) = -g(u). 
Corresponding to Lemma 1, we have the following. 
LEMMA 1’. A solution u(t) is odd and periodic with minimum period 2mz 
for an integer m > 0 if and only if 
u(O) = u(mx) = 0 
and 
u(h) # 0 for 1 dkdm- 1. 
505/83:2-l 
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From the point of view of Lemma l’, the same argument as in 
Theorem 1, 2, and 3 gives us the following Theorem l’, 2’, and 3’, which 
are stated here without proofs. 
THEOREM 1’. Equation (1) with (2) possesses infmitely many odd and 
periodic solutions { u,Jt)}ft: TOO with period 271 such that 
u/J - t) = -u/J t) 
and 
respectively. 
z&(O)-’ fee as k+ +co, 
Corresponding to s-points of Section 1, we shall call the initial value 
(u(O), ti(0)) of odd and periodic solution u(t) of (1) with minimum period 
2m7t for an integer m >O an O-point of order m, where u(0) =0 by the 
oddness of u(t). 
THEOREM 2’. In Eq. (1) with (2), there exists a subset of O-points of 
-. order 1 { pk} i I “, such that the straight line segment pk pk + , Joining pk and 
pk+l contains at least 4(m) O-points of order m for each integer m>2, 
where d(m) is the Euler number. 
THEOREM 3’. In Eq. (1) with (2), assume that g(u) is once continuously 
differentiable. Then, for any two O-points p, and p2, the segment p1~2 
contains infinitely many O-points. Moreover, if g(u) is analytic in u, then the 
infinite set of O-points consists of ones of order mj such that 
mi+ 00 as j-+co. 
ACKNOWLEDGMENT 
The author thanks Professors C. Hayashi and Y. Ueda for permitting their interesting data 
of [3] to be used here, to Professor K. Shiraiwa at Nagoya University for his comment on 
Lemma 3, and to Professor J. Kato at Tohoku University for his many helpful suggestions. 
REFERENCES 
1. V. I. ARNOLD, “Ordinary Differential Equations” (translated by R. A. Silverman), MIT 
Univ. Press, Boston, 1973. 
2. C. A. HARVEY, Periodic solutions of the differential equation %+g(x)=p(f), Contrib. 
Differential Equations 1, No. 4 (1962), 425451. 
SOLUTIONS OF ii + g(U) = e(t) 299 
3. C. HAYASHI AND Y. UEDA, Behaviour of solutions for certain types of nonlinear differen- 
tial equations of the second order, in “Nonlinear Vibration Problems, 6th. Int. Conf. 
Nonlinear Oscillations,” Vol. 14, pp. 341-351, 1973. 
4. S. LEFSCHETZ, “Differential Equations: Geometric Theory,” 2nd ed., p. 301, Interscience, 
New York, 1962. 
5. W. S. LOUD, Periodic solutions of nonlinear equations of Dufling type, in “Proceedings of 
the US-Japan Seminar on Differential and Functional Equations,” pp. 199-224, 1967. 
6. G. R. MORRIS, A differential equation for undamped forced non-linear oscillations. I, 
Proc. Camh. Phil. Sot. 51 (1955), 297-312. 
7. G. R. MORRIS, A differential equation for undamped forced non-linear oscillations. II, 
Proc. Camh. Phil. Sot. 54 (1958) 426438. 
8. G. R. MORRIS, A case of boundedness in Littlewood’s problem on oscillatory differential 
equations, Bull. Austral. Math. Sot. 14 (1976) 71-93. 
9. G. SANSONE AND R. CONTI, “Non-linear Differential Equations,” p. 404, Pergamon, 
New York, 1964. 
10. G. SEIFEIRT, A note on periodic solutions of second order differential equation without 
damping, Proc. Amer. Math. Sot. (1959). 396398. 
