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QUANTUM REVIVALS IN TWO DEGREES OF FREEDOM INTEGRABLE
SYSTEMS : THE TORUS CASE
OLIVIER LABLÉE
ABSTRACT. The paper deals with the semi-classical behaviour of quantum dy-
namics for a semi-classical completely integrable system with two degrees of free-
dom near Liouville regular torus. The phenomomenon of wave packet revivals is
demonstrated in this article. The framework of this paper is semi-classical analy-
sis (limit : h → 0). For the proofs we use standard tools of real analysis, Fourier
analysis and basic analytic number theory.
1. INTRODUCTION
1.1. Motivation. In quantum physics, on a Riemannian manifold (M, g) the evo-
lution of an initial state ψ0 ∈ L2(M) is given by the famous Schrödinger equation
:
ih
∂ψ(t)
∂t
= Phψ(t); ψ(0) = ψ0.
Here h > 0 is the semi-classical parameter and the operator Ph : D (Ph) ⊂ L2 (M) →
L2 (M) is h-pseudo-differential operator (for example Ph = − h22 ∆g + V). In the
case of dimension 1 or for completely integrable systems, we can describe the
semi-classical eigenvalues of the Hamiltonian Ph and by linearity we can write
the solutions of the Schrödinger equation. Nevertheless, the behaviour of the so-
lutions when the times t evolves in larges times scales remains quite mysterious.
In dimension 1, the dynamics in the regular case and for elliptic non-degenerate
singularity have been the subject of many research in physics [Av-Pe], [LAS],
[Robi1], [Robi2], [BKP], [Bl-Ko] and, more recently inmathematics [Co-Ro], [Rob],
[Pau1], [Pau2], [Lab2]. The strategy to understand the long times behaviour of dy-
namics is to use the spectrum of the operator Ph. In the regular case, the spectrum
of Ph is given by the famous Bohr-Sommerfeld rules (see for example [He-Ro],
[Ch-VuN], [Col]) : in first approximation, the spectrum of Ph in a compact set is a
sequence of real numbers with a gap of size h. The classical trajectories are periodic
and supported on elliptic curves. Always in dimension 1, in the case of hyperbolic
singularity we have a non-periodic trajectory. The spectrum near this singularity
is more complicated than in the regular case. In [Lab3] we have an explicit de-
scription of the spectrum for an one-dimesional pesudo-differential operator near
a hyperbolic non-degenerate singularity. The article [Lab4] deals with the quan-
tum dynamics for the hyperbolic case. So, in dimension 1, we get the full and
fractionnals revivals phenomenon (see [Av-Pe], [LAS], [Robi1], [Robi2], [BKP],
[Bl-Ko], [Co-Ro], [Rob], [Pau1] for the elliptic case and see [Lab4] or [Pau2] for
the the hyperbolic case). For an initial wave packets localized in energy, the dy-
namics follows the classical motion during short time, and, for large time, a new
period Trev for the quantum dynamics appears : the initial wave packets form
again at t = Trev.
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Physicists R. Blhum, A. Kostelecky and B. Tudose are interested in the case of
the dimension 2 (see [BKT]). Our paper presents some accurate results on the time
evolution for a generical semi-classical completely integrable system of dimension
2 with mathematical proofs.
1.2. Results and paper organization. Here the quantum Hamiltonian is of the
type Ph = F (P1, P2) where F is a real polynomial of two variables and P1, P2 are
semi-classical one dimensional harmonic oscillators (see section 2 for details). By
a diffeomorphism this Hamiltonian is less particular than it seems to be, since
it gives the spectrum of any completely integrable system with two degrees of
freedom near regular torus or around elliptic singularity [VuN]. Therefore, the
Hamiltonian study leads to a study more or less general but which is not obvious
in dimension 2. In this paper, we consider an initial state ψ0 localized near some
regular Liouville torus of energies (E1, E2) and we study the associated quantum
dynamics. To understand the behaviour of dynamics, we interested in the evolu-
tion of the autocorrelation :
a(t) =
∣∣∣〈ψ(t),ψ0〉L2(R2)∣∣∣ .
Due to the simple nature of the Hamiltonian operator the autocorrelation function
can be write as a serie :
a(t) =
∣∣∣∣∣+∞∑
n=0
+∞
∑
m=0
|an,m|2 e−i th F(τn,µm)
∣∣∣∣∣ ,
where τn = ω1h
(
n + 12
)
, µm = ω2h
(
m + 12
)
are eigenvalues of the one-dimensionnal
harmonic oscillators P1, P2. The sequence (an,m)n,m is just the decomposition of the
initial vector ψ0 on the Hermitte’s eigenbasis of L2(R2).
Most of the paper (section 3 and 4) consists in estimating and analyzing the
function a(t) for large times scales (t ≤ 1/hs with various s > 0). We use Taylor’s
formula to expand the phase term tF (τn, µm) /h in the variables (n,m); first in
linear order (section 3), then to quadratic order (section 4).
In the section 3, we study the linear approximation a1(t) (see definition 3.6) of
the autocorrelation function, valid up on a time scale [0, 1/hα] where 0 < α < 1.
The dynamics depends strongly on the diophantin properties of the classical pe-
riods Tcl1, Tcl2. If the fraction Tcl1/Tcl2 is commensurate (in this case the classical
Hamiltonian flow is Tcl-periodic) we can describe accurately the behaviour of the
dynamics on a classical period [0, Tcl] (see theorem 3.12). In opposite, if the frac-
tion Tcl1/Tcl2 is a bad approximation by rationals (we suppose Tcl1/Tcl2 is Roth
number) the autocorrelation function collapse in the set ]0, Ts]where Ts is order of
1/hs (see theorem 3.24). For large time we use the continuous fraction expansion
of Tcl1/Tcl2 to analyze some possible periods for linear approximation a1(t) (see
theorem 3.35).
In the last section, we use the quadradic approximation a2(t) (see definition
4.6) of the autocorrelation function, valid up on a time scale
[
0, 1/hβ
]
where β >
1. In this quadradic approximation appear three revivals periods Trev1, Trev2 and
Trev12 of order 1/h depending on the Hessian matrix of the function F at the point
(E1, E2). If we suppose Trev1, Trev2 and Trev12 are commensurate, we can proove
and analyze the revivals phenomenon (see theorem 4.16 and corollary 4.17). In the
last subsection we compute the modulus of the revival coefficients (see theorem
4.19).
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2. GENERAL POINTS
2.1. Some basic facts on semi-classical analysis. To explain quickly the philoso-
phy of semi-classical analysis, starts by an example : for a real number E > 0; the
equation
−h
2
2
∆g ϕ = Eϕ
(where∆g denotes the Laplace-Beltrami operator on a Riemaniannmanifold (M, g))
admits the eigenvectors ϕk as solution if
−h
2
2
λk = E.
Hence if h → 0+ then λk → +∞. So there exists a correspondence between the
semi-classical limit (h → 0+) and large eigenvalues.
The asympotic of large eigenvalues for the Laplace-Beltrami operator ∆g on a
Riemaniann manifold (M, g), or more generally for a pseudo-differential opera-
tor Ph, is linked to a symplectic geometry : the phase space geometry. This is
the same phenomenon between quantum mechanics (spectrum, operators alge-
bra) and classical mechanics (length of periodic geodesics, symplectic geometry).
For more details see for example the survey [Lab1].
2.2. Quantum dynamics and autocorrelation function. For a quantum Hamil-
tonian Ph : D (Ph) ⊂ H → H, where H is a Hilbert space, the Schrödinger dy-
namics is governed by the Schrödinger equation :
ih
∂ψ(t)
∂t
= Phψ(t).
With the functional calculus, we can reformulate this equation with the unitary
group U(t) =
{
e−i
t
h Ph
}
t∈R
. Indeed, for a initial state ψ0 ∈ H, the evolution is
given by :
ψ(t) = U(t)ψ0 ∈ H.
We now introduce a simple tool to understand the behaviour of the vector ψ(t) :
this tool is a quantum analog of the Poincaré return function :
Definition. The quantum return functions of the operator Ph and for an initial
state ψ0 is defined by :
r(t) := 〈ψ(t),ψ0〉H ;
and the autocorrelation function is defined by :
a(t) := |r(t)| = |〈ψ(t),ψ0〉H| .
The previous function measures the return on the initial state ψ0. This function
is the overlap of the time dependent quantum state ψ(t) with the initial state ψ0.
Since the initial state ψ0 is normalized, the autocorrelation function takes values in
the compact set [0, 1].
2.3. The Hamiltonian of our model. For our study, the quantum Hamiltonian is
the operator :
Ph := F (P1, P2)
where F is a polynomial of R [X,Y] which does not depend on the paramater h;
P1 and P2 are the Weyl-quantization of the classical one dimensional harmonic
oscillator :
pj (x1, ξ1, x2, ξ2) = ωj
(
x2j + ξ
2
j
)
/2
3
with ω1,ω2 > 0. It is well know that theHermitte functions (en,m)n,m := (en ⊗ em)n,m∈N2
is a Hilbert basis of the space L2(R2). Let us consider for all integers (n,m) the
eigenvalues of P1 and P2 :
τn := ω1h
(
n +
1
2
)
, µm := ω2h
(
m +
1
2
)
;
so, we get immediatly that for all integers (n,m)
F (P1, P2) (en ⊗ em) = F (τn, µm) (en ⊗ em) .
2.4. The autocorrelation function rewritten in a eigenbasis. Now, for a initial
vector ψ0 = ∑
n,m∈N2
an,men,m we have for all t ≥ 0
ψ(t) =
(
e−i
t
h F(P1,P2)
)(
∑
n,m∈N2
an,men,m
)
= ∑
n,m∈N2
an,me
−i th F(τn,µm)en,m
so, for all t ≥ 0 we obtain
r(t) =
+∞
∑
n=0
+∞
∑
m=0
|an,m|2 e−i th F(τn,µm)
and
a(t) =
∣∣∣∣∣+∞∑
n=0
+∞
∑
m=0
|an,m|2 e−i th F(τn,µm)
∣∣∣∣∣ .
The aim of this paper is to study this sum, but unfortunately this function is too
difficult to be understood immediatly.
2.5. Strategy to study the autocorrelation function. The strategy for simplify the
sum function t 7→ a(t), performed by the physicists ([Av-Pe], [LAS], [Robi1],
[Robi2], [BKP], [Bl-Ko]) is the following :
(1) we define a initial vector ψ0 = ∑
n,m∈N2
an,men,m localized near some regular
Liouville torus of energies (E1, E2) : consequently the sequence (an,m)n,m∈N2
is localized close to a pair of quantum numbers n0,m0 (depends on h and
on the Liouville torus (E1, E2).
(2) Next, the idea is to expand by a Taylor formula’s the eigenvalues F (τn, µm)
around the Liouville torus (E1, E2) :
F (τn, µm) =
F (τn0 , µm0) + hω1 (n− n0)
∂F
∂X
(τn0 , µm0) + hω2 (m−m0)
∂F
∂Y
(τn0 , µm0)
+
1
2
ω21h
2 (n− n0)2 ∂
2F
∂X2
(τn0 , µm0) +
1
2
ω22h
2 (m−m0)2 ∂
2F
∂Y2
(τn0 , µm0)
+ω1ω2h
2 (n− n0) (m−m0) ∂
2F
∂X∂Y
(τn0 , µm0) + · · ·
(here τn0 , µm0 is the closest pair of eigenvalue to the pair E1, E2). As a con-
sequence we get for all t ≥ 0
a(t) =
∣∣∣∣∣ ∑
n,m∈N2
|an,m|2 e−it
[
ω1(n−n0) ∂F∂X (τn0 ,µm0)+···+ω1ω2h(n−n0)(m−m0) ∂
2F
∂X∂Y (τn0 ,µm0)+···
]∣∣∣∣∣ .
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(3) And, for small values of t, the first approximation of the autocorrelation
function a(t) is the function
a1(t) :=
∣∣∣∣∣ ∑
n,m∈N2
|an,m|2 e−it[ω1(n−n0) ∂F∂X (τn0 ,µm0)+ω2(m−m0) ∂F∂Y (τn0 ,µm0)]
∣∣∣∣∣ ;
and for larger values of t, the order 2-approximation is given by
a2(t) :=
∣∣∣∣∣ ∑
n,m∈N2
|an,m|2 e−it
[
ω1(n−n0) ∂F∂X (τn0 ,µm0)+···+ω1ω2h(n−n0)(m−m0) ∂
2F
∂X∂Y (τn0 ,µm0)
]∣∣∣∣∣ .
In section 3, we study in details the function t 7→ a1(t) and t 7→ a2(t) in section 4.
2.6. Choice of an initial state. Let us define an initial vector ψ0 = ∑
n,m∈N2
an,men,m
localized near a regular Liouville torus of energies E := (E1, E2) where E1 ∈ [0, 1]
and E2 ∈ [0, 1].
Definition 2.1. Let us consider the quantum integers n0 = n0(h, E1) and m0 =
m0(h, E2) defined by
n0 := argmin
n
|τn − E1| ; m0 := argmin
m
|µm − E2| .
Remark 2.2. Without loss of generality, we may suppose that the integers n0 and
m0 are unique.
The integer n0 (resp. m0) is the eigenvalues index of the operator from the
family P1 (resp. P2) the closest to the real number E1 (resp. E2). Since the spectral
gap of P1 (resp. P2) is equal to ω1h (resp. ω2h ) we have, for h → 0 : n0 ∼
E1
ω1h
; m0 ∼ E2ω2h .
Now, we can give definition of our initial state :
Definition 2.3. Let us consider the sequence (an,m)n,m∈Z2 = (an,m(h))n,m∈Z2 de-
fined by :
an,m := Khχ
(
τn − τn0
hδ
′
1
,
µm − µm0
hδ
′
2
)
= Khχ
(
ω1
n− n0
hδ
′
1−1
,ω2
m−m0
hδ
′
2−1
)
;
where the function χ is non null, non-negative and belong ot the space S(R2). The
parameters
(
δ′1, δ
′
2
) ∈]0, 1[2. We also denote
Kh :=
∥∥∥∥χ(τn − τn0
hδ
′
1
,
µm − µm0
hδ
′
2
)∥∥∥∥
ℓ2(N2)
.
Let us detail this choice :
(1) the term χ
(
τn−τn0
h
δ′1
,
µm−µm0
h
δ′2
)
localize around the torus (E1, E2) (for techni-
cal reason we localize around the closest eigenvalues to (E1, E2).
(2) Constants δ′1 and δ
′
2 are coefficients for dilate the function χ (the reason to
take 0 < δ′j < 1 is the following : it is the unique way to have a non-trivial
localization (not tend to {0}) and a localization larger the spectral hδ′j ≫ h).
So, clearly the sequence (an,m)n,m ∈ ℓ2(Z2). Now, let us evaluate the constant of
normalization Kh; start by the :
Lemma 2.4. For a function ϕ ∈ S(R2) and (ε1, ε2) ∈ ]0, 1]2 then we have uniformly
for (u1, u2) ∈ R2 :
∑
ℓ,s∈Z2, |ℓ+u1|≥ 12 , |s+u2|≥ 12
∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣ = O(ε∞1 + ε∞2 ).
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Proof. We see easily that, uniformly for (u1, u2) ∈ R2 we have
∑
ℓ,s∈Z2, |ℓ+u1|≥ 12 , |s+u2|≥ 12
∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣ = O(1).
Next
∑
ℓ,s∈Z2, |ℓ+u1|≥ 12 , |s+u2|≥ 12
∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣
≤ ∑
ℓ,s∈Z2, |ℓ+u1|≥ 12 , |s+u2|≥ 12
(
ℓ+ u1
ε1
)2N ∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣ ε2N1(ℓ+ u1)2N
≤ ε2N1 4N ∑
ℓ,s∈Z2
(
ℓ+ u1
ε1
)2N ∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣ .
And, similary we have
∑
ℓ,s∈Z2, |ℓ+u1|≥ 12 , |s+u2|≥ 12
∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣
≤ ε2N2 4N ∑
ℓ,s∈Z2
(
s + u2
ε2
)2N ∣∣∣∣ϕ( ℓ+ u1ε1 , s + u2ε2
)∣∣∣∣ .
To conclude the proof, we apply that to the functions ψ(x, y) := x2N ϕ(x, y) and
ψ(x, y) := y2N ϕ(x, y). 
An obvious consequence of this lemma is the following result :
Proposition 2.5. We get
Kh =
1√
F (χ2) (0, 0)h
δ′1+δ′2−2
2
+O (h∞) ;
hence ‖an,m‖ℓ2(N2) = 1+O(h∞).
Proof. By the Poisson formula and the lemma above we get the equality :
∑
n,m∈Z2
χ2
(
ω1
n− n0
hδ
′
1−1
,ω2
m−m0
hδ
′
2−1
)
= hδ
′
1+δ
′
2−2 ∑
ℓ,s∈Z2
F
(
χ2
)(
−ℓh
δ′1−1
ω1
,−s h
δ′2−1
ω2
)
= hδ
′
1+δ
′
2−2
F (χ2) (0, 0) + ∑
ℓ,s∈Z2, |ℓ|+|s|≥1
F
(
χ2
)(
−ℓh
δ′1−1
ω1
,−s h
δ′2−1
ω2
)
= hδ
′
1+δ
′
2−2F
(
χ2
)
(0, 0) +O (h∞) .
Now, with the basic equality
∑
n,m∈N2
χ2
(
n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)
= hδ
′
1+δ
′
2−2F
(
χ2
)
(0, 0) +O (h∞)
−
−1
∑
n=−∞
+∞
∑
m=−∞
χ2
(
n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)
−
+∞
∑
n=0
−1
∑
m=−∞
χ2
(
n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)
.
and with the lemma above we see easily that
−1
∑
n=−∞
+∞
∑
m=−∞
χ2
(
n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)
= O(h∞),
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+∞
∑
n=0
−1
∑
m=−∞
χ2
(
n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)
= O(h∞).
Finally we get :∥∥∥∥χ(n− n0
hδ
′
1−1
,
m−m0
hδ
′
2−1
)∥∥∥∥2
ℓ2(N2)
= F
(
χ2
)
(0, 0)hδ
′
1+δ
′
2−2 +O (h∞) ;
hence
Kh =
1√
F (χ2) (0, 0)h
δ′1+δ′2−2
2
+O (h∞) .
For finish, we write
‖an,m‖2ℓ2(N2) = K2h ∑
n,m∈Z2
∣∣∣∣χ(ω1 n− n0
hδ
′
1−1
,ω2
m−m0
hδ
′
2−1
)∣∣∣∣2
= K2hh
δ′1+δ
′
2−2
[
F
(
χ2
)
(0, 0) + O(h∞)
]
= 1+ O(h∞).

2.7. Technical interlude : the set ∆. In this subsection, we introduce the set ∆ ⊂
N2, this set is useful for making approximation for autocorrelation function. Start
by the definition :
Definition 2.6. Let us define the set of integers ∆ = ∆(h, E1, E2) by :
∆ :=
{
(n,m) ∈ N2; |τn − τn0 | ≤ ω1hδ1 and |µm − µm0 | ≤ ω2hδ2
}
=
{
(n,m) ∈ N2; |n− n0| ≤ hδ1−1 and |m−m0| ≤ hδ2−1
}
where 0 < δi < 1; and we define the set Γ = Γ(h, E1, E2) by :
Γ := N2 − ∆.
We have the following usefull lemma :
Lemma 2.7. If we suppose for all i ∈ {1, 2}, δ′i > δi then we have
∑
n,m∈Γ
|an,m|2 = O(h∞).
Proof. The starting point is the following inequality :
∑
n,m∈Γ
|an,m|2 ≤ ∑
n,m∈Z2, |n−n0|>hδ1−1
|an,m|2 + ∑
n,m∈Z2, |m−m0|>hδ2−1
|an,m|2 .
Since the function χ2 is in the space S(R2), for all integer N ≥ 1 we have
∑
n,m∈Z2
(
n− n0
hδ
′
1−1
)2N
|an,m|2 + ∑
n,m∈Z2
(
m−m0
hδ
′
2−1
)2N
|an,m|2 = O(1).
Without loss generality, we may suppose that n0 = m0 = 0. Next we write
∑
n,m∈Z2, |n|>hδ1−1
|an,m|2 = h2N(δ′1−1) ∑
n,m∈Z2, |n|>hδ1−1
|an,m|2
(
n
hδ
′
1−1
)2N 1
n2N
= O
(
h2N(δ
′
1−δ1)
)
.
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In a similar way, we get
∑
n,m∈Z2, |m|>hδ2−1
|an,m|2 = O
(
h2N(δ
′
2−δ2)
)
;
because δ′i > δi, this implies ∑
n,m∈Γ
|an,m|2 = O(h∞), so we prove the lemma. 
3. ORDER 1 APPROXIMATION : CLASSICAL PERIODS
3.1. Introduction. In this section, we use a Taylor’s formula to expand the phase
term tF (τn, µm) /h in the variables (n,m) in linear order. In this approximation
appear two periods Tcl1 and Tcl2 of order O(1) depending on the gradient of the
function F at the point (E1, E2).
3.2. Linear approximation and classical periods.
Assumption 3.1. Here, we suppose that ∂F∂X (E1, E2) 6= 0, ∂F∂Y (E1, E2) 6= 0.
3.2.1. Semi-classical and classical periods.
Definition 3.2. We define semi-classical periods Tscl1and Tscl2 by :
Tscl1 :=
2pi
∂F
∂X (τn0 , µm0) ω1
and Tscl2 :=
2pi
∂F
∂Y (τn0 , µm0)ω2
.
So, in linear order approximation, we have :
Proposition 3.3. Let α a real number such that α > 1− 2min δi. Then, uniformly for
all t ∈ [0, hα]:
r(t) = e−itF(τn0 ,µm0)/h ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
)
+ O
(
hα+2min δi−1
)
.
Proof. Let us introduce the difference ε(t) := ε(t, h) defined by
ε(t) :=
∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2 e−i
t
h F(τn,µm) − e−itF(τn0 ,µm0)/h ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
)∣∣∣∣∣∣ .
For all integers (n,m) ∈ N2 the Taylor-Lagrange’s formula (at order 2) around
(τn0 , µm0) on the function F gives the existence of a real number θ = θ (n,m, n0,m0) ∈
]0, 1[ such that
F (τn, µm) = F (τn0 , µm0) +
2pih (n− n0)
Tscl1
+
2pih (m−m0)
Tscl2
+
1
2
∂2F (ρn,m)
∂X2
ω21h
2 (n− n0)2 + 12
∂2F (ρn,m)
∂Y2
ω22h
2 (m−m0)2
+
∂2F
∂X∂Y
(ρn,m) ω1ω2h
2 (n− n0) (m−m0) ,
with ρn,m = ρ(n,m, n0,m0, h) := (τn0 + θ(τn − τn0), µm0 + θ(µm − µm0)) .
So, we get
ε(t) =
∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
) [
e−i2pitRn,m(h) − 1
]∣∣∣∣∣∣
where we have used the notation
Rn,m(h) :=
hω21(n− n0)2
4pi
∂2F (ρn,m)
∂X2
+
hω22(m−m0)2
4pi
∂2F (ρn,m)
∂Y2
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+
hω1ω2(n− n0)(m−m0)
2pi
∂2F (ρn,m)
∂X∂Y
.
With the sets Γ,∆ and by triangular inequality, we obtain for all t ≥ 0
ε(t) ≤
∣∣∣∣∣∣ ∑n,m∈∆ |an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
) [
e−i2pitRn,m(h) − 1
]∣∣∣∣∣∣+ 2 ∑n,m∈Γ |an,m|2 .
For all t ≥ 0, for h small enough and for all integers (n,m) ∈ ∆, we observe that
thω21(n− n0)2
4pi
∂2F (ρn,m)
∂X2
≤ tK1h2δ1−1;
thω22(m−m0)2
4pi
∂2F (ρn,m)
∂Y2
≤ tK2h2δ2−1;
thω1ω2(n− n0)(m−m0)
2pi
∂2F (ρn,m)
∂X∂Y
≤ tK12hδ1+δ2−1;
where K1,K2,K12 > 0 are constants which does not depend on h. Indeed : let us
denotes by B ((E1, E2), r) the Euclidian ball of dimension 2 with center (E1, E2) and
radius r; since limh→0 (τn0 , µm0) = (E1, E2) we obtain that ∀ε > 0, ∃h0 > 0, such
that for all h ≤ h0, (τn0 , µm0) ∈ B ((E1, E2), ε); next for all integers (n,m) ∈ ∆, we
have |θ(τn − τn0)| = hω1θ |n− n0| ≤ ω1hδ1 and |θ(µm − µn0)| = hω2θ |m−m0| ≤
ω2h
δ2 , this means that for h small enough (h ≤ h0) we have
ρn,m ∈ B ((E1, E2), ε) ;
therefore we obtain for all h ≤ h0,∣∣∣∣ ∂2F∂X2 (ρn,m)
∣∣∣∣ ≤ sup
(x,y)∈B((E1,E2),ε)
∣∣∣∣ ∂2F∂X2 (x, y)
∣∣∣∣
and this quantity is > 0 and does not depend on h. Next we have for all t ∈ [0, hα]
t |Rn,m(h)| ≤ K1hα+2δ1−1 + K2hα+2δ2−1 + K1,2hα+δ1+δ2−1
≤ Mhα−1
(
h2δ1 + h2δ2 + hδ1+δ2
)
= 3Mh2min δi+α−1;
where M := max (K1,K2,K12) ; with (by hypothesis) 2min δi + α − 1 > 0. This
implies that for all t ∈ [0, hα] and for all integers (n,m) ∈ ∆ we get
e−i2pitRn,m(h) − 1 = O
(
h2min δi+α−1
)
;
and consequently we have for all t ∈ [0, hα]∣∣∣∣∣∣ ∑n,m∈∆ |an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
) [
e−i2pitRn,m(h) − 1
]∣∣∣∣∣∣
= O
(
h2min δi+α−1
)
∑
n,m∈N2
|an,m|2 = O
(
h2min δi+α−1
)
.
Finally, for all t ∈ [0, hα] we have ε(t) = O (h2min δi+α−1) . 
The semi-classical periods Tscli depend on the parameter h. Later we consider
two cases : Tscl1/Tscl2 ∈ Q or not. Consequently we don’t make commensurability
hypothesis on the number Tscl1/Tscl2 valid up for all h > 0, so we prefer introduce
two quantities which does not depend on h to make latter commensurability hy-
pothesis. So we replace semi-classical periods Tscli by semi-classical periods Tcli
.
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Definition 3.4. We define classical periods Tcl1and Tcl2 by :
Tcl1 :=
2pi
∂F
∂X (E1, E2) ω1
and Tcl2 :=
2pi
∂F
∂Y (E1, E2) ω2
.
An obvious remark is that for all j ∈ {1, 2}we have limh→0 Tscl j = Tcl j.
Proposition 3.5. Let τ be a real number such that τ > −min δi. Then, uniformly for all
t ∈ [0, hτ]:
∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
)
= ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
+O
(
hτ+min δi
)
.
Proof. We observe that∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2
e−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
)
− e−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
∣∣∣∣∣∣ ≤ ∑n,m∈Γ 2 |an,m|2
+2 ∑
n,m∈∆
|an,m|2
[∣∣∣∣2pit(n− n0)( 1Tscl1 − 1Tcl1
)∣∣∣∣+ ∣∣∣∣2pit(m−m0)( 1Tscl2 − 1Tcl2
)∣∣∣∣] ,
because
∣∣eiX1eiX2 − eiY1eiY2∣∣ ≤ 2 |X1 − Y1|+ 2 |X2 −Y2| .
Next for all t ≥ 0 we have∣∣∣∣2pit(n− n0)( 1Tscl1 − 1Tcl1
)∣∣∣∣ = ∣∣∣∣2pit(n− n0)(Tcl1 − Tscl1Tscl1Tcl1
)∣∣∣∣ ,
and we know that
Tcl1 − Tscl1 =
2pi
ω1
∂F
∂X (τn0 , µm0)− ∂F∂X (E1, E2)
∂F
∂X (E1, E2)
∂F
∂X (τn0 , µm0)
:
first, applying the inequality of Lagrange we obtain :∣∣∣∣ ∂F∂X (τn0 , µm0)− ∂F∂X (E1, E2)
∣∣∣∣
≤ sup
x,y∈B((E1,E2),1)
∥∥∥∥∇( ∂F∂X
)
(x, y)
∥∥∥∥
R2
‖(τn0 , µm0)− (E1, E2)‖R2
≤ M
√
(τn0 − E1)2 + (µm0 − E2)2 ≤ Mh
√
2
2
.
where M > 0 and does not depend on h.
On the other hand, since we suppose ∂F∂X (E1, E2) 6= 0, there exists ε1 > 0 and
r1 > 0 such that for all (x, y) ∈ B ((E1, E2), r1) we get∣∣∣∣ ∂F∂X (x, y)
∣∣∣∣ ≥ ε1.
We have seen that hence that there exists h1 > 0 such that for all h ∈ ]0, h1[
(τn0 , µm0) ∈ B ((E1, E2), r1) ;
as a consequence the application h 7→ 1∂F
∂X (E1,E2)
∂F
∂X (τn0 ,µm0)
is bounded on the open
set ]0, h1[; indeed for all h ∈ ]0, h1[∣∣∣∣∣ 1∂F
∂X (E1, E2)
∂F
∂X (τn0 , µm0)
∣∣∣∣∣ ≤ 1ε21 < +∞
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hence, with M′ := 2piω1 Mh
√
2
2
1
ε21
, for all h ∈ ]0, h1[ we have
∣∣Tcl1 − Tscl1∣∣ ≤ hM′.
Next, since ∣∣∣∣ 1Tscl1Tcl1
∣∣∣∣ ≤ ω1ω24pi2
∣∣∣∣ ∂F∂X (E1, E2) ∂F∂X (τn0 , µm0)
∣∣∣∣
≤ ω1ω2
4pi2
(
sup
x,y∈B((E1,E2),1)
∣∣∣∣ ∂F∂X (x, y)
∣∣∣∣
)2
< ∞
there exists a constant C1 > 0 which does not depend on h such that for all
h ∈ ]0, h1[ we get
∣∣1/Tscl1 − 1/Tcl1∣∣ ≤ C1h. In a similar way there exists C2 > 0
and h2 > 0 such that for all h ∈ ]0, h2[ we get
∣∣1/Tscl2 − 1/Tcl2∣∣ ≤ C2h. As a conse-
quence, for all h ∈ ]0, h∗[ where h∗ := min hi, for all t ∈ [0, hτ] with τ ∈ R, and for
all integers (n,m) ∈ △ we have :∣∣∣∣t(n− n0)( 1Tscl1 − 1Tcl1
)∣∣∣∣ ≤ C1hυ+δ1, ∣∣∣∣t(m−m0)( 1Tscl2 − 1Tcl2
)∣∣∣∣ ≤ C2hυ+δ2;
we thus obtain for all t, (n,m) ∈ [0, hυ]× ∆∣∣∣∣t(n− n0)( 1Tscl1 − 1Tcl1
)
+ t(m−m0)
(
1
Tscl2
− 1
Tcl2
)∣∣∣∣ ≤ Mhτ+min δi .
Therefore ∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2
e−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
)
− e−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)∣∣∣∣∣∣
≤ 4piMhτ+min δi ∑
n,m∈∆
|an,m|2 + O (h∞) = O
(
hτ+min δi
)
.

3.2.2. Comparison between classical periods and the time scale [0, hα]. In proposition
3.3 the hypothesis on α is that α > 1− 2min δi; therefore with δi ∈] 12 , 1[ we can
make a “good choice” for α; i.e. to have α < 0. Hence for h small enough we
obtain : [
0, Tcli
] ⊂ [0, hα] .
Next, since −min δi − (1− 2min δi) = −1+min δi ≤ 0 we get
h−min δi ≫ h1−2min δi ;
this means that we can choose to take τ = α.
3.2.3. The linear approximation a1. In conclusion, the linear approximation of the
autocorrelation function on the time scale [0, hα] is :
Definition 3.6. The linear approximation of the autocorrelation function is
a1 : t 7→ ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
.
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3.3. Geometrical interpretation of classical periods. The periods Tcli have geo-
metrical interpretation. For E1, E2 > 0 consider the energy level set ME1,E2 :=
p−11 (E1) ∩ p−12 (E2) ⊂ R4 , this manifold is isomorphic to the torus
√
2E1
ω1
S1 ×√
2E2
ω2
S1, here S1 is the one-dimension circle. Start with the calculus of the Hamil-
tonian flow of p = F(p1, p2) with an initial point m0 ∈ ME1,E2 . So the Hamilton’s
equations are 
x˙1(t)
x˙2(t)
ξ˙1(t)
ξ˙2(t)
 =

aξ1(t)
bξ2(t)
−ax1(t)
−bx2(t)

where we have used the notation a := ∂F∂X (E1, E2)ω1, b :=
∂F
∂Y (E1, E2) ω2. For all
j ∈ {1, 2}, let us consider the complex number Zj(t) := xj(t) + iξ j(t); from the
Hamilton equations we obtain the equalities ˙Z1(t) = −iaZ1(t), ˙Z2(t) = −ibZ2(t).
Therefore we get
Z1(t) = Z1(0)e
−iat, Z2(t) = Z2(0)e−ibt
and
|Z1(0)|2 = x21(0) + ξ21(0) =
2E1
a
, |Z2(0)|2 = x22(0) + ξ22(0) =
2E2
b
;
this means that the Hamiltonian’s flow in complex coordinate is given by
ϕt :
(
Z1(0)
Z2(0)
)
7→
(
Z1(t)
Z2(t)
)
.
In angular coordinate the flow is given by
ϕt :
(
θ1,0
θ2,0
)
7→
(
θ1,0 − t a2pi
θ2,0 − t b2pi
)
with θj,0 ≡ argZj(0)2pi [1] . So we have exactly the classical periods of the Hamilton-
ian’s flow :
2pi
a
=
2pi
∂F
∂X (E1, E2) ω1
= Tcl1,
2pi
b
=
2pi
∂F
∂Y (E1, E2) ω2
= Tcl2.
It’s well know that if the periods are commensurate the flow is periodic on the
torus. In opposite the flow is quasi-periodic on the torus.
3.4. The principal part of the function a1. Now, let us study in details the func-
tion a1(t) on the time scale
[
0,maxTcli
]
. Start by a technical proposition :
Proposition 3.7. For all t ≥ 0 we have
∑
n,m∈Z2
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
=
1
F (χ2) (0, 0) ∑
ℓ,s∈Z2
F
(
χ2
)(
−h
δ′1−1
ω1
(
ℓ+
t
Tcl1
)
,−h
δ′2−1
ω2
(
s +
t
Tcl2
))
.
Proof. The trick here is just to use the Poisson formula, so let us consider the func-
tion Ωt defined by
Ωt :

R2 → C
(x1, x2) 7→ |ax1,x2 |2 e
−2ipit (x1−n0)Tcl1 e
−2ipit (x2−m0)Tcl2
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where t ∈ R is a parameter. For all integers (n,m) ∈ Z2 we have
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
= Ωt(n,m).
So clearly, the function Ωt ∈ S(R2), then the Fourier transform F (Ωt) is equal, for
all ζ1, ζ2 ∈ R2
F (Ωt) (ζ1, ζ2) =
∫ +∞
−∞
∫ +∞
−∞
Ωt (x1, x2) e
−2ipix1ζ1e−2ipix2ζ2 dx1dx2;
therefore for all ζ1, ζ2 ∈ R2 we get
F (Ωt) (ζ1, ζ2) =
e−2ipi(n0ζ1+m0ζ2)
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
(
ζ1 +
t
Tcl1
)
,−h
δ′2−1
ω2
(
ζ2 +
t
Tcl2
))
.
It comes from the Poisson formula the equality
∑
n,m∈Z2
Ωt(n,m) = ∑
ℓ,s∈Z2
F (Ωt) (ℓ, s)
=
1
F (χ2) (0, 0) ∑
ℓ,s∈Z2
F
(
χ2
)(
−h
δ′1−1
ω1
(
ℓ+
t
Tcl1
)
,−h
δ′2−1
ω2
(
s +
t
Tcl2
))
which gives the proposition. 
Since the function F
(
χ2
) ∈ S(R2), we observe that only index ℓ, s ∈ Z2 such
that ℓ+ tTcl1
or s + tTcl2
are close to zero are important in the sum. More precisely :
Definition 3.8. For all t ≥ 0, let us define the integers ℓi(t) = ℓi(t, h, E) as the
closest integers to the real numbers −t/Tcli; i.e :
ℓi(t) +
t
Tcli
= d
(
t, TcliZ
)
;
where d(., .) denote the Euclidiean distance on R.
Remark 3.9. Without loss of generality, we may suppose the integers ℓi(t) are
unique. On the other hand, for all integer ℓ ∈ Z such that ℓ 6= ℓi(t) we get :∣∣∣∣ℓ+ tTcli
∣∣∣∣ ≥ 12 .
Lemma 3.10. Uniformly for t ≥ 0 we have :
a1(t) =
1
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
+O (h∞) .
Proof. Since F
(
χ2
) ∈ S(R2) we have
∀k, d ∈ N∗2, ∃Bk,d > 0, ∀ζ1, ζ2 ∈ R2,
∣∣∣F (χ2) (ζ1, ζ2)∣∣∣ ≤ Bk,d
(1+ |ζ1|)k (1+ |ζ2|)d
.
Next, it then follow from the proposition above and from the lemma 2.4 that for
all t ≥ 0
a1(t) =
1
F (χ2) (0) ∑
ℓ,s∈Z2
F
(
χ2
)(
−h
δ′1−1
ω1
(
ℓ+
t
Tcl1
)
,−h
δ′2−1
ω2
(
s +
t
Tcl2
))
=
1
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
t, Tcl1Z
)
,−h
δ′2−1
ω2
d
(
t, Tcl2Z
))
+ O (h∞) .
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Next, for all t ≥ 0
a1(t) = ∑
n,m∈Z2
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
− ∑
n,m∈Z2−N2
|an,m|2 e
−2ipit
(
n−n0
Tcl1
+
m−m0
Tcl2
)
;
thus ∣∣∣∣∣a1(t)− 1F (χ2) (0, 0)F (χ2)
(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))∣∣∣∣∣
≤ ∑
n,m∈Z2−N2
|an,m|2 + O (h∞) .
For finish, we observe
∑
n,m∈Z2−N2
|an,m|2
=
+∞
∑
n=0
−1
∑
m=−∞
|an,m|2 +
−1
∑
n=−∞
−1
∑
m=−∞
|an,m|2 +
−1
∑
n=−∞
+∞
∑
m=0
|an,m|2 ;
and an obvious consequence of the lemma 2.4 is that ∑n,m∈Z2−N2 |an,m|2 = O (h∞) .

3.5. Behaviour of the function a1 : case
Tcl1
Tcl2
∈ Q. In this subsection we suppose
Tcl1
Tcl2
= ba ∈ Q; hence aTcl1 = bTcl2.
Definition 3.11. If the classical periods Tcl1, Tcl2 are commensurate the classical
period of the global system is defined by Tcl := aTcl1 = bTcl2.
Now, we can formulate an important result of this section :
Theorem 3.12. We have :
(i) for t real such that t ∈ TclZ we get (i.e. for all i ∈ {1, 2}, d
(
t, TcliZ
)
= 0)
a1(t) = 1.
(ii) If there exists i ∈ {1, 2} such that d (TcliZ, t) > h1−δ′i then :
a1(t) = O(h
∞).
Proof. The first point (i) is clear. For the second : it follows from the lemma 3.10
that
a1(t) =
1
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
+O (h∞) ;
since the function F
(
χ2
) ∈ S(R2) we have
∀q ∈ N, ∃Dq > 0, ∀ζ1, ζ2 ∈ R2,
∣∣∣F (χ2) (ζ1, ζ2)∣∣∣ ≤ Dq
(1+ |ζ1|+ |ζ2|)q
and therefore ∣∣∣∣∣F (χ2)
(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))∣∣∣∣∣
≤ Dq(
1+ h
δ′1−1
ω1
d
(
Tcl1Z, t
)
+ h
δ′2−1
ω2
d
(
Tcl2Z, t
))q .
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Thus, if there exists i ∈ {1, 2} such that d (TcliZ, t) > ωih1−δ′i then there exists
ε > 0 such that d
(
TcliZ, t
) ≥ ωih1−δ′i−ε and thus for all q ∈ N we obtain∣∣∣∣∣F (χ2)
(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))∣∣∣∣∣ ≤ Dqhεq;
hence we get
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
= O(h∞).

3.6. Behaviour of the function a1 : case
Tcl1
Tcl2
/∈ Q. Let us now tackle an important
case : the case ba =
Tcl1
Tcl2
is not a fraction of Q. Here, there not exists classical
common period, the Hamiltonian flow is not periodic on the torus.
First, we note that, in view of lemma 3.10, the behaviour of the function a1 is
given by the function :
t 7→ 1
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
.
Therefore, since the function F
(
χ2
)
belongs to the space S(R2), we need to explain
simultaneously the evolutions of the distances d
(
Tcl jZ, t
)
depending on time. In
another formulation, we want to analyze the behaviour of the Euclidian distance
between the segment line (OMt) where O := (0, 0), Mt := (t, t) and the lattice
Tcl1Z×Tcl2Z depending on the time t and the number
Tcl1
Tcl2
= ba . Precisely, we want
to compare the distance d
(
(OMt) , Tcl1Z× Tcl2Z
)
with the real number hδ
′
j−1. For
example, if for a time t∗ the distance is larger than h1−δ
′
j we get a1 (t∗) = O(h∞).
Start this new subsection by some geometrical results and latter we explain the
study of the autocorrelation function a1(t).
3.6.1. Some general points. In angular coordinates the Hamiltonian flow is :
ϕt :

[0, 1]2 → [0, 1]2(
θ1,0
θ2,0
)
7→
( − at2pi + θ1,0
− bt2pi + θ2,0
)
.
Without loss of generality we may suppose that the initial data is
(
θ1,0
θ2,0
)
=(
0
0
)
and that a, b < 0. Therefore theHamiltonian flow is given by ϕt =
(
at
bt
)
,
where we have used the notation a := − a2pi > 0 and b := − b2pi > 0. Recall that
Tcl1 =
∣∣ 2pi
a
∣∣ = ∣∣∣ 1a ∣∣∣ and Tcl2 = ∣∣ 2pib ∣∣ = ∣∣∣ 1b ∣∣∣ . So, to understand the behaviour of the
function
t 7→ 1
F (χ2) (0, 0)
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
we need to explain the evolution of the Euclidian distance d
(
ϕt,Z2∗
)
depending
on time t and on the real number ba .
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3.6.2. Suppose ba verify diophantin condition. J. Liouville proved in 1884 the follow-
ing theorem :
Theorem 3.13. (Liouville). For all algebraic irrational number θ with degree d ≥ 2
there exists a constant C = C(θ) > 0 such that the inequality∣∣∣∣θ − pq
∣∣∣∣ ≥ Cqd
holds for all rationals pq .
In other words, algebraic numbers are bad approximation by rationals. Finally,
in 1955 K. F. Roth has considerably improved this result (he was awarded the Field
medal in 1958).
Definition 3.14. We say an irrational number θ satisfy a ε-diophantin condition
(ε ≥ 0) if and only if there exists a constant Cε > 0 such that∣∣∣∣θ − pq
∣∣∣∣ ≥ Cεq2+ε .
holds for all (p, q) ∈ Z ×N∗. We denote by Cε the set of irrationals θ that holds
ε-diophantin condition. We say that an θ irrational θ is a Roth number if and only
if θ ∈ ⋂
ε>0
Cε; i.e
∀ε > 0, ∃Cε > 0; ∀(p, q) ∈ Z×N∗;
∣∣∣∣θ − pq
∣∣∣∣ ≥ Cεq2+ε .
There is a lot of Roth numbers examples :
Theorem 3.15. (Thue-Siegel-Roth). Every real algebraic irrational number of de-
gree d ≥ 2 is a Roth number.
We have also the (see for example [Cas]) :
Theorem 3.16. The Lebesgue measure of Roth’s numbers is infinite.
Remark 3.17. Let θ a ε-diophantin number. Since for all p we have
∣∣θ − p1 ∣∣ ≥ Cε and
|θ − p| ≤ 12 ≤
√
2
2 ; thus we obtain that 0 < Cε ≤ 12 holds for all ε > 0
Now, we estimate the Euclidian distance between the set {ϕt}t∈[0,T] and Z2∗ :=
Z2 − {(0, 0)} .
Notation 3.18. Let us denote by ∆ and Γ the following orthogonal lines
∆ := Vect(ae1 + be2), Γ := Vect(−be1 + ae2)
where (e1, e2) is the canonical basis of the vector space R2. Let us also considers
pi∆ the orthogonal projector on the line ∆ and piΓ the orthogonal projector on the
line Γ.
Here we suppose θ = ba is a Roth number.
Lemma 3.19. For all ε > 0 there exists 0 < Kε ≤ Cε, here Cε denotes the Roth constant
of θ = ba , such that
‖pi∆ (ne1 + me2)‖R2 ≥
Kε
‖ne1 + me2‖1+εR2
; ‖piΓ (ne1 + me2)‖R2 ≥
Kε
‖ne1 + me2‖1+εR2
holds for all (n,m) ∈ Z2∗.
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Proof. Let us denotes by u =
(
u1
u2
)
:= 1√
a2+b2
(
a
b
)
the unitary vector of the
line ∆, so we have
‖pi∆ (ne1 + me2)‖R2 = |〈u, ne1 + me2〉R2 |
= |nu1 + mu2| = |u1| |n + mθ| ;
since θ is a Roth number, for all ε > 0 there exist Cε > 0 such that
‖pi∆ (ne1 + me2)‖R2 ≥ |u1|
Cε
|m|1+ε
≥ |u1|Cε
‖ne1 + me2‖1+εR2
.
In a similar way we ge
‖piΓ (ne1 + me2)‖R2 ≥ |u2|
Cε
|n|1+ε ≥
|u2|Cε
‖ne1 + me2‖1+εR2
;
therefore with Kε := min (|u1|Cε, |u2|Cε) ≤ Cε we obtain the lemma. 
A consequence of this lemma is :
Theorem 3.20. For all ε > 0 there Kε ≤ Cε, here Cε denotes the Roth constant of
θ = ba , such that for all t ≥ 0
d
(
ϕt,Z2∗
)
≥ Kε(√
2
2 + t
√
a2 + b2
)1+ε .
Proof. We observe that for all t ≥ 0 the point ϕt belongs to the line ∆, thus there
exists a pair (nt,mt) ∈ Z2∗ such that
d
(
ϕt,Z2∗
)
=
∥∥∥−−→Oϕt − (nte1 + mte2)∥∥∥
R2
≥ ‖piΓ (nte1 + mte2)‖R2 ;
applying the lemma above we get
d
(
ϕt,Z2∗
)
≥ Kε
‖nte1 + mte2‖1+εR2
.
On the other hand we have the majorization∥∥∥−−→Oϕt − (nte1 + mte2)∥∥∥
R2
≤
√
2
2
,
and, by triangular inequality we obtain
‖nte1 + mte2‖R2 ≤
∥∥∥−−→Oϕt∥∥∥
R2
+
√
2
2
.
Therefore, since
∥∥∥−−→Oϕt∥∥∥
R2
= t
√
a2 + b2, we get for all t ≥ 0, ε > 0
d
(
ϕt,Z2∗
)
≥ Kε(
t
√
a2 + b2 +
√
2
2
)1+ε .

Corollary 3.21. For all ε > 0 and for every η ∈
]
0,
√
2
1+ε
2
[
⊂
]
0,
√
2
2
[
we have :
d
(
ϕt,Z2∗
)
< η ⇒ t > 1√
a2 + b2
((
Kε
η
) 1
1+ε −
√
2
2
)
.
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Proof. Suppose d
(
ϕt(0),Z2∗
)
< η, it then follows from the theorem above that for
all ε > 0 there exists a constant Kε ∈
]
0, 12
[
such that
Kε(√
2
2 + t
√
a2 + b2
)1+ε < η
holds for all t ≥ 0; i.e. (
Kε
η
) 1
1+ε
<
√
2
2
+ t
√
a2 + b2.

Remark 3.22. Since η ∈
]
0,
√
2
1+ε
2
[
⊂
]
0,
√
2
2
[
we have
(
Kε
η
) 1
1+ε ≥
√
2
2 .
Notation 3.23. For ε > 0 and η > 0, let us denote :
tη(ε) :=
1√
a2 + b2
((
Kε
η
) 1
1+ε −
√
2
2
)
.
Theorem 3.24. For all ε > 0, for every η ∈
]
0,
√
2
1+ε
2
[
with η small enough such
that tη(ε) ≥ max Tcli and for all k ≥ 1; there exists a constant Dk > 0 which does
not depend on h such that the inequality
|a1(t)| ≤ Dkhk(1−maxδ
′
i )η−k
holds for all t ∈[max Tcli, tη(ε)].
Proof. Our starting point is that for all t ≥ max Tcli we have
d
(
t, TcliZ
)
= d
(
t, TcliN
∗) .
Next, since Tcl1 =
∣∣ 2pi
a
∣∣ = ∣∣∣ 1a ∣∣∣ and Tcl2 = ∣∣ 2pib ∣∣ = ∣∣∣ 1b ∣∣∣ we get
d
(
t, Tcl1Z
)
= d (at,N∗) , d
(
t, Tcl2Z
)
= d (bt,N∗) .
Therefore, from the corrolary above (by contraposed)we obtain for all t ∈[maxTcli, tη(ε)]
d
(
(at, bt),Z2∗
)
≥ η;
and since the norms ‖(x, y)‖R2 and |x|+ |y| are equivalent on R2, there exists a
constant C > 0 such that
d
(
t, Tcl1Z
)
+ d
(
t, Tcl2Z
) ≥ Cη
holds for all t ∈[max Tcli, tη(ε)].
Next, since the function F
(
χ2
)
belongs to the space S(R2) we have
∀k ∈ N2, ∃Mk > 0, ∀ζ1, ζ2 ∈ R2,
∣∣∣F (χ2) (ζ1, ζ2)∣∣∣ ≤ Mk
(|ζ1|+ |ζ2|)k
;
thus we obtain for all t ∈[maxTcli, tη(ε)]∣∣∣∣∣F (χ2)
(
−h
δ′1−1
ω1
d
(
t, Tcl1Z
)
,−h
δ′2−1
ω2
d
(
t, Tcl2Z
))∣∣∣∣∣
≤ Mk(
h
δ′1−1
ω1
d
(
t, Tcl1Z
)
+ h
δ′2−1
ω2
d
(
t, Tcl2Z
))k
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≤ max(ωi)
k Mk
hkmax(δ
′
i)−k
(
d
(
t, Tcl1Z
)
+ d
(
t, Tcl2Z
))k
≤ max(ωi)
k Mk
hkmax(δ
′
i)−k
1
Ckηk
= max(ωi)
k M
k
Ck
hk(1−max(δ
′
i))η−k.

Applying this theoremwith η = hs where the real number s belongs to
]
0, 1−max δ′i
[
,
we have :
Corollary 3.25. For all ε > 0, s ∈ ]0, 1−max δ′i[ and for h small enough such that
ths(ε) ≥ maxTcli ; the following equality
a1(t) = O(h
∞)
holds uniformly for all t ∈ [maxTcli, ths(ε)].
Notes on time scales. From a pratical point of view, we must verify that for all
ε ≥ 0
ths(ε) ≤ hα
where α > 1− 2min (δi) . Indeed we have :
Proposition 3.26. Suppose min δi > 23 , for all ε > 0 and for all s ∈
]
0, 1−max δ′i
[
we
have
ths(ε) ≤ 1
2
√
a2 + b2
(
h1−2min δi −
√
2
)
.
Proof. For all s > 0 and for all ε > 0 , since
thS(ε) =
1√
a2 + b2
(
(Kε)
1
1+ε h−
s
1+ε −
√
2
2
)
for h → 0 we have the equivalence
ths ∼ Dεh−
s
1+ε
where Dε := 1√
a2+b2
(Kε)
1
1+ε > 0. On the other hand, we see that for all ε > 0 we
have 1− 2min δi ≤max δ
′
i−1
1+ε . Hence
h
max δ′i−1
1+ε ≤ h1−2min δi .
Therefore, we obtain
thS(ε) ≤
1√
a2 + b2
(
(Kε)
1
1+ε h
max δ′i−1
1+ε −
√
2
2
)
≤ 1√
a2 + b2
(
(Kε)
1
1+ε h1−2min δi −
√
2
2
)
≤ 1√
a2 + b2
(
1
2
h1−2min δi −
√
2
2
)
.

Use of continued fractions. Now, we can wonder what are the accurate times
when d
(
ϕt,Z2∗
)
< η ? To solve this problem we will use the continued fraction
theory.
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Some useful theorems. The continued fractions are essentially used for the approx-
imation of real numbers. There exists two types of continued fractions: the finite
continued fractions representing rational numbers and the infinite continued frac-
tions representing irrational numbers. For all irrational number θ, there exists a
pair sequence (qn, pn) ∈N2 such that∣∣∣∣θ − pnqn
∣∣∣∣ ≤ 1q2n
holds for all n ≥ 0. This sequence is given by the continued fractions algorithm
(see [Ro-Sz], [Khi]). Geometrically speaking, the construction principle for this
sequence is as follows (see [Arn2]) : consider v0 := (0, 1) and v−1 := (1, 0). It is
obvious that these points lie on different sides of the line y = θx. By induction : let
the vectors vk−1 and vk be constructed whereas to construct the new vector vk+1,
we add to the vector vk−1 the vector vk as many times as we can in such a way the
new vector vk+1 lies on the same side of the line y = θx as the vector vk−1 :
vk+1 = akvk + vk−1
i.e 
qk+1 = akqk + qk−1
pk+1 = ak pk + pk−1
where (ak)k≥0 is a sequence of integers strictly > 0.
We note that the sequence (qn)n is strictly increasing. With the standard nota-
tion continued fractions we have
[a0, a1, . . . , an, . . .] := a0 +
1
a1 +
1
a2+
1
a3+...
end we have (see for example [Khi]) the relation [a0, a1, . . . , an] =
pn
qn
.
Example 3.27. The number pi is given by : pi = [3, 7, 15, 1, 292, 1 . . .] .
Approach time. Let us denote by D the line y = ba x = θx. Hence, for all t ≥ 0 we
have :
[Oϕt] ⊂ D.
For a fixed n ≥ 0 we wish to find the point Mn of D such that d (Mn, (qn, pn)) =
d (D, (qn, pn)) . In other words, wewish to find the time τn such that d (ϕτn , (qn, pn)) =
d (D, (qn, pn)) .
Proposition 3.28. For all n ≥ 1 the unique τn ≥ 0 such that d (ϕτn , (qn, pn)) =
d (D, (qn, pn)) is given by
τn =
aqn + bpn
a2 + b2
.
Moreover we have
d
(
ϕτn ,Z
2∗
)
≤ a√
a2 + b2
1
qn
<
1
qn
.
Proof. For n 6= 0 fixed, wewant to find t ≥ 0 such that d (ϕt, (qn, pn)) = d (D, (qn, pn)) .
This means that we want to find t ≥ 0 such that
−−→
Oϕt ⊥
(
(qne1 + pne2)−
−−→
Oϕt
)
i.e. : to find t ≥ 0 such that〈−−→
Oϕt, (qne1 + pne2)−
−−→
Oϕt
〉
R2
= 0.
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Consequently we solve the equation at(qn − at) + bt(pn− bt) = 0 and we find for
non-null solution : t = aqn+bpn
a2+b2
. Therefore, at time t = τn :=
aqn+bpn
a2+b2
we obtain
d (ϕτn , (qn, pn)) = d
((
a2qn + abpn
a2 + b2
,
abqn + b2pn
a2 + b2
)
, (qn, pn)
)
=
1
a2 + b2
√
b2 (apn − bqn)2 + a2 (bqn − apn)2.
Since for all integer n we know that
∣∣∣θ − pnqn ∣∣∣ ≤ 1q2n , i.e. |qnb− pna| ≤ aqn holds for
all integer n, so we deduce that
d (ϕτn , (qn, pn)) ≤
1
a2 + b2
√
b2
a2
q2n
+ a2
a2
q2n
≤ a√
a2 + b2
1
qn
<
1
qn
.
For conclude, we note that
d (ϕτn , (qn, pn)) ≥ d
(
ϕτn ,Z
2∗
)
holds for all integer n. 
We wish to generalize this result : we wish to analyze the behaviour of the
distance between the set Z2∗ and the flow ϕt when t is in a neighbourhood of the
time τn.
Notation 3.29. For r > 0 let us denotes by B(τn, r) the closed ball of center τn and
radius r > 0 :
B(τn, r) :=
[
aqn + bpn
a2 + b2
− r, aqn + bpn
a2 + b2
+ r
]
.
Proposition 3.30. For all r > 0
d
(
ϕt,Z2∗
)
≤ 1
a2 + b2
√((
ab
qn
)
+ ra(a2 + b2)
)2
+
(
a2
qn
+ rb(a2 + b2)
)2
holds for all t ∈ B(τn, r).
Proof. We begin with the following inequality : for all t ≥ 0 and for all n
d
(
ϕt,Z2∗
)
≤ d (ϕt, (qn, pn)) .
Next, it’s clear that for all t ∈ B(τn, r) we have
ϕt ∈ B
(
a2qn + abpn
a2 + b2
, ra
)
× B
(
abqn + b2pn
a2 + b2
, rb
)
.
Therefore, for all t ∈ B(τn, r) we have
d (ϕt, (qn, pn))
≤
√(
a2qn + abpn
a2 + b2
+ ra− qn
)2
+
(
abqn + b2pn
a2 + b2
+ rb− pn
)2
=
1
a2 + b2
√
(abpn − b2qn + ra(a2 + b2))2 + (abqn − a2pn + rb(a2 + b2))2
≤ 1
a2 + b2
√((
ab
qn
)
+ ra(a2 + b2)
)2
+
(
a2
qn
+ rb(a2 + b2)
)2
.

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Remark 3.31. For r = 0 we obtain
d
(
ϕt,Z2∗
)
≤ 1
a2 + b2
√((
ab
qn
))2
+
(
a2
qn
)2
≤ a√
a2 + b2
1
qn
.
and we obtain again the result of the proposition 3.28.
Now, let us give an asymptotic equivalent (for n → ∞) of the real number τn :
Proposition 3.32. For n → ∞ we have τn ∼ Ωqn; where Ω := a+bθa2+b2 > 0.
Proof. We just write the fraction τn/Ωqn :
τn
Ωqn
=
aqn + bpn
a2 + b2
a2 + b2
qn(a+ bθ)
=
a
a+ bθ
+
bpn
qn(a+ bθ)
and since limn→∞ pn/qn = θ we obtain that limn→∞ τn/Ωqn = 1. 
Now, let us come back to the autocorrelation function approximation a1. Start
by a notation and a remark :
Notation 3.33. For µ > 0 let us denotes by Ah = Ah(θ, µ) the following set :
Ah :=
{
qn ∈ N, qn ∈
[
hmin δ
′
i−1+µ, h1−2min δi−µ
]}
.
Remark 3.34. For µ > 0, we have of course
[
hmin δ
′
i−1−µ, h1−2min δi+µ
]
⊂
[
hmin δ
′
i−1, h1−2min δi
]
.
If we suppose that the set Ah is non empty, we have some periods for the func-
tion a1, indeed we have :
Theorem 3.35. Suppose Ah 6= ∅, then
sup
n∈{m∈N, qm(θ)∈Ah}
|a1(τn)− 1| = O(hµ).
Proof. Applying the Taylor-Lagrange formula on the function (x, y) 7→ F (χ2) (x, y)
near the origin : for all t ≥ 0 there exists θ = θ (t, h, Tcl1, Tcl2) ∈ ]0, 1[ such that
F
(
χ2
)(
−h
δ′1−1
ω1
d
(
Tcl1Z, t
)
,−h
δ′2−1
ω2
d
(
Tcl2Z, t
))
= F
(
χ2
)
(0, 0)
−h
δ′1−1
ω1
d
(
Tcl1Z, t
) ∂F (χ2)
∂x
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, t
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, t
))
−h
δ′2−1
ω2
d
(
Tcl2Z, t
) ∂F (χ2)
∂y
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, t
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, t
))
.
We know that for all n ≥ 1 the distance between the part of the flow ϕτn and the
set Z2∗ is strictly lower than 1qn . Hence, if we suppose that from a certain point,
like n ≥ N , the sequence
(
1
qn
)
n
is strictly lower than hs (with s > 0), then we
obtain the majorization d
(
ϕτn ,Z
2∗
) ≤ hs. Therefore, for all i ∈ {1, 2} we have
also d
(
τn, TcliZ
) ≤ hs. Consequently for all i ∈ {1, 2} we get hδ′i−1d (τn, TcliZ) ≤
hδ
′
i−1+s . Since we suppose s ≥ −min δ′i + 1+ µ with µ > 0 we deduce that :
hδ
′
i−1d
(
τn, TcliZ
) ≤ hµ;
and, for h small enough, we obtain∣∣∣∣∣hδ
′
1−1
ω1
d
(
Tcl1Z, τn
) ∂F (χ2)
∂x
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, τn
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, tτn
))∣∣∣∣∣ ≤ Mhµ,
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∣∣∣∣∣hδ
′
2−1
ω2
d
(
Tcl2Z, τn
) ∂F (χ2)
∂y
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, τn
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, tτn
))∣∣∣∣∣ ≤ Nhµ;
where M, M′ > 0 are constant which does not depend on h. Next, it comes from
the Taylor formula written above that
sup
n∈{m∈N, qm(θ)∈Ah}
|a1(τn)− 1| = 1
F (χ2) (0, 0)
sup
n∈{m∈N, qm(θ)∈Ah}
∣∣∣∣∣hδ
′
1−1
ω1
d
(
Tcl1Z, τn
) ∂F (χ2)
∂x
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, τn
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, τn
))
hδ
′
2−1
ω2
d
(
Tcl2Z, τn
) ∂F (χ2)
∂y
(
θ
hδ
′
1−1
ω1
d
(
Tcl1Z, τn
)
, θ
hδ
′
2−1
ω2
d
(
Tcl2Z, τn
))∣∣∣∣∣
≤ hµ M.

Counting of the sequence qn. In view of the theorem above, let us now tackle an
important problem : what is the cardinality of the set Ah ? Note that since the
sequence (qn(θ))n∈N is strictly increasing we have
# {Ah} = # {n ∈ N, qn(θ) ∈ Ah} .
Start by a simple majorization of the integer # {Ah} :
# {Ah} ≤ #
{
N ∩
[
hmin δ
′
i−1−µ, h1−2min δi+µ
]}
≤ E [δ(h)] + 1
where δ(h) := h1−2min δi+µ − hmin δ′i−1−µ and E[x] denotes the integer part of x.
Then, for h → 0 we have the equivalence δ(h) ∼ h1−2min δi+µ. So we get a ma-
jorization of the integer # {Ah} in order h1−2min δi+µ.
Nevertheless, find a minoration of the integer # {Ah} is more difficult; but it’s
cleat that for all n∗ > 1 there exists h∗ ∈ ]0, 1[ such that :[
h
∗min δ′i−1−µ, h∗1−2min δi+µ
]⋂(+∞⋃
n=0
qn(θ)
)
= {qn∗(θ)} .
In order to estimate the integer # {Ah} , we must know the distribution of the se-
quence (qn(θ))n∈N on the real axis (in particular on the compact set
[
hmin δ
′
i−1−µ, h1−2min δi+µ
]
)
depending on the number θ. Let’s try to give some distribution examples of the se-
quance (qn(θ))n∈N .
An exemple : the golden ratio. The golden ratio ϕ is the unique real roots of X2 −
X − 1 = 0, i.e. ϕ = (1+√5)/2. The continued fraction of the golden ration is :
ϕ = [1, 1, . . . , 1, . . .] = 1+
1
1+ 1
1+ 11+...
.
Consequently the golden ratio is that one of the most difficult real number to ap-
proximate with rationals numbers. An another particularity of the golden ratio is
that the sequence of the denominators (qn)n from the continued fraction algorithm
is equal to the Fibonacci sequence (Fn)n :
Fn :=
1√
5
(
1+
√
5
2
)n
− 1√
5
(
1−√5
2
)n
.
We note that
lim
n→+∞
Fn+1
Fn
= ϕ.
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Next for n → +∞ we have also :
Fn ∼ 1√
5
(
1+
√
5
2
)n
.
We have also the following property :
Proposition 3.36. Denote by qn(x) the sequence of denominators from the continued
fraction algorithm of the number x; for all θ ∈ R, n ≥ 0 we have
qn(θ) ≥ Fn.
In the general case for any θ irrational number, we have the following theorem
(see for example [Khi]) :
Theorem 3.37. (Khintchine-Lévy, 1952). Almost surely for θ ∈ R we have
lim
n→+∞ qn(θ)
1
n = K;
where K denotes the Khintchine-Lévy constant K := e
pi
12 ln(2) > 1.
Thus for instance from a certain point we obtain :(
1
2
K
)n
≤ qn(θ) ≤
(
3
2
K
)n
.
The study of the distribution of the geometrical sequences
((
1
2K
)n)
n∈N
and
(( 3
2K
)n)
n∈N
on the compact set
[
hmin δ
′
i−1−µ, h1−2min δi+µ
]
is easy; unfortunately it does not
provide accurate informations on the distribution of the sequence (qn(θ))n∈N .
Open question. Do we know the denominator distribution of (qn(θ))n∈N with the
real axis depending on θ? More specifically, for a non-empty compact set of diam-
eter δ > 0 includes in R∗+ is it possible to estimate the number of elements of the
sequence (qn(θ))n∈N in this compact set depending on the numbers θ and δ ?
4. SECOND ORDER APPROXIMATION : REVIVAL PERIODS
4.1. Introduction. Our next aim is to use a more accurate approximation of the
function t 7→ a(t). In this section, we use the quadradic approximation a2(t) of the
autocorrelation function, valid up on a time scale
[
0, 1/hβ
]
where β > 1. This ap-
proximation is a consequence of a Taylor formula on the the term tF (τn, µm) /h in
order 2. In this quadradic approximation appear three revivals periods Trev1, Trev2
and Trev12 (of order 1/h).
Assumption 4.1. In this section, we suppose ∂
2F
∂X2
(E1, E2) 6= 0, ∂2F∂X∂Y (E1, E2) 6=
0, ∂
2F
∂Y2
(E1, E2) 6= 0.
4.2. Quadradic approximation andc revival periods.
4.2.1. Semi-classical revival and revival periods.
Definition 4.2. Let us define the semi-classical revival periods Tsrev1, Tsrev2 and
Tsrev12 by :
Tsrev1 :=
4pi
h ∂
2F
∂X2
(τn0 , µm0) ω
2
1
; Tsrev2 :=
4pi
h ∂
2F
∂Y2
(τn0 , µm0) ω
2
2
;
Tsrev12 :=
4pi
h ∂
2F
∂X∂Y (τn0 , µm0) ω1ω2
.
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So we get the approximation :
Proposition 4.3. Let β a real number such that β > 1− 3min δi. Then we have uni-
formly for t ∈ [0, hβ]:
e+itF(τn0 ,µm0)/hr(t)
= ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Tsrev1
+
(m−m0)2
Tsrev2
+
(n−n0)(m−m0)
Tsrev12
)
+O
(
hβ+3min δi−1
)
.
Proof. The principle is the same as in the proof of proposition 3.3. Here we use
the Taylor-Lagrange formula at order 3 : for all pair (n,m) ∈ N2 there exists θ =
θ (n,m, n0,m0) ∈ ]0, 1[ such that
F (τn, µm) = F (τn0 , µm0) +
∂F (τn0 , µm0)
∂X
ω1h (n− n0) + ∂F (τn0 , µm0)∂y ω2h (m−m0)
+
1
2
∂2F (τn0 , µm0)
∂X2
ω21h
2 (n− n0)2 + 12
∂2F (τn0 , µm0)
∂Y2
ω22h
2 (m−m0)2
+
1
2
∂2F
∂X∂Y
(τn0 , µm0)ω1ω2h
2 (n− n0) (m−m0) + 16
∂3F (ρn,m)
∂X3
ω31h
3 (n− n0)3
+
1
2
∂3F (ρn,m)
∂X2∂Y
ω21ω2h
3 (n− n0)2 (m−m0)+ 12
∂3F (ρn,m)
∂X∂Y2
ω1ω
2
2h
3 (n− n0) (m−m0)2
+
1
6
∂3F (ρn,m)
∂X3
ω32h
3 (m−m0)3 ,
with ρn,m = ρ(n,m, n0,m0, h) := (τn0 + θ(τn − τn0), µm0 + θ(µm − µm0)) .
Next, we observe that for all pair (n,m) ∈ ∆ and for all t ∈ [0, hβ]∣∣∣t (n− n0)3 h2∣∣∣ ≤ hβ+3δ1−1; ∣∣∣t (n− n0)2 (m−m0) h2∣∣∣ ≤ hβ+2δ1+δ2−1;∣∣∣t (n− n0) (m−m0)2 h2∣∣∣ ≤ hβ+δ1+2δ2−1; ∣∣∣t (m−m0)3 h2∣∣∣ ≤ hβ+3δ2−1;
hence, since β > 1 −min (3δ1, 2δ1 + δ2, δ1 + 2δ2, 3δ2) = 1 − 3min δi, for all t ∈[
0, hβ
]
and for all pair (n,m) ∈ N2 we get
e−2ipit((n−n0)
3h2+(n−n0)2(m−m0)h2+(n−n0)(m−m0)2h2+(m−m0)3h2)
= 1+O
(
hβ−1+3min δi
)
.
And the statement of the proposition is established. 
For the same reason as in definition 3.4 we introduce the revival periods :
Definition 4.4. Let us defines the revival periods Trev1, Trev2 and Trev12 by :
Trev1 :=
4pi
h ∂
2F
∂X2
(E1, E2) ω21
; Trev2 :=
4pi
h ∂
2F
∂Y2
(E1, E2)ω22
;
Trev12 :=
4pi
h ∂
2F
∂X∂Y (E1, E2)ω1ω2
.
Clearly for all j ∈ {1, 2, 12} we have limh→0 Tsrev j/Trev j = 1. The three semi-
classical periods Tsrev j depend on h as well as their quotients. Since we will con-
sider period quotients afterwards, is it preferably to study revival periods than
semi-classical revival periods;for that we use indeed :
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Proposition 4.5. Let υ a real number such that υ > −2min δi. Then we have uniformly
for t ∈ [0, hυ]:
∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Tsrev1
+
(m−m0)2
Tsrev2
+
(n−n0)(m−m0)
Tsrev12
)
= ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Trev1
+
(m−m0)2
Trev2
+
(n−n0)(m−m0)
Trev12
)
+O
(
hυ+min(δ1,δ2)
)
.
Proof. The principle is the same as in the proof of proposition 3.5. With the parti-
tion N2 = ∆∐ Γ and by triangular inequality we have∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2
e−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Tsrev1
+
(m−m0)2
Tsrev2
+
(n−n0)(m−m0)
Tsrev12
)
e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Trev1
+
(m−m0)2
Trev2
+
(n−n0)(m−m0)
Trev12
)
∣∣∣∣∣∣
≤ ∑
n,m∈Γ
2 |an,m|2
+2 ∑
n,m∈∆
|an,m|2
[∣∣∣∣2pit(n− n0)2 ( 1Tsrev1 − 1Trev1
)∣∣∣∣+ ∣∣∣∣2pit(m−m0)2 ( 1Tsrev2 − 1Trev2
)∣∣∣∣
+
∣∣∣∣2pit(n− n0)(m−m0)( 1Tsrev12 − 1Trev12
)∣∣∣∣ ;
because
∣∣eiX − eiY∣∣ ≤ 2 |X − Y| .
Next we observe that
Tsrev1 − Trev1 =
4pi
ω21h
 ∂2F∂X2 (E1, E2)− ∂2F∂X2 (τn0 , µm0)
∂2F
∂X2
(τn0 , µm0)
∂2F
∂X2
(E1, E2)
 .
First we have ∣∣∣∣ ∂2F∂X2 (E1, E2)− ∂2F∂X2 (τn0 , µm0)
∣∣∣∣
≤ sup
(x,y)∈B((E1,E2),1)
∥∥∥∥∇( ∂2F∂X2
)
(x, y)
∥∥∥∥
R2
‖(E1, E2)− (τn0 , µm0)‖R2
≤ M
√
(E1 − τn0)2 + (E2 − µm0)2 ≤ Mh
√
2
2
;
where M > 0 is a constant which does not depend on h.
On the other hand, since we suppose ∂
2F
∂X2
(E1, E2) 6= 0; there exists ε1 > 0 and
r1 > 0 such that for all(x, y) ∈ B ((E1, E2), r1) we get∣∣∣∣ ∂2F∂X2 (x, y)
∣∣∣∣ ≥ ε1;
and we have seen that there exists h1 > 0 such that for all h ∈ ]0, h1[ we have
(τn0 , µm0) ∈ B ((E1, E2), r1) ;
therefore the application
h 7→ 1
∂2F
∂X2
(E1, E2) ∂
2F
∂X2
(τn0 , µm0)
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is bounded on the open set ]0, h1[, indeed for all h ∈ ]0, h1[ we have∣∣∣∣∣ 1∂2F
∂X2
(E1, E2) ∂
2F
∂X2
(τn0 , µm0)
∣∣∣∣∣ ≤ 1ε21 < +∞;
and with M′ := 2pi M
√
2
ε21
for all h ∈ ]0, h1[ we obtain |Tsrev1 − Trev1| ≤ M′.
Next, since ∣∣∣∣ 1Tsrev1Trev1
∣∣∣∣ ≤ h2
∣∣∣ ∂2F
∂X2
(E1, E2) ∂
2F
∂X2
(τn0 , µm0)
∣∣∣
16pi2
≤ Kh2
where K := 116pi2 sup(x,y)∈B((E1,E2),1)
∣∣∣ ∂2F
∂X2
(x, y)
∣∣∣2, there exists a constant C1 > 0
(which does not depend on h ) such that for all h ∈ ]0, h1[we have |1/Tsren1 − 1/Tren1 | ≤
C1h
2 (eg. take C1 := KM). In a similary way : there exists C2,C12 > 0 such that for
all h ∈ ]0, h2[ we get |1/Tsren2 − 1/Tren2 | ≤ C2h2 and for all h ∈ ]0, h12[ we get also
|1/Tsren12 − 1/Tren12 | ≤ C12h2.
Next, for all t ≥ 0, for all pair (n,m) ∈ ∆ and for all h < min (h1, h2, h12) we
have ∣∣∣∣t (n− n0)2 ( 1Tsrev1 − 1Trev1
)∣∣∣∣ ≤ C1|t|h2δ1 ;∣∣∣∣t (n− n0) (m−m0)( 1Tsrev12 − 1Trev12
)∣∣∣∣ ≤ C12|t|hδ1+δ2 ;∣∣∣∣t (m−m0)2 ( 1Tsrev2 − 1Trev2
)∣∣∣∣ ≤ C2|t|h2δ2 ;
hence for all t ∈ [0, hυ]where υ is a real number such that υ > −2min δi we obtain∣∣∣∣t (n− n0)2 ( 1Tsrev1 − 1Trev1
)∣∣∣∣+ ∣∣∣∣t (m−m0)2 ( 1Tsrev2 − 1Trev2
)∣∣∣∣
+
∣∣∣∣t (n− n0) (m−m0)( 1Tsrev12 − 1Trev12
)∣∣∣∣ ≤ Mhυ+2min δi
where M := 3max (C1,C2,C12) .
Sowe proove that : there exists a constant M > 0 such that for all h < min (h1, h2, h12)
and for all υ > −2min δi we get∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2
e−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Tsrev1
+
(m−m0)2
Tsrev2
+
(n−n0)(m−m0)
Tsrev12
)
e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Trev1
+
(m−m0)2
Trev2
+
(n−n0)(m−m0)
Trev12
)
∣∣∣∣∣∣
≤ 2 ∑
n,m∈Γ
|an,m|2 + Mhυ+2min δi ∑
n,m∈∆
|an,m|2 .
It follows from the lemma 2.5 (the lemma 2.5 says ∑n,m∈Γ |an,m|2 = O (h∞)) and
from
∑
n,m∈∆
|an,m|2 ≤ ∑
n,m∈N2
|an,m|2 = 1+ O (h∞)
that ∣∣∣∣∣∣ ∑n,m∈N2 |an,m|2
e−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Tsrev1
+
(m−m0)2
Tsrev2
+
(n−n0)(m−m0)
Tsrev12
)
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e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Trev1
+
(m−m0)2
Trev2
+
(n−n0)(m−m0)
Trev12
)∣∣∣∣∣∣
= O
(
hυ+2min δi
)
.

4.2.2. Comparison between revivals periods an the time scale [0, hα]. Recall here that
the parameters
(
δ
′
i , δi
)
∈] 12 , 1[2 with δ
′
i > δi; recall also that the real coefficients α,β
would require α > 1− 2min δi and β > 1− 3min δi. Next we observe that 1−
3min δi − (1− 2min δi) = −min δi < 0 and −2min δi − (1− 3min δi) = min δi −
1 < 0; hence for h small enough we obtain
h1−2min δi < h1−3min δi < h−2min δi .
So we can make a “good choice” for parameters α, β and υ : indeed we can choose
α, β and υ such that : υ ≤ β < −1 < α < 0, therefore (for h small enough) we have
: [
0, Tcli
] ⊂ [0, hα] ⊂ [0, Trevi] ⊂ [0, hβ] ⊆ [0, hυ] .
4.2.3. The quadradic approximation a2. So, the quadradic approximation of the au-
tocorrelation function on the time scale
[
0, hβ
]
is :
Definition 4.6. The quadradic approximation of the autocorrelation function is
a2 : t 7→ ∑
n,m∈N2
|an,m|2 e
−2ipit
(
n−n0
Tscl1
+
m−m0
Tscl2
+
(n−n0)2
Trev1
+
(m−m0)2
Trev2
+
(n−n0)(m−m0)
Trev12
)
.
4.3. Revival theorems.
4.3.1. Preliminaries.
Resonance hypothesis.
Definition 4.7. We say that the revival periods Trev1, Trev2 , Trev12 are in resonance
if an only if there exists
(
p1
q1
, p2q2 ,
p12
q12
)
∈ Q3 such that
p1
q1
Trev1 =
p2
q2
Trev2 =
p12
q12
Trev12.
Notation 4.8. In this case, we introduce the notation Tf rac :=
p1
q1
Trev1 =
p2
q2
Trev2 =
p12
q12
Trev12. And for all j ∈ {1, 2} let us also consider the numbers rj := p12qj, sj :=
q12pj , and clearly for all j ∈ {1, 2}we have Trev j =
r j
s j
Trev12.
Preliminaries. To make progress in our study we need to introduce a new func-
tion ψcl with two artificial variables t1, t2.
Definition 4.9. Let us define the pseudo-classical function ψcl :
ψcl (t1, t2) := ∑
n,m∈N2
|an,m|2 e
−2ipit1 n−n0Tscl1
−2ipit2 m−m0Tscl2 .
Sowe get the obvious following property; first the function ψcl is doubly-periodic
:
(i) for all pair t1, t2 ≥ 0 we have ψcl
(
t1 + Tscl1, t2
)
= ψcl (t1, t2) ;
(ii) and for all pair t1, t2 ≥ 0 we have also ψcl
(
t1, t2 + Tscl2
)
= ψcl (t1, t2) .
This function have no immediate physical significance, but if the time t1 and t2
are equal :
(iii) for all t ≥ 0 we have ψcl(t, t) = a1(t).
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Some lemmas.
Notation 4.10. Let us consider the sequence (θn,m)n,m = (θn,m(p1, q1, p2, q2, p12, q12, h))n,m
with (n,m) ∈ Z2 defined by :
θn,m := e
−2ipi
(
p1
q1
(n−n0)2+ p12q12 (n−n0)(m−m0)+
p2
q2
(m−m0)2
)
.
The periodicity of this sequence is caracterised by the following easy proposi-
tion.
Proposition 4.11. For all p1, q1, p2, q2, p12, q12 ∈ Z, the sequence (θn,m)n,m verify
θn+ℓ1,m = θn,m
θn,m+ℓ2 = θn,m
if and only if the integers ℓ1 and ℓ2 satisfy the following equations :
∀(n,m) ∈ Z2, ℓ
2
1p1
q1
+
2p1ℓ1
q1
n +
p1r1ℓ1
s1q1
m ≡ 0 [1]
∀(n,m) ∈ Z2, ℓ
2
2p2
q2
+
2p2ℓ2
q2
m +
p2r2ℓ2
s2q2
n ≡ 0 [1].
Example 4.12. An obvious solution is ℓ1 = q1s1 and ℓ2 = q2s2.
For two periods ℓ1, ℓ2 ∈ Z2 let us consider the set of sequences ℓ1, ℓ2−periodic
with his natural scalar product.
Definition 4.13. For a fixed pair ℓ1, ℓ2∈ (Z∗)2 we define Sℓ1,ℓ2(Z) the set of se-
quences ℓ1, ℓ2−periodic in the following sense :
Sℓ1,ℓ2(Z) :=
{
un,m ∈ CZ2 ; ∀n,m ∈ Z2, un+ℓ1,m = un,m and un,m+ℓ2 = un,m
}
.
So we have the elementary :
Proposition 4.14. The application
〈 , 〉
Sℓ1,ℓ2
:

Sℓ1,ℓ2(Z)
2 → C
(u, v) 7→ 〈u, v〉
Sℓ1,ℓ2
:= 1|ℓ1ℓ2|
|ℓ1|−1
∑
n=0
|ℓ2|−1
∑
m=0
un,mvn,m .
is a Hermitean product on the space Sℓ1,ℓ2(Z) .
We have also the obvious following remark :
Proposition 4.15. Let us consider φ
k,p
n,m := e
− 2ipikn
ℓ1 e
− 2ipipm
ℓ2 where (k, p) ∈ Z2; then the
family
{(
φ
k,p
n,m
)
n,m∈Z2
}
k=0...ℓ1−1,p=0...ℓ2−1
is an orthonormal basis of the space vector
Sℓ1,ℓ2(Z).
4.3.2. The main theorem. In the following theorem we show that the function t 7→
a2(t) near the period Tf rac can be written as a finite sum of ψcl with arguments
shifted. Indeed we have :
Theorem 4.16. Suppose resonance hypothesis holds; then there exists a family of
ℓ1+ ℓ2 complex numbers (depends on h) :
(
ck1,k2
)
k1∈{0...ℓ1−1},k2∈{0...ℓ2−1} where the
integers ℓ1, ℓ2 ∈ Z2 are solutions of equations from proposition 4.11; such that
a2
(
t + Tf rac
)
=
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
t + Tf rac +
k1
ℓ1
Tscl1, t + Tf rac +
k2
ℓ2
Tscl2
)
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+O
(
hα+2min δi−1
)
.
holds for all t ∈ [0, hα]. The numbers ck1,k2 are called fractionnals coefficients; and
for all k1 ∈ {0...ℓ1 − 1} , k2 ∈ {0...ℓ2 − 1}
ck1,k2 = e
− 2ipik1n0
ℓ1 e
− 2ipik2m0
ℓ2 bk1,k2
with bk1,k2 = bk1,k2(h) =
〈
σh, φk1,k2
〉
Sℓ1,ℓ2
.
Proof. Let us denote the integers n˜ := n − n0, m˜ := m − m0 and consider the
function ε(t) :
ε(t) :=
∣∣∣∣∣a2 (t + Tf rac)− ℓ1−1∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
t + Tf rac +
k1
ℓ1
Tscl1, t + Tf rac +
k2
ℓ2
Tscl2
)∣∣∣∣∣
=
∣∣∣∣∣ ∑
n,m∈N2
|an,m|2 e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2
e
−2ipit n˜2Trev1 e−2ipi
p1n˜
2
q1 e
−2ipit m˜2Trev2 e−2ipi
p2m˜
2
q2 e
−2ipit n˜m˜Trev12 e−2ipi
p12n˜m˜
q12
−
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
t + Tf rac +
k1
ℓ1
Tcl1, t + Tf rac +
k2
ℓ2
Tcl2
)∣∣∣∣∣
=
∣∣∣∣∣ ∑
n,m∈N2
|an,m|2 θn,me
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2
e
−2ipit n˜2Trev1 e−2ipit
m˜2
Trev2 e
−2ipit n˜m˜Trev12
−
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
t + Tf rac +
k1
ℓ1
Tscl1, t + Tf rac +
k2
ℓ2
Tscl2
)∣∣∣∣∣ .
Since the sequence (θn,m)n,m ∈ Sℓ1,ℓ2(Z) with ℓ1 = q1s1 and ℓ2 = q2s2 there exists
a unique decomposition of the sequence (θn,m)n,m on the basis
{(
φ
k,p
n,m
)
n,m∈Z2
}
k=0...ℓ1−1,p=0...ℓ2−1
; indeed we have :
θn,m =
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
bk1,k2φ
k1,k2
n,m .
where bk1,k2 =
〈
θ, φk1,k2
〉
Sℓ1,ℓ2
. Therefore we get
ε(t) =
∣∣∣∣∣ ∑
n,m∈N2
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
|an,m|2 bk1,k2e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2
e
−2ipit n˜2Trev1 e−2ipit
m˜2
Trev2 e
−2ipit n˜m˜Trev12 φk1,k2n,m
−
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
t + Tf rac +
k1
ℓ1
Tscl1, t + Tf rac +
k2
ℓ2
Tscl2
)∣∣∣∣∣
=
∣∣∣∣∣ ∑
n,m∈N2
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
|an,m|2 bk1,k2e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2
e
−2ipit n˜2Trev1 e−2ipit
m˜2
Trev2 e
−2ipit n˜m˜Trev12 φk1,k2n,m
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−
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2 ∑
n,m∈N2
|an,m|2 e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e−2ipik1
n˜
ℓ1
e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2 e−2ipik2
m˜
ℓ2
∣∣∣∣
=
∣∣∣∣∣ ∑
n,m∈N2
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
|an,m|2 bk1,k2e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2
e
−2ipit n˜2Trev1 e−2ipit
m˜2
Trev2 e
−2ipit n˜m˜Trev12 e−
2ipik1n
ℓ1 e
− 2ipik2m
ℓ2
−
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2 ∑
n,m∈N2
|an,m|2 e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e−2ipik1
n˜
ℓ1
e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2 e−2ipik2
m˜
ℓ2
∣∣∣∣ .
And since ck1,k2e
−2ipik1 n˜ℓ1 e−2ipik2
m˜
ℓ2 = bk1,k2e
− 2ipik1n
ℓ1 e
− 2ipik2m
ℓ2 we deduce that
ε(t) =∣∣∣∣∣ ∑
n,m∈N2
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
|an,m|2 bk1,k2e
−2ipit n˜Tscl1 e
−2ipiTf rac n˜Tscl1 e
−2ipit m˜Tscl2 e
−2ipiTf rac m˜Tscl2 e−
2ipik1n
ℓ1 e
− 2ipik2m
ℓ2
(
−1+ e−2ipit
n˜2
Trev1 e
−2ipit m˜2Trev2 e
−2ipit n˜m˜Trev12
)∣∣∣∣∣ .
To finish, we use the partition N2 = ∆∐ Γ and we just consider indices in the set
∆ for the sum. Hence there exists constants C1,C2,C12 > 0 which does not depend
on h, such that∣∣∣∣t (n− n0)2Trev1
∣∣∣∣ ≤ C1hα+2δ1−1; ∣∣∣∣t (m−m0)2Trev2
∣∣∣∣ ≤ C2hα+2δ2−1;
∣∣∣∣t (n− n0)(m−m0)Trev12
∣∣∣∣ ≤ C12hα+δ1+δ2−1
holds for all pair (n,m) ∈ ∆ and for all t ∈ [0, hα].
As a consequence for all t ∈ [0, hα] and for all pair (n,m) ∈ ∆ we get :
e
−2ipit n˜2Trev1 e−2ipit
m˜2
Trev2 e
−2ipit n˜m˜Trev12 − 1 = O
(
hα+2min δi−1
)
.

If we take t = 0 we obtain :
Corollary 4.17. Under the same hypothesis we have
a2
(
Tf rac
)
=
ℓ1−1
∑
k1=0
ℓ2−1
∑
k2=0
ck1,k2ψcl
(
Tf rac +
k1
ℓ1
Tscl1, Tf rac +
k2
ℓ2
Tscl2
)
.
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4.4. Explicit values of modulus for revival coefficients. Our final aim is to com-
pute the modulus of revival coefficients. The idea is to split the sum
∣∣ck1,k2∣∣ in two
simple parts. These parts look like that Gauss sums, but in fact with a little dif-
ference. Here we propose a simple way to compute this sums and we don’t use
sophisticated theory. Start with a notation and a remark :
Notation 4.18. For ℓ ≥ 1 and for integers p et q such that p ∧ q = 1, let us consider
for all integer k ∈ {0...ℓ− 1} the following sum
dk(ℓ, p, q) =
1
ℓ
ℓ−1
∑
n=0
e
−2ipi pq (n−n0)2e
2ipikn
ℓ .
Therefore for all k ∈ {0...ℓ− 1}
|dk(ℓ, p, q)| =
1
ℓ
∣∣∣∣∣ ∑
m∈Z/ℓZ
e
−2ipi pq m2e
2ipikm
ℓ
∣∣∣∣∣ .
Theorem 4.19. Suppose resonance hypothesis holds and suppose also p12q12 ∈ Z;
then we obtain : ∣∣bk1,k2 ∣∣2 = ∣∣dk1 (ℓ1, p1s1, ℓ1)∣∣2 ∣∣dk2 (ℓ2, p2s2, ℓ2)∣∣2 .
Proof. For all k1 ∈ {0...ℓ1 − 1} , k2 ∈ {0...ℓ2 − 1}we have
∣∣bk1,k2 ∣∣ = 1ℓ1ℓ2
∣∣∣∣∣∣ ∑(n,m)∈Z/ℓ1Z×Z/ℓ2Z e
−2ipi
(
p1
q1
n2+
p12
q12
nm+
p2
q2
m2
)
e
2ipik1n
ℓ1 e
2ipik2m
ℓ2
∣∣∣∣∣∣ ;
=
1
ℓ1ℓ2
∣∣∣∣∣ℓ2−1∑
m=0
e
2ipik2m
ℓ2 e
−2ipi p2q2 m
2 ℓ1−1
∑
n=0
e
−2ipi p1q1 n
2
e
2ipin
ℓ1
(
k1− p12q12 ℓ1m
)∣∣∣∣∣
and since ℓ1 = q1s1 = q1q12p1 we obtain∣∣bk1,k2 ∣∣ = 1ℓ1ℓ2
∣∣∣∣∣ℓ2−1∑
m=0
e
2ipik2m
ℓ2 e
−2ipi p2q2 m
2 ℓ1−1
∑
n=0
e
−2ipi p1q1 n
2
e
2ipin
ℓ1
(k1−p12q1s1m)
∣∣∣∣∣ .
For j ∈ {1, 2}, let us consider χj the following characters :
χj :

Z/ℓjZ →֒ C∗
a 7→ e−2ipi
a
ℓ j ;
as a consequence we get∣∣bk1,k2∣∣2 = 1ℓ21ℓ22 ∑(x,y)∈Z/ℓ1Z×Z/ℓ2Z χ1
(
p1s1x
2 − x(k1 − p12q1p1y
)
χ2
(
p2s2y
2 − k2y
)
∑
(z,t)∈Z/ℓ1Z×Z/ℓ2Z
χ1
(
−p1s1z2 + z(k1 − p12q1p1t
)
χ2
(
−p2s2t2 + k2t
)
=
1
ℓ21ℓ
2
2
∑
((x,z),(y,t))∈(Z/ℓ1Z)2×(Z/ℓ2Z)2
(
χ1
(
p1s1
(
x2 − z2
)
− k1(x− z) + p12q1p1(xy− zt)
)
χ2
(
p2s2
(
y2 − t2
)
− k2(y− t)
))
.
Now, because p12q12 ∈ Z then ℓ1 = q1q12p1|q1p1p12 hence for all x, y, z, t we have
p12q1p1(xy− zt) ∈ ℓ1Z . Therefore for all x, y, z, t we have χ1 (p12q1p1(xy− zt)) =
1. Hence ∣∣bk1,k2∣∣2 =
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1
ℓ21ℓ
2
2
∑
((x,z),(y,t))∈(Z/ℓ1Z)2×(Z/ℓ2Z)2
χ1
(
p1s1
(
x2 − z2
)
− k1(x− z)
)
χ2
(
p2s2
(
y2 − t2
)
− k2(y− t)
)
=
1
ℓ21ℓ
2
2
∑
(x,z)∈(Z/ℓ1Z)2
χ1
(
p1s1
(
x2 − z2
)
− k1(x− z)
)
∑
(y,t)∈(Z/ℓ2Z)2
χ2
(
p2s2
(
y2 − t2
)
− k2(y− t)
)
=
1
ℓ21
∣∣∣∣∣ ∑
x∈Z/ℓ1Z
e
−2ipi p1s1
ℓ1
x2
e
2ipik1
ℓ1
x
∣∣∣∣∣
2
1
ℓ22
∣∣∣∣∣ ∑
y∈Z/ℓ2Z
e
−2ipi p2s2
ℓ2
y2
e
2ipik2
ℓ2
y
∣∣∣∣∣
2
.

To finish we can compute∣∣dk1 (ℓ1, p1s1, ℓ1)∣∣2 ∣∣dk2 (ℓ2, p2s2, ℓ2)∣∣2 .
with the following results (see for example [Lab2]) :
Proposition 4.20. For all pair p, q with p∧ q = 1 and q odd, then for all k ∈ {0...q− 1}
we get :
|dk(q, p, q)|2 =
1
q
.
And
Proposition 4.21. For all pair p, q with p∧ q = 1 and q even, then for all k ∈ {0...q− 1}
we get :
i f
q
2
is even then |dk(q, p, q)|2 =

2
q i f k is even
0 else;
i f
q
2
is odd then |dk(q, p, q)|2 =

0 i f k is pair
2
q else.
REFERENCES
[Arn] V.I ARNOLD, Chapitres supplémentaires sur les EDO, Springer Universitext, 1980.
[Av-Pe] I. Sh. AVERBUKH&N. F PERELMAN, Fractional revivals : universality in the long-term evolution
of quantum wave packets beyond the correspondance principle dynamics. Physics Letters A, 139, p.
449-453, 1989.
[BKP] R. BLUHM, V. A. KOSTELECKY & J. A. PORTER, The evolution and revival structure of localized
quantum wave packets. American Journal of Physics 64, 944, 1996.
[Bl-Ko] R. BLUHM & V. A. KOSTELECKY , Long term evolution and revival structure of Rydberg wave
packets for hydrogen and alkali-metal atoms. Phys. Rev A51, 4767-4786, 1995.
[BKT] R. BLUHM, V. A. KOSTELECKY & B. TUDOSE , Wave-packet revivals for quantum systems with
nondegenerate energies. Physics Letters A 222, 1996.
[Ch-VuN] L. CHARLES & S. VU NGOC, Spectral asymptotics via the semi-classical birkhoff normal form,
math.SP.0605096.
[Col] Y. COLIN DE VERDIERE, Bohr-Sommerfeld rules to all orders , Henri Poincaré Acta, 6, 925-936,
2005.
[Cas] J. W. CASSELS, An introduction to diophantine approximation, Cambridge Tracts, 45, Cambridge
Univ. Press, 1957.
[Co-Ro] M. COMBESCURE & D. ROBERT, A phase study of the quantum Loschmidt Echo in the semi-
classical limit, [arXiv : quant-ph0510151], 2005.
[He-Ro] B. HELFFER & D. ROBERT, Puit de potentiel généralisé et asymptotique semi-classique, Annales
de l’IHP Physique Théorique 41(3) : 291-331, 1984.
[Khi] A. Y. KHINTCHINE, Continued fractions, P. Noordhoff, Ltd. Groningen, 1963.
[Lab1] O. LABLÉE, Spectre du laplacien et de l’opérateur de Schrödinger sur une variété : de la géométrie
spectrale à l’analyse semi-classique, Gazette des Mathématiciens, Société Mathématique de France
: 116, pp. 11-27, 2008.
[Lab2] O. LABLÉE, Autour de la dynamique semiclassique de certains systèmes complètement intégrables.
Thèse de doctorat en mathématiques, Université de Grenoble 1, 2009.
33
[Lab3] O. LABLÉE, Sur le spectre semi-classique d’un système intégrable de dimension 1 autour d’une singu-
larité hyperbolique, Annales de la faculté des sciences de Toulouse, Mathématiques, vol. 19, 1.,
pp. 85-123, 2010.
[Lab4] O. LABLÉE, Semi-classical behaviour of Schrödinger’s dynamics : Revivals of wave packets on hyper-
bolic trajectory, Asymptotic analysis, p.1-41, 2010.
[LAS] C. LEICHTLE, I. Sh. AVERBUKH & W. SCHLEICH, Multilevel quantum beats : An analytical
approach.. Phys. Rev. A, 54, pp. 5299-5312, 1996.
[Pau1] T. PAUL, Echelles de temps pour l’évolution quantique à petite constante de planck, Séminaire X-EDP,
2007.
[Pau2] T. PAUL, Reconstruction and non-reconstruction of wave packets, Preprint, 2008.
[Pau3] T. PAUL, Reconstruction of wave packets on a hyperbolic trajectory, Preprint, 2008.
[Rob] D. ROBERT, Revivals of wave packets and Bohr-Sommerfeld quantization rules, Adventures in math-
ematical physics, 219–235, Contemp. Math., 447, Amer. Math. Soc., Providence, RI, 2007.
[Robi1] R. W. ROBINNET, Quantum wave packet revivals, Physics Reports. 392, 1-119, 2005.
[Robi2] R. W. ROBINNET, Wave packets revivals and quasirevivals in one-dimesionnal power law potentials,
Journal of Mathematical Physics, Volume 41(4), 2000.
[Ro-Sz] A. M. ROCKETT & P. SZÜSZ, Continued fractions, World Scientific Publishing Co., Inc, River
Edge, NJ, 1992.
[VuN] S. VU NGOC, Sur le spectre des systèmes complètement intégrables semi-classiques avec singularités,
Thèse de doctorat en mathématiques, Université de Grenoble 1, 1998.
Olivier Lablée
Université Grenoble 1-CNRS
Institut Fourier
UFR de Mathématiques
UMR 5582
BP 74 38402 Saint Martin d’Hères
mail: olivier.lablee@ac-grenoble.fr
http://www-fourier.ujf-grenoble.fr/~lablee/
34
