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GEOMETRIC PARTIAL DIFFERENTIABILITY ON MANIFOLDS:
THE TANGENTIAL DERIVATIVE AND THE CHAIN RULE
ALEXANDRA CONVENT AND JEAN VAN SCHAFTINGEN
Abstract. We define the tangential derivative, a notion of directional derivative
which is invariant under diffeomorphisms. In particular this derivative is invariant
under changes of chart and is thus well-defined for functions defined on a differentiable
manifold. This notion is weaker than the classical directional derivative in general and
equivalent to the latter for Lipschitz continuous functions. We characterize also the
pairs of tangentially differentiable functions for which the chain rule holds.
1. Introduction
Given a differentiable manifoldM , we are interested in defining a geometrically partial
differentiation for functions fromM to R. That is, we would like to have a definition that
implies classical directional differentiability when M = Rm and that does not depend on
local charts. Equivalently we aim to define on Rm a notion of partial differentiability
which is invariant under diffeomorphisms.
Let us first recall the classical definition of directional derivative which is not stable
under maps T : Rm → Rm such that T (V ) is not locally in T (a) +DT [V ].
Definition 1.1. Let A ⊆ Rm and let V ⊆ Rm be a linear subspace of Rm. A linear map
L ∈ L(V,Rn) is a directional derivative of a function f : A → Rn at a ∈ A with respect
to V if for every ε > 0 there exists δ > 0 such that if x ∈ A ∩ (V + a) and ‖x− a‖ ≤ δ,
then
‖f(x)− f(a)− L[x− a]‖ ≤ ε ‖x− a‖ .
The definition of directional derivative can be rephrased in terms of limits as
lim
x∈V +a
x→a
‖f(x)− f(a)− L[x− a]‖
‖x− a‖
= 0.
The stronger notion that we are searching for is provided by the tangential derivative
that we define as follows.
Definition 1.2. Let A ⊆ Rm and let V ⊆ Rm be a linear subspace of Rm. A linear map
L ∈ L(V,Rn) is a tangential derivative of a function f : A→ Rn at a ∈ A with respect to
V if for every ε > 0 there exist δ > 0 and θ > 0 such that if x ∈ A, v ∈ V , ‖x− a‖ ≤ δ
and ‖x− a− v‖ ≤ θ ‖x− a‖, then
‖f(x)− f(a)− L[v]‖ ≤ ε ‖x− a‖ .
This new definition can be written in terms of limits as
lim
v∈A
x→a
‖x−a−v‖
‖x−a‖
→0
‖f(x)− f(a)− L[v]‖
‖x− a‖
= 0.
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Geometrically, the tangential derivative considers the behavior of the function f in
sharp cones around the plane V . In particular, if the function f is tangentially differen-
tiable, then the function f − f(a) grows linearly in a small sharp cone around the plane
V :
(1) lim sup
x→a
dist(x−a,V )
‖x−a‖
→0
‖f(x)− f(a)‖
‖x− a‖
<∞.
This condition (1) is reminiscent of the directional Lipschitz condition [8, 9] but weaker.
(If V = Rm, the latter condition is equivalent to the classical local Lipschitz condition.)
We shall show that definition 1.2 has the required invariance under diffeomorphisms
(corollary 3.3) and allows thus to define a tangential derivative on a differentiable man-
ifold (definition 3.1). Although directional differentiability does not imply tangential
differentiability in general, it is the case in particular for Lipschitz continuous functions
(proposition 2.1). This brings us to the original motivation of our work, which was to
understand whether the directional derivative in the chain rule between Lipschitz con-
tinuous and bounded variation functions [1] was well defined when working with maps
between manifolds.
We also show that the tangential derivative is the weakest notion of derivative which
implies directional differentiability and which is invariant under diffeomorphisms. A
serendipitous feature of this definition is that tangential differentiability with respect to
V is equivalent to tangential differentiability with respect to the one-dimensional space
spanned by v for every v ∈ V and linearity of the directional derivative (proposition 4.1).
This property is well-known to fail for directional derivatives.
We finally investigate for the tangential derivative the chain rule which is a key prop-
erty of derivatives (proposition 3.1). Although the rule does not hold in general, it holds
under a necessary and sufficient condition which is not very stringent, and it covers for
example the case where the function on the left is Lipschitz continuous or where the
function on the right has an injective tangential derivative.
2. Examples and counterexamples of tangentially differentiable
functions
In this section, we give various examples and counterexamples of tangentially differ-
entiable functions.
We first remark that in the limiting cases the definition covers known concepts. If
V = {0}, one observes by taking θ = 12 that every function has a tangential derivative
with respect to V and if V = Rm, the notions of directional and tangential derivatives
are both equivalent with the classical definition of total differentiability of Stolz and
Fréchet.
In all the other cases, directional differentiability does not imply tangential differen-
tiability. Given a linear subspace V such that {0} ( V ( Rm, we take α > 0 and a linear
map K ∈ L(Rm,Rn) such that ker(K) = V , and we define the function f : Rm → Rn for
every point x ∈ Rm by
(2) f(x) =


K[x]
‖x‖α
if x 6= 0,
0 if x = 0.
Since f = 0 on V , the zero linear map is a directional derivative at the point 0 with
respect to the subspace V but since (1) is not satisfied, the function f does not have a
tangential derivative at 0 with respect to the subspace V .
It turns out however that for Lipschitz continuous function, the notions of directional
and tangential derivatives are equivalent. We recall that a function f : A ⊆ Rm → Rn
is Lipschitz continuous if there exists a constant κ ≥ 0 such that for all x, y ∈ A,
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‖f(x)− f(y)‖ ≤ κ ‖x− y‖. We also denote by 〈v〉 the vector space spanned by v, that
is, 〈v〉 = {rv : r ∈ R}.
Proposition 2.1. Let a ∈ A ⊆ Rm, let f : A→ Rn, let V ⊆ Rm be a linear subspace of
Rm and let L ∈ L(V,Rn). If the function f is Lipschitz continuous, then the following
statements are equivalent:
(i) the linear map L is a directional derivative of f at a with respect to V ,
(ii) the linear map L is a tangential derivative of f at a with respect to V ,
(iii) for every v in a dense subset of V ∩ ∂B[0, 1], the linear map L|〈v〉 ∈ L(〈v〉,R
n) is
a directional derivative of f at a with respect to 〈v〉.
Proof. Let κ ≥ 0 be given by the definition of Lipschitz continuity for the function f .
First we prove that (i) implies (ii). For every x ∈ A and every v ∈ V , since f is Lipschitz
continuous,
‖f(x)− f(a)− L[v]‖ ≤ ‖f(x)− f(v + a)‖+ ‖f(v + a)− f(a)− L[v]‖
≤ κ ‖x− a− v‖+ ‖f(v + a)− f(a)− L[v]‖ .
For every ε > 0, by definition of directional derivative, there exists δ > 0 such that if
y ∈ A∩(V +a) and ‖y − a‖ ≤ δ, then ‖f(y)− f(a)− L[y − a]‖ ≤ ε4 ‖y − a‖. Therefore, if
x ∈ A, v ∈ V , ‖x− a‖ ≤ δ2 and ‖x− a− v‖ ≤ min
(
1, ε2κ
)
‖x− a‖, then ‖(v + a)− a‖ ≤
2 ‖x− a‖ ≤ δ, and so ‖f(x)− f(a)− L[v]‖ ≤ ε ‖x− a‖.
Since it is obvious that (ii) implies (iii), it remains to prove that (iii) implies (i). For
every x ∈ A ∩ (V + a) and every v ∈ V ,
‖f(x)− f(a)− L[x− a]‖
≤ ‖f(x)− f(‖x− a‖ v + a)− L[x− a− ‖x− a‖ v]‖
+ ‖f(‖x− a‖ v + a)− f(a)− L[‖x− a‖ v]‖
≤ (κ+ ‖L‖) ‖x− a‖
∥∥∥∥ x− a‖x− a‖ − v
∥∥∥∥+ ‖f(‖x− a‖ v + a)− f(a)− L[‖x− a‖ v]‖ .
By assumption, for every v in a dense subset S ⊆ V ∩ ∂B[0, 1], there exists δv > 0 such
that if y ∈ A ∩ (〈v〉 + a) and ‖y − a‖ ≤ δv, then ‖f(y)− f(a)− L[y − a]‖ ≤
ε
2 ‖y − a‖.
Here and in the sequel B[0, 1] denotes the closed ball of radius 1 centered at the point 0.
Since the set V ∩ ∂B[0, 1] is compact and the set S is dense in V ∩ ∂B[0, 1], there exists
N ∈ N∗ and v1, . . . , vN ∈ S such that
V ∩ ∂B[0, 1] ⊆
N⋃
i=1
B
[
vi,
ε
2(1 + κ+ ‖L‖)
]
.
As a consequence, if x ∈ A ∩ (V + a) and ‖x− a‖ ≤ min1≤i≤N δvi , then
‖f(x)− f(a)− L[x− a]‖ ≤ ε ‖x− a‖ . 
The proof shows that the Lipschitz continuity assumption can be replaced by the
weaker condition:
lim sup
dist(x−a,V )
‖x−a‖
→0
dist(y−a,V )
‖y−a‖
→0
‖f(x)− f(y)‖
‖x− y‖
<∞.
3. The chain rule for tangential derivatives
We study now the chain rule for the tangential derivative. We first remark that the
chain rule does not hold in general for the tangential derivative. For example, for every
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K ∈ L(Rm,R) such that {0} ( ker(K) ( Rm and every β ≥ 2, we consider the functions
f : Rm → R and g : R→ R defined for every x ∈ Rm and t ∈ R by
f(x) =


|K[x]|β
‖x‖ if x 6= 0,
0 if x = 0;
and g(t) = |t|
1
β .
Since the zero linear map is a tangential derivative of the function f at 0 with respect
to ker(K), the function g has a tangential derivative at f(0) = 0 with respect to {0},
but g ◦ f has the same form as the function in (2) and so does not have a tangential
derivative at 0 with respect to ker(K).
The chain rule holds however under an additional necessary and sufficient analytic
assumption involving both functions in the composition.
Proposition 3.1. Let A ⊆ Rm and let V ⊆ Rm be a linear subspace of Rm. Let
L ∈ L(V,Rn) be a tangential derivative of f : A→ Rn at a ∈ A with respect to V and let
K ∈ L(L[V ],Rp) be a tangential derivative of g : f(A)→ Rp at f(a) with respect to L[V ].
The linear map K ◦ L ∈ L(V,Rp) is a tangential derivative of g ◦ f at a with respect to
V if and only if
(3) lim
v∈V
x→a
‖x−a−v‖
‖x−a‖
→0
‖f(x)−f(a)‖
‖x−a‖
→0
‖g(f(x))− g(f(a))‖
‖x− a‖
= 0.
Proof. We first assume that the function g ◦ f is tangentially differentiable. For every
x ∈ A and every v ∈ V ,
‖g(f(x))− g(f(a))‖ ≤ ‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖
+ ‖K‖ (‖f(x)− f(a)− L[v]‖ + ‖f(x)− f(a)‖).
We fix ε > 0. By assumption, there exist δ, θ > 0 such that if x ∈ A, v ∈ V , ‖x− a‖ ≤ δ
and ‖x− a− v‖ ≤ θ ‖x− a‖, then
‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖ ≤ ε ‖x− a‖
and
‖f(x)− f(a)− L[v]‖ ≤ ε ‖x− a‖ .
As a consequence, if x ∈ A, v ∈ V , ‖x− a‖ ≤ δ, ‖x− a− v‖ ≤ θ ‖x− a‖ and
‖f(x)− f(a)‖ ≤ ε ‖x− a‖, then
‖g(f(x)) − g(f(a))‖ ≤ (1 + 2 ‖K‖)ε ‖x− a‖ ,
that is, (3) is satisfied.
Conversely, we assume that (3) holds. For every x ∈ A and every v ∈ V ,
(4)
‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖
≤ ‖g(f(x))− g(f(a))‖ + ‖K‖ (‖f(x)− f(a)− L[v]‖ + ‖f(x)− f(a)‖).
We fix ε > 0. By assumption, there exist δ1, θ1 > 0 and κ > 0 such that if x ∈ A, v ∈ V ,
‖x− a‖ ≤ δ1, ‖x− a− v‖ ≤ θ1 ‖x− a‖ and ‖f(x)− f(a)‖ ≤ κ ‖x− a‖, then
‖g(f(x))− g(f(a))‖ ≤ ε ‖x− a‖ and ‖f(x)− f(a)− L[v]‖ ≤ ε ‖x− a‖ ,
and thus by (4),
‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖ ≤ (ε(1 + ‖K‖) + κ) ‖x− a‖ .
Without loss of generality, we assume that κ ≤ ε, and thus if ‖x− a‖ ≤ δ1, ‖x− a− v‖ ≤
θ1 ‖x− a‖ and ‖f(x)− f(a)‖ ≤ κ ‖x− a‖, then
‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖ ≤ (2 + ‖K‖)ε ‖x− a‖ .
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It remains to cover the case where x ∈ A and ‖f(x)− f(a)‖ > κ ‖x− a‖. First, for every
x ∈ A and every v ∈ V such that ‖x− a‖ ≤ δ1 and ‖x− a− v‖ ≤ θ1 ‖x− a‖, we have
‖f(x)− f(a)‖ ≤ (ε+ ‖L‖ (1 + θ1)) ‖x− a‖ .
Let η = ε + ‖L‖ (1 + θ1). Since g is tangentially differentiable, there exist δ˜, θ˜ > 0 such
that if x ∈ A, v ∈ V , ‖f(x)− f(a)‖ ≤ δ˜ and ‖f(x)− f(a)− L[v]‖ ≤ θ˜ ‖f(x)− f(a)‖,
then
‖g(f(x)) − g(f(a)) −K[L[v]]‖ ≤
ε
η
‖f(x)− f(a)‖ .
Since L is a tangential derivative of f , there exist δ2, θ2 > 0 such that if x ∈ A, v ∈ V ,
‖x− a‖ ≤ δ2 and ‖x− a− v‖ ≤ θ2 ‖x− a‖, then
‖f(x)− f(a)− L[v]‖ ≤ θ˜κ ‖x− a‖ .
Therefore, if x ∈ A, v ∈ V , ‖x− a‖ ≤ min(δ1, δ2,
δ˜
η
) and
‖x− a− v‖ ≤ min(θ1, θ2) ‖x− a‖ ,
then ‖f(x)− f(a)‖ ≤ δ˜ and ‖f(x)− f(a)− L[v]‖ ≤ θ˜ ‖f(x)− f(a)‖, and so
‖(g ◦ f)(x)− (g ◦ f)(a)− (K ◦ L)[v]‖ ≤
ε
η
‖f(x)− f(a)‖ ≤ ε ‖x− a‖ ,
that is, the function g ◦ f is tangentially differentiable at a. 
A first interesting consequence is a chain rule when the second function g in the
composition is Lipschitz continuous.
Corollary 3.2. Let A ⊆ Rm and let V ⊆ Rm be a linear subspace of Rm. Let L ∈
L(V,Rn) be a tangential derivative of f : A → Rn at a ∈ A with respect to V and let
K ∈ L(L[V ],Rp) be a tangential derivative of g : f(A)→ Rp at f(a) with respect to L[V ].
If the function g is Lipschitz continuous, then K ◦L ∈ L(V,Rp) is a tangential derivative
of g ◦ f at a with respect to V .
Proof. If κ ≥ 0 is a Lipschitz constant for g, condition (3) is satisfied since for every
x ∈ A \ {a},
0 ≤
‖g(f(x)) − g(f(a))‖
‖x− a‖
=
‖g(f(x)) − g(f(a))‖
‖f(x)− f(a)‖
‖f(x)− f(a)‖
‖x− a‖
≤ κ
‖f(x)− f(a)‖
‖x− a‖
. 
Another consequence which will be important in the sequel is the case where the
tangential derivative of the first function f in the composition is injective.
Corollary 3.3. Let A ⊆ Rm and let V ⊆ Rm be a linear subspace of Rm. Let L ∈
L(V,Rn) be a tangential derivative of f : A → Rn at a ∈ A with respect to V and let
K ∈ L(L[V ],Rp) be a tangential derivative of g : f(A)→ Rp at f(a) with respect to L[V ].
If L is injective, then K ◦L ∈ L(V,Rp) is a tangential derivative of g◦f at a with respect
to V .
Proof. Since the linear map L is injective on its domain V , there exists a constant η > 0
such that for every v ∈ V , ‖v‖ ≤ η ‖L[v]‖. For every x ∈ A and every v ∈ V ,
‖x− a‖ ≤ ‖x− a− v‖+ η ‖L[v]‖
≤ ‖x− a− v‖+ η(‖f(x)− f(a)‖+ ‖f(x)− f(a)− L[v]‖).
Since L is a tangential derivative of f , there exist δ > 0 and θ > 0 such that if x ∈ A, v ∈
V , ‖x− a‖ ≤ δ and ‖x− a− v‖ ≤ θ ‖x− a‖, then ‖f(x)− f(a)− L[v]‖ ≤ 14η ‖x− a‖.
Therefore, if ‖x− a‖ ≤ δ and ‖x− a− v‖ ≤ min
(
θ, 14
)
‖x− a‖, then 34 ‖x− a‖ ≤
η ‖f(x)− f(a)‖ + ‖x− a− v‖, and so ‖x− a‖ ≤ 2η ‖f(x)− f(a)‖. Hence, the condi-
tion (3) is trivially satisfied. 
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The previous chain rule shows the invariance under diffeomorphisms. As a conse-
quence, we extend the notion of tangential derivative to functions on differentiable man-
ifolds. We recall that a local chart ϕ of a differentiable manifold M of dimension m is
a map ϕ : U ⊆ M → Rm such that U is an open subset of M and ϕ : U → ϕ(U) is a
diffeomorphism. For every p ∈M , we also denote by TpM the tangent space at the point
p.
Definition 3.1. Let M be a differentiable manifold of dimension m. Let p ∈M and let
V be a linear subspace of TpM . A linear map L ∈ L(V,R) is a tangential derivative of a
map f : M → R at p with respect to V if for some local chart ϕ : U ⊆M → Rm such that
p ∈ U , L◦Dϕ−1(ϕ(p)) ∈ L(Dϕ(p)[V ],R) is a tangential derivative of f◦ϕ−1 : ϕ(U)→ Rn
at ϕ(p) with respect to Dϕ(p)[V ].
By corollary 3.3, the previous definition is independent of the local chart ϕ.
4. Characterizations of tangential differentiability
In this section we characterize tangential differentiability as the weakest notion which
implies directional differentiability and which is invariant under diffeomorphisms. It is
also the weakest notion for which there is a chain rule with respect to nondegenerate
paths with a linear dependence on the direction. Finally, tangential differentiability with
respect to a subspace is equivalent with tangential differentiability with respect to every
direction.
Proposition 4.1. Let a ∈ A ⊆ Rm, let f : A→ Rn, let V ⊆ Rm be a linear subspace of
Rm and L ∈ L(V,Rn). The following statements are equivalent:
(i) the linear map L is a tangential derivative of f at a with respect to V ,
(ii) for each map ψ : U ⊆ Rm → Rm such that U ⊆ A is open and ψ : U → ψ(U) is a
diffeomorphism, L ◦Dψ−1(ψ(a)) ∈ L(Dψ(a)[V ],Rn) is a directional derivative of
f ◦ ψ−1 at ψ(a) with respect to Dψ(a)[V ],
(iii) for each path γ ∈ C1((−1, 1),Rm) such that γ(0) = a and γ′(0) ∈ V \ {0}, the
composite function f ◦ γ is differentiable at 0 and (f ◦ γ)′(0) = L[γ′(0)],
(iv) for each v ∈ V \ {0},
lim
x→a
x−a
‖x−a‖
→v
f(x)− f(a)− ‖x− a‖L[v]
‖x− a‖
= 0.
If V = Rm, the equivalence between statements (i), (iii) and (iv) are well-known in
finite dimensional theory. Indeed, statement (iii) is equivalent to Hadamard differentia-
bility ([4, teorema 1; 6; 10, definition 2.2]) and so it is equivalent — since we are working
in finite dimension — to Fréchet–Stolz differentiability (i). Furthermore, statement (iv)
is reminiscent to Bastiani–Michal differentiability [2, définition 3.2; 5; 7, definition 1.1]
which is also equivalent to Hadamard differentiability.
In comparison with Lipschitz continuous functions (proposition 2.1(i)), it is important
in the previous statement (iv) to assume the property for every v ∈ V \ {0} as it can be
observed by taking (vn)n∈N a dense subset of ∂B[0, 1] ⊆ R
m and the function f : Rm → R
defined for every x ∈ Rm by
f(x) =
{
0 if x ∈ {y ∈ Rm : dist(y, 〈vn〉) ≤
1
2n+2
‖y‖},
1 otherwise.
Furthermore, property (iv) is well-known to fail for directional derivatives.
Given a differentiable manifoldM of dimension m and a function f : M → R, the fact
that (iv) implies (i) gives us a sufficient condition for f to be tangentially differentiable
at p ∈M with respect to a linear subspace V ⊆ TpM . Indeed, if there exists L ∈ L(V,R)
which is a tangential derivative of f at p with respect to 〈v〉 for every v ∈ V , that is,
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according to definition 3.1, for all local charts ϕ : U ⊆ M → Rm such that p ∈ U and
for all w ∈ Dϕ(p)[V ],
d
dt
(f ◦ ϕ−1)(ϕ(p) + tw)|t=0 =
(
L ◦Dϕ−1(ϕ(p))
)
[w],
then f is tangentially differentiable at p with respect to V .
The proof of proposition 4.1 relies on the construction of an interpolation path between
points of a sequence (for a similar construction, see [3, theorem 2.6]).
Lemma 4.2. Let (xn)n∈N ⊆ R
m be a sequence that converges to a ∈ Rm. Let (tn)n∈N ⊆
(0, 1) be a decreasing sequence such that lim supn→∞
tn+1
tn
< 1. If the sequence (xn−a
tn
)n∈N
converges to v ∈ Rm, then there exists a path γ ∈ C1([0, t0],R
m) such that γ(0) = a,
γ′(0) = v and for all n ∈ N, γ(tn) = xn.
Proof. We take p and q to be polynomials of degree 3 such that p(0) = 0, p(1) = 1 and
p′(0) = p′(1) = 0, and q(0) = q(1) = 0 and q′(0) = q′(1) = 1, that is, for every s ∈ R,
p(s) = 3s2 − 2s3 and q(s) = s − p(s). We define the path γ : [0, t0] → R
m for each
t ∈ [0, t0] by
γ(t) =

xn+1 + (xn − xn+1) p
(
t−tn+1
tn−tn+1
)
+ (tn − tn+1) q
(
t−tn+1
tn−tn+1
)
v if tn+1 < t ≤ tn,
a if t = 0.
It is clear that γ ∈ C1((0, t0],R
m). Since 0 ≤ p ≤ 1 on [0, 1] and sups∈[0,1]|q(s)| ≤ 2, for
every t ∈ (tn+1, tn],
‖γ(t)− γ(0)‖ ≤ ‖xn+1 − a‖+ ‖xn − xn+1‖
∣∣p( t−tn+1
tn−tn+1
)∣∣+ |tn − tn+1|∣∣q( t−tn+1tn−tn+1 )∣∣ ‖v‖
≤ ‖xn+1 − a‖+ ‖xn − xn+1‖+ 2|tn − tn+1| ‖v‖ .
It follows that γ is continuous at 0. Next, since the sequence (tn)n∈N is decreasing and
lim supn→∞
tn+1
tn
< 1, there exists α ∈ (0, 1) such that for every n ∈ N, 0 < tn+1 ≤ α tn.
For every t ∈ (tn+1, tn], since p
′ + q′ = 1 on [0, 1],∥∥γ′(t)− v∥∥ = ∣∣p′( t−tn+1
tn−tn+1
)∣∣∥∥xn−xn+1
tn−tn+1
− v
∥∥
≤
∣∣p′( t−tn+1
tn−tn+1
)∣∣∥∥xn−a
tn
− v
∥∥+ tn
tn−tn+1
∥∥xn−a
tn
− xn+1−a
tn+1
∥∥
≤ 32
∥∥xn−a
tn
− v
∥∥+ 11−α∥∥xn−atn − xn+1−atn+1 ∥∥.
As a consequence, γ′ has a limit at 0 and so γ is differentiable at 0. We have thus proved
that γ ∈ C1([0, t0],R
m). 
Proof of proposition 4.1. Assume that (i) holds. Since ψ is a local diffeomorphism,
Dψ−1(ψ(a)) ∈ L(Rm,Rm) is a tangential derivative of ψ−1 at ψ(a) with respect to
Dψ(a)[V ] and is injective. By the chain rule (corollary 3.3), since L is a tangential deriv-
ative of f at a = ψ−1(ψ(a)) with respect to V = Dψ−1(ψ(a))[Dψ(a)[V ]], L◦Dψ−1(ψ(a))
is a tangential derivative of f ◦ψ−1 at ψ(a) with respect toDψ(a)[V ], and so a directional
derivative.
In order to prove that (ii) implies (iii), since γ′(0) ∈ V \{0}, without loss of generality,
if γ = (γ1, . . . , γm), we assume that there exists η > 0 such that γ1 : (−η, η) → R is
one-to-one. We consider the function ψ˜ : (−η, η)×Rm−1 → Rm defined for all (y1, y
′′) ∈
(−η, η)× Rm−1 as
ψ˜(y1, y
′′) = γ(y1) + (0, y
′′).
By construction, ψ˜ : (−η, η) × Rm−1 → ψ˜((−η, η) × Rm−1) is a diffeomorphism. So we
take the function ψ = ψ˜−1. Since f◦γ = f◦ψ−1 on (−η, η)×{0} and for every t ∈ (−η, η),
Dψ−1(ψ(a))[(t, 0)] = γ′(0)t ∈ V , f ◦ γ is differentiable at 0 and (f ◦ γ)′(0) = L[γ′(0)].
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We prove that (iii) implies (iv) by contradiction. Let v ∈ V \ {0} be such that (iv) is
not satisfied. Then there exist ε > 0 and a sequence (xn)n∈N ⊆ A that converges to a
such that limn→∞
xn−a
‖xn−a‖
= v but for every n ∈ N,
‖f(xn)− f(a)− ‖xn − a‖L[v]‖ > ε ‖xn − a‖ .
Up to a subsequence, the sequence (‖xn − a‖)n∈N is decreasing and lim supn→∞
‖xn+1−a‖
‖xn−a‖
<
1. Let γ˜ ∈ C1([0, t0],R
m) be the path given by lemma 4.2 with tn = ‖xn − a‖ for each
n ∈ N. Define γ ∈ C1((−1, t0],R
m) as γ = γ˜ on [0, t0] and γ(t) = a+tv for all t ∈ (−1, 0].
As a consequence, γ′(0) = v ∈ V and∥∥(f ◦ γ)(tn)− (f ◦ γ)(0) − tnL[γ′(0)]∥∥ = ‖f(xn)− f(a)− ‖xn − a‖L[v]‖
> ε ‖xn − a‖ = ε|tn|,
and so f ◦ γ is not differentiable at 0.
Finally, we prove that (iv) implies (i). We fix ε > 0. By assumption, for every
v ∈ V \{0}, there exist δv , θv > 0 such that if x ∈ A, ‖x− a‖ ≤ δv and
∥∥ x−a
‖x−a‖ − v
∥∥ ≤ θv,
then
∥∥f(x)−f(a)−L[‖x− a‖ v]∥∥ ≤ ε2 ‖x− a‖. Then we define θ˜v = min( ε2‖L‖ , θv2 ). Since
the set V ∩B[0, 2] is compact, there exists N ∈ N∗ and v1, . . . , vN ∈ V \ {0} such that
V ∩B[0, 2] ⊆
N⋃
i=1
B[vi, θ˜vi ].
Finally, if x ∈ A, v ∈ V , ‖x− a‖ ≤ min1≤i≤N δvi and
‖x− a− v‖ ≤ min
(
1, min
1≤i≤N
θvi
2
)
‖x− a‖ ,
then ‖v‖‖x−a‖ ≤ 2 and so there exists vi ∈ V \ {0} such that
∥∥∥ v‖x−a‖ − vi
∥∥∥ ≤ θ˜vi and∥∥∥∥ x− a‖x− a‖ − vi
∥∥∥∥ ≤
∥∥∥∥ x− a‖x− a‖ − v‖x− a‖
∥∥∥∥+
∥∥∥∥ v‖x− a‖ − vi
∥∥∥∥ ≤ θvi ,
and thus
‖f(x)− f(a)− L[v]‖ ≤ ‖f(x)− f(a)− ‖x− a‖L[vi]‖+ ‖L‖ ‖x− a‖
∥∥∥∥vi − v‖x− a‖
∥∥∥∥
≤
ε
2
‖x− a‖+ ‖L‖ ‖x− a‖
ε
2(1 + ‖L‖)
≤ ε ‖x− a‖ . 
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