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Over the last decades, combustion instabilities have been a major concern for a
number of industrial projects, especially in the design of Liquid Rocket Engines (LREs)
and gas turbines. Mitigating their effects requires a solid scientific understanding of the
intricate interplay between flame dynamics and acoustic waves. During this PhD work,
several directions were explored to provide a better comprehension of flame dynamics
in cryogenic rocket engines, as well as more efficient and robust numerical methods for
the prediction of thermoacoustic instabilities in complex combustors.
The first facet of this work consists in the resolution of unstable thermoacoustic
modes in complex multi-injectors combustors, a task that often requires a number
of simplifications to be computationally affordable. These necessary physics-based as-
sumptions led to the growing popularity of acoustic Low-Order Models (LOMs), among
which Galerkin expansion LOMs have shown a promising efficiency while retaining a
satisfactory accuracy. Those are however limited to simple geometries that do not incor-
porate the complex features of industrial systems. A major part of this work therefore
consists first in identifying the mathematical limitations of the classical Galerkin expan-
sion, and then in designing a novel type of modal expansion, named a frame expansion,
that does not suffer from the same restrictions. In particular, the frame expansion is
able to accurately represent the acoustic velocity field, near non-rigid-wall boundaries
of the combustor, a crucial ability that the Galerkin method lacks. In this work, the
concept of surface modal expansion is also introduced to model topologically complex
boundaries, such as multi-perforated liners encountered in gas turbines. These novel
numerical methods are combined with the state-space formalism to build acoustic net-
works of complex systems. The resulting LOM framework is implemented in the code
STORM (State-space Thermoacoustic low-ORder Model), which enables the low-order
modeling of thermoacoustic instabilities in arbitrarily complex geometries.
The second ingredient in the prediction of thermoacoustic instabilities is the flame
dynamics modeling. This work deals with this problem, in the specific case of a cryo-
genic coaxial jet-flame characteristic of a LRE. Flame dynamics driving phenomena are
identified thanks to three-dimensional Large Eddy Simulations (LES) of the Mascotte
experimental test rig where both reactants (CH4 and O2) are injected in transcriti-
cal conditions. A first simulation provides a detailed insight into the flame intrinsic
dynamics. Several LES with harmonic modulation of the fuel inflow at various fre-
quencies and amplitudes are performed in order to evaluate the flame response to
acoustic oscillations and compute a Flame Transfer Function (FTF). The flame non-
linear response, including interactions between intrinsic and forced oscillations, is also
investigated. Finally, the stabilization of this flame in the near-injector region, which is
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of primary importance to the overall flame dynamics, is investigated thanks to multi-
physics two-dimensional Direct Numerical Simulations (DNS), where a conjugate heat
transfer problem is resolved at the injector lip.
Résumé
Au cours des dernières décennies, les instabilités de combustion ont constitué un
important défi pour de nombreux projets industriels, en particulier dans la conception
de moteurs-fuses ergols liquide et de turbines gaz. L’attnuation de leurs effets nécessite
une solide compréhension scientifique de l’interaction complexe entre la dynamique de
flamme et les ondes acoustiques qu’elles impliquent. Au cours de cette thse, plusieurs
directions ont été explorées pour fournir une meilleure compréhension de la dynamique
des flammes dans les moteurs-fusées cryogéniques, ainsi que des méthodes numériques
plus efficaces et robustes pour la prédiction des instabilités thermoacoustiques dans les
chambres de combustion géométries complexes.
La première facette de ce travail a consisté en la résolution de modes thermoacous-
tiques dans les chambres de combustion complexes comportant injecteurs multiples,
une tche qui nécessite souvent des simplifications pour tre abordable en termes de
cot de calcul. Ces hypothses physiques nécessaires ont conduit la popularité crois-
sante des modèles bas-ordre acoustiques, parmi lesquels ceux utilisant l’expansion de
Galerkin ont démontré une efficacité prometteuse tout en conservant une précision sat-
isfaisante. Ceux-ci sont cependant limités des géométries simples qui n’intègrent pas
les caractéristiques complexes des systèmes industriels. Une grande partie de ce tra-
vail a donc consisté tout d’abord identifier clairement les limitations mathématiques
de l’expansion classique de Galerkin, puis concevoir un nouveau type d’expansion
modale, appelé expansion sur frame, qui ne souffre pas des mmes restrictions. En par-
ticulier, l’expansion sur frame est capable de représenter avec précision le champ de
vitesse acoustique près des parois de la chambre de combustion autres que des murs
rigides, une capacité cruciale qui manque la méthode Galerkin. Dans ce travail, le
concept d’expansion modale de surface a également été introduit pour modéliser des
frontières topologiquement complexes, comme les plaques multi-perforées rencontrées
dans les turbines gaz. Ces nouvelles méthodes numériques ont été combinées avec le
formalisme state-space pour construire des réseaux acoustiques de systèmes complexes.
Le modèle obtenu a été implémenté dans le code STORM (State-space Thermoacoustic
low-ORder Model), qui permet la modélisation bas-ordre des instabilités thermoacous-
tiques dans des géométries arbitrairement complexes.
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Le deuxième ingrédient de la prédiction des instabilités thermoacoustiques est la
modélisation de la dynamique de flamme. Ce travail a traité de ce point, dans le
cas spécifique d’une flamme-jet cryogénique caractéristique d’un moteur-fusée ergols
liquides. Les phénomènes contrlant la dynamique de flamme ont été identifiés grce des
Simulations aux Grandes échelles (SGE) du banc d’essai expérimental Mascotte, o les
deux réactifs (CH4 et O2) sont injectés dans des conditions transcritiques. Une première
simulation donne un aperu détaillé de la dynamique intrinsèque de la flamme. Plusieurs
SGE avec modulation harmonique de l’injection de carburant, différentes fréquences
et amplitudes, ont été effectués afin d’évaluer la réponse de la flamme aux oscillations
acoustiques et de calculer une Fonction de Transfert de Flamme (FTF). La réponse
non-linéaire de la flamme, notamment les interactions entre les oscillations intrinsèques
et forcées, a également été étudiée. Enfin, la stabilisation de cette flamme dans la région
proche de l’injecteur, qui est d’une importance primordiale sur la dynamique globale
de la flamme, a été étudiée grce une simulation directe multi-physique, o un problème
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1.1 Industrial context
2020. The World is on the brink of a new revolution. The conflict opposing environ-
mental activists to the ever powerful oil industry lobbying machine is raging. In this
intense stand-off, where ”Flygskam” confronts climate change denial, tangible scientific
facts weigh little. Yet, these two sides are neither willing, nor have the ability, to pro-
pose creative and constructive technical solutions to the existential issue that our world
is facing. Air transportation has become the symbol of this opposition. On one hand it
cannot be denied that commercial aviation is a substantial contributor to Greenhouse
Gases (GHG) emissions responsible for global warming. Even worse: it is the only
means of transportation that has seen its emission level soar by more than 100% since
1990 (Fig. 1.1), and this increase is expected to worsen over the next decades. In order
to mitigate global warming before it reaches an irreversible point, the European Union
fixed aggressive targets to decrease GHG emissions. It now appears that these targets
are unlikely to be met, even if a number of additional regulations are enforced (see
Fig. 1.2). If these reduction objectives are to be fulfilled, commercial aviation will have
to drastically curb its negative impact. On the other hand, however, there is no silver
bullet solution, as the dream of carbon-free, fully electric long-haul airplanes now seems
more and more out of reach. Astonishingly, a 80 tons Airbus A320 would require 900
tons of state-of-the-art batteries to fly. These prohibitive electric energy limitations
led the aviation industry to explore more reasonable directions, such as hybrid aircraft.
Yet, the most significant improvements will have to be made on the combustion devices
1
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Figure 1.1: Greenhouse gases emissions from transportation in the EU. Ex-
tracted from the European Environment Agency (EEA) database.
Figure 1.2: Historical trends of total greenhouse gases emissions from EU
countries, with projections and targets. Extracted from the EEA database.
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Figure 1.3: Left: number of successful space launches per year, for major
launcher models. Right: catalog price to send satellites to Low-Earth-Orbit
(LOE). Extracted from The Economist.
that generate the vast majority of the energy used by the turbofan engines propelling
these airplanes. Thus, instead of becoming a collateral damage in the fight against
global warming, combustion science is destined to be a key actor in the ongoing energy
revolution, by assisting the development of cutting-edge technologies for a sustainable
future.
On a completely opposite front, another technological revolution is taking place.
The Cold War-area space race is reborn. Its actors are however different: the global
space market is now dominated by dynamic private companies, rather than by the
traditional governmental agencies. SpaceX is arguably the most striking example of
this success, as it went from not achieving a single space launch in 2011, to becoming
the world leader with 18 successful attempts in 2017 (see Fig. 1.3). The recipe for the
achievement of this milsetone is simple: by designing the first reusable rocket launcher,
dubbed the Falcon 9, SpaceX was able to cut its operation costs by a factor of 5 in com-
parison to its competitors, and thus to propose lower catalog prices to its customers.
Even more importantly, the Falcon 9 became the backbone of SpaceX expansion strat-
egy. Its Merlin-1D engines, as well as the main components of its structure were used
to assemble the Falcon Heavy, the most powerful rocket ever launched, and that may
be used by SpaceX to send manned missions to Mars within the next few years. The
versatile and inexpensive Falcon 9 is also the platform used by SpaceX to deploy its
nano-satellites constellation Starlink, intended to bring low-latency broadband internet
across the globe. These achievements did not go unnoticed in the space industry, as
other private companies started to design their own reusable launchers, and others such
as Blue Origin are already prepared to enter the space tourism market. Governmen-
tal agencies were also caught into the wake of these successes, and now display their
will to develop their own nano-satellites constellations, or in the case of the Chinese
National Space Administration, its own permanent lunar base. Perspective for com-
3
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Figure 1.4: Left: a typical annular combustion chamber from Safran Helicopter
Engines. Middle: closeup view of a few sectors in a Rolls-Royce annular com-
bustor. Right: an axial swirled-injector with a flow visualization, extracted
from [1].
bustion science are exciting: the development of a multitude of increasingly cheap and
versatile space launchers inevitably require significant breakthroughs in the design of
novel propulsion systems. On this front of the imminent energy revolution, combustion
science does not need to help to extricate our world from a dead-end, but rather to
push it beyond its limits.
1.1.1 Gas turbines
Gas turbines, which are a ubiquitous combustion device for commercial aircraft propul-
sion, as well as for heavy-duty land-based power plants, have already been subjected
to technical improvements intended to reduce their emissions. Modern designs include
annular combustors divided into a number of sectors usually ranging from 10 to 30 (see
Fig. 1.4). Fuel and air are fed to each sector by a swirled-injector intended to enhance
mixing and where a turbulent flame is stabilized. Over the last decades, a common emis-
sion reduction strategy consisted in targeting lean combustion regimes [2], for example
with the RQL (Rich burn - Quick Mix - Lean burn) design. In this staged combus-
tion process, a secondary air flow is injected downstream into the chamber thanks to
a series of dilution holes perforated through the liner separating the hot primary flow
from the cold casing. Further reducing GHG emission will require even more profound
modifications to the existing gas turbine technologies. A promising direction consists
in replacing conventional fossil fuels with renewable ones, such as biofuels. In this mat-
ter, Air France-KLM already started to operate a small number of flights where the
conventional jet-fuel is mixed with up to 10% of waste-derived biofuel. A more drastic
approach, that is also scrutinized by gas turbines manufacturers, is the injection of a
fraction of pure hydrogen into the combustion chamber in addition to the main hydro-
carbon fuel, whether it is a fossil or a renewable one. More than simply replacing a
4
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conventional fuel, strategically injecting the pure hydrogen at specific locations can be
used to unlock its unique combustion properties in order to control the flame regime,
structure, and stabilization mechanisms. These multi-fuel combustion systems, where
a large variety of biofuels blends can be combined with pure hydrogen, open the way
to an infinity of new perspectives in the transition to cleaner combustion.
A broad use of these alternative fuels will, however, necessitate to profoundly rethink
existing gas turbines designs. Annular combustion chambers have long been known to
be subjected to azimuthal thermoacoustic instabilities [3, 4, 5, 6, 7], a phenomenon re-
sulting from an intricate interplay between flames fluctuations and the acoustic waves
they emits. These instabilities, first identified by Lord Rayleigh [8] and Rijke [9] in the
19th century, have since then been responsible for performance loss, or even irreversible
damages, in gas turbines (see Fig. 1.6, left). The lean combustion regime, highly de-
sired for its favorable emissions characteristics, is especially well-known to promote the
apparition of thermoacoustic instabilities. The design of novel gas turbines optimized
for bio and multi-fuel lean combustion, will therefore inevitably require a thorough
comprehension and modeling of thermoacoustic instabilities in these complex systems.
1.1.2 Liquid Rocket Engines
On the opposite side of the spectrum, space propulsion combustion is also undergoing
a radical evolution. The technology push initiated by SpaceX lead the almost entirety
of the space industry to accelerate their development of reusable launchers. Modern
launchers are usually propelled by Liquid Rocket Engines (LRE) fed in fuel and liq-
uid cryogenic oxygen through an injection plate comprising hundreds of injectors (see
Fig. 1.5), that is itself alimented by a powerful turbo-pump. Injectors often comprise
coaxial round jets of fuel and oxidizer, even though other slightly different designs, such
as multi-nozzles injectors, have also been used. The specificity of LRE combustion is
the high pressure in the combustion chamber, usually around or above 100 bar, and the
huge temperature difference existing between cryogenic reactants at -200 ◦C, and the
flames at 3500 ◦C. These extreme thermodynamic conditions impose severe loads to
the engine components, which make the development of a reusable launcher a challenge
where controlling the combustion process is of vital importance. Reusability is not the
only target of rocket manufacturers: engine re-ignitability and ability to operate at
variable thrust levels (from 30% to 110% of its nominal value), are also highly desir-
able features intended to give a greater maneuverability to future space launchers. In
order to meet these specifications, a large number of LRE manufacturers decided to
shift from the classical liquid oxygen-hydrogen combustion (LO2/H2) to liquid oxygen-
methane combustion (LO2/CH4). In this matter, SpaceX already started the tests of
their future LO2/CH4 Raptor engine, and the Euopean Space Agency with its prime
5
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Figure 1.5: Left: Prometheus, a reusable, re-ignitable, LO2/LCH4
rocket engine, currently under development by ArianeGroup (ESA pic-
ture: http://www.esa.int/Enabling_Support/Space_Transportation/Prometheus_
to_power_future_launchers). Middle: injector plate from the F-1 LRE pro-
pelling the Saturn V during the Apollo missions. Right: a single multi-nozzles
injector, 3D-printed at NASA’s Marshall Space Flight Center in 2013 for the
Space Launch System (http://www.flickr.com/photos/nasamarshall).
contractor ArianeGroup are well underway in the development of the Prometheus LRE.
Methane combustion and thermodynamic properties strongly differ from that of hydro-
gen or other previously used rocket propellants, and once again this new fuel and the
possibilities it offers will ultimately lead to a wide variety of combustion regimes that
are little-studied and mostly unknown.
In a similar fashion to the development of new cleaner gas turbines, the design of
reusable more flexible LREs will inevitably face the problem of themoacoustic insta-
bilities. This difficulty is even more present in the domain of rocket engines, where
thermoacoustic instabilities have historically been known to plague the progress of nu-
merous industrial projects since the early days of the space race. The most famous
of them is arguably the F-1 engine propelling the Saturn V used during the 60s and
70s Apollo missions. In the early phase of its development, combustion instabilities
observed were so strong that they would lead to the spectacular destruction of the
combustion chamber (see Fig. 1.6, right). To mitigate them, Rocketdyne and NASA
engineers carried out a trial and error test campaign, where the main design parameter
was the spatial layout of the injectors on the injection plate. This strategy led to the
destruction of numerous prototypes and a billions dollars over budget, but eventually
produced one of the most powerful LRE ever built. NASA and other LRE industry ac-
tors gained a valuable experience throughout the development of subsequent projects,
leading to an improved and well-documented understanding of thermoacoustic insta-
6
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Figure 1.6: Left: an injector of a Safran Aircraft Engines Lean Premixed Pre-
vaporized combustor damaged by a thermoacoustic instability. Right: a NASA
LRE combustion chamber destroyed by a flashback due to a thermoacoustic
instability during the early days of the Apollo program. Extracted from [10].
bilities [11, 12, 13, 14]. The design of novel reusable LO2/CH4 LREs will need on one
hand to take full advantage of this existing knowledge, and on the other to complement
it with the study of combustion instabilities in conditions that heretofore are largely
unexplored.
1.2 Combustion instabilities mechanisms
Thermoacoustic instabilities in gas turbines and LREs are governed by common mech-
anisms that are detailed in Fig. 1.7. Those are extensively detailed in a number of
comprehensive reviews [7, 15, 16, 17, 18, 19]. Numerous sources of oscillations may ex-
ist in an industrial combustion chamber. The flames are not only subjected to chaotic
turbulent oscillations, but can also be disturbed by coherent vortices due to an hydro-
dynamic instability, by perturbations of the mixture composition, through interactions
with neighboring flames, or can even experience their own self-sustained intrinsic os-
cillations. When a flame is disrupted, it creates an unsteady heat-release, that in turn
produces an expansion of gases resulting in the formation of an acoustic wave. Acoustic
waves propagate both downstream and upstream in the combustor, interacting on the
way with the mean flow and with existing vorticity waves, until they reach a bound-
ary of the chamber. Depending on the geometry of the boundary, acoustic waves are
then reflected back towards the flames or undergo a hydrodynamic interaction through
which they are converted into vorticity waves. Both contributions can then further
disrupt the flames, thus resulting in the formation of even more acoustic waves, and
so forth. This closed loop coupling between flame fluctuations and acoustic waves,
with a possible intermediate conversion into vortical waves, is the keystone mechanism
of a thermoacoustic instability. The progressive build-up of acoustic waves and heat-
7
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Figure 1.7: Top: schematic of a gas turbine combustor and the major types of
fluctuations that may occur. Bottom: diagram detailing the interactions that
may take place between the different sources of fluctuations and the compo-
nents of the combustor. The green arrows represent the closed-loop coupling
leading to a thermoacoustic instability.
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release oscillations produces increasingly intense fluctuations, that may in the worst
case irreversibly disrupt the combustion process or damage the combustor structure.
A secondary mechanism may trigger the apparition of an instability: as they os-
cillate, flames also produce temperature inhomogeneities called hot spots, that are
convected downstream by the mean flow. As they reach the combustor outlet, that
can for example consist of a turbine or a chocked nozzle, these entropy waves are par-
tially converted into acoustic waves that propagates back upstream in the combustion
chamber. Those can additionally perturb the flames, thus creating another closed-loop
coupling mechanism, called a mixed instability [20, 21, 22, 23, 24].
1.2.1 Acoustics
The first ingredient in the unstable coupling mechanism described above is the acous-
tics, and they therefore require to be correctly understood and modeled. Even though
this point may seem relatively simple in comparison to the multitude of other phe-
nomena involved, the complexity of an industrial combustor is a challenge that greatly
complicates this task. The following points are particularly crucial in the accurate
description of acoustic waves in combustion chambers:
• The formation of acoustic waves is due to flames oscillations, and an equation
governing the acoustics dynamics with the heat-release fluctuations as a source
term should therefore be derived.
• The mean temperature, density, and sound speed fields in a combustor are highly
inhomogeneous, due to the large difference between cold reactants and hot com-
bustion products. The propagation of acoustic waves in these conditions is largely
impacted by these spatial distributions. Additionally, in LRE conditions the heat-
capacity ratio field is also inhomogeneous, which further complicates this problem.
• Most importantly, a combustor is a confined domain and acoustics are in this
case strongly dependent on its geometry: acoustic waves propagate freely in the
fluid volume, but are affected by the numerous reflections on its walls. As a
result, they self-organize into coherent patterns corresponding to the combustor
eigenmodes. The geometrical complexity of the combustion chamber, that can for
instance include dozens of injectors, is therefore a major difficulty in the modeling
of thermoacoustic instabilities.
• Industrial combustion devices include complex elements, such as multi-perforated
liners intended to cool down the chamber walls. When acoustic waves reflect on
those, they are subjected to elaborate hydrodynamic interactions that can be the
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cause of acoustic losses. Those should be accounted for to correctly predict the
unstable nature of a combustor.
• Finally, during a LRE combustion instability it is not uncommon that the acoustic
pressure oscillations reach 40% of the base chamber pressure. Acoustic waves
then enter a nonlinear regime that affects their propagation and may result in
the formation of weak shocks [25].
1.2.2 Flame Dynamics
The second ingredient in the thermoacoustic instability closed-loop mechanism is the
response of the flame to acoustic perturbations, also called flame dynamics. Since a
flame is strongly dependent on both the nature of the injector and the burner where
it is stabilized, modeling the flame dynamics must often consider the generation of
vortical waves that may also participate in the flame perturbation. Flame dynamics is
arguably the most challenging problem in the modeling of thermoacoustic instabilities,
as it must account for rich physics such as multi-components fuel chemical kinetics,
and chemistry-turbulence, flame-vortex, and flame-wall interactions. Simplifying as-
sumptions are often necessary. The most common of them is to consider that the flame
behaves as a Linear Time Invariant (LTI) system, in which case its response can be
embedded into a Flame Transfer Function (FTF). The first heuristic FTF, introduced
by Crocco [26] in the 50s to model LRE flame dynamics, simply consists in assuming
that a flame responds to an incoming acoustic perturbation with a relative intensity n
and a time-delay τ . Over the last decades, as the Flame Transfer Function became a
ubiquitous tool to predict thermoacoustic instabilities, many extensions of this model
were proposed to account for nonlinear effects [27], wall-heat losses [28], or swirled
injector interactions [29].
1.3 The role of numerical simulation
As in many fields of engineering, numerical simulation plays an increasingly prevalent
role in the prediction of thermoacoustic instabilities. It can not only be used to replace
costly test campaigns carried out by rocket engine and gas turbine manufacturers, but
it can also advantageously complement those by providing data that remain inaccessible
even to the most advanced diagnostics. It must nonetheless be noted that the charac-
teristic timescale of thermoacoustic oscillations can be as large as 10−2 s, and that the
chemical timescales existing in a flame can be as low as 10−10 s. Similarly, acoustic
wavelengths in industrial combustors are of the order of 50 cm, while the flame thick-
ness can be below 0.1 mm. These extreme separations of scales are a daunting challenge
10
1.3 The role of numerical simulation
that led to the development of an array of numerical tools to predict thermoacoustic
instabilities. These methods, that vary in fidelity and cost, are listed below.
• Direct Numerical Simulation: Direct Numerical Simulation (DNS) is the
most accurate, but also the most costly method to perform combustion simula-
tions. Due to this prohibitive cost, DNS is relatively little used for the prediction
of thermoacoustic instabilities in complex configurations. It is however useful
to gain a detailed insight into small-scale fundamental problems, such as single
laminar flame configurations [30], or the effect of flame-wall interaction on flame
dynamics [31].
• Large Eddy Simulation: Large Eddy Simulation (LES) has already proved to
be an invaluable tool for the computation of a wide variety of combustion phenom-
ena [5, 32], due to its ability to capture unsteady fluctuations at a cost significantly
lower than that of DNS. It was applied to the simulation of limit-cycle thermoa-
coustic instabilities in full-scale industrial systems, such as a helicopter engine
gas turbine [33] or a 42-injectors LO2/LH2 rocket engine [34]. This approach
however necessitates considerable computational resources. A more pragmatic
strategy consists in isolating a single or a few injectors from an industrial system:
LES of this simplified configuration are then performed to specifically study the
flame dynamics problem. This approach was notably employed to compute the
FTFs of swirl-stabilized flames [35, 36, 37].
• Low-Order Model: Both DNS and LES necessitate considerable ressources
to simulate thermoacoustic instabilities, which makes them impractical to per-
form tasks requiring a large number of repeated computations. This limitation
motivates the design of Low-Order Models (LOMs) to predict instabilities at a
fraction of the cost of LES. A large range of methods are available to reduce
the order of a thermoacoustic problem: they usually consist in simplifying the
resolution of the acoustic fields, while the flame dynamics are embedded into a
FTF previously obtained through LES, experimental measurements, or theoreti-
cal derivations [38]. LOMs were successfuly applied in computationally intensive
tasks such as Uncertainty Quantification (UQ) in a model annular combustor [39],
or adjoint optimization [40]. However, as existing thermoacoustic LOMs rely on
a set of simplifying assumptions, they suffer from severe limitations regarding the
complexity of the combustor, and are therefore only applicable to model problems.
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1.4 PhD objectives and thesis outline
The goal of this PhD thesis is to improve state-of-the-art capabilities in the prediction
of thermoacoustic instabilities in both gas turbines and Liquid Rocket Engines. Two
distinct directions are explored, with on one hand the introduction of a novel class of
numerical methods that enable the low-order modeling of combustion instabilities in
these complex systems, and on the other hand the investigation of flame dynamics in
conditions that are currently little studied. These two distinct aspects are detailed in
two independent parts that are organized as follows.
• Part I: First, a detailed overview of low-order modeling in thermoacoustics is pro-
vided. Existing methods, with their strengths and weaknesses are presented and
compared on simple test cases. The concept of acoustic network is introduced and
formalized thanks to the state-space framework. The second chapter presents one
of the major contributions of this work: a generalization of the classical Galerkin
expansion, a method widely used in thermoacoustic LOMs, is proposed. This
novel expansion, called the frame modal expansion, has the potential to repre-
sent any type of boundary conditions, whereas the classical Galerkin expansion
is limited to either rigid-wall or pressure-release boundaries. This advantageous
characteristic can not only be used to include impedance boundary conditions in
LOMs, but also to build more elaborate acoustic networks. Comprehensive com-
parisons between these two types of modal expansions are presented on a series of
examples, with an emphasis on their respective accuracy and convergence prop-
erties. It is in particular shown that the solutions obtained through the Galerkin
expansion are affected by a Gibbs phenomenon near non-rigid-wall boundaries,
while the frame expansion succesfully mitigates these oscillations. A third chapter
introduces the concept of surface modal expansion, used to model topologically
complex boundaries in thermoacoustic LOMs. This approach, combined with the
frame modal expansion, is applied to resolve thermoacoustic instabilities in ge-
ometries comprising complex impedance, such as curved multi-perforated liners
or chocked nozzles. These low-order methods, along with an entire library of
acoustic elements, have been compiled to give birth to the LOM code STORM
(STate-space thermOacoustic Reduced-order Model).
• Part II: The second part of this thesis presents a series of high-fidelity simu-
lations intended to study the dynamics of a cryogenic LO2/LCH4 coaxial jet-
flame in the Mascotte test rig [41], representative of a Liquid Rocket Engine.
This combustion regime, dubbed doubly-transcritical, is characteristic of future
methane-fueled reusable LREs and is largely unexplored in the literature. To the
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knowledge of the author, this work is one of the first and most complete attempts
to characterize the dynamics of a LRE flame in such complex conditions. This
task constituted a computational challenge that could only be achieved thanks
to significant resources awarded through PRACE, GENCI, and CNES. A first
chapter recalls the key challenges of transcritical and supercritical combustion. It
also introduces the numerical methods used in the real-gas version of the solver
AVBP employed to perform the simulations. Then, a first important contribution
of this PhD is presented: it consists in the derivation of a kinetic scheme for CH4
combustion in LRE conditions. A second chapter describes a first set of LES that
were performed to evaluate the flame linear response to small-amplitude acous-
tic oscillations at the fuel inlet. An axial Flame Transfer Function is computed
over a wide frequency range spanning from 1000 Hz to 17000 Hz, and prefer-
ential response regions are evidenced. It also shows that the flame response is
directly governed by the dynamics of annular vortex rings convected in the annu-
lar methane jet. A theoretical analysis is then carried out to identify the major
physical contributions driving the heat-release fluctuations. In a third chapter,
the nonlinear flame dynamics are investigated thanks to another set of LES at
a larger acoustic forcing amplitude. A wide variety of nonlinear phenomena are
considered and thoroughly evaluated: for instance, the interaction between forced
and intrinsic flame dynamics, the saturation of the flame response, the apparition
of higher harmonics, the nonlinear vortex convection, and so forth. Finally, a last
chapter questions an important assumption made in the previous simulations.
The lip of the coaxial injector was indeed assumed adiabatic, which is highly dis-
putable given its thinness and its proximity to both the hot combustion products
and the cryogenic propellants. In this matter, two-dimensional DNS of the near
injector region were performed: a first one with adiabatic boundaries, and a sec-
ond one where a conjugate heat-transfer problem is resolved by coupling the flow
solver to a heat-conduction solver within the lip wall. This latter DNS evidenced
a distinctively different flame root stabilization mechanism, characterized by co-
herent 450 Hz oscillations affecting both the flame root and the temperature field
within the lip.
Finally, the work accomplished during this PhD is expected to bring more robust
methods for low-order modeling of thermoacoustic instabilities in realistic industrial
combustors. In particular, the LOM code STORM may be used by future generations
of PhD students, and by research engineers at CERFACS industrial partners. On
another hand, the set of high-fidelity simulations that were performed will bring a new
insight into the challenging problem of flame dynamics in LRE conditions, which is
13
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an invaluable asset to anticipate the apparition of thermoacoustic instabilities during
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This chapter provides an introduction to low-order modeling for the prediction of
thermoacoustic instabilities. It starts with a brief reminder of the acoustic theory rel-
evant to combustion systems, including a derivation of the Helmholtz equation. The
principles used to reduce the order of a thermoacoustic problem are then presented. An
emphasis is placed on the state-space formalism, a framework widely used to build acous-
tic networks of complex systems; existing LOMs found in the literature are then listed.
This chapter concludes with a few observations on the Galerkin expansion method, a
classical approach used to build thermoacoustic LOMs, that was selected in this work
for its potential to deal with complex geometries.
2.1 The Helmholtz equation
As previously stated, a fundamental process in thermoacoustic instabilities is the prop-
agation of acoustic waves in the combustor. Although acoustics are fully contained in
the classical Navier-Stokes equations, they can also be described by a much simpler
set of equations. This simplification is the first necessary step in the derivation of
thermoacoustic LOMs. It is achieved thanks to a number of hypotheses, starting with:
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• H1: Molar weight and heat capacity of all species are equal.
• H2: Viscous diffusion of heat and momentum are neglected.
• H3: The fluid behaves as an ideal gas.
H1 eases the derivation without significantly affecting its outcome; it can also be
relaxed by defining an equivalent fictive species with physical properties representative
of that of the mixture. H2 essentially discards any form of acoustic dissipation due
to hydrodynamic interactions (e.g. conversion into vorticty waves). Acoustic losses
can however be reintegrated in later steps through lumped models. Note that H3 is
not applicable in rocket engine configurations where real-gas effects may be of primary
importance. A common approximation then consists in assuming that all real-gas
effects on acoustics can be embedded into the mean fields of density, sound speed,
and adiabatic factor [34, 42], without modifying the governing equations. This point
is however disputable, and is still the subject of current research[43]. Under these
conditions, the flow variables are governed by the Euler equations:
∂ρ
∂t




+ ~u.~∇~u = −~∇p (2.2)
∂s
∂t
+ ~u.~∇s = rωT
p
(2.3)
with the perfect-gas law p = ρrT , and the entropy s defined from its reference value
sref :












Flow variables are then decomposed as f(~x, t) = f0(~x) + f
′(~x, t), where f0 is the
mean field, and f ′ is the coherent fluctuating part. It is worth noticing that acoustic-
turbulence interactions are not considered here. In this case, it would be necessary to
introduce a triple decomposition f = f0 + f
′ + f ′′, with f ′′ the non-coherent turbulent
oscillations. Other hypotheses are necessary to continue the derivation:
• H4: For any flow variable f , the fluctuating part f ′ is assumed very small in
comparison to the mean value f0: f
′/f0 = ε 1
• H5: The Mach number M is assumed small.
Once again, H4 is not valid during LRE instabilities where p′ can be as large as 40%
of p0. These strong pressure fluctuations can result in nonlinear phenomena that were
discussed by Culick et al. [25, 44] and Yang [45]. H4 is however verified at the onset
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of an instability, that is before the pressure fluctuations reach a large-amplitude limit-
cycle. H5 is an important assumption that usually does not strongly affect the pure
acoustic modes of a chamber, but that is unsuitable to account for mixed entropic-
acoustic modes [24, 46, 47, 48, 49]. The following sections in this thesis are based
on this zero-Mach number assumption, and would require important adaptation to be
able to capture the mixed-instabilities that may exist. The decomposition f = f0 + f
′
is then introduced in Eq (2.1), H4 is used to linearize the equations and only retain
the terms of order ε, and the convection terms ~u0. ~∇(.) are neglected thanks to H5.
Pressure, velocity, and entropy fluctuations are then governed by:
∂ρ′
∂t


























Combining these relations leads to the following equation that governs the propagation
















Note that no assumption were made regarding the spatial dependence of the mean
fields ρ0(~x), c0(~x) and γ(~x). When the fluid is a perfect gas at relatively low p0, γ can
be considered uniform such that the spatial derivative becomes ∇.(c20~∇p′), but in high
pressure rocket engine configurations γ(~x) significantly varies between the cryogenic
reactants and the hot combustion products, which requires to retain its spatial distri-
bution. Such considerable variations of γ(~x) can also be due to fuel droplets sprays,
usually encountered in aeronautical propulsion systems. Acoustic losses distributed
over the volume can be included Eq. (2.9), for instance by adding a term α∂p′/∂t in
the left-hand side, α being a loss coefficient.
When dealing with linear acoustics it is convenient to introduce p̂(~x, ω), the frequency-
domain counterpart of p′(~x, t). These quantities are related through the Fourier trans-























2. INTRODUCTION TO LOW-ORDER MODELING IN
THERMOACOUSTICS
It is also worth presenting a simplified version of the Helmholtz equation, valid for
uniform mean fields c0, ρ0, and γ:
c20∇2p̂(~x, ω) + ω2p̂(~x, ω) = −jω(γ − 1)ω̂T (2.12)
In Eq. (2.11) and (2.12), the flame dynamics embedded into the right-hand side source
term are clearly dissociated from the acoustic propagation. In the following chapters,
for the sake of simplicity most derivations will be based on Eq. (2.12), but can be
easily adapted to the nonuniform case of Eq. (2.11). Appropriate adjustments will be
specified when necessary.
The Helmholtz equation is completed with boundary conditions that can be sorted
in three categories:
• The rigid-wall boundary ~̂u.~ns = 0, where ~ns is the surface normal vector pointing
outwards, is a homogeneous Neumann boundary condition for p̂ (it can also be
written ~∇p̂.~ns = 0).
• The atmosphere opening, or pressure release, p̂ = 0 is a homogeneous Dirichlet
condition.
• The complex-valued impedance boundary condition p̂ + Z(jω)ρ0c0~̂u.~ns = 0 is
more generic and covers a wide variety of cases, such as an inlet linked to a
compressor, an outlet connected to a turbine, or a multi-perforated liner. The
frequency-dependent impedance Z(jω) can for instance model acoustic losses due
to hydrodynamic interactions occuring at an aperature through wall [50, 51].
2.2 Low-order modeling strategies
Low-order modeling resides in two basic ideas: (1) the number of Degrees of Free-
dom (DoF) should be reduced as much as possible to permit fast computations, and
(2) the model should be flexible and highly modular, in the sense that it should al-
low for the straightforward modification of most geometrical or physical parameters.
Fast and modular LOMs have been promisingly applied to intensive tasks demanding
a large number of repeated resolutions, such as Monte Carlo Uncertainty Quantifica-
tion [52, 53], or passive control through adjoint geometrical optimization [54]. Note
also that usual thermoacoustic LOMs are physics-based rather than data-based, and
therefore rely on a set of simplifying physical assumptions. The two key aspects in the
resolution of thermoacoustic instabilities are the ability of the method to account for
complex geometries that are encountered in industrial combustors, and the accurate
representation of the flame dynamics. Equation (2.11) evidences a clear separation
between acoustics and flame dynamics, which therefore suggests to apply low-order
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modeling principles to these two difficulties separately thanks to a divide and conquer
strategy.
Low-order flame dynamics
Full-order flame dynamics modeling of multiple burners located in a combustor
requires the costly resolution of the reactive Navier-Stokes equations on meshes com-
prising O(107) to O(109) DoF. Reducing the order of the flame dynamics problem is
therefore primordial to build an efficient thermoacoustic LOM. The simplest approach
to do so consists in assuming that the flames behave as Linear Time-Invariant (LTI)
systems, in which case their response can be modeled through a transfer function called
a Flame Transfer Function (FTF). This strategy relies on Crocco’s seminal ideas [26, 55]
postulating that the heat-release fluctuations at a time t is proportional to the velocity
fluctuation in the injector at a time t− τ , where the proportionality factor n is called
the gain and τ is the time-delay. The heat-release source term in Eq. (2.11) then writes:
ω̂T (~x, ω) = n(~x, ω)e
−jωτ(~x,ω) ~̂uref (~xref , ω).~eref (2.13)
where ~xref is the location of the reference point and ~eref a unitary vector indicating a
reference direction. A large number of FTF models are available in the literature: they
can be obtained through theoretical derivation for laminar premixed flames [38, 56, 57],
laminar diffusion flames [58, 59], or turbulent swirled premixed flames [29, 60]. They
can also be measured experimentally [37, 61, 62], or computed thanks to full-order
numerical simulations such as LES or DNS [37, 63]. Once an FTF is determined for
a single flame in a simplified configuration, it can be implemented into Eq. (2.11) to
resolve thermoacoustic modes in any multi-burner system (if flame-flame interactions
are neglected). An FTF is however only applicable to small-amplitude fluctuations
appearing at the onset of an instability, and cannot account for the rich nonlinear
flame dynamics, such as the saturation phenomena responsible for the establishment of
a limit-cycle. Simple nonlinear flame response can be modeled thanks to an extension
of the FTF, called a Flame Describing Function (FDF) [64]. Analytical FDF are rare
due to the mathematical difficluty that they involve [65], but several methods exist
to formulate an FDF from available experimental data [66], or to extend the FDF
formalism to more complex nonlinear behaviors [67, 68].
Although some generalizations are possible, FTF and FDF remain limited to rel-
atively simple situations, where the fluctuations are purely harmonic signals, and are
therefore not adapted to deal with fast transients, or chaotic regimes. A more advanced
class of flame dynamics LOMs is based on a simplification of the combustion govern-
ing equations, for instance through the resolution of a level-set equation, also called
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G-equation. This approach was extensively used to model two-dimensional laminar pre-
mixed flames [69, 70, 71, 72], and was later extended to partially-premixed flames [73].
An analogous approach for two-dimensional diffusion flames consists in solving a single
mixture fraction equation instead of the full Navier-Stoke equations [74, 75, 76]. For
instance, Orchini et al. [70] reduced the DoF to O(104) for a single premixed flame
modeled through a G-equation, and Balasubramanian et al. [74] used O(103) DoF for a
single diffusion flame modeled thanks to a mixture fraction transport equation. In a dif-
ferent fashion, the recent work of Avdonin et al. [77] implemented a linearized reactive
flow solver that resolves a large part of the flame and flow dynamics while drastically
reducing the complexity of the combustion governing equation. Note also that these
physics-based low-order models can be combined with data assimilation methods to
enhance their fidelity [78]. These different classes of flow solvers resolving simplified
versions of the flame dynamics governing equations, can be directly embedded into an
acoustic solver to compute the source term of Eq. (2.9) in the time-domain or Eq. (2.11)
in the frequency-domain.
Although low-order flame dynamics modeling is a promising direction to build ef-
ficient thermoacoustic LOMs, this work does not focus on this point. It is rather in-
terested in dealing with the second major difficulty in the prediction of thermoacoustic
instabilities, that is the modeling of acoustics in geometrically complex systems. Thus,
all the LOMs derived in this work only use the FTF or FDF formalism to account for
the flame dynamics. It is however possible to couple the acoustic LOMs introduced in
this work to the more advanced flame dynamics models presented above.
Geometrical simplification
The resolution of the acoustics thanks to Eq. (2.9) or Eq. (2.11) strongly depends
on the combustor complexity. However, not every geometrical detail of the system has
first order effects on the acoustic eigenmodes, and some features may be simplified. For
instance, removing a swirler and replacing it with a straight tube of equivalent length
and section area is a simple method to reduce the number of DoF, since the vanes of a
swirled-injector usually require a large number of mesh cells to be correctly discretized.
This relatively low-sensitivity of the acoustics with respect to small geometrical details
can also be exploited to avoid directly discretizing apertures on a multi-perforated
liner. Those can instead be represented thanks to a homogenized impedance boundary
condition [50, 79].
Geometrical simplification can also consist in reducing the spatial dimension of
some combustor components. For instance, injectors are often long and narrow ducts
where only planar acoustic waves propagate. They can therefore be considered as
one-dimensional, which implies that a single spatial dimension needs to be discretized,
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instead of 3 in the actual system. This principle can also be applied to thin annular do-
mains that can be considered as one-dimensional (if only azimuthal modes are targeted),
or two-dimensional (if longitudinal modes are also targeted). This dimensionality re-
duction underlines that the ability of a LOM order model to combine heterogeneous
elements of different nature and dimensions (0D, 1D, 2D, 3D) in a same system is desir-
able. This principle is the basis of the acoustic network concept presented in Sec. 2.3.
Numerical discretization methods
Utilizing an appropriate numerical discretization method to solve Eq. (2.9) or
Eq. (2.11) may result in a significant lower number of DoF. A brute force Finite Element
of Finite Difference method discretization is likely to produce many unnecessary DoF.
For instance, in [73] a tracking method is designed to resolve the G-equation-based
flame dynamics LOM, by selectively adding discretization points near the flame front.
A comparable approach is used in [80], where a specific high-order numerical scheme
is used in the vicinity of a flat flame to capture the large acoustic velocity gradient it
induces. One of the most remarkable discretization method used in thermoacoustics
LOMs is the decomposition of the acoustic pressure and velocity onto a set of known
acoustic eigenmodes, called Galerkin modes. These modes are solutions of the homoge-
neous Helmholtz equation, and their spatial structures are therefore close to that of the
problem under consideration, such that a small number of them is usually sufficient for
an accurate resolution. This type of spectral discretization thus often results in fewer
DoF than spatial discretization approaches.
2.3 Acoustic network and state-space formalism
The divide and conquer principle can be applied to a complex combustor in order to split
it into a collection of smaller subsystems, where the resolution of the thermoacoustic
equations is easier. This collection of subsystems is called an acoustic network, and
is exemplified in Fig 2.1. Acoustic networks not only simplify the resolution of the
thermoacoustic problem, but also yield two key characteristsics of LOMs: (1) they are
modular, since any element in the network can be modified or added without affecting
the others, and (2) they are heterogeneous, in the sense that they can contain elements
of different nature and dimensions. The second point is primordial to take advantage
of the dimensionality reduction previously mentioned.
In order to resolve the acoustic flow in the whole combustor, individual network
elements need to be connected together, or in other words, coupling relations between
subsystems must be enforced. An elegant formulation to connect subsystems is to use
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Figure 2.1: Schematic of a gas turbine combustor split into an acoustic network.
Arrows indicate coupling between connected subsystems. Each subsystem in
the network can be modeled separately.
a state-space approach. This method, already popular in the thermoacoustic commu-
nity [81, 82, 83, 84], is adopted in this work with some adaptations. Implementation
details are given below; further developments relative to state-space representations
can be found in control theory textbooks [85]. For any physical system described by
a set of coordinates X(t) in a phase-space, we call linear state-space realization of this
system a set of equations under the form: Ẋ(t) = A X(t) + B U(t)
Y(t) = C X(t) + D U(t)
(2.14)
where X(t) is the coordinates vector in the phase-space, also called state vector, A is
the dynamics matrix, B is the input matrix, U(t) the input vector, Y(t) the output
vector, C the output matrix, and D is the action, or feedthrough matrix. The first
equation of the state-space representation governs the dynamical evolution of the state
vector under the forcing exercised by the input vector. The second equation defines a
way to compute any desired outputs from the knowledge of the state vector and the
forcing term. Note that the output Y(t) depends on the state X(t), but the reverse is
not true: X(t) evolves independently of the selected output Y(t).
The state-space formalism, through the Redheffer star-product [86], provides a direct
way to connect two systems represented by their state-space realizations, by relating
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their respective inputs and outputs. Let P and Q be two Multiple-Input-Multiple-
Output (MIMO) systems with their respective state-space representations as shown in
Fig. 2.2. For clarity, and because it is the case for most of the state-space realizations
considered presently, all the feedthrough matrices D are zero. Let us also introduce
Figure 2.2: Connection of two MIMO systems P and Q. Subscripts P (resp. Q)
designate state-space representation matrices and vectors for the subsystem
P (resp. Q). Inputs and outputs ports 2 in P are those connected to the
subsystem Q, while inputs and outputs ports 1 in P are connected to other
systems in the network. Conversely, inputs and outputs ports 1 in Q are those
connected to the subsystem P , while inputs and outputs ports 2 in Q are
connected to other systems in the network
the state-space representation of P with the block-structure:

























where indices 1 and 2 in the input and output matrices refer to the respective inputs
and outputs ports of P . Analogous notations hold for the state-space Q. Then, forming
the Redheffer star-product of P and Q as indicated in Fig. 2.2 yields the block-structure
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In Eq. (2.17), extra-diagonal blocks are coupling terms between subsystems P and Q:
more precisely, BP2CQ1 represents the effect from Q onto the dynamics of P , and
conversely BQ1CP2 represents the influence of P onto the dynamics of Q. Equiva-
lent results can also be obtained through an analogous procedure named state-space
interconnect [84]. After iteratively applying the Redheffer star-product to connect to-
gether state-space representations of every subsystems, the full state-space of the whole
combustor is obtained as:
Ẋf (t) = Af Xf (t) + Bf Uf (t) (2.19)
where the input vector Uf and matrix Bf may represent an external forcing or a
self-excited instability. Two approaches are then possible:
• Time-domain resolution: Eq. (2.19) can be integrated over time to obtain the
temporal evolution of the acoustic flow under the external forcing Uf (t)
• Frequency-domain resolution: the complex eigenvalues and eigenvectors of
the dynamics matrix Af can be solved for, yielding the global acoustic eigenfre-
quencies and eigenmodes of the whole domain. If λn = 2πσn + j2πfn is the n
th
complex eigenvalue of the matrix Af , then fn is the eigen-frequency of the n
th
acoustic mode of the whole geometry. In the absence of acoustic losses, volume
sources or complex boundary impedances, σn is zero. Conversely, if the system
comprises acoustic sources, then 2πσn, is the growth-rate of the n
th acoustic mode
of the whole geometry: σn > 0 (resp. σn < 0) implies that the mode is unsta-
ble (resp. stable). The mode shape can also be reconstructed from the modal
components contained in the eigenvector vn associated to the eigenvalue λn.
The challenge now consists in deriving a state-space representation as that of
Eq. (2.14) for every type of subsystems in the combustor acoustic network. This can be
achieved in a number of different fashions and will be the object of the next chapters.
The state-space realizations derived in this work are gathered in Appendix A.
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2.4 Distinct classes of thermoacoustic LOMs
The modeling principles described in Sec. 2.2 can be applied in various extents to derive
thermo-acoustic LOMs. Low-order models existing in the literature can be classified
into five main categories, some of which are based on the state-space formalism and
the acoustic network decomposition presented above.
2.4.1 Finite Element Helmholtz solvers
One of the key aspects for the resolution of thermoacoustic eigenmodes is the ability
of the method to accurately account for complex geometries that are encountered in
industrial combustors. The most straightforward approach is the direct discretization
of the Helmholtz equation that is then solved thanks to a Finite Element Method
(FEM) solver. State-of-the-art FEM Helmholtz solvers are able to solve for thermaous-
tic eigenmodes in elaborate geometries comprising active flames and complex impedance
boundary conditions [87, 88, 89, 90], such as multi-perforated liners [79, 91, 92] or other
dissipative elements [93]. The FDF formalism can also be incorporated to capture non-
linear limit-cycle behaviors [94, 95].
However, frequency-domain FEM Helmholtz solvers remain a costly alternative to
full-order methods. They usually resolve a nonlinear eigenvalue problem of the form:
AV = B(jω)V (2.20)
where A is a constant-valued matrix resulting from the FEM discretization, B(jω) is a
matrix containing the ω-nonlinearity arising for instance from the FTF model, and V
are the eigenmodes being sought for. Since Eq. (2.20) is nonlinear, it is usually resolved
thanks to costly iterative fixed-point algorithms [87], that do not offer any guarantee
of convergence or of capturing all the eigenmodes. Some improved algorithms were
proposed in recent works [96, 97], but this point is still considered a serious limitation for
FEM solvers. In addition, FEM Helmholtz solvers often result in a large number of DoF
(approximately O(105) to O(106)), synonymous of a considerable computational cost,
and only permit little modularity, as any change in the geometrical parameters requires
a new geometry and mesh generation. Because of these reasons, FEM Helmholtz solvers
are sometimes not referred as actual LOMs, and are rather seen as intermediate-order
methods. It is however also worth mentioning the slightly different approach undertaken
by Hummel et al. [98], who designed a two-steps strategy where FEM simulations are
combined with a data reduction technique, to formulate a model where the number of
DoF are reduced to O(102).
27
2. INTRODUCTION TO LOW-ORDER MODELING IN
THERMOACOUSTICS
2.4.2 Riemann invariants based LOMs
Another class of LOM is a wave-based 1D network approach, where the acoustic pres-
sure and velocity are written in function of the Riemann invariants A+ and A−. This
method was first successfully used to predict the stability of purely annular gas tur-
bine combustors in the 90s [99] and early 2000s [100]. Among others, the LOTAN
tool [101] was for instance designed to resolve in the frequency domain linearly unsta-
ble thermoacoustic modes in simplified configurations. More recently and in a similar
fashion, the open-source LOM solver Oscilos [102] developed at Imperial College, Lon-
don, was used to perform for example time-domain simulations of thermoacoustic limit
cycles in longitudinal combustors [103, 104], whose operation conditions may approach
those of industrial systems [105]. Wave-based low order modeling was also general-
ized to more complex cases, including azimuthal modes in configurations comprising
an annular combustion chamber linked to an annular plenum through multiple burn-
ers. This procedure allowed Bauerheim et al. to conduct a series of studies based on
a network decomposition of an idealized annular combustor [52, 106, 107] to capture
its azimuthal modes. This approach, where 1D elements are combined into a multi-
dimensional acoustic network, is sometimes referred as 1.5D. It is also worth underlining
that the wave-based resolution of the linearized Euler equations permits to naturally
include mean flow effects, such as the convection of entropy and vorticity waves, in
addition to the acoustics.
Wave-based decomposition of the acoustic variables in the frequency-domain leads
to a scalar dispersion relation F (jω) = 0 in the complex plane. For simple systems, its
resolution is fast and can be achieved thanks to: (1) iterative optimization algorithms
requiring an initial guess, such as the gradient descent, or (2) algorithms based on
Cauchy’s argument principle [1] that do not require an initial guess and guarantee to
identify all solutions within a given window. For more complex systems, the dispersion
relation becomes strongly nonlinear, and the second class of algorithms is more difficult
to utilize: iterative local optimization must then be used, and initial guesses must be
provided. Even though wave-based LOMs are the most adequate to deal with networks
of longitudinal elements where acoustic waves can be assumed as planar, they also suffer
strict limitations: they are indeed unable to capture non-planar modes in complex
geometries, and are therefore limited to idealized annular combustors at best.
2.4.3 Galerkin expansion based LOMs
A large category of LOMs relies on Galerkin modal expansions to express the acous-
tic pressure field as a combination of known acoustic modes. Modal expansion was
first introduced and formalized in an acoustic context by Morse and Ingard in their
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influential book Theoretical Acoustics [108] dated from 1968. In the field of thermoa-
coustics, Zinn et al. [109] and Culick [110, 111, 112, 113] were among the first to use
it to study combustion instabilities in LREs. Similarly to the wave-based approach,
multiple studies utilizing modal expansions are dealing with the Rijke tube [114]: for
example by Balasubramanian et al. [74], Juniper [115], and Waugh et al. [116]. Ide-
alized annular configurations were also examined thanks to pressure modal expansion:
Noiray et al. [117, 118, 119] and Ghirardo et al. [120] conducted a series of theroretical
studies in such geometries. More complex modal expansion-based networks were devel-
oped for multi-burners chamber-plenum geometries, by Stow et al. [121], Schuermans et
al. [82, 83], and Belluci et al. [122]. Their strategy is to perform modal expansions for
the pressure in the chamber/plenum and to assume acoustically compact burners that
can be lumped and represented by simple transfer matrices. Unlike wave-based low-
order modeling, this method is not limited to planar acoustic waves, and can resolve
both azimuthal and longitudinal chamber modes. Even though their approach does not
rely on an acoustic network decomposition, Bethke et al. [123] showed that arbitrarily
complex geometries can be incorporated in a thermoacoustic LOM by expanding the
pressure onto a set of basis functions computed in a preliminary step thanks to a FEM
Helmholtz solver.
Although they appear more general than wave-based LOMs, modal expansion-based
LOMs are also subjected to strict limitations, which mainly resides in the choice of the
modal basis employed to expand the acoustic pressure. This point is one of the main
object of this work, and is discussed in more details later.
2.4.4 Hybrid waves-modal expansions LOMs
The fourth class of thermoacoustic LOM is a mixed method, that takes advantage of a
heterogeneous network decomposition to combine both Riemann invariants and modal
expansions. The former are used to account for longitudinal propagation, while the
latter are used to account for multi-dimensional geometries. This mixed method was
employed by Evesque et al. [124] to model azimuthal modes in multi-burners annular
chamber/plenum configurations. In more recent works [125, 126] the mixed strategy
was further developed to investigate nonlinear spinning/standing limit cycles in the
MICCA annular combustor. More precisely, in [125] the planar acoustic field in the
ducted burners is represented by Riemann invariants, while it is represented through
modal expansions in the chamber and in the plenum. The LOTAN tool [121, 127]
also has this ability to combine the advantages of Riemann invariants and Galerkin
expansion to resolve longitudinal and mixed modes in idealized annular combustors.
Once again, a key benefit of this hybrid approach lies in the possibility to make use of
29
2. INTRODUCTION TO LOW-ORDER MODELING IN
THERMOACOUSTICS
the Riemann invariants to naturally combine acoustic, entropy, and vorticity waves in
a same formulation.
2.4.5 Direct discretization LOMs
Finally, the last class of LOMs consists in those based on a direct spatial discretiza-
tion. This method is relatively close to the FEM Helmholtz solvers, except that it
can combine in a same system 1D, 2D, and 3D spatial discretization. For example,
Sayadi et al. [80] made use of several finite difference schemes to build a dynamical
system representation of a one-dimensional thermoacoustic system comprising a volu-
metric heat source localized within the domain. A more generic direct discretization
LOM is the taX low-order model developed at Technical University of Munich [84].
Its modularity lies in the ability to combine in a same thermoacoustic network one-
dimensional elements discretized by finite difference, geometrically complex elements
discretized through FEM, and other types of elements such as FTFs and scattering
matrices. Note that thanks to the state-space formalism, the taX LOM can express
ω-nonlinearities as higher-order state-space realizations that are linear with ω. Unlike
the FEM Helmholtz solvers, the resulting eigenvalue problem is therefore linear and
can be resolved with classical eigenvalue algorithms. Since this LOM is built upon
direct discretization of linearized partial differential equations, it can also potentially
incorporate richer physics, including mean flow effects or acoustic-vortex interactions.
However, the price to pay for this high modularity is a large number of DoF: for in-
stance, in the taX LOM, about O(105) DoF were needed to obtain acoustic eigenmodes
of an annular combustor comprising 12 ducted injectors (but no active flame).
2.5 Conclusion
A rapid examination of the different methods presented above suggests that Galerkin
expansions produce LOMs with relatively low numbers of DoF, that also have the abil-
ity to account for complex geometries, through the preliminary construction of the
expansion basis thanks to a FEM Helmholtz solver. Consequently, since this work par-
ticularly targets the geometrical complexity inherent to realistic combustion systems,
the Galerkin method is selected to continue our developments.
Interestingly, most Galerkin expansion LOMs use the same type of modal basis,
namely the basis composed of the rigid-wall cavity modes, or in other words acous-
tic eigenmodes satisfying homogeneous Neumann boundary conditions (i.e. zero nor-
mal velocity) over the entire boundaries of the domain (and without internal volume
sources). This work focuses on the nature of the acoustic eigenmodes basis used to
decompose the pressure, and the convergence properties resulting from this expansion.
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Although the rigid-wall modal basis presents the huge advantage of being orthogonal,
many actual systems obviously comprise frontiers with far more complex boundary con-
ditions than just a homogeneous Neumann condition (for example an inlet or an outlet
where the impedance has a finite value). The use of such basis then appears paradoxi-
cal: how is it possible that a solution expressed as a rigid-wall modes series converges
towards a solution satisfying a non rigid-wall boundary condition? This singularity in
the pressure modal expansion was already noticed by Morse and Ingard [108], but they
did not study its impact on the convergence of the whole method. Later, Culick [113]
provided more explanations about this singularity: the modal expansion does not con-
verge uniformly over the domain, but only in the less restrictive sense of the Hilbert
norm (L2 norm); as a result, even though each individual term of the expansion does
not satisfy the appropriate boundary condition, the infinite sum of these terms may
satisfy it. In other words, ”the limit of the sum is not equal to the sum of the limit” in
the neighborhood of the boundary. An interesting examination regarding this singu-
larity is provided in a recent work by Ghirardo et al. [128], where a projection onto a
mode satisfying a specific non rigid-wall inlet boundary condition was discussed. The
convergence issue arising from rigid-wall modal expansion is even more problematic
in the case of acoustic LOMs where the geometry is decomposed into a network of
subsystems that need to be coupled together at their boundaries (see Fig. 2.1). For
each individual subdomain, these coupling boundaries are not rigid-wall but each term
of the basis corresponds to a rigid-wall: the convergence singularity may arise at each
one of the coupling interfaces. Although Culick [113] proposed an explanation to this
singularity based on a local justification, only very few studies deal with global effects,
such as for example convergence speed of the eigenfrequencies.
Thus, the main object of the next chapters consists in: (1) identifying the math-
ematical limitations of the classical Galerkin modal expansion, and (2) proposing a
proper formulation for the modeling of non-rigid-wall boundaries, a primordial point
in the construction of elaborate acoustic networks representing complex geometries.
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This chapter introduces the core contribution of this work to low-order modeling
of thermoacoustic instabilities. It starts by recalling the classical Galerkin expansion,
where acoustic variables are expanded onto on orthogonal basis of known acoustic eigen-
modes verifying rigid-wall boundary conditions over the frontiers of the domain under
consideration. It then presents a novel type of modal expansion, called a frame expan-
sion: acoustic variables are now expanded onto an over-complete family of eigenmodes
constructed by gathering the rigid-wall and the pressure-release orthogonal bases. Both
types of modal expansions are then implemented in a state-space-based LOM. Their re-
spective convergence properties are assessed on a series of one-dimensional test cases: it
is in particular evidenced that the rigid-wall Galerkin expansion results in a Gibbs phe-
nomenon affecting the acoustic velocity representation near non-rigid-wall boundaries,
33
3. A NOVEL MODAL EXPANSION METHOD FOR THE LOW-ORDER
MODELING OF THERMOACOUSTIC INSTABILITIES
which deteriorates its precision. The frame modal expansion successfully mitigates these
Gibbs oscillations and leads to significantly greater accuracy and convergence speed. The
LOM modularity and its ability to handle complex geometries are then illustrated by con-
sidering a configuration featuring an annular chamber, an annular plenum, as well as
multiple burners. However, the use of an over-complete frame comes at a price, namely
the apparition of non-physical spurious eigenmodes. A number of strategies that are im-
plemented to identify and attenuate these spurious components are discussed. Finally,
this chapter concludes with a brief presentation of the LOM code STORM (STate-space
thermOacoustic Reduced-order Model) that is built upon the frame modal expansion.
3.1 The classical Galerkin modal expansion
As previously mentioned, acoustic LOM networks for complex configurations usually
start with the splitting of the system into a set of smaller subsystems. Let us consider
a subdomain Ωi as in Fig. 3.1, defined as a bounded domain delimited by ∂Ωi =
Swi∪Sai∪Sci. For the sake of simplicity, in the following the sound speed field is assumed
Figure 3.1: Schematic representation of an acoustic network. Hashed lines show
rigid walls. Gray dotted lines are opening to the atmosphere. The geometry is
split into distinct subsystems, that are connected together. Those can include
volume subdomains (e.g. Ωi), active flames (e.g. Hi), and complex boundaries
(e.g. Sci). The subdomain Ωi is delimited by its rigid wall boundary Swi,
its boundary opened to the atmosphere Sai, and its connection boundaries
Sci that are to be linked to other subsystems in the acoustic network. The
interface Sci is split into several surface elements S0j of area ∆S0j located at
the connection points ~x0j. The subdomain Ωi also contains MH volume heat
sources H
(l)
i (here MH = 1).
uniform and the baseline flow to be at rest. Note however that these hypotheses are
not necessary and could be omitted. The frequency-domain acoustic pressure p̂(~x, ω)
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in the subdomain Ωi is then solution of the following Helmholtz equation:
c20∇2p̂(~x, ω)− jαωp̂(~x, ω) + ω2p̂(~x, ω) = ĥ(~x, ω) for ~x ∈ Ωi
∇sp̂ = 0 for ~xs ∈ Swi , p̂ = 0 for ~xs ∈ Sai
∇sp̂ = f̂(~xs, ω) for ~xs ∈ Sci
(3.1)
where the notation ∇sp̂ = ~∇p̂(~xs).~ns is introduced, ~xs being a geometrical point be-
longing to a boundary of the flow domain and ~ns the normal unity vector pointing
outward. In Eq. (3.1), α is an acoustic loss coefficient, the term ĥ(~x, ω) is a volume
acoustic source, while f̂(~x, ω) is a surface forcing term imposed on the connection
boundary Sci: it is an external input to the subdomain Ωi exerted by adjacent subsys-
tems. The pressure verifies rigid-wall boundary condition on Swi and is null on Sai. The
volumic source ĥ(~x, ω) represents fluctuations of heat release, and it may be written as
follows:






where γ is the heat capacity ratio and ω̂T (~x, ω) is the local fluctuating heat release
rate resulting from flame dynamics. In Eq.(3.2), ω̂T (~x, ω) is decomposed into the con-
tributions from MH independent heat sources H
(l)
i contained in Ωi, characterized by
their respective global heat release rates Q̂l(ω) and spatial volume densities H
(l)
i (~x)
representing the flame shape (the integral of H
(l)
i (~x) over Ωi is unity). In the following,
only one flame in the subdomain Ωi is considered for conciseness (i.e. MH = 1, and
the superscripts (l) are dropped), but the reasoning can be extended without difficulty
to any number of distinct and independent flames located in a same subdomain Ωi.
Galerkin expansion usually makes use of the inner product defined for any functions





The associated L2 norm is noted ||f ||2 = 〈f, f〉1/2. The second Green’s identity, which











Modal expansion based LOMs follow the seminal ideas of Morse [108, 129]. First,
on each subdomain Ωi the pressure is decomposed onto a family (ψn(~x))n>1 formed
of known acoustic eigenmodes of Ωi. This expansion writes p̂(~x, ω) =
∑
n γ̂n(ω)ψn(~x).
The purpose is then to derive a set of governing equations for the modal amplitudes.
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The set (ψn(~x))n>1 is classically chosen as the rigid-wall eigenmodes of the subsystem
Ωi (without volume sources and acoustic damping). These eigenmodes satisfy rigid-wall
conditions (i.e. zero normal velocity) over Swi, but also over the connection boundary
Sci. In the presence of boundaries that are known to be opened to the atmosphere (Sai
in Fig. 3.1), the eigenmodes basis can be chosen to satisfy the appropriate condition
on Sai (i.e. zero pressure), without further difficulty, since the expansion basis is still
orthogonal. The set (ψn(~x))n>1 is solution of the following eigenvalue problem:
c20∇2ψn + ω2nψn = 0 for ~x ∈ Ωi
∇sψn = 0 for ~x ∈ Swi , ψn = 0 for ~x ∈ Sai
∇sψn = 0 for ~x ∈ Sci
(3.5)
where ωn is the eigen-pulsation of the n
th eigenmode. By making use of the second
Green’s identity (Eq. (3.4)), it can be shown that the set (ψn(~x))n>1 defined by Eq. (3.5)
is indeed an orthogonal basis, that is 〈ψn, ψm〉 = 0 for any n 6= m.
A solution to the pressure Helmholtz equation (Eq. (3.1)) is sought by making use
of the Green’s function Ĝ(~x, ω|~x0), where ~x0 designates the location of a source point
in Ωi. The Green’s function has the advantage of recasting the problem into a set of
boundary integral equations, which facilitates the decomposition of complex geometries
into networks of simpler subsystems, as two adjacent subdomains are coupled together
through their respective boundary source terms. The equation governing the Green’s
function is:
c20∇2Ĝ(~x, ω|~x0)− jωαĜ(~x, ω|~x0) + ω2Ĝ(~x, ω|~x0) = δ(~x− ~x0) for ~x ∈ Ωi
∇sĜ = 0 for ~x ∈ Swi , Ĝ = 0 for ~x ∈ Sai
∇sĜ = 0 for ~x ∈ Sci
(3.6)
where δ(~x− ~x0) is the Dirac delta function. The Green’s function is chosen such that
it satisfies the same homogeneous boundary conditions as p̂ over the rigid-wall frontier
Swi and the boundary opened to the atmosphere Sai. Note however that unlike the
acoustic pressure, the Green’s function verifies a homogeneous Neumann boundary
condition (us = 0) on the connection surface Sci. The decomposition of the Green’s





Let us inject the modal decomposition of Eq. (3.7) into the Green’s function equation
Eq. (3.6) and use the fact that ψn is an eigenmode. Then, forming the inner product






Λn(ω2 − jωα− ω2n)
(3.8)
36
3.1 The classical Galerkin modal expansion
where Λn = ||ψn||22. Thus, the Green’s function is now known through its modal
expansion onto the rigid-wall eigenmodes basis. Equation (3.1) and Eq. (3.6) are then
evaluated in ~x0, multiplied by Ĝ(~x0, ω|~x) and p̂(~x0, ω) respectively, and integrated over
the volume Ωi with respect to ~x0. Finally, using the Dirac properties, the second Green’s
identity (Eq. (3.4)), and the reciprocity property of the Green’s function Ĝ( ~x0, ω|~x) =














where the notation ∇0,s() = ~∇0().~ns is used. Note that here the fluxes ∇0,s in the
surface integral are taken with respect to the source location ~x0s. Using the boundary





Ĝ(~x, ω|~x0)ĥ(~x0, ω)d3~x0 −
¨
Sci
c20Ĝ(~x, ω|~x0s)f̂(~x0s, ω) d2~x0s (3.10)
In this expression, the vector ~x0 (resp. ~x0s) refers to the location of volume sources
(resp. boundary forcing).
The next step of the derivation requires to evaluate the surface integral in Eq. (3.10).
The most straightforward way is to decompose the surface Sci into MS elements S0j of
surface area ∆S0j , that connects Ωi with the adjacent subdomains Ωj at the boundary
points ~x0j . Note that the subdomains Ωj are not necessarily distinct, since there may
exist several connection points between Ωi and a same neighbor (i.e. we can have
~x0j1 6= ~x0j2, but Ωj1 = Ωj2). It is assumed that these surface elements are small
enough such that acoustic variables can be considered uniform over each one of them.
An example of such surface discretization is given in Fig. 3.1. The surface integral in
Eq. (3.10) can then be expressed through piece-wise approximations, which yields the




c20∆S0jĜ(~x, ω|~x0j)f̂(~x0j , ω)





Note that the number and the locations of the surface elements S0j necessary to achieve
an accurate approximation of the surface integral is highly disputable. This particular
point is out of the scope of this chapter, and is the subject of a more general and
robust methodology presented in Chap. 4. In Eq. (3.11), the surface forcing f̂(~x0j , ω)
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is related to the normal acoustic velocity û
Ωj
s (~x0j , ω) in the adjacent subsystem Ωj as
f̂(~x0j) = −ρ0jωû
Ωj
s (~x0j). The negative sign comes from the fact the acoustic velocity
û
Ωj
s (~x0j) in Ωj is computed with respect to the outer normal of Ωi, which is pointing





























jω (γ − 1)Hi,nQ̂(ω)ψn(~x)
Λn(ω2 − jωα− ω2n)
(3.13)
where Hi,n = 〈Hi, ψn〉 is the projection of the flame shape Hi(~x0) onto ψn(~x0). Equat-
ing Eq. (3.13) to the decomposition of the pressure field on the basis (ψn)n>0, p̂(~x, ω) =∑
n γ̂n(ω)ψn(~x), it comes that the γ̂n coefficients are such that:



















Recasting the equation into the time-domain, and introducing Γ̂n = γ̂n/(jω) (i.e.
Γ̇n(t) = γn(t)) finally leads to the dynamical system governing the evolution of the

















This dynamical system governs the temporal evolution of the pressure field in the
subdomain Ωi, under the normal velocity forcing u
Ωj
s (~x0j , t) imposed by adjacent sub-
systems Ωj , and under the volume forcing Q(t) imposed by fluctuating flames contained
within Ωi. This set of equations was used for example in [82, 121], where the infinite
series was truncated up to a finite order N . It is also worth noting that the acous-
tic velocity can be calculated from the knowledge of the modal amplitudes Γn(t) as
~u(x, t) = −
∑
n Γn(t)
~∇ψn(~x)/ρ0. The state-space approach 2.3 can then be used to
couple together the subsystems defining the whole thermoacoustic system of interest.
Finally, since the acoustic pressure is a linear combination of the modal basis vec-
tors ψn, it necessarily verifies the same boundary conditions, in particular ∇sp = 0,
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viz. ~u.~ns = 0 on Sci. Since the acoustic velocity should not be zero over the bound-
aries of the (arbitrarily chosen) sub-domain Ωi, this may result in a singularity in the
representation of the acoustic velocity field. The impact of this singularity on the
convergence properties of the method is discussed in Sec. 3.3. The following section
proposes a mathematical reformulation of the pressure modal expansion to mitigate
this undesirable feature.
3.2 The over-complete frame modal expansion
The purpose is now to introduce a modal expansion of the acoustic pressure that would
allow for satisfying any boundary condition on Sci (and not ∇sp = 0 only). In this
matter, it is necessary to retain in the modal expansion an additional degree of free-
dom, such that both acoustic pressure and normal acoustic velocity at the connection
boundary Sci remain a priori undetermined. Let us then introduce two distinct families
(ξm)m>1 and (ζk)k>1 of acoustic eigenmodes of the subdomain Ωi, characterized by the
two following eigenproblems:
c20∇2ξm + ω2mξm = 0 for ~x ∈ Ωi
∇sξm = 0 for ~x ∈ Swi, ξm = 0 for ~x ∈ Sai
∇sξm = 0 for ~x ∈ Sci
(3.16)

c20∇2ζk + ω2kζk = 0 for ~x ∈ Ωi
∇sζk = 0 for ~x ∈ Swi, ζk = 0 for ~x ∈ Sai
ζk = 0 for ~x ∈ Sci
(3.17)
Both eigenmodes families (ξm)m>1 and (ζk)k>1 verify the same rigid-wall (resp. open)
boundary conditions on Swi (resp. Sai). The eigenmodes family (ξm)m>1 is similar
to the orthogonal basis (ψn)n>1 used in Sec. 3.1. Conversely, the eigenmodes family
(ζk)k>1 differs since it verifies pressure-release boundary conditions on Sci.
Consider now the eigenmodes family (φn)n>1 formed as the concatenation of (ξm)m>1
and (ζk)k>1: (φn)n>1 = (ξm)m>1∪(ζk)k>1. The eigenpulsations associated to the eigen-
modes φn are noted (ωn)n>1 = (ωm)m>1∪(ωk)k>1. As a concatenation of two orthogonal
bases, (φn)n>1 is not a basis but is instead an over-complete set of eigenmodes, also
called a frame [130, 131]. The concept of frame was first introduced in the context
of nonharmonic Fourier analysis [132], and later used to build the theory of wavelet
analysis [130, 133], which found great sucess in signal and image processing. Frames
started to gain popularity in numerical analysis and Partial Differential Equations res-
olution only very recently. Adcock and Huybrechs [131, 134] give a comprehensive
review of these applications. Those include for instance the Fourier embedding [135],
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or Fourier extension, which approximates functions in complex geometries thanks to
a frame built from the classical Fourier basis of a cube encompassing the domain of
interest. This embedding approach was applied to CFD, with the development of im-
mersed boundary methods [136] for instance. It is also worth mentioning the augmented
Fourier frame [137], where the Fourier basis is completed with a family of polynomial
functions, in the purpose of mitigating the Gibbs phenomenon arising at the ends of
non-periodic one-dimensional domains. The use of an over-complete frame to perform
modal expansions is the most crucial element of the proposed method. Let us precise
that the frame (φn)n>1 could be built from the concatenation of other sets of eigen-
modes, as long as those do not a priori impose any constraint between pressure and
velocity at the boundary Sci. However, using the concatenation of the rigid-wall basis
(ξm)m>1 and the open atmosphere basis (ζk)k>1 has two main advantages: (1) they
are usually the easiest to obtain analytically or numerically, and (2) the frame (φn)n>1
formed by their concatenation verifies a generalized Parseval’s identity which ensures
the well-posedness of modal expansions [130]. Note that for geometrically simple sub-
domains, the frame can be obtained analytically, whereas for complex subdomains it is
generated in a preliminary step thanks to a FEM solver.
In the following, a compact vectorial notation is introduced to avoid the use of
multiple summation symbols: for any indexed quantity (fi)i>1 we denote f the column-
vector such that: tf = (f0 f1 f2 ...), where
t() designates the vector transpose. For
a doubly indexed quantity (fij)i,j>1, we denote f the matrix whose coefficients are the
fij . Conversely, [f ]n is the n
th component of the vector f . Similarly to Sec. 3.1, the
pressure modal expansion is sought under the form p̂(~x, ω) =
∑
n γ̂n(ω)φn(~x), that is,
using the vectorial notation p̂(~x, ω) = tγ̂(ω)φ(~x).
As in the previous section, a solution of the pressure Helmholtz equation is obtained
thanks to the associated Green’s function, which is the solution of the same equation
Eq. (3.6), except that the boundary condition on the connection surface Sci is not
specified a priori and will only be deduced later from the knowledge of its modal
components. This equation is recalled below for convenience:{
c20∇2Ĝ(~x, ω|~x0)− jωαĜ(~x, ω|~x0) + ω2Ĝ(~x, ω|~x0) = δ(~x− ~x0) for ~x ∈ Ωi
∇sĜ = 0 for ~x ∈ Swi , Ĝ = 0 for ~x ∈ Sai
(3.18)







3.2 The over-complete frame modal expansion
Injecting the expansion of Eq. (3.19) into Eq. (3.6) and forming the scalar product with




2 − jωα− ω2n)η̂n(ω|~x0) = φm(~x0) (3.20)
where Λmn = 〈φm, φn〉 is the scalar product between modes m and n. For an orthogonal
modal basis the cross-terms (m 6= n) are zero and only the terms Λnn remain. With
the compact vectorial notation, Eq. (3.20) can be written:
Λ D(ω) η̂ = φ(~x0) (3.21)
where D(ω) is the diagonal matrix diag((ω2 − jωα − ω2n))n>0, and Λ is the matrix
containing the scalar-products Λmn = 〈φm, φn〉. This matrix is the Gram matrix asso-
ciated to the frame (φn)n>0, sometimes also called the acoustic mass matrix. Obtaining
a modal expansion for the Green’s function then requires to invert Eq. (3.21) to express
the components vector η̂. However, as the eigenmodes family (φn)n>0 is over-complete,
its associated Gram matrix Λ is highly ill-conditioned. This inversion therefore re-
quires a specific numerical treatment that is discussed below and in Sec 3.5. Inverting
Eq. (3.21) then yields:
Ĝ(~x, ω|~x0) = tη̂(ω|~x0) φ(~x) = tφ(~x0) Λ−1D−1(ω)φ(~x) (3.22)
The modal expansion of Eq. (3.8) obtained with the rigid-wall basis appears as a par-
ticular case of Eq. (3.22) for a diagonal Gram matrix Λ. Equation (3.9) relating the
pressure to the Green’s function is general and still valid here. The surface integral on














To evaluate the surface integral in Eq. (3.23) through piece-wise approximations,
the decomposition of the connection boundary Sci into MS surface elements S0j of
area ∆S0j located at ~x0j is once again introduced, and the corresponding adjacent
subdomains are noted Ωj . The inhomogeneous Neumann boundary condition imposed
on Sci (Eq. (3.1)) can be injected into Eq. (3.23) to replace ∇0,sp̂(~x0j) with f̂(~x0j).
Unlike in the previous section, the term ∇0,sĜ(~x, ω|~x0j)p̂(~x0j) is non-zero and needs
to be evaluated. The Green’s function gradient can directly be calculated from its
modal expansion (Eq. (3.22)). The pressure p̂(~x0j) can be related to f̂(~x0j) through
the acoustic impedance Z(~x0j) = p̂(~x0j)/(ρ0c0ûs(~x0j)) at the boundary Sci (assuming
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The modal expansion of the Green’s function derived in Eq. (3.22), as well as Eq. (3.24)
is now injected into Eq. (3.23) to give:












−jω (γ − 1) tHi Λ−1D−1(ω)φ(~x) Q̂(ω)
(3.25)
The column vector Hi contains all the projections of the flame shape Hi(~x0) onto the
elements of the over-complete frame (φn(~x0))n>0. Similarly to the previous section,
the surface forcing f̂(~x0j) can be related to the normal acoustic velocity û
Ωj
s (~x0j) in
the adjacent subsystem Ωj as f̂(~x0j) = −ρ0jωû
Ωj
s (~x0j). At this stage, the impedance
Z(~x0j) at the boundary element ∆S0j is still unknown, but it can be linked to both the
normal acoustic velocity û
Ωj
s (~x0j) and the acoustic potential ϕ̂
Ωj (~x0j) in the adjacent
subsystem, thanks to the relation Z(~x0j) = −jωϕ̂Ωj (~x0j)/(c0û
Ωj
s (~x0j)). Here the acous-
tic potential ϕ̂ is defined such that it satisfies the relation ~u′ = −~∇ϕ′. Note that the
impedance Z(~x0j) could equivalently be expressed as a function of the pressure in the
adjacent subsystem (Z(~x0j) = −p̂Ωj (~x0j)/(ρ0c0û
Ωj
s (~x0j))), but the introduction of the
acoustic potential will prove convenient in a later step of the derivation, where inverse
Fourier transform is applied to revert frequency-domain equations into time-domain


















− jω (γ − 1) tHi Λ−1D−1(ω)φ(~x) Q̂(ω)
(3.26)




tγ̂(ω) φ(~x) shows that the components vector γ̂ is such that



















− (γ − 1) Λ−1Hi Q̂(ω)
(3.27)
Recasting the equation into the time-domain, and introducing Γn(t) such that Γ̇n(t) =
γn(t), finally leads to the dynamical system governing the evolution of the pressure
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field in the subdomain Ωi, under the velocity surface forcing u
Ωj
s (~x0j , t), the acoustic



































which is an extension of Eq. (3.15) when the expansion is performed on the over-
complete frame (φn)n>1 instead of the orthogonal basis (ψn)n>1. This dynamical sys-
tem governs the temporal evolution of the pressure field in the domain Ωi, under normal
velocity forcing u
Ωj
s (~x0s, t) and acoustic potential forcing ϕ
Ωj (~x0s, t) imposed by adja-
cent subsystems, as well as the volume forcing Q(t) due to the presence of active flames
within Ωi. In the case of the orthogonal modal basis (ψn)n>1 used in the previous
section, the terms ∇sψ(~x0j) vanish (since the eigenmodes satisfy rigid-wall boundary
conditions on Sci), and we have the simple relations [Λ
−1ψ(~x0j)]n = ψn(~x0j)/Λn and
[Λ−1Hi]n = Hi,n/Λn. Equation (3.28) can be used to formulate a state-space real-
ization for a subdomain in an acoustic network. This representation is provided in
Appendix A.1.
Because of the use of the over-complete frame (φn)n>1, the acoustic pressure and
velocity are free to evolve independently on the boundary Sci, which is the major
improvement of the method compared to classical formalism, where the normal acoustic
velocity ~u.~ns is necessarily zero on the connection boundary Sci.
Finally, the governing dynamical system of Eq. (3.28) is a projection of the wave
equation (Eq. (3.1)) onto the modal frame (φn)n>0. However, as this frame is over-
complete such projection is ill-conditioned, which constitutes one of the major pitfalls
of the proposed method. Concretely, this results in two major consequences:
• The first one is a numerical difficulty to compute the inverse of the frame Gram
matrix Λ−1. In most cases presented in this paper, the condition number C(Λ) =
|Λ| |Λ−1| (where |Λ| is the Frobenius matrix norm) increases with the size N of
the expansion, up to values ranging from 1018 to 1019. The inversion of this poorly
conditioned matrix can be achieved thanks to the use of an adequate numerical
algorithm, based on extra-precision iterative refinement (performed in floating-
point quadruple precision). However, a preferable approach consists in computing
the Moore-Penrose pseudoinverse through a Singular Value Decomposition [138]
(see Sec. 3.5.4 for more details). Errors stemming from this inversion are system-
atically computed a posteriori and verified to remain low. Note that since the
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modal basis size remains in practice limited (typically a few dozens elements), the
specific inversion procedure used to calculate Λ−1 does not noticeably increase
the computational cost in comparison to the classical rigid-wall modal expansion.
• Secondly, even though Λ is accurately inverted, the frame over-completeness may
still result in poorly conditioned spurious components in Eq. (3.28). However, the
approach described above produces well-behaved expansions for the pressure, that
is expansions where the terms with the highest energy are physically meaningful
while low energy terms represent spurious fluctuations. The automatic and robust
identification of these spurious modes is therefore an important issue that needs
to be addressed. This is the object of Sec. 3.5.
3.3 Convergence assessment in elementary cases
Both modal expansions presented in Sec. 3.1 and Sec. 3.2 are implemented to build a
LOM based on the state-space formalism introduced in Sec. 2.3. The goal is to compare
these methods on a series of canonical test cases, in order to show the limits of the rigid-
wall modes decomposition and to prove the performances of the over-complete frame
approach. Throughout this section, superscripts OB (resp. FR) refer to results obtained
with the use of the orthogonal basis (ψn)n>1 introduced in Sec. 3.1 (resp. the over-
complete frame (φn)n>1 introduced in Sec. 3.2). Superscripts
A designate analytical
solutions used for comparison.
3.3.1 The Gibbs phenomenon at the cross-section change in a duct
In this first example, the long duct with a sudden cross-section change represented in
Fig. 3.2 is considered. Both ends of the duct are closed by rigid walls. It is decomposed
into 3 subsystems, including 2 long ducts (Ω1 and Ω2) with constant cross-sections S1
and S2, and a third subsystem Ωsc of length Lsc enclosing the region in the neighborhood
of the cross-section variation.
Since both tubes Ω1 and Ω2 are long (D1  L1, D2  L2), only plane longitudinal


























where superscript (1) (resp. (2)) refers to the modal basis in Ω1 (resp. Ω2), x1 and x2
are the longitudinal coordinates in the two ducts (Fig. 3.2), and N1 (resp. N2) is the
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Figure 3.2: A long duct comprising a sharp cross-section change. Hashed lines
boundaries are rigid walls. The geometry is decomposed into 3 subdomains.
Two of those are long ducts (Ω1 and Ω2), of respective lengths L1 and L2, cross-
sections S1 and S2, and equivalent diameters D1 and D2. The third subdomain
Ωsc is a small region (Lsc  L1, L2) located around the cross-section change.
Sc1 and Sc2 are connection surfaces between Ωsc and the two tubes.
number of modes used for the pressure modal expansion in Ω1 (resp. Ω2). Similarly








































These orthogonal bases (Eq. (3.29)) and over-complete frames (Eq. (3.30)) are con-
sistent with rigid-wall conditions at both ends of the long duct (x1 = 0 and x2 = L2).
However, the orthogonal bases also impose zero velocity near the cross section change
(at x1 = L1 and x2 = 0), while the over-complete frames retain an additional degree
of freedom such that both velocity and pressure are a priori undetermined and free to
evolve independently near the cross-section change. In the following, the same number
N of eigenmodes are used for modal expansions in both ducts (N1 = N2 = N). Addi-
tionally, all comparisons between orthogonal basis and over-complete frame expansions
are carried out with the same total numbers of modes N : in other words results from
any orthogonal basis containing an even number of vectors N are compared to results
from a frame composed of two subfamilies of size N/2. Note also that, since only plane
longitudinal waves are considered here, the connection boundaries Sc1 and Sc2 do not
need to be discretized into several surface elements S0j : therefore MS = 1 for each
subdomain Ω1 and Ω2, and MS = 2 for Ωsc.
Modal expansion is not performed for the subdomain Ωsc enclosing the cross-section
change as its exact geometry has only very little effect on the global eigenmodes of the
long duct: instead, volume-averaged conservation equations are used to derive a state-
space representation of this subsystem. More details are given in Appendix A.3. The
Redheffer star-product defined in Eq. (2.17) and Eq. (2.18) is then applied recursively
to connect state-space representations of subsystems Ω1, Ωsc, and Ω2. The state-space
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In this equation, matrices A(1), B(1), C(1), A(2), B(2), and C(2) are the state-space









2 are used in the state-space representation
of the subdomain Ωsc and are given in Appendix A.3. The extra-diagonal blocks of the
matrix Af represent coupling between the two ducts Ω1 and Ω2 and the subdomain
Ωsc enclosing the section change. In the present case, the matrices A
(1) and A(2) share
the same size 2N (see Eq. (A.1)), and from Eq. (A.11), A(sc) is a 3× 3 matrix. Thus,
the dynamical system governing the pressure evolution in the whole geometry is of
size 4N + 3. The corresponding acoustic eigenfrequencies and eigenmodes are obtained
by solving for the eigenvalues and eigenvectors of Af . Resulting eigenfrequencies are
noted fOBn (N) if the rigid-wall orthogonal basis is used, and f
FR
n (N) if the pressure
is expanded onto the over-complete frame of Sec. 3.2. The corresponding pressure
mode shapes are ΥOBn,p (x;N) and Υ
FR
n,p (x;N), and finally the velocity mode shapes are
ΥOBn,u (x;N) and Υ
FR
n,u(x;N).
In the following example the cross-section change is located at 1/3 of the duct
length (L1 = L2/2 = L), and the cross-section ratio is such that S1 = 2S2. Under the



























































. Note that for the first mode both pressure and
velocity are non-zero at the cross-section change (x1 = L, x2 = 0).
In Fig. 3.3, the pressure and velocity mode shapes for the first mode (n = 1) are
displayed and compared to the analytical solutions of Eq. (3.33) and Eq. (3.34). The
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Figure 3.3: Pressure mode shape and velocity mode shape of the first mode
(n = 1), for N = 4,10,100 vectors in the OB expansion. Computed solutions
(grey dashed lines) are compared to the analytical solutions of Eq. (3.33) and
Eq. (3.34) (thick dark lines). Closeup views (corresponding to the rectangles)
of the pressure and the velocity mode shapes are given on the second row
((d)-(f)) and the fourth row ((j)-(l)) respectively.
use of the rigid-wall eigenmodes expansions defined in Eq. (3.29) provides numerical
solutions for the pressure mode shape that converge towards the analytical solution
when the number N of modes in the orthogonal basis increases (Fig. 3.3-(a) to (c)).
However, the close-up view on the region near the cross-section change (Fig. 3.3-(d)
to (f)) shows a slight discrepancy in the pressure modal shape. Figures 3.3-(g) to (l)
support this observation by evidencing a strong singularity in the velocity mode shape,
which results in an erroneous representation of the velocity mode over a large region
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of the domain. This singularity is the direct consequence of the use of the rigid-wall
eigenmodes expansion: the numerical velocity ΥOB1,u (x) is indeed zero at the cross-section
change (because the derivative of ψn in Eq. (3.29) is zero for x1 = L and x2 = 0),
in contradiction with the analytical solution ΥA1,u(x) at this point (see Eq. (3.34) for
x1 = L or x2 = 0). Most importantly, increasing the number N of modes in the modal
basis fails to suppress this singularity, but rather results in higher frequency oscillations
around the cross section area change. These spatial fluctuations suggest a Gibbs-like
phenomenon affecting the convergence of the velocity representation, typical of Fourier
series expansions of irregular functions. These oscillations on the velocity in the vicinity
of the duct contraction may be critical in thermoacoustics, since the velocity is the input
of the classical Flame Transfer Function used to model flame-acoustic coupling.
On the contrary, as shown in Fig. 3.4, modal expansions onto the over-complete
frames of Eq. (3.30) accurately represent the analytical solutions ΥA1,p(x) and Υ
A
1,u(x),
even for a number of modes as low as N = 4, as the local absolute error does not exceed
3× 10−4 for the pressure, and 5× 10−6 for the velocity.
Figure 3.4: Pressure mode shape (a) and velocity mode shape (b) of the first
mode (n = 1) for N = 4 vectors in the frame. Numerical solutions (grey lines
with ×) are compared to the analytical solutions of Eq. (3.33) and Eq. (3.34)
(thick dark lines). The local absolute errors for the mode shapes with N = 4
are also plotted (dashed line), with values indicated on the right axis.
The relative errors for the nth global eigenfrequency and pressure mode shapes are
defined as (with similar definition for FR):
EOBfn (N) =
|fAn − fOBn (N)|
fAn




The relative error EOBn,u (N) for the velocity mode shape is defined in the same fashion.
Figure 3.5(left) provides the convergence behavior for the global eigenfrequencies of
modes 1, 9, and 11. It appears that the method based on orthogonal bases expansions
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present a relatively slow convergence speed for eigenfrequencies f1 and f11. This poor
convergence is due to the Gibbs phenomenon affecting the numerical solution for the
velocity mode ΥOB1,u (x) in the vicinity of the cross-section change. Mode 9 however, is
accurately resolved even for small values of N ; this is because it naturally has a velocity
node at the cross-section change (Eq. (3.34)) and is therefore, by chance, not subjected
to the Gibbs phenomenon. In contrast, the method relying on modal expansions onto
over-complete frames results in low relative errors, ranging between 10−7 and 10−8
for all modes 1, 9 and 11, even with small values of N . For instance, only about 10
modes in each frames are necessary to accurately capture the eigenfrequency f11. The
condition number of the frame Gram matrix, which is an indicator of the expansion
over-completeness, is C(Λ) = 108 for N = 6. It then progressively deteriorates and
reaches 1019 at N = 50, and saturates to this value for large N . This deterioration
of the frame conditioning does not result into a degradation of the numerical results.
However, it can be related to a saturation of the error, since increasing the size of the
frame beyond N = 20 does not result in smaller errors.
Figure 3.5: Left: Comparison between the OB and the FR results in terms of
frequency relative error (E
OB/FR
fn
), for global modes 1, 9 and 11, in function
of the number N of vectors used in the modal expansions. Dark lines are
results obtained with rigid-wall eigenmodes expansions (Eq. (3.29)), while gray
lines are results obtained with frames modal expansions (Eq. (3.30)). Right:




), pressure mode shape relative error (E
OB/FR
1,p ), and velocity
mode shape relative error (E
OB/FR
1,u ). Curves corresponding to the results
obtained with rigid-wall eigenmodes expansions (Eq. (3.29)) are in dark, while
those obtained with expansions onto over-complete frames (Eq. (3.30)) are in
gray with × marks.
The Gibbs phenomenon effect on the convergence behavior of the 1st-mode pressure
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(ΥOB1,p (x)) and velocity (Υ
OB
1,u (x)) is quantitatively evaluated in Fig. 3.5 (right). The
method based on rigid-wall eigenmodes expansions yields large errors on the pressure
and velocity modes when a small number N of basis eigenmodes is used. When N is
increased, these two errors decrease at different speeds. The pressure mode error EOB1,p
declines relatively quickly: a number of basis eigenmodes as low as N = 10 is sufficient
to achieve a 0.1% relative error on the pressure mode. On the contrary, the velocity
convergence is significantly slower: more than 180 eigenmodes in the rigid-wall basis are
indeed necessary to reach a 0.1% relative error on the velocity mode shape. In contrast,
the method relying on modal expansions onto over-complete frames results in notably
better convergence properties. Even for a low order frame (N = 4), relative errors on
the pressure and velocity mode are unimportant (10−12, and 10−11 respectively). As
previously observed on the frequencies convergence, further increasing the size N of
the expansion frames does not improve the accuracy. This effect is clearly visible on
the pressure and velocity errors, that even increase when N increases. However, they
both stay below 10−7 and are several orders of magnitude better than that obtained
with the orthogonal basis expansion. This is explained by the fact that the FR method
precision is not limited by the modal expansion itself, but rather by round-off errors
resulting from the numerical inversion of the Gram matrix Λ and from the numerical
computation of the surface gradients in Eq. (3.28). Finally, even large orthogonal
basis expansions (N = 200) are still outperformed by low-order over-complete frames
expansions with N as small as 4. Similar trends are observed for all the eigenmodes
(not shown here).
3.3.2 Flame induced Gibbs phenomenon
The previous non-reactive example showed that the classical Galerkin expansion re-
sults in a Gibbs phenomenon affecting the velocity field near boundaries that are not
rigid-walls. Gibbs oscillations were also reported in a number of previous works (for
example Sayadi et al. [80]) using the orthogonal basis modal expansion to study systems
comprising active flames. The object of this second example is therefore to discuss the
occurrence of the Gibbs phenomenon in a one-dimensional reactive case.
In a system similar to the one represented in Fig. 3.6 (left) comprising an infinitely
thin flat flame, Sayadi et al. [80] expended the pressure onto the rigid-wall orthogonal
basis as: p(x, t) =
∑N
n=1 an(t) cos(nπx/L). This expansion was compared to a direct
discretization method: Gibbs fringes could still be observed with N = 128 Galerkin
modes, whereas those could be completely avoided in the direct discretization approach
thanks to the use of a specific numerical scheme in the vicinity of the velocity disconti-
nuity. Generally speaking, Gibbs fringes may appear at any location where the modal
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Figure 3.6: Left: Schematic of the system of interest, which consists of a long
duct of length L and section S0 = 10
−4 m2 comprising an infinitely thin flat
flame located at xf = 0.25L. All the boundaries are rigid-walls. The mean
sound speed and density fields are uniform with c0 = 347 m/s and ρ0 = 1.17
kg/m3. As the geometry is not split, the acoustic network comprises only two
subsystems: the duct Ω1 and the heat release source H1. Right: same case,
with a flame of finite thickness δ = 0.025L distributed over a Gaussian profile.
expansion lacks the ability to represent the exact solution of the problem under con-
sideration. In thermoacoustics, such situation may occur due to two factors:
1. At the boundaries of the (sub-)domains, that are neither rigid-walls (u′ = 0)
nor pressure release (p′ = 0).
2. In the interior of the (sub-)domains, where regions of fluctuating heat release
cause a sharp variation of the acoustic velocity field.
Sayadi et al., and many other similar studies, reported a Gibbs phenomenon stemming
from the second factor. Indeed, they employ for convenience an infinitely thin region
of fluctuating heat release, modeled as a Dirac function (H1(x) = δ(x − xf ), where
xf is the flame location). This assumption yields an exact solution for the velocity
field with a discontinuity at xf , which is the cause of the Gibbs phenomenon (since
cos/sin series cannot accurately represent a discontinuous field). On the contrary, the
frame expansion proposed earlier is intended to tackle the first point, by accurately
representing any boundary condition at domains frontiers or subdomains interfaces.
Consequently, it does not have the ability to suppress Gibbs fringes due to active flames
located within the subdomains, that have a fundamentally different origin.
There is however a simple workaround to mitigate the Gibbs phenomenon caused
by an interior discontinuity. Replacing the infinitely thin flame with a slightly thicker
and smoother profile yields an exact solution for the velocity field that has a sharp yet
continuous spatial variation in the vicinity of the flame. Let us illustrate this point
with the second case represented in Fig. 3.6 (right), where the heat source H1 has a
Gaussian profile of thickness δ:
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where h0 is a normalization parameter enforcing a unity value of the integral of H1(x)





where Q = 40 W is the mean flame power, xref = 0.22L is the reference point, τ = 1 ms
is the time-delay, and u = 1 m/s the mean bulk velocity at this reference location. The
state-space realization for this FTF is detailed in Sec. 3.4 and in Appendix A.5.
The frame expansion is not used here: instead the pressure is expanded onto the
rigid-wall Galerkin basis (cos(nπx/L))1≤n≤N . Results obtained with the infinitely thin
flame represented by a Dirac distribution are compared to that obtained with the thicker
heat release region. The first unstable mode of the system is displayed in Fig. 3.7. In the
Figure 3.7: Velocity field for the first unstable mode of a long duct of length
L = 1 m with a flame located at xf = 0.25 m. First row: effect of increasing
the number of Galerkin modes (N = 25, 50, 100) in the case of an infinitely
thin flame region (δ = 0). Second row: same results for a flame region of finite
thickness δ = 0.025L.
case of an infinitely thin flame region, the Gibbs fringes do not vanish with increasing
number of Galerkin modes. Significant oscillations are still visible with N = 100,
consistently with previous observations from other groups. On the contrary, in the
case of a smooth and finite thickness flame region these oscillations are significantly
reduced for N = 50, and are even completely suppressed for N = 100. In this latter
case, the velocity has a sharp yet continuous variation in the vicinity of the heat release
region. Thus considering a smooth heat release region of small but finite spatial extent
is sufficient to regularize the problem and yield a numerical solution without Gibbs
fringes. Finally, note that this difference in flame thickness has only little effect on the
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frequencies and growth rates: f = 465.6 Hz, σ = 27.9 s-1 for δ = 0, while f = 466.0 Hz,
σ = 26.9 s-1 for δ = 0.025L.
Thus, infinitely thin flames are interesting conceptually and from an analytical per-
spective, since they translate into a ”jump” relation on the Riemann invariants A+/A−.
However, they should be avoided in studies based on modal expansions, since those can-
not, by construction, properly represent discontinuous functions. For the latter, flame
of finite thickness distributed over a sufficiently regular profile (at least differentiable)
should be preferred. Note also that physical flames are always finite and sometimes
thick enough to produce non-compact effects on thermoacoustic instabilities [139]. It
is worth mentioning that the over-complete frame expansion is nonetheless able to
represent infinitely thin flames by artificially splitting the duct of Fig. 3.6 into two
shorter tubes located on the left side and the right side of the reaction region, respec-
tively. The flame can then be considered as a boundary for these subdomains, and the
velocity discontinuity it induces can be dealt with thanks to the frames of Eq. (3.30).
3.3.3 Intrinsic thermoacoustic modes in a duct
Increasing the acoustic losses in a combustor is usually thought as a simple and efficient
strategy to prevent the apparition of thermoacoustic instabilities. However, a number
of recent studies proved that under some specific conditions, increasing the damping
leads to the apparition of a family of unstable thermoacoustic eigenmodes [30, 140,
141, 142]. These so-called Intrinsic Themoacoustic instabilities (ITA) were observed in
longitudinal configurations [143, 144, 145], and more recently in annular systems [96],
by inducing significant acoustic losses at non-reflective boundary conditions. Since the
frame expansion proposed in Sec. 3.2 is precisely intended to enable the modeling of
boundaries that are neither rigid-wall nor pressure release in modal expansion-based
LOMs, it is natural to assess its ability to capture ITA in a one-dimensional system
with anechoic ends.
Let us consider the one-dimensional duct shown in Fig. 3.8. Its physical properties
are the same as in the previous example. A region of heat release of finite thickness
δ = 2 cm distributed over a Gaussian profile (see Eq. (3.36)) is located in the middle
of the duct. Its response is modeled with a constant n − τ FTF similar to the one
of Eq. (3.37). The values for the flame interaction index and the time-delay are: n =
(γ − 1)Q/(S0ρ0c20u) = 2.064 and τ = 5ms. In order to promote the apparition of
intrinsic thermoacoustic modes, both ends of the domain are considered as acoustically
non-reflecting. This type of boundary condition is obviously not rigid-wall (u′ = 0) nor
pressure release (p′ = 0), and it cannot be treated with the classical orthogonal basis
expansion. A modal expansion of the pressure onto an over-complete frame is therefore
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Figure 3.8: A ducted burner, with an active flame of thickness δ located in
its middle. Both ends of the duct are acoustically non-reflecting (NR). The
acoustic network comprises 4 subsystems: the duct, the heat release source,
and the two non-reflecting boundaries.















It has the ability to verify any type of prescribed boundary conditions at both ends of
the duct. The non-reflecting relation, which writes p′ = ρ0c0u
′
s, is enforced at the tube
extremities thanks to a state-space representation that is given in Appendix A.6.
The first unstable intrinsic thermoacoustic mode resolved with the frame expansion
method is displayed in Fig. 3.9. It is compared to theoretical results based on Riemann
invariants. Note that in this analytical resolution the flame is assumed infinitely thin,
whereas it has finite thickness δ in the case treated with the frame expansion. An
excellent agreement is found for both the pressure and velocity mode shapes. The only
significant difference is found in the flame region, due to the thickness difference between
the two cases. The theoretical frequency and growth rate are respectively f = 100 Hz,
and σ = 1 s-1. The frame LOM yields a frequency of 100.00 Hz and a growth rate
of 1.07, which constitutes a good agreement with the analytical values. Note that the
results presented here were obtained with N = 150 frame modes. Increasing the size
of the expansion did not significantly affect the results. However, smaller expansion
frames yield erroneous results, particularly on the velocity mode shape and the growth
rate. Indeed, ITA modes typically present an important velocity jump across the flame
(due to a large interaction index n). As explained in the previous example, a large
number of modes are necessary to avoid Gibbs fringes due to large velocity variations
across a flame located within the domain, and the frame method is not intended to
circumvent this issue. The simplest way to avoid using a large frame is therefore to
consider a slightly thicker region of heat release (but results will inevitably deviate from
those obtained through Riemann invariants with an infinitely thin flame).
3.3.4 A multi-perforated liner in a duct
The example of Sec. 3.3.1 showed that the rigid-wall modal basis yields Gibbs oscilla-
tions near a velocity discontinuity induced by a cross-section change located between
two long ducts. On the contrary the frame expansion does not produce Gibbs fringes
and accurately captures the velocity jump. The present example aims at proving that
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Figure 3.9: Pressure and velocity spatial shapes of the first unstable intrinsic
thermoacoustic mode of the ducted burner shown in Fig. 3.8. Low Order Model
(LOM) results based on frame expansion (plain dark lines) are compared to
theoretical results based on Riemann invariants (blue lines with symbols).
the frame expansion can equally resolve a pressure discontinuity. Such discontinuities
are typically caused by the acoustic losses occurring through multi-perforated liners.
Let us then consider an acoustic network comprising three components: two long
ducts Ω1 and Ω2 of equal cross-section area S0 and respective lengths L1 = 1 m and
L2 = 2 m, that are separated by a multi-perforated plate. This latter component
imposes a pressure jump between the two ducts, following the relation:
KR(jω)
(
pΩ2(x2 = 0)− pΩ1(x1 = L1)
)
= −jωρ0uΩ1(x1 = L1) (3.39)
where KR(jω) is the Rayleigh conductivity. In the present case, it is based on a 2
nd-
order approximation of the classical Howe’s model [50], valid for low frequencies, which
writes:










where a is the aperture radius and U the bias flow speed. The state-space realization
of this Rayleigh conductivity is detailed in Appendix A.8. In order to satisfy the
pressure jump imposed by Eq. (3.39) at the ducts junction, the same frames as in
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Eq. (3.30) are used. The LOM results are compared to reference solutions based on





















Figure 3.10 compares the shape of the 4th mode obtained with the frame expansion
to the reference solution. An overall excellent agreement between the LOM results and
Figure 3.10: Pressure mode shape and velocity mode shape of the 4th mode
for N = 10 vectors in the frame. (a) Pressure modulus, (b) velocity modulus,
(c) pressure phase, (q) velocity phase. Numerical solutions (grey lines with
×) are compared to the analytical solutions. The local absolute errors for the
mode shapes with N = 10 are also plotted (dashed line), with values indicated
on the right axes.
the analytical solution is observed. The local absolute error does not exceed 10−3, on
both the velocity and the pressure mode shapes. In addition, the numerical frequency
and growth rate for the 4th mode are within a 10−6 relative error margin for N ≥
10. Other modes display a convergence behavior highly similar to that observed in
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Sec. 3.3.1. These observations prove the ability of the frame modal expansion to not
only accurately resolve a velocity discontinuity, but also a pressure discontinuity.
3.4 Application to thermoacoustic instabilities in a model
annular combustor
In order to demonstrate its ability to predict thermoacoustic instabilities in complex
geometries, the state-space LOM based on generalized frame modal expansions (FR) is
now applied to a more advanced academic configuration comprising active flames in an
annular chamber. Results obtained with the classical orthogonal rigid-wall basis (OB)
are also provided and compared to those computed the 3D Finite Element (FE) solver
AVSP [87]. The geometry studied is displayed in Fig. 3.11-(a), and the corresponding
low-order acoustic network is represented in Fig. 3.11-(b). It comprises an annular
plenum (denoted with the subscript P), an annular chamber (subscript C), and four
identical ducted burners (subscript B) of length LB where the active flames are located.
Rigid-wall boundary conditions are assumed at the plenum backplane and the chamber
outlet plane. The AVSP unstructured mesh consists of 3× 106 tetrahedral cells, while
Figure 3.11: (a) The unstructured mesh used in the AVSP FE solver. (b)
The low-order thermoacoustic network representing this system, which consists
of an annular plenum ΩP , 4 burners ΩBi , an annular chamber ΩC , and a
set of 8 subdomains Ωsci containing the cross-section changes. Thick dark
lines represent rigid-wall boundary conditions. Grey area (Hi) are the active
flames, and the crosses represent the reference points used in the definition
of the flame response. The width of the plenum (resp. chamber) in the radial
direction is WP (resp. WC). All required numerical values for acoustic and
flame parameters are indicated in the table.
the acoustic network contains 14 subdomains (1 plenum ΩP , 1 chamber ΩC , 4 burners
ΩBi, and 8 cross-section changes Ωsci), with the addition of 4 active flames. The flames
Hi are located at the coordinate αLB within each burner, and are considered as planar
volume source of thickness δ. Note that the cross-section area SB of the ducted burners
is much smaller than the area of the plenum exit plane and of the chamber backplane.
This allows for the simplification of the plenum-burner and burner-chamber junctions,
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by only considering discrete point-like connections. In other words, the chamber (or the
plenum) is connected to the burner ΩBi through the subdomain Ωsci at a single point,
implying that MS = 4 for the chamber and the plenum (a single discrete connection
surface ∆S0j = SB is used for each one of the 4 burners). The subdomain Ωsci is derived
from the cross-section change described in Sec. 3.3. Its state-space realization, given
in Appendix A.4, essentially enforces continuity of pressure and acoustic flux between
the burner end and the backplane of the chamber (or the exit plane of the plenum).
This simplification also allows us to consider rigid-wall boundary conditions at the
chamber backplane and at the plenum exit plane when defining the eigenmodes for these
subdomains (since the velocity should actually be non-zero only at 4 point-like locations
of infinitely small spatial extent). The Gibbs phenomenon evidenced in Section 3.3.1
is then not expected to appear in the chamber and in the plenum, and it is therefore
valid to employ orthogonal rigid-wall bases in these two subdomains. On the contrary,
boundary conditions at both ends of the burners are expected to differ from rigid-
wall or open atmosphere, and it is therefore necessary to employ over-complete frame
expansions in the burners in order to mitigate the Gibbs phenomenon that may appear.
Thus, the plenum is modeled as a 2D annular subdomain of coordinates (xP , θP ), whose
orthogonal basis is:















Pressure in the chamber could be expanded onto an analogous analytical modal basis.
However, this one is deliberately assumed analytically unknown, and a modal basis
computed thanks to a preliminary AVSP simulation of the isolated chamber (without
the burners and the plenum) is used instead. Note that it is not necessary to perform
an AVSP simulation for each LOM simulation: it is indeed preferable to generate
the chamber modal basis and all related quantities (including the matrix Λ−1) in a
single preliminary AVSP simulation, and to assemble the state-space realization of this
subdomain, which can then be employed in as many LOM simulations as desired. In
the present example, the use of a numerically computed modal basis demonstrates the
ability of the present framework to combine in an acoustic network subdomains of
different types and thus to handle efficiently arbitrarily complex systems.
In the following, the size of the modal bases in the chamber and in the plenum
is fixed to N = 12 modes. For cases where the rigid-wall basis is used in the ducted
burners, this one is the same as in the previous section (Eq. (3.29)). If an over-complete
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Note the difference with the over-complete frame of Eq. (3.30), as the present one
allows pressure and velocity to evolve independently from one another at both ends of
the duct.
Active flames are located within each burner, and the flame shape Hi(xB) is the
Gaussian function of thickness δ centered around xB = αLB, as defined in Eq. (3.36).
The flame response is modeled thanks to a classical Flame Transfer Function (FTF),
relating the fluctuations of heat release to the fluctuations of acoustic velocity at a
reference point located at x
(ref)
B = β  LB. The flame reference point is located in the
burners, near the plenum exit-plane (β = 0.05). A simple constant-delay FTF is
assumed, such that in the frequency domain the fluctuating heat release rate reads:
Q̂(ω) = Qe−jωτ
(




where Q is the flame power, τ is the flame delay, and u is the mean flow speed through






ω2 + 2ckjω − ω20k
(3.45)
where each term in the sum is called a Pole Base Function (PBF). The coefficients
ak, ck, w0k are determined thanks to a recursive fitting algorithm proposed by Douasbin
et al. [146]. By making use of the inverse Fourier transform, it is then straightforward
to convert this frequency domain transfer function into a time-domain state-space real-
ization of size 2MPBF × 2MPBF , whose expression is provided in Appendix A.5. This
procedure to generate a state-space realization of a FTF was already used by Ghirardo
et al. [147]. For the flame-delay considered here, 12 PBFs were observed to be suffi-
cient to accurately fit the term e−jωτ , yielding 24 DoF for each flame in the state-space
representation of the whole system. Finally, the 18 state-space representations of the
14 acoustic subdomains and 4 active flames are connected together.
As mentioned earlier, the Gibbs phenomenon is expected to occur at both ends of the
ducted burners. A particular attention is therefore paid to the type of modal expansion
carried out in these subdomains. A total of 4 LOM simulations are performed, and
results are compared to the ones computed with the FE solver AVSP, which are used
as reference. Results for 10 of the first modes of the combustor are summarized in
Tab. 3.1. First of all, FR and OB expansions with N = 10 modes are both compared
to AVSP. Then these computations are repeated with a number of modes increased to
N = 30. Mode 1 is the combustor Helmholtz mode, and its frequency and growth rate
were observed to be very sensitive to the addition of a correction length to the ducted
burners. As the determination of the optimal correction length is out of the scope of
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this paper, differences regarding the Helmholtz mode are not further discussed. The
FR expansion with N = 10 appears to successfully resolve the frequencies and growth
rates of the modes considered, with relative errors compared to AVSP below 10%. On
the contrary, the OB expansion onto N = 10 modes largely fails at resolving the growth
rates of all but one of the considered modes, with relative errors up to 348% (Mode
5). Mode 3 is the first unstable azimuthal mode of the combustor, and is therefore
of particular interest: FR expansion yields an error of only 6% for the growth rate of
this mode, whereas OB expansion produces an error of 45%. When the size of the
expansion basis/frame is increased, results are globally improved for both FR and OB
cases. Yet, even with N = 30 the OB approach still fails at achieving an acceptable
accuracy for Modes 3, 5, and 7. The error on the growth rate of the first unstable
azimuthal mode is of 0.3% in the FR case, while it is still overestimated by 18% in
the OB case. Modes 9 and 10 are mixed modes, similar to those described by Evesque
et al. [124]. Their spatial structures computed with the FR method are compared to
FE results in Fig 3.12. In mode 9 the plenum first longitudinal mode prevails, while
Figure 3.12: The mixed modes 9 and 10. Pressure mode shapes obtained with
the frame expansion of size N = 10 are compared to spatial structures solved
with the FE solver AVSP.
mode 10 is the mixed 1st-azimuthal-1st-longitudinal plenum mode, coupled with the 5th
azimuthal chamber mode. Previous comments also apply to these mixed modes: the
over-complete frame expansion of size N = 10 yields an excellent agreement with the
FE solver, and outperforms even larger orthogonal basis expansions. This point proves
that this LOM is not limited to azimuthal modes, but can also capture longitudinal
and mixed modes. Note that in the FR case, the condition number of the frame Gram
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matrix used in the 4 ducted burners is of order 108 for N = 10, and increases to 1018
for N = 30. It was verified that increasing the frame size does not further deteriorate
its conditioning: it instead saturates at 1018 even for large N .
Mode FE (AVSP) FR (N = 10) OB (N = 10) FR (N = 30) OB (N = 30)
f (Hz) σ (s-1) f (Hz) σ (s-1) f (Hz) σ (s-1) f (Hz) σ (s-1) f (Hz) σ (s-1)
1 37.5 6.05 38.0 6.37 37.0 10.4 (72%) 38.0 7.0 (16%) 40.3 7.7 (27%)
2 56.5 −1.08 56.4 −1.11 57.3 −1.9 (76%) 56.5 −1.1 56.4 −1.07
3 91.9 14.25 91.7 15.1 86.1 7.9 (46%) 90.6 14.3 91.5 16.8 (18%)
4 111.6 0.0 111.6 0.0 111.6 0.0 111.6 0.0 111.6 0.0
5 116.9 13.7 117.0 13.9 115.6 −34.0 (348%) 117.5 12.7 116.3 15.1 (10%)
6 167.6 0.37 167.6 0.37 167.3 0.47 (27%) 167.6 0.37 167.6 0.35
7 271.2 1.44 271.4 1.5 270.7 2.95 (105%) 271.4 1.5 271.8 1.8 (25%)
8 328.4 27.9 330.2 27.4 333.0 0.09 (100%) 330.0 26.8 329.5 29.8
9 454.9 0.02 454.8 0.02 454.7 0.04 (100%) 454.9 0.02 454.9 0.03 (50%)
10 458.3 0.06 458.2 0.065 458.0 0.09 (50%) 458.2 0.065 458.2 0.064
Table 3.1: Frequencies (f) and growth rates (σ) for 10 of the first thermoacous-
tic eigenmodes of the annular combustor considered. FE (AVSP) results serve
as reference. Low-order simulations are performed with FR/OB expansions,
first onto N = 10 modes, and then onto N = 30 modes. Grey cells indicate
frequencies/growth rates for which the relative error in comparison to AVSP is
greater than 10%. The corresponding values of the relative errors are written
between parentheses.
The relatively poor accuracy of the OB expansion LOM is explained by a closer
examination of the modes shapes in the burners. Figure 3.13 shows the shape of the
first unstable azimuthal mode of the combustor (Mode 3), plotted over a line starting
from the bottom of the plenum, passing through a burner, and ending at the chamber
outlet plane. With N = 30, both FR and OB pressure mode shapes (Fig. 3.13-(a),(c))
are relatively close to the AVSP computation, except for 3D effects in the neighborhood
of the subdomains connections that cannot be captured. On the contrary, Fig. 3.13-(d)
shows that the OB expansion produces significant Gibbs oscillations of the velocity at
both ends of the burner. Note that the Gibbs phenomenon is only present at the ends of
the burners, and does not affect the velocity field within the chamber and the plenum.
Conversely, Fig. 3.13-(b) shows that the frame expansion successfully mitigates this
Gibbs phenomenon. The conjugation of these spurious oscillations with the presence
of active flames responding to velocity fluctuations explains the large discrepancies
observed in the growth rates. Indeed, the closeup view displayed in Fig. 3.13-(d)
reveals that the flame reference point (represented by a star) lies in a region where
the velocity is strongly affected by Gibbs oscillations. In contrast, the FR expansion
(Fig. 3.13-(b)) yields a reference velocity close to the AVSP reference velocity. As heat
release fluctuations are directly proportional to the reference velocity (Eq. (3.44)), any
misprediction of the velocity in the burner results in a potentially erroneous growth
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Figure 3.13: Pressure and velocity mode shapes for Mode 3, plotted over a
line extending from the bottom of the plenum to the end of the chamber and
passing through a burner. Thick dark lines are results of AVSP computations.
Grey lines with crosses are results of the LOM computations with N = 30
modes. Vertical dashed lines are the separation between the subdomains in
the LOM network. Grey area represent the location of the active flames. First
column: (a) pressure mode shape in the FR case; (c) pressure mode shape
in the OB case. Second column: (b) velocity mode shape in the FR case,
with a closeup view around the location of the flame reference point, which is
represented by a star; (d) velocity mode shape in the OB case, with the same
closeup view.
rate. Thus, should the point of reference lie in a region where numerical oscillations are
present, the computed thermoacoustic modes may strongly depend on unphysical and
uncontrolled details such as the relative position of the point of reference and the Gibbs
oscillations. An indicator for such dependence is the sensitivity of the LOM growth
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This sensitivity coefficient is computed by performing another set of simulations with
a slightly shifted flame reference point. For Mode 3, the FE solver and FR expansion
LOM are weakly sensitive to the location of the reference point: S
(FE)
σ = 0.012 and
S
(FR)
σ = 0.017. On the contrary, the OB expansion is highly sensitive to the location
of the reference point: S
(OB)
σ = 0.27. This sensitivity is not physical, but is rather a
numerical artifact consequent of the Gibbs oscillations affecting the velocity field. Con-
sequently, the orthogonal rigid-wall basis expansion results in a LOM that is strongly
sensitive to the location of the flame reference point, which is a highly undesirable
feature of a numerical model.
To conclude, the example considered in this section demonstrates the modularity
of the LOM proposed, which can combine in a same thermoacoustic network active
flames, one-dimensional subdomains (the burners), 2D subdomains (the plenum), and
complex 3D subdomains of arbitrary shape (the chamber) for which the modal basis is
numerically computed. Obviously, the approach is not limited to azimuthal eigenmodes,
but is also able to capture any other form of thermoacoustic eigenmodes. It is also
worth comparing the cost associated with the over-complete frame expansion LOM to
existing low-order models. As shown above, N = 10 modes were sufficient to achieve a
satisfactory resolution (with error below 10%) of the first 20 modes of the combustors
(not all shown in Tab. 3.1). The state-space of the whole system comprises 248 DoF:
2×24 for the plenum and the chamber, 4×20 for the straight ducts, 8×3 for the cross-
section changes, and 4 × 24 for the active flames. After the preliminary computation
of the chamber modal basis with AVSP (160 CPU seconds for 12 modes), the LOM
computation of all the eigenmodes was performed in a few CPU seconds only. This is
comparable to the 300 DoF necessary to treat a similar annular configuration in the
work of Schuermans et al. [82, 122]. However, unlike this latter method, the present
example did not assume acoustically compact injectors represented as lumped elements,
and the acoustic field is fully resolved within the burners. LOMs relying on direct
discretization of the flow domain, although more straightforward to put into application,
result in more DoF and higher cost: Emmert et al. [84] required 105 DoF and 38 seconds
on 8 CPUs to compute 5 eigenmodes of a 12-injectors annular geometry without any
active flames. Finally, in contrast to mixed-method LOMs based on modal expansions
alongside Riemann invariants A+/A− [103], the proposed low-order model (Eq. (2.19))
can be directly integrated in time for temporal simulations of thermoacoustic acoustic
instabilities, whereas the time-domain translation of Riemann invariants appears to be
somehow constraining [148].
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3.5 The spurious eigenmodes
As mentioned in Sec. 3.2, using the frame expansion comes at a price: its over-
completeness may indeed result in poorly conditioned spurious components of the
governing dynamical system (Eq. (3.28)). This section discusses strategies that were
implemented to automatically identify these spurious eigenmodes, and to ensure that
they do not interact with other elements in the network.
3.5.1 Energy-based identification criterion
It is primordial to distinguish spurious modes from the physically meaningful ones,
and this process needs to be automatic and robust. The interested reader is reported
to [149] for further discussion regarding spurious components identification. The sim-
plest method to achieve it is the brute force approach: after obtaining the eigenmodes
of the full-system with an expansion of size N , the computation is repeated with a
different value of N . Eigenmodes that are very sensitive to the number of DoF are
then considered as spurious. However, the over-complete frame expansion presented in
Sec. 3.2 was observed to produce only low energy spurious components. Therefore, a
more efficient identification procedure based on an energetic criterion was implemented.
This one is described below.
Let us consider an eigenvector v = t(...vi...) of the whole system dynamics ma-
trix Af (see Eq. (2.19)). The vector vi =
t(a1 b1 ... aN bN ) is the portion of the
eigenvector v corresponding to the subdomain Ωi state-space realization. More pre-
cisely, the coefficients a1, ..., aN are the state variables involved in the velocity mode
shape in the subdomain Ωi (they correspond to the time-dependent modal amplitudes
Γn(t)), and the coefficients b1, ..., bN are the state variables associated to the pressure
mode shape in the subdomain Ωi (they correspond to the time-dependent modal am-




tb φ(~x). The L-2 norm of the restriction of the full system’s
eigenmode Υp(~x) to the subdomain Ωi (i.e. its energy) is given by:
||Υp||22 = 〈Υp(~x),Υp(~x)〉 = tb 〈φ(~x), tφ(~x)〉 b = tb Λ b (3.47)
where Λ is the Gram matrix of the over-complete frame (φn(~x)) for the subdomain Ωi.
Therefore, an eigenmode Υp of the whole system has a small energy, say lower than a
threshold εe, if and only if:
1
|Λ| |b|2
tb Λ b < εe (3.48)
where the left-hand side has been non-dimensionalized by |Λ| and |b|2, the Frobenius
norms of the Gram matrix and of the eigenvector b, respectively. Equation (3.48)
64
3.5 The spurious eigenmodes
shows that low energy eigenmodes of the full system are directly related to the poor
conditioning of the Gram matrix Λ. Indeed, if an orthogonal basis is used for the
modal expansion, Λ is well-conditioned (it is in fact diagonal), and no eigenmodes can
possibly satisfy Eq. (3.48): there is therefore no spurious eigenmodes in this case. On
the contrary, if an overcomplete frame is used, Λ becomes ill-conditioned, and vectors b
lying in singular regions of the spectrum of the quadratic form associated to Λ can exist.
Those satisfy the relation of Eq. (3.48) and are then considered as spurious eigenmodes.
The threshold was empirically fixed to εe = 10
−4. However, the procedure showed little
sensitivity to this parameter: changing the value of εe to 10
−5 or 10−3 did not affect
the modes identified as spurious. This methodology was validated on a number of cases
with available reference solutions. It is however not formally proved that it is able to
differentiate spurious modes for any given system; if it happens to misidentify those for
a particular case, the brute force method should be preferred.
3.5.2 Decoupling spurious eigenmodes from active flames
The energy-based criterion detailed above successfully identifies spurious eigenmodes
in the absence of an active flame in the acoustic network. However, when the system
comprises sources of heat-release, the spurious modes cannot be systematically distin-
guished from the physically-meaningful ones. In the worst cases, the frame expansion
may even lead to significant errors on the physical thermoacoustic eigenmodes. This
deterioration has a simple explanation: the heat-release source term essentially cou-
ples the pure acoustic eigenmodes together (see right-hand side of Eq. 3.28), therefore,
if spurious features are included in the pure acoustic eigenmodes, the presence of a
flame erroneously couple them to physical ones, which in turn corrupts the resolution
of the thermoacoustic eigenmodes. A heat-release source can also feed energy to a spu-
rious mode, which can render it strongly unstable. Thus, a decoupling operation was
implemented to alleviate the interference between the spurious modes and the flames.
Henceforth, the network components are divided into two distinct categories: the
acoustic elements, denoted with a subscript a, (e.g. subdomains, complex impedance
boundaries, multi-perforated liners, cross-section changes, etc.), and the flames, de-
noted with a subscript f . In addition, the network components are ordered with the
acoustic elements first, followed by the flames. Under this condition, the dynamics







where Aa and Afl are the dynamics matrices of the acoustic and flame elements,
respectively, Cfl→a contains the coupling terms from flames to acoustic elements (i.e.
the heat-release source terms), while Ca→fl represents the coupling from the acoustic
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elements to the flames (i.e. velocity or pressure fluctuations at the reference points).
As previously explained, the spurious modes present in Aa corrupt the eigenvalues and
eigenvectors of the dynamics matrix Af through the coupling matrices Cfl→a and Ca→fl.
The decoupling operation therefore consists in applying correction terms to these latter
matrices in order to dissociate the flames from the spurious acoustic eigenmodes. This
procedure is articulated around 4 successive steps:
1. The eigenvectors va,n and eigenvalues of Aa are resolved. The eigenvectors are
gathered in the columns of a matrix Va. Note that Va is a change-of-basis matrix
that maps the natural state-space coordinates to coordinates in the spectral do-






is the component of Xa on the n
th eigenvector
va,n of Aa.
2. The spurious acoustic eigenmodes are identified by applying the energy-based
criterion to the columns of Va. We define the projection matrix Psp that is
diagonal, and whose elements are 0 for physical modes and 1 for spurious modes.
A multiplication by Psp corresponds to a projection onto the subspace spanned
by the spurious eigenmodes.
3. The heat-release onto spurious modes is isolated; its expression in the Aa-spectral
coordinates system is C′fl→a = PspV−1a Cfl→a. Similarly, the spurious velocity or
pressure passed to the flames are expressed as C′a→fl = Ca→flVaPsp in spectral
coordinates.
4. The corrections on the coupling matrices in the natural state-space coordinates
are defined by mapping C′fl→a and C′a→fl to the natural state-space coordinates,
such that in the corrected dynamics matrix Ãf the off-diagonal blocks must be
replaced with:










The first line essentially eliminates the receptivity of the spurious eigenmodes to the
heat-release fluctuations. Conversely, the second line eliminates the flame receptivity
to acoustic fluctuations stemming from spurious eigenmodes. Note the real parts in the
right-hand side of Eq. (3.50) and Eq. (3.51). Indeed, even though the original dynamics
matrix Af is real, its eigenvectors are complex-valued, such that the correction terms
may also be complex. Therefore, with the purpose of conserving a real dynamics matrix,
only the real parts of the correction terms are used.
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This decoupling operation is essential for the accurate resolution of thermoacoustic
eigenmodes in combustion systems comprising active flames. It is therefore applied in
every reactive case presented in this work.
3.5.3 Artificial damping of spurious eigenmodes
Uncoupling the spurious acoustic modes from the flames is usually sufficient to accu-
rately resolve the thermoacoustic problem. However, for reactive cases where the flames
have a large interaction index n (e.g. in the example presented in Sec. 3.3.3), the de-
coupling procedure is unable to completely alleviate spurious features. A supplemental
strategy was therefore implemented to artificially and selectively damp the spurious
modes.
This artificial damping operation also relies on the block structure of the dynamics
matrix Af (see Eq. (3.49)). It proceeds in 3 steps:
1. As in Sec. 3.5.2 the eigenvectors Va are computed, and the spurious modes are
identified thanks to the energy-based criterion, which leads to the definition of
the projection matrix Psp.
2. An artificial dissipation matrixα′ad is defined in the Aa-spectral coordinate system
as α′ad = Pspσ ′adPsp, where σ ′ad is diagonal with coefficients that can be set to
arbitrarily large values.
3. The artificial damping is applied to the dynamics matrix Af by mapping α′ad to
the natural state-space coordinates; Aa is then replaced with:













Ultimately, this artificial damping operation affects the growth-rates of the spurious
eigenmodes by setting them to negative values of arbitrarily large magnitude, without
affecting the physical modes. As a result, even though spurious modes may still be
weakly coupled to active flames after applying the dissociation of Sec. 3.5.2, the energy
that they exchange with those is not sufficient to significantly affect their growth-rates,
and they therefore remain strongly damped. Note that the real-parts in the right-hand
side of Eq. (3.52) are not mandatory, but are used here for convenience in order to
retain a real-valued dynamics matrix.
Finally, after applying consecutively the decoupling operation of Sec. 3.5.2 and the
artificial damping, the thermoacoustic problem comprising heat-release sources consists
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where Ãa is defined in Eq. (3.52), C̃fl→a in Eq. (3.50), and C̃a→fl in Eq. (3.51). Ex-
perience proved the addition of an artificial damping to be crucial in many systems
including large interaction index heat-sources, and it is therefore systematically ap-
plied to reactive cases.
3.5.4 Singular Value Decomposition-based mitigation
A fourth procedure is implemented to further allievate the spurious modes undesirable
effects. However, since this one leads to notably improved results only in a few cases,
it was not used in the results presented in this chapter, and was only used in some of
the computations performed in Chapter 4. It is nonetheless described here to illustrate
alternative mitigation strategies. Its principle is based on the Singular Value Decom-
position (SVD) that is used to compute the Moore-Penrose pseudo-inverse [138] of the
frame Gram matrix Λ.
Let us start by recalling the Gram matrix pseudo-inverse computation, for an over-
complete frame of size N . As Λ is a symmetric positive matrix, its SVD writes:









where U is a N × N unitary matrix whose columns are the singular vectors, and
Σ is a N × N diagonal matrix with positive coefficients σn called singular values,
that are in addition sorted in decending order (σ1 ≥ σ2 ≥ . . . ≥ σN ≥ 0). In the
right-hand side of Eq. (3.54) the matrices have been split into blocks such that Σ1
contains all the singular values greater than a given threshold εsv, and Σ2 contains the
singular values lower than εsv. Accordingly, the columns of U1 are the singular vectors
associated to the singular values in Σ1. With these notations, Σ1 is of size r × r and
U1 of size N × r, where r is the εsv-rank of Λ. Usually the threshold εsv is set to
εsv = εwNσ1, with εw the working machine precision; this choice is followed here. A
standard interpretation of the decomposition of Eq. (3.54) consists in considering that
Σ1 and U1 are the dominant, well-conditioned singular values and vectors, whereas Σ2
and U2 are the noisy, ill-conditioned components [150]. More specifically, is be can
shown that the Gram matrix condition number based on the Frobenius matrix norm
is equal to C(Λ) = σ1/σN , which indicates that the smaller singular values of Λ are
responsible for the frame poor conditioning. The Moore-Penrose pseudo-inverse is then
computed by considering the truncated SVD:
Λ+ = U1 Σ−11
tU1 (3.55)
Note that utilizing a truncated SVD in the pseudo-inverse computation is equivalent to
considering a low-rank approximation of the frame (φn(~x)). In the examples presented
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in this work, the Gram matrix inverse Λ−1 was simply replaced with the pseudo-inverse
Λ+. Note the similarity of this procedure with the frame regularization proposed
in [131], which essentially consists in discarding the frame ill-conditioned features.
Since U is a unitary matrix, the vector space Rn can be decomposed into two distinct
subspaces: the subspace Span(U1) spanned by the dominant singular vectors U1, and
the space Span(U2) spanned by the noisy components U2. The dynamical system of
Eq. (3.28) shows that the pressure evolution in the subdomain Ωi is governed by surface
source terms that includes the matrices φ(~xs) and∇sφ(~xs). Conversely, the state-space
realization of Ωi has to output the velocity and pressure (or acoustic potential) on its
boundaries, whose computations also involve these two matrices (see Appendix A.1).
As φ(~xs) and∇sφ(~xs) involve all the frame modes φn, they include components on both
Span(U1) and Span(U2). Components on the second subspace are prone to interact
with ill-conditioned features of the frame (e.g. these source terms feed energy to modes
or combination of modes lying in Span(U2)), and they therefore promote the apparition
of spurious eigenmodes. Thus, the proposed mitigation strategy naturally consists in
discarding the ill-conditioned components of the surface matrices φ(~xs) and ∇sφ(~xs),
thanks to the projection operator on the subspace Span(U1) given by Psv1 = U1tU1.
The surface matrices are then replaced with their respective projections on Span(U1):
φ̃(~xs) = U1tU1φ(~xs) , ∇̃sφ(~xs) = U1tU1∇sφ(~xs) (3.56)
This operation nullify the components of φ(~xs) and ∇sφ(~xs) on Span(U2), without
affecting those on Span(U1). The projected surface matrices φ̃(~xs) and ∇̃sφ(~xs) can be
used in the computation of both the inputs and the outputs of the subdomain Ωi. It
can be seen as a decoupling procedure, comparable to the one presented in Sec. 3.5.2,
with the difference that it operates on the surface sources terms rather than the volume
source terms, and that it is applied before any eigenmode resolution.
Remark 1
The SVD can also be used to give an alternative insight into the energy-based spurious
modes identification criterion of Eq. (3.48). Using the fact that U is unitary, a change
of basis is applied to the vector b which writes b = Ub′ = U1b′1 +U2b′2, where b′1 (resp.
b′2) are the components of b
′ located in the subspace Span(U1) (resp. Span(U2)). We
then have the relation:
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If b verifies the criterion of Eq. (3.48), using the facts that the singular values are sorted





under the necessary condition εe > σN/|Λ|. This inequality evidences that the spuri-
ous modes identified by the energy-based criterion essentially corresponds to eigenvec-
tors with a significant portion of their weight lying in the noisy components subspace
Span(U2). This observation strengthens the coherence of the connection relating the
apparition of low-energy spurious-modes to ill-conditioned features of the SVD.
Remark 2





It is possible to prove that the functions (Ξn(~x))1≤n≤r are orthogonal with respect
to the scalar product < ., . >. The linear transformation Σ
−1/2
1
tU1 is therefore an
orthogonalization operator, sometimes referred as symmetric or democratic Löwdin
orthogonalization in the field of quantum chemistry [151]. Equation (3.59) therefore
shows that the over-complete frame (φn(~x)) of size N can be mapped to an orthog-
onal basis (Ξn(~x))1≤n≤r of smaller size r. Thus, the frame expansion method could
be entirely reformulated by decomposing the acoustic pressure and velocity onto this
orthogonal basis. Note however that unlike the functions φn(~x), the elements Ξn(~x)
are not acoustic modes of Ωi (they are instead linear combinations of such eigenm-
does), and the reasoning of Sec. 3.1 would therefore require significant adaptations to
be applied to the orthogonal basis (Ξn(~x))1≤n≤r.
3.6 Conclusion
The misrepresentation of the acoustic field arising from modal expansions onto rigid-
wall eigenmodes bases is a long-known issue in LOMs for thermoacoustics [113]. This
work proposes for the first time a reformulation of the classical Galerkin modal ex-
pansion making use of over-complete frames of eigenmodes. The analysis of canonical
one-dimensional cases evidences a limitation of the rigid-wall modal expansion due to a
Gibbs phenomenon affecting the velocity field near non-rigid-wall boundaries such as in-
terfaces between subdomains composing the acoustic network. The Gibbs phenomenon
significantly deteriorates the convergence and accuracy of the classical Galerkin expan-
sion. This point is therefore a serious limitation that prevents the use of the rigid-wall
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Galerkin basis to construct acoustic networks composed of multiple subdomains repre-
senting complex geometries. On the contrary, the frame expansion does not produce
Gibbs oscillations and displays superior convergence properties. It also has the po-
tential to accurately represent the acoustic fields near any type of complex impedance
boundaries, a characteristic that can be for instance used to impose anechoic conditions
in order to study intrinsic thermoacoustic instabilities. Combined with the state-space
formalism, the frame modal expansion can also be used to build elaborate and modular
acoustic networks, thus enabling the low-order modeling of thermoacoustic instabilities
in complex combustors. More precisely, it has the ability to combine in a same acoustic
network highly heterogeneous classes of elements such as active flames, one-dimensional
ducts, or complex 3D cavities. From a practical point of view, the implementation of
the proposed method only requires minimal changes to existing algorithms based on
rigid-wall expansions.
The main pitfall stemming from the frame expansion, lies in its over-completeness
that may entail ill-conditioned features, which may produce spurious, non-physical
dynamics of the pressure evolution. Thus, a specific inversion procedure is used to
compute Λ−1, the inverse of the frame Gram matrix. This approach ensures that these
spurious components stay negligible in comparison to physically meaningful compo-
nents. More rigorously, it is demonstrated that spurious eigenmodes arising from the
frame over-completeness have low energy, and a criterion is derived to systematically
identify them. As these spurious eigenmodes may plague the entire outcome of the low-
order modeling approach, a range of strategies intended to mitigate their undesirable
effects is implemented.
The frame modal expansion, as well as a library of state-space realizations for
diverse acoustic elements (some of which are in Appendix A), are implemented in
a LOM code dubbed STORM. This code can be used as a frequency-domain or a
time-domain solver (although not shown here) to resolve thermoacoustic instabilities in
complex combustors. It is accompanied by a package of pre- and post-processing tools,
intended to both ensure compatibility with existing software developed at CERFACS,
and enhance its handiness, flexibility and modularity. The use of these tools and their
intercation with the numerical solvers is managed through an Application Programming
Interface (API) currently under development. The flowchart displayed in Fig. 3.14
summarizes this structure as well as the main steps in the core algorithm resolving the
thermoacoustic problem.
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Figure 3.14: Flowchart of the LOM code STORM, including the core numerical
solvers, as well as its API through which pre- and post-processing tools, as well
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The previous chapter introduced the frame modal expansion, devised to satisfy any
prescribed boundary condition that linearly relates the pressure and the velocity. How-
ever, the geometrical complexity inherent to boundaries usually encountered in indus-
trial combustors, that can consists of wide and curved panels, is a major difficulty that
was overlooked. This chapter therefore presents a novel method to include topologi-
cally complex boundary conditions in frame expansion-based LOMs. It starts by briefly
reviewing previous studies that attempted to include complex boundaries in thermoa-
coustic LOMs. Then, the main issue in the low-order modeling of complex boundaries
is evidenced through a two-dimensional example. More specifically, it shows that evalu-
ating surface integrals that may appear in the model thanks to piece-wise approximations
is the source of imprecisions that can be considerably amplified through the frame ill-
conditioning. The core of the proposed method is then introduced: it lies in the modeling
of complex shape boundaries as two-dimensional manifolds, where surface modal pro-
jections are used to expand acoustic variables onto an orthogonal basis of eigenmodes
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solutions of a curvilinear Helmholtz equation. The inclusion of acoustic impedance or
Rayleigh conductivity into these surface projections enforces the proper conservation
equations at the frontiers of the adjacent volumes. Resulting equations are formulated
in the state-space formalism to be embedded into acoustic networks. A first non-reacting
canonical test case, consisting of a multi-perforated liner in a cylindrical geometry is
studied to assess the convergence and precision of the method. In a second example, the
surface modal expansion method is used to model the effect on thermoacoustic insta-
bilities of a partially reflecting outlet in an annular combustor, which is characteristic
of an industrial gas turbine. This technique is expected to be one of the first to en-
able the inclusion of boundaries and liners of arbitrary geometrical complexity in modal
projection-based thermoacoustic LOMs.
4.1 Overview of existing methods
As FEM Helmholtz solvers perform a relatively fine spatial discretization of the combus-
tor geometry, the representation of complex shaped boundaries is not a particular diffi-
culty. Many FEM Helmholtz solvers have the ability to account for complex impedance
boundaries, the most often at the combustor inlet or outlet [87, 88, 89, 90, 95]. State-of-
the-art FEM Helmholtz solvers can also include multi-perforated liners located within
the chamber [79, 91, 92].
The representation of geometrically complex boundaries has proved to be more chal-
lenging in lower-order thermoacoustic models, and the related literature is rather sparse.
The simplest approaches include pointwise impedances representing Helmholtz res-
onators fixed to a combustion chamber, a method that was used in Galerkin expansion-
based LOMs [83, 122, 152, 153]. Most LOMs using the Riemann invariants, such as
LOTAN [101, 127] or OSCILOS [102, 154, 155], also have the ability to incorporate
generic impedance boundary conditions that can represent a chocked inlet or outlet for
instance. However, as previously emphasized, they suffer severe restrictions since they
are limited to idealized perfectly annular combustors. Note that the modeling of multi-
perforated liners is not reported in these works. Galerkin-expansion based LOMs, on
the other hand, are restricted to rigid-wall conditions, and cannot accurately represent
a non-trivial impedance prescribed on a complex surface. This limitation was relaxed
by Ghirardo et al. [128], who formulated the Galerkin projection in an annular combus-
tor with a complex inlet impedance as a perturbation problem of that with a rigid-wall
boundary. This technique is however only applicable to cases where the impedance
value slightly deviates from a homogeneous Neumann boundary condition.
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The frame expansion proposed in Chapter 3 is specifically designed to overcome
the restrictions of the classical Galerkin expansion by accurately resolving the acous-
tic fields near any boundary where a non-trivial impedance is imposed. Although
providing significant improvement in comparison with the classical rigid-wall modal
expansion, it does not directly address the geometrical complexity of boundaries en-
countered in realistic combustion systems, which are usually curved surfaces of large
extent. Interestingly, in the related fields of Vibro-acoustics and Structural acoustics,
the use of the classical Galerkin expansion is the basis of the popular Acoustoelastic
method [156, 157, 158], where cavities are coupled through thin vibrating membranes.
On these surfaces, which are evidently not rigid-walls, the variables describing the solid
vibrations are expanded onto an orthogonal basis of surface modes. However, most of
these authors employ rigid-wall orthogonal bases to expend the acoustic variables in
the fluid domain, and little attention is paid to the singularities that it may produce
in the vicinity of the vibrating membranes. The present modeling strategy is strongly
inspired by the Acoustoelastic method, as it combines the benefits of the surface modal
expansion on the boundaries, to that of the over-complete frame expansion in the fluid
domain interior. To the knowledge of the author, this is one of the first attempt to
include advanced boundary conditions in LOMs utilizing modal expansions for the
prediction of thermoacoustic instabilities in complex geometries.
4.2 The surface modal expansion method
For convenience, the decomposition of a complex thermoacoustic system into a network
of smaller subsystems is recalled in Fig. 4.1). These subsystems can be sorted in distinct











Let us consider a volume subdomain Ωi similar to the one in Fig. 4.1. In the most
general case, its boundary ∂Ωi can be decomposed as: ∂Ωi = Swi∪Sai∪Sci, where Swi
is a rigid-wall (u′ = 0), Sai is opened to the atmosphere (p
′ = 0), and Sci is a connec-
tion boundary containing any complex frontier that is neither rigid-wall nor pressure
release. More precisely, Sci contains boundaries with the exterior characterized by a
finite impedance Z (e.g. chocked inlet or outlet), boundaries between two subdomains
with a Rayleigh conductivity KR (e.g. multi-perforated liner), and simple subdomains
interfaces. The boundary Sci can be further split into MS subsurfaces S
(m)
ci , as depicted
in Fig. 4.1. We recall that the expansion of the acoustic pressure and velocity in Ωi
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Figure 4.1: Schematic of an acoustic network. The system is divided into a














ci ). The subdomain Ωi frontier is split into its rigid-wall boundary Swi, its
boundary opened to the atmosphere Sai, and its connection boundary Sci. This







ci ), complex outlet impedance (S
(3)
ci ), and any other
type of boundary that is neither a rigid-wall nor an opening to the atmosphere.
The center of each subsurface S
(m)
ci is located at ~xsm.















We also remind the outcome of the frame expansion applied to the acoustic pressure
in Ωi. It yields the dynamical system governing the temporal evolution of the pressure
modal amplitudes Γn(t), under the surface forcing from subsystems adjacent to Ωi, and
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the volume forcing from the MH heat sources H
(l)
i contained within Ωi:






































In this equation, ϕS
(m)




s (~xs, t) are respectively the acoustic potential
and normal velocity in the adjacent complex boundary subsystems S
(m)
ci . Note a major
difference with Eq. (3.28): the surface integral in the right-hand side of Eq. (4.2) is
indeed not evaluated through a piece-wise approximation. The accurate representation
of these boundary terms is the object of the method proposed in this chapter.
4.2.1 The inadequacy of the surface integral piece-wise approximation
Let us now consider a complex boundary subsystem S
(m)
ci that is located at a frontier






ci in Fig. 4.1) or
with the exterior (e.g. S
(2)
ci in Fig. 4.1). As shown through Eq. (4.2), the potential and
velocity in S
(m)
ci partly govern the acoustics in Ωi; it is therefore necessary to accurately
evaluate the surface integrals in the right-hand side to enforce the proper subsystem





ci were assumed small (which is true in the case of a narrow
duct giving on a large cavity such as S
(3)
ci in Fig. 4.1). The acoustic variables can then
be considered uniform over the boundary, and the surface integrals in Eq. (4.2) can be




























and similarly for the second surface integral. If S
(m)
ci is large, it was proposed to further
subdivide it into smaller surface elements, which leads to a piece-wise approximation
of the surface integral of Eq. (4.3).
This approach is illustrated on the simple two-dimensional rectangular system rep-
resented in Fig. 4.2.
For both subdomains Ω1 and Ω2, the surface source terms on the interface S
(1)
c are
expressed thanks to a piece-wise integral approximation similar to that of Eq. (4.3).
In the present case, S
(1)
c is subdivided into 4 equal surface elements ∆S
(1)
c,j regularly
distributed along the vertical direction. The network also integrates 4 components
similar to the cross-section change of Sec. 3.3.1 (with S1 = S2), to enforce the continuity
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Figure 4.2: An acoustic network comprising 2 rectangular subdomains Ω1 and
Ω2, separated by an interface S
(1)
c , which is subdivided into 4 surface elements
∆S
(1)
c,j located at the points ~xs1,j. The density and sound speed fields are
uniform over the entire domain, and the outer boundaries are rigid-walls.
of pressure and flux at the locations ~xs1,j of the surface elements ∆S
(1)
c,j . Note that
the surface integral piece-wise approximation raises a number of subsequent questions
regarding the number, the size, and the locations of the elements necessary to achieve
an accurate representation of the surface integrals. Most importantly, even though this
spatial discretization may work for simple subdomains Ωi where the frame is obtained
analytically, it usually fails to produce acceptable results if the frame is generated
through an FE solver. This point was verified by performing two computations of the




f = 173 Hz
f = 168 Hz f = 284 Hz
f = 289 Hz
Figure 4.3: Comparison between the pressure mode shapes of two of the first
modes in the two-dimensional rectangular cavity of Fig. 4.2. (a) and (b): the
frame expansions in Ω1 and Ω2 are analytical. (c) and (d): the frame expansions
are numerically generated with a FE Helmholtz solver. In both cases, the frame
size is N = 40 in Ω1 and Ω2. The theoretical frequencies are f0,1 = 173 Hz and
f5,0 = 289 Hz.
acoustic network of Fig. 4.2: a first one with analytical frames in both subdomains Ω1
and Ω2, and a second one with frames numerically generated thanks to a FE Helmholtz
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It is devised to verify any type of boundary condition on the right side of the rectangle.
An analogous frame is used in Ω2. The analytical frame approach yields results in
excellent agreement with the theory (Fig. 4.3-(a,b)). In contrast, frames constructed
with the FE solver lead to a spectacular deterioration of the results (Fig. 4.3-(c,d)).
Increasing either the frame size N , or the number of surface subdivisions degrades even
further the LOM accuracy. This limitation has a simple interpretation: values at the
center-points ~xsm used in the surface integral piece-wise evaluation are inevitably af-
fected by noise due to numerical approximations. In addition, the frame modes are
themselves subjected to errors stemming from the FEM Helmholtz solver numerical
methods. These minute perturbations can then be uncontrollably amplified due to
the frame ill-conditioning (we remind that Λ−1 contains very large terms), such that
Eq. (4.3) is highly sensitive to the mesh, as well as other numerical parameters used in
the computation of the frame (φn(~x))n≥1. It is also strongly sensitive to the locations
and the sizes of the surface elements used in the approximation of the integrals. Thus,
a spatial discretization of S
(m)
ci into smaller subsurfaces, combined with the poor con-
ditioning of Λ, leads to large and erroneous surface source terms in Eq. (4.2), which
ultimately compromises the entire method. The piece-wise approximation of the sur-
face integrals employed in Chapter 3 is therefore inadequate to model topologically
complex boundaries that are usually encountered in industrial combustors.
4.2.2 Preliminary result: the curvilinear Helmholtz-equation







ci (~xs, t),∇sφ(~xs), and φ(~xs) thanks to a spectral discretization rather than a spatial
one. This spectral discretization is inspired by the Acoustoelastic method [156, 157,
158], where acoustic variables in cavities are coupled with thin vibrating membranes:
dynamics variables in these membranes are projected on a basis of eigenmodes solutions
of the Kirchoff-Love equation of shells [159]. The present approach does not rely on
thin vibrating membranes, but instead on a curvilinear Helmholtz equation. The goal
of this section is therefore to introduce this curvilinear Partial Differential Equation
governing the acoustics in a thin shell-like volume, which constitutes a prerequisite
used in the subsequent steps of the method.
Let us first consider a shell-like control volume of thickness 2L, parameterized by
the curvilinear coordinates (α, β), and by the normal coordinate ξ along the direction
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normal to its surface. It is assumed that the curvilinear coordinates orientation corre-
sponds to the principal direction of curvatures. Those are noted κ1(α, β) and κ2(α, β),
and the corresponding radii of curvature are R1(α, β) and R1(α, β). The mean curva-
ture is κm(α, β) = (κ1 + κ2)/2. The Lamé parameters A and B are also introduced:
they are metric coefficients relating a small variation (dα, dβ) in curvilinear coordinates
to a variation (ds1, ds2) in arc length:























where ds01 and ds
0
1 are the arc-lengths on the middle surface located at ξ = 0. In
addition, it is supposed that the shell-like domain is sufficiently thin, or equivalently
weakly curved, such that Lκ1, Lκ2  1. Terms of order O(Lκ1) and O(Lκ1) are
therefore discarded in the following. In the absence of any dissipation phenomena,
the acoustic flow in the control volume is solution of the zero-Mach number linearized
Euler equations, and the mean physical parameters ρ0(α, β) and c0(α, β) are assumed









As shown in Fig. 4.4, a small portion dV is now isolated from the shell-like control
volume. The volume of dV can be approximated at first order by 2ABLdαdβ. Applying











, ∇.~eξ = −2κm (4.7)
The conservation of mass and momentum in the directions α, β, ξ are now integrated
over dV .
ξ-momentum conservation
The scalar product of the first row of Eq. (4.6) with ~eξ is formed and integrated
















where the relation ~∇p.~eξ = ∇.(p~eξ) − p∇.~eξ and the divergence theorem have been
used. Replacing ∇.~eξ in the right-hand side (RHS) of Eq. (4.8) with the expression of
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Figure 4.4: Schematic of a volume element dV , parameterized by the curvi-
linear coordinates and by the normal coordinate ξ. Its center is the point
P (α,β, ξ = 0) located on its middle-surface, and it is comprised in the ranges
[α− dα/2, α+ dα/2], [β− dβ/2, β+ dβ/2], and [−L,L]. Its lateral boundaries
are noted according to their relative positions with respect to the center point
P : S−dα, S+dα, S−dβ, S+dβ, S−L, and SL. The Lamé parameters relating dα
and dβ to the middle surface arc lengths ds01 and ds
0
2, respectively, are also
displayed.
Eq. (4.7) leads to a term of order O(Lκm), and it is therefore dropped. The integral












where (.) is the spatial averaging along the ξ direction: (.) = 1/2L
´ L
−L (.)dξ. The
surface integral on the RHS of Eq. (4.8) can be split into 6 contributions from each one
of the 6 boundaries delimiting dV ; only the contributions from S−L and SL remain, as





2~xs = ABp(−L)dαdβ −ABp(L)dαdβ (4.10)
Combining Eq (4.9) and Eq. (4.10) finally leads to:
∂uξ
∂t
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Forming the scalar product of ~eα with the first row of Eq. (4.6) and integrating
over dV gives an equation analogous to Eq. (4.8) for the α-momentum. Similarly, the



















The RHS surface integral is split into 6 distinct contributions from the boundaries of



































Combining Eq. (4.12), Eq. (4.13), and Eq. (4.14) finally leads to:
∂uα
∂t
















The same reasoning can be applied to the β-momentum, which results in:
∂uβ
∂t




(α, β, t) (4.16)
Mass conservation

























where ρ has been replaced with p/c20 thanks to the isentropic relation. The RHS
surface integrals in Eq. (4.17) is once again split into 6 contributions from each one of
the boundaries of dV . The contribution from S−L and SL writes:
Iξ = ABρ0uξ(−L)dαdβ −ABρ0uξ(L)dαdβ (4.19)
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The contribution from the boundary pairs S−dα, S+dα and S−dβ, S+dβ respectively
read:















































Finally, combining Eq. (4.17) to Eq. (4.20) results in:
∂p
∂t








ξ (α, β, t)− u
SL


















ρ0(α, β)A(α, β)uβ(α, β, t)
) (4.21)
The next step of the derivation consists in introducing Eq. (4.15) and Eq. (4.16)
into the time derivative of Eq. (4.21) to elimininate uα and uβ from the problem.
Finally, in the resulting equation, the pressure p is replaced with the acoustic potential
ϕ. Gathered with Eq. (4.11) the following system is formed:
∂uξ
∂t













uSLξ (α, β, t)− u
S−L
ξ (α, β, t)
] (4.22)

























Equation (4.22), the second row of which is a curvilinear Helmholtz equation, shows
that ξ-averaged acoustics in the shell-like control volume are entirely determined by
the pressure and normal velocity values at the boundaries S−L and SL. Later, the












4.2.3 Surface modal expansion derivation
Let us now go back to the case of a complex boundary S
(m)
ci representing a multi-
perforated liner between two subdomains Ωi and Ωj and characterized by a conductivity
KR (but the reasoning also holds for any other type of complex boundaries, including
those connecting two subdomains without jump conditions, i.e. KR =∞). The aim of
this section is to make use of the curvilinear Helmholtz equation derived in Sec. 4.2.2
to obtain a dynamical system governing the acoustics in the vicinity of S
(m)
ci . In this
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Figure 4.5: (a) Schematic of an acoustic network with a complex boundary
S
(m)
ci and a thin control volume D that encloses it. (b) Three-dimensional
representation of the shell-like control volume D enclosing S
(m)
ci , and the 2
sub-layers D (+) and D (−). (c) Two-dimensional view of D . The sub-layer D (+)
(resp. D (−)) is delimited by the surfaces S (+) and Sl (resp. S (−) and Sl). D
and the 2 sub-layers are parameterized by a common system of coordinates
(α,β, ξ), where α and β are curvilinear coordinates tangential to the surface,
and ξ is the coordinate normal to the surface. Location of a surface point
~xs(α,β) with the associated normal vector ~n
Ωi
s are indicated.
purpose, Fig. 4.5 shows the definition of a shell-like control volume D enclosing S
(m)
ci .
It is split into two distinct sub-layers: D (−) (resp. D (+)) of thickness L(−) (resp. L(+))
located on the side of the subdomain Ωi (resp. Ωj). Note that the control volume D
is only an intermediate for the current derivation, and its thickness LD can be chosen
arbitrarily small and does not have any physical meaning. Once integrated in the
LOM network, the entire control volume D collapses to a two-dimensional manifold
corresponding to S
(m)
ci , or in other words the limit LD → 0 is retained. This also allows
the mean fields c0 and ρ0 to be considered uniform within D along the ξ direction; they
can then be defined as the averages of their respective values on S (−) and S (+). The









ξ (α, β, ω)[
p̂S
(+)
l (α, β, ω)− p̂S
(−)















l ) refers to the values of the variables in D
(+) (resp. D (−)) on the
boundary Sl. In Eq. (4.25) the aperture spacing on the multi-perforated liner is noted
d and ρu is the upstream mean density. For simplicity, the liner physical parameters
are here uniform, but the derivation can be extended to non-uniform cases. It is
assumed that the inverse Fourier transform of −jωd2ρu/KR(jω) can be represented by
a Single-Input-Single-Output (SISO) linear state-space realization {AKR ,BKR ,CKR},
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that relates any input signal UKR(t) (here the velocity) to an output YKR{UKR(t)}
(e.g. the pressure jump across the liner). Such state-space representation exists for any
conductivity of the form KR(jω) = Q(jω)/R(jω), where Q and R are polynomials.
This allows for a great flexibility regarding the conductivity, that can be defined from
an analytical model, or fitted to match either experimental or numerical data.









pΩi(α, β, t)− pS
(−)















ξ (α, β, t)
] (4.26)
where ∇2c is the curvilinear Laplacian operator defined in Eq. (4.23). Analogous rela-
tions are verified in D (+). The ξ-averaging across the entire control volume D (excluding





)/LD . In addition,
taking the limit L(+), L(−) → 0 is used to replace ûS
(−)
l







ξ Thus, combining Eq. (4.26), its counterpart for










uΩiξ (α, β, t)− u
Ωj








pΩi(α, β, t)− pΩj (α, β, t) + YKR
{
uΩiξ (α, β, t)
}] (4.27)
In order to convert Eq. (4.27) into a state-space representation for the complex
boundary S
(m)
ci , a set of surface modes (Kk(~xs))k≥1 is introduced. Those are solutions
of the following curvilinear Helmholtz eigen-problem in the two-dimensional manifold
S
(m)
ci :  c0
2∇2cKk(α, β) + ω2kKk(α, β) = 0 in S
(m)
ci




where the curvilinear Laplacian operator ∇2c is defined in Eq. (4.23), and the curvilinear
gradient ~∇c is given in Eq. (4.24). In Eq. (4.28), the homogeneous Neumann and
Dirichlet conditions on the one-dimensional contour ∂S
(m)
ci are chosen to match those
of the subdomains Ωi and Ωj . It can be demonstrated that (Kk(~xs))k≥1 is an orthogonal
basis of S
(m)








The squared L-2 norm of the surface modal basis vector Kk(~xs) is noted λk = (Kk|Kk).
Similarly to the subdomain frame (φn)n≥1, the surface modal basis is obtained analyt-
ically for a topologically simple surface S
(m)
ci . For a more complex geometry where an
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analytical treatment is impossible, (Kk)k≥1 can be generated in a preliminary step by
resolving Eq. (4.28) thanks to a curvilinear FE solver. Another possibility, which is the
one adopted in this work, consists in building a thin three-dimensional shell domain
enclosing S
(m)
ci , and to resolve the classical homogeneous Helmholtz equation thanks to
a 3D FE solver. Extracting the values on the middle surface then provides good ap-
proximations to the solutions of Eq. (4.28). Note that this shell domain is not related
to D , which is only a control volume serving as an intermediate in the derivation of
Eq. (4.27). Surface modal expansions of ϕ and uξ are sought under the form:











Mimicking the process of the classical Galerkin expansion, Eq. (4.30) is then injected
into Eq. (4.27), and both the surface scalar product of Eq. (4.29) and the fact that the
orthogonal basis is a solution of the curvilinear Helmholtz eigen-problem of Eq. (4.28)
are used. At this point, it is also useful to express the source terms in Eq. (4.27) thanks































































where the linearity of the operator YKR has been used, and where si = ~n
Ωi
s .~eξ = ±1
and sj = ~n
Ωj
s .~eξ = ∓1 define the orientation of the subdomains surface normal vector
with restpect to the orientation chosen for D . The superscripts (i) and (j) refer to
quantities evaluated in Ωi and Ωj , respectively. Note that the surface modal expansion
is truncated to a finite order KS , for which the optimal choice is discussed in Sec. 4.2.4.
Equation (4.31) governs the dynamics of the ξ-averaged acoustic potential ϕ and normal
velocity uξ in the control volume D , subjected to both the surface forcing from the
adjacent subdomains Ωi and Ωj , and the hydrodynamical interaction responsible for
the complex conductivity. In the low frequency limit, or equivalently for very small
LD , the first line of Eq. (4.31) enforces the flux continuity between Ωi and Ωj , while
the second line imposes a pressure jump related to KR.
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Finally, the surface modal expansions of Eq. (4.30) allow the surface integrals in















































where [M]n,∗ denotes the entire n
th row of a matrix M. Equation (4.32) shows that









rather than through simple piece-wise approxi-
mations as in Eq. (4.3). This yields a formulation robust with respect to both the
frame ill-conditioning and the numerical noise resulting from its construction. Equa-
tions (4.31)-(4.32) show that the original state-space realization for the subdomain Ωi
derived in Chapter 3 and in Appendix A.1 needs to be adapted. The reformulated
state-space matrices are detailed in Appendix A.2. In addition, these relations are used
to define a state-space representation for the acoustics on the complex boundary S
(m)
ci ,
which is given in Appendix A.7.
4.2.4 Selection algorithm for constructing the surface modal basis
As explained earlier, the subdomain Ωi pressure and velocity must be accurately repre-
sented on its boundary S
(m)
ci , and since those are computed thanks to the frame modal
expansion of Eq. (4.1), it is in turn crucial to correctly evaluate the frame modes re-
strictions φn(~xs) and their gradients ∇sφn(~xs) on this surface. Equation (4.32) and
Eq. (4.31) show that these frame modes restrictions are approximated by their projec-










where λ is the diagonal matrix with coefficients λk. The relations in Eq. (4.33) are
only approximations because the surface modal basis (Kk)k≥1 is truncated up to a
finite order KS , and this truncated set might not be sufficient to exactly represent
the frame modes and their gradients on the surface. On one hand, a value of KS
too low yields inaccurate projections in Eq. (4.33). On the other hand, including too
many surface modes not only results in a more costly LOM because of a large number







, which can in turn be considerably amplified due to the frame
ill-conditioning (see the multiplication by Λ−1 in Eq. (4.32)). It is therefore crucial
to use an appropriate size for the surface modal basis. In this matter, a procedure
was designed to automatically and robustly construct an optimal surface modal basis
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1. Initially, the surface modal basis (Kk)k≥1 is chosen to contain a relatively large












(since these two matrices have the same







= V Σ tV (4.34)
The rank r is defined as the number of singular values σ1, σ2, ..., σr larger than a given
threshold ε′ = εrkσ1. The r corresponding singular vectors V∗,1, ...,V∗,r are isolated.
2. For each singular vector V∗,i (1 ≤ i ≤ r), its components Vk,i on the surface modes
Kk are sorted in descending order: |Vk1,i| ≥ |Vk2,i| ≥ .... These components are then
added one by one until a significant part of the singular vector V∗,i is recovered, or
more precisely: V2k1,i+V2k2,i+ ...+V2kq,i ≥ (1−εsvn)|V∗,i|2 (q being the smallest integer
such that this inequality is verified). The surface modes Kk1, ...,Kkq are therefore the
modes that are necessary to represent the singular vector V∗,i and they are added to
the list of modes to retain in the surface modal basis. This process is repeated for all
the singular vectors V∗,1, ...,V∗,r, and the list of surface modes to retain is iteratively
incremented.
3. Surface modes that are not included in the list previously computed are discarded
and a new surface modal basis is constructed. Note that the KS modes retained in the
surface basis are not necessarily the first KS eigenmodes solutions of the curvilinear
Helmholtz eigenproblem of Eq. (4.28).
This procedure is systematically applied to construct the surface modal basis: the
size KS is therefore not a input required by the method, but is instead a parameter
implicitly determined as soon as the subdomain frames are provided. The thresholds
εrk and εsvn are fixed to εrk = 10
−2 and εsvn = 0.2. They do not require to be tuned
for the examples presented below.
Size and elements of the surface modal basis
Two examples of geometrically complex boundaries will be presented in the following
sections, namely an annular liner in Sec. 4.3 and a conical outlet in Sec. 4.4. In both
cases, the selection algorithm described above is used to determine the optimal size KS
of the truncated surface modal basis, as well as the modes that should be retained in its
construction. The selected surface modes are only a function of the frames size N in the
adjacent subdomains, and are independent of the conductivity or impedance value on
88
4.2 The surface modal expansion method
the boundary. The first few modes composing the surface modal bases for both cases are















Figure 4.6: Spatial shape of the first 5 elements Kk(~xs) contained in the surface
modal bases used to model the annular liner (first column) and the conical
outlet (second column). These modes are selected by the algorithm introduced
above.
ones come as pairs of orthogonal azimuthal modes. The sizes KS of the truncated
surface modal bases are shown in Fig. 4.7 as a function of the adjacent subdomains
frames size N . The evolution of KS(N) depends on a multitude of geometrical features
inherent to both the complex boundary itself and to the connected subdomains. The
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Figure 4.7: (a) The surface modal basis size KS for the annular liner, deter-
mined by the selection algorithm, as a function of the frames size N in the
inner cylindrical subdomain and the outer annular subdomain. (b) Same, as a
function of the frame size N in the combustor subdomain.
trend is simpler for the combustor outlet (Fig. 4.7-(b)), since the boundary is in this
case adjacent to a single subdomain: KS increases continuously with N , and scales
as KS(N) ∼ N/15. For the annular multi-perforated liner (Fig. 4.7-(a)), since S(1)c
has two neighboring subdomains of different geometries, the dependence of KS with
N (N = N (1) = N (2)) is more complicated. It roughly scales as KS(N) ∼ 4N/15,
but presents a first linear increase from N = 0 to N = 40. It then reaches a plateau
for 40 ≤ N ≤ 70, and continues with a second linear increase for N ≥ 70. Further
analysis of the selection algorithm showed that in the initial linear portion, the value
of KS set by the selection algorithm is constrained by the outer annulus frame, while
the inner cylinder frame requires fewer surface modes to be accurately represented on
S
(1)
c . Conversely, in the second linear portion KS is constrained by the inner cylinder
frame, whereas the outer annulus frame necessitates a smaller surface modal basis.
4.3 Accuracy and convergence assessment
The aim of this section is to evaluate the precision of the surface modal expansion
method, and to provide an empirical verification of its convergence on a canonical case
with analytically tractable reference solutions. The system of interest, representative
of a simplified combustion chamber enclosed in its casing, is shown in Fig. 4.8. It
consists of a cylindrical geometry of radius R2 and height H, delimited by rigid-walls
and comprising an annular ribbon-like acoustic liner of radius R1 characterized by
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its Rayleigh conductivity KR(jω). The system is split into an acoustic network of 2
Figure 4.8: Exploded view of the acoustic network consisting of 3 subsystems: 2
volume subdomains (an inner cylinder Ω1 and an outer annulus Ω2) that share
a common connection boundary S(1)c . The top, bottom, and lateral boundaries
are rigid-walls. The mean fields are homogeneous within both subdomains,
with c0 = 347.2 m/s and ρ0 = 1.176 kg/m
3.
subdomains, and a complex boundary S
(1)
c corresponding to the annular liner. In order
to be able to satisfy any specified jump relation at this common boundary, modal frames
(φ
(1)
n (~x)) and (φ
(2)
n (~x)) are built for each one of the subdomains. They are obtained
numerically by using the FE Helmholtz solver AVSP [87] separately on Ω1 and Ω2,
that are meshed with uniform tetrahedral cells of dimension ∆x = H/10. Since H
is much shorter than other dimensions, longitudinal modes are not included in these
frames and will therefore not be discussed in the following. In addition, the number
of modes in (φ
(1)
n (~x)) and (φ
(2)
n (~x)) is fixed to a same value N = N (1) = N (2). The
surface modal basis (Kk(~xs)) of S
(1)
c is not computed by directly solving the curvilinear
eigen-problem of Eq. (4.28). The annular strip is instead replaced with a thin annulus
where AVSP is used to resolve the classical three-dimensional homogeneous Helmholtz
equation. Solutions of Eq. (4.28) are then obtained by interpolating back the obtained
eigenmodes on the surface S
(1)
c .
After assembling every state-space representation of the network, the eigenvalues
and eigenvectors of the whole system dynamics matrix Af are solved. This yields,
for every eigenmode n, its frequency fn and growth rate σn, its pressure mode shape
Υp,n(~x), and its velocity mode shapes Υur,n(~x) and Υuθ,n(~x). In the following, LOM
solutions are compared to reference solutions (denoted with a superscript R) thanks to
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where Es is the relative error on the scalar s, Eg is the L-2 norm relative error for the
field g(~x), and E {g} is the local relative error for g(~x).
4.3.1 Case of a subdomain simple interface (KR =∞)
The limit case of an infinitely large conductivity KR is first inspected. In this situation,
the term YKR in Eq. (4.27) and Eq. (4.31) vanishes, such that at low-frequencies the
acoustics dynamics in S
(1)















. The liner then behaves as a
simple interface between the cylinder and the annulus, and the reference solutions are
therefore the eigenmodes of the cylinder of radius R2 given by:










where Jn is the n
th-order Bessel function of the first kind, βmn are the roots of
J ′n(πβmn) = 0, and θ0 is an arbitrary constant. The LOM convergence is assessed
by progressively increasing the number of modes N in the frame expansions and by
computing the errors defined in Eq. (4.35) in function of N .
Figure 4.9 displays these results for a few select modes, namely mode 1 which is
the first azimuthal mode (n = 1,m = 0), mode 2 designating the first radial mode
(n = 0,m = 1), mode 3 referring to the first mixed-mode (n = 1,m = 1), and mode
4 which is a higher-order mixed mode (n = 3,m = 5). Figure 4.9-(a) shows that the
frequencies computed with the LOM for modes 2 and 3 rapidly converges towards their
reference values, with errors below 1% for N as low as 10. Further increasing the frame
size results in a transitory stagnation, and even a slight deterioration, of the numerical
solutions for these two modes. This is also observed on the mode shape errors in
Fig 4.9-(b). This behavior is attributed to the inclusion in the frame of modes that
may not be accurately resolved due to numerical approximations in the FE solver used
to generate them. This deterioration in the LOM results remains however limited, and
vanishes for larger frames. The convergence of mode 1 is slower yet more monotonic:
both its frequency and mode shape errors drop below 1% at N = 40 and reach 0.1% for
N greater than 60. Since mode 4 is higher-order (fR4 = 3189 Hz), it requires a larger
frame to be accurately captured. Thus, the surface modal expansion method combined
with the frame expansion achieves an overall satisfactory accuracy with relatively few
DoF. For instance, with N = 70 all the modes considered are resolved with an error
below 1% for both the frequency and the mode shape (except mode 4 which presents a
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Figure 4.9: (a) Frequency relative errors for mode 1 to mode 4, as a function of
the modal frame size N . (b) Pressure mode shape relative errors with respect
to the L-2 norm, for mode 1 to 4, as a function of the modal frame size N .
Note the error logarithmic scale.
5% error on its mode shape). This is confirmed in Fig. 4.10, where the mode shapes of
all 4 modes are shown to be accurately captured by the LOM. Note in particular that
Mode 1 Mode 2 Mode 3 Mode 4
0 1-1
Figure 4.10: Pressure shape of modes 1 to 4, for a modal frame size N =
70. The dashed line represents the location of the connection surface S(1)c
characterized by KR =∞.
the connection surface S
(1)
c does not affect the modes shapes, and acts as expected as a
simple interface between the two subdomains. Increasing the number of frame modes
beyond N = 70 does not improve the results, as the minimal achievable error is once
again limited by the numerical approximations affecting the frame generation.
4.3.2 Case of a multi-perforated liner
After verification of its convergence in the elementary case of a simple interface between
the cylinder and the annulus, the surface modal expansion performance is now evaluated
in the more involved situation where the surface S
(1)
c is a multi-perforated acoustic liner.
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Its Rayleigh conductivity is defined through a generalization of the classical Howe’s
model [50] accounting for the plate thickness h [160]. However, since the mathematical
expression of this model comprises complex frequency-dependent Bessel functions, it
cannot be directly translated into a state-space realization {AKR ,BKR ,CKR}. Instead,
the original model is replaced with its 2nd-order polynomial expansion given by:










where a is the aperture radius and U the bias flow speed. This expansion accurately
approximates the original model (with discrepancies less than 1%) for aω/U ≤ 0.2,
a range that encompass most multi-perforated liners encountered in practical appli-
cations. The conductivity state-space realization derived from Eq. (4.37) is given in
Appendix A.8. The procedure to obtain reference solutions is fully detailed in [79] and
reminded in Appendix B. It relies on a separation of variables that leads to the reso-
lution of a dispersion relation F (jω) = 0 in the complex plane. This last step cannot
be performed analytically, and Powell’s minimization algorithm [161, 162] is used to
compute the roots of this equation.
The Rayleigh conductivity parameters are chosen to induce significant acoustic
losses (a = 0.5 mm, d = 5 mm, U = 10 m/s, h = 1 mm, ρu = ρ0). Low-order
results are then compared to reference solutions for the first azimuthal mode (mode
1, with fR1 = 309.4 Hz, σ
R
1 = −62.6 s−1), the first radial mode (mode 2, with fR2 =
604.4 Hz, σR2 = −372.8 s−1), the first mixed mode (mode 3, with fR3 = 806.8 Hz,
σR3 = −257.5 s−1), and a higher-order 3-3 mixed mode (mode 4, with fR4 = 2553 Hz,
σR4 = −85 s−1). Figure 4.11 shows the frequency and growth rates relative errors,
as a function of the number of modes N in the frames (φ
(1)
n (~x)) and (φ
(2)
n (~x)). The
Figure 4.11: (a) Frequency relative errors as a function of the modal frame
size N , for modes 1 to 4. (b) Growth-rate relative errors in function of N for
modes 1 to 4. Errors are plotted with a logarithmic scale.
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convergence trends are similar to the no-liner case of Sec. 4.3.1: for modes 1 to 3, the
errors on both the frequency and the growth rate rapidly drops to only a few percents for
N lower than 20. The frequency of mode 3 presents a transitory deterioration starting at
N = 20 and vanishing for N ≥ 30. Unsurprisingly, the higher-order mode 4 necessitates
a larger frame to be accurately captured. For N ≥ 50, both the frequencies and the
growth rates of all the modes considered are accurately resolved with errors ranging
from 0.1 % to 0.8 %. In Fig. 4.12 the errors committed by the LOM on the mode shapes
are displayed for a fixed frame size (N = 40). The pressure mode shapes are accurately
Figure 4.12: Comparison between the mode shapes computed with the LOM
(N = 40) and the reference solutions, for modes 1 to 3. First column: real
part of the pressure mode shape computed with the LOM. Second column:
local relative error on the pressure mode shape real part. Third column: local
relative error on the radial velocity real part. Fourth column: local relative
error on the azimuthal velocity real part. The azimuthal velocity for mode 2
is not displayed since it is zero. All the fields Re (Υp)(~x), Re (Υur)(~x) and,
Re (Υuθ)(~x) were normalized beforehand to fit in the range [−1,1].
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resolved by the LOM, with a maximum relative error not exceeding 7% for mode 1, and
2% for modes 2 and 3. Predictably, the maximum errors in these three cases are reached
in the vicinity of the multi-perforated liner where an important pressure discontinuity
occurs. The radial and azimuthal velocity mode shapes are equally well captured,
with relative errors locally peaking at a few percents only. These observations indicate
that the combination of the surface and frame modal expansions not only enables the
precise resolution of frequencies and growth rates in the presence of significant acoustic
losses due to a liner, but also has the ability to capture the pressure and velocity fields,
including the large pressure jump through the multi-perforated plate.
4.4 Application to the partially reflecting outlet of a gas
turbine annular combustor
This section aims at assessing the ability of the surface modal expansion method to
model complex-shaped impedance boundaries in realistic combustors where thermoa-
coustic instabilities may exist. The system of interest, represented in Fig. 4.13, is an
annular combustion chamber characteristic of those found in helicopter engine gas tur-
bines. It comprises 12 identical sectors, in each of which a 3 cm radius spherical flame
lies 4 cm from the injector exit. The plenum and chamber are linked by dilution holes
pierced through the wall. Acoustic losses due to hydrodynamic interactions that may
exist at these holes are neglected. The focus is here on the chamber outlet, which
may be chocked and give to a turbine. It usually cannot be considered as a rigid-wall
or a pressure-release boundary, but is rather characterized by a finite impedance Z
(or equivalently a reflection coefficient R = (Z − 1)/(Z + 1)). In the seminal work
of Marble and Candel [163], a compact chocked outlet has a real-valued impedance
Z = 2/((γ − 1)M2), with M2 the Mach number at the outlet. This expression shows
that such boundary is only partially reflecting, which may induce acoustic losses and
damp the unstable thermoacoustic modes of the combustor. The present approach is
more generic: instead of using the model of [163], the impedance is varied from Z = +∞
(i.e. perfectly reflecting rigid-wall, or R = 1) to Z = 1 (i.e. non-reflecting boundary,
or R = 0). From a design point of view, this strategy also allows the identification of
the optimal outlet impedance that maximizes the damping of unstable thermoacoustic
modes.
The low-order acoustic network modeling the annular combustor is shown in Fig. 4.14.
A single subdomain Ω1 comprising the entire combustor volume is used. It would also
be possible to further split Ω1 into a collection of smaller subdomains (e.g. with the
plenum, chamber, and injectors as distinct subdomains), but as the aim is here to
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Figure 4.13: (a) The annular combustor studied in this section, with one of its
12 sectors highlighted in green. (b) Closeup view of a sector. The red sphere
indicates the spatial distribution of heat-release fluctuations, and the blue sur-
face represents the partially reflecting chamber outlet. (c) Unstructured FEM
mesh for one of the sectors. The mesh for the annular configuration, contain-
ing 2×106 tetrahedral cells, is obtained by rotation and duplication of a single
sector mesh. For simplicity, the sound speed and density fields are assumed
uniform in the entire domain, with c0 = 448.2 m/s and ρ0 = 0.706 kg/m
3.
concentrate on the modeling of the chamber outlet, such decomposition is not neces-
sary. The state-space representation for this latter is obtained by slightly adapting the
dynamical system of Eq. (4.31) (since here S
(1)
c is connected to only one subdomain).
The expansion frame of Ω1, as well as the surface modal basis of S
(1)
c , are once again
generated thanks to the 3D-FEM solver AVSP [87], for which the computational mesh
is shown in Fig. 4.13-(c). Note that the geometry of the complex boundary S
(1)
c differs
from that of the annular liner of Sec. 4.3, as its radius of curvature is not uniform but
depends on the axial coordinate. The algorithm of Sec. 4.2.4 is used to select the KS(N)
elements that are retained in the construction of the surface modal basis: KS(N) grows
continuously, from KS(N = 20) = 3 to KS(N = 240) = 17. The response of a given
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Figure 4.14: A 180◦ view of the acoustic network used in the LOM. The network
contains 14 subsystems. The chamber, plenum, injectors, and dilution holes are
gathered into a single subdomain Ω1, which contains 12 heat sources H
(l) (in
red). It is linked to a complex boundary S(1)c (in blue) representing the chamber
outlet, and characterized by an impedance Z. All the other boundaries are
rigid-walls.
flame H(l) to acoustic fluctuations is modeled by a constant n− τ FTF:
Q̂l(ω) = nf e
−jωτf ûf,l(~xf,l, ω) (4.38)
where nf = 2000 J/m is the flame gain, τf = 1.667 ms is the time-delay, and ûf,l is the
acoustic velocity at the location ~xf,l. This reference point is located at the middle of
each one of the 12 injectors. Similarly to previous chapters, the frequency-domain FTF
of Eq. (4.38) is converted into a state-space realization thanks to a Pole Base Function





ω2 + 2cqjω − ω20q
(4.39)
where the coefficients aq, cq, ω0q are fitted with a specialized optimization algorithm
proposed in [146].
All the unstable thermoacoustic modes of the combustor are observed to lie between
800 Hz and 1200 Hz. A series of 100 LOM simulations are performed to continuously
decrease the outlet impedance from Z = +∞ to Z = 1. The frame size is fixed to
N = 120, such that the modal surface basis contains KS = 11 elements. All 8 modes
comprised in the range [800 Hz, 1200 Hz] are computed, and the trajectories they
follow in the complex-frequency plane as Z varies are shown in Fig. 4.15. For validation
purpose, AVSP is used to resolve the corresponding reference solutions for a few select
impedance values, namely Z = +∞ (perfectly reflecting rigid-wall), Z = 3 (partially
reflecting), and Z = 1 (anechoic). In addition, the spatial shapes of a few modes at
Z = 1 are compared in Fig. 4.16. An overall excellent agreement is found between the
LOM and the FEM reference solutions for both frequencies, growth rates, and spatial
shapes. Modes 1, 2, 3, 4, and 8 are chamber modes and are therefore significantly
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LOM eigenvalues at 1/Z = 0, 1/3, 1
FEM eigenvalues at 1/Z = 0, 1/3, 1
Figure 4.15: (a) Trajectories in the complex-frequency plane f − σ of the 8
modes computed by the LOM in the range [800 Hz, 1200 Hz], as the outlet
impedance is decreased from Z = +∞ to Z = 1. Dark colored symbols indicate
the complex eigenfrequencies computed by the LOM for Z = +∞, Z = 3, and
Z = 1, while the red symbols show the corresponding FEM reference solutions.
The numbers are the absolute errors (in Hz) committed by the LOM at these
points. (b), (c), (d) Closeup views on the trajectories of modes 5, 6, and 7,
respectively.
affected by the decrease of the outlet impedance (Fig. 4.15-(a)). More particularly,
modes 2, 3 and 8 are the most unstable thermoacoustic modes of the combustor for a
perfectly reflecting outlet, but decreasing the impedance to Z = 4 is sufficient to damp
and stabilize them. This trend is well captured by the LOM, with errors that do not
exceed 5 Hz for mode 8, and stay below 1.5 Hz for others. Modes 5, 6, and 7 are plenum
modes, and the effect of the chamber outlet reflection coefficient on them is therefore
more subtle. They remain marginally stable/unstable (i.e. with growth rates close to
zero), even under anechoic condition. Figures 4.15-(b,c,d) evidence the capability of
the surface modal expansion method to accurately represent even these minute growth
rate and frequency variations. Counterintuitively, a perfectly anechoic outlet does not
maximize the damping of modes 2 and 6: their optimal damping is rather reached for
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a) b) c) d)
e) f) g) h)
i) j) k) l)
m) n) o) p)
0 0.5 1 0
Figure 4.16: Pressure mode shape Υp(~x) at Z = 1 of modes 1, 2, 3, and 8,
computed with the LOM and compared to the FEM reference solutions. ”C”
stands for ”Chamber”, and AxLy denotes a mode of order x in the azimuthal
direction and order y in the longitudinal one.
a larger reflection coefficient roughly equal to 0.18. This trend is even more remarkable
for mode 5 (1st plenum longitudinal mode) as its growth rate steadily increases when R
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decreases. Only a few minor differences are observed between the LOM spatial mode
shapes and the associated FEM reference solutions, most noticeably on the modulus of
mode 1 (Fig. 4.16-(a,b)), which nonetheless vanishes for larger N , and on the phase of
mode 3 (Fig. 4.16-(k,l)). Note, however, that this latter is simply due to the spinning
azimuthal component, which can either be clockwise or anticlockwise, and therefore
does not indicate an error committed by the LOM.
A second series of computations is performed to evaluate the accuracy of the LOM
with respect to N and KS(N). In this matter, the outlet condition is set to anechoic
(Z = 1), and N is progressively increased from 40 to 240. Equation (4.35) is used to
calculate the relative frequency error Ef and growth rate error Eσ between the LOM
and the FEM reference solutions for each one of the 8 modes of interest; the trajectories
they follow in the complex plane as N varies are displayed in Fig. 4.17. The convergence
Figure 4.17: Trajectories in the complex plane Ef − Eσ of the 8 modes of
interest, as the frame size increases from N = 40 to N = 240. Note the
logarithmic scale on both axes.
behavior is comparable to that observed in Sec. 4.3.1 and Sec. 4.3.2: after an initial
rapid convergence, a further increase in the frame size results in a stagnation of the
errors, and even a slight deterioration for some modes. This latter remains however
moderate, as all the modes are converged with frequency errors below 1% and grow
rate errors in the range 1%-10% for N ≥ 110 (at the exception of mode 5, for which Eσ
reaches 20%). This slight degradation of the results is once again attributed to the frame
condition number that increases with N . Note that similarly to the liner case of Sec. 4.3,
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lower-order modes are converged with smaller frame and surface basis: for instance 48
and 70 frame elements are necessary to yield Ef < 1% and Eσ < 10% on mode 1
and mode 2, respectively. Conversely, higher-order modes necessitate larger expansions
to be accurately resolved (e.g. 110 frame elements are required to achieve Ef < 1%
and Eσ < 10% on mode 8). The overall LOM convergence is deemed satisfactory, as
Fig. 4.17 shows that the errors stay bounded within acceptable limits. This confirms
the ability of the surface modal expansion method to accurately model the geometrical
complexity of realistic generic outlet impedance in industrial combustors.
4.5 Conclusion
The representation of geometrically complex boundaries, such as multi-perforated liners
or chamber inlets and outlets, is out of reach for the majority of existing thermoacoustic
LOMs. This restriction is a major obstacle preventing these models from dealing with
realistic industrial combustors, and the literature on the subject is nearly non-existent.
In the purpose of circumventing this difficulty and of improving state-of-the-art ther-
moacoustic LOMs, we introduced the surface modal expansion method to model these
topologically complex boundaries. The approach relies on two principles: on one hand
it takes advantage of the frame modal expansion proposed in Chapter 3 to accurately
represent the acoustic velocity and pressure fields near non-rigid-wall boundaries. On
the other hand, it exploits a reformulation of the Acousto-Elastic Method, used in
vibroacoustics, to model the complex-shaped frontiers as two-dimensional manifolds
where acoustic variables are expanded onto an orthogonal basis of modes solutions of
a curvilinear Helmholtz problem.
The governing equations resulting from the surface modal expansion method are
formulated in the state-space framework used in this work, and the corresponding state-
space realizations are implemented in STORM. The potential of the surface modal
expansion method for the low-order modeling of complex boundaries was estimated
on a non-reactive case comprising an annular multi-perforated liner in a cylindrical
geometry. This example evidenced a satisfactory convergence behavior, similar to that
of the frame modal expansion presented in Chapter 3. The ability of the surface modal
expansion method to accurately represent the partially reflecting of an industrial gas
turbine combustor in the presence of unstable thermoacoustic modes was then shown.
However, further validations on more complex cases, combining dilution holes on multi-
perforated liners and inlet and outlet boundaries, are still required to fully assess the
potential of the surface modal expansion method. Note that the generation of the
surface modal bases should preferably be performed with a curvilinear Helmholtz solver.
Due to the unavailability of such solver at CERFACS, it was decided to generate the
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surface modal bases with the 3D FE solver AVSP. The preliminary construction of
the surface modal bases is performed through a pre-processing tool implemented in
STORM API.
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This chapter is an introduction to flame dynamics in LRE conditions and to the
numerical methods that are used throughout this work to simulate those. It starts by
emphasizing the specificity of combustion in LRE conditions, which lies in the domi-
nant non-ideal thermodynamics effects due to the injection of cryogenic reactants in a
high-pressure environment. Previous studies interested in real-gas mixing and in high-
pressure cryogenic flames are briefly reviewed. In particular, the widely documented
Mascotte test rig (operated by ONERA, France) is described in some detail, as it is
in this geometry that the present numerical simulations are performed. More specifi-
cally, this work is interested in the doubly-transcritical regime, where both oxygen and
methane are injected as cryogenic liquids. The motivations behind this choice of geom-
etry and operation conditions are explained. Then, the real-gas version of the solver
AVBP, that is used here to perform LES and DNS of LRE flames is introduced. The
governing equations it resolves, as well as the models and numerical methods it employs
are depicted. Finally, an important contribution of this work is presented: it consists
in the derivation of a chemical kinetic mechanism to model CH4 combustion in LRE
conditions. This kinetic scheme is used in the subsequent numerical simulations that
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are the object of the following chapters.
5.1 Introduction to real-gas flows
In typical Liquid-Rocket Engines, the reactants are injected into the combustion cham-
ber through hundreds of coaxial injectors. The oxidizer is usually pure oxygen, while
the fuel can be pure hydrogen, methane, or rocket-grade kerosene. The combustion
process that then occurs strongly differs from that encountered in gas turbines and is
remarkable from a thermodynamical point of view for a number of reasons: (1) the
high chamber pressure that can range from 50 bars to more than 100 bars, (2) the
cold cryogenic reactants whose temperature can be lower than 80 K, and (3) the high
temperatures reached in the flame region, sometimes exceeding 4000 K. The reactants
mixing, the combustion process, and ultimately the flame dynamics strongly depend on
these particular thermodynamic conditions, which therefore require a thorough model-
ing.
5.1.1 Real-gas thermodynamics
The high ambient pressure that exists in a LRE combustion chambers enhances the
interactions between the fluid molecules. These interactions result in a modification of
the fluid thermodynamic properties, which does not behave as an ideal gas anymore,
but rather as a so-called real-gas. The most remarkable of these non-ideal behaviors oc-
curs when the ambient pressure P exceeds the fluid critical pressure PC . As illustrated
in the pressure-temperature diagram in Fig. 5.1 (left), when a liquid is introduced into
a subcritical environment at P < PC and is heated-up (for instance through chemical
reactions), it undergoes a sudden vaporization to become an ideal-gas when its temper-
ature meets the boiling line. On the contrary, when a liquid is injected in a supercritical
environment at P > PC , a clear boiling line does not exist anymore. Instead, when its
temperature reaches the pseudo-boiling region, the liquid undergoes a progressive and
continuous transition to become a supercritical fluid. This pseudo-vaporization is called
a transcritical transformation, and the liquid in its initial injection state is sometimes
referred as a transcritical fluid. The point that separates these two thermodynamic
transition regimes is called the critical point and is located at (PC , TC) in the P −T
diagram. Figure 5.1 (right) shows an interesting manifestation of a transcritical trans-
formation: when the pressure is increased in a liquid-vapor system at equilibrium, the
clear interface that exists between the liquid and the gas progressively vanishes. When
the pressure exceeds PC this interface is blurred and nearly completely disappears.
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Figure 5.1: Left: P−T diagram for pure O2, with contours of heat capacity
Cp indicated in gray scale (white: 10
3 J/K.kg, black: 104 J/K.kg). Extracted
from [164]. Right: illustration of the vanishing liquid-gas interface in a P−T
diagram. Extracted from [165].
Other key properties of fluids in elevated pressure environments are illustrated in
Fig. 5.2 (left). The isothermal line T = TC is tangential to both the dew and the
bubble curves at the critical point P = PC , thus indicating that near its critical point,
a fluid is infinitely compressible and infinitely dilatable. In other words, near the critical
point, a small variation of pressure or temperature produces a very large variation of
volume (or equivalently density). This strongly nonlinear behavior is further evidenced
Figure 5.2: Left: a typical P−V diagram for a pure fluid, with the critical point,
and some isothermal lines. Right: oxygen density as a function of temperature,
for increasing pressures. Extracted from [166].
in Fig. 5.2 (right). For subcritical or near-critical pressures, the density presents a
sharp discontinuity at the boiling temperature, marking the frontier between the liquid
and gas states. However, for supercritical pressures this discontinuity is smoothed: the
higher the pressure, the larger the pseudo-boiling region. Note that for P  PC and
T  TC the isothermal lines and the density evolution nearly match that of an ideal
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gas, which suggests that under these conditions a supercritical fluid does not strongly
differ from an ideal one.
One of the simplest approaches to model the complex nonlinear thermodynamics
observed at supercritical pressure consists in using a cubic Equation of State (EoS).
Those are usually based on the Principle of Corresponding Sates [167], and also include
correction terms accounting for non-spherical molecules interactions based on the acen-
tric factor [168]. In this work, the Soave-Redlich-Kwong (SRK) Equation of State [169]








where r̄ is the mixture gas constant, and bm and am(T ) are calculated as in [170]. Note
that in the limits of small density or large temperature, it reduces to the ideal-gas
law P = ρr̄T . This EoS is here selected for its relative simplicity, as well as for its
accuracy in the prediction of the density at T < TC . It is however known to commit
larger errors near the critical point. Most importantly, it is crucial to notice that here
a ”dense-gas” approach is used, such that only a single phase can be resolved and
subcritical conditions (P < PC , T < TC) cannot be accounted for. Modeling multi-
components phase-separation necessitates additional thermodynamic equations, such
as the resolution of a Vapor-Liquid-Equilibrium. This strategy was employed in a few
recent studies [171, 172, 173], but these advanced thermodynamic behaviors are not
considered in the present work.
5.1.2 Real-gas non-reactive flows
Non-ideal thermodynamics in LRE high-pressure conditions have a first order effect on
the fluid transport. This was first evidenced through the study of canonical non-reactive
flows such as single droplet evaporation, or mono-component mixing layers [170, 174].
At subcritical pressure, the mixing of cryogenic reactants was found to be controlled
by atomization and droplets evaporation. On the contrary, at supercritical pressure,
the surface tension vanishes and the fluid transport is governed by turbulent mixing
and mass diffusion. Later studies were interested in more complex problems typical of
LRE configurations, such as the injection of non-reactive cryogenic round jets into high-
pressure environments. A number of studies dealing with this subject were conducted
by the DLR [175, 176, 177, 178] and the AFRL [179, 180]. One of those is shown in
Fig. 5.3; it confirms earlier observations asserting that jet breakup and atomization
do not occur at supercritical pressure, as the mixing process is instead due to pseudo-
boiling and turbulent mass transfer manifested through finger-like structures at the
jet edge. A number of theoretical works were also interested in identifying essential
parameters that characterize the coaxial mixing. It was for instance evidenced that
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Figure 5.3: Injection of a non-reactive cryogenic N2 into a quiescent N2 en-
vironment at P . Left: subcritical (P = 0.91PC). Center: supercritical
(P = 1.22PC). Right: supercritical (P = 2.71PC). Extracted from [179].
the length of the central dark core of a liquid jet injected into a gaseous medium is





The interaction of cryogenic round jets with acoustic instabilities were also the
object of intense research efforts. Most remarkably, the response of a jet to an imposed
transverse acoustic modulation was proved to depend on its thermodynamical regime.
Indeed, a subcritical jet response is rather strong, and increases even further as the
pressure gets closer to PC . It is maximum near the fluid critical point, but then sharply
weakens at supercritical pressure [183].
5.1.3 Real-gas flames
The study of real-gas reactive flows started with the analysis of simplified systems,
including the combustion of LO2/GH2 and LO2/GCH4 mixing layers behind split-
ter plates. This fundamental problem, representative of a small portion of a coaxial
injector, was investigated through both experiments [184, 185, 186, 187, 188] and high-
fidelity DNS [170, 189, 190, 191, 192, 193]. In [191] (see Fig. 5.4, left), it was for
instance found that the flame root, dominated by diffusion effects due to large thermo-
physical properties gradients, is stabilized in a region of high shear behind the injector
lip. In addition, the flame was not lifted, but was rather anchored in a strong recir-
culation backflow located directly in the vicinity of the splitter plate. Larger scale
shear coaxial jet flames were also the subject of intense research efforts both experi-
mentally [185, 194, 195, 196] and numerically thanks to LES [197, 198, 199, 200]. A
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Figure 5.4: Left: near-field of a LO2/GH2 reactive mixing layer stabilized
behind a splitter plate at P = 101 bar. Extracted from [191]. Right: Abel
transform of time-averaged CH* emission images, in the case of a doubly-
transcritical LO2/LCH4 coaxial jet-flame at P = 54 bar. Extracted from [194].
large variety of such flames were investigated: the most often the reactant is liquid oxy-
gen and the fuel is gaseous hydrogen or methane. Remarkably, Singla et al. [194] were
the only ones to characterize the so-called doubly-transcritical regime on a LO2/LCH4
jet-flame. Some of their results, for instance in Fig. 5.4 (right), evidenced a specific
flame structure composed of doubly-conical reactive layers.
The dynamics of LRE coaxial jet flames subjected to acoustic waves proved to
be a challenging problem requiring state-of-the-art experimental facilities or numerical
solvers. As a result, supercritical flame dynamics could be thoroughly investigated only
very recently, for instance in a testbed comprising a few coaxial injectors [201, 202] (see
Fig. 5.5, left). LO2/GCH4 flames were subjected to a large amplitude transverse acous-
tic mode, that noticeably enhanced cryogenic O2 pseudo-boiling and mixing, resulting in
flattened, shorter dark cores, as well as more compact and intense heat-release regions.
LES of comparable mono-injector [203] and multi-injector [204, 205] configurations led
to identical observations. For example, in [203] it was noticed that the flame oscillation
patterns were strongly dependent on the acoustic forcing frequency: at high frequency,
the flame and its oxidizer dark core were shortened and flattened and displayed rigid-
body-like vertical oscillations, while at lower frequency the flame undergoes a flag-like
flapping motion (see in Fig. 5.5, right). LES was also employed to explore triggering,
as well as LO2/GH2 flame dynamics during thermoacoustic limit-cycles in the BKD,
a 42-injectors rocket combustor [206, 207, 208]. It was proved that the flames located
near velocity nodes have the largest contribution to the instability, and the gain and
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Figure 5.5: Left: view of 5 cryogenic LO2/GCH4 coaxial jet flames at P =
26 bar, subjected to a strong transverse acoustic mode at f = 3200 Hz. Ex-
tracted from [202]. Right: temperature iso-surface (T = 2000 K) colored by
axial velocity, for a single LO2/GCH4 coaxial jet flame at P = 114 bar subjected
to a strong transverse mode at f = 2000 Hz. Extracted from [203]
.
phase of the heat release response at the unstable frequencies were computed. In an-
other recent study, the particular effect of the fuel injection temperature on the BKD
unstable modes was evaluated [209].
5.1.4 The Mascotte test rig
Only a very few experiential facilities are designed to sustain the extreme thermody-
namic conditions encountered during a LRE combustion instability. The previously
mentioned BKD, a 42-injectors LO2/GH2 LRE operated by DLR Lampoldshausen is
one of them [208]. It can sustain supercritical pressures up to 100 bar, and was used to
study thermoacoustic insatbilities with frequencies ranging from 10 kHz to 25 kHz and
of amplitude exceeding 30 bar [210]. However, due to its complexity and the presence of
a large number of injectors, this configuration does not allow for a detailed characteriza-
tion of cryogenic flame response to acoustic oscillations. Another experimental facility
used to investigate thermoacoustic instabilities in LRE conditions is the Mascotte test
rig, operated by ONERA. Its development started in the early 90s with the design of
a single-injector chamber [41, 211], that was for instance used in the work of Singla
et al. [194] to study the structure of an unperturbed doubly-transcritical LO2/LCH4
flame. Later, a multi-injector configuration was designed and a Very High Amplitude
Modulator (VHAM) based on a system of spinning wheels was implemented to impose
transverse acoustic waves at frequencies that can be selected [201, 202]. Thus, the Mas-
cotte test rig has been the subject of a large number of experimental and numerical
studies, and it advantageously combines the characteristics of a realistic LRE to that
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of a well-characterized academic combusor. It therefore constitutes a natural choice to
perform the present numerical simulations.
As the objective of the present study is to characterize the dynamics of a single
cryogenic jet flame under imposed acoustic oscillations, the original mono-injector con-
figuration of Mascotte is selected. In addition, it has to be noticed that most previous
research efforts focused on supercritical flames where the oxygen is injected in a dense
transcritical state, and the fuel (either H2 or CH4) as a light supercritical fluid. Very
few studies tackled the problem of a doubly transcritical regime, where both reactants
are injected in a dense transcritical state. The experimental work of Singla et al. [194]
is one of the only analysis reporting characteristics of such flames in a realistic shear-
coaxial configuration. As this combustion regime is likely to occur in future LREs,
a better understanding of governing flame dynamics phenomena in these specific con-
ditions is highly needed. This study is therefore intended to deal with this specific
doubly-transcritical regime, where both oxygen and methane are injected as cryogenic
liquids.
The Mascotte geometry studied throughout this work (Fig. 5.6) is a parallelepi-
pedic chamber with a coaxial injector at its backplate that comprises a central round
injection of liquid oxygen (diameter DO), surrounded by an annular injection of liquid
methane (widthWF ). Those are separated by a tapered lip of thickness δl at its tip. The
LCH4
LO2
Figure 5.6: Left: 3D view of the Mascotte configuration simulated in this
work. Right: closeup view on the coaxial injector, with the central injection
of LO2 surrounded by the annular injection of LCH4. Other dimensions are:
δl = O(0.1 mm) and DO,W F = O(1 mm).
doubly-transcritical injection conditions (Tab. 5.1) are similar to the operation point T1
in [194]. The only difference is that the chamber pressure has been increased to 75 bar
(instead of 54 bar in the experimental study), giving higher reduced pressures. This
discrepancy with the experimental conditions of [194] is expected to strongly affect the
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O2 1.0 0.55 1.49 155 K 50.4 bar
CH4 3.59 0.62 1.64 190 K 46 bar
Table 5.1: Injection conditions (mass flow rate, reduced pressures and temper-
atures) in Mascotte. The subscript R denotes the reduced temperature and
pressure, defined as TR = T/TC and PR = P/PC , respectively. The momen-




O2) = 33.3, and the global equivalence
ratio is φg = 14.3.
flow features, and direct comparison with experimental data of [194] is therefore ruled
out. However, the aim of the present work is not to quantitatively reproduce experi-
mental results, but rather to qualitatively describe flame dynamics driving mechanisms
occurring in LREs conditions. The computation of this higher pressure operation point
was motivated by two elements:
• A pressure of 75 bar is still relevant to LREs conditions, and it therefore allows
worthy qualitative and quantitative analyses. In addition, it could potentially be
reproduced in an academic test rig such as Mascotte, which can sustain chamber
pressures up to 100 bar.
• Simulations of the experimental operating conditions T1 in [194] were attempted
during this PhD, but are not reported here. Indeed, at the experimental pressure
(54 bar), both reactants pass near their respective critical points as they are
heated up, resulting in high fluctuations of pressure and density, that are due to
the high compressibility and dilatability combined with the numerical resolution
of extremely large density gradients. These numerical oscillations destabilize the
computation, unless a significant artificial viscosity is added, which considerably
degrades the simulation quality. On the contrary, at 75 bar these numerical
oscillations are weaker and do not require the addition of a large artificial viscosity,
thus yielding a higher-fidelity computation.
5.2 Numerical simulation of reactive real-gas flows
Only a few Computational Fluid Dynamics (CFD) solvers have the ability to account
for both non-ideal thermodynamics and reactive flows that are encountered in LREs.
In this work, the real-gas (RG) version of the AVBP solver developed at CERFACS
is used. This so-called AVBP-RG is built upon the classical solver AVBP used for
ideal-gas simulations [212]. Its development was initiated during the PhD of Schmitt,
who validated it on reactive and non-reactive cases [198, 213], some of which in the
Mascotte test rig [199, 200]. AVBP-RG was further improved later [164, 166], and was
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used to study LRE thermoacoustic instabilities in a number of complex cases, generally
yielding a good agreement with experimental observations [204, 206, 209].
5.2.1 Navier-Stokes equations
Similarly to ideal-gas CFD solvers, AVBP-RG resolves the compressible, reactive, multi-
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[Jj,k] + ω̇k. (Species k conservation) (5.5)
where ρ =
∑
k ρk is the density, uj is the j
th component of the velocity, p is the static
pressure, E is the energy, Yk is the mass fraction of species k, τij is the viscous tensor, qj
is the jth component of the energy flux, Jj,k is the j
th component of the of the diffusive
flux of species k, ω̇T is the heat-release due to combustion, and ω̇k is the reaction rate





where ∆h0f,k is the enthalpy of formation of species k at temperature T0. The species











where the diffusion coefficient Dk is computed by assuming constant Schmidt numbers
Sck: Dk = µ/Sck, with µ the dynamic viscosity. In Eq. (5.7), V
c
i is a correction










In multi-species flows, this correction term affects the heat-flux that has to account for

















Heat flux through species diffusion
(5.9)
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where λ is the mixture heat conductivity, and hk the mass enthalpy of species k. The





















Finally, this set of equations should be completed by a thermodynamic EoS, that is
here the SRK equation defined in Eq. (5.1).
At this stage, the entirety of the terms in the previous equations and their compu-
tation have been detailed, with the exception of:
• The species reaction rates ω̇k, whose modeling is the object of Sec. 5.3.
• The mass enthalpy hk, and other thermodynamic variables, that directly depend
on the EoS. The method to compute those is given in Sec. 5.2.3.
• The transport coefficients λ and µ that are also detailed in Sec. 5.2.3.
In Chapter 8, AVBP-RG is used to perform a DNS, that consists in resolving the set of
equations described above, without a need for further modeling. In Chapters 6 and 7
AVBP-RG is used to carry out a series of LES, whose methodology is explained below.
5.2.2 Filtered LES equations and subgrid-scale modeling
The LES concept lies in a phenomenological interpretation of the Kolmogorov cascade,
asserting that in turbulent flows, the largest scales that contain the most energy dis-
sipate this latter by breaking-down into finer and finer scales containing less and less
energy, down to the smallest possible scale called the Kolmogorov length. Pragmati-
cally, it therefore appears natural to fully resolve the energy-containing scales, that is
the largest ones, and to replace the small ones by cheaper models. More formally, this
idea leads to decomposing any flow variable f as f = f+f ′, where f is the resolved part,
and f ′ is the unresolved or subgrid-scale (SGS) part. Mathematically, f corresponds
to a spatial low-pass filtering of f . These considerations are illustrated in Fig 5.7. In
addition, dealing with variable density flows requires to introduce the mass-weighted
Favre filtering of f as f̃ = ρf/ρ. Applying the Favre filtering to the set of equations
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Figure 5.7: Left: schematic representation of the effect due to the LES filtering
on the temporal evolution of a flow variable f at a given point in the compu-
tational domain. Right: schematic representation of the effect due to the LES
filtering on the spatial pattern of a flow variable f .
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] + ω̇k (5.15)
where the subscript t denotes turbulent quantities that require a modeling, as detailed
below. Additionally, any nonlinear quantity of the form fg or f̃g is a priori unknown
and needs to be evaluated through some approximation. Note that these models are
here identical to that of an ideal-gas LES. For some of these terms it is indeed quantita-
tively justified to retain the same SGS models as in real-gas flows [215], on the contrary
for others this choice is dictated by the absence of reliable models specifically derived
for real-gas conditions, which is still the subject of current research efforts [216].
The Reynolds tensor
The first turbulent term requiring modeling is the Reynolds stress tensor τij
t; this is
achieved thanks to the turbulent viscosity, or Boussinesq’s hypothesis [217]. This leads
to:
τij








In this work, the turbulent SGS viscosity νt is obtained thanks to the SIGMA model [218]:
νt = (Cσ∆)
2σ3(σ1 − σ2)(σ2 − σ3)
σ21
(5.17)
where Cσ = 1.35, ∆ is the cube-root of the cell volume, and the σi are the singular
values of the tensor G built from the resolved velocity gradient g: G = tgg.
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The SGS diffusive species flux vector
The second turbulent term that requires to be modeled to close the problem is the SGS























where the turbulent Schmidt number Stc,k = 0.7 is the same for all species. The turbu-











The SGS heat flux vector




t = ρ(ũiE − ũiẼ) (5.21)









t ˜̄hk , with λt = µtCp
P tr
(5.22)
where the turbulent Prandtl number is fixed to P tr = 0.7.
The filtered viscous terms
A few additional filtered quantities appear in the set of LES conservation equations
(Eq. (5.13) to Eq. (5.14)) and need to be calculated. The laminar filtered stress tensor
τij is computed through simple 1
st-order approximations [219]:
τij ≈ 2µ(S̃ij −
1
3











where the filtered viscosity µ is approximated as µ(T ) ≈ µ(T̃ ). The filtered diffusive




















These equations are obtained by assuming that the spatial variations of molecular
diffusion are negligible and can be modeled thanks to simple gradient assumptions.
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The filtered inviscid terms
A single filtered inviscid term appearing in Eq. (5.14) needs further developments to
be computed. Similarly to the filtered viscous terms, it is evaluated based on 1st-order
approximation:
ujPδij ≈ ũjPδij (5.26)
Note that no combustion model is used in this work, or in other words the filtered
reaction rates ω̇k are directly computed from the available filtered variables following
the Arrhenius law without further assumptions. This choice is based on the observation
that diffusion flames, which include the LRE flames studied in this work, self-adapt to
the mesh that is provided. It is therefore not necessary to use combustion models
such as the thickened flame employed for premixed flames LES [219]. This approach,
however, ignores the SGS effects, which may be significant and alter the flame length.
In the present simulations, the grid is considered sufficiently resolved to limit these SGS
effects.
Finally, the set of governing equations composed of Eq. (5.2) to Eq. (5.5) in the
case of a DNS, or Eq. (5.12) to Eq. (5.15) in the case of a LES, is integrated thanks
to numerical schemes. In this work, the schemes that are used belong to the class of
Two-step Taylor-Galerkin finite element schemes [220]: in Chapter 6 and Chapter 7 the
TTG4A scheme (3rd-order in space and 4th-order in time) is used, while in Chapter 8
the TTGC scheme (3rd-order in space and time) is employed.
5.2.3 Adaptations for real-gas flows
In the previous paragraph, the only apparent difference due to real-gas flows is the
use of the SRK EoS of Eq. (5.1). A number of additional adaptations are nonetheless
necessary to deal with transcritical and supercritical conditions. Those are listed below.
Computation of thermodynamic variables
In the DNS or LES conservation equations presented above, a number of thermody-
namic variables appear: for instance the heat capacity Cp, the species mass enthalpy hk,
the sensible energy es, etc. For a low-pressure ideal-gas, such thermodynamic variable
F only depends on the temperature and the mixture: F = F 0(T, Yk), in which case
F 0 is computed thanks to the tabulation of coefficients over the temperature range of
interest. In a high-pressure real-gas, F depends also on the density, which is accounted
for thanks to a departure function ∆F (ρ, T, Yk) [165]:
F (ρ, T, Yk) = F
0(T, Yk) + ∆F (ρ, T, Yk) (5.27)
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An analytical expression for the departure function ∆F (ρ, T, Yk) is obtained by inte-
grating the differential dF along a thermodynamic path, and by using the fact that any
integral over a closed contour is zero.
Computation of transport coefficients
For a low-pressure ideal-gas, the mixture dynamic viscosity µ only depends on the
temperature such that µ = µ0(T ), and µ0 is computed thanks to a power-law:






where µref is a reference viscosity value at a reference temperature Tref . The conduc-
tivity λ = λ0(T ) is computed thanks to the constant Prandtl number (Pr) assumption:
λ0 = µ0Cp/Pr. For a high-pressure real-gas, µ and λ depend on the density and their
computations are then performed thank to Chung method [221, 222], which writes:
µ = µ0(T ) F1(T, ρ, TC , ρC , ω) (5.29)
λ = λ0(T ) F2(T, ρ, TC , ρC , ω) (5.30)
where F1 and F2 are semi-empirical correction functions accounting for high pressure
deviation. For a multi-species fluid, the critical parameters (denoted with subscripts
C) are replaced by their pseudo-critical counterparts, calculated according to simple
mixture-averaging rules [223].
Boundary conditions
Many boundary conditions in AVBP-RG are based on the Navier Stokes Charac-
teristic Boundary Condition (NSCBC) [224] formulation. This formalism requires to
convert the conservative variables ρ, ρui, ρE, ρYk into the characteristic variables (i.e.
waves). This conversion is highly dependent on the thermodynamics and needs to be
adapted for a real-gas (see [198, 200] for more details).
Numerical scheme
The TTGC and TTG4A numerical schemes used to integrate the conservation equa-
tions require the computation of the convective flux Jacobian. This matrix involves
thermodynamic variables, and therefore needs to be adapted for real-gas flows (further
details can be found in [198, 200]).
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Artificial viscosity
The centered schemes implemented in AVBP are known to produce spurious oscil-
lations, called wiggles, in the vicinity of large gradients. Is is therefore necessary to
selectively damp these fluctuations, which is achieved thanks to the addition of an arti-
ficial viscosity. In AVBP, two type of artificial viscosities are used: a 2nd-order viscosity
that is based on a sensor intended to identify the regions of large gradients, and a back-
ground 4th-order hyper-viscosity applied uniformly in the domain. For typical gaseous
flames, the viscosity sensor is usually designed to identify the flame region, since it is
where the largest gradients are located. On the contrary, in real-gas flows large density
gradients may also exist in the pseudo-vaporization region, which necessitates a refor-
mulation of the viscosity sensor. In addition, the real-gas artificial viscosity cannot be
applied in the same fashion as the ideal-gas one: indeed, a variation of thermodynamic
variable caused by the artificial viscosity may trigger even larger oscillations of other
variables, due to the strongly nonlinear EoS. These observations led to the develop-





∣∣∣∣ ρ̂− ρ0.01ρ − ξ
∣∣∣∣ (5.31)
where ∆t is the time-step, ∆x the characteristic cell size, ξ an activation threshold, and
f̂ = K ∗ f is a spatial filtering of the variable f . The selective filter K is built from the
composition of a reference filter G with its approximate deconvolution, as in [225]. The
effective 2nd-order viscosity is then applied to the conservative variables proportionally
to the sensor Sρ (with the addition of some limiters for species mass fractions). In the
case where the fluid is highly non-ideal (i.e. the compressibility factor Zth = p/(ρrT )
is low: Zth < 0.9) the artificial viscosity is applied in a non-conservative way to the
pressure p, rather than to the energy ρE.
5.3 Derivation of a kinetic mechanism for CH4 combus-
tion in LRE conditions
A point that was not discussed in the previous sections is the computation of the reac-
tion rates ω̇k in Eq. (5.5). Most previous studies dealing with LRE combustion employed
global schemes, or infinitely fast chemistry based on tabulated equilibrium [199, 200].
However, these simplified chemistry models are known to produce large errors and to
induce serious limitations, for instance due to their inability to accurately account for
flame quenching. This limitation is even more restrictive in the study of flame dy-
namics, where the reaction front may be submitted to wildly fluctuating strain rates.
Unfortunately, fully detailed kinetic mechanisms are still too costly for LES, and very
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few reduced mechanisms have been derived and validated for CH4/O2 combustion in
conditions relevant to those found in LREs. One of the first goals of this work therefore
consists in deriving an Analytically Reduced Chemical (ARC) scheme that: (1) yields
an acceptable accuracy in comparison to detailed chemistry, and (2) is compact enough
to be utilized in costly LES computations.
The reduction of a mechanism from a detailed one is based on the Directed Relation
Graph Error Propagation (DRGEP) algorithm proposed by Pepiot et al. [226]. It
proceeds in four stages:
1. One or several reduction cases are defined. Here, these cases consist of two one-
dimensional counterflow CH4/O2 diffusion flames at P = 54 bar and P = 90 bar,
respectively. Other parameters are the same for both flames: the global equiva-




O2 = 200 K, and the
global strain rate is a = 1000 s-1. These parameters are deemed representative
of combustion in LRE conditions, and the two distinct pressures are intended to
yield a reduced mechanism valid over a large pressure range. For each reduction
case, a set of reduction targets is also defined. Here, the reduction targets are
the integrated heat-release, the maximum temperature, and the spatial profiles
of a few species of interest, including the reactants and key products (H2O, CO,
CO2).
2. Species are progressively removed from the mechanism, by identifying species
removals that do not contribute to large errors on the reduction targets. Once
the committed error reaches a user-defined threshold, the species removal process
is stopped.
3. The number of reactions in the mechanism is decreased following the same strat-
egy.
4. A number of additional quasi-steady-state (QSS) species are identified, essentially
based on their fast reaction rates. These species are not transported in the subse-
quent LES or DNS, but are still used in the computation of the chemical reaction
rates.
A large number of reduction strategies were attempted by modifying the reduction cases
as well as the targets of interest. Only the one that provided the best overall results is
discussed here. Note that the counterflow diffusion flame computations required by the
reduction process, as well as other verifications presented below, are performed in ideal-
gas conditions. This simplification is based on previous flame structure analyses [227,
228] showing that cryogenic reactants undergo a pseudo-vaporization before entering
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the reaction zone. Thus, chemical reactions occur in a light supercritical fluid, whose
thermodynamic properties do not strongly differ from that of an ideal-gas.
In order to maximize the chances of obtaining an accurate yet compact ARC mech-
anism, the reduction procedure is attempted on several detailed schemes, that were
validated beforehand for high-pressure methane combustion. Those include the widely
known GRI3.0 [229] specifically designed for methane combustion, the Jerzembeck
mechanism [230] valid for high-pressure high-temperature combustion of alcanes rang-
ing from methane to heptane, the 17 species Lu skeletal mechanism [231], the RAMEC
mechanism [232] purposely developed for high pressure methane kinetics in ramjet
combustors, and the Zhukov mechanism [233]. A preliminary chemical equilibrium
computed at T = 200 K, P = 54 bar and φ = 1 with the GRI3.0 shows the existence of
10 species in non-negligible proportions; it is therefore reasonable to target a reduced
mechanism comprising 10 transported species. Any larger ARC scheme is then sys-
tematically deemed too expensive to be used in LES computations. For instance, the
reductions of the RAMEC and the Zhukov detailed schemes yield reduced mechanisms
comprising at least 15 species, which are then discarded in the following. Three high-
pressure (HP) ARC schemes are therefore retained: the JHP (10 transported species,
39 reactions, 3 QSS species) reduced from the Jerzembeck detailed model, the GRIHP
(9 transported species, 82 reactions, 7 QSS species) reduced from the GRI3, and the
LUHP (9 species, 51 reactions, 3 QSS species). Discarding the mechanism reduced from
the RAMEC may appear disputable: indeed, the RAMEC was validated against shock
tube experimental data in a large pressure range comprised between 40 bars to 240
bars, and for mixtures with relatively low dilution level (about 70%). On the contrary,
high-pressure experimental validations of the GRI3.0 are rather modest: it was for in-
stance evaluated on a 84 bars shock tube auto-ignition for a CH4/O2 mixture diluted
in 98% of Argon [234]. Thus, the choice of discarding the mechanism reduced from the
RAMEC while retaining the GRIHP is intended to reduce as much as possible the cost
of the following LES and DNS.
In the purpose of selecting the best ARC mechanism, in terms of accuracy and
computational cost, a series of a posteriori evaluations is conducted by comparing
the reduced mechanisms to the GRI3.0 that serves as a reference. These comparisons
are carried out on counterflow CH4/O2 diffusion flames, as well as isobaric reactors,
over a large pressure range, and in thermodynamic conditions representative of LRE
combustion. Some of these comparisons are presented below. For information, they
also include the LU13 [231], a popular ARC mechanism commonly used for atmospheric
CH4/Air flames. Computations are performed with the Cantera software [235], and are
based on the ideal-gas EoS. Note that the validation cases considered here do not include
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any premixed flames, as LRE combustion is usually dominated by the non-premixed
regime.
Figure 5.8 shows comparisons between the auto-ignition delay times τAI in an iso-
baric reactor at P = 54 bar, for each one of the mechanisms under consideration. Two
conditions are considered: a stoichiometric mixture (φ = 1) and a mixture at φ = 0.45,











Figure 5.8: Comparison of the ignition delay time τAI in an isobaric CH4/O2
reactor at P = 54 bar, as a function of the initial temperature, for the five
kinetic schemes considered. Left: φ = 1. Right: φ = 0.45.
of roughly one order of magnitude in comparison to the GRI3.0 reference, which indi-
cates that this ARC mechanism is limited to atmospheric CH4/Air flames and is not
applicable for high-pressure oxycombustion. This point justifies the need to specifically
derive a reduced mechanism for LRE conditions. The reduced JHP scheme produces
even larger discrepancies than the LU13, with an ignition delay time over-estimated
by 3 orders of magnitude at low temperatures. This poor accuracy disqualifies it for
the subsequent multi-dimensional CFD simulations. On the contrary, the LUHP and
the GRIHP yield acceptable agreements with the GRI3.0 reference. As LRE coaxial jet
flames are usually highly strained, it is necessary to assess the behavior of the consid-
ered mechanisms over a wide range of strain rates. This is illustrated in Fig. 5.9, where
a series of CH4/O2 counterflow diffusion flames at P = 54 bar are computed for strain
rates ranging from a = 1 s-1 to a = 7 × 104 s-1. The total heat-release rate integrated
over the one-dimensional domain is nearly identical for all four schemes considered,
which suggests that these kinetic models respond in a similar fashion to a strain rate
increase. A key characteristic of a mechanism is the order of magnitude of its smallest
chemical time-scale dtmin, as this parameter directly influences the time-step that must
be used in an unsteady CFD simulation. In Fig. 5.8 (right) it is shown that the chem-
ical time-scale (computed as dtmin = mink minx |Yk(x)/ω̇k(x)|) of the LUHP is several
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Figure 5.9: Left: comparison of the integrated heat-release rate between 4
of the kinetic schemes considered, for a series of CH4/O2 counterflow diffu-
sion flames at increasing strain rate a (other parameters are: P = 54 bar,
T injCH4 = T
inj
O2 = 200, φg = 1). Right: comparison between the smallest chemi-
cal time scale dtmin of four of the kinetic schemes considered, for the same set
of counterflow diffusion flames.
times smaller than that of other reduced mechanisms. Integrating the chemical source
terms in a DNS or a LES thanks to the LUHP would therefore require a much smaller
time-step, which would in turn significantly increase the computational cost.
In the light of these observations, the GRIHP ARC mechanism appears as achiev-
ing an acceptable trade-off between accuracy and cost: it is therefore implemented in
AVBP and used in the multi-dimensional CFD computations presented in the next
chapters. Further validation of this reduced kinetic model are provided in Fig. 5.10,
where it is compared to the GRI3.0 on the structure of a CH4/O2 counterflow diffu-
sion flame at P = 75 bar and a = 1000 s-1. The heat release profiles obtained with
both mechanisms are quite similar, presenting three reaction peaks: a primary peak
in the rich side of the flame (Z = 0.25), a secondary weaker peak in the lean side
(Z = 0.07), and an endothermic zone in the rich side (Z = 0.3). In both cases, the
thickness of the primary reaction peak in the physical space is 125 µm. Although the
reduced mechanism tends to underestimate the maximum temperature (-2.5%), and to
overestimate the primary reaction peak (+20%), an overall satisfactory agreement is
observed. The flame displayed in Fig. 5.10 is expected to be roughly representative of
combustion modes encountered in the following numerical simulations. It is in particu-
lar used in Chapter 8 as a reference for comparison. Note that the average volumetric
heat release rate is Ω̇0 = 3.5× 1011 W/m3, and the heat release per flame surface area
is Φ0 = 40.4 MW/m
2 (obtained by integration over the flame thickness).
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Figure 5.10: Comparison between flame structures obtained with GRI3.0 (dark
lines), and the reduced GRIHP scheme (light lines), for a CH4/O2 counterflow
diffusion flame at P = 75 bar, φg = 4, injection temperatures T inj = 200 K, and
strain rate a = 1000 s-1. Normalized mass fraction profiles of selected species
(left), temperature and heat release (right) are presented in mixture fraction
space (computed with Bilger’s definition [236]). Vertical lines represent the
stoichiometry Z = 0.20.
5.4 Conclusion
The characterization of cryogenic flame response to acoustic oscillations is a notoriously
challenging problem, which explains why flame dynamics in LRE conditions are not
as thoroughly understood as in gas turbines. On one hand, the extreme conditions
encountered in LRE combustion chambers render any experiment costly and limit the
availability of advanced diagnostics. On the other hand, the non-ideal thermodynamics
represent a major difficulty for CFD solvers, which must not only account for modified
transport properties, but also employ specific numerical procedures to deal with the
resolution of large thermophysical gradients. The real-gas version of AVBP is one of the
few LES solvers that has these characteristics and that has been validated on a sufficient
number of relevant cases. Similarly, the Mascotte test rig is arguably one of the most
widely documented in the literature related to LRE thermoacoustic instabilities. The
essence of the present work therefore consists in combining these two well-known tools to
investigate flame dynamics in the doubly-transcritical regime, a set of thermodynamic
conditions that has been left largely unexplored, but that is nonetheless likely to occur
in future LREs.
Interestingly, anterior research efforts mostly studied the dynamics of supercritical
coaxial jet flames subjected to large amplitude transverse acoustic waves, for only a
very few forcing frequencies. Strong acoustic perturbations have the merit of generating
clearly visible dynamics, thus permitting macroscopic analyses of the dark core or the
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flame surface evolution, as in [202, 203, 204, 207]. However, intense excitations may
trigger nonlinear phenomena, such as flame response saturation or higher-harmonics
generation, that are not characteristic of the small fluctuations that exist at the onset
of an instability. As a result, previous works were mostly restricted to qualitative
examinations: they did not compute a Flame Transfer Function (FTF) relating the
fluctuations of heat-release to the acoustic forcing over a wide range of frequencies,
nor did they provide sufficient quantitative information to guide the development of
analytical flame response models. Thorough theoretical investigation of diffusion jet
flames dynamics were conducted [58, 59, 237], but only for gaseous laminar systems
which are too distant from LRE combustion. It is also worth mentioning that the vast
majority of previous computational studies related to cryogenic flame were performed
with simplified chemical kinetic models, as well as adiabatic boundaries.
To complete earlier research, considerable computational resources are employed
in the present work (about 40 million cumulated CPU hours). These significant assets
allows for the exploration of a number of ambitious directions, with the intent of pushing
the frontiers of existing knowledge related to flame dynamics in LRE conditions. These
research efforts include:
• The first LES of a doubly-transcritical LO2/LCH4 coaxial jet flame, based on a
detailed chemical scheme.
• One of the first attempts to compute and analyze a complete FTF of a cryogenic
coaxial jet flame over a wide frequency range.
• The clear identification of nonlinear flame response mechanisms caused by large
amplitude acoustic oscillations.
• One of the first attempts to study the effects of flame-wall interaction on the an-
choring mechanism of a LO2/LCH4 flame thanks to a DNS with complex chem-
istry combined with an unsteady conjugate heat transfer problem.
These numerical simulations and their results are the object of the next chapters.
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In this chapter, LES are used to study the linear response of a doubly-transcritical
LO2/LCH4 coaxial jet flame subjected to fuel inflow acoustic harmonic oscillations.
The geometry and the operating conditions are that of the academic test rig Mascotte,
introduced in the previous chapter. The simulations are performed with the real-gas
version of the AVBP solver, and use the complex kinetic scheme for CH4 high-pressure
oxycombustion that was derived earlier. After a brief description of the numerical
setup, unforced simulations are used to analyze the overall flame topology, its principal
features, as well as its intrinsic dynamics. The existence of three self-sustained hydro-
dynamic modes is evidenced. Then a series of forced LES, where the methane injector
is modulated by small-amplitude harmonic acoustic waves, provides a thorough insight
into the flame linear response for a wide range of forcing frequencies, spanning from
approximately 1kHz to 20kHz. Local Flame Transfer Functions (FTF) are computed
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and analyzed: regions of preferential heat-release response are observed to be highly de-
pendent on the forcing frequency. The interaction between the forced and the intrinsic
flame dynamics is also assessed. Then, an analysis based on a flame sheet assumption
is conducted to distinguish the main sources of heat release fluctuations: the primary
contribution comes from the species diffusivity oscillations, while the density variations
have a negligible effect. The second largest contributor is either the mixture fraction
gradient or the flame surface area, depending on the forcing frequency. The FTFs are
expected to be useful for thermoacoustic Low-Order Models or Helmholtz solvers, and
the subsequent analysis has the potential to guide future development of analytical mod-
els for flame dynamics in LREs.
6.1 Numerical setup
The geometry of interest if the academic Mascotte test bench introduced in the pre-
vious Chapter (Fig. 5.6), that is the subject of an extensive literature related to LRE
combustion. Its operating conditions, given in Tab. 5.1, are similar to those of the
point T1 in [194] at the exception of the pressure that is increased to 75 bar. Most
importantly, both reactants (O2 and CH4) are injected as dense cryogenic fluids, which
characterizes the doubly-transcritical regime. The real-gas version of the LES solver
AVBP (see Sec. 5.2) is employed to solve the three-dimensional reactive, multi-species,
and compressible Navier-Stokes equations, with non-ideal thermodynamics modeled
thanks to the Soave-Redlich-Kwong (SRK) equation of state of Eq. (5.1). The TTG4A
finite-element scheme [220] (3rd order in space, 4th in time) adapted for real-gas con-
ditions is used. The σ-model [218] closes the subgrid stress tensor. Reaction kinetics
are based on the complex mechanism for high-pressure CH4 oxycombustion that was
reduced from the GRI3.0 mechanism in Sec. 5.3. The LAD density-based selective sen-
sor is used to damp spurious numerical oscillations, by adding an artificial viscosity in
the regions of large thermophysical gradients.
The computational domain, recalled in Fig. 6.1 for convenience, is a parallelepipedic
chamber with a coaxial injector at its backplate that comprises a central round injection
of liquid oxygen (diameter DO), surrounded by an annular injection of liquid methane
(width WF ). Those are separated by a tapered lip of thickness δl at its tip. The
boundary conditions for the simulation are shown in Fig. 6.1-(b). One-seventh power-
law velocity profiles and synthetic turbulence [238] are imposed at both fuel and oxidizer
inlets through NSCBC boundary conditions [224]. The mean bulk injection velocities of







on the circumstances. Note that the O2 inflow is roughly one order of magnitude slower
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Figure 6.1: (a) Three-dimensional view of the computational domain corre-
sponding to the Mascotte test rig. (b) Closeup view of the near injector region.
The symbols detail the boundary conditions in the simulation (WL: Law of the
Wall, WNS: Resolved No Slip Wall).
than the CH4 stream. When necessary, acoustic wave modulation at the fuel inlet is
applied with the method proposed in [239]. All wall boundaries are assumed adiabatic.
The walls of both O2 and CH4 injection channels that are located near the injector
exit plane are resolved, and no-slip conditions are applied. The tip of the injector lip
is also resolved. On the contrary, the upstream portions of the injection lines are not
resolved and are rather modeled with a classical Law of the Wall. It is a posteriori
verified that the wall coordinate y+ is between 2 and 7 at the lip tip, and between 5
and 10 in the reactants injection channels. Counterintuitively, the region near the lip
of the injector is not the most constraining regarding the near-wall mesh resolution:
indeed, the temperature is high in this region due to the presence of the flame, which
yields a larger viscosity and thus a lower y+. Conversely, the very low viscosity in the
cryogenic reactants injection lines gives larger y+.
Computations are performed on a 3D unstructured mesh of 40 million tetrahedral
cells, shown in Fig. 6.2. This mesh is generated thanks to the following strategy:
• A first preliminary LES is performed on a coarse 10 million cells mesh, until the
flame is stabilized.
• Physically relevant metrics are computed based on the coarse averaged solution.
Here, these metrics are the averaged temperature field, indicating the flame brush,
as well as the LIKE criterion [240] which marks the kinetic energy dissipation in
the CH4 annular jet.
• The coarse grid is then remeshed thanks to the adaptive mesh refinement algo-
rithm contained in the open-source library MMG [241, 242], which selectively
adds cells in regions identified by the physical metrics previously computed.
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Figure 6.2: Visualization of the 40 million cells mesh used in the LES, with
characteristic cell sizes indicated. Left: flame region. Right: closeup view of
the near-injector region.
The mesh resolution is δl/30 in the near-injector region, which corresponds to cells of
a few micro-meters. Note that this cell size is several times smaller than the thickness
of the one-dimensional counterflow flame displayed in Fig. 5.10, for which the strain
rate (a = 1000 s−1) is deemed representative of that in the present simulations. The
resolution is progressively coarsened downstream.
6.2 Flame topology and intrinsic dynamics
In order to provide a better understanding of the flame response to acoustic pertur-
bations, this section first describes the unforced flame topology, as well as its intrinsic
dynamics. This simulation was run and averaged over 25 ms, which is roughly 10 con-
vective times necessary for a particle of fluid in the slow O2 jet to reach the end of the
flame.
6.2.1 Global flame topology
Instantaneous solutions are presented in Fig. 6.3, and averaged fields of density, axial
velocity, and OH radical mass fraction are shown in Fig. 6.4. Remarkable features
characteristic of confined cryogenic coaxial jet flames are observed. The dense O2 core
extends over a considerable length in the chamber, before being completely vaporized
in a region of intense pseudo-boiling located between x = 1.5DO and x = 4D0 from
the injector exit (Cp contour in Fig. 6.4). Contrarily, the annular CH4 jet experiences
an earlier pseudo-boiling between x = 0.5DO and x = 2DO, such that downstream of
this location the fuel stream is in a light gaseous state. The dark core vaporization
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Figure 6.3: (a) Yellow: instantaneous isosurface of temperature T = 2000K
colored by axial velocity, blue: isosurface of density ρ = 0.5ρ0O2 colored by
axial velocity, green: isosurface of Q-criterion Q = (u0CH4/W F )
2
. (b) Two-
dimensional instantaneous fields of density (blue), axial velocity (green, only in
the lower-half), and OH mass fraction (yellow). Red lines are contours of heat
capacity Cp, the dark line marked by a square is the contour of stoichiometric
mixture fraction Z = Zst = 0.2. Lines with arrows are the flow streamlines.
CCH4p and C
O2
p are the reactants heat capacities in their respective injection
conditions.
induces a significant dilatation of the oxidizer flow, which in turn provides radial mo-
mentum to the surrounding flame and light methane jet. As a result, this one mixes
with hot combustion products, is pushed outwards, and the streamlines deviate from
their original trajectory to impinge on the chamber wall. The impact of this fast and
light fluid on the solid boundary generates two large recirculation zones: the Central
Recirculation Zone (CRZ) and the Lateral Recirculation Zone (LRZ). Upstream of this
divergence, the CH4 annular jet has a constant opening angle of 17
◦, while the flame
(mixture fraction contour in Fig. 6.4) is narrower with a nearly constant opening angle
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Figure 6.4: Averaged fields of density (blue), axial velocity (green, only in the
lower-half), and OH mass fraction (yellow). Red lines are contours of heat
capacity Cp, the dark line marked by a square is the contour of stoichiometric
mixture fraction Z = Zst = 0.2. Lines with arrows are the flow streamlines.
CRZ: Central Recirculation Zone, LRZ: Lateral Recirculation Zone.
of 5◦. The flame lies in a region of low axial velocity, and its thin flame brush indicates
that it is relatively stable with limited displacements. Its length is Lf = 13.3DO, and
it terminates abruptly in a region where it encounters the strong adverse flow of the
CRZ.
Figure 6.3 reveals rich dynamics in the physical processes described above. Jet
breakup causes detachment of pockets of cryogenic O2 from the dark core, which results
in intermittent vaporization and mixing. Isosurfaces of Q-criterion evidence vortex
rings that are formed at the methane injector exit and convected downstream in the
annular jet with a clearly identifiable wavelength. The flame surface is also visibly
affected. These coherent wave-like patterns suggest the existence of strong intrinsic
hydrodynamic instabilities, which are the object of Sec. 6.2.3.
Mesh sensitivity assessment
This unforced LES is also used to evaluate the computation sensitivity to the mesh
resolution. Two simulations are performed on distinct meshes: Mesh 1 with 40 million
tetrahedral cells (used for most results in this work), and the second one with 80 million
tetrahedral cells. This latter grid was generated by applying the adaptive refinement
strategy of Sec. 6.1 to the former one. Averaged and RMS radial profiles are displayed in
Fig. 6.5. An overall satisfactory agreement is observed, even on usually highly sensitive
quantities such as the heat-release rate (Fig. 6.5-(d),(k)) or the RMS of OH mass
fraction (Fig. 6.5-(g),(n)). Most importantly, the flame mean position and thickness
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Figure 6.5: (a)-(g) Comparison between averaged axial velocity u, radial ve-
locity ur, density ρ, heat-release rate ωT , axial velocity RMS uRMS, radial
velocity RMS ur,RMS, and OH mass fraction RMS Y OH,RMS computed on
both meshes, at the axial location x = 3.3DO. (h)-(n) Same, at the axial
location x = 8.8DO.
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are well captured on Mesh 1. The only noticeable difference is a slightly larger opening
angle of the methane annular jet on Mesh 2 (18.5◦ instead of 17◦ on Mesh 1). The wider
annular jet is related to a slightly shorter O2 dark core on Mesh 2 (Fig. 6.5-(c),(j)),
attesting an earlier oxidizer pseudo-boiling. However, these differences are minor and
are not expected to significantly affect the flame forced dynamics.
6.2.2 Near-injector region
In LRE cryogenic flames, the anchoring of the flame root at the coaxial injector lip is
known to have first-order effects on the overall flame topology, as well as on its response
to acoustic perturbations. The unforced LES solutions are therefore used to examine
the stabilization mechanisms of the flame root. Figure 6.6 shows time-averaged and
instantaneous near-injector fields. The flame anchoring is strongly influenced by the
Figure 6.6: Left: near-injector averaged field of temperature. The blue lines
near the O2 and the CH4 streams are density isolines at ρ = 0.9ρ
0
O2 and
0.9ρ0CH4, respectively. White lines are heat-release rate ω̇T isolines. Dark
lines with arrows are streamlines. PIRZ: Post-Injector Recirculation Zone.
TRZ: Tapering Recirculation Zone. Right: near-injector instantaneous fields
of temperature (red-dark) and density (blue-dark). White lines with arrows
are flow streamlines.
use of adiabatic boundary conditions: the reactive layer is indeed directly attached
onto the injector lip, with instantaneous wall temperatures reaching 4000 K, and as a
result no triple-flame is observed. When it exits the injector, the high-momentum dense
CH4 jet not only creates a Post-Injector Recirculation Zone (PIRZ), but also pushes
the flame towards the O2 stream. This backflow induces a lip Tapering Recirculation
Zone (TRZ2) located beneath the lip near its tip. A second oppositely rotating TRZ
(TRZ1) is generated upstream by the oxidizer flow detachment from the injector wall.
This flow detachment, induced by the lip tapering angle, directly influences the O2
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pseudo-boiling, as it coincides with a sharp density decrease that marks the frontier of
the oxidizer dense core (ρ = 0.9ρ0O2 in Fig. 6.6, left).
The two counter-rotating recirculation zones TRZ1 and TRZ2 play a fundamental
role on the strong anchoring of the flame root, as they induce a low-velocity region con-
fined between the dense O2 core and the injector lip. This region acts as a pre-burning
gas reservoir enhancing the O2 pseudo-vaporization, that directly supplies oxidizer to
the reactive layer stabilized in the wake of the lip. Note that the formation of this
pocket of light fluid is also very dependent on the thermal boundary condition, since
it may loose heat through the walls. This anchoring mechanism, and in particular the
effect of Flame-Wall Interaction, is the object of further investigations in Chapter 8.
6.2.3 Intrinsic flame dynamics
The examination of the unforced flame topology in Sec. 6.2.1 suggested the existence of
elaborate intrinsic dynamics. Since these self-sustained oscillations may interact with
the flame response to imposed acoustic perturbations, it is necessary to thoroughly
characterize them beforehand. In this matter, Fourier analyses of a set of time-signals
recorded at different locations in the computational domain (not shown here) evidence
the occurrence of clearly identifiable frequencies on several flow variables. In order to
gain a better insight into the spatio-temporal features of these self-sustained oscillations,
three-dimensional Dynamic Mode Decomposition [243] (DMD) of the heat-release rate
ω̇T , the density ρ, and the axial velocity u are computed. The three resulting DMD
spectra (i.e. the L-2 norm of the modes) are shown in Fig. 6.7. Three distinct modes
are expressed on at least two of the flow variables of interest: two low-frequency modes
at f = 480 Hz and f = 800 Hz are visible on the density and the heat-release spectra.
A significantly higher-frequency band of activity is centered around a third mode at
f = 14600 Hz, and is observed on all three variables. Note the presence of another peak
in the density spectrum at roughly 1600 Hz; however, since this mode is not expressed
on other variables, it is not discussed in the following.
The spatial structure of the first mode at f = 480 Hz is displayed in Fig. 6.8. It
comprises significant density variations in the O2 core, that originate from the tapered
portion of the lip, a region characterized by an intense oxidizer pseudo-boiling. At the
exit of the injector, the density mode structure consists of a few straight segments,
which then combine into two main branches. These branches then start to roll-up
from x = 2DO, which corresponds to the limit of the dense O2 core (see Fig. 6.4),
and ultimately disintegrate downstream. These observations suggest that this mode
corresponds to a jet break-up hydrodynamic instability occurring in the cryogenic cen-
tral stream. Its longitudinal wave-length is roughly Lf/3 (see Fig. 6.8, right), which
corresponds to an approximate frequency fapp ≈ 3uO2/Lf , where uO2 is the center-line
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Figure 6.7: Three-dimensional Dynamic Mode Decomposition spectra of the
heat-release rate ω̇T , the density ρ, and the axial velocity u. For all vari-
ables, the mean fields are subtracted before computing the DMD. The result-
ing modes are then normalized such that their respective moduli at the first







Figure 6.8: Real part of the first DMD mode at f = 480 Hz. Left: isosurface
ρ = 20 kg/m3 (red) and ρ = −20 kg/m3 (blue) of the density mode. Right:
two-dimensional cut of the first density mode (purple-green) superimposed on
the first heat-release mode (blue-red).
velocity. Using the velocity value from Fig. 6.5-(a,h) yields fapp ≈ 507 Hz, which is rel-
atively close to the DMD frequency. The jet-breakup also generates local heat-release
fluctuations, by pushing denser oxidizer pockets towards the flame front, that is in turn
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displaced outwards. The second mode at f = 800 Hz, shown in Fig. 6.9, has a very







Figure 6.9: Real part of the second DMD mode at f = 800 Hz. Left: isosurface
ρ = 15 kg/m3 (red) and ρ = −15 kg/m3 (blue) of the density mode. Right:
two-dimensional cut of the second density mode (purple-green) superimposed
on the second heat-release mode (blue-red).
characteristic of a jet-breakup. Its wave-length appears to be approximately Lf/6,
which suggests that it is the secondary jet-breakup instability, or equivalently the first
harmonic of the mode at 480 Hz.
The higher-frequency mode at f = 14600 Hz, shown in Fig. 6.10 presents a re-
markably different structure. Unlike the previous modes, it is expressed on all three
flow variables considered, in a region close to the annular CH4 jet exiting the injec-
tor. It generates variations of both density and velocity, in phase with fluctuations
of heat-release rate. This structure suggests that it consists of a double-layer of vor-
tex rings that are generated at the fuel inlet and are convected downstream along the
flow streamlines. This pattern is characteristic of a Kelvin-Helmholtz hydrodynamic
instability. A Strouhal number for this vortex shedding mode can be computed as
St = fWF /u
0
F ≈ 0.26, which is comparable to values usually observed for simple lami-
nar bluff-body flows. When vortices pass near the reactive layer, they perturb it, thus
resulting in heat-release oscillations. Interestingly, the inner layer of vortex rings is
convected over a longer length (≈ 2DO) than the outter layer (≈ 1DO). This specific
pattern can be explained by an examination of the mean flow strain rate presented in
Fig. 6.11. Note the nondimensionalization introduced here and used throughout this
chapter: the axial and radial length scales are normalized by the fuel injector width
WF (i.e. roughly the vortex core dimension at the injector exit), while the velocities
are normalized by that of the fuel injection u0CH4. The outer vortex rings layer lies
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Figure 6.10: Real part of the third DMD mode at f = 14600 Hz. Left: isosur-
face ρ = 60 kg/m3 (red) and ρ = −60 kg/m3 (blue) of the density mode. Right:
two-dimensional cut of the third density mode (purple-green) superimposed on
the third heat-release mode (blue-red).
0 1.8-1.80.10.050
Figure 6.11: Two-dimensional cut of superimposed instantaneous and time-
averaged solutions. The thin dark contours are instantaneous isolines of
Q-criterion, that are colored by the normalized azimuthal vorticity ω∗θ =
(ωθW F )/u
0
CH4 (blue-red). The gray colormap represents the normalized mean
flow strain rate |∇xur|∗ = (|∇xur|W F )/u0CH4, and the dark lines with arrows
are mean flow streamlines.
at the frontier of the LRZ, and is therefore subjected to a large tangential strain rate,
which in turn results in a faster dissipation induced by the intense shear stress.
These intrinsic unsteady phenomena may participate in the flame response to im-
posed acoustic perturbations, and it is therefore necessary to consider their potential
interaction with the imposed excitation to thoroughly describe the flame dynamics.
The interaction between the forced flame dynamics and the high-frequency vortex-
shedding mode at f = 14600 Hz is discussed in Sec. 6.5. On the contrary, as the first
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two jet breakup modes have frequencies that are significantly lower than that of usual
LREs thermoacoustic instabilities, they will be mostly ignored in the following. More
pragmatically, simulating the interaction between these low-frequency self-sustained in-
stabilities, and a high-frequency acoustic forcing would require to capture a sufficiently
large number of oscillation periods, which would result in a tremendous computational
cost. This task is deemed unfeasible with the available resources, and it is therefore not
considered below. Note however that in the subsequent analysis, the time-signals are
systematically detrended before computing a Fourier transform, such that the effect of
the low-frequency oscillations is attenuated as much as possible.
6.3 Linear flame response to fuel inflow acoustic modula-
tion
Distinct LES are performed to impose acoustic harmonic perturbations at the fuel inlet,
for 16 forcing frequencies f comprised in the range O(1kHz)-O(20kHz). The targeted




This pulsation is imposed through the method proposed in [239]: the actual fluctuating
inflow velocity may then slightly differ from Eq. (6.1) in order to avoid the reflection of
acoustic waves at the fuel inlet. Since the goal is to evaluate the flame linear response to
these modulations, the excitation amplitude Au0CH4 is low (A = 0.025), such that it is
characteristic of the onset of an instability. This linearity is a posteriori verified below.
Each simulation is run for at least 20 periods to ensure the dissipation of transients
and the convergence of Fourier statistics. Modulations at the oxidizer inlet are also
attempted, but no noticeable flame response is observed. Since the bulk inflow velocity
u0O2 is roughly one order of magnitude lower than u
0
CH4, such forcing produces very
small absolute value perturbations, which are difficult to detect using Fourier analysis
due to the ambient turbulent noise. As a result, it is not guaranteed that this apparent
absence of flame response to acoustic excitation of the oxidizer inflow is stemming from
a physical phenomenon, or simply the consequence of signals that are too weak to be
clearly quantified.
Due to the high-frequency of LRE thermoacoustic instabilities and the length of
coaxial jet flames, the heat-release region is not assumed acoustically compact (a usual
hypothesis for gas-turbine combustion): therefore all quantities depend on both the
forcing frequency f and the axial location x. In the following, normalized quantities
based on the flame length Lf and the fuel bulk inflow velocity uCH4 are introduced as:
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∗ = x/Lf . In addition, for any variable v the Fourier coefficient
at the forcing frequency f∗ is denoted v̂.
6.3.1 Flame Transfer Function
The imposed acoustic perturbations produce remarkably different responses, depending
on the forcing frequency f∗. This is evidenced in Fig. 6.12, where the Fourier transforms
of azimuthal vorticity and heat-release are mapped for a low-frequency forcing (f∗ = 2.9
in Fig. 6.12-(b)), and a high-frequency one (f∗ = 23.6 in Fig. 6.12-(a)). When they exit
Figure 6.12: (a) Maps of the Fourier coefficients real parts for a high-frequency
forcing (f∗ = 23.6). Dark lines: isoline of Q̂-criterion, colored by the normal-
ized azimuthal vorticity ω̂∗θ = (ω̂θW F )/(Au
0
CH4). Blue-red: Fourier coefficient
of the heat-release rate ω̂T . (b) Same, for a low-frequency forcing (f
∗ = 2.9).
the fuel injector, acoustic waves generate shear, which in turn produces pairs of counter-
rotating vortex rings that are convected downstream in the annular jet. At high-
frequency these vortices are generated directly at the injector nozzle and are convected
over a length of roughly 0.4Lf before dissipating. Conversely, at low-frequency the
larger vortex rings are engendered more downstream (at approximately x = 0.5Lf )
and are transported to the end of the flame. When vortices travel in the vicinity of
the flame, they generate a variable strain rate that induces flame fluctuations: there
exists therefore a strong correlation between these dinstictive vortex dynamics and the
resulting heat-release oscillations. At f∗ = 23.6, the heat-release response concentrates
in a thin layer extending from the injector exit to x = 0.3Lf in the wake of the lip. In
contrast, for f∗ = 2.9, ω̂T has a lower intensity, but is distributed over a longer and
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wider area mostly lying in the second half of the flame. The broader heat-release brush
suggests in this case large flame displacements.
To provide a quantitative evaluation of the flame forced dynamics, a FTF relat-











where Q0 and Q̂ are the averaged and fluctuating global flame power, u0 and û are the
averaged and fluctuating bulk velocity in the fuel injector near its outlet, and q̂(x∗) is
the fluctuating heat-release per unit length. The local FTF gain n(x∗, f∗) and phase






A cumulative FTF gain Nc(x










∗ = 1, f∗) corresponds to the global gain of the entire flame, and that if
the flame were compact then the local gain n(x∗, f∗) would be uniformly equal to the
global gain. The local FTF is displayed in Fig. 6.13.
Figure 6.13: (a) Local FTF gain n(x∗, f∗). (b) Cumulative FTF gain
Nc(x
∗, f∗). (c) Local FTF phase ϕ(x∗, f∗). The dark lines are points di-
rectly computed from the 16 forced frequencies. For vizualization purposes
the surfaces were obtained by cubic spline interpolation along the f∗ axis.
The local FTF gain map (Fig. 6.13-(a)) corroborates observations already made
above: at low-frequency forcing the region of strongest heat-release response is long and
spans over the entire second half of the flame. As the excitation frequency increases,
this region shortens and shifts upstream, such that for high-frequency forcing it is
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localized at the injector exit. This evolution of the preferential response region is a
direct consequence of the vortex rings dynamics described earlier. The local FTF phase
(Fig. 6.13-(c)) behaves similarly: for low f∗ it is a linear function of x∗ over the entire
flame, which indicates a constant propagation speed uωT of heat-release disturbances
along the axial direction. For higher f∗, the portion of constant propagation speed
shrinks: it only extends from x∗ = 0 to x∗ = 0.3 at f∗ = 23.6. Downstream of this
location, the local phase reaches a plateau where it stagnates (i.e. the heat-release
presents in-phase bulk oscillations). The shape of this plateau corresponds to the
upper boundary of the strongest response region in Fig. 6.13-(a). In addition, uωT






∗ = 23.5. In its linear portion, the phase evolves rapidly with x∗,
which results in heat-release fluctuations that are spatially out of phase. Conversely,
points within the plateau oscillate in phase. This directly affects the cumulative gain
(Fig. 6.13-(b)), that shows that the second half of the flame has always the largest
contribution to the overall heat-release response. Indeed, even though responses are
relatively small in the plateau, they oscillate synchronously, and therefore produce a
strong overall contribution. On the contrary, heat-release fluctuations in the preferential
response region are not synchronized due to a fast propagation, and thus cancel each
other out. Finally, note that the local gain largely exceeds those typical of gas-turbine
flames, whereas the global gain has more usual values.
The linear dependence of the flame response with respect to the modulation am-
plitude A, usually occurring at the onset of a thermoacoustic instability, is verified by
performing additional simulations at A = 0.01, A = 0.05, and A = 0.1. For a forcing at
f∗ = 14.8, the preferential heat-release response region presents a peak at x∗ = 0.25.
The local FTF gain and phase at this location are shown in Fig. 6.14. The phase
Figure 6.14: Local FTF gain n and phase ϕ at the location x∗ = 0.25, and at
the forcing frequency f∗ = 14.8, as a function of the modulation amplitude A.
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appears to be independent of the excitation magnitude A. On the contrary, the local
FTF gain decreases with A, indicating a response saturation, a nonlinear phenomenon
often observed in forced flame dynamics. However, the values of n(A) for A = 0.01
and A = 0.025 do not strongly differ (6.1 vs. 5.9), evidencing a nearly-linear depen-
dence of the heat-release fluctuations with respect to A in this range. Thus, these
observations confirm that the acoustic modulations performed in this section trigger a
linear response of the flame, and that nonlinear phenomena are negligible. This point
is however not true for larger forcing amplitudes, which will be discussed in Chapter 7.
6.3.2 Analysis of heat-release dynamics contributions
The distinct physical contributions to the forced heat-release dynamics are here eval-
uated through a comprehensive analysis. The reaction layer is assumed to be the
infinitely thin sheet Sf corresponding to the mixture-fraction isosurface Z = Zst. Fol-









where ṁR is the reactants mass burning rate per unit area, hR is the heat of reaction
per unit mass of reactants burnt (assumed constant), and ξ/2π is the local mean flame
radius (i.e. the flame surface per unit length). For a non-premixed flame, the reactants
mass burning rate per unit area reads:
ṁR = ṁF + ṁO = ρD
∣∣∣∣∂YF∂n
∣∣∣∣+ ρD ∣∣∣∣∂YO∂n






where D is the species diffusivity coefficient (assumed equal to the mixture fraction
diffusivity), Y0 and YF are the oxidizer and fuel mass fractions, and ∂/∂n is the gradient
in the direction normal to the flame sheet. Injecting Eq. (6.6) into Eq. (6.5) yields the















After splitting each variable v into its mean (v0) and fluctuating (v
′) parts, a lineariza-






















Note that this decomposition implicitly neglects the influence of turbulent fluctuations.
Accounting for these latter would require a triple decomposition v = v0 + v
′ + v′′,
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where v′′ are non-coherent, broadband turbulent oscillations [244]. Applying the Fourier






















In Eq. (6.9), the local-heat release fluctuations are decomposed into 5 distinct contri-
butions v. Similarly to Eq. (6.3), a Contribution Transfer Function (CTF) is defined






∗,f∗) , ∆ϕv = ϕv − ϕ (6.10)
where ∆ϕv(x
∗, f∗) is the phase shift of the fluctuations of v, with respect to those of the
local heat-release per unit-length q(x∗). The species diffusivity D is computed as the
mixture mass-average of CH4 and O2, and includes both molecular and SGS turbulent
diffusion. Unsteady flame sheets are extracted from the simulations, and the individual
CTFs are displayed in Fig. 6.15.
Figure 6.15: (a)-(d) CTF gains nv along the flame axis, at 4 forcing frequencies.
(e)-(h) Same, for the CTF phase shift ∆ϕv along the flame axis. Phase-shift
values between−π/2 and π/2 indicate positive contributions to the heat-release
response, while values between π/2 and 3π/2 are negative contributions.
The CTF gains (Fig. 6.15(a)-(d)) behave similarly as those of the FTF of Sec. 6.3.1:
for high-frequency forcing, all contributions are highest near the injector, while at lower
frequencies they prevail in a wider region located more downstream. Density fluctua-
tions are remarkably low, which could seem surprising in a flow where dense cryogenic
fluids coexist with light burnt gases. It is however consistent with [228], where the
structure of transcritical counterflow diffusion flames was shown to consist of a va-
porization zone without any reaction occurring, followed by a gaseous reactive layer.
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Consequently, density fluctuations in the perturbed cryogenic methane jet vanish be-
fore reaching the flame surface, under the effect of the intense pseudo-boiling. Internal
flame structure variations (represented by the term Ψ̂F ) participate to the heat-release
response in a larger extent than density, but are still roughly one order of magnitude
lower than the others. The vortices-induced strain rate is significantly smaller than its
extinction limit, and is therefore not sufficient to disturb the flame structure from its
flamelet regime. Diffusivity fluctuations are the overall major contributor: the heat-
release response is mostly driven by the faster or slower diffusion of reactants towards
the flame front, which affects the local fluxes and results in variations of the mass burn-
ing rate. These diffusivity fluctuations may originate from both SGS mixing variations,
caused by the vortices strain-rate, and molecular diffusion oscillations engendered ei-
ther by pressure waves that accompanied these vortex-rings, or by the modification of
the local mixture composition. The secondary contributor is frequency dependent: at
high f∗ it is the mixture fraction gradient fluctuations Θ̂Z in the near injector region,
in agreement with previous studies in laminar gaseous diffusion jet flames [58, 59, 237].
At f∗ = 10.3 (Fig. 6.15-(c)) a balance is reached between Θ̂Z and the flame surface
area contribution ξ̂. At low f∗ the trend inverts and ξ̂ prevails in the second half
of the flame. The relative participations of Θ̂Z and ξ̂ can be explained by the flame
topology (Fig. 6.4). Near the injector the flame is strongly stabilized by a strong shear
and is confined between the two dense cryogenic jets: it is not easily displaced by
the vortex-induced strain-rate, which rather affects the mixing efficiency through the
mixture fraction gradient (see the thin heat-release response layer in Fig. 6.12-(a)).
Conversely, when vortices are generated downstream at lower frequencies, they strain
a portion of the flame lying in a light gaseous flow with lower shear, where the flame
is only weakly stabilized and can therefore be easily displaced (see the broader heat-
release response layer in Fig. 6.12-(b)). Finally, the examination of CTF phase shifts
in Fig. 6.15(e)-(h) shows that both diffusivity and mixture fraction gradient oscillate
nearly in phase with the local-heat release, and have therefore a positive contribution.
On the contrary, flame surface area mostly fluctuates in phase quadrature (∆ϕξ = π/2)
or phase opposition (∆ϕξ = π) with q
′(x), and has hence an adverse effect that tends
to limit the local response strength. The vortex-rings dynamics are once again respon-
sible for this behavior: as a vortex travels in the vicinity of the flame it enhances the
local burning rate (q′(x) > 0) through higher-strain rate (Θ′Z > 0) and faster diffusion
(D′ > 0), but simultaneously contracts the flame inwards (ξ′ < 0).
The frequency-dependence of the contributions to the heat-release response is fur-
ther emphasized in Fig. 6.16, which shows the CTF gains over the entire range of
forcing frequencies, at a few fixed locations x∗. Each one of the dominant contributions
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Figure 6.16: CTF gains of the three dominant contributions D, ΘZ , and ξ, at
4 distinct locations along the flame axis, as a function of the forcing frequency
f∗.
D̂, Θ̂Z , and ξ̂ behaves as a band-pass filter in the first half of the flame. In the near-
injector region (Fig. 6.16-(a)), the three CTFs share a common peak at f∗ ≈ 15, their
passbands are wide, but their respective magnitudes are rather low. For downstream
locations (Fig. 6.16-(b,c)), the CTFs peak frequency decreases as x∗ increases, their
passbands narrow, and their magnitudes increase. This evolution leads to CTFs near
the flame tip (Fig. 6.16-(d)) that behave as narrow-band low-pass filters. The relative
prevalence of either the flame surface fluctuations ξ̂ or the strain-rate fluctuations Θ̂Z
does not appear to depend on the frequency: near the injector, strain-rate oscillations
dominate from f∗ = 6 up to f∗ = 22, whereas in the second half of the flame surface
oscillations are preponderant over the entire frequency range. Section 6.4 and Sec. 6.5
will show that the frequency dependence of the CTFs peak results from a constructive
superposition of vortices-induced perturbations.
6.4 Vortex dynamics
The spatial heat-release response, as well as its distinct contributions, appear to be
strongly correlated to the generation and convection of vortex-ring pairs in the fuel
annular jet. This section aims at detailing the forced dynamics of these vortical waves,
which ultimately control the flow disturbances to which the flame front is subjected.
6.4.1 Vortex generation
The frequency-dependent preferential heat-release response region (see Fig. 6.13-a))
seems to correspond to the zone where the vortex-ring pairs are formed. In particular,
at high modulation frequencies vortices are created near the injector exit, which triggers
considerable flame fluctuations in this region (Fig. 6.12-(a)); conversely, for a low forcing
frequency, vortices are engendered downstream which explains a preferential response
region located in the second half of the flame (Fig. 6.12-(b)). This distinctive vortex
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generation can be explained by a loading and firing mechanism introduced by Matveev
and Culick [245]. In this low-order vortex-shedding model, that was for instance re-
cently employed to study lock-in phenomena in combustion instabilities [246, 247], the
vortex generation is governed by two successive processes:
• The loading phase, during which the circulation Γ at the corners of the fuel
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(6.11)
where τac is the acoustic propagation time between the computational domain
inlet, and the fuel injector exit. Equation (6.11) is a quasi-static generalization
of the vortex-shedding model of Clements [248].
• The firing phase: when the corner circulation Γ reaches a critical value Γsep,
the nascent vortex abruptly detaches from the solid boundary. As it starts to be
convected downstream, its initial circulation is Γsep. In the meanwhile, the corner
circulation Γ drops to zero, and the loading phase of the next vortex starts. The
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where fSt,0 is the natural vortex-shedding frequency in the absence of any modu-
lation. In the present case, it can be assimilated to the frequency of the intrinsic
Kelvin-Helmholtz mode presented in Sec. 6.2.3 (fSt,0 = 14600 Hz or St = 0.26).
After separating from the corners, the vorticity sheets roll-up to form the vortex-rings
that are then convected downstream.
As illustrated in Fig. 6.17, this mechanism governing the vortex growth and de-
tachment yields significantly different vortical structures, depending on the forcing
frequency f . During the loading stage, a pair of vorticity sheets progressively expands
at the corners of the fuel injector exit. For a high-frequency modulation, the firing
occurs when these sheets are still located relatively close to the injector. The sheets
then roll-up and yield a vortex-ring pair in the vicinity of the nozzle. Conversely, for
a low-frequency pulsation, the vorticity sheets grow further into the flow before the
detachment occurs, which results in larger vortex-rings that are spawned downstream.
Note that since the amplitude A is small, first-order approximations of Eq. (6.11) and
Eq. (6.12) yield a separation frequency close to the forcing frequency: fsep ≈ f . Conse-
quently, the vortex generation region location scales as the inverse of f : xsep ∼ u0CH4/f .
This frequency-dependence of the vortex generation region is consistent with the shape
of the preferential heat-release response region observed in Fig. 6.13.
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Figure 6.17: Schematic of vortex build-up and firing mechanisms, for a high-
frequency forcing (left) and a low-frequency forcing (right).
6.4.2 Vortex convection
Analyzing the vortex-ring pairs convection paths is the second key ingredient necessary
to comprehend the disturbances that they may induce on the flame front. An exami-
nation of their trajectories shows that they travel along straight trajectories located in
the shear-layers at the edges of the fuel annular jet. More precisely, and as illustrated
in Fig. 6.18, the outer vortex-rings are convected along the line Lo forming an opening
angle θo = 19
◦, while the inner vortex-rings propagate along Li lying roughly midway
between the flame front and Lo, with an opening angle θi ≈ (θo + θf )/2 ≈ 12◦. Note
that the convection paths Lo and Li are aligned with the mean flow streamlines (see
in Fig. 6.4 and Fig. 6.11). The correlation between the heat-release fluctuations and





Figure 6.18: Schematic of the inner and outer vortex rings convection paths,
respectively denoted Li and Lo. Their opening angles θi and θo, as well as the
flame opening angle θf are indicated. The typical vortex radius scale R(x) is
also shown. Blue: mean axial velocity, yellow: averaged temperature.













where n is the local FTF gain defined in Eq. (6.3) and shown in Fig. 6.13-(a), and
u is the mean flow axial velocity in Li. An analogous definition is used to compute
an equivalent mean flow velocity 〈u∗Lo〉n(f
∗) in Lo. The n-weighted spatial average in
Eq. (6.13) allows the definition of a unique equivalent mean flow velocity in each line
Li and Lo, corresponding to the peak of the preferential heat-release response region.
Figure 6.19 compares these equivalent mean flow velocities to the propagation speed
uωT of the heat-release perturbations along the flames axis (computed thanks to the
slope of the FTF phase in Fig. 6.13-(c)). The propagation speed of the heat-release
Figure 6.19: Comparison between the normalized heat-release propagation
speed u∗ωT = uωT /u
0
CH4, and the equivalent mean flow velocities 〈u∗Li〉n and
〈u∗Lo〉n on the inner and outer convection lines, as defined by Eq. (6.13).
disturbances appears to be strongly correlated to the equivalent mean flow velocity in
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the inner line Li, as they both increase with f
∗. This common growth is due to the
preferential heat-release response region that is located closer to the injector exit at
high f∗, a zone that is characterized by larger axial velocities on the inner line Li. In
contrast, the equivalent mean flow velocity on the outer line Lo is of the same order as
〈u∗Li〉n at low-frequencies, but decreases with f
∗, which is attributed to the fact that Lo
lies close to the low velocity field of the PIRZ near the injector (see Fig. 6.6) and of the
LRZ further downstream (Fig. 6.4). In the light of these conversations, the heat-release
fluctuations seem to mainly originate from the flow perturbations induced by the inner
layer of vortex-rings, while the outer layer vortices seem to have little effect on the
flame front (but may still interact with those in the inner layer).
Even though the propagation of heat-release perturbations seems related to the
transport of the vortex-rings along the trajectory Li, the analysis of mean velocities
such as the one analyzed in Eq. (6.13) and Fig. 6.19 is not sufficient to accurately
estimate the instantaneous convection speed of a vortex, which is a notoriously difficult
task. Indeed, vortices generated in the wake of bluff bodies often travel at the limit
between regions of significantly different mean velocities: for instance in the present
case, the outer-layer vortices are convected at the frontier between the high-momentum
CH4 jet and the LRZ, while the inner-layer vortex-rings move between the CH4 jet and
a lower axial velocity region enclosing the flame. To account for the true convection
speed that may differ from the primary flow velocity, Matveev and Culick [245] used a
simple model that writes:
uconv(x, t) = αu(x) + u
′(x, t) (6.14)
where uconv is the instantaneous vortex convection speed, the coefficient α accounts for
the difference between the convection speed and the local mean flow velocity u, and u′
represents the effect of the local flow fluctuations. This latter term can be neglected in
the present case, since the modulation amplitude is small. Dotson et al. [249] found the
coefficient α to be between 0.5 and 0.6 in solid rocket motors cavities. To estimate the
true convection speeds in Li and Lo, azimuthal vorticity time-signals over both lines
are extracted, and two distinct frequency-domain Vorticity Transfer Functions (VTF)
are defined based on Fourier coefficients:






where the normalization coefficient R(x∗) is the typical vortex radius scale at the axial
location x∗, defined as the half-length separating the lines Li and Lo (see in Fig. 6.18).
Since the difference between the opening angles θo and θi is small, it is expressed
as R(x) = (θo − θi)x/2. The nondimensionalization of Eq. (6.15) allows the relative
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strengths of vortices of different sizes to be directly compared based on their associ-
ated VTF gains |ω̂∗θ |. Indeed, vortex-rings generated close to the injector are smaller,
and their vorticity is then naturally higher than that of wider vortices engendered
downstream. Thus, with the nondimensionalized Eq. (6.15), two vortices with equal
circulation but different sizes yield the same VTF gain |ω̂∗θ |. The propagation speed












Similarly to Eq. (6.13), an equivalent propagation speed is defined for each trajectory






θ |(x∗, f∗) dx∗
ˆ 1
0
|ω̂∗θ |(x∗, f∗) v∗ωθ(x
∗, f∗) dx∗ (6.17)
where the |ω̂∗θ |-weighted spatial average allows the computation of a unique equivalent
propagation speed representative of the vorticity preferential response region. To esti-
mate the coefficient α of Eq. (6.14), a normalization of the convection speed by the local
mean flow is introduced as 〈vωθ〉/〈v〉 ≈ α, where 〈v〉 is the equivalent mean velocity in
the direction of the propagation trajectory, defined analogously to Eq. (6.17).
Figure 6.20 shows comparisons between the equivalent convection speeds and mag-
nitudes of the VTF gain on both trajectories Li and Lo. On the inner layer Li, the
vortex-rings move at a speed similar to that of the local mean flow, yielding a coefficient
α close to unity (Fig. 6.20-(a)). More precisely, α increases from 0.85 at low frequencies,
up to 1.15 at high f∗. The convection coefficient in the outer layer Lo also increases
with f∗ , but in a considerably larger extent, with α ≈ 1 at low f∗ and α ≈ 4 at high f∗
(Fig. 6.20-(b)). However, this growth is not due to a faster convection of vortices, since
the equivalent propagation speed 〈v∗ωθ〉 nearly does not vary for f
∗ > 5, but rather to an
equivalent mean flow velocity 〈v〉 that diminishes. Indeed, as the frequency increases
the vorticity preferential response region progressively shifts upstream, to a low-velocity
area under the increasingly stronger influence of the LRZ and the PIRZ adverse flows
(see Fig. 6.4 and Fig. 6.6). This decrease of the Lo mean velocity is also visible in
Fig. 6.19. In contrast, the inner-layer of vortex rings does not travel at the edge of any
recirculation zone, which partly explains the more moderate variation of α. Indepen-
dently of their evolution, the values of α computed significantly exceed those usually
encountered in gaseous flows. Even more remarkably, the outer vortex-rings travel at
speeds close to u0CH4 over most of the frequency range, and independently of the local
mean flow velocity in the region where they are emitted. This can be explained by the
fact that these waves not only induce fluctuations of vorticity, but also of density, as
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Figure 6.20: Comparison of the vortex responses on both trajectories Li (left
column) and Lo (right column), as a function of the modulation frequency f
∗.
(a) and (c): Comparison of the equivalent vortex convection speeds, defined
by Eq. (6.17). (b) and (d): Comparison of the maximal VTF peaks magnitude
for each forcing frequency.
vortices trap pockets of cryogenic liquid roughly 100 times denser that the surrounding
fluid. When they are formed, outer vortex-rings then have a strong convective mo-
mentum due to a large density; they are therefore entrained by this inertia and move
at a speed close to the bulk injection velocity, which largely exceeds that of the local
mean flow. On the contrary, the inner vortex-rings motion is more sensitive to the local
mean velocity since they live closer to the flame, and are therefore subjected to a more
intense pseudo-boiling that quickly decreases their inertia. This loss of density is even
more sudden at high f∗, when inner vortices are engendered close to the injector. In
this case, they then accelerate under the influence of the pseudo-boiling, which may
explain their propagation speed surpassing the injection velocity (〈vωθ〉 ≈ 1.15u0CH4 at
f∗ = 23.6 in Fig. 6.20-a)).
The vortex-rings strength is measured by the peak magnitude in the VTF gains,
shown in Fig. 6.20-(b,d). The vorticity responses in the outer and the inner convection
paths have a similar shape, with a dominant peak at an intermediate frequency f∗ ≈ 10,
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and a secondary maximum at higher frequency near f∗ ≈ 21. The presence of these
peaks suggests a resonance mechanism, that is further discussed in Sec. 6.5. The
vorticity response is stronger in the outer trajectory Lo than in Li, at the exception
of low modulation frequencies (f∗ < 6), where their intensities are comparable. This
overall dominance of the outer vortex-rings is due to their distance to the flame front:
they indeed propagate in a non-reactive, relatively cold, and less viscous environment,
whereas the inner vortex-rings live close to the reaction front, such that their strength is
mitigated by interactions with the flame and by the large viscosity of the hot gases. On
the contrary, at low modulation frequencies both inner and outer vortex-rings travel
further away from the flame front (see for instance in Fig. 6.17 or in Fig. 6.12-(b)),
which translates into an identical response strength. Note that the peaks at f∗ ≈ 10
and f∗ ≈ 21 on the VTF gain are not as noticeable on the FTF gain (Fig. 6.13-(a)),
or on the CTF gains (Fig. 6.16), which suggests that there is no direct proportionality
between the vortex and the heat-release fluctuations intensities.
To conclude, the analysis of the vortex-rings convection paths, especially thanks to
the computation of the VTFs leads to three major observations:
• The inner vortex-rings are sensitive to the local mean flow, as their propagation
speed approaches the local mean velocity.
• Because of their greater inertia, the outer vortex rings are less sensitive to the
local mean velocity: they instead travel at a speed approximately equal to the
injection velocity u0CH4, independently of their location in the flow.
• The outer vortex-rings are globally stronger than the inner ones, as they live
further away from the flame front. However, strong vorticity perturbations do
not necessarily produce equally intense heat-release fluctuations.
6.5 Interaction between forced and intrinsic dynamics
As mentioned in Sec. 6.2.3, the unperturbed flame dynamics are characterized by several
self-sustained coherent oscillations, among which a dominant vortex-shedding mode
affecting the CH4 stream. Its spatial structure (Fig. 6.10) is similar to that of the flow
patterns resulting from the imposed acoustic modulations, and its frequency f∗i = 21.4
lies in the forcing range considered, such that it may interact with the modulated flame
dynamics.
A phenomenon commonly encountered in such situation is the occurrence of a reso-
nance when the system is excited at its natural frequency (i.e. f∗ = f∗i ), resulting in a
more intense response. However, the local FTF gain shown in Fig. 6.13-(a), as well as
the CTF gains of Fig. 6.16, do not display any remarkable peak around f∗i , which rules
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out the existence of a resonant heat-release response. The vorticity waves convected
along the inner and outer streamlines Li and Lo nonetheless strongly resonate when
they are modulated at the subharmonic frequency f∗ = f∗i /2, with a secondary peak
at the natural frequency f∗ = f∗i , as evidenced in Fig. 6.20-(b,d). Subharmonic res-
onance is often observed in flows involving vortex-shedding, and is usually associated
with vortex pairing. Remarkably, in Fig. 6.20-(a,c), f∗ = f∗i /2 is the only frequency
where the vortex rings in the inner and the outer layers travel at the same speed: for
f∗ > f∗i /2 the inner layer vortical waves propagate more slowly than that in the outer
layer, while for f∗ < f∗i /2 vortical waves are convected faster in Li than in Lo. This
observation suggests that the subharmonic resonance at f∗ = f∗i /2 is due to a pairing
between the inner and outer layers vortex rings, that synchronize to travel at the same
speed. The local flow disturbances induced by both vortices are then in phase and add
up, thus producing an amplified response. Note that the local FTF and its distinct
contributions also present significant gains at the subharmonic frequency f∗ = f∗i /2
(for instance Fig. 6.15-(c) and Fig. 6.16-(b)), even though their respective resonance
peaks are not as evident as that of the vorticity response.
Another interaction that may occur between the flame intrinsic and forced dynamics
is an alteration of its self-sustained vortex-shedding mode by the imposed modulation.
This possibility is assessed by performing Fourier analyzes at the natural frequency
f∗i for different forcing instances at f
∗. The spatial structures of the vorticity and







Figure 6.21: Real parts of the Fourier coefficients computed at the self-
sustained frequency f∗i , for different modulation frequencies f
∗. Blue-red
colormap: heat-release Fourier coefficient ω̂T . Blue-green colormap: Fourier
coefficient of the normalized azimuthal vorticity ω̂∗θ = (ω̂θW F )/u
0
CH4. (a) Ref-
erence case without acoustic modulation. (b) to (e) Cases with increasing
forcing frequency f∗.
(Fig. 6.21-(d)), the vortical and heat-release fluctuations patterns are identical to that
of the intrinsic Kelvin-Helmholtz mode, with a slightly stronger response intensity. This
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implies that the self-sustained vortex-shedding mode induces relatively small-amplitude
flow disturbances, triggering a linear flame response. When the system is excited at an
intermediate to high frequency f∗ (Fig. 6.21-(c) and (e)), the instrinsic mode structure
is not affected, but its intensity is lessened. On the contrary, the intrinsic Kelvin-
Helmholtz mode cannot coexist with a low-frequency forcing (Fig. 6.21-(a)), as the
flow response is in this case tuned on the modulation. These observations suggest that
at low-frequency, the flame response is unimodal with dominant fluctuations at f∗.
Conversely, for intermediate to high-frequency, the flame response is bimodal, with a
primary component at f∗ and a secondary weaker component at f∗i . This latter may
be of first-order importance on the development of a thermoacoustic instability, as it
may prevent the establishment of a stable limit-cycle or promote phenomena such as
mode switching. A generalized type of transfer function would therefore need to be
formulated to model this bimodal flame response. Note that additional fluctuations at
f∗ − f∗i and f∗ + f∗i are also possible, but are nonetheless unlikely due to the small
amplitudes of both the acoustic modulation and the self-sustained vortex-shedding.
6.6 Conclusion
A series of LES have been performed to explore the forced dynamics of a doubly-
transcritical LO2/LCH4 LRE jet flame in the Mascotte academic test rig. The imposed
excitations consist of small amplitude acoustic forcing at the fuel injector, that trigger
a linear flame response over a wide frequency range relevant to thermoacoustic insta-
bilities usually encountered in LREs. These computations were a numerical challenge
that required 18.5 million CPU hours on a machine equipped with Intel Xeon 8168
processors (2.7GHz).
The unforced flame first displayed elaborate intrinsic dynamics featuring break-up
modes of the cryogenic oxidizer jet, as well as a vortex-shedding mode in the fuel an-
nular stream characteristic of a Kelvin-Helmholtz instability. Then, the heat-release
response to harmonic acoustic modulation appeared to be directly controlled by the
dynamics of vortex-rings pairs traveling in the fuel annular jet. The computation of
a non-compact FTF over the range O(1kHz)-O(20kHz) revealed frequency-dependent
preferential flame response regions, strongly correlated to the area of vortex generation
and convection: the higher the excitation frequency, the closer to the injector both
regions are localized. A comprehensive analysis of the heat-release dynamics evidenced
three major contributions to the flame response: the variations of species diffusiv-
ity that globally dominate, those of mixture fraction gradient that are significant at
high-frequency in the near-injector region, and the flame surface area fluctuations that
become stronger at low-frequency in the second half of the flame. These contributions
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and their underlying mechanisms are summarized in Fig. 6.22. This analysis has the
Figure 6.22: Schematic of the different physical mechanisms that contribute to
the heat-release linear response to acoustic modulation at the fuel inlet.
potential to guide future development of theoretical models for LRE flame response,
which are expected to account for the 3 major contributions identified. Additionally,
the FTF data is available, and expected to be embedded in acoustic solvers for the
prediction of thermoacoustic instabilities in multi-injectors LREs.
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The previous chapter investigated the linear response of a LO2/LCH4 LRE flame,
subjected to small amplitude acoustic modulation imposed at the fuel inflow. This per-
turbation regime is typical of the onset of a thermoacoustic instability, but significantly
differs from an established large-amplitude limit-cycle, which may trigger nonlinear
phenomena in the flame response. The present chapter therefore extends the anal-
ysis initiated in the previous one, by assessing the nonlinear dynamics of the same
doubly-transcritical flame in the Mascotte test-rig, subjected to strong fuel inflow acous-
tic modulation, over a wide frequency range spanning from O(1 kHz) to O(20 kHz). It
starts with the identification of two key nonlinear features affecting the heat-release,
namely the response intensity saturation and the generation of higher harmonics. A
local Flame Describing Function is computed and commented. The vortex nonlinear
dynamics, which are strongly correlated to the flame response, are then discussed. Fi-
nally, the physical mechanisms contributing to the heat-release response saturation are
identified, and their respective nonlinear behaviors are compared.
159
7. NONLINEAR DYNAMICS IN A DOUBLY-TRANSCRITICAL
LO2/LCH4 COAXIAL JET FLAME
7.1 Introductory remarks
The numerical setup is identical to the one of Chapter 6. The geometry is that of
the single-injector Mascotte test rig (see in Fig. 5.6 and Fig. 6.1), operating in the
doubly-transcritical regime. Both propellants (LO2 and LCH4) are injected as dense
cryogenic fluids into the combustion chamber at P = 75 bar (see Tab. 5.1). A series
of LES are performed to impose harmonic acoustic modulation of the fuel inflow, at
16 distinct frequencies f ranging from O(1 kHz) to O(20 kHz). This frequency range
is representative of thermoacoustic instabilities usually observed in LREs. The target




Nondimensionalized forcing frequency and axial location are defined based on the flame
length and the fuel inlet bulk velocity: f∗ = fLf/u
0
CH4, x
∗ = x/Lf . Several other
nondimensionalized quantities are introduced later and detailed when necessary. Simu-
lations are run for at least 20 oscillations periods to ensure the dissipation of transients
and the convergence of Fourier statistics. In addition, every time signal is systemat-
ically detrended before computing Fourier coefficients, in order to mitigate the effect
of intrinsic low-frequency oscillations detailed in Sec. 6.2.3. The notation v̂ refers to
the Fourier coefficient of the quantity v at the forcing frequency f∗, unless specified
otherwise.
At the onset of a thermoacoustic instability, the perturbations are small in com-
parison to the mean flow quantities, and they therefore induce a flame response that
scales linearly with their amplitude. This linear regime was emulated in Chapter 6
by imposing small-amplitude acoustic modulations (A = 0.025). During a combustion
instability, the onset stage is often followed by a continuous growth of the fluctuations
intensity, until a stable limit-cycle is reached. In this latter phase, the perturbations
strength is significantly larger: for instance in [207], the bulk fuel inflow velocity was
observed to oscillate from 10% to 15% of its mean value. These strong disturbances
significantly alter the flame response, that then entails nonlinear features. Those can
induce elaborate phenomena, such as chaotic oscillations, harmonics and subharmonics
generation, or even flame blow-off and flash-back. In the present work, two common
nonlinear flame response mechanisms are investigated:
• The flame response saturation, or in other words a relative decrease in the strength
of the heat-release fluctuations. This saturation is a key ingredient in the estab-
lishment of a stable limit-cycle, as it slows down and ultimately stops the growth
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of the thermoacoustic oscillations when an equilibrium state is reached. The heat-
release saturation was evidenced in 6.14, where the local FTF gain is shown to
decrease with A.
• The generation of higher harmonics, that is a known route to chaos in laminar
combustion systems, through the period-doubling process that it induces [69].
Subharmonics generation may also occur, but are not considered here due to the
considerable associated computation cost.
In the light of these preliminary remarks, imposing a 10% amplitude modulation (A =
0.1) appears as a reasonable choice to trigger nonlinear flame response mechanisms
representative of a LRE thermoacoustic limit-cycle. The following Sections provide an
analysis of the LES results based on comparisons with the linear response computed in
Chapter 6 (where the forcing amplitude was 4 times smaller than that used here).
7.2 Nonlinear heat-release response
The two-dimensional maps of the azimuthal vorticity and heat-release Fourier coef-
ficients shown in Fig. 7.1 reveal a flow response spatial pattern similar to the one













Figure 7.1: (a) Maps of the Fourier coefficients real parts for a high-frequency
forcing (f∗ = 23.6). Dark lines: contour of Q̂-criterion, colored by the normal-
ized azimuthal vorticity ω̂∗θ = (ω̂θW F )/(Au
0
CH4). Blue-red: Fourier coefficient
of the heat-release rate ω̂T . (b) Same, for a low-frequency forcing (f
∗ = 2.9).
the fuel injector, acoustic waves generate a variable shear that in turn produces pairs of
vortex-rings which are convected along the mean flow streamlines. At high frequency,
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these vortices are generated directly at the injector exit, while at low frequency they
are spawned downstream in the second half of the flame. As they travel in the vicinity
of the reaction front, these vortices perturb it, which produces in-phase heat-release
fluctuations. The absolute local heat-release oscillations are naturally more intense
for this large amplitude forcing than in the linear case (ω̂T (A = 0.1) ∼ 5 × 1011
vs. ω̂T (A = 0.025) ∼ 2 × 1011 at f∗ = 23.6, and ω̂T (A = 0.1) ∼ 2 × 1011 vs.
ω̂T (A = 0.025) ∼ 1 × 1011 at f∗ = 2.9). The relative vortex response is however
roughly diminished by half (ω̂∗θ(A = 0.1) ∼ 7 vs. ω̂∗θ(A = 0.025) ∼ 14 at f∗ = 23.6, and
ω̂∗θ(A = 0.1) ∼ 2 vs. ω̂∗θ(A = 0.025) ∼ 4 at f∗ = 2.9).
7.2.1 Local Flame Describing Function
The nonlinear dependence of the heat-release fluctuations ω̂T with respect to the forc-
ing amplitude A suggested in Fig. 7.1 can be more precisely quantified through the
computation of a frequency-domain Flame Describing Function (FDF), which is a gen-
eralization of the FTF concept to nonlinear systems [64, 250]. Since the modulation
frequencies are high, and since the flame is longer than in a usual gaseous case, it is
not considered compact. Consequently, a local FDF depending on both the forcing
frequency f∗ and the axial location x∗ is computed. This type of non-compact FDF
was for instance computed by Li et al. [251] for a 1 meter long turbulent premixed








where q̂(x∗) is the Fourier coefficient of the fluctuating heat-release rate par unit length,
Q0 is the mean flame power, and u0 is the mean bulk velocity in the fuel injection line.
The associated cumulative FDF gain Nc(x
∗, f∗), which quantifies the overall heat-









It is reminded that Nc(x
∗ = 1, f∗) is the global gain commonly used for compact flames.
Note that the computation of a complete FDF would require to perform additional sets
of simulations at different amplitude levels. In the present work, only a small portion
of this FDF at a fixed amplitude A = 0.1 is considered.
The local FDF gain, phase, and cumulative gain are represented over the frequency
range of interest and the flame length in Fig. 7.2. The local FDF gain (Fig. 7.2-(a))
presents a preferential response region whose topology is similar to that observed in the
linear case (see Fig. 6.13 for comparison). At high-frequency, the heat-release response
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0 3 6 0 0.2 0.4
Figure 7.2: Maps of the local FDF for a forcing at A = 0.1. (a) Local FDF
gain n(x∗, f∗). (b) Cumulative FDF gain Nc(x
∗, f∗). (c) Local FDF phase
ϕ(x∗, f∗). The dark lines are points directly computed from the 16 forced
frequencies. For visualization purposes the surfaces were obtained by cubic
spline interpolation along the f∗ axis.
concentrates in a small region at the injector exit, while for higher f∗ this region widens
and is shifted downstream towards the flame tip. Differences are however observed on
the magnitude of this preferential response region. In the linear regime, the FTF gain
reaches maximal values of the order of 12 near the half of the flame, for intermediate
forcing frequencies (8 < f∗ < 11). In contrast, large amplitude modulations yield a
FDF gain peaking at roughly 5 in the near-injector region for high f∗. This decrease of
the relative heat-release oscillations intensity clearly evidences a nonlinear saturation
of the flame response, which can be more quantitatively assessed through the direct
comparisons between the local FDF and FTF shown in Fig. 7.3. At low frequency,
a) b) c) d)
e) f) g) h)
Figure 7.3: Comparison between the local FDF (case A = 0.1) and the local
FTF (case A = 0.025), over the entire flame length, for a few select forcing
frequencies f∗. (a) to (d): local FDF/FTF gains n(x∗, f∗). (e) to (h): local
FDF/FTF phases ϕ(x∗, f∗).
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the FDF saturation is rather marked, as the local gain in the preferential region is
roughly divided by a factor of 3 between the low-amplitude and the large-amplitude
modulations (Fig. 7.3-(a)). It is even more pronounced at intermediate frequencies,
where n(A = 0.1) ∼ n(A = 0.025)/5 near the half of the flame (Fig. 7.3-(b,c)). On the
contrary, the local heat-release response does not saturate for high-frequency forcing in
the preferential response region located near the injector (Fig. 7.3-(d)). In this latter
case, the only noticeable difference between the linear and the nonlinear regime is a
slight displacement of the response peak upstream, towards the injector exit.
The FDF phase (Fig. 7.2-(c) and Fig. 7.3-(e) to (h)) is also similar to that obtained
in the low-amplitude case: it evolves linearly with x∗ from the exit of the injector to a
downstream location where it reaches a plateau and stagnates. This pattern indicates a
first region of constant propagation speed uωT of the heat-release disturbances along the
axial direction, followed by a second zone presenting bulk uniform heat-release oscilla-
tions. Note that the plateau does not exist at low f∗, suggesting a constant propagation
speed uωT over the entire flame length. Direct comparisons between the propagation
speeds uωT in the linear and the nonlinear regimes are provided in Fig. 7.4. Comparable
Figure 7.4: Comparison between the propagation speeds u∗ωT = uωT /u
0
CH4 of
the heat-release disturbances along the flame axis, as a function of the forcing
frequency f∗, for the large-amplitude and the small-amplitude modulations
(A = 0.1 and A = 0.025, respectively). The equivalent mean flow velocity
〈u∗Li〉 along the inner streamline Li (defined in Eq. (6.13)) is also indicated for
reference.
values are obtained in both cases for frequencies f∗ > 5, thus indicating that the prop-
agation of the heat-release disturbances along the flame axis is not noticeably affected
by nonlinear response mechanisms. Remarkable differences are however observed for
f∗ < 5, where the heat-release perturbations propagate twice as fast in the nonlinear
regime as in the linear one. Interestingly, in the former case u∗ωT appears more strongly
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correlated to the equivalent mean flow velocity 〈u∗Li〉 in the inner streamline Li (where
vortex rings are convected), whereas in the linear regime u∗ωT is significantly lower than
the equivalent mean flow velocity.
These dissimilarities in the propagation speeds u∗ωT have first-order effects on the
saturation of the cumulative FDF gain Nc (Fig. 7.2-(b)). Because of the faster prop-
agation at f∗ < 5, the heat-release fluctuates more in-phase over the flame length
in the nonlinear regime than in the linear one. This spatio-temporal coherence of
the heat-release fluctuations directly results in a global flame response that is only
slightly weakened in comparison to that obtained with small-amplitude modulations
(Nc(x
∗ = 1, A = 0.1) ∼ 0.4 vs. Nc(x∗ = 1, A = 0.025) ∼ 0.6 at f∗ = 2.9). On the
contrary, even though the local saturation at high f∗ is not as pronounced as that at
lower f∗ (see Fig. 7.3-(a) to (d)), the global response saturation is more marked in the
former case. This is due to a propagation speed uωT nearly identical to the one in the
linear regime (Fig. 7.3-(f) to (h)), which produces out of phase heat-release oscillations.
This weak spatio-temporal coherence yields global FDF gains for f∗ > 5 significantly
lower than that of the FTF.
To conclude, the computation and analysis of the local FDF leads to three major
observations:
• An significant saturation of the local heat-release response in the preferential
response region is evidenced for low to intermediate forcing frequencies. Such
local saturation does not exist for high-frequency modulation.
• The FDF and the FTF phases are nearly identical, at the exception of a faster
propagation of the heat-release perturbations along the flame axis in the nonlinear
regime for f∗ < 5.
• Counterintuitively, the global flame response saturation differs from the local one.
The global gain saturation is more pronounced for high forcing frequencies, while
it is only slightly marked for low to intermediate f∗, which directly results from
the faster propagation speed at f∗ < 5.
7.2.2 Higher harmonics generation
Another nonlinear response feature commonly encountered in flame subjected to strong
acoustic perturbations is the generation of higher harmonics, at frequencies multiple
of the fundamental forcing frequency f∗. Because of obvious limitations related to
simulations cost and data storage, only the first harmonic at 2f∗ is considered in the
present work. The possible occurrence of such harmonic response in the modulated
LES is assessed by performing Fourier analyses at 2f∗. In this section (and only this
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one), the notation v̂ therefore refers to the Fourier coefficient of the variable v com-
puted at the frequency 2f∗. Figure 7.5 shows maps of the vorticity and heat-release











Figure 7.5: (a) Maps of the Fourier coefficients real parts, computed at
the 1st-harmonic 2f∗, for a high-frequency forcing (f∗ = 23.6). Dark lines:
contour of Q̂-criterion, colored by the normalized azimuthal vorticity ω̂∗θ =
(ω̂θW F )/(Au
0
CH4). Blue-red: Fourier coefficient of the heat-release rate ω̂T .
(b) Same, for a low-frequency forcing (f∗ = 2.9).
to the fundamental response at f∗ (see in Fig. 7.1), the 1st-harmonic flow response
displays a similar pattern comprising pairs of vortex rings in the fuel stream that per-
turb the reactive layer and therefore result in heat-release fluctuations at 2f∗. Identical
frequency-dependent response regions are revealed, with a near-injector preferential re-
sponse for a high-frequency modulation and a wider downstream preferential response
for low-frequency excitation. Expectedly, in both cases the 1st-harmonic flow structure
presents shorter wavelengths that are halved in comparison to the fundamental, indicat-
ing the occurrence of a secondary vortex-shedding mode in the fuel stream. Note that
the harmonic response relative amplitudes are lower than the fundamental ones: for in-
stance at f∗ = 2.9 the 1st-harmonic vorticity response is roughly halved in comparison
to the fundamental, while at f∗ = 23.6 it is approximately only 50% weaker.
More quantitatively, harmonics generation in the flame nonlinear response can
be evaluated by a generalized frequency-domain transfer function. In this matter,
Haeringer et al. [252] introduced the Extended Flame Describing Function (xFDF),
which relies on the observation that if the flame response produces higher harmonics,
the forcing velocity is then likely to also contain those. Thus, the heat-release 1st-
harmonic q̂2 can originate from two distinct contributions: (1) the 1
st-harmonic FDF
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that transforms the fundamental of the velocity signal û1 into a heat-release oscillation
at 2f∗, and (2) the fundamental FDF that converts the velocity harmonic û2 oscillating














where n and ϕ refer to the fundamental FDF defined in Eq. (7.4), and A is still the
magnitude of the fundamental velocity û1 normalized by u
0
CH4. However in the present
case, Fourier analyzes of velocity time-series in the fuel injection line did not reveal the
appearance of any harmonic û2. The 1
st-harmonic FDF can therefore be computed by
only retaining the first term in the right-hand side of Eq. (7.4). In Fig. 7.6, the strength
of the harmonic flame response is assessed in the linear and nonlinear regimes by com-
paring the 1st-harmonic gain n2(x
∗, f∗) to the fundamental gain n in the preferential
response region (computed as maxx∗(n)). Unsurprisingly, large-amplitude modulations
Figure 7.6: Comparison of the 1st-harmonic gain n2 with respect to the fun-
damental gain n, between the nonlinear (A = 0.1) and the linear (A = 0.025)
regimes, at a few select forcing frequencies f∗.
yield significantly stronger harmonic responses than the small-amplitude ones, over
most of the frequency range. Note that this point is not true at f∗ = 10.3, where
the harmonic response magnitude of both cases are comparable (Fig. 7.6-(b)). This
is however not due to the generation of the harmonic by nonlinear mechanisms in the
flame response, but rather to the presence of the self-sustained vortex-shedding mode
at f∗i = 21.4 ≈ 2f∗, as discussed in Sec. 6.2.3 and Sec. 6.5. In the nonlinear regime,
the 1st-harmonic response is the strongest at low forcing frequencies near the middle of
the flame (Fig. 7.6-(a)), where n2 reaches about 40% of the fundamental response n.
The 1st-harmonic response strength is lower at higher f∗, but still of significant impor-
tance as it peaks at 20% of the fundamental gain. The 1st-harmonic propagation speed
along the flame axis (computed from the FDF phase ϕ2(x
∗, f∗)) does not noticeably
differ from the fundamental one, with values of 1.2u0CH4 at f
∗ = 23.6 and 0.7u0CH4 at
f∗ = 1.5.
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7.3 Nonlinear vortex dynamics
Section 6.4 showed that in the linear regime, the heat-release response is tightly re-
lated to the dynamics of vortex-rings pairs that are generated and convected in the
CH4 annular jet. Resemblances in the spatial response patterns of the flame and of
the vorticity observed in Fig. 7.1 suggest a similar mechanism in the nonlinear regime.
This section therefore aims at assessing nonlinear vortical waves dynamics in the fuel
stream, with an emphasis on the relation between the respective saturations of the
vorticity and flame responses, as well as on the convection speed of the vortex-rings.
Note that the generation of vorticity higher harmonics is likely, as evidenced in Fig. 7.5,
but is not discussed in this work. The convection trajectories of the vortices pairs are
observed to be identical to those in the linear regime: vortex-rings formed at the outer
corner of the CH4 injector travel along a straight line Lo, while those engendered at
the inner corner move along the path Li, as illustrated in Fig. 6.18. Nonlinear vortical
waves dynamics are here quantified thanks to two frequency-domain Vorticity Describ-
ing Function (VDF), which are defined analogous to a FDF, as the generalization of
the Vorticity Transfer Function of Eq. (6.15):






where the normalization by the typical vortex radius R(x∗) allows the direct comparison
between the strengths associated to vortices of different sizes. A VDF is computed on
each trajectory Li and Lo.
7.3.1 Vorticity preferential response regions
The characteristic shape of the heat-release response region, observed in both linear
and nonlinear regimes (Fig. 7.2-(a)), was shown in Sec.6.4.2 to correspond to a vor-
ticity preferential response region. This latter results from a loading and firing mech-
anism that governs the vortex-shedding dynamics, yielding a formation area located
at x∗ ∼ u0CH4/f∗, for small-amplitude modulations. Nonlinear phenomena altering
the vortex generation are here estimated in Fig. 7.7 by comparing the locations of
the heat-release and vorticity response regions between the linear and the nonlinear
regimes. Those are computed as the locales of the peaks in the FDF gain and VDF
gain, respectively. In both linear and nonlinear cases, the vorticity and the heat-release
response regions appear strongly correlated, which confirms the direct influence of the
vortex-rings generation on the flame response, even at large modulation amplitudes.
Similar vortex generation locations roughly scaling as x∗ ∼ u0CH4/f∗ are observed, with
the difference that the response regions in the nonlinear regime are slightly shifted up-
stream towards the injector. This deviation was already visible on the local FDF in
168
7.3 Nonlinear vortex dynamics
Figure 7.7: Comparison of the axial locations of the heat-release and vorticity
preferential response regions in the nonlinear and the linear regimes, as a
function of the modulation frequency f∗. The vorticity preferential region is
the one of the inner layer Li.
Fig. 7.3. Note that the shifting length ∆x between the large and the low amplitude
cases is the same for the vorticity and the heat-release response regions, and that it
seems independent of the forcing frequency, with an approximate value ∆x ≈ 0.1Lf .
Such translation is not negligible, since it approaches one-third of the heat-release per-
turbation wavelength at f∗ = 2.9, and more than two heat-release wavelengths at
f∗ = 23.6.
7.3.2 Vortex convection
The nonlinear convection of the vortex-rings along their respective trajectories is es-
timated thanks to the equivalent propagation speed 〈v∗ωθ〉(f
∗) in the direction of the
path Li or Lo. It is computed with the gradient of the VDF phase ϕωθ(x
∗, f∗) based
on the definition of Eq. (6.16) and on the |ω̂∗θ |-weighted spatial average detailed in
Eq. (6.17). The coefficient α ≈ 〈vωθ〉/〈v〉, defined in Eq. (6.14), is of particular interest
to quantify the difference between the true vortex convection speed and the local mean
flow velocity. The local VDF gains |ω̂∗θ | are used to measure the vortices strength.
Figure 7.8-(a,c) compares the linear and nonlinear vortex-rings propagation speeds
along Li and Lo. The inner vortex propagation speed 〈vωθ〉 presents a comparable
growth in the linear and the nonlinear cases, as it increases by approximately 0.5u0CH4
between f∗ = 1.5 and f∗ = 23.6 (Fig. 7.8-(a)). It is however lower for large-amplitude
than for small-amplitude modulations, with a deviation approaching 0.1u0CH4 over most
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Figure 7.8: Comparison of the vortex responses in the nonlinear and the linear
regimes, on both trajectories Li (left column) and Lo (right column), as a func-
tion of the modulation frequency f∗. (a) and (c): Comparison of the equivalent
vortex convection speeds, defined by Eq. (6.17). (b) and (d): Comparison of
the maximal VDF and VTF peaks magnitudes for each forcing frequency.
of the frequency range. As a result, the nonlinear convection speed never exceeds the
bulk injection velocity, whereas it reaches 1.15u0CH4 at high frequencies in the linear
case. This slower vortex propagation in the nonlinear regime is likely to be responsible
for the upstream translation of the preferential response regions towards the injector
evidenced in Fig. 7.7. The coefficient α was found to stay close to unity in the linear
regime (varying from 0.9 at low f∗ to 1.1 at high f∗ in Fig. 6.20). This sensitivity of
the convection speed with respect to the local mean flow was attributed to the vortex
inertia that quickly decays after its shedding, under the influence of the intense pseudo-
boiling due to the proximity of the flame. In contrast, at larger modulation amplitude
the variation of α is more pronounced, since it grows from 0.75 at f∗ = 1.5 to 1.25
at f∗ = 23.6. This shows that in the nonlinear regime the vortex-rings motion in the
inner layer Li is less sensitive to the local mean velocity. Such difference is imputed to
the true convection speed that is affected not only by the local mean velocity, but also
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by the local velocity fluctuations induced by the vortex pairs themselves (see the term
u′(x, t) in Eq. (6.14)). In contrast, the outer vortices convection speed 〈vωθ〉 is only
slightly influenced by the larger amplitude forcing (Fig. 7.8-(c)). It indeed remains close
to 0.9u0CH4 over most of the frequency range, independently of the region where the
vortices travel. Similarly to the linear regime, this low sensitivity to the local mean flow
is due the large inertia of the outer vortex-rings, as they trap dense pockets of cryogenic
fuel. This invariance of 〈vωθ〉 combined with the translation of the preferential response
region towards the injector results in an increase of α at high f∗ even more dramatic
than in the linear case. Indeed, the outer vortex-rings are in this case forced through
the PIRZ (Fig. 6.6) where 〈v〉 is low, which in turn amplifies α.
The saturation of the vorticity response strength is revealed in Fig. 7.8-(b,d), where
the magnitude of the peaks in the VDF and VTF gains are compared. Both inner
and outer vortex-rings responses are considerably weaker at A = 0.1. Remarkably,
the resonant peaks that were observed around f∗ = 10 in the linear regime have van-
ished, and the vorticity response strength only presents a slow, continuous growth with
f∗. In Sec. 6.5 the apparition of these peaks was imputed to equal vortex convection
speeds in Li and Lo around f
∗ = 10, resulting in a synchronization of both vortices,
that in turn produces stronger vorticity fluctuations. On the contrary, in the nonlin-
ear regime this synchronization does not occur at f∗ ≈ 10 (〈vωθ〉f∗=10 = 0.78u0CH4 in
Li vs. 〈vωθ〉f∗=10 = 0.9u0CH4 in Lo), but rather near f∗ & 18 (Fig. 7.8-(a,c)), which
corroborates the shifting of the maximal VDF gain towards higher frequencies. Most
importantly, this profound modification of the vorticity response intensity is directly
related to the heat-release response saturation (Fig. 7.3-(a) to (d)). At low to inter-
mediate frequencies, the heat-release and inner vortex-rings saturations are similar. At
f∗ = 3, the FDF and VDF gains are roughly halved in comparison to the linear regime.
The maximum saturation occurs around f∗ = 10, where both FDF and VDF gains are
divided by a factor 5. Some dissimilitudes are however visible at high frequency, since
there is no noticeable saturation of the heat-release, whereas the vorticity response on
Li displays a saturation factor of 2 to 3, and that on Lo a saturation factor of 1.5.
To conclude, the analysis of the Vorticity Describing Functions computed on the
trajectories Li and Lo leads to three major observations:
• The propagation of vortex-rings along Li is less sensitive to the local mean flow
velocity in the nonlinear regime than in the linear one. The true vortex convection
speed is believed to be reduced under the effect of the local velocity fluctuations
induced by the vortices themselves. On the contrary, the propagation of the outer
vortex-rings is not altered.
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• A direct consequence of the previous point is a translation of the heat-release and
vorticity preferential response regions towards the injector.
• The saturation of the vorticity response is sufficient to explain that of the heat-
release for low to intermediate modulation frequencies. Because of the inner-
vortex rings lower convection speed, the minimal vorticity saturation occurring
when both inner and outer vortices synchronize, is now observed at high frequen-
cies. It is however still noticeable, which cannot explain the absence of saturation
of the flame response at high f∗.
7.4 Contributions to HR nonlinear dynamics
In this section, the nonlinear dynamics of the distinct contributions to the heat-release
response are analyzed to identify potential saturation mechanisms. The reasoning of
Sec. 6.3.2 based on the flame sheet assumption is repeated. The heat-release fluc-























where D is the species diffusion coefficient, ΘZ represents the mixture fraction gradient,
ΨF is related to the internal flame structure, and ξ is the flame surface area per unit
length (i.e. proportional to the local mean flame radius). Once again, Eq. (7.6) is
used to define 5 Contribution Describing Functions (CDFs), as amplitude-dependent
generalizations of the Contribution Transfer Functions (CTFs) detailed in Eq. (6.10).








The reader is reminded that this equation is obtained through a linearization, followed
by a Fourier transform at the modulation frequency f∗. This approach may be justified
for small-amplitude fluctuations, but not in a nonlinear regime where higher-order terms
v̂ivj may be of primary importance. Note however that such terms are likely to produce
higher-harmonic oscillations, and since the present section only aims at assessing the
saturation mechanisms, Eq. (7.7) is still a reasonable approximation.
Figure 7.9 compares the 5 CDF gains along the flame axis for a few forcing fre-
quencies. The relative weights of the contributions are highly similar to those obtained
in the linear regime (see Fig. 6.15 for comparison). The diffusion coefficient fluctua-
tions are the overall major contributor to the heat-release response. The second most
dominant contribution stems from the mixture fraction gradient fluctuations in the
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Figure 7.9: CDF gains nv along the flame axis, at 4 forcing frequencies.
near-injector region at high frequency, or from the flame surface area in the second
half of the flame at lower frequency. The internal flame structure and the density do
not vary sufficiently to significantly contribute to the flame response. The clear simili-
tudes observed between the linear and the nonlinear regimes suggest that the physical
mechanisms responsible for these relative contributions are identical to those already
described in Sec. 6.3.2.
In order to quantify the saturation of each one of the three dominant contributions
(D, ΘZ , and ξ), their respective CDF gains are compared to the CTF gains in Fig. 7.10.
At low frequency (Fig. 7.10-(a,e,i)), the contributions’ responses are approximately half
as strong in the nonlinear case than in the linear one, which also corresponds to the
saturation observed on the FDF gain (Fig. 7.3-(a)). However, the flame saturation is
not in this case due to the contributions’ saturation, since the vorticity (Fig. 7.8-(a)),
considered as the origin of the flow disturbances affecting the reaction front, is also
twice smaller for A = 0.1 than for A = 0.025. The same remark is true at intermediate
frequency (second and third columns in Fig. 7.10), where the heat-release, its contri-
butions, and the vorticity (Fig. 7.8-(b,d)) display a similar saturation factor comprised
between 4 and 5. In contrast, the contributions responses are remarkably different at
high frequency (Fig. 7.10-(d,h,l)): the diffusion and the mixture-fraction fluctuations
are respectively 50% and 20% more intense in the nonlinear than in the linear regime.
This trend goes against that visible on the vorticity response, which still saturates at
high f∗. The enhanced contributions of D and ΘZ to the heat-release fluctuations may
counterbalance the vortex-rings saturation, and would therefore explain the only slight
flame saturation observed at high frequencies in Fig. 7.3-(d).
To conclude, the examination of the Contribution Describing Functions leads to
three major observations:
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Figure 7.10: Comparison between the CDF and the CTF gains along the flame
axis for a few select modulation frequencies f∗. First row: species diffusion
coefficient contribution. Second row: mixture fraction gradient contribution.
Third row: flame surface area contribution.
• The contributions to the heat-release fluctuations, their relative weights, and their
governing mechanisms appear to be similar in the nonlinear and linear regimes.
• The dominant contributors are not responsible for the flame saturation for low to
intermediate modulation frequencies, since their respective responses are in line
with that of the vorticity.
• Most remarkably, at high frequencies the species diffusion and mixture-fraction
gradient variations are more intense in the nonlinear than in the linear regime.
They therefore offset the vorticity response saturation, and result in the absence
of heat-release saturation.
7.5 Conclusion
A series of LES was performed to assess the nonlinear dynamical response of a doubly-
transcritical LO2/LCH4 cryogenic flame to harmonic acoustic modulation imposed at
the fuel injector. Particular emphasis was put on extending the linear analysis of
Chapter 6 to the case of large-amplitude forcing. Two nonlinear mechanisms were
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especially targeted, namely the flame response saturation, and the generation of higher-
harmonics. These computations necessitated considerable computational resources,
including 15 million CPU hours on a machine equipped with Intel Xeon 8168 processors
(2.7GHz).
A portion of a non-compact Flame Describing Function was computed at a fixed
modulation amplitude, equal to 10% of the bulk injection velocity, and over a wide
frequency range spanning from O(1 kHz) to O(20 kHz). The examination of this FDF
evidenced a more pronounced heat-release response saturation for low to intermediate
forcing frequencies, in the downstream half of the flame. Conversely, at high frequencies
the heat-release preferential response region, located near the injector exit, does not
noticeably saturate, but is shifted upstream towards the injector. An analysis of the
nonlinear vortex dynamics and of the contributions to the heat-release fluctuations led
to a physical interpretation of these results. More precisely, the flame saturation at low
to moderate frequencies was attributed to that of the vortex-rings pairs traveling at the
edges of the CH4 annular jet. The pronounced vorticity response saturation at moderate
frequencies was in turn imputed to the lower propagation speed of the inner vortices
in comparison to the linear regime, thus resulting in a desynchronization of the vortex-
rings pair and in a weaker response. The absence of heat-release saturation at high
frequency is believed to originate from a moderate vorticity saturation, counterbalanced
by enhanced fluctuations of the species diffusion coefficient and of the mixture-fraction
gradient.
The generation of a first harmonic at twice the modulation frequency was observed
in the heat-release and vorticity fields. A portion of a non-compact Extended Flame
Describing Function was computed to estimate the strength of this harmonic in com-
parison to the fundamental. It was shown that the harmonic generation occurs mostly
at low to intermediate frequencies near the middle of the flame, where the 1st-harmonic
magnitude approaches 40% of the fundamental.
The proposed analyses are expected to be useful to guide future theoretical studies
interested in the nonlinear response of LRE coaxial jet flames to acoustic perturbations.
In particular, the strong influence of the complex vortex dynamics on the flame response
was unveiled, which emphasizes the necessity to develop advanced shedding and con-
vection models for vortex-ring pairs in cryogenic variable-density flows. Finally, the
computed FDF and xFDF are made available and can be embedded in thermoacoustic
low-order models of multi-injectors LREs.
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Chapter 8
Flame-wall interaction effects on
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In the previous chapters, as in the majority of existing studies related to LRE com-
bustion, the boundary condition at the injector lip is supposed adiabatic. This assump-
tion is highly disputable, considering the submillimetric lip thickness and the proximity
of both cold cryogenic reactants and hot combustion products. The present chapter
therefore aims at thoroughly assessing the effect of Flame-Wall Interaction (FWI) on
the anchoring mechanism of a doubly-transcritical LO2/LCH4 jet-flame in the geom-
etry of the Mascotte test rig. It uses high-fidelity quasi-DNS with complex chemistry
to study the flame root stabilization mechanisms, and the FWI effects are accounted
for by considering the unsteady conjugate heat-transfer problem. It starts by introduc-
ing the multi-physics numerical framework employed to resolve such a strongly coupled
problem. A simulation with adiabatic boundary conditions is also performed for com-
parison. Simulation results are then presented. An analysis of the flame root structure
provides a detailed insight into its stabilization mechanisms and shows that the large
wall heat losses at the lips of the coaxial injector are of primary importance. It is found
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that adiabatic walls simulations lead to enhanced cryogenic reactants vaporization and
mixing, and to a quasi-steady flame, which anchors within the oxidizer stream. Then,
the analysis of the non-adiabatic flame dynamics evidences self-sustained oscillations
of both lip temperature and flame root location at similar frequencies. The flame root
moves from the CH4 to the O2 streams at approximately 450Hz, affecting the whole
flame structure. This distinctive anchoring mechanism is expected to have first-order
effects on the global flame topology and dynamics, including its response to acoustic
perturbations. To the knowledge of the author, this is one of the first attempts to sim-
ulate a doubly-transcritical shear-coaxial flame including FWI and complex CH4/O2
chemistry.
8.1 The conjugate heat-transfer problem
Flame-Wall Interaction (FWI) is known to strongly affect flame anchoring, for instance
by inducing flame quenching and lift-off. These effects are in turn of prevalent impor-
tance on the flame global topology, on its intrinsic dynamics, as well as on its response
to acoustic perturbations [61]. Conversely, any modification of the flame features may
result in a modification of the heat flux that the flame provides to solid boundaries,
which may perturb the temperature field within the wall. This two-way coupling be-
tween reactive flow phenomena and heat conduction in the solid constitutes a conjugate







Figure 8.1: Schematic of the conjugate heat transfer problem, or in other words
the two-way coupling due to Flame-Wall Interaction.
coupling is rather loose: indeed, the heat diffusion time-scale in the solid can be as
large as O(1 s), while the flow characteristic time-scale is in O(1 ms). The temperature
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within the wall is then insensitive to fast oscillations in the fluid (but still depends on
the mean flow and on slower oscillations), such that only the average solid temperature
field is involved in the conjugate heat transfer problem. However, as briefly mentioned
in [191], the dynamic flame-wall coupling is expected to be stronger in the case of a LRE
coaxial injector, due to the combination of very high heat fluxes and thin lips. This
effect is expected to be even more pronounced in the case of doubly transcritical com-
bustion, since both reactants are injected in a cryogenic state, which will be confirmed
later. Note that the numerical modeling of FWI usually requires complex chemistry,
due to the relatively cold temperature in the vicinity of the solid boundary. Thus,
most previous numerical studies of LRE ccombustion overlooked the FWI problem at
the coaxial injector lips. They instead relied on two crude simplifications: (1) adia-
batic boundary conditions were assumed at the coaxial injector lip [191, 192], and (2)
simplified chemistry, tabulated [199, 228] or based on two-step reduced schemes [198],
was employed. In the light of these observations, the present work assesses the FWI
influence on the anchoring mechanisms of the doubly-transcritical LO2/LCH4 flame
studied in the previous chapters. Most importantly, it considers an unsteady, synchro-
nized conjugate heat transfer problem, where the flame and the lip temperature field
may be strongly coupled.
8.1.1 Numerical setup
As the present study focuses on flame root stabilization, computations are performed
on a two-dimensional slice of the Mascotte geometry (see Fig. 5.6). The computation
domain, shown in Fig. 8.2 is also truncated in the axial direction. The area of interest,
CH4
O2
Figure 8.2: The two-dimensional computational domain. Thick dark lines
represent no-slip adiabatic walls for the fluid domain. Dashed lines are non-
adiabatic no-slip walls were fluid and solid domains are coupled. The basis of
the lip (hashed line) is an adiabatic boundary condition for the solid domain.
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of dimensions 2dO2×1dO2, is located near the injector lip of thickness δl, and consists of
cells of dimension 0.03δl (i.e. a few µm). The diffusion flame reactive thickness (of order
100 µm for the strain rate levels considered here) implies a high resolution of the front
with at least 10-16 cells across the reactive thickness. Injection conditions (recalled
in Tab. 8.1 for convenience) are the same as those employed in the previous chapters:
they are similar to the operation point T1 in [194]. The only difference is that the
chamber pressure has been increased to 75 bar (instead of 54 bar in the experimental










R ef (SI) κf
O2 1.0 0.55 1.49 260 75.5
CH4 3.59 0.62 1.64 2200 8.9
HG - 80 245
Table 8.1: Injection conditions (mass flow rate, reduced pressures and temper-
atures), and fluid thermal properties (effusivity e (SI), and effusivity ratio κf)
for reactants and hot gases (HG). The global equivalence ratio is φg = 14.3,




O) = 33.3, and the wall effusivity
is ew = 1.9× 104 (SI).
imposed at both reactants inlets through NSCBC boundary conditions [224] adapted
for real-gas thermodynamics. All walls are resolved and a no-slip velocity condition is
imposed. Only the temperature field in the lip of the central injector is coupled with
the fluid domain, such that the only non-adiabatic solid boundaries are the interfaces
between the splitter plate and the fluid domain. The strategy to compute thermal
quantities at this non-adiabatic boundary is detailed in the following paragraphs.
At this point it is interesting to define some quantities relevant to conjugate heat
transfer. The fluid effusivity is defined as ef = (ρCpλ)
1/2, with λ the thermal con-
ductivity and Cp the specific heat capacity. We also define the fluid effusivity ratio
by κf = ew/ef . The effusivity allows to evaluate the ability of a body to exchange
heat with its surrounding. Thus, for κf  1, temperature at the solid/fluid interface is
mostly determined by the wall temperature, and this one can be considered as isother-
mal. On the contrary, if κf  1 the interface temperature is imposed by the fluid
and the wall may be considered as adiabatic. Intermediate values of κf correspond
to boundaries that are neither adiabatic nor isothermal. Thermal properties (Tab.8.1)
show the dominant thermal influence of the cryogenic CH4 stream on the lip. None of
the interfaces can be considered as adiabatic. Most importantly, the wall conduction
characteristic time-scale is τw = (δ
2
l ρCp/λ) = 0.6 ms, which is comparable to that of
unsteady motions in the fluid. This very short time scale-scale, that differs from most
180
8.1 The conjugate heat-transfer problem
usual FWI applications, justifies the need for a strongly coupled unsteady conjugate
heat transfer problem, where both the solid and the fluid temperatures vary on similar
time scales.
8.1.2 The AVTP solver
Resolving the conjugate heat-transfer problem requires to solve for the unsteady tem-
perature field within the lip (white domain in Fig. 8.2). In this work, this is performed
thanks to the solid thermal solver AVTP [253, 254], developed at CERFACS. Its struc-













where superscripts S denote quantities related to the solid. In Eq. (8.1) the diffusion
term is numerical integrated thanks to the 2∆ operator [255]. The time-integration is







where TSn+1 and T
S
n+1 are the solid temperature fields at the instants n + 1 and n,
respectively, and dtS is the solid time-step. This scheme is stable if the Fourier number





S) < 0.5, with ∆x the cube-root of the
cell volume. In the present simulation, the solid time-step is fixed to a constant value,
such that Fo = 0.1. Classical heat conduction boundary conditions are implemented in
AVTP. Those include for instance the isothermal condition (TSw = Tref ), the adiabatic
condition (qSw = 0), and the heat-loss condition (q
S





lip temperature and heat-flux at the fluid-solid interface.
In the present simulation, the mesh used by the thermal solver is uniform, composed
of triangular cells of size δl/120. A quick evaluation of a characteristic diffusion length
in the lip shows that it is considerably shorter than the axial length of the solid domain
considered here: the lip basis is therefore close to adiabatic conditions.
8.1.3 Multi-physics code coupling
The most crucial components in the resolution of the conjugate heat transfer problem
is the coupling between the fluid solver and the solid thermal solver. In this work,
the Parallel Coupling Strategy (PCS) designed by Duchaine et al. [256], and based on
the OpenPalm library[257] is employed. In this approach, depicted in Fig. 8.3, both
solvers run in parallel on distinct set of processors. Some meeting points are defined and
serve to schedule the exchange of boundary data values necessary to enforce a physical
coupling. At each meeting point, both solvers update their respective thermal boundary
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Fluid solver Solid solver
Boundary values 
update
Fluid solver Solid solver
Boundary values 
update
Figure 8.3: Flowchart of the Parallel Coupling Strategy (PCS). Both fluid
and solid solvers run in parallel on different set of processors. Boundary data
ensuring the physical coupling are exchanged at the fluid/solid interface at
meeting points, that are defined thanks to the exchange frequencies αF and
αS.
conditions that are then used to continue the temporal integration. There exist different
possibilities to define this exchange, however Giles et al. [258] proved that the conjugate
heat transfer problem is stable only if an isothermal condition is imposed to the fluid
domain, and a heat-loss (or Neumann) condition is imposed to the solid domain. Thus,
at the coupling event n, AVBP-RG and AVTP respectively exchange their wall heat flux
q
F (n)
w and their wall temperature T
S(n)
w . After this coupling event, AVBP-RG computes
αF iterations of constant time-step dtF , with an isothermal boundary at the injector lip
defined by T
S(n)
w . Meanwhile, AVTP computes αS iterations at constant time-steps dtS
with a heat-loss condition determined by q
F (n)
w . At the next coupling event n+ 1, both
boundary values are updated from the fields that have been integrated, and so forth.
Note that since an unsteady and strongly coupled conjugate heat transfer problem is
considered here, both solvers need to be synchronized in time, that is αFdtF = αSdtS .





S)/λS , and by
setting a large exchange frequency with αS = 50 and αF = 5; dtF is then fixed to a
constant value dtF = dtSαSdtS/αF . This approach ensures a fast convergence of the
solid solver and avoids any aliasing, but also results in a significant computational cost.
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8.2 Flame root stabilization mechansims
Two simulations are performed, the first one (superscript C) using conjugate heat trans-
fer at the injector lip (Fig. 8.2) thanks to the coupling strategy described above, and the
second one (superscript A) with adiabatic boundary conditions at the lip. Characteris-
tic quantities of the one-dimensional counterflow diffusion flame shown in Fig. 5.10 are
used to nondimensionalize some of the results: the average volumetric heat release rate
Ω̇0 = 3.5×1011 W/m3 is used to normalize the heat release computed in the numerical
simulations (notedHR∗), and the heat release per flame surface area Φ0 = 40.4 MW/m
2
(obtained by integration over the flame thickness) is used to normalize the wall heat
flux (noted Φ∗w). Note also that the thickness of this one-dimensional flame in the
physical space is 125 µm, which is much larger than the smallest cell size used in the
present simulations.
8.2.1 Flame root structure
Both simulations were run and averaged over 12 ms, which roughly corresponds to 5
convective times relative to a fluid particle in the slow dense oxygen core, or equivalently
to 20 characteristic diffusion times in the solid. Averaged fields of heat release rate,
fluid temperature, wall temperature, and heat flux are shown in Fig. 8.4.
The flame root structure obtained in the adiabatic case presents some distinguish-
able features. In Fig. 8.4-(1A) two corotating recirculation zones are visible: a first one
(RA1 ) is located in the lip’s wake, while the second one (R
A
2 ) generated by upstream
flow separation lies beneath the lip, in the oxygen injection stream. A smaller vortex
appears to be trapped and stretched between RA1 and R
A
2 , where a pocket of hot gases
(HGA) is trapped underneath the lip. The density isoline ρ = 0.9ρinjO2 allows the visual-
ization of the position of the dense oxygen core, and this one appears to retract under
the influence of HGA, which facilitates cryogenic O2 pseudo-boiling. In Fig. 8.4-(2
A),
two distinct reaction zones can be identified: an intense primary reaction zone (PAR )
is located in the lip’s wake, at a distance of approximately 1.5δl from the lip’s end,
in a region of high shear between the two streams. This stabilization mechanism is
similar to that described in [191] for a LO2/GH2 flame. However, unlike the LO2/GH2
flame, the present case also displays a weaker secondary reaction zone (SAR), situated
in the zone of high shear between RA1 and R
A
2 . This secondary reaction zone, anchored
onto the lip within the oxygen stream, is fueled through the pocket of hot gases HGA,
which facilitates cryogenic reactants vaporization, and therefore their mixing. This
effect is noticeable as SAR lies close to the stoichiometry line Z = 0.2: gaseous CH4
invades the dense O2 stream and is responsible for the anchoring of the secondary
flame front beneath the lip. Compared to the LO2/GH2 flame studied in [191], this
183
8. FLAME-WALL INTERACTION EFFECTS ON THE FLAME ROOT




Figure 8.4: (1) Averaged temperature field and velocity streamlines in the fluid.
Averaged heat flux magnitude and vector field in the wall. (2) Averaged heat
release rate and velocity vector field in the fluid. Averaged temperature and
heat flux streamlines in the wall. Superscripts A (resp. C) denote the simulation
with adiabatic conditions at the lip (resp. the conjugate heat transfer problem).
stabilization mechanism is probably due to a significantly higher momentum flux ra-




O) (J = 33.3 here, while J = 0.24 in [191]). The stabilization
mechanism in the adiabatic case seems extremely dependent on the formation and the
expansion of the pocket of hot gases HGA. The temperatures reached by the lip ex-
tremity for this adiabatic case range from approximately 300 K to 3500 K, and are not
realistic.
On the contrary (see Fig. 8.4-(2C)), the fully coupled problem yields a relatively
cold time-averaged lip temperature, which does not exceed 450 K at its extremity. It
is also worth noting the large temperature gradient across the lip thickness, varying
from 450 K at the lower corner of the lip (Llow) to 300 K at the point Lup near its
upper corner. The cold lip induces significant heat losses at the wall (up to Φ∗w = 4.5,
see Fig. 8.4-(1C)) and prevents the formation of the region of hot gases HGA seen for
the adiabatic case, thereby changing the entire stabilization mechanism. The two main
recirculation zones RC1 and R
C
2 still exist, but are slightly more separated than in the
adiabatic case, so that no area of high shear is found at their common frontier. Mixing
is also notably affected by wall heat losses: because of lower temperatures at the lip,
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vaporization of reactants is less efficient, and gaseous CH4 is not transported within the
oxygen stream, as in the adiabatic case. Only one primary region of reaction (PCR ) is
observed in the coupled simulation. It is located close to the lip extremity, and extends
over a long narrow area spreading from the lower corner Llow to the point Lup closer to
the upper corner. This suggests periodic oscillations of the flame, as discussed below.
A wider downstream flame brush also tends to indicate large amplitude fluttering of
the flame front induced by oscillations of the flame root.
Detailed flame structures (Fig. 8.4-(3A) and (3C)) in the mixture fraction space show
that with adiabatic boundary conditions, the flame mostly burns in a pure diffusion
mode, as its structure is very close to that of the one-dimensional flame presented in
Fig. 5.10. Conversely, the coupled problem gives a flame that burns in diffusion as
Figure 8.5: Scatter plots of the flame structure in mixture fraction space,
compared to the flame displayed in Fig. 5.10. Superscripts A (resp. C) denote
the simulation with adiabatic conditions at the lip (resp. the conjugate heat
transfer problem).
well as partially-premixed modes: reactions do not occur close to the wall due to low
temperatures, and reactants can mix before reacting.
8.2.2 Flame root dynamics
In the adiabatic case, the primary reaction zone PAR does not exhibit significant oscilla-
tions, and similarly to the LO2/GH2 flame of [191], it is stabilized in the highly sheared
mixing layer between the two reactant streams. The weaker secondary reaction zone
SAR , anchored beneath the lip is more sensitive to perturbations in the cryogenic oxi-
dizer stream, and undergoes slight intermittentcy. The flame root obtained with FWI
effects is more unstable and displays strong periodic self-sustained fluctuations. The
primary reaction zone PCR oscillates between two positions Llow located near the lower
lip corner, and Lup closer to the upper lip corner. Meanwhile, the lip temperature field
changes in phase with the flame root motion: at the lower corner Llow, temperature
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varies between 345 K and 505 K, while it varies between 278 K and 355 K at the upper
corner. Snapshots of temperature, heat release, wall heat flux, and wall temperature
fields at two instants tup and tlow, corresponding to the two distinct flame root locations,










Figure 8.6: (1) Instantaneous temperature field and heat release contours in
the fluid. The dark line represents the ρ = 0.9ρinjO2 isoline. Instantaneous heat
flux magnitude and vector field in the wall. (2) Instantaneous heat release rate
and velocity vector field in the fluid. The blue line represents the stoichiometry
line Z = 0.2. Instantaneous temperature field with heat flux streamlines in the
wall. Subscripts u (resp. l) denote an instant when the flame root is located at
the point Lup (resp. Llow).
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a strong shear due to the proximity of the high momentum CH4 stream. As a conse-
quence, the flame root is a relatively straight and unperturbed segment, followed by
large scale vortices downstream. At the same time, wall heat losses contribute to rapid
heat-up of the upper corner of the lip (Φ∗w = 8.5), resulting in a relatively homogeneous
temperature field across the lip thickness (TLow = 360 K and Tup = 340 K). Conversely,
when the main reaction zone PCR is located near the lower corner Llow, shear is weaker
due to low velocities in the oxygen stream. The flame root is stretched and rolled up by
large scale vortical structures in the mixing layer, and it undergoes a flapping motion.
In the meantime, the wall temperature gradient across the lip thickness reaches its
maximal value (TLow = 490 K and Tup = 280 K), due to the proximity of the reaction
zone to the lip’s lower corner.
In order to further investigate coupling mechanisms responsible for the self-sustained
oscillations affecting simultaneously the flame root and the wall temperature, two quan-
tities of interest are recorded over time. The first one is the radial location yfr(t) of the
flame root (noted fr), and the second one is the radial location ywh(t) of the wall hotspot
(noted wh), defined as the point of maximum temperature in the lip (Fig. 8.6 right).
Both locations are normalized by the lip thickness δl. Coordinates origin is taken at
the point Lup indicated in Fig. 8.6. Temporal evolution and Fourier spectra of the two
signals are shown in Fig. 8.7. A strong correlation between flame root and wall hotspot
Figure 8.7: Left: time-series of the flame root location yfr(t) and the wall
hotspot location ywh(t). Right: Fourier spectra associated to these two signals.
fluctuations appears. Both are dominated by two modes, with a first fundamental
mode at roughly 450Hz and its harmonic at approximately 900Hz. Thus, self-sustained
oscillations affecting the flame root seem to result from a complex flame/heat transfer
coupling at the wall. Pressure fluctuations were also recorded at several locations in
the domain, and as resulting spectra did not exhibit any of the previous frequencies,
the influence of acoustics was ruled out as a potential cause of the unsteady flame
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anchoring. The wall hotspot and flame root coupled dynamics can be further stud-
ied by considering the difference ∆y(t) = ywh(t) − yfr(t) (still normalized by the lip
thickness δl). One-dimensional Dynamic Mode Decomposition [243] is used to isolate
the most energetic components of the signals yfr(t) and ywh(t), corresponding to the
peaks in Fig. 8.7. The resulting phase-portrait in the plane (∆y(t), ∆̇y(t)) is displayed
in Fig. 8.8. The origin (0, 0) in the phase-plane represents instants where wall hotspot
Figure 8.8: (a) Phase-portrait of the coupled system in the plane
(∆y(t), ∆̇y(t)). Red circles indicate unstable equilibrium points at cusps in the
trajectory. Green squares represent unstable attracting points. (b) Schematic
view of an analogous forced double-well oscillator.
and flame root face each other and move at the same speed. A quick examination of the
phase-portrait allows to rule out the existence of any distinct closed limit-cycle, as the
trajectory is chaotic and alternates between small orbits around the origin (i.e. fr and
wh are close to each other and have similar motion), and larger orbits (i.e. fr and wh
are far from each other). Most importantly, 4 cusps located near the origin are clearly
visible on the trajectory showing that yfr ≈ ywh is an unstable equilibrium position.
After reaching a cusp, the trajectory is sent back to a larger orbit. These dynamics are
very similar to that of a particle in a forced double-well oscillator, the central bump
representing the unstable equilibrium situation where wall hotspot and flame root face
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each other. The particle cannot reach exactly the top of the central bump, and slight
overshoots in its displacement cause it to fall back on the other side and oscillate on a
larger orbit. Analogously, flame root and wall hotspot are never exactly in phase, and
overshoots in the flame displacement cause this equilibrium situation to diverge to large
values of ∆y. Thus, the coupled dynamics consists of a combination of small-amplitude
oscillations around the equilibrium state yfr ≈ ywh, and larger-amplitude oscillations
with the flame root position yfr and the wall hotspot position ywh decorrelated from
each other. Physically, this unsteady coupling can be explained by unsteady heat con-
vection phenomena occurring in the fluid. (1) When the flame is stabilized near the
point Lup large vortices downstream of the straight flame root bring hot gases close
to the lower corner Llow (see in Fig. 8.6). The lip hotspot then moves from the point
Lup to Llow, and the flame root follows its motion. (2) Conversely, when the flame
is stabilized near Llow, vortices convect hot gases towards the upper corner, and the
reverse mechanism takes place.
8.3 Conclusion
Adiabatic boundary conditions are often used in numerical simulations of flame dy-
namics, especially in LRE conditions where little experimental data is available. As a
result, the effects of Flame-Wall Interactions on both the anchoring of the flame root,
and on its forced and intrinsic dynamics is a problem that was mostly left unexplored.
The present study circumvented the lack of experimentally measured wall temperatures
by resolving an unsteady conjugate heat-transfer problem, where the temperature field
within the injector lip was strongly coupled to a two-dimensional high-fidelity simula-
tion of the doubly transcritical LO2/LCH4 coaxial flame studied throughout this thesis.
The use of the detailed kinetic scheme for CH4 oxycombustion in LRE conditions, de-
rived in Sec. 5.3, was also a key feature of this simulation.
Significantly different stabilization mechanisms are found between simulations using
adiabatic walls and the fully coupled computations. More precisely, in the former case,
the flame is mainly stabilized in a sheared mixing layer between reactants streams,
similarly to LO2/GH2 flames. However, adiabatic walls appear to facilitate cryogenic
reactants vaporization and therefore their mixing. This effect results in the formation
of a secondary reaction front within the O2 injection stream. Conversely, the coupled
problem exhibits no stable mixing layer and strong self-sustained oscillations of the
flame root and of the temperature field in the lip. Both were found to be bimodal and
to oscillate at similar frequencies, indicating a strong influence of heat transfer in the
lip on the flame root location. As a result, successive flame root locations were observed
(1) in the proximity of the CH4 stream, where the flame is stabilized by high shear, (2)
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and in the proximity of the O2 stream, where the flame root is stretched and rolled-up
by vortical structures. The chaotic coupled dynamics of this system can be compared
to that of a particle sliding in a forced double-well oscillator. These self-sustained
oscillations are expected to be important for the flame response to external forcing,
but also for the overall flame stabilization process. Thus, the three-dimensional flame
dynamics LES performed in Chapter 6 and 7 would need to be recomputed by adding
the resolution of a conjugate heat transfer problem. However, as this task requires
immense computational resources, it was deemed unfeasible in the present thesis.
Finally, note that this study assumes perfectly smooth injector walls. Although this
point was not investigated, flow features taking place at such small scale are expected to




This PhD thesis is dedicated to the development of methods and models intended to
enable the numerical prediction of thermoacoustic instabilities in complex industrial
systems, such as Liquid Rocket Engines or gas turbines. A wide variety of computa-
tional tools, ranging from cheap low-order models to costly high-fidelity simulations,
were utilized and perfected. This work was carried out following two principal direc-
tions: the first one consisted in designing more accurate and efficient low-order models
for the resolution of unstable thermoacoustic modes in complex combustors, while the
second one was centered on the use of high-fidelity Large Eddy Simulations and Direct
Numerical Simulations to explore the complex dynamics in an academic high-pressure
cryogenic burner, representative of a Liquid Rocket Engine.
Low-Order Modeling of thermoacoustic instabilities in complex systems
The first axis of this PhD thesis lies in the vein of previous studies conducted at
CERFACS, most notably by Bauerheim et al. [52, 106, 107, 259]. It appeared that
usual low-order modeling methods rely on drastic simplifications of the combustors’ ge-
ometries, which significantly alter their applicability to industrial systems. The present
work therefore aimed at improving these existing methods by designing a novel low-
order strategy that would allow for the prediction of unstable thermoacoustic modes
in combustion systems that are of particular interest for CERFACS industrial part-
ners. This was achieved through the implementation of the code STORM, based on
the following fundamental principles:
• The number of Degrees of Freedom is reduced as mush as possible, such that a low
computational cost is ensured. This was achieved by making use of modal expan-
sions, which generally yield lower-order problems than other strategies commonly
encountered.
• The LOM is highly modular and flexible, which eases the straightforward mod-
ification of physical or geometrical parameters. In this matter, the LOM code
STORM relies on a divide and conquer strategy, where complex combustors are
split into acoustic networks of simpler elements, thanks to the state-space formal-
ism.
• Non-rigid-wall frontiers, such as complex impedance boundaries that are ubiqui-
tous in industrial combustors, can be accurately modeled. This particular point
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was addressed thanks to the frame modal expansion, a generalization of the clas-
sical Galerkin expansion, that unlike the latter, is able to precisely resolve the
acoustic fields in the vicinity of non-trivial boundaries.
• Geometrically complex boundaries, which usually consist of wide and curved pan-
els, can be accounted for. This is enabled by the combination of the frame ex-
pansion with the newly introduced surface modal expansion method. This lat-
ter approach is analogous to a Galerkin expansion, in the case of a curvilinear
Helmholtz problem formulated in the vicinity of a topologically complex surface.
The major contribution of this thesis to the low-order modeling of thermoacoustic in-
stabilities is undoubtedly the frame expansion method, which constitutes the backbone
of STORM. The modularity of flexibility of the approach was further enhanced thanks
to the design of an Application Programming Interface (API) intended to generate and
manage the complex acoustic networks that STORM can resolve. The implementation
of this API was initiated during this PhD thesis, and will be continued in future ones.
Even though this work did not present any application of STORM to actual industrial
combustors, such results were nonetheless recently obtained on a Safran Aircraft En-
gines annular combustor. A strong emphasis was however put on empirically assessing
the convergence and the precision of the proposed numerical methods. The author
believes that the strategies introduced during this PhD have the potential to drasti-
cally improve state-of-the-art thermoacoustic low-order models. Future development at
CERFACS will include the use of STORM for Uncertainty Quantification, adjoint op-
timization, robust design, as well as temporal nonlinear simulations of thermoacoustic
limit-cycles and other chaotic phenomena.
High-fidelity simulations of a doubly-transcritical LO2/LCH4 coaxial jet-
flame
The second research direction followed during this PhD was guided by the urgent
need to characterize the doubly-transcritical combustion of methane and oxygen, a
regime that is mostly unexplored, but that is nonetheless likely to occur in future
reusable Liquid Rocket Engines. In this matter, several high-fidelity simulations of
the Mascotte academic test rig, operating in conditions relevant to that of an indus-
trial LRE, were performed. The specificities of these simulations lied in the non-ideal
thermodynamics that are resolved, as well as in the use of a complex kinetic scheme
that was purposely derived for high-pressure methane oxicombustion. The allocation of
considerable computational resources through the PRACE, GENCI, and MeteoFrance
infrastructures allowed several facets of doubly-transcritical combustion to be explored:
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• The first LES of a doubly-transcritical LO2/ LCH4 coaxial jet flame was used to
investigate its structure as well as its intrinsic dynamics. These latter displayed
several distinctive features never reported before. Most notably, break-up modes
of the oxidizer dense core, as well as a vortex-shedding mode in the fuel stream
were evidenced.
• The first Flame Transfer Function of a doubly-transcritical LO2/LCH4 coaxial jet
flame was computed over a wide frequency range. This was achieved thanks to a
series of LES where small-amplitude harmonic modulations were imposed at the
fuel inlet to trigger linear flame fluctuations. Frequency-dependent preferential
response regions were identified, and were observed to be strongly correlated to
the generation of vortex-ring pairs in the methane annular jet. In addition, an
analysis of the mechanisms contributing to the heat-release oscillations proved
the prevalence of the species diffusivity variations.
• The nonlinear response of a LO2/LCH4 coaxial jet flame was assessed by per-
forming another set of similar LES, at a larger modulation amplitude. The first
Flame Describing Function of such flame was computed over a large frequency
range. Saturation mechanisms were identified, as well as nonlinear production of
higher harmonics.
• Finally, the first DNS of a doubly-transcritical LO2/LCH4 flame utilizing both
complex chemistry and a conjugate heat transfer problem at the injector lip was
conducted. This high-fidelity simulation aimed at assessing the effects of Flame-
Wall Interactions on the flame root anchoring mechanism. Remarkably different
stabilization modes were observed between this non-adiabatic flame and an adi-
abatic one. In particular, the strongly coupled unsteady conjugate heat transfer
problem yielded coherent self-sustained oscillations affecting both the flame root
location and the temperature field within the injector lip. Such complex anchor-
ing mechanism is expected to have first order effects on the overall flame topology
and on its response to acoustic pulsations, which questions the use of adiabatic
boundary conditions in simulations of LRE combustion.
High-fidelity simulations’ results discussed in this work are expected to provide a new
and deeper insight into the dynamics of LRE cryogenic flames. The proposed analyzes of
these results have the potential to guide the future development of theoretical models
for the response of such flames to acoustic perturbations. In addition, quantitative
transfer functions computed during this PhD thesis can be embedded into low-order
acoustic networks for the prediction of thermoacoustic instabilities in multi-injectors
LREs.
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A library of state-space
realizations
A.1 Acoustic subdomain
The state-space representation for a subdomain Ωi belonging to an acoustic network is
given in this section. It is assumed that the connection boundary Sci consists of MS sub-
surfaces (S
(m)
ci )1≤m≤MS of surface area ∆S
(m)
ci , and located at the center-points ~xsm. It
is also supposed that these sub-surfaces are small enough, such that acoustic variables
can be approximated by their values at the points ~xsm. In addition, Ωi contains MH
heat-sources (H
(l)































































































ci (used to compute the surface source terms from the
boundaries S
(m)




n (used to compute the volume source terms from the heat-
sources H
(l)

















































A. A LIBRARY OF STATE-SPACE REALIZATIONS
In this equation, the state vector XΩi(t) is of size 2N , where N is the number of
eigenmodes used in the modal expansion. The dynamics matrix AΩi is block-diagonal
of size 2N × 2N . The first 2MS columns of the input matrix BΩi and 2MS elements
of the input vector UΩi(t) correspond to surface source terms imposed at adjacent
boundaries S
(m)
ci . The MH last columns of B
Ωi and the MH last elements of U
Ωi(t)
correspond to the volumetric heat release forcing.
In the state-space framework that is used here, any subsystem Ωi outputs both the
normal velocity us(~xsm) = ~u(~xsm).~ns and the pressure p(~xsm) at each one of the MS
surface elements. In addition, it is also possible to incorporate in the output vector
(not detailed here) pressure and velocity at any point within Ωi, such that those can
then be passed as reference pressure/velocity to an active flame. Thus, the following



































































 − 1ρ0∇sφn(~xsm) 0
0 φn(~xsm)
 (A.4)
Note that the feedthrough matrix D is zero. At the end, the state-space represen-
tation of the acoustics in the subdomain Ωi is defined by Eq. (A.1) to Eq. (A.4). It is
a 2MS-input 2MS-output system (in the absence of heat release source terms), whose
dynamics are described by a 2N × 2N matrix.
A.2 Acoustic subdomain with a complex connection bound-
ary
The state-space representation for the acoustics in a subdomain Ωi needs to be adapted
to account for complex impedance or conductivity on geometrically elaborate bound-
aries. For conciseness, Ωi is assumed to be adjacent to only one complex boundary
S
(m)
ci . Since other types of state-space interconnections (simple point-wise boundaries,
heat sources, etc.) do not require any adaptation, they are not considered here. The
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A.2 Acoustic subdomain with a complex connection boundary
reformulated dynamics equation, formulated thanks to Eq. (4.2) and Eq. (4.32), has














































































k , used to compute the surface forcing from the com-
plex boundary S
(m)















































where si = ~uΩis .~eξ = ±1 defines the orientation of the subdomain surface normal with
respect to the complex boundary S
(m)
ci . The state vector X
Ωi(t) is of size 2N , with N
the number of eigenmodes used in the subdomain frame expansion. The input matrix
BΩi (2N × 2KS) serves to compute the surface source terms from the 2KS elements
of the input vector UΩi , which comprises the surface modal amplitudes of both the
normal velocity and the acoustic potential from the complex boundary S
(m)
ci .
The subsystem Ωi outputs both the projections of its normal velocity us(~xs) and
pressure p(~xs) onto each one of the KS surface modes of S
(m)
ci . This is achieved thanks





























































k are expressed as:
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 − 1ρ0 (∇sφn|Kk) 0
0 (φn|Kk)
 (A.8)
Finally, the state-space realization of the subdomain Ωi with one adjacent complex
boundary S
(m)
ci is a 2KS-inputs-2KS-outputs systems, whose intrinsic dynamics are
governed by a 2N × 2N matrix.
A.3 Cross-section change between two long ducts
In this section, the state-space representation for an acoustically compact subdomain
Ωsc enclosing a cross-section change between two long ducts Ω1 and Ω2 of respective
cross-section area S1 and S2 is derived. Although the acoustic field can be considered
purely longitudinal in both ducts Ω1 and Ω2, it is locally multidimensional in the
neighborhood of the section change. The subsystem Ωsc is therefore defined such that
it encloses the region where the acoustic flow is multidimensional. In practice, this




D2). However, since the cross-section change is
assumed acoustically compact (since Lsc  L1, L2), the detailed topological structure
of the acoustic flow in Ωsc has very little effect on the global eigenfrequencies and
eigenmodes of the whole geometry. For this reason, the acoustic pressure in Ωsc is
not expanded onto an eigenmodes family, but instead a specific treatment relying on a
more global description is applied. The volume-averaged pressure p(t) and velocity u(t)
in Ωsc are introduced. Volume-averaging the linearized Euler equations in Ωsc yields





















where pΩ1(t) and uΩ1s (t) (resp. p
Ω2(t) and uΩ2s (t)) are the pressure and the normal
acoustic velocity imposed by the subdomain Ω1 (resp. Ω2) onto Ωsc. The + sign in
the second equation is due to the fact that the outer normals at Sc1 and Sc2 are
defined with respect to Ω1 and Ω2 respectively, and are therefore pointing in opposite
directions. For low frequencies, these conservation equations reduce to the classical
quasi-static jump relations pΩ1 = pΩ2 and S1u
Ω1
s = −S2uΩ2s . Pressures and normal
velocities imposed by Ωsc onto the two ducts Ω1 and Ω2 can then be calculated thanks
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A.3 Cross-section change between two long ducts
to 0th-order approximations (i.e. piece-wise constant functions):






)u(t) , p(xsc = 0, t) = p(t)






)u(t) , p(xsc = Lsc, t) = p(t)
(A.10)
















































The state-vector X(sc)(t) contains the volume-averaged velocity u(t), pressure p(t),
and acoustic potential ϕ(t) = −
´
p(t′)dt′/ρ0. The first two components of the input
vector U(sc)(t) are imposed by the duct Ω1, while the last two are imposed by the duct




2 ) the matrix consisting of the first two columns
(resp. last two columns) of B(sc). In Eq. (A.11), the first two lines essentially impose
acoustic momentum and acoustic volume flux conservation. For low frequencies, these
conservation relations reduce to the classical quasi-static jump relations pΩ1 = pΩ2 and
S1u
Ω1
s = −S2uΩ2s . The third equation of the dynamical system is a time-integrator that
facilitates the computation of the output vector, as the two ducts Ω1 and Ω2 require
normal acoustic velocity and acoustic potential as inputs. Outputs for the state-space































In Eq. (A.12), the feedthrough matrix D is zero. The first two lines are outputs that
are to be imposed to the first duct Ω1, while the last two lines are outputs that are to




2 ) the matrix formed
with the first two rows (resp. last two rows) of C(sc).
The specific treatment applied to the subdomain Ωsc enclosing the neighboring
region of the section change allows to derive a generic state-space representation for
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acoustically compact cross-section variations, independently of the exact geometry of
this region. Indeed the use of volume-average acoustic variables and 0th-order approx-
imations, permits to avoid dealing with the topological complexity of the multidimen-
sional acoustic flow in Ωsc. It is also worth noting that even though the derivation
of the state-space representation for Ωsc was here conducted in the absence of acous-
tic sources, and without conversion from acoustic to entropy or vorticity waves in the
neighborhood of the section change, these assumptions could be omitted to obtain more
general representations.
A.4 Cross-section change between a long duct a large cav-
ity
In the case of a small domain of thickness Lsc enclosing a cross-section change Ωsc





s is degenerate (since S1  S2 and uΩ2s  uΩ1s ). The state-




































In the low-frequency limit, this dynamics equation only imposes the pressure continuity
between both subdomains (pΩ1(t)) = pΩ2(t)), without affecting the velocity. It is
therefore necessary to account for the acoustic flux exchange in the output equation,
























0 0 0 0
0 0 0 0
−1 0 0 0










A.5 Active flame approximated by a Multi-Pole expan-
sion
For a given active flame, fluctuations of heat release rate Q(t) are governed by a FTF,
that is approximated by a PBF expansion such as the one of Eq. (3.45). In Chapter 3,
that is applied to a constant time-delay FTF e−jωτ , but this type of approximation
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A.5 Active flame approximated by a Multi-Pole expansion
is more generic, and its coefficients can be adjusted to fit FTF data points obtained
through experiments or through pulsed LES. Recasting each Pole Base Function into













































In Eq. (A.15), the flame input vector U(FTF )(t) has a single entry, the reference
fluctuating velocity u(ref)(t). The input matrix B(FTF ) is simply used to normalize the
reference velocity fluctuations by the mean flow at the reference point. Note that other
formulations including a pressure value as reference are also possible. The state-vector
X(FTF )(t) contains abstract variables that serve as intermediates in the calculation of
heat release rate. The state variable Żk(t) can be interpreted as the proportion of
normalized heat release fluctuating at frequencies contained in the band of width 2ck





















The flame output vector Y(FTF )(t) only comprises the heat release rate Q(t), which
is reconstructed from a linear combination of the individual components Żk(t) contained
in the state-vector.
Remark
Once a state-space realization (based on a PBF expansion) has been obtained for a
FTF with a given time-delay τ , deriving a new state-space representation for another
FTF with a time-delay τ ′ is straightforward and does not require to repeat the PBF
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ω2 + 2c′kjω − ω′20k
(A.18)
where the PBF coefficients are all rescaled in a similar fashion: a′k = akτ/τ
′, c′k =
ckτ/τ
′, and ω′0k = ω0kτ/τ
′. Note, however, that the FTF cutoff frequency and the
width of the cutoff region are also rescaled by this same factor τ/τ ′.
A.6 Non-reflective boundary at the end of a long duct
Similarly to the case of a cross-section change between two long ducts (Appendix A.3),
the state-space realization of an impedance Z(jω) = 1/(r+ jω/ωc) at the end of a duct
Ω1 is derived by performing a volume averaging of the linearized Euler equations in a














0 0 0 − c0
Lbωc
−1/ρ0 0 0 0
0 0 0 1






























where ω0 is set to a very large value to build a time-derivator in the last two lines.
The non-reflective condition appears as a particular case of this state-space equation:
setting a large value for ωc reduces the first line of Eq. (A.19) to the quasi-static
equality ρ0c0u
Ω1
s (t) = rp
Ω1(t), and choosing a value of r very close to unity yields









0 0 0 0









A.7 Complex connection boundary
The surface modal amplitudes νk(t) and µk(t) (Eq. (4.30)) entirely characterize the
acoustics dynamics on the complex boundary S
(m)
ci , and are therefore used to build its
state-space representation from Eq. (4.31):
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k , and U
Ωi,j











 , AS(m)cik =

0 1 0 0


















































In this equation, the subscripts KR refer to the SISO state-space realization associated





k are employed to compute the source terms from the two adjacent subdomains
Ωi and Ωj . To be consistent with the subdomains input vectors, S
(m)
ci must output the























































 , CΩi,jk =

0 0 1 0
1 0 0 0
0 0 1 0
1 0 0 0
 (A.24)
A.8 Howe’s model Rayleigh conductivity
For a Rayleigh conductivity KR expressed through the approximation to Howe’s model
given in Eq. (4.37), the inverse Fourier transform of the term −jωρud2/KR(jω) in
Eq. (4.25) can be translated into a SISO state-space realization that is directly embed-
ded into the complex boundary state-space realization provided in Eq. (A.21)-(A.22).
Its expression writes:
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Reference solution for a liner in a
cylindrical domain
Let us consider an annular and a cylindrical subdomains separated by a ribbon-like
multi-perforated liner characterized by the Rayleigh conductivity KR(jω), such as the
system presented in Sec. 4.3. In both the inner cylinder and the outer annulus, the
pressure is solution of the classical homogeneous Helmholtz equation. In these two
domains, the separation of variables p(r, θ) = R(r)Θ(θ) is performed, which yields a
set of Bessel differential equations governing R(r). Solutions of these equations write:
R(r ≤ R1) = AJn(kr) , R(R1 < r ≤ R2) = BJn(kr) + CYn(kr) (B.1)
where A,B,C, and k = ω/c0 are complex constants to be determined, and Jn and Yn
are the Bessel functions of the 1st and 2nd kind, respectively. The azimuthal component
Θ(θ) is a simple linear combination of cos(nθ) and sin(nθ). The rigid-wall conditions at
r = R2 combined with the flux continuity at r = R1 as well as pressure jump through
the multi-perforated liner leads to a linear system MX = 0 where X = t(A B C) and
M is given by:
















This linear system admits non-trivial solutions if and only if det(M) = 0, which
results in a dispersion relation F (ω) = 0 in the complex plane. The resolution of this
equation yields the eigenfrequencies, their associated growth rates, and ultimately the
mode shapes thanks to Eq. (B.1).
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