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Recent developments of digital data acquisition systems allow real-time pre-processing of detector signals at a high count 
rate. These so-called pulse processing digitizers are powerful and versatile instruments offering techniques which are 
important for nuclear security, critical infrastructure protection, nuclear physics and radiation metrology. Certain aspects 
of digital data acquisition affect the performance of the total system in a critical way and therefore require special 
attention. This report presents a short introduction to digital data acquisition, followed by a discussion of the critical 
parameters which affect the performance in the lab and in the field. For some of the parameters, tests are proposed to 
assess the performance of digital data acquisition systems. Good practices are offered to guide the selection and 
evaluation of digital data acquisition systems. More general performance criteria which are not specifically related to 
digital data acquisition systems are discussed separately.  
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This report has been produced by the ERNCIP Thematic Group on the Protection of Critical 
Infrastructure from Radiological and Nuclear Threats (RN TG), which is focussing on three subjects, 
with dedicated tasks related to each. Full details of the remit and tasks of the RN TG are available in 
the Work Programme of the RN TG. 
• Task 1: List-mode data acquisition based on digital electronics 
• Task 2: Remote expert support of field teams 
• Task 3: Remote controlled radiation measurements and sampling using unmanned vehicles 
As part of Task 1, this report deals with digital radiation detection systems employing data collection 
in "list-mode". This list-mode data can be stored locally for later analysis, or could be streamed to 
other locations for real-time processing including e.g. alarm generation. Task 1 will deliver 3 reports, 
as depicted in Figure 1. 
 
Figure 1: Reports produced in the frame of ERNCIP RN, Task 1. 
Recent developments of digital data acquisition systems allow real-time pre-processing of detector 
signals at a high count rate. These so-called pulse processing digitizers are powerful and versatile 
instruments offering techniques which are important for nuclear security, critical infrastructure 
protection, nuclear physics and radiation metrology [KEI, 2013]. Certain aspects of digital data 
acquisition affect the performance of the total system in a critical way and therefore require special 
attention. This report presents a short introduction to digital data acquisition, followed by a discussion 
of the critical parameters which affect the performance in the lab and in the field. For some of the 
parameters, tests are proposed to assess the performance of digital data acquisition systems. Good 
practices are offered to guide the selection and evaluation of digital data acquisition systems. More 
general performance criteria which are not specifically related to digital data acquisition systems are 
discussed separately. 
The report only deals with performance tests with respect to the acquisition of list-mode data with 
digitizers (hardware). For a discussion on the performance tests of list mode data analysis software, 
the authors refer to the report "Critical parameters and performance tests for the evaluation of list 
mode data files and analysis software" (in preparation). 
Critical parameters and performance tests for the 
evaluation of digital data acquisition hardware 
(this report)
Critical parameters and performance tests for the 
evaluation of list mode data files and analysis 
software (in preparation)
List-mode data acquisition
based on digital electronics
EUR 26715
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1 Introduction to digital data acquisition 
This introduction describes the typical electronics found in the first stage of a detector setup. The 
characteristics of the first-stage electronics determine to a great extend the type of digital algorithm 
used to process the detector signal and to extract the information of interest. 
1.1 Acronyms 
AC Alternating current 
ADC An analog-to-digital converter (abbreviated ADC, A/D or A to D) is a device that 
converts a continuous physical quantity (usually voltage) to a digital number that 
represents the quantity's amplitude [Wikipedia]. 
CAMAC Computer Automated Measurement And Control (CAMAC) is a standard bus and 
modular crate electronics standard for data acquisition and control used in nuclear and 
particle physics experiments and in industry. The bus allows data exchange between 
plug-in modules [Wikipedia]. 
CFD Constant fraction discrimination 
DAC Digital-to-analog converter 
DAQ Data acquisition, data acquisition system. For simplification, the wording "digital data 
acquisition system" is often interchanged with "digitizer" or DAQ.  
DC Direct current 
DSP A digital signal processor (DSP) is a specialized microprocessor with an architecture 
optimized for the operational needs of digital signal processing, such as to measure (with 
its ADC), filter and/or compress continuous real-world analog signals [Wikipedia]. 
ELET Extrapolated leading edge threshold 
ENOB Effective number of bits (ENOB) is a measure of the dynamic performance of an analog-
to-digital converter (ADC) and its associated circuitry, taking into account the 
imperfections of the digitalisation process, such as noise and distortion [Wikipedia]. 
FET Field-effect transistor 
FFT Fast Fourier transform 
FPGA A field-programmable gate array (FPGA) is an integrated circuit designed to be 
configured by a customer or a designer after manufacturing. Contemporary FPGAs have 
large resources of logic gates and RAM blocks to implement complex digital 
computations [Wikipedia]. 
GSPS Gigasamples per second (1 GSPS = 109 s-1) 
HPGe High-purity germanium detector 
IR Infrared 
LCD Liquid crystal display 
LET Leading edge threshold 
NIM Nuclear Instrumentation Module. The NIM standard defines mechanical and electrical 
specifications for electronics modules used in experimental particle and nuclear physics 
[Wikipedia]. 





PCI (Peripheral Component Interconnect) is a local computer bus for attaching hardware 
devices in a computer. PCIe (PCI Express) is a high-speed serial computer expansion bus 
standard designed to replace the older PCI [Wikipedia]. 
PMT A photomultiplier tube (PMT) is an electronic device that converts light (typically from a 
scintillator) to an electrical signal which is then amplified in multiple stages to as much 
as 100 million times. [Wikipedia] 
PXI PCI eXtensions for Instrumentation (PXI) is one of several modular electronic 
instrumentation platforms in current use [Wikipedia]. 
RAM Random access memory 
TTL Transistor–transistor logic (TTL) is a class of digital circuits built from bipolar junction 
transistors (BJT) and resistors [Wikipedia]. It defines the voltage levels of digital signals 
in order to be interpreted as logic "high" or logic "low". 
USB Universal Serial Bus 
UV Ultraviolet 
VME VME (Versa Module Europa) is a computer bus standard, originally developed for the 
Motorola 68000 line of CPUs, but later widely used for many applications and 
standardized by the IEC as ANSI/IEEE 1014-1987 [Wikipedia]. 
ZLE Zero-length encoding 
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1.2 First-stage electronics in a typical detector setup 
In a typical detector setup, each detector is coupled to first-stage electronics that converts and/or 
amplifies the detector signal to a measurable quantity. Depending on the type of detector, one can 
typically distinguish two types of first-stage electronics. 
Non-integrating first-stage electronics: For example, a photomultiplier tube (PMT) converting the 
light from a scintillator detector to an electric signal and then amplifying that signal. These types of 
electronics do not perform an integration of the electric signal. In ideal conditions, the integral of the 
signal pulse is proportional to the energy of the radiation. 
 
 
Figure 2: A photomultiplier tube connected to a scintillator detector. The PMT output is integrated to 
obtain a value which is proportional to the deposited energy in the detector. 
Figure 2 shows a scintillator detector coupled to a photomultiplier tube. High-energy photons (γ rays) 
interact in the scintillator and are converted to light photons, which can be converted to 
photoelectrons when they interact with the photocathode. The photoelectron is accelerated in an 
electrical field, established by a potential difference between the photocathode and the first dynode. 
When the electron hits the first dynode with sufficient energy, more electrons are released from the 
surface of the dynode. These electrons are in their turn accelerated towards the next dynode. This 
amplification process is repeated several times. A high-voltage bias is applied across a voltage divider 
to create the potential differences between the dynodes. The electrons collected by the anode result in 
a charge pulse at the output of the PMT. Next stage digital electronics will integrate the charge from 
the detector in order to obtain a value which is proportional to the deposited energy in the detector. 
Integrating first-stage electronics, such as preamplifiers for high-resolution spectrometry will 
perform the integration electronically and produce an output pulse of which the height is proportional 
to the deposited energy in the detector. Next stage digital electronics will operate in pulse height 
analysis mode. Different types of integrating preamplifiers are further discussed in 2.10 "Resistive 
feedback versus pulsed-reset preamplifiers". 
The knowledge of the type and characteristics of the first-stage electronics is critical for the selection 
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1.3 A basic digital data acquisition system with one detector 
Modern digitizers perform pre-processing actions in real-time using electronic components like Field 
Programmable Gate Arrays (FPGAs) and Digital Signal Processors (DSPs). These components can be 
programmed after which they behave as digital electronics with a huge amount of logical gates and 
registers, one or more processors and on-chip memory. In fact, the "programs" can be code that will 
run on the processor, but also a description of the schematics of a large digital system. These 
programs are typically referred to as "firmware". The programmability of the digitizers has the 
advantage that the firmware, and so the behaviour of the component, can be changed without 
modifying the hardware. 
  
Figure 3: Block diagram of a digital data acquisition system, after [WP2081]. 
 
Figure 3 represents a block diagram of a scintillator detector connected to a digitizer. The digitizer has 
the following parts: 
• A wideband amplifier at the input that allows better use of the input dynamic range of the 
ADC. Some digitizers also have a DAC connected to the input of a differential input 
amplifier, allowing shifting the reference of the input signal up or down, before the ADC; 
• An anti-aliasing filter to restrict the bandwidth of the signal to approximately satisfy the 
sampling theorem; 
• An ADC that converts the signal to a stream of digital numbers representing the signal 
amplitude; 
• Digital filters embedded as firmware in an FPGA/DSP to pre-process the digitized signal and 
extract the pulse characteristics; 
• Memory to buffer the obtained pulse characteristics before they are read by the computer;  
• An interface for the communication with the host computer (USB, ethernet, optical, PCIe, 
etc…) and for managing control signals such as external triggering and vetoes, clock 
propagation and synchronisation. 
Digitizers continuously sample the input signal with a rate that can go up to a few GSPS 
(Gigasamples per second). Transferring the full waveform to the host computer would require an 
unrealistically high data throughput. To reduce the amount of data and lower the required throughput, 
digitizers have pulse processing firmware to extract only the relevant information about the detector 
pulses. The digital filters implemented in firmware perform very similarly with respect to 
conventional analog electronic modules, and provide pulse shaping, filtering, baseline restoration, 
extraction of timing information, pile-up reduction, etc. More complex pulse processing firmware 
extracts more information like the pulse rise and fall time, tail area and pulse shape characteristics. In 
addition to a dramatic reduction in the size of the electronic modules, the main advantage of digitally 
implemented filters is the greater flexibility and better performance, especially for applications 
involving higher count rates. 
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Some digitizers can operate as waveform recorders. In this mode, the data stream from the ADC is 
directly transmitted to the computer. Due to the high sampling rate and limited throughput rate, this 
operating mode can only be sustained for a very short period of time, unless large parts of the stream 
are rejected, e.g. when the signal is below a certain threshold. The waveform recording mode provides 
maximum freedom in post-processing, but is only achievable for lower count rates.  
1.4 Advanced systems with multiple detectors 
For applications involving more than one detector, digital data acquisition facilitates the use of 
advanced analysis routines, which would conventionally require a large amount of complex electronic 
modules. As an example, Figure 4 shows a general schematic of the architecture of a setup with 4 
detectors connected to one digitizer. In the figure, the HV bias supply has been omitted. To 
accommodate more detectors, digitizers can be used with more inputs, or several digitizers can be 
used in an integrated system, sharing clocks and trigger signals. Each channel is connected to the 
input ADC of the digitizer. The digitizer's interface is common to all channels.  
 
Figure 4: System architecture for a digitizer with 4 input channels. 
The software on the PC has different abstraction layers. Typically, the first layer is dealing with 
communication. On top of the communication layer, an instrument driver provides higher-level access 
to the digitizer's registers and controls its operation. The data acquisition software finally, talks with 
the digitizer and stores/transmits or streams the data in list-mode to a local or remote storage medium 
or data consumer. Extensive quality management is provided over a metadata interface to a database, 
storing detector information, sample ID, calibration records, measurement conditions, etc. 
Data acquired in list-mode can be analysed online (during the acquisition) or stored for offline 
analysis at a later time. It can be re-injected at some point in the data acquisition and analysis chain, 
e.g. to apply other analysis routines to the same data. 
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2 Performance criteria for digital data acquisition, tests and 
good practices 
Performance requirements of digitizers depend much on the application. In general, one could 
separate lab use from field use. In the controlled environment of a laboratory, issues with temperature 
stability, vibration, moisture, power supplies, high pulse rates etc. are usually not relevant when 
compared to field use. The application of radiation detectors in the field is mostly focussed on the 
detection of radiation, in contrary to precise and accurate measurements which usually require 
dedicated laboratories. For example, a typical issue with mobile detector systems in the field are 
variations of the background radiation due to the presence of NORM or washout effects caused by 
precipitation after a dry period. These fluctuations pose challenges for the alarming algorithms, which 
have to cope with the contradicting requirements of high detection sensitivity and low false alarm 
rate. 
Future measurement systems may contain several different types of detector, not only ionising 
radiation detectors but including other sensors such as optical (UV, IR) and additional information 
about the measurement system such as occupancy sensors and interrogation beam on/off time. 
The user should note the requirements of the application and build a digital data acquisition system 
accordingly. It might however be not so easy to specify these requirements and to address the critical 
parameters that affect the application. The following sections discuss different performance 
parameters which might become critical for some applications. Some ideas are presented on how to 
test the performance of a DAQ system on these parameters. The discussion might not be applicable to 
all situations and the listing is not intended to be complete. Instead, the document should be 
considered as a guide to assist in the selection of the most suitable digitizer and the evaluation of the 
most critical parameters for its application. 
2.1 Tools to facilitate performance tests 
Signal generators of different types are instruments which are very useful for the performance tests of 
digitizers, in addition to software tools for the analysis of the acquired data.  
2.1.1 Signal generators 
A simple waveform generator able to generate a repetitive signal can be used for simple tests, e.g. to 
verify that the total number of events counted matches the acquisition time and the signal frequency. 
It can also be convenient to check the maximum throughput that a data acquisition system can sustain. 
More advanced arbitrary waveform generators can be used to reproduce the signal from a 
detector, with or without superimposed noise. Some dual channel generators (such as the Agilent 
81160A or similar) can for example apply a delay between the channels, where the delay time is 
drawn randomly from a certain distribution. This feature is very practical when evaluating time 
resolution. 
Precision pulse generators are designed to simulate detector signals, and typically generate a signal 
with either a pseudo-random or a fixed frequency. The pulse height of the output is very precisely 
controlled, which makes this instrument ideal to evaluate the digitizer's pulse height analysis 
performance and the linearity thereof. 
Signals from a real detector are the closest to the real application, but are not always available in the 
early development stage of the system. The statistical nature of decay and the background radiation 
should be taken into account when comparing e.g. count rates, which makes it difficult to perform 
quick counting tests with low activity radioactive sources. 
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2.1.2 Analysis tools 
As discussed earlier, most digitizers provide a quantity representing the energy or charge deposited in 
the detector and the timestamp. Others can also provide values representing the pulse shape. 
In addition to the commonly known energy histograms, time interval histograms are a valuable 
diagnostics tool. For a single channel, the time interval histogram is a histogram of the time interval 
between every detected pulse and the next one. The histogram is easily constructed from calculating 
the differences between each pair of consecutive timestamps.  
 
Figure 5: Time interval histogram of a measurement of a 
134Cs source in a NaI well detector, on a time scale from 0 
to 1 ms. 
 
Figure 6: Same histogram as previous figure, but on a 
scale from 0 to 25 µs. 
The time intervals between two successive events in a Poisson process with rate λ are independent and 
identically distributed exponential random variables with parameter λ. As a consequence, the time 
interval histogram is described by e- λt. Figure 5 shows such histogram of a measurement of a 134Cs 
source in a NaI well detector. On a logarithmic scale, the slope of the line corresponds to – λ. In this 
case, λ = 1.6·104 s-1. Figure 6 is the same figure, but on a smaller time scale. The histogram shows no 
counts for dt < 1160 ns, the dead time of the system (in this case determined by the digitizer's pulse 
processing time). The peak around 1.5 µs is attributed to afterpulses from the scintillator or PMT. 
For a detailed discussion on analysis software, the authors refer to the report "Critical parameters and 
performance tests for the evaluation of list mode data files and analysis software" (in preparation). 
2.1.3 Standard format for list-mode data 
List-mode data acquisition hardware and analysis tools would greatly benefit from a standardized data 
format for list-mode data. In-depth argumentation on the application and the benefits of a standard can 
be found in the report [EUR 26715], which contains proposal for a standard list-mode data format. 
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2.2 Firmware algorithms 
2.2.1 Firmware algorithm selection criteria 
The most relevant criteria for the selection of the type of firmware algorithm are: 
• The information needs of the application (timestamps, pulse height, pulse waveform, etc.); 
• The properties of the detector and the electronics at the previous stage in the 
detector/electronics chain (charge integrating preamplifier, PMT base with or without 
preamplifier, resistive feedback versus reset-type preamp, etc.); 
• The characteristics of the pulse to be processed (its shape, length, etc.) 
• The possibility to acquire logic signals; 
• User programmability of the firmware. 
Often, the selection of electronics is a trade-off between time resolution, pulse height resolution, noise 
considerations and linearity. 
2.2.2 Types of firmware algorithms 
Different types of firmware algorithms are available to extract on-line only the values of interest 
characterising the detector signal: 
• Pulse waveform recording: all samples describing a pulse are recorded and transferred. A 
pulse is defined as a collection of samples fulfilling certain criteria: e.g. larger than a certain 
threshold, within certain timing windows, etc1. This leads to some data reduction and retains 
maximum flexibility in processing on the host PC, but is limited to applications with a low 
count rate. 
• Charge integration in a single time gate, resulting in a value corresponding to the charge 
deposited in the detector, in addition to the timestamp. Applied e.g. with a scintillator detector 
coupled to a PMT. 
• Double gate charge integration allowing real-time pulse shape discrimination with respect 
to the type of radiation, in addition to deposited charge. This algorithm yields the timestamp 
and two values representing the charge integrated over two time gates with different length. 
Applied e.g. with scintillator materials offering gamma/neutron discrimination based on 
different pulse tail shapes. 
• Digital pulse shaping and pulse height analysis, yielding a value proportional to the energy 
of the photon or particle detected, in addition to the timestamp. Conventional analog shaping 
electronics (semi-Gaussian, RC-CR, quasi-triangular, etc.) is implemented in firmware using 
variations of the digital algorithm developed originally by [JOR, 1994]. This technique is 
typically used in high-resolution gamma spectrometry with HPGe detectors. 
• More advanced pre-processing algorithms extract additional characteristics from the 
acquired pulse, such as (see also Figure 7): 
o Timestamp: e.g. the time at which the trigger occurred, with respect to the start of the 
acquisition, or a global time signal;   
o Baseline level before the pulse Sb, e.g. the average (or a straight line fit) of a number 
of samples before the trigger; 
o Pulse height H: maximum sample value with respect to the baseline Sb; 
o Rise time: the time required to reach the pulse maximum, with respect to the trigger 
timestamp; 
o Peak time tp: bin number or time when the pulse reaches its maximum; 
o End time te: bin number or time when the pulse comes down to trigger level or a 
certain fraction of the pulse height (as in the figure); 
                                                     
1
 Sometimes these types of algorithms are called zero-length encoding or zero suppression. 
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o Fast component QF of the pulse tail, obtained by summing the samples (with respect 
to the baseline) over a time window with length C starting from the peak time; 
o Slow component QS of the pulse tail, obtained by summing the samples (with respect 
to the baseline) over the time window starting from the end of the fast window until 
the end time; 
o Total charge deposited in the detector, obtained by summing all samples in the pulse 
(with respect to the baseline). 
    
Figure 7: Pulse characteristics. 
The knowledge of the pulse characteristics is especially useful for the characterisation of new or 
uncommon types or sizes of detectors. For example, the characterisation of large (3.5" x 8") LaBr3:Ce 
scintillator detectors, as described by [GIA, 2013], which shows that many properties of large 
detectors are not directly scalable from smaller ones. 
Some digitizers allow the user to program the FPGA/DSP with customised firmware. However, this 
high level of flexibility comes at a cost as specialised knowledge is required to program digital 
electronics. 
2.2.3 Detailed knowledge of firmware algorithms is required 
It is obvious that the user should verify that the information delivered by the firmware (pulse 
characteristics, timestamp, etc.) is sufficient for the application, and that the information is provided 
with enough precision (related to the ADC sampling rate and resolution). 
The knowledge of the operation of the firmware and its limitations can be essential to make optimal 
use of the digitizer's capabilities. For example, how does the firmware deal with ballistic deficit, with 
pole-zero cancellation, base-line restoration or pile-up rejection? Sections 2.4 through 2.11 will 
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2.3 Size and number of input channels 
Modular crate or rack systems allow the integration of several digitizers into one system. 
Depending on the type (NIM, CAMAC, VME, PCI, PCIe, PXI, …), the rack provides power 
distribution to the modules, clock synchronisation and communication busses between modules and 
with the host PC. This high level of integration makes rack systems more suitable for applications that 
require many input channels, such as imaging with segmented detector arrays. 
One example of such an application is the Advanced Gamma Tracking Array (AGATA), which 
requires accurate determination of the energy, time and position of every interaction as a γ-ray 
deposits its energy within the detector volume. AGATA expects to have an enormous impact on 
nuclear physics research in particular the exploration of nuclear structure at the extremes of isospin, 
mass, angular momentum, excitation energy and temperature. With the inception of the new 
generation of Radioactive Ion Beam (RIB) facilities, in the case of Europe FAIR (Darmstadt, 
Germany), HIE-ISOLDE (CERN, Geneva, Switzerland), SPIRAL2 (Caen, France) and SPES 
(Legnaro, Italy), where a much wider range of unstable proton- and neutron-rich nuclei will become 
accessible, a new era is being opened for nuclear physics experiments [AKK, 2012]. 
Desktop or stand-alone models are not part of a crate or rack system. They provide a cost-effective 
alternative to crate systems when the number of input channels in limited. As they are not installed in 
some kind of standardised crate, features like clock synchronisation, acquisition start/stop and data 
transfer to the host computer require special attention. In some cases, additional hardware is required 
to realise these features. 
2.4 DC sampling frequency and bandwidth, input dynamic range and 
resolution 
2.4.1 The sampling process and its limitations 
Sampling is the process of reducing a continuous signal to a sequence of discrete values or samples. 
The sampling frequency or sampling rate is defined as the number of samples obtained in one second. 
The sampling frequency should be high enough to be able to reconstruct the signal or at least properly 
represent the signal in a digital way. The Nyquist-Shannon sampling theorem states: 
If a function x(t) contains no frequencies higher than B hertz, it is completely determined by 
giving its ordinates at a series of points spaced 1/(2B) seconds apart. 
In general, the sampling frequency does not need to be much higher than the one obtained by 
frequency analysis of the signal and application of the Nyquist-Shannon theorem, as confirmed by 
e.g. [BEL, 2013] and [HEL, 2013]. Instead of increasing the sampling frequency, one should invest in 
digitizers with a higher resolution, which is proven to be more effective in achieving higher timing 
resolution. 
The sampling is realised using an analog-to-digital converter (ADC), a device with various physical 
limitations, resulting in deviations from the theoretically perfect reconstruction, collectively referred 
to as distortion. Various types of distortion can occur, including: 
• Aliasing. Only theoretical, infinitely long functions can have no frequency content above the 
Nyquist frequency. Therefore, some amount of aliasing is inevitable. Aliasing can be made 
arbitrarily small by increasing the order of the anti-aliasing filter. In a digital system, that 
increases the amount of arithmetic noise caused by numerical imprecision. Arithmetic noise 
has a flat spectral distribution, which is generally less disruptive than aliasing. 
• Aperture error results from the fact that the sample is obtained as a time average within a 
sampling region, rather than just being equal to the signal value at the sampling instant. In a 
capacitor-based sample and hold circuit, aperture error is introduced because the capacitor 
cannot instantly change voltage thus requiring the sample to have non-zero width. 
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• Jitter or deviation from the precise sample timing intervals. 
• Noise, such as thermal noise, detector leakage current noise, analog circuit noise, etc. 
• Slew rate limit error, caused by the inability of the ADC input value to change sufficiently 
rapidly. 
• Quantization error as a consequence of the finite precision of words that represent the 
converted values. Quantization error is directly related with resolution. For example, 
sampling with a 10-bit ADC results in 10-bit words, which can only take 210 = 1024 possible 
values. 
• Error due to other non-linear effects of converting the input voltage to an output value (in 
addition to the effects of quantization). 
2.4.2 Input dynamic range and resolution 
The input dynamic range is the signal range that can be converted by the digitizer. The resolution (or 
bit-resolution) is the number of bits used by the ADC to represent the converted signal values. A 
limited resolution leads to quantization error, which can be reduced but not completely eliminated by 
oversampling (sampling at a higher frequency). The effect of oversampling is not high: an increase of 
the sampling frequency by a factor of four roughly corresponds with an increase of the resolution with 
1 bit, as demonstrated by [FLA, 2013]. 
The resolution should be evaluated in function of the input dynamic range of the digitizer and the 
effective range of the signal. In principal, there are 2N signal levels for an N- bit conversion. However, 
as mentioned above, all real ADC circuits introduce noise and distortion, justifying the use of 
"effective number of bits" or ENOB. ENOB specifies the resolution of an ideal ADC circuit that 
would have the same resolution as the circuit under consideration. The wording "effective" is a bit 
misleading, as ENOB only relates to the ADC and associated electronics, assuming the use of the full 
input dynamic range. It is recommended to verify the statements of the manufacturer with respect to 
ENOB, as differences between the resolution and ENOB might be large [MIH, 2009]. 
Some digitizers have an additional differential amplifier at their input (before the ADC), which allows 
applying different gains and offsets to the input signal for better matching with the input dynamic 
range. Care should be taken when the input signal is out of the digitizer's range. High amplitude 
signals might distort the amplifier/filter at the input of the digitizer, which might result in longer dead 
times or secondary triggering of the signal when it recovers from the overshoot. Additional clipping 
electronics to be placed in front of the digitizer has been developed and proven to be successful 
[BOB, 2014]. The effect of high amplitude signals can be investigated by means of a waveform 
generator. 
To investigate the signal range from the first-stage electronics, an oscilloscope with sufficient 
bandwidth can be used. To faithfully represent the signal, the input impedance of the oscilloscope 
shall match the impedance of the digitizer input. 
2.5 Time resolution 
The time resolution (or timing resolution) of a measurement setup reflects the ability to define 
precisely the moment of interaction of a particle or photon in the detector. The time resolution of the 
complete setup is determined by the time resolution of the individual parts (e.g. scintillator, PMT, 
electronics).  
For applications where precise timing is required, it is important to know how the timestamp is 
extracted by the firmware. Some techniques yield timestamps which are depending on the pulse 
height (amplitude walk) or rise-time, while other techniques do not. Typical techniques are [KNO, 
2000]: 
• Timestamp corresponding to a certain threshold on the leading edge of the pulse (Leading 
Edge Threshold or LET); 
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• Extrapolated Leading Edge Threshold (ELET), using two leading edge discriminators; 
• Timestamp corresponds to the time when the leading edge of the pulse reaches a fixed 
(constant) fraction of the pulse height (Constant Fraction Discrimination or CFD); 
• Timestamp corresponding to the time the pulse has reached its maximum; 
• Timestamp corresponding to the zero crossing of second derivative versus time of rising edge 
of the pulse (crossover timing). 
A waveform generator can be used to determine the time resolution of a digitizer without the 
additional contribution of the detector and associated electronics. A pulse waveform representing the 
detector signal can be generated at a certain pulse rate, while the pulse rate (or frequency) is 
modulated with e.g. Gaussian noise. The width of the peak in the time interval histogram 
corresponding to the pulse period should then represent the standard deviation set in the modulator. 
The constant fraction discrimination (CFD) algorithms used in digitizers have an improved time 
response compared to conventional CFDs when used with large HPGe detectors, as shown by [MIH, 
2007]. 
2.6 Memory size and data throughput 
Event rates can vary several orders of magnitude, depending on the application. Systems with large 
detectors as e.g. used in security applications can easily reach event rates in the order of millions per 
second. The limitations on memory size and data throughput of digitizers can be an issue for large 
event rates. 
The digitizer's memory should be sufficiently large to deal with short bursts of events, and the data 
throughput (and storage) rate to the host PC shall be sufficient to cope with the incoming event rate. 
In the event that the digitizer's memory cannot be emptied in time, data will be lost or the acquisition 
will be stopped (whatever fits the application). Means should be foreseen for the software to monitor 
the status of the digitizer's memory, in order to take proper action when data is lost. The full memory 
condition should not block the communication or other operational aspects of the digitizer. The time 
stamp clock for example shall keep on incrementing at its normal rate. 
It is recommended to be careful with the interpretation of the maximum data throughput claimed by 
manufacturers of digitizers. The required throughput should be evaluated in function of the 
application. The achievable throughput on a particular computer system can be much lower than 
claimed by the manufacturer due to various reasons. The throughput also depends on the size and 
configuration of the data blocks. Quasi repetitive signals, e.g. from a detector placed in a pulsed 
beam, might require another memory configuration in order to achieve maximum throughput, as 
compared with random signals from measurements of a radioactive source. 
Testing the maximum throughput of a digital data acquisition system can be done by the following 
means: 
• With artificially created pulses from a pulse waveform generator; 
• Using artificially created pulses by a pseudo-random pulser; 
• With real signals from a fast detector and a radioactive source with sufficient activity. 
A useful tool is the construction of a time interval histogram; a histogram of the time difference of 
every pulse with its predecessor. The time interval histogram of a repetitive signal should only contain 
one narrow line or peak at the abscissa corresponding with the pulse period. Figure 8 shows the time 
interval histogram on a log ordinate scale obtained from a repetitive signal with a period of 34.5 µs, 
corresponding to a frequency of about 29 kHz. The figure was constructed using the root data analysis 
framework developed and maintained by CERN [http://root.cern.ch].  
 




Figure 8: Time interval histogram of a 29 kHz repetitive signal. 
The "Underflow" and "Overflow" values on the graph are both 0, indicating that all events are shown. 
Most events are at the correct time interval of T = 34.5 µs. However, 9 events appear at 2T, witnessing 
nine times one missed trigger. The 16 events below T are due to triggers in the noise, or to electrical 
spikes of some source. There are no events higher than 2T, meaning that there were no gaps in the 
data acquisition due to full memory conditions. Indeed, a full memory condition would lead to much 
larger gaps, as can be observed from Figure 9, constructed from a periodic signal with a frequency of 
120.4 kHz. The period is 8.3 µs, which corresponds to the vertical line close to 0. 
 
Figure 9: Time interval histogram for 120.4 kHz test (scale in µs), showing gaps in the data acquisition. 
Simply "counting" the number of events from a repetitive signal acquired over a fixed amount of time 
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Figure 10: Time interval distribution of artificially created data representing an acquisition time of 100 s of a source 
with decay rate of 10000 /s. 5 µs of extended dead time is imposed on the data. 
With a random pulser simulating the statistical nature of radioactive decay or with real measurements 
with a source, the time interval histogram will show an exponential decay (Figure 10). The statistical 
nature of the decay process makes data processing a bit more complicated. Nevertheless, these tests 
are required to take into account the statistical effects, e.g. short term fluctuations of number of 
events. 
2.7 Clock synchronization 
Certain applications require more than one digitizer because of the large number of detectors, but also 
because of the use of different types of detectors in the same system which might require digitizers 
with different firmware. Synchronisation of the digitizers requires not only the propagation of a 
master clock or reference clock (traceable to the SI-unit second if necessary), but also the distribution 
of a signal indicating the start and end of the acquisition. For ultimate precision, phase adjustments 
should be applied to correct for different propagation delays (different cable lengths, etc.) to the 
different channels, e.g. as in [AN2086]. 
Another method of synchronization involves sampling of a reference analog signal [BAR, 2007], but 
requires modifications to the firmware and additional hardware. In their approach, a switch is 
connected to every digitizer's input, allowing the selection of the detector signal or an analog 
reference signal, distributed to all digitizers. With PMT's, one could use a pulsed light source to 
include differences in signal propagation times in the part of the chain before the digitizer. 
2.8 Clock overflow 
Timestamps are obtained from the digitizer's clock counter, which is typically incremented at the 
sample rate. Clock overflow occurs when the value of the clock counter reaches its maximum and 
starts again from zero. For example, digitizers with a sample rate of 1 GSPS and a 32-bit clock 
counter will increment the counter every nanosecond, resulting in a clock overflow every 232·1 ns = 
4.2 s. 
As long as the count rate is high enough, clock overflow can be detected and corrected for by the 
instrument driver or data acquisition software. For low count rates however, overflow could occur an 
unknown number of times in-between two successive events, losing the ability for correction. 
Manufacturers should provide means to correct or detect overflow, or use larger data formats, which 
is however at the expense of throughput. 
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A simple solution that barely affects throughput rates from digitizer to computer is to insert a special 
flag in the data stream to indicate an overflow. This way, the instrument driver running on the 
computer can keep track of the number of clock overflows n since the beginning of the acquisition. 
The driver can then and add a value of n·2b·T to each timestamp (b being the bit-depth of the counter 
and T the period at which it increments) and store the timestamp it in longer data format, e.g. 64-bit as 
being proposed [EUR 26715]. 
2.9 Recording logic signals 
Certain applications require the recording of the timestamps associated with transitions of a logic 
signals from an external source, such as occupancy sensors, beam on/off signals or trigger or enable 
signals. The type of signal (TTL, NIM, or other) and impedance shall be considered. The digitizer 
shall be able to record these transitions, e.g. detect the rising or falling edge of a TTL signal, or the 
rising edge and the pulse width. 
2.10 Resistive feedback versus pulsed-reset preamplifiers 
Detector setups for high-resolution spectrometry such as HPGe detectors typically use integrating 
first-stage electronics, as depicted in Figure 11. The charge collected by the detector is amplified and 
integrated over a capacitor CF placed in the feedback loop of the amplifier.  
 
Figure 11: A charge sensitive preamplifier connected to a semiconductor detector. The gain of the amplifier 
is determined by the feedback capacitor. The resistor allows discharging the capacitor. Alternatively, a 
switch-type device can be used to remove the charge (pulsed reset). 
Resistive feedback preamplifiers have a resistor placed in parallel with the feedback capacitor CF to 
remove the charge. A large resistor R is required to minimise noise and to have a good charge to 
amplitude conversion. Indeed, the signal-to-noise improves by the square root of R [GRA, 1995]. The 
resulting pulse decay time is much larger than the width of the detector signal (Figure 12), resulting in 
a larger probability for pulse pile-up at higher count rates. Next stage electronics needs to shape the 

















Figure 12: Typical output of a resistive feedback preamplifier. 
Pulsed-reset preamplifiers are often employed with detectors for X-ray spectrometry because they 
have better noise performance due to the elimination of the feedback resistor. In gamma-ray 
spectrometry, they allow higher counting rates than resistive feedback preamplifiers. Pulsed-reset 
preamplifiers will integrate the charge from the detector and produce a step output (Figure 13). The 
height of the step is proportional to the integrated charge from one event. In addition to the charge 
steps from interactions in the detector, the charge will slowly increase due to the leakage current of 
the detector. The charge on the feedback capacitor - and also the output voltage - will continue to 
increase until a certain threshold has been reached. Then, the charge will be removed by closing a 
transistor operated as a switch (transistor-reset), or by providing an optical pulse to the preamp input 
stage FET (pulsed optical). This reset mechanism results in a fast but large transition of the output 
voltage, after which the next-stage electronics needs some time to recover. During recovery, the 
detector system is dead. For this reason, reset-type preamplifiers often have a logic inhibit output 
pulse with adjustable width that will disable the ADC during reset and recovery. The reset mechanism 
will add an extra source of dead time. 
 
 
Figure 13: Output of a pulsed-reset preamplifier. 
Not all digitizers for pulse-height-analysis are able to process the signal from pulsed-reset 
preamplifiers since the signal sits on a ramp, or they cannot deal with the inhibit output pulse. The 
latter could be solved by separate digitalisation of the inhibit pulse connected to another input channel 
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2.11 Dead time and pulse pile-up 
Digitizers are often advertised as allowing "dead-time-less acquisition", even though a clear 
description of the meaning of this wording is not always given. There can be several sources of dead 
time introduced by the digitizer: 
• Dead time associated with every pulse, caused by the digitizer's pulse processing time. 
Compared with conventional electronics, digitizers typically have a much shorter pulse 
processing time. This results in a much shorter dead time and a reduction of pulse pile-up, 
which effectively increases the detection efficiency [MIH, 2007]. 
• Dead time caused by limited memory size and data throughput. 
• When pulsed reset preamplifiers are used: dead time associated with the reset time and 
required recovery time of the amplifier/filter in the digitizer's input stage. 
• Dead time associated with the digitizer's input stage recovery after being exposed to large 
signals, e.g. originating from cosmic radiation detected in large volume detectors. 
These sources of dead time are not necessary present for all types of digitizers. Accurate activity 
measurements require the application of dead-time corrections, for which the knowledge of the 
amount and type of dead time is essential. Some sources of dead time can depend on the settings of 
the digitizer, e.g. the length of the charge integration gate. Manufacturers should provide a clear 
explanation of different sources of dead time, and users are strongly advised to scrutinise the effect of 
dead time in the case when accurate measurements are to be performed. 
At high count rates, when the time between two pulses is short, there is a risk that they are recorded as 
a single pulse at a distorted energy. Consequences of this pulse pile-up are a net loss of counts and the 
assignment of piled-up events to the wrong energy, causing a distortion of the spectrum [SAB, 2014].  
The option to detect and correct for pile-up depends on the time between the pulses: 
• When the second pulse sits on the tail of the first, it is usually possible to process both pulses 
correctly. All information can be obtained, but some characteristics might not be reliable; 
• When the second pulse starts around the time when the first reaches its maximum, pile-up can 
still be detected, but correct processing is not possible; 
• When the rising edges are overlapping, the pile-up can't be detected and consequently both 
pulses are treated as one. 
In all cases, a special pile-up flag shall indicate what type of pile-up has been detected so that data 
processing algorithms can properly deal with pulse pile-up. 
The effect of pulse pile-up and the different sources of dead time can be assessed experimentally, 
using the signal generators discussed earlier. A step-wise approach starting with a simple test and 
gradually increasing the complexity is highly recommended, as the combination of the different 
sources of dead time and pulse pile-up can become difficult to untangle and correct for in real 
applications. 
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3 General performance criteria 
The performance criteria listed in this section do not relate to digital data acquisition equipment 
specifically, but can be valid for any type of equipment used in the field of radiation detection and 
measurement. 
3.1 Connectors 
While digital data acquisition systems do not have the knobs, dials and switches found in 
conventional analog electronics, they will always have connectors which can affect the long-term 
reliability of a data acquisition system. Connectors are used for: 
• Supply of electrical power; 
• Communication between modules or to a host PC; 
• Analog signal inputs for detector signals; 
• Analog outputs for signal monitoring, testing, etc.; 
• Digital inputs/outputs for triggering; 
• Digital inputs/outputs for clock synchronisation (might be optical); 
• Digital inputs/outputs for synchronisation of acquisition start and stop; 
• Additional digital inputs/outputs of which the functioning is flexible and can be programmed. 
For signal connections, it is important to consider: 
• Type of connector; 
• Impedance; 
• Differential inputs or single ended inputs; 
• Signal polarity; 
• Active high or active low digital signals. 
To avoid accidental loss of the connections, they are preferably realised with secured connectors 
(screwed, locked, …). A reliable connection is especially important for modules that have a build-in 
high voltage generator to bias the detector or photomultiplier. 
3.2 Immunity to vibrations 
In field use, vibrations affect the performance of the detector system. These effects are typically 
called "microphony". The exact process is difficult to understand, and might be caused by the 
inductions of phonons in the detector system or a change in capacitance between wires as they move 
[KOC, 2010]. This kind of microphony mainly manifests itself as noise in the low energy (below 100 
keV) part of a pulse height distribution though there can be other effects. Figure 14 demonstrates the 
effect of microphony on a HPGe detector. An energy histogram of a 137Cs source was measured twice 
with the same detector. In measurement 2, the detector was agitated, resulting in a large distortion at 
low energy. 




Figure 14: Two measurements of a Cs-137 source in identical measurement geometries. In measurement 2, the 
detector was agitated. 
In this experiment the effect was limited to low energy, but in-field high-resolution gamma ray 
spectrometry measurements have shown distortions up to 300 keV. A DAQ system acquiring data in 
list-mode could reject the typical repetitive signals from microphony, or correlate the data with 
accelerometers. 
3.3 Leakage current noise caused by moisture 
Another important source of noise in field-use is caused by leakage current due to moisture. The 
leakage current can in some cases induce a high dead time on the detector system. In the case of 
leakage currents between dynodes in a PMT, additional peaks may appear in the pulse height 
distribution. Digital electronics could ultimately recognise signals from leakage current noise, making 
use of specific properties of the noise (e.g. pulse shape or frequency components). 
3.4 Temperature effects and gain stabilisation 
Outside temperatures can change quickly due to changing weather conditions or due to the sun setting 
or rising. Similarly, moving from inside to outside (for example a vehicle) can easily lead to 
temperature changes of more than 30°C. 
The electronics associated with a detector system can be sensitive to a change in temperature and the 
most obvious effect is a change in gain. Figure 15 shows the drift of the energy calibration of a 
detector system after placing the detector electronics (excluding the pre-amplifier and the HPGe 
detector) in a refrigerator at 5°C. The electronics of a field detector system should be designed to 
minimise the effects of changing temperature on gain and the effects should be specified by the 
manufacturer. 




Figure 15: Cs-137 centroid position as a function of time after the detector electronics was put in a refrigerator at a 
temperature of 5°C. 
Besides effects such as a change in pulse rate and temperature (affecting the scintillator crystal), there 
are several other effects that can change the gain of a detector system, such as variations in the local 
magnetic field. For this reason, a detector system for field use should have a gain stabilisation 
function. The algorithm for how the gain stabilisation works should be specified and it should be 
possible to turn it on or off. 
3.5 Supply of power in field operations 
For a detector system to be usable in the field, it must have a battery. The battery should be able to 
supply the system with power for several hours and it should preferably be possible to change the 
battery for extended use in the field. An extra backup battery or super capacitor for short time 
operation while the battery is changed is also useful in field applications. Specifications for operating 
the electronics of a detector system under battery power should be provided by the manufacturer. This 
includes expected battery operation time in high and low temperature environments. 
Commonly, field teams use a vehicle from which they operate. The vehicle can be used as a 
recharging station for computers and electronics. Recharging the equipment is usually done through 
the use of power supplies which run on mains voltage (230 or 110 V AC). In their turn, the power 
supplies are powered by the 12 V DC from the vehicle by the use of DC to AC power inverters. A 
similar setup is usually used in car-borne detector systems. Many power inverters do not supply a 
mains voltage AC sine wave but instead use a square wave to supply power. The high frequency 
component of the square wave is not always properly filtered by the power supply and can cause 
noise in the measurements (see Figure 16). Mobile power generators can also be a source of noise 
which can distort pulse height distributions. A detector system for field use should be tested by the 
manufacturer for sensitivity to noise in the power supply. Preferably, the DAQ should be powered 
directly from the vehicle's 12 V DC power, eliminating the need of an inverter. 
 




Figure 16: Two measurements of a Cs-137 source on a HPGe detector, in identical measurement geometries. In 
measurement 2, the computer collecting data from the detector and powering the detector was powered by a square 
wave AC power supply. 
When digitizers are used, the analysis of the time interval distribution of pulses can be helpful to 
assess the susceptibility of interference with mains power. 
3.6 High pulse rates 
The pulse rate in a detector system used for mobile gamma spectrometry can experience several 
orders of magnitude difference in pulse rate due to different amounts of deposited radioactivity after 
an accident or encountering a high activity radioactive source. This change in pulse rate can affect the 
energy calibration of the detector system [GIA, 2013]. The electronics of a field detector system 
should be insensitive to gain change due to a change in pulse rate and specifications for this parameter 
should be specified by the manufacturer. It is recognised that a detector system can not handle 
arbitrarily high pulse rates. It should be able to recognise and warn the user of the situation when the 
pulse rate is too high to provide reliable results. 
3.7 Protection to harsh environments 
Doing field measurements can be harsh on the equipment and the detector electronics. Exposure to 
moisture, dust and mechanical shock is common. The electronics should for this reason be water and 
dust tight. It should also be possible to drop it from a small height without damage. Connectors should 
be ruggedized as much as possible taking into consideration the connecters used in most detector 
systems today. It should be possible to cover the connectors when not in use so as to facilitate 
decontamination of the equipment. Resistance to moisture, dust and mechanical force should be 
specified by the manufacturer. If connection between two devices is lost due to mechanical shock or 
cables being cut, the electronics should be constructed so as to protect itself from damage due to the 
improper disconnection. 
3.8 Displays 
As field measurements are done in both low light conditions and in direct sun light, displays and 
indicator lights should be readable in both cases. Displays should have a backlight and low glare 
properties whereas indicator lights should output enough light to be clearly visible in all conditions. 
The intensity of the backlight and indicator lights should preferably be adjusted automatically through 
the use of an ambient light sensor so as to minimise battery drain and maximise low light vision of the 
operator. 
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LCD displays have tendency to stop operating at low temperatures as the mobility of the crystals in 
the LCD decreases with temperature. If the instrument uses a display, its low temperature operation 
characteristics should be specified by the manufacturer. If the instrument is expected to be used in a 
cold environment, it should be fitted with a suitable display. 
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