Washington University in St. Louis

Washington University Open Scholarship
McKelvey School of Engineering Theses &
Dissertations

McKelvey School of Engineering

Spring 5-15-2020

Development of Novel Instrumentation and Methods to
Investigate the Composition and Phase Partitioning of
Semivolatile and Intermediately Volatile Organic Compounds in
Atmospheric Organic Aerosol
Claire Fortenberry
Washington University in St. Louis

Follow this and additional works at: https://openscholarship.wustl.edu/eng_etds
Part of the Atmospheric Sciences Commons, and the Environmental Engineering Commons

Recommended Citation
Fortenberry, Claire, "Development of Novel Instrumentation and Methods to Investigate the Composition
and Phase Partitioning of Semivolatile and Intermediately Volatile Organic Compounds in Atmospheric
Organic Aerosol" (2020). McKelvey School of Engineering Theses & Dissertations. 542.
https://openscholarship.wustl.edu/eng_etds/542

This Dissertation is brought to you for free and open access by the McKelvey School of Engineering at Washington
University Open Scholarship. It has been accepted for inclusion in McKelvey School of Engineering Theses &
Dissertations by an authorized administrator of Washington University Open Scholarship. For more information,
please contact digital@wumail.wustl.edu.

WASHINGTON UNIVERSITY IN ST. LOUIS
McKelvey School of Engineering
Department of Energy, Environmental, and Chemical Engineering

Dissertation Examination Committee:
Brent Williams, Chair
Pratim Biswas
Rajan Chakrabarty
Nathan Kreisberg
Glenn Morrison
Jay Turner

Development of Novel Instrumentation and Methods to Investigate the Composition and Phase
Partitioning of Semivolatile and Intermediately Volatile Organic Compounds in Atmospheric
Organic Aerosol
by
Claire Francis Fortenberry

A dissertation presented to
The Graduate School
of Washington University in
partial fulfillment of the
requirements for the degree
of Doctor of Philosophy

May 2020
St. Louis, Missouri

© 2020, Claire Fortenberry

Table of Contents
List of Tables ................................................................................................................................. xi
Acknowledgments......................................................................................................................... xii
Abstract of the Dissertation .......................................................................................................... xv
Chapter 1: Introduction ................................................................................................................... 1
1.1.

Background and Motivation ............................................................................................. 1

1.2.

Objectives ......................................................................................................................... 4

1.3.

Summary of Thesis Chapters ........................................................................................... 6

References ................................................................................................................................... 9
Chapter 2: Bulk and Molecular-Level Characterization of Laboratory-Aged Biomass Burning
Organic Aerosol from Oak Leaf and Heartwood Fuels ................................................................ 13
Abstract. .................................................................................................................................... 13
2.1.

Introduction .................................................................................................................... 14

2.2.

Materials and Methods ................................................................................................... 18

2.3.

Results and Discussion ................................................................................................... 29

2.4.

Conclusions and Atmospheric Implications ................................................................... 61

References ................................................................................................................................. 66
Chapter 3: Analysis of Indoor Particles and Gases and their Evolution with Natural Ventilation
during the Air Composition and Reactivity from Outdoor aNd Indoor Mixing (ACRONIM) Field
Campaign ...................................................................................................................................... 72
Abstract ..................................................................................................................................... 72
3.1.

Introduction .................................................................................................................... 74

3.2.

Materials and Methods ................................................................................................... 76

3.3.

Results and Discussion ................................................................................................... 87

3.4.

Conclusions and Impacts .............................................................................................. 109

References ............................................................................................................................... 111
Chapter 4: Investigation of I/SVOC Gas-Particle Partitioning through Ammonium Sulfate
Seeding Experiments during the Second Air Composition and Reactivity from Outdoor aNd
Indoor Mixing (ACRONIM-2) Field Campaign......................................................................... 124
Abstract ................................................................................................................................... 124
4.1.

Introduction .................................................................................................................. 125
ii

4.2.

Methods ........................................................................................................................ 128

4.3.

Results and Discussion ................................................................................................. 135

4.4.

Conclusions .................................................................................................................. 158

References ............................................................................................................................... 159
Chapter 5: Development of a Customizable, Denuder-Based Gas Collector for a Thermal
Desorption Aerosol Gas Chromatograph .................................................................................... 164
Abstract ................................................................................................................................... 164
5.1.

Introduction .................................................................................................................. 165

5.2.

Methods ........................................................................................................................ 170

5.3.

Results and Discussion ................................................................................................. 188

5.4.

Conclusions .................................................................................................................. 207

References ............................................................................................................................... 208
Chapter 6: Conclusions ............................................................................................................... 212
6.1. Major Results ................................................................................................................... 212
6.2. Future Work ..................................................................................................................... 215
References ............................................................................................................................... 218
Appendix A2: Supplement of “Bulk and Molecular-Level Characterization of Laboratory-Aged
Biomass Burning Organic Aerosol from Oak Leaf and Heartwood Fuels” ............................... 220
Appendix A3: Supplement of “Analysis of Indoor Particles and Gases and their Evolution with
Natural Ventilation during the Air Composition and Reactivity from Outdoor aNd Indoor Mixing
(ACRONIM) Field Campaign”................................................................................................... 254
Appendix A4: Supplement of “Investigation of I/SVOC Gas-Particle Partitioning through
Ammonium Sulfate Seeding Experiments during the Second Air Composition and Reactivity
from Outdoor aNd Indoor Mixing (ACRONIM-2) Field Campaign” ........................................ 307
Appendix A5: Design Parameters and Considerations for the Gas Trap on the Thermal
desorption Aerosol Gas Chromatograph ..................................................................................... 319

iii

List of Figures
Figure 1.1. Flow chart illustrating the structure of this thesis. Dashed-line boxes denote broad
research themes, while solid-line boxes describe specific goals of the work. Boxes with red text
explain how these goals are interconnected........……………………………………………...….6
Figure 2.1. An example TAG chromatogram with GC oven and TAG collection and thermal
desorption (CTD) cell temperature ramp programs…………………………………...…………27
Figure 2.2 Chromatograms for (A) leaf BBOA and (B) heartwood BBOA at different levels of
oxidation. Corresponding names and structures for numbered compounds are given in Table
A2.5 and Figures A2.9 (Appendix A2). For each plot, all traces are normalized to the point of
highest abundance within the average unaged chromatogram…...…………………...…………32
Figure 2.3. Relative changes in integrated abundance as a function of equivalent aging time (per
SO2 calibrations) for primary compounds identified in (A) oak leaf BBOA chromatograms, and
(B) oak heartwood BBOA chromatograms. For each compound, the integrated abundances were
first normalized to appropriate volume concentrations, then subsequently normalized to
corresponding abundances at no oxidation (“0 days”). Compounds that decrease in abundance
are indicated with solid lines, and compounds that deviate from this trend are given with dotted
lines. Raw compound abundances are provided in Appendix A2 (Section A2.5, Table A2.6). Xaxis error bars denote equivalent aging time ranges calculated for this study and are applicable to
all TAG data presented here, though they are only included on one compound per panel to
preserve figure readability……………………………………...…...………………...…………34
Figure 2.4. Average binned chromatograms and mass spectra for factors 1-9+12 (F1-9+12) in
PMF 15-factor solution on TAG oak leaf BBOA compound window data. Relevant plots
obtained in PMF calculations are provided in Appendix 2A (Section A2.5, Figures A2.12A and
A2.13A). These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis. ……………………...…...…………39
Figure 2.5. Average binned chromatograms and mass spectra for factors 1-8 (F1-8) in PMF 18factor solution on TAG oak heartwood BBOA compound window data. Relevant plots obtained
in PMF calculations are provided in Appendix 2A (Section 2A.5, Figures 2A.12B and 2A.13B).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis. ……………………...…...…………42

iv

Figure 2.6. (A) Average m/z 44 single ion chromatograms (SICs) across distinct levels of
photochemical aging for leaf BBOA, normalized to the point of highest abundance within the
averaged unaged chromatogram (“0 days”). (B) Average m/z 44 single ion chromatograms
(SICs) across different levels of photochemical aging for heartwood BBOA, normalized to the
point of highest abundance within the averaged unaged chromatogram. (C) summed relative m/z
44 decomposition signal as a function of photochemical aging for both fuels (± one standard
deviation). These values were obtained by averaging triplicate m/z 44 decomposition signals at
each level of photochemical aging. For each fuel type, all summed abundances are normalized to
the unaged m/z 44 signal (“0 days”). The x-axis error bars denote the equivalent aging time range
and are applicable for all measurements obtained in this study………………………………….46
Figure 2.7. TAG decomposition m/z 44 integrated relative abundances for PAM-aged leaf and
heartwood BBOA as functions of AMS
. Here, all TAG data have been normalized to the
unaged (“0 days”) wood BBOA integrated m/z 44 abundance……………………….……….....48
Figure 2.8. AMS and TAG f44 vs f43 at different levels of photochemical aging for (A) leaf and
(B) heartwood BBOA. TAG f44 and f43 values were obtained using Eq. (3). To minimize noise,
AMS data is plotted only for points where sufficient total organic concentrations were achieved,
around the peak of the concentration profile. The triangles formed by the blue dotted lines
provide visual guidelines for the evolution of OA chemical composition across f44 vs f43 space;
the apex of the triangle indicates the direction of OA photochemical oxidation………………...50
Figure 2.9. Average binned chromatograms and mass spectra for factors 1-4 (F1-4) in PMF 4factor solution on TAG oak leaf BBOA decomposition window data. Relevant plots obtained in
PMF calculations are provided in Appendix A2 (Section A2.5, Figures A2.12C and A2.13C).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis. ........……………..……………...….52
Figure 2.10. Average binned chromatograms and mass spectra for factors 1-5 (F1-5) in PMF 5factor solution on TAG heartwood BBOA decomposition window data. Relevant plots obtained
in PMF calculations are provided in Appendix A2 (Section A2.5, Figures A2.12D and S13D).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines along the x-axis. ........…………………………...…....53
Figure 2.11. Average m/z 60 single ion chromatograms (SICs) across the compound window for
(A) leaf BBOA; (B) heartwood BBOA. For each plot, all traces are normalized to the point of
highest abundance within the average unaged chromatogram. Individual compounds are labeled

v

according to identifications provided in Appendix A2 (Section A2.5, Figure A2.9, Table
A2.5)..............................................................................................................................................55
Figure 2.12. Relative changes in abundance for different m/z 60 fragmenting species in (A) leaf
and (B) heartwood BBOA; (C) TAG and AMS m/z 60 species as a function of OHexp.
Levoglucosan (LG) decay rates were calculated using two different literature kLG values28,76 with
an assumed typical outdoor OH concentration of 1.5 × 10-6 molec cm-3.44 Additionally,
normalized AMS f60 values for turkey oak (Quercus laevis) BBOA obtained during the FLAME3 campaign were adapted from Figure 10B in Ortega et al. 16 and are included for comparison.
The x-axis error bars denote the equivalent aging time range and are applicable for all
measurements obtained in this study, though they are only included in panel (c) to preserve
figure readability............................................................................................................................57
Figure 3.1. Diagram of experimental setup. Instruments with gray outlines and text collected
data that are not provided in this manuscript and are included in the figure primarily to illustrate
balanced flows. Flow rates (L min-1) are included for each instrument in italicized text..............80
Figure 3.2. Illustration of sampling schedule over a four-hour period. Instrument sampling
resolutions are provided in Table 3.1. The blue shaded region denotes indoor sampling
periods............................................................................................................................................80
Figure 3.3. Example total ion chromatograms obtained during the WC sampling period: (A)
indoor non-denuded and denuded chromatograms, and (B) outdoor non-denuded and denuded
chromatograms. All four chromatograms were collected within a four-hour time span. Note the
higher abundance scale (y-axis) for indoor samples. Selected compounds are labeled with
numbers, which correspond to numbered compounds in Table A3.2. Italicized numbers
correspond to higher peak abundances that exceed the y-axis range.............................................87
Figure 3.4. Three-factor PMF solution for denuded (particles only) TAG integrated compounds.
Analysis details are provided in Section A3.4 of Appendix A3. Shown here are: (A) time series
for each of the three factors, split into indoor and outdoor chromatograms; (B) indoor
chromatogram factor abundances normalized to windows closed conditions (I/IWC) for each
factor; (C) compound factor loadings (see Table A3.3 in Appendix A3).....................................91
Figure 3.5. Three-factor PMF solution for non-denuded (particles and partial gases) TAG
integrated compounds. Analysis details are provided in Section A3.4 of Appendix A3. Shown
here are: (A) time series for each of the three factors, split into indoor and outdoor
chromatograms; (B) indoor chromatogram factor abundances normalized to windows closed
conditions (I/IWC) for each factor; (C) compound factor loadings (see Table A3.4 in Appendix
A3).................................................................................................................................................92
Figure 3.6. Two-factor PMF solution for VOC adsorbent tube integrated compounds. Analysis
details are provided in Section A3.4 of Appendix A3. Shown here are: (A) time series for each of
vi

the two factors, split into indoor and outdoor chromatograms; (B) indoor chromatogram factor
abundances normalized to windows closed conditions (I/IWC) for each factor; (C) compound
factor loadings (see Table A3.5 in Appendix A3).........................................................................93
Figure 3.8. Indoor to outdoor ratios, normalized to windows closed conditions ([I/O]/[I/O]WC)
for selected TAG compounds across the three natural ventilation conditions: (A) particles only
(denuded abundances); (B) particles and gases (non-denuded abundances).................................97
Figure 3.9. Indoor to outdoor ratios, normalized to windows closed conditions ([I/O]/[I/O]WC)
for selected VOC adsorbent tube compounds across the three natural ventilation conditions......97
Figure 3.10. Indoor and outdoor time series for key species measured throughout the study: (A)
integrated m/z 82 TAG decomposition abundances, a marker for IEPOX aerosol; (B) integrated
m/z 64 TAG decomposition abundance, a marker for sulfate aerosol; (C) SMPS-measured total
mass concentrations, assuming spherical particles and densities of 1.2 g cm-3; (D) Indoor OPCmeasured PM1 particle number concentrations; and (E) O3 concentrations (lower indoor
concentrations on primary y-axis and higher outdoor concentrations on secondary y-axis).........99
Figure 4.1. (A) Illustration of the full unoccupied portion of ACRONIM-2; (B) Illustration of
activities during AS seeding experiments....................................................................................129
Figure 4.2. Simplified schematic of the ACRONIM-2 AS seeding experiments.......................130
Figure 4.3. (A) Evolution of indoor SMPS-measured size distributions with time ACRONIM-2
AS seeding experiments. The dashed line at 70 nm marks the TAG’s dp,50 value. TAG collection
time periods are marked with bars above the size distribution. (B) Selected SMPS size
distributions before and during AS seeding experiments, obtained prior to window opening....135
Figure 4.4. (A) High-resolution AMS organic and sulfate concentrations (left axis), with
[Org]/[SO4] overlaid for comparison; (B) OPC-measured particle number concentrations for size
bins relevant to the AMS; (C) TAG decomposition m/z 64, which tracks trends in AS seed
concentrations over time; (D) OPC-measured particle number concentrations for size bins
relevant to the TAG.....................................................................................................................136
Figure 4.5. Factor abundances, TICs, and average mass spectra for selected factors from a 14factor PMF mass spectral deconvolution: (A) Factor 2, (B) Factor 4, (C) Factor 5, (D) Factor 6,
and (E) residuals..........................................................................................................................138
Figure 4.6. Raw particle-phase (denuded) indoor and outdoor abundances of six selected
compounds across the full ACRONIM-2 study period................................................................141
Figure 4.7. Raw particle- and gas-phase (non-denuded) indoor and outdoor abundances of six
selected compounds across the full ACRONIM-2 study period..................................................142
Figure 4.8. Time series for particle-phase compounds of interest (Table 4.1) across 8/10/18,
when AS seeding experiments were conducted. TAG decomposition m/z 64 time series are
vii

displayed twice in the bottom row, once in each column, to facilitate visual comparison between
individual compound trends and AS seed trends. Because the AS aerosol has no gas-phase
component, decomposition m/z 64 from both non-denuded and denuded chromatograms are
displayed in the TAG decomposition m/z 64 signal....................................................................143
Figure 4.9. Peak areas averaged across different ACRONIM-2 sampling periods for compounds
in particle-only (denuded) collections.........................................................................................146
Figure 4.10. Approximate gas phase abundances for compounds of interest averaged across
different ACRONIM-2 sampling periods. These values were obtained by subtracting denuded
average peak areas (Figure 4.9) from non-denuded average peak areas (Figure A4.7)..............147
Figure 4.11. Estimated fp values from ratios of denuded (Figure 4.9) and non-denuded (Figure
A4.7) compound abundances across the unoccupied and AS seeding periods of ACRONIM2....................................................................................................................................................148
Figure 4.12. Comparisons of estimated fp for compounds observed in ACRONIM-1 (left
column) and ACRONIM-2 (right column). SMPS total volume concentrations and AER are
subjected to similar averaging across window-opening periods and are displayed in rows 5 and
6....................................................................................................................................................150
Figure 4.13. Representative denuded and non-denuded indoor chromatograms from ACRONIM1 and ACRONIM-2......................................................................................................................152
Figure 4.14. Equilibration timescales of compounds measured during ACRONIM-2 with (A)
surface films with different thicknesses, and (B) particles with different diameters...................154
Figure 4.15. log(Kp,s) vs log(pL°) for six I/SVOCs obtained based on data from the windows
closed period of the AS seeding experiments..............................................................................156
Figure 5.1. Example ICTD-TAG chromatogram (particles only), with decomposition and
compound windows labeled. Temperature programs for the ICTD cell and the GC oven are
provided in the top panel..............................................................................................................167
Figure 5.2. Pictures and diagrams of GT-1, -2, and -3: (A) photograph of GT-1; (B) rendering of
GT-1 with critical dimensions labeled (inches); (C) size comparison of GT-1 (top) and GT-2
(bottom); (D) GT-3 installed in the TAG tower with its heating block and two 60 mm fans.....170
Figure 5.3. Schematics of the final modified TAG system during different modes of operation:
(A) parallel particle and gas collection, (B) gas sample pre-concentration, (C) gas sample
transfer from the focusing trap to the GC, and (D) particle sample transfer to GC. Individual
temperature regions and set points are labeled for each mode. Lines with active flow are
indicated with solid lines, and flow direction is designated with arrows....................................176

viii

Figure 5.4. Simplified diagrams illustrating the two-step standard injection method. Temperature
regions are highlighted with different colors, with temperature ramps/ranges provided for each
stage. Flow rates are provided in units of cm3 min-1 (ccm). Fittings are not drawn to scale. (A) the
liquid standard is first injected through a septum onto the bottom of a 0.125 in tee. As lines and
fittings upstream of the GT are heated (red and blue regions), the injected liquid is flushed with
nitrogen (N2) through the gas trap at 390 cm3 min-1 (flow rate dictated by the collection vacuum
orifice). (B) Collected material is backflushed with 20 cm3 min-1 helium (He) over the GT, which
is ramped from room temperature to the maximum desorption temperature (typically
275°C)..........................................................................................................................................177
Figure 5.5. (A) Example chromatogram from parallel gas- and particle-phase collection obtained
during the ACRONIM-2 field campaign. The gas trap and ICTD cell collected indoor air for 30
minutes in parallel at approximately 10°C and 30°C, respectively. The ICTD cell collected
sample through a denuder to remove gases at a flow rate of 15 L min-1, and the gas trap collected
gases at a flow rate of 1 L min-1. Gases were analyzed between minutes 0-50 of the
chromatogram, and particles were analyzed from minutes 50-100. (B) Subset of chromatogram
(panel A) containing resolved organics eluting during gas trap analysis, with major compounds
labeled. (C) Subset of chromatogram (panel A) containing resolved organics eluting during
particle CTD cell analysis, with major compounds labeled. Compounds labeled with the
superscript “SC” exhibit some or total contribution from system contamination.......................184
Figure 5.6. Simplified diagram of candle and paint experiments performed in the
laboratory.....................................................................................................................................185
Figure 5.7. Major components measured in parallel 30-minute GT and ICTD collections during
ACRONIM-2 (Figure 5.5)...........................................................................................................188
Figure 5.8. Calibration curves for C13-C20 normal alkanes (injected masses 0.2-30 ng). For
measurements performed in triplicate, each point corresponds to the average of SIC integrated
abundances ± one standard deviation. For duplicate measurements (here, only the 30 ng
injections; designated with an asterisk), points on the curve are displayed as the midpoint ± the
spread between the two measurements........................................................................................189
Figure 5.9. Calibration curves for C13-C20 normal alkanes (injected masses 0.2-5 ng). Each point
constitutes the average of SIC integrated abundances across triplicate measurements ± one
standard deviation........................................................................................................................190
Figure 5.10. (A) m/z 57 SIC integrated peak abundances (black squares, left axis) for a GT 40 ng
C8-C20 alkane injection as a function of alkane carbon number. SIC peak abundances for the
subsequent GT blank (pink squares, right axis) are given as percentages of the corresponding
standard peak abundance (i.e., % carryover = 100×[standard SIC peak abundance/blank SIC
peak abundance]). (B) m/z 57 SIC from a GT 40 ng C13-C20 alkane injection, with the m/z 57 SIC
from the subsequent blank overlaid.............................................................................................191
ix

Figure 5.11. Calibration curves for detectable compounds in the multicomponent standard
(Table 5.3). For measurements performed in triplicate, each point corresponds to the average of
SIC integrated abundances ± one standard deviation..................................................................193
Figure 5.12. Standardized residuals for different standard compounds functions of analysis order
for (A) alkane standard injections (Table 5.2), and (B) multicomponent standard injections
(Table 5.3). The numbers above the plots signify injected concentrations (as mass for alkanes in
panel A, and as % stock dilution for the multicomponent standard in panel B)..........................194
Figure 5.13. (A) m/z 57 SIC integrated peak abundances for GT-2 10 ng C8-C20 alkane injections
performed with a 3 minute injection port to GT purge time (black squares) and a 10 minute
injection port to GT purge time (teal squares), plotted as functions of alkane carbon number. (B)
m/z 57 SICs from GT 40 ng C13-C20 alkane injections with 3 minute and 10 minute injection
purge times...................................................................................................................................196
Figure 5.14. m/z 57 SIC integrated abundances for C13-C20 alkanes as functions of the standard
injection port to GT purge time. Each point displayed is the average abundance from triplicate
injections of 10 ng ± one standard deviation at that purge condition..........................................197
Figure 5.15. Example TICs obtained during laboratory collections of room air doped with
I/SVOCs (“gases only”) and room air with candle particles (“gases + candle particles”): (A) Full
chromatogram; (B) speciated gases (minutes 20-30 of panel A); (C) speciated particles (minutes
60-80 of panel B).........................................................................................................................200
Figure 5.16. (A) GT abundances for three target compounds as a function of average SMPS
mass concentration; (B) ICTD abundances for three target compounds as a function of average
SMPS mass concentrations..........................................................................................................202
Figure 5.17. (A) ICTD and GT abundance ratios for different target compounds plotted as a
function of SMPS mass concentration; (B) fp values predicted for these compounds using
equations 5.2 and 5.3...................................................................................................................204
Figure 5.18. Example TAG ICTD decomposition window TIC and m/z 64 SIC for example
collections obtained in candle experiments.................................................................................205

x

List of Tables
Table 2.1: Qualitative levels of PAM-reactor oxidation with corresponding OH exposure
(OHexp) estimations and equivalent aging times. The OHexp estimations were made
using methods described in Appendix A2 (Section A2.2).........................................22
Table 3.1: Description of measurements, sampling location, and resolution for each
instrument...................................................................................................................81
Table 4.1: Compounds measured with the ICTD-TAG during ACRONIM-2 chosen for detailed
phase partitioning investigation. Chemical structures, volatilities (as log(C*
[µg m-3])), KOA values, broad volatility classification, and typical sources are also
given.........................................................................................................................139
Table 5.1: Selected design parameters for the three different GT models................................170
Table 5.2: List of standard components included in the normal alkane standard, along with
volatility properties and GT-3 responses.................................................................180
Table 5.3: List of standard components included in the normal alkane standard, along with
volatility properties and GT-3 responses..................................................................181

xi

Acknowledgments
I am incredibly grateful for the guidance and support of my advisor, Dr. Brent Williams, over the
past six years. In my time in the ACT lab, I have experienced immense growth as an independent
scientist thanks to his mentorship.
I would also like to thank my committee for their time and support over the last six years: Dr.
Pratim Biswas, Dr. Rajan Chakrabarty, Dr. Nathan Kreisberg, Dr. Glenn Morrison, and Dr. Jay
Turner. I am also thankful for the mentorship and time of Dr. Walton Sumner.
This dissertation would not have been possible without the contributions of my fellow ACT lab
mates, past and present: Raul Martinez, Yaping Zhang, Dhruv Mitroo, Chris Oxford, Michael
Walker, Ben Sumlin, Audrey Dang, Karolina Cysneiros, and Sohyeon Jeon. I am especially
grateful for their editorial input, moral support, helpful conversations, and friendship in the
challenging weeks/months leading up to this dissertation. I am especially thankful to Mike for
sharing his expertise on all things AMS, mass spectrometry, and PMF, and to Audrey for helpful
discussions on instrument development, statistics, and highly-specialized electrical tools. I have
also been fortunate to mentor several outstanding undergraduate researchers who have gotten the
TAG to where it is today: Ashley Hesterberg, Michelle Molina, and Jazmin Simpkins.
I would like to thank the participants of both phases of the ACRONIM field campaign for the
helpful discussions and for sharing the wonderful field experience with me: Dr. Glenn Morrison,
Azin Eftekhari, Roger Sheu, Dr. Drew Gentner, Dr. Arun Loka, and Gauri Date. I am especially
grateful to Dr. Glenn Morrison for the helpful discussions on indoor air chemistry, I/SVOC
phase partitioning dynamics, and how to make sense of immensely complex field data.
xii

I owe special thanks to Sukrant Dhawan for providing the code used to model denuder artifacts
discussed in Chapter 3.
I would like to thank the staff in the Energy, Environmental, and Chemical Engineering
Department for facilitating purchasing, grant submissions, reimbursements, room reservations,
and so much more: Patty Kofron, Christine Tilley, Monique Spears, Kim Coleman, Katie Bay,
Ady Haas, Rose Baxter, Trisha Sutton, Kara Dix, Beth Mehringer, Irma Adams. I am also
grateful to Ethan Hall in Engineering IT for facilitating my proposal defense and various
presentations throughout my time at Washington University.
I am forever indebted to Jim Linders and Jim Graflage in the chemistry machine shop at
Washington University. They have salvaged more broken components and time than I can even
remember.
I am fortunate to have shared my first year (and beyond) at Washington University with a cohort
of exceptionally brilliant, kind, and hard-working people. I am especially thankful for the
continued friendship of Deanna Lanigan, Merima Beganovic, Apoorva Pandey, and Johnny
Ephraim.
I have many friends to thank for their support and listening ears throughout this process: Kathryn
Hall, Pradeep Prathibha, Monika Eiva, Amelia Tyler, Mike and Alexa Walker, Jake and Anna
Meyer, Darshit Mehta, Ray Henson, Anna Boudoures, Anna Tripi, Matt Amrofell, Leila Green,
Rhiannon Carr, Garrett Roell, Jiayu Li, Necip Uner, Pai Liu, Nishit Shetty, Payton Beeler.
Special thanks to Pradeep for the great late-night conversations and moral support during my
final lab experiments, and for caring for my puppy as if she were her own. Ruby couldn’t ask for
a better godmother!
xiii

I am grateful for the support and love of my parents, Sara Kaltreider and Frazier Fortenberry, my
brother, Rawls Fortenberry, my grandparents, Marian and Paul Posey and Dolores and Ben
Crumpler, and my mother-in-law, Lynn Sumlin.
Finally, my husband, Ben Sumlin, has provided unfailing support throughout the best and the
most difficult periods of this work, as a lab mate, classmate, collaborator, friend, and partner.
Ben is easily the most brilliant, kind, patient, and loving person I have ever known, and this work
would not have been possible without him.

Claire Fortenberry
Washington University in St. Louis
May 2020

xiv

Abstract of the Dissertation
Development of Novel Instrumentation and Methods to Investigate the Composition and Phase
Partitioning of Semivolatile and Intermediately Volatile Organic Compounds in Atmospheric
Organic Aerosol
by
Claire Francis Fortenberry
Doctor of Philosophy in Energy, Environmental and Chemical Engineering
Washington University in St. Louis, 2020
Professor Brent Williams, Chair
Atmospheric particulate matter (PM) is ubiquitous in both indoor and outdoor air and is
generally detrimental to human health. PM composed of particles with aerodynamic diameters
less than 2.5 um (PM2.5) are related to adverse health outcomes including heart disease and
respiratory disease. Fundamentally, particle physical properties such as size and hygroscopicity
are dictated by chemical composition, which can be highly complex, particularly for organic
aerosol (OA). In both outdoor and indoor air, OA is composed substantially of intermediately
volatile and semivolatile organic compounds (I/SVOCs), which exist in both gas and particle
phases under typical atmospheric conditions. The distribution of these compounds between the
two phases can change rapidly depending on conditions like temperature, relative humidity, and
concentrations of surrounding particles and gases. The chemical complexity and rapidlychanging dynamics of I/SVOCs in OA necessitates improved instrumentation to speciate
complex mixtures of I/SVOCs in both gas and particle phases at fast time scales relative to phase
partitioning dynamics.

xv

The Thermal desorption Aerosol Gas Chromatograph (TAG), which performs in-situ ambient
collection and molecular-level speciation of organics at hourly time resolution, is uniquely suited
to meet these challenges. The TAG system has been modified in various ways to collect and
analyze different targeted molecules in both the gas and particle phases. In addition to speciated
organics, the impactor-based collection and thermal desorption (ICTD) system developed for the
original TAG features unique thermal decomposition data, which provides information on
thermally labile organic and inorganic fragments. These data have been used in laboratory and
field studies to evaluate different species not normally analyzable by gas chromatography.
However, the ICTD cell is not suitable for gas-phase quantification.
This dissertation addresses two major research themes: laboratory and field measurements to
improve understanding of I/SVOCs in indoor and outdoor air, and development of improved
I/SVOC measurement techniques. Within the first theme, atmospheric aging of I/SVOCs from
biomass burning plumes was characterized in controlled laboratory studies with an oxidation
flow reactor using molecular speciation and thermal decomposition data from the ICTD-TAG.
I/SVOCs in indoor air were investigated under different natural ventilation (window opening)
conditions using the ICTD-TAG in two field studies, and phase partitioning dynamics of indoormeasured I/SVOCs were examined in targeted experiments conducted in the field. Within the
second theme, a denuder-based gas trap (GT) was developed and incorporated in parallel into the
ICTD-TAG. Following initial GT testing in field studies, the design was modified and
characterized through standard calibrations. Simple laboratory studies demonstrate that the GTICTD-TAG effectively measures changes in particle-phase fractions.

xvi

Chapter 1: Introduction
1.1. Background and Motivation
Atmospheric particulate matter (PM) is ubiquitous in both indoor and outdoor air and is
generally detrimental to human health.1–3 The degree of PM exposure and resulting health
impacts depend on particle properties including size4 and hygroscopicity.5–7 In particular, PM
composed of particles with aerodynamic diameters less than 2.5 µm (PM2.5) deposit efficiently in
the alveolar region of the lung compared to larger particles,3,4 leading to more rapid absorption of
toxicants by the body and resulting in adverse health outcomes including but not limited to
respiratory inflammation,2 asthma,8 and ischemic heart disease.1 Fundamentally, particle
physical properties are dictated by chemical composition. However, atmospheric PM chemical
composition is often highly complex, particularly for organic aerosol (OA).9,10
In outdoor air, OA typically composes between 20-90% of total PM1 (particles with aerodynamic
diameters less than 1 µm).11,12 Both primary OA (POA, particles emitted directly from a source,
e.g., biomass burning or food cooking) and secondary OA (SOA, particles formed when gases
partition into the particle phase following atmospheric processing) are predominantly composed
of semivolatile organic compounds (SVOCs),13–16 which exist in both the particle and gas phases
and partition among these phases depending on system conditions (e.g., temperature, pressure,
and PM concentrations).15 Historically, gas-particle phase partitioning has presented a substantial
challenge for reconciling field observations with modeled predictions. For example, in early
models incorporating SOA chemistry, SOA was assumed to form primarily from oxidation of
high-volatility precursors,17,18 and lower-volatility gases were not incorporated, leading to
underpredictions of SOA.13,16 Additionally, traditional models erroneously assumed POA to be
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non-volatile, leading to overpredictions of POA.13 More recently, the two-dimensional volatility
basis set framework has greatly improved our understanding of the evolution of chemical
volatility as compounds in OA undergo oxidative reactions in the atmosphere.16,19
SVOCs and intermediately volatile organic compounds (IVOCs) play an especially crucial role
in indoor air chemistry. I/SVOCs originate indoors from household materials and occupant
activities such as cooking and cleaning. Other I/SVOCs form indoors as a result of chemical
reactions; for example, the gas-phase reaction of monoterpenes (e.g., limonene) from cleaning
products and infiltrating ozone leads to the formation of lower-volatility oxidation products.20,21
Pollutants can also infiltrate from the outdoor environment into indoor air depending on how
well the indoor space is sealed and/or whether natural ventilation (i.e., window opening and
closing) is used as a temperature regulation strategy. Although our understanding of indoor air
dynamics has greatly improved through complementary laboratory,22,23 field,24,25 and modeling
studies,26–28 indoor I/SVOCs remain understudied relative to outdoor I/SVOCs. This discrepancy
is especially problematic considering that people spend most of their time indoors.29
In their review of recent advances in atmospheric organic chemistry, Glasius and Goldstein
(2016) define the improvement of chemical speciation and time resolution as the two major
measurement challenges facing future study of atmospheric organic chemistry.30 The Thermal
desorption Aerosol Gas Chromatograph (TAG), which features in-situ ambient collection and
molecular-level speciation of organics at hourly time resolution, is uniquely suited to meet these
challenges.31 Although the first TAG system was developed in 2006, more recent variations of
the system have expanded its measurement capability to improve quantification across a desired
scope of compounds and volatilities. First, the semivolatile TAG (SV-TAG) replaced the original
TAG’s impactor collection and thermal desorption (ICTD) cell with a metal fiber filter cell,
2

allowing quantification of I/SVOCs in the particle phase (when sampling through a denuder to
remove gases) and the gas phase (difference of the particle signal and the total signal obtained
without denuder). Incorporation of a second parallel cell into the SV-TAG enabled quantification
of particle-phase fractions (fp), and development of online derivatization techniques improved
throughput of highly-oxidized organic molecules.32 The Volatility And Polarity Separator
(VAPS) retains the ICTD cell but features a modified two-dimensional GC approach, with nonpolar and polar GC columns installed in series to separate eluting material by both volatility and
molecular polarity.33
Ten years after development of the original TAG system, Williams et al. (2016) first described
the TAG’s thermal decomposition window, wherein fragments from thermally-decomposing
aerosol are analyzed by the mass spectrometer during sample desorption. From analysis of field
data, many of these fragments exhibit good correlation with species measured by an aerosol mass
spectrometer (AMS), indicating that this window of TAG data can provide useful information
about aerosol classes not observable with typical gas chromatography.34 Notably, a m/z 44 signal
occurs with the decarboxylation of aged, thermally labile OA and generally increases as the
amount of aged organic aerosol increases.34,35 However, as of now, very few studies have
characterized the range of compound classes and volatilities observable in decomposition
window fragments, and no standards currently exist to quantify these thermally decomposing
compounds.
Although the SV-TAG’s metal fiber filter cell enables improved collection of gases, typical SVTAG gas-phase analysis features a preconcentration step, during which collected gases are
thermally desorbed onto a focusing trap prior to injection onto the GC column. During this step,

3

any decomposition fragments are purged. Thus, to continue investigation of thermal
decomposition data, the ICTD cell must be retained.
The ICTD cell collects some fraction of gas-phase I/SVOCs via diffusion onto the internal
walls.36 If ambient air is sampled alternately through a denuder (to remove gases) and a denuder
bypass line, a particle-phase fraction for a compound i can be approximated using denuded and
non-denuded abundances (Ai,D and Ai,D+ND, respectively):32

This fp approximation, which constitutes an upper theoretical boundary for the actual fp value,
provides useful qualitative information in laboratory and field studies. However, beyond
challenges with gas-phase I/SVOC quantification, this strategy is especially limited with a
single-cell TAG system, which obtains one sample every hour and thus cannot determine fp
without the assumption that the ambient aerosol remains constant over the two hours necessary
to obtain one denuded and one non-denuded collection.

1.2. Objectives
The goals of this work generally fall within two broad research themes: laboratory and field
measurements to improve understanding of I/SVOCs in indoor and outdoor air, and development
of improved I/SVOC measurement techniques. Within the first theme, the objectives are:
1. To improve understanding of I/SVOCs in biomass burning organic aerosol atmospheric
aging using the TAG in controlled laboratory studies,
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2. To identify and investigate chemical and physical dynamics affecting indoor I/SVOCs
under different natural ventilation (window opening) conditions using TAG
measurements from field studies, and
3. To evaluate gas-to-particle phase partitioning with window opening using targeted
experiments in the field.
The second research theme involves expanding the TAG’s analytical capability to include more
volatile material (e.g., gas-phase I/SVOCs), less volatile material (e.g., aged decomposing OA
and organic sulfates), and inorganic aerosol (e.g., inorganic sulfates). The specific objectives are:
1. To develop, test, and characterize a gas collector in parallel with the particle ICTD cell,
enabling tandem collection of gas-phase and particle-phase I/SVOCs for improved phase
partitioning analysis, and
2. To further characterize the newly-discovered TAG decomposition window using data
from various laboratory and field studies.
A flow chart illustrating the structure of this thesis is provided in Figure 1.1. Although the scope
of each chapter broadly fits within one of these objectives, the motivations, results, and
techniques are interconnected, as shown by the arrows and described by red text.
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Figure 1.1. Flow chart illustrating the structure of this thesis. Dashed-line boxes denote broad
research themes, while solid-line boxes describe specific goals of the work. Boxes with red text
explain how these goals are interconnected.

1.3. Summary of Thesis Chapters
1.3.1 Chapter 2: Bulk and Molecular-Level Characterization of LaboratoryAged Biomass Burning Organic Aerosol from Oak Leaf and Heartwood Fuels

Laboratory-generated biomass burning organic aerosol (BBOA) plumes from white oak (Q.
alba) heartwood and leaves are evaluated under different levels of accelerated photochemistry.
This photochemistry is achieved with a Potential Aerosol Mass (PAM) Oxidation Flow Reactor
(OFR), which generated two different OH concentrations approximately corresponding to 1-3
days and 7-10 days of atmospheric oxidation. Molecular speciation of BBOA was achieved using
the ICTD-TAG, and bulk aerosol chemical composition was measured using an AMS.
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Chromatogram binning Positive Matrix Factorization (PMF) was used to evaluate co-varying
species in both the compound and decomposition windows with oxidative aging. In general,
molecular tracers eluting in the compound window (i.e., minutes 20-50 of the TAG
chromatogram corresponding to speciated organics) are depleted at varying rates with increasing
oxidation. Decomposition window PMF on aged oak heartwood BBOA reveals m/z 43 + 45 + 60
signals in ratios matching that of acetic acid, indicating secondary formation of organic acids in
the OFR. Trends in decomposition m/z 60 are evaluated in the context of AMS measurements
and previous literature, wherein we demonstrate that m/z 60, which is often interpreted in field
studies as a surrogate signal for cellulose pyrolysis products like levoglucosan, is not always an
appropriate tracer for primary BBOA.

1.3.2 Chapter 3: Analysis of Indoor Particles and Gases and their Evolution
with Natural Ventilation during the Air Composition and Reactivity from
Outdoor aNd Indoor Mixing (ACRONIM) Field Campaign

The first phase of the ACRONIM field campaign (ACRONIM-1) was conducted to investigate
the chemical and physical dynamics of indoor air pollutants at different levels of natural
ventilation. TAG denuded and non-denuded collections are used to examine trends in particles
and gases across three different window-opening conditions. Using PMF to track co-varying
compounds, four processes are observed in gas- and particle-phase data with increased natural
ventilation: dilution of gases as air exchange rates increase, outdoor-to-indoor transport of
pollutants including sulfate aerosol and ozone, enhanced emission of I/SVOCs into the gas phase
and partitioning onto infiltrating particles, and formation of aldehydes and ketones via oxidation
by infiltrating ozone. Oxidative depletion of gas-phase monoterpenes was expected but not
observed due to limited measurement resolution and dynamically changing conditions.
7

1.3.3 Chapter 4: Investigation of I/SVOC Gas-Particle Partitioning through
Ammonium Sulfate Seeding Experiments during the Second Air Composition
and Reactivity from Outdoor aNd Indoor Mixing (ACRONIM-2) Field
Campaign

Based on phase partitioning observations from ACRONIM-1, special experiments were
conducted in ACRONIM-2 during which ammonium sulfate (AS) seed particles were injected
into a test home doped with vapors from an open dish of lemon Pine-Sol. Although we did not
observe condensation of the targeted Pine-Sol-related I/SVOCs onto seeds, TAG denuded and
non-denuded data indicated condensation of other I/SVOCs onto infiltrating AS seed particles.
From chromatogram binning PMF on denuded (particle only) compounds across the seeding
experiment period, six compounds of interest were chosen for detailed analysis to span a range of
volatilities. Compounds with lower volatilities (i.e., SVOCs) exhibited increases in both particle
and gas phases with windows opened during seeding experiments, while the more volatile
compounds (i.e., IVOCs) did not. Analysis of expected gas-particle and gas-surface film
equilibration timescales assuming purely sorptive partitioning reveal that while relevant IVOCs
are expected to equilibrate rapidly (on the order of seconds) with infiltrating particles and surface
films following a system perturbation, less volatile SVOCs can take hours to days to reach steady
state.

1.3.4 Chapter 5: Development of a Customizable, Denuder-Based Gas
Collector for a Thermal Desorption Aerosol Gas Chromatograph

To address the ICTD-TAG’s limited gas-phase quantification capabilities, a gas trap (GT)
consisting of bundled GC column segments was constructed and incorporated in parallel with the
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particle ICTD cell. This design is particularly novel because it is easily constructed and highly
customizable, as the bundled column segments can incorporate different phases or combinations
of phases as desired. In all, three different GT models were tested. The first model, which was
deployed for select measurements in ACRONIM-2, provided a compelling proof of concept,
collecting material primarily in the IVOC volatility range, but experienced high levels of sample
breakthrough, which precluded mass quantification. Ultimately, the third model exhibited the
best collection capability and was calibrated using injected liquid standards. Limits of detection
were calculated for several compounds based on standard calibrations and range from 0.04-1.04
ng, with alkanes and hydrocarbon-like compounds exhibiting the lowest values. The new GTICTD-TAG was used to evaluate phase partitioning in simple laboratory experiments with paint
emissions as an I/SVOC source and candle combustion as a particle source.

1.3.5 Chapter 6: Conclusions and Future Work

In the final chapter, key findings are summarized, and future experiments are discussed.
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Chapter 2: Bulk and Molecular-Level
Characterization of Laboratory-Aged
Biomass Burning Organic Aerosol from Oak
Leaf and Heartwood Fuels
This chapter is adapted from “Bulk and Molecular-Level Characterization of Laboratory-Aged
Biomass Burning Organic Aerosol from Oak Leaf and Heartwood Fuels” by C. Fortenberry, M.
Walker, Y. Zhang, D. Mitroo, W. Brune, B. Williams in Atmospheric Chemistry and Physics, 18,
2199–2224, 2018. https://doi.org/10.5194/acp-18-2199-2018

Abstract.
The chemical complexity of biomass burning organic aerosol (BBOA) greatly increases with
photochemical aging in the atmosphere, necessitating controlled laboratory studies to inform
field observations. In these experiments, BBOA from American white oak (Quercus alba) leaf
and heartwood samples was generated in a custom-built emissions and combustion chamber and
photochemically aged in a Potential Aerosol Mass (PAM) flow reactor. A Thermal desorption
Aerosol Gas chromatograph (TAG) was used in parallel with a high-resolution time-of-flight
Aerosol Mass Spectrometer (AMS) to analyze BBOA chemical composition at different levels of
photochemical aging. Individual compounds were identified and integrated to obtain relative
decay rates for key molecules. A recently-developed chromatogram binning positive matrix
factorization (PMF) technique was used to obtain mass spectral profiles for factors in TAG
BBOA chromatograms, improving analysis efficiency and providing a more complete
determination of unresolved complex mixture (UCM) components. Additionally, the recently
characterized TAG decomposition window was used to track molecular fragments created by the
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decomposition of thermally labile BBOA during sample desorption. We demonstrate that
although most primary (freshly-emitted) BBOA compounds deplete with photochemical aging,
certain components eluting within the TAG thermal decomposition window are instead
enhanced. Specifically, the increasing trend in the decomposition m/z 44 signal (CO2+) indicates
formation of secondary organic aerosol (SOA) in the PAM reactor. Sources of m/z 60 (C2H4O2+),
typically attributed to freshly-emitted BBOA in AMS field measurements, were also
investigated. From the TAG chemical speciation and decomposition window data, we observed a
decrease in m/z 60 with photochemical aging due to the decay of anhydrosugars (including
levoglucosan) and other compounds, as well as an increase in m/z 60 due to the formation of
thermally labile organic acids within the PAM reactor, which decompose during TAG sample
desorption. When aging both types of BBOA (leaf and heartwood), the AMS data exhibit a
combination of these two contributing effects, causing limited change to the overall m/z 60
signal. Our observations demonstrate the importance of chemically-speciated data in fully
understanding bulk aerosol measurements provided by the AMS in both laboratory and field
studies.

2.1. Introduction
Atmospheric particulate matter (PM) negatively affects human health,1 impedes visibility,2 and
impacts the global energy balance through direct radiative forcing or by acting as cloud
condensation nuclei.3 Organic aerosol (OA) particles compose 20-90% of submicron PM (PM1)
and may consist of thousands of distinct organic compounds.4–6 Given the multitude of organic
compounds in the atmosphere and the numerous chemical reactions they can experience during
atmospheric processing,4,7 laboratory studies are needed to fully understand the chemical
composition and oxidative evolution of source-specific primary OA (POA, aerosol emitted
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directly into the atmosphere) and secondary OA (SOA, formed from gas-phase material that
partition into the particle phase following photooxidation).
Biomass burning organic aerosol (BBOA) may contribute up to 90% of global combustion OA
and 75% of combustion POA.8,9 Previous BBOA molecular speciation studies over the past
several decades have focused on the chemical composition of primary emissions.10–13 Recently,
improved understanding of SOA formation in BBOA plumes has motivated the use of oxidation
chambers in laboratory BBOA experiments.14–16 Some of these BBOA photooxidation studies
have demonstrated that OA production can exceed decay under certain conditions due to
oxidation and phase partitioning of gas-phase semivolatile and intermediately volatile
compounds (SVOCs and IVOCs, respectively15). Other field measurements show minimal OA
enhancement with aging of primary biomass plumes.17 During the third Fire Lab at Missoula
Experiment (FLAME-3) campaign (2013), OA enhancements following photooxidation varied
widely depending on the biomass source; although BBOA from some sources doubled in mass
after photochemical aging, other types of BBOA were depleted.16 The variation in OA
enhancement observed by Ortega et al. (2013) in the FLAME-3 study suggests that the amount
of SOA from biomass emissions depends on the fuel type, illustrating the need for sourcespecific oxidation studies to investigate reactions and products leading to SOA formation.
Previous BBOA oxidation studies have utilized a High-Resolution Time-Of-Flight Aerosol Mass
Spectrometer (HR-ToF-AMS, Aerodyne, Inc., Billerica, MA).15,16 The Aerosol Mass
Spectrometer (AMS) obtains chemical information on bulk aerosol including total mass
concentrations and high-resolution ion signals, allowing for determination of bulk aerosol
chemical composition.18,19 Hydrogen-to-carbon ratios (H:C) and oxygen-to-carbon ratios (O:C)
can also be calculated using high-resolution AMS data, which are incorporated into estimations
15

).20 Although the AMS provides

of an average carbon oxidation state (

real-time measurements of ensemble-averaged properties for submicron non-refractory aerosol, it
does not achieve molecular speciation and thus cannot be used to identify individual compounds
present in OA. Typical AMS BBOA studies use m/z 60 (C2H4O2+) and m/z 44 (CO2+) signals to
quantify primary and aged emissions, respectively.

5,14,21

Levoglucosan, a cellulose

decomposition product often used as a molecular tracer for freshly-emitted BBOA,22,23 is
frequently considered to be a primary contributor to m/z 60 in AMS laboratory and field
studies.24,25 However, although levoglucosan has traditionally been understood to remain stable
over relevant timescales,22,26,27 multiple laboratory studies suggest that hydroxyl radical (OH)driven levoglucosan decay occurs at a timescale similar to transport and deposition timescales.28–
30

Additionally, recent measurements demonstrate that m/z 60 abundances may remain above

background levels with sufficient atmospheric processing, suggesting that not all m/z 60
originates from BBOA.14,16 These two considerations highlight the need for in situ molecular
speciation measurements to complement bulk aerosol chemical data supplied by the AMS.
The Thermal desorption Aerosol Gas chromatograph (TAG) pairs automated aerosol collection
and thermal desorption with gas chromatography-mass spectrometry (GC-MS), providing
molecular-level speciation with in situ analysis and hourly time resolution.31 The TAG has been
used in field studies to identify molecular tracers in ambient air and to link different chemical
profiles to unique sources.32–39 The TAG is capable of providing speciated compound
measurements for approximately 20% of total organic aerosol mass on average, depending on the
type of aerosol collected.31 Although the TAG reliably detects a high fraction (up to 100%) of
hydrocarbon OA mass, which is typical of POA, the analyzed fraction of oxidized OA mass is
often much lower.35,38,40 This discrepancy is attributed to low mass throughput of oxidized
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species through the 30-meter non-polar GC capillary column31,40 and presents a disadvantage for
TAG analysis of oxidized components typical of SOA.
Recent

advances

have expanded the TAG’s

analytical

capability. Traditional gas

chromatography (GC) utilizes a solvent delay to prevent detector damage from large solvent or
water signals. In the TAG, much of the solvent can be purged prior to sample injection, and the
solvent delay is no longer applied. The lack of a solvent delay allows volatile components and
aerosol thermal decomposition products to reach the detector during thermal sample desorption
(5-15 minutes of TAG GC program) from the TAG collection cell to the GC column. The massspectral signal within this period, called the thermal decomposition window, typically features an
air signal (e.g., m/z 32 for O2+, m/z 40 for Ar+, m/z 44 for CO2+), but can also contain ions
characteristic of decomposing nitrates (m/z 30 for NO+, m/z 46 for NO2+), sulfates (m/z 48 for
SO+, m/z 64 for SO2+), and organics (m/z 44 for CO2+). These ion signals were shown to correlate
with corresponding AMS ions for ambient data collected during the Saint Louis Air Quality
Regional Study in 2013.40 However, the TAG thermal decomposition window has only recently
been used to analyze ambient data, and more laboratory studies are needed to explore the thermal
decomposition products of OA from unique sources.
In this work, we present results from laboratory studies aimed at characterizing BBOA chemical
composition using both the TAG compound window (minutes 20-55 of the chromatogram;
Figure 1) and the TAG thermal decomposition window (minutes 6-16 of the chromatogram;
Figure 1) in parallel with an AMS. A custom-built emissions and combustion chamber was used
to generate BBOA, and a Potential Aerosol Mass (PAM) oxidative flow reactor (OFR), which
can mimic up to 16 days of atmospheric aging with residence times on the order of 100 seconds
41,42

, was used to oxidize laboratory-generated BBOA plumes at different levels of accelerated
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photochemistry. Our experiments addressed three primary objectives. First, the chemical
composition of laboratory-generated BBOA was explored to identify molecular tracers from the
leaf and heartwood of the American white oak (Quercus alba). Recently-developed
chromatogram-binning Positive Matrix Factorization (PMF) techniques38,39 were applied to the
TAG compound window to determine the prevalence of different compound classes and
functionalities unique to BBOA from each fuel type. Trends in compounds and compound
classes with oxidation were evaluated using both individual compound integrations and
chromatogram binning PMF results. Second, the TAG thermal decomposition window was used
to investigate how the chemical composition of thermally decomposing BBOA varies with PAM
aging. Concurrent AMS measurements were taken to complement TAG decomposition window
data, providing

estimations and high-resolution ion signals for bulk BBOA samples. These

AMS parameters were used to inform interpretation of TAG decomposition ion signals,
particularly the variation of TAG decomposition m/z 44 and m/z 60 signals with extent of
oxidation in the PAM chamber. Chromatogram-binning PMF techniques38,39 were also applied to
the decomposition window to investigate the presence and covariance of key ion signals. Finally,
trends in TAG and AMS m/z 60 signals with PAM aging were explored to evaluate the utility of
m/z 60 as a tracer for freshly-emitted BBOA. We present evidence that, depending on biomass
source and atmospheric conditions, a significant fraction of AMS m/z 60, which is typically used
to track primary BBOA in the atmosphere, may be attributed to aged OA mass.

2.2. Materials and Methods
2.2.1. Emissions and Combustion Chamber
A flow diagram of the experimental setup and a diagram of the custom-built emissions and
combustion chamber are given in Appendix A2 (Section A2.1, Figures A2.1 and A2.2,
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respectively). A complete description of the emissions and combustion chamber is available
elsewhere.43 The chamber is a rectangular 1.48 m3 chamber made of 0.635-cm-thick tempered
glass panels secured by aluminum framing (80/20, Inc., Columbia City, IN). The chamber is
divided into two compartments, separated by an aluminum baffle with a central hole 3 cm in
diameter. In the first compartment, biomass samples are resistively heated in proportionalintegral-derivative- (PID) controlled stainless-steel cups installed along the chamber floor. The
second compartment serves as a mixing chamber from which primary gases and particles are
sampled at 10 L min-1. Air was treated with a HEPA filter (Pall Corporation, Port Washington,
NY) and a hydrocarbon trap (Model BHT-4, Agilent Technologies, Santa Clara, CA), then
supplied to the heating compartment of the chamber to promote mixing. Both compartments are
extensively vented between experiments to clear the chamber of gases and particles.

2.2.2 Devolatilization and Combustion Experiments
White oak (Q. alba) heartwood and leaves were chosen for these studies because of their
abundance in the oak-hickory forests of Missouri and the southeastern United States. Although
comparing different tree species is also of interest, two different plant fractions of the same
species are studied here to investigate different types of wildfire or controlled combustion
processes, some of which may only impact leaf litter-fall and others would have wood available
as a fuel. The white oak biomass samples used in this study were collected at the Tyson Research
Center in Eureka, MO, located approximately 32 km outside of St. Louis, MO. An oak trunk
segment was taken from the site, and heartwood samples were collected by drilling into the
center of the trunk segment. Oak leaves were clipped from a single branch that was taken
directly from a live tree. The leaf samples were air-dried for at least one week and milled into
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fine pieces using a tobacco grinder prior to running the experiment. All biomass was stored at
room temperature (20-25°C), and moisture content was not controlled for either fuel type.
Samples of oak heartwood or leaf were pre-weighed (0.2-0.5 g), placed in the emissions chamber
cup, and spread evenly across the bottom rim. The cup was heated for 3.5 minutes, with typical
ignition temperatures of 300°C. In this work, we use the term “devolatilization” to describe the
non-combustive release of emissions from biomass fuels at elevated temperatures. During the
heat pulse, the biomass sample was first devolatilized, with smoldering embers observed in the
final minute of the heat ramp. No flaming combustion occurred during any of the emissions
experiments.
To ensure the TAG and AMS collected particles within a similar size range, primary emissions
were passed through a PM1 cyclone (Thermo Fisher Scientific, Waltham, MA) operated at 16.7 L
min-1 to remove particles too large to be sampled by the AMS.19 Because dilution drives
partitioning of SVOCs and IVOCs from the particle phase into the gas phase in BBOA
plumes,15,16 dilution was minimized in the system during devolatilization and combustion
experiments. Dilution air, purified using separate zero air generators (Model 737, Aadco
Instruments, Cleves, OH), was supplied before the PM1 cyclone (6.7 L min-1) and after the PAM
chamber (4 L min-1) to provide sufficient flow to the cyclone and to all instruments (Section
A2.1, Figure A2.1), giving a net dilution ratio of approximately 5 for all experiments.

2.2.3. PAM Reactor Operation
Particulate and gas-phase emissions were treated together in the PAM flow reactor. A detailed
description of the PAM reactor is given elsewhere.41,42 The reactor consists of a 13 L cylindrical
aluminum chamber coated internally with Iridite 14-2 (MacDermid, Inc., Waterbury, CT), a
chromate conversion film designed to decrease charge buildup and thereby inhibit losses of
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charged particles to the walls of the reactor. Within the PAM chamber, low-pressure mercury
lamps emit light at two wavelengths (185 nm and 254 nm) in the UV range, and different OH
concentrations are produced by adjusting the intensity of the UV irradiation.41 Ozone (O3) is
produced externally by irradiating 0.4 L min-1 of pure O2 with mercury lamps ( = 185 nm;
BHK, Inc., Ontario, CA) to produce 4 ppm externally added O3. Water vapor is introduced into
the PAM reactor with 4.6 L min-1 of humidified N2. A total flow rate of 10 L min-1 was
maintained throughout the experiments, giving an average residence time of 78 seconds within
the reactor. To achieve consistent OH formation, the relative humidity (RH) inside of the reactor
was kept at 30.0% ± 3.7% (one standard deviation), measured with a relative humidity and
temperature probe with manufacturer-specified accuracy of 1.5% (Vaisala, Inc., Woburn, MA).
The reactor water concentration, and therefore RH, was altered by controlling N2 flow through a
Nafion membrane humidifier (Perma Pure LLC, Lakewood, NJ). The role of water concentration
in OH formation is discussed in detail in Appendix A2 (Section A2.2.1, Figure A2.3).
OH exposures (OHexp) within the PAM reactor were calculated using the offline sulfur dioxide
(SO2) calibration method described in previous work.41 During reactor calibration, SO2
concentrations (Airgas, Inc., Radnor, PA) were measured with an SO2 monitor (Model 43i-TLE
analyzer, Thermo Fisher Scientific, Waltham, MA) at varied UV lamp intensities; similarly, O3
was measured downstream of the PAM reactor by UV photometry (Model 49i, Thermo Fisher
Scientific, Waltham, MA). Equivalent atmospheric aging times from the SO2 calibrations were
calculated assuming an average atmospheric OH concentration of 1.5 x 106 molec cm-3 44 and are
provided as the upper limit on the equivalent aging time ranges obtained for the system (Table
2.1). PAM reactor calibration details and results are provided in Appendix A2 (Section A2.2).
For both heartwood and leaf fuels, experiments were performed at two level of photochemical
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aging in addition to a baseline without OH exposure. Henceforward, the different photochemical
aging conditions will be denoted by the corresponding equivalent aging time ranges (Table 2.1).
Table 2.1. Qualitative levels of PAM-reactor oxidation with corresponding OH exposure
(OHexp) estimations and equivalent aging times. The OHexp estimations were made using
methods described in Appendix A2 (Section A2.2).
Qualitative Level of Oxidation

OHexp (molec cm-3 s)

Equivalent Aging Time (days)

low-mid

1.7×1011-4.4×1011

1-3

high

7.7×1011-1.3×1012

6-10

Previous PAM reactor studies have demonstrated that high concentrations of volatile organic
compounds (VOCs) can suppress OH reactivity.16,45,46 This suppression occurs because VOCs
drive rapid conversion of OH to HO2, and recycling of HO2 back to OH can be slow without
addition of sufficient O3.46,47 External OH reactivity (OHRext, s-1) is defined as the sum of the
products of concentrations of externally reacting species (Ci for a compound i) and
corresponding OH reaction rate constants (ki):47
(2.1)
This metric is used to describe the potential for interfering gases to react with OH and suppress
heterogeneous oxidation. The external production of O3 featured in our system is expected to
reduce OH suppression by introducing additional O3 to promote recycling of HO2 back to OH.46
Due to a lack of gas-phase measurements, OHRext values were not calculated during TAG and
AMS collections. However, supplementary experiments were conducted to approximate OHRext
by repeating the fuel burning procedure and measuring resulting CO emissions with a CO
monitor (Peak Laboratories, Mountain View, CA). During these experiments, emissions were
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sampled alternately through the PAM chamber, set to approximately 3 days of equivalent aging
according to the most recent offline SO2 calibration, and a bypass line. We observed little
difference in CO OHRext between PAM-aged emissions (maximum OHRext = 0.558 s-1) and
bypassed emissions (maximum OHRext = 0.516 s-1). Additionally, we estimated total OHRext by
scaling trace gas emission factors (EFs) from previous laboratory-generated oak biomass
combustion VOC measurements48 to our measured CO concentrations. Using this method, we
approximate a total OHRext of 2.2 s-1. This OHRext value is assumed for subsequent OHexp and
equivalent aging estimations. A detailed description of the experimental methods, as well as a
discussion of the limitations of this OHRext estimation approach, is available in Appendix A2
(Section A2.2.2). Averaged CO concentrations for aged and unaged leaf BBOA are provided in
Figure A2.4.
Based on an RH of 30%, a typical internally-produced output O3 range of 0.3-1.7 ppm (measured
during reactor calibrations), and an OHRext of 2.2 s-1, we estimated OHexp ranges for each PAM
UV light setting using the Oxidation Flow Reactor Exposure Estimator version 2.3 developed by
Peng

et

al.

(2016),

available

for

download

at

http://sites.google.com/site/pamwiki/hardware/estimation-equations.46,47 Results obtained using
this spreadsheet are given in Appendix A2 (Section A2.2.3, Table A2.1). The “condition type,”
which indicates whether VOC suppression is significant under the input conditions, was found to
be “safer,” indicating that chemical interferences from VOCs are minimal based on input
measurements and assumptions.
Flow field simulations and chemical tracer tests have demonstrated that the PAM reactor used in
this study is approximately well mixed if sufficient time (at least 15 minutes) is given prior to
sample collection to establish a well-mixed and near steady-state concentration throughout the
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combustion chamber and PAM chamber.49,50 The TAG therefore consistently collected 30
minutes after the biomass heat pulse to minimize particle concentration gradients within the
reactor.
Photobleaching of BBOA, particularly at 254 nm, has been reported in previous literatur51–53 and
therefore should be considered when estimating oxidative aging. With the spreadsheet provided
by Peng et al. (2016), we estimate 254 and 185 nm exposure ratios (ratio of photon flux, photons
cm-2, to OHexp47 to be 1.2×105 cm s-1 and 8.1×102 cm s-1, respectively, at a measured internallygenerated O3 concentration of 1.7 ppm (at the highest PAM UV lamp intensity), a water mixing
ratio of 1% (RH = 30%), and assuming a maximum OHRext value of 1.47 Using Figures 1 and 2
of Peng et al. (2016) to interpret these values, we find that at both 185 nm and 254 nm,
photolysis rates are likely less than 10% for species of interest.

2.2.4. Instrumentation and Data Analysis
The TAG and the AMS were used to collect complementary chemical composition data. A
Scanning Mobility Particle Sizer (SMPS; Model 3081 DMA, Model 3022A CPC, TSI, Inc.,
Shoreview, MN) was used to measure aerosol size distributions and volume concentrations.
The devolatilization and combustion experiments were performed in two distinct
experimentation periods. In the first period, the procedure was done at each level of PAM
oxidation using 0.2 g biomass. Triplicate experiments were done with the TAG and the SMPS
during this period to ensure repeatability of the devolatilization and combustion cycle. In the
second experimentation period, experiments were performed once more at each level of
oxidation to obtain simultaneous TAG, SMPS, and AMS measurements. For these experiments,
the devolatilization and combustion procedure was done with more biomass fuel (0.5 g) so the
AMS could obtain sufficient signal.
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Thermal Desorption Aerosol Gas Chromatograph (TAG)
A full description of the TAG system is provided in previous literature.31 Particles are collected
via humidification and inertial impaction at a typical flow rate of 9.3 L min-1, with a particle
cutoff (dp50) of approximately 70 nm.31 Following sample collection, the collection and thermal
desorption (CTD) cell is heated to 310 ºC at a typical rate of 50ºC min-1 to thermally desorb the
collected OA. The desorbed sample is flushed through a heated transfer line over helium and
transported to a gas chromatography column for separation and mass spectral detection. An
Agilent 6890 GC (Agilent Technologies, Santa Clara, CA) with a 30m-long 0.25mm inner
diameter RTX5-MS non-polar fused silica capillary column (Restek Corporation, Bellefonte,
PA) was used to achieve chromatographic separation. A 70 eV electron ionization quadrupole
mass spectrometer (5973 MSD, Agilent Technologies, Santa Clara, CA), operated to scan
between 29-450 m/z, provided mass spectral detection. TAG performance was evaluated
regularly (once every 1-3 days) using 5 ng C12-C40 even alkane standard mixture (Sigma Aldrich,
St. Louis, MO) manually injected onto the CTD cell and thermally desorbed onto the GC column
via a helium carrier stream.32
The TAG system developed by Isaacman et al. (2014) features an online derivatization technique
designed to improve analysis of oxidized species, including methoxyphenols, levoglucosan, and
other compounds unique to BBOA.54 Although this technique presents multiple analytical
advantages, it was developed for a metal filter collection cell and is not suitable for the impactorstyle CTD cell used in these experiments. We chose to use the impactor-style CTD cell to allow
analysis of the thermal decomposition window, since other collection cells purge this material
when transferring to a secondary trap.

Additionally, we were interested to identify new
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molecular marker compounds that could be associated with these source types. We therefore
performed all experiments without sample derivatization prior to chromatographic analysis.
TAG data were collected during the first experimentation period using 0.2 g biomass in the heat
pulse. For all the oak leaf and heartwood experiments, particles were collected on the TAG for
four minutes, thirty minutes after the heat pulse was performed in the emissions chamber. The
TAG collected two additional samples over the course of three hours to ensure that both the
emissions chamber and the PAM reactor were clean prior to the subsequent devolatilization
cycle.
In this work, the TAG compound and thermal decomposition time windows were analyzed as
complementary sets of chemical data (Figure 2.1). As defined for this study, the thermal
decomposition window occurs between minutes 6-16 of GC analysis, which coincides with the
thermal desorption of sample from the CTD cell. The compound window consists of material
eluting from minutes 20-55 of analysis following condensation of desorbed sample at the column
head. This window contains information on OA components that have been successfully
desorbed, transferred, and separated.
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Figure 2.1. An example TAG chromatogram with GC oven and TAG collection and thermal
desorption (CTD) cell temperature ramp programs.

Prior to each experiment, a system blank chromatogram was obtained by sampling from the
empty emissions chamber through the PAM reactor, with the PAM UV lamps set to the voltage
corresponding to the subsequent equivalent aging time to be tested. A system blank was
subtracted from each chromatogram prior to data processing to correct for both TAG system
artifacts (e.g., air signal and column bleed) and sampling system (PAM reactor and emissions
and combustion chamber) artifacts. Additionally, to isolate changes in aerosol chemical
properties from changes in aerosol mass with photochemical aging, each blank-subtracted
chromatogram was normalized to volume concentration by dividing the abundance at each scan
by the maximum volume concentration (nm3 cm-3) obtained by the SMPS for each
devolatilization cycle (Section A2.3, Table A2.2 and Figure A2.5 in Appendix A2). This blank
subtraction and normalization process was done for all total ion count (TIC) chromatograms and
single-ion chromatograms (SICs) presented in this work.
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TAG Positive Matrix Factorization
Positive matrix factorization (PMF) was performed on TAG chromatograms to identify sourcespecific major compounds and compound classes present in the heartwood and leaf BBOA. TAG
chromatograms were binned by retention time according to the method outlined in previous
work. 38,39 Prior to chromatogram binning, each chromatogram was blank-subtracted to minimize
the contribution of background noise in PMF calculations. An instrument error of 10%, chosen
based on a typical average TAG instrument error of 10%,31 was assumed during PMF
calculations.
The GC-resolved mass spectral PMF method for binned TAG data was developed to separate
compounds in TAG chromatograms into chemically similar factors, improving analysis
efficiency.38 With this method, mass spectral data is supplied to the PMF model, and solutions
are obtained using the PMF2 algorithm.55 Each resulting factor consists of a mass spectrum
corresponding to a compound or class of compounds present in the TAG chromatograms.38 This
PMF method was performed on the compound and decomposition analytical windows separately
for data obtained from both BBOA types. PMF output and solutions were evaluated using
custom-built pre- and post-processing analysis software in conjunction with the PMF Evaluation
Tool (version 3.00A56) in Igor Pro version 6.38Beta01 (WaveMetrics, Inc., Lake Oswego, OR).
Mass spectral identification of different factors was aided by the NIST MS Search Program
version 2.0, available for download at http://chemdata.nist.gov/mass-spc/ms-search/.
The number of appropriate PMF factors was determined for each solution based on two
considerations. First, in a typical PMF analysis, the optimal number of factors in a solution is
selected based on the objective function Q, which is the sum of weighed squared residuals.55 The
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Q/Qexp value, or the ratio of the actual objective function to the expected objective function
assuming normally distributed residuals, should ideally approach 1; too few factors may result in
a large Q/Qexp, indicating that errors have been underestimated in PMF calculations.56
Additionally, if too many factors are specified, the solution may feature split factors, where
information from a compound or compound class is distributed across multiple factors. In this
work, the number of factors presented for each analysis was selected to minimize split factors
while maximizing identifiable factors. Because of the TAG data’s high chromatographic
resolution, low rotational ambiguity was assumed, and all calculations were performed with fpeak
= 0. This assumption is supported by previous work, where TAG data were not sensitive to fpeak
or starting point (seeds) during PMF analysis.35
AMS
The AMS data presented in this work were obtained using 0.5 g of biomass in the heat pulse
instead of 0.2 g to ensure the AMS received sufficient signal. The AMS was operated in V-mode
throughout all experiments.19 AMS data were processed in Igor Pro version 6.38Beta01 using the
SQUIRREL version 1.57 toolkit for unit mass resolution analysis and the PIKA version 1.16
toolkit for high resolution analysis. Both AMS data analysis tools are available for download at
http://cires1.colorado.edu/jimenez-group/ToFAMSResources/ToFSoftware/index.html.

2.3. Results and Discussion
2.3.1. AMS Measurements
Average AMS mass spectra and van Krevelen plots are provided in Appendix A2 (Section A2.4,
Figures A2.6 and A2.8, respectively). In addition, AMS measured concentrations of key species,
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including total organics, sulfate, and potassium (K+), are provided in Figure A2.7 and Table
A2.3.
According to AMS mass spectra, the BBOA measured in these experiments is chemically
consistent with BBOA from similar oak fuel sources, though with key differences related to
combustion conditions.14,16,57,58 Detailed analysis and contextualization of the AMS chemical
composition data is given in Appendix A2 (Section A2.4).

2.3.2. Individual Compound Analysis
The mass spectral dot product method proposed by Stein and Scott was used to determine
chemical similarity between each chromatogram and to evaluate inter-test variability.59 For each
blank-subtracted TAG chromatogram, a summed mass spectrum was obtained by summing all
ions (m/z 33-m/z 450) across all scans (retention times) in the chromatogram and converting the
resulting mass spectral vector into a unit vector. To assess the similarity of two mass spectra, the
dot product of the mass spectral unit vectors was calculated; a dot product of 1 signifies a perfect
mass spectral match, and a dot product of 0 indicates a complete mismatch.59 Within a fuel type
and an oxidation condition, the dot product was assessed for two TAG chromatograms at a time
for a total of 3 dot product values. These values are given in Table A2.4.
For both leaf and heartwood BBOA, key molecules identified within the compound window of
the TAG chromatograms are given in Appendix A2 (Section A2.5, Table A2.5). Corresponding
molecular structures for the compounds used in individual compound analysis are also provided
(Section A2.5, Figure A2.9). Identification certainty (“Certainty of ID”) was classified for each
compound according to the following criteria: A) the compound was positively identified based
on external standard injections; B) the compound was identified based on a high match quality
(MQ > 75%) using available mass spectral libraries; C) the compound was identified based on a
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low-to-moderate match quality (MQ < 75%) using available mass spectral libraries; and D) no
adequate mass spectral library match was available for the compound, so the compound structure
was inferred by retention time and manually evaluating possible fragmentation patterns.
Identification method (D) was particularly relevant for long-chain aliphatic compounds,
including alkenes and even-carbon aldehydes. For these compounds, the parent ion was first
determined, then major ions were identified (e.g., in tetracosanal, m/z 334 corresponds to C24H46+
following loss of H2O). The feasibility of the identified structure was confirmed based on
predicted vapor pressures and retention times from even alkane standards.
Subcooled liquid vapor pressures at 25°C were predicted for each compound using the Advanced
Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2017 ACD/Labs), available for
use on the SciFinder website.60
Trends in Individual Compounds with Photochemical Aging
Leaf and heartwood BBOA chromatograms at three levels of photochemical aging are overlaid
for comparison in Figure 2.2. Raw peak integration values with standard deviations are provided
for each compound at each level of equivalent aging are also provided (Table A2.6). Each
chromatogram constitutes an average of the triplicate blank-subtracted measurements, with each
chromatogram normalized to the maximum total volume concentration measured during the
experiment. For these plots, the averaged, normalized chromatograms at each level of aging were
further normalized to the point of highest abundance in the unaged (“0 days”) average
chromatogram. In the leaf BBOA chromatograms (Figure 2.2A), many of the low volatility
species eluting after minute 35 of the GC analysis are long-chain alkanes, alcohols, aldehydes,
and terpenoids, compounds commonly found in the leaf’s waxy exterior coating.61 Based on
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even-numbered alkane standard injections, compounds eluting after minute 35 exhibit
approximate saturation vapor pressures not exceeding that of docosane (approximately 3.64 × 103

Pa at 25ºC), which corresponds approximately to log10(C*) = 2.76 (Section A2.5, Table A2.5 in

Appendix A2; ACD/Labs, 2017).

Figure 2.2 Chromatograms for (A) leaf BBOA and (B) heartwood BBOA at different levels of
oxidation. Corresponding names and structures for numbered compounds are given in Table
A2.5 and Figures A2.9 (Appendix A2). For each plot, all traces are normalized to the point of
highest abundance within the average unaged chromatogram.
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To illustrate the relative rates of decay that each compound experiences in the PAM reactor,
Figure 2.3A provides integrated abundances for nine compounds of interest in the leaf BBOA.
The integrated abundances were first normalized to appropriate volume concentrations, then to
the corresponding abundances at no oxidation. Nearly all compounds identified after 35 minutes
decrease in relative abundance with photochemical aging. Notably, we have identified an evencarbon aliphatic aldehyde series based on [M-18]+ and [M-28]+ (where M is the parent mass)
peaks present in the mass spectra of each of the compounds.62 As the carbon number (nC)
increases, the aldehyde abundance decreases more readily with oxidation. To our knowledge,
rate constants for the reaction of long-chain (nC ≥ C20+) condensed-phase aliphatic aldehydes
with OH have not been reported. However, previous studies on short-chain (nC ≤ C14)
condensed-phase aliphatic aldehydes demonstrate that OH reaction rate constants increase with
increasing carbon chain length.63,64 Although aliphatic aldehydes, particularly C26 and C28
aldehydes, have been characterized as components of oak leaf waxes,61 these aldehydes have not
been reported as components of oak leaf BBOA and may therefore serve as novel tracer species
in future field experiments. To confirm the presence of aldehydes in the leaf waxes, solvent
extractions were performed on oak leaves and were manually injected onto the TAG CTD cell
(Section A2.5, Method: Oak Leaf Solvent Extractions and Figure A2.10 in Appendix 2A).
Analysis of these extractions confirm that the aldehydes are present in the leaf wax prior to
devolatilization and combustion.

33

Figure 2.3. Relative changes in integrated abundance as a function of equivalent aging time (per
SO2 calibrations) for primary compounds identified in (A) oak leaf BBOA chromatograms, and
(B) oak heartwood BBOA chromatograms. For each compound, the integrated abundances were
first normalized to appropriate volume concentrations, then subsequently normalized to
corresponding abundances at no oxidation (“0 days”). Compounds that decrease in abundance
are indicated with solid lines, and compounds that deviate from this trend are given with dotted
lines. Raw compound abundances are provided in Appendix A2 (Section A2.5, Table A2.6). Xaxis error bars denote equivalent aging time ranges calculated for this study and are applicable to
all TAG data presented here, though they are only included on one compound per panel to
preserve figure readability.
Literature information available for hydrocarbon particle- and gas-phase OH kinetics indicates
that the trends observed in leaf BBOA alkane and aldehyde abundances are consistent with
heterogeneous OH oxidation. For example, Smith et al. (2009) report approximately 70% decay
of squalane (a C30 branched alkane) particles when exposed to an OHexp of 1.1 × 1012 molec cm-3
s-1 (approximately 10 days of equivalent aging),65 a figure approximately consistent with the
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observed C29 alkane decay of 75% at 6-10 days of equivalent aging. Additionally, based on
parameters provided by Kwok and Atkinson (1995), gas-phase OH reaction rate constants at
298K are estimated to be 2.5 × 10-11, 2.7 × 10-11, and 3.1 × 10-11 cm3 molec-1 s-1 for C23, C25, and
C29 alkanes, respectively.66 Taking these rate constants into account, if purely gas-phase
chemistry is assumed, all three alkanes would react nearly 100% before 1-3 days of equivalent
aging. A similar analysis on relevant aldehydes gave estimated gas-rate constants of 2.5 × 10-11,
2.8 × 10-11, and 3.0 × 10-11 cm3 molec-1 s-1 for C24, C26, and C28 aldehydes, respectively,66 which
in all cases would lead to complete depletion by 1-3 days of equivalent aging if gas-phase
chemistry is assumed.
Compounds characteristic of heartwood primary BBOA are typically more volatile than those
found in the leaf primary BBOA, eluting between minutes 28 and 35 of the GC analysis (Figure
2.2B). Based on even alkane standard injections, compounds eluting within this time window
exhibit approximate vapor pressures within 6.03×10-1-3.64×10-3 Pa at 25ºC (log10(C*) ≈ 4.852.76; Section A2. 5, Table A2.5 in Appendix A2; ACD/Labs, 2017). The compound with the
highest abundance in unoxidized wood BBOA chromatograms is sinapaldehyde (4-hydroxy-3,5dimethoxycinnamaldehyde), a phenolic compound derived from lignin. Of the compounds
examined, sinapaldehyde decays most rapidly in the PAM reactor, with the normalized average
integrated peak area decreasing by approximately 70% from 0 days to 1-3 days of equivalent
aging (Figure 3b). Based on a rapid gas-phase OH reaction rate constant of 2.7 × 10-12 cm3
molec-1 s-1, the observed sinapaldehyde decay is likely occurring in the particle phase. Other
compounds, including methyl-β-D-glucopyranoside, galactoheptulose, and acetylgalactosamine,
also exhibit decreases in abundance. Relative rates of decay for these and other wood BBOA
tracers are given in Figure 2.3B.
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Syringol (2,6-dimethoxy-phenol), syringaldehyde (4-hydroxy-3,5-dimethoxy-benzaldehyde), and
vanillin (4-hydroxy-3-methoxy-benzaldehyde) increase in abundance from 0 days to 1-3 days of
equivalent aging and are depleted with 6-10 days of equivalent aging. Since the average volume
concentration for runs at 1-3 days of aging were larger than those at 0 days of aging by a factor
of approximately 1.3 (Section A2.3, Table A2.2 in Appendix A2), the factor of ~2 increase in
syringol and syringaldehyde integrated abundances could occur due to partitioning from the gas
phase into the particle phase. To estimate phase partitioning for these compounds, particle-phase
fractions for syringol, syringaldehyde, and vanillin (ξi) were calculated based on AMS total
organic concentrations (COA, μg m-3; Section A2.4, Table A2.3 in Appendix A2) and effective
saturation concentrations (Ci*, μg m-3) using a basic partitioning equation: 67

(2.2)

Resulting particle-phase fractions are tabulated in Appendix A2 (Section A2.5, Table A2.7).
Based on these approximations, syringol, syringaldehyde, and vanillin are expected to partition
primarily to the gas phase. For these compounds, the increase in abundances at low-mid levels of
oxidation could therefore result from increased SOA formation driving these compounds into the
particle phase. This observation is consistent with previous measurements where maximum SOA
concentrations were observed at similar levels of OHexp for aerosol generated from oxidation of a
single precursor.68,69
Although phase partitioning may contribute to the trend in vanillin with photochemical aging, the
nearly eight-fold increase in vanillin integrated abundance from 0 days to 1-3 days of aging
could suggest an alternative formation mechanism driven by reactions occurring in the PAM
reactor. One potential mechanism for the formation of aldehydes from larger lignin
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decomposition products involves the cleavage of the Cα-Cβ unsaturated bond on the benzyl
substituent following formation and fragmentation of a peroxide radical intermediate.70 The
presence of OH in the PAM reactor may drive a similar process, leading to increases in vanillin
abundance at moderate OHexp.
Compound Window PMF Analysis
GC-MS PMF results are provided for both leaf and wood BBOA chromatograms using data
collected within the TAG compound window (Figures 2.4 and 2.5). Q/Qexp and residual plots
are provided in Appendix A2 (Section A2.5, Figures A2.12 and A2.13, respectively). The
chromatograms are displayed as averages of binned data from triplicate measurements at each
level of oxidation and are displayed in one trace; different equivalent aging times are demarcated
with vertical lines along the x-axis. Corresponding mass spectra are identified and displayed with
key ions labeled. High factor solutions (≥15) were used for compound window data to best
deconvolve the large and complex mixture of compounds. However, in some cases, factor
splitting resulted in the distribution of ions between two or more factors, made evident by
similarities in retention times. Wherever possible, split factors were recombined by summing the
binned chromatograms and the mass spectra and are labeled accordingly (e.g., “F10+F12”
indicates that factor 10 and factor 12 have been recombined). In general, for the compound
window, factor solutions were chosen to maximize the number of identifiable factors while
minimizing the number of split factors.
A 15-factor solution was chosen to deconvolve leaf BBOA compound window chromatograms
(Figure 2.4; additional information provided in Figures A2.12A and A2.13A). This solution
provided enough factors to resolve the lowest-abundance components (e.g., F1), and increasing
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the number of factors past 15 led to greater factor splitting without providing additional insight
into the chromatograms. Among the factors identifiable with this solution include quinic acid
(Factor 2, F2), sugars and anhydrosugars (e.g., mannose; F3), alcohols and alkenes (F6),
aldehydes (F10), terpenoids (e.g., friedelin; F11), and column bleed (F13+F14). Other factors
(F1, F5+F7, F9+F12, F15) correspond to different classes of unresolved complex mixture
(UCM) and have been tentatively identified by considering the closest matches in the NIST mass
spectral database. Factor 4 (F4) is identified as a split factor, exhibiting mass spectral
characteristics of multiple factors, including acids (m/z 129) and anhydrosugars (m/z 116).
Factors 13 and 14 demonstrate contributions from both terpenoid-like UCM and column bleed
and are therefore combined. The presence of alkylbenzenes (F8), dominated by m/z 91 (C7H7+)
and m/z 92 (C7H8+), is noteworthy, as alkylbenzenes are typical of anthropogenic materials (e.g.,
detergent precursors produced from petroleum)71 and have not been reported as components of
biomass. Since the leaves were not cleaned after they were collected, the alkylbenzenes could
come from deposition of fuel combustion aerosol onto the leaves’ surface prior to biomass
sample collection. The presence of alkylbenzenes on the surface of the leaf was confirmed with
TAG analysis of solvent-extracted leaf surface components (Figure A2.14), supporting the
interpretation of deposition of anthropogenic compounds on the leaf’s exterior.
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Figure 2.4. Average binned chromatograms and mass spectra for factors 1-9+12 (F1-9+12) in
PMF 15-factor solution on TAG oak leaf BBOA compound window data. Relevant plots
obtained in PMF calculations are provided in Appendix 2A (Section A2.5, Figures A2.12A and
A2.13A). These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis.
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Figure 2.4, cont’d: Average binned chromatograms and mass spectra for factors 10-15 (F10-15)
in PMF 15-factor solution on TAG oak leaf BBOA compound window data.

An 18-factor solution was applied to deconvolve compounds in the wood BBOA chromatograms
(Figure 2.5; additional information provided in Figures A2.12B and A2.13B). Notable factors
correspond to levoglucosan (F1), guaiacol (F4), vanillin and guaiacyl compounds (F7), syringol
(F8), syringaldehyde (F10), sinapaldehyde (F11), and column bleed (F18). Based on retention
time and mass spectral characteristics (e.g., m/z 77), factor 5 (F5) corresponds to aromatic
species and is not matched to a single compound. Factor 6 (F6) is featured in multiple aromatic
compounds, but is also present in levoglucosan in very low abundances. Several types of UCM
(F2, F3, F9, F12+F13+F14, F15, F16) were deconvolved and tentatively identified using the top
matches from the mass spectral database. Factor 16 (F16) is predominated by siloxanes (e.g., m/z
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73, m/z 281, m/z 341), though some UCM has been split from other factors. Finally, factor 17
(F17) exhibits characteristics of multiple classes of compounds and is therefore identified as a
split factor.
Nearly all factors obtained in the leaf BBOA compound window analysis decrease with
photochemical aging, including quinic acid (F2), sugars and anhydrosugars (F3), alkanes and
long-chain aliphatics (F6, F10, F15), alkylbenzenes (F8), terpenoid components (F11), and
various classes of UCM (F1, F4, F5+F7, F9+F12). This trend agrees well with the individual
compound analysis and further indicates that primary components undergo increased
fragmentation at higher OHexp. In the heartwood BBOA, some primary components decrease
steadily with photochemical aging, including sinapaldehyde (F11), aromatics (F5), and various
classes of UCM (F12+F13+F14, F15, F17). Other factors, including guaiacol (F4), vanillin (F7),
syringol (F8), and syringaldehyde, exhibit a strong increase in abundance at 1-3 days of aging
followed by a decrease at 6-10 days of aging, possibly due to changes in partitioning as
described previously. Levoglucosan (F1) also appears to increase slightly in abundance at 1-3
days of equivalent aging, though this is likely due to differences in aerosol mass produced
between experiments. Results from both types of BBOA show changes in column bleed (F13+14
and F18 for leaf and wood BBOA, respectively) from unaged chromatograms to 6-10 days of
aging. Although the column bleed decreases with photochemical aging in both cases, this trend is
due to differences in blank subtractions from run to run and is not related to changes in
photochemical aging.
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Figure 2.5. Average binned chromatograms and mass spectra for factors 1-8 (F1-8) in PMF 18factor solution on TAG oak heartwood BBOA compound window data. Relevant plots obtained
in PMF calculations are provided in Appendix 2A (Section 2A.5, Figures 2A.12B and 2A.13B).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis.

42

Figure 2.5, cont’d: Average binned chromatograms and mass spectra for factors 9-18 (F9-18) in
PMF 18-factor solution on TAG oak heartwood BBOA compound window data.
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2.3.3. TAG Thermal Decomposition Window
The TAG thermal decomposition window has been used in previous work to assess contributions
of inorganic (nitrates, sulfates, etc.) and organic species present in atmospheric aerosol 40. In this
work, we provide evidence that the TAG thermal decomposition window can be used to evaluate
the relative level of oxidation of bulk OA samples using the m/z 44 (CO2+) ion. In addition, we
demonstrate that other fragments within the decomposition window may give insight into the
chemical composition of aged, thermally labile BBOA.
Replicable, quantitative TAG data were not obtained during experiments that used 0.5 g biomass,
potentially due to a minor system leak. However, the TAG chromatograms that were obtained
using 0.5 g biomass were chemically similar to the triplicate TAG chromatograms obtained using
0.2 g biomass, and we therefore compare all AMS data with TAG chromatograms collected
using 0.2 g biomass in subsequent analysis. Chemical similarity between chromatograms was
confirmed using the dot product mass spectral comparison method outlined by Stein and Scott.59
The dot product was determined for two chromatograms, one obtained with 0.5 g biomass and
one obtained with 0.2 g biomass, at each level of oxidation. The resulting dot products for both
leaf and wood oak are all above 0.75 and are provided in Appendix A2 (Section A2.5, Figure
A2.15, Table A2.8).
m/z 44 as a Tracer for Aged OA
Figures 2.6A and 2.6B show m/z 44 TAG decomposition SICs for leaf and wood BBOA,
respectively. Raw SICs, along with blanks, are provided in Figure A2.16. At each oxidation
condition, SICs from the triplicate chromatograms were blank subtracted, normalized to
maximum volume concentrations, and averaged to obtain the displayed trace. Within each plot,
the chromatograms have been further normalized to the point of highest abundance within the
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unaged (“0 days”) m/z 44 signal. The m/z 44 signals were also summed across the entire
decomposition window following blank subtraction, normalization to appropriate volume
concentrations, and triplicate averaging, and are provided as functions of equivalent aging time
(± one standard deviation) in Figure 2.6C. The upward trend in the m/z 44 signal between
minutes 6 and 10 of GC analysis coincides with the CTD temperature ramp from 45°C to 310°C,
and is thus consistent with gradual increase in OA thermal decomposition as the temperature
rises. The subsequent decrease in m/z 44 signal from minute 10-16 reflects the thermal
decomposition of remaining material as the CTD cell is held at 310°C. For both types of BBOA,
the decomposition m/z 44 integrated signal increases overall from 0 days to 6-10 days of
equivalent aging, indicating an increase in OA material that can thermally decompose with
increased PAM oxidation. This trend is consistent with relative increased decomposition of
highly oxidized aerosol formed within the PAM reactor, as demonstrated in previous ambient
aerosol observations.40 In the leaf BBOA chromatograms, the increase in integrated m/z 44 signal
is most pronounced from 0 to 1-3 days of equivalent aging, while the heartwood BBOA data
exhibits the most dramatic increase from 1-3 to 6-10 days. The variation in the shape of the
decomposition m/z signal between the two types of biomass likely reflects differences in thermal
lability between different types of OA.
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Figure 2.6. (A) Average m/z 44 single ion chromatograms (SICs) across distinct levels of
photochemical aging for leaf BBOA, normalized to the point of highest abundance within the
averaged unaged chromatogram (“0 days”). (B) Average m/z 44 single ion chromatograms
(SICs) across different levels of photochemical aging for heartwood BBOA, normalized to the
point of highest abundance within the averaged unaged chromatogram. (C) summed relative m/z
44 decomposition signal as a function of photochemical aging for both fuels (± one standard
deviation). These values were obtained by averaging triplicate m/z 44 decomposition signals at
each level of photochemical aging. For each fuel type, all summed abundances are normalized to
the unaged m/z 44 signal (“0 days”). The x-axis error bars denote the equivalent aging time range
and are applicable for all measurements obtained in this study.
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AMS

values calculated for both types of biomass range from -1.5 to -0.2 (Figure 2.7). In

both types of BBOA, an increase in relative integrated TAG decomposition m/z 44 signal
coincides with an increase in

from 0 to 6-10 days of photochemical aging. A linear

correlation between decomposition m/z 44 and AMS

for wood BBOA (r2 = 1) indicates that

under these experimental conditions, the TAG thermal decomposition window has the potential
to provide quantitative measurements of bulk OA oxidation levels. By contrast, leaf BBOA
decomposition m/z 44 and AMS

correlate poorly (r2 = 0.8 for a linear fit). The non-linear

trend in TAG decomposition m/z 44 for leaf BBOA may indicate a shift in the dominant
oxidation mechanisms between moderate and high levels of OH within the PAM chamber; at the
highest OHexp, primary gas and/or particle-phase components may undergo increased
fragmentation, leading to a net decrease in production of the aged OA that thermally decomposes
during TAG analysis, along with an increase in highly volatile fragmentation products that are
not captured by the TAG. However, the mechanisms behind this trend remain unclear and merit
further investigation.
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Figure 2.7. TAG decomposition m/z 44 integrated relative abundances for PAM-aged leaf and
heartwood BBOA as functions of AMS
. Here, all TAG data have been normalized to the
unaged (“0 days”) wood BBOA integrated m/z 44 abundance.

For each fuel type, AMS f44 vs f43 data have been plotted at each level of equivalent aging
(Figure 2.8). To further explore the TAG’s analytical capability in relation to AMS bulk
chemical data, TAG integrated ion fractions (fion) are also provided in these plots. These fractions
are defined as the blank-subtracted integrated ion signal divided by the blank-subtracted
integrated TIC signal. For example, for a chromatogram i, the TAG f44 signal is defined as:

(2.3)

Here, (A44)i is the integrated m/z 44 signal across all (i.e., TAG total chromatogram) or part (i.e.,
TAG compound window) of i, (A44)blank is the integrated m/z 44 signal across a blank
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chromatogram, (ATIC)i is the integrated TIC across all or part of i, and (ATIC)blank is the integrated
TIC across the same blank. For heartwood BBOA, although AMS f44 increases and f43 decreases
with photochemical aging, both TAG f44 and f43 increase with increasing oxidation, particularly
when the decomposition window is included in analysis (i.e., TAG total chromatogram).
However, TAG fractions from the leaf BBOA data are more varied and do not exhibit a clear
trend. In general, the TAG fractions tend to fall to the left of AMS f44 vs f43 data points,
indicating that the TAG excels at throughput of less-oxygenated hydrocarbon OA and struggles
with throughput of oxidized species in the compound window. However, the increase in TAG f44
with inclusion of decomposition window material shows a clearer oxidation trend that is in
greater agreement with the AMS oxidation trend. This interpretation relies on the assumption
that the m/z 43 and m/z 44 signals obtained in the TAG decomposition window from sample
thermal desorption at 310°C are similar in nature to those obtained when aerosol is flash
vaporized at 600°C in the AMS.
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Figure 2.8. AMS and TAG f44 vs f43 at different levels of photochemical aging for (A) leaf and
(B) heartwood BBOA. TAG f44 and f43 values were obtained using Eq. (3). To minimize noise,
AMS data is plotted only for points where sufficient total organic concentrations were achieved,
around the peak of the concentration profile. The triangles formed by the blue dotted lines
provide visual guidelines for the evolution of OA chemical composition across f44 vs f43 space;
the apex of the triangle indicates the direction of OA photochemical oxidation.5
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Decomposition Window PMF Analysis
To aid identification of key thermal decomposition products, the binning deconvolution PMF
method was applied to the TAG chromatogram decomposition window (Figures 2.9 and 2.10).
Details of the PMF analyses are provided in Appendix A2 (Section A2.5, Figures A2.12 and
A2.13). Tentative identification of different factors was facilitated by the NIST mass spectral
database, though standard injections are needed to adequately quantify the decomposition
window signal and identify the factors with complete confidence. As with the compound window
PMF results, chromatograms are displayed as triplicate averages of binned data at each level of
oxidation and are demarcated by vertical lines across the x-axis. Key ions are labeled, and
tentative identifications are provided above each mass spectrum.
For the leaf BBOA chromatograms, a 4-factor solution gave several distinguishable factors
(Figure 2.9; additional information provided in Figures A2.12C and S13C), including the m/z 44
(CO2+) signal previously identified as originating from thermal decomposition oxidized organics
(F1). Factor 3 (F3), dominated by m/z 78 (possibly C6H6+) with smaller contributions from m/z
39 (C3H3+) and m/z 51 (C4H3+), could indicate decomposing aromatics. Factor 2 (F2) matches
with nitrogenated compounds in the mass spectral database, and the co-elution of m/z 43
(possibly C2H3O+) and m/z 79 (possibly C4H3N2O+) could signal the presence of nitrogenated
oxidized organics. Finally, factor 4 (F4) is dominated by multiple fragments characteristic of
less-oxidized or unsaturated organic material, including m/z 55 (C4H7+), m/z 67 (C5H7+), and m/z
91 (C7H7+); this factor may also include contributions from air (m/z 40; Ar+) and m/z 79 split
from factor 3.
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Figure 2.9. Average binned chromatograms and mass spectra for factors 1-4 (F1-4) in PMF 4factor solution on TAG oak leaf BBOA decomposition window data. Relevant plots obtained in
PMF calculations are provided in Appendix A2 (Section A2.5, Figures A2.12C and A2.13C).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines across the x-axis.
A 5-factor solution was chosen for the wood BBOA chromatograms (Figure 2.10; additional
information provided in Figures A2.12D and A2.13D). Factor 1 (F1) is dominated by m/z 44,
attributed to decomposing oxidized organics (CO2+). Acetic acid was identifiable in factor 2 (F2)
based on relative abundances of m/z 43 (C2H3O+), m/z 45 (CHO2+), and m/z 60 (C2H4O2+),
suggesting that organic acids comprise part of the thermal decomposition OA. Factor 3 (F3)
features m/z 50 and m/z 52 (possibly CH335Cl+ and CH337Cl+, respectively) in the 3:1 isotopic
ratio characteristic of chlorine, indicating that the wood BBOA may contain chlorinated
organics. Based on comparison of retention times, the large contribution of m/z 44 to factor 3
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may be due to splitting from factor 1. Factor 4 is dominated by ions characteristic of lessoxygenated or unsaturated organic material, including m/z 55 (C4H7+), m/z 72 (C4H8O+), and m/z
84 (C5H8O+). Lastly, factor 5 (F5) has been identified as furfural using the mass spectral
database, which has been previously reported in gas-phase mass spectral measurements of
biomass burning emissions.72

Figure 2.10. Average binned chromatograms and mass spectra for factors 1-5 (F1-5) in PMF 5factor solution on TAG heartwood BBOA decomposition window data. Relevant plots obtained
in PMF calculations are provided in Appendix A2 (Section A2.5, Figures A2.12D and S13D).
These chromatograms were obtained from PMF calculations by averaging binned data
corresponding to triplicate chromatograms at each level of oxidation. The triplicate-averaged
binned chromatograms at each equivalent aging time are displayed in one trace; different aging
times are demarcated with vertical lines along the x-axis.
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Because of the lack of chemical resolution in the thermal decomposition window, trends in
factors with oxidative aging remain challenging to interpret. Notably, the factors featuring m/z 44
(F1 in both Figure 2.9 and 2.10) increase with photochemical aging, consistent with an increase
in oxidized OA. In the heartwood BBOA, F2 (acetic acid) and F4 (less-oxidized organics) appear
to peak at 1-3 days of equivalent aging, though the mechanisms driving this change remain
uncertain. The PMF results obtained in this study will be used to develop appropriate standards
for the TAG thermal decomposition window, allowing for more quantitative analysis and easier
identification of mass spectral fragments in future field and laboratory work.

2.3.4. m/z 60 as a Tracer for both Primary and Aged BBOA
The signal eluting between minutes 27 and 32 of GC analysis results from the co-elution of
multiple compounds, including levoglucosan. Many of these co-eluting species exhibit m/z 60
(dominated by the C2H4O+ ion) as a major fragment in their mass spectra. These compounds are
poorly resolved because the non-polar GC column is not designed to resolve such polar
compounds. SICs at different levels of oxidation reveal that each compound within this retention
time window reacts at a unique rate, allowing for the identification of different co-eluting
species.
Heartwood and leaf BBOA m/z 60 SICs at each level of oxidation are given in Figure 2.11, and
relative abundances of key m/z 60 fragmenting species in the TAG compound window are
provided in Appendix A2 (Section A2.5, Tables A2.9 and A2.10). In the unaged heartwood
BBOA chromatograms, approximately 82% of the TAG compound window m/z 60 signal has
been identified as levoglucosan (retention time determined from authentic standards; Section
A2.5, Figure A2.17 in Appendix A2), though other sugars and anhydrosugars exist in lower
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abundances. Although some levoglucosan (between 8.35% and 3.20%) is present in the leaf
BBOA chromatograms, up to 60% of the TAG compound m/z 60 signal comes from quinic acid,
which elutes beginning at minute 29 (retention time determined from authentic standards; Figure
A2.17). The differences in sources of m/z 60 between types of biomass illustrate that the m/z 60
signal in any given BBOA sample may be highly complex and dependent on the type of biomass
burned. Additionally, the presence of m/z 60 is likely dependent on the combustion
characteristics, as combustion processes can influence the emission and phase of different
compounds.

Figure 2.11. Average m/z 60 single ion chromatograms (SICs) across the compound window for
(A) leaf BBOA; (B) heartwood BBOA. For each plot, all traces are normalized to the point of
highest abundance within the average unaged chromatogram. Individual compounds are labeled
according to identifications provided in Appendix A2 (Section A2.5, Figure A2.9, Table A2.5).
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In the leaf and heartwood BBOA, an increase in the m/z 60 signal was observed in the
decomposition window from 0 to 6-10 days of equivalent aging (Figure 2.12). Deconvolution
PMF results demonstrate that the m/z 60 decomposition signal co-elutes with m/z 43 and m/z 45
signals, which likely correspond to C2H3O+ and CHO2+, respectively, and is distinct from the
mass spectrum of levoglucosan (Section A2.5, Figure A2.18 in Appendix A2). The co-elution of
these three fragments and their relative integrated abundances provides evidence that organic
acids constitute a portion of the decomposing OA. Further, the increase in the m/z 60 integrated
signal suggests that these acids are formed during oxidative reactions occurring in the PAM
chamber, either through heterogeneous oxidation of primary BBOA or condensation of oxidized
SOA material.
Relative rates of decay for TAG integrated m/z 60 fragmenting species are given in Figure 2.12.
For leaf BBOA (Figure 2.12A), these compounds include levoglucosan, quinic acid, mannose,
and octadecanoic acid, and for heartwood BBOA (Figure 2.12B), these include levoglucosan,
methyl-β-D-glucopyranoside, galactoheptulose, n-acetyl-d-galactosamine, and 1,6-anhydro--dgalactofuranose. The TAG decomposition window m/z 60 signal, total TAG compound window
m/z 60 signal, and AMS f60 (the ratio of m/z 60 to the total signal; Ng et al., 2011b) are also
included in Figure 2.12A and 2.12B for comparison. All values have been normalized to the
signal obtained at 0 days of equivalent aging. The normalized abundances for TAG species were
obtained by integrating each compound’s m/z 60 signal at each level of oxidation, then dividing
each peak area by the peak area obtained in the unaged chromatograms (“0 days”). As with TAG
species, AMS f60 has been normalized at each level of oxidation to the AMS f60 obtained without
photochemical aging.
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Figure 2.12. Relative changes in abundance for different m/z 60 fragmenting species in (A) leaf
and (B) heartwood BBOA; (C) TAG and AMS m/z 60 species as a function of OHexp.
Levoglucosan (LG) decay rates were calculated using two different literature kLG values28,76 with
an assumed typical outdoor OH concentration of 1.5 × 10-6 molec cm-3.44 Additionally,
normalized AMS f60 values for turkey oak (Quercus laevis) BBOA obtained during the FLAME3 campaign were adapted from Figure 10B in Ortega et al. 16 and are included for comparison.
The x-axis error bars denote the equivalent aging time range and are applicable for all
measurements obtained in this study, though they are only included in panel (c) to preserve
figure readability.
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Primary TAG species generally decrease in abundance with photochemical aging, though rates
of decay vary depending on the compound. By contrast, in both heartwood and leaf BBOA, the
TAG decomposition m/z 60 summed signal increases overall from zero to 6-10 days of
equivalent aging, peaking at 1-3 days of aging. In the leaf BBOA, the AMS m/z 60 signal
decreases by approximately 10% at 6-10 days of aging, while the AMS f60 in the wood BBOA is
reduced to 50% of its original value at the highest level of oxidation. These trends in AMS f60
may reflect the combined effects of the oxidative decay of primary BBOA compounds, including
sugars and anhydrosugars, and the formation of organic acids with functionalization reactions in
the PAM chamber. Previous BBOA chemical characterization studies have identified organic
acids as BBOA tracers,73–75 and Ortega et al. (2013) report that organic acids formed through
OFR-driven oxidation may contribute to net AMS m/z 60.16
Figure 2.12C displays experimental relative abundances as functions of equivalent aging time
for various TAG and AMS markers observed during wood BBOA oxidation, along with
levoglucosan decay rates calculated using kLG values obtained in previous studies.28,76 In
addition, AMS f60 values obtained for PAM-aged turkey oak BBOA (Q. laevis) during the
FLAME-3 campaign16 are overlaid for comparison; the values plotted correspond to f60 = 0.028
at OHexp = 0 molec cm-3 s and f60 = 0.016 at OHexp = 5.6 × 1011 molec cm-3 s (approximately 4
days of equivalent aging based on their PAM reactor calibration), with each point normalized to
f60 = 0.028.16
The OH-driven oxidation kinetics of levoglucosan in BBOA have been investigated in previous
chamber oxidation studies. For example, Kessler et al. (2010) obtained a second order rate
constant of kLG = (3.09 ± 0.18) × 10-13 cm3 molec-1 s-1 from AMS measurements of OFRoxidized levoglucosan particles,76 while Hennigan et al. (2010) obtained a rate constant of kLG =
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(1.1 ± 0.5) × 10-11 cm3 molec-1 s-1 from smog chamber experiments.28 Lai et al. (2014) obtained
expressions for kLG as a function of relative humidity and temperature in their own smog
chamber experiments; at 25ºC and 30% relative humidity, kLG = 1.107 × 10-11 cm3 molec-1 s-1, a
value in good agreement with Hennigan et al.’s (2010) results.30 Lai et al. (2014) attribute the
discrepancy between Kessler et al.’s (2010) and Hennigan et al.’s (2010) calculated kLG to
differences in both the levoglucosan detection method and experimental OH concentration
ranges. First, while Hennigan et al. (2010) used offline filter collections to determine
levoglucosan concentrations, Kessler et al. (2010) took online measurements using an AMS and
used m/z 144 as the marker fragment for levoglucosan. Lai et al. (2014) suggest that because the
parent ion of m/z 162 was not used as the marker fragment in Kessler et al.’s (2010) AMS
measurements, any potential effects from reaction products cannot be fully isolated, possibly
leading to an underestimate of levoglucosan decay. However, our chromatographic methods are
not subject to this mass spectral interference, and in the case of the heartwood BBOA, the TAGmeasured levoglucosan decay matches the decay predicted by Kessler et al. (2010). Additionally,
Lai et al. (2014) suggest that their own results may differ from those obtained by Kessler et al.
(2010) because they operated at much lower OH concentrations. During these experiments, OH
concentrations ([OH]) ranged from 109 – 1010 molec cm-3, closer to the operating conditions of
Kessler et al. (2010; [OH] = 109 – 2 × 1011 molec cm-3) than Lai et al. (2014; [OH] = 3.50 × 107
molec cm-3).
Although levoglucosan decays rapidly in the leaf BBOA with increasing OHexp, levoglucosan in
the heartwood BBOA is depleted more slowly. Levoglucosan is classified as semivolatile (at
25°C, pL° ~ 2.41×10-5 Pa; ACD/Labs, 2017) and is therefore expected to partition between the
gas and particle phases. To approximate phase partitioning, particle-phase fractions for
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levoglucosan (ξLG) were calculated based on AMS total organic concentrations and effective
saturation concentrations (CLG*, μg m-3) using equation 2.2. The resulting values and relevant
parameters are reported in Table S7. For each fuel, little variance is expected in levoglucosan
particle-phase fraction between oxidation conditions, so we conclude that phase partitioning is
unlikely to be driving trends in levoglucosan abundances observed in these experiments. Based
on the partitioning approximations, the leaf BBOA is expected to contain a higher percentage of
levoglucosan in the particle phase than the heartwood BBOA (91.1 ± 1.65% vs 77.8% ± 2.26%),
though in both cases, gas-phase levoglucosan concentrations are likely to remain low. The
prevalence of levoglucosan in the particle phase during photochemical aging is consistent with
previous laboratory measurements of aged levoglucosan particles.76 Considering that heartwood
BBOA exhibited lower total organic concentrations than the leaf BBOA, the slower depletion of
levoglucosan in the heartwood samples is perhaps consistent with OH suppression effects,
wherein OH experiences increased reactivity with gas-phase species at the particle surface.
The AMS m/z 60 signal agrees well with the levoglucosan decay rate calculated using Kessler et
al.’s (2010) kLG, and decreases with increasing OHexp, though displays less overall decay
compared to levoglucosan measured by the TAG. Our results demonstrate that although m/z 60
may be an effective tracer for levoglucosan and primary BBOA under certain conditions, the
formation of organic acids through photochemical aging may also impact AMS m/z 60 and
should be considered when using the AMS to track levoglucosan and primary BBOA in future
studies. Furthermore, these results illustrate the utility of TAG data in interpreting AMS bulk OA
measurements, as it gives both molecular characterization as well as additional insight on the
chemical makeup of the most aged OA through evaluation of thermal decomposition
components.
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2.4. Conclusions and Atmospheric Implications
The experimental methods presented in this work allow repeatable collection, oxidation, and
molecular-level analysis of source-specific BBOA. The identification of molecular tracers
unique to leaf and wood fuels can aid apportionment of BBOA to different plant fractions. For
example, based on our results, a BBOA plume exhibiting high concentrations of aliphatic leaf
wax components may be attributed to canopy or leaf litter devolatilization and combustion, while
a plume with high concentrations of levoglucosan and lignin decomposition products could be
attributed to heartwood combustion. Additionally, our results suggest that certain molecular
components present in freshly-emitted BBOA may persist after 3 days of equivalent aging and
could even increase in abundance with atmospheric aging due to reaction or gas-to-particle
partitioning. The relative rates of OH-driven decay obtained from TAG measurements may thus
inform future field observations where molecular speciation information is obtained for
photochemically aged plumes.
The PMF deconvolution results support the identification and analysis of individual compounds
present in heartwood and leaf BBOA. Because each chromatogram may contain hundreds of
compounds, a general knowledge of the compound classes characteristic of each BBOA type can
greatly reduce individual compound analysis time and ensure that chromatograms are
characterized as completely as possible. The results presented in this study therefore confirm that
the chromatogram binning method coupled with PMF, as developed by Zhang et al., 38,39 can aid
molecular tracer analysis by elucidating different compound classes of interest present in BBOA.
The compound window PMF results provide information on characteristic mass spectral
signatures within leaf and wood primary BBOA and may be compared to results obtained in
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future BBOA studies to more fully characterize how different compounds evolve with
photochemical aging in the atmosphere.
Based on previous studies, combustion conditions are expected to significantly impact the
chemical composition of both primary and secondary BBOA (Section A2.4 in Appendix
A2).16,57,58 The resistive heating technique applied in these experiments allows for the isolation
of devolatilization (pre-combustion) and low-temperature (≤300°C) smoldering conditions,
which is difficult to achieve in combustion chambers that require ignition of a flame. For
example, Tian et al. (2015) designed a chamber that allows the user to control the relative
contributions of smoldering and flaming combustion, though smoldering combustion is only
achieved in this chamber following the introduction of a flame to the biomass fuel.77 The
devolatilization and combustion procedure presented here is thus advantageous for investigating
aerosol from small masses of biomass fuel under tightly controlled conditions. However, these
results alone are likely not representative of a real-world system, where smoldering combustion
often occurs alongside flaming combustion. Our results may therefore serve to complement field
measurements, where either smoldering or flaming combustion may dominate, as well as
laboratory studies where combustion conditions are controlled.
Future work will focus on characterizing sources of bias to improve quantification of material in
both the TAG compound and decomposition window. For example, particle matrix effects,
whereby certain compounds exhibit enhanced or diminished recovery due to the presence of a
particle matrix, have been reported to influence compound responses in previous work with the
TAG and other thermal desorption GC systems, particularly for large molecular weight
compounds.33,78 Lambe et al. (2009) quantified this effect for the TAG by co-injecting a constant
C30 deuterated alkane standard with 0-60 µg motor oil and found that the presence of the motor
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oil matrix enhanced recovery of the standard by a factor of 2-3.33 In these experiments, the TAG
collected estimated ranges of 6-16 µg particles for leaf BBOA and 22-36 µg particles for
heartwood BBOA. Based on these mass ranges, we do not expect these matrix effects to
contribute significantly to our results, especially for the lower molecular weight compounds.
However, future work will incorporate an evaluation of matrix effects to minimize bias in TAG
measurements. Although the TAG’s OA analysis capability has historically been limited by poor
mass throughput of highly oxygenated species, we demonstrate here that the TAG decomposition
window can be used to gain a better understanding of the molecular composition of oxidized
BBOA. Though the decomposition window does not provide chemical composition information
with molecular resolution, the chromatogram binning PMF results allow identification of
different co-eluting factors, many of which correspond to molecular fragments that could be used
as source-specific BBOA tracers in future field studies.
The utility of the thermal decomposition window is limited by a lack of adequate analytical
standards, particularly for organic components. Although ammonium sulfate and ammonium
nitrate standards have been used to quantify sulfate and nitrate particles in previous work,40 the
development of satisfactory standards for decomposing organics remains difficult for several
reasons. Fragments eluting in the decomposition window may be tentatively identified using
available mass spectral identification tools, though we often cannot infer the source of the
fragments, since they are products of compound thermal decomposition rather than
volatilization. Many of the compounds undergoing decomposition during sample desorption may
therefore be too involatile for typical GC-MS analysis. Despite these challenges, analytical
standards are currently under development to aid identification and interpretation of
decomposition window results based on molecular functionality. For both types of BBOA, the
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m/z 44 signal in the TAG decomposition window increases with photochemical aging,
confirming that this signal indicates the presence of thermally labile oxygenated OA. The
increase in m/z 44 with oxidation in both the TAG decomposition window and the AMS mass
spectra is consistent with results from previous studies

40

. However, our observations suggest

that the utility of decomposition m/z 44 as a quantifiable tracer for aged OA varies depending on
OA type. For the heartwood BBOA, the TAG decomposition m/z 44 signal correlates well with
AMS

, suggesting that for this type of BBOA, the decomposition m/z 44 abundance could be

used to estimate the aerosol’s oxidation state. By contrast, the correlation between TAG
decomposition m/z 44 and AMS

is not significant for PAM-aged oak leaf BBOA, perhaps

because compounds formed with photochemical aging of leaf BBOA are less thermally labile
and more resistant to thermal decomposition than those found in aged heartwood BBOA. In
addition, without mass-based standard calibrations for the decomposition window, distinguishing
between an increase in thermally labile mass (i.e. due to SOA formation) and a relative increase
in thermally decomposing OA due to changes in chemical composition (i.e. due to heterogeneous
oxidation and functionalization) remains challenging.
From the TAG data, we observe two competing effects driving the overall m/z 60 signal
measured in the AMS. While many primary BBOA components exhibiting a characteristic m/z
60 fragment, including anhydrosugars like levoglucosan, were depleted with photochemical
aging, an enhanced m/z 60 signal in the decomposition window indicates increased formation of
organic acids in the PAM reactor. Both processes have been reported in previous literature,
though the oxidative depletion of primary BBOA is most typically thought to drive AMS m/z 60
trends in field and laboratory studies. Our data suggest that although AMS measurements
provide useful chemical composition information on bulk OA, laboratory studies with molecular64

level measurements are needed to complement AMS data and provide a more complete
understanding of processes occurring in the atmosphere.
The mechanisms driving compositional changes in BBOA remain challenging to interpret.
Although many compounds observed in this study are clearly depleted through functionalization
reactions, some species may be subjected to phase partitioning effects in addition to PAM-driven
oxidation. In particular, the enhancement in TAG thermal decomposition m/z 44 and m/z 60 may
occur due to formation of SOA through oxidation and condensation of low-volatility gases,
heterogeneous functionalization of compounds in the particle phase, or a combination of these
processes. Future studies will focus on investigating the role of phase partitioning in OA
chemical composition within BBOA plumes, with emphasis on the thermally labile material
eluting in the TAG thermal decomposition window. In addition, different types of biomass will
be tested to explore the dependence of phase partitioning and photochemical aging effects on
fuel type, broadening the applicability of these techniques to future field measurements.
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Chapter 3: Analysis of Indoor Particles and
Gases and their Evolution with Natural
Ventilation during the Air Composition and
Reactivity from Outdoor aNd Indoor Mixing
(ACRONIM) Field Campaign
This chapter is adapted from “Analysis of Indoor Particles and Gases and their Evolution with
Natural Ventilation” by C. Fortenberry, M. Walker, A. Dang, A. Loka, G. Date, K. Cysneiros de
Carvalho, G. Morrison, B. Williams in Indoor Air, 29, 5, 761-779, 2019.
https://doi.org/10.1111/ina.12584

Abstract
The Air Composition and Reactivity from Outdoor aNd Indoor Mixing (ACRONIM) field
campaign was conducted to investigate the impacts of natural ventilation (i.e., window opening
and closing) on indoor air quality. In this study, a Thermal desorption Aerosol Gas
Chromatograph (TAG) obtained measurements of indoor particle- and gas-phase semi- and
intermediately volatile organic compounds both inside and outside a single-family test home.
Together with measurements from a suite of instruments, we use TAG data to evaluate changes
in indoor particles and gases at three natural ventilation periods. Positive matrix factorization
was performed on TAG and adsorbent tube data to explore five distinct chemical and physical
processes occurring in the indoor environment. Outdoor-to-indoor transport is observed for
sulfate, isoprene epoxydiols, polycyclic aromatic hydrocarbons, and heavy alkanes. Dilution of
indoor species is observed for volatile, non-reactive species including methylcyclohexane and
decamethylcyclopentasiloxane. Window opening drives enhanced emissions of semi- and
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intermediately volatile species including TXIB, DEET, diethyl phthalate, and carvone from
indoor surfaces. Formation via enhanced oxidation was observed for nonanal and 2-decanone
when outdoor oxidants entered the home. Finally, oxidative depletion of gas-phase terpenes (e.g.,
limonene and α-pinene) was anticipated but not observed due to limited measurement resolution
and dynamically changing conditions.
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3.1. Introduction
Although people in developed nations spend up to 90% of their time indoors,1,2 the chemistry
and composition of indoor air remains understudied, especially compared to the outdoor
environment.3 Evaluating air quality in residential dwellings is particularly important for several
reasons. First, although building standards (e.g., for minimum air change rates and moisture
control) have been established over the past several decades,4,5 many residential structures fail to
meet these standards, especially older buildings. Newer buildings, designed to minimize outdoorto-indoor infiltration for improved energy efficiency, often have higher concentrations of
airborne pollutants that are released indoors from materials and activities.6,7 Concentrations and
composition of indoor particles and gases are influenced by common human activities such as
food cooking8–16 and cleaning.17–24 As in outdoor air, some directly-emitted “primary” gas-phase
pollutants can undergo oxidation to produce “secondary” pollutants, which partition to the
particle phase to form secondary organic aerosol (SOA), as commonly occurs when gas-phase
terpene molecules (e.g., limonene and α-pinene) from cleaning products and air fresheners react
with ozone (O3).25–29
Recent research has advanced understanding of how infiltrating outdoor-originating pollutants
influence the indoor environment.30–34 For example, in their investigation of outdoor-to-indoor
particle transport within a multi-use building, Johnson et al. (2017) found that for several aerosol
particulate components, including black carbon, nitrates, sulfates and organic aerosol (OA),
particulate infiltration is affected by variables including the indoor-to-outdoor temperature
gradient and relative humidity.32 However, the impact of these variables in a home with natural
ventilation (e.g., window opening and closing to regulate indoor temperature) is not well
characterized.
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Natural ventilation is increasingly promoted as an environmentally and economically sustainable
practice to meet home cooling requirements, particularly as a warming global climate drives
higher outdoor temperatures.35,36 From their visual survey, Johnson and Long (2004) report that
frequent household window/door opening (>35% of surveyed instances) was associated with low
land area, low population density, and economic status below the poverty line.37 Morrison and
Date (2018) observed that averaged over all seasons, 46% of homes nationwide had at least one
window open on a given day.38 In addition to increasing outdoor pollutant transport indoors by
increasing air exchange rates (AER), natural ventilation causes changes in temperature, pressure,
humidity, and gas/particle concentrations inside the home that alter the phase partitioning of
semivolatile and intermediately volatile organic compounds (SVOCs and IVOCs, respectively).
Many indoor-originating pollutants, including phthalates and aldehydes, are classified as
S/IVOCs and partition at relevant time scales between the gas and particle phases depending on
temperature, pressure, and particulate matter (PM) concentrations.39 Because respiratory
deposition is dependent on chemical and physical properties like diffusivity,40 particle
aerodynamic diameter,40,41 and particle hygroscopicity,42–44 greater understanding of pollutant
phase partitioning is needed to improve inhabitant toxicant exposure estimates.
To investigate the influence of natural ventilation on indoor air quality in a residential dwelling,
we conducted the Air Composition and Reactivity from Outdoor aNd Indoor Mixing
(ACRONIM) study at a single-family residence in urban St. Louis, Missouri, USA. Our goal was
to measure a wide range of gas- and particle-phase contaminants inside and outside a residence
and to determine how increasing natural ventilation influences the composition of these
pollutants. The ACRONIM study was conducted with four major sampling conditions over
which we varied home occupancy and the extent of natural ventilation by opening windows. In
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this work, we present data from the first three sampling periods wherein the home was
unoccupied.

3.2. Materials and Methods
In this study, a suite of instruments obtained chemical and physical measurements of particles
and gases both inside and outside the home. Among the instruments deployed was a Thermal
desorption Aerosol Gas Chromatograph (TAG), which provided hourly in-situ chemicallyspeciated measurements of particles and gases in the SVOC and IVOC volatility ranges.45,46 In
addition to the TAG system, volatile organic compound (VOC) adsorbent tubes collected highervolatility gases that were subsequently quantified offline using gas chromatography-mass
spectrometry (GC-MS) and high-performance liquid chromatography (HPLC). Other instruments
deployed include gas monitors for O3 and nitrogen oxides (NOx), a Scanning Mobility Particle
Sizer (SMPS) for particle size distributions, and an Optical Particle Counter (OPC) for size
distribution measurements of larger particles. Supplemental particle and gas-phase measurements
not discussed in detail in this work are provided in Section A3.2 in Appendix A3.
Gas- and particle-phase compounds were identified and quantified, and Positive Matrix
Factorization (PMF), a common statistical data analysis tool for outdoor measurements,47–52 was
applied to key contaminants to determine the extent of co-variance of chemical species
throughout the study period. Results of this method reveal trends in compound concentrations as
the degree of natural ventilation in the home is varied, providing insight into potential indoor
contaminant sources as well as physical and chemical processes affecting concentrations of these
contaminants in the home.
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3.2.1. Field Site and Measurement Strategy
The ACRONIM field campaign took place at a single-family residence in urban St. Louis, MO,
USA. The home is located approximately 0.5 km south of U.S. Interstate 44 and 2 km west of
U.S. Interstate 55 (Section A3.1 in Appendix A3, Figure A3.1). In addition to nearby highways,
potential sources of background outdoor OA include regional power plants and local industry,
railroad traffic, and biogenic OA originating from photochemically-aged isoprene and
monoterpenes emitted largely from forested regions to the southwest of St. Louis.53,54
The study lasted from July 22-August 4, 2016 and was divided into four sampling periods:
1. Windows Closed (WC; 7/22/16 22:00-7/29/16 14:00): the test home was closed to the
outdoor environment. The first VOC adsorbent tube was collected starting 7/22/16 at 22:00,
and other instruments began sampling subsequently as they became available.
2. One Window Opened (1WO; 7/29/16 14:00-7/31/16 10:00): one window was opened on the
southeast side of the home.
3. Two Windows Opened (2WO; 7/31/16 10:00-8/1/16 18:00): the southeast window remained
open, and an additional window was opened on the northeast side of the home.
4. Home Occupied (8/1/16 18:00-8/4/16 10:00): researchers occupied the residence and
performed typical household tasks (e.g., cooking, cleaning). Results from this sampling
period are not presented in this manuscript and will be addressed in future publications.
The test home was unoccupied during the first three sampling periods. All doors and windows
(other than those opened during the 1WO and 2WO sampling periods; Section A3.1 in Appendix
A3, Figure A3.2) were closed. The home consists of a basement, a ground floor, and an upstairs
level. The basement doorway was sealed off during the study and is not considered part of the
home HVAC volume (i.e., no air vents or returns located in the basement). Air conditioning
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(AC) was on to regulate temperatures inside the home and cycled approximately every hour
throughout the study period. The AC circulates indoor air using a blower and passes through a
filter that was installed new at the start of the study. Air duct vents are located in each room, and
the main air return on the measurement floor is located in the home’s kitchen. A floorplan for the
sampling floors of the home is provided in Appendix A3 (Figure A3.2, Section A3.1).
Hexafluorobenzene (HFB) and octafluorotoluene (OFT) tracer gases were placed in an upstairs
bedroom and in the living room, respectively, and continuously emitted through a fixed diffusion
tube throughout the study period. Tracer gas concentrations were measured by offline gas
chromatography-mass spectrometry (GC-MS) analysis of gas adsorbent tubes collected through
inlets located in the instrument trailer (see Figure A3.2). Air exchange rate (AER) was
determined as:

(3.1)
where ETracer is the known tracer emission rate (0.48 µg h-1 for HFB, 0.28 µg h-1 for OFT), V is
the volume of the home (509 m3), and CTracer is the tracer concentration (µg m-3). Because HFB
was not reliably calibrated for mass during GC-MS analysis, AER is reported in h-1 for OFT
only. However, because signal-to-noise ratios were higher for HFB than for OFT, and because
the HFB integrated abundances obtained here are typically in the linear dynamic range for this
GC-MS method, HFB raw integrated abundances are used to evaluate trends in AER in
subsequent analysis and discussion. Furthermore, because the emitters were placed on separate
floors, the similarity between trends in inverted raw integrated HFB abundances and OFT-
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derived AERs illustrates that the house is well mixed until the second window is opened (Figure
A3.3).
A diagram of the experimental setup is provided in Figure 3.1. Indoor sample line inlets were
installed at the center of a first-floor room on the southwest side of the house, inside a window
that was otherwise sealed (see Figure A3.2). Outdoor sample line inlets were installed on the
roof of the house, approximately 6 m above the ground. Cyclones were installed at each particle
sample line inlet and provided a particle cutoff (dp50) of approximately 2.2 µm under typical flow
rates of 18.5 L min-1. A subset of instruments sampled on an indoor/outdoor switching schedule
between two insulated 7.6 m x 1.27 cm inner-diameter (i.d.) copper lines. Indoor/outdoor sample
switching was achieved using two ball valves, which directed flow alternately through the
outdoor and indoor sample lines with two-hour time resolution. Instruments on this switching
schedule sampled through 0.952 cm i.d. and 0.635 cm i.d. copper lines downstream of the ball
valves. All instruments on this schedule sampled continuously through either the indoor or
outdoor sample line with the exception of the TAG, which only sampled for 30 minutes every
hour and drew flow through a built-in bypass line when not sampling to maintain constant total
flow through the main inlet. Because active flow was not maintained through non-sampling
lines, data collected within five minutes of a valve switch are discarded.
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Figure 3.1. Diagram of experimental setup. Instruments with gray outlines and text collected data
that are not provided in this manuscript and are included in the figure primarily to illustrate
balanced flows. Flow rates (L min-1) are included for each instrument in italicized text.

3.2.2. Instrumentation

Figure 3.2. Illustration of sampling schedule over a four-hour period. Instrument sampling
resolutions are provided in Table 3.1. The blue shaded region denotes indoor sampling periods.

Table 1. Description of measurements, sampling location, and resolution for each instrument.
Instrument
TAG

Measurements
Molecular-level speciation
of organic particles and

Sampling Location

Sampling Resolution (min)

Indoor/Outdoor Switching

60

80

SMPS
NOx (NO-NO2)
Monitor
O3 Monitors
VOC Adsorbent
Tubes
OPC

some gases (S/IVOC)
Particle size distributions
and concentrations
Trace-level NOx (NO and
NO2) concentrations
Trace-level O3
concentrations
Molecular-level speciation
of organic gases (VOC)
Indoor particle number
concentrations

Indoor/Outdoor Switching

5

Indoor/Outdoor Switching

1

Indoors and Outdoors

5

Indoors and Outdoors

240

Indoors only

5

Figure 3.2 illustrates the sampling schedule over a typical four-hour period, and Table 3.1
provides a list of instruments with their respective measurement, sampling resolution, and
location. Particle size distributions were measured alternately indoors and outdoors using a
scanning mobility particle sizer (SMPS; Model 3081 DMA, Model 3022A CPC, TSI, Inc.,
Shoreview, MN). In this work, we report SMPS data as mass concentrations for particles with
diameters within 14-673 nm, assuming spherical particles and a density of 1.2 g cm-3. An indoor
PM optical particle counter (Lasair II Mobile Particle Counter, Model 510, Particle Measuring
Systems, Boulder, CO), which sampled aerosol inside the bedroom of the home (same location
as main inlet lines), complemented indoor particle concentration measurements obtained with the
SMPS, and extended to larger particle sizes, although only for a few wide-range size bins (Figure
A3.4 in Appendix A3). An aethalometer (AE33, Magee Scientific, Berkeley, CA) measured
aerosol light absorption at seven wavelengths spanning the near ultraviolet to near infrared
spectrum (370 – 1050 nm); however, indoor measurements were below the detection limit for
most of the study and are therefore not reported in this work. Nitrogen oxide (NOx)
concentrations were obtained using a trace-level NO-NO2-NOx analyzer (Model 42i-TL, Thermo
Fisher Scientific, Waltham, MA; data provided in Figure A3.5 in Appendix A3). Indoor and
outdoor O3 concentrations were measured simultaneously using separate inter-calibrated O3
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monitors (Indoor: Model 211, Outdoor: Model 202, 2B Technologies, Boulder, CO).
Temperature and relative humidity (RH) sensors (Davis instruments Vantage Pro2, Sensor model
6382) recorded outdoor and indoor RH and temperature throughout the study period (Figure
A3.6). While temperature gradient effects on indoor species are evaluated in subsequent
discussion, RH gradient effects are not examined in this work, as RH primarily affects gas-toparticle partitioning of water-soluble compounds32,55,56 which were not evaluated in detail using
TAG or VOC chemical data. Previous work has demonstrated that lower indoor RH relative to
outdoor RH will result in a loss of particle mass as water-soluble species within infiltrating
particles increasingly partition to the gas phase.32
VOC adsorbent tubes sampled organic gases simultaneously indoors and outdoors throughout the
study period. Standard stainless-steel adsorbent tubes (Markes International, Inc., Sacramento,
CA) were packed with 300 mg of Tenax-TA (Sigma Aldrich, St. Louis, MO) and conditioned
prior to sample collection. Adsorbent tubes were calibrated by adding known amounts of
analytical standards to the sorbent and analyzing by thermal desorption-gas chromatographymass spectrometry (TD-GCMS) as described in Appendix A3 (Section A3.3).
Two separate polytetrafluoroethylene (PTFE) sample lines were deployed for VOC transfer, with
one inlet located outside and one inside at locations described in Section A3.1 (Figure A3.2).
Each sample line pulled at a flow rate of 10 L min-1. An automated sampling system was used to
take adsorbent tube samples from the two air streams separately and simultaneously, switching to
new sampling tubes every four hours. Sub-samples from the main flow were drawn through each
adsorbent tube at ~0.02 L min-1 for four hours for a total of approximately 4.8 L (actual flow
rates were recorded for each sample). After sampling, sorbent tubes were capped, sealed in
aluminum foil and stored temporarily in portable coolers with cold packs. Within 24 hours, they
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were transferred to a refrigerator until analyzed. All sample tubes were pre-labeled with
sequential numbers, which were logged along with flow rates, date, time and sample location.
The TAG sampled aerosol on the indoor/outdoor switching schedule, collecting for 30 minutes
every hour at typical flow rates of 15 L min-1. Although the TAG was designed for particle
measurements, previous studies have demonstrated that the TAG can collect semi- and
intermediately volatile gases via diffusion to the collection cell’s interior walls.46,57 To assess
relative contributions of collected gases and particles, the TAG sampled alternately through a
parallel-plate carbon denuder (Sunset Laboratory, Inc., Tigard, OR) and a 0.952 cm i.d. copper
bypass line. Switching between the denuder and bypass line was achieved using an automated
three-way ball valve (Swagelok Company, Solon, OH). This sampling schedule allowed
collection of a denuded (particles only) and a non-denuded (particles and gases) sample for each
two-hour indoor or outdoor sampling period.
The parallel-plate denuder used in this study has been extensively characterized in previous
work.58–60 Although the denuder effectively removes most ambient VOCs in a sample stream
under appropriate flow conditions, several artifacts associated with the denuder can occur during
sampling. First, small particles can undergo diffusional losses in the denuder, especially when
the flow rate is operated sub-optimally (below 8 L min-1 range for this model).61 Additionally,
the removal of gases from an ambient sample can induce a “negative” artifact, which occurs
when I/SVOCs evaporate from particles as they move through the denuder, resulting in
artificially-reduced particle mass measurements.57,61 Recently, Dhawan and Biswas (2019)
developed a model to predict this negative artifact for particle-phase SVOCs.62 We evaluated the
potential for particle evaporative losses using a simplified version of their model, wherein singlespecies particles with distinct saturation concentrations are assumed. For relevant particle sizes
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and concentrations, evaporative losses through the denuder may be significant for more volatile
IVOCs (e.g., saturation concentrations ~ 103-105 µg m-3), especially for smaller (<1 µm)
particles. Details of denuder artifact evaluations are provided in Appendix A3 (Section A3.4,
Figure A3.7).
We note that with this version of the TAG collection cell, the collection efficiency of the gas
fraction of the SVOC and IVOC molecules becomes less efficient as the phase partitioning
begins to favor the gas phase.46 The approximated particle fractions (fp) reported here become
less accurate (and represent an upper limit of fp) as values go below 0.5 and are dominantly
present in the gas-phase. However, relative changes across window opening conditions can still
be informative on the direction of phase equilibrium changes, and we therefore report the
observed values in the Results and Discussion section.
The TAG’s sample collection and analysis methodology has been described in previous
work.45,54 Briefly, aerosol is collected through an inertial impactor onto the surface of a custom
collection and thermal desorption (CTD) cell. Following collection, the sample is thermally
desorbed at 310 °C over a helium stream, through a heated transfer line (310 °C), and onto a GC
column held at 40 °C, where the sample recondenses. Within the GC (Model 6890, Agilent
Technologies, Santa Clara, CA), the recondensed material is separated through a 30 m x 0.25
mm i.d. capillary GC Rxi-5Sil MS column with a non-polar 0.25-µm-thick stationary phase
(Restek Corporation, Bellefonte, PA). An electron ionization quadrupole mass spectrometer
(Model 5973, Agilent Technologies) serves as the detector and scans over the ion range 29-450
m/z. Instrument performance was evaluated regularly using a C10-C40 even alkane standard
(Sigma Aldrich) as well as a multi-component standard that included deuterated alkanes,
polycyclic aromatic hydrocarbons (PAHs), alcohols, aldehydes, monoterpenes, and various other
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compounds (Section A3.5 and Table A3.2 in Appendix A3). Standard solutions were injected as
liquids onto the surface of the CTD cell using the injection port developed by Kreisberg et al
(2009).63
During sample thermal desorption, the CTD cell is ramped at 50°C min-1 over a helium carrier
stream. While some material volatilizes during desorption, a fraction of the collected sample is
too thermally labile to successfully volatilize and instead decomposes into smaller gas-phase
fragments, which elute between minutes 6 and 16 of analysis in the thermal decomposition
period of the chromatogram (Figure 3.3).54 In this study, the TAG thermal decomposition period
was used to evaluate indoor infiltration of outdoor particles using two outdoor-originating
species: sulfates (m/z 64) and isoprene epoxydiol-derived SOA (IEPOX SOA, m/z 82). Since
sulfate aerosol has few indoor sources, is minimally reactive, and exhibits low volatility,64 it has
been used in previous indoor air quality studies as a tracer for infiltrating outdoor aerosol.32
Similarly, IEPOX SOA is a suitable tracer for infiltrating outdoor aerosol because it has a wellcharacterized regional source65–68 and has been measured in ambient collections in the St. Louis
area.54,68 Data from previous field work demonstrate that for both fragment ions, the TAG
decomposition signal agrees well with ions measured by an AMS.54

3.2.3. Data Analysis
Adsorbent tubes were analyzed by thermal desorption followed by TD-GCMS (analysis details
provided in Section A3.3 in Appendix A3). TAG compounds were identified using the National
Institute for Standards and Technology (NIST) MS search program version 2.0g, available for
download at chemdata.nist.gov/mass-spc/ms-search/. The Palisade complete mass spectral
library (600K edition, Palisade Mass Spectrometry, Ithaca, NY) was also used to supplement
compound identification. Compounds are reported with varying degrees of certainty according to
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the following criteria: A) the compound was positively identified using standard injections; B)
the compound was identified with a match quality above 75% using mass spectral libraries; C)
the compound was identified with a low-to-moderate match quality, between 25% and 75%,
using mass spectral libraries. Compound identifications and integrations were facilitated by the
TAG ExploRer and iNtegration package software (TERN, version 2.1.10),69 written for Igor Pro
(version 6.38Β01, Wavemetrics, Inc, Tigard, OR). Integrations were performed on a single ion
for each compound and reported as relative ion signal abundance, and in some cases, the multipeak fitting package (MPF2, built into Igor Pro) enabled integration of co-eluting peaks.
Positive Matrix Factorization (PMF) is a widely utilized tool to determine groupings of covarying components. For atmospheric studies, it has been used to separate input gas or particle
chemical components into co-varying groups (or factors). Individual factors are typically
interpreted as representations of specific sources or transformative processes within the context
of other supporting data and information. In this study, PMF calculations were performed on a
subset of integrated TAG compounds to evaluate major groupings of compounds that could be
associated with similar sources or transformation processes. Species included in PMF analyses
were chosen to span a variety of volatilities and compound classes across the full GC retention
time range. Additionally, to capture broad trends driven by gradual window opening rather than
short-timescale emission events, we only included compounds present in 30% of chromatograms
or more across the study period.
PMF calculations were performed separately on peak abundances from denuded (particles) and
non-denuded (particles and gases) chromatograms and in both cases included both indoor and
outdoor samples. For each case, a compound integration matrix with m rows (number of
chromatograms/samples, each with a corresponding collection time) and n columns (number of
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compounds) and a corresponding m x n error matrix was supplied to the PMF2 algorithm.47
PMF results were evaluated and post-processed using the PMF Evaluation Tool version 3.00A
developed for Igor Pro.49 To illustrate basic trends that occur with natural ventilation, we present
a simple three-factor solution for both denuded and non-denuded data. PMF analysis details,
including a description of error calculation methods, pre-processing methods, residuals and other
relevant calculated parameters, are provided in Appendix A3 (Section A3.7). A similar PMF
analysis was performed separately on adsorbent tube VOC species and is evaluated along with
the two previously described TAG PMF analyses.

3.3. Results and Discussion
3.3.1. Windows Closed

Figure 3.3. Example total ion chromatograms obtained during the WC sampling period: (A)
indoor non-denuded and denuded chromatograms, and (B) outdoor non-denuded and denuded
chromatograms. All four chromatograms were collected within a four-hour time span. Note the
higher abundance scale (y-axis) for indoor samples. Selected compounds are labeled with
numbers, which correspond to numbered compounds in Table A3.2. Italicized numbers
correspond to higher peak abundances that exceed the y-axis range.
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Example TAG chromatograms for each sampling condition, taken during the WC period, are
displayed in Figure 3.3. A full compound list is provided in Table A3.3 (Section A3.6 in
Appendix A3). From indoor and outdoor chromatograms across the study period, 206 individual
compounds were identified with mid- to high certainty (identification confidence of “C” or
above). As demonstrated in Figure 3.3, non-denuded chromatograms collected indoors exhibit
high overall abundances compared to denuded chromatograms collected either indoors or
outdoors, indicating large gas-phase fractions of SVOCs and IVOCs indoors. Within the indoor
chromatograms, total compound-period integrated signals in non-denuded chromatograms
exceed those in denuded chromatograms by a factor of approximately 3 during the WC sampling
period (Section A3.8 of Appendix A3, Figure A3.12).
Indoor compounds, prior to window opening, are dominated by plasticizers (e.g., phthalates) and
personal care product additives (e.g., isopropyl myristate, various siloxanes). The two
compounds with the highest peak abundances across all indoor chromatograms are diethyl
phthalate and trimethyl pentanyl diisobutyrate (trade name TXIB, Eastman Chemical), which
coelute at minute 29, but are distinguishable through distinct mass spectra. Shields et al. (1996)
report both compounds in the indoor atmosphere of commercial buildings with varying occupant
densities.70 In their study, TXIB, a plasticizer often used in vinyl products (e.g., floor and wall
coverings, hand tools), was detected in particles in over 50% of commercial buildings
surveyed.70 Other plasticizers measured in indoor and outdoor chromatograms include several
phthalate esters (dimethyl phthalate, diethyl phthalate, dibutyl phthalate, and others), which are
commonly measured in indoor particles and gases,70–74 and 2-ethylhexyl benzoate, a
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monobenzoate that has been reported as an additive to nitrile rubber75 as well as an ingredient in
cosmetics and fragrances.76,77
High indoor gas concentrations relative to outdoor gas concentrations were also observed in
VOC adsorbent tube data. Individual compound concentrations (± one standard deviation) for
selected compounds are provided in Table A3.7 (Section A3.9 of Appendix A3). Prior to
window opening, indoor VOCs were dominated by aldehydes and ketones, most significantly
formaldehyde, acetaldehyde, and acetone, with average concentrations of 10.4 ± 2 ppb, 11.7 ± 4
ppb, and 78.5 ± 20 ppb, respectively. Aldehydes are common indoor pollutants that originate
primarily from building products and human activity (e.g., combustion from food cooking and
tobacco smoking).78,79 Specifically, formaldehyde is commonly emitted from wooden furniture
and flooring, as well as some fabrics.80 Typical indoor formaldehyde concentrations range from
20-60 µg m-3, two to six times as high as those observed in this unoccupied home study.78
Acetaldehyde is emitted from construction lumber and as a byproduct of incomplete combustion
from food-cooking,79 and previously reported indoor concentrations range from 10.5-60
ppb.78,81,82 Although formaldehyde and acetaldehyde are often observed as byproducts of
cigarette smoking,83 no contribution from smoking is expected in the non-smoking test home.
Acetone, which may originate indoors from a variety of sources including cleaning products and
nail polish remover,84–86 exhibits the highest average concentration of any single VOC species
quantified in the home. A wide range of indoor acetone concentrations have been reported in
previous literature. For example, Shah and Singh (1988) report typical indoor concentrations of 8
ppb,87 and Weisel et al. report an average concentration of 87 ug m-3 (approx. 87 ppb) over a
range of <12-2900 ug m-3, with the highest concentrations occurring in urban rather than rural
homes.88
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Other VOCs measured in significant concentrations inside the home include monoterpenes (e.g.,
limonene, α-pinene, β-pinene, γ-terpinene), oxidized monoterpenes (e.g., fenchyl alcohol,
camphor, α-terpineol), siloxanes (e.g., hexamethyl siloxane, octamethyl siloxane, decamethyl
siloxane), aromatic hydrocarbons (e.g., benzene, toluene, naphthalene), and alkanes (e.g.,
methylcyclohexane, ethylcyclohexane, undecane). Monoterpenes and oxidized monoterpenes are
common indoor contaminants originating from cleaning supplies,17,18,21,22,89 and siloxanes are
ubiquitous in cosmetics and personal care products.90–95 Benzene, toluene, ethylbenzene, and
xylene (BTEX) result from fossil fuel combustion and often originate outdoors. However, known
indoor sources include building materials, paints, and cleaning products.13,96–98 Similarly,
infiltrating fuel combustion products may also contribute to indoor alkane concentrations,99–101
but alkanes can also originate from materials common indoors.13

3.3.2. Natural Ventilation Impacts
To assess the impact of increased natural ventilation on different compounds, and to elucidate
various sources and chemical and physical processes affecting components in the home’s indoor
air, we use PMF to group compounds that covary over time. In Figures 3.4-3.7, we explore these
trends by averaging indoor chromatogram factor abundances (I) over each of the three natural
ventilation conditions, then dividing each average by the average obtained at the windows closed
condition (IWC). At the windows closed condition, this normalization results in a ratio (I/IWC) of
1, and an increase or decrease in I/IWC in the window-opened conditions represents the fractional
enhancement or depletion (respectively) of that component within the indoor air. Error bars for
I/IWC values were obtained by propagating the standard deviations in integrated abundances
across the I/IWC calculations. I/IWC values for each compound included in PMF analyses are
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provided for TAG and VOC compounds in Tables A3.8 and A3.10 (Section A3.10 of Appendix
A3).
PMF results from calculations on both denuded (particles only) and non-denuded (particles and
gases) TAG chromatograms are displayed in Figures 3.4 and 3.5, respectively, with calculation
details provided in Section S6. In each figure, time series are given in panel A, I/IWC in panel B,
and fractional factor loadings for each included compound in panel C (tabulated in
A3.5).

Tables A3.4 and

In both denuded and non-denuded analyses, a three-factor solution provided one factor

associated with indoor-originating compounds (Factor 2-ND and 2-D) and one associated with
compounds undergoing significant enhancements in emission, formation, or infiltration rates
following window opening (Factor 1-ND and 1-D). We also obtain a less abundant factor into
which outdoor-to-indoor infiltrating components load (Factor 3-ND and 3-D). The abundance of
these outdoor-originating species may be influenced by recent infiltration as well as by
equilibrium phase partitioning from indoor reservoirs of deposited material which had previously
infiltrated from outdoors.
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Figure 3.4. Three-factor PMF solution for denuded (particles only) TAG integrated compounds.
Analysis details are provided in Section A3.7 of Appendix A3. Shown here are: (A) time series
for each of the three factors, split into indoor and outdoor chromatograms; (B) indoor
chromatogram factor abundances normalized to windows closed conditions (I/IWC) for each
factor; (C) compound factor loadings.
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Figure 3.5. Three-factor PMF solution for non-denuded (particles and partial gases) TAG
integrated compounds. Analysis details are provided in Section A3.7 of Appendix A3. Shown
here are: (A) time series for each of the three factors, split into indoor and outdoor
chromatograms; (B) indoor chromatogram factor abundances normalized to windows closed
conditions (I/IWC) for each factor; (C) compound factor loadings.

PMF was similarly performed on 30 integrated compounds from outdoor and indoor VOC
adsorbent tube collections. We chose a two-factor solution to group co-varying VOCs, with
Factor 2-VOC-ST corresponding to indoor-originating compounds experiencing depletion with
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window opening, and Factor 1-VOC-ST encompassing compounds that undergo less depletion.
Though in general, we observe higher VOC concentrations indoors than outdoors, many of the
compounds loading into Factor 1 have both outdoor and indoor sources, (e.g., o- and p-xylene,
decanal).98,102,103 We provide factor time series and I/IWC over the three natural ventilation
conditions in Figure 3.6.

Figure 3.6. Two-factor PMF solution for VOC adsorbent tube integrated compounds. Analysis
details are provided in Section A3.7 of Appendix A3. Shown here are: (A) time series for each of
the two factors, split into indoor and outdoor chromatograms; (B) indoor chromatogram factor
abundances normalized to windows closed conditions (I/IWC) for each factor; (C) compound
factor loadings.
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From TAG and VOC adsorbent tube PMF results, we selected several key compounds to
illustrate chemical and physical processes occurring as natural ventilation is increased. Individual
raw abundance time series for each selected compound are provided in Appendix A3 (Section
A3.8, Figures A3.13 and A3.14). Figure 3.7 displays indoor trends in select TAG and VOC
adsorbent tube compounds as I/IWC across three natural ventilation conditions observed in
particles (denuded; 3.7A); approximate particle-phase fraction (fp), estimated as the ratio of
denuded (particles) to non-denuded (particles + gases) averages at each condition (3.7B); gases
(from VOCs and approximate TAG fg; panel C); and gases corrected for dilution at each
window-opening period by normalizing each I/IWC to the corresponding HFB I/IWC (3.7D).
Although VOC adsorbent tubes sampled with windows closed starting on 7/22/2016, this figure
only incorporates VOC WC data obtained while the TAG was online (i.e., starting on 7/27/2016)
to maximize comparability between TAG and VOC adsorbent tube data. The TAG gas-phase
component (3.7C) was approximated as non-denuded (particles and gases) minus denuded
(particle) abundances at each natural ventilation condition. Raw abundances for displayed TAGand adsorbent tube-measured species are provided in Section A3.8 (Figures A3.13 and A3.14,
respectively). In general, compounds displayed in Figure 3.7 are grouped according to trend
with window opening. For example, gases primarily affected by dilution decrease in abundance
with window opening but have I/IWC values similar to HFB (Figure 3.7D). Species that undergo
enhanced gas-phase emissions and oxidative formation exhibit I/IWC values that increase across
the two window-opened periods (Figure 3.7C and 3.7D), and increased gas-to-particle
partitioning is reflected in increased particle-phase I/IWC and fp (Figure 3.7A and 3.7B).
Limonene and α-pinene, which are expected to react with O3 indoors, are not significantly
depleted beyond dilution, which is reflected in HFB-normalized I/IWC (Figure 3.7D). Finally,
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outdoor-originating compounds exhibit consistent I/IWC values in both the particle and gas phases
across the window-opening periods (Figure 3.7A and 3.7C), demonstrating that these species
rapidly partition when entering the indoor environment.

Figure 3.7. Indoor changes observed for selected TAG compounds (indicated with black text)
and VOC adsorbent tube compounds (indicated with red text) across the three natural ventilation
conditions. Shown are: (A) The particle-only fraction of TAG compounds (denuded
abundances) normalized to WC conditions; (B) approximate fp for TAG compounds, calculated
as the ratio of average denuded (particle) to average non-denuded (particle+gas) abundances; (C)
gas-phase values for VOCs and the gas fraction of TAG compounds, approximated as nondenuded (particle+gas) minus denuded (particle); (D) approximate indoor gases normalized to
the indoor tracer molecule HFB I/IWC at each ventilation condition, effectively correcting for
altered air exchange with window opening.

To evaluate the impact of outdoor-to-indoor transport of TAG- and adsorbent tube-measured
species, indoor-to-outdoor abundance ratios (I/O) for each compound at each natural ventilation

96

condition are provided in Tables A3.9 and A3.10, respectively. This outdoor normalization
strategy has been used to evaluate net changes in indoor species concentrations as a result of
outdoor species infiltration.32,104–109 Although this metric has limited utility for pollutants
existing predominantly indoors,110 I/O is helpful for understanding trends in compounds with
significant concentrations in both the indoor and outdoor environment. As demonstrated in
previous work, changes in species abundance due to mechanisms other than mechanical losses
(e.g., particle deposition and filtration) can be evaluated by normalizing species-specific I/O to
sulfate I/O.32,109 Sulfate-normalized I/O ratios ([I/O]i/m/z

64)

for different TAG species were

obtained for each natural ventilation condition by normalizing average I/O values to average
TAG decomposition period m/z 64 signals. These ratios are given in Appendix A3.9 (Table
A3.9).
As with indoor abundances in previous figures, I/O averages at each natural ventilation condition
are normalized to I/O at the windows closed condition to display fractional enhancement and
depletion for each compound ([I/O]/[I/O]WC; Figures 3.8 and 3.9). As with I/IWC, standard
deviations are obtained from compound integrated abundances over each natural ventilation
condition, propagated through the calculations, and displayed as error bars. For TAG-measured
compounds, we provide these values obtained in denuded and non-denuded chromatograms.
Partitioning estimates (i.e., fp and gas-phase approximations) were not attempted for the outdoor
components due to high observed temporal variability in compound loadings. From outdoor
TAG data obtained in Riverside, CA, Williams et al. (2010a) modeled seasonal partitioning
behavior as a function of vapor pressure and number of carbons for several compound classes,
including alkanes, lactones, and PAHs.46 Based on these data, each compound displayed in
Figure 3.8 is expected to exhibit a low particle-phase fraction outdoors in the summertime (fp <
97

0.2), with the exception of γ-nonalactone (fp ~ 0.25) and pyrene (fp ~ 0.5). Therefore, we expect
the non-denuded [I/O]/[I/O]WC values to primarily reflect trends in the gas phase. In general,
when outdoor concentrations for a given compound are stable, [I/O]/[I/O]WC trends mirror I/IWC
trends (Figure 3.7). Notable exceptions are discussed individually in subsequent sections.

Figure 3.8. Indoor to outdoor ratios, normalized to windows closed conditions ([I/O]/[I/O]WC) for
selected TAG compounds across the three natural ventilation conditions: (A) particles only
(denuded abundances); (B) particles and gases (non-denuded abundances).

Figure 9. Indoor to outdoor ratios, normalized to windows closed conditions ([I/O]/[I/O]WC) for
selected VOC adsorbent tube compounds across the three natural ventilation conditions.
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From trends in these compound abundances, we observe four distinct chemical and physical
processes occurring when the air exchange rate is increased by window opening: outdoor-toindoor transport, indoor species dilution, enhanced emission of indoor species, and species
formation via oxidation. We also evaluate the potential for oxidative depletion of certain
compounds (e.g., limonene, α-pinene) that were expected to react with infiltrating ozone. We
discuss and present evidence for each of these processes individually.
Outdoor-to-Indoor Transport
Measurements from the SMPS, the OPC, and the TAG demonstrate the influence of outdoor
particle infiltration on indoor particle concentrations and composition. Figure 3.10 gives time
series for TAG decomposition sulfate (m/z 64; 3.10A) and IEPOX (m/z 82; 3.10B), along with
SMPS total mass concentrations (for particles with diameters within 14-673 nm, assuming
spherical particles and an approximate density of 1.2 g cm-3; 3.10C), OPC PM1 particle counts
(Figure 3.10D), and O3 concentrations indoors and outdoors (Figure 3.10E). TAG
decomposition m/z 82 and m/z 64 were corrected for excessive noise caused by detector
saturation according to methods outlined in Appendix A3 (Section A3.11). We observe minimal
gas-phase contributions to both TAG decomposition m/z 82 and m/z 64 (Figure A3.15) and
therefore include non-denuded and denuded chromatograms in the same time traces. A
reasonably high correlation is observed between m/z 64 and m/z 82 for outdoor samples (r2 =
0.56), and an even higher correlation for indoor samples (r2 = 0.72; Figure A3.16). Marais et al.
(2016) observe similar correlations between measured sulfate and IEPOX ambient aerosol,
reporting r2 values of 0.82 and 0.52 for ground-level and boundary layer field measurements,
respectively.111 As sulfates increase aqueous aerosol acidity, the epoxide bonds in IEPOX
species undergo acid-catalyzed ring opening and subsequently react with sulfate to form
99

organosulfate products.112–114,65 In the southeastern US, these organosulfates contribute as much
as half of all IEPOX-derived SOA.65,115,116

Figure 10. Indoor and outdoor time series for key species measured throughout the study: (A)
integrated m/z 82 TAG decomposition abundances, a marker for IEPOX aerosol; (B) integrated
m/z 64 TAG decomposition abundance, a marker for sulfate aerosol; (C) SMPS-measured total
mass concentrations, assuming spherical particles and densities of 1.2 g cm-3; (D) Indoor OPCmeasured PM1 particle number concentrations; and (E) O3 concentrations (lower indoor
concentrations on primary y-axis and higher outdoor concentrations on secondary y-axis).

In the TAG decomposition and SMPS data, indoor and outdoor measurements converge once
windows are opened. Indoor PM1 number concentrations measured by the OPC are low
throughout the study but do increase by nearly a factor of 3 by the second window-opening
period. While outdoor particle mass concentrations (Figure 3.10C) remain stable during the first
window-opened period, they exhibit greater variation after the second window is opened, which
is mirrored by indoor concentrations during that time. A depletion in outdoor mass
concentrations, as well as TAG IEPOX and sulfate signals, begins around midnight on 8/1/2016,
and coincides with a regional rain event occurring between midnight and 7AM on that day
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(Figure A3.6C). Previous work has demonstrated that PM1 concentrations can be affected by rain
washout (though to a lesser extent compared to larger particles),117,118 so this event could
partially account for the observed depletion in infiltrating particulate species.
Significant changes in indoor O3 were only measured after the second window opening. A very
small increase in ozone may be below the instrument detection limit during the first windowopening period. Alternatively, low observed O3 concentrations following the first window
opening could result from non-uniform mixing in the house. However, as O3 is rapidly removed
indoors by surface reactions,119 some reduction in surface reactivity could occur over time. This
reactivity would decrease O3 surface uptake and increase the ratio of indoor to outdoor ozone
concentrations.120,121
Outdoor-originating compounds identified in the TAG and associated with PMF Factors 3-D and
3-ND include polycyclic aromatic hydrocarbons (PAHs; e.g., pyrene, benz[a]anthracene) and
heavy alkanes (e.g., docosane, pentacosane). In general, outdoor PAH and oxy-PAH (e.g., 9Hfluoren-2-one, 9,10-anthracenedione) concentrations are associated with incomplete combustion,
particularly from vehicle emissions in urban settings.99 Similarly, long-chain alkanes have been
measured in diesel exhaust.99–101 Levoglucosenone, a cellulose decomposition product,122 was
also observed in TAG chromatograms and has been previously associated with biomass burning
aerosol.50 Notably, levoglucosan, a less volatile cellulose decomposition product commonly used
as a biomass burning tracer,123–126 was not observed in any outdoor TAG samples. Outdoor
abundances of γ-nonalactone do not have a single clear source, though the compound is used as a
coconut-like perfumant102 and has been observed in beer127 and American whiskey128 as a
byproduct of fermentation.129,130 Ramalho et al. (2009) have reported airborne alkyl lactones as
products of cellulose degradation in building materials.131
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Based on TAG-sulfate-normalized I/O ratios (Figure 3.8 and Table A3.9 in Appendix A3),
several particle-phase compounds loading primarily into Factor 3-D, including 9,10anthracenedione, 1,4-dimethylanthracene, and tetracosane, exhibit increases in indoor
abundances consistent with outdoor-to-indoor infiltration. However, for other compounds
loading into factors 3-D and 3-ND, variations in indoor abundances with natural ventilation are
more complex. While indoor and outdoor S/IVOCs will ultimately equilibrate over long time
scales, short-term phase partitioning dynamics depend on relative fugacities between phases
indoors and outdoors, as well as indoor-to-outdoor differences in RH and temperature. As
displayed in Figure 3.7A and 3.7C, I/IWC for pyrene and γ-nonalactone remain relatively stable
in the particle and non-dilution-normalized gas phases with window opening, consistent with
relatively fast equilibration between outdoor and indoor concentrations. In addition, indoor
surfaces play a key role in the equilibration of outdoor-originating S/IVOCs in the indoor
environment. Over time, infiltrating particles and gases will partition to these surfaces, resulting
in a reservoir of these compounds in organic surface films. Subsequently, whenever natural
ventilation is increased, S/IVOCs in the particle phase will equilibrate rapidly with the indoor
environment (gases, particles, and surfaces), resulting in stable indoor gas-phase concentrations.
For example, increased gas-phase γ-nonalactone after the first window opening (Figure A3.13),
reflected in a net increase in [I/O]/[I/O]WC (Figure 3.8), could result from surface-to-gas
partitioning as previously-deposited material equilibrates with infiltrating γ-nonalactone in the
particle phase. Since most compounds measured by the TAG in this study are S/IVOCs (Table
A3.2), we expect a combination of these factors to drive changes in indoor abundances with
natural ventilation.
Dilution of Indoor Species
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Following window opening, several gas-phase species were depleted at the same rate as the gasphase tracers, indicating that indoor concentrations are primarily affected by dilution for these
compounds. These species include methylcyclohexane, emitted indoors by glues, paints, and
other materials,132 and cosmetic component cyclopentasiloxane (D5 siloxane).90–95
From TAG PMF results, we observe a similar trend in both Factors 2-D and 2-ND (Figures 3.4
and 3.5, respectively) with window opening, which comprises many of the TAG-measured
indoor-originating solvents, plasticizers, and personal care product components. Among the key
TAG-measured components examined in Figure 3.7, the gas fraction of pentadecane,
tetradecamethyl hexasiloxane, and D7 siloxane exhibit the greatest decrease with window
opening (Figure 3.7C), though do not appear to decrease as much as the indoor gas-phase tracers
(Figure 3.7D). If these compounds are emitted entirely from indoor sources, this trend, when
considered along with particle-phase depletion of these species (Figure 3.7A), could indicate
partitioning from the particle to the gas phase with changing concentration gradients inside the
home. Additionally, altered convection patterns could drive increased deposition of particles,
contributing to net particle-phase depletion of these compounds.
Enhanced Emission of Indoor Species
Notably, several compounds originating indoors exhibited enhancement following window
opening despite significant dilution. From non-denuded TAG PMF results (Figure 3.5), Factor
1-ND displays this trend with window-opening, where some compounds are enhanced only
indoors (not outdoors) when the windows open. Factor 1-D from particle-phase PMF results
exhibit this trend as well (Figure 3.4), reflecting gas-to-particle partitioning of these species as
windows are opened. Though relative factor loadings may vary between denuded and non-
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denuded measurements for a given compound, factors 1-D and 2-D generally have contributions
from personal care product ingredients (e.g., isopropyl myristate,133 DEET134), perfumes (e.g.,
hedione,135 α-cedrene136), and plasticizers (e.g., diethyl phthalate, dibutyl phthalate, and dimethyl
phthalate loading into both indoor factors 1 and 2)70–74. Carvone, which was primarily observed
in non-denuded indoor chromatograms, is an oxidized terpene that, like other terpenes, emits as a
primary product from wood, paints, and scented indoor items, but also originates from gas-phase
oxidation of limonene.137,138 Although the limonene-ozone pathway might contribute partly to
carvone concentrations, we do not expect significant carvone production through this mechanism
based on low observed limonene concentrations.
As particle outdoor-to-indoor infiltration rates increase with window opening, S/IVOCs
abundant in the gas phase are expected to partition to the increased surface area provided by
infiltrating particles. This trend is reflected in Figure 3.7A and 3.7B, which displays increases in
particle-phase S/IVOC abundances and fp values across the three window-opening conditions.
Temperature gradients from outdoors to indoors are also expected to influence S/IVOC phase
partitioning: positive temperature gradient with respect to the indoor environment (i.e., indoor
temperatures are lower than outdoor temperatures) will further drive S/IVOCs to the condensed
phase, while a negative gradient will promote partitioning of S/IVOCs into the gas phase.
Because the temperature gradient exhibits a diurnal trend (Figure A3.6A), temperature-driven
gas-to-particle partitioning is expected to vary diurnally as well. However, we predict that
temperature gradient effects are small with respect to gas-to-particle partitioning driven by
increasing particle mass concentrations (Section A3.12 and Figures A3.17 and A3.18 in
Appendix A3).
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To further evaluate the impact of gas-phase S/IVOC condensation onto infiltrating outdoor
particles, I/IWC for the particle-only fraction of several compounds loading into Factors 1-D and
2-D (enhanced and indoor factors, respectively; Figure 3.4) were normalized to the TAG’s
decomposition m/z 64 I/IWC (Section A3.13 and Figure A3.19 in Appendix A3), which serves as
a chemical tracer for infiltrating outdoor aerosol (Figure 3.10B). Compounds loading into the
indoor originating Factor 2 (pentadecane, tetradecamethyl hexasiloxane, D7 siloxane, α-cedrene)
are still depleted across the window opening conditions following normalization to TAGmeasured sulfate, indicating they experience more significant dilution in the gas phase and/or
less significant gas-to-particle partitioning with window opening. Sulfate-normalized TXIB,
which loads primarily into Factor 2-D, yet loads significantly into Factor 1-D, is depleted to a
lesser extent. By contrast, compounds that remain consistent or even exhibit enhancement across
the three natural ventilation conditions after sulfate normalization include isopropyl myristate,
DEET, and diethyl phthalate, all of which load primarily into Factor 1 (the indoor enhancement
factor). Increased partitioning to infiltrating particles with window opening, in conjunction with
enhanced indoor gas-phase emission rates, would account for the trends observed in these
compounds across the study period.
As shown in Figure 3.7C and 3.7D, we observe enhancements in certain contaminants in both
TAG and VOC adsorbent tube data that are not attributed to outdoor infiltration. Previous studies
have shown that for certain gas-phase indoor pollutants, including naphthalene139 and
phthalates,140,141 depletion rates do not match enhanced ventilation rates if dilution alone is
considered.126,127 This discrepancy can be attributed in part to enhanced species partitioning from
surface films to the gas phase, which is driven by changes to gas-phase concentration gradients at
the surface boundary layer.140,142,143 Additionally, in a competing effect, increased AERs can
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promote higher near-surface air velocities, which increase gas-to-surface mass transfer
coefficients and therefore drive gas-phase pollutant concentrations down.143–145 The data
obtained in this study reflect a strong enhancement effect for many gas-phase pollutants,
particularly for S/IVOCs measured with the TAG. Therefore, for these compounds, we expect
that increases in vertical concentration gradients with increased AER are the predominant drivers
for changes in emission rates.
Although the average AER was similar for the two window opening conditions (Figure A3.3),
the dilution of the tracers emitted upstairs (HFB) and downstairs (OFT) differed more with two
windows open. This suggests that opening the second window resulted in poorer whole-house
mixing and altered the direction of air flow through the house, affecting different surfaces with
different organic film compositions and thicknesses. Thus, the enhancements observed in
compounds loading into PMF Factors 1-ND and 1-D are not entirely due to changes in AER.
Additionally, enhancement effects are dependent on the compound’s volatility. A volatile
compound partitioning predominantly into the gas phase is more likely to remain in the gas
phase and will therefore be strongly affected by dilution and other gas-phase processes. By
contrast, compounds in the S/IVOC volatility range will instead partition partly to indoor
surfaces, resulting in development of a surface film reservoir; when windows are opened and
gas-phase compound concentrations are depleted close to the surface films, compounds from the
reservoir are driven into the gas phase, resulting in the observed enhancement. We observe the
influence of volatility on enhancement effects in the data. For example, when comparing trends
in D5 and D7 siloxanes (two minimally reactive species with similar chemical properties), the
less volatile D7 siloxane exhibits an increase with window opening above dilution effects while
the more volatile D5 siloxane does not. When considered in the context of previous work, our
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results suggest that window opening drives multiple concurring phase partitioning effects, each
of which impacts overall indoor gas-phase pollutant concentrations depending on indoor
environmental characteristics and time scales.143
Formation of Indoor Species through Oxidation
Several compounds produced through indoor oxidation were included in PMF analysis and
evaluated across the three natural ventilation conditions. The compounds evaluated for potential
secondary origins loaded significantly into Factors 1-D and 1-ND (enhanced) in either or both of
the TAG PMF results (Figures 3.4 and 3.5), and based on previous literature, we largely
attribute their increase with natural ventilation to enhanced oxidative formation with increased
outdoor-to-indoor transport of oxidants, particularly O3. Figure 3.7 demonstrates increases in
both particle- and gas-phase abundances for nonanal and decanone, two species produced as a
result of oxidation processes in the indoor environment.
Nonanal has been studied extensively in the indoor environment and is a product of surface film
ozonation. Weschler et al. (1992) determined that several aldehydes (pentanal through decanal)
can be produced from ozonation of unsaturated organics on carpeting, suggesting unsaturated
fatty acids as potential precursors.146 Wang and Morrison (2006) also found significant nonanal
emissions from carpeting, particularly from carpet less than a year old.147 In addition to
carpeting, indoor nonanal is produced from unsaturated fatty acid ozonation mediated by a
variety of indoor surfaces.121,147 For example, in their field investigation of secondary chemistry
in five test homes, Wang and Morrison (2010) found that nonanal was the most predominant
secondary aldehyde produced from any surface, with particularly high emission rates in kitchens,
where surface films have significant contributions from cooking oils.121 In the unoccupied study,
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we did not observe significant concentrations of unsaturated fatty acids in the gas or particle
phases. For this reason, we hypothesize that the increase in indoor nonanal with window opening
is coming dominantly from surface reactions with precursors in organic surface films.
Like nonanal, indoor 2-decanone is enhanced in both particle and gas phases with window
opening, potentially due to oxidative chemistry. 2-decanone has been measured in emissions
from used (but not new) linoleum floors as a product of degradation reactions.148 In their study of
gas-phase emissions from carpet, Morrison and Nazaroff (2002) report that aliphatic ketones,
including 2-decanone, are produced almost exclusively from ozonation of gas-phase primary
carpet emissions.149
Depletion of Indoor Species through Oxidation
Limonene and α-pinene are expected to react rapidly with O3 relative to other common indoor
VOCs.119 To evaluate potential oxidative depletion for these two compounds, we examined
indoor concentrations and found that when normalized to the indoor gas-phase tracer, they were
not depleted beyond statistical significance (Figure 3.7D).
The lack of observable depletion beyond dilution could occur for several reasons. First,
competing processes could contribute to increasing monoterpene concentrations with window
opening. For example, limonene and α-pinene could undergo some enhanced emission from
surfaces, which might overshadow oxidative depletion at these time scales. Outdoor limonene
and α-pinene concentrations could also contribute to increased indoor concentrations through
more efficient outdoor-to-indoor transport at higher AERs, though this effect is likely small
based on low observed outdoor abundances (Figure A3.14).
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More likely, observations of limonene and α-pinene ozonation are limited by low time resolution
and limits of detection. Based on trends in indoor ozone concentrations (Figure 3.10), these
monoterpenes are expected to deplete most rapidly with two windows opened. Additionally, we
anticipate a diurnal pattern in depletion rates, since outdoor ozone concentrations are highest in
the mid-afternoon (Figure 3.10). However, since the two-windows-opened unoccupied period
was only 32 hours long, and because the adsorbent tubes collected across four hours, patterns in
oxidative depletion are difficult to identify in these data. Furthermore, we attempted to track
monoterpene oxidation products with window opening, but with the exception of carvone (which
may be both a primary emission and a limonene oxidation product), we were unable to reliably
quantify potential oxidation products across the duration of the study period in either TAG or
VOC data. Given that each precursor produces a variety of oxidation products,150–154 we expect
many products to be below limits of detection for both chemical analysis methods as they were
operated here. Despite this limitation, newly-developed techniques for analyzing unresolved
complex mixtures (UCM) may provide greater insight into trends in compounds and compound
classes that would not otherwise be detectable.51,52 This improved analysis will be the subject of
future publications.

3.4. Conclusions and Impacts
Five distinct chemical and physical processes resulting from changes in indoor natural
ventilation were explored using TAG and VOC adsorbent tube measurements taken during the
unoccupied period of the ACRONIM field campaign. Simple two- and three-factor PMF
solutions, obtained from integrated chromatographic compound abundances across indoor and
outdoor collections, allowed for rapid grouping of compounds into covarying factors, facilitating
exploration of these processes across three natural ventilation conditions. Although low time
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resolutions for chemical measurements (≥4 hours) challenged our investigation of the rapidlychanging indoor environment, the in-situ collection and molecular-level analysis provided by the
TAG improves upon techniques used to investigate indoor OA molecular composition from
previous studies.
The findings presented in this work suggest that the overall indoor air quality impacts of natural
ventilation depend on multiple factors, including indoor pollutant abundances (e.g., high gasphase S/IVOC abundances due to offgassing of building materials and personal care products),
outdoor pollutant abundances (e.g., outdoor particle concentrations and composition, O3
concentrations), and air exchange rates. The contributions of each process will therefore vary
between buildings and their surrounding environments, necessitating future investigation across
a variety of test homes in a variety of locations. Additionally, human occupancy presents
additional challenges to assessing natural ventilation impacts on indoor air quality. For example,
while opening windows can mitigate indoor pollutant concentrations from activities like food
cooking or cleaning, infiltrating O3 can drive oxidation of these particles and gases to form
secondary products, and clothing and skin can drive formation of secondary particles and gases
through surface-mediated ozonation.3,155,156 The influence of human occupants is therefore
critical to understanding natural ventilation impacts on the indoor environment and will therefore
be explored in future work.
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Chapter 4: Investigation of I/SVOC GasParticle Partitioning through Ammonium
Sulfate Seeding Experiments during the
Second Air Composition and Reactivity from
Outdoor aNd Indoor Mixing (ACRONIM-2)
Field Campaign
Abstract
Based on phase partitioning observations from the first Air Composition and Reactivity from
Outdoor aNd Indoor Mixing (ACRONIM-1) field campaign, special experiments were
conducted in ACRONIM-2 during which ammonium sulfate (AS) seed particles were injected
into a test home doped with vapors from an open dish of lemon Pine-Sol. Windows were opened
in the afternoon to promote infiltration of ozone, which we hypothesized would drive oxidation
of monoterpenes from the Pine-Sol followed by condensation of the resulting I/SVOCs onto seed
particles. The TAG measured gases and particles across the experiment period using the
denuder/denuder bypass method deployed in ACRONIM-1. Although we did not observe
condensation of the targeted Pine-Sol-related I/SVOCs onto seeds, other I/SVOCs exhibited
increases in the particle phase consistent with partitioning to infiltrating AS seed particles. Based
on a chromatogram binning PMF solution of denuded (particle only) compounds across the
seeding experiment period, six compounds of interest were identified spanning a range of
volatilities. Of these compounds, those in the less volatile range (i.e., SVOCs) exhibited
increases in both particle and gas phases with windows opened during seeding experiments,
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while compounds in the more volatile range (i.e., IVOCs) did not. Interestingly, compounds that
did not increase in the gas or particle phases in ACRONIM-2 did increase with natural
ventilation during ACRONIM-1, consistent with higher overall gas-phase IVOC concentrations
in ACRONIM-1 compared to ACRONIM-2. Analysis of expected gas-particle and gas-surface
film equilibration timescales assuming purely sorptive partitioning reveal that while relevant
IVOCs are expected to equilibrate rapidly (on the order of seconds) with infiltrating particles and
surface films following a system perturbation, less volatile SVOCs can take hours to days to
reach equilibrium.

4.1. Introduction
In typical indoor and outdoor systems, intermediately and semivolatile organic compounds
(I/SVOCs) exist substantially in both particle and gas phases. I/SVOCs in the indoor
environment originate from a variety of sources, including household products,1–4 personal care
products,5,6 and occupant combustion-related activities like cooking and smoking.7,8 Estimates of
I/SVOC partitioning are complicated by chemistry occurring on surfaces and in the air.4,9–11 Even
human occupants themselves are sources of airborne I/SVOCs, as skin and clothing can undergo
heterogeneous reactions with oxidants to produce vapors.12–14
Because of the complexity of indoor I/SVOC dynamics, modeling I/SVOC phase partitioning in
an indoor environment is exceptionally challenging. In their review on SVOCs in indoor
environments, Weschler and Nazaroff (2008) discuss the multitude of factors to consider when
modeling indoor SVOC concentrations. In addition to SVOC gas-particle partitioning, gas-phase
SVOCs partition to surfaces (e.g., furniture, windows, and humans), which can build SVOC
reservoirs within surface films. Particle-phase SVOCs similarly contribute to surface films when
they settle onto surfaces.2,15 Improved models for gas-particle interactions have broadened our
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understanding of particle morphology and internal and external mass diffusion effects.16 Most
recently, ongoing work from the MOdeling Consortium for Chemistry of Indoor Environments
(MOCCIE) connects models of different chemical and physical processes over a variety of
spatial and temporal scales to achieve a comprehensive understanding of complex gas and
particle-phase dynamics in the indoor environment.17,18 Recent results from MOCCIE include
evaluation of ozone-skin reactions,19 gas phase chemistry,18,20 organic aerosol oxidation,21 and
SVOC-surface interactions.22
Although indoor chemistry models are continually improving, field observations are needed to
validate model findings and to evaluate different real-world processes impacting indoor air
quality. The Air Composition and Reactivity from Outdoor aNd Indoor Mixing field campaign
(ACRONIM) was conducted to specifically investigate the influence of natural ventilation (i.e.,
window opening to regulate indoor temperatures) on indoor air quality. From the first phase of
ACRONIM (ACRONIM-1), we observed four processes driving changes in indoor pollutant
concentrations with increased natural ventilation. While volatile organic compounds (VOCs) and
some I/SVOCs were influenced primarily by dilution, other I/SVOCs exhibited an enhancement
in the gas phase, which was attributed to enhanced emissions driven by local concentration
gradient changes at surface film boundaries. Infiltrating particle species included organics from
combustion (e.g., polycyclic aromatic hydrocarbons like pyrene), as well as sulfate aerosol
isoprene epoxydiol (IEPOX) secondary organic aerosol (SOA), which are both common in
outdoor air in the St. Louis region. Finally, while formation of aldehydes and ketones linked to
surface reactions with infiltrating ozone, reaction of ozone with gas-phase monoterpenes was not
observed.23
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During window-opened periods of ACRONIM-1, many I/SVOCs also increased in the particle
phase, attributed to increased condensation onto particles infiltrating from outdoors.23 This
phenomenon motivated special experiments conducted during the second phase of ACRONIM
(ACRONIM-2), wherein ammonium sulfate (AS) “seed” particles (i.e., particles which act as a
condensational sink for vapors) were injected into the test home and particle and gas-phase
chemical compositions were measured. Dry AS aerosol is commonly used to study condensation
of I/SVOCs in laboratory chamber studies, often to probe the chemistry of secondary organic
aerosol (SOA). For example, AS particles are commonly used as a condensational sink for
monoterpene ozonolysis products to study the influence of factors including relative humidity,24
temperature,25 and photolytic aging26 on organic particle composition. Recently, Eriksson et al.
(2020) evaluated condensation of di(2-ethylhexyl) phthalate (DEHP) onto two different types of
seed particles (organic and inorganic) in laboratory chamber studies.3
Although these studies have expanded knowledge of phase partitioning dynamics, they often
require large concentrations of target seed particles, target vapors, or both. Eriksson et al. (2020)
used AS particle concentrations ranging from 100-1000 µg m-3 to evaluate DEHP uptake by
particles, which they compare to uptake by indoor particles at concentrations ranging from 1-10
µg m-3.3 By perturbing indoor air in a real-world test home with a well-characterized seed
particle, we can bridge gaps between laboratory measurements and field observations.
In seeding experiments conducted during ACRONIM-2, we measured gas and particle-phase
I/SVOCs in an indoor environment with and without controlled inorganic seed particles (dry AS
aerosol). The TAG collected and speciated I/SVOCs using the same denuder difference method
deployed in ACRONIM-1, allowing approximation of particle-phase fractions over long
timescales. A dish of lemon Pine-Sol (The Clorox Company, Oakland, CA) was placed near an
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air return in the home to dope the indoor air with gas-phase monoterpenes. We hypothesized that
with window opening, infiltrating ozone would react with gas-phase monoterpenes, leading to
condensation of oxidized monoterpene-like I/SVOCs onto infiltrating AS seed particles.
Although we did not observe the expected seeding of oxidized monoterpenes during these
experiments, other I/SVOCs from different household products, including paints, plastics, and
personal care products, exhibited increased particle-phase abundances consistent with I/SVOC
partitioning to infiltrating particles. Six different compounds of interest were examined across
the experiment period and in the context of unoccupied data from ACRONIM-2. When
compared to trends observed during ACRONIM-1, the more-volatile compounds of interest (e.g.,
IVOCs) do not exhibit the same particle-phase increase with infiltrating particles. This
observation is consistent with higher overall gas-phase IVOC concentrations in the first test
home compared to the second. Gas-particle and gas-surface equilibration timescales using the
framework described by Weschler and Nazaroff (2008) were calculated for compounds of
interest and reveal that while IVOCs potentially equilibrate rapidly following a system
perturbation, less-volatile SVOCs can take hours to days to reach equilibrium.

4.2. Methods
4.2.1. ACRONIM-2 Field Site Description
The ACRONIM-2 field campaign took place in 2018 from July 25 through August 22 in
Maplewood, MO, a suburb of St. Louis. Regional background sources of aerosol include nearby
roads and highways (Interstates 44 and 64, and SR100, located 1.25 km, 2.15 km, and 0.5 km
away from the site, respectively), railroad traffic 1 km east of the site, industry, and biogenic
VOCs from nearby forests, which oxidize and partition to the particle phase.27,28 Several
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restaurants are located on SR 100 approximately 0.5 km north of the site, and researchers
regularly noted food cooking smells outdoors, particularly in the evenings.
A floor plan of the test home is provided in Appendix A4 (Figure A4.1). The test home is a
single-family residence with three floors and a basement. The main mixing volume of the house
is approximately 420 m3 (excluding the basement, which has no air vents or returns), although
the third floor was on a separate HVAC system. Typical air exchange rates (AERs) in the home
throughout the study ranged from 0.1-1 h-1.
In this work, ACRONIM-2 data is discussed in the context of seven distinct sampling periods,
illustrated in Figure 4.1:
1. Windows Closed (WC-1; 8/04/18 08:00-8/05/18 08:00): all windows were closed, and
the test home was unoccupied.
2. Windows Opened (WO-1; 8/05/18 08:00-8/06/18 08:00): two windows on the first floor
and one window on the second floor (highlighted with red boxes in Figure A4.1) were
opened. The test home remained unoccupied other than to close windows.
3. Windows Closed (WC-2; 8/06/18 08:00-8/09/18 08:00): all windows were closed, and
the test home was unoccupied.
4. Windows Opened (WO-2; 8/09/18 08:00-8/10/18 06:00): the same two windows on the
first floor and one window on the second floor (highlighted with red boxes in Figure
A4.1) were opened. The test home remained unoccupied other than to close windows.
5. AS Seeding experiments (8/10/18 06:00-8/10/18 18:00): AS experiments described in
subsequent sections were performed, with the test home unoccupied other than to set out
Pine-Sol and to open windows.
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6. Windows Closed (WC-3; 8/10/18 19:00-8/11/18 08:00): following AS seeding
experiments, all windows were closed, and the test home was unoccupied.
7. Special Experiments and Occupant Activities (8/11/18 08:00-8/22/18): a subset of
instruments continued sampling while researchers occupied the home. Researchers
performed typical household activities inside the test home during this time, including
cooking, cleaning, and candle burning.

Figure 4.1. (A) Timeline illustration of the full unoccupied portion of ACRONIM-2; (B) timeline
illustration of activities during AS seeding experiments.

4.2.2. Ammonium Sulfate Seeding Experiments
A diagram illustrating setup for the ammonium sulfate (AS) seeding experiment is provided in
Figure 4.2. The experiment took place on August 10, 2018 over the span of approximately 12
hours. First, at 6:00, a dish with approximately 100 ml of lemon Pine-Sol29 was placed by an air
return in the living room. AS aerosol was generated in an atomizer from a saturated solution of
AS in deionized water. From the atomizer, particles were passed through a silica dessicant dryer
and injected into the home starting at 10:00. At 12:00, windows were opened in an attempt to
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introduce higher concentrations of ozone into the home and promote oxidation of Pine-Sol gases
into S/IVOCs. Seed particle injection was stopped at 16:00, and windows were closed and PineSol removed at 18:00.

Figure 4.2. Simplified schematic of the ACRONIM-2 AS seeding experiments.

4.2.3. Instrumentation
A detailed diagram of the sampling configuration is provided in Appendix A4 (Figure A4.2)
Most instruments were housed within an air-conditioned trailer, which was parked in the
driveway on the west side of the home. Instruments not housed within the trailer include relative
humidity (RH) and temperature (T) probes (Vantage Pro2, Sensor model 6382, Davis
Instruments, Hayward, CA), RHT/CO2 monitors (SD800, Extech Instruments, Waltham, MA),
volatile organic compound (VOC) adsorbent tubes, O3 monitors (Indoor: Model 211, Outdoor:
Model 202, 2B Technologies, Boulder, CO), and an optical particle counter (OPC; Lasair II
Mobile Particle Counter, Model 510, Particle Measuring Systems, Boulder, CO).
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Instruments housed in the trailer alternated between sampling indoors and outdoors on one of
three switching schedules, controlled by two actuated ball valves (MS-141AC, Swagelok
Company). Indoor sample inlets were installed in the kitchen, and 25 ft × 0.5 inch OD copper
lines were run from the house to the trailer through an otherwise-sealed window. Outdoor sample
line inlets were affixed to a tower approximately 6 m above the ground.
This work describes results obtained using a subset of instruments that sampled during
ACRONIM-2 and focuses primarily on data collected by the TAG. Information on other
instruments is provided in Appendix A4 (Table A4.1). The TAG sampled at 15 L min-1 for 30
minutes every hour and alternated sampling through a denuder and a denuder bypass line, with
denuded/non-denuded switching controlled by an actuated ball valve (MS-141AC, Swagelok
Company, Solon, OH). Because the TAG impactor CTD (ICTD) cell collects a fraction of the
gas phase through diffusion onto surfaces, this switching strategy allows alternate measurement
of particles (denuded) and particles + some gases (through denuder bypass, or non-denuded).
The combination of denuded/non-denuded switching every hour and indoor/outdoor switching
every two hours resulted in four distinct sample types: indoor particles, indoor particles + gases,
outdoor particles, and outdoor particles + gases. During AS seeding experiments, the TAG only
sampled indoors.
Details of TAG operation and analysis are described in detail elsewhere.28,30 First, particles are
collected via inertial impaction onto the ICTD cell, which is thermally desorbed over
backflushed helium and recondensed onto a GC column held at 40 °C (Rxi-5Sil®, 30 m long ×
0.25 mm i.d. × 0.25 µm thick phase; Restek Corporation, Bellefonte, PA). Compounds are
speciated as the GC oven (Model 6890, Agilent Technologies, Santa Clara, CA) is ramped from
40-310°C at 10°C min-1. An electron ionization quadrupole mass spectrometer (Model 7593,
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Agilent Technologies) fragments and detects the analytes, typically scanning from 29-450 m/z.
The resulting mass spectra allow compound identification via mass spectral libraries, including
the Palisade library (600K edition, Palisade Mass Spectrometry, Ithaca, NY) and the NIST mass
spectral

library

(search

program

version

2.0g,

available

for

download

at

chemdata.nist.gov/mass-spc/ms-search). The TAG’s performance was evaluated using a
multicomponent standard injected directly onto the CTD cell.
Particle size and concentration data were obtained using a scanning mobility particle sizer
(SMPS; Model 3022A CPC with Model 3081 DMA, TSI, Inc., Shoreview, MN), with OPC
supplementing indoor particle concentrations for a few broad size ranges. The SMPS operated in
low flow mode (0.3 L min-1 sample flow and 3 L min-1 sheath flow) with five-minute
measurement resolution (240 seconds for voltage scan-up, then 60 seconds for scan-down).
These operation parameters allowed measurement of particles with aerodynamic diameters
between 13-749 nm.
An aerosol mass spectrometer (AMS, Aerodyne Research, Inc., Billerica, MA) measured bulk
chemical composition for particles with aerodynamic dp values between 50-1000 nm.31 AMS
high resolution total organic concentrations and sulfate concentrations were calculated using the
PIKA toolkit for high resolution analysis (version 1.63) available for download at
http://cires1.colorado.edu/jimenez-group/ToFAMSResources/ToFSoftware/index.html.32,33
To maximize measurement resolution, the AMS and SMPS measured on a 10 minute
indoor/outdoor switching schedule. Due to gradual drifting in scan start time, the SMPS
occasionally measured during an indoor/outdoor valve switch; these points have been discarded.
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4.2.4. Data Analysis
Chromatogram binning Positive Matrix Factorization (PMF), a statistical tool to identify covarying species in complex chemical data over time,34,35 was performed to track trends in
particle-phase components with the introduction of AS particles into the test home. Seven
denuded chromatograms collected between 8/10/2018 6:00 to 8/10/2018 15:00 were used in this
analysis. Mass spectral deconvolution PMF, described in detail by Zhang et al. (2014),34 was
used to identify co-varying compounds with similar trends, facilitating more thorough
investigation of individual compounds within a set of chromatograms.
First, chromatograms were binned by retention time using recently-developed binning software
(version 1.11D) written for Igor Pro (version 8, Wavemetrics, Inc., Tigard, OR). Per guidelines
described in Zhang et al. (2014), a bin width of 10 scans bin-1 was selected to optimize chemical
resolution and computation time.34 Because this solution is used chiefly to identify individual
compounds of interest, only the TAG chromatogram compound window data were evaluated
with PMF. A 14-factor solution was chosen to maximize the number of identifiable factors while
minimizing split factors. The choice of number of factors (p) is typically determined using the
sum of weighed square residuals Q, which ideally approaches an expected value Qexp based on
normally-weighed residuals; thus, Q/Qexp ~ 1 is generally desired. For the 14-factor solution,
Q/Qexp = 1.57. However, because PMF analysis is primarily used here to qualitatively inform
individual compound trends, Q/Qexp was not a major factor in the choice of p. The full 14-factor
solution, along with residuals and Q/Qexp plots, are provided in Appendix A4 (Figures A4.3 and
A4.4, respectively).
Based on PMF results, selected individual compounds were integrated using the Tern software
package (version 2.2.18, available for download at https://sites.google.com/site/terninigor) in
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Igor Pro.36,37 These compounds were further processed according to methods described in
subsequent sections.

4.3. Results and Discussion
4.3.1. Field Observations
Figure 4.3A displays SMPS-measured particle size distributions as dN/dlogdp for the AS
experimentation period. Times during which the TAG sampled are displayed above the size
distributions for reference. AS seeds are introduced into the test home starting at 10:00, observed
as particles with a mode around 200 nm (Figure 4.3B). Small particle modes (approximately
<100 nm) are measured indoors between 12:15-13:45, 15:15-16:30, and 17:15-18:15. These
particles appear indoors after windows are opened at 12:00, indicating infiltration of outdoor
particles within this size range (see Appendix A4, Figure A4.5 for outdoor particle size
distributions).
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Figure 4.3. (A) Evolution of indoor SMPS-measured size distributions with time ACRONIM-2
AS seeding experiments. The dashed line at 70 nm marks the TAG’s dp,50 value. TAG collection
time periods are marked with bars above the size distribution. (B) Selected SMPS size
distributions before and during AS seeding experiments, obtained prior to window opening.

AS seeds can be tracked throughout the experimental period using both AMS and TAG sulfate
signals, which are provided in Figure 4.4A and 4.4C, respectively. Particle number
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concentrations from the OPC for several broad size bins provide context for particle sizes
collected by each instrument (Figure 4.4B and 4.4D). In previous AS seeding studies using an
AMS, the ratio of total organic concentrations to sulfate concentrations ([Org]/[SO4]) has
provided insight into the extent of organic compound condensation onto AS seed particles.26
However, for these data, high noise in the AMS signal drives high variability, particularly in
organic concentrations calculated using high-resolution analysis, and any trends that may occur
below the noise are therefore not observed.

Figure 4.4. (A) High-resolution AMS organic and sulfate concentrations (left axis), with
[Org]/[SO4] overlaid for comparison; (B) OPC-measured particle number concentrations for size
bins relevant to the AMS; (C) TAG decomposition m/z 64, which tracks trends in AS seed
concentrations over time; (B) OPC-measured particle number concentrations for size bins
relevant to the AMS.

To track trends in individual particle-phase I/SVOCs, TAG denuded (particles only)
chromatograms are examined using mass spectral deconvolution PMF. Selected results from a
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14-factor PMF solution are provided in Figure 4.5 (full solution given in Appendix A4, Figure
A4.3). For each factor, the solution provides a total factor abundance (left column), an average
factor total ion chromatogram (TIC) (middle column), and an average factor mass spectrum
(right column). These specific factors are presented because they provide information on
individual compounds increasing in particle-phase abundances across the experiment period.
Factor 2 (panel A) contains contributions from various compounds split across other factors but
generally features ions characteristic of compounds with benzene rings, like aromatic compounds
and phthalates. Factors 4 and 5 (panels B and C, respectively) are dominated by different esters,
including isopropyl myristate, isopropyl palmitate, bis(2-ethylhexyl) maleate, and bis(2ethylhexyl) fumarate. Alkanes and alkane-like unresolved complex mixture (UCM) predominate
Factor 6 (panel D). Finally, several phthalates did not load significantly into any of the 14 factors
and are observed in the residual matrix (panel E). In general, factor splitting resulted in several
species loading into multiple factors.
Notably, this solution does not demonstrate partitioning of SOA related to oxidized
monoterpenes. We suspect that any oxidized monoterpenes forming from reactions with ozone
are close to or below limits of detection for the TAG. However, non-denuded TAG
chromatograms have not been evaluated in detail. These chromatograms will be the subject of
future study.
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Figure 4.5. Factor abundances, TICs, and average mass spectra for selected factors from a 14factor PMF mass spectral deconvolution: (A) Factor 2, (B) Factor 4, (C) Factor 5, (D) Factor 6,
and
(E)
residuals
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Table 4.1. Compounds measured with the ICTD-TAG during ACRONIM-2 chosen for detailed phase partitioning investigation.
Chemical structures, volatilities (as log(C* [µg m-3])), KOA values, broad volatility classification, and typical sources are also given.
Est. log(C*)c

Log (KOA)d

Volatility
Classificatione

Typical Sources

Diethyl Phthalate

4.30

7.023

IVOC

Plastics, cosmetics, insecticides,
aspirin38

Dibutyl Phthalate

3.21

8.631

IVOC

Plastics in fabrics, floor tiles,
lacquers, cosmetics38,39

Isopropyl Myristate

3.68

7.592

IVOC

Cosmetics and personal care
products,40 solvents for paints
and varnishes41

Isopropyl Palmitate

3.13

8.336

IVOC

Cosmetics and personal care
products42

Bis(2-ethylhexyl)
maleatea

1.06

11.464

SVOC

Adhesives, coatings43

Bis(2-ethylhexyl)
fumarateb

1.06

11.464

SVOC

Cosmetics,
products44

Structure

personal

care

From the NIST Mass Spectral Library, this compound’s mass spectrum also matched well with dioctyl maleate and diisooctyl maleate, which differ only in
branching of alkyl functional groups.
b
From the NIST Mass Spectral Library, this compound’s mass spectrum also matched well with dioctyl fumarate and diisooctyl fumarate, which differ only in
branching of alkyl functional groups
c
Calculated using estimated pL° values at 25°45,46 and an assumed activity coefficient of 1.
d
Obtained using KOAWIN version 1.10 obtained using the EPI Suite,47,48 accessed through the ChemSpider database (http://www.chemspider.com/).49
e
Defined according to criteria discussed in Donahue et al. (2011), 50 Donahue et al. (2012).51
a
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Based on PMF results, six I/SVOCs spanning a wide volatility range were selected for extended
analysis (Table 4.1). In general, these esters are common in plastics, paints, cosmetics, and
personal care products. Raw compound abundances from denuded and non-denuded
chromatograms are given in Figures 4.6 and 4.7, respectively. Figure 4.8 shows trends in these
compounds in the particle phase during AS seeding experiments. The extent of individual
compound condensation onto AS seed particles is evaluated by normalizing integrated peak areas
to the TAG decomposition m/z 64 (sulfate) signal for each chromatogram (black squares).
For diethyl phthalate and isopropyl myristate, average abundances exhibit little change during
AS seeding, and sulfate-normalized abundances do not increase substantially across the seeding
period. However, lower-volatility compounds (isopropyl palmitate, bis(2-ethylhexyl) maleate,
bis(2-ethylhexyl) fumarate) are enhanced in both denuded and non-denuded runs during seeding.
Notably, isopropyl palmitate, bis(2-ethylhexyl) maleate, and bis(2-ethylhexyl) fumarate increase
in

abundance

even

as

AS

seeds

are

141

depleted

following

window

opening.

Figure 4.6. Raw particle-phase (denuded) indoor and outdoor abundances of six selected compounds across the full ACRONIM-2
study period.
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Figure 4.7. Raw particle- and gas-phase (non-denuded) indoor and outdoor abundances of six selected compounds across the full
ACRONIM-2 study period.
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Figure 4.8. Time series for particle-phase compounds of interest (Table 4.1) across 8/10/18, when AS seeding experiments were
conducted. TAG decomposition m/z 64 time series are displayed twice in the bottom row, once in each column, to facilitate visual
comparison between individual compound trends and AS seed trends. Because the AS aerosol has no gas-phase component,
decomposition m/z 64 from both non-denuded and denuded chromatograms are displayed in the TAG decomposition m/z 64 signal.
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Since the TAG only sampled indoors during the AS seeding experiments, it is possible that one
or more of these compounds has an outdoor source which infiltrates indoors during window
opening. Additionally, partitioning to other infiltrating particles, especially organics, must also
be considered, particularly as windows are opened and outdoor particles infiltrate indoors
(Figure 4.3A). For these reasons, the observed increases in I/SVOCs across the experiment
period must be evaluated in the context of data collected during preceding unoccupied periods.
However, with the TAG’s hourly time resolution and the twice-hourly indoor/outdoor switching
schedule, comparing denuded/non-denuded measurements over short timescales is challenging.
We therefore evaluate compound trends by averaging peak areas across each sampling period.
We note that for several of the sampling periods during ACRONIM-2, only one to two TAG data
points are available within a given sample type (i.e., indoor/outdoor, denuded/non-denuded).
Figure 4.9 displays denuded (particle only) average abundances ± one standard deviation for
each period during ACRONIM-2. Figure 4.10 provides an approximation of TAG-measured
gas-phase abundances over the same period, obtained by subtracting denuded abundances from
non-denuded abundances (the corresponding non-denuded figure is provided in Appendix A4,
Figure A4.7). Average compound particle fraction (fp) values are estimated for each sampling
period by dividing the denuded average by the non-denuded average (Figure A4.7). As discussed
in Fortenberry et al. (2019), these fp values constitute theoretical upper limits, as the ICTD cell is
not expected to collect the full fraction of gases in the ambient sample. For isopropyl palmitate,
bis(2-ethylhexyl) maleate, and bis(2-ethylhexyl) fumarate, both non-denuded and denuded
average abundances increase during the AS seeding period. From previous field observations,
changes in gas-phase concentrations at the boundary layer of surface films can drive enhanced
emission of those compounds into indoor air, followed by subsequent partitioning onto
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infiltrating particles.3,23,52 Since enhancements occur in both particle and gas phases, we
hypothesize that both of these effects influenced I/SVOCs examined here.
Notably, for the less volatile target compounds, denuded and non-denuded averages across
different sampling periods increase proportionally such that average fp values do not substantially
change relative to values obtained during unoccupied sampling periods. By contrast, average
abundances for diethyl phthalate and isopropyl myristate, the two most volatile target
compounds, do not increase during the AS seeding period. From estimations of gas-phase
average abundances (i.e., average non-denuded abundances minus average denuded abundances;
Figure 4.10), neither of these compounds exhibit clear trends with window opening, perhaps
because indoor gas-phase concentrations are variable across longer sampling periods (Figure
4.7).
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Figure 4.9. Peak areas averaged across different ACRONIM-2 sampling periods for compounds
in particle-only (denuded) collections.
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Figure 4.10. Approximate gas phase abundances for compounds of interest averaged across
different ACRONIM-2 sampling periods. These values were obtained by subtracting denuded
average peak areas (Figure 4.9) from non-denuded average peak areas (Figure A4.7).
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Figure 4.11. Estimated fp values from ratios of denuded (Figure 4.9) and non-denuded (Figure
A4.7) compound abundances across the unoccupied and AS seeding periods of ACRONIM-2
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To examine the possibility of compounds entering the indoor environment from outdoors, we
evaluate trends in compound abundances from indoor and outdoor chromatograms across the full
study period. Dibutyl phthalate, isopropyl palmitate, bis(2-ethylhexyl) maleate, and bis(2ethylhexyl) palmitate are present as gases and particles both indoors and outdoors. From denuded
and non-denuded abundances, diethyl phthalate has a clear indoor source, and isopropyl
myristate is generally more abundant in the gas phase indoors except for a local emission event
around 0:00 on 8/8/2018. Based on these time series, we do not expect a major perturbation in
indoor compounds concentrations to originate from compounds infiltrating indoor air.
During the ACRONIM-1 campaign, several I/SVOCs exhibited increases in fp as windows were
opened, which is attributed to condensation onto outdoor particles infiltrating indoors.23 Since
the two test homes are approximately 7.6 km away from each other and therefore likely share
similar outdoor aerosol sources, it is informative to evaluate the potential for condensation of
target compounds onto AS seeds in the context of ACRONIM-1 observations. Figure 4.11
compares estimated fp values averaged across different window opening conditions for four of
the examined compounds during unoccupied periods of ACRONIM-1 and ACRONIM-2,
arranged from top to bottom in descending order of volatility. Neither bis(2-ethylhexyl) maleate
nor bis(2-ethylhexyl) fumarate were observed during ACRONIM-1 and are therefore not
included. SMPS total volume concentrations in nm3 cm-3 and air exchange rates (AER, h-1) have
been similarly averaged across different window-opening periods for the two studies to provide
context for individual compound trends.
In both studies, indoor particle volume concentrations average to approximately 2 × 109
nm3 cm-3 with windows closed. Average particle concentrations during unoccupied periods with
windows opened are also similar between studies.
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During ACRONIM-1, all four compounds exhibit a clear increase in estimated fp with window
opening. In the context of ACRONIM-1 data, insufficient TAG data and highly variable particle
concentrations during ACRONIM-2 challenge interpretation of gas-to-particle partitioning trends
during the unoccupied (pre-AS seeding) period of both studies. However, fp remains relatively
stable for diethyl phthalate and isopropyl myristate across the entire study period, in contrast to
trends observed for these compounds in ACRONIM-1.

Figure 4.12. Comparisons of estimated fp for compounds observed in ACRONIM-1 (left column)
and ACRONIM-2 (right column). SMPS total volume concentrations and AER are subjected to
similar averaging across window-opening periods and are displayed in rows 5 and 6.
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This discrepancy between the two studies could be attributed to differences in gas-phase
concentrations between the two test homes. From a basic comparison of denuded and nondenuded runs from both studies (Figure 4.13), ACRONIM-1 non-denuded abundances are
generally higher between minutes 25-30 of the chromatogram, which presents strong (but not
conclusive) evidence for higher gas-phase IVOC concentrations during the first study. For a
given I/SVOC i, the partitioning coefficient Kp,i is defined in terms of particle- and gas-phase
concentrations (Cp,i and Cg,i, respectively) as:

where TSP is the total suspended particulate concentration in µg m-3. If gas phase concentrations
increase, particle phase concentrations should increase as well once equilibrium is reached.
However, this interpretation relies on the assumption that gas-to-particle equilibrium is rapidly
reached relative to measurement resolution (effectively four hours for the TAG for unoccupied
periods, and two hours during AS seeding experiments).
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Figure 4.13. Representative denuded and non-denuded indoor chromatograms from ACRONIM1 and ACRONIM-2.

4.3.2. Contextualization of Field Observations using Phase Partitioning
Calculations
Weschler and Nazaroff (2008) evaluated SVOC gas-surface and gas-particle phase partitioning
based the octanol-air equilibrium partitioning coefficient (Koa), which describes the affinity for a
gas-phase molecule for octanol (a common surrogate for organic matter).2 Although phase
partitioning is complex and affected by multiple chemical and physical processes on different
temporal and spatial scales,18 evaluating characteristic equilibration timescales within this
framework allows comparison of different partitioning trends between compounds with varying
volatilities.
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For gas-surface film equilibrium, the characteristic time scale is derived from the mass of sorbed
SVOC to the SVOC mass flow rate. This expression simplifies to:

Here, υd is the indoor air friction velocity, which is assumed to be approximately 3 m h-1.2
Gas-particle equilibrium timescales are given by:

where dp is particle size and Da is the molecular diffusivity. The bracketed expression is the
Fuchs-Sutugin relation, which accounts for non-continuum effects, with an assumed mass
accommodation coefficient of 1. Kn, the Knudsen number, relates molecular mean free path λm
to particle diameter (Kn = 2λm/dp).53,54
Equilibrium timescales for the target compounds are plotted in Figure 4.14 for different film
thicknesses (4.14A) and different values of dp (4.14B). Without measurements of surface film
thicknesses, which were not obtained in either ACRONIM-1 or ACRONIM-2, evaluating gassurface partitioning is challenging. However, based on the lengths of occupancy of the two test
homes (the ACRONIM-1 test home had been consistently occupied for years, while occupants
had not yet consistently occupied the ACRONIM-2 home), we hypothesize that the ACRONIM1 test home may have had thicker surface films. If this prediction is true, we expect that gassurface film equilibration occurred far more rapidly within the ACRONIM-2 test home than the
ACRONIM-1 test home.
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For diethyl phthalate, dibutyl phthalate, isopropyl myristate, and isopropyl palmitate,
equilibration to particles within TAG-measurable size ranges is faster than one minute (4.14B).
Bis(2-ethylhexyl) maleate and bis(2-ethylhexyl) fumarate exhibit longer equilibration times, on
the order of minutes to days for particles in size ranges analyzed by the TAG.

Figure 4.14. Equilibration timescales of compounds measured during ACRONIM-2 with (A)
surface films with different thicknesses, and (B) particles with different diameters.

Since OA composes a substantial fraction of outdoor aerosol in the St. Louis area,27,35 the
assumption of purely organic particles may be reasonable for evaluating I/SVOC phase
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partitioning onto outdoor-infiltrating particles (e.g., during window-opened periods of
ACRONIM-1). However, for the AS seeding experiments performed in ACRONIM-2, gasparticle phase partitioning must be considered differently, particularly in the early stages of the
experiment when AS seeds lack a significant organic reservoir.
Liang et al. (1997) modeled uptake of gas-phase SVOCs to AS seeds as an adsorptive process
that depends on the specific surface area of the adsorbing particle (aTSP).55 They defined a
specific-surface-area-normalized Kp value (Kp,s) as:

If adsorption is the dominant mechanism, this relationship is linear, and slope mr,s and intercept
br,s can be obtained empirically:55

where pL° is the subcooled liquid vapor pressure (torr). To evaluate whether pure adsorption to
AS seeds dominates the observed phase partitioning in the early phases of the experiment (i.e.,
during AS seeding but with the windows closed), estimated log(Kp,s) values are plotted as a
function of pL° for the six target I/SVOCs. Kp is estimated using gas- and particle-phase
abundances at the windows-closed seeding condition (Cp,i/Cg,i ~ Ap,i/Ag,i), and TSP is
approximated from SMPS volume concentrations and an assumed density of 1.77 g cm-3. The
only denuded and non-denuded TAG chromatograms during this period were collected from
10:30-11:00 and 11:30-12:00, respectively, so TSP is estimated as the average mass
concentration obtained between 10:30-11:40. From SMPS-measured particle surface area and
volume concentrations across this period, the average aTSP is estimated to be 8.66 m2 g-1.
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Figure 4.15 displays log(Kp,s) vs log(pL°) for the six target compounds. Log(Kp,s) as a function of
log(pL°) is not a linear relationship, indicating that adsorption may not be occurring substantially
at the evaluated time scales. This simplified analysis is limited by the data obtained during AS
seeding experiments and requires several assumptions that may not be valid for these data.
Beyond previously-discussed limitations in quantifying Cp,i and Cg,i with the ICTD-TAG, the
TAG’s sampling resolution is inadequate relative to the two-hour-long windows-closed AS
seeding period. Evaluating log(Kp,s) vs log(pL°) over longer timescales would likely be more
informative, but the influx of small (and potentially organic) particles with window opening
complicates AS particle surface area and mass approximations. Additionally, the SMPS only
scanned to 750 nm, so particles in larger size ranges are not considered. Relative humidity
effects also need to be evaluated, as uptake of water diminishes uptake of I/SVOCs onto AS
particles.55 Finally, only six compounds are evaluated in this work, which all exhibit similar Kp
values based on Cp,i and Cg,i approximations. In future analysis, a broader range of compounds
and compound classes analyzable by the TAG should be incorporated into this framework.
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Figure 4.15. log(Kp,s) vs log(pL°) for six I/SVOCs obtained based on data from the windows
closed period of the AS seeding experiments.

4.4. Conclusions
Results from seeding experiments conducted during ACRONIM-2 were evaluated in the context
of unoccupied measurements and modeling studies to better understand I/SVOC gas-to-particle
partitioning onto infiltrating particles. The compounds of interest evaluated here demonstrated
some evidence of I/SVOC uptake to injected particles over the 8-hour experiment period, with
less volatile SVOCs exhibiting the most enhancement in particle-phase abundances. From
evaluation of gas-particle equilibrium time scales for compounds of interest, all but the least
volatile SVOCs are expected to reach equilibrium quickly (<1 minute for TAG-measurable
particles) with the organic fraction of the particle phase with respect to measurement resolution.
Based on evaluation of I/SVOC partitioning in the first few hours of the experiment,
observations cannot be explained by adsorptive uptake by AS particles alone, though conclusions
are limited due to low measurement resolution and insufficient experiment times.
The scope of these findings is limited by multiple challenges related to instrument resolution and
sampling period duration. However, despite the limitations of the data and the multiple
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assumptions made in phase partitioning approximations, this framework could be used to
evaluate field observations in the future, especially with implementation of improved gas-phase
I/SVOC measurements (see Chapter 5).
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Chapter 5: Development of a Customizable,
Denuder-Based Gas Collector for a Thermal
Desorption Aerosol Gas Chromatograph
Abstract
The Thermal desorption Aerosol Gas chromatograph (TAG) collects and speciates
intermediately and semivolatile organic compounds (I/SVOCs, respectively) in organic aerosol
particles with hourly time resolution. Despite collecting some gas-phase I/SVOCs, the TAG’s
current impactor-based collection and thermal desorption (ICTD) cell does not quantify gases,
limiting its ability to characterize I/SVOCs, which partition between the gas and particle phases
depending on atmospheric conditions. However, the ICTD-TAG offers advantages over TAG
systems featuring metal filter-based collection cells that completely collect and analyze gasphase I/SVOCs. Chiefly, the ICTD-TAG features a unique “decomposition window” in the
output chromatogram, wherein volatile fragments from thermally decomposing aerosol reach the
mass spectral detector during sample desorption. This decomposition data has provided critical
insight on aerosol chemical and physical dynamics during laboratory and field studies.
To expand the analytical capability of the ICTD-TAG, we incorporated a denuder-based gas
collector for use in parallel with the ICTD cell. This gas trap (GT) is easy to construct and
consists of bundled segments of capillary gas chromatography column which can feature
different combinations of stationary phases as desired, making the design easily customizable.
Three different GT models were constructed and tested, with the third and final model providing
the best collection and quantification capability for gases in the desired volatility range. This
model was calibrated for mass using injections of chemical standards, then tested during
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laboratory studies to investigate partitioning of I/SVOCs from indoor paint emissions. This
chapter concludes with discussion on remaining questions and avenues for improvement of the
GT-ICTD-TAG system.

5.1. Introduction
Semivolatile organic compounds (SVOCs) and intermediately volatile organic compounds
(IVOCs) contribute significantly to both gas and particle-phase air pollutants in outdoor and
indoor air. Based on pressure-volume-temperature equations of state and equilibrium phase
partitioning theory, the saturation concentration for a given compound i (Ci*) is often used to
define a compound’s volatility:1–3

where MWi is the molecular weight of compound i (g mol-1), ζi is the activity coefficient of
compound i, which is inversely proportional to the compound’s affinity for the particle phase, pL°
is the subcooled liquid vapor pressure (torr) at system temperature T (K), and R is the universal
gas constant (8.2×10-5 m3 atm mol-1 K-1). If a constant ζi is assumed (typically assumed to be 1),
Ci* can be estimated for a variety of organic compounds at a particular temperature and pressure
(typically 25°C and 1 atm), enabling compound-to-compound volatility comparisons. The twodimensional volatility basis set framework couples saturation concentrations with carbon
oxidation state estimations (

~ 2×O:C – H:C, where O:C is the oxygen-carbon ratio and H:C

is the hydrogen-carbon ratio) to describe evolution of organic volatility with increasing
oxidation.1,2,4
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Modeling studies and field measurements have shown that in the outdoor atmosphere, S/IVOC
oxidation and condensation accounts for a large fraction of secondary organic aerosol (SOA)
formation.5 Indoors, gas-phase S/IVOCs may be emitted in high concentrations from household
objects and chemical products, as well as from organic films that develop on surfaces with
occupant activities like cooking, cleaning, and smoking.6–9 Once in the air, indoor gas-phase
I/SIVOCs can partition to particles that either infiltrate indoors from the outdoor environment10–
13

or originate indoors (e.g., from human activities). Because I/SVOC gas-particle phase

partitioning can be significantly altered by minor environmental perturbations, such as changes
in temperature, relative humidity and particle concentrations,5,12,14,15 improving I/SVOC
measurements is critical for understanding human health and exposure impacts.
The impactor Thermal desorption Aerosol Gas chromatograph (TAG) system improved upon
commonly-used organic particle composition analysis techniques (e.g., filter collection followed
by offline sample extraction and chromatography) by enabling in situ ambient particle collection
and analysis with hourly time resolution.16–20 This system features a custom collection and
thermal desorption (CTD) cell and a multi-jet impactor operated at choked flow to collect
particles with aerodynamic diameters larger than 70 nm (i.e., dp,50 ~ 70 nm).16 Although the CTD
cell was not originally designed to collect gases, previous work has demonstrated that some gasphase I/SVOCs will diffuse to the walls of the cell during ambient sample collection, allowing
qualitative evaluation of gas-phase S/IVOC abundances.17 For example, during both phases of
the Air Composition and Reactivity from Outdoor aNd Indoor Mixing (ACRONIM) field
campaign, the TAG alternated collecting through a denuder (particles only) and a denuder bypass
line (particles and gases), and particle-phase fractions (fp) for compounds of interest were
approximated for each natural ventilation (windows opened or closed) condition using the ratio
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of averaged denuded (Ai,Denuded) and non-denuded (Ai,Non-Denuded) compound integrated
abundances. In theory, for a compound denoted i, these abundances are related to particle and
gas-phase concentrations (Ci,p and Ci,g, respectively) as:

However, because the impactor CTD (ICTD) cell is not expected to collect all gases in a given
sample, these approximations constitute upper fp limits and cannot be used to quantify exact gasphase concentrations.
To address the need for improved gas-phase S/IVOC quantification, Zhao et al. (2013)
developed the semivolatile TAG (SV-TAG) system, replacing the ICTD cell with a metal fiber
filter collection cell, which features high surface area to efficiently capture diffusing SVOC
gases.21 The SV-TAG was further modified by Isaacman et al. (2014) to include a second metal
filter cell in parallel, allowing simultaneous denuded (particles only) and non-denuded (i.e.,
denuder bypassed, particles and gases) collection and subsequent determination of SVOC
particle and gas fractions for a collected sample.22 Although sample transfer and analysis is
similar in principle to the ICTD-TAG, SV-TAG operation features two key differences. First,
during sample desorption, collected material is flushed with helium saturated with a derivatizing
agent, which alters analyte chemical structure to increase volatility and improve GC separation
and throughput. This online derivatization method greatly improves quantification and analysis
of oxygenated and multifunctional compounds such as polyols, sugars, and alkanoic acids.22
Additionally, following desorption, volatilized material is preconcentrated onto a focusing trap,
during which time volatile fragments from thermally labile decomposing aerosol are purged.
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Therefore, unlike the ICTD-TAG, the SV-TAG does not analyze volatile thermal decomposition
products during typical operation.
The ICTD-TAG’s thermal decomposition window (distinguished from the compound window,
wherein separated organic molecules elute; Figure 5.1) has provided critical information on
aerosol species of interest during multiple laboratory and field studies. The decomposition
window was first described by Williams et al. (2016), who determined that that for certain
outdoor ambient particle species, including nitrates (NO+/NO2+), sulfates (SO+/SO2+), and
various classes of organic aerosol (e.g., oxygenated organic aerosol, CO2+; hydrocarbon-like
organic aerosol, C3H7+; isoprene-derived organic aerosol, C4H5+ and C5H6O+), TAG
decomposition signals correlate well with species concentrations measured by an aerosol mass
spectrometer (AMS).20 Fortenberry et al. (2018) further explored different TAG decomposition
fragments during laboratory biomass burning organic aerosol oxidation experiments.
Specifically, an observed increase in decomposition m/z 60 (C2H4O2+) was attributed to the
formation of organic acids with hydroxyl radical oxidation in an oxidation flow reactor (see
Chapter 2 of this dissertation).23 Most recently, the TAG decomposition window has been used
in indoor air quality studies to trace outdoor-to-indoor infiltration of outdoor-originating aerosol
species, including sulfates (m/z 64, SO2+) and isoprene epoxydiols (m/z 82, C5H6O+).23,24 Given
the utility of the ICTD-TAG’s decomposition window for analyzing different classes of low
volatility, thermally labile aerosol, the changes developed for the SV-TAG have not been
incorporated into the TAG system operation developed here.
We have developed a TAG system to collect particles and gases in parallel to introduce
gas-phase quantification capability while retaining the decomposition window provided by
ICTD-TAG. The gas collector (gas trap, GT) consists of short segments of GC column bundled
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together and sealed within an enclosure to create a diffusion denuder. Krieger and Hites (1992)
originally used bundled capillary GC column segments in a denuder to collect and analyze
airborne gas-phase SVOCs,25 and we have customized their general design for incorporation into
the ICTD-TAG. The GT collects material in parallel with the ICTD cell, allowing separation and
analysis of both gases and particles using the same GC system at <2 hour time resolution. In
principle, the GT is customizable, since different GC stationary phases can be included in the
internal bundle of column segments to suit investigation of analytes with different polarities and
functional groups.

Figure 5.1. Example ICTD-TAG chromatogram (particles only), with decomposition and
compound windows labeled. Temperature programs for the ICTD cell and the GC oven are
provided in the top panel.

This chapter describes the characterization and testing of the GT-ICTD-TAG. Three different GT
models were constructed, with each addressing shortcomings of the previous model. Ultimately,
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the third model (GT-3) provided repeatable ambient collections and standard injections even at
low masses (<1 ng for most compounds quantified). An early version of the GT (GT-1) was
deployed in field testing of ambient indoor air. Although GT-1 collected and speciated some
fraction of indoor IVOCs, providing a proof-of-concept for the strategy, problems with sample
breakthrough and poorly-developed standard calibration methods inhibited quantification of
compounds of interest. In later versions of the GT-ICTD-TAG, a short length of GC column was
incorporated downstream of the GT to isolate the GT from the ICTD during collection and to act
as a focusing trap during sample transfer, reducing necessary GT flush times. A simple liquid
standard introduction method for the GT was optimized and used to determine limits of detection
for compounds with various classes and volatilities. Finally, the GT was tested in line with the
ICTD by collecting room air saturated with I/SVOCs from paint emissions during laboratory
studies to evaluate phase partitioning of I/SVOCs to candle particles.

5.2. Methods
5.2.1. The ICTD-TAG
The ICTD-TAG is described in detail elsewhere16,19,20 but is introduced here to establish context
for this development work. During sample collection, particles are drawn through an inertial
impactor and deposited onto the surface of the ICTD cell. The impactor has either 9 or 15 jets
depending on the desired sampling flow rate (9 or 15 L min-1, respectively) and is operated at
choked flow conditions. Following sample collection, the ICTD cell is flushed with helium and
ramped to a maximum temperature of 280-310°C at a typical rate of 50°C min-1. Volatilized
sample travels through a heated transfer line (280-310°C depending on the maximum ICTD
desorption temperature) and a heated six-port valve (310°C, Valco Instruments Company Inc.,
Houston, TX) onto a capillary GC column (Rxi-5Sil, 30 m × 0.25 mm i.d., 0.25 µm phase
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thickness, Restek Corporation, Bellefonte, PA) held at 40°C. Molecules are separated through
the GC column as the GC oven (Model 6890, Agilent Technologies, Santa Clara, CA) is ramped
to 310°C at 10-15°C min-1. Separated compounds and decomposition fragments are detected and
analyzed with an electron ionization quadrupole mass spectrometer (Model 5973, Agilent
Technologies), which scans 29-450 m/z. Typically, the single-cell ICTD-TAG operates with onehour time resolution; as one sample is analyzed, the ICTD cell is cooled and begins collection of
a subsequent sample. The ICTD is calibrated for mass using liquid standard injections, as
described in Kreisberg et al. (2009).26

5.2.2. Gas Trap Design
Three different GT models were designed, constructed, and evaluated for collection capability.
Table 5.1 provides highlighted design parameters for each GT model, including dimensions, GC
column segment properties, and trap internal volume and surface area. Images of each GT model
are given in Figure 5.2A, C, and D, and a rendering of GT-1 with critical dimensions is given in
Figure 5.2B. Additional design calculations and considerations are given in Appendix A5.
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Table 5.1. Selected design parameters for the three different GT models.
GT
Model

GC Column
Dimensions

GC Column
Materials and
Phase

Number of
Column
Segments

Enclosure
Dimensions

Total
Internal
Volume
(cm3)

Total Internal
Surface Area
(cm2)

GT-1

0.25 mm i.d. ×
10 cm

Hydroguard® FSa
(fused silica, no
phase)

75

0.25-inch o.d.
× 10 cm

0.37

58.9

GT-2

0.53 mm i.d. ×
19 cm

MXT®-5a (metal,
1.5 µm df nonpolar phaseb)

40

0.375-inch o.d.
× 20 cm

1.68

127

GT-3

0.25 mm i.d. ×
15 cm

Rxi®-5Sil MSa
(fused silica, 0.25
µm df non-polar
phasec)

200

0.375-inch o.d.
× 20 cm

1.50

239

a

Restek Corporation, Bellefonte, PA, USA
Crossbond® 5% diphenyl/95% dimethyl polysiloxane
c
Similar to 5% diphenyl/95% dimethyl polysiloxane
b

Figure 5.2. Pictures and diagrams of GT-1, -2, and -3: (A) photograph of GT-1; (B) rendering of
GT-1 with critical dimensions labeled (inches); (C) size comparison of GT-1 (top) and GT-2
(bottom); (D) GT-3 installed in the TAG tower with its heating block and two 60 mm fans.
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Design 1
The first GT model (GT-1; Figure 5.2A,B) consists of 75 segments of bundled 0.25 mm i.d.
Hydroguard® FS column (Restek Corporation), each approximately 10 cm long. Column
segments were bundled within a stainless steel straight union (SS-400-6, Swagelok Company,
Solon, OH) and sealed therein with metallic adhesive (DurabondTM 950 powder, Cotronics Corp,
Brooklyn, NY). The ends of the bundled column segments are enclosed within two 0.25 in o.d. ×
approx. 3 in long stainless steel tubing segments fastened to either end of the union. The total
enclosure length (union and stainless steel tubing together) is 6.5 inches. Because rapid heating
and cooling of the GT is necessary for serial collections at desired time resolutions
(collection/analysis once every 1-2 hours), the GT was enclosed within a custom un-insulated
aluminum heater block, which houses two cartridge heaters and a thermocouple.
The GT collected gases through a 25 mm PTFE filter (Sartorius AG, Göttingen, Germany) and
an actuated ball valve (MS-141AC, Swagelok, Solon, OH). The collection flow rate, typically
1 l min-1, was controlled by an orifice that operates critically when a solenoid valve downstream
of the GT opened the line to vacuum. During initial development, GT-1 was cooled by two
60 mm CPU fans to room temperature (approximately 25-30 °C) to perform gas collections.
However, with this GT model, we were unable to achieve consistent collection of material at
atmospherically relevant concentrations. Thus, to promote condensation of gases within the GT
during collection, two Peltier thermoelectric cooling modules (part no. 12711-5P31-12CW,
Custom Thermoelectric, Bishopville, MD) were installed between the aluminum heater block
and the heat fin, with thermal compound (part no. 52034, AOS Thermal Compounds, LLC,
Eatontown, NJ) applied on either side of the modules. These Peltier units were powered by an
external power supply, which was modulated using proportional-integral-derivative calculations
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translated to pulse-width modulation in LabView (version 11, National Instruments, Austin, TX)
to achieve cooling at a fixed temperature set point. With the incorporation of active cooling,
typical GT collection temperatures were reduced to approximately 10°C, cool enough to promote
condensation of some S/IVOCs but not cold enough to freeze substantial amounts of water
vapor, which would damage the main GC column phase.
Design 2
The second GT (GT-2; Figure 5.2C, bottom) was designed to address several drawbacks with
the initial GT design. First, although the introduction of active cooling improved S/IVOC
collection capability, the Peltier modules have a nominal maximum temperature of 200°C,
precluding repeated thermal desorption at higher temperatures. We therefore built GT-2 with
bundled MXT®-5 metal column segments (Restek Corporation), which feature a thick (1.5 µm)
non-polar stationary phase. In principle, the thick phase improves gas molecule interactions with
the column walls, decreasing the need for active cooling and therefore allowing desorption at
higher temperatures if necessary. The Peltier cooling units were removed, and GT-2 collected at
room temperature (25-30°C). Additionally, we hypothesized that heat transfer from the trap
exterior to the interior would be improved with the use of metal columns, since metal conducts
heat better than fused silica.
Because the metal column used in this design has a larger o.d. than the fused silica column used
previously (0.74 mm vs 0.37 mm), GT-2 was constructed using 0.375 in o.d. tubing and a
corresponding union tube fitting (SS-600-6, Swagelok Company). However, the ductility of the
metal column made it nearly impossible to achieve perfectly straight column sections, so even
with the increase in enclosure dimensions, fewer column segments (40) were used to
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accommodate bends in individual segments. GT-2 was otherwise assembled in the same way as
GT-1.
In general, GT-2 collected gases using methods described for GT-1, with the exception of two
major changes. First, a variety of sample flow rates were tested to determine the best sampling
volume for targeted collection times. Ultimately, a sample flow rate of 0.4 L min-1 was chosen to
collect sufficiently large sample volumes. Second, we discovered that collecting gases through a
heated inlet (at least 10°C higher than the GT desorption temperature) greatly improved GT-2’s
collection capability and reproducibility.
Design 3
To promote increased gas diffusion to the internal walls of the trap, the third GT model (GT-3;
Figure 5.2D) features greatly enhanced internal surface area compared to GT-1 and GT-2, with a
total of 200 column segments bundled into a 0.375 in o.d. enclosure. Additionally, the column
segments used to construct GT-3 have a non-polar 5% diphenyl/95% dimethyl stationary phase,
though not as thick as that within columns used in GT-2 (0.25 µm vs 1.5 µm thick). The metal
column segments used in GT-2 theoretically promote improved heat transfer from the exterior to
the interior of the trap, but the potential for expansion and contraction of the metal columns
created concerns about the metal adhesive cracking with repeated desorption cycles, leading to
the choice of fused silica columns for GT-3. To promote improved heat transfer across the radial
dimension of the trap, we applied liberal amounts of the metal adhesive between the bundled
columns, up to approximately 3 centimeters from the ends of the bundle. Since the external
enclosure dimensions of GT-3 are the same as those for GT-2, the same aluminum heater block
and similar temperature ramp programs are used. Typical collections are done at room
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temperature (20-25°C), without active cooling, through a heated transfer line. All collections
reported here for GT-3 were obtained with a collection flow rate of 0.4 L min-1.

5.2.3. Sample Thermal Desorption and Analysis
Two GT-to-GC sample transfer methods were investigated during GT method development.
During initial laboratory work and field deployment, the GT (GT-1) was directly backflushed
onto the GC column, but in later studies (GT-2 and GT-3), we developed a two-step desorption
method whereby collected material is first preconcentrated prior to introduction to the GC
column. Both approaches are described in the following sections. Diagrams of the finalized GTICTD-TAG tower in the four different collection/sample transfer modes are provided in Figure
5.3. As discussed previously, to detect particle thermal decomposition material from the particle
collection channel (ICTD), the ICTD does not utilize this preconcentration step throughout any
of our development work.
GT Without Preconcentration
During sample transfer, the GT is backflushed with helium at approximately 2 cm3 min-1
(controlled by the GC) and is heated to typical maximum temperatures of 175-225°C. Desorbed
sample travels through a transfer line (≥250°C) and the heated six-port valve to the GC column
(40°C), where a portion of the material recondenses. The recondensed material is analyzed using
similar GC-MS methods as described for the ICTD cell. This method was only used with GT-1
as described in subsequent sections.
Introduction and Development of a Focusing Trap for GT Sample Preconcentration
GT-1 was incorporated directly in parallel with the particle CTD cell, with both collectors
sharing a transfer line connected by a tee (Figure 5.3). However, because the particle impactor
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jets operate critically under appropriate vacuum, particles are collected onto the CTD cell at
reduced pressure, approximately 0.5 atm. Thus, when both the GT (which collects at
approximately 1 atm) and the particle CTD cell are open to the atmosphere for collection, a
subset of sample flows from the GT sample stream to the CTD cell through the unrestricted
transfer line. To address this problem, and to incorporate the added benefit of preconcentrating
gas-phase material prior to GC analysis, we introduced a focusing trap (FT) between the GT and
the main transfer line. Figure 5.3 provides a diagram of the TAG system with the GT and FT
incorporated. The FT consists of a 1 m segment of 0.28 mm i.d. MXT®-1 GC column (Restek
Corporation), which features a 3 µm thick non-polar polydimethylsiloxane phase. The column
segment is wound around a miniature GC hub (Aerosol Dynamics, Inc., Berkeley, CA) and
attached on either end to the 0.063 in o.d. transfer lines with low dead volume unions (Valco
Instruments Company Inc.). From a basic pressure drop calculation, we anticipate that about 25
cm3 min-1 flows from high-pressure regions (i.e., the GT sample line, approximately 1 atm) to
low-pressure regions (i.e., the ICTD cell, approximately 0.5 atm) during sample collection.
Although the pressure restriction from this column does not perfectly separate the GT sample
line from the ICTD sample line, it constitutes a substantial improvement over the previous
design. Additionally, in preliminary testing, we found that longer lengths of column with smaller
internal diameters substantially reduced GT backflush flow rates.
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Figure 5.3. Schematics of the final modified TAG system during different modes of operation:
(A) parallel particle and gas collection, (B) gas sample pre-concentration, (C) gas sample transfer
from the focusing trap to the GC, and (D) particle sample transfer to GC. Individual temperature
regions and set points are labeled for each mode. Lines with active flow are indicated with solid
lines, and flow direction is designated with arrows.

With the FT incorporated, collected gas phase material is transferred to the GC in two stages
(Figure 5.4). First, the GT is backflushed with helium at 20 cm3 min-1 and desorbed at a high
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temperature (≥250°C) onto the FT, which is held at room temperature (20-25°C) using a highpowered blower fan. The maximum backflush flow rate is limited by the pressure drop across the
FT. This step also purges unwanted volatile material, like air, from the system prior to
transferring the sample onto the GC column. Next, the FT is desorbed over 2 cm3 min-1 of
helium (maximum available flow provided by the GC) while ramped to a maximum temperature
at least 5°C higher than the GT maximum desorption temperature. Once the sample has been
desorbed onto the GC column, the GC is ramped, and the molecules are separated and analyzed
according to previously-described GC-MS methods.

Figure 5.4. Simplified diagrams illustrating the two-step standard injection method. Temperature
regions are highlighted with different colors, with temperature ramps/ranges provided for each
stage. Flow rates are provided in units of cm3 min-1 (ccm). Fittings are not drawn to scale. (A) the
liquid standard is first injected through a septum onto the bottom of a 0.125 in tee. As lines and
fittings upstream of the GT are heated (red and blue regions), the injected liquid is flushed with
nitrogen (N2) through the gas trap at 390 cm3 min-1 (flow rate dictated by the collection vacuum
orifice). (B) Collected material is backflushed with 20 cm3 min-1 helium (He) over the GT, which
is ramped from room temperature to the maximum desorption temperature (typically 275°C).

5.2.4. Standard Calibrations
Although standard calibrations were attempted with GT-1 and GT-2, they were inconsistent,
likely due to high sample breakthrough (i.e., analytes did not consistently interact with the GT
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internal surface area and instead flushed through the GT outlet). Standard calibration methods
optimized using GT-3 are discussed in this section.
Figure 5.4 depicts the two-step standard introduction and desorption process. External liquid
standard solutions are injected directly onto the gas sample line through a 0.125 in tee (SS-200-3,
Swagelok) fitted with a Thermolite septum (Restek Corporation). Typical injection volumes
range from 1-5 µl. The injected standard is then introduced to the GT by opening the stream to
vacuum, then flushing the line with ultra-high purity nitrogen (NI UHP-300, Airgas, Radnor,
PA). To ensure that the GT collects the sample at atmospheric pressure and with the downstream
orifice operating critically, nitrogen flow is set to a value slightly above the collection flow rate,
and the remaining nitrogen is directed to the open atmosphere through a flow meter. During
standard purging, the sample lines are rapidly heated to 280°C and held at the maximum
temperature for a pre-determined standard flush time (typically 3-20 minutes; discussed in detail
in the “Injection Time Optimization” section). The standard sample is transferred from the GT to
the FT and from the FT to the GC according to methods described previously.
For initial standard injections, a C8-C20 alkane standard (Catalog # 04070, Sigma Aldrich) was
used to assess the optimal volatility range for GT-3. Based on results from these standards, an
additional standard solution incorporated 13 compounds with a range of volatilities and
functionalities. Standard components, along with predicted vapor pressures and volatility
estimations, are provided in Tables 5.2 and 5.3. All standard solutions were made in
dichloromethane (DCM), which is volatile enough to be almost fully purged from the system
prior to sample desorption. Either duplicate or triplicate injections were performed at each mass
for standard calibrations. Instrument responses for each standard compound were evaluated by
integrating single-ion chromatogram (SIC) peaks in TERN, a custom software package for TAG
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compound identification and quantification (version 2.2.13, available for download at
https://sites.google.com/site/terninigor)27,28 written for Igor Pro (version 8, Wavemetrics, Inc.).
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Table 5.2. List of standard components included in the normal alkane standard, along with volatility properties and GT-3 responses.

Compound

Standard Compound Properties
Molecular Predicted
Est.
Molecular
Weight
PL° at 25°C log(C*)
Formula
(g mol-1)
(torr)a
(µg m-3)b

Volatility
Classc

SIC Quant
Ion (m/z)

GT-3 Response
Slope
Intercept
3
(× 10
(× 103
counts/ng)d counts)d

(r2)d

LOD
(ng)

Octane
C8H18
114
14.2
7.94
VOC
ND
ND
ND
ND
ND
(C8 Alkane)
Nonane
C9H20
128
4.63
7.50
VOC
ND
ND
ND
ND
ND
(C9 Alkane)
Decane
C10H22
142
1.58
7.08
VOC
ND
ND
ND
ND
ND
(C10 Alkane)
Undecane
C11H24
156
5.64 × 10-1
6.68
VOC
ND
ND
ND
ND
ND
(C11 Alkane)
Dodecane
C12H26
170
2.09 × 10-1
6.28
IVOC
ND
ND
ND
ND
ND
(C12 Alkane)
Tridecane
C13H28
184
8.07 × 10-2
5.90
IVOC
57
37.6
2.86
1
<0.2e
(C13 Alkane)
Tetradecane
C14H30
198
2.85 × 10-2
5.48
IVOC
57
55.4
2.94
1
<0.2e
(C14 Alkane)
Pentadecane
C15H32
212
1.12 × 10-2
5.11
IVOC
57
50.4
5.32
1
<0.2e
(C15 Alkane)
Hexadecane
C16H34
226
4.52 × 10-3
4.74
IVOC
57
57.8
-3.95
1
0.07
(C16 Alkane)
Heptadecane
C17H36
240
1.85 × 10-3
4.38
IVOC
57
54.8
-5.60
1
0.10
(C17 Alkane)
Octadecane
C18H38
254
7.69 × 10-4
4.02
IVOC
57
48.3
-7.17
1
0.15
(C18 Alkane)
Nonadecane
C19H40
268
3.25 × 10-4
3.67
IVOC
57
42.3
-5.73
1
0.14
(C19 Alkane)
Eicosane
C20H42
282
1.40 × 10-4
3.33
SVOC
57
33.7
-7.13
0.99
0.22
(C20 Alkane)
a
Values predicted using the Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2020 ACD/Labs) 29,30
b
Calculated using estimated pL° values at 25° and an assumed activity coefficient of 1.
c
Defined according to criteria discussed in Donahue et al. (2011),1 Donahue et al. (2012).2
d
Calculated using injected analyte masses of 0.2-5 ng.
e
LODs were calculated to be less than zero, indicating that the calculated linear fit parameters do not describe instrument responses at masses near the LOD. The
value given here is the smallest mass evaluated during calibration standards.
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Table 5.3. List of standard components included in the normal alkane standard, along with volatility properties and GT-3 responses.

Compound
4Methoxyphenol
2-Pentadecanone
Dimethyl
Phthalate
Diethyl Phthalate
γ-Dodecalactone

Standard Compound Properties
Molecular Predicted
Est.
Molecular
Weight
PL° at 25°C log10(C*)
Formula
(g mol-1)
(torr)a
(µg m-3)b

Volatility
Classc

SIC
Quant
Ion (m/z)

GT Response
Slope
Intercept
3
(× 10
(× 103
d
counts/ng) counts)d

(r2)d

LOD
(ng)

C7H8O2

124

2.11 × 10-2

5.15

IVOC

ND

ND

ND

ND

ND

C15H30O

226

3.04 × 10-3

4.57

IVOC

58

21.3

-21.3

0.91

1.00

C10H10O4

194

3.31 × 10-3

4.54

IVOC

163

24.2

9.48

0.84

<0.42e

C12H14O4

222

1.67 × 10-3

4.30

IVOC

149

69.4

16.3

0.94

<0.39e

198

1.59 × 10

-3

4.23

IVOC

85

21.4

-22.3

0.89

1.04

-3

4.20

IVOC

ND

ND

ND

ND

ND

C12H22O2

Vanillin
Diethyltoluamide
(DEET)
Benzophenone

C8H8O3

152

1.94 × 10

C12H17NO

191

1.35 × 10-3

4.14

IVOC

119

43.4

-25.5

0.94

0.59

C13H10O

182

8.23 × 10-4

3.91

IVOC

105

27.2

-10.8

0.92

0.40

1-Tetradecanol

C14H30O

214

3.54 × 10-4

3.61

IVOC

ND

ND

ND

ND

ND

3.39

SVOC

66

26.2

-1.06

0.96

0.04

Eicosane-d42

C20D42

324

-4 f

(1.40 × 10 )
-5

Dicamba
C8H6Cl2O3
221
8.98 × 10
3.03
SVOC
ND
ND
ND
ND
ND
1-HexadecanolC16D34O
276
(4.14 × 10-5)f
2.79
SVOC
ND
ND
ND
ND
ND
d34
Pyrene-d10
C16D10
212
(2.28 × 10-6)f
1.42
SVOC
212
54.4
2.65
0.95
<0.06e
a
29,30
Values predicted using the Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2020 ACD/Labs)
b
Calculated using estimated pL° values at 25° and an assumed activity coefficient of 1.
c
Defined according to criteria discussed in Donahue et al. (2011), 1 Donahue et al. (2012).2
d
Calibration curves provided in Figure 4.8.
e
LODs were calculated to be less than zero, indicating that the calculated linear fit parameters do not describe instrument responses at masses near the LOD. The
value given here is the smallest mass evaluated during calibration standards.
f
pL° values were not available for deuterated compounds, so the value given here is predicted based on the corresponding non-deuterated compounds
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Injection Time Optimization
To optimize standard run times, the time taken to transfer the injected standard from the injection
port to the GT (“flush time”), was varied systematically using repeated 10 ng injections of C8-C20
alkanes (Table 5.2). Triplicate standards were performed for flush times of 3, 10, 20, and 30
minutes, with GT-GC transfer methods remaining otherwise the same. These standards also
provided insight into the degree of sample breakthrough (i.e., the amount of uncollected sample
traveling through the back end of the GT) at different collection times.
Limits of Detection
Standard calibrations were used to determine limits of detection (LOD) for selected compounds.
As in previous work,16,31 the LOD is defined as three times the variation of the baseline signal.
Baseline signals were taken from a blank GT desorption from a one-minute period with the
compound retention time as the midpoint.

5.2.4. Field and Laboratory Testing Methods
Field Deployment of GT-1 during ACRONIM-2
GT-1 collection capability and performance was first evaluated during the second phase of the
Air Composition and Reactivity from Outdoor aNd Indoor Mixing (ACRONIM-2) field
campaign, which took place July-August 2018.24 Study details are provided in Chapter 5. Several
chemical and physical characterization instruments, including the GT-ICTD-TAG, were
deployed to a single-family test home in Maplewood, MO. For most of the study, the TAG
sampled with only the ICTD cell, alternating between sampling through a parallel-plate activated
carbon denuder (Sunset Laboratory, Inc., Tigard, OR) and a denuder bypass line. This sampling
strategy gave one denuded (particles only) collection and one non-denuded (particles and some
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gases) collection every two hours. However, parallel GT/CTD collections of indoor air were
attempted during the “Special Experiments and Occupant Activities” portion of the study (see
Chapter 4 for full study description).
During GT-ICTD-TAG parallel collections, both collectors sampled simultaneously for 30
minutes. The ICTD cell operated at 15 L min-1, and the GT collected at 1 L min-1, resulting in
sample volumes of 450 L and 30 L, respectively. Collected material was analyzed in one
chromatogram in two serial desorptions (Figure 5.5A); first, the GT was desorbed for 15
minutes to a typical maximum temperature of 225°C, followed by GC analysis of desorbed
material, then the ICTD was desorbed for 10 minutes to a maximum temperature of 310 °C,
followed by speciation of desorbed material. To compensate for reduced time resolution, the GC
oven ramp rate was increased from the usual 10°C min-1 to 15°C min-1 during compound
separation and analysis. The complete collection and analysis cycle took approximately 103
minutes. ICTD and GT compounds were identified and integrated using Tern (version 2.2.18,
available for download at https://sites.google.com/site/terninigor) in Igor Pro,27,28 which
interfaces with the NIST mass spectral library32 to facilitate compound identification.
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Figure 5.5. (A) Example chromatogram from parallel gas- and particle-phase collection obtained
during the ACRONIM-2 field campaign. The gas trap and ICTD cell collected indoor air for 30
minutes in parallel at approximately 10°C and 30°C, respectively. The ICTD cell collected
sample through a denuder to remove gases at a flow rate of 15 L min-1, and the gas trap collected
gases at a flow rate of 1 L min-1. Gases were analyzed between minutes 0-50 of the
chromatogram, and particles were analyzed from minutes 50-100. (B) Subset of chromatogram
(panel A) containing resolved organics eluting during gas trap analysis, with major compounds
labeled. (C) Subset of chromatogram (panel A) containing resolved organics eluting during
particle CTD cell analysis, with major compounds labeled. Compounds labeled with the
superscript “SC” exhibit some or total contribution from system contamination.
Laboratory Evaluation of GT-3
Following incorporation of GT-3 into the TAG tower (Figure 5.2D), the GT-ICTD-TAG was
used to investigate gas-to-particle partitioning of paint-generated I/SVOCs to candle particles. A
simple diagram of this experiment is provided in Figure 5.6. Seven slabs of wood (net painted
surface area of 3.3 m2, approximately 0.47 m2 per slab) painted with a “low VOC” paint (total
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VOCs nominally < 50 mg L-1 per package label; Behr Paint Company, Santa Ana, CA) were
distributed across a 48 m3 room in the laboratory, which featured a constant air change rate of
approximately 6 h-1. An unscented candle was lit for five minutes at a time, extinguished 1-5
times, then re-lit and placed in front of a box fan to promote flame “flickering”. This
lighting/extinguishing cycle was chosen to mimic the experimental strategy deployed during
candle lighting experiments in the field, as well as to provide sufficient particle concentrations in
the highly-dilute laboratory mixing volume. The GT-ICTD-TAG collector inlets were separated
during these collections to minimize losses to tubing walls. To promote collection of well-mixed
particles, the GT-ICTD-TAG collection inlets faced one end of the room, while the candle was
lit at the other end of the room behind the inlets.

Figure 5.6. Simplified diagram of candle and paint experiments performed in the laboratory.
The particle ICTD and GT sampled in parallel for 30 minutes each collection, resulting in sample
volumes of 270 L and 12 L, respectively. The full GT-ICTD-TAG analysis cycle took 110
minutes. Particle size distributions and concentrations for particles with aerodynamic diameters
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less than 750 nm were obtained using a scanning mobility particle sizer (SMPS; Model 3022A
classifier with Model 3080 DMA; TSI, Inc., Shoreview, MN). The SMPS operated in low flow
mode (0.3 L min-1 aerosol flow, 3 L min-1 sheath flow), with a scan-up time of 240 seconds and a
scan-down time of 55 seconds, returning one scan every five minutes.
Relative humidity (RH) and temperature in the room during collections were measured using an
RHT probe (HMP7, Vaisala, Vantaa, Finland) installed on the TAG tower. RH fluctuated
between 30-40%, and temperatures ranged from 24.5-27°C. Because these experiments targeted
hydrocarbon-like I/SVOCs, we anticipate that fluctuations in RH will minimally impact phase
partitioning of compounds of interest. RH and temperature impacts on phase partitioning were
previously discussed in the context of ACRONIM-1 unoccupied measurements (Chapter 5,
Appendix A5).

5.3. Results and Discussion
5.3.1. GT-1 Field Study Results
The example chromatogram in Figure 5.5A shows gases and particles desorbed and analyzed in
serial. This chromatogram was obtained from a 30 minute parallel collection of particles and
gases onto the particle ICTD and GT-1, respectively, from indoor air during the ACRONIM-2
field campaign. Selected compounds are labeled in panels B and C to demonstrate the range of
volatilities and compound classes analyzed using each collector.
As demonstrated with this chromatogram, the active cooling achieved with the Peltier units
effectively condenses some fraction of the gas-phase I/SVOCs present in the ambient
environment. However, the performance of GT-1 during ACRONIM-2 revealed the design’s
several limitations. First, over time, the Peltier coolers’ ability to cool the GT during collection
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deteriorated with repeated high temperature desorption cycles, which featured maximum
temperatures at or above 200°C (the maximum operating temperature of the Peltier units).
Moreover, even the maximum desorption temperatures are too low to fully purge heavier
molecules from the GT, such as the alkane contaminants that elute later in the GT portion of the
chromatogram.
Additionally, the pressure difference between the ICTD and the GT during collection (~0.5 atm
vs ~ 1 atm, respectively) caused some flow carryover during collection (approximately
60 cm3 min-1, measured at the GT inlet with only the CTD vacuum open), potentially preventing
the orifices from achieving critical flow and causing CTD-GT carryover. Finally, although mass
calibrations were attempted during the field campaign using injected standards, responses were
highly inconsistent for most of the standard compounds, indicating substantial breakthrough of
compounds in this volatility range.
Major components from GT-1 and denuded (particle only) ICTD collected during ACRONIM-2
(Figure 5.5) are plotted in two-dimensional volatility basis set space in Figure 5.7. Log(C*)
values are calculated using equation 5.1 and estimated subcooled liquid vapor pressures at
25°C.29,30 As shown, many compounds in the IVOC range are detected by both collectors.
However, this version of the gas trap did not effectively collect gases in the semivolatile range
(per definition of SVOC outlined in Donahue et al. (2011)1).
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Figure 5.7. Major components measured in parallel 30-minute GT and ICTD collections during
ACRONIM-2 (Figure 5.5).

5.3.2. GT-3 Characterization and Incorporation into the TAG System
Standard Calibrations
Calibration curves for C13-C20 normal alkanes from the C8-C20 alkane standard mix are displayed
in Figures 5.8 and 5.9. GT calibration response parameters are also provided in Table 5.2. To
conserve time, we used an injection time of three minutes for these standards (see “Injection
Time Optimization” section for full discussion of this choice). For alkane calibration curves,
each point was obtained by averaging m/z 57 SIC integrated peak abundances over repeat
injections of the same mass. All mass injections were performed in triplicate with the exception
of the 30 ng injection, which was performed in duplicate. Sample carryover, or the amount of
injected mass remaining on the GT following a standard run, is generally small, even for injected
masses as high as 40 ng (Figure 5.10).
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Figure 5.8. Calibration curves for C13-C20 normal alkanes (injected masses 0.2-30 ng). For
measurements performed in triplicate, each point corresponds to the average of SIC integrated
abundances ± one standard deviation. For duplicate measurements (here, only the 30 ng
injections; designated with an asterisk), points on the curve are displayed as the midpoint ± the
spread between the two measurements.
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Figure 5.9. Calibration curves for C13-C20 normal alkanes (injected masses 0.2-5 ng). Each point
constitutes the average of SIC integrated abundances across triplicate measurements ± one
standard deviation.
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Figure 5.10. (A) m/z 57 SIC integrated peak abundances (black squares, left axis) for a GT 40 ng
C8-C20 alkane injection as a function of alkane carbon number. SIC peak abundances for the
subsequent GT blank (pink squares, right axis) are given as percentages of the corresponding
standard peak abundance (i.e., % carryover = 100×[standard SIC peak abundance/blank SIC
peak abundance]). (B) m/z 57 SIC from a GT 40 ng C13-C20 alkane injection, with the m/z 57 SIC
from the subsequent blank overlaid.

C8-C11 alkanes were generally not detected, and small amounts of dodecane (C12 alkane) eluted
only in the most concentrated injections (e.g., ≥30 ng). In general, alkane mass calibrations are
linear at low injected masses (≤ 5 ng), with typical r2 values of 0.99-1. At higher injected masses
(Figure 5.8), 10 ng and 20 ng injections are more variable, but for duplicate 30 ng injections,
responses are comparatively consistent. Since repeat injections of the same mass were typically
performed sequentially, the variability in instrument response may have more to do with
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instrument conditions than the amount of mass introduced to the GT. In particular, we observed
that slight variations in temperature (for example, between 25°C and 35°C) at the injection port
during liquid standard introduction led to highly varied peak abundances among injections of the
same mass.
Figure 5.11 displays calibration curves for eight compounds quantified using serial dilutions of a
multicomponent injected standard (Table 5.3). Based on C13-C20 alkane calibration results,
calibrations at low masses (< 15 ng) were prioritized. Additionally, following experiments to
optimize injection times (see “Injection Time Optimization” section for full discussion), these
standards were performed with an injection time of 20 minutes.
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Figure 5.11. Calibration curves for detectable compounds in the multicomponent standard (Table
5.3). For measurements performed in triplicate, each point corresponds to the average of SIC
integrated abundances ± one standard deviation.
The influence of system conditions on instrument response can be illustrated by plotting
standardized residuals (i.e., [measured response – average response] / standard deviation) as a
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function of analysis order (Figure 5.12). Clusters of standardized residuals indicate that
instrument responses are particularly sensitive to the injection process. When running these
standards, we observed that slight variations in temperature (for example, between 25°C and
35°C) at the injection port during liquid standard introduction led to highly varied peak
abundances among injections of the same mass.

Figure 5.12. Standardized residuals for different standard compounds functions of analysis order
for (A) alkane standard injections (Table 5.2), and (B) multicomponent standard injections
(Table 5.3). The numbers above the plots signify injected concentrations (as mass for alkanes in
panel A, and as % stock dilution for the multicomponent standard in panel B).
Some compounds from the multicomponent standard were not detected for reasons that remain
unclear. For example, despite a predicted log(C*) similar to that of pentadecane, 4methoxyphenol was not observed in any standard injections. Vanillin, which is somewhat
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structurally similar to 4-methoxyphenol (both have one methyl ether and one hydroxyl functional
group, and vanillin has an additional aldehyde group), was also not detected in these standards,
although it was identified in preliminary incense collections using GT-2. Additionally, neither of
the aliphatic alcohols (1-tetradecanol and 1-hexadecanol-d34) were detected. Because
compounds with hydroxyl functional groups are often poorly miscible in non-polar solvents,
these standard compounds may not have been detected simply because they did not adequately
dissolve in DCM during sample preparation. In the future, a more polar solvent will be
incorporated into standard solutions to improve evaluation of oxidized compounds.
Injection Time Optimization
During initial C13-C20 alkane standards on GT-3 (Figures 5.8 and 5.9), injections were
performed with a standard purge time (i.e., time taken to volatilize and flush the liquid standard
onto the GT) of 3 minutes. This short purge time was chosen to reduce the amount of time
between standard injection runs. However, during preliminary alkane standard injection testing
of GT-2, longer purge times led to lower analyzed abundances for alkanes smaller than
nonadecane (Figure 5.13), indicating high potential for sample breakthrough with long
collection times. This level of breakthrough is especially problematic considering that the
ultimate goal of this work is to achieve gas collections in parallel with ICTD particle collections,
which typically range from 10-30 minutes during laboratory studies and ambient sampling.16,18,33
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Figure 5.13. (A) m/z 57 SIC integrated peak abundances for GT-2 10 ng C8-C20 alkane injections
performed with a 3 minute injection port to GT purge time (black squares) and a 10 minute
injection port to GT purge time (teal squares), plotted as functions of alkane carbon number. (B)
m/z 57 SICs from GT 40 ng C13-C20 alkane injections with 3 minute and 10 minute injection
purge times.

Figure 5.14 displays results from triplicate-averaged 10 ng injections of alkanes onto GT-3 with
flush times of 3, 10, 20, and 30 minutes. From these responses, we do not observe the downward
trend in alkane abundance with increased flush time that was observed with GT-2 (Figure 5.13),
indicating that GT-3 is not subject to the same level of sample breakthrough as GT-2. For some
of the alkanes (C13, C18-C20), average abundances at different purge times fall within error bars
of one another. For other alkanes (C14-C17), abundances increase from 3-20 minutes. At face
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value, this trend might indicate that increasing the standard purge time improves transfer of
injected standards to the GT; however, if this is the case, we expect the increase in abundances
with purge time to become more significant with decreasing volatility, which we do not observe
in these data. Thus, we attribute variation in injected abundances primarily to fluctuations in
instrument conditions between runs, especially slight differences in temperatures during sample
collection and transfer.

Figure 5.14. m/z 57 SIC integrated abundances for C13-C20 alkanes as functions of the standard
injection port to GT purge time. Each point displayed is the average abundance from triplicate
injections of 10 ng ± one standard deviation at that purge condition.
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Limits of Detection
LODs for alkanes and multicomponent standard compounds are provided in Tables 5.2 and 5.3.
For alkanes, calculated LOD values range from 0.07-0.22 ng. Compounds in the multicomponent
standard were quantified with LODs ranging from 0.04-1.00 ng. For some compounds, LODs
were calculated to be less than zero, indicating that the calculated linear calibration fit
parameters do not adequately describe instrument responses at masses near the LOD. These
compounds require more testing to better characterize sample transfer for lower masses.
Notably, the focusing trap column was replaced between calibrations using the alkane standard
and calibrations with the multicomponent standard, greatly improving detection of certain
compounds within the multicomponent standard. For example, although the LOD for eicosane
from alkane standards was 0.22 ng, the LOD for eicosane-d42 was 0.06 ng. This discrepancy
between compounds with near-identical volatilities highlights the need for frequent standard
characterization to assess instrument performance while the system is in constant use.
For compounds relevant to residential indoor air quality, many of these LOD values are
sufficiently low to study gas-phase I/SVOC concentrations in typical indoor environments using
10-30 minute collections. For example, from the reported standard calibrations, hexadecane has a
calculated LOD of 0.07 ng. If the GT collects ambient air at 0.39 L min-1 for 10 minutes, this
value corresponds to an ambient gas-phase hexadecane concentration of 0.006 μg m-3. From their
survey of indoor air quality in 876 English homes, Raw et al. (2004) report median gas-phase
hexadecane concentrations of 0.7 μg m-3 and a maximum measured hexadecane concentration of
12 μg m-3.34,35
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Although LODs were not calculated for all tested compounds, the smallest quantified mass for a
particular compound still provides some insight into whether the GT will effectively collect and
measure that compound under relevant conditions. For example, the smallest dimethyl phthalate
mass measured in this study was 0.42 ng, which returned integrated peak abundances 380-450
times higher than the blank baseline variation. This mass corresponds to an ambient dimethyl
phthalate concentration of 0.036 μg m-3 at a sample flow rate of 0.39 L min-1 and a sample time
of 30 minutes. In their evaluation of particle- and gas-phase phthalate concentrations in various
indoor spaces (e.g., homes, offices, schools, etc.) in Albany, NY, Tran et al. (2015) measured
residential gas-phase dimethyl phthalate concentrations ranging from 0.00195-0.085 μg m-3.36 By
contrast, Bu et al. (2016) measured much higher dimethyl phthalate gas-phase concentrations
(median concentrations of 0.82-0.91 μg m-3 depending on sampling location) in their study of 30
residential apartments in Chongqing, China.37 In cases where target I/SVOC concentrations can
vary by several orders of magnitude, optimizing GT operation may be challenging. In the field,
sample flow rate and times can be altered to obtain higher or lower sample volumes if necessary,
though potentially at the expense of compromised time resolution.
5.3.3. GT-3 Laboratory Testing
Figure 5.15 displays two total ion chromatograms (TICs) obtained from a 30 minute parallel
collection of GT-3 and the ICTD on the fully-integrated GT-ICTD-TAG. The “gases + particles”
sample was collected in a room in the laboratory doped with I/SVOCs from paint and particles
from an unscented candle, and the “gases only” sample was obtained under similar I/SVOC
conditions but without candle particles. The I/SVOC reservoir was replenished (i.e., the wooden
slabs were painted) an hour prior to the collection, which likely explains the high gas phase
abundance in the “gases only sample relative to the gases + particle sample.
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Several compounds observed in the gas phase were measured in ACRONIM-1 and ACRONIM2. For example, 2-ethylhexyl-benzoate, which exhibits the largest peak area in these laboratory
gas collections, was measured as a major compound in both gas and particle phases in the
ACRONIM-2 test home. Because the interior of the ACRONIM-2 test home had been recently
painted, we predict that the 2-ethylhexyl-benzoate observed in the field comes in part from paint
emissions.

Figure 5.15. Example TICs obtained during laboratory collections of room air doped with
I/SVOCs (“gases only”) and room air with candle particles (“gases + candle particles”): (A) Full
chromatogram; (B) speciated gases (minutes 20-30 of panel A); (C) speciated particles (minutes
60-80 of panel B).

The GT and ICTD chromatograms are displayed on two different y scales because the gas trap
collections yielded such high abundances. Based on results from standard injections, GT mass
calibrations may be less valid at high mass loadings, so in future experiments, sample volumes
(i.e., either sample flow rate or collection times) will need to be adjusted to obtain appropriate
masses.
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In the ICTD portion of the chromatogram, candle waxes are clearly observed as C20-C36 normal
alkanes eluting between minutes 70 and 80. Additionally, several I/SVOCs are observed eluting
between minutes 60-70 that we do not expect to originate from the seed particles themselves.
These compounds include isopropyl myristate, diethyl phthalate, dibutyl phthalate, and TXIB.
Several compounds with high gas-phase abundances were measured in gas-only runs, either
because gas-phase concentrations were so high that the denuder did not fully remove them or
because gases partitioned onto ambient particles in room air (typical concentrations of 1-3 µg m3

), which were then collected by the ICTD. Notably, low concentrations of bis(2-ethylhexyl)

phthalate were observed in the ICTD chromatograms but not in the GT chromatograms, possibly
indicating condensation of I/SVOCs below the GT’s detection limit in the gas phase.
Figure 5.16 displays integrated peak areas for three of these compounds in the GT (panel A) and
the ICTD (panel B) as a function of SMPS-measured total collected particle mass. For diethyl
phthalate and dibutyl phthalate, ICTD abundances have been corrected for possible denuder
breakthrough by subtracting “gas only” peak areas (from either a preceding or subsequent
chromatogram) from abundances obtained during collections of candle particles.

203

Figure 5.16. (A) GT abundances for three target compounds as a function of average SMPS mass
concentration; (B) ICTD abundances for three target compounds as a function of average SMPS
mass concentrations.

Taking the ratio of compound ICTD abundances (AICTD) to the sum of GT and ICTD abundances
(AICTD+AGT) returns an expression analogous to fp:
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where Cp,i and Cg,i are gas- and particle-phase concentrations of a species i, respectively. This
ratio has been plotted in Figure 5.17A. For comparison, fp can be approximated under
equilibrium conditions using the equilibrium partitioning coefficient Kp,i (m3 µg-1):

Here, partitioning is assumed to be dominated by absorption to organic matter, as outlined in
Pankow et al. (1994).3 COM/CTOT is the ratio of organic matter to total particulate concentrations
(assumed to be 1 for this exercise), R is the universal gas constant (8.2×10-5 m3 atm mol-1 K-1), T
is the temperature (K), and pL° is the subcooled liquid vapor pressure (torr). MWOM is the
average molecular weight of the organic matter and is assumed to be 380 g mol-1 here,
corresponding to the molecular weight of heptacosane, which elutes in the middle of the candle
wax alkane series. PM is the concentration of total suspended particles (µg m-3), assumed here to
be fully within the size range analyzed by the SMPS (dp<750 nm).
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Figure 5.17. (A) ICTD and GT abundance ratios for different target compounds plotted as a
function of SMPS mass concentration; (B) fp values predicted for these compounds using
equations 5.2 and 5.3.

Trends in fp calculated using equations 5.2 and 5.3 do not appear to reflect observed compound
trends (Figure 5.17). However, several assumptions were made during calculations that may not
be valid for this system and challenge the relevance of this model. First, the chemical
composition of the candle particles is not known and is not fully organic.38 Interestingly, the
TAG thermal decomposition window demonstrates that these particles are partly composed of
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sulfates (measured as decomposition m/z 64; Figure 5.18). The mass accommodation coefficient,
while assumed to be 1 for simplicity, varies with different types of particles.39 Finally, although
these target compounds likely equilibrate with the organic particle fraction at fast timescales
relative to sampling resolution (see Chapter 4 of this dissertation), other dynamics of the mixing
volume are not well characterized.

Figure 5.18. Example TAG ICTD decomposition window TIC and m/z 64 SIC for example
collections obtained in candle experiments.

5.4. Conclusions
The denuder-based GT developed for our custom TAG system is capable of collecting and
analyzing gas-phase I/SVOCs at low concentrations. Between the increased internal surface area
and the column stationary phase, GT-3 represents the most optimized trap of the three designs
presented in this work. From liquid standard injections, mass calibrations are typically linear,
especially at low masses, and LODs ranged from 0.04-1.04 ng. However, standardized residuals
from calibration standards demonstrate that instrument responses can drift from run to run and
day to day. We found that small variations in GT and transfer line temperature can substantially
impact instrument response, so reintroduction of active cooling in future operation may improve
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the observed drift, with the additional benefit of expanding the volatility range to include more
volatile gases. In future operations, injected standards should be run frequently and at varied
masses when the instrument is in constant use.
Several challenges remain for future development of the GT-ICTD-TAG. First, the full
collection and analysis cycle used in laboratory experiments takes nearly two hours. This low
sampling resolution is due in part to temperature considerations (i.e., waiting for heated
components to cool prior to collection). Additionally, following each GT-ICTD parallel
collection, the lines are flushed with helium for 10 minutes to remove air from areas of dead
volume; failure to completely flush air from the lines leads to rapid damage of the FT and
compromised instrument response. In their SV-TAG, Isaacman et al. (2014) incorporated low
flows of helium at different tees to reduce the amount of dead volume in the lines;22 a similar
strategy could be developed to reduce the GT-ICTD-TAG’s necessary purge time.
Finally, this work has focused primarily on analysis of hydrocarbons and hydrocarbon-like
I/SVOCs. However, evaluation of more polar, oxidized compounds will expand the GT’s
applicability to different types of ambient air. Future versions of the GT could incorporate polar
stationary phases into the internal bundle of GC column segments to target evaluation of
oxygenated I/SVOCs.
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Chapter 6: Conclusions
This dissertation presents progress made towards improved understanding of I/SVOC phase
partitioning in indoor and outdoor air using a TAG system, which has been modified to achieve
improved gas collection and analysis. In this chapter, key findings and avenues for future work
are summarized for individual objectives. Subsequently, the relationship between individual
objectives and science questions emerging from this work are discussed.

6.1. Major Results
6.1.1. Bulk and Molecular-Level Characterization of Laboratory-Aged
Biomass Burning Organic Aerosol from Oak Leaf and Heartwood Fuels
The TAG was used to explore the chemical evolution of I/SVOCs in biomass burning organic
aerosol (BBOA) from different fractions of white oak (Q. alba) under varied accelerated
photochemistry conditions. Most individual organic molecules measured by the TAG were
depleted with oxidant concentration in the Potential Aerosol Mass (PAM). For example, an evencarbon alkyl aldehyde series was identified in oak leaf BBOA, which had not been identified as
molecular tracers in previous literature. However, some TAG-measured species did increase with
oxidative aging, particularly in heartwood BBOA. For example, under low-to-mid levels of
oxidation, vanillin concentrations increased seven-fold, indicating a formation mechanism that
remains poorly understood. Similar enhancements in vanillin have been reported in subsequent
work.1 In the TAG decomposition window, both types of BBOA exhibited increased m/z 44
signals, signaling increased decarboxylation of oxidized, thermally labile organic aerosol. An
increase in m/z 60 with oxidation in heartwood BBOA indicated formation of organic acids
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through secondary processes. From comparisons with field and laboratory studies, organic acids
from atmospheric oxidation could explain some of the discrepancy between field-measured m/z
60 trends and predicted anhydrosugar depletion kinetics.
Trends in individual compound and thermal decomposition window tracers identified in this
work can be used to evaluate levels of oxidative aging in future BBOA field studies.
Additionally, this work is novel because it focuses on molecular tracers from two distinct plant
fractions, where previous BBOA aging laboratory studies generated and measured BBOA
plumes from large masses of heterogeneous (i.e., logs, leaves, bark altogether) plant matter.2 The
devolatilization and combustion method is highly repeatable and enables analysis of small
biomass samples (0.2-0.5 g). However, while evidence suggests that BBOA generated using
resistive heating methods can reflect field observations,3 more work is needed to evaluate the
atmospheric relevance of tracer depletion and formation rates in the context of different
combustion conditions (i.e., flaming vs smoldering) that might occur in a real BBOA plume.

6.1.2. Analysis of Indoor Particles and Gases and their Evolution with Natural
Ventilation during the Air Composition and Reactivity from Outdoor aNd
Indoor Mixing (ACRONIM) Field Campaign
The TAG was deployed during the first phase of the ACRONIM field campaign (ACRONIM-1)
to explore trends in I/SVOC pollutants with varying levels of natural ventilation. From PMF and
individual TAG compound analyses, we identified four major processes dictating I/SVOC trends
with window opening: dilution of indoor gases, enhanced gas-phase emissions from surfaces and
subsequent gas-particle partitioning, oxidative formation through ozone-surface film reactions,
and infiltration of outdoor pollutants into the indoor environment.
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6.1.3. Investigation of I/SVOC Gas-Particle Partitioning through Ammonium
Sulfate Seeding Experiments during the Second Air Composition and
Reactivity from Outdoor aNd Indoor Mixing (ACRONIM-2) Field Campaign

Motivated by results from the unoccupied period of ACRONIM-1, and to bridge the gap between
laboratory investigation of phase partitioning and field measurements, special experiments were
performed to evaluate partitioning of indoor I/SVOCs to infiltrating particles. Although
condensation of targeted I/SVOCs (oxidized monoterpenes from lemon Pine-Sol) was not
observed, I/SVOCs from household items and personal care products, including phthalates and
isoalkyl esters, increased in the particle phase over the span of several hours. In general, the
degree of particle-phase enhancement was roughly proportional to compound volatility. From
comparisons of particle- and gas-phase trends between ACRONIM-1 and ACRONIM-2, we
predict that higher gas-phase I/SVOC concentrations in ACRONIM-1 led to increases in TAGestimated fp values with window opening that were not observed in ACRONIM-2. Predicted
equilibration timescales demonstrate that while most gas-phase I/SVOCs should reach
equilibrium with particles rapidly (<1 minute for TAG-measured particles), gas-surface film
equilibration characteristic times are much longer, especially for systems where surface films are
well developed (e.g., in the ACRONIM-1 test home). Finally, the potential for adsorptive
partitioning of gases to AS seeds was evaluated, but insufficient data were obtained to
realistically evaluate characteristic partitioning timescales.

6.1.4. Development of a Customizable, Denuder-Based Gas Collector for a
Thermal Desorption Aerosol Gas Chromatograph
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To address field and laboratory challenges with measuring gas-phase I/SVOCs, a novel gas
collector was incorporated into the ICTD-TAG. The new GT-ICTD-TAG is quantifiable to subnanogram levels, enabling quantification of gases in typical indoor environments. Furthermore,
although the development of this GT focused primarily on hydrocarbon-like I/SVOCs relevant to
the indoor environment, the GT can be designed to target polar and/or non-polar species as
desired.
From simple laboratory experiments, we were able to use the GT-ICTD-TAG to measure gases
and particles in parallel. Although more rigorous testing is needed with better-controlled
precursors, these experiments provide insight into appropriate collection times and precursor
concentrations to test in future experiments.

6.2. Future Work
6.2.1. Bulk and Molecular-Level Characterization of Laboratory-Aged
Biomass Burning Organic Aerosol from Oak Leaf and Heartwood Fuels

Although trends in the thermal decomposition window are useful for evaluating the degree of
photochemical aging, there are currently are no standards available to quantify the material
eluting in the decomposition window. Typically, liquid standards are injected directly onto the
ICTD cell, but particle matrix effects play a critical role in throughput and quantification of
oxidized OA.4,5 Without calibration standards, the chemical source of individual decomposition
fragments is challenging to identify. For example, decomposition m/z 44 only signals
decarboxylation of material at high temperatures, but it is unclear what compound classes
undergo this decarboxylation mechanism.
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Mechanisms for oxidative formation of organic acids in this system remain poorly understood, as
gases and particles were oxidized in the PAM together. Future experiments on gas- and particlephase fractions separately will improve our understanding of how oxidized species form in the
PAM reactor. Additionally, these measurements were not obtained through a denuder to remove
I/SVOCs in the gas phase. Thus, some of the measured material is potentially from gases
adsorbing to the ICTD cell walls. Recent studies have characterized particle and gas losses in
oxidation flow reactors under different reactor operation conditions.6–9 This work has greatly
improved our understanding of how to best operate the reactor to minimize wall losses and
achieve the most atmospherically relevant conditions, guiding future BBOA experiments.

6.2.2. Analysis of Indoor Particles and Gases and their Evolution with Natural
Ventilation during the Air Composition and Reactivity from Outdoor aNd
Indoor Mixing (ACRONIM) Field Campaign

The four chemical and physical I/SVOC processes investigated during ACRONIM-1 were
identified using relatively simple analyses with only a few (<75) individual compounds.
However, this data set contains far more information than what is presented here. For example,
unresolved complex mixtures were not evaluated in detail in this work, even though they contain
useful chemical information that is lost with individual compound analysis.10,11 Furthermore,
although unoccupied measurements provide context for pollutant dynamics occurring with only
isolated perturbations (i.e., window opening), evaluating I/SVOC dynamics with occupants
inside the home performing household activities is ultimately most relevant for assessing human
health impacts. Measurements from the ACRONIM-1 occupied sampling period, wherein
researchers performed different activities inside the home, have not been examined in detail and
will be the subject of future publications.
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6.2.3. Investigation of I/SVOC Gas-Particle Partitioning through Ammonium
Sulfate Seeding Experiments during the Second Air Composition and
Reactivity from Outdoor aNd Indoor Mixing (ACRONIM-2) Field Campaign

Interpretation of the AS seeding subset of field data is limited due to low TAG sampling
resolution and short experiment times. However, the analysis of characteristic timescales can
inform strategies for future field experiments. For example, for semivolatile target species (e.g.,
bis(2-ethylhexyl) maleate; less volatile with respect to IVOCs like diethyl phthalate), longer
residence times may be needed. Additionally, the use of TAG-measured fp to evaluate phase
partitioning coefficients can be applied to study I/SVOC uptake by different types of seed
particles, which have different levels of relevance for real-world partitioning depending on
chemical composition of outdoor aerosol. Meaningful partitioning coefficient calculations
necessitate improved gas-phase I/SVOC quantification techniques at higher time resolution. The
improvements to the TAG system outlined in Chapter 5 constitute a major step towards
improved gas- and particle-phase quantification of target compounds for I/SVOCs relevant to
indoor air.

6.2.4. Development of a Customizable, Denuder-Based Gas Collector for a
Thermal Desorption Aerosol Gas Chromatograph

Although the GT shows promise for improved gas-phase quantification in parallel with wellcharacterized particle quantification, several aspects of instrument performance need to be
investigated in further detail. First, the sensitivity of instrument response to slight variations in
temperature must be addressed, potentially through reimplementation of active cooling
strategies. Furthermore, we did not perform parallel collections with two co-located collectors, as
217

was done in Williams et al. (2006) to evaluate collector reproducibility. Collection efficiency is
challenging to measure without a reliable gas measurement technique, such as a proton-transferreaction mass spectrometer (PTR-MS) or adsorbent tubes. Finally, more calibration standards are
needed over a wider scope of compounds to evaluate the GT’s applicability to different types of
aerosol in different environments.
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Appendix A2: Supplement of “Bulk and
Molecular-Level Characterization of
Laboratory-Aged Biomass Burning Organic
Aerosol from Oak Leaf and Heartwood
Fuels”
Section A2.1: Experimental Setup

Figure A2.1: Flow diagram of experimental setup
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Figure A2.2: Diagram of emissions and combustion chamber. Further details are provided
elsewhere.1
Section A2.2: PAM Calibrations, Equivalent Aging Estimations, and Gas Measurements
A2.2.1 SO2 Calibrations
The PAM was calibrated a week prior to the first experimentation period. Equivalent
atmospheric aging times were determined by calibrating the PAM reactor with sulfur dioxide
(SO2) gas, as described by Kang et al.2 A constant stream of SO2 (Airgas, Inc., Radnor, PA) was
introduced into the PAM chamber at a steady flow rate of 0.02 L min-1. Humidified N2 (RH =
30%) and O2 flow rates were maintained at 4.6 L min-1 and 0.4 L min-1, respectively. The total
flow rate through the PAM chamber was maintained at 10 L min-1 throughout the calibration.
The PAM ultraviolet (UV) lamp voltage was systematically varied from 30 to 100V, and the SO2
concentration was measured for 25 minutes at each setting using an SO2 analyzer (Model 43iTLE, Thermo Fisher Scientific, Waltham, MA). OH exposure (OHexp), defined as the OH
concentration multiplied by the reactor residence time, was calculated based on a pseudo-first
order rate expression for the reaction of SO2 with OH:
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where kOH is the rate constant for the reaction of SO2 with OH·

3,4

and [SO2]0 is the initial SO2

concentration.
Equivalent aging times (tequiv) were determined for each voltage setting assuming an average
atmospheric OH· concentration ([OH]atm) of 1.5×106 molec cm-3 5 and a reactor residence time of
78 seconds:

To obtain OHexp and equivalent aging times for each PAM UV lamp setting, the results of the
calibration were fit with a linear regression (r2 = 0.957). OHexp and equivalent aging time values
are given as functions of the PAM light voltage in Figure S3a.
OH forms in the PAM reactor when monatomic oxygen radicals, produced as a result of O3 UV
(254 nm) photolysis, react with water molecules

4,6–9

. Previous PAM studies have demonstrated

that OH· production increases with increasing relative humidity (RH)

2,10–12

. The sensitivity of

OHexp to RH in our PAM reactor was investigated by performing SO2 calibrations at 10%, 20%,
and 30% RH (Figure A2.3b).
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Figure A2.3. Results from PAM reactor SO2 calibrations, displayed as OHexp and equivalent
aging times as functions of PAM reactor light voltage. (a) results from the calibration at RH =
30%, with linear regression parameters provided; (b) results from calibrations at 10% (red
circles), 20% (green squares), and 30% (blue triangles) RH.

A2.2.2 Estimation of External OH Reactivity (OHRext)
To better constrain the equivalent aging times characteristic of our system, additional emissions
experiments were conducted to estimate OHRext.12 CO, which is recommended as a tracer for
offline calibrations when high VOC concentrations are observed,10 was used as a surrogate
species to observe gas-phase oxidation in the PAM reactor. The emissions and combustion
procedure was repeated for both leaf and heartwood fuels, and CO was measured using a trace223

level CO monitor (Peak Laboratories, Mountain View, CA) that operated at 3-minute time
resolution. Trace-level gas monitors were also used to monitor NOx (Model 42i analyzer,
Thermo Fisher Scientific, Waltham, MA) and O3 (Model 43i TLE analyzer, Thermo Fisher
Scientific, Waltham, MA) concentrations. Aerosol was sampled alternately every 12 minutes
through the PAM reactor and through a bypass line to obtain CO measurements for aged and
unaged emissions. During these experiments, the PAM lamp settings corresponded to
approximately 3 equivalent days of aging according to the most recent offline calibration.
CO measurements are provided in Figure A2.4. In the leaf BBOA, aged and unaged CO
concentrations exhibited little variation, and calculated OHRext values for baseline-subtracted CO
concentrations were similar between aging conditions (0.56 s-1 for PAM-aged emissions and 0.51
s-1 for unaged emissions). In the heartwood BBOA, CO concentrations did not exceed ambient
chamber concentrations (≤130 ppb) and are therefore not presented here. Additionally, NOx
concentrations were low (<1 ppb) across all conditions for both fuel types and are therefore not
considered significant.
To estimate total OHRext, we obtained emission factors (EFs) for relevant trace gas species from
laboratory-generated “oak woodland” emissions (Quercus emoryi and Arctostaphylos pungens13
and calculated ratios between gas EFs and the corresponding CO EF. Expected gas-phase
concentrations were estimated by multiplying these ratios by CO concentrations measured in our
experiments. Second-order OH rate constants were obtained using the NIST Chemical Kinetics
Database14 and were used to calculate total OHRext using equation 1. From these calculations, we
estimate a total OHRext of approximately 2.2 s-1 for both aged and unaged emissions. This value
is used in subsequent OHexp and equivalent aging time approximations.
This OHRext estimation method is subject to several limitations. First, without real-time VOC
measurements, OHRext cannot be determined for all relevant gas-phase emissions. The
Additionally, since particles and gases are added simultaneously, decoupling particle-phase
formation of CO, gas-phase formation of CO, and OH-driven CO oxidation remains challenging.
Future work will focus on determining the individual contributions of each of these mechanisms
to better constrain OHRext during biomass burning experiments.
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Figure A2.4: CO concentrations for aged and unaged leaf BBOA. The heat pulse began at time
elapsed = 0.
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A2.2.3 O3 Measurements
To determine the extent of O3 formation in the PAM reactor relative to externally generated O3
concentrations, O3 was measured with and without the PAM UV lamps on. These measurements
were taken without any aerosol added to the reactor. After 15 minutes, O3 measurements were
averaged over a period of 5 minutes. Results are provided in Table A2.1.
These measurements were used with the Oxidation Flow Reactor Exposure Estimator version 2.3
(available for download at http://sites.google.com/site/pamwiki/hardware/estimation-equations;
11

to obtain a more precise estimate of equivalent atmospheric aging. With these O3

measurements and an OHRext of 2.2 s-1 (assumed based on CO measurements), we calculate an
upper OHexp limit of 0.3 ppm for the low-mid level of oxidation and 1.7 ppm for the highest level
of oxidation. These values are used in conjunction with offline SO2 calibrations to provide a
range of equivalent aging times in Table A2.1.
Table A2.1. Internally produced PAM O3 measurements, along with OHexp, equivalent aging
times, and PAM operating condition types (e.g. “safer” or “riskier”) calculated using the
Oxidation Flow Reactor Exposure Estimator version 2.3, available for download at
http://sites.google.com/site/pamwiki/hardware/estimation-equations.11
Calculations
were
performed using the OFR185 portion of the spreadsheet assuming a reactor residence time of 78
s, an RH of 30%, and a maximum OHRext of 2.2 s-1.
OHexp (molec cm-3

Equiv. Aging

O3 (ppm)

s)

(days)

Condition Type

Low-mid

0.3

1.7 × 1011

1

Safer

High

1.7

7.7 × 1011

6

Safer
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Section A2.3: SMPS Measurements

Figure A2.5. SMPS total volume concentration (nm3 cm-3) over time for oak heartwood PM1 at
1-3 days of equivalent aging, presented as an average of triplicate measurements (bold black
trace) ± one standard deviation (gray shaded region). The heat pulse occurred during the period
encompassed by the red shaded region, beginning at elapsed time = 0 minutes. All TAG data
presented in this work were collected for a duration of 4 minutes beginning 30 minutes after the
start of the heat pulse (blue shaded region, “TAG Collection 1”). Additional sample collections
(e.g. blue shaded region, “TAG Collection 2”; other subsequent collections not shown) were also
obtained to evaluate the cleanliness of the emissions and combustion chamber.
Table A2.2. Maximum SMPS volume concentrations (CSMPS,V × 10-9, nm3 cm-3) at each level of
oxidative aging, presented as an average of triplicate measurements ± one standard deviation.
Equivalent Aging Time (days)
Fuel Type

0

1-3

6-10

Leaf

314 ± 79

211 ± 41

179 ± 28

Wood

607 ± 45

814 ± 6

791 ± 38
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Section A2.4: AMS Chemical Characterization
In this section, we characterize the chemical properties of lab-generated heartwood and leaf
BBOA using AMS data and compare the results to those obtained in previous studies.
Figure A2.6 gives the average mass spectrum for each fuel type at each photochemical aging
condition. For both fuels, both m/z 28 (N2+ and CO+) and m/z 44 (CO2+) increase in abundance
when aged 10 days, consistent with an increase in oxidized OA observed in previous studies with
various fuels.15,16 Notably, in the heartwood BBOA, the m/z 43 signal decreases overall with
oxidation, while in the leaf BBOA, m/z 43 exhibits an increase. Since AMS total organics mass
concentrations remain approximately consistent between OA aged 0 days and 10 days (Figure
A2.7 and Table A2.3), this trend could signal depletion of primary products (as supported by
TAG measurements) along with increased formation of less-oxidized organics (e.g. C2H3O+)
with photochemical aging. Ortega et al. observed a similar trend in m/z 43 in aged turkey oak
BBOA after combusting 0.401 kg biomass in a 3000 m3 chamber under flaming conditions.16
Van Krevelen plots for heartwood and leaf BBOA are provided in Figure A2.8. For heartwood
BBOA, the data exhibit a trend down and to the right, indicating an increase in oxidized material
with photochemical aging. By contrast, no clear trend is observed for oak leaf BBOA. Potential
differences in oxidation mechanisms between the two types of BBOA are discussed further in the
main text.
In general, H/C and O/C ratios are within ranges typical for smoldering oak BBOA.16,17
However, some key discrepancies are observed in our data that may be attributed to differences
in combustion techniques. For example, Ortega et al. report typical H/C values between 1.4 and
1.8 for unaged turkey oak BBOA produced with flaming combustion, while we observe H/C
ratios in the range of 1.5 to 3. Similarly, in their average AMS H/C and O/C measurements for
aged and unaged red oak (Q. robur) BBOA generated in three different types of cookstoves,
Reece et al. obtain typical H/C values between 0.4 and 1.5. Notably, Reece et al. found that the
open fire style cookstove exhibited a higher H/C compared to the other two cookstove models,
which both utilized more efficient combustion techniques.17 From AMS measurements of
laboratory-generated BBOA from three different tree species, Weimer et al. obtained mass
spectra dominated by m/z 44 and resembling fulvic acid, particularly from primary smoldering
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BBOA and from SOA. While their findings suggest that smoldering conditions should produce
highly oxidized primary aerosol (i.e. with reduced H/C and increased O/C), it should be noted
that their combustion technique differs fundamentally from the method presented in this work in
that their smoldering stage follows a period of flaming combustion, allowing more rapid
devolatilization of hydrocarbons that might otherwise exist in the particle phase. Therefore, we
expect the BBOA produced using our method to be less oxidized than that produced by their
smoldering technique.
The results from these studies, in conjunction with the data reported here, demonstrate the
influence of combustion conditions on chemical characterization of aged and unaged BBOA.
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Figure A2.6. Average AMS mass spectra for leaf and heartwood fuels under each oxidation
condition: (a) leaf BBOA, unaged (“0 days”); (b) leaf BBOA, aged 1-3 days; (c) leaf BBOA,
aged 6-10 days; (d) leaf BBOA, difference between particles aged 10 days and unaged particles;
(e) heartwood BBOA, unaged (“0 days”); (f) heartwood BBOA, aged 1-3 days; (g) heartwood
BBOA, aged 6-10 days; (h) heartwood BBOA, difference between particles aged 6-10 days and
unaged particles.
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Figure A2.7: Total organic, sulfate, and potassium (K+) concentrations measured by the AMS.
Due to an error in the burn procedure, the run labeled “not analyzed” is not included in this
analysis.

Table A2.3. Average peak AMS total organic concentrations (COrg, µg m-3) and corresponding
SMPS volume concentrations (CSMPS,V × 109, nm3 cm-3) at each level of oxidative aging.
Equivalent Aging Time (days)
0

1-3

6-10

COrg,

CSMPS,V
×109

COrg,

CSMPS,V×109

COrg,

CSMPS,V×109

Fuel Type

(µg m-3)

(nm3 cm-3)

(µg m-3)

(nm3 cm-3)

(µg m-3)

(nm3 cm-3)

Leaf

17.8

157

29.2

163

19.0

135

Heartwood

8.56

259

6.20

254

7.19

279
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Figure A2.8: Van Krevelen diagrams with AMS-obtained H/C and O/C ratios for (a) leaf BBOA
and (b) heartwood BBOA. To minimize noise, AMS data is plotted only for points where
sufficient total organic concentrations were achieved.
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Section A2.5: TAG Supplemental Results
Table A2.4. Dot products of mass spectral unit vectors obtained from TAG chromatograms
collected using the same amount of fuel mass. These values were determined by taking the dot
products between each mass spectral vector within a given fuel and oxidation condition, then
averaging each dot product. A dot product of 1 signifies a perfect mass spectral match, and a dot
product of 0 indicates a complete mismatch (Stein and Scott, 1994).
Equivalent Aging Time (days)
Fuel Type

0

1-3

6-10

Leaf

0.980 ± 0.008

0.948 ± 0.03

0.898 ± 0.07

Heartwood

0.995 ± 0.002

0.997 ± 0.002

0.997 ± 0.002
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Table A2.5. Selected compounds of interest identified in oak leaf BBOA TAG chromatograms.
Common compound names were used in this work where appropriate and are provided in
parentheses. Estimated subcooled liquid vapor pressures (pLº), saturation concentrations (C*) and
corresponding volatility classifications are also provided. Compounds are classified as
intermediately volatile, semivolatile, low volatility, or extremely low volatility organic
compounds (I-, S-, L-, ELVOCs, respectively) based on the compound’s log10(C*) value and
criteria outlined in previous literature.

Structure
1
2

Compound Name
1,6-anhydro-βglucopyranose
(levoglucosan)
Quinic Acid

Certainty
of IDa

Molecular
Formula

Predicted
pLº at 25°C
(Pa)b

log10(C*)
(µg m-3)c

Volatility
Classificationd

A

C6H10O5

2.41×10-5

0.31

SVOC

A

C7H12O6

2.11×10-7

-1.67

LVOC

-11

3

Mannose

B

C16H12O6

3.45×10

-5.49

ELVOC

4

Octadecanoic Acid

B

C18H36O2

1.14×10-3

2.23

SVOC

5
6
7

Tricosane (C23 alkane)
Tetracosene (C24 alkene)
Pentacosane (C25 alkane)

A
D
A

C23H48
C24H48
C25H52

1.65×10-3
1.08×10-3
3.55×10-4

2.45
2.28
1.82

SVOC
SVOC
SVOC

8

Tetracosanal
(C24 aldehyde)

D

C24H48O

7.87×10-4

2.16

SVOC

D

C24H50O

9.79×10-6

0.260

SVOC

D

C26H52O

2.47×10-4

1.69

SVOC

A

C29H60

1.96×10-5

0.623

SVOC

D

C28H56O

8.24×10-5

1.25

SVOC

D

C30H60O

2.92×10-5

0.825

SVOC

B

C30H50

8.20×10-6

0.247

SVOC

D

C32H64O

1.10×10-5

0.426

SVOC

C30H50O

-7

-1.07

LVOC

9
10
11
12
13
14
15
16

Tetracosanol (C24 alcohol)
Hexacosanal
(C26 aldehyde)
Nonacosane (C29 alkane)
Octacosanal
(C28 aldehyde)
Triacontanal
(C30 aldehyde)
D:A-Friedoolean-6-ene
Dotriacontanal
(C32 aldehyde)
Friedelan-3-one (Friedelin)

B

3.81×10

Identification certainty (“Certainty of ID”) was classified for each compound according to the following criteria: (A) the compound was
positively identified based on external standard injections; (B) the compound was identified based on a high match quality (MQ > 75%) using
available mass spectral libraries; (C) the compound was identified based on a low-to-moderate match quality (MQ < 75%) using available mass
spectral libraries; and (D) no adequate mass spectral library match was available for the compound, so the compound structure was determined by
retention time and manually evaluating possible fragmentation patterns.
b
Vapor pressures at 25°C were predicted using the Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2017 ACD/Labs)
through the SciFinder website.18
c
C* values calculated using methods outlined in Pankow, et al.19 An activity coefficient of 1.3 was assumed based on a typical estimated BBOA
activity coefficient of 1.3.20
d
Defined using criteria set forth in previous work.20,21
a
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Table A2.5, cont’d. Selected compounds of interest identified in oak wood BBOA TAG
chromatograms. Common compound names were used in this work where appropriate and are
provided in parentheses. Estimated subcooled liquid vapor pressures (pLº), saturation
concentrations (C*) and corresponding volatility classifications are also provided. Compounds
are classified as intermediately volatile, semivolatile, low volatility, or extremely low volatility
organic compounds (I-, S-, L-, ELVOCs, respectively) based on the compound’s log10(C*) value
and criteria outlined in previous literature.

Structure
17
18
19
20
21

Compound Name
2,6-dimethoxy-phenol
(syringol)
4-hydroxy-3-methoxybenzaldehyde (vanillin)
4-(1,2-propadienyl)-guaiacol
1,6-anhydro-β-glucopyranose
(levoglucosan)
galacto-heptulose

Certainty
of IDa

Molecular
Formula

Predicted
pLº at 25°C
(Pa)b

log10(C*)
(µg m-3)c

Volatility
Classificationd

B

C8H10O3

7.88×10-1

4.80

IVOC

B

C8H8O3

2.59×10-1

4.31

IVOC

C

C10H10O2

1.55×10-1

4.12

IVOC

A

C6H10O5

2.41×10-5

0.31

SVOC

C

C7H14O7

2.77×10-16

-10.51

ELVOC
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1,6-anhydro--dgalactofuranose

C

C6H10O5

1.49×10-6

-0.896

LVOC

23

methyl-β-D-glucopyranoside

C

C7H14O6

1.53×10-5

0.19

SVOC

-10.96

ELVOC

24
25

26
27
28

29
30
31

n-acetyl-d-galactosamine
2,6-di-methoxy-4-vinylphenol
(4-vinyl-syringol)
4-hydroxy-3,5-dimethoxybenzaldehyde
(syringaldehyde)
2,6-dimethoxy-4-(1propynyl)-phenol
1-(4-hydroxy-3,5dimethoxyphenyl)-ethanone
(acetosyringone)
3-(4-hydroxy-3methoxyphenyl)prop-2-enal
(coniferaldehyde)
4-(2-oxopropyl)-syringol
(syringyl acetone)
4-hydroxy-3,5dimethoxycinnamaldehyde
(sinapaldehyde)

-17

C

C8H15NO6

9.49×10

B

C10H12O3

2.17×10-1

4.31

IVOC

B

C9H10O4

2.01×10-2

3.28

IVOC

C

C11H12O3

3.08

IVOC

B

C10H12O4

2.95

IVOC

B

C10H10O3

6.51×10-3

2.78

IVOC

B

C11H14O4

5.99×10-3

2.82

B

C11H12O4

6.04×10-4

1.82

1.19×10-2
8.65×10-3

IVOC
SVOC

Identification certainty (“Certainty of ID”) was classified for each compound according to the following criteria: (A) the compound was
positively identified based on external standard injections; (B) the compound was identified based on a high match quality (MQ > 75%) using
available mass spectral libraries; (C) the compound was identified based on a low-to-moderate match quality (MQ < 75%) using available mass
spectral libraries; and (D) no adequate mass spectral library match was available for the compound, so the compound structure was determined by
retention time and manually evaluating possible fragmentation patterns.
b
Vapor pressures at 25°C were predicted using the Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2017 ACD/Labs)
through the SciFinder website 18.
c
log10(C*) values calculated using methods outlined in Pankow (1994). 19. An activity coefficient of 1.3 was assumed based on a typical
estimated BBOA activity coefficient of 1.3 20.
d
Defined using criteria set forth in previous work 20,21.
a
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Figure A2.9: Structures identified in oak leaf BBOA TAG chromatograms. Corresponding
compound names are provided in Table A2.5.
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Figure A2.9, cont’d: Structures identified in oak heartwood BBOA TAG chromatograms.
Corresponding compound names are provided in Table A2.5.
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Table A2.6. Raw SIC integrations, reported as a triplicate average ± one standard deviation
(%), for each compound reported in Table A2.4 at each equivalent aging time.
Compound

Ion
Integrated

Equivalent Aging Time (days)
0

1,6-anhydro-β-glucopyranose
(levoglucosan)

60

1.81×106 ± 81%

Quinic Acid

60

1.10×107 ± 58%

Mannose

60

1.25×106 ± 69%

Octadecanoic Acid

60

1.53×105 ± 84%

Tricosane (C23 alkane)

57

1.44×106 ± 40%

Pentacosane (C25 alkane)

57

2.91×106 ± 50%

Tetracosanal (C24 aldehyde)

82

Tetracosanol (C24 alcohol)

1-3

6-10

2.05×105 ± 105%

3.07×104 ± 83%

1.85×106 ± 95%

5.64×105 ± 100%

5.07×104 ± 86%

3.01×103 ± 73%

9.66×103 ± 44%

0*

5.86×105 ± 18%

3.33×105 ± 27%

1.06×106 ± 22%

4.37×105 ± 36%

5.68×106 ± 28%

2.83×106 ± 24%

6.62×105 ± 133%

97

2.53×107 ± 41%

7.15×106 ± 52%

1.67×106 ± 91%

Hexacosanal (C26 aldehyde)

82

4.85×106 ± 52%

8.17×105 ± 52%

1.24×105 ± 100%

Nonacosane (C29 alkane)

57

5.24×106 ± 47%

2.00×106 ± 23%

7.54×105 ± 44%

Octacosanal (C28 aldehyde)

82

5.29×106 ± 60%

Triacontanal (C30 aldehyde)

82

2.73×106 ± 74%

Dotriacontanal (C32 aldehyde)

82

D:A-Friedoolean-6-ene
Friedelan-3-one (Friedelin)

4.70×105 ± 74%

3.71×104 ± 105%

7.94×104 ± 76%

3.97×103 ± 141%

6.25×105 ± 81%

0*

0*

95

1.58×106 ± 38%

6.26×105 ± 30%

2.20×105 ± 60%

95

1.69×106 ± 53%

3.16×105 ± 52%

7.34×104 ± 75%

*Signal not present above noise in any of the triplicate chromatograms.
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Table A2.6, cont’d. Raw SIC integrations, reported as a triplicate average ± one standard
deviation (%), for each compound reported in Table A2.5 at each equivalent aging time.
Equivalent Aging Time (days)
Compound

Ion
Integrated

2,6-dimethoxy-phenol (syringol)

154

1.20×106 ± 10%

3.01×106 ± 6%

1.34×106 ± 5%

4-hydroxy-3-methoxybenzaldehyde (vanillin)

152

5.08×105 ± 22%

6.11×106 ± 5%

1.38×106 ± 16%

4-(1,2-propadienyl)-guaiacol

162

1.99×106 ± 12%

1.51×105 ± 9%

2.08×104 ± 12%

60

1.89×107 ± 6%

2.42×107 ± 11%

4.20×106 ± 12%

galacto-heptulose

60

5.59×105 ± 28%

1.07×106 ± 22%

1.55×105 ± 4%

1,6-anhydro--d-galactofuranose

60

7.46×104 ± 10%

1.08×105 ± 14%

0*

methyl-β-D-glucopyranoside

60

7.94×104 ± 7%

1.06×105 ± 2%

2.12×104 ± 0%

n-acetyl-d-galactosamine

60

1.52×105 ± 11%

2.05×105 ± 7%

5.02×104 ± 5%

180

9.87×105 ± 4%

7.65×105 ± 2%

3.02×105 ± 9%

4-hydroxy-3,5-dimethoxybenzaldehyde (syringaldehyde)

182

2.92×106 ± 14%

8.38×106 ± 2%

2.70×106 ± 13%

2,6-dimethoxy-4-(1-propynyl)phenol

192

2.29×106 ± 11%

9.35×104 ± 10%

1.24×104 ± 21%

1-(4-hydroxy-3,5dimethoxyphenyl)-ethanone
(acetosyringone)

181

1.89×106 ± 10%

1.37×106 ± 2%

5.59×105 ± 9%

3-(4-hydroxy-3methoxyphenyl)prop-2-enal
(coniferaldehyde)

178

2.23×106 ± 26%

8.74×105 ± 6%

8.90×104 ± 23%

210

2.61×106 ± 14%

1.36×106 ± 6%

1.66×105 ± 22%

208

2.00×107 ± 4%

8.04×106 ± 1%

1.47×106 ± 13%

0

1-3

6-10

1,6-anhydro-β-glucopyranose
(levoglucosan)

2,6-di-methoxy-4-vinyl-phenol
(4-vinyl-syringol)

4-(2-oxopropyl)-syringol
(syringyl acetone)
4-hydroxy-2methoxycinnamaldehyde
(sinapaldehyde)
*Signal not present above noise in any of the triplicate chromatograms.
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Section A2.5 Method: Oak leaf solvent extractions
The solvent extraction method used to extract leaf wax components was adapted from a
previously published method.22 A 52.9 ± 0.5 mg leaf sample was gently broken into roughly
centimeter-wide pieces and added to 2 mL of a 2:1:1 mixture of chloroform, acetone, and
methanol. The leaf sample was submerged in the solvent mixture for one minute under gentle
agitation by hand. The leaf was then removed for one minute and submerged again for one
minute. Solid leaf components were decanted from the extraction prior to TAG analysis. A 3 µL
aliquot of the extraction was injected onto the TAG CTD cell through its standard injection
port,23 desorbed, separated, and analyzed using the previously described TAG thermal desorption
and GC oven programs.

Figure A2.10. Relative integrated abundances for four different aldehydes measured in a TAG
leaf BBOA chromatogram (0 days of equivalent aging) and a solvent extraction chromatogram.
Each point corresponds to the integrated m/z 82 abundance normalized to the sum of the
integrated m/z 82 abundances over the four different aldehydes within the chromatogram.
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Table A2.7. Particle-phase fractions (ξi) for several compounds obtained using calculated
saturation concentrations (Ci*, µg m-3; Table A2.5) and AMS total organic concentrations (COA,
Table A2.3). These values were calculated according to equation 1 of the main text.24
Fuel Type Structure
Leaf
1
17
18
Heartwood
20
26

Compound Name
levoglucosan
syringol
vanillin
levoglucosan
syringaldehyde
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Equivalent Aging Time (days)
0
1-3
6-10
0.897
0.934
0.902
-4
-5
1.34×10
9.73×10
1.13×10-4
4.15×10-4
3.00×10-4
3.48×10-4
0.807
0.751
0.778
0.00443
0.00321
0.00372

Figure A2.11. One possible mechanism for the formation of vanillin from larger lignin
decomposition products within the PAM reactor. In the first stage (R1), a peroxy radical
intermediate is formed following OH-driven hydrogen abstraction from the phenolic substituent,
rearrangement, and HO2 radical addition to the beta carbon. In the second stage (R2), the radical
intermediate undergoes an intramolecular nucleophilic attack, causing breakage of the Cα-Cβ
bond and resulting in formation of two distinct aldehydes. This mechanism assumes sufficiently
high concentrations of the HO2 radical are present within the reactor. A third reaction sequence
(R3) could also proceed after R1 following loss of an oxygen from the peroxy radical through
reaction with either HO2 or another peroxy radical (RO2).25 Both R1 and R2 were adapted from
the alkaline oxygen delignification mechanism described by Wong et al.26
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Figure A2.12. Q/Qexp as a function of factor number, where the orange circle indicates the
number of factors in the chosen solution for PMF calculations on: (a) oak leaf compound
window; (b) oak heartwood compound window; (c) oak leaf decomposition window; (d) oak
heartwood decomposition window.
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Figure A2.13. Residuals (black lines) and scaled residuals (red dots) from PMF calculations on:
(a) oak leaf compound window; (b) oak heartwood compound window; (c) oak leaf
decomposition window; (d) oak heartwood decomposition window.
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Figure A2.14. m/z 92 single ion chromatogram (SIC) from TAG analysis of oak leaf extract
showing a series of alkylbenzenes. The number above each peak denotes the number of carbons
(n) present in the alkyl chain (e.g. n = 9 corresponds to nonyl-benzene).
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Figure A2.15. Summed mass spectra for unaged BBOA chromatograms obtained using 0.2 g
(“Chrom 1”) and 0.5 g (“Chrom 2”) of: (a) oak leaf, and (b) oak heartwood. Each mass spectrum
was obtained from the chromatogram by subtracting an appropriate system blank, summing all
ions across the full chromatogram, and converting the resulting mass spectrum vector to a unit
vector per the technique outlined in Stein and Scott.27 In both plots, the “Chrom 2” unit vector is
displayed with a negative relative abundance to facilitate visual comparison of the mass spectra.
Table A2.8. Dot products of mass spectral unit vectors obtained from TAG chromatograms
collected using two different fuel masses at each equivalent aging time. A dot product of 1
signifies a perfect mass spectral match, and a dot product of 0 indicates a complete
mismatch.27
Equivalent Aging Time (days)
Fuel Type

0

1-3

6-10

Leaf

0.847

0.764

0.787

Heartwood

0.934

0.784

0.843

246

Figure A2.16. Example raw m/z 44 single ion chromatograms (SIC), with system blank m/z 44
SICs overlaid for comparison, obtained from TAG analysis of (a) oak leaf BBOA and (b) oak
heartwood BBOA.
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Table A2.9. Relative abundances of integrated compounds displayed in Figure 2.12, presented
as triplicate-averaged percentages of the total compound window m/z 60 signal.
Equivalent Aging Time (days)
Fuel Type

Leaf

Heartwood

Compound

0

1-3

6-10

levoglucosan

8 ± 4%

5 ± 2%

3 ± 0%a

quinic acid

61 ± 5%

44 ± 16%

49 ± 8%a

mannose

5 ± 3%

1 ± 0%

0 ± 0%a

octadecanoic
acid

1 ± 0%

0 ± 0%

0b

methyl-β-D0 ± 0%
glucopyranoside

0 ± 0%

0 ± 0%

levoglucosan

82 ± 1%

82 ± 0%

71 ± 1%

galactoheptulose

2 ± 1%

4 ± 0%

3 ± 0%

n-acetyl-dgalactosamine

1 ± 0%

1 ± 0%

1 ± 0%

1,6-anhydro-dgalactofuranose

0 ± 0%

0 ± 0%

0b

a

Signal only present above noise in two of three triplicate chromatograms; values are therefore
obtained using the two chromatograms with sufficient signal.
b
Signal not present above noise in any of the triplicate chromatograms.
Table A2.10. Relative abundances of triplicate-averaged total integrated compound window and
decomposition window m/z 60 signals, presented as a percentages of the total TAG m/z 60 signal
(compound window + decomposition window).
Equivalent Aging
Fuel Type
Leaf

Window
Compound
Decomposition
Heartwood Compound
Decomposition

0
97 ± 2%
3 ± 2%
96 ± 0%
4 ± 0%

1-3
81 ± 9%
19 ± 9%
94 ± 1%
6 ± 1%
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6-10
67 ± 13%
33 ± 13%
76 ± 2%
24 ± 2%

Figure A2.17. Results from levoglucosan (15 μg) and quinic acid (5 μg) TAG standard
injections.
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Figure A2.18. Electron ionization mass spectra for (a) Factor 2 (F2) obtained during oak wood
decomposition PMF analysis (Figure 10), (b) Acetic acid,28 and (c) levoglucosan.28
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Appendix A3: Supplement of “Analysis of
Indoor Particles and Gases and their
Evolution with Natural Ventilation during
the Air Composition and Reactivity from
Outdoor aNd Indoor Mixing (ACRONIM)
Field Campaign”
Section A3.1: Field Site Description and Information

Figure A3.1. Map showing area in which test home is located (red box).1 Major highways (I-44,
I-55. US-30) are labeled for reference.
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Figure A3.2. Approximate floor plan of the two floors composing the test home sample volume.
The red circles denote location of sample line inlets. Windows opened during window-opening
periods are labeled with red boxes.
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Figure A3.3. OFT-derived air exchange rates (AER, h-1) for the test home across the unoccupied
study period (Equation 3.1 in chapter 3). HFB-derived AER values are not reliable due to a poor
standard calibration and are not provided. However, because HFB integrated abundances are
used to normalize gas-phase data in the manuscript due to improved signal-to-noise ratios
(Figure 3.7), we provide the inverse of the integrated peak area (i.e., one divided by the peak
area) at each point to demonstrate relative changes in HFB concentrations throughout the study
period (right axis). For each point, the time axis corresponds to the midpoint of the VOC
adsorbent tube collection period (4 hours total).
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Section A3.2: Supplemental Particle and Gas-Phase Measurements

Figure A3.4. Particle number concentrations (# m-3) for six different size bins measured indoors
by the OPC.

Figure A3.5. NOx (NO and NO2) concentrations measured (A) outdoors and (B) indoors. The
trace-level NOx monitor was operated on the indoor/outdoor switching schedule (Table 3.1).
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Figure A3.6. (A) Temperature data recorded outdoors and indoors for the unoccupied study
period; (B) relative humidity (RH) recorded outdoors and indoors for the unoccupied study
period; (C) rainfall, in units of inches accumulated per hour, recorded at two area weather
stations: St. Louis Lambert International Airport (KSTL), located approximately 20 km
northwest of the field site, and the Missouri Botanical Gardens/MBOT (MBGM7), located
approximately 2.5 km west of the site. These publicly-available data are compiled in the
MesoWest database and were accessed through the MesoWest website (mesowest.utah.edu).2–4
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Section A3.3: Gas-Phase Sample Analysis and Mass Quantification Methods
Gas Chromatography-Mass Spectrometry Analysis
Following collection, VOC adsorbent tubes were analyzed using thermal desorption gas
chromatography-mass spectrometry (GC-MS). A Markes Unity 1 was used for desorption,
focusing and injection. Tubes were desorbed for 12 minutes at 260°C with 20 mL min -1
desorption flow (splitless). The trap was held at 10°C during desorption, then heated to 280°C
for 3 minutes for injection onto the GC with an initial column flow of 1.3 ml/min and split flow
of 20 mL min-1. The flow path temperature was 150°C. An Agilent 6890N Gas Chromatograph
with an Agilent 5973 Mass Selective Detector were used for separation, detection and
quantification. An HP-5MS column (0.25mm × 30m × 0.25µm; Agilent Technologies) was
operated in constant pressure mode with an initial flow rate of 1.3 mL min-1. The initial
temperature, 40°C, was held for 8 minutes followed by a 4°C min-1 ramp to 100°C, a 15°C min-1
ramp to 280°C and then held at that temperature for 5 minutes. The mass spectrometer was
operated in scan mode from 50 to 550 m/z.
For each quantified compound, a 5-point calibration was performed by adding between 0
and 100 ng of analytes diluted in methanol to the sorbent. After adding solution, pure nitrogen
flowing at 20 mL min-1 for 10 minutes was used to evaporate the methanol prior to analysis. The
limit of quantification was defined as 3 times the standard deviation of three replicates of an
injection of the lowest calibration mass.
High-Performance Liquid Chromatography Analysis
Dinitrophenylhydrazine (DNPH) samples of C1-C5 aldehydes, plus acetone, were
prepared based on EPA method TO-11A (U.S.E.P.A., 1999). The samples were analyzed using
an auto-sampler high performance liquid chromatograph (HPLC), equipped with a Phenomenex
Gemini 5u C18 110A column. Solvent flow rate was 1 mL min-1 with a starting solution
concentration ratio of 40% deionized water and 60% acetonitrile. This solution ratio was
changed via a gradient method to 30%/70% over 20 minutes and to 0%/100% after 21 minutes,
where it was maintained for five minutes before being returned to the original 40%/60% ratio
after 32 minutes. The output wavelength detected was 360 µm. Mass calibration was performed
by analyzing sequential acetonitrile dilutions of carbonyl-hydrazone (Supelco) standards.
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Section A3.4: Approximation of Denuder Artifacts under Conditions Relevant to the
ACRONIM Field Campaign.
In this section, we evaluate the relative influence of two artifacts associated with the parallelplate carbon denuder used to remove gases from the TAG sample stream in “particle-only”
collections.
The model used here is described in detail by Dhawan and Biswas (2019).5 In their approach,
denuder artifacts are evaluated using a volatility basis set framework,6 wherein molecules within
different volatility ranges (“bins”) are assumed to exhibit similar phase partitioning behavior. For
this analysis, we ran the Dhawan and Biswas model assuming pure-component particles,
choosing three normal alkanes spanning the volatility range measured by the TAG during the
ACRONIM-1 field campaign (Table A3.1). We anticipate that tetradecane and pentacosane
reflect approximate upper and lower saturation concentration boundaries (respectively) for
organic particle-phase compounds measured by the TAG during the study.
The model developed by Dhawan and Biswas makes several additional assumptions. First, gasparticle equilibrium is assumed at the inlet, meaning that the inlet gas-phase concentration is
assumed to be equal to the equilibrium saturation concentration (C*). In an indoor system, this
assumption is increasingly valid for compounds with higher saturation concentrations.7 Perfect
gas adsorption to the activated carbon denuder sheets is also assumed. Finally, the velocity
profile is assumed to be fully developed and laminar.5
Table A3.1. Species and corresponding molecular properties used as inputs to the Dhawan and
Biswas model.

Compound
Tetradecane
Eicosane
Pentacosane

Molecular
Weight
(g mol-1)
198
282
352

Predicted
pL° (torr)a
2.85×10-2
1.40×10-4
2.66×10-6

C* (µg m-3)b
3.04 ×105
2.13 ×103
5.04 ×101

Dg (cm2 s-1)c
0.043
0.035
0.033

Surface Tension
(N m-1)d
0.0265
0.0284
0.0293

Density (kg m-3)
764
790
800

a

Predicted using the Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2017 ACD/Labs) through the SciFinder website.
Calculated using methods outlined in Pankow (1994)8 assuming a temperature of 25C and an activity coefficient of 1.
c
Calculated using parameters from Yaws (2009).9
d
Predicted using the ACD/Labs Percepta Platform – Phys/Chem Model,10 accessed through the ChemSpider website.11
b

Dhawan and Biswas define the particle mass lost (ML) as:
(A3.1)
where

is the cup-mixing average of dimensionless concentration at the denuder

outlet (where dimensionless position x* = 1), solved using a set of ordinary differential
equations.5 Figure A3.7 displays the particle mass lost as a function of t*, the ratio of denuder
residence time to characteristic evaporation time:
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(A3.2)
where Q is the volumetric flow rate through the denuder (15 L min-1), V is the denuder volume
(2.05 × 10-4 L), N is the particle concentration (assumed to be constant at 105 # m-3, the order of
magnitude for typical indoor particle concentrations measured by the OPC; Figure A3.4), Dg is
the gas-phase diffusivity of the species in air (Table A3.1), and dp,0 is the diameter for particles at
the denuder inlet, which we assume to be monodisperse.
In this analysis, we calculated particle mass lost at different dp,0 values ranging from 70 nm, the
TAG’s approximate dp50, to 2.5 um, the approximate upper particle cutoff from the cyclone used
during ACRONIM. From equation A3.2, as particles increase in diameter, t* decreases.

Figure A3.7. Modeled article mass lost (%) as a function of t* for tetradecane, eicosane, and
pentacosane particles.
Figure A3.7 demonstrates that particle mass losses due to evaporation in the denuder are more
significant for smaller particles (<500 nm) and for IVOCs with higher saturation concentrations.
A more sophisticated analysis incorporating a mixture of particle-phase species should be used to
evaluate denuder artifacts in future studies. However, these findings are sufficient to demonstrate
that quantification of denuded IVOCs should be corrected for evaporation artifacts, especially
under low particle number concentrations.
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Section A3.5: TAG Multicomponent Standard
Table A3.2. Compounds included in the multicomponent TAG standard. All compounds were
purchased from Sigma Aldrich (St. Louis, MO).
Compound
n-Tetracosane
n-Octacosane
n-Eicosane
Octacosane - d58
Dotriacontane - d66
1-tetradecanol
1-octadecanol
1-docosanol
1-hexacosanol
Dodecanoic acid
Hexadecanoic acid
Eicosanoic acid
Anthraquinone
Dimethyl glutaric acid
Ketoglutaric acid
Cis-pinonic acid
Benzophenone
Tridecanal
Phthalimide
Vanillin
Cholesterol
Glyceric acid
Beta-caryophyllene
Benzoic acid
4-methoxyphenol
Phthalic acid
2-pentadecanone
1,6-dioxaspiro[4,4]nonene-2,7
Myrcene
Squalene
EPA PAH Mix (1-methylnaphthalene, 2-methylnaphthalene, acenaphthene,
acenaphthylene, anthracene, benzo(a)anthracene, benzo(a)pyrene,
benzo(b/e)fluoranthene, benzo(g,h,i)perylene, benzo(k)fluoranthene, chrysene,
dibenzo(a,h)anthracene, fluoranthene, fluorene, indeno(1,2,3-cd)pyrene,
naphthalene, phenanthrene, pyrene)
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Concentration (ng µL-1)
2
2
2
2
2
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

2 (each component)

Section A3.6: TAG Compound Identifications
Table A3.3. Full compound list obtained using TAG data (both indoor and outdoor chromatograms) for this study. CAS identification
numbers and common names (in bold font in parentheses within “Compound Name” column) are provided where available. Ions used
to identify compounds in chromatograms are given in the “Ions” column, with the base peak (most abundant ion) in bold and the
quantification ion underlined for compounds included in PMF analyses. Compounds were identified to varying degrees of certainty
using retention times and according to the following criteria: A) the compound was positively identified using standard injections; B)
the compound was identified with a match quality above 75% using mass spectral libraries; C) the compound was identified with a
low-to-moderate match quality, between 25% and 75%, using mass spectral libraries. Other properties provided include compound
molecular formula, molecular weight (MW), and subcooled liquid vapor pressures. Vapor pressures were predicted using the
Advanced Chemistry Development (ACD/Labs) Software V11.02 (© 1994-2017 ACD/Labs) through the SciFinder website;12 a cell
marked “NF” denotes that no vapor pressure information was found for that compound.
#

Compound Name

CAS

Ions
Linear Alkanes
57; 43; 71; 85; 170

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

1

Dodecane

112-40-3

A

C12H26

170

2.09E-01

2
3
4
5
6
7

Tridecane
Tetradecane
PentadecaneD,ND
HexadecaneD,ND
HeptadecaneD,ND
OctadecaneD,ND

211-093-4
629-59-4
629-62-9
544-76-3
629-78-7
593-45-3

57; 43; 71; 85; 184
57; 43; 71; 85; 198
57; 43; 71; 85; 212
57; 43; 71; 85; 226
57; 43; 71; 85; 240
57; 43; 71; 85; 254

B
A
B
A
B
A

C13H28
C14H30
C15H32
C16H34
C17H36
C18H38

184
198
212
226
240
254

8.07E-02
2.85E-02
1.12E-02
4.52E-03
1.85E-03
7.69E-04

8
9
10
11
12
13

NonadecaneD,ND
EicosaneD,ND
HeneicosaneD,ND
DocosaneD,ND
TricosaneD,ND
TetracosaneD,ND

629-92-5
112-95-8
629-94-7
629-97-0
638-67-5
646-31-1

57; 43; 71; 85; 268
57; 43; 71; 85; 282
57; 43; 71; 85; 296
57; 43; 71; 85; 310
57; 43; 71; 85; 324
57; 43; 71; 85; 338

B
A
B
A
B
A

C19H40
C20H42
C21H44
C22H46
C23H48
C24H50

268
282
296
310
324
338

3.25E-04
1.40E-04
6.14E-05
2.73E-05
1.24E-05
5.69E-06

14
15

PentacosaneND
Hexacosane

629-99-2
630-01-3

57; 43; 71; 85; 352
57; 43; 71; 85; 366

B
A

C25H52
C26H54

352
366

2.66E-06
1.26E-06
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#

Compound Name

CAS

16
17

Pentadecane, 5-methylPentadecane, 3-methyl-D,ND

25117-33-3
2882-96-4

18

Pentadecane, 2,6,10-trimethyl-

3892-00-0

19
20

Hexadecane, 4-methylHexadecane, 3-methylPentadecane, 2,6,10,14-tetramethyl(norphytane)

25117-26-4
6418-43-5
1921-70-6

Heptadecane, 4-methyl-

21
22
23

Hexadecane, 2,6,10,14-tetramethyl- (phytane)
D,ND

Ions
Branched Alkanes
57; 71; 85; 168
57; 71; 85; 197
57; 71; 169; 183; 225;
239
43; 57; 71; 85; 197
57; 43; 71; 85; 211

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

C
C

C16H34
C16H34

226
226

6.32E-03
5.64E-03

C

C18H38

254

2.28E-03

B
C

C17H36
C17H36

240
240

2.55E-03
2.42E-03

57; 71; 113; 183

B

C19H40

268

2.60E-03

26429-11-8

71; 43; 57; 85; 210;
211

C

C18H38

254

9.61E-04

638-36-8

57; 183; 197

B

C20H42

282

5.26E-04

Alkenes
83; 41; 55; 69; 97; 168
83; 41; 55; 69; 97; 182
55; 41; 69; 83; 97; 196

24
25
26

1-Dodecene
1-Tridecene
1-TetradeceneD,ND

112-41-4
2437-56-1
1120-36-1

C
B
B

C12H24
C13H26
C14H28

168
182
196

2.34E-01
8.56E-02
3.23E-02

27
28

1-Pentadecene
1-Heptadecene

C15H30
C16H32

210
238

1.25E-02
2.05E-03

29

Naphthalene

13360-61-7
83; 41; 55; 69; 97; 210 C
6765-39-5
83; 41; 55; 69; 97; 238 C
PAHs, Branched PAHs, and Oxy-PAHs
91-20-3
128; 64; 102
C

C10H8

128

1.59E-01

30-31

Methylnaphthalenes (2), individual
configurations unknown

32

2-Naphthalenol

33-34

Dimethylnaphthalenes (2), individual
configurations unknown

35

Biphenylene

36-37

Trimethylnaphthalenes (2), individual
configurations unknown

38
39

4,6,8-Trimethylazulene
Fluorene

135-19-3

259-79-0

941-81-1
86-73-7

142; 115; 141

C

C11H10

142

6.05E-02

144; 89; 115; 116

C

C10H8O

144

1.63E-03

156; 141; 155

C

C12H12

156

(1.24-1.59)E02

152; 76; 126; 151

C

C12H8

152

1.78E-02

170; 155

C

C13H14

170

1.67E-023.16E-03

170; 155
166; 115; 139; 165

C
C

C13H14
C13H10

170
166

5.05E-03
3.00E-03
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#

Compound Name

40
41
42

1-Methyl-9-methoxyfluorene
9H-Fluoren-9-oneD,ND
PhenanthreneD,ND

43

Anthracene
Anthracene, dimethyl, configuration
unknownD,ND

44
45-49
50
51
52
53

CAS

Ions

Confidence

PAHs, Branched PAHs, and Oxy-PAHs, cont’d
195; 165; 210
C
486-25-9
180; 76; 126; 152
C
85-01-8
178; 76; 89; 152
A
120-12-7

Methylphenanthrenes and Methylanthracenes
(5), individual configurations unknown

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

C15H14O
C13H8O
C14H10

210
180
178

1.82E-04
8.01E-05
2.06E-04

178; 76; 89; 152

A

C14H10

178

2.06E-04

206; 69; 81; 83; 205

C

C16H14

206

2.76E-05

192; 165

B

C15H12

192

7.27E-05

208; 76; 152; 180
202; 101; 102
236; 165; 178; 193
202; 101; 102

B
C
C
B

C14H8O2
C16H10
C16H12O2
C16H10

208
202
236
202

216; 108; 215

C

C17H12

216

84-65-1
205-912-4
1519-36-4
129-00-0

57
58

9,10-Anthracenedione (anthraquinone)
FluorantheneD,ND
9,10-Anthracenedione, 1,4-dimethylPyreneD,ND
Methylpyrenes (3), individual configurations
unknown
Retene
11H-Benzo[b]fluorene

483-65-8
243-17-4

219; 205; 206; 234
216; 108; 215

C
C

C18H18
C17H12

234
216

6.97E-06
1.73E-05
2.69E-07
2.28E-06
(1.48-7.38)E06
5.34E-06
3.43E-06

59

11H-Benzo[a]fluorene

238-84-6

C

C17H12

216

3.43E-06

60

2,2'-Binaphthalene

612-78-2

C

C20H14

254

3.67E-07

61
62
63

9H-Fluorene, 9-(phenylmethylene)Benzo[c]phenanthreneD,ND
ChryseneD,ND

1836-87-9
195-19-7
218-01-9

C
C
A

C20H14
C18H12
C18H12

254
228
228

5.01E-06
2.02E-07
8.50E-08

64
65
66

1,2-Dimethylenecyclohexane
Cyclohexane, heptylCyclohexane, octyl-

2819-48-9
5617-41-4
1795-15-9

216; 108; 215
254; 126; 228; 253;
255
254; 252; 253; 255
228; 101; 113; 226
228; 113; 114
Alkylcyclohexanes
93; 79; 108
83; 55; 82; 182
83; 55; 67; 82; 196

C
C
C

C8H12
C13H26
C14H28

108
182
196

9.92E+00
4.51E-02
1.58E-02

B
C
C

C13H20
C14H22
C15H24

176
190
204

4.43E-02
1.58E-02
5.74E-03

54-56

67
68
69

Benzene, heptylBenzene, octylBenzene, nonyl-

D,ND

1078-71-3
2189-60-8
1081-77-2

Alkylbenzenes
91; 92; 176
91; 92; 190
91; 92; 204

265

#

Compound Name

CAS

Ions

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

70
71
72

Benzene, (1-propyloctyl)Benzene, decylBenzene, (1-pentylheptyl)- D,ND

Alkylbenzenes, cont’d.
4536-86-1
91; 105; 133; 189; 232
104-72-3
91; 92; 184
2719-62-2
91; 105; 161; 175; 246

73
74
75
76
77
78

Benzene, (1-butyloctyl)- D,ND
Benzene, (1-propylnonyl)Benzene, (1-ethyldecyl)Benzene, undecylBenzene, (1-pentyloctyl)Benzene, (1-butylnonyl)-

2719-63-3
2719-64-4
2400-00-2
6742-54-7
4534-49-0
4534-50-3

91; 105; 147; 189
91; 133; 203
91; 119; 217; 246
91; 92; 232
91; 105; 161; 260
91; 92; 147

C
C
C
C
C
C

C18H30
C18H30
C18H30
C17H28
C19H32
C19H32

246
246
246
232
260
260

5.00E-04
5.00E-04
5.00E-04
7.91E-04
1.79E-04
1.79E-04

79
80
81
82
83

Benzene, (1-propyldecyl)Benzene, (1-ethylundecyl)Benzene, (1-methyldodecyl)Benzene, dicyclohexyl
Benzene, (1-methyltridecyl)- D,ND

4534-51-4
4534-52-5
4534-53-6
1087-02-1
4534-59-2

91; 92; 133
91; 119; 231; 260
105; 91; 260
242; 91; 117; 159
105; 91; 274
Other Phenyls

C
C
C
C
C

C19H32
C19H32
C19H32
C18H26
C20H34

260
260
260
242
274

1.79E-04
1.79E-04
1.79E-04
3.23E-05
6.43E-05

98-83-9

118; 78; 91; 103

C

C9H10

118

2.82E+01

99-87-6

119; 134

C

C10H14

134

120; 77; 91; 105

C

C9H12

120

117; 91; 92; 116; 132

C

C10H12

132

92; 91; 162
158; 115; 117; 128;
143
147; 162
154; 76; 152; 153
168; 152; 153; 167
153; 152; 166; 167;
168

C

C12H18

162

1.65E+01
(2.08-3.57)E02
(5.54-6.59)E01
1.89E-01

C

C12H14

158

6.06E-02

C
B
B

C12H18
C12H10
C13H12

162
154
168

NF
2.27E-02
1.32E-02

C

C13H12

168

3.70E-03

84
85
86

Benzene, (1-methylethenyl)- (alpha
methylstyrene)
p-Cymene
Trimethylbenzaldehyde, configuration
unknown

87-88

Dimethylstyrenes (2), configurations unknown

89

Benzene, (2-ethylbutyl)-

19219-85-3

90

Benzene, 1,4-bis-1-methylethenyl-

1605-18-1

91
92
93

Benzene, trimethyl(1-methylethyl)Biphenyl
1,1'-Biphenyl, 4-methylBenzene, [1-(2,4-cyclopentadien-1ylidene)ethyl]-

33991-29-6
92-52-4
644-08-6

94

2320-32-3
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C
C
C

C17H28
C16H26
C18H30

232
218
246

1.39E-03
2.12E-03
5.00E-04

#

95
96
97
98
99

Compound Name

2-(p-Tolylmethyl)-p-xylene
1,1'-Biphenyl, 2,2'-diethylBenzene, 1,1'cyclohexylidenebis-D,ND
1-(o-Biphenylyl)-2-phenylethyne
1H-Indene, 2,3-dihydro-1,1,3-trimethyl-3phenyl-D,ND

CAS

Ions

Other Phenyls, cont’d.
721-45-9
195; 210
13049-35-9
181; 165; 195; 210
236; 167; 168; 178;
21113-55-3
180
10271-65-5
253; 252; 254
3910-35-8

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

C
C

C16H18
C16H18

210
210

8.34E-04
2.26E-04

C

C18H20

236

1.28E-04

C

C20H14

254

4.04E-07

C

C18H20

236

1.23E-03

C

C13H18

174

5.33E-02

137; 136; 257; 272
191; 55; 69; 95; 109;
332
Acids
60; 73; 87
88; 73; 101; 116
60; 41; 43; 73; 85;
101; 115
60; 57; 73; 115
Aldehydes
77; 105; 106
57; 70; 82; 98; 114
82; 57; 68; 96; 110;
140

C

C20H32

272

2.11E-04

C

C24H44

332

8.21E-06

C
C

C6H12O2
C8H16O2

116
144

1.58E-01
2.70E-02

B

C8H16O2

144

2.20E-02

B

C9H18O2

158

8.67E-03

B
B

C7H6O
C9H18O

106
142

9.74E-01
5.32E-01

C

C12H24O

184

3.44E-02

147; 117; 175; 190

C

C13H18O

190

7.30E-03

A

C13H26O

198

1.46E-02

C

C14H18O

202

2.33E-03

B

C15H20O

216

6.97E-04

221; 91; 143; 235; 236
Other Hydrocarbons

100

Naphthalene, 1,2,3,4-tetrahydro-1,1,6trimethyl- (alpha ionene)

475-03-6

101

SandaracopimaradieneD,ND

1686-56-2

102

15-Isobutyl-(13αH)-isocopalane

87953-47-7

103
104

Hexanoic acid
Hexanoic acid, 2-ethyl-

142-62-1
149-57-5

105

Octanoic acidD,ND

124-07-2

106

Nonanoic acid

112-05-0

107
108

Benzaldehyde
NonanalD,ND

100-52-7
124-19-6

109

DodecanalD,ND

112-54-9

110

Benzeneethanal, 4-[1,1-dimethylethyl]-.alpha.methyl-

61307-73-1

111

Tridecanal

10486-19-8

112

Heptanal, 2-(phenylmethylene)-

122-40-7

113

Octanal, 2-(phenylmethylene)- (Hexyl
cinnamic aldehyde) D,ND

101-86-0

159; 105; 115; 129;
131; 174

82; 57; 68; 96; 110;
154; 170
117; 115; 129; 202
129; 91; 115; 117; 145;
216

267

#

Compound Name

CAS

114

Phthalic Acid

D,ND

115

Dimethyl phthalateD,ND

131-11-3

116

Diethyl phthalateD,ND

84-66-2

117
118

Diisobutyl PhthalateD,ND
Dibutyl PhthalateD,ND
Bis-(2-ethylhexyl)phthalate
(DEHP)ND

84-69-5
84-74-2

120

Nonanoic acid, methyl ester

1731-84-6

121
122

Benzoic acid, butyl ester
Dodecanoic acid, methyl esterD,ND
Propanoic acid, 2-methyl-, 1-(1,1dimethylethyl)-2-methyl-1,3-propanediyl ester
(TXIB)D,ND
Dodecanoic acid, 1-methylethyl ester
(isopropyl laurate)

136-60-7
111-82-0

Phthalates
104; 76; 148
163; 77; 92; 133; 135;
194
149; 150; 177; 221;
222
149; 167; 205; 223
149; 205; 223
149; 104; 113; 167;
279
Other Esters
74; 87; 101; 129; 141;
143
105; 77; 123
74; 57; 41; 43; 87; 74;

74381-40-1

125
126

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

A

C8H6O4

166

2.14E-06

B

C10H10O4

194

3.31E-03

B

C12H14O4

222

1.67E-03

C
C

C19H28O4
C16H22O4

320
278

1.54E-03
1.08E-04

C

C24H38O4

390

3.95E-06

C

C9H12O3

168

1.93E-01

B
B

C11H14O2
C13H26O2

178
214

2.17E-02
1.05E-02

71; 111; 143; 159; 243

B

C16H30O4

286

3.88E-03

10233-13-3

43; 242; 60; 102; 129;
201; 202

C

C15H30O2

242

3.58E-03

Benzoic acid, 2-ethylhexyl esterD,ND
Benzeneacetic acid, 2-phenylethyl ester

5444-75-7
102-20-5

105; 70; 77; 112; 123
104; 77; 91; 105

B
C

C15H22O2
C16H16O2

234
240

5.07E-04
2.30E-05

127

Benzyl BenzoateD,ND

120-51-4

B

C14H12O2

212

2.50E-04

128

Isopropyl myristateD,ND

110-27-0

B

C17H34O2

270

3.29E-04

129

Hexadecanoic acid, methyl ester (methyl
palmitate)ND,D

112-39-0

B

C17H34O2

270

1.49E-04

130

Isopropyl palmitateD,ND

142-91-6

C

C19H38O2

298

8.44E-05

131

Hexadecanoic acid, 14-methyl-, methyl ester

2490-49-5

105; 77; 91; 194; 212
102; 43; 60; 129; 211;
228; 229
74; 43; 55; 87; 143;
227; 239; 270
43; 102; 60; 129; 256;
298
74; 87; 143; 241; 284
Ketones

C

C18H36O2

284

2.15E-04

132
133

2-Nonanone
Ethanone, 1-(4-methylphenyl)-D,ND

821-55-6
577-16-2

58; 43; 71; 142
119; 91; 134

C
C

C9H18O
C9H10O

142
134

6.45E-01
1.87E-01

119

123
124

85-44-9

Ions

117-81-7
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#

Compound Name
D,ND

134
135
136

2-Decanone
2-Undecanone
Bicyclo[3.2.0]heptan-2-one, 1,4,4-trimethyl-

137

Ethanone, 1-[4-(1-methylethenyl)phenyl]1(2H)-Naphthalenone, 3,4-dihydro- (alpha
tetralone)D,ND

138
139
140

141

5,9-Undecadien-2-one, 6,10-dimethyl(geranyl lactone) D,ND
2,5-Cyclohexadiene-1,4-dione, 2,6-bis(1,1dimethylethyl)- (2,6-Di-tertbutylbenzoquinone)
2,6-di-t-butyl-4-methylene-2,5cyclohexadiene-1-one
(BHT-quinone)

CAS

Ions

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

Ketones, cont’d.
693-54-9
58; 43; 71; 85; 156
112-12-9
58; 43; 71; 170
52171-52-1
82; 95; 109; 152

C
C
C

C10H20O
C11H22O
C10H16O

156
170
152

2.48E-01
9.78E-02
2.88E-01

645-13-6

145; 91; 115; 160

C

C11H12O

160

8.64E-03

529-34-0

118; 146

C

C10H10O

146

1.60E-02

3796-70-1

43; 69; 107; 125; 136;
151

C

C13H22O

194

1.57E-02

719-22-2

177; 135; 149; 163;
192; 205; 220

B

C14H20O2

220

2.81E-03

2607-52-5

161; 175; 189; 203;
218

B

C15H24

218

7.89E-04

B

C14H22O

206

4.05E-03

A
A

C15H30O
C13H10O

226
182

3.04E-03
8.23E-04

135; 107; 123; 150;
191; 206
58; 168; 226
105; 77; 182

142

6-methyl-.gamma.-ionone

27417-37-4

143
144

2-Pentadecanone
BenzophenoneD,ND

2345-28-0
119-61-9

145

1-Penten-3-one, 1-(2,6,6-trimethyl-1cyclohexen-1-yl)- (beta methyl ionone)

127-43-5

191; 109; 119; 121;
135; 191

C

C14H22O

206

1.08E-03

146

Ethanone, 1-(5,6,7,8-tetrahydro-3,5,5,6,8,8hexamethyl-2-naphthalenyl)- (tonalid) D,ND

21145-77-7

243; 159; 187; 201;
258

B

C18H26O

258

2.86E-05

C
B
C
C
B

C6H6O
C8H18O
C7H8O
C9H12O
C6H6O3

94
130
108
136
126

6.14E+01
2.07E-01
1.58E-01
1.12E-01
1.73E-02

C

C8H8O3

152

7.00E-02

Multifunctional/Other Oxidized Compounds
147
148
149
150
151

Phenol
1-Hexanol, 2-ethylBenzenemethanol
Phenol, 2-(1-methylethyl)LevoglucosenoneND

108-95-2
104-76-7
100-51-6
88-69-7
37112-31-5

152

Benzoic acid, 2-hydroxy-, methyl ester

119-36-8

94; 39; 66
57; 41; 70; 83; 98; 112
79; 77; 107; 108
121; 103; 136
98; 39; 53; 68; 96
120; 65; 92; 93; 121;
152
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#

153
154
155
156
157
158
159
160
161

Compound Name

CAS

Ions

MW
(g mol-1)

Predicted pL°
(torr)

C10H12O

148

6.87E-02

C8H10O2
C7H12O2
C6H14O3

138
128
134

1.55E-02
NF
NF

C9H18O3

192

7.31E-03

C8H8O2

136

2.49E-02

C

C8H14O2

142

4.08E-02

B

C10H12O

148

2.10E-01

B

C12H24O3

216

1.09E-03

Confidence

Multifunctional/Other Oxidized Compounds, cont’d.
Benzene, 1-methoxy-4-(1-propenyl)148; 117; 121; 133;
104-46-1
C
(anethole)
147
Ethanol, 2-phenoxy-D,ND
122-99-6
94; 77; 138
B
(2Z,4Z)-3-Methylhexa-2,4-dien-1,6-diol
97; 71; 81; 95; 98; 110 C
2-Propanol, 1,1'-oxybis- (dipropylene glycol)
25265-71-8
59; 31; 41; 45; 103
C
2-Propanol, 1-[1-methyl-2-(255956-25-7
59; 45; 57; 103
C
propenyloxy)ethoxy]Benzaldehyde, 4-methoxy- (anisaldehyde)
123-11-5
135; 77; 92; 136
C
2(3H)-Furanone, 5-butyldihydro- (gamma
octanolactone)
Benzene, 1-methoxy-4-(2-propenyl)(allylanisole)
Propanoic acid, 2-methyl-, 2,2-dimethyl-1-(2hydroxy-1-methylethyl)propyl esterND

104-50-7
140-67-0
74367-33-2

85; 100; 141
148; 77; 91; 115; 117;
121; 133
71; 43; 56; 83; 89; 98;
143; 173

Molec.
Formula

162

2[3H]-Furanone, dihydro-5-pentyl- (gamma
nonalactone) D,ND

108-29-2

85; 100; 114; 128; 138

B

C9H16O2

156

8.58E-03

163

Propanoic acid, 2-methyl-, 3-hydroxy-2,4,4trimethylpentyl ester

74367-34-3

71; 43; 56; 89; 143;
173

B

C12H24O3

216

3.78E-03

101-84-8

170; 141; 142

B

C12H10O

170

2.23E-02

120-14-9

166; 165

C

C9H10O3

166

3.66E-03

91-64-5

146; 89; 90; 118; 119

B

C9H6O2

146

1.30E-03

164
165
166

Benzene, 1,1'-oxybisBenzaldehyde, 3,4-dimethoxy- (vanillin
methyl ether)
2H-1-Benzopyran-2-one (coumarin)D,ND

167

2(3H)-Furanone, 5-hexyldihydro- (gamma
decalactone)

706-14-9

85; 128

C

C10H18O2

170

8.52E-03

168

Isobutanoic acid, phenoxyethanol esterD,ND

103-60-6

C

C12H16O3

208

5.62E-03

169

Benzoic acid, 4-ethoxy-, ethyl ester

23676-09-7

C

C11H14O3

194

5.23E-03

170
171

DibenzofuranD,ND
Phenol, 4-(1,1,3,3-tetramethylbutyl)-

132-64-9
140-66-9

115; 77; 94; 105
121; 138; 149; 166;
194
168; 84; 139
135; 107; 136

B
C

C12H8O
C14H22O

168
206

4.40E-03
1.98E-03

172

Cyclopentaneacetic acid, 3-oxo-2-pentyl-,
methyl esterD,ND

24851-98-7

153; 55; 83; 96; 156

B

C13H22O3

226

7.10E-04
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#

Compound Name

173

Octane, 1,1'-oxybis-

174

n-Hexyl salicylate

175

2-Ethylhexyl salicylate

176

Cyclopenta[g]-2-benzopyran, 1,3,4,6,7,8hexahydro-4,6,6,7,8,8-hexamethyl
(galaxolide) D,ND

177
178
179
180
181
182
183

CAS

Ions

Confidence

Multifunctional/Other Oxidized Compounds, cont’d.
57; 71; 83; 84; 112;
629-82-3
C
113
6259-76-3
120; 138; 222
C
120; 71; 112; 121; 138;
118-60-5
C
250

D,ND

Limonene
beta-Ocimene
Cyclohexanol, 3,3,5-trimethyl(homomenthol)
7-Octen-2-ol, 2,6-dimethyl(dihydromyrcenol)
Linalool
2-Cyclohexen-1-one, 3,5,5-trimethyl(isophorone) ND
Bicyclo[2.2.1]heptan-2-one, 1,7,7-trimethyl(camphor)

1222-05-5

243; 213; 258

B

Terpenes, Oxidized Terpenes, and Terpenoids
138-86-3
68; 93; 107; 121; 136
B
3779-61-1
93; 136
C

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

C16H34O

242

4.53E-03

C13H18O3

222

4.91E-04

C15H22O3

250

8.07E-05

C18H26O

258

4.14E-04

C10H16
C10H16

136
136

1.54E+00
1.56E+00

116-02-9

109; 83; 124

C

C9H18O

142

1.73E-01

18479-58-8

59; 67; 81; 123

C

C10H20O

156

1.66E-01

78-70-6

71; 93; 121

C

C10H18O

154

9.05E-02

78-59-1

82; 39; 95; 138

C

C8H10O2

138

1.50E-01

76-22-2

95; 69; 81; 108; 152

C

C10H16O

152

2.25E-01

184

Cyclohexanone, 5-methyl-2-(1-methylethyl)(isomenthone)

1196-31-2

112; 69; 97; 139; 154

C

C10H18O

154

2.56E-01

185
186

Menthol
α-Terpineol

15356-70-4
10482-56-1

71; 81; 95; 123; 138
59; 93; 121; 136

B
C

C10H20O
C10H18O

156
154

3.23E-02
2.83E-02

187

2-Cyclohexen-1-one, 2-methyl-5-(1methylethenyl)- (carvone)ND

99-49-0

82; 108; 150

C

C10H14O

150

6.56E-02

188

α-CedreneD,ND

469-61-4

119; 93; 105; 161

B

C15H24

204

1.77E-02

189

β-Cedrene

C15H24

204

1.71E-02

190
191

1,2-BenzisothiazoleD,ND
2-methyl-3-oxime-1-cyclohexen-3-one

546-28-1
161; 93; 120; 204
B
N- and S-Containing Compounds
272-16-2
135; 85; 108; 136
B
NA
125; 67; 79; 81
C

C7H5NS
C7H11NO

135
154

5.87E+00
NF

D,ND
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#

Compound Name

CAS

Ions

Confidence

Molec.
Formula

MW
(g mol-1)

Predicted pL°
(torr)

N- and S-Containing Compounds, cont’d.
62870-22-8
177; 194
C
10546-70-0
105; 77; 163
C
134-62-3
119; 65; 91; 190; 191
B

C11H14OS
C10H13NO
C12H17NO

194
163
191

3.87E-03
1.92E-04
1.35E-03

26629-21-0

169; 184

C

C12H12N2

184

6.10E-04

218-08-6

229; 200; 201

C

C17H11N

229

7.47E-08

541-05-9
556-67-2
541-02-6
141-63-9
540-97-6

Siloxanes
207; 133; 191
281; 73
73; 267; 355
281; 73; 147; 207; 369
73; 325; 342; 429

B
B
B
C
B

C6H18O3Si3
C8H24O4Si4
C10H30O5Si5
C12H36O4Si5
C12H36O6Si6

222
296
370
384
444

1.16E+02
1.57E+01
2.85E-01
5.12E-03
4.60E-02

107-52-8

73; 147; 221; 281

B

C14H42O5Si6

458

4.48E-02

107-50-6

73; 147; 281; 327

B

C14H42O7Si7

519

2.17E-04

Heptasiloxane, hexadecamethyl541-01-5
221; 73; 147; 207
C
C16H48O6Si7
Cyclooctasiloxane,
205
556-68-3
73; 147; 221; 281; 355 B
C16H48O8Si8
hexadecamethyl-D,ND
206
Cyclononasiloxane, octadecamethyl556-71-8
73; 147; 221; 355; 429 B
C18H54O9Si9
D
Compound was included in denuded PMF calculations (Figure 4; Section S6, Figure S6A, Figure S7, Table S3).
ND
Compound was included in non-denuded PMF calculations (Figure 5; Section S6, Figure S6B, Figure S8, Table S3).
C
Compound loadings in this study have partial or full contribution from system contamination.

533

1.16E-02

593

3.70E-03

667

9.77E-07

192
193
194
195
196
197
198
199
200
201
202
203

2-Pentanone, 3-(phenylthio)Benzamide, N-propylDiethyltoluamide (DEET) D,ND
2,3-Dihydro-1H-1methylcyclopenta[b]quinoxaline
1-Azachrysene
Cyclotrisiloxane, hexamethyl-C
Cyclotetrasiloxane, octamethyl-C
Cyclopentasiloxane, decamethyl
Pentasiloxane, dodecamethylCyclohexasiloxane, dodecamethylHexasiloxane,
tetradecamethyl-D,ND
Cycloheptasiloxane, tetradecamethyl-D,ND

204
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Section A3.7: Positive Matrix Factorization (PMF) Analysis
Description of pre-processing techniques
The PMF2 algorithm is fully described in Paatero (1997)13 and Ulbrich et al. (2009).14 For our
analysis, a matrix with input integrated compound abundances is split into a factor profile matrix
and a time series matrix:
X = GF + E

(A3.3)

Here, X is the input data matrix with dimensions m compounds × n chromatograms, where each
element xij of the matrix represents the integrated abundance of the jth compound within the ith
chromatogram. PMF calculations split X into G, the time series matrix with dimensions n × p,
and F, the factor profile matrix with dimensions p × m, according to a user-specified number of
factors p. An input error matrix E (m × n) is determined using known instrument precision
values. For this analysis, we determine the error matrix according to methods described in
Williams et al. (2010b).15 To obtain error matrix element eij for the jth compound in the ith
chromatogram with corresponding data element xij, we calculate:
(A3.4A)
(A3.4B)
Here, z is the instrument uncertainty, determined based on observed instrument reproducibility,
and IP is the instrument precision. For TAG measurements, z is assumed to be 10% based on
previous work,16,17 and for VOC adsorbent tube data, z is determined to be 39% based on a
bromofluorobenzene internal standard. In all analyses, for each compound, we define IP as the
limit of detection (LOD ≡ 3 × standard deviation of the baseline abundance) for the integrated
ion.
To ensure that PMF results are not driven primarily by compounds with the highest abundances,
integrated abundances for each compound were normalized to the highest measured abundance
across all chromatograms. Thus, each column of the input data matrices contained values ranging
from 0 to 1. Corresponding error matrices were calculated following this normalization.
PMF Results: Q/Qexp, fPeak, and factor loadings
The objective function Q is defined as the sum of weighed squared residuals: 14,18
(A3.5)
where σij is the estimated precision of data point xij. If the residuals are normally distributed, Q is
expected to equal the number of degrees of freedom for the solution, and Q/Qexp equals 1.14,18 If
errors are underestimated, Q/Qexp will exceed 1, and if overestimated, Q/Qexp is less than 1. This
guideline is often used to justify choosing a number of factors (p) for a given solution,14,15
though a Q/Qexp not equal to 1 does not necessarily mean that calculated results are not
meaningful, as long as overall Q/Qexp does not exceed 10. 15,19 Q/Qexp values are provided for
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each analysis in Figure A3.8, and summed residuals are plotted in Figures A3.9, A3.10, and
A3.11.
The fPeak parameter allows exploration of solutions taking rotational ambiguity into account
during calculations.14 In this work, fPeak was varied between -1 and 1 in increments of 0.2.
Although in previous work, TAG data has not been sensitive to variation in fPeak,15,20 some
effect is observed for VOC adsorbent tube results. PMF solutions presented here were selected to
obtain Q/Qexp values closest to 1.

Figure A3.8. Q/Qexp with varied p (panel i) and fPeak (panel ii) for (A) TAG denuded, (B) TAG
non-denuded, and (C) VOC adsorbent tube PMF results.
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Figure A3.9. Residual plots for TAG denuded PMF results: (A) summed residuals, (B) sum of
the absolute value of residuals, (C) residuals scaled by total signal, (D) sum of the absolute value
of residuals scaled by total signal, and (E) Q/Qexp for individual chromatograms.

Figure A3.10. Residual plots for TAG non-denuded PMF results: (A) Summed residuals, (B)
sum of the absolute value of residuals, (C) residuals scaled by total signal, (D) sum of the
absolute value of residuals scaled by total signal, and (E) Q/Qexp for individual chromatograms.
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Figure A3.11. Residual plots for VOC adsorbent tube results: (A) summed residuals, (B) sum of
the absolute value of residuals, (C) residuals scaled by total signal, (D) sum of the absolute value
of residuals scaled by total signal, and (E) Q/Qexp for individual chromatograms.

Table A3.4. Compound factor loadings for TAG denuded PMF results (fPeak=0).
Compound

Factor 1

Factor 2

Factor 3

DEET
Phthalic acid, diisobutyl ester
Dimethyl Anthracene
Benzene, 1,1'-cyclohexylidenebisIsopropyl Myristate
Galaxolide

-2

4.18 × 10
4.16 × 10-2
3.28 × 10-2
3.22 × 10-2
3.21 × 10-2
2.98 × 10-2

-9

7.11 × 10
6.32 × 10-4
6.10 × 10-3
1.65 × 10-2
3.58 × 10-3
1.18 × 10-2

1.55 × 10-3
1.94 × 10-9
2.91 × 10-2
2.66 × 10-2
1.35 × 10-8
9.69 × 10-9

Dodecanal
Octanal, 2-phenylmethyleneOctanoic Acid
Dibutyl Phthalate
Nonadecane
Benzene, (1-methyltridecyl)-

2.88 × 10-2
2.88 × 10-2
2.87 × 10-2
2.82 × 10-2
2.81 × 10-2
2.74 × 10-2

6.21 × 10-3
1.84 × 10-2
1.12 × 10-8
1.48 × 10-9
1.70 × 10-2
9.34 × 10-3

9.90 × 10-3
3.35 × 10-3
1.00 × 10-3
4.49 × 10-6
1.54 × 10-2
2.24 × 10-2

Tonalid
Hexadecanoic acid, methyl ester
Diethyl Phthalate
Sandaracopimaradiene
Nonanal
Coumarin

2.71 × 10-2
2.66 × 10-2
2.53 × 10-2
2.50 × 10-2
2.46 × 10-2
1.60 × 10-2

1.27 × 10-2
1.77 × 10-9
1.61 × 10-2
1.32 × 10-2
1.70 × 10-3
1.79 × 10-9

1.05 × 10-3
2.30 × 10-3
1.21 × 10-3
2.41 × 10-2
1.67 × 10-2
1.95 × 10-3

Isopropyl Palmitate

1.13 × 10-2

5.29 × 10-9

6.29 × 10-3
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Compound
Levoglucosenone
Benzyl Benzoate

Factor 1
9.09 × 10-3
8.77 × 10-3

Factor 2
5.01 × 10-10
9.23 × 10-9

Factor 3
2.50 × 10-9
2.90 × 10-9

1,2-Benzisothiazole
Tricosane
Chrysene
Tetracosane
9,10-Anthracenedione
Benzene, (1-butyloctyl)-

7.35 × 10-3
4.87 × 10-4
4.02 × 10-4
1.59 × 10-4
7.32 × 10-5
3.95 × 10-3

6.59 × 10-9
1.41 × 10-9
1.96 × 10-9
1.65 × 10-9
3.22 × 10-9
5.03 × 10-2

4.15 × 10-9
2.05 × 10-8
1.71 × 10-4
1.11 × 10-4
4.64 × 10-5
8.53 × 10-3

Benzene, (1-pentylheptyl)alpha cedrene
Heptadecane
Pentadecane
beta cedrene
Phytane

4.34 × 10-3
1.33 × 10-3
7.12 × 10-3
3.90 × 10-7
1.47 × 10-2
1.51 × 10-2

4.85 × 10-2
4.67 × 10-2
4.52 × 10-2
4.51 × 10-2
4.24 × 10-2
3.78 × 10-2

6.30 × 10-3
1.10 × 10-2
6.44 × 10-3
1.40 × 10-2
1.05 × 10-2
7.21 × 10-3

Benzoic acid, 2-ethylhexyl ester
Pentadecane, 3-methylHexasiloxane, tetradecamethylOctadecane
Benzophenone
Cycloheptasiloxane, tetradecamethyl-

2.18 × 10-2
5.63 × 10-8
5.55 × 10-4
1.53 × 10-2
2.73 × 10-2
1.68 × 10-2

3.64 × 10-2
3.45 × 10-2
3.28 × 10-2
2.92 × 10-2
2.90 × 10-2
2.89 × 10-2

1.99 × 10-3
4.69 × 10-3
2.44 × 10-3
5.44 × 10-3
1.82 × 10-2
1.28 × 10-2

Dimethyl Phthalate
Limonene
Isobutanoic acid, phenoxyethanol ester
Dodecanoic acid, methyl ester
TXIB
Phthalic Acid

2.29 × 10-2
1.35 × 10-8
1.71 × 10-2
1.34 × 10-2
1.07 × 10-2
1.43 × 10-2

2.35 × 10-2
2.25 × 10-2
1.98 × 10-2
1.92 × 10-2
1.12 × 10-2
2.52 × 10-2

6.91 × 10-9
7.46 × 10-8
1.77 × 10-8
8.43 × 10-4
4.02 × 10-4
6.14 × 10-2

Fluoranthene
Dibenzofuran
9H-Fluoren-9-one
Heptylbenzene
Phenanthrene
1-Tetradecene

8.84 × 10-3
1.13 × 10-2
1.60 × 10-2
1.40 × 10-2
2.31 × 10-2
1.73 × 10-2

2.26 × 10-2
3.46 × 10-2
2.41 × 10-2
2.25 × 10-2
3.22 × 10-2
1.58 × 10-2

5.76 × 10-2
5.71 × 10-2
5.60 × 10-2
5.45 × 10-2
4.73 × 10-2
4.51 × 10-2

1(2H)-Naphthalenone, 3,4-dihydroPyrene
gamma-nonalactone
Ethanone, 1-(4-methylphenyl)Eicosane
1H-Indene, 2,3-dihydro-1,1,3-trimethyl-3-phenyl-

1.29 × 10-2
1.19 × 10-2
5.10 × 10-3
1.33 × 10-2
2.00 × 10-2
5.33 × 10-3

6.02 × 10-4
9.76 × 10-3
1.30 × 10-2
9.06 × 10-3
8.20 × 10-3
6.66 × 10-3

4.36 × 10-2
4.20 × 10-2
3.61 × 10-2
3.57 × 10-2
3.17 × 10-2
2.99 × 10-2

2-Decanone
Heneicosane
Docosane
Biphenylene

2.40 × 10-2
1.67 × 10-2
1.68 × 10-2
5.64 × 10-3

1.28 × 10-2
5.62 × 10-3
5.60 × 10-9
8.38 × 10-3

2.94 × 10-2
2.81 × 10-2
2.64 × 10-2
2.61 × 10-2
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Compound
Cyclooctasiloxane, hexadecamethylBenzo[c]phenanthrene

Factor 1
7.97 × 10-3
5.31 × 10-4

Factor 2
1.29 × 10-2
1.88 × 10-8

Factor 3
1.36 × 10-2
4.28 × 10-3

Table A3.5. Compound factor loadings for TAG non-denuded PMF results (fPeak=0).
Compound

Factor 1

Factor 2

Factor 3

1,2-Benzisothiazole
Benzyl Benzoate
Hexadecanoic acid, methyl ester
Isopropyl Myristate
Nonanal
Phthalic acid, diisobutyl ester

-2

3.93 × 10
2.79 × 10-2
2.79 × 10-2
2.57 × 10-2
2.55 × 10-2
2.52 × 10-2

-4

8.04 × 10
6.38 × 10-3
8.55 × 10-3
1.33 × 10-2
5.81 × 10-3
1.12 × 10-2

7.49 × 10-5
2.31 × 10-9
6.33 × 10-3
2.29 × 10-3
5.12 × 10-3
8.42 × 10-3

Dimethyl Anthracene
Dibutyl Phthalate
Tricosane
Hedione
DEET
9,10-Anthracenedione

2.26 × 10-2
2.00 × 10-2
1.98 × 10-2
1.97 × 10-2
1.87 × 10-2
1.86 × 10-2

1.47 × 10-2
5.59 × 10-3
9.40 × 10-4
4.72 × 10-9
1.72 × 10-2
1.38 × 10-9

1.93 × 10-2
1.28 × 10-2
5.08 × 10-3
2.80 × 10-9
4.61 × 10-3
2.99 × 10-4

Isopropyl Palmitate
2,2,4-Trimethyl-3,3-pentanediol monoisobutyrate
Octanoic Acid
Tetracosane
5,9-Undecadien-2-one, 6,10-dimethylBenzo[c]phenanthrene

1.74 × 10-2
1.68 × 10-2
1.65 × 10-2
1.48 × 10-2
1.48 × 10-2
1.01 × 10-2

2.64 × 10-3
1.45 × 10-9
1.13 × 10-3
1.04 × 10-9
1.34 × 10-2
3.87 × 10-9

7.31 × 10-3
6.63 × 10-10
3.60 × 10-3
2.90 × 10-9
1.35 × 10-3
3.40 × 10-3

2-Propanol, 1-[1-methyl-2-(2-propenyloxy)ethoxy]Di-(2-ethylhexyl)phthalate
Pentacosane
Benzophenone
Benzoic acid, 2-ethylhexyl ester
alpha cedrene

9.40 × 10-3
8.13 × 10-3
2.36 × 10-4
1.67 × 10-2
1.50 × 10-2
5.04 × 10-3

2.96 × 10-3
1.11 × 10-9
2.32 × 10-9
2.84 × 10-2
2.80 × 10-2
2.78 × 10-2

1.45 × 10-8
3.58 × 10-4
7.05 × 10-5
7.83 × 10-3
2.16 × 10-3
3.91 × 10-3

Benzene, (1-butyloctyl)Phytane
Benzene, (1-pentylheptyl)Dimethyl Phthalate
Octanal, 2-phenylmethyleneHeptadecane

4.05 × 10-3
5.18 × 10-3
4.56 × 10-3
1.74 × 10-2
1.66 × 10-2
3.31 × 10-3

2.64 × 10-2
2.59 × 10-2
2.56 × 10-2
2.56 × 10-2
2.56 × 10-2
2.51 × 10-2

3.64 × 10-3
7.28 × 10-3
3.66 × 10-3
1.11 × 10-3
2.02 × 10-3
4.90 × 10-3

Diethyl Phthalate
Pentadecane
Octadecane
TXIB

2.02 × 10-2
3.25 × 10-7
4.54 × 10-3
1.40 × 10-2

2.42 × 10-2
2.37 × 10-2
2.37 × 10-2
2.36 × 10-2

1.07 × 10-3
6.97 × 10-3
5.89 × 10-3
4.68 × 10-4
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Compound
Pentadecane, 3-methylTonalid

Factor 1
9.70 × 10-8
1.84 × 10-2

Factor 2
2.28 × 10-2
2.21 × 10-2

Factor 3
2.24 × 10-3
5.52 × 10-3

beta cedrene
Carvone

1.31 × 10-2
5.58 × 10-3

2.13 × 10-2
2.13 × 10-2

3.00 × 10-3
9.50 × 10-4

Cycloheptasiloxane, tetradecamethylNonadecane
2-Decanone
Sandaracopimaradiene
Dodecanoic acid, methyl ester
Isobutanoic acid, phenoxyethanol ester

7.97 × 10-3
9.10 × 10-3
1.05 × 10-2
9.62 × 10-3
8.90 × 10-3
1.72 × 10-2

2.09 × 10-2
2.04 × 10-2
2.02 × 10-2
1.95 × 10-2
1.90 × 10-2
1.90 × 10-2

1.71 × 10-2
1.17 × 10-2
1.53 × 10-2
1.92 × 10-2
3.79 × 10-4
4.54 × 10-9

Dodecanal
Hexasiloxane, tetradecamethylIsophorone
Galaxolide
Limonene
Ethanol, 2-phenoxy-

1.17 × 10-2
3.34 × 10-8
7.25 × 10-3
1.35 × 10-2
4.25 × 10-9
1.04 × 10-2

1.89 × 10-2
1.83 × 10-2
1.63 × 10-2
1.60 × 10-2
1.44 × 10-2
1.37 × 10-2

5.60 × 10-3
1.02 × 10-3
2.79 × 10-8
8.98 × 10-4
4.52 × 10-4
4.87 × 10-10

1(2H)-Naphthalenone, 3,4-dihydroFluoranthene
1-Tetradecene
Pyrene
Coumarin
9H-Fluoren-9-one

2.35 × 10-2
2.13 × 10-2
1.86 × 10-2
1.62 × 10-2
2.36 × 10-2
2.32 × 10-2

6.44 × 10-4
9.78 × 10-3
1.93 × 10-2
8.39 × 10-3
1.05 × 10-2
1.89 × 10-2

6.75 × 10-2
6.67 × 10-2
5.45 × 10-2
5.27 × 10-2
4.94 × 10-2
4.74 × 10-2

Heptylbenzene
Dibenzofuran
1H-Indene, 2,3-dihydro-1,1,3-trimethyl-3-phenylHeneicosane
Phenanthrene
gamma-nonalactone

1.27 × 10-2
1.39 × 10-2
1.23 × 10-2
1.47 × 10-2
2.11 × 10-2
1.91 × 10-2

1.74 × 10-2
1.88 × 10-2
9.17 × 10-3
8.95 × 10-3
2.20 × 10-2
1.23 × 10-2

4.67 × 10-2
4.58 × 10-2
3.97 × 10-2
3.71 × 10-2
3.61 × 10-2
3.53 × 10-2

Ethanone, 1-(4-methylphenyl)Phthalic Acid
Benzene, 1,1'-cyclohexylidenebisDocosane
Biphenylene
Cyclooctasiloxane, hexadecamethyl-

1.67 × 10-2
4.35 × 10-3
1.93 × 10-2
2.39 × 10-2
8.84 × 10-3
8.40 × 10-3

2.08 × 10-2
1.42 × 10-2
2.13 × 10-2
8.58 × 10-5
5.02 × 10-3
1.89 × 10-2

3.23 × 10-2
3.09 × 10-2
2.90 × 10-2
2.86 × 10-2
2.58 × 10-2
2.58 × 10-2

Benzene, (1-methyltridecyl)Chrysene
Eicosane
Levoglucosenone

1.74 × 10-2
1.04 × 10-2
1.30 × 10-3
9.04 × 10-9

1.78 × 10-2
1.92 × 10-3
1.51 × 10-3
4.10 × 10-10

2.03 × 10-2
1.08 × 10-2
3.04 × 10-3
1.42 × 10-4
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Table A3.6. Compound factor loadings for VOC adsorbent tube PMF results (fPeak=1).
Compound
Furfuryl Alcohol
Phenol
Menthol
Hexanal
Heptanal
Benzaldehyde
Octanal
Nonanal
Decanal
Methycyclohexane
Ethylcyclohexane
p-Xylene
o-Xylene
Styrene
Trimethylbenzene
Naphthalene
Tetrachloroethylene
Acetophenone
a-Pinene
3-Carene
a-Phellandrene
Limonene
g-Terpinene
Fenchol
Camphor
a-Terpineol
Cyclotrisiloxane, hexamethylCyclotetrasiloxane, octamethylCyclopentasiloxane, decamethylCyclohexasiloxane, dodecamethylHexafluorobenzene

Factor 1
1.59 × 10-7
1.19 × 10-1
9.10 × 10-3
1.63 × 10-2
4.28 × 10-2
9.25 × 10-2
5.53 × 10-2
5.34 × 10-2
9.48 × 10-2
1.53 × 10-2
2.84 × 10-3
8.19 × 10-2
6.51 × 10-2
1.19 × 10-2
7.74 × 10-2
2.58 × 10-2
7.11 × 10-4
7.32 × 10-2
8.24 × 10-3
5.87 × 10-7
9.94 × 10-3
8.71 × 10-3
1.71 × 10-6
4.93 × 10-7
6.49 × 10-7
2.11 × 10-2
3.67 × 10-2
4.24 × 10-2
3.22 × 10-3
3.22 × 10-2
1.41 × 10-8
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Factor 2
5.51 × 10-2
1.13 × 10-6
6.31 × 10-2
5.36 × 10-2
4.15 × 10-2
1.69 × 10-2
3.36 × 10-2
1.46 × 10-2
2.89 × 10-7
1.88 × 10-2
4.39 × 10-2
9.12 × 10-3
9.85 × 10-3
5.60 × 10-2
4.31 × 10-7
4.52 × 10-2
2.24 × 10-2
3.20 × 10-4
4.66 × 10-2
5.55 × 10-2
4.96 × 10-2
5.97 × 10-2
4.84 × 10-2
5.73 × 10-2
7.00 × 10-2
1.09 × 10-2
6.74 × 10-8
1.67 × 10-2
2.84 × 10-2
4.01 × 10-2
3.28 × 10-2

Section A3.8: TAG and VOC Adsorbent Tube Integrated Time Series

Figure A3.12. Total ion counts (TICs) summed across the compound period (20-40 minutes of chromatogram) for (A) indoor
chromatograms and (B) outdoor chromatograms. Ions were summed from 29-450 m/z.
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Figure A3.13. Raw single ion count (SIC) integrated time series for compounds displayed in Figure 3.7. Red circles denote outdoor
abundances, and blue hourglasses denote indoor abundances.
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Figure A3.13, cont’d.
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Figure A3.14. Raw SIC integrated time series for VOC adsorbent tube-measured compounds displayed in Figure 3.7. Red circles
denote outdoor abundances, and blue hourglasses denote indoor abundances.
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Section A3.9: VOC Adsorbent Tube Mass Concentrations
In this section, we provide indoor concentrations for key VOCs over each of the three main
natural ventilation conditions (WC, 1WO, 2WO). Quantified concentrations (ppb) were obtained,
integrated, and calibrated for mass using total ion count (TIC) chromatographic peaks.
Subsequent integrations, used in PMF and additional analysis presented in the main document,
were performed on single ion chromatograms (SICs) using the TAG ExploRer and iNtegration
package software (TERN, version 2.1.10), which allows for improved identification of retention
time shift and therefore a more accurate representation of compound trends over time. We
correlate TERN-integrated peak areas to previously quantified mass concentrations and provide a
corresponding r2 to indicate the quality of the mass calibration (Table A3.7).
Table A3.7. Compounds quantified in indoor air VOC adsorbent tubes with average
concentrations (ppb ± 1 standard deviation) across the three natural ventilation conditions (WC,
1WO, 2WO). R2 values for correlated TERN integrations and mass concentrations are also
provided.
Compound

Average Conc.,
WC (ppb)

Average Conc.,
1WO (ppb)

Average Conc.,
2WO (ppb)

r2

Hexafluorobenzenea

27.6 ± 12

8.77 ± 6

5.20 ± 2

0.92

Octafluorotoluenea

7.38 ± 3

2.19 ± 2

1.25 ± 0.4

1

Furfuryl alcohol

0.08 ± 0.03

0.04 ± 0.01

0.03 ± 0.01

0.81

Phenol

2.95 ± 1

2.08 ± 0.9

2.81 ± 0.8

0.95

Menthol

3.45 ± 1

1.69 ± 0.7

1.12 ± 0.4

0.91

Formaldehyde

10.4 ± 2

13.3 ± 4

11.8 ± 1

NAb

Acetaldehyde

11.7 ± 4

11.2 ± 5

14.5 ± 10

NAb

Hexanal

13.9 ± 5

4.38 ± 1

5.31 ± 2

0.82

Heptanal

4.90 ± 2

2.25 ± 0.8

3.93 ± 2

0.43

Octanal

6.35 ± 2

2.92 ± 0.7

4.35 ± 1

0.68

Nonanal

17.3 ± 5

12.2 ± 3

22.6 ± 11

0.41

Decanal

3.52 ± 1

2.86 ± 0.8

5.12 ± 2

0.47

Benzaldehyde

8.49 ± 3

4.26 ± 0.7

3.86 ± 0.9

0.73

Methylcyclohexane

3.16 ± 2

1.67 ± 1

0.561 ± 0.6

0.92

Toluene

5.01 ± 2

2.21 ± 0.9

1.81 ± 0.3

0.99
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Compound

Average Conc.,
WC (ppb)

Average Conc.,
1WO (ppb)

Average Conc.,
2WO (ppb)

r2

p-Xylene

2.49 ± 0.8

1.11 ± 0.3

0.902 ± 0.2

0.97

o-Xylene

0.963 ± 0.4

0.332 ± 0.07

0.217 ± 0.1

0.89

Styrene

0.960 ± 0.4

0.310 ± 0.09

0.292 ± 0.1

0.94

Naphthalene

1.78 ± 0.5

0.992 ± 0.3

0.826 ± 0.1

0.94

Tetrachloroethylene

1.30 ± 0.8

0.591 ± 0.7

0.0509 ± 0.01

0.86

Acetone

78.5 ± 20

32.4 ± 20

25.0 ± 20

NAb

Acetophenone

1.39 ± 0.4

0.742 ± 0.4

0.626 ± 0.3

0.60

α-Pinene

17.0 ± 6

3.72 ± 2

2.15 ± 0.7

1

β-Pinene

2.97 ± 1

0.608 ± 0.4

0.400 ± 0.1

0.98

Limonene

7.37 ± 2

1.94 ± 0.6

1.26 ± 0.6

1

α-terpineol

8.64 ± 5

5.78 ± 2

7.07 ± 3

0.88

Cyclotetrasiloxane, octamethyl-

2.58 ± 1

0.866 ± 0.2

0.992 ± 0.5

0.96

Cyclopentasiloxane,
decamethyl- (D5 Siloxane)

16.0 ± 6

4.69 ± 2

3.16 ± 1

1

Cyclohexasiloxane,
dodecamethyl-

2.30 ± 0.6

1.56 ± 0.4

1.40 ± 0.3

0.50

a
b

Gas-phase tracers used to determine AER (Figure A3.3).
Concentrations were quantified using HPLC and were therefore not re-integrated using TERN
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Section A3.10: Processed Integrated Abundances (I/IWC and I/O)
Table A3.8. I/IWC and estimated particle-phase fractions for 70 selected TAG compounds. For each point, error is reported as ± one
standard deviation of normalized integrated abundances across the time period as a percent of the average value. Compounds marked
with an asterisk designate those included in figures 3.7 and 3.8 within main text. Cells marked “ND” (no data) indicate that the value
was not computed for reasons described in the table footnotes.
I/Iwc
Compound Name

WC
a

Denuded
1WO
a

2WO
a

WC

Non-Denuded
1WO

2WO

WC

fp
1WO

2WO

1,2-Benzisothiazole
Benzyl Benzoate
Hexadecanoic acid,
methyl ester
Isopropyl Myristate*
Nonanal*
Phthalic Acid,
diisobutyl ester
Dimethyl Anthracene
Dibutyl Phthalate
Tricosane

ND
1 ± 469%

ND
7.66 ± 348%

ND
17.88 ± 336%

1 ± 7%
1 ± 109%

0.95 ± 7%
1.31 ± 88%

0.92 ± 16%
1.91 ± 82%

0 ± 0%
0.01 ± 340%

0.02 ± 77%
0.05 ± 113%

0.03 ± 34%
0.09 ± 60%

1 ± 284%
1 ± 209%
1 ± 209%

3.94 ± 210%
4.18 ± 156%
4.19 ± 150%

7.02 ± 206%
5.41 ± 152%
6.80 ± 160%

1 ± 64%
1 ± 50%
1 ± 77%

1.11 ± 61%
1.12 ± 45%
1.34 ± 59%

1.52 ± 55%
1.22 ± 38%
2.19 ± 59%

0.05 ± 206%
0.04 ± 152%
0.05 ± 157%

0.17 ± 74%
0.15 ± 56%
0.15 ± 34%

0.22 ± 56%
0.17 ± 38%
0.15 ± 67%

1 ± 243%
1 ± 150%
1 ± 256%
1 ± 209%

7.24 ± 178%
3.11 ± 108%
7.64 ± 190%
0.72 ± 189%

10.89 ± 173%
2.93 ± 110%
14.52 ± 186%
1.59 ± 157%

1 ± 36%
1 ± 23%
1 ± 42%
1 ± 102%

1.41 ± 37%
1.12 ± 27%
1.50 ± 49%
0.62 ± 79%

1.86 ± 30%
1.29 ± 24%
2.23 ± 44%
1.00 ± 85%

0.05 ± 173%
0.14 ± 107%
0.06 ± 184%
0.20 ± 165%

0.24 ± 53%
0.38 ± 28%
0.30 ± 68%
0.23 ± 122%

0.28 ± 26%
0.32 ± 35%
0.38 ± 53%
0.32 ± 68%

Hedione
DEET*

NDa
1 ± 120%

NDa
2.31 ± 88%

NDa
2.35 ± 86%

1 ± 447%
1 ± 38%

2.63 ± 327%
1.11 ± 29%

4.21 ± 319%
1.13 ± 31%

0 ± 0%
0.09 ± 89%

0.03 ± 227%
0.19 ± 26%

0.10 ± 75%
0.19 ± 20%

9,10-Anthracenedione
Isopropyl Palmitate
2,2,4-Trimethyl-3,3pentanediol
monoisobutyrate

1 ± 344%
1 ± 330%

1.23 ± 294%
5.10 ± 251%

2.81 ± 258%
15.53 ± 244%

1 ± 136%
1 ± 111%

1.33 ± 151%
1.22 ± 91%

2.15 ± 116%
2.06 ± 97%

0.39 ± 262%
0.03 ± 246%

0.36 ± 202%
0.15 ± 105%

0.52 ± 108%
0.26 ± 93%

NDa,b

NDa,b

NDa,b

1 ± 360%

1.85 ± 268%

3.60 ± 259%

0 ± 0%

0 ± 0%

0 ± 0%

Octanoic Acid
Tetracosane
5,9-Undecadien-2-one,
6,10-dimethylBenzo[c]phenanthrene

1 ± 329%
1 ± 271%

7.85 ± 237%
0.27 ± 299%

13.96 ± 235%
1.72 ± 220%

1 ± 83%
1 ± 150%

3.07 ± 67%
0.39 ± 152%

4.88 ± 63%
1.16 ± 123%

0.04 ± 240%
0.12 ± 219%

0.10 ± 55%
0.08 ± 254%

0.12 ± 35%
0.18 ± 126%

NDa
1 ± 207%

NDa
0.03 ± 348%

NDa
0.17 ± 285%

1 ± 49%
1 ± 138%

1.09 ± 42%
0.29 ± 137%

1.14 ± 59%
0.52 ± 108%

0 ± 0%
0.51 ± 176%

0.05 ± 113%
0.06 ± 331%

0.15 ± 68%
0.16 ± 249%
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I/Iwc
Denuded
Compound Name
2-Propanol, 1-[1methyl-2-(2propenyloxy)ethoxy]Bis-(2-ethylhexyl)phthalate
Pentacosane
Benzophenone
Benzoic acid, 2ethylhexyl ester
alpha cedrene*
Benzene, (1butyloctyl)Phytane
Benzene, (1pentylheptyl)Dimethyl Phthalate
Octanal, 2phenylmethyleneHeptadecane
Diethyl Phthalate*
Pentadecane*
Octadecane
TXIB*
Pentadecane, 3methylTonalid
beta cedrene
Carvone*
Cycloheptasiloxane,
tetradecamethyl-*
Nonadecane

Non-Denuded

fp

WC

1WO

2WO

WC

1WO

2WO

WC

1WO

2WO

NDa,b

NDa,b

NDa,b

1 ± 209%

1.14 ± 152%

1.17 ± 156%

0 ± 0%

0 ± 0%

0 ± 0%

NDa
1 ± 317%
1 ± 25%

NDa
0 ± 0%
1.38 ± 19%

NDa
2.01 ± 280%
1.51 ± 21%

1 ± 447%
1 ± 179%
1 ± 100%

1.64 ± 337%
0.21 ± 216%
1.97 ± 73%

7.93 ± 326%
0.93 ± 163%
2.06 ± 76%

0 ± 0%
0.08 ± 257%
1.44 ± 73%

0 ± 0%
0 ± 0%
1.01 ± 20%

0.18 ± 154%
0.17 ± 197%
1.05 ± 29%

1 ± 40%
1 ± 18%

1.36 ± 29%
0.81 ± 21%

1.34 ± 31%
0.59 ± 14%

1 ± 14%
1 ± 10%

0.97 ± 10%
0.83 ± 17%

0.85 ± 17%
0.62 ± 14%

0.15 ± 30%
0.22 ± 14%

0.21 ± 9%
0.21 ± 23%

0.24 ± 20%
0.21 ± 13%

1 ± 8%
1 ± 39%

0.81 ± 15%
1.19 ± 28%

0.65 ± 9%
0.86 ± 29%

1 ± 12%
1 ± 15%

0.78 ± 14%
0.80 ± 14%

0.57 ± 15%
0.62 ± 14%

0.26 ± 10%
0.26 ± 29%

0.27 ± 18%
0.38 ± 12%

0.30 ± 14%
0.36 ± 12%

1 ± 14%
1 ± 55%

0.81 ± 15%
1.58 ± 41%

0.64 ± 10%
1.88 ± 41%

1 ± 14%
1 ± 19%

0.77 ± 15%
1.13 ± 16%

0.56 ± 17%
1.12 ± 23%

0.24 ± 14%
0.11 ± 41%

0.25 ± 16%
0.15 ± 16%

0.28 ± 15%
0.18 ± 24%

1 ± 61%
1 ± 18%
1 ± 86%

2.00 ± 49%
0.93 ± 16%
1.94 ± 64%

2.06 ± 47%
0.73 ± 16%
2.28 ± 63%

1 ± 17%
1 ± 11%
1 ± 26%

1.00 ± 17%
0.76 ± 14%
1.18 ± 20%

0.91 ± 16%
0.53 ± 14%
1.15 ± 23%

0.07 ± 45%
0.21 ± 15%
0.09 ± 63%

0.14 ± 26%
0.25 ± 16%
0.15 ± 21%

0.16 ± 23%
0.29 ± 15%
0.18 ± 21%

1 ± 14%
1 ± 54%
1 ± 96%

0.71 ± 22%
1.24 ± 39%
1.44 ± 77%

0.50 ± 18%
0.96 ± 39%
1.63 ± 71%

1 ± 10%
1 ± 14%
1 ± 23%

0.70 ± 20%
0.74 ± 14%
0.99 ± 17%

0.43 ± 21%
0.57 ± 13%
0.85 ± 23%

0.20 ± 12%
0.16 ± 40%
0.13 ± 70%

0.21 ± 27%
0.27 ± 12%
0.18 ± 36%

0.24 ± 25%
0.27 ± 13%
0.24 ± 26%

1 ± 22%
1 ± 83%
1 ± 25%

0.58 ± 27%
2.45 ± 61%
1.09 ± 18%

0.43 ± 29%
2.55 ± 65%
1.02 ± 20%

1 ± 12%
1 ± 21%
1 ± 29%

0.65 ± 25%
0.98 ± 18%
0.91 ± 25%

0.41 ± 27%
0.93 ± 16%
0.77 ± 27%

0.21 ± 18%
0.12 ± 60%
0.16 ± 27%

0.18 ± 32%
0.29 ± 19%
0.19 ± 16%

0.22 ± 36%
0.32 ± 28%
0.20 ± 20%

0.82 ± 22%

0.59 ± 28%

0 ± 0%

0 ± 0%

0 ± 0%

0.84 ± 22%
0.78 ± 18%

0.61 ± 34%
0.71 ± 18%

0.46 ± 35%
0.18 ± 55%

0.56 ± 25%
0.35 ± 18%

0.65 ± 43%
0.33 ± 18%

NDa,b
1 ± 44%
1 ± 75%

NDa,b
1.04 ± 37%
1.54 ± 55%

NDa,b
0.85 ± 43%
1.34 ± 55%

1 ± 23%
1 ± 22%
1 ± 21%
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I/Iwc
Denuded
1WO

2WO

WC

fp
1WO

0.77 ± 19%

0.71 ± 19%

0.08 ± 103%

0.15 ± 56%

0.23 ± 32%

1 ± 14%

0.85 ± 24%

0.76 ± 24%

0.20 ± 47%

0.50 ± 33%

0.52 ± 29%

1 ± 27%

0.82 ± 22%

0.70 ± 34%

0.11 ± 56%

0.12 ± 18%

0.16 ± 39%

Compound Name

WC

2-Decanone*

1 ± 145%

1.45 ± 116%

2.05 ± 106%

Sandaracopimaradiene
Dodecanoic acid,
methyl ester
Isobutanoic acid,
phenoxyethanol ester
Dodecanal
Hexasiloxane,
tetradecamethyl-*

1 ± 66%

2.10 ± 53%

1.94 ± 51%

1 ± 75%

0.91 ± 55%

1.05 ± 59%

1 ± 108%
1 ± 259%

1.61 ± 80%
2.93 ± 185%

2.10 ± 81%
3.56 ± 184%

1 ± 54%
1 ± 30%

1.06 ± 40%
0.80 ± 23%

1.01 ± 45%
0.74 ± 24%

0.08 ± 85%
0.03 ± 184%

0.13 ± 28%
0.12 ± 30%

0.17 ± 37%
0.16 ± 22%

1 ± 26%

0.61 ± 25%

0.39 ± 28%

1 ± 20%

0.56 ± 23%

0.34 ± 28%

0.30 ± 24%

0.33 ± 25%

0.35 ± 32%

a,b

a,b

2WO

a,b

WC

Non-Denuded
1WO

1 ± 17%

2WO

Isophorone
Galaxolide
Limonene

ND
1 ± 117%
1 ± 59%

ND
2.54 ± 88%
0.46 ± 48%

ND
2.55 ± 87%
0.40 ± 63%

1 ± 52%
1 ± 37%
1 ± 19%

0.91 ± 39%
0.86 ± 33%
0.49 ± 34%

0.60 ± 61%
0.80 ± 31%
0.21 ± 54%

0 ± 0%
0.06 ± 87%
0.19 ± 44%

0 ± 0%
0.19 ± 35%
0.18 ± 40%

0 ± 0%
0.21 ± 30%
0.36 ± 71%

Ethanol, 2-phenoxy1(2H)-Naphthalenone,
3,4-dihydroFluoranthene
1-Tetradecene

NDa,b

NDa,b

NDa,b

1 ± 45%

1.29 ± 37%

1.62 ± 43%

0 ± 0%

0 ± 0%

0 ± 0%

1 ± 84%
1 ± 29%
1 ± 33%

1.53 ± 62%
0.73 ± 22%
1.15 ± 26%

1.91 ± 65%
0.83 ± 26%
1.37 ± 34%

1 ± 26%
1 ± 27%
1 ± 6%

1.24 ± 20%
0.90 ± 24%
0.89 ± 8%

1.68 ± 29%
1.03 ± 30%
0.87 ± 15%

0.55 ± 62%
0.66 ± 28%
0.30 ± 24%

0.68 ± 19%
0.54 ± 17%
0.38 ± 14%

0.62 ± 35%
0.53 ± 29%
0.46 ± 29%

1 ± 70%
1 ± 469%
1 ± 25%
1 ± 38%
1 ± 19%

0.76 ± 54%
5.86 ± 348%
1.01 ± 20%
1.10 ± 29%
0.93 ± 17%

0.96 ± 57%
11.83 ± 335%
1.06 ± 26%
1.10 ± 31%
0.89 ± 21%

1 ± 40%
1 ± 19%
1 ± 9%
1 ± 22%
1 ± 6%

0.78 ± 32%
1.04 ± 15%
0.98 ± 10%
0.84 ± 23%
0.89 ± 8%

0.87 ± 37%
1.26 ± 21%
1.00 ± 12%
0.78 ± 21%
0.80 ± 16%

0.58 ± 57%
0.02 ± 332%
0.33 ± 19%
0.36 ± 31%
0.29 ± 14%

0.56 ± 26%
0.13 ± 106%
0.34 ± 12%
0.47 ± 21%
0.31 ± 12%

0.64 ± 36%
0.22 ± 53%
0.35 ± 22%
0.51 ± 21%
0.33 ± 22%

1 ± 141%
1 ± 87%
1 ± 25%
1 ± 50%

0.55 ± 123%
1.33 ± 67%
1.12 ± 20%
0.80 ± 37%

0.93 ± 100%
1.88 ± 76%
1.12 ± 19%
0.79 ± 36%

1 ± 52%
1 ± 48%
1 ± 11%
1 ± 22%

0.68 ± 41%
0.92 ± 43%
1.04 ± 10%
1.13 ± 17%

0.87 ± 44%
1.03 ± 52%
0.99 ± 12%
1.19 ± 18%

0.30 ± 106%
0.25 ± 71%
0.22 ± 20%
0.51 ± 39%

0.24 ± 74%
0.36 ± 37%
0.23 ± 10%
0.36 ± 13%

0.32 ± 27%
0.45 ± 60%
0.25 ± 12%
0.33 ± 10%

1 ± 31%

1.29 ± 34%

1.45 ± 26%

1 ± 15%

0.90 ± 15%

0.83 ± 13%

0.20 ± 25%

0.29 ± 28%

0.35 ± 16%

Pyrene*
Coumarin
9H-Fluoren-9-one
Heptylbenzene
Dibenzofuran
1H-Indene, 2,3dihydro-1,1,3trimethyl-3-phenylHeneicosane
Phenanthrene
gamma-nonalactone*
Ethanone, 1-(4methylphenyl)-
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I/Iwc
WC

Denuded
1WO

2WO

WC

Non-Denuded
1WO

2WO

WC

fp
1WO

2WO

Phthalic Acid
Benzene, 1,1'cyclohexylidenebis-

1 ± 25%

1.14 ± 22%

1.08 ± 25%

1 ± 41%

0.63 ± 39%

0.61 ± 37%

0.27 ± 34%

0.50 ± 29%

0.49 ± 29%

1 ± 72%

1.51 ± 53%

1.61 ± 51%

1 ± 12%

0.92 ± 12%

1.01 ± 11%

0.36 ± 51%

0.60 ± 17%

0.58 ± 10%

Docosane
Biphenylene
Cyclooctasiloxane,
hexadecamethylBenzene, (1methyltridecyl)-

1 ± 125%
1 ± 20%

1.39 ± 91%
0.93 ± 22%

2.07 ± 97%
0.95 ± 26%

1 ± 78%
1 ± 22%

1.00 ± 58%
1.18 ± 66%

1.31 ± 67%
1.11 ± 58%

0.24 ± 104%
0.87 ± 21%

0.33 ± 29%
0.69 ± 66%

0.37 ± 55%
0.75 ± 59%

1 ± 29%

1.15 ± 26%

0.95 ± 29%

1 ± 28%

0.82 ± 24%

0.64 ± 27%

0.23 ± 29%

0.33 ± 21%

0.35 ± 27%

1 ± 22%

0.94 ± 26%

1.04 ± 23%

0.21 ± 56%

0.44 ± 32%

0.44 ± 29%

Chrysene
Eicosane

1 ± 99%
1 ± 68%

1 ± 101%
1 ± 31%

0.47 ± 78%
0.89 ± 39%

0.57 ± 83%
2.38 ± 189%

0.40 ± 100%
0.22 ± 53%

0.30 ± 106%
0.38 ± 46%

0.49 ± 67%
0.16 ± 192%

NDa,b

NDc

1.20 ± 141%

1.56 ± 151%

1 ± 75%

1.98 ± 59%
0.35 ± 123%
1.55 ± 59%

2.21 ± 58%
0.69 ± 87%
1.76 ± 63%

Levoglucosenone
1 ± 469%
7.82 ± 336% 10.14 ± 334%
I/IWC was not calculated for this condition because IWC = 0.
b
I/IWC was not calculated for this condition because IWC = 0 and I = 0.
c
fp was not calculated for this condition because IND = 0.

NDa,b

a
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NDa,b

Table A3.9. Indoor-to-outdoor ratios (I/O) and TAG-sulfate normalized indoor-to-outdoor ratios ([I/O]i/m/z 64) for 70 selected TAG
compounds. For each point, error is reported as ± one standard deviation as a percent of the average value. Compounds marked with
an asterisk designate those included in figures 3.8 and 3.9 within Chapter 3. Cells marked “ND” (no data) indicate that the value was
not computed for reasons described in the table footnotes.
I/O

[I/O]i/m/z64

Denuded
Compound Name

WC

1,2-Benzisothiazole

0±0
0.54 ±
411%
0.30 ±
218%
0.65 ±
174%
0.30 ±
178%
0.32 ±
187%
0.42 ±
114%
0.22 ±
199%
0.30 ±
171%
NDa,b
1.12 ±
101%
0.25 ±
283%
0.14 ±
273%

Benzyl Benzoate
Hexadecanoic acid,
methyl ester
Isopropyl Myristate*
Nonanal*
Phthalic Acid,
diisobutyl ester
Dimethyl Anthracene
Dibutyl Phthalate
Tricosane
Hedione
DEET*
9,10-Anthracenedione
Isopropyl Palmitate
2,2,4-Trimethyl-3,3pentanediol
monoisobutyrate

NDa,b

1WO
20.35 ±
310%

Non-Denuded

Denuded

NDa
2.41 ±
120%
8.34 ±
142%
1.67 ±
93%
2.08 ±
75%
2.00 ±
40%
1.14 ±
75%
1.39 ±
179%
NDa
5.71 ±
55%
0.53 ±
234%
1.56 ±
154%

2WO
7.64 ±
207%
45.07 ±
270%
2.63 ±
60%
5.88 ±
61%
1.53 ±
70%
2.41 ±
27%
1.91 ±
59%
1.32 ±
49%
1.08 ±
78%
NDa
4.43 ±
20%
0.78 ±
99%
1.58 ±
90%

WC
207.91 ±
138%
42.40 ±
176%
5.54 ±
102%
18.41 ±
98%
6.18 ±
114%
5.01 ±
88%
3.66 ±
45%
2.34 ±
68%
1.25 ±
112%
NDa
10.07 ±
62%
0.70 ±
139%
2.45 ±
115%

1WO
59.59 ±
64%
40.25 ±
146%
4.89 ±
79%
12.74 ±
65%
6.37 ±
39%
2.53 ±
54%
3.06 ±
32%
1.52 ±
59%
2.25 ±
76%
NDa
10.07 ±
31%
1.71 ±
154%
2.62 ±
73%

2WO
99.85 ±
127%
23.09 ±
74%
5.94 ±
55%
13.95 ±
45%
8.35 ±
61%
2.83 ±
23%
4.07 ±
34%
1.45 ±
40%
1.66 ±
69%
NDa
10.15 ±
51%
1.66 ±
97%
2.19 ±
91%

0±0
2.59 ±
415%
1.42 ±
227%
3.08 ±
185%
1.42 ±
188%
1.53 ±
197%
1.99 ±
130%
1.03 ±
209%
1.41 ±
183%
NDa,b
5.31 ±
119%
1.17 ±
290%
0.66 ±
280%

NDa,b

NDa,b

NDa

NDa

NDa

NDa,b
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WC

1WO
34.05 ±
315%

Non-Denuded

NDa
4.04 ±
134%
13.95 ±
154%
2.80 ±
110%
3.49 ±
96%
3.35 ±
71%
1.91 ±
96%
2.33 ±
189%
NDa
9.56 ±
81%
0.89 ±
242%
2.61 ±
165%

2WO
10.97 ±
225%
64.72 ±
283%
3.77 ±
105%
8.45 ±
106%
2.20 ±
111%
3.47 ±
91%
2.74 ±
105%
1.90 ±
99%
1.55 ±
116%
NDa
6.36 ±
89%
1.12 ±
131%
2.27 ±
125%

WC
990.71 ±
152%
202.02 ±
187%
26.38 ±
120%
87.71 ±
116%
29.44 ±
130%
23.86 ±
108%
17.45 ±
78%
11.14 ±
93%
5.94 ±
128%
NDa
48.01 ±
88%
3.34 ±
152%
11.69 ±
132%

1WO
99.73 ±
87%
67.36 ±
157%
8.18 ±
99%
21.32 ±
88%
10.66 ±
71%
4.24 ±
80%
5.12 ±
68%
2.54 ±
84%
3.77 ±
96%
NDa
16.85 ±
67%
2.85 ±
165%
4.38 ±
94%

2WO
143.38 ±
153%
33.16 ±
114%
8.53 ±
102%
20.02 ±
98%
11.99 ±
106%
4.06 ±
89%
5.84 ±
93%
2.08 ±
95%
2.39 ±
111%
NDa
14.57 ±
100%
2.38 ±
130%
3.14 ±
125%

NDa,b

NDa,b

NDa

NDa

NDa

I/O
Compound Name
Octanoic Acid
Tetracosane
5,9-Undecadien-2-one,
6,10-dimethylBenzo[c]phenanthrene
2-Propanol, 1-[1methyl-2-(2propenyloxy)ethoxy]Di-(2-ethylhexyl)phthalate
Pentacosane
Benzophenone
Benzoic acid, 2ethylhexyl ester
alpha cedrene*
Benzene, (1butyloctyl)Phytane
Benzene, (1pentylheptyl)Dimethyl Phthalate
Octanal, 2phenylmethyleneHeptadecane
Diethyl Phthalate*

[I/O]i/m/z64

WC
0.10 ±
245%
0.16 ±
220%

Denuded
1WO
1.08 ±
93%
0.55 ±
280%

2WO
0.90 ±
54%
1.07 ±
139%

NDa,b
0.49 ±
171%

NDa
0.27 ±
351%

NDa
0.75 ±
299%

Non-Denuded
WC
1WO
0.64 ±
6.19 ±
236%
41%
1.22 ±
4.42 ±
152%
206%
8.45 ±
175%
NDa
0.92 ±
2.24 ±
125%
188%

2WO
4.58 ±
91%
3.19 ±
105%

WC
0.46 ±
253%
0.77 ±
229%

Denuded
1WO
1.80 ±
111%
0.93 ±
286%

NDa
1.34 ±
85%

NDa,b
2.33 ±
182%

NDa
0.46 ±
356%

NDa
1.08 ±
311%

WC
3.05 ±
244%
5.80 ±
165%
40.28 ±
186%
4.38 ±
140%

NDa,b

NDa,b

0±0
0.10 ±
266%
1.32 ±
52%
3.72 ±
64%
3.89 ±
39%
5.01 ±
46%
1.97 ±
65%
5.44 ±
53%
3.53 ±
96%

NDa,b
NDa,b
3.24 ±
39%
8.18 ±
21%
5.40 ±
22%
7.31 ±
30%
3.99 ±
104%
8.54 ±
25%
16.93 ±
122%

NDa,b
1.62 ±
159%
1.25 ±
226%
3.23 ±
22%
6.79 ±
19%
5.00 ±
21%
5.75 ±
33%
5.75 ±
10%
7.19 ±
16%
7.09 ±
36%

NDa
5.43 ±
458%
1.29 ±
195%
1.04 ±
80%
36.83 ±
33%
19.32 ±
29%
21.58 ±
28%
10.71 ±
37%
21.33 ±
37%
49.82 ±
37%

NDa
10.65 ±
256%
8.79 ±
361%
2.19 ±
24%
22.02 ±
19%
15.04 ±
38%
14.83 ±
21%
7.78 ±
16%
14.70 ±
31%
35.05 ±
23%

NDa
4.77 ±
114%
7.24 ±
157%
2.39 ±
33%
21.02 ±
20%
13.54 ±
27%
15.46 ±
21%
9.20 ±
15%
15.45 ±
21%
29.81 ±
29%

NDa,b

NDa,b

0±0
0.48 ±
273%
6.30 ±
82%
17.71 ±
90%
18.55 ±
74%
23.86 ±
78%
9.39 ±
90%
25.91 ±
82%
16.82 ±
115%

NDa,b
NDa,b
5.42 ±
71%
13.69 ±
63%
9.03 ±
63%
12.23 ±
66%
6.68 ±
120%
14.30 ±
64%
28.34 ±
136%

NDa,b
2.33 ±
181%
1.79 ±
242%
4.64 ±
89%
9.75 ±
88%
7.18 ±
89%
8.26 ±
93%
8.26 ±
87%
10.32 ±
88%
10.18 ±
94%

1.53 ±
66%
4.64 ±
39%
2.61 ±
86%

6.72 ±
48%
8.22 ±
15%
7.38 ±
43%

6.29 ±
28%
6.49 ±
27%
6.95 ±
22%

32.45 ±
47%
10.78 ±
52%
45.31 ±
63%

21.83 ±
33%
11.57 ±
20%
35.96 ±
24%

4.59 ±
217%
10.47 ±
37%
31.67 ±
27%

7.29 ±
91%
22.12 ±
74%
12.46 ±
106%

11.24 ±
76%
13.76 ±
61%
12.35 ±
73%

9.03 ±
91%
9.31 ±
90%
9.98 ±
89%
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2WO
1.30 ±
102%
1.54 ±
164%

Non-Denuded
1WO
10.36 ±
72%
7.40 ±
215%

2WO
6.58 ±
125%
4.59 ±
136%

NDa
3.76 ±
198%

NDa
1.92 ±
121%

NDa
25.87 ±
463%
6.13 ±
205%
4.98 ±
102%
175.51 ±
71%
92.04 ±
69%
102.81 ±
69%
51.01 ±
73%
101.65 ±
73%
237.39 ±
73%

NDa
17.82 ±
263%
14.71 ±
366%
3.67 ±
64%
36.85 ±
62%
25.17 ±
71%
24.82 ±
63%
13.03 ±
61%
24.61 ±
67%
58.66 ±
64%

NDa
6.85 ±
143%
10.39 ±
179%
3.44 ±
93%
30.19 ±
89%
19.44 ±
90%
22.20 ±
89%
13.21 ±
88%
22.18 ±
89%
42.81 ±
91%

154.63 ±
79%
51.38 ±
82%
215.91 ±
89%

36.53 ±
68%
19.37 ±
63%
60.18 ±
64%

6.58 ±
233%
15.04 ±
94%
45.48 ±
90%

I/O

[I/O]i/m/z64

Compound Name

WC

Denuded
1WO

2WO

WC

Pentadecane*

4.24 ±
25%

4.75 ±
25%

3.17 ±
33%

6.06 ±
87%

7.88 ±
29%

1.91 ±
66%
7.45 ±
99%
8.34 ±
33%
1.25 ±
86%
2.62 ±
34%

6.92 ±
20%
11.05 ±
48%
9.45 ±
50%
6.21 ±
37%
8.09 ±
32%

5.96 ±
22%
9.80 ±
26%
10.10 ±
76%
6.60 ±
32%
4.97 ±
25%

NDa,b
1.58 ±
35%
3.52 ±
32%
3.70 ±
162%
2.09 ±
37%
15.22 ±
200%

NDa,b
1.50 ±
38%
3.58 ±
27%
2.04 ±
75%
2.80 ±
61%

9.29 ±
16%
48.20 ±
29%
15.59 ±
75%
8.99 ±
23%
16.10 ±
34%
8.77 ±
169%
2.69 ±
29%
4.74 ±
24%
4.33 ±
24%
2.84 ±
38%

NDa

Dodecanal
Hexasiloxane,
tetradecamethyl-*
Isophorone

NDa,b
2.18 ±
64%
0.94 ±
67%
0.75 ±
124%
0.73 ±
61%
4.66 ±
140%
16.59
±
355%
0.58 ±
204%
15.56
± 56%
NDa,b

12.51 ±
37%
81.55 ±
47%
17.69 ±
91%
15.92 ±
46%
26.40 ±
47%
90.56 ±
332%
4.61 ±
48%
6.14 ±
42%
5.16 ±
54%
4.28 ±
38%
87.23 ±
147%

NDa
5.03 ±
124%
10.49 ±
36%
NDa,b

NDa
3.91 ±
172%
10.03 ±
54%
NDa,b

Galaxolide

1.42 ±
119%

9.27 ±
89%

11.51 ±
64%

Octadecane
TXIB*
Pentadecane, 3methylTonalid
beta cedrene
Carvone*
Cycloheptasiloxane,
tetradecamethyl-*
Nonadecane
2-Decanone*
Sandaracopimaradiene
Dodecanoic acid,
methyl ester
Isobutanoic acid,
phenoxyethanol ester

Non-Denuded
1WO
2WO

WC

Denuded
1WO

2WO

WC

6.03 ±
39%

20.19 ±
68%

7.95 ±
64%

4.55 ±
92%

28.86 ±
107%

13.18 ±
66%

8.66 ±
95%

10.16 ±
18%
39.03 ±
31%
21.15 ±
62%
9.49 ±
19%
13.75 ±
38%

9.10 ±
91%
35.48 ±
117%
39.72 ±
71%
5.95 ±
106%
12.48 ±
72%

11.59 ±
63%
18.50 ±
76%
15.82 ±
77%
10.39 ±
70%
13.54 ±
67%

8.56 ±
89%
14.07 ±
90%
14.50 ±
115%
9.48 ±
92%
7.14 ±
90%

NDa,b
2.65 ±
69%
5.88 ±
67%
6.20 ±
172%
3.49 ±
70%
25.47 ±
209%

NDa,b
2.15 ±
94%
5.15 ±
91%
2.93 ±
114%
4.02 ±
106%

NDa

NDa,b
10.41 ±
90%
4.46 ±
92%
3.56 ±
139%
3.50 ±
88%
22.22 ±
153%

15.55 ±
61%
80.67 ±
66%
26.09 ±
96%
15.05 ±
64%
26.95 ±
68%
14.68 ±
180%
4.50 ±
66%
7.94 ±
64%
7.25 ±
64%
4.76 ±
71%

14.60 ±
88%
56.04 ±
92%
30.37 ±
106%
13.62 ±
88%
19.74 ±
94%

NDa,b
2.26 ±
50%
6.22 ±
18%
3.61 ±
58%
4.22 ±
55%
91.22 ±
174%

NDa

59.61 ±
73%
388.57 ±
79%
84.28 ±
111%
75.87 ±
78%
125.78 ±
79%
431.51 ±
338%
21.97 ±
79%
29.26 ±
76%
24.61 ±
83%
20.40 ±
74%
415.66 ±
160%

4.78 ±
226%
12.25 ±
69%
46.82 ±
46%
NDa,b

NDa
9.63 ±
29%
27.66 ±
110%
NDa,b

NDa
7.61 ±
80%
29.30 ±
39%
NDa,b

79.06 ±
360%
2.78 ±
214%
74.13 ±
84%
NDa,b

NDa
8.42 ±
137%
17.56 ±
70%
NDa,b

NDa
5.61 ±
193%
14.40 ±
102%
NDa,b

55.07 ±
78%

6.73 ±
222%

29.74 ±
50%

6.77 ±
135%

15.51 ±
107%

16.53 ±
107%
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Non-Denuded
1WO
2WO

NDa

NDa,b
3.25 ±
100%
8.93 ±
88%
5.18 ±
104%
6.06 ±
103%
130.99 ±
194%

22.79 ±
235%
58.38 ±
93%
223.12 ±
78%
NDa,b

NDa
16.12 ±
66%
46.28 ±
125%
NDa,b

NDa
10.93 ±
118%
42.08 ±
95%
NDa,b

262.43 ±
100%

11.26 ±
230%

42.70 ±
100%

I/O

[I/O]i/m/z64

Compound Name

WC

Denuded
1WO

Limonene

NDa

NDa

2WO
14.21 ±
269%

Ethanol, 2-phenoxy-

NDa,b

NDa,b

NDa,b

NDa

NDa

1(2H)-Naphthalenone,
3,4-dihydro-

0.34 ±
70%
0.91 ±
32%
0.73 ±
37%
0.71 ±
63%
0.07 ±
335%
0.87 ±
28%
0.78 ±
33%
1.13 ±
23%

0.67 ±
25%
0.94 ±
15%
1.15 ±
24%
0.94 ±
31%
0.64 ±
116%
1.19 ±
16%
1.30 ±
18%
1.28 ±
21%

0.63 ±
38%
1.09 ±
24%
1.25 ±
30%
1.10 ±
40%
0.73 ±
58%
1.15 ±
33%
1.29 ±
25%
1.28 ±
24%

0.54 ±
32%
0.99 ±
29%
1.67 ±
26%
1.03 ±
42%
1.22 ±
30%
1.81 ±
24%
1.68 ±
32%
1.74 ±
25%

Phthalic Acid

0.54 ±
120%
0.58 ±
81%
1.05 ±
29%
0.64 ±
50%
0.55 ±
43%
0.77 ±
28%

1.62 ±
140%
1.08 ±
33%
1.66 ±
29%
0.99 ±
21%
1.00 ±
51%
1.06 ±
23%

1.09 ±
51%
1.56 ±
76%
1.76 ±
16%
0.98 ±
14%
1.00 ±
27%
1.01 ±
30%

Benzene, 1,1'cyclohexylidenebis-

0.86 ±
62%

2.55 ±
31%

2.63 ±
25%

Fluoranthene
1-Tetradecene
Pyrene*
Coumarin
9H-Fluoren-9-one
Heptylbenzene
Dibenzofuran
1H-Indene, 2,3dihydro-1,1,3trimethyl-3-phenylHeneicosane
Phenanthrene
gamma-nonalactone*
Ethanone, 1-(4methylphenyl)-

Non-Denuded
WC
1WO
2WO
60.20 ±
5.00 ±
NDa
318%
111%

WC

Denuded
1WO

NDa

NDa

0.78 ±
14%
1.06 ±
23%
1.66 ±
13%
1.12 ±
23%
1.31 ±
26%
1.92 ±
18%
1.67 ±
23%
1.39 ±
40%

1.14 ±
61%
1.42 ±
65%
2.30 ±
30%
0.88 ±
40%

Non-Denuded
1WO
2WO
100.75 ±
7.18 ±
323%
141%

WC

NDa

2WO
20.40 ±
282%

NDa,b

NDa,b

NDa,b

NDa

NDa

NDa

0.90 ±
50%
1.31 ±
29%
1.75 ±
33%
1.24 ±
37%
1.55 ±
44%
2.15 ±
40%
1.73 ±
31%
1.85 ±
39%

1.60 ±
94%
4.33 ±
71%
3.49 ±
73%
3.37 ±
89%
0.35 ±
341%
4.17 ±
69%
3.71 ±
71%
5.39 ±
67%

1.13 ±
64%
1.58 ±
61%
1.92 ±
64%
1.57 ±
67%
1.08 ±
130%
1.99 ±
61%
2.18 ±
62%
2.15 ±
63%

0.90 ±
94%
1.57 ±
90%
1.79 ±
91%
1.58 ±
95%
1.05 ±
104%
1.65 ±
93%
1.86 ±
90%
1.84 ±
90%

2.58 ±
71%
4.71 ±
70%
7.97 ±
68%
4.89 ±
76%
5.82 ±
70%
8.61 ±
68%
7.98 ±
71%
8.27 ±
68%

1.31 ±
61%
1.77 ±
63%
2.78 ±
61%
1.88 ±
63%
2.20 ±
65%
3.21 ±
62%
2.79 ±
64%
2.33 ±
72%

1.30 ±
100%
1.88 ±
91%
2.51 ±
92%
1.78 ±
94%
2.22 ±
97%
3.08 ±
95%
2.49 ±
92%
2.65 ±
95%

1.44 ±
37%
1.39 ±
38%
2.06 ±
33%
2.12 ±
22%

1.32 ±
45%
1.35 ±
61%
2.70 ±
33%
2.35 ±
22%

1.89 ±
97%
1.94 ±
106%
3.87 ±
93%
3.38 ±
89%

NDa
1.40 ±
28%

1.56 ±
100%
2.24 ±
115%
2.53 ±
88%
1.41 ±
88%
1.44 ±
90%
1.45 ±
91%

2.41 ±
70%
2.32 ±
71%
3.44 ±
68%
3.54 ±
63%

NDa
1.64 ±
34%

2.71 ±
152%
1.80 ±
68%
2.77 ±
66%
1.66 ±
63%
1.68 ±
78%
1.78 ±
64%

5.45 ±
88%
6.77 ±
91%
10.95 ±
70%
4.18 ±
75%

NDa
2.20 ±
49%

2.56 ±
135%
2.74 ±
103%
5.02 ±
70%
3.05 ±
81%
2.61 ±
76%
3.68 ±
69%

NDa
10.50 ±
80%

NDa
2.75 ±
69%

NDa
2.01 ±
91%

3.27 ±
19%

2.61 ±
15%

2.74 ±
20%

4.10 ±
88%

4.27 ±
67%

3.78 ±
90%

15.60 ±
66%

4.37 ±
61%

3.94 ±
89%
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NDa

I/O
Compound Name
Docosane
Biphenylene
Cyclooctasiloxane,
hexadecamethylBenzene, (1methyltridecyl)Chrysene
Eicosane
Levoglucosenone
a
b

WC
0.40 ±
104%
0.73 ±
62%

Denuded
1WO
1.11 ±
36%
0.69 ±
49%

2WO
1.13 ±
56%
0.86 ±
25%

1.05 ±
90%
0.77 ±
63%
0.53 ±
96%
0.70 ±
55%
0.07 ±
345%

1.90 ±
24%
2.06 ±
34%
0.87 ±
140%
1.52 ±
39%
0.53 ±
125%

1.83 ±
26%
2.46 ±
27%
1.05 ±
72%
1.89 ±
45%
0.59 ±
89%

[I/O]i/m/z64
Non-Denuded
WC
1WO
1.33 ±
1.60 ±
81%
33%
0.98 ±
1.41 ±
41%
72%
3.27 ±
34%
3.95 ±
46%
1.15 ±
91%
2.39 ±
54%

0 ± 0%

2.38 ±
24%
2.99 ±
33%
1.77 ±
56%
2.01 ±
39%
0.36 ±
159%

2WO
1.45 ±
65%
1.68 ±
59%

WC
1.92 ±
122%
3.46 ±
89%

Denuded
1WO
1.86 ±
69%
1.16 ±
77%

2.47 ±
28%
3.54 ±
19%
1.79 ±
73%
6.50 ±
188%
0.46 ±
156%

5.02 ±
110%
3.67 ±
89%
2.54 ±
115%
3.31 ±
84%
0.34 ±
351%

3.18 ±
64%
3.45 ±
68%
1.45 ±
152%
2.54 ±
71%
0.89 ±
138%

I/O and [I/O]i/[I/O]m/z64 values were not calculated for this condition because O = 0.
I/O and [I/O]i/[I/O]m/z64 values were not calculated for this condition because O = 0 and I = 0.
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2WO
1.62 ±
103%
1.23 ±
90%

WC
6.32 ±
103%
4.66 ±
76%

2.63 ±
90%
3.53 ±
90%
1.51 ±
113%
2.72 ±
97%
0.84 ±
124%

15.56 ±
72%
18.80 ±
78%
5.49 ±
111%
11.37 ±
83%
0 ± 0%

Non-Denuded
1WO
2.69 ±
68%
2.36 ±
93%

2WO
2.09 ±
108%
2.41 ±
104%

3.99 ±
64%
5.01 ±
68%
2.96 ±
81%
3.36 ±
71%
0.59 ±
169%

3.55 ±
91%
5.08 ±
88%
2.57 ±
113%
9.33 ±
207%
0.66 ±
179%

Table A3.10. I/IWC and indoor-to-outdoor ratios (I/O) averaged over the three natural ventilation conditions for VOCs measured in
adsorbent tubes. For each point, error is reported as ± one standard deviation as a percent of the average value. Compounds marked
with an asterisk designate those included in figures 3.8 and 3.9 within Chapter 3. Cells marked “ND” (no data) indicate that the value
was not computed for reasons described in the table footnotes.
I/IWC

I/O

Compound
Furfuryl Alcohol
Phenol
Menthol
Hexanal
Heptanal

WC
1 ± 57%
1 ± 54%
1 ± 35%
1 ± 45%
1 ± 45%

1WO
0.45 ± 76%
0.81 ± 48%
0.50 ± 41%
0.38 ± 48%
0.54 ± 45%

2WO
0.26 ± 56%
0.85 ± 43%
0.33 ± 30%
0.33 ± 42%
0.68 ± 37%

WC
NDa
2.66 ± 84%
71.91 ± 266%
7.37 ± 189%
5.02 ± 152%

1WO
NDa
1.66 ± 53%
81.22 ± 333%
8.61 ± 92%
4.93 ± 86%

2WO
NDa
1.31 ± 35%
7.36 ± 113%
5.34 ± 67%
6.11 ± 70%

Benzaldehyde
Octanal
Nonanal
Decanal
Methycyclohexane
Ethylcyclohexane

1 ± 44%
1 ± 43%
1 ± 57%
1 ± 41%
1 ± 77%
1 ± 51%

0.53 ± 44%
0.75 ± 42%
0.78 ± 49%
0.58 ± 38%
0.39 ± 78%
0.30 ± 89%

0.64 ± 35%
1.11 ± 38%
1.15 ± 47%
0.48 ± 36%
0.18 ± 77%
0.13 ± 93%

3.67 ± 117%
2.12 ± 116%
1.45 ± 85%
3.52 ± 76%
10.72 ± 113%
42.50 ± 380%

4.30 ± 83%
3.76 ± 54%
2.32 ± 51%
1.88 ± 47%
2.04 ± 118%
4.46 ± 193%

2.97 ± 60%
3.19 ± 47%
1.57 ± 68%
1.41 ± 31%
0.93 ± 101%
1.43 ± 155%

p-Xylene
o-Xylene
Styrene
Trimethylbenzene
Naphthalene
Tetrachloroethylene

1 ± 43%
1 ± 48%
1 ± 41%
1 ± 38%
1 ± 38%
1 ± 89%

0.41 ± 36%
0.38 ± 39%
0.37 ± 39%
0.57 ± 31%
0.65 ± 38%
0.29 ± 82%

0.32 ± 37%
0.30 ± 40%
0.28 ± 40%
0.42 ± 35%
0.49 ± 31%
0.02 ± 206%

2.92 ± 79%
3.20 ± 88%
18.88 ± 148%
1.79 ± 101%
9.94 ± 61%
52.10 ± 339%

0.84 ± 55%
0.92 ± 54%
5.05 ± 113%
0.70 ± 61%
3.63 ± 64%
10.10 ± 230%

0.77 ± 46%
0.81 ± 41%
4.29 ± 123%
0.63 ± 52%
4.12 ± 43%
0.32 ± 250%

Acetophenone
a-Pinene
3-Carene
a-Phellandrene
Limonene
g-Terpinene

1 ± 40%
1 ± 48%
1 ± 47%
1 ± 48%
1 ± 39%
1 ± 65%

0.48 ± 62%
0.23 ± 69%
0.28 ± 67%
0.30 ± 48%
0.28 ± 41%
0 ± 0%

0.33 ± 106%
0.13 ± 47%
0.14 ± 113%
0.21 ± 43%
0.21 ± 38%
0.04 ± 287%

2.09 ± 137%
35.08 ± 67%
55.49 ± 558%
63.09 ± 261%
16.76 ± 100%
59.11 ± 559%

0.53 ± 87%
5.96 ± 74%
NDa
7.74 ± 191%
4.03 ± 95%
NDa

0.55 ± 128%
2.67 ± 49%
NDa
2.74 ± 71%
4.26 ± 59%
0.58 ± 400%

Fenchol

1 ± 48%

0.40 ± 72%

0.19 ± 73%

NDa

NDa

NDa

296

Compound
Camphor

WC
1 ± 47%

I/IWC
1WO
0.41 ± 56%

a-Terpineol
1 ± 105%
0.74 ± 83%
Cyclotrisiloxane
1 ± 132%
0.54 ± 101%
Cyclotetrasiloxane
1 ± 62%
0.41 ± 51%
Cyclopentasiloxane
1 ± 70%
0.29 ± 63%
Cyclohexasiloxane
1 ± 48%
0.45 ± 40%
Hexafluorobenzene
1 ± 62%
0.25 ± 89%
a
I/O values were not calculated for this condition because O = 0.

2WO
0.28 ± 38%

WC
NDa

I/O
1WO
NDa

2WO
NDa

0.98 ± 89%
0.77 ± 99%
0.47 ± 56%
0.20 ± 69%
0.37 ± 41%
0.12 ± 51%

2.85 ± 129%
1.69 ± 165%
3.95 ± 100%
44.45 ± 112%
6.54 ± 60%
1236.94 ± 180%

1.76 ± 84%
0.46 ± 120%
1.01 ± 97%
10.04 ± 78%
4.03 ± 82%
189.18 ± 146%

1.27 ± 71%
1.04 ± 66%
1.31 ± 59%
6.92 ± 52%
3.01 ± 32%
133.33 ± 191%
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Section A3.11: TAG Thermal Decomposition Analysis
The TAG thermal decomposition period (Figure 3.3) was used to evaluate two outdoororiginating species: sulfates (m/z 64) and isoprene epoxydiols (IEPOX; m/z 82). For certain ions
in the decomposition period, including m/z 64 and m/z 82, we occasionally observed a detector
artifact wherein signals abruptly dropped from above the detector threshold to zero before
recovering to values above threshold in subsequent scans. To correct individual single ion
chromatograms (SIC) for this effect, we took the average of the nearest five non-zero intensities
on the left and on the right of the observed signal drop, then linearly interpolated between the left
and right averages. If the interpolated value exceeded the detection limit for the ion, the value
was substituted in place of the zero signal in the chromatogram; if not, the zero value was
retained. Signals plotted in Figures A3.15 and A3.16 were obtained by integrating each SIC from
minute 6-16 of TAG chromatographic analysis.

Figure A3.15. Integrated non-denuded vs denuded SICs for (A) m/z 82 and (B) m/z 64 across (i)
indoor and (ii) outdoor chromatograms. The plotted signals were obtained by integrating each
single ion chromatogram from minute 6-16 of TAG chromatographic analysis. To determine
these correlations, denuded and non-denuded signals were paired such that collections took place
one hour apart.
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Figure A3.16. Integrated m/z 82 (IEPOX tracer) vs m/z 64 (sulfate tracer) signals across the
TAG thermal decomposition period for (A) indoor and (B) outdoor chromatograms. The plotted
signals were obtained by integrating each single ion chromatogram from minute 6-16 of TAG
chromatographic analysis. Each point was obtained using one chromatogram. Because we found
little difference between non-denuded and denuded decomposition signals for these ions (Figure
S13), we assume negligible contribution from gas-phase IEPOX and sulfate species, and nondenuded and denuded signals are included together in each panel.
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Section A3.12: Evaluation of Temperature- and Particle Concentration-Driven Phase
Partitioning
As windows are opened, gas-to-particle phase partitioning of many S/IVOCs increases,
potentially because particles infiltrating indoors from outdoor air act as a condensational sink.
However, temperature gradients between the outdoor and indoor environment will also influence
phase partitioning of S/IVOCs. In this section, we predict the relative contributions of increased
particle concentrations and temperature gradients to overall observed phase partitioning within
our simplified system.
The partitioning constant for a species i (Kp,i, m3 µg-1) relates the concentration of i in the gas and
particle phases (Cg,i and Cp,i, respectively, ng m-3):
(A3.6)
Here, PM is the concentration of total particulate matter (µg m-3), COM/CTot is the ratio of
concentration of organic matter to total aerosol concentration, R is the ideal gas constant (m3 atm
mol-1 K-1), T is temperature (K), MWOM is the average molecular weight of organic compounds
within the aerosol (g mol-1), ζi is the activity coefficient of compound i, which is inversely
proportional to the compound’s affinity for the particle phase, and pL,i° is the subcooled liquid
vapor pressure at temperature T (torr).
The fraction of species i in the particle phase is defined in terms of Kp,i:
(A3.7)
In the following phase partitioning approximations, we choose four phthalates (dimethyl
phthalate, diethyl phthalate, dibutyl phthalate, and bis(2-ethylhexyl)phthalate) as model
compounds to assess partitioning for a range of relevant volatilities. Calculations are performed
using particle concentration and temperature data from 00:00 7/31/2016-00:00 8/1/2016 (Figures
3.10C and A3.6A for concentration and temperature, respectively). This time frame was chosen
because the second window was opened at 10:00 7/31/2016, driving the most significant changes
in indoor particle concentrations. Furthermore, assessing a 24-hour period allows for evaluation
of temperature gradient effects for a typical diurnal temperature cycle.
Several assumptions are made to simplify these phase partitioning calculations. First, we assume
that changes in particle concentration and temperature gradients occur independently from one
another; thus, when assessing particle concentration effects, we assume that temperature remains
constant, and when assessing temperature effects, we assume a constant particle mass
concentration. Second, when calculating Kp,i, we assume PL,i° to be the predicted subcooled
liquid vapor pressure for the model compound (Table A3.3), MWOM to be the molar mass of
octadecane (in the middle of the volatility range measured by the TAG during this study, 254 g
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mol-1), and ζi to be constant at 1. Based on PM2.5 total mass and total organic carbon
measurements measured during July 2016 at the St. Louis Blair Street EPA monitoring site,21
COM/CTot is assumed to be 0.27, which constitutes a theoretical minimum value, since the fraction
of organic matter will increase as indoor gas-phase S/IVOCs partition to the particle phase with
window opening. As stated in the main text of Chapter 3, spherical particles with a density of 1.2
g cm-3 are assumed to obtain mass concentrations from SMPS-measured number concentrations.
Finally, for each case, we assume that at the final condition defined for the system, steady state is
reached. Although several of these assumptions may not be fully accurate for the system, this
simplified approach is sufficient to illustrate the relative magnitudes of particle concentration and
temperature-driven phase partitioning effects.
Particle Concentration Effects
During the unoccupied study, indoor particle concentrations increase with window opening as
outdoor particles infiltrate indoors. Therefore, we define the relevant change in fp,i (Δfp,i) with
respect to fp,i calculated using the first PM data point of the day obtained by the SMPS at 2:09
7/31/2016 (fp,i,t0):
Δfp,i ≡ fp,i,t – fp,i,t0

(A3.6)

In these calculations, Δfp,i is determined for each of the four model compounds for each indoor
mass concentration measured by the SMPS at an assumed constant temperature of 25°C (Figure
A3.17).
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Figure A3.17. Δfp,i calculated for selected model compounds using indoor particle mass
concentrations for 7/31/2016 (Figure 3.10C): (A) dibutyl phthalate and bis-(2ethylhexyl)phthalate, and (B) dimethyl phthalate and diethyl phthalate.
Temperature Effects
To evaluate temperature gradient impacts, we define Δfp,i as:
Δfp,i ≡ fp,i,Tin – fp,i,Tout
(S7)
where fp,i,Tin is the approximate fp,i at the indoor temperature and fp,i,Tout is the approximate fp,i at
the corresponding outdoor temperature. A constant particle mass concentration of 5 µg m-3, the
average indoor mass concentration for 7/31/2016, is assumed for these calculations.
Figure A3.18 displays Δfp,i for the four phthalates under varied temperature gradient conditions
for 7/31/2016. Notably, when compared with Δfp,i evaluated under varied PM conditions, typical
Δfp,i values under observed temperature gradients are generally lower by two orders of
magnitude. Thus, we conclude that the influx of infiltrating particles acting as a condensational
sink is the primary mechanism for the increased S/IVOC gas-to-particle phase partitioning
observed with window opening.
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Figure A3.18. Δfp,i calculated for selected model compounds using temperature gradients (ΔT =
Tin - Tout) measured for 7/31/2016 (Figure A3.6A): (A) dibutyl phthalate and bis-(2ethylhexyl)phthalate, and (B) dimethyl phthalate and diethyl phthalate.
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Section A3.13: Evaluation of Particle-Phase Enhancements Relative to Outdoor Particle
Infiltration

Figure A3.19. I/IWC for selected TAG denuded (particle only) compounds loading into PMF
factors 1-TAG-D and 2-TAG-D, normalized to I/IWC for TAG decomposition sulfate (m/z 64).
Compounds with purple text load primarily into factor 1-TAG-D, and compounds with blue text
load primarily into factor 2-TAG-D.
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Appendix A4: Supplement of “Investigation
of I/SVOC Gas-Particle Partitioning through
Ammonium Sulfate Seeding Experiments
during the Second Air Composition and
Reactivity from Outdoor aNd Indoor Mixing
(ACRONIM-2) Field Campaign”

Figure A4.1. Floor plan of the ACRONIM-2 test home. Windows opened during “window
opened” periods are highlighted with red boxes. Instruments with bolded text are discussed in
this work.
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Figure A4.2. Diagram of sampling lines, including locations of instruments, inlets, cyclones
(with upper particle aerodynamic diameter cut point), and gas emitters. Flow rates are provided
for each instrument and flow restriction in italicized text.
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Table A4.1. Descriptions and sampling locations for instruments sampling during ACRONIM-2.

Switching
Period
(min)
08/05/2018: 60
min
Rest of study:
30 min

Measurement
Resolution
(min)
08/05/2018:
50 min
Rest of study:
20 min

Trailer
(I/O Switching)

10

5

Trailer
(I/O Switching)

10

1

Trailer
(I/O Switching)

120

60

Indoors

N/A

5

10

3

N/A

1 (bedroom) 2
(kitchen)

10

1

N/A

1

10

1

N/A

240

N/A

480-720

N/A

10

Instrument

Measurements

Sampling
Location(s)

ROS

Particle- and gas-phase ROS
concentrations

Trailer
(I/O Switching)

Particle size distributions and
mass concentrations
Bulk aerosol high-resolution
chemical composition
Molecular-level speciation of
particle-phase and some gasphase semi- and
intermediately volatile organic
compounds
Particle number
concentrations within broad
size bins

Scanning Mobility
Particle Sizer
(SMPS)
Aerosol Mass
Spectrometer
Thermal desorption
Aerosol Gas
chromatograph
(TAG)
Optical Particle
Counter (OPC)

Offline analysis of speciated
organics

Trailer
(I/O Switching)
Indoors (kitchen
and upstairs
bedroom)
Trailer
(I/O Switching)
Indoors and
Outdoors
Trailer
(I/O Switching)
Indoors and
Outdoors
Indoors and
Outdoors

Relative humidity and
temperature measurements

Indoors and
Outdoors

CO monitor

Trace-level CO measurements

CO2 monitors

CO2 measurements

NOx (NO-NO2)
monitor

Trace-level NO, NO2, and
NOx measurements

O3 monitors (×2)

Trace-level O3 measurements

O3 monitor 3

Trace-level O3 measurements

VOC adsorbent
tubes
47-mm PM2.5 quartz
filter collectors (x2)
Relative Humidity
and Temperature
(RHT) sensors

Speciated VOC concentrations
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Figure A4.3. 14-factor PMF solution used to evaluate denuded TAG chromatograms over the ACRONIM-2 AS seeding experiment:
factor abundances (left column), factor chromatogram-binned TICs (middle column), and factor mass spectra (right column).
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Figure A4.3, cont’d.
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Figure A4.3, cont’d.
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Figure A4.3, cont’d.
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Figure A4.3, cont’d.
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Figure A4.4. PMF residual plots: (A) summed residuals; (B) Q/Qexp

Figure A4.5. Outdoor SMPS-measured size distributions obtained during ACRONIM-2 AS
seeding experiments.
315

Figure A4.6. Temperature, RH, and rainfall data obtained across ACRONIM-2 unoccupied
period. Window-opened periods are denoted with gray-shaded boxes. Rainfall data were
compiled from two area weather stations (St. Louis-Lambert International Airport/KSTL and the
Missouri Botanical Gardens/MBGM7) using the MesoWest database.2–4
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Figure A4.7. Peak areas averaged across different ACRONIM-2 sampling periods for
compounds in particle + gas (non-denuded) collections.
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Appendix A5: Design Parameters and
Considerations for the Gas Trap on the
Thermal desorption Aerosol Gas
Chromatograph
For gases diffusing from a stream flowing through a cylindrical tube, the first three terms of the
solution to Fick’s first law of diffusion is given by the Gormley-Kennedy equation. Assuming a
fully developed laminar (Reynolds number Re < approx. 2100) velocity profile and that the
walls of the tube are a perfect sink for the diffusing gas, penetration (C/Co, the ratio of average
species concentration at the outlet to the average species concentration at the inlet) is given as:40

As shown, penetration, and therefore collection efficiency (ζ = 100 × [1- C/Co]), depends on the
diffusion coefficient of the molecule in the fluid (D, cm2 s-1), the length and diameter of the tube
(L and d, respectively, cm), and the average straight-line fluid velocity in the tube (vavg, cm s-1).
The kinematic viscosity of the fluid (γ, cm2 s-1) divides out when the definition of the Reynolds
number is substituted into Δ.

319

Since total volumetric flow rate Qtot is conserved across N column segments of equal dimensions
in the GT, vavg is determined for a given column segment from the volumetric flow rate in the
segment (Qseg) and the column’s cross-sectional area (Aseg):

In Tables A5.1-6, we provide the dimensions and flow parameters for each GT model calculated
using equations A5.1-5. Table A5.1 provides column segment dimensions, total internal volume
and surface area, and flow parameters used in equations A5.1-A5.5 to compare penetration
among the different GT models. Predicted column segment Reynolds numbers for each GT
model and at different collection temperatures are given in Table A5.2, and diffusion coefficients
for selected normal alkanes within or near the targeted I/SVOC volatility range are provided for
different are listed in Table A5.3. Finally, Tables A5.1-6 give predicted values for Δ, C/Co, and
collection efficiency for these alkanes.
The low penetration and high collection efficiency values for alkanes within this volatility range
predict that all three GT models should effectively collect all gases if the internal walls of the GT
act as a perfect sink for diffusing gases. However, we were not able to achieve consistent
collections with GT-1 at room temperature relying on diffusion alone, necessitating the
incorporation of active cooling to condense S/IVOCs on the internal walls. GT-2 improves
collection capability with the introduction of a thick stationary phase, and GT-3 features both a
stationary phase and dramatically increased internal surface area.
Table A5.1. Column segment dimensions, total internal volume and surface area, and flow
parameters for the three GT models.
Column Segment Parameters
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Flow Parameters

Model

Inner
Diameter
(mm)

Length
(cm)

Number of
Segments

Total Internal
Volume (cm3)

Total Internal
Surface Area
(cm2)

Qtot

Qseg

vavg

GT-1

0.25

10

75

0.37

58.90

1

0.22

452.7

GT-2

0.53

15

40

1.32

99.90

0.39

0.16

73.66

GT-3

0.25

15.2

200

1.50

239.39

0.39

0.03

66.21

Table A5.2. Predicted column segment Reynolds numbers for each GT model and at different
collection temperatures
Reynolds Number
Collection
Temperature (°C)

Kinematic Viscosity
(cm2 s-1)

GT-1

GT-2

GT-3

10

1.42E-05

79.93

27.57

11.69

20

1.51E-05

75.15

25.92

10.99

25

1.55E-05

72.92

25.15

10.67

30

1.60E-05

70.82

24.43

10.36

Table A5.3. Diffusion coefficients compiled for compounds across a wide range of volatilities
and at different collection temperatures.41
Diffusion Coefficient
T = 10°C
T = 20°C
0.0471
0.0514
0.0378
0.0413
0.0356
0.0389

Compound
decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane

0.0322
0.0310
0.0295

0.0351
0.0338
0.0319

T = 25°C
0.0536
0.0431
0.0406

T = 30°C
0.0558
0.0449
0.0423

0.0365
0.0352
0.0331

0.0380
0.0366
0.0343

Table A5.4. Collection efficiencies calculated for GT-1.
At 10°C
Compound
decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane
At 20°C
Compound
decane
tetradecane

Δ

nout/nin
1.67E+00
1.34E+00
1.26E+00
1.14E+00
1.10E+00
1.04E+00

Δ

Collection Efficiency (%)
2.15E-11
2.69E-09
8.28E-09
4.81E-08
8.85E-08
1.91E-07

nout/nin
1.82E+00
1.46E+00

100.00
100.00
100.00
100.00
100.00
100.00
Collection Efficiency (%)

2.33E-12
4.39E-10
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100.00
100.00

pentadecane
nonadecane
eicosane
pentacosane
At 25°C
Compound
decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane
At 30°C
Compound
decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane

1.38E+00
1.24E+00
1.19E+00
1.13E+00
Δ

1.49E-09
1.10E-08
2.12E-08
5.64E-08
nout/nin

1.89E+00
1.52E+00
1.44E+00
1.29E+00
1.24E+00
1.17E+00

Δ

100.00
100.00
100.00
100.00
Collection Efficiency (%)

7.56E-13
1.75E-10
6.27E-10
5.20E-09
1.03E-08
3.04E-08

nout/nin
1.97E+00
1.59E+00
1.49E+00
1.34E+00
1.29E+00
1.21E+00

100.00
100.00
100.00
100.00
100.00
100.00

Collection Efficiency (%)
2.44E-13
6.97E-11
2.62E-10
2.45E-09
5.00E-09
1.63E-08

100.00
100.00
100.00
100.00
100.00
100.00

Table A5.5. Collection efficiencies calculated for GT-2.
At 10°C
Compound

Δ

decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane
At 20°C
Compound
decane
tetradecane
pentadecane

3.42E+00
2.74E+00
2.58E+00
2.34E+00
2.25E+00
2.14E+00

Δ

nonadecane
eicosane
pentacosane
At 25°C
Compound

nout/nin

Δ

Collection Efficiency (%)
1.62E-22
3.24E-18
3.26E-17
1.20E-15
4.20E-15
2.04E-14

nout/nin

100.00
100.00
100.00
100.00
100.00
100.00

Collection Efficiency (%)

3.73E+00
2.99E+00
2.82E+00

1.69E-24
7.86E-20
9.67E-19

100.00
100.00
100.00

2.54E+00
2.45E+00
2.31E+00

5.79E-17
2.25E-16
1.67E-15

100.00
100.00
100.00

nout/nin
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Collection Efficiency (%)

decane
tetradecane
pentadecane

3.89E+00
3.12E+00
2.94E+00

1.69E-25
1.20E-20
1.64E-19

100.00
100.00
100.00

nonadecane
eicosane
pentacosane

2.65E+00
2.55E+00
2.40E+00

1.25E-17
5.13E-17
4.70E-16

100.00
100.00
100.00

At 30°C
Compound

Δ

decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane

nout/nin
4.04E+00
3.25E+00
3.07E+00
2.75E+00
2.65E+00
2.49E+00

Collection Efficiency (%)
1.66E-26
1.81E-21
2.73E-20
2.68E-18
1.16E-17
1.31E-16

100.00
100.00
100.00
100.00
100.00
100.00

Table A5.6. Collection efficiencies calculated for GT-3.
At 10°C
Compound
decane
tetradecane
pentadecane
nonadecane
eicosane

Δ

pentacosane
At 20°C
Compound
decane
tetradecane

nout/nin
1.74E+01
1.39E+01
1.31E+01
1.19E+01
1.14E+01

4.57E-111
3.24E-89
3.96E-84
3.61E-76
2.08E-73

100.00
100.00
100.00
100.00
100.00

1.09E+01

6.45E-70

100.00

Δ

pentadecane
nonadecane
eicosane
pentacosane

Collection Efficiency (%)

nout/nin

Collection Efficiency (%)

1.89E+01
1.52E+01

3.92E-121
2.01E-97

100.00
100.00

1.43E+01
1.29E+01
1.24E+01
1.17E+01

6.92E-92
7.41E-83
7.28E-80
1.92E-75

100.00
100.00
100.00
100.00

At 25°C
Compound
decane
tetradecane
pentadecane

Δ

nout/nin
1.97E+01
1.59E+01
1.50E+01

Collection Efficiency (%)
3.21E-126
1.43E-101
8.32E-96
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100.00
100.00
100.00

nonadecane
eicosane
pentacosane
At 30°C
Compound
decane
tetradecane
pentadecane
nonadecane
eicosane
pentacosane

1.34E+01
1.30E+01
1.22E+01

Δ

3.09E-86
3.98E-83
3.07E-78

nout/nin

100.00
100.00
100.00

Collection Efficiency (%)

2.05E+01
1.65E+01
1.56E+01

2.43E-131
9.55E-106
9.39E-100

100.00
100.00
100.00

1.40E+01
1.35E+01
1.26E+01

1.22E-89
2.06E-86
4.68E-81

100.00
100.00
100.00
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