Summary. We consider singular diffusions on Rk. Under a verifiable criterion for the stability in distribution of such diffusions, a broad subset of the range of the infinitesimal generator of the diffusion is identified. For functions in this set functional central limit theorems and laws of iterated logarithm are derived.1
1 Introduction.
Let {Xx(t): t > O} be a diffusion on Rk satisfying It"'s equation t rt X(t) = x + J b(Xx(s))ds + J o(X`(s))dW(s), (1.1) where b(.), a(z) are locally Lipschitzian on Rk (a(x) a (kxl) matrix) and {W(t) t > O} is a standard i-dimensional Brownian motion defined on some probability space (Q, F, P). Let p(t; x, dy) denote the transition probability of the diffusion. Suppose p(t; x, dy) is stable in distribution in the sense that, there exists an invariant probability measure Xr such that p(t; x, dy) converges weakly to 7r (dy) for each x, as t -oo. Our main interest is in the singular case where a(x)a(x)' is not of full rank for all x. In this case tightness is not enough for the diffusion to have a unique invariant probability; and even the existence of a unique invariant probability does not necessarily imply the stability in distribution, as may be shown by examples (e.g., k = 1, b(x) = x, a(x) = x).
It is easy to see that in the presence of a trap (i.e., b(x*) = 0, a(x*) = 0 for some x*) the stability in distribution is equivalent to the familiar notion of stochastic stability (in probability). The latter has been extensively studied by Has'minskii [6] , Chapter for some A > 0. Observe R2(t) := X2(t) + X2(t) satisfies dR2(t) -(52 -2A)R2(t)dt, so that R2(t) = R2(0)exp{(62 -2A)t}. Now, consider the case 62 $ 2A, the only invariant probability is the Dirac measure at the origin. For 62 > 2A if the motion X(.) does not start from origin then R2(t) -oo a.s. as t--x. For 62 < 2A the diffusion is stochasticaly stable a.s. and, therefore, stable in distribution. If 62 = 2A, then R2(t) = R2(0) for all t. This implies tightness of {p(t; x, dy): t > 0} for every x. On the other hand, there is an invariant probability on every circle {x: lxl = r}, and the angular motion on the circle is a periodic diffusion. Now, modify a(.) so that 2 a(.)a(.)' is nonsingular on {x: IxI < r} for some r > 0, and let a(.) be as above with 6 2 = 2A on {x Ixi > r}. Then the diffusion starting in {x lx| < r} has the limit cycle property, converging in distribution to the invariant probability on {x: |xi = r}. However, this diffusion has uncountably many invariant probabilities -one on each circle {x: lxi = r'}, r' > r.
Suppose now that the nonzero entries of the matrix a(x) are modified by taking all(X) = 6(x2 +c1), o'21(x) = 6(-XI + c2), where cl, c2 are not both zero. Then the origin is not a trap, and it follows from Corollary 2.4 that the diffusion is stable in distribution if 6 2 < 2A. It may be also be shown by the method of this article that the diffusion drifts off to infinity a.s. if 62 > 2A. For 62 = 2A things are unclear.
Keeping the above discussion in mind a verifiable criterion depending on the drift and diffusion coefficients is given under which the transition probability is stable in distribution (Theorem 2.1).
One of our main objectives in this article is to prove functional central limit theorems and the functional law of the iterated logarithm in the singular case. This, in general, means limit theorems would be derived for degenerate diffusion {X(t): t > 0} starting with some initial distribution 4, which is of the form: (i) for a class of functions f, satisfying some property, the processes {n-1/2 f ntf(X(s))ds : t > 0} (n = 1,92,.) converge in distribution, as n -oo, to a Brownian Motion with mean zero and some variance parameter a2, where f is the centered version of f; (ii) for a class of functions f, satisfying some property, the sequence of random functions {(2n log log n)'1/2fjnt f(X(s))ds : 0 < t < 1} is relatively compact in C[0, 1] with probability one and the set of limit points is the set of all absolutely continuous functions a on [0, 1] satisfying fJ 0'(t)2dt < a2, 9(0) = 0.
To prove functional central limit theorems in the singular case, renewal type techniques (See Bhattacharya and Ramasubramanian [4] ) can not be used. The stable diffusion may not be strong mixng here. The most effective method seems to be the use of martingale central limit theorems, whose application requires the identification of a broad class of functions belonging to the range of the infinitesimal geiierator. The proof of Theorem 2.1 is similar to that of Theorem 2.1 in Basak and Bhattacharya [1] (In [1] b(.) is assumed to be linear). Therefore, we will only give a brief outline of the proof. Theorem 2.1. Assume (A1) and (A2). Then there exists a unique invariant probability ir for the diffusion Xx(t), and sup{IIp(t; x, dy) -lr(dy)IIBL: x E K} _ 0 exponentially fast, as t -k oo, for every compact K.
Proof. Consider the (Liapounov -) function v(x) = (x * Cx)l'" for some 0 < e < 1. In the light of Remark 2.1, we may assume (A3) (with D = C, Q E (0,7)). Then it is easy to verify that, for some e close to 1, sup{jIx>R} Lv(x) < -_3R2 whenever R is large enough. From this one may deduce that the family of probability measures
is tight and this implies the existence of an invariant probability ir (See Has'minskii [6] 2(x -x*) . Ca(x, x*)C(x -) + Tr(a(x, x*))C 2b(x,x*)C(x x*) -x*) T(XX*). and (iv) (k -1)A2 < 2A1.
Proof. We need to verify (A2). Let Note that A31 = A3. Let us first prove the following proposition. Proposition 3.1. Let x E tk, r > 1. Assume (A1) and (A3r). Let v(x) = (x * Dx). Then for any e E (r -1), Evr-'(Xx(t)) < CO, where Co is a constant depending on x, r, l3, e and A0, and not on t.
Proof. Notice that, under (A3r), 6 = r -; < 1. Fix e E (6, 1). Let g(x) = Vr-l (X), where 6 < el < e . Choose a constant 6, > 0 such that 2 + 6 < el. Now using (A3,) we get Lg(x) < (r -ej)(3 -2ADA (r-E) -6)(x . Dx)r-'1 + rr, (3.1) for some positive constants rr depending on lia(O0)1, AD, e1 and Ao. Let where C2 is a constant depending on txl, (, p, A0 and ,B.
To identify a class of functions for which functional central limit theorem holds, we need the following lemma. (3.14)
For the following definition we are going to assume the notations of (A 1), (A2) and (A3r). where g is of the form g(x) = di + d2vt2(X) for some nonnegative constants dl, d2, E, 9
with K < E < 1, and 0 < 0 < not depending on t, (ii) for any 9 E (0,1 -E], it follows from (2.10) Evo(XZ(t) -XY(t)) < exp{-,6ft}vO(x -y) , (t > 0) , and (iii) by Lemma 3.2 f E Cr implies f E L2(Rk,lr).
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Now we axe ready to prove a functional central limit theorem. Let us recall the definition of Tt, the transition operator, this time defined on L2(Rk, 7r):
(Ttf)(x) = Jf(y)p(t;z,dy), f E L2(?k, 1r). Remark 3.5. Let f E Cr. Then f is of the order v 2 for some E E (K, 1). Choose a 6 > 0 such that K + 6(`2e ) < e. Then, it follows from Proposition 3.1 that f E L 2+6(tk, 7r).
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The following result is a Strassen-type law of the iterated logarithm. [2] it can be said that if one could observe a single path w (outside a set of zero probability) completely then using the ergodic theorem it is possible to compute the mean f and using the FLIL one could compute the asymptotic variance o2 = limsupn,_0N(2nloglogn)-1 (fJ f(XX(s))ds)2
