Abstract--A major step towards quantitative SPECT imaging may be achieved if tissue attenuation and scatter effects are accounted for in the image reconstruction process. The current trend is to calculate the tissue attenuation map prior to inversion by performing a transmission scan in parallel with the SPECT session. Inverting the transmission data provides the attenuation coefficient distribution, and iterative reconstruction methods like the Maximum Likelihood Expectation Maximization (ML-EM) algorithm are then used to reconstruct the unknown emission source. Here we consider an alternative way to attack the SPECT reconstruction problem, which consists in estimating the attenuation map from the emission data only. This leads to an inverse mathematical problem, which could no longer be solved by the notorious iterative procedures. Instead, an optimizationbased approach is used. We present a successful strategy, and compare several optimization-based methods.
I. INTRODUCTION
HE current trend in SPECT image reconstruction is to estimate the unknown tissue attenuation coefficient by performing a transmission scan in parallel with the SPECT session prior to reconstructing the emission source. Several strategies have been proposed and successfully implemented [1] . However, transmission SPECT has several inconveniences and limitations. For instance, it clearly increases the radioactive impact of the study and requires maintaining an additional radioactive source in the clinical environment. Moreover, it has been observed that in parallel emission/transmission sessions, the higher energy isotope, usually the SPECT tracer, will down scatter into the energy band of the transmission source, generating cross-talk which may lead to artifacts in the reconstructed images [1] . Thus Manuscript received November 7, 2001 . This work was supported in part by Segami Corporation (http://www.segamicorp.com).
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The aim of the present study is to try to estimate the unknown tissue attenuation map using emission data only. As this analytical approach has to get by with less information than transmission SPECT attenuation correction, the latter clearly sets the benchmark for the analytical correction methods to be discussed here.
In the following, we shall briefly recall some of the analytical approaches proposed in the past, present our own methods, which are based on two nonlinear optimization programs (P) and (G), and present a simulation and a phantom study to validate our methods. The major difference of our methods with previous work based on the programs (P) or (G) is in the choice of regularizer, required to stabilize these ill-posed inverse problems.
II. ANALYTICAL METHODS
A first class of mathematical methods, pioneered by F. Natterer [2] , uses the Helgason consistency formula (see e.g. [3, Theorem II.6.2]) to estimate the unknown attenuation map µ(x) prior to inversion. This idea has recently been revived in [4] , [5] , leading to a method called ConTraSPECT, where the authors fit an elliptical dummy attenuation map featuring six parameters.
A second type of mathematical methods, also initiated by Natterer [6] , tries to fit a template or reference attenuation map, along with a prespecified deformation procedure, to the individual case, using either the consistency formula, or the attenuated Radon transform (1) below. Another line of investigation with noticeable popularity in the PET community consists in estimating the unknown µ based on a suitable image segmentation process [7] . This could also be understood as part of this second type of approach.
Our present approach may be classified among a third form of mathematical attenuation correction methods, which uses the attenuated Radon transform [3] : 
in the unknown µ is of smaller dimension. This is in fact a special case of an algorithm proposed by Golub and Pereira in [14] . The method is reported to work well on a synthetic example. In particular, it is reported to avoid the undesirable cross talk between the reconstruction of f and µ observed in [10] . Yet another approach based on a direct inversion of (1) is [15] , where the authors use a singular value decomposition to partially linearize the nonlinear dependance of R[µ]f on µ.
As an alternative to (G) we consider a Poisson statistics for the emission data. This leads to problem (P)
which up to constant terms minimizes the negative Poisson log-likelihood function of the independent Poisson distributed random vector p=(p jk ), augmented by a regularizing term α.I[f,µ] as above. If µ was fixed, (P) could be solved via the well-known ML-EM algorithm. Since µ is a variable, we have to solve (P) directly using non-linear optimization.
Whenever a discretized form of (1) is used, we use the following notations: let i = 1, …, N be the discretization of the emission image and attenuation map into pixels, f i the activity of the ith pixel, µ i its attenuation coefficient. Let k=1, …, S be the angular positions or stops of the camera, and let j=1, …, M enumerate camera bins. Then R ijk [µ] may be understood as the conditional probability that a photon originating from pixel i is recorded in the camera bin j at the camera position k. Accordingly, p=(p jk ) represents the projection data, with p jk the number of counts detected in camera bin j during stop k.
III. REGULARIZERS
In a probabilistic setting, regularizing terms may be interpreted as Bayesian priors on the parameter spaces of the Poisson model under consideration [16] . In the present section, we discuss possible choices of
regularizers I[f] and I[µ] adapted to programs (G) and (P).
Using a high-pass filter
seems natural, as we expect noise contributions to be of high frequency. But how to choose the cutoff frequency b? As proposed by [17] , [18] the Fourier slice theorem could give us a guideline. Observe that without tissue attenuation, the Fourier slice theorem tells us that the spatial resolution of the unknown emission source is no better than the spatial resolution of the projections, or put differently, any detail present in the image f should be visible in some of the projections. Consequently, details finer than the known resolution b of the projection p should be attributed to noise sources and penalized through (5) .
Clearly, in the presence of tissue attenuation, we have to be conservative about the proposed choice of b, as the Fourier slice theorem will only be approximately true. Nonetheless, (5) works considerably well in practice [19] .
An interesting variation of (5) uses the fact that the 2D spectrum of the attenuated Radon transform p = R [µ] f is concentrated on a bowtie shaped region in the frequency plane [3] , [20] , [21] . In fact, this was first known in the unattenuated case, but [21] shows that it remains qualitatively correct in the attenuated case. This suggests a regularizer of the form where φ m,b is an appropriate cutoff operator adapted to a bowtie of width 2b in the direction of the frequency plane axis belonging to the variable s, and thickness 2m at the origin in direction of the frequency plane axis belonging to the variable θ. For details see the above references. Notice that in both formulas (5), (6) we exploit Parseval's identity, which allows us to implement the regularizer in the frequency domain.
A somewhat different regularizer with some popularity in the mathematical community is the so-called flat zone regularizer
which modifies the notorious Tychonov term, known to be too smoothing, replacing the Euclidean norm by the 1-norm. This is reported to privilege reconstructed images f featuring flat zones with identical gray values. This is also observed in some of our experiments (see Sections VI and VII).
IV. EXISTING METHODS
Our new optimization approach to inverting (1) has to be compared to some existing techniques. In particular, we implemented the ConTraSPECT method of [4] , [5] , which corrects for attenuation using a dummy attenuation map µ ell (x) of elliptical shape with constant attenuation. This leaves a total of six degrees of freedom, the constant attenuation coefficient, and 5 geometric parameters fixing the shape and position of the ellipse. Using Helgason's consistency formula, the attenuation map is adjusted to the emission data using nonlinear least squares. As reported in [4] , [5] , the six variables are sometimes difficult to optimize simultaneously, and the best results are obtained by fixing the attenuation coefficient, and optimizing the 5 shape parameters subsequently. Since Helgason's formula is only valid over 360°, we can only compare our method to ConTraSPECT in this case. Notice that the often surprisingly good results of ConTraSPECT are explained by the fact that knowledge of µ is not required at a very high precision in order to improve the quality of the reconstructed image f (see also [22] for a comparison of ConTraSPECT and the contour method).
We also use a more standard approach, in particular for brain imaging, where the patient contour is automatically detected, and a constant attenuation coefficient is chosen on that contour.
V. SIMULATION AND EXPERIMENT

A. Simulated data
The simulated study uses the MCAT phantom slice at the level of the heart shown in Fig. 1 . We assume a 99m Tc-based tracer with relative concentrations of 75.0, 3.82 and 1.76 in heart, lungs and soft tissue. The attenuation coefficient in the cortical bones, trabecular bones, lungs and muscle at the nominal energy of Technetium (140 keV) were chosen as 0.210, 0.166, 0.0427 and 0.150 cm -1 respectively. The emission source f and attenuation map µ were both discretized into 64 x 64 pixels of size 6.25 mm x 6.25 mm. Parallel projections were simulated including the effects of photon attenuation. Scatter and collimator blurring were not simulated. The data were Poisson noised in order to create a realistic signal-to-noise ratio. A total of 64 projections were scanned over 180°, and alternatively over 360°. The size of the camera projection bins was 6.25 mm. The total number of counts in the selected slice was of the order of 180,000. 
B. Experimentally acquired data
The experimental study uses the physical Radiology Support Device (RSD) striatal phantom shown in Fig. 2 . The phantom, an artificial skull enclosed within material that mimics soft tissue, ears, nose and neck, has one brain reservoir and four striatal containers. The chambers were filled with a homogeneous solution of 303kBq/ml labeled with 99m Tc. The projection data were acquired using an Elscint dual head spectral SPX γ-camera, equipped with parallel low energy high-resolution collimators. A total of 60 angular views, equally spaced over 360°, were scanned over 15s per view, and the projection data were sampled on a 128 x 128 grid with pixels of size 3.44 mm x 3.44 mm. The data were corrected for the decay of the tracer isotope. This resulted in approximately 400,000 counts per projection. A ±10% energy window about the primary photo peak at 140 keV was used. A second emission data set was acquired in a ±3% energy window about a secondary peak at 122 keV. 
VI. RESULTS
A. Simulated data
In the simulated study, we have reconstructed the unknown f and µ using the following 2D algorithm: 2D Algorithm 1. Generate an initial guess (f 0 ,µ 0 ), using one among four possible procedures I1, …, I4.
2. Run the optimizer Gj or Pj using one of the five possible regularizers j = 0, 1, 2, h, 1+c.
3. Keep the µ so obtained, and obtain f rec by inverting
In each optimization scenario (G) or (P) we have started the reconstruction method with four different initial points (f 0 ,µ 0 ). I1 corresponds to choosing f 0 =0, µ 0 =0. I2 corresponds to running the Gaussian optimization (G) with a constant attenuation map on the contour, that is µ(x) = µ with µ a variable to be optimized. I3 chooses the ConTraSPECT reconstruction (f ell ,µ ell ) as initial, and is therefore only applicable on a 360°tour. Finally, I4 chooses f 0 as the EMreconstruction with µ 0 =µ const constant on the contour, and based on the best possible value of µ.
Based on programs (G) and (P), we have used the optimization strategies (G j ): (G 0 ) uses (G) without regularizer,
while (G h ) uses a high pass filter (5) for f and µ. Finally, (G 1+c ) combines the flat zone regularizer for f with a specially adapted penalty term (9) to avoid the cross-talk phenomenon between f and µ. In the case of the Poisson program, the notation is analogous.
In Table I we have compared the results of various optimization-based reconstructions. Using the true emission source we calculate the relative error terms:
The entries in Table I show relative error terms for the various regularizers. The first line shows the relative errors of the four possible initials. The symbol * for regularizers j = 1, 2, h indicates that the optimizer was not able to improve the error margin of the reconstruction without regularizer (i.e. j = 0). For regularizer j = 1+c, this symbol means that there is no improvement over the error margin of the reconstruction with j = 1.
The displayed results correspond to the best choices of the penalty constants α involved in the various regularizers. Those differ between the programs (G) and (P), and also between the regularizers j = 1, 2, h, 1+c. As we observed, the correct choice of the penalties α may depend on the type of study (kidney, heart, brain, etc.), but once specified, is generally patient independent. This observation was already made in [23] .
Notice that if we reconstruct f em,true using the true attenuation map µ true and a ML-EM algorithm, the relative errors are 18.1% for 180°, and 16.0% for a 360°tour. These errors are due to the random nature of the emission data, and may be considered as the "minimum" error margin in any reconstruction.
TABLE I COMPARISON OF OPTIMIZATION METHODS
We observe that I3 and I4 provide already initial guesses with a good error margin. But generally optimizing improves moderately over the initial values. Notice, however, a relatively strong dependence of the optimizers on the starting points. None of the (G)'s or (P)'s was able to reduce the error in I1 to a competitive value.
In our experiments, the flat zone regularizer performed better than either the high-pass filtering or the Tychonov regularizer, probably due to the fact that the ideal source f true is piecewise constant, with edges sharper than in realistic situations. The results with this regularizer and initial points I2 or I3 came even close to the "minimum" error margin.
In the heart study it is possible to use a specially suited regularizer in order to avoid the cross-talk phenomenon between f and µ reported in several approaches. The shadow of f apparent in the reconstructed µ appears in a region where the correct value of µ is basically known. While correcting µ by hand is of course prohibitive, we recommend a regularizer of the form
, which will penalize values µ i too low at places i with high activity f i . Notice that this is a non-convex function in (f,µ).
This approach works well, but the bad news is that it barely improves the quality of the reconstructed f rec or the error e rec . The good part of that bad news is that this seems to indicate that the damage of the shadow artifact is negligible anyway, so its only effect is that the reconstructed µ rec is less fancy.
B. Experimentally acquired data
In the phantom study, the reconstructions were obtained via the following 3D algorithm: 3D algorithm 1. Divide the 3D ROI into transaxial slices ν = 1, …,T. In each slice generate an initial guess using I3 or I4, and run the Algorithm (G 1 ) to obtain a reconstruction (f ν ,µ ν ).
2. Form a 3D attenuation map µ by stacking the µ ν , ν = 1, …,T.
3. Obtain the emission source f rec by a 3D inversion via the EM-algorithm, where the model includes attenuation and collimator blurring.
In order to estimate the head contour required in I4, we have reconstructed the data acquired about the secondary energy peak at 122keV. Notice that the slice-by-slice estimation of µ in step 1 is necessary, since a 3D inversion would lead to a difficult large-scale optimization problem with 2.64 3 unknown variables. Since the activities in the different containers of the phantom are the same, the quality of relative quantification was measured as follows: 4-pixel-thick profiles were selected in cortical and cerebellar slices to evaluate the ability of our method to reconstruct uniform activity. In all cases (even without regularization) our method provides reconstructions which are more uniform than the initial guess (see e.g. Fig.3 for the results in cortical slices). 
VII. CONCLUSION
Our experiments have shown that attenuation correction using the emission data only is possible.
In the simulated study, the methods we presented came even close to the "minimum" error margin caused by the random nature of the emission data. In that situation, the result is close to optimal, and it seems hard to improve e.g. by constructing more sophisticated regularizers.
In the phantom brain study, our methods perform better than the usual attenuation correction with a constant µ for relative quantification in cerebellar or cortical slices.
