Abstract -This paper proposes a clustering technique that minimises the need for subjective human intervention and is based on elements of rough set theory. The proposed algorithm is unified in its approach to clustering and makes use of both local and global data properties to obtain clustering solutions. It handles single-type and mixed attribute data sets with ease and results from three data sets of single and mixed attribute types are used to illustrate the technique and establish its efficiency.
I. INTRODUCTION
Recent years have seen a rapid growth in the volume and complexity of electronic data being gathered and stored. As a result of this increase, the task of extracting meaningful knowledge in the form of patterns, relationships and groupings to be used in applications such as decision support, prediction and taxonomy has become arduous and essential. Furthermore, the need to discover underlying data structures in mixed attribute data calls for efficient data analysis with minimal human intervention. 2 Cluster analysis is one such technique that is used to reveal characteristics of underlying patterns in data. It extracts inherent groupings of homogeneous points from heterogeneous data and although there is no agreed bench-mark definition for the terms 'cluster', 'class' and 'group', they intuitively describe collections of data points with natural homogeneity. Agglomerative hierarchical clustering and iterative partitional clustering are two major categories of clustering algorithm that may be cast into a single algorithmic framework as shown in figs. 1 and 2. Agglomerative hierarchical clustering [1] - [10] imposes a hierarchical decomposition on a dataset through the iterative fusion of points and clusters and a final clustering is determined according to some pre-determined cut-off criterion. Partitional algorithms, including k-means [5] , [7] , [8] , [11] - [16] and fuzzy c-means (FCM) [17] - [22] , follow an iterative optimisation strategy for partitioning a database into a pre-determined number of clusters. The process is initialised by defining seed points or an initial partition and the successive swapping of data points determines a locally optimal partition.
The FCM methodology differs only in the sense that points are enabled to have a degree of membership to all clusters. Both categories of clustering technique have advantages and disadvantages. Hierarchical clustering has an obvious benefit in that it does not require the number of clusters to be determined a priori, however there is a trade-off in the need to select a termination point for the algorithm.
Although structurally varied, the two categories of clustering algorithm discussed above share the common property of relying on local data properties to reach an optimal clustering solution, which carries the risk of producing a distorted view of the data structure. Rough set theory (RST), introduced by Pawlak [23] - [26] , moves away from this local dependence and focuses on the idea of using global data properties to establish similarity between objects in the form of coarse and representative patterns. The rigorous framework of RST is provided by a well-defined indiscernibility relationship that classifies objects into classes on the basis of perceived differences from an initial knowledge source and its aim is not to perform exploratory data analysis, but to establish similarities that are evident in the raw data. In terms of its role as a set theoretical tool, RST is often compared to fuzzy set theory (FST) with the argument that the two are competing notions. Upon investigating this view, Dubois and Prade [27] suggested that they are in fact mathematical tools with a different purpose. Whereas FST deals with the concept of vagueness in the boundary of a sub-class of a set, RST focuses on coarseness of knowledge within the set itself. It is this notion of coarseness teamed with the ability to obtain meaningful knowledge from uncertain and incomplete data that makes RST a valuable tool for extracting relationships from real-world data. Since both cluster analysis and rough set theory form data groupings, the conceptual link between the techniques is evident [28] , [29] .
However, the fact that cluster analysis is an exploratory tool used to reveal underlying groupings whereas RST imposes a partitioning structure on a dataset suggests that RST provides scope for discovering 'possible' data clusterings with a view to assessing them on the basis of global information inherent in the data [30] . Early attempts at combining concepts from both techniques have led to a hierarchical type clustering algorithm called knowledge-oriented clustering [29] in which a modification procedure allows for the simplification of knowledge. This process of knowledge simplification is not incorporated in the traditional hierarchical clustering techniques. This paper proposes an autonomous methodology for extracting knowledge and relationships from mixed attribute data in the form of coarse clusters which reflect important global properties of the data. The resultant clustering technique is presented as a simple algorithm and modified tools from rough set theory are used to form the classes. By virtue of the fact that rough set theory reflects global data properties, the clustering solution is unaffected by local discrepancies. This then has the advantages of (a) avoiding the generation of too many small and unrepresentative clusters and (b) leading to a coarse clustering of the universe. Furthermore, the reliance of the traditional clustering techniques on local optimality paves the way for a number of different clustering solutions and scope for distorted results.
The proposed algorithm also eliminates the need for subjectivity in obtaining a representative number of final clusters and an 'optimal' clustering solution is determined according to the convergence of a well-defined accuracy measure. Procedures to determine data partitionings and cluster modifications are developed with an emphasis on minimising the level of computational complexity in order to obtain optimal clusters efficiently. Section II provides a preliminary overview of rough set theory followed by an introduction to the knowledge-oriented algorithm in section III.
This section incorporates a break-down of the generic clustering procedure and provides a detailed discussion of the key steps. Section IV introduces the proposed autonomous knowledge-oriented clustering algorithm and Section V provides a detailed demonstration of the algorithm on real and generated data. The paper concludes in section VI with a summary and suggestions for future research. 5 
II. PRELIMINARIES
The popularity of rough set theory as a tool for handling uncertainty in data has risen since its introduction in the early 1980s and it has been used successfully in a number of applications such as data mining, knowledge discovery and decision making [23] , [28] - [30] . Its role in knowledge-oriented clustering will become apparent in the next section but a preliminary overview of the main rough set concepts will be given here.
Definition 1: Information System
An information system is defined as a family of sets
where U is a non-empty universe of objects and A is a finite non-empty set of attributes such that
, where a V is the value set of a.
Definition 2: Decision System
Let U be a finite universe of objects and A a finite set of attributes. A decision system is the family of 
and a B-upper approximation of X is defined as
The lower approximation consists of objects that definitely belong to X and the upper approximation contains objects that possibly belong to X. Consequently, X is classified as a rough set if its B- [5] , [7] , [10] , [16] but by extracting selected useful properties of the algorithms and teaming them with tools from RST, it is possible to overcome some of the drawbacks associated with these traditional methods through the use of knowledge-oriented (K-O) clustering.
The algorithmic framework of K-O clustering is similar to that of agglomerative hierarchical clustering ( fig. 1 ). However, the main clustering tool is a form of indiscernibility relation taken from rough set theory. In using a simple algorithmic framework, K-O clustering is computationally efficient. Furthermore, the combined use of tools from hierarchical clustering and rough set theory allows clusters to be formed using both local and global properties of the data. The algorithm to be used is as follows and is illustrated in fig. 4 :
Step 1: Construct a matrix of similarities
between all pairs of objects
Step 2: Assign an initial indiscernibility relation i R to each object in the universe. Pool information to obtain an initial clustering R U .
Step 3: Construct an indiscernibility matrix )} , ( { Step 5: Repeat steps 3 and 4 until a stable clustering is obtained. The notions of similarity and indiscernibility will be introduced and discussed in section 3.1 followed by a detailed look at the idea of initial clustering in a generic knowledge-oriented clustering framework in section 3.2.
Similarity and Indiscernibility
Knowledge-oriented clustering is under-pinned by the construction of two key symmetric matrices;
. They respectively control the local and global extraction of knowledge used to obtain and modify clustering formations. The similarity matrix S is calculated once in the initialisation stage of the algorithm (step 1) whereas the indiscernibility matrix Γ is updated iteratively (step 3) until convergence to a final clustering solution is achieved.
The re-calculation of the indiscernibility matrix at each iteration reflects updated global knowledge of the data whereas the single similarity matrix displays inherent local distances between points.
The local properties of points depend on how similar they are to each other, thus the form of the similarity matrix S is dependent on the distance measure chosen to determine similarity
between pairs of objects. Most clustering algorithms are designed to deal solely with numerical attributes, however much of the data collected consists of a mixture of both numerical and categorical attributes (e.g. medical data sets). Thus there is a need for a measure which can take into account the mixed nature of the data and a combined similarity measure of the following form is suggested:
where j i x x , are objects in a universe U, ) (
is the total number of attributes, num s is the similarity measure for numerical data and cat s is the similarity measure for categorical data and is, essentially, the Hamming distance.
The Hamming distance is an appropriate cat s measure [31] but the choice of a suitable num s measure is more difficult due to the nature of the data and the wide selection of possible measures. The
Euclidean Distance measure is well-established and popular, being used in a variety of statistical analyses, and is a special case of the Minkowski metric. However, for the purpose of clustering, the fact that the Euclidean distance is scale-invariant can lead to distorted results. Although this can in some sense be rectified by standardising the data, it should be remembered that this process can itself affect the clustering solution. Another alternative is to use the Mahalanobis distance. This measure takes into account the covariance structure of the attributes and acknowledges the fact that significant correlations between attributes may influence the final result. Again, this cannot be applied in all circumstances since it relies on the assumptions of normality and homoscedacity in the attributes. It has been suggested by Manly [32] that the Penrose measure is a more appropriate replacement for the Mahalanobis distance when dealing with data sets that have less than 100 degrees of freedom. In summary, the choice of an appropriate num s measure is reliant on a number of factors including the size and application of the data as well as statistical properties and it must be chosen accordingly to satisfy the conditions of the given clustering problem.
Global knowledge of the data is represented as the proportion of points that regard each pair of points in the universe to be indiscernible. The information is displayed in the indiscernibility (or 'gamma') matrix Γ which is constructed in step 3 of the algorithm to assess a given clustering formation and induce modification if necessary. Its entries ) , (
represent an indiscernibility degree [31] between each pair of objects i x and j x such that 1 )
. The resultant indiscernibility matrix is defined as follows:
be an information system with non-empty finite universe
For a given clustering of the universe, the indiscernibility matrix 
where
and
It should be noted that the notion of indiscernibility in this context is more general than the form outlined in definition 3 of section II and no longer satisfies every property of an equivalence relation. The success of knowledge-oriented clustering hinges on the information obtained from the similarity and indiscernibility matrices. In the first instance (step 1), the similarity matrix S draws out local properties of the data in the form of raw distances between points. Since this knowledge forms the basis of the initial indiscernibility relations k R used to gain a first partitioning of the universe and since the initial partitioning should be optimal in the sense that a meaningful and representative clustering of the data is ultimately attainable, the selection of an appropriate similarity measure is crucial. On the other hand, the indiscernibility matrix Γ , calculated in step 3 of the algorithm, displays global knowledge about the positioning of points in the universe which is then used to modify a given clustering into coarser and more meaningful clusters.
Initial Clustering of the Data
After initialising the knowledge-oriented clustering algorithm with the calculation of the similarity matrix S , it is necessary to obtain an initial clustering of the universe (step 2). This step is dependent on the local knowledge displayed in the similarity matrix and provides a quick overview of the clustering structure of the data, which can be later modified to form definitive clusters. The initial clustering should in some sense represent a best possible first clustering. It should be noted, however, that this notion of optimality does not necessarily imply the initial clustering with the least number of clusters and since clusters may be subsequently joined but not re-partitioned, it does not increase the computational burden to obtain a high number of initial clusters.
The initial clustering of the data is governed by key threshold parameters which must be chosen in order to ensure a true reflection of inherent clustering properties. A failure to do so will lead to a distorted final clustering. Specifically a set of initial threshold values
correspond to a set of initial indiscernibility relations
= which are assigned to each object in the universe. These are a modified form of indiscernibility that allow two points to belong to the same indiscernibility class if their similarity value exceeds a pre-determined threshold.
Definition 8: Initial Indiscernibility Relation
An initial indiscernibility relation i R is assigned to each object in the universe as follows: 
Autonomous Initial Clustering of the Data
The initial clustering of the universe is a crucial stage in the knowledge-oriented clustering procedure. If done in an incorrect manner, the subsequent clusterings will not fully reflect inherent data structures, leading to a distorted and meaningless final clustering. Since the initial partitioning is achieved by imposing initial indiscernibility relations (9) on the data, which are themselves dependent upon selected threshold values
it is the setting of these thresholds that holds the key to a meaningful clustering of the universe. A method is suggested here to determine the initial thresholds autonomously whilst maintaining the key goal of computational efficiency.
In a physical sense, the centre of gravity (CoG) is an imaginary point around which the centre of an object's weight lies. Using this idea, points in a plane can be separated into two classes by a line upon which their CoG lies. For two distinct and equally weighted clusters of points, the line will lie midway between them and naturally as the distinction between clusters becomes more ambiguous, the line will move up or down to reflect this. In the K-O clustering algorithm, the initial threshold values take on this role of partitioning the objects into two classes. The closer points lie to the object in question, the 'higher' the threshold line is expected to be. In other words, a sensible positioning of the initial threshold line is the line upon which the CoG of the points lies. This shall be referred to as the 'CoG line'. The CoG line of a set of points in the plane is positioned such that the sum of all perpendicular distances from the points to this line is zero. These calculations may be weighted if the CoG line is seemingly distorted by outlying points. Following this method, an initial threshold i Th corresponding to the object i x may be obtained by selecting the similarity value ) , (
minimises the following sum of differences:
w is a weighting value that is usually set to 1 but may be set to 2 to raise the CoG line if necessary.
This procedure produces a set of initial threshold values corresponding to each object in the universe from which the initial partitionings may be obtained. This information is then pooled to obtain the initial clustering of the universe R U .
Assessment and Modification of Clusters
As mentioned earlier, the algorithm in the initial step will consist of a relatively high number of clusters. This is a result of the way in which the initial indiscernibility relations partition the universe. what proportion of the initial indiscernibility relations regard the two points to be indiscernible. In this way, the indiscernibility degree between two objects overlooks local discrepancies between equivalence relations. Modification to the given clustering is then performed using a modified indiscernibility relation as defined below: 
where γ Th is a pre-determined gamma threshold value.
In performing modification, a given clustering R U is adapted to gain a coarser and more meaningful clustering of the universe mod R U . As with the initial thresholds, the choice of the gamma threshold value at each modification step will directly influence the final clustering obtained.
It is therefore imperative that this value is chosen carefully. In previous work, the gamma value has effectively been hand-picked with a view to assessing the validity of obtained clusterings and allowing for re-selection of an appropriate value if necessary [29] . This method does provide good clusterings, however, in keeping with the desire to maintain a high degree of autonomy and computational efficiency in the algorithm, it is preferable and less cumbersome to select the gamma threshold value autonomously according to some pre-determined accuracy criterion. A method for achieving this based on a defined clustering accuracy measure is suggested in section 4.3
Autonomous Selection of Gamma Thresholds in Cluster Modification
The aim of knowledge-oriented clustering is to use both local and global knowledge to determine the partitioning of a given data set which, in some sense, represents an 'accurate' clustering of the universe. Thus it is possible to assess the accuracy of a given clustering numerically as a linear 
Definition 10
where P is the number of clusters with cardinality 1. in each cluster for the similarity measure defined in equation (5) . Define: (14) and let
Definition 11
Between clusters accuracy for the clustering R U is defined as:
where µ represents the mean value of the set B.
Using definitions 10 and 11, a gamma threshold value can be chosen autonomously according to The modification process is iterated until convergence to a stable acc value is achieved, at which point the corresponding clustering is deemed to be the final and optimal clustering of the universe with respect to the defined accuracy value (16).
V. EXPERIMENTAL RESULTS
In this section, three data sets are clustered using the above algorithm. In the first instance, knowledge-oriented clustering with autonomy is used to cluster a small test data set. In section 5.1 a step-by-step break-down of the procedure, which corresponds to the generic algorithmic framework stated in fig. 4 , is given. The food nutrient data, available in the Agriculture Yearbook [33] , is clustered in section 5.2 as a practical demonstration of the algorithm and section V concludes with an illustration of knowledge-oriented clustering on a small mixed attribute data set.
Laboratory Generated Data Results
A small test data set, consisting of 18 objects and 2 continuous attributes (table I) , was generated in the department to verify the functionality of the autonomous knowledge-oriented clustering algorithm.
The data set is sufficiently small to enable the workings of the algorithm to be described in an explicit manner, whilst the clear clustering structure (as seen in fig. 6 ) highlights the data as a suitable candidate for any clustering procedure. Through visual analysis of the data plot, three clusters seem apparent. However, upon applying K-O clustering to the data, a result of four clusters is achieved ( fig.   7 ). This suggests that the use of global modification draws out inherent global data properties which remain concealed in a locally-dependent algorithm. In order to outline the detailed process of K-O clustering, a summary of the step-by-step procedure for the data in table I, as stated in fig. 4 , is provided below. Upper triangular forms of the symmetric similarity matrix (table A1) and indiscernibility matrices (tables A2 and A3) for all stages in the algorithm are provided in the appendix.
Step 1: Construct matrix of similarities between all pairs of objects . Recall that, due to the nature of the similarity measure (5), similarity values closer to 1 indicate a greater similarity between objects. The complete similarity matrix is displayed in the appendix (table A1).
Step 2: Assign an initial indiscernibility relation i R to each object in the universe and pool the information to obtain an initial clustering R U
Initial threshold values i
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Step 3: Construct an indiscernibility matrix to assess the clustering R U Using equation (6) , the indiscernibility degrees between object 1 x and various other objects are shown below:
These results indicate that 100% of the relations assign objects 1 x and 2 x to the same class whereas only 42.86% of the relations would place 1 x and 7 x together.
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Step 5: Repeat steps 3 and 4 until a stable clustering is obtained For the data given in table I, convergence to the final solution was obtained after just one iteration and the resulting clusters are displayed in fig. 7 . 
Practical Clustering Demonstration: Food Nutrient Data
The second data set to be considered is a real-world application. The food nutrient data available in the Agriculture Yearbook (see [33] for details) has been clustered here using K-O clustering both with and without autonomy [28] and the results displayed below (tables II and III). This classical clustering data set consists of 27 objects; different types of meat, fish and foul and 5 attributes; food-calories, protein, fat, calcium and iron (see appendix, table A4). Protein and iron were found to be superfluous to the clustering [8] so, for the purpose of visualising the final clusters, the results obtained using 3 attributes; food-calories, fat and calcium will be discussed. (table II) fig. 8 , where the Euclidean distance was chosen as the num s measure. 
Mixed Attribute Data
In order to establish the effectiveness of the autonomous knowledge-oriented clustering algorithm on a mixed attribute data set, the small data set shown in table VIII below has been clustered. It consists of 9 objects and 4 attributes; 2 continuous attributes and 2 categorical attributes, and was originally used by Hirano and Tsumoto [31] . 
VI. CONCLUSIONS AND FUTURE WORK
Cluster analysis is an important exploratory technique for discovering patterns and underlying structure in data. The aim of clustering is to partition a data set into classes such that within-class homogeneity is high and between-class homogeneity weak. However, standard clustering techniques, including agglomerative hierarchical algorithms, K-means clustering and fuzzy c-means clustering, carry a number of inherent problems that directly influence the clustering solution. In all cases, a high degree of subjectivity is required to obtain an 'optimal' clustering solution. This results in a nonunified approach to clustering, allowing for different clusters to be obtained when a given technique is applied to the same data by different people. This puts the optimality of any given solution under scrutiny in terms of how well it really reflects true underlying data structures. Furthermore, the standard techniques generally focus on the clustering of single-type attribute data sets (e.g. continuous attributes) and are unable to cope easily with mixed attribute data. In terms of clustering applications, such as medical data, this is a major disadvantage.
In order to overcome these problems, this paper has proposed an autonomous knowledge-oriented clustering algorithm. The algorithmic framework forms clusters autonomously according to some predefined accuracy measure. In this way, the technique is standardised in the sense that multiple applications of the algorithm to the same data by different people will guarantee the same clustering solution. The algorithm handles mixed attribute data with ease and is such that no modification to the algorithm is needed to move between data sets of different attribute types.
It should be noted that the convergence of the algorithm to an 'optimal' solution is governed by the similarity and indiscernibility matrices which represent local and global knowledge respectively. It is this, teamed with the algorithm's standardised approach, that gives knowledge-oriented clustering the edge over other techniques. By incorporating global knowledge into the procedure, a coarse and representative clustering of the universe is obtained efficiently.
It was demonstrated that the use of global modification draws out important data properties, which remain hidden in the standard clustering algorithms, and leads to a representative clustering and it is hypothesised that the knowledge-oriented clustering procedure may be used to extract 'optimal' and non-ambiguous rules for a decision support system [28] . It remains as further work to assess the performance of the algorithm in situations of high ambiguity where clusters lie particularly close or are, indeed, overlapping. Table A3 : Indiscernibility Matrix at Iteration 2 for Laboratory Generated Data 
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