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Abstract
The standard notion of a randomness extractor is a pro-
cedure which converts any weak source of randomness into
an almost uniform distribution. The conversion necessar-
ily uses a small amount of pure randomness, which can be
eliminated by complete enumeration in some, but not all,
applications.
Here, we consider the problem of deterministically con-
verting a weak source of randomness into an almost uni-
form distribution. Previously, deterministic extraction pro-
cedures were known only for sources satisfying strong in-
dependence requirements. In this paper, we look at sources
which are samplable, i.e. can be generated by an efﬁcient
sampling algorithm. We seek an efﬁcient deterministic pro-
cedurethat, givena samplefrom anysamplabledistribution
of sufﬁciently large min-entropy, gives an almost uniformly
distributed output. We explore the conditions under which
such deterministic extractors exist.
We observe that no deterministic extractor exists if the
sampler is allowed to use more computational resources
than the extractor. On the other hand, if the extractor is al-
lowed (polynomially) more resources than the sampler, we
show that deterministic extraction becomes possible. This
is true unconditionallyin the nonuniform setting (i.e., when
the extractor can be computedby a small circuit), and (nec-
essarily) relies on complexity assumptions in the uniform
setting.
One of our uniform constructions is as follows: assum-
ing that there are problems in
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gates, there is an efﬁcient extractor that transforms any
samplabledistributionof length
  andmin-entropy
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intoanoutputdistributionof length
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 , where
  is
any sufﬁciently small constant. The running time of the ex-
tractor is polynomial in
  and the circuit complexity of the
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sampler. These extractors are based on a connection be-
tween deterministic extraction from samplable distributions
and hardness against nondeterministic circuits, and on the
use of nondeterminism to substantially speed up “list de-
coding” algorithms for error-correcting codes such as mul-
tivariate polynomial codes and Hadamard-like codes.
1 Introduction
Randomness has proved to be a very useful tool in com-
puter science. In algorithms, it has yielded the only known
polynomial-time solutions for some problems, such as pri-
mality testing [SS77, Mil76, Rab80] and certain approx-
imate counting problems [KLM89, JS89]. In distributed
computing, there are several protocol problems, such as
Byzantine agreement, which have only randomized solu-
tions [FLP85]. And in cryptography, secret keys must be
chosen at random (else they are not secret), and even the
cryptographic algorithms themselves must often be ran-
domized in order to be secure [GM84].
When randomness is used in the design of algorithms
and protocols, the source of randomness is modeled as an
ideal process that outputs unbiased and independent ran-
dom bits. On the other hand, the conceivable sources of
randomness that an algorithm can effectively access (e.g.,
statistics on disk access time, or keyboard typing), while
containing a noticeable amount of entropy, can be very bi-
ased and involve heavy dependencies. A large body of re-
search, initiated in [Blu86, SV86, CG88, VV85], has been
devoted to ﬁll this gap between realistic sources of random-
ness with biases and dependencies and perfect sources of
randomness. Ideally, one would like to have a “compiler”
that, given an algorithm/protocolthat is guaranteed to work
well only with a perfect source of randomness, produces an
algorithm/protocol that is guaranteed to work well with a
large class of imperfect random sources.1.1 Simulation of Probabilistic Algorithms Using
Extractors
For the case of probabilistic algorithms, one way of de-
signing such “compilers” is to design a randomness extrac-
tor, as proposed by Nisan and Zuckerman [NZ96]. A ran-
domness extractor is a procedure that on input a sample
from a weak random source and a truly random string gives
an output that is statistically close to uniform. Formally, a
 
 
 
 
 -extractor is a procedure EXT
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 -close to uniform.1 A large body of
researchhas producedexplicitconstructionswhere
  can be
essentially arbitrary,
  is very close to
 , and
  is
 
 
 
 
 
 
 
(see, e.g., [NT99, Zuc97, Tre99, RSW00] and the refer-
ences therein). By deﬁnition, once we have such a
 
 
 
 
 -
extractor, we can perform any task which is designed to use
  truly random bits using instead a single sample from a
random source of min-entropy
  together with
  truly ran-
dom bits. Since we still need some truly random bits, this
does not yet achieve the goal of using only a weak source
of randomness. However, in most algorithmic applications,
the needfor
  additionaltruly randombits can be eliminated
by enumerating all
 
t posibilities and combining the algo-
rithm’s outputs for each, e.g. by majority vote (for decision
problems). This incurs a slowdown of factor of
 
t, but for-
tunately this is still polynomial since we use an extractor
with
 
 
 
 
 
 
 
 
 .
Note that the fact that randomnessextractors can be used
to run randomized algorithms with only a weak random
source (and no additional truly random bits) does not mean
that one can extract almost uniform bits from a weak ran-
dom source without additional truly random bits. Indeed,
for any deterministic function EXT
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m,
there is a distribution
  of min-entropy
 
￿
  for which
EXT
 
 
  is very biased (in fact, one for which the ﬁrst bit
of EXT
 
 
  is constant) [CG88].
1.2 Deterministic Extraction
The reason why extractors can be used for the simula-
tion of probabilistic algorithms is essentially that when a
probabilistic algorithm uses
  bits of randomness, it can
always be simulated deterministically at the price of a
 
t
slowdown factor. In other applications of randomness, such
as probabilistic encryption [GM84] or Byzantine agree-
ment [FLP85], randomness is required by the very nature
of the problem, and there is no possibility of trading off ef-
ﬁciency for randomness. For such applications, it appears
1A distribution
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unavoidable to look for extraction procedures that convert
a weak random source into an almost uniform distribution
deterministically,withoutthehelpofextrarandomness. Be-
cause of the above-mentioned impossibility results, such
deterministic extractors will not work for every source of
sufﬁciently large min-entropy. However it is still possible
that there are fairly general and natural families of weak
random sources for which efﬁcient deterministic extraction
is possible.
When random bits are needed in practice (e.g., to gen-
erate keys in a cryptographic protocol), a typical approach
is to collect weakly random data, and feed it into a crypto-
graphic hash function. The output of the hash function is
then used as if it were a sequence of random bits. However,
we know of no theoretical justiﬁcation for this way of us-
ing a ﬁxed cryptographic hash function to do deterministic
extraction.
On theoretical side, there is a considerable body of work
devoted to the problem of deterministic extraction. In fact,
most of the early work on the use of weak random sources
was devoted to the construction of deterministic extrac-
tors for increasingly general classes of distributions. A
classical algorithm by von Neumann [vN51] (improved by
Elias [Eli72]) extracts randomnessfrom a sequenceof inde-
pendent coin tosses of the same biased coin. Blum [Blu86],
generalizing von Neumann’s result, showed how to extract
randomness from any distribution described by a Markov
chain. Chor and Goldreich [CG88] (improving results of
Santha and Vazirani [SV86] and Vazirani [Vaz87]) show
how to extract randomness given two independent weak
random sources with enough min-entropy. Another line of
work considers the problem of deterministically extracting
randomness from various types of sources where an ad-
versary can ﬁx some subset of the bits, mostly motivated
by applications of such extractors in cryptography and dis-
tributed computing (cf., [CGH
+85, BBR88, BL90, LLS89,
CDH
+00]).
The extraction algorithms presented in the above papers
work for classes of distributions that satisfy fairly strong in-
dependence properties (which is a particularly problematic
assumption for physical sources of randomness). Indepen-
dence requirements are explicit in most of the works, and
are also implicit in [Blu86], where the process that sam-
ples the distribution has limited memory and works on-line,
so that far-away parts of the output of the distribution can
only have limited dependencies. In order to circumvent the
impossibility of deterministic extraction for many sources
of interest (in particular, ones without strong independence
guarantees), researchers were led to consider the weaker
task of efﬁciently simulating randomized algorithms with
such sources [VV85, CG88, Vaz84, CW89, Zuc96], and
eventually to the notion of extractors which can use a small
number of additional truly random bits [NZ96].1.3 Our Results
Our aim is to identify as general a class of sources as
possible for which efﬁcient deterministic extraction can be
done. Speciﬁcally, we examine samplable distributions;
that is, sources that can be generated by an efﬁcient sam-
pling algorithm (or circuit). The only other requirement we
placeonthesourceisthatitcontainssomerandomnesstobe
extracted (as measured by min-entropy). In particular, we
do not impose any independence conditions on the source.
This class of samplable distributions contains as special
cases most of the previously studied sources for which de-
terministic extraction was found to be possible. In addition
to their generality, one can argue that samplable distribu-
tions are a reasonable model for distributions actually aris-
ing in nature. Indeed, considerable efforts were made to
extend Levin’s theory of average-case complexity [Lev86]
to this class of samplable distributions [BCGL92, IL90].
Having settled on this class of sources, what we’re look-
ingforare functions EXT
 
f
 
 
 
g
n
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f
 
 
 
g
m with thefol-
lowing property: for every source
  of some min-entropy
  which is samplable by a circuit of some size
 , EXT
 
 
 
is
 -close to uniform. Note that although we are placing a
computational restriction on the sampler, we are requiring
the output of the extractor to be statistically close to uni-
form. The reason for this choice is that it is possible to
achieve this stronger property (as shown by our construc-
tions). In addition, for extracting a small number of bits
(as in several of our results), there is no difference between
statistical and computational indistinguishability.2
Nonuniform Extractors and NegativeResults. Our ﬁrst
observation is that extracting randomness from samplable
distributions is impossible unless the extractor is allowed to
use more computational resources than the sampler. On the
other hand, if we allow the running time of the extractor to
bepolynomiallylargerthantherunningtime(orevencircuit
size) of the sampler, we show that extraction becomes pos-
sible. Our ﬁrst result in this vein demonstratesthe existence
of good deterministic extractors3 computed by polynomial-
size circuits. More precisely, for every
  and
 , there is an
extractorofsize
 
 
 
 
 
 
  thatextractsalmostalltherandom-
ness from anydistribution on
f
 
 
 
g
n samplable by a circuit
of size
 .4
2It should be noted that once one can extract a small number of bits that
are statistically close to uniform, the pseudorandom generator construc-
tions of [NW94, IW98] can transform these into many bits that are compu-
tationally indistinguishable from uniform (under complexity assumptions
that are weaker than the ones we make).
3Here, and from this point on, the term deterministic extractor always
refers to a deterministic extractor for samplable distributions.
4Dodis, Sahai, and Smith [DSS00] have used our proof to show that
there are small circuits which compute good “adaptive statistical exposure-
resilient functions,” by observing that these are a special case of extractors
for samplable distributions.
A Connection to Nondeterministic Average-case Hard-
ness. While the nonuniform extractors mentioned above
illustrates the feasibility of deterministic extraction, it
would be preferable to have a construction in which the
extractor is efﬁciently computable by a uniform algorithm.
However, we show in Section 3 that the existence of such
extractorsimplies separations of complexityclasses beyond
what is currently known. Therefore, in order to construct
uniform deterministic extractors, we will need to make
complexity assumptions.
Let us consider for starters the task of extracting one al-
most unbiased bit (already a nontrivial problem). Our ﬁrst
result is that if a Boolean function is hard to compute by
N
P-circuits (i.e., circuits that can have special gates solv-
ing SAT instances) of size
  with advantage better than
 ,
thenit is alsoagoodextractoragainstsamplersofsizeabout
 thatsampleadistributionoflength
 ofmin-entropyabout
 
￿
 
 
 
 
 
 
 
 . The basic idea in the proof of this result is
quite simple: suppose that
  is a function hard on average
for
N
P-circuits, and that
  is a samplable distribution on
which
 
 
 
  is, say, biased towards 1. Then the following
N
P circuit can predict
 
 
 
 : given
 , ﬁrst check whether
  is in the range of
 , which is something that can be done
efﬁciently using nondeterminism (since
  is samplable). If
  is in therange, thenguessthat
 
 
 
  is 1, otherwisemakea
random guess. For a random
 , this approach guesses
 
 
 
 
with an advantage that depends on the bias of
 
 
 
  and on
the min-entropy of
 .5
Although the assumption that we have a function that
is hard-on-average for
N
P-circuits (as opposed to stan-
dard circuits) has been used before (e.g., by Arvind and
K¨ obler [AK97]), it is still natural to ask whether the non-
deterministic hardness assumption is really necessary. In
Section 4, we observe that a Boolean function can be very
hard-on-averageagainst standard circuits, yet it may not be
a good extractor for samplable distributions, even for min-
entropy
 
￿
 . So it appears that a somewhat nonstandard
hardness assumption is required. Still, it is of interest to
weaken the assumption, as we do next.
Using Worst-case Hardness. Our next goal is to start
with a reasonable worst-case complexity assumption, such
as the one used by Klivans and van Melkebeek [KvM99]:
that
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  contains a problem that is
not solvable by
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P-circuits of size
 
o
(
n
). We would
like to show that such an assumption implies the ex-
istence of polynomial-time computable predicates with
strong average-case hardness against
N
P-circuits; by the
previous results, such predicates would be good deter-
5This explanation is a bit oversimpliﬁed: our idea works as described
only if
  is a samplable “ﬂat” distribution. For non-ﬂat distributions, a
more sophisticated reduction is needed, which involves the use of approx-
imate counting algorithms with an
N
P-oracle [Sip83, Sto85, JVV86].ministic extractors. This looks like the standard prob-
lem of worst-case to average-case reduction, as solved in
[BFNW93, Imp95, IW97, STV99], and observed to extend
to
N
P-circuits in [KvM99]. However, in all such results,
one gets predicates that are hard to predict with an advan-
tage that is at least inversely proportional to the size of the
adversary (and, for a stronger reason, on the time needed
to compute the predicate). It then follows that an extractor
computablein time
 
 
 
 obtainedusingsuchtechniquesand
the previously mentioned connection can only extract ran-
domness from a source of min-entropy about
 
￿
 
 
 
 
 
 
 .
In order to extract from sources of lower entropy, we ex-
ploit our ability to use nondeterminism in the reduction, in
the spirit of the results of Feige and Lund [FL96] about
the average-case complexity of the permanent. Our start-
ing point is the worst-case to average-case reduction in
[STV99]. That reduction uses an error-correcting code ob-
tained by “concatenating” a multivariate polynomial code
and a Hadamard code, and is analyzed by providing a “list-
decoding” procedure for the polynomial code and using
the Goldreich–Levin [GL89] list-decoding procedure for
the Hadamard code. We show that the use of “approxi-
mate counting” (implementable with an
N
P oracle [Sip83,
Sto85, JVV86]) can greatly improve the efﬁciency of the
list-decoding algorithm for the polynomial code. But we
do not know whether a similar improvement is possible for
the Hadamard code. Instead, we show how to use approx-
imate counting and uniform sampling (also using an
N
P
oracle [JVV86, BGP98]) to get a very efﬁcient solution to a
somewhat different problem that still sufﬁces for determin-
istic extraction.
The ﬁnal result is that starting from a problem in
E that
does not admit circuits of size
 
o
(
n
) with
￿
5-gates, we
get an efﬁcient extractor that extracts one almost unbiased
bit from any samplable distribution of length
  and min-
entropy
 
 
￿
 
 
 , for some constant
 
 
 . In order to
extract from distributions samplable by circuits of size
 ,
the extractor needs running time only
 
 
 
 
 
 
 . The some-
whatunusualassumptioncanbethoughtofas a “scaling”of
E
X
P
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 , which is true as long as the Polynomial
Hierachy does not collapse.
Extracting Many Bits. So far, we described results giv-
ing extractors that only produce one almost unbiased bit,
while it is of course much preferable to extract a number of
random bits that be as close as possible to the entropy of
the source. We ﬁrst show that our coding-theoreticmethods
can be used to extract approximately a logarithmic number
of random bits. To this end, we use the same polynomial
code as before, but in place of the Hadamard code, we use
a similar code on a bigger alphabet. Once we have these
logarithmic number of random bits, we can use them as the
truly random bits for the extractor of Zuckerman [Zuc97],
which we then use to extract almost all the entropy from
our source. Formally, we prove that if there is a problem
in
E that does not admit circuits of size
 
o
(
n
) with
￿
6
gates, there is an efﬁcient deterministic extractor that ex-
tracts
 
 
￿
 
 
 
 
 
  bits from any samplable distribution of
min-entropy
 
 
￿
 
 
 ,where
  is anysufﬁcientlysmall con-
stant. Again,the runningtime ofthe extractoris polynomial
in the circuit complexity of the samplers.
1.4 Perspective
Our main motivation for studying samplable distribu-
tions is their generality. However, this generality has a
price; the extractor must use more computational resources
than the sampler, and has to rely on complexity assump-
tions. Given the current state-of-the-art in complexity the-
ory, it seems unavoidable that even under strong assump-
tions, to get an extractor for distributions of length
  sam-
pled by circuits of size, say,
 
 
 
 
 
 
 
  one has to come up
with a fairly complexand impracticalsolution. On the other
hand, we think that it is interesting to explore the limits of
the possibility of deterministic extraction, and it seems that
samplable distributions are a good and natural borderline
example.
Seemingly, our deﬁnition is orthogonal to the one used
by Chor and Goldreich [CG88] for two independent weak
random sources. In the Chor–Goldreich setting, distribu-
tions can be arbitrarilycomplex,but theysatisfy a strongin-
dependence requirement. In our case, distributions have to
be samplable but can involve arbitrary dependencies. How-
ever, there is a connection. In this paper, we give “computa-
tional” constructions,using a hardpredicateto build our de-
terministic extractors; when the result is not a deterministic
extractor, a reduction shows that the predicate is not hard.
As shown in [Tre99], such computational constructions can
have interesting and unexpected information-theoretic in-
terpretations, and it is natural to look for the information-
theoretic interpretation of the results of this paper. As it
turns out, the information-theoreticanalogue of determinis-
tic extractorsforsamplabledistributionsis exactlythe prob-
lem of extracting randomness from two independent weak
random sources! Brieﬂy, if we have two independent weak
random sources
 
1 and
 
2, then
 
2 has a large descrip-
tion size (i.e., Kolmogorov complexity) even conditioned
on
 
1
 
 
1 for any
 
1. Thus, similar to [Tre99], we can
view
 
2 as the truth table of a hard predicate relative to
 
1, which can be used to deterministically extract random-
ness from
 
1. Such an interpretation of our results gives
(unconditional)constructionsof deterministicextractorsfor
two independent weak random sources, for the case where
the two sources have different lengths, and the longer one
has a very low entropy rate. The details of these corollar-
ies will be given in the full version of the paper (includingadditional optimizations that be done in the information-
theoretic setting).
Part of the purpose of this paper is to point out the need
for a further development of the theory of deterministic ex-
tractors, and to invite the reader to come up with alternative
deﬁnitions and constructions. We believe that it would be
very good to come up with a natural and general class of
distributions that admit an efﬁcient (implementable!) de-
terministic extractor. Such a deterministic extractor could
then be used in place of cryptographichash functions in or-
der to extract randomness in practice, with the advantage of
having a sound motivation for its use.
One natural direction for such research would be to seek
deterministic extractors for distributions which have space-
bounded samplers, rather than time-bounded ones as we
have. As with pseudorandom generators (cf., [Sak96]),
there is hope for unconditionalresults in the space-bounded
setting. The samplers considered by Blum [Blu86], namely
ﬁnite-state Markov chains, can be viewed as a limited form
of space-bounded of computation, but the extractors given
there only work when the number of bits received from
the source is much greater than the number of states in the
Markovchain. A much richer class of sources would be ob-
tained by looking at distributions on
f
 
 
 
g
n sampled by an
 
 
 
 
 
 
 -space machine.
2 Preliminaries
Probability Distributions. Let
  and
  be probability
distributions on a discrete universe
U.
  is said have min-
entropy
  if for all
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also be convenient for us to have the following equivalent
terminology.
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that a distribution has density at least
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denotes the uniform distribution on
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m. If
  is a dis-
tribution on
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g, then we call
 
 
 
 
 
 
1
  the bias of
 .
We will consider probability distributions given by sam-
pling algorithms. If
  is a probabilistic algorithm (Turing
machine), we write
 
 
 
 
 
  for the output of
  on input
  and random coins
 .
 
 
 
  denotes the output distri-
bution of
  on input
  when the coins
  are chosen uni-
formly at random. A probabilistic circuit is a Boolean cir-
cuit
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  for the distribution on
f
 
 
 
g
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selecting
  uniformly in
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g
r and evaluating
 
 
 
 
 
 .
We saythataprobabilitydistributionis samplablebysize
  if there is a circuit of size
  which samples from it. An en-
semble
f
 
n
g of probability distributions is uniformly sam-
plable in time
 
 
 
  if there is a probabilistic algorithm
 
such that
 
 
 
n
 
 
 
n for every
  and the running time of
  on input
 
n is at most
 
 
 
 .
Extractors. A function EXT
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 -extractor if for every distribution
  on
f
 
 
 
g
n of min-entropy
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m.6
As shown by Nisan and Zuckerman [NZ96] it is necessary
to invest
 
￿
 
 
 
 
 
 
 
￿
 
 
 
 
 
 
 
 
 
  truly random bits
for any nontrivial extraction (i.e., when
 
￿
 
￿
  and
 
￿
 
￿
 ).7 In order to make extraction possible with-
out investingany truly randombits, we restrict to samplable
distributions:
Deﬁnition 2.1 A function EXT
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 -deterministic extractor against circuit-size
  if for ev-
ery distribution
  on
f
 
 
 
g
n which has min-entropy
  and
is samplable by size
 , EXT
 
 
  is
 -close to
 
m.
Deﬁnition 2.2 A family of functions
fEXT
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)
g is a
 
 
 
 
 
 
 
 
 
 
 -deterministic extractor
against time
 
 
 
  if for every ensemble of distributions
X
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n
g such that
X is uniformly samplable in time
 
 
 
  and
 
n is a distribution on
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g
n of min-entropy
 
 
 
 , we have EXT
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m
(
n
) for all
sufﬁciently large
 .
Nondeterministic Circuits. We denote the levels of the
polynomial-time hierarchy as follows:
￿
0
 
P,
￿
i
+
1
 
N
P
￿
i. A
 
i-algorithm is an algorithm with an ora-
cle for
￿
i. Similarly, a
 
i-circuit is a Boolean circuit
which can have gates for some ﬁxed
￿
i-complete prob-
lem (e.g., QBF
i
￿
1) in addition to the usual
^,
_, and
: gates. By replacing “algorithm” or “circuit” with “
 
i-
algorithm” or “
 
i-circuit” in the deﬁnitions above, we can
also deﬁne probabilistic
 
i-algorithms, probabilistic
 
i-
circuits, distributions samplable by
 
i-circuits of size
 ,
 
 
 
 
 -deterministic extractors against
 
i-circuits of size
 ,
etc.
Deﬁnition 2.3 A function
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g is
 
 
 
 
 -
hard for
 
i-circuits if for every
 
i-circuit
  of size at most
6This deﬁnition of extractor, taken from [NT99], is weaker than the
original deﬁnition proposed in [NZ96] (which requires that the
 -bit seed
be explicitly included in the output). But this deﬁnition sufﬁces for most
applications of extractors.
7Better (and tight) bounds on
  can be found in [RT97]. , we have
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3 Nonuniform Extractors & NegativeResults
Proposition 3.1 For every
 ,
 ,
 
￿
 , and
 , there ex-
ists an
 
 
 
 
 -extractor EXT
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!
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g
m against
circuit-size
 , with
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￿
 
 
 
 
 
 
 . More-
over, EXT can be computed by a circuit of size
 
 
 
 
 
 
 .
The proof, that will appear in the full version of this
paper, is based on a version of the Leftover Hash Lemma
for
 -wise independent functions that shows that there is
an
 
 
 
 
￿
 
 
 
 
  probability that a function picked from the
family is not a good extractor for a ﬁxed weak random
source. (The standard Leftover Hash Lemma for pairwise
independent families [ILL89] does not give a high enough
success probability for our purposes.) A union bound then
showsthat withhighprobabilityoverthe choiceofthefunc-
tion from the family, it is simultaneously a good determin-
istic extractors for all weak random sources having small
samplers.
Note that in Proposition 3.1, the extractor has a higher
circuit complexity than the samplers from which it extracts.
This is necessary, even if we only want to extract one bit
from a distribution of min-entropy
 
￿
 :
Proposition 3.2 There is a constant
 such that no function
EXT
 
f
 
 
 
g
n
!
f
 
 
 
g computable by a circuit of size
 
is a
 
 
￿
 
 
 
 
 
 -deterministic extractor against circuit size

￿
 .8
Proof: Without loss of generality, we may assume that
EXT
 
 
 
 
  for at least half of its inputs. Consider the
distribution
  sampled by the following algorithm:
1. Select
  uniformly in
f
 
 
 
g
n.
2. If EXT
 
 
 
 
 , output
 . Otherwise, output a uni-
formly selected
 
0
2
f
 
 
 
g
n.
It is easy to see that
  has min-entropy
 
￿
  and is sam-
plable by size
 
 
 
 . Moreover, EXT
 
 
 
 
  with proba-
bility at least
 
 
 .
Insubsequentsections, we aimto constructdeterministic
extractors that are efﬁciently computable by uniform algo-
rithms. The following two corollaries show that such ex-
tractors imply separations between deterministic complex-
ityclasses andnonuniformor probabilisticones. Sincesuch
separations are beyond the current state-of-the-art in com-
plexity theory, our constructions should (and will) be based
on complexity-theoretic assumptions.
8The constant of
 
 
  can be replaced by any constant less than
 , at the
price of increasing
.
Corollary 3.3 Suppose
fEXT
n
 
f
 
 
 
g
n
!
f
 
 
 
g
g is
a family of functions computable in time
 
 
 
  such that,
for every
 , EXT
n is an
 
 
￿
 
 
 
 
 
 -deterministic extrac-
tor against circuit-size
 
 
 
 . Then there is a language in
D
T
I
M
E
 
 
 
 
 
  of circuit complexity at least
 
 
 
 
 
 
 .
Proof: Let
 
 
f
 
2
f
 
 
 
g
￿
  EXT
j
x
j
 
 
 
 
 
g. Proposi-
tion 3.2 implies that this language has circuit complexity at
least
 
 
 
 
 
.
A similar argument holds in the uniform setting:
Corollary 3.4 Suppose
fEXT
n
 
f
 
 
 
g
n
!
f
 
 
 
g
g
is family of functions computable in time
 
 
 
  and
is an
 
 
￿
 
 
 
 
 
 -deterministic extractor against time
 
0
 
 
 . Then there is a language in
D
T
I
M
E
 
 
 
 
 
 
n
B
P
T
I
M
E
 
 
 
 
0
 
 
 
 .
4 Extractors from Average-Case Hardness
The following lemma relates the average-case complex-
ity of a Boolean function to its extraction property.
Lemma 4.1 Let
 
 
f
 
 
 
g
n
!
f
 
 
 
g be
 
 
 
 
 -hard for
 
1-circuits. Let
  be a ﬂat distribution on
f
 
 
 
g
n of min-
entropy
 
￿
  samplable by a circuit of size
 
￿
 
 
 
 . Then
 
 
 
  is
 
￿
￿
 -close to uniform.
The (omitted) proof of Lemma 4.1 follows the intuition
outlined in the introduction: If there were a samplable dis-
tribution
  of high min-entropy on which
  were biased
towards 1, then a
 
1-circuit could obtain an advantage in
computing
  on a randominput
  by testing whether
  were
in the support of
 .
In the standard information-theoretic setting, if a func-
tion extracts randomness out of every ﬂat distribution of
min-entropy
 , then it follows that it also extracts random-
ness out of any (not necessarily ﬂat) distribution of min-
entropy
  (cf., [CG88]). This is due to the fact that any
distribution of min-entropy
  is a convex combination of
ﬂat distributions of min-entropy
 . In our framework, it is
no more true (or at least no longer clear) that any samplable
distribution of min-entropy
  is a convex combination of
ﬂat samplable distributions of min-entropy
 . So we need
an additional technical step in order to remove the ﬂatness
requirement.
Before continuing,let us pause for a moment to consider
the nondeterministic complexity assumption that we made
in the above lemma, and discuss its strength. As seen in
the previous section, it is necessary to make a complex-
ity assumption in order to construct uniform deterministic
extractors. However, it is not natural that the assumption
should be about nondeterministic hardness, and it would
be more appealing to have a construction based on stan-
dard average-case hardness. Even though we do not knowwhether nondeterministic hardness assumptions are neces-
sary to construct deterministic extractors, we can argue that
standard hardness is not sufﬁcient. Let
  be a one-way per-
mutation, and let
  be a hard-core predicate for
 : then
 
 
 
 
 
 
 
 
￿
1
 
 
 
  is ahard-on-averagefunction;however,
it is not an extractor because it is easy to sample from the
conditional distribution of
  such that
 
 
 
 
 
  (and this
distribution has min-entropy
 
￿
 ). We can conclude that,
if one-way permutationsexist, it’s not possible to provethat
every hard-on-averagepredicate is a deterministic extractor
against small samplers.
Now we proceed to relate nondeterministic hardness to
deterministic extraction for samplable distributions that are
not necessarily ﬂat. Now, when trying to compute
 
 
 
 , it
will no longer sufﬁce to test whether an input
  is merely
in the range of a distribution
  on which
  is biased. In-
stead, we will guess the value
 
 
 
  randomly with a bias
that depends on (an approximation to) the probability mass
of
  under
 . This can be accomplishedby a
 
1-circuit be-
cause approximate counting can be can be performed with
an
N
P oracle [Sip83, Sto85, JVV86].
Lemma 4.2 Let
 
 
f
 
 
 
g
n
!
f
 
 
 
g be
 
 
 
 
 -hard for
 
1-circuits. Then, for every
 
￿
 ,
  is a
 
 
￿
 
 
 
￿
+
1
￿
 
 
extractor against circuit-size
 
 
￿
 
 
 
￿
(
1
).
We remarkthat Lemma 4.2generalizes to give determin-
istic extractors which extract several bits from nonboolean
functions which are sufﬁciently hard-on-average for
 
1-
circuits.
5 Extractors from Worst-Case Hardness
In the previous section, we saw that the property of a
function being a deterministic extractor is in some sense a
generalization of a function being hard to compute on aver-
age. In this section, we show how to construct deterministic
extractors from functions that are hard to compute in the
worst case. To do this, we follow the usual paradigm for
transforming a worst-case hard function
  to an average-
case hard function
 
 : we take
 
  to be an encoding of
 
in an appropriateerror-correctingcode [BFNW93, STV99].
To prove the correctness of such a construction, one typ-
ically argues that given any small circuit
  which com-
putes
 
  on average, i.e. has some advantage
Æ over “ran-
dom guessing”, one can can use a decoding algorithm for
the error-correcting code to build another small circuit
 
0
whichcomputes
  everywhere,contradictingtheworst-case
hardness of
 . However, existing results of this form will
not yield the results we desire. The reason is that these de-
coding procedures typically produce a
 
0 of size polyno-
mial in
 
 
Æ, whereas we are interested in values of
 
 
Æ that
are much larger than the hardness of
 . (If we are extract-
ing from a source of min-entropy
 ,
Æ will be comparableto
 
 
 
n
￿
k, whereas the circuit complexityof
  will be at most
the runningtime of the extractor, which we would like to be
 
 
 
 
 
 
 .)
In the spirit of the results of Feige and Lund [FL96]
about the average-case complexity of the permanent, we
overcome this difﬁculty by exploiting nondeterminism in
our reduction. Speciﬁcally, by augmenting the polynomial
reconstruction algorithm given in [STV99] with nondeter-
minism, we obtain the following result:
Lemma 5.1 Let
F be a ﬁnite ﬁeld (with some ﬁxed, efﬁ-
cient representation), and let
 
 
F
t
!
F be a polynomial
of total degree at most
 . If there is a
 
i-circuit
  which
computes
  correctly on at least a
Æ
 

p
 
 
j
F
j fraction
of points (where
 is a universal constant), then there is a
 
i
+
2-circuit
 
0 of size
 
 
 
 
 
j
 
j
 
 
  which computes
  cor-
rectly everywhere.9
Proof sketch: It is shown in [STV99] that there exists a
point
 
2
F
m such that for at least a 15/16 fraction of lines
  through
 ,
1.
 
j
` and
 
j
` agree on at least a
Æ
 
  fractionof points on
 .
2. There does not exist any degree
  polynomial
 
 
 
!
F other than
 
j
` which agrees with
 
j
` in at least a
Æ
 
 
fraction of points on
  and satisﬁes
 
 
 
 
 
 
 
 
 .
Fix such a
 , and consider the following procedure, which
attempts to compute
  at
 
2
F
m:
1. Let
  be the line through
  and
 .
2. Nondeterministically guess a degree
  polynomial
 
 
 
!
F.
3. Verify that
  agrees with
  on approximately a
Æ
 
 
fraction of points on
  and satisﬁes
 
 
 
 
 
 
 
 
 . If so,
output
 
 
 
 . Otherwise, reject
 .
This procedure can be implemented efﬁciently using
nonuniformity (to hardwire
 ,
 
 
 
 , and
 ) and two levels
of nondeterminism (one to guess
  and one to perform ap-
proximate counting [Sip83, Sto85, JVV86]). Thus, we ob-
tain a
 
i
+
2-circuit computing
  in at least a
 
 
 
 
  fraction
of points, which can be converted into one which computes
  everywhere via the “self-corrector” of [GLR
+91].
2
This lemma implies that if we start with a function
 
which is worst-case hard for
 
3-circuits and encode it as
a low-degree polynomial, we obtain a function
 
  which
is very hard on average for
 
1-circuits, as desired. How-
ever, there is still a problem. While
Æ
 

p
 
 
j
F
j is very
9The size of
 
0 does not explicitly refer to
 
 
 
j
 
j and
  because the
size of
  is at least the length of its input, which is
 
 
 
 
j
 
j.small, it is still a substantial relative advantage over ran-
dom guessing, which would give success probability
 
 
j
F
j.
The usual method for getting around this difﬁculty, is to
“concatenate” the polynomial encoding with an “inner” en-
coding whose output lies in a much smaller alphabet (e.g.,
f
 
 
 
g). By combiningthe decodingprocedurefor the poly-
nomial encoding with an analogous one for the inner code,
one proves that no small circuit can compute the new func-
tionin a
 
 
 
 
Æ
0 fractionof points. Unfortunately,we know
of no such inner code where we do not incur the
 
 
 
 
 
 
 
Æ
0
 
blow-up in decoding that we hoped to avoid, even if we use
nondeterminism.
To solve this problem, we exploit the fact that what we
need for deterministic extraction is weaker than standard
average-case hardness, and it turns out that the most com-
monly used inner code has the properties we need. For
 
2
f
 
 
 
g
n, the Hadamard encoding of
  is the function
 
 
 
w
 
f
 
 
 
g
n
!
f
 
 
 
g obtained by setting
 
 
 
w
 
 
 
to be the mod-2 inner product of
  and
 . The following
lemma lists the only property of this code that we will use
(aside from the fact that, given
  and
 ,
 
 
 
w
 
 
  can be
computed in time
 
 
 
 
 
 
 ).
Lemma 5.2 Let
  beanydistributionon
f
 
 
 
g
n ofdensity
Æ and let
 
 
 . Then
 
f
 
 
 
 
 
w
 
 
  has bias at least
 
g
￿
 
Æ
￿
 
2
 
Forms of Lemma 5.2 have been proven by Lindsey,
Alon [Alo86], and Chor and Goldreich [CG88]. In the full
version of this paper, we give a direct proof.
AlthoughLemma5.2 doesnot explicitlygiveanefﬁcient
decoding algorithm, we can easily obtain one using nonde-
terminism:
Lemma 5.3 For every ﬁxed
 , there is a probabilistic
 
i
+
2-
algorithm
 
 
 
 
 

 
 
 
i with the following property: Let
 
be a probabilistic
 
i-circuit which samples a distribution
  on
f
 
 
 
g
n of density
Æ and let
 
2
f
 
 
 
g
n be such
that
 
 
 
w
 
 
  has bias at least
 . Then
 
 
 
 
 

 
 
 
i
 
 
 
 
 
runs in time
 
 
 
 
 
j
 
j
 
 
 
 
  and outputs
  with probability
 
 
Æ
￿
 
2
 .
The key point is that although the success probability of the
decoding procedure depends on
Æ, the running time does
not.
Proof sketch: With one level of nondeterminism, approx-
imate counting [Sip83, Sto85, JVV86] can be used to dis-
tinguish those
  such that
 
 
 
v
 
 
  has bias at least
  from
those such that
 
 
 
v
 
 
  has bias at most
 
 
 . With one
morelevelofnondeterminism,we canuse[JVV86,BGP98]
to uniformlysample from the set of
  that pass this test.
2
To obtain deterministic extractors, we combine the poly-
nomialencodingandHadamardcodevia the standard“con-
catenation” technique. Let
F
 
 
 
 
 
q
 ,10 and for a func-
tion
 
 
F
t
!
F, deﬁne the Hadamard encoding of
  to
be the function
 
0
 
F
t
￿
f
 
 
 
g
q
!
f
 
 
 
g deﬁned by
 
0
 
 
 
 
 
 
 
 
 
p
(
x
)
 
 
 , where we view
 
 
 
 
2
F as a an
element of
f
 
 
 
g
q.
By combining the decoding procedures of Lemmas 5.1
and 5.3, we obtainthe followingprocedurefor decodingthe
concatenated code.
Theorem 5.4 Let
F
 
 
 
 
 
q
 , let
 
 
F
t
!
F bea polyno-
mial of degree at most
 , and let
 
0
 
F
t
￿
f
 
 
 
g
q
!
f
 
 
 
g
be its Hadamard encoding. Suppose there is a distribution
  on
F
t
￿
f
 
 
 
g
q which is of density
Æ and is samplable
by size
  such that
 
0
 
 
  has bias
 . Then there is a
 
5-
circuit11 of size
 
 
 
 
 
 
 
 
 
 
 
 
  which computes
 
0 every-
where, provided that
Æ
2
￿
 
4
￿

s
 
j
F
j
 
where
 is a universal constant.
Proof sketch: For every
 
2
F
t, let
 
x denote the
conditional distribution on
f
 
 
 
g
q induced by condition-
ing the ﬁrst component of
  to be
 . From the facts
that
  has density
Æ and
 
0
 
 
  has bias
 , it follows that
for at least an
 
 
Æ
 
  fraction of
 
2
F
t,
 
x has density
 
 
Æ
 
  in
f
 
 
 
g
q and
 
0
 
 
 
 
x
  has bias
 
 
 
 . Each
 
x is
samplable by a
 
1-circuit (via [JVV86, BGP98]), so using
Lemma 5.3 we obtain a
 
3-circuit computing
  on at least
a
 
 
Æ
 
 
￿
 
 
Æ
 
 
￿
 
2 fraction of points. The theorem now
follows from Lemma 5.1.
2
Thisimmediatelygivesusaconstructionofdeterministic
extractors from Boolean functions that are worst-case hard
for
 
5-circuits.
Theorem 5.5 If there is a problem in
E
 
D
T
I
M
E
 
 
O
(
n
)
  which has
 
5-circuit complexity
 
￿
(
n
)
for all
 , then there is a constant
 
 
  such that for all
 
and
  satisfying
 
￿
 
￿
 
￿
n, there is a
 
 
 
￿
 
 
 
 
 
 
 
 -
deterministic extractor EXT
n
;
s
 
f
 
 
 
g
n
!
f
 
 
 
g against
circuit-size
  such that EXT
n
;
s is computable in time
 
 
 
 
 
 
 .
Proofsketch: Let
 
 
f
 
 
 
g
`
!
f
 
 
 
gbea functioncom-
putable in time
 
O
(
`
) with
 
5-circuit complexity
 
￿
(
`
). Our
10The restriction to ﬁelds of characteristic 2 is inessential and only done
to make passing between ﬁeld elements and strings over
f
 
 
 
g cleaner.
11By “sharing” some of the nondeterminism at different levels of the
reduction, the number of levels of nondeterminism introduced can be re-
duced a bit. For the sake of modularity in the exposition, we have chosen
not to optimize this parameter.extractor will be the Hadamard encoding of an appropriate
polynomial
 
 
F
t
!
F extending
 . We can set the param-
eters so that
 ,
 , and
 
 
  are each
 
￿
(
`
),
j
F
j is anywhere
between
 
2 and
 
 
 
 
 
￿
(
`
)
 ,
Æ
 
 
 
F
￿
(
1
), and
 
 
 
 
 
 ,
while
Æ
2
￿
 
4
￿

p
 
 
j
F
j and the conclusionof Theorem5.4
producesacircuitofsize smallerthanthecircuitcomplexity
of
 . This implies that
 
0 extracts one bit from any distri-
bution on
F
t of density
Æ (which is samplable by size
 ).
Now note that the input length of
 
0 is
 
 
 
 
 
 
 
 
 
 
j
 
j,
and it extracts one bit from from samplable distributions of
min-entropy
 
￿
 
 
 
 
 
 
Æ
 
 
 
 
￿
 
 
 
 
 
 . Furthermore,the
extractor can be computed in time
 
O
(
`
)
 
 
 
 
 
 
 
 .
2
6 Extracting Many Bits
We begin by describing the replacement for the
Hadamard code which will enable us to extract a loga-
rithmic number of bits. The construction we use is the
“hard-core function” of Goldreich and Levin [GL89].
For
 
2
f
 
 
 
g
n
+
m, deﬁne
 
 
 
y
 
f
 
 
 
g
n
!
f
 
 
 
g
m
by
 
 
 
y
 
 
 
 
 
 
 
1
y
 
 
 
 
 
 
2
y
 
 
 
￿
￿
￿
 
 
 
m
y
 
 
 ,
where
 
 
 
i
y
 
 
  is the mod-2 inner product of
  and
 
i
 
i
+
1
￿
￿
￿
 
i
+
n
￿
1.
Analogous to Lemma 5.2, the only property of
 
 
  we
need is the following.
Lemma 6.1 Let
  be a distribution over
f
 
 
 
g
n of density
Æ. Then the number of strings
 
2
f
 
 
 
g
n
+
m such that
9
 
2
f
 
 
 
g
m
 
 
 
C
 
 
 
 
 
 
 
℄
 
 
￿
m
 
  is at most
 
2
m
 
Æ
 
2.
The (omitted) proof of this lemma proceeds via a reduc-
tion to Lemma 5.2, using Vazirani’s XOR Lemma [Vaz84]
and the linearity of the inner product..
Following the same line of reasoning as in Section 4,
we obtain the following extractors which extract logarith-
mically many bits:
Theorem 6.2 If there is a problem in
E
 
D
T
I
M
E
 
 
O
(
n
)
  which has
 
5-circuit complexity
 
￿
(
n
)
for all
 , then there is a constant
 
 
  such that for all
 
and
  satisfying
 
￿
 
￿
 
￿
n, there is a
 
 
 
￿
 
 
 
 
 
 
 
 -
deterministic extractor EXT
n
;
s
 
f
 
 
 
g
n
!
f
 
 
 
g
l
o
g
s
against circuit size
  such that EXT
n
;
s is computable in
time
 
 
 
 
 
 
 .
Now, to extract more than a logarithmic number of bits,
weuseasimpleobservationabouthighmin-entropysources
from [GW97]: If we partition a high min-entropy source
into a preﬁx and sufﬁx, then these two part each contain
a lot of “independent randomness”. More precisely, if
 
 
 
 
1
 
 
2
  is of length
 
 
 
1
 
 
2 (where
 
i is
the length of
 
i) and has min-entropy
 
￿
 , then
 
1 has
min-entropy
 
1
￿
 , and even conditioned on (most val-
ues of)
 
1,
 
2 has min-entropy (roughly)
 
2
￿
 . Thus,
if
  is samplable, we can use the extractor of Theorem 6.2
to deterministically extract logarithmically many bits from
 
2 that are (almost) uniformand independentof
 
1. These
bits can then be used as a seed for a standard extractor,such
as the one of Zuckerman[Zuc97], to extract lots of random-
ness from
 
1. (The extractors in [Zuc97] are very good
for sources whose min-entropy is at least a constant frac-
tion of their length; they use a logarithmic-length seed and
extract a large constant fraction of the randomness from the
source.) One small subtlety in this argumentis that we need
theconditionaldistributionof
 
2 given
 
1 tobesamplable,
which does not follow from the samplability of
 . This
conditional distribution is, however,samplable with an
N
P
oracle (via [JVV86, BGP98]), so we just have to move ev-
erything one level higher in the hierarchy.
Putting these ideas together, we obtain:
Theorem 6.3 If there is a problem in
E
 
D
T
I
M
E
 
 
O
(
n
)
  which has
 
6-circuit complexity
 
￿
(
n
)
for all
 , then for all sufﬁciently small constants
 
 
  and
every
 
￿
 
￿
 
￿
n, there is a
 
 
 
￿
 
 
 
 
 
 
 
 -extractor
EXT
n
;
s
;
￿
 
f
 
 
 
g
n
!
f
 
 
 
g
m against circuit size
  with
 
 
 
 
￿
 
 
 
 
 
 . EXT
n
;
s
;
￿ is computablein time
 
 
 
 
 
 
 ,
where the exponent of the polynomial depends on
 .
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