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Abstract
The sandpile group of a graph is a refinement of the number of spanning trees of the graph and is closely
connected with the graph Laplacian. In this paper, the structure of the sandpile group on the square cycle
C2n is determined and it is shown that the Smith normal form of the sandpile group is always the direct sum
of two or three cyclic groups.
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1. Introduction
The Abelian sandpile model was introduced by Bak et al. in [1,8]. It has been widely studied
as one of the simplest models that show self-organized criticality (SOC).
The Abelian sandpile model could be described informally as a cellular automaton on a graph
as follows: The cells of such automata are the vertices of a rooted graph and each cell contains a
certain number of grains of sand. The transitions of the automaton follow the toppling rule, which
applies to any cell except the root: a cell vi containing at least as many grains as its degree di
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Fig. 1. Some examples of the graphs C2n.
transfers a grain of sand through each edge to each of its neighbors vj . After a toppling of the
vertex vi, the number of grains in this cell decreases by its degree, while the number of those
neighbors increases by the number of edges they are adjacent. The root r does not topple and
could be considered as collecting all the grains leaving the system. If the graph is connected
it is easy to see that from any initial configuration the system reaches a stable configuration
in which the number of grains in each cell is less than its degree. Dhar shows also that some
configurations, the so-called recurrent configurations, play an important role and possess some
interesting mathematical properties: they form a finite abelian group (called the sandpile group)
whose order is equal to the number of spanning trees of the graph. The sandpile automaton was
also studied by many authors, and it is referred as the chip-fire game or critical group on a graph
[3] or picard group on a graph [14,15,17].
The sandpile group of a connected graph which has no edge connecting the same vertex is
closely connected with the graph Laplacian as follows: Let G = (V ,E) be a finite graph with n
vertices. Then its Laplacian matrix L(G) = D(G) − A(G), where D(G) = diag(d1, d2, . . . , dn)
is the degree matrix and A(G) is the adjacency matrix of G. Thinking of L(G) as an linear map
Zn → Zn, its cokernel has the form
coker L(G) = Zn/L(G)Zn ∼=Z⊕ S(G),
where S(G) is the sandpile group on G in the sense of isomorphism.
The sandpile group S(G) on a graph G with n vertices is also the quotient group of Zn by
the subgroup spanned by the n − 1 elements expressing the toppling rules (that is, if vi /= vr is a
vertex of degree di , a generator of this subgroup is
i :=dixi −
∑
vj is adjacent vi
aij xj ,
where aij is the number of edges between vertices vi and vj , and xi = (0, . . . , 0, 1, 0, . . . , 0) ∈
Zn, whose unique nonzero 1 is in position i and the element xr , that is, S(G)∼=Zn/span(1, . . . ,
r−1, xr ,r+1, . . . ,n), for more details see [6].
In general, there are relatively few results describing the sandpile (or critical) group struc-
ture of S(G) in terms of structure of a graph G. Recently, there are interesting infinite families
of graphs, such as wheel graphs, complete multipartite graphs, Cartesian products of complete
graphs, threshold graphs, lattice graph Pn × P3, ladder P2 × Cn, the Möbius ladder, for which
the sandpile (critical) group structures have been completely determined [3,4,5,6,7,10].
Let the vertex set of the cycle Cn be V = {1, 2, . . . , n}. Then, the square cycle C2n is a
4-regular graph with vertex set V = {1, 2, . . . , n}, and each vertex i is adjacent to vertices
i ± 1, i ± 2 (mod n). See Fig. 1 for some examples of C2n .
The aim of this paper is to describe the structure of the sandpile group on the square cycle C2n.
The number of spanning trees of C2n is τ(C2n) = nF 2n , where Fn is the nth Fibonacci number, was
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originally conjectured by the Bedrosian and subsequently proven by Kleitman and Golden [11].
The different proofs can been found in [2,18,19]. In this paper, we show that the sandpile group
of C2n is the direct sum of two or three cyclic groups. That is,
S(C2n)
∼=Z(n,Fn) ⊕ ZFn ⊕ Z nFn
(n,Fn)
.
The main tools will be the Smith normal form for an integer matrix, which can be achieved by
row and column operations that are invertible over the ringZof integers. Given a square integer ma-
trixA, its Smith normal form is the unique diagonal matrixS(A) = diag(S11, S22, . . . , Snn)whose
entries are nonnegative and Sii divides Si+1,i+1. Note that, for each i, the product S11S22 · · · Sii
is the greatest common divisor of all i × i minor determinants of A, this fact will also be used to
determine the Smith normal form of an integer matrix. Two matricesA,B ∈ Zm×n are unimodular
equivalent [16] (written A ∼ B) if there exist matrices P ∈ GL(m,Z),Q ∈ GL(n,Z) such that
B = PAQ. Equivalently, B is obtainable from A by a sequence of row and column operations
mentioned above.
It can be seen easily that A ∼ B implies coker A∼= coker B, and if A = diag(a1, a2, . . . , an)
then
cokerA∼=Za1 ⊕ Za2 ⊕ · · · ⊕ Zan,
where Za = Z/aZ. (Of course, Z1 is the trivial group and Z0 = Z.)
2. A system of relations for the generators of S(C2n)
It is easy to check that S(C23 )∼=Z2 ⊕ Z6 and S(C24 )∼=Z3 ⊕ Z12. In what follows it is assumed
that n  5. Let the image of xi in S(C2n) be x¯i . The vertex 4 is chosen as the root, hence x¯4 = 0
in S(C2n). Applying the toppling rule to each remaining vertex, the following system of equations
is obtained:


x¯1 = 4x¯n−1 − x¯n−2 − x¯n−3 − x¯n,
x¯2 = 4x¯n − x¯n−1 − x¯n−2 − x¯1,
x¯3 = 4x1 − x¯n−1 − x¯n − x¯2,
x¯i = 4x¯i−2 − x¯i−3 − x¯i−4 − x¯i−1 for each 5  i  n.
(1)
From this system it can be readily seen that there are at most three generators for S(C2n). Indeed,
each x¯i can be expressed in terms of x¯1, x¯2 and x¯3. For 5  i  n, ai , bi , ci are defined such that
x¯i = (−1)i(ai x¯1 + bi x¯2 − ci x¯3).
Proposition 1. If the sequence (ci)i5 is extended by c0 = 1, c1 = c2 = c4 = 0, c3 = 1, then the
following equalities hold:
ci = 4ci−2 + ci−1 + ci−3 − ci−4, (2)
ai = ci − ci−1 − ci−2 + (−1)
i
2
, bi = ci−2. (3)
Proof. From Eq. (1) three recurrence relations similar to Eq. (2) are obtained for ai, bi and ci
with 5  i  n. From these relations and the initial values for ci it turns out that the ai’s and bi’s
can be expressed in terms of the ci’s. 
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Proposition 2. For n  0, the following equalities hold:
cn+1 + cn+2 = F 2n , cn+2 − cn = F 2n − F 2n−1, an+1 + an+2 = Fn−1Fn−2. (4)
Proof. From Eq. (2), one gets
(cn+1 + cn+2) = 2(cn + cn+1) + 2(cn−1 + cn) − (cn−2 + cn−1)
for n  3 and c1 + c2 = 0, c2 + c3 = 1, c3 + c4 = 1. Solving the above relations one gets
cn+1 + cn+2 =
[(
3+√5
2
)n + ( 3−√52
)n − 2(−1)n]
5
= F 2n ,
where Fn = 1√5
[(
1+√5
2
)n − ( 1−√52
)n]
is the nth Fibonacci number. Hence cn+2 − cn =
(cn+2 + cn+1) − (cn+1 + cn) = F 2n − F 2n−1, and
an+1 + an+2 = cn+2 − cn − cn − cn−12
= F
2
n − F 2n−1 − F 2n−2
2
= Fn−2Fn−1. 
Some well-known identities which will be used later for the Fibonacci numbers are listed in
the next remark, the most of these identities can be found in [12].
Remark 3. For all n,
F2n = Fn(Fn+1 + Fn−1), (5)
F 2n+1 − F 2n = Fn+2Fn−1, (6)
Fn+1Fn−1 = F 2n + (−1)n, (7)
FnFn−3 = Fn−1Fn−2 + (−1)n, (8)
F 21 + F 23 + · · · + F 22m+1 =
2(F4m + 2m)
5
, (9)
F 21 + F 22 + · · · + F 2n = Fn+1Fn+2, (10)
F2n+2 − 1 =
{
FnFn+1 + FnFn+3, n is even,
Fn+1Fn+2 + Fn−1Fn+2, n is odd, (11)
F2n−2 + 1 =
{
FnFn−1 + FnFn−3, n is even,
Fn+1Fn−2 + Fn−1Fn−2, n is odd. (12)
Lemma 4. For m  0, then
c2m+2 = F2mF2m+1 − 2(F4m + 2m)5 , (13)
c2m+1 = 2(F4m + 2m)5 − F2mF2m−1, (14)
a2m+2 − 1 = F2m−2F2m+1 − F4m + 2m5 . (15)
Y. Hou et al. / Linear Algebra and its Applications 418 (2006) 457–467 461
Proof. The first identity holds from the following
c2m+2 = F 22m − c2m+1
= F 22m − (F 22m−1 − c2m+1) = · · ·
= (F 22 + F 24 + · · · + F 22m−2 + F 22m) − (F 21 + F 23 + · · · + F 22m−1)
= (F 21 + F 22 + · · · + F 22m−1 + F 22m) − 2(F 21 + F 23 + · · · + F 22m−1)
By (9), (10)= F2mF2m+1 − 2(F4m + 2m)5 .
The second identity can be proven in the same way. For the third identity,
a2m+2 − 1 = c2m+2 − c2m+1 − c2m − 12
= c2m+2 − F
2
2m−1 − 1
2
= F2mF2m+1 − F
2
2m−1 − 1
2
− F4m + 2m
5
By Eq. (6)= F2mF2m+1 − F2m−3F2m+1
2
− F4m + 2m
5
= F2m−2F2m+1 − F4m + 2m5 . 
Theorem 5. For n  5, the relation matrix between the generators x¯1, x¯2 and x¯3 of the abelian
sandpile group on C2n is equivalent to
An =

Fn 0 00 Fn 0
0 F4m+2m5 n

 ,
where n = 2m is even or n = 2m + 1 is odd. In other words, for n  5, one has
S(C2n)
∼=Z3/AnZ3.
Proof. From Eq. (1), a new system of relations between the generators x¯1, x¯2 and x¯3 can be
deduced, that is,

x¯1 = (−1)n+1(an+1x¯1 + bn+1x¯2 − cn+1x¯3),
x¯2 = (−1)n+2(an+2x¯1 + bn+2x¯2 − cn+2x¯3),
x¯3 = (−1)n+3(an+3x¯1 + bn+3x¯2 − cn+3x¯3).
Thus, the relation matrix between the generators x¯1, x¯2 and x¯3 is
Bn =

an+1 + (−1)
n bn+1 −cn+1
−an+2 −bn+2 + (−1)n cn+2
an+3 bn+3 −cn+3 + (−1)n

 .
In order to prove the theorem, it suffices to prove that the matrix Bn is unimodular equivalent
to An. The proof is divided into two cases in terms of the parity of n.
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Case 1: n = 2m + 1.
In the case of n = 2m + 1, by bn+1 = b2m+2 = c2m and Proposition 2 and Remark 3,
Bn =

a2m+2 − 1 c2m −c2m+2−a2m+3 −c2m+1 − 1 c2m+3
a2m+4 c2m+2 −c2m+4 − 1


∼

 a2m+2 − 1 c2m −c2m+2−(a2m+2 + a2m+3) + 1 −(c2m + c2m+1) − 1 c2m+2 + c2m+3
a2m+3 + a2m+4 c2m+1 + c2m+2 + 1 −(c2m+3 + c2m+4) − 1


∼

 a2m+2 − 1 −(c2m+2 − c2m) −c2m+2−(a2m+2 + a2m+3) + 1 −(c2m + c2m+1) − 1 + (c2m+2 + c2m+3) c2m+2 + c2m+3
a2m+3 + a2m+4 (c2m+1 + c2m+2) − (c2m+3 + c2m+4) c2m+3 + c2m+4 − 1


=

 a2m+2 − 1 −F2m−2F2m+1 −c2m+2−F2m−2F2m + 1 F 22m+1 − F 22m−1 − 1 F 22m+1
F2mF2m+1 F 22m − F 22m+2 −F 22m+2 − 1


∼

 F
2
2m+1 F2m+1(F2m + F2m−2) −F2m+1F2m−2
F2m+1F2m+3 F2m+1(F2m + F2m+2) −F2mF2m+1
−c2m+2 −F2m−2F2m+1 a2m+2 − 1


∼

 F
2
2m+1 3F2m+1F2m −F2m+1F2m−2
F2m+1F2m+3 3F2m+1F2m+2 −F2mF2m+1
−c2m+2 −c2m+2 − F2m−2F2m+1 a2m+2 − 1


=

F2m+1 F2m 0F2m+3 F2m+2 0
0 0 1



 F2m+1 0 F2m+10 3F2m+1 −2F2m+1
−c2m+2 −c2m+2 − F2m−2F2m+1 a2m+2 − 1

 .
Since
det

F2m+1 F2m 0F2m+3 F2m+2 0
0 0 1

 = det
(
F2m+1 F2m
F2m+2 F2m+1
)
= 1,
Bn ∼

 F2m+1 0 F2m+10 3F2m+1 −2F2m+1
−c2m+2 −c2m+2 − F2m−2F2m+1 a2m+2 − 1


∼

 F2m+1 0 00 F2m+1 −2F2m+1
−c2m+2 −F2m−2F2m+1 + a2m+2 − 1 a2m+2 + c2m+2 − 1


∼

 F2m+1 0 00 F2m+1 0
−c2m+2 −F2m−2F2m+1 + a2m+2 − 1 x

 ,
where
x = a2m+2 + c2m+2 − 1 + 2(−F2m+1F2m−2 + a2m+2 − 1)
= 3(a2m+2 − 1) + c2m+2 − 2F2m−2F2m+1
= F2mF2m+1 + F2m−2F2m+1 − F4m − 2m (By Lemma 4)
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= F2mF2m+1 + F2mF2m−1 − 1 − F4m − 2m (By Eq. (8))
= F2m(F2m+1 + F2m−1) − F4m − 2m − 1
= −(2m + 1).
Hence
Bn ∼

F2m+1 0 00 F2m+1 0
c2m+2 F2m−2F2m+1 − a2m+2 + 1 2m + 1


∼

 F2m+1 0 00 F2m+1 0
−2(F4m+2m)
5
F4m+2m
5 2m + 1


∼

F2m+1 0 00 F2m+1 0
0 F4m+2m5 2m + 1

 .
Case 2: n = 2m is even. The result can be proven in the same way. 
As a by-product, one has
Corollary 6 [11]. The number of spanning trees in C2n is
τ(C2n) = nF 2n .
It follows from Theorem 5 that the cyclic group ZFn is always a summand of the sandpile
group S(C2n). The structure of the sandpile group S(C2n) will be determined in the next section.
3. The Smith normal form of S(C2n)
It is known that the sequence {Fn mod 5e}n0 is periodic and the (shortest) period of this
sequence is 4 · 5e for each e  1 (see, for example [13]). Thus
Fx+4y5e ≡ Fx mod 5e.
Let F−n = (−1)n+1Fn. The following identity can be found in [9], which can be proven by
induction.
Fkn+r =
k∑
h=0
(
k
h
)
Fhn F
k−h
n−1 Fr+h (16)
for k  0 and every integer r .
From the above identity and the facts F−1 = F1 = F2 = 1, F0 = 0, F3 = 2, F4 = 3, F5 = 5,
one has
F5n = Fn
(
5F 4n−1 + 10FnF 3n−1 + 20F 2n F 2n−1 + 15F 3nFn−1 + 5F 4n
)
, (17)
F5n−1 = F 5n−1 + 10F 2n F 3n−1 + 15F 3nFn−1 + 10F 4n Fn−1 + 3F 5n , (18)
F5n+1 = F 5n−1 + 5FnF 4n−1 + 20F 2n F 3n−1 + 30F 3nFn−1 + 25F 4n Fn−1 + 8F 5n . (19)
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In this section, some identities of Fibonacci numbers modulo 5e+1 are shown, which will be
used in the proof of the main result of this section.
Lemma 7. Let e  0. Then
F4·5e ≡ 3 · 5e mod 5e+1,
F4·5e−1 ≡ 5e + 1 mod 5e+1,
F4·5e+1 ≡ 4 · 5e + 1 mod 5e+1.
Proof. This lemma can be proven by induction on e. If e = 0 the lemma is clearly true, and when
e = 1, F20 = 6765 ≡ 15 mod 52, F19 = 4181 ≡ 6 mod 52 and F21 = 10,946 ≡ 21 mod 52.
Suppose the lemma is true for some e  1. Since 2e + 1  e + 2 for e  1 and by virtue of
the induction assumption, the following relations can be obtained:
5F 24·5e = 5(3 · 5e + a5e+1) for some a ∈ Z
= 52e+1(3 + 5a)2
≡ 0 mod 5e+2,
5F4·5eF 44·52−1 = 5(3 · 5e + a5e+1)(5e + 1 + b5e+1)4 for some a, b ∈ Z
≡ 5e+1(3 + 5a) mod 5e+2
≡ 3 · 5e+1 mod 5e+2,
F 54·5e−1 = (5e + 1 + b5e+1)5
≡ 5e+1 + 1 mod 5e+2.
Thus, by Eqs. (17)–(19) and the induction assumption, the following relations can be obtained:
F4·5e+1−1 = F5·4·5e−1 ≡ F 54·5e−1 mod 5e+2
≡ 5e+1 + 1 mod 5e+2,
F4·5e+1 = F5·4·5e ≡ 5F4·5eF 44·5e−1
≡ 3 · 5e+1 mod 5e+2,
F4·5e+1+1 = F5·4·5e+1
≡F 5c·5e−15 + F4·5eF 44·5e−1 mod 5e+2
≡ 4 · 5e+1 + 1 mod 5e+2.
This completes the proof. 
In a similar way, one can prove
Lemma 8. Let e  0. Then
F2·5e−2 ≡ 4 · 5e + 1 mod 5e+1,
F6·5e−2 ≡ 2 · 5e + 1 mod 5e+1,
F14·5e−2 ≡ 3 · 5e + 1 mod 5e+1,
F18·5e−2 ≡ 5e + 1 mod 5e+1.
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If 5e divides m then 5e divides F4m and thus 5e divides F4m + 2m. The next two lemmas are
more.
Lemma 9. Let 5e|m. Then 5e|F4m+2m5 .
Proof. If 5e+1|m then 5e+1|F2m + 2m and the result follows. Let 5e|m but 5e+1 m. Then m =
5e+1y + x5e, for some y, x ∈ Z and 1  x  4. Hence 2m = 2x5e mod 5e+1 and by Lemma 6,
then
F4m = F4x5e+4y5e+1
≡F4x5e mod 5e+1
≡


3 · 5e mod 5e+1, x = 1
5e mod 5e+1, x = 2
4 · 5e mod 5e+1, x = 3
2 · 5e mod 5e+1, x = 4.
Hence 5e|F4m+2m5 . 
Lemma 10. Let 5e|2m + 1. Then 5e|F4m+2m5 .
Proof. By Eq. (11), then
F4m + 2m
5
= F4m − 1 + 2m + 1
5
= F2m+1(F2m + F2m−2) + 2m + 1
5
.
As in the proof of the above lemma, let 5e|2m + 1 but 5e+1  2m + 1. Thus 2m + 1 = 5e+1y +
x5e, y, x ∈ Z and 1  x  4, and just one of x and y is odd. Then 4m = 2y5e+1 + 2x5e − 2,
2m = x5e − 1 mod 5e+1. If y = 2a and x is odd, then
F4m = F2x5e+4a5e+1−2
≡F2x5e−2 mod 5e+1
≡
{
4 · 5e + 1 mod 5e+1, x = 1
2 · 5e + 1 mod 5e+1, x = 3.
If y = 2a + 1 and x is even, then
F4m = F(2x+10)5e+4a5e+1−2
≡F(2x+10)5e−2 mod 5e+1
≡
{
3 · 5e + 1 mod 5e+1, x = 2
5e + 1 mod 5e+1, x = 4.
Hence 5e|F4m+2m5 . 
Theorem 11. Let n  3. Then
S(C2n)
∼=Z(n,Fn) ⊕ ZFn ⊕ Z nFn
(n,Fn)
.
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Proof. For n = 3 or 4, the result follows from that S(C23 )∼=Z2 ⊕ Z6 and S(C24 )∼=Z3 ⊕ Z12. For
n  5, it suffices to prove the Smith normal form S = diag(S11, S22, S33) of the matrix An in
Theorem 5 is the diagonal matrix:
(n, Fn) 00 Fn 0
0 0 nFn
(n,Fn)

 .
For n = 2m or n = 2m + 1, we have
S11 =
(
n, Fn,
F4m + 2m
5
)
,
S11S22 =
(
nFn, F
2
n , Fn
F4m + 2m
5
)
= Fn
(
n, Fn,
F4m + 2m
5
)
= S11Fn,
S22 = Fn, S11S22S33 = nF 2n .
Thus, in order to prove Theorem 11, it suffices to prove that S11 =
(
n, Fn,
F4m+2m
5
)
= (n, Fn).
Case 1: n = 2m even. For each common factor d of 2m and F2m, if (d, 5) = 1 then d is also
a factor of F2m(F2m−1+F2m+1)+2m5 = F4m+2m5 ; if d = 5e for some e  1, then d is also a factor of
F4m+2m
5 by Lemma 8. Hence
(
2m,F2m, F4m+2m5
)
= (2m,F2m).
Case 2: n = 2m + 1 odd. As F4m+2m5 = F2m+1(F2m+F2m−2)+2m+15 , for each common factor d of
2m + 1 and F2m+1, if (d, 5) = 1 then d is also a factor of F4m+2m5 ; if d = 5e for some e  1, then
d is also a factor of F4m+2m5 by Lemma 9. Hence,
(
2m + 1, F2m+1, F4m+2m5
)
= (2m + 1, F2m+1).
4. Concluding remarks
In this paper, the structure of the sandpile group on the square of a cycle is studied and the
explicit Smith normal form of this group is given. It is observed that the group is never cyclic, but
is always the direct sum of two or three cyclic groups. Also as a by-product it is shown that the
cyclic group ZFn is always a summand of S(C2n). It may be interesting to investigate when the
sandpile group S(C2n) is the direct sum of three cyclic groups, that is, when the greatest common
divisor of n and Fn is greater than 1. It is easy to see that if 5 or 6 divides n then (n, Fn) > 1 and
we conjecture that if (n, Fn) > 1 then 5 or 6 divides n. It is not known whether this Fibonacci
number’s problem has been addressed (to author’s knowledge).
For strip graph with n vertices, which defined in [11], the number of spanning trees of it is
F2n−2, it is not difficult to obtain its sandpile group is a cyclic group ZF2n−2 .
Let 1  s1 < s2 < · · · < sk be integers. The undirected circulant graph Cn(s1, s2, . . . , sk) has
n vertices labelled 1, 2, . . . , n with each vertex i (1  i  n) adjacent to the vertices i ± s1, i ±
s2, . . . , i ± sk mod n. Then the cycle Cn and its square are the circulant graphs Cn(1) and Cn(1, 2),
respectively. In [19] Zhang et al. proved that the number of spanning trees of Cn(s1, s2, . . . , sk)
is
τ(Cn(s1, s2, . . . , sk)) = na2n,
where an satisfies a linear recurrence relation with order at most 2sk−1. It is interesting to
describe the structure of sandpile group on the circulant graphs Cn(s1, s2, . . . , sk), in general.
It is worth pointing out that the cyclic group Zan is not necessarily an invariant factor of the
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Smith normal form of the sandpile group S(Cn(s1, s2, . . . , sk)). For example, by some calcula-
tions, we have τ(C21(1, 3)) = 21 × (41 × 41 × 13)2, but S(C21(1, 3))∼=Z41 ⊕ Z41 ⊕ Z41×13 ⊕
Z41×13×21. Hence Z41×41×13 is not an invariant factor of the Smith normal form of the sandpile
group S(C21(1, 3)).
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