Abstract
Introduction
The geographical and taxonomic distribution of variation in mitochondrial DNA (mtDNA) is commonly used to reconstruct the evolutionary history of populations and species (Avise, 1994) . However, our understanding of mtDNA population genetics is too uncertain to allow definitive conclusions to be drawn in many of these studies. MtDNA is often used instead of nuclear DNA because it is more accessible, and conclusions are drawn based on the assumption that nuclear and mtDNA variation are distributed similarly. This is clearly a mistake in some situations (Birky et ai, 1989; Melnick and Hoelzer, 1992; Taberlet et al., 1994) . To improve the validity of population-and species-level conclusions drawn from mtDNA data, we must refine our understanding of the factors affecting the evolutionary dynamics of mtDNA within and among populations. 'The Harry Frank Guggenheim Foundation, 527 Madison Avenue, New York, NY 10022; Departments of Biology and Environmental and Resource Sciences, and Graduate Program in Ecology, Evolution and Conservation Biology, University of Nevada Reno, Reno, NV 89557; and 3 Departments of Anthropology and Biological Sciences, and the Center for Environmental Research and Conservation, Columbia University, New York. NY 10027 To whom correspondence should be addressed While there have been several important analytical contributions to the theory of mtDNA population genetics (e.g., Avise et al., 1988; Birky et al., 1983 Birky et al., , 1989 Chapman et al., 1982; Takahata, 1985; Takahata and Maruyama, 1981; Takahata and Palumbi, 1985) , the complex interactions among many of the natural phenomena observed in biological systems can only be studied by computer simulation (Avise et al., 1984; Neigel and Avise, 1993) . The model presented here examines the influence of social structure, geographical structure, and population size on the evolution ofmtDNA in a simulated population. It is designed to represent the behavior and ecology of macaque monkey populations, because in our own studies of macaque mtDNA we have found unusual patterns of genetic diversity. Many species of macaques exhibit extraordinarily high levels of intraspecific mtDNA diversity Melnick and Hoelzer, 1995) . Thus, one of our goals was to evaluate the effects of specific features of macaque population biology on mtDNA evolution.
Macaques live in complex social groups that are organized around matrilineal relationships (Melnick and Pearl, 1987) . This is particularly relevant to the evolution of mtDNA, because mtDNA is transmitted only from mother to offspring, as a haploid genome without recombination . Therefore, the evolutionary history of mtDNA is identical to a matrilineal family tree. Along with their mitochondrial haplotype, daughters also inherit their dominance rank within the group (Walters and Seyfarth, 1987) . As in most mammals, female macaques are more philopatric than males, but macaques exhibit this pattern in an extreme form. Females very rarely emigrate from their natal social group, while males virtually always emigrate prior to reaching sexual maturity (Melnick and Pearl, 1987) . Female migration occurs primarily through group fission (Dittus, 1988) .
A second goal in the formulation of this simulation was to be able to generalize its application beyond the macaque model. Toward this end, the computer program allows the user to select the pattern of female migration (group fission or individual migration) and specify the reproductive fitness associated with each dominance rank.
The program is called SHINES, for Monkey SHINES (Simulation of Hereditary Innovations in Neutral Evolution of Simians). The 'neutral' qualifier refers to the selective neutrality of mtDNA haplotypes in the model.
System and methods

Language
SHINES is written in Microsoft BASIC and compiled with Microsoft's BASIC Professional Development System, version 7.0. It will compile, however, with any of the last few versions of the QuickBASIC compiler.
SHINES runs on IBM-type PCs, and the compiled, executable program benefits from a math co-processor, as it contains code specifically intended for that chip. A computer of 486 class or better is recommended, as the microprocessors in these machines have an intrinsic math co-processor.
Use
The program allows up to ten sets of runs at a time and up to twenty runs per set. (A 'set' refers to multiple simulations using the same array of parameter values, described below.) A run ends when all animals in the population are descended from the same founder, that is, when all but one of the one hundred starting matrilines are extinct. However, all runs go for at least 10000 generations regardless of whether the single-founder state has been reached. This provides a run-length minimum for purposes of comparison. The results of all runs in each set are maintained by the program for computation of basic statistics at the end of the set.
A range of run parameters, such as mutation rate, migration interval, and migration type, is input by the computer operator at the outset of a series of sets. Parameters are specified for each set, the parameters applying to all runs within a set. (For convenience, a standard set of parameters is automatically loaded from disk onto the input screen at start-up, as some parameters are generally constant across all simulations. The operator is thus required to key in only parameters that differ from these typical values.)
The random-number generator intrinsic to the BASIC compiler is used to produce random numbers where needed. At the start of a series of sets, the random number generator is seeded with an eight-digit number. If the operator doesn't specify a number, the seed is taken from the number of seconds elapsed since midnight, a function of the system clock. Since the sequence of random numbers produced is always the same for a given seed, the operator can replicate a series of runs exactly, which is useful mainly for debugging during program revision.
Algorithm
Figure 1 provides an overview of the program logic.
Population structure, dominance rank, and reproductive success
The simulated population consists of 25 local groups arranged in a 5-by-5 geographical matrix. Each local group includes four dominance-rank categories. The relationship between dominance-rank and fitness is operationalized as different survival probabilities for the offspring of the different ranks. In this way the model incorporates the relationship between dominance rank and access to resources that affect reproductive success Pittus, 1977 Pittus, , 1979 Mori, 1979) . The survival probabilities for each of the four ranks, which can take any value from 0 to 0.99, are assigned by the operator prior to each run. The population is represented in the program by a three-dimensional matrix of size 25 (groups) by four (dominance ranks per group) by 60 (animals per rank, maximum). (The geographical arrangement of groups is not represented in the population array.)
At the outset of a run, each dominance rank is seeded with either one, two, or three females (i.e., a single value for all ranks in all groups in a given run), creating initial population sizes of 100, 200, or 300 females. Each of these 100 founding matrilines is assigned a single unique mutation. In the first generation, therefore, the members of each matriline differ from members of all other matrilines by two mutations. Daughters inherit from their mothers their rank along with their matriline membership and mtDNA haplotype. However, while an animal's matriline membership never changes, its rank affiliation can change if it moves out of its natal group through migration or group fissioning or if it gets shifted into another rank within its own group (see below).
Reproduction and mutation
In every generation, every adult female produces two daughters. There is no overlap of generations; a female produces its offspring and then dies. Daughters are then subjected to the survival probability of their inherited rank. Thus, for the purposes of this study, the many potential sources of variance in female reproductive success are lumped into differential offspring survival.
Surviving offspring are assigned new mutations according to the mutation rate specified by the operator at the outset. On the production of an offspring, a random number between 0 and 1 is generated; if this number is less than the specified mutation rate, a mutation is assigned. (There is no provision for reverse, convergent or parallel mutations.) Estimates of natural mutation rates for mtDNA range from (5 x 10-9) to (5 x 10-8) mutations/ site/yr, after selection (Wallace et ai, 1987) . A mtDNA molecule of 16 800 base pairs (Hayasaka et ai, 1988) and a generation time of 10 years (Dittus, pers. comm.) , the values for macaques, yield a mutation rate of approximately 0.01-0.001 mutations/genome/generation.
Rather than having the program keep in memory each living animal's haplotype (the string of mutations it has inherited plus any newly arisen mutation), surviving daughters are assigned single identifier numbers through which their haplotypes can be readily reconstructed when necessary, such as when genetic distances are calculated. This technique minimizes the use of computer memory, requiring only one sizable data structure, a one-dimensional array, in addition to the population array. An individual's identifier number is the same as the identity of the most recently occurring mutation it has inherited. Thus, a surviving daughter is either given the same identifier as its mother or, if a new mutation occurs in the daughter, given the number of that mutation as its identifier.
In the one-dimensional array mentioned above, each element contains the identifier of the mother of the animal in which a particular mutation arose. Thus, element(n) holds the identifier of the mother of the animal in which the nth mutation occurred. As a consequence, the mutation array is a linked list, each element pointing to another. Element 500 might contain the number 420, which would be the identifier of the female in whose daughter the 500th mutation occurred. Element 420, in turn, would contain the identifier, say 129, of the animal in whose daughter the 420th mutation occurred, and so on.
Because the mitochondrial genome is inherited intact, undergoing no genetic recombination, an individual's mitochondrial haplotype will be identical to its mother's, excepting any mutations that arise in that individual. Thus, each living individual carries every mutation (barring multiple mutations at a single site) that has occurred in its direct matrilineal ancestors. Reconstructing this history-and hence this animal's haplotype of mutations-requires only that we use the animal's identifier as the point of entry into the mutation array and then follow the pointers, traversing the array 'backwards' until we reach the first mutation that occurred in this animal's matriline (Figure 2) . The founder or founders of each matriline, the only animals present at the start of a run, are, as mentioned above, given a unique mutation. This mutation is identified by a negative number, between -1 and -100. Thus, the subroutine that constructs an animal's haplotype stops when it reaches an element containing a negative number, having arrived at the animal that gave rise to the first mutation in this matriline (after the 'original' mutation, i.e., the one that defines this as a distinct matriline).
Population control
The size of dominance ranks is not directly constrained, but the size of each local group is limited to 2.5 times the initial group size. When initial group size is eight (initial matriline size of two), the maximum group size is 20. (These figures refer only to the number of adult females in a group, of course.) Local groups of real organisms are typically limited by the abundance and distribution of resources and predators (Pulliam and Caraco, 1984; Wrangham, 1987) . In primate societies the maximum 
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Haplotype Fig. 2 . The haplotype-construction process. The routine for constructing the haplotype of an animal uses its identifier, which refers to the most recently occurring mutation it has inherited, as a pointer into the mutation array. In the example, the focal animal has an identifier of 500, which indicates the element in the mutation array containing the identifier of the animal which produced the most recently occurring mutation (#500) it has inherited. This identifier (420), in turn, contains a pointer to the element (129) holding the identifier of the animal that produced the next most recent mutation (#420) inherited by the focal animal. Traversing the mutation array in this way, starting with the animal's own identifier and ending with that of the founder of its matriline (represented by a negative identifier, -57 in the example), yields the string of mutations, or haplotype. possessed by the animal.
group size is typically less than twice the mean group size, with a range of 1.25 to 3 times the mean (Smuts et al., 1987) . This program thus allows groups to grow to a relatively large size. If a local group's reproduction in any generation exceeds the maximum, the reproduction phase of the simulation is repeated for this group until its size remains within the limit. Group sizes are allowed to vary stochastically below the maximum and, because no minimum group size is set, groups occasionally go extinct, as is true of macaque groups in nature (Dittus, 1988) . Indeed, the simulated population is appropriately described as a metapopulation (Murphy et al., 1990) , since the model allows for both extinction and recolonization of discrete sites.
In addition to the ceiling on local group size, the whole population is subject to a governor to simulate densitydependent mortality. Each generation, the survival probabilities of the four dominance-rank categories are automatically adjusted upwards or downwards by a factor varying as a function of current population size relative to target size. The target population size is equal to the original population size. We are thus modeling a population in demographic equilibrium.
Migration
The rate of migration of individuals can be set to any level between 0% and 99% of the population, and the migration interval-how often migration occurs-can be specified in terms of generations. Migration can be either constrained or unconstrained geographically (but within a single run only one type operates). In both cases, females from the lowest dominance rank (4) of large groups migrate into the lowest rank of smaller groups. All migrants are first removed from their natal groups before any one of them is placed in its new group. This ensures that no animal will be moved twice.
If the receiving group has few residents, then the migrant may ascend in rank (see Redistribution, below); if it is empty, the migrant will occupy the highest rank. This routine thus allows an animal to improve its fitness through migration but prevents it from entering a new group in a dominance position superior to that of any established residents.
Under geographically constrained migration (the twodimensional stepping-stone model; see Kimura and Weiss, 1964) , the largest local group is determined and a randomly chosen animal from its lowest rank is moved into the lowest rank of the smallest neighboring (i.e., vertically or horizontally adjacent) group. Groups in the interior of the matrix each have four neighboring groups: above, below, left, and right. Groups on the edge have fewer neighbours. If more than one group has the largest size, one of them is randomly chosen as the donor group. Similarly, if two or more of the groups adjacent to the donor group are 'tied' for smallest neighbour, then one is randomly chosen to be the receiver group. The migration process is reiterated according to the specified migration rate.
When migration is not constrained geographically (the island model; see Wright, 1931 Wright, , 1943 , an individual is moved from the lowest rank of the largest group into the lowest rank of the smallest group without regard to the physical proximity of the two groups. When there is more than one largest group, more than one smallest group, or both, random choice is used.
Group fissioning
A second kind of migration in the simulation is group fissioning. The frequency of fissioning is set by the operator, with 0-5 groups allowed to split each generation. As with individual migration, fissioning occurs in either geographically structured or geographically unstructured form.
In unstructured fissioning, the occupants of the largest group's lowest two ranks move into the site of the smallest group. (In the case of size ties, random selection is used.) If the territory is not already vacant, its residents are driven to extinction by the fissioning event. This process is repeated the requisite number of times.
Under structured fissioning, the smallest group, or set of groups sharing the smallest size, is determined. Next, the largest group neighbouring the smallest group, or neighbouring one of the smallest groups, is determined. (Random selection is used for size ties.) Fissioning then occurs as under unstructured fissioning, with females moving from the large group into the site of the small group, driving the residents of the small group to extinction if the site is not already vacant. Again, the process is repeated the requisite number of times.
Unlike the case of migration, in which all migrants in a generation are moved at once to preclude multiple migrations of an animal, each fissioning is completed before the next, so that a given group might be affected by more than one fission event in a single generation. For example, groups resulting from fissioning, which will tend to be moderately sized, are at some risk of being eliminated in turn by the invasion of splinter groups resulting from subsequent fissionings.
Redistribution within local groups
Extinctions of ranks within groups, individual migration, and group fissioning can all result in groups with one or more of their four dominance-rank categories empty. Moreover, in nature there is a dominance hierarchy within each matriline (not modeled in this simulation). Although it is more or less determined by birth order, this hierarchy still entails a continual vying for access to resources, with consequent shifts in the fitness potential, i.e., rank assignment, of some animals.
For these reasons, in every generation the members of each group are redistributed among the ranks. The goal is the most even apportionment possible. Where the group total is not a multiple of four (the number of ranks), then some ranks will end up with fewer animals than the others. Which ranks will contain the smaller number is randomly determined. Once the number of animals each rank will contain is arrived at, the actual redistribution occurs through a simple procedure. Proceeding from highest to lowest rank, 'surplus' animals are bumped into the next lower rank or, where there is a deficit, animals are taken from the next lower rank. As a result of this algorithm, an animal could experience a shift across one or more ranks.
Genetic distance calculations
Intragroup and intergroup genetic distances are calculated periodically. Intragroup distance is the average accumulation of mutational differences between all pairs of individuals within local groups. Intergroup distance is the average of accumulated pairwise mutational differences between each individual and all those outside its local group.
Founders
A major focus of the simulation is the effect of various demographic variables on the dynamics of what might be called the lineage-sorting process (Avise et al. 1984 (Avise et al. , 1987 Avise, 1994) . Over generations, the number of founders of the original population still represented by living descendants decreases, the rate and pattern of this lineage extinction determined by several of the parameters in this simulation. The number of founders still represented in the population is calculated at an interval specified by the operator.
Substitutions
The number of generations between the outset of a run and the point when all founding matrilines but one have gone extinct is the lineage-sorting period. This is recorded by the program, along with the number of mutations that are shared at that point by all extant members of the population. Such 'fixed' mutations are known as substitutions. The number of substitutions is then periodically recorded at an interval specified by the operator.
Implementation
Exploration of various combinations of parameter values has demonstrated that some combinations retard the extinction rate of mitochondrial lineages to such a degree that the program terminates due to memory limitations before the lineage sorting period is completed. Factors that contribute to exceptionally long lineage sorting periods include a large population and large differences among the fitnesses of the dominance ranks. However, for most realistic parameter values, the program is able to run to completion. Figure 3 presents results from two runs in which three parameters were varied at once: fissions per generation (3 vs. 0), migration rate (0 vs. .01), and survival probabilities (.5,.5.,.5.,.5 vs. .8, .6, .4, .2). Note that setting the survival probabilities associated with the four ranks to the same value is equivalent to eliminating dominance with respect to fitness, although the presence of subdivisions within groups may still influence mtDNA dynamics. For example, even when fitnesses have been equalized, migrants still come from lower ranks rather than high. As a consequence, the probability of becoming the ancestress of the entire population, which requires migration, may vary by rank. This variance might be expected to prolong the lineage sorting period relative to a model in which (contrary to the case of macaques) all animals within a group had the same likelihood of migrating. On the other hand, the redistribution process will 'demote' a certain number of high-ranking animals at each generation, making them subject to migration. It is thus not clear how great an effect the presence of subdivisions will have on lineage sorting period, but our results indicate no detectable effect when fitnesses are equal, at least when migration rate is greater than approximately 5% (see below).
A second potential effect of the presence of group subdivisions even in the absence of rank differences in fitness derives, again, from the fact that migrants come from lower ranks. Because migrants are chosen from relatively large groups and move to relatively small ones, it is possible that membership in a low rank is advantageous to the extent that members of small groups have slightly higher numbers of offspring than those in groups of maximal size, whose reproduction will sometimes be suppressed by the model's group-size limit. Here again, however, it is difficult to predict the effect of this feature of the program, since at least two other features would work against this advantage of moving to a small group: 1) each migration, by slightly reducing the population in the large donor group, will entail a slight increase in average fitness within that group if it would otherwise have exceeded the group size limit; and 2) animals in small groups are at risk of being forced to 'extinction' by the incursion of a splinter when a group fissioning occurs elsewhere. Whatever the net effect of these factors might be under various combinations of Fig. 3. Summary pages from two sets of runs. The top half of each page presents the parameter settings for a set. The bottom half presents the results. All of these figures are averages for the runs in a set except for samples sizes, equilibriums, and standard deviations. Equilibrium refers to the generation in which genetic distances begin to fluctuate randomly rather than continue to increase. It is operationally defined as the generation in which at least half of the runs of a set show a decrease in distance relative to the previous calculation of distance. The equilibrium point is determined separately for inter-and intra-group distance. The figures for inter-and intra-group distance are means of all of the distance calculations from the equilibrium generation forward. Sample size indicates how many distance calculations are included in these means, as the different runs in a set last for differing numbers of generations. The single-foundress generation is the first point at which all but one of the original 100 matrilines are extinct. Fixations refers to the number of mutations that are shared by all members of the population at the single-foundress generation, and the clock rate is the number of fixations divided by the single-foundress generation.
parameter settings, we would expect them to have only small influences on mtDNA evolutionary dynamics. The results in figure 3 suggest that one or more of the parameters varied between these two runs play a strong role in the model, although the reader cannot discern the separate effects or interactive effects of these parameters, since they were varied together. Analysis of hundreds of runs in which parameter values were systematically varied indicates that group fissioning has only a minor effect on substitution rate and on lineage-sorting period, the time until only one founder remains represented in the population.
Eliminating dominance by equalizing fitness across ranks generally increases the effective substitution rate because mtDNA polymorphisms are lost from the population more quickly. For the same reason, in the absence of dominance, the effective substitution rate generally decreases as population is increased. Substitution rate is generally unaffected by migration rate. Under various dominance gradients, the substitution rate is similarly affected by population size and generally insensitive to migration rate, although it takes a marked step up once migration rate exceeds .7, whether migration is geographically constrained (stepping-stone model) or not (island model).
Without dominance, the lineage-sorting period (l.s.p.) is generally unaffected by migration rate; for most rates, the l.s.p. varies around 4N, where N is the number of females in the population. However, the l.s.p. increases sharply as migration rate falls below .05. This increase is more extreme under geographically constrained migration. Under dominance, the lineage-sorting period is generally much longer, and l.s.p. becomes shorter as migration rate increases. At large population sizes, however, the slope of this relationship no longer declines monotonically, with the longest l.s.p.'s occurring at intermediate rates of migration, although the general inverse relationship between l.s.p. and migration rate is still evident.
These generalizations obscure some very interesting discontinuities in the functional relationship between these parameters and genetic distance, substitution rates, and lineage-sorting period. A thorough discussion of simulation results will appear in Hoelzer et al., submitted.
Discussion
Research in behavioral genetics is intended to clarify the influence of genes on behavior. The computer model presented here was designed to do the opposite, that is, to explore ways in which behavior influences the rate of genetic change and the way those changes are distributed in geographical space and generational time. The latter relationships are, of course, of little consequence to our understanding of genetic evolution among very simple organisms, but they are critical in reconstructing the evolution of complex organisms like social birds, social mammals, and especially our closest relatives, the anthropoid primates (i.e., monkeys and apes).
Empirical studies have revealed some very unusual aspects of the distribution of female-inherited mtDNA variation in the anthropoid primates, including rapid rates of nucleotide substitution (Williams, 1990; Williams et al., unpublished data) , high levels of divergence and marked geographical patterning of mtDNA variants within species Hoelzer et al., 1994) , and numerous instances of molecular paraphyly that differ from phylogenetic reconstructions of species trees using nuclear DNA data . All of these results have contradicted prevailing theory and raised serious questions about the utility of mtDNA in the study of evolution of primates and other social vertebrates (Melnick and Hoelzer, 1993; Hoelzer and Melnick, 1994) . We developed the simulation model presented here precisely to help explain these unusual, contradictory results.
While other simulation models addressing the evolution of mtDNA exist (e.g., Neigel and Avise, 1993) , none has been developed with an eye toward the social complexity of most mammal and bird species. The degree to which aspects of individual behavior and social group organization affect molecular evolution can now be explored in much greater detail with the aid of the model described here. Our initial attempts to clarify the genetic consequences of gender differences in dispersal patterns, matrilineal group structure and group fissioning, and dominance-related reproductive performance have already produced significant results (Hoelzer et al., submitted) and provided at least a partial explanation of empirical data already collected (e.g., Hoelzer et al., 1994) .
Further applications of this model should contribute to detailed explanations of a host of other mtDNA phenomena described by our research group and others.
