This paper revisits the empirical evidence of purchasing power parity under the current float by the recursive mean adjustment (RMA) method (So and Shin, 1999) . We first demonstrate superior finite sample performance of the RMA-based unit root test over the augmented Dickey-Fuller test via Monte Carlo experiments for 18 linear and nonlinear autoregressive data generating processes. The RMA-based unit root test rejects the null hypothesis of unit root for 16 out of 20 current float real exchange rates relative to the US dollar.We also find that the computationally simple RMA-based asymptotic confidence interval can provide useful information regarding the half-life of the real exchange rate.
Introduction
Murray and Papell (2002) employ methods proposed by Andrews(1993) and Andrews and Chen (1994) to correct for the downward median-bias in the persistent parameter estimates and find that confidence intervals for the half-lives of most current float real exchange rates extend to positive infinity. Based on this, they conclude that the univariate estimation methods provides no useful information on the real exchange rates dynamics. Similar evidence is reported by Rossi (2005) .
We revisit these issues by employing an alternative method, recursive mean adjustment (RMA) by So and Shin (1999) , that belongs to a class of (approximately) mean-unbiased estimators. The We first demonstrate superior finite sample performance of the RMA-based unit root test over the ADF test by Monte Carlo experiments for 18 linear and nonlinear autoregressive data generating processes. We also show that, unlike the LS-based methods, a simple RMA asymptotic confidence interval can provide good coverage properties.
To evaluate its practical usefulness, we test the null of unit root for 20 current float quarterly real exchange rates relative to the US dollar using a more powerful RMA-based unit root test (Shin and So, 2001) . Surprisingly, the test rejects the null for 16 countries at the 10% significance level while the conventional ADF test rejects the null only for 5. Second, unlike Murray and Papell (2002) and Rossi (2005) , we obtain compact confidence intervals for the half-lives of those countries that pass the RMA-based unit root test. To the best of our knowledge, our findings provide the strongest evidence for PPP over the current float.
The remainder of the paper is organized as follows. Section 2 describes So and Shin's (1999) RMA and three alternative methods to construct confidence intervals for the persistent parameter estimate. In Section 3, we present Monte Carlo simulation results to evaluate the finite sample performance of the unit root test with RMA. Section 4 reports our main empirical results with real data. Concluding remarks follow in the last section. 
where ρ = P p j=1 ρ j is less than one in absolute value (|ρ| < 1) and ε t is a mean-zero white noise process. Equivalently, the AR model (1) can be alternatively represented by,
which implies the following augmented Dickey-Fuller form,
where k = p − 1, β j = − P p s=j+1 ρ s , and ρ = P p j=1 ρ j as previously defined.
Assuming that PPP holds, the persistence parameter ρ can be estimated by the conventional LS estimator. When p = 1, (1) can be written as,
By the Frisch-Waugh-Lovell theorem, (4) can be equivalently estimated by,
Note that ε t thus η t is correlated with the demeaned regressor (s t−1 −s) because ε t is correlated with s i for i = t, t + 1, · · · , T , which is embedded in the regressor (s t−1 −s) throughs. Since the exogeneity assumption fails, the LS estimator,ρ LS , is biased. The bias has an analytical representation and one can obtain the exactly mean-unbiased estimate by using a formula by Kendall (1954) . 3 This paper corrects for the bias by employing an alternative method, the recursive mean adjustment (RMA), proposed by So and Shin (1999). The RMA method is computationally simple yet powerful and flexible enough to deal with higher order AR models. For this, rewrite (4) as,
orthogonal to the adjusted regressor (s t−1 −s t−1 ), the RMA estimatorρ RMA substantially reduces the bias. 
where s + t = s t − P k j=1ρj,LS ∆s t−j and ε
Then, we apply RMA to (7),
where
Finally, the RMA estimatorρ RMA is obtained by,
After estimatingρ RMA and its associated standard error, one can use the RMA-based ADF 
Constructing Confidence Intervals
Given the point estimateρ RMA , it is important to obtain a reliable confidence interval for the estimate. We consider the following three methods to compute confidence intervals: the asymptotic confidence interval, the percentile bootstrap confidence interval, and the bootstrap-t confidence interval.
It is not advisable to use the asymptotic confidence interval forρ LS because its distribution is biased and non-normal. So and Shin (1999), however, show that the asymptotic confidence interval for the RMA estimator has a very good coverage property via Monte Carlo simulations. Instead of discussing details, we provide some illustrative explanations in Figures 1 and 2 .
We first implement a small Monte Carlo simulation experiment to obtain 2.5%, 50%, and 97.5%
quantile function estimates for the sample sizes (N) of 50 and 150 ( Figure 1 ). It should be noted that unlike the LS estimator, the RMA-based t statistic quantile functions are very similar to those from normal approximation-based theoretical quantile functions for both cases of N = 50, 150. As we can see in Figure 2 , empirical distributions of the RMA-based t statistic for an array of different persistent parameters are very similar to the standard normal distribution with negligible bias.
Figures 1 and 2 jointly demonstrate that normal approximation-based confidence band can be used for the RMA method, but not for the LS estimator.
>>> Figures 1 and 2 <<<
The 90% asymptotic confidence interval forρ RMA is,
For the (nonparametric) percentile bootstrap confidence interval, letF be the empirical cumulative distribution function ofρ RMA obtained from nonparametric bootstrap simulations. The 90% confidence interval is, hF
whereF −1 α is the α percentile of the bootstrap distribution.
Finally, the bootstrap-t confidence interval (Efron and Tibshirani, 1993 ) is obtained as follows.
DenoteẐ as the empirical cumulative distribution function of,
whereρ i RMA and se(ρ i RMA ) are the RMA point estimate and the standard error from the i th bootstrap sample. The 90% confidence interval is then obtained by,
whereẑ α is the α percentile of the bootstrap distributionẐ.
Finite Sample Performance
We conduct simulation experiments to explore finite sample performance of the unit-root test with RMA with 18 linear and nonlinear data generating processes (DGP) adopted by Choi and Moh (2007) . The DGPs are summarized in Table 1 . 4 The DGPs consist of various AR models (DGPs 1 to 7), the endogenous and exogenous regime switching models (DGPs 8 to 13) and the structural break models (DGPs 14 to 16). Also we consider two nonstationary processes (DGPs 17 and 18) to explore size of the test. We consider sample sizes of T ∈ {50, 100, 200, 500} and each simulation run consists of 5,000 replications. Each replication generates T +500 observations then discards the first 500 observations to minimize start up effects. We set the values for the associated autoregressive parameter (ρ and ρ 1 ) identical for all the stationary DGPs and consider two different values for ρ (0.5 and 0.9) to gauge the effect of associated AR parameter on power of the test.
>>> Table 1 <<< Given the point estimateρ RMA , it is important to obtain a reliable confidence interval for the estimate. Particularly for the case of highly persistent parameter estimates, confidence intervals provide useful information in exploring dynamics of the time-series of interest. It is well-known that the asymptotic confidence interval forρ LS performs very poorly (see Hansen 1999 , for example).
So and Shin (1999), however, show that the asymptotic confidence interval for the RMA estimator exhibits a very good coverage property via Monte Carlo simulations. To gauge the effectiveness of bias correction attained by the RMA estimator, we consider three alternative ways to compute confidence intervals. They are asymptotic confidence interval (CI A ), the percentile bootstrap confidence interval (CI ρ ), and the bootstrap-t confidence interval (CI t ).
>>> Table 4 <<<
The 90% confidence intervals we got from the percentile bootstrapping are narrow but upper bounds for the persistent parameter estimates are less than unity for all 21 countries. This does not conform to the results of unit-root tests with RMA since the upper bounds are too low with the percentile methods even for the countries where our unit-root test fails to reject the null. By contrast the bootstrap-t method returns higher lower bounds for the parameter estimates but now the upper bounds hit unity for almost all the countries. Only 2 out of 21 countries show less than unity upper bounds at the 90% confidence intervals with bootstrap-t method and the results are not consistent with the unit-root test results in Table 3 .
However, we obtain the compact 90% asymptotic confidence intervals forρ RMA for 16 out of 20 countries. These confidence intervals are also consistent with the results of the unit-root tests with RMA appeared in Table 3 . It seems that the asymptotic confidence interval performs reasonably well in terms of both parsimony and efficiency even though it is computationally simple.
Murray and Papell (2002) claim that univariate approaches provide virtually no useful information on the size of real exchange rate half-lives since the confidence intervals for the point estimates are too wide and often the upper bounds are infinite. However, when we apply RMA to correct for the bias in the LS estimates in univariate ADF regressions, we obtain much tighter confidence intervals for the persistent parameter estimates with less than unity upper bounds. That is, by stark contrast to Murray and Papell (2002), our findings suggest that the univariate methods can provide useful information regarding the size of real exchange rate half-lives with more powerful but straightforward bias correction method of RMA.
Concluding Remarks
This paper revisits the empirical evidence on real exchange rate dynamics with recently developed
RMA method. We demonstrate superior finite sample performance of the RMA-based unit root test via Monte Carlo simulations experiments for 18 linear and nonlinear autoregressive models.
We also show that the normal approximation-based confidence interval can be used for the RMA method but not for the LS estimator. Using the current float quarterly real exchange rate data we Generalized AR(1) 3 y t = ρy t−1 + φy t−1 e t−1 + e t , e t ∼ N (0, σ
AR coefficients 14 y t = α 1 + ρy t−1 + ε t , if t ≤ λT where 0 < λ < 1 Structural Change (SC) y t = α 2 + ρy t−1 + ε t , if t > λT in level 15 iii) The number of lags was chosen by the general-to-specific rule (Hall, 1994) . iv) The asymptotic critical values for the ADF RMA test were obtained from Shin and Soh (2001). v) * , †, and ‡ refer the cases that the null of unit root is rejected at the 10%, 5%, and 1% significance level. ii) The number of lags is chosen by the general-to-specific rule (Hall, 1994) . iii) α L and α R refer to the least squares α estimate and the recursive mean adjustment α estimate, respectively. iv) For each real exchange rate, the 95% nonparametric bootstrap confidence interval was obtained from 2.5% and 97.5% percentile estimates from 10,000 bootstrap replications from the empirical distribution at the least squares point estimates (Efron and Tibshirani, 1993) . Note: 2.5%, 50%, and 97.5% quantile function estimates of the t-statistics from 10,000 Monte Carlo simulations with Gaussian errors are reported.
