We develop a method for producing estimates on the spectral gaps of reversible Markov jump processes with chaotic invariant measures, and we apply it to prove the Kac conjecture for hard sphere collision in three dimensions.
Introduction
In a seminal paper of 1956, Mark Kac [11] introduced a family of continuous time reversible Markov jump processes on the sphere S N −1 ( √ N ) of radius √ N in R N . This family of processes, and its generalizations, have drawn the attention of many researchers. Kac was motivated by a connection, in the large N limit, to the non-linear Boltzmann equation. The connection arrises through a particular "asymptotic independence" property of sequences {dµ N }, where dµ N is a probability measure on S N −1 . This property is possessed, in particular, by the sequence {dσ N } of uniform probability measures on S N −1 ( √ N ). Let v = (v 1 , . . . , v N ) denote a generic point on S N −1 ( √ N ) of radius √ N . Let φ be any bounded continuous function on R k and dγ = (2π) −1/2 e −v 2 /2 dv be the unit Gaussian probability measure on R. As is well known, going back at least to Mehler [13] ,
As long as one only looks at coordinates belonging to a fixed, finite set, in the large N limit, the coordinates in this set are asymptotically independent. The main result of [11] concerned sequences of probability measures {dµ N } on S N −1 ( √ N ) with the property that, for some probability density f on R with zero mean and unit variance,
in which case the sequence {dµ N } was said by Kac to be f (v)dv chaotic. He proved that chaoticity was propagated in time by solutions of the forward Kolmogrov equations associated to the Kac processes. Moreover, if {dµ N (t)} is the sequence of laws at time t starting from an f (v)dv chaotic sequence, {dµ N (t)} is f (t, v)dv chaotic where f (t, v) is the solution of the Kac-Boltzmann equation with initial data f (v). (The Kac Boltzmann equation is a simple model of the Boltzmann equation for a gas in one dimension.) He also made a conjecture, that went unsolved for a long time, concerning the spectral gap of the generator of this family of processes. Since the processes are reversible, their generators are self adjoint, and it is not hard to see that the null space is spanned by the constants. Kac conjectured a gap ∆ N separating 0 from the rest of the spectrum that is bounded below uniformly in N . That is, lim N →∞ ∆ N > 0. This was finally proved by Janvresse in 2000 [10] , and shortly afterwards the exact value of ∆ N for all N was determined in [3] . A few years after his original work, Kac returned to these problems [12] , but this time for a physically realistic model of a gas in three dimensions undergoing "hard sphere" collision that conserve energy an momentum. As he showed, this physical model would have, through propagation of chaos, a direct connection to the actual Boltzmann equation for hard sphere collisions, and not only a toy model of it. However, in the physical model, the rates at which different pairs of molecules collide depend on their velocities: The rates are not bounded away from 0, and there is no bound from above that is uniform in N . It is much harder to estimate spectral gaps for the generators of jump processes with rates that are not bounded from below, and the lack of un upper bound that is uniform in N makes it much harder to prove propagation of chaos.
In this paper, we prove the Kac conjecture for the Kac model with hard sphere collisions in R 3 . We do so using a method that has three essential components. These are:
(1) The introduction of a conjugate process, in which at each step all but one of the velocities are updated. The rates in this process are still not bounded below, but they depend only on the one velocity that is left fixed during the jump. There is also a simple connection between the spectral gaps of the original process and the conjugate process, and the central problem becomes the determination of the spectral gap for the conjugate process.
(2) Quantitative estimates on the chaoticity of the sequence of invariant measures: We prove and apply estimates quantitatively expressing the near independence of any finite set of coordinates for large N (3) A trial function decomposition: We decompose any trial function f for the spectral gap problem into 3 pieces, f = s + g + h that are mutually orthogonal in the L 2 space for the invariant measure, and, due to quantitative chaos estimates, are nearly orthogonal with respect to the inner product given by the Dirichlet form of the conjugate process. Each of these pieces has a particular special structure that facilitates the proof of estimates of the type we seek.
The first two components have been present in our work on Kac type models since our early papers [3, 4] on the models (as in [11] ) with uniform jump rates, though in the early papers, the conjugate process is not considered explicitly as a process. However, the connection between its spectral gap and the spectral gap for the Kac process has been central to the approach from the beginning. Work by two of us and Jeff Geronimo [6] dealt with the quantitative chaos estimates need for the three dimensional energy and momentum conserving collision considered here, but applied them to "Maxwellian molecules" models which, unlike to hard sphere model, has rates that are bounded below. There too, the approach yielded the exact value of the the spectral gap for a wide class of Maxwellian molecules models.
Finally in [5] we proved the Kac conjecture for a "hard sphere" model with one dimensional velocities, and introduced a somewhat simpler version of component (3), the trial function decomposition. In application to kinetic theory, as explained in [5] , the spectral gap in the symmetric sector; i.e., for functions that are invariant under permutation of coordinates, is especially impor-tant. It is this quantity that may be related to the spectral gap for the linearized Boltzmann equation, and one would like to have explicit estimates on this gap. Therefore, in [5] we worked hard to render all estimates as sharp and explicit as possible, and to treat only the symmetric sector for which fewer estimates were required.
It was clear to us at the time we wrote [5] that we had a general method that would prove the existence of a spectral gap, uniformly in N , for the physical three dimensional hard sphere Kac model, and we announced this in several lectures. The result is quoted in reference 9 of [14] , as a personal communication, and used in the development of the quantitative treatment of propagation of chaos that is provided there. After our paper [5] appeared with the details provided only for the symmetric sector and the one dimensional model, Stéphane Mischler and Clément Mouhot asked us several times to provide the details. This paper answers their request, and moreover, in the course of preparing this answer, it has provided a clearer picture of the how the method explained [5] in can be extended and applied to more complicated models, such as the main example treated here.
The method to be explained here may be applied to a wide class of sequences of reversible Markov jump processes whose sequence of invariant measures satisfies certain "quantitative chaos" estimates that are specified here. The method is not at all restricted to the treatment of the symmetric sector, and perhaps had we explained the method in [5] without obscuring it behind the detail of so many explicit computations, necessary for the precise quantitative estimates obtained there, this would have been clear some years ago.
Therefore, in the present paper, we prove the Kac conjecture for hard sphere collisions in three dimensions without any symmetry condition in as simple a manner as possible to provide a clear view of the method. To do this, we make use of constants C that change from line to line but are independent of N that are not explicitly evaluated here, but easily could be -at the expense of more pages and less clarity.
In addition to the applications to quantitative propagation of chaos developed in [14] , uniform bounds on the spectral gap are important in certain problems concerning the hydrodynamic limits of certain kinetic models, as explained in [9] . These authors considered a model one dimensional model essentially equivalent to the one considered in [5] , and asked for the spectral gap. Sasada [16] provided the answer to the question they raised, noting that she could not simply apply the result of [5] as it applied to the symmetric sector only. This is true, but as shown here, the method used in [5] may readily extended to answer a much broader range of questions. Much beautiful work has been done on the question of estimating spectral gaps for Kac type processes, and we refer to the papers of Sasada [16] and Caputo [1, 2] , in addition to our own papers cited here, for significant contributions. However, it is not clear to us that any of the other methods that have been developed for this class of models applies to the main example at hand which is considerably more complex that the models considered most other work.
The Kac collision process
For N ∈ N, p ∈ R 3 and E > |p| 2 , let S N,E,p be the set consisting of
In what follows, a point v ∈ S N,E,p specifies the velocities of a collection of N particles with mass 2, so that E is the kinetic energy per particle, and p is one-half the momentum per particle. We consider the Markov jump process on S N,E,p that was introduced by Mark Kac [12] describing a random binary collision process for the N particles. The collision mechanism conserves energy and momentum, and thus if the process starts on S N,E,p , it will remain on S N,E,p for all time.
Recall that a random variable T with values in (0, ∞) is exponential with parameter λ in case Pr(T ≥ t) = e −λt . When the collision process begins, associated to each pair (v i , v j ), i < j, is an exponential random variable T i,j with parameter
where 0 ≤ α ≤ 2, and α = 1 is the case of main interest: As explained in [12] , (1.1) is motivated by a connection between the Kac process and the Boltzmann equation, and α = 1 corresponds to "hard-sphere collisions". T i,j represents the waiting time for particles i and j to collide, and the set of these random times is taken to be independent. The first collision occurs at time
As is well known [7] , the minimum of an independent set of exponential random variables is itself exponential, and the parameter of the minimum is the sum of the parameters of the random variables in the set. In particular, if α = 0, T is exponential with parameter N , and the expected waiting time for the first collision of some pair to occur is 1/N . At the time T , the pair (i, j) furnishing the minimum collide: The state of the process "jumps"
, where only v i and v j have changed. Since the process is conceived to model momentum and energy conserving collisions we require that
Then by the parallelogram law, it follows that
Given v i and v j , the kinematically possible collisions of particles i and j; i.e., those satisfying (1.3), may be parameterized in term of a unit vector σ ∈ S 2 , the unit sphere in R 3 as follows:
At the random time T , the pair of particles furnishing the minimum in (1.2) undergoes one of these kinematically possible collisions which is selected according to the following rule: There is given, as part of the specification of the process, a non-negative, even function b on [−1, 1] such that for any fixed σ ′ ∈ S 2 , with dσ denoting the uniform probability measure on S 2
The example of main interest is b(x) = 2|x| .
(1.7)
When α = 1 and b is given by (1.7), the Kac process models "hard sphere" or "billiard ball" collisions [12] . In any case, as long as This one parameter family of Kac ' collision process is a little more general that the one considered by Kac: There is an extra parameter α that ranges between 0 and 2. The case α = 0 corresponds to Maxwellian molecules as in [11] or [6] . The case α = 1 is the hard sphere case that is our main focus. The case α = 2 is the case of "super hard spheres" and estimates for this case will be useful in our study of α = 1. Villani [19] discovered in the context of entropy production estimates that analysis of the non-physical case α = 2 could provide very helpful information on the physical cases α ≤ 1, and we make essential use of this insight in our analysis of spectral gaps.
The generator of the Kac process
The object of our investigation is the spectral gap for the generator of the Markov semigroup associated to this process. For any continuous function f on S N , define
One readily computes that
where
We can write this more succinctly as
Note that by (1.4) and (1.5),
This together with (1.4) once more shows that rates for the jump from v to R i,j,σ v and from R i,j,σ v to v are equal. This is the property of "detailed balance" or "microscopic reversibility". The analytic expression of this is self-adjointness of the generator L N,α : Let dσ N denote the uniform probability measure on S N,E,p . (Note that S N,E,p is isometric to a sphere to a sphere of radius N (E − |p| 2 ) in R 3N −4 , and by uniform, we mean uniform with respect to the symmetries of this sphere.)
For any two unit vectors σ and ω, one sees from (1.5) that
From this and the fact that the measure dσ N ⊗ dσ is invariant under
it follows that for any two continuous functions f and
Notice that the formulas (1.10) and (1.11) do not involve the parameters E and p, and hence our notation references only N and α. Define the quadratic form E N,α by
A simple computation using (1.12) shows that
One sees from this expression that L N,α is a negative semi-definite operator, and that provided b is continuous at 1, L N,α f = 0 if and only if f is constant. We are interested in the spectral gap of the operator L N,α on L 2 (S N,E,p , σ N ):
For fixed N , the dependence of ∆ N,E,p on E and p is quite simple: Consider the point transformation
is evidently unitary. A simple computation then shows that
As an immediate consequence,
The dependence of ∆ N,α (E, p) on N is not so simple. Nonetheless, we have seen that the problem of estimating the quantity v is essentially the same as the problem of estimating ∆ N,α (1, 0). We therefore simplify our notation:
1.1 DEFINITION (Spectral gap). The spectral gap for the N particle Kac model is the quantity
In what follows, we shall write S N to denote S N,1,0 , and shall consider the Kac process on S N unless other values of E and p are explicitly specified. The Kac conjecture for hard sphere collisions [12] is that lim inf N →∞ ∆ N,1 > 0 . Our main reuslts proves somewhat more: 
for all N . In particular, this is true with b given by (1.7) and α = 1, the 3 dimensional hard sphere Kac model.
The conjugate Kac process and its generator
Our method involves the introduction of another family of reversible Markov jump processes on S N that are conjugate to the Kac process. For fixed N and α, this process is described as follows: Given v ∈ S N , Let { T 1 , . . . , T N } be N independent exponential variables such that the parameter
As explained before, the maximum possible value of |v k | 2 on S N is N − 1, and thus λ k ≥ 0, with equality only when |v k | 2 takes on its maximal value.
The first jump time is T = min{ T 1 , . . . , T N }. At the jump time, if k is the index furnishing the minimum, v jumps to a new point on S N such that v k is unchanged, but conditional on v k , the other coordinates are redistributed uniformly. That is, the process makes a conditional jump to uniform, conditional on v k which is held fixed. After the jump, the process starts afresh. This completes the description of the conjugate Kac process.
Note that the conjugate process is trivial for N = 2, since then v 2 = −v 1 , so that given one velocity, the other is known exactly, and the "conditional jump to uniform" is no jump at all in this case. However, alsready for N = 3, the process is far from trivial.
N , which is exact for α = 0. In this case, we have N independent Poisson clocks with rate 1 N each, so that the mean waiting time for some jump is 1. Given that all but one particle's velocity moves with each jump, the waiting mean time for each velocity to update is of order 1 for α = 0.
For α > 0, the rates λ k ( v) are not bounded away from 0. However, at most one of them can be very close to zero for any given state v. This is because, λ k ( v) = 0 if and only if |v k | 2 takes on its maximum value, N − 1. For at most one value of k is it possible that |v k | 2 > 1 2 N , and for
, for large N , the expected waiting time for a jump is very close to 1/N , and this one jump will bring N − 1 of the particles very close to equilibrium. If the expected waiting time were exactly 1/N and the jump took all N particles to equilibrium, the spectral gap would be exactly 1 − 1/N . This is not misleading; we shall show that for the conjugate Kac process, the spectral gap is indeed 1 − 1/N plus lower order corrections.
To write down the generator, introduce the conditional expectation operators P k , k = 1, . . . , N , defined as follows:
For any function φ in L 2 (S N ), and any k with 1 ≤ k ≤ N , define P k (φ) to be the orthogonal projection of φ onto the subspace of L 2 (S N ) consisting of square integrable functions that depend on v through v k alone. That is,
for all continuous functions g on R 3 . In probabilistic language, P k φ is the conditional expectation of φ given v k :
The generator of the conjugate Kac process is then given by
which is the analog of (1.10). Define the quadratic form D N,α by
The spectral gap for the conjugate Kac process is the quantity defined by
The following theorem bears out the heuristic discussion in Remark 1.3
1.4 THEOREM. For all N ≥ 3, and all α ∈ [0, 2], ∆ N,α > 0. Moreover, there is a constant C independent of N such that
(1.23)
1.5 Remark. The constant C is large enough that the first statement does not follow from (1.23) which is only a meaningful bound when N is large enough that the right side is positive.
The link between the Kac process and its conjugate
The following theorem provides the link between the Kac process and its conjugate:
Before proving Theorem 1.6, we recall some explicut formulas that will be useful here and elsewhere. The proof of Theorem 1.6 uses the methods intorduced in [3, 4, 5] . The estimation of ∆ N,α in terms of ∆ N −1,α is based on a parameterization of S N in terms of S N −1 × B where B is the unit ball.
(Note that because of the constraints
The subscript 1 in T 1 indicates that the vector v from B went into the first place. We likewise define T 2 , . . . , T N by placing this coordinate in the corresponding position.
In the coordinates ( y, v) on S N induced by any of the maps T k , one has the integral factorization formula
We now have the means to relate
(1.31)
As the integration on the right is only over the "slices" of S N at constant values of v k , the result is still a non-trivial function of v k . For each fixed v k , the conditional Dirichlet form is simply the N − 1 particle Dirichlet form acting in the y variables. Note that by (1.26) and (1.27), when v = T k ( y, v) and i, j = k,
and thus
Then, using (1.30), one easily checks that
1.5 Proof of Theorem 1.6
Proof of Theorem 1.6. To estimate the right hand side of (1.32) in terms of ∆ N −1,α , we must take into account that for fixed v k , f need not be orthogonal to the constants as a function of the remaining variables y. To take this into account, we use the projection operators already introduced in (1.18) and (1.19) . Using the factorization formula (1.28), we have an explicit formula:
and then using the spectral gap for N − 1 particles and (1.32), one has
The theorem follows directly from (1.33) and the variational characterizations of ∆ N,α and ∆ N,α
Proof of the main theorem
Combining Theorem 1.6 and Theorem 1.4 yields, for a constant C, independent of N > 3,
The main result will follow easily from this, and a bound on ∆ 2,α , and our next task is to prove such a bound.
for some v ∈ S N . This precludes a simple and direct comparison of the Dirichlet forms E N,α and E N,0 . For N = 2, things are much better: Then by definition of S 2 := S 2,1,0 , for all (v 1 , v 2 ) ∈ S 2 , v 2 = −v 1 , and |v 1 | = |v 2 | = 1, so that |v 1 − v 2 | = 2 everywhere on S 2 . That is, for N = 2, there is no significant difference between α = 0 and α > 0. For α = 0 and a number of choices of b, ∆ 2 has been computed in [6] . It is easy to apply the methods there to compute ∆ 2 for b(x) = 2|x|, the hard-sphere choice. Proof. As shown in [6] , the eigenvalues of L 2,0 are given by
where P n denote the nth degree Legendre polynomial with the normalization P n (1) = 1. (This standard notation is used in this proof only; elsewhere in the paper P n denotes one of the projection operators defined in (1.19).) Since P n has the parity of n, and since b is even, λ n = −2 for all odd values of n.
Making direct computations, one finds
Next, using the classical bound (see Theorem 7.3.3 in [17] )
as in [6] , we compute
Since the right side is less the 1/6 for n ≥ 6, it follows that ∆ 2,0 = 5/3. Then, since |v 1 − v 2 | = 2 everywhere on S 2,1,0 , as explained above, ∆ 2,α = 2 α ∆ 2,0 . specializing to α = 1 yields (1.35).
For the second part, on account of what has just been explained, we need only show that ∆ 2,0 > 0 for all such b. Since |P n (x)| < |P n (1)| = 1 for all n > 0 and all −1 < x < 1, as long as b is continuous, (1.36) shows that for each n > 0, λ n < 0. (All that is really required is that the probability measure 1 2 b(t)dt is not concentratedat ±1.) Then application of (1.37) as in [6, Section 2] shows that for some finite consntat C, |λ n | ≥ (1 − Cn −1/2 ). Thus, |λ n | ≥ 1 2 for all but fintely many n and now sup n>0 λ n < 0 follws from λ n < 0 for all n.
We are now ready to prove the main theorem:
Proof of Theorem 1.2. Since ∆ 2,α > 0 by Theorem 1.7, Theorem 1.6 and the first part of Theorem 1.4 yield
and then the obvious iteration yields ∆ N,α > 0 for all N ≥ 2. To go further and prove that inf N ≥2 ∆ N,α > 0, we use the second part of Theorem 1.4:
(1.38) 1.8 Remark. As we shall see, it is possible to explicitly compute the constant C in Theorem 1.4. To keep the presentation free of clutter, we have not carried this through here, but it would be a simple if tedious exercise to track the constants step by step. As for the first part of Theorem 1.4, it is easy to give an explicit lower bound on ∆ N,α for all N ≥ 4, and we do so below. The case N = 3 is more difficult, and we use a simple compactness argument to prove ∆ 3,α > 0. However we do sketch a method for explicitly estimating ∆ 3,α . Thus, the method we employ to prove Theorem 1.2 can be used to prove explicit bounds.
It remains to prove Theorem 1.4, and we prepare the way for this in the next section. Throughout the rest of the paper, we are concerned soley with the conjugate Kac process. All of the analysis that directly involves the Kac process itself is complete at this point.
Estimates for the conjugate process
It is in the proof of Theorem 1.4 that new ideas are required to deal with the non-uniform jump rates of the conjugate process, and we beging with a heuristic discussion of these ideas.
As in the case α = 0, we rely in part on the fact that the invariant measure σ N (of both processes) is chaotic in the sense of Kac. More specifically, it is γ chaotic where dγ = (2π/3) −3/2 e −3|v| 2 /2 dv is the isotropic Gaussian distribution on R 3 with unit variance. This means that for any k ∈ N and any bounded continuous function
That is, as long as k is much less than N , the random variables v 1 , . . . , v k are nearly independent, and by symmetry this is true of any set of k distinct coordinate functions on S N . The notion of chaos was also introduced by Kac in [11] , and the main result of that paper was the for the model with one dimensional velocities and α = 0, chaos is propagated by the dynamics. Propagation of chaos for α > 0 is much harder, and this was only proved later by Sznitman [18] , also in 3 dimensions.
In case α = 0, the range of L N,0 has a special structure that facilitates the study of the spectral gap for L N,0 . The range is the space A N defined as follows:
2.1 DEFINITION. Let A N denote the subspace of L 2 (S N ) that is the closure of the span on functions of the form
for bounded continuous functions ϕ 1 , . . . , ϕ N in R 3 such that S N f dσ N = 0.
When α = 0, A N is not an invariant subspace of L N,α . Nonetheless, as we explain, the gap may be bounded using a trial function decomposition based on A N , and for this the approximate independence that comes along with the chaoticity of σ N is essential.
To see how this works, suppose that one replaces the state space S N with R 3N , and replaces the conjugate Kac process with the "conditional jump to uniform" with respect to dγ ⊗N . In this case, with the invariant measure being a product measure, the corresponding conditional expectation operators P k will all commute. One might therefore expect that the operators P k figuring in the definition (1.20) of L N,α almost commute for large N . Suppose that they exactly commute, or, what is the same thing, that the coordinate functions v 1 , . . . , v k are exactly independent.
Since 0
dσ N , we may assume without loss of generality in (2.1) that S N ϕ j (v j )dσ N = 0 for each j. Granted the exact independence, we would then have that for k = j, P k ϕ(v j ) = 0, while
Thus, for f ∈ A N , f − P k f = j =k ϕ j (v j ), and then, again using the independence,
As we shall show below, the integral over the rate, which is evidently independent of k, is bounded below by 1 − C/N 2 for some constant C that is independent of N . Thus, we would have
which is even better than (1.23). Notice that the independence of the coordinate functions allows us to effectively replace the non-uniform rates in the conjugate process by their averages -and then we are back in a constant rate setting. We shall show below that the approximate independence is enough to obtain such a bound. Of course one must consider trial functions that are not in A N , and for trial functions f that are in A ⊥ N , things are better still. Such functions are in the null space of P k for each k. Therefore, for f ∈ A ⊥ N , we would have from (1.21)
which is a significant simplification of (1.21). It is shown below (see Lemma 2.10 and Remark 2.11) that for some constant C independent of N ,
Combining this with (2.3) would then yield
For α > 0, this is much stronger than than (1.23), and for this bound we do not even use the approximate independence. Since A N is not an invariant subspace for L N,α , one has to show that for g ∈ A N and h ∈ A ⊥ N , D(g, h) is small. We shall show, again using the approximate independence, that
It is the estimate in this step that is responsible for the N 3/2 term in (1.34). A more refined argument, like the one provided for this step in [5] for the model with one dimensional velocities, would presumably improve N 3/2 to N 2 , but since we have elected not to keep track of constants, there is no point in pursuing this here.
Our proof will closely follow these heuristics, but of course we will have to carefully control the departures from exact independence wherever it was used above. To do this, we shall have to further split the components in A N into two pieces that are well-behaved for different reasons.
The next subsection presents the main "quantitative chaos" estimates that we need to control the effects of the weak dependence of the coordinate function for large N . It is important that some of the results turn out to be meaningful even for small N , such as N = 3.
Quantitative chaos
A number of the quantitative chaos bounds that we need may be expressed in terms of the Koperator that we now define:
Let B denote the unit ball in R 3 , and let ν N be given by (1.29) so that for any function ψ on the unit ball, and any k,
We define the correlation operator K on L 2 (B, ν N ) by
K is evidently self adjoint. The spectrum of K is determined in [6] , where the following facts are proven:
2.2 LEMMA. The operator K is compact on L 2 (B, ν N ). The constant function 1 is an eigenvector with eigenvalue 1, the three components of v and |v| 2 − 1/(N − 1) are eigenfunctions with eigenvalue −1/(N − 1), and for N ≥ 3. The given functions span these eigenspaces, and all other eigenvalues are not larger in value than 5N −3 3(N −1) 3 . Therefore, for all ψ 1 , ψ 2 ∈ L 2 (B, µ N ) that are orthogonal to the constants, the three components of v and v 2 − 1,
Equivalently, for all functions ψ ∈ L 2 (B, ν N ), that are orthogonal to 1, the three components of v and v 2 ,
(2.5)
It will be convenient in what follows to think of K as an operator on the subspace H of L 2 (σ N ) spanned by functions of the form ϕ(v k ) for some k.
The spectrum of K thought of this way is, of course, the same, but the eigenfunctions change. For example, now |v| 2 − 1 is an eigenfunction with eigenvalue −1/(N − 1). In this notation, we have that for any function ξ on R 3 so that
This slight abuse of notation will simplify many formulas that follow without introducing any ambiguity.
Since K is compact on H, the subspace of L 2 (S N ) specified in the paragraph above, there is a orthonormal basis of H consisting of ejgenvectors of K. This orthonormal eigenbasis is also determined explicitly in [6] , but all we need to know is that is can be written as {η ι } ι≥0 where η 0 (v) = 1 , η j (v) = √ 3e j · v for j = 1, 2, 3, and η 4 (v) = |v| 2 − 1 .
Let κ ι denote the eigenvalue corresponding to η ι , so that Kη ι = κ ι η ι . Our first application of Lemma 2.2 concerns the norm of functions in A N :
2.3 THEOREM. Let N ≥ 3, and let f = N j=1 ϕ j (v j ) ∈ A N be orthogonal to 1 Then,
6)
is bounded with a bounded inverse. Proof of Theorem 2.3. As noted above, we may assume that each ϕ j is orthogonal to the constants. We expand each ϕ j in the eigenbasis of K as follows:
Then evidently ϕ j 2 2 = ∞ ι=1 |a j,ι | 2 , and for j = k,
Therefore, when f is given by (2.1) and (2.7),
Observe that for ι = 1,
In the same way, we see that N j a j,1 = 0 for ι = 2, 3, 4. Hence we have the identity
3(N −1) 3 , and thus we have the lower bound. For the upper bound, we go back to (2.8) for ι > 4, and write (using κ ι = −1/(N − 1) for ι = 1, 2, 3, 4)
|a j,ι | 2 , using Lemma 2.2 once more yields
Since for all N ≥ 3, There is another type of quantitative chaos estimate that we need. For any functions ξ on R 3 such that ξ(v k ) ∈ L 2 (σ N ) for some (and hence all) k, consider the conditional expectation
for j = k. If the coordinate functions were exactly independent, this would simply be the expectation of ξ(v k ), which is a finite constant. It turns out that when ξ(v k ) is a polynomial in |v k | 2 , the conditional expectation is at least bounded -not only on S N , which is trivial, but the bound is independent of N . Here is one such estimate:
Proof of Lemma 2.5. The formula (1.26) gives us
It is evident that S N−1 | y| 8 dσ N −1 is bounded uniformly in N , and in fact,
In the remainder of this section we collect the other estimates of this type that we need. Their proofs, whihch are more intricate but still largely computational, are presented in Appendix A.
LEMMA.
There is a finite constant C such that for all N > 3 and all v such that v = v N for some v ∈ S N ,
There is a finite constant C such that for all N > 3 and all (v, w) such that
2.2 The operators W (α) and P (α) .
It is useful to introduce some notation before beginning the work of producing lower bounds on D N,α (f, f ), and hence ∆ N,α . Define the self adjoint operator P (α) by
Notice that for each k, both P k and the multiplication operator
are commuting and self adjoint, so that P (α) itself is indeed self adjoint, and even non-negative. Also, since each P k is a projection, we have
Next define the function W (α) by
and we can write:
Equivalently, by the computations just below (1.33),
from which is follows that D N,α (f, f ) ≥ 0 for all f since for each k, (1 + |v k | 2 ) ≤ N . It follows that D N,α (f, f ) = 0 if and only if f − P k f = 0 almost everywhere for each k, and then in this case
Evidently, P (0) is a contraction, and 1 is an eigenvalue of multiplicity one, and the eigenspace is spanned by the constant function 1 [6] . This proves:
2.8 LEMMA. For all N ≥ 2 and all α ∈ [0, 2], and all non-zero f ∈ L 2 (S N ) that are orthogonal to the constants,
We use the following lemma proved in [5, Lemma 3.5]:
2.9 LEMMA. For all 0 < α < 2 and all x > −1,
2.10 LEMMA. For all N , all 0 < α ≤ 2, and for all v ∈ S N ,
(2.24)
is concave on R + for 0 ≤ α ≤ 2, Jensen's inequality yields the upper bound.
To prove the lower bound, we use the inequality (2.22). Then writing 
Expanding the square on the right and applying N k=1 v 2 k = N twice more, we find
The maximum of The extreme points are obtained by permuting the coordinates of (N − 1, 1, 0, . . . , 0). Evaluating the sum at such a point yields the stated bound, The final statement is obvious.
2.11 Remark. Lemma 2.10 shows that for large N ,
The fact that the coefficient of 1/N is no less than −1 is essential for the result that we shall prove. We are particularly concerned with the case α = 1, and shall provide all the details in this case only. For α = 1, the lower bound simplifies further to
It is easily seen that for all N ≥ 2, C N increases as N increases. For small N , we have the explicit values C 3 = 21 32 and C 4 = 64 81 .
We now turn to P (α) . By (2.25), for each k for all v k ,
and by (2.30) and the bounds from Lemma 2.9, 1 +
for all α ∈ [0, 2], where we have made estimates to simplify the right had side. Thus, while W (α) is only constant for α = 0, 2, it is nearly constant for all α ∈ (0, 2) when N is large. However, its range, and hence the spectrum of the multiplication operator specified by W (α) , is a closed interval of positive length.
2.12 LEMMA. For all α ∈ [0, 2], the null space of P (α) is independent of α. If h belongs to the null space of P (0) , then P k h = 0 for each k = 1, . . . N . For all α ∈ [0, 2], the closure of the range of
Proof. Since P (α) ≥ 0, h belongs to the null space of P (α) is and only if h, P (α) h = 0. But
Since w N,α (v k ) ≥ 0 almost everywhere, it must be the case that |P k h| 2 vanishes identically. Thus is h is in the null space of P (α) , P k h = 0 for each k, and h is in the null space of P (0) . Conversely if h is in the null space of P (0) , then P k h = 0 for each k, and then clearly P (α) h = 0. Since each P (α) ≥ 0, the closure of its range is the orthogonal complement of its null space. Since the null space does not depend on α, neither does the range. Evidently, A N is the closure of the range of P (0) .
The spectrum of L N,0
Already in our paper [4] we have proved results that specify the exact spectral gap of L N,α for α = 0. This case is especially ammenable for several reasons. First, since
and hence the problem is to determine the spectrum of P (0) . Second, there is an orthonormal basis of L 2 (S N ) consisting of eigenfunctions of P (0 . This is the case because each P k is an average of rotations, so the finite dimensional spaces spanned by spherical harmonics of given maximal degree are invariant under P (0) , and therefore one can study the spectrum of P (0) by studying the eigenvalue equation P (0) f = λf . This is the approach we took in our previous work. However, this approach cannot work even for α = 2, the next simplest case: In this case, P (2) has an interval of continuous spectrum, as we shall see below. Therefore, we now give another argument that determines the spectral gap of L N,0 that does extend to α = 2 at least.
2.13 LEMMA. For all N ≥ 3,
and the second largest eigenvalue of P (0) , µ (0) , is given by
Proof. The range of P (0) is A N , and it suffices to determine the spectrum of P (0) as an operator
By this computation, with T :
Note that M (0) is unitarily equivalent to the block matrix operator in
It follows that either λ is an eigenvalue of I + (N − 1)K or else λ is an eigenvalue of I − K. Thus, the second largest eigenvalue of M (0) , and hence P (0) , is either 1 + (N − 1)κ, where κ is the second largest eigenvalue of K, or else 1 − κ where κ is the least eigenvalue of K. From the information on the spectrum of K provided in Lemma 2.2, one immediately deduces (2.35), and then (2.34) follws directly.
The spectrum of
After α = 0, the next simplest case is α = 2 since then at least W (2) is constant; as we have seen
It follows that 1 is an eigenfunction for P (2) with eigenvalue 1 − (N − 1) −2 , and it spans the eigenspace. That is, 1 spans the null space of L N,2 .
2.14 LEMMA. For all N ≥ 3, ∆ N,2 > 0.
Proof. The range of P (2) is A N , and as with α = 0, M (2) := T −1 P (2) T has a simple block matrix structure:
bf I is the identity on N j=1 H N,j , and C is given by
Since M (2) and P (2) are similar, they have the same spectrum, and in particular,, the spectrum of M (2) is real. (This is also evident from the identity M (2) = W (2) (I + C), and the fact that for bounded operators A and B on any Hilbert space, AB and BA have the same spectrum.)
Since the range of w N,2 is [0, (N − 1) −1 ], this interval is the spectrum of W (2) . Note that C, and hence W (2) C is compact. By Weyl's lemma, the essential spectrum of T P (2) T −1 , and hence of P (2) , is the essential spectrum of W (2) , which is the interval [0, (N − 1) −1 ]. Hence any spectrum of P (2) 
consists of isolated eigenvalues, and the isolated eigenvlaues can only accumulate at a point in [0, (N − 1) −1 ]. In particular, 1− (N − 1) −2 cannot be an accumulation point, and hence P (2) has a spetral gap below its top eigenvalue 1 − (N − 1) −2 . This proves that ∆ N,2 > 0 for all N ≥ 3.
For α ∈ (0, 2), W (α) is not constant -although for large N it is nearly constant. This means that for such α, one cannot determine the spectrum of L N,α simply by determining the spectrum of P (α) , and moreover, A N is not invariant under L N,α . However, there is a simple comparisson that one can make between D N,α and D N,2 that provides the bound on ∆ N,α that we seek. 
Proof. By (2.32), for all f and k, and all α ∈ (0, 2),
It follows immediately that
and then that
At this point, we have proved the first part of Theorem 1.4, and all that remains is to prove the second part.
3 A sharper lower bound on ∆ N,1 for large N .
In this section we obtain lower bounds on D N,1 (f, f ) for f orthogonal to the constants that become sharper and sharper as N increases. To keep the computations simple, we do this explicitly for α = 1, though the method applies to all α ∈ (0, 2). We shall prove the following, which is simply a specialization of Theorem 1.4:
There is a constant C independent of N such that whenever f is orthogonal to the constants,
The bound (3.1) is meaningless for N such that the right side is negative. However, no matter what C is, there is an N 0 ∈ N such that for all N ≥ N 0 , the right side is positive. From that point on, we have what we need for our induction. The rest of this section is devoted to the proof of Theorem 3.1
The trial function decomposition
We begin by specifying a trial function decomposition that we shall use. Let A N be the subspace of L 2 (σ N ) defined in Definition 2.1. For any f ∈ L 2 (S N ) orthogonal to the constants, define p and h to be the orthogonal projections of f onto A N and A ⊥ N respectively. Then since 1 ∈ A N , h is orthogonal to the constant, and then p = f − h is orthogonal to the constants.
By Lemma 2.12, h is the component of f in the null space of P (α) for each α ∈ [0, 2], and hence
Since p ∈ A N , there is are N function ϕ 1 , . . . , ϕ N of a single variable such that ϕ j (v j ) ∈ L 2 (S N ) for each j, and
not change the sum in (3.4), and we may assume without loss of generality that for each j = 1, . . . , N , φ j (v j ) is orthogonal to the constants. Now notice that for any j, the three components of v j and |v j | 2 − 1 are a set of 4 mutually orthogonal functions, and each is orthogonal to the constants. We make a further decomposition of φ j (v j ) as follows:
3.2 DEFINITION. Let p be a function given by a sum of the form (3.4) where for each j, φ j (v j ) is orthogonal to the constants, define ψ j (v j ) to be the orthogonal projection of φ j (v j ) onto the span of the three components of v j and |v j | 2 − 1, and define
for some a j ∈ R 3 and some b j ∈ R. Define
Finally the trial function decomposition of any f ∈ L 2 (σ N ) that is orthogonal to the constants is given by
where h is the component of f in the null space of P (α) , p is the component of f in the closure of the range of P (α) , and p = g + s is the decomposition of p defined in (3.7).
3.3 Remark. It is easy to see that when p is symmetric under coordinate permutations, one can take the functions ϕ j in (3.4) to be all the same. In particular, each ψ j has the form ψ j (v j ) = a · v j + b(|v j | 2 − 1) for some fixed a ∈ R 3 and b ∈ R. Then
on account of the constraints on the momentum and energy. Hence when p is symmetric s = 0. Hence in this case, the trial function decomposition simplifies to f = g + h, as in [5] .
Each of the components g, s and h have their own special properties that we shall repeatedly use.
(1) A very useful feature of g( v) = N j=1 ϕ j (v j ) is that, on account of Lemma 2.2, for j = k and any function ξ such that
In particular, the different ϕ j (v j ) are nearly orthogonal.
, and for a constant C independent of N , ψ j 4 ≤ ψ j 2 . This is essentially because the integrals ST |v| 2m dσ N are bounded uniformly in N for each m. In particular, if we wish to estimate the L 2 (σ N ) norm of |v k | 2 ψ k (v k ), we can apply Schwarz's inequality to bound this by C ψ k 4 , and then, changing C, to C ψ k 2 . For the components of g we cannot do this, and would have to use the point-wise bound |v k | 2 ≤ N − 1 instead, By Lemma 2.2, for j = k,
which is a weaker "almost orthogonality" property than we have for the components of g. Nonetheless, we shall still have that for large N , s 2 2 ≈ N j=1 ψ j 2 2 , as follows from Theorem 2.3. (3) A very useful feature of h( v) is that P k h = 0 for each k, and in particular, P (1) h = 0.
Lower bound on
For α = 1, the lower bound (2.26) simplifies to
. Now let f be orthogonal to the constants, and let f = g+s+h be the trial function decomposition of f as specified above. This notation will be used throughout this subsection. Note that
The next lemma says that g, s and h are almost mutually orthogonal with respect to the inner product given by D N,1 , and hence the last three terms above make a negligible contribution. This decouples the contributions of g, s and h, which may then be analyzed separately, taking advantage of their different helpful properties.
LEMMA.
There is a constant C independent of N such that for any f ∈ L 2 (σ N ) that is orthogonal to the constants, if f = g + s + h is the trial function decomposition as specified above, then
Proof. Since P (1) h = 0, and since g and h are orthogonal,
The integral in (3.10) vanishes since P k h = 0. To estimate the integral in (3.11),
Next consider the integral in (3.11). It will be convenient to introduce the notation ξ(x) = x 8 for the eighth power. Then, with this definition, the Schwarz inequality, and then application of the K operator,
By Lemma 2.5 below, there is a constant C so that, independent of N , Kξ ∞ ≤ C, Therefore,
Using this in (3.11) gives us 14) and then since Lemma 2.3 gives us
we have that the left hand side of (3.14) is bounded by C N 3/2 g 2 h 2 for a constant C independent of N . So far we have shown that D N,α (g, h) ≥ −CN −3/2 . The same reasoning then shows that
In the same way we show that D N,α (s, h) ≥ −CN −3/2 . Then as before, we also have D N,α (s, −h) ≥ −CN −3/2 , and we conclude that
Finally, we consider D N,α (s, g). This time we must also estimate s, P (1) g . Because the span of {η j,ℓ (v j )} is invariant under P (0) ,
We estimate (3.16) as follows:
.
, the argument used to estimate (3.16) shows that the absolute value of the sum in (3.17) is bounded above by
as we found for (3.16). Since for k = j, P k ϕ j 2 ≤ CN −2 ϕ j 2 , the argument used to estimate (3.16) shows that the absolute value of the sum in (3.18) is bounded above by
even better than the previous bounds. For the terms in (3.19) we have the bound
Finally, for the terms in (3.20), we have the bound
We now turn to the estimation of D N,1 (g, g) and D N,1 (s, s).
3.5 LEMMA. There is a constant C independent of N ≥ 3 such that for all g and s as above,
Proof. Note first of all that
, and thus
By the Schwarz inequality and (2.5), the sum of integrals in (3.23) is bounded above by
Similarly, by (2.5) and Lemma 2.3, the sum of integrals in (3.24) is bounded above by
Using the two bounds we have just derived on (3.23) and (3.24) respectively, yields (3.21).
To prove (3.22), note that
By the constriant equations
proved.
3.6 LEMMA. There is a constant C such that for all N and all g and s as above,
By Lemma 3.7, Lemma 3.8 and Lemma 3.9 the terms in (3.27), (3.28) and (3.29) add up to no more than CN g 2 2 , which proves (3.25). The same argument using the same lemmas proves (3.26).
3.7 LEMMA. There is a constant C such that for all N and all g and s as above,
Proof. For j = k, using the pointwise bound |v k | 4 ≤ (N − 1) 2 and then (2.5),
Then by Theorem 2.3, (3.31) follows. Next,
Then by Theorem 2.3 again, (3.32) follows.
There is a constant C such that for all N and all g and s as above,
Proof. By Lemma 2.6, there is a finite constant C independent of N such that
Then by Lemma 2.3, (3.35) follows. The same analysis yields (3.36) .
3.9 LEMMA. There is a constant C such that for all N and all g and s as above,
(3.37)
Proof. By Lemma 2.7, there is a finite constant C independent of N (but changing from line to line) such that
Note that for i = j,
since in each term we may either replace ϕ i by Kϕ i or ϕ j by Kϕ j , and this gives a factor of CN −2 . Then by Lemma 2.3, i =j ϕ i 2 ϕ j 2 ≤ CN g 2 2 . The remaining terms must be handled differently. For j = 1, . . . , N , let ξ j denote the function ξ j (v) = |v j | 2 ϕ j (v j ), and note that ξ j is orthogonal to the constants. Therefore,
Then by Lemma 2.3, i =j ϕ i 2 ϕ j 2 ≤ CN g 2 2 , and (3.37) follows. Next,
The main term is
and simple estimates show that all remaining terms are smaller.
3.3 Lower bounds on D N,1 (g, g) and D N,1 (s, s)
We are now ready to estimate D N,1 (g, g) and D N,1 (s, s). We first define a quadratic form Proof. This is immediate from (2.26), (3.9) and the definition of F.
3.11 LEMMA. There is a finite constant C independent of N such that for all g and s as above, with F defined by (3.39) Since P (1) h = 0, the lower bound (2.28) yields
adding the estimates completes the proof since f 2 2 = g 2 2 + s 2 2 + h 2 2 .
which is non-negative on the allowed values for (v, w). for all α ∈ [0, 2]. As we have seen, the second largest eigenvalue of P (0) , denoted µ where in the second case we have taken advantage of the the symmetry of P (2) to assume without loss of generality that f is antisymmetric under interchange of v 1 and v 2 .
B.2 LEMMA. For N = 3, the largest eigenvalue of P (2) on the orthogonal complement of the symmetric sector is no greater than 0.735. Thus, either ∆ 3,2 ≥ 0.015, or else the gap eigenfucntion is symmetric. Note that M commutes with rotations so the different angular momentum sectors are mutually orthogonal, and can be considered separately. In each sector, by the usual recursion relations for orthogonal polynomials, the matrix representing M in the eigenbasis of K is tri-diagonal and explicitly computable, and the bounds proved in [6, Section 8] can be used to limit the number of angular momentum sectors that need to be considered. Hence one could obtain explicit bounds this way.
