ABSTRACT
INTRODUCTION
Virtual reality (VR) has received much attention from the research community in the recent years. A popular application area in VR is the viewing of 360 • videos, also known as omnidirectional videos (ODVs in short) [13, 17, 28] . These videos are often viewed using a head-mounted display (HMD), which enables looking around naturally by turning one's head. This form of viewing can provide an immersive and enjoyable experience, and lead to a high sense of presence [1, 3, 7, 17, 21, 24, 35, 36] .
Current research commonly identifies the need to guide 360 • video viewers, as enabling viewers to choose their own viewpoint may result in them feeling lost or missing things [8, 11, 23, 26, 27, 32, 35, 39] . While several methods to guide viewers have been presented, they have focused on limited scenarios and remained small in scale.
In this paper, we contribute to this research problem by introducing social indicators: dynamic guidance methods that automatically visualize areas in the 360 • environment that other viewers commonly looked at ( Figure 1 ). Social indicators collect gaze data from viewers, which are used to recognize popular areas in the content. These areas are then visualized to other viewers according to certain thresholds. We therefore differentiate our work from existing research by 1) basing our guidance on authentic viewers, and 2) providing a guidance method that can be automatically applied to any 360 • content. This approach has the potential to solve several issues and presents several advantages.
First, existing research has largely worked with the assumption that there is prior knowledge of where the viewer should be guided, as is the case with narrative-and taskdriven applications (and therefore, guidance can be designed and tailored for that specific experience). However, there are massive amounts of 360 • content that have no inherent tasks, that viewers explore freely and that may contain multiple points of interest simultaneously. With such content, it is not necessarily clear what should be highlighted to the viewer, and to what extent do viewers want to be guided.
Second, our approach offers flexibility and scalability: at its core, it can be applied automatically to any kind of 360 • content, used for both recorded and real-time viewing, and on a large scale. We predict that dynamic guidance will be particularly important in the near future, as 360 • videos are becoming more popular and live streaming services for 360 • content are on the way. We developed two different social indicators, the Shadow Indicator and the Bubble Indicator. The Shadow Indicator darkens the edge of the viewport to nudge users towards the popular area (Figure 1, left) . The Bubble Indicator displays the popular area more specifically with a bubble (Figure 1 , right). In our study, the indicators were based on gaze data collected from 14 people.
We conducted a 30-participant user study where participants watched 360 • videos with and without the social indicators. Our research questions were:
• RQ1: What are the general characteristics, strengths, and weaknesses of exploring 360 • content on HMDs? • RQ2: How do social indicators in 360 • videos affect the viewing behavior and experience? • RQ3: What characteristics must be accounted for when designing dynamic guidance methods?
The results suggest that the social indicators are a promising method for guiding users that can be applied to any 360 • content. Of our two tested social indicators, the Bubble Indicator successfully guided users towards popular areas and helped them focus without dramatically affecting their viewing behavior. However, users also wanted to be able to explore the content on their own without any visual cues. Therefore, striking a balance between guidance and self-exploration is a critical goal in future virtual experiences. Moreover, participants had varying amounts of interest in what unknown viewers had viewed but expressed a clear desire to know what their friends would be looking at. Our contribution in this paper is twofold. First, our work gives insight into the general viewing behavior and preferences of users when viewing 360 • content. Second, we report the implementation and evaluation of two dynamic guidance methods: we recognize their strengths and weaknesses and assess how they change the viewers' behavior, and derive recommendations for providing successful dynamic guidance in the future. Our results are valuable for building future immersive systems utilizing 360 • content.
RELATED WORK
Many methods for guiding viewers in virtual environments (VEs) have been presented. A common context for this is cinematic virtual reality (CVR), wherein users view immersive 360 • stories using head-mounted displays [8, 23, 26, 27] .
Understandably, in filmmaking (and storytelling) it is imperative that viewers are looking in the right direction during key parts of the story. Prior research has also found that viewers may experience fear of missing out (FOMO) when presented with the freedom to choose their own viewpoint [1, 3, 32, 35, 39] , which is another argument for providing guidance to viewers.
Visual cues can be roughly divided into diegetic cues and non-diegetic cues [23, 27] . Diegetic cues refer to cues that are within the virtual environment, as a natural part of it. An example of this would be a character in the virtual environment pointing the viewer in the right direction. Non-diegetic cues, on the other hand, are separate from the environment, such as an arrow appearing on the heads-up display to point to the direction of the action.
Nielsen et al. [23] studied two guidance methods in a virtual environment: forced rotation, a non-diegetic cue where the user's virtual body would always face the action; and firefly, a diegetic cue where an animated 3D firefly would fly around the virtual environment directing the user's attention to the action. Although the differences between the two visualizations and a baseline condition (no guidance) were minimal, participants felt that the firefly helped them focus their attention better.
Similar to the forced rotation [23] , other works have also investigated automatic panning [15, 19] . While this approach removes the need for the viewer to rotate the view, it also serves fundamentally different use cases, and is not suitable for free viewing of 360 • content on HMDs. In addition to automatic panning, Lin et al. [19] evaluated an arrow that is displayed on the edge of the viewport to point in the right direction. Both guidance methods led to increased focus and higher engagement as opposed to a baseline without guidance.
An interesting method for informing the viewer of events outside their view was proposed by Lin et al. [20] . They overlaid screenshots of other parts of the 360 • environment on the user's viewport, allowing them to see what was going on elsewhere in the scene. Rothe et al. [26, 27] studied the use of lights, movement, and sounds to guide viewers. In their study, the three types of cues performed relatively comparably, but when put into pairs, moving objects with sound were the most effective in drawing the viewers' attention.
Grogorick et al. [9] optimized and evaluated subtle gaze guidance by smoothly altering the luminance of the region of interest. This guidance is removed once the gaze tracking indicates the user looks towards the target. If the indicated area is outside of the HMD viewport, their solution moves the pulsating area within the visible area to indicate the direction where to look.
In summary, current research has largely focused on predetermined and carefully planned visual cues, usually set by the designers. While such cues may work well in specific contexts, they must be designed and implemented for each experience individually. In this paper, we look into guidance methods that can be applied to any 360 • content, even in real-time, by basing the guidance to what is (or has been) popular to other viewers.
We are motivated to explore viewer-based guidance because overall users are highly interested in shared VR experiences [12] , and current research has worked extensively on various shared and collaborative contexts. Examples include viewing 360 • videos together on separate tablets [33] , sharing one's surroundings through a 360 • camera [29, 34] , allowing co-located HMD users and non-HMD users to interact with the virtual environment together [10] , shared, embodied VR experiences [31] , shared outdoor activities through a telepresence robot [14] , and remotely located collaborative wayfinding activities [16] . Still, only a few existing works present visualizations of other viewers' attention in virtual environments. CollaVR [22] allowed two viewers to see the edges of each other's viewport in their HMD, and Sharedsphere [18] allowed a host user to share their view through a head-mounted camera, which was then embedded in the view of a guest VR user.
Existing research has proposed various technical solutions for detecting or predicting viewer attention in 360 • images or videos [2, 5, 30, 38] . We use a similar approach by gathering gaze data from viewers and analyzing it to find popular areas in the videos. However, in this paper, we do not focus on the technical implementation (i.e., saliency detection), but on the user experience and implications of viewer-based guidance.
Because our aim is to explore dynamic guidance that is not dependent on the specific 360 • content it is used with, certain considerations apply. Diegetic cues that blend into the environment may be problematic and not necessarily desirable, and hence we focus on non-diegetic cues. Another consideration is that visual cues representing other viewers' focus are moving constantly at various speeds. Hence, briefly appearing visual cues are unlikely to work, as the direction may change in an instant.
We further separate ourselves from existing work by focusing on free exploration scenarios, where users do not follow a predetermined narrative. Therefore, our aim is to provide guidance that is subtle and helps the user discover interesting things and make decisions on what to view. In contexts presented by existing work, such as storytelling, there is an underlying motivation for the viewer to be guided, but it is unclear how this works in free-form exploration scenarios that contain a lot of movement, such as people and traffic, and whether it has a positive impact on the experience.
In light of these considerations, we designed our dynamic guidance methods, which we will describe in detail in the following chapter. The Shadow Indicator. When a popular area is detected outside the view, a shadow appears on the side of the screen opposite from the popular area. In this case, the shadow appears on the left, hinting that many viewers are focusing on something to the right. The Shadow Indicator is somewhat less obtrusive on the HMD than it appears in the figure.
SOCIAL INDICATORS
For our study, we designed and developed two different social indicators, the Shadow Indicator and the Bubble Indicator. In the following, we provide a rationale for their design, and describe both techniques as well as the details of their implementation.
Our common design goal for the social indicators was to provide users with a subtle guidance system that supports users in the exploration of 360 • content, by offering them a conscious choice between following and ignoring the indicators. To strike this balance, we aimed to make them subtle, i.e., non-intrusive, but also clear enough so that the guidance is separate from the environment (non-diegetic). Therefore, conventional or otherwise highly visible interface elements, such as arrows or pictures on the display [19, 20] , were not considered, and also, guidance methods with a more subconscious design [9] were not considered.
Shadow Indicator
The Shadow Indicator darkens the edge of the screen opposite from the direction in which the point of interest is ( Figure 2) , that is, the object(s) other users are looking at. In this manner, the Shadow Indicator aims to nudge users towards the other direction in a subtle manner, by affecting the viewer's peripheral vision. The indicator only considers horizontal movement, i.e., it appears either on the left or right side of the viewport, to not be too obtrusive and to maintain a clear function. The shadow's strength, i.e., breadth and transparency, is dependent on how far the popular area is. The shadow shrinks and goes transparent as the user nears the area. Fade animations are used to smoothen the appearance and disappearance of the indicator.
Bubble Indicator
The Bubble Indicator visualizes the area that others are looking at with a bubble, i.e., a white circle with no fill. When the target is outside the viewport, the bubble is displayed on the edge of the screen in the target's direction (Figure 3, left) . The size of the bubble indicates the distance to the target and shrinks as the user gets closer. When the target comes into view, the bubble follows the target (Figure 3, right) . In this phase, the bubble's size changes based on how spread the focus points of other viewers are. When a popular area is no longer detected, the bubble fades out.
The Bubble Indicator was partly based on existing work. Bubbles have been used in mobile environments to visualize the locations of off-screen objects [4] , and they were found to be helpful in estimating the distance to the target. The Bubble Indicator works similarly in this respect when the object of interest is off-screen.
Base Data
For the social indicators to work, we collected a set of base data prior to the actual study. This base data would then be analyzed by the social indicators during the study to identify and visualize popular areas of focus.
To gather the base data, we recruited 14 participants (8 males, 6 females) to watch the video material that we would use in the user study. We used the HTC Vive headset with Tobii eye tracker. For each viewer, we calibrated the eye tracker, after which we advised them to watch the videos and look around as they pleased. During their viewing, we recorded their gaze data and head orientation. The equipment and setup were identical to the study, described in the following sections.
Implementation
Gaze Data Clustering. To derive the most popular areas of focus, the same methodology was used for both indicators. For performance reasons, to make our approach suitable for realtime use, the original data from the eye tracker (Rs=120Hz) was downsampled (without low-pass filtering) to 60Hz. For study purposes, however, we performed clustering in a preprocessing step to guarantee that the indicators performed exactly the same for all participants. To compensate for the slower response time caused by the pre-processing step, all base data was advanced 0.3 seconds for both indicators, so users would not perceive the indicators as lagging behind the events in the video. Downsampling was not performed when analyzing the final gaze data from the study participants.
We performed k-means clustering on the gaze direction vectors using a 1/10 th second time window, and with the number of clusters set to k=3 and cosine similarity as the distance metric. Using the value of 1/10 th seconds resulted Figure 3 : The Bubble Indicator. Left: a bubble appearing on the edge of the viewport hints that a large number of other viewers are focusing on something in the bubble's direction. Right: The bubble appearing in the viewport visualizes the area that other viewers focused on. The size of the bubble indicates the spread of focus points. In this case, viewers focused on a firetruck that was passing by. The Bubble Indicator is somewhat more visible on the HMD than it appears on a still image (due to its movement and changing size).
in a sufficiently fast clustering for real-time use with the number of users in our base data, while still providing enough data to lessen the effects of individual sample errors. The number of clusters was chosen to increase stability, and this was coupled with a threshold value: the most popular cluster was required to have a size of 1.35 times the second most popular cluster for the indicator to be shown. We added this threshold to lessen the amount of spurious movement that would otherwise result from having multiple similarly sized clusters. A value of 1.35 was found to significantly reduce spurious movement while still showing the indicator for enough time in each video.
With the clustering and base data described above, a popular area of focus was detected for 68% of the time for the used video material. We hypothesized that this was a suitable value for our evaluation, as the indicators would be there for most of the time and therefore constantly offer viewers the choice between following the indicator and focusing on individual exploration, presumably resulting in better insight about their behavior and preferences.
Implementation of the Shadow Indicator. The gradient function for the Shadow Indicator was chosen to produce a sharp falloff to dark when fully in view ("curtain") and a smooth gradient or no visible gradient at all when the view direction is approaching the cluster centroid. The input to the gradient function was a function of the angle between the HMD forward direction and the target vector, and was smoothed using a low-pass filter.
Implementation of the Bubble Indicator. The Bubble Indicator was positioned at a z-distance of 2 meters from the viewer (as opposed to the video, which was 9 virtual meters from the camera). When the target was in view, the bubble was positioned at the target and size of the bubble was scaled linearly based on the number of gaze points in the target cluster. The size was clamped to a minimum of 0.54m and maximum of 1.8m in diameter. When the target was not in view, the Bubble Indicator was positioned on the left or right side of the HMD and the size was scaled linearly, depending on the angle between the target and the HMD forward vector. The position, size, and opacity of the bubble were further filtered using a low-pass filter. The filter for the position had a faster response time than the filters for the size and opacity.
STUDY
To study the effects of the social indicators and gain an indepth understanding of user preferences during the viewing of 360 • videos, we conducted a 30-participant user study. We followed a within-subjects design, where all participants experienced all three conditions: No Indicator, Shadow Indicator, and Bubble Indicator.
Video Material
We used three 3-minute 360 • video clips in 6K resolution. All three videos consisted of three scenes, which were changed every minute. Hence, participants viewed a total of nine scenes lasting nine minutes altogether. The viewer's angle on the horizontal plane was reset at each scene change, so that every participant started exploring each scene from the same direction. The reset in direction was covered with a short fade-in effect during scene change to avoid disorienting the user.
All scenes were filmed in the streets of San Francisco and were similar in terms of content (examples in Figures 1-3) . The scenes aimed to capture a steady flow of people and vehicles and the "buzz" of a city. This way, we aimed to ensure that there were multiple objects and events to focus on, without introducing any clear focus points that would take priority over everything else. The camera height was roughly 170 cm for each scene.
Participants
We recruited 30 participants (15 males, 15 females) through various channels. From the university, we recruited not only students but also administrative staff, and we also sent invitations to nearby companies, and asked them to spread the invitation further. On average, the participants were 32 years old (SD = 9.4), the minimum being 19, and the maximum 58. 11 of the participants were students from varying disciplines, such as computer science, medicine, and social sciences. The remaining 19 participants varied from construction workers to professionals in marketing and administration. All participants were rewarded with a movie ticket.
Eight participants were wearing glasses, of which two removed the glasses for the study. In addition, two participants reported wearing contact lenses. Participants were rather inexperienced regarding 360 • videos and HMDs. 16 participants had no prior experience with 360 • videos, 12 had watched 360 • videos a few times at most, while only two reported having watched such videos several times. 11 participants had no prior experience with any VR technology, e.g., HMDs, and the remaining 19 participants had experienced them a few times at most.
Procedure
Participants first signed an informed consent and filled out a background questionnaire. Next, participants were handed brief instructions about the study procedure in their native language. Most importantly, participants were instructed that they will be watching a set of 360 • videos with an HMD, but they do not have to complete any specific tasks during the viewing of the videos. Instead, they were encouraged to imagine that they were standing at the location waiting for a friend, and that they could look around to pass the time, for instance, by looking at interesting events or people around them. They were also instructed that prior to the actual videos, there will be a quick calibration and a practice video during which they can get accustomed to the HMD.
Participants then put on the HMD. Throughout the study, participants stood in the middle of the room when using the HMD. We used the HTC Vive with Tobii eye tracking. In the beginning, the software showed the participant's eyes and informed them how well the eyes were visible, displaying them in green when they were tracked reliably, and red when the tracking was unstable. Participants could then adjust the HMD so that it was placed firmly and comfortably, and the eyes were visible. Then, a quick calibration was run, wherein participants followed red dots on the screen with their eyes without moving their head. Calibration was done only once and lasted only around 5-10 seconds. However, every time participants put the HMD back on, it was checked with the calibration tool that the eyes were being tracked without problems.
Next, the practice video was shown, during which participants could look around and get a feel for viewing 360 • videos with an HMD. The practice scene was from a park during winter with little to no movement in it. The video lasted for one minute.
Participants then watched three 3-minute videos described earlier. Each video was viewed once. One video was viewed using the Shadow Indicator, one using the Bubble Indicator, and one with no indicator. The order of the three conditions was counter-balanced. Before viewing a video with either indicator, corresponding instructions were handed to the participant on paper, to inform them of what the indicators do and how they work. It was made clear that participants are in no way required to follow the indicators, but rather, they can behave like they want, and make use of the indicators as little or as much as they like. The number of viewers that the indicators were based on (14) was not disclosed to the participants.
After experiencing all three conditions, participants filled out a questionnaire containing questions and statements about the indicators. The order of the question sets was dependent on the balancing of the conditions: participants first answered questions about whichever indicator they experienced first. Finally, participants were interviewed. Each session lasted approximately 45 minutes.
RESULTS
In the following, we first analyze the gaze data collected during the experiment. Then, we report the results from the questionnaires and interviews.
Gaze Data
For the gaze data, we had three primary interests. First, we assessed how much the HMD users' gaze differs from their head orientation in different conditions. Second, we evaluated whether the indicators made viewers look into the popular visualized areas, i.e., whether viewers followed the cues. Third, we measured the overall distance that the participants' head and gaze moved in each condition, to assess whether the social indicators affected this aspect of viewing behavior.
Gaze Versus Head Orientation. On average, the viewers' gaze was 14.8 degrees away from the head's orientation, i.e., the HMD's viewport center. This difference is significant and argues for the use of gaze data instead of only head orientation. Previous research has similar results: head movement may serve as an initial indicator of attention, but misses much of what can be uncovered with gaze data [6, 25] .
For the conditions, the average values were 14.8 degrees for No Indicator, 14.5 degrees for Shadow Indicator, and 15.1 degrees for Bubble Indicator, and no statistically significant differences were found. Hence, the indicators did not result in increased discrepancy between gaze and head orientation. We find this somewhat surprising considering that the indicators often appeared on the edge of the viewport, which we assumed would lead to users' gaze targeting the edges more often, but this did not seem to be the case.
Attention Towards the Popular Areas. To assess whether the indicators affected viewing behavior, we measured the average distance (in degrees) of the viewers' gaze to the center of the popular focus area across all conditions. For this measurement, we only accounted for the time periods when a popular focus area was recognized, from the first moment when the indicator starts fading in and has not yet reached full opacity, until the moment when the indicator first starts to fade out. The spread of the indicator (the popular area) did not affect this metric. We also note that while the popular areas were not visualized in any way in the No Indicator condition, the popular areas were still known, and hence we included the No Indicator as a baseline for this measurement.
When no indicator was active, participants looked 81.7 degrees away from the popular areas on average. With the Shadow Indicator, the average distance was slightly shorter at 79.1 degrees, and with the Bubble Indicator noticeably shorter at 74.5 degrees. A repeated measures ANOVA revealed a significant main effect (F(2, 58) = 4.134, p = 0.021), and pairwise comparison with Bonferroni correction showed a statistically significant difference between the Bubble Indicator and the No Indicator conditions (p = 0.016). Hence, the Bubble Indicator was successful in guiding the viewers' attention towards the popular areas.
Viewing Activity. We measured how much the users' gaze and head moved in total (in degrees) in each condition (Table 1) . Since gaze data can be jittery, we ran the analysis using both median-filtered and unfiltered data to be safe. Nonetheless, the amount of head and gaze movement in each condition was similar, as no statistical differences were found.
Since our previous analysis shows that participants successfully followed the Bubble Indicator, the lack of differences in viewing activity means that the indicators did not result in more "hectic" behavior. Rather, participants shifted their attention more towards the indicator instead of, e.g., going rapidly back and forth between the indicator and their own interests.
Subjective Results
Participants answered statements about the indicators on a 7-point Likert scale (Figure 4) . In three of the five statements, a Wilcoxon Signed Rank test revealed a statistically significant difference between the two indicators (p < 0.05), and in one statement, a near-significant difference was found (p = 0.053). First, participants found the Bubble Indicator (Mdn = 4) more pleasant than the Shadow Indicator (Mdn = 3), although neither was rated very favorably. Second, users somewhat agreed that both indicators had an effect on their viewing behavior (Mdn = 5). Third, the Bubble Indicator was expectedly more helpful in pointing out what others were looking at (Mdn = 5) compared to the Shadow Indicator (Mdn = 3) that only visualized the general direction. Fourth, neither indicator made users feel like they were watching videos together with other viewers. Although the difference between the indicators was significant, the more interesting result is that both were rated negatively in this regard (Mdn = 2-3). Finally, the Shadow Indicator was rated more forceful (Mdn = 5) than the Bubble Indicator (Mdn = 3) with a near-significant difference.
In addition, participants were asked to estimate how much they utilized the indicators from the total time that they were visible on an 11-point scale (from 0% to 100%). The Shadow Indicator and the Bubble Indicator were estimated to have been used 30% and 40% of the available time on average, respectively. No statistical differences were found.
Interview Results
In the interview, we asked questions about the participants' experiences and preferences related to viewing 360 • videos in general, their general feelings towards the visualization of other viewers, as well as specific questions about the indicators. We conducted a lightweight inductive content analysis [37] with two researchers where applicable, to identify common themes among participants.
Most participants (19, 63%) did not know the city in which the videos were filmed and were unable to provide a reasonable guess. Six participants (20%) recognized the city, and five participants (17%) guessed it correctly. This general unfamiliarity with the viewed surroundings likely somewhat encouraged exploration. Eight participants reported that they tried to focus on things that would hint where they were. This goal-setting behavior was visible during the study as well: many participants were thinking out loud, reading street names and other signage and wondering where they are.
When asked whether participants are generally interested in what other viewers have looked at in 360 • videos, 10 participants (33%) replied yes, nine replied no (30%), and the remaining 11 (37%) replied depends or somewhat. From the latter group, as many as nine participants provided an extremely similar reasoning about the balance between selfexploration and following the indicators. For instance, two participants explained: "I'd like to explore by myself first, and then see what others are looking at. " (P27, Female/25). "I was curious about others, but I also wanted to give room for myself for exploration. " (P16, Male/29).
When asked whether it would make a difference if the other viewers were people they knew, the majority of participants (24, 80%) strongly agreed, while three somewhat agreed, and three were unsure. Those who agreed provided various reasons for this, the most common being that they are generally interested in what their friends do and would therefore be interested in what they are looking at in a video. Many participants added that they often share the same interests with their friends, and therefore they would assume that an indicator generated by their friends will point to something interesting. Many also reported that the indicators could serve as a point of reference for later discussions about the videos among friends.
Shadow Indicator Feedback. The Shadow Indicator received generally negative feedback. The most common reported issue was that it was too forceful (19) , not allowing viewers to explore freely. 12 participants further explained that the shadow blocked parts of the screen, sometimes preventing them from looking where they wanted to. Four participants explicitly mentioned that upon following the Shadow Indicator, it was sometimes difficult to tell what exactly it was guiding the viewers to.
However, some participants also noted the potential of the Shadow Indicator in certain contexts: "In situations where it's important to guide the viewer the shadow works. " (P8, Male/35). "Works if there's a need to strongly guide the viewer." (P18, Male/34).
Bubble Indicator Feedback. The Bubble Indicator was generally well received by the participants. It was most commonly described as precise (10), subtle (10), and clear (9), and nine participants said that it helped them focus and locate things to look at. Three participants said that it was fun, and another three mentioned that it was easy to follow. Another set of three participants explained that it was easy to quickly glance at the bubble and then return to self-exploration. Two participants summarized their experiences with the Bubble Indicator: "It gave me a choice because it was so subtle. It was easy to notice, but also easy to ignore if I wanted to explore on my own. " (P18, Male/34). "It was subtle and guided me a little bit without being distracting. I also kind of liked following it. " (P10, Female/24).
However, similar to the Shadow Indicator, some participants (12) felt that the Bubble Indicator was also forceful, although this criticism was reported with a noticeably lighter tone. In the case of the Bubble Indicator, the complaint did not seem to come from the visualization itself, but rather, from the frequency of the indicator: "If used less, the bubble would be nice. Now there was a bit too much of it." (P9, Male/25).
Another reported issue (10) about the Bubble Indicator was that it sometimes jumped too quickly from one place to another. This was indeed the case in the occasional situation where the base data viewers' attention shifted quickly. It should be noted, however, that this happened equally with both indicators, but it seems that it was more apparent to viewers with the Bubble Indicator.
Individual Viewing Feedback. Users appreciated the freedom (15), lack of distractions (11), and peacefulness (9) provided by individual viewing, i.e., the No Indicator condition: "It was a more intimate experience because I was truly alone, and no one was pressuring me where to look. " (P17, Female/30). Four participants also mentioned that the experience was more immersive without the indicators, and three reported that without the indicators they were more motivated to explore the environment on their own.
We identified two common negative traits in individual viewing. First, participants reported a lack of engagement (12) without the indicators, mentioning things such as feeling lonely or bored, or lacking focus: "I felt lonelier and more lost, even though I generally like being alone. " (P4, Female/47). The second negative trait was that without any guidance it is easy to miss things (10), as also identified by previous work [1, 32, 35, 39] .
DISCUSSION
Our results provide insight into the experience and preferences of users viewing 360 • videos on HMDs, and provide understanding on the use of social indicators as a form of dynamic guidance. In this discussion, we go through the three research questions we set in the beginning of the study and address them based on our results.
Characteristics of Standard Viewing of 360 • Content on HMDs (RQ1)
Participants seemingly enjoyed the experience and immersed themselves when watching the 360 • videos, which is in line with existing research [3, 7, 17, 21, 24, 35] . In standard viewing of 360 • content (without indicators), a major positive aspect as reported by the participants is that it truly allows freedom to explore as one pleases, without distractions or pressure.
However, we identified two primary negative aspects. First, our study supports the existing notion that there is a need to guide viewers in situations where they can choose their own viewpoint [1, 32, 35, 39] , as our participants also reported the fear of missing out (FOMO), that is, missing something interesting due to looking at something else at the time. Second, participants stated being generally less engaged, by reporting feelings of being lonely or lost, or having difficulty deciding which parts of the environments to explore. These results suggest that there is indeed demand for coming up with ways to improve the viewing experience of virtual environments.
We also provide measures for head and gaze movement during exploration of 360 • videos. The viewers' head moved around 1 700-1 800 degrees per minute, whereas their gaze moved around 11 100-12 800 degrees per minute (4 900-5 300 degrees with median-filtering). Moreover, the viewers' gaze differed an average of 14.5-15 degrees from their head orientation. We also found that the visual cues did not significantly influence these measures. The findings are useful for future studies regarding the exploration of virtual environments, as they offer a set of measures for comparison and help in forming further hypotheses about viewer behavior. Similar measures have been provided by previous research [6, 25] ; however they focused purely on viewing behavior without external cues.
Social Indicators in 360 • Videos (RQ2) Our goal with the social indicators was to not force users to behave in a certain way, but rather, to provide support for the exploration of 360 • videos -help them discover interesting things, make decisions, and provide a more compelling experience overall. With this goal in mind, we discuss our results regarding the effect of the social indicators on the viewing behavior and experience.
One of our interesting findings is that the social indicators did not significantly affect the amount of head or gaze movement, nor did they lead to increased discrepancy between head and gaze orientation. Considering our goals about subtle guidance, we argue this is a positive finding, as users did not dramatically change their physical behavior. For instance, users did not resort to more "chaotic" behavior by, e.g., going rapidly back and forth between the indicators and their own interests, or by looking more towards the edges of the viewport during indicator use.
Of the two tested social indicators, the Bubble Indicator was successful in guiding users, as they focused on the popular areas more than in the other two conditions. On average the popular area with the Bubble Indicator was around 7.2 degrees closer than with no indicator. We argue that this number is significant when considering the situation: users did not follow the indicator all the time. Rather, they were shifting between following the indicator and exploring the environment on their own.
The Bubble Indicator also received positive feedback from the participants, being described as clear, precise, and subtle. Moreover, many participants reported that the Bubble indicator helped them focus and locate things, a finding also reported by Nielsen et al. [23] regarding their diegetic firefly cue. The Shadow Indicator, on the other hand, was unsuccessful. Based on the feedback, users did follow it (although they did not want to) but failed to ascertain which area the indicator was pointing to.
Both indicators were somewhat criticized, however, for being occasionally too forceful. With the Shadow Indicator this was much more evident, as users complained that it blocked the edge of the screen, partly preventing users from looking at what they wanted. The Bubble Indicator received some of the same criticism, albeit more subtly: they reported that the frequent appearance of the indicator made them feel like it was expecting them to follow it. This suggests that the design of the Bubble Indicator per se was successful -it simply appeared too frequently, which can be adjusted as discussed in the next subsection.
Considerations for Dynamic Guidance Methods (RQ3)
Based on our results and the discussion above, we formulate three recommendations for providing dynamically guided viewing experiences for 360 • videos.
Balance Self-Exploration and Guidance. Users highly valued the freedom and calmness of self-exploration, but at the same time reported a lack of engagement and fear of missing things without the indicators. Both indicators were criticized for the fact that they were occasionally difficult to ignore, but the Bubble Indicator received mostly favorable feedback, and helped users to focus on popular areas. A significant number of users explicitly stated that while they were interested in the indicators and what others were looking at, they also wanted room for peaceful exploration of the environment without any additional distractions.
This mix of results strongly suggests that social indicators have great potential in improving the viewing experience, but enough time should be given to viewers to explore on their own without distractions. In our study, the indicators were visible for 68% of the time. We hypothesized that the indicators should appear frequently to offer users a choice between following the indicator and exploring on their own; however, their frequent presence made users feel somewhat pressured. Participants estimated having followed the indicators around 30-40% of the time they were visible.
Based on these results, we estimate that social indicators should not be visible for more than around 40-50% of the total runtime of the experience. This could be achieved, for instance, by introducing another threshold based on which the indicator would pause, e.g., after a long visualization. Another consideration is to give users time in the beginning to familiarize themselves with their surroundings before enabling the indicators.
Pre-Process the Base Data when Possible. To maintain an implementation that could equally be used for real-time visualization of other, simultaneous viewers, we did not preanalyze the base data. We refrained from doing pre-analysis to achieve an all-purpose implementation that could also be used for, e.g., shared real-time experiences in the future. As a result, however, the indicators sometimes jumped quickly from one area to another or vanished very soon after appearing. This problem was also pointed out by the participants.
When real-time visualization is not needed, i.e., when the social indicators are used purely as a form of dynamic, supportive guidance, we recommend pre-processing the base data, through which many improvements can be achieved. Most importantly, the jumping issue can be solved completely by analyzing the data a couple of seconds in advance, as then very briefly appearing popular areas can be ignored.
Moreover, pre-processing allows the visualization of popular areas slightly ahead of time, giving users more time to react. Other thresholds could also be added to ensure stability with more action-focused content by, e.g., discarding focus points that move too fast to be comfortably followed.
Consider Social Scenarios. Participants generally did not feel that they were watching 360 • videos together with other people when using the indicators. This is not surprising considering that the videos were not watched simultaneously with others. Interestingly, though, some participants still reported feeling lonelier without the indicators.
Users had varying amounts of interest in the viewing behavior of other people, as 33% stated being interested, 30% stated being uninterested, and 37% stated being somewhat interested, or being interested with certain conditions, primarily regarding the balance between self-exploration and guidance as already discussed.
However, participants reported a considerably stronger desire to view 360 • videos with social indicators if the indicators were based on their friends. Therefore, social indicators should be considered for social scenarios where, e.g., remotely located friends want to explore virtual environments together.
CONCLUSIONS AND FUTURE WORK
We explored social indicators: dynamic viewer-based guidance methods for viewing 360 • videos on HMDs. Social indicators gather gaze data from viewers to identify popular areas in the videos, which are then visualized to subsequent viewers. Social indicators can be automatically applied to any 360 • content. We designed two social indicators, the Shadow Indicator and the Bubble Indicator, and evaluated them in a 30-participant user study.
Our results can be summarized in three key findings. First, standard viewing of 360 • content on HMDs is appreciated for its calm and distraction-free nature but criticized for lack of engagement and the potential for missing things, which calls for an investigation of subtle guidance methods. Second, social indicators can subtly guide users towards popular areas and help them focus without dramatically affecting the viewing behavior, but they can also be distracting if they are too frequent. Therefore, careful balancing of guidance and self-exploration is required to provide an optimal experience that brings out the strengths of both viewing modes. This balancing can be achieved by introducing a variety of thresholds that control the frequency of the indicators. Third, users exhibit varying amounts of interest towards indicators that are generated by a large, unknown audience, but have a clear desire to utilize social indicators with people they know.
Our work focused on free exploration scenarios, where the 360 • content does not present a clear narrative with specific objects or events to focus on. For this, we chose to use relatively neutral content from the streets of a busy city. We argue this type of content is a good overall representative of content fitting for dynamic guidance, containing many points of interest and elements fundamental to a lot of 360°c ontent, such as interesting scenery, traffic, and people moving all around the scene. Still, it would be interesting to study dynamic guidance with content that presents more unique experiences that are difficult to access otherwise, such as extreme sports or scenes with rare animals. In addition, in this study we focused on scenarios where other people had already watched the videos, and those viewers were not known to participants. Hence, dynamic guidance methods should be evaluated in social, real-time settings, such as with groups of remotely located friends. Finally, our study was conducted using head-mounted displays, which allow the viewport to be turned quickly and naturally. It is therefore unlikely that the presented designs for social indicators would perform similarly with other platforms, such as standard mobile devices. As such, dynamic guidance techniques could be a research topic for a variety of different platforms.
