Summary: Vocal communication of emotion is biologically adaptive for socially living species and has therefore evolved in a phylogenetically continuous manner. Human affect bursts or interjections can be considered close parallels to animal affect vocalizations. The development of speech, unique to the human species, has relied on the voice as a carrier signal, and thus emotion effects on the voice become audible during speech. This article reviews (a) the evidence on listeners' ability to accurately identify a speaker's emotion from voice cues alone, (b) the research efforts trying to isolate the acoustic features that determine listener judgments, and (c) the findings on actual acoustic concomitants of a speaker's emotional state (real or portrayed by actors). Finally, based on speculations about the joint origin of speech and vocal music in nonlinguistic affect vocalizations, similarities of emotion expression in speech and music are discussed.
Emotions produce pervasive, although generally short-lived, changes in the organism as a whole. They represent reactions to events of major significance to the individual and mobilize all resources to cope with the respective situation, positive or negative. The most significant feature of the emotion mechanism is that it produces specific action readiness while providing a latency period that allows adaptation of the behavioral reactions to the situational demands (I-3). One of the major uses of this latency period in socially living species is to predict the likely reaction of others to an action that is "ready" for execution as the result of a particular emotional state. For example, before actually engaging in an aggressive act, I can first shout angrily at someone who has offended me and back down if it turns out that the other is likely to retaliate violently.
Thus, as first demonstrated in Darwin's classic work on the expression of emotion in humans and animals (4) , emotional expression serves the vital function of externalizing an individual's reaction and action propensity and of communicating this information to the social environment. Just as emotion is phylogenetically continuous, found in more or less rudimentary form in many, particularly mammalian, species, so is emotional expression, particularly in species in which social life is based on complex interactions among individuals. All expressive modalities, particularly body posture, facial features, and vocalization, are involved in emotion communication. As far as facial expression is concerned, behavioral and social scientists have made much progress in gathering evidence on the phylogenetic continuity (5) , the universality across cultures (6, 7) , and the rich information content of emotion in facial expressions (8) .
Although less frequently studied than facial expression, the vocal communication of emotion has also been under scrutiny in the biological and psychological sciences. The large majority of all animal vocalizations are affective in nature while, at the same time, serving representational functions (9, 10) . Research on animal communication has demonstrated that in many species affective states, generally linked to changes in physiological arousal, are externalized in vocalizations and serve specific communication functions, often involving acoustic patterns that are similar across species (I 1-15). In close parallel to animal affect vocalizations, we still find rudiments of nonlinguistic human affect vocalizations, often referred to as "interjections," such as "ouch," "ai," "oh," "yuck," etc. Kleinpaul (16) claimed that these reflexive "nature and feeling sounds" sound very much the same when uttered by speakers in different cultures. He insisted on a sharp distinction between spontaneously occurring interjections or exclamations expressing an emotional state and calls or shouts intentionally uttered for communicative reasons. Wundt (17) traced these vocalizations back to inarticulate screams and cries accompanying very intense feelings of aversion, rage, and fear. He distinguished between (a) primary interjections, defined as "nature sounds" and (b) secondary interjections, which become assimilated into the language. Kainz (18) claimed that as civilization advances, emotions are less and less frequently expressed by means of pure "'nature sounds" but rather by interjections that have been assimilated into language.
Linguists interested in speech have also discussed these "prelinguistic fragments" in the flow of speech. James (19) reviews the respective writings of some of the classic authors in the field (Bloomfield, Fries, Jespersen, Sapir) who all agreed on the affective significance of interjections, their "primitive" and noncommunicative nature, and their lack of grammatical structure. Scherer (20) focused on the functions of these affect vocalizations. One can show that these serve practically all of the semantic, syntactic, pragmatic, and dialogical functions of nonverbal behavior in conversation [see Scherer (21) for a more detailed discussion of these functions]. Goffman (22) has provided an analysis of interjections from an interactionist view. He defines exclamatory, nonlexicalized, discrete interjections as "response cries," expressions that he sees as "a natural overflowing, a flooding up of previously contained feeling, a bursting of normal restraints, a case of being caught off-guard." An extensive discussion of such affect vocalizations or "facial/vocal affect bursts" can be found in Scherer (23) .
Historically, there have been many suggestions by both philosophers, e.g., Rousseau and Herder, and natural scientists, e.g., Heimholtz, that both protospeech and protomusic have evolved from such primitive affect vocalizations. Scherer (24) has suggested following up on these early suggestions. He cites ethological work having shown that expression and impression are closely linked (25, 26) , suggesting that, in the process of conventionalization and ritualization, expressive signals may have been shaped by the constraints of transmission characteristics, limitations of sensory organs, or other factors. The resulting flexibility of the communication code may have fostered the evolution of more abstract, symbolic language and music systems. It is noted that this development is likely to have occurred in close conjunction with the evolution of the brain. Just as newer neocortical structures with highly cognitive modes of functioning have been superimposed on older "emotional" structures such as the limbic system, the evolution of human speech as a digital system of information encoding and transmission (and of musical scales and conventions for singing) has made use of the more primitive, analogue vocal affect signaling system as a carrier signal.
As vocalization, which remained a major modality for analog emotion expression, became the production system for the highly formalized, segmental systems of language and singing, both of these functions needed to be served at the same time. Thus, in speech, changes in fundamental frequency (Fo), formant structure, or characteristics of the glottal source spectrum can, depending on the language and the context, serve to communicate phonological contrasts, syntactic choices, pragmatic meaning, or emotional expression. Similarly, in music, melody, harmonic structure, or timing may reflect the composer's intentions, depending on specific traditions of music, and may simultaneously induce strong emotional moods (27) (28) (29) . This fusion of two signal systems, which are quite different in function and in structure, into a single underlying production mechanism, vocalization, has proven to be singularly efficient for the purpose of communication.
In this article it is claimed that emotions differentially shape human vocal expression in speech and music and that listeners are capable of correctly inferring a speaker's emotional state (or an actor/ singer's attempt to portray such a state) from the voice alone. It is instructive to start with the perception of emotion. If it is demonstrated that emotion can be correctly diagnosed from the voice, then clearly the emotions must differentially affect the vocalization mechanism and, in consequence, yield demonstrable differences in acoustic patterning of the resulting sound waves. That the human voice not only permits judging the speaker's emotion but can also induce affect in the listener has been held as self-evident throughout history. In particular, ever since antiquity, different schools of rhetoric have insisted on the powerful effect of emotional expression in the voice on the listener (Cicero, Quintilian).
Even though such effects may seem evident, behavioral scientists require empirical evidence that, indeed, listeners are able to correctly recognize the speaker's emotional state from vocal cues alone, independent of information from situational context or other expressive cues, such as facial expressions, gestures, or posture. The evidence to date is reviewed in the following sections.
JUDGING EMOTIONAL STATES FROM THE VOICE
During the last 50 years, many studies have examined listeners' ability to correctly recognize or infer speaker affect state or attitude from voice samples. In general, researchers have asked speakers (often actors, both amateur and professional) to vocally portray different emotional states while producing a standard utterance (e.g., numbers, letters of the alphabet, nonsense syllables, or standardized sentences). The voice samples are recorded and later presented to lay judges, who are to identify which emotion is expressed in each of the different portrayals.
In a comprehensive review of these studies, Scherer (30) reported an average accuracy of -60%. This is well above what one would expect to obtain if the listener judgments were based exclusively on guessing, i.e., on chance (-12%). The degree of recognition accuracy is impressive given that some of the studies included emotions such as love, pride, or jealousy, which are not part of the set of basic or fundamental emotions (e.g., anger, joy, sadness, fear).
Two recent studies confirm the earlier estimate on vocal emotion recognition accuracy. In a study of disgust, surprise, shame, interest, joy, fear, sadness, and anger, von Bezooijen (31) found a mean accuracy of 65%. Based on another recent series of studies of five emotions fear, joy, sadness, anger, and disgust--using different types of listener groups, Scherer et ai. (32) reported a mean accuracy of 56%. In consequence--after correction for chance guessing and sampling error--the recognition of emotion from standardized voice samples, using actor portrayals, seems to lie at -50%, approximately four to five times higher than what would be expected by chance.
Not all of the different emotions are identified equally well. Sadness and anger are best recognized, followed by fear and joy. Disgust is the worst, with the accuracy barely above chance. The data show the need to analyze the recognizability of different emotions separately using confusion matrices, because errors are not randomly distributed and the patterns of misidentification provide important information on the judgment process. Also, cross-cultural studies are needed to elucidate the role of language, and culture in this process. Frick (33) reviewed work in this area and concluded on the basis of the data that the vocal expression of at least some emotions seems to be universal.
IDENTIFYING THE ACOUSTIC CUES USED IN EMOTION INFERENCE FROM VOICE
If listeners are able to recognize vocally portrayed emotions with better than chance accuracy, one should be able to determine which acoustic cues they perceive and use in the process of attributing emotion to a speaker. In fact, even if the listeners' emotion inference is inaccurate, one would still want to know which vocal cues are attended to and how they are interpreted with respect to the underlying emotional state. Different research strategies have been used to determine the importance of various acoustic cues in the judgment process. (38) used a corpus of affectively laden utterances by civil servants in interaction with citizens to determine which acoustic cues are used by listeners to infer speaker emotion and attitude. Different groups of judges were presented with full audio records, with electronically filtered, randomly spliced, and reversed versions, as well as with verbal transcripts. Virtually all of the affective information was contained in the vocal expression samples (textual cues allowing only an inference of aggressiveness contained in the utterance). Arousal and uncertainty of the speakers were well captured in several masking conditions and seemed to be communicated by F 0 variability and F o mean, respectively.
One of the major issues explored in this study was the nature of the relationship between vocal cues and pragmatic or semantic information. A number of acoustic parameters, in particular F o mean or floor and Fo variability, varied quite continuously with speaker arousal, suggesting a linear covariation or correlation between psychophysiological speaker state and listener judgment. However, this was not the case for one of the prosodic variables studied--intonation contour--where there seemed to be an interaction with the linguistic form of the respective utterance.
. The recent development of electronic sound synthesis procedures allows systematic experimental manipulation of different acoustic cues. In an early study, Lieberman and Michaels (39) studied the effect of systematic variations of Fo and envelope contour on emotion inference. Using the MOOG synthesizer, Scherer and Oshinsky (40) studied the effects of amplitude variation, pitch level, contour and variation, tempo, envelope, harmonic richness, tonality, and rhythm on emotional attributions to sentence-like sound sequences and musical melodies. Table 1 shows the results of this study. The systematic design of the study allows statistical determination of the importance or power of the respective cue for the listener judgment. Tempo of the sounds in the sequence and filtration level (i.e., number of audible higher harmonics) were by far the most powerful cues. Computer-based copy synthesis (or resynthesis) techniques make it possible to take natural voices and systematically change different cues via digital manipulation of the sound waves. In a number of recent studies by Scherer and collaborators, F o level, contour variability and range, intensity, duration, and accent structure of real utterances have been systematically manipulated (41, 42) .
These manipulated voice samples were presented to listeners who judged the apparent speaker attitude and emotional state for each stimulus. The results showed strong direct effects for all of the variables manipulated on these ratings. Relatively few effects due to interactions between the manipulated variables were found. This implies that the synthesized variables independently influenced judges' ratings. Only very minor effects for speaker and utterance content were found, indicating that the results are likely to generalize over different speakers and utterances.
Of all variables studied, F 0 range had the most powerful effect on judgments. Narrow F o range was seen as a sign of sadness or of absence of specific speaker attitudes. Wide F o range was consistently judged as expressing high arousal, producing attributions of strong negative emotions such as annoyance or anger, or for the presence of strongly developed speaker attitudes such as involvement, reproach, or emphatic stress. Furthermore, the data supported the hypothesis, derived from the earlier study by Scherer et al. (38) , that these effects should be continuous, i.e., yielding a linear relationship between the size of F o range and the strength of emotion attribution (Fig. l) . High intensity was interpreted in terms of negative affects or aggressive speaker attitudes. Short voiced segment duration (fast tempo) was correlated with inferences of joy, and long duration (slow tempo) was correlated with inferences of sadness (see refs. 41 and 42 for details of the procedures and results).
In a further study (experiment IV in ref. 41 ), checking on the stability of the effects obtained, a highly trained speaker was asked to portray different emotions while producing a standard utterance. Emotion-specific acoustic characteristics were digitally resynthesized in such a way as to turn the utterance into a neutral rendering. The relative success of this procedure attests to the important role of F o range, intensity, and tempo on the judgment of speaker emotions and attitudes by listeners.
So far, the emphasis has been placed on the recognition of a speaker's emotion from the voice, as- 
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suming that there is a clear criterion for the nature of the emotion present (or, as in most research studies, of an actor's encoding intention). However, the early rhetoricians have claimed that powerful emotional oratory, using voice effects in addition to verbal appeal, is able to induce emotion. Unfortunately, there has been very little research on this issue. A possible induction mechanism might be represented by a process of empathy via motor mimicry as suggested by Lipps (43, pp. 228-231 ; see also refs. 44, 45) .
THE EXTERNALIZATION OF EMOTION IN THE VOICE
The review of the evidence on accurate decoding of emotion from the voice has shown that the infor-mation is obviously there, confirming the early hunches from classical rhetoric. It remains to be shown, then, how emotional arousal affects the vocal organs and to identify emotion-specific acoustic patterning.
Emotion has been defined as consisting of a synchronization of changes in all organismic subsystems, thus accounting for the pervasiveness and power of emotional states (46) . Because vocalization reflects the activity of many different aspects of the functioning of the nervous and somatic systems, one would expect many different determinants of emotion effects on the voice. Some of the major mechanisms involved will be briefly outlined below (see refs. 3, 47, 48 for more detailed discussions). Figure 2 shows some of the main effects of the major neurophysiological structures on the voice production mechanisms. Speech production is mostly controlled by the neocortex. Specific motor commands produce appropriate phonatory and articulatory movements for the desired sequence of speech sounds, including intentionally produced prosodic features (intonation, voice quality). The intended vocal effects are mostly produced by phasic activation of the muscles serving phonation and articulation.
The effects of emotional arousal on the vocalization process are primarily controlled by the iimbic system (11,49). They are generally produced via tonic activation in the somatic nervous system (in particular the striated musculature) and sympathetic as well as parasympathetic activation of the autonomous nervous system. In addition, direct sympathetic or parasympathetic effects such as respiration changes and the secretion of mucus can affect the production of the vocalization.
Given the manifold determinants of voice production processes, even slight changes in physiological regulation will produce variations in the acoustic pattern of the speech waveform. This is shown by the fact that even if a speaker attempts to reproduce a particular utterance in exactly the same way immediately after having spoken it for the first time, some changes are likely to occur. The enormous sensitivity of the acoustic output to minor changes in voice production settings provides a sensitive and rapidly responding system for monitoring emotional arousal, but also introduces a high degree of noise into the system. So far, it may seem as though acoustic patterns automatically mirror emotion-produced changes of the internal physiological system. However, because vocalization has developed in part as a social communicative signaling system, the simple externalization of internal states has been supplemented by display mechanisms producing a specific impression in the listener (independent of internal state). For example, in highly constrained, formal situations requiring politeness or cheerfulness, one will produce the appropriate pleasant voice quality in spite of internally boiling with rage. In the course of the evolution of expressive communication systems, impression models have molded the nature of expression (see ref. 26 , for a thorough discussion of this point) and human vocalization is also partially determined by such social "display rules" (8, 17) . Scherer et al. (14, 50, 51) have introduced the distinction between push effects and pull effects to distinguish among the determining factors that operate on vocalization.
Push effects are produced by the physiological changes that accompany emotional arousal and that consequently change the voice production mechanism in predictable ways (e.g., increased tension of the laryngeal muscles producing higher fundamental frequency of the voice). Pull effects, on the other hand, are independent of the internal physiological processes in the organism. Their origin is found in external factors, such as ritualized or conventionalized acoustic signal patterns, that are required to ensure information transfer, constraints on the acoustic signal structure imposed by a communication channel or the environment, or the need for self-presentation (given the impression formation rules of the listeners). In most cases, the acoustic nature of a vocalization, particularly in humans, is determined by both types of effects: the effects of emotion-related physiological changes internal to the organism, and effects of external constraints or social target patterns. Given the difficulty of disentangling the two types of effects, most studies so far have not differentiated between push and pull effects. Empirical studies on the acoustic patterns of emotional expression in the voice, using objective measurement, have been reported early on (see refs. 3, 30, 33, 47, 48, 52, and 53 for reviews of this early work). Many of these studies have been motivated by the obvious diagnostic implications of vocal analysis, particularly with respect to detecting stress (54) (55) (56) , differentiating types of emotional disorders (depression, schizophrenia), and evaluating treatment effects (see ref. 48 for a review).
Work on the acoustic measurement of natural emotion expression has been handicapped by the practical and ethical difficulties of producing strong emotions in the laboratory. There are also few examples of impromptu recorded instances of vocal emotion expression in real life (such as the famous recording of a radio reporters' emotional commentary on the explosion of the Zeppelin "Hindenburg" in 1937; see ref. 52 ). In consequence, many researchers in this area have used actors as subjects, asking them to vocally portray different emotions, and have analyzed the acoustic features of the recorded portrayals. Although the actors in some of the studies used Stanislavski-like induction techniques, trying to at least partially produce the emotion to be portrayed, one cannot be sure that the results correspond to genuine emotion expression in the voice (see refs. 32 and 34 for a discussion of this point). The present state of the evidence, which is mostly based on studies with actors, can be summarized as follows (see ref. 57 
for details):
Anger: Anger is vocally expressed by an increase in mean Fo and mean intensity. Some studies, which may have been measuring "hot" rather than "cold" anger, also claim higher F 0 variability and a wider range of F0. Further anger signs seem to be increases in high-frequency energy and downwarddirected F0 contours. The rate of articulation usually increases in anger.
Fear: One expects a very high arousal level for fear. Consistent with this hypothesis, the data show increases in mean Fo, in F 0 range, and in highfrequency energy. Rate of articulation increases. In some studies, higher mean Fo is also reported for the weaker forms of fear (i.e., worry or anxiety).
Sadness: In sadness, mean F0, F0 range, and mean intensity all decrease, and Fo contours are generally downward directed. High-frequency energy and rate of articulation decrease.
Joy: Studies consistently show increases in mean Fo, Fo range, F 0 variability, and mean intensity. There is some evidence of an increase in highfrequency energy and in rate of articulation.
Whenever the findings in the literature converge, they are related to autonomic arousal. The vocal cues that indicate arousal or activation are similar across different emotions. So far, there is relatively little evidence for the vocal differentiation of individual emotions on other dimensions such as valence (3). However, because judges are able to recognize the individual emotions on the basis of vocal cues alone, there must be acoustic characteristics that differentiate the various emotions in addition to indicating arousal. So far, the number of acoustic cues that are measured in studies in this area has been very limited indeed. More parameters will have to be assessed, particularly measures of energy distribution in the spectrum. Most importantly, researchers in this area need to differentiate emotional states much more precisely, particularly with respect to subdued and aroused types of the same emotion family. For example, the anger family contains both cold anger, a subdued form, and hot anger, a highly aroused form of anger with highly different physiological and expressive characteristics (3, 50) . It is to be expected that there will be a sizable increase in the discriminative power of the acoustic parameters when both of these requiremeats are met.
Most of the studies in this area have attempted to find acoustic correlates for categorically labeled affect states. It is possible that emotional states are not that clearly differentiated. In fact, many emotion psychologists have commented on the strong probability that most real-life emotions are actually blends of different basic emotions or episodic processes with rapidly changing affective states (1, 2) . This could be equally true for emotions induced in the laboratory or portrayed by actors. Cosmides (58) has conducted a study that does not limit actors to portray a specific emotion label but requires them to express affective responses in complex emotional situations taken from fiction. Her results show that despite the absence of clear labels, the specificity of the acoustic rendering of different affect situations is far stronger than individual differences in the portrayals. This approach suggests a promising alternative to studying categorically labeled states, an alternative that is very much in line with recent theoretical work that views emotional episodes as dynamic processes of continuous adaptation of the organism to a changing environment (as based on appraisal or evaluation of events in terms of their significance to the individual; see refs. 3 and 50).
The need to look at emotional expression in the voice in terms of dynamic temporal sequences, rather than as aggregate steady states over a complete utterance, is highlighted by a recent study by Tischer (59) . This researcher is one of the first who has looked in detail at the microchanges in vocal expression over the course of a short utterance, particularly with respect to effects on listener judgments. He is able to show that for several emotions, the role of the acoustic characteristics changes dramatically depending on their temporal locations in the utterance.
EMOTION EXPRESSION IN VOCAL MUSIC
The notion that music is "the language of the emotions" has a very long tradition. Composers, musicologists, as well as philosophers and psychologists interested in music, have attempted--often in a highly controversial fashionmto delineate the factors that are responsible for emotional expression in music (60--67) .
Helmholtz, one of the pioneers of musical acoustics, wrote: "An endeavour to imitate the involuntary modulations of the voice, and make its recitation richer and more expressive, may therefore possibly have led our ancestors to the discovery of the first means of musical expression, just as the imitation of weeping, shouting, or sobbing, and other musical delineations may play a part in even cultivated music (as in operas), although such modifications of the voice are not confined to the actions of free mental motives, but embrace really mechanical and even involuntary muscular contractions" (68, p. 371). Like Helmholtz, many scholars have given in to the temptation to speculate about a phylogenetic continuity for affect expression, speech, and music (24) .
If the origin of music is indeed to be sought in the emotional expressions of the human voice, it should be human vocal music--singingmthat should be most prone to evoke strong emotional feelings in the listener. A special case is represented by opera singing. To the emotional expressivity of the musical score and the affective message of the singing voice, opera adds all the emotional power of a dramatic plot and of the personality of the protagonist. An appreciation of the emotional expressivity of opera can be found in the writings of many composers and musicologists alike (27) (28) (29) 63, 66) and seems to be shared by the opera-going public at large (although there may be a category of music listeners who feel alienated by the musical and dramatic circumstances in opera and who react more emotionally to other types of vocal music).
There are very few studies that analyze the role of the interpreter, the singer, in vocally projecting the affective state of the character enacted on the operatic stage. Obviously, one of the reasons for this is that there is an enormous amount of factors involved: the music itself, the psychological interpretation of both the action and the characters by the director, the timing of the conductor, as well as the intuition of the singer, his/her empathy with the character, and the atmosphere created by the audience. It seems difficult to approach this question via standard research designs as they are used in the work on emotional expression in speech.
Three of the large number of potential factors will be outlined below. First, as in the case of a speaker's respiration, phonation, and articulation being affected by emotion-driven physiological changes, we can assume that the singer's own underlying emotional state during a performance will have similar effects on the singing voice. It seems reasonable to assume that specific physiological changes will have similar effects on the speaking and the singing voice. Unfortunately, as for affect expression in the speaking voice, there are virtually no systematic studies on naturally occurring, strong emotional states in singers and their effects on the voice. Such studies would be even more difficult to conduct than in the speech domain, because most singing activity seems to be confined to the performing arts--contrary to speech, which is used systematically for interpersonal communication in most social situations. The performance aspect of singing, even if it is not necessarily linked to the stage, may limit (through regulation and control) the range and intensity of the emotions singers may experience during their vocal production; yet the singer's momentary, physiologically based, emotional state may be a powerful factor in determining various vocal features.
Second, an important source of emotion effects on the singing voice is the artist's interpretation of the mood or emotion expressed in a song or of the emotionality characterizing a role in a libretto. One of the most essential features for a successful singing performance is a credible portrayal of the emotional stance required by the respective piece. Although technical prowess and beauty of the voice are obviously decisive factors in a singer's career, they are rarely sufficient to move the audience to tears---or to standing ovations. Many singers have commented on the fact that a particularly successful performance is often brought about by strong emotional involvement, enabling them to slip into the role of the protagonist and to forcefully portray the appropriate emotional state (there is some dispute on whether the emotional involvement has to be genuine or can be simulated).
Third, emotional expression in singing is largely determined by the musical score as written by the composer. Although actors' performances in the speech theatre are constrained by the playwright's text (often highly emotional in itself), their vocal productions with respect to voice quality and prosodic features are largely chosen by themselves (or the director) to portray the affective state of the character. A singer, however, particularly in the lyric arts, is much more constrained by the composer's prescription of the large majority of the acoustic effects to be produced by the voice, leaving fewer degrees of freedom for the artist's personal emotional interpretation of the role.
The musicological literature abounds with accounts of how the composer manages to convey emotional meaning through a multitude of musical devices including melody, temporal patterning, and rhythm, as well as instrumentation (see refs. 63 and 66 for comprehensive historical surveys). To cite just one of a number of early accounts: In 1885 Hausegger published a manuscript entitled "Die Musik als Ausdruck" (Music as expression), much attacked by Hanslick and his school, in which he attempted to use the most recent psychobiological insights on emotional expression (including Darwin's book on emotional expression and the newest work in physiology) to explain the musical expression of emotion (with particular emphasis on the Wagnerian Gesamtkunstwerk).
Hausegger starts from the assumption, widely held at that time, of music having evolved from nonlinguistic affect sounds (see previous discussion herein). Using Darwin's functional explanation of emotional expression, he develops an argument about the immediate and powerful effect of emotional music, particularly due to the great importance of emotional communication for humans as social animals. Vocal music as a language of emotion is supposed to have immediate symbolic significance for affective content and can thus evoke affective feeling.
It is particularly interesting to look at the way in which Hausegger analyzes Donna Anna's aria Or sai qui l'onore from Mozart's Don Giovanni, bringing together elements from Darwin's explanation of the expression of anger and physiological evidence on the relationship between respiration and cardiac function. Based on Mozart's score, Hausegger diagnoses Donna Anna's state as one of sustained wrath rather than sudden, violent rage----citing the trembling and the sudden, angular movements that one would expect for the former state on the basis of Darwin's description, and showing the equivalence in Mozart's music. He even computed the respiration pattern required by the timing of the notes in the aria and claims that the state of arousal of the interpreter of Donna Anna must rise to a pulse of 120 beats/s as compared with a normal 72 (cited after ref. 63, p. 61) .
To summarize, then, the study of emotional expression in singing needs to take into account the composer's emotional script, the singer's artistic interpretation and projection of a character's personality and affective state, and, finally, the singer's own physiologically based emotional state at the time of the performance.
As in speech research, three separate issues need to be addressed: (a) inference, i.e., the ability of the listener to perceive emotional quality in a lyrical piece or in the singer's performance (including the question concerning the ability of the performance to induce a specific emotional state in the listener); (b) the nature of the acoustic cues used in this inference process; and (c) the underlying externalization or encoding of the emotion, i.e., the actual covariation of a composer's emotional script, the director's or the performer's interpretation, and the singer's personal affect state and the specific vocal production with its resulting acoustical waveform. Although empirical studies on either issue have been few and far between, there are a number of studies that can be cited for each of the three issues mentioned:
Inferring emotional meaning from the singing voice Contrary to research on listeners' decoding of vocal expression of emotion in speech, it is less obvious to examine whether listeners can correctly infer an emotional state from vocal music. Arias and recitativos, Lieder, chansons, rock music lyrics, and even folk songs are always forms of art, removed from the reality of everyday emotions. Even if a particular, well-defined and labeled emotional expression were intended by the composer or by the performer's interpretation, the audience (or the researcher) would rarely have access to that intention. It is to be expected, however, that in most cases the artistic intentions are much more complex, defying a simple labeling in terms of fundamental emotion categories. Most likely, the desired expression will consist of subtle, highly contextbound mixtures or blends of different emotion categories.
However, it might be possible to design research procedures with singers that mirror the designs used with actors, i.e. ask professional singers to portray different types of "basic" or "fundamental" emotions by singing pure sounds or nonsense syllables (69) . Clearly, the choice of particular melodic and dynamic features, independent of variations in voice quality, could be seen as corresponding to relatively arbitrary choices (which is quite similar in speech research, given that actors are also free to choose intonation and other dynamic speech features in their emotion portrayals). These stimuli could then be used in judgment studies to determine to what extent judges are able to infer the encoding intention of the singer.
To study the more subtle variations in emotional meaning in the context of a particular dramatic action, one might choose different pieces of vocal music with a large variety of affective content and use judgment studies to see to what extent judges are able to infer the expressive intention of the composer. Because the criterion is not very obvious here, one would need to use agreement among listener judges rather than accuracy as a measure of the nature of emotional inference.
With respect to the performer's interpretation, one could think of an experiment in which several performers would be asked to sing the same piece with different emotional interpretations of the affect state of the protagonist (e.g., the different types of emotional portrayals that could be given to the aforementioned Donna Elvira's aria---outrage, lust for revenge, righteous anger, fury mixed with desperation, etc.). Again, judgment studies could be used to determine to what extent listeners are able to correctly distinguish among these different projections on the basis of the acoustic cues alone.
It would be more difficult to settle the question whether listeners can distinguish the singer's personal affect state from acoustic cues. As in the speech area, it seems impossible, for practical and ethical reasons, to induce strong affect states in singers experimentally to obtain the necessary material for judgment studies. One possible avenue might be to record live performances of singers in a repertory company, asking them to keep a diary of their affective states for the same performance on different nights. Such material would be invaluable for getting at the listener's ability to detect very subtle variations in the singers' mood states independent of dramatic interpretation. It might be questionable, however, whether personal mood state and dramatic interpretation can be separated out very cleanly. There is a high probability that the performer's mood might interact with the dramatic interpretation chosen for a particular performance.
It is interesting to note that many more studies than in the speech area have been devoted to examining the induction of emotional states via music (70) (71) (72) (73) (74) . This has become a particularly important issue in the psychology of emotion, where researchers are always in search of ethical methods to induce emotional states in the laboratory (75) . Another important application is music therapy (76) . An important future step in an empirical research program designed to understand how music produces affect would be to go beyond verbal assessment of emotional impact by directly measuring affective reactions of the listenermusing micromeasurement of facial expression or psychophysiological recording.
Acoustic cues used in the inference process
Although the study of the accuracy of the emotion inference makes little sense in the case of vocal music, it is possible, and most interesting, to isolate the factors that determine the perception of emotional quality. What are the characteristics of the vocal performance, more specifically the acoustic parameters in the respective voice signal, that induce the listener to attribute a particular emotion to the character impersonated by the singer? A number of empirical studies have been devoted to this issue, although only a few have dealt directly with the singing voice (64, (77) (78) (79) (80) (81) (82) (83) (84) .
One possibility is to use a correlational method, as used in speech research, to establish the link among different acoustic configurations as found in emotionally expressive utterances via objective analysis, and correlate these with listener judgments. A viable approach, although obviously limited in scope, might be to take different recorded interpretations of famous scenes, preferably highly emotional, to study the effect of different voice qualities and dramatic interpretations used by various performers to portray emotional states and to analyze audience reactions. Siegwart and Scherer (87) have conducted digital acoustic analyses of two excerpts from the cadenza in the "mad scene" in Donizetti's Lucia di Lammermoor (using recorded performances by Toti dal Monte, Maria Callas, Renata Scotto, Joan Sutherland, and Edita Gruberova). They are able to show that the acoustic measures allow the prediction of a high percentage of the variability in listener judgments of preference and emotional meaning, providing some concrete hypotheses as to how certain acoustic features might affect the perception of emotional meaning in music.
Given that music is an art form that allows for virtually infinite variations, it is most productive to systematically vary different acoustic features and determine their effect on listener evaluation. With respect to instrumental music, in the study by Scherer and Oshinsky (40) cited previously herein, the MOOG synthesizer was used to vary the acoustic features of a small speech-like melody and of a Beethoven melody systematically. Very similar patterns of emotional judgment were found for the two types of melodies (Table 1) . For the Beethoven melody, major and minor mode were also manipulated. As predicted on the basis of many such claims in the literature, major mode was shown to be seen as significantly more indicative of pleasantness and happiness than the minor mode, which favors impressions of disgust and anger.
The cleanest form of systematic variation would obviously be achieved via synthesis or resynthesis techniques, as in speech research. Recent advances in the synthesis of the singing voice (85,86) might allow the conducting of studies that, parallel to the speech area, systematically manipulate various expressive aspects of the singing voice and determine their role on audience appreciation of affective quality. Similar techniques might become available for resynthesis (copy synthesis) of natural voices. Similar to the study by Bergmann et al. (41) mentioned previously, one might use this technology to determine which acoustic features, in a Callas aria, for example, might need to be manipulated (and in which manner) to rob the interpretation of its emotional impact.
It seems, then, that the issue concerning the emotional impact of music might well be amenable to empirical study by linking listener judgments to objective data concerning the perceptual input. This is not to deny that cognitive, and specifically attributional, factors need to be taken into account (as Bever suggests: See ref. 60 ). However, it is unlikely that music, and opera in particular, will only amplify whatever affect is felt before listening to a piece.
Acoustic correlates of emotional expression in singing
As in the domain of emotion expression in speech, it is of major interest to describe the configurations of acoustic cues characteristic for the expression of certain affect states in singing. One of the few studies in this area has been conducted by Kotlyar and Morozov (69) . These researchers asked II professional singers to sing different pieces in such a way as to portray happiness, sorrow, fear, and anger. They then carried out acoustic analyses of these stimuli. The results partly show patterns rather similar to what is found in speech research: fast tempo for fear, slow for sorrow, high vocal energy for anger. Other features seem quite different, such as longer pauses between syllables for fear compared with other emotions. These authors also used a synthesis procedure to evaluate the role of the acoustic features found to differentiate the emotion encoding in decoding or inference, They used electronically generated signals to manipulate the respective features and found that judges were able to identify the underlying affect rather well, except in the case of joy (a detailed description of the results is also provided in ref. 83, pp. 152-153 ).
Unless such portrayal or encoding methods are used, studies of the acoustic correlates of emotional state or projection intention are difficult to do because of the lack of a clear criterion for the nature of the underlying state or expression intention (given the near impossibility of experimental induction); yet some of the aforementioned sampling methods might be used to good effect to generate material that could be used to study the acoustic correlates of emotion in singing intensively. Further work in this rather neglected area of research is likely to yield very promising results.
CONCLUSIONS
This article has attempted to give an overview of the theoretical foundations and the major research trends in the vocal expression of emotion. It is obvious that the voice, because of its physiological basis and its communicative functions, is a primary instrument for emotional expression. In consequence, from antiquity, there is no lack of literary commentary on the importance of emotional expression in speech and singing. Given the manifold difficulties of studying this phenomenon empirically, or even experimentally, it is not surprising that the research evidence so far is sparse. However, the data that are available do show reasonable convergence and allow the formulation of concrete hypotheses for theory-guided research. The electroacoustic instrumentarium for storing voice samples and the digital methods for acoustic analysis are becoming extremely sophisticated and affordablemparticularly with the marketing of personal computers with multimedia capacity. There are also signs of increasing awareness of the need for interdisciplinary work in this areambringing together speech scientists, psychologists, electrical engineers, musicologists, and performing artists, in an attempt to better understand the many facets of the intriguing issue of emotion expression in the voice (88, 89) . In this spirit, it might well be profitable to link the study of emotion expression in the speaking and the singing voice much more closely than has been the case to date.
