The transmitters of electricity in Great Britain are responsible for balancing generation and consumption. Although this can be done in the hour between closure of the market and realtime, off-loading or calling-up electricity at this late stage can be costly. Costs can be substantially reduced if the imbalance can be anticipated ahead of time and balanced by trading on the market. Efficient trading relies on accurate density forecasts for the Net Imbalance Volume, which is defined as the sum of all actions taken to balance the system. Forecasting this density is the focus of this paper. We break down the problem into point and volatility prediction. We evaluate density forecasts in terms of the economic benefit generated from trading advice resulting from the forecasts. Promising results were achieved using a seasonal ARMA model or periodic AR model for point forecasting, with a simplistic approach to volatility forecasting.
Introduction
In the wholesale electricity market of Great Britain, National Grid is the company that operates the transmission system, and balances supply and demand. The market involves suppliers undertaking contracts with generators to meet their anticipated requirements. An hour ahead of real time (known as "gate closure"), the market closes and market participants indicate what electricity they intend to produce or consume to meet their contractual obligations. In the hour between gate closure and real-time, National Grid must ensure that the demand is balanced by an equal amount of generation. To do this, they take "bids" and "offers" from generators and suppliers, who indicate the prices at which they would be prepared to change their intended generated output or consumption.
The energy imbalance is known as Net Imbalance Volume (NIV). It is defined for each half-hour as the sum of all actions, in the market and after gate closure, that National Grid undertook to balance the system for that half-hour. The convention is that a negative value for NIV means that contracted generation exceeded consumption, forcing the company to undertake sales of electricity or accept bids from generators to reduce their generation.
These actions, by the company, are based on the one hour-ahead prediction of NIV.
Accepting bids or offers, after gate closure, can be very costly for the company. These costs can be substantially reduced if NIV can be anticipated ahead of gate closure and balanced by trading on the market. Indeed, the costs tend to decrease as the lead time increases. Efficient trading relies on accurate forecasts for the probability density function of NIV. This is the focus of this paper. We break down the problem of density forecasting into point and volatility prediction. By making a distributional assumption, the point and volatility forecasts can then be converted into a density forecast for NIV. It is not only National Grid that forecast NIV, but also generators seeking to gain an advantage by being able to anticipate the trades of the company. The problem of forecasting NIV is common to any selfdespatching electricity market, of which there are several in Europe and the US.
In Section 2, we describe the NIV time series. Sections 3 and 4 evaluate the accuracy of point and volatility forecasting methods, respectively, using error summary measures. In Section 5, we evaluate the quality of density forecasting methods in terms of economic benefit by deriving the monetary outcome that is generated from trading advice resulting from the density forecasts. The final section provides a summary and concluding comments.
Net Imbalance Volume
In this paper, we analyse half-hourly NIV observations for the one-year period from 11 March 2003 to 10 March 2004, inclusive. This series is plotted in Figure 1 . We chose not to use data prior to 11 March 2003 because a change was introduced to the electricity trading rules on this day, and the forecasters at National Grid felt it was quite possible that this would have led to a change in the structure of the NIV time series. We considered omitting observations for the days immediately following the potential structural change, but we did not do this because informal inspection of the series around this period did not actually reveal any clear evidence of structural change in the series.
----------Figure 1 ----------
We used the first nine months of observations (273 days or 13,104 observations) to estimate model parameters, and the remaining three months (93 days or 4,464 observations) for post-sample forecast evaluation. The use of nine months of data for model estimation was recommended by National Grid from previous experience. In our study, we focused on the two forecast origins, and associated lead times, for which the National Grid trading support team are required to supply the company's traders with NIV forecasts. Forecasts from a 3pm origin are required each day for the 48 half-hours from 11:30pm on the next day through to 11pm on the day after. The lead times from this origin are, therefore, from 65 to 112 steps ahead. Forecasts from an 8am origin are required each day for the 48 half-hours from 11:30pm on the same day through to 11pm on the next day, which corresponds to a shorter set of lead times, running from 31 to 78 steps ahead.
The company had considered the use of explanatory variables in the modelling of an earlier period of NIV data. Weather variables were considered but they were found to have no significant impact on NIV. A dummy variable had been used for bank holidays, and daily peak demand forecasts for a range of lead times were also considered. For our more recent data set, we were unable to find evidence of the usefulness of these explanatory variables.
Therefore, in this paper, we focus solely on univariate methods. Figure 2 presents the ACF calculated from the nine-month estimation sample. The confidence interval in the figure is calculated using as standard error the inverse of the square root of the number of observations used to estimate the ACF values. In addition to significant autocorrelation at the early lags, there are strong spikes at the lags that are integer multiples of 48, indicating an intra-day seasonality. Significance at the lags that are integer multiples of 336 would indicate an intra-week seasonality. The very dominant intra-day seasonality makes it difficult to see an intra-week seasonal effect in the ACF. However, in our modelling of the series in Section 3, we show that intra-week seasonality is present in the series.
Using the nine-month estimation sample, we investigated whether the series was stationary in the mean, based on the following augmented Dickey-Fuller test:
where α, γ and β i are constant parameters and u t is an error term. We selected 336 lagged difference terms in order to allow for autocorrelation due to both seasonal cycles. We included a deterministic trend term, t, but removed it after finding that it was not significant (p-value = 0.462). The t-statistic for the parameter γ was -4.660, which is comfortably below the 1% critical value of -3.434 leading us to conclude that the series is stationary in the mean.
Point Forecasting
In this section, we compare the accuracy of point forecasts from 10 methods, the first three of which are relatively simplistic benchmark approaches.
Simple Benchmark Methods
Method P1 -Moving average -The forecast for all lead times is the average of all values of NIV, from the nine months immediately prior to and including the forecast origin.
Method P2 -Moving average: time of day -The forecast for each lead time is the average of the values for the same half-hour of the day from the nine months immediately prior to and including the forecast origin.
Method P3 -Moving average: time of week -The forecast for each lead time is the average of the values for the same half-hour of the week from the nine months immediately prior to and including the forecast origin.
Method P4 -Exponential smoothing
We implemented the double seasonal version of Holt-Winters exponential smoothing, which was developed by Taylor (2003) in order to accommodate the two seasonal cycles in a half-hourly electricity demand series. As the method involves no model specification, it has the appeal of simplicity and robustness. From a theoretical perspective, exponential smoothing methods can be considered to have a sound basis as they have been shown to be equivalent to a class of state space models (see Hyndman et al., 2002) . Applying Taylor's method to the NIV series, the exponential smoothing formulation is: The initial smoothed values for the level, trend and seasonal components are estimated by averaging the early observations. All the parameters are estimated in a single procedure by minimising the sum of squared 1-step-ahead in-sample errors. We derived the following values: α = 0.007, γ = 0.000, δ = 0.203, ω = 0.119 and φ = 0.884. The low value of α and high value of φ reflects the fact that the adjustment for first-order autocorrelation has, to a large degree, made redundant the smoothing equation for the level. The value of zero for γ was accompanied by very small values for the smoothed trend, T t . This seems reasonable given that in Section 2 we concluded that the series was stationary in the mean.
ARMA Modelling Method P5 -Company's simple autoregression
For an earlier sample of NIV data than ours, the company investigated a variety of forecasting approaches, including nonlinear methods, such as an artificial neural network.
The method that produced the most accurate post-sample results was an LS regression of NIV t on the following two lagged variables: the most recent observation corresponding to the same half-hour period and the corresponding half-hour observation in the previous week. Our implementation of this approach involved estimating three LS regression models. 
Method P6 -SARMA
Multiplicative seasonal ARMA modelling has often been used for univariate forecasting of intraday load time series (e.g. Laing and Smith, 1987; Darbellay and Slama, 2000; Taylor et al., 2006) . The multiplicative double seasonal ARMA model (see Box et al., 1994, p. 333) applied to the NIV series can be written as 
We followed the Box-Jenkins methodology to identify the most suitable SARMA model based on the estimation sample. For the NIV data, differencing was not necessary. We considered lag polynomials up to order three, and based model selection on the Schwartz Bayesian Criterion (SBC), with the requirement that all parameters were significant (at the 5% level). Our final model was the following ARMA(2,2)×(3,3) 48 ×(3,3) 336 model: 
The model parameters were estimated using maximum likelihood based on a Gaussian distribution. The resultant parameters and associated standard errors are presented in Table 1 . Box et al. (chapter 5, 1994 ) describe how to compute forecasts from such models.
Comparison of the residual ACF in Figure 3 with the ACF in Figure 2 (note the change of yaxis scale) for the original NIV series shows that the model successfully accommodated much of the autocorrelation in the NIV series. However, we were unable to eliminate it all, with the Ljung-Box Q-statistic indicating significant autocorrelation (at the 5% level) at lag 22 and higher. A similar problem existed for all other SARMA models that we considered.
----------Figures 3 and 4, and Table 1 ----------
We also inspected the residuals for heteroskedasticity. Figure 4 presents the ACF of the squared residuals. The squared residuals serve as a proxy for the residual variance because it is unobservable. The figure shows significant and strong autocorrelation, indicating conditional heteroskedasticity. The relatively large spikes occur every 48 periods, indicating the presence of intra-day seasonality in the residual variance. Intra-week seasonality may also be present but it is difficult to see because of the sizeable intra-day effect. The presence of a degree of autocorrelation and clear heteroskedasticity in the residuals from the SARMA model implies that the model's estimation was inefficient and parameter testing was not strictly valid. However, the model seems likely to be an improvement on the company's simple autoregression, Method P5. Therefore, we decided to include it as Method P6 in our analysis. In the next section, we describe Method P7, which involves the modelling of the heteroskedasticity in order to improve the SARMA model.
Method P7 -SARMA-SGARCH
Generalized autoregressive conditional heteroskedasticity (GARCH) models (see Engle, 1982; Bollerslev, 1986) are widely used to forecast volatility in finance. These models express the conditional variance as a linear function of lagged squared error terms and lagged conditional variance terms. A natural seasonal extension of the GARCH model for the intraday and intra-week seasonality in the residual variance is to include seasonal lag terms.
Estimating an ARMA model jointly with an appropriate GARCH model is considered to be more efficient than estimating the ARMA model with an incorrect assumption of homoskedastic errors. In view of this, we included in our comparison of point forecasting methods a SARMA model with seasonal GARCH model for the variance. We considered the same seasonal lags as we had done for the SARMA model. We estimated model parameters using maximum likelihood under the assumption of a Student-t distribution, which was proposed by Bollerlev (1987) . We based model selection on the SBC, with the requirement that all parameters were significant (at the 5% level). The formulation of our preferred model is presented in expressions (2) and (3). 
If the model is able to capture all of the conditional heteroskedasticity in the residuals, there will be no significant autocorrelation evident in the ACF of the squared standardised residuals (residuals divided by the estimated values for σ t ), which is presented in Figure 5 .
Although significant autocorrelation remains, comparison of the figure with Figure 4 indicates that the SGARCH model has accommodated much of the heteroskedasticity in the residuals. We considered other SARMA-SGARCH models, but we were unable to eliminate all autocorrelation from the squared standardised residuals.
---------- Figure 5 ----------
Periodic AR
A periodic ARMA model is one in which the parameters change with the seasons (see Franses and Paap, 2004) . Empirical evidence for economic data has shown that seasonality is often not satisfactorily modelled by standard time-invariant coefficient models and that periodic models can be more successful (e.g. Osborn et al., 1988; Franses and Romijn, 1993) .
However, although periodic models can improve explanatory power, the evidence on their usefulness for forecasting is less clear (Ghysels and Osborn, Section 6.6, 2001).
Applications have tended to show that periodic AR models tend to be sufficient, and that MA terms are unnecessary (Franses and Paap, p. 28, 2004) . In view of this, we considered only periodic AR models for the NIV series. We found that, in addition to an AR term of lag 1, the strong seasonality in the data necessitated the inclusion of an AR term of lag 48 and, possibly, also an AR term of lag 336. We considered the possibility of periodicity in the constant term and in all three AR term coefficients.
Figures 6, 7 and 8 show how autocorrelation at lags 1, 48 and 336 varies, dependent upon the half-hour of the day, for the estimation sample. An informal assessment of these figures suggests that periodicity in autocorrelation at lags 48 and 336 is more significant than at lag 1. We also examined how the autocorrelation at these three lags varied across the 336 half-hours of each week. However, with only 39 weeks in our estimation sample, the resulting figures provided inconclusive evidence of such intra-week periodicity.
-
----------Figures 6 to 8 -----------
A common approach to modelling the time-varying coefficients in periodic AR models is to specify a separate parameter for each season. This seems reasonable for quarterly or monthly data, but, as the half-hourly NIV data has seasonal cycles consisting of 48 and 336 seasons, this approach implies a highly parameterised model. Faced with a similar problem in their analysis of the volatility in high frequency intra-day financial returns, Bollerslev (1997, 1998) and Martens et al. (2002) use the flexible Fourier form proposed by Gallant (1981) . We used this approach in our periodic AR models for NIV, which we present in the next three sections. The parameters in these models were estimated by OLS regression.
Method P8 -Periodic AR: time of day and week
Despite there being no clear evidence of intra-week periodicity, we felt it would be interesting to consider periodicity with period lengths of both 48 and 336 half-hours. We estimated the following periodic model: 
and w(t) are repeating step functions that number the half-hours from 1 to 48 within each day, and from 1 to 336 within each week, respectively. The choice of summing from i=1 to 4 was made arbitrarily.
Method P9 -Periodic AR: time of day
Given the lack of evidence for intra-week periodicity, we implemented the following model that aims to capture only the intra-day periodicity: 
Method P10 -Periodic AR: time of day with no AR(1)
In Section 2, we described how the forecast lead times of interest in this paper are from 30 to 112 periods ahead. This raises the importance of the lag 48 and lag 336 AR terms, and rather questions the benefit of the lag 1 AR term. Indeed, the company's simple autoregression approach, Method P5, makes no attempt to model short-lag autocorrelation. In terms of in-sample fit and quality of residuals, the exclusion of the lag 1 term clearly led to a poorer model. Nevertheless, we elected to implement the periodic model in expression (4), which has no lag 1 AR term. The parameters for this model are presented in Table 2 .
where Table 2 -----------
Point Forecasting Results
We calculated the mean absolute error (MAE) and root mean squared error (RMSE) for the post-sample forecast errors from the 10 methods for each of the 48 forecast horizons from each of the two forecast origins. In Table 3 , we present the MAE results for the 3pm forecast origin. For conciseness, rather than present the MAE value for each lead time, we show the MAE averaged across groups of eight lead times. Such averages can be dominated by those lead times for which prediction is particularly difficult. In view of this, as a summary of the relative performances of the methods across all lead times, in the final column of Table 3 , we show the mean value of a Theil-U measure calculated for each lead time as the ratio of the MAE for that method to the MAE for the SARMA method, Method P6. In Table 4 , we provide the MAE results for the 8am forecast origin. We do not present the RMSE results, as the relative performances of the methods for this measure were very similar to that for the MAE.
---------- Tables 3 and 4 , and Figures 9 and 10 ----------Reassuringly, the results show a tendency for the more sophisticated methods, Methods P4 to P10, to outperform the simple benchmark methods, Methods P1 to P3. A clear exception to this is the poor performance of Method P8, which is the periodic AR model with intra-day and intra-week periodicity in the coefficients of autoregressive terms with lags 1, 48 and 336. Perhaps not surprisingly, given the lack of clear evidence of intra-week periodicity in the autocorrelations, the results for Method P9 show that the accuracy of the periodic AR approach improves when just the intra-day periodicity is accommodated. More surprising, to us, was the noticeable improvement in the approach when the AR term of lag 1 was removed from the model to produce Method P10. In terms of the mean Theil measure, this method and the SARMA model, Method P6, were the best performing of all the 10 methods. The accuracy of the SARMA model was not improved when the model was estimated with a GARCH model for the conditional variance, Method P7. This finding and the relative performance of the three periodic AR models leads us to conclude that, for the lead times considered in our study, the quality of in-sample diagnostics did not relate well to postsample forecast accuracy.
To provide a little more insight into the variability within the forecast errors, in
Figures 9 and 10, we present box-plots, corresponding to the two different forecast origins, for the AE results from the SARMA model of Method P6. The two plots are very similar, with the values being generally slightly larger for the earlier forecast origin.
Volatility Forecasting
In this section, we evaluate methods for forecasting the volatility in the NIV series.
More specifically, we compare the accuracy of methods for forecasting, for the various lead times, the variance of the forecast error from the SARMA model of Method P6 in Section 3.
We focus on a single method from Section 3 in order to provide a fair and simple comparison of the variance forecasting methods. Estimating the variance is non-trivial because it is not constant and it contains seasonality. We can deduce this from our assessment, in Section 3.3, of the ACF of the squared residuals from the SARMA model. We consider six methods; the first three of which are simple benchmark approaches.
Simple Benchmark Methods Applied to Historical Forecast Errors
Method V1 -Historical variance -This approach assumes the variance is constant across halfhours of the week. For each lead time, k, we calculated the variance of all k step-ahead in-sample forecast errors made for all half-hours in the nine month period immediately prior to the forecast origin being considered. The resulting variances were used as variance forecasts for both the 3pm and 8am forecast origins.
Method V2 -Historical variance: time of day -This approach assumes that the variance is
constant for any given half-hour of the day, but that it can be different for different half-hours of the day. For the 3pm forecast origin, the k step-ahead variance forecast was calculated as the variance of the errors resulting from the k step-ahead forecasts, made from the 3pm origin, on all days in the nine month period immediately prior to the forecast origin being considered. In an analogous way, variance forecasts were constructed for the 8am forecast origin.
Method V3 -Historical variance: time of week -This approach assumes that the variance is
constant for any given half-hour of the week, but that it can be different for different half-hours of the week. For the 3pm forecast origin on a particular day of the week, the k step-ahead variance forecast was calculated as the variance of the errors resulting from the k step-ahead forecast, made from the 3pm origin, on all similar days of the week in the nine month period immediately prior to the forecast origin being considered. Variance forecasts were constructed similarly for the 8am forecast origin.
Methods Based on the Theoretical SARMA Error Variance Formula
The three methods in this section are based on the theoretical formulae for the standard error of the SARMA point forecast at the various lead times (see chapter 5, Box et al., 1994) . These formulae are functions of the variance of the SARMA model error term, ε t , at all lead times up to, and including, the lead time of interest. The three methods in this section present alternative approaches to forecasting the variance of ε t in these periods.
Method V4 -SARMA constant error variance
This approach assumes the variance is constant. We estimated the variance of ε t in all future periods as the variance of the SARMA estimation sample residuals.
Method V5 -SGARCH
We fitted an SGARCH model to the SARMA model residuals. We considered the same seasonal lags as we had done for the SGARCH model of Method P7 in Section 3.3, and. estimated parameters using maximum likelihood based on the Student-t distribution. Indeed, all GARCH models in this paper were estimated in this way. We based model selection on the SBC, with the requirement that all parameters were significant (at the 5% level).
Expression (5) presents our selected model, and Tables 5 and 6 ----------
Method V6 -Periodic GARCH
In the GARCH literature, the tendency has been to accommodate seasonality through the use of periodic GARCH terms, which were first considered by Bollerslev and Ghysels (1996) . Franses and Paap (2000) employ a periodic GARCH model to capture the day-of-theweek effect in daily stock index return volatility. Martens et al. (2002) use a periodic GARCH model to capture the intra-day and intra-week seasonality in half-hourly exchange rate returns. They used a flexible Fourier form for the periodically time-varying parameters.
We fitted a periodic GARCH model to the residuals of the SARMA model from Method P6. We used a time-invariant coefficient for lag variance terms, which has been the approach used in all the periodic GARCH models that we have seen. Given the results of our comparison of point forecasting periodic AR models in Section 3, we implemented a model that aimed to capture only the intra-day periodicity in the coefficients and we did not include a lag 1 term. The resultant periodic GARCH model is presented in expression (6) with parameters and standard errors given in 
Volatility Forecasting Results
We calculated the MAE and RMSE for the post-sample variance estimation error from the six methods for each of the 48 forecast horizons from each of the two forecast origins. We used the square of the post-sample SARMA model forecast error as a proxy for variance, so that the MAE was calculated, for each forecast horizon, k, as follows:
where is the square of the k step-ahead SARMA model forecast error made from day i;
is the corresponding variance forecast; and m is the number of days in the post-sample period. In Tables 7 and 8 , we present the MAE results for the 3pm and 8am forecast origins, respectively. The mean Theil-U measure in the final column was calculated for each method as the mean of the ratios of the MAE for that method to the MAE for Method V6, periodic GARCH. Tables 7 and 8 show that, overall, the best performing method was periodic GARCH. Its superiority over seasonal GARCH is consistent with its predominant use in the financial volatility literature. By contrast with the MAE results, the RMSE results in Tables 9 and 10 indicate that the simpler methods are preferable. The impressive performance of the simpler methods may be due to the unstable nature of the volatility in NIV. Simpler methods have the appeal of robustness, which is particularly important for unstable series. Tables 7 to 10 ----------
Evaluating Economic Value of NIV Density Forecasts
At National Grid, a NIV density forecast is required in order to provide trading advice. In Section 5.2, we describe nine density forecasting methods that are based on the point and volatility forecasting methods presented in Sections 3 and 4, respectively. The resulting density forecasts could be evaluated using statistical procedures (see, for example, Diebold et al., 1998, and Christoffersen, 1998) . However, this would not address whether the difference in accuracy between forecasting approaches had any economic significance. For the majority of forecasting applications, evaluating the economic benefit of an improvement in forecast accuracy is not straightforward. However, in the case of NIV, if we make some reasonable simplifying assumptions, we can derive the economic benefit by evaluating the monetary outcome that results from trading advice provided by the various density forecasting methods. We discuss this in more detail in the next section.
Trading Advice and the Resulting Cost Benefit
The net balancing cost that results from trading an amount of electricity in period t in order to balance the impact of NIV in period t+k is presented in expression (7).
( )
where Trade is the amount of electricity traded; MktPrice t (k), is the price at which the market is trading electricity in period t for exchange in period t+k (i.e. it is the forward price); and NIV t+k is the actual value of NIV in period t+k; BidPrice t+k is the price at which National Grid can balance an excess of generation, for period t+k, after gate closure; and OfferPrice t+k is the price at which National Grid can balance an excess of demand, for period t+k, after gate closure. The cost benefit due to the trade is given by expression (8):
As the industry regulator does not permit National Grid to trade speculatively, the optimal trade is the amount that minimises the expectation in period t of the net balancing cost in period t+k. Differentiating the expectation of expression (7) with respect to Trade delivers the rule that the optimal trade is the value that satisfies the following expression: t+k being less than the traded quantity.) Rearranging expression (9), it then follows that the optimal trade is given by:
We set realistic caps on the amount that is traded, so that, if the market price is greater than the offer price, or the market price is lower than the bid price, these caps are enforced.
The trading advice and cost benefit formulae rely on the following simplifying assumptions: the trades do not affect market price; liquidity is never a problem; and we can forecast the bid and offer prices perfectly. Despite these simplifications, we feel the essence of the use of the NIV density forecast is captured in the trading advice of expression (10).
The quality of the trading advice in expression (10) relies on the quality of the NIV density forecasts. In Section 5.3, we show the results of substituting into the cost benefit formulae, in expression (8), the trading advice produced by nine different density forecasting approaches, which we now present in Section 5.2.
Density Forecasting Methods

Methods D1 to D6 -Methods based on SARMA point forecasts
We generated density forecasts by using the SARMA point forecasts with the variance forecasts from the six methods considered in Section 4. In order to be consistent with the distribution type used in their estimation, for the two GARCH approaches, we used Student-t distributions with degrees of freedom set to the values optimised in the maximum likelihood estimation. For the other four methods, we used a Gaussian distribution.
Method D7 -Simplistic benchmark
This approach was based on a Gaussian distribution, centred at the point forecasts from Method P2, with variance estimated using Method V2. Methods P2 and V2 are simple benchmark approaches that performed reasonably in Sections 3 and 4, respectively.
Method D8 -Company benchmark
We constructed a density forecast based on the company's simple autoregression point forecasting method, Method P5. A Gaussian distribution was used with variance forecasts created using the simplest method from Section 4, Method V1. We felt that this was a reasonable representation of the company's past approach to density estimation.
Method D9 -SARMA-SGARCH
We produced density forecasts using the SARMA-SGARCH model of expressions (2) and (3), in Section 3.3, for which the SARMA and SGARCH components had been estimated in a single stage. Tables 11 and 12 show the cost benefit resulting from trading based on the nine density forecasting methods. The cost benefit is calculated using expression (8) with optimal trade calculated from expression (10). The final columns in the tables present the sum of the cost benefits for each method. This value represents the total benefit resulting from National Grid trading once for each half-hour period of the three-month evaluation period.
Cost Benefit Results
The tables show that Methods D1 to D6, which are based on the SARMA model point forecasts from Method P6, generally led to greater cost benefit than the other three methods.
The best performing method in both tables is Method D2, which uses the SARMA point forecasts with forecast error variance estimated as the variance of in-sample errors with the same lead time and from the same time of day. Interestingly, the results are not competitive for Method D6, the method based on periodic GARCH variance forecasts, which according to the MAE measure was the most accurate variance forecasting approach in Section 4. In that section, RMSE highlighted the simpler variance forecasting methods as performing the best. This suggests that, for this application, RMSE is a better indicator of which variance forecasting method will deliver density forecasts with the greatest economic benefit.
The final column in Table 11 shows that, for the predictions made from the 3pm forecast origin, Method D2 led to a benefit of £104,000 more than achieved by the company benchmark approach, Method D8. As this is for just a three-month period, it implies an improvement in the benefit of £416,000 over a year. For the predictions made from the 8am forecast origin, Table 12 indicates a difference in the benefit of £205,000, between these two methods, for the 3-month period, which translates into an improvement in trading benefit of £820,000 over a year.
---------- Tables 11 and 12 ----------
Summary and Concluding Comments
This paper has investigated methods for NIV density forecasting. We decomposed the problem down into point forecasting and volatility forecasting. In our evaluation of point forecasting methods, the two best performing methods were a multiplicative seasonal ARMA model and a periodic AR model. Comparing volatility forecasting methods, we found that MAE and RMSE measures delivered a contradictory ranking of methods. We evaluated density forecasting in terms of economic benefit by deriving the monetary outcome that is generated from trading advice resulting from a variety of density forecasting methods. The best results were achieved by a method that constructed density forecasts from seasonal ARMA point forecasts with forecast error variance estimated using a simplistic approach that accounted for the intra-day seasonality in the variance. The economic benefit in using this approach, rather than one based on the company's point forecasting method, was calculated as being of the order of £416,000 for the earlier forecast origin and £820,000 for the later origin.
There are a number of potential areas for further study. Combining the forecasts produced by different methods has been found to be useful in a wide variety of applications, so it would be interesting to consider combinations of point, variance or, perhaps, density forecasts. Another possibility is to combine the trading advice resulting from different density forecasts. A different form of synthesis is prompted by the result that the simpler volatility forecasting methods were more successful than the GARCH models. There may be scope for filtering off the seasonal components of the heteroskedasticity, using a relatively simple approach, and then applying a statistical model to capture the localised structure in the data.
If several years of data were available, the modelling of an annual seasonal cycle could be considered. In this paper, we have used a Gaussian or Student-t distribution to construct density forecasts from point and volatility predictions. It may be beneficial to try to use, instead, some form of empirical distribution of historical values. It would also be interesting to consider the more direct modelling of the inverse of the cdf, given in expression (10), because this is ultimately what is needed in order to compute the trading advice. As the inverse of the cdf is the quantile function, this implies modelling the quantiles of NIV. Table 6 . Parameters for the periodic GARCH model in expression (6), with standard errors in parentheses.
