Wireless local area networks, in which every station can transmit via any one of the available operating channels, but only one channel at a time, are investigated. Two distributed random access protocols are proposed for these WLANs. The CSMA/CA protocol is similar to the IEEE 802.11 standard but with slight modifications for multiple operating channels. The fuzzy logic controlled protocol employs a simple fuzzy logic controller to tune the size of backoff window. Extensive simulations are provided to evaluate the channel utilization, fairness, and responsiveness of these two protocols. Furthermore, the effects of employing RTS/CTS mechanism with both protocols are considered. Finally, performances of these two protocols are also investigated under conditions of burst traffic and noisy channels. Simulation results show that the fuzzy logic controlled protocol is a great improvement of the CSMA/CA protocol. key words: wireless local area networks, MAC protocol, random access, fuzzy logic control
Introduction
In recent years, wireless local area networks (WLANs), which provide wireless access for users in a limited geographic area, have attracted considerable attention. WLANs provide higher flexibility than wired LANs and are easy to installed. They can also be used as extensions of existing wired networks. Two standards for the medium access control (MAC) and the physical (PHY) layer of WLANs have emerged, namely IEEE 802.11 [1] , [2] and HIPERLAN [3] .
Data rate is one of the most important problems in the design of WLANs. This is because WLANs deliver much lower data rates than their wired counterparts. In the IEEE 802.11a [2] standard, a network chooses one of the 12 valid operating channels (in United States), and all stations in the network transmit via the channel. If the network has a large population of stations, the average data rate available to each station is very small. One way to increase the data rate is to make more than one valid operating channels available to the stations. In other word, every station can transmit via any one of the available operating channels, but only one channel at a time. We refer to this network as multi-channel WLANs.
The goal of this paper is to investigate the MAC protocols for multi-channel WLANs. MAC protocols for LANs can be roughly categorized into: random access (e.g., CSMA/CD, CSMA/CA) and demand assignment (e.g., token ring). We limit our investigation to the random access schemes for multi-channel WLANs, due to the inherent flexibility of random access systems. Two random access protocols are proposed. The first protocol is the carrier sense multiple access with collision avoidance (CSMA/CA), which is similar to the MAC protocol of IEEE 802.11 standard [1] but with slight modifications for multiple operating channels. The optimal size of backoff window depends on network traffic [7] , [8] . However, the information about network traffic is not available to the stations. Moreover, the relation between channel observation data and network traffic is complex and ill-defined. Thus, in the second protocol, network traffic is estimated from channel observation data using a fuzzy system. The estimated network traffic then serves as the basis for tuning the size of backoff window. The backoff-tuning algorithm is executed independently by each station. Extensive simulations are provided to evaluate the performances of these two protocols under different conditions. Backoff mechanism has been intensively studied in the literature since the beginning of 70's [4] , [5] . The idea of using backoff mechanism in the MAC layer of IEEE 802.11 standard has brought a new interest in such a mechanism. Previous works in [6] - [12] have shown that significant improvement in protocol capacity can be achieved by modifying the backoff algorithm for WLANs. In [9] - [11] , and [12] , the backoff parameters in IEEE 802.11 (e.g., CW min , CW max , number of backoff states) are adjusted in order to increase the protocol capacity. References [6] , [7] , and [8] proposed adaptive protocols, in which the number of stations in a WLAN is estimated based on on-line channel sensing results, and the size of backoff window is calculated accordingly. These adaptive protocols are derived under the assumption that all transmitting stations always have data packets ready for transmission; thus, may not be suitable for networks with burst traffic. The proposed fuzzy logic controlled protocol avoids the problem by estimating the average network traffic over a short period of time, instead of the number of stations.
The outline of this paper is as follows. In Sect. 2, we describe the CSMA/CA protocol and the RTS/CTS mechanism for multi-channel WLANs. In Sect. 3, we present the new fuzzy logic controlled protocol. The performances of the two proposed protocols are evaluated in Sect. 4. Concluding remarks can be found in Sect. 5.
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Network Model
The wireless local area network considered in this paper consists of several stations. Each station may transmit data packet to any station in the same network, which is neither transmitting nor receiving packet from other stations. Each packet is transmitted via any one of the q available orthogonal frequency division multiplexing (OFDM) channels. This network configuration is the same as that of IEEE 802.11 except that q equals 1 in the IEEE 802.11 standard. Thus, to suit the new network model, the basic access mechanism of the IEEE 802.11 MAC protocol, called CSMA/CA, has to be slightly modified for multiple operation channels.
When a station initiates a new transmission, the station invokes the carrier-sense mechanism to monitor the busy/idle states of the q OFDM channels. The station monitors the channels until at least one of them is idle for a distributed interframe space (DIFS) period and then initiates the backoff procedure. At the beginning of a backoff procedure, the station sets its backoff timer to a random backoff time. The backoff timer decreases as long as one of the channels is idle and has been idle for more than DIFS and stops otherwise. The backoff timer is reactivated only after at least one channel is sensed as idle for a DIFS period. When the backoff timer reaches zero, the data packet is transmitted via one of the channels which have been sensed as idle for a DIFS period. If the transmission failed, the station invokes the backoff procedure after at least one of the channels is sensed as idle for a DIFS.
The CSMA/CA protocol adopts a binary exponential backoff scheme. At each backoff procedure, the random backoff time is given by backoff time = R × a backoff slot time, where R is a random integer drawn from a uniform distribution over the range [0, CW−1]. The value of CW depends on the number of failed transmission attempts of the packet. At the first transmission attempt of the packet, CW = CW min , and the value of CW is doubled after each failed transmission attempt up to CW max . Immediate positive acknowledgment is employed to ascertain successful reception of each transmission. Immediately following the successful reception of a data packet, the receiver responds, after a short interframe space (SIFS), with an acknowledgment frame (ACK) via the same channel. If the transmitting station does not receive the ACK within a specified ACK-Timeout interval, it concludes that the transmission has failed and reschedules the packet transmission.
The above describes the two-way handshaking technique for packet transmission. IEEE 802.11 MAC protocol defines an optional four-way handshaking technique called RTS/CTS. The RTS/CTS helps to combat the hiddenterminal problems [14] . The RTS/CTS has to be slightly modified to suit the multi-channel model. A station that wants to transmit a data frame waits until at least one of the channels is sensed idle for a DIFS, follows the backoff procedure described above, and then transmits a special short frame called request to send (RTS) via one of the channels which have been sensed as idle for a DIFS period to reserve the channel for data transmission. Immediately following the successful reception of a RTS frame, the destination station responds, after a SIFS period, with a clear to send (CTS) via the same channel. If the CTS is successfully received, the originating station starts data transmission on the same channel after a SIFS period; otherwise, the reservation fails, and all stations start to contend for the channel. All stations which successfully receive the RTS or CTS learn the channel reservation. Therefore, when a station is hidden from either the transmitting or the receiving station, it can avoid collision by detecting just one frame among the RTS and CTS.
A Fuzzy Logic Controlled Protocol
In this section, we present a fuzzy logic control mechanism which significantly improves the efficiency of the CSMA/CA protocol. This new dynamic protocol, which we refer to as the fuzzy logic controlled (FLC) protocol, is identical to the CSMA/CA protocol described in the previous section except how the value of CW is determined. Instead of the binary exponential backoff scheme, a fuzzy logic controller is employed to estimate network traffic, based on which the value of CW is tuned.
The number of idle channels is a good indicator for network traffic. A small number of idle channels indicates heavy traffic and vice versa. Moreover, its current value is available to all stations which are not transmitting. Thus, the fuzzy logic controller use two average numbers of idle channels, X and Y, to estimate network traffic. The input variable X with range [0, q] is the average number of idle channels over the DIFS period (34 µs) before invoking the backoff procedure; the input variable Y with range [0, q] is the average number of idle channels over the last 50 backoff time slots (450 µs) during which the station is not transmitting. The input variables X and Y therefore contain information about the traffic right before the backoff procedure and the average traffic over a longer period of time, respectively. In the process of designing the fuzzy control system, we use a heuristic cut-and-try procedure to find a proper fuzzy partition and a trial-and-error approach to find suitable membership functions. The fuzzy control rules are decided according to the following observations: if both average numbers of idle channels X and Y are small, the traffic is heavy; if both are large, the traffic is light; if one is large and one is small, the traffic is somewhere in the middle.
In the rest of the paper, we present a FLC protocol for q = 8. We define the term set of X as
, respectively, where 
Thus, T k Z indicates lighter traffic as k increases. The rule base of this fuzzy logic controller contains 25 fuzzy control statements: 64) ). Note that f suc (z) and f f ail (z) are both increasing functions of traffic indicator z, since large z indicates heavy traffic for which large CW is necessary. Moreover, note that f suc (z) ≤ 1 and . In other words, each station decreases the value of CW after a successful transmission and increases the value, otherwise. Note that the FLC protocol can be employed together with the RTS/CTS mechanism described in the previous section to combat the hiddenterminal problem.
Simulations and Results
The protocols proposed in this paper do not depend on the technologies adopted at the physical layer. In the simulations, the packet length of each MAC frame is calculated according to the IEEE 802.11a standard at 6 Mbits/s transmission rate. We choose 1 µs as the basic time step in the simulations, since the length of each packet, DIFS, SIFS, and backoff slot time are multiples of 1 µs. We assume that the stations in the same network are synchronous in each time step by listening to the transmissions. This assumption is reasonable, because the propagation delay in the WLAN is much less than 1 µs. The assumption makes it possible to use discrete-time programs to simulate continuous-time WLAN networks. During each basic time step, each station behaves according to the protocols described in Sect. 2 and Sect. 3.
Utilization
The utilization of the channel, defined as the average fraction of bandwidth used by successfully transmitted data packets [6] , gives a good indication of the overheads required by the MAC protocol to coordinate stations. The control frames (e.g., ACK, RTS, CTS), interframe periods (e.g., DIFS, SIFS), collisions, and idle slots are not included in the calculation of utilization. The maximum utilization the network can attain, when all stations employ the CSMA/CA protocol with same fixed CW value, is called the capacity of CSMA/CA protocol. Note that the optimal value of CW depends on the number of transmitting stations [7] , [8] . The utilizations of the channel for the CSMA/CA and the FLC protocols are plotted in Fig. 1 against the number of transmitting stations for λ = 1000 bytes (long average packet length) and λ = 300 bytes (short average packet length).
To establish a benchmark for the comparison, the capacity of CSMA/CA protocol is also plotted in Fig. 1 . We observe that the CSMA/CA protocol often operates very far away from the capacity, especially when the network has a large population of transmitting stations. This is because in the CSMA/CA protocol, stations reset the value of CW to CW min after successful transmissions and restart the process of probing the optimal value of CW at the cost of collisions, which results in reduction of channel utilization. This effect is more prominent when the network has a larger popula- tion of transmitting stations and thus a larger optimal CW value. Figure 2 plots the probabilities of collision for the CSMA/CA and the FLC protocols with λ = 1000 bytes. The collision probability for the CSMA/CA protocol indeed increases drastically with the number of transmitting stations. The FLC protocol significantly improves the channel utilization by choosing an appropriate value for CW according to the estimation of network traffic. This value can be very close to the optimal CW value, if parameters in the fuzzy logic controller are chosen properly. Therefore, the FLC protocol drastically decreases the probability of collision, especially when there is a large population of transmitting stations as shown in Fig. 2 . The channel utilization of the FLC protocol not only is much larger than that of the CSMA/CA protocol but also approaches the capacity of CSMA/CA for both λ = 1000 bytes and λ = 300 bytes as shown in Fig. 1. 
Fairness
In Sect. 4.1, we have shown that the FLC protocol achieves high utilization. The next important question is "Does every station get a fair share of the utilization?" We use fairness index (FI) to measure the degree of fairness [15] , which is defined as
where W i is the number of data packets successfully transmitted by transmitting station i during a given time period, and M is the set of all transmitting stations. Figure 3 plots the fairness indexes for a time period 10 seconds with λ = 1000 bytes. We observe that the CSMA/CA protocol has serious fairness problem when the channel load is high. This is because the CSMA/CA protocol always favors the last succeeding station by resetting its value of CW to CW min . When channel load is high, a station that has last succeeded in transmitting a packet has statistically much shorter backoff time than other stations that have failed. These other sta- tions are at a disadvantage in access to the shared channels, which results in excessive access delay and severe throughput degradation. The FLC protocol does not reset the successful station's CW value to CW min . Therefore, it alleviates the fairness problem of the CSMA/CA protocol when channel load is high.
Responsiveness
In this section, we investigate the promptness of protocols to re-tune the value of CW when the number of transmitting stations in the networks sharply changes. CSMA/CA protocol does. In the CSMA/CA protocol, stations use binary exponential rule to probe the optimal value of CW. When the optimal value of CW is large, it takes a large number of collisions and consequently a long time to reach the optimal value of CW. In the FLC protocol, each station adjusts the value of CW according to its own traffic estimation. Therefore, the FLC protocol suffers less collisions compared with the CSMA/CA protocol before reaching steady state. When the number of transmitting stations changes from 80 to 8 at time 0.75 seconds, the CSMA/CA protocol reaches the steady-state utilization for M = 8 faster than the FLC protocol does. The reason is that after every successful transmission, the CSMA/CA protocol resets the value of CW to CW min , which is very close to the optimal value of CW for M = 8. In the FLC protocol, the average numbers of idle channels, X and Y, have memory which slows down the reaction of fuzzy logic controllers. However, it takes less than 0.1 second for the FLC protocol to reach steady state, during which the utilization is high. Thus, we conclude that the behavior of the FLC protocol in transition conditions is reasonably good.
RTS/CTS Mechanism
The RTS/CTS mechanism can be employed in both the CSMA/CA and the FLC protocols to help combat the hidden-terminal problems [14] . In this subsection, the performance of the CSMA/CA protocol with RTS/CTS is compared with that of the FLC protocol with RTS/CTS. Figure 5 plots the channel utilizations for both λ = 1000 bytes and λ = 300 bytes. Note that the RTS/CTS mechanism does not change the rules for choosing CW value; thus, using the RTS/CTS mechanism does not change the collision probability in Fig. 2 . In other words, the FLC protocol with RTS/CTS has significantly less probability of collision than the CSMA/CA protocol with RTS/CTS. Therefore, when there is a large population of transmitting stations, the utilization of the FLC protocol with RTS/CTS is better than that of the CSMA/CA protocol with RTS/CTS. However, the improvement in channel utilization is not as significant as that in Sect. 4.1, since in the RTS/CTS mechanism, collisions do not occur with long data packets but with relative short RTS packets.
Next, we examine the packet delay characteristics of these two protocol. The packet delay is defined as the length of time that elapses between the generation and the successful transmission of a packet. Figure 6 plots the mean and the variance of packet delay for λ = 1000 bytes. We observe that even though the FLC protocol with RTS/CTS does not reduce the mean packet delay of the CSMA/CA protocol with RTS/CTS, it achieves a significantly lower variance of packet delay. This is because the CSMA/CA protocol always favors the last succeeding station as described in Sect. 4.2. Thus, the FLC protocol with RTS/CTS is more suitable for delay sensitive data such as streaming audio/video data.
Protocol Behavior for Burst Traffic
The Internet packet traffic is well known to exhibit selfsimilarity, one popular model of which is the arrival process with Pareto distributed interarrival time [16] . In this section, the interarrival time (in µs) between MAC data frames at each transmitting station is an independent Pareto distributed random variable T with cumulative distribution function
where α = 1.3 and β = 5100. The arrived MAC frames are stored in a buffer with size 256 kbits, transmitted by a First-In-First-Out (FIFO) policy, and moved out of the buffer only when the frames are successfully transmitted. If the length of the newly arrived MAC frame exceeds the remaining space of the buffer, the frame is discarded. The frame delay is defined as the length of time that elapses between the arrival and the successful transmission of a data frame. Figures 7, 8 , and 9 plots the channel utilization, average frame delay, and average number of discarded frames, respectively, for λ = 1000 bytes. We observe that when the network has a large population of transmitting stations, the FLC protocol significantly reduces the average frame delay and the number of discarded frames, and increases the channel utilization. Thus, the FLC protocol outperforms the CSMA/CA protocol for burst traffic. 
Protocol Behavior for Noisy Channels
We now investigate the protocol behavior when there are transmission errors due to channel noise. Figure 10 plots the channel utilization for λ = 1000 bytes, when the packet error rate due to channel noise is 0.5. The packet error here means that the receiver can not correctly recover the content of the packets; however, the receiver as well as the other stations can detect that the channel is busy during the packet transmissions. Comparing Fig. 10 with Fig. 1(a) , we find that the transmission errors reduce the utilizations approximately by half. We observe that the FLC protocol still outperforms the CSMA/CA protocol in the non-ideal channel case. This is because the CSMA/CA protocol chooses the value of CW only based on the transmission results (success or failure) while the FLC protocol chooses the CW value based on both the transmission results and the estimated network traffic. Consider the example in which there is only one transmitting user in the network. It follows that the less CW value, the better the channel utilization. After each transmission failure occurs due to noise, the CSMA/CA protocol doubles the value of CW while the FLC protocol only slightly increases the value of CW, due to low traffic estimation (small z). Thus, when there are transmission failures due to noise, the CW value of the FLC protocol stays closer to the optimal value than that in the CSMA/CA protocol.
Conclusions
In this paper, we propose two distributed random access protocols for multi-channel WLANs. The CSMA/CA protocol is very similar to the IEEE 802.11 standard. The FLC protocol employs a simple fuzzy logic controller to tune the value of CW. Extensive simulations are provided to compare the performances of these two protocols. We find that under the asymptotic condition and ideal channel assumption, the FLC protocol significantly reduces the probability of collision and increases the channel utilization of the CSMA/CA protocol. Moreover, the channel utilization of the FLC protocol approaches the capacity of CSMA/CA for both long and short data packets. In addition, the FLC protocol also alleviates the fairness problem of the CSMA/CA protocol and well behaves in transition conditions. Without the asymptotic condition and ideal channel assumption, the FLC protocol still outperforms the CSMA/CA protocol. Finally, when both protocols are employed with the RTS/CTS mechanism to help combat the hidden-terminal problem, the FLC protocol is still better. Thus, we conclude that the proposed FLC protocol is a great improvement of the CSMA/CA protocol for multi-channel WLANs.
