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Abstract—We propose a scheme that universally achieves the
smallest possible compression rate for a class of sources with
side information, and develop an application of this result for a
joint source channel coding problem over a broadcast channel.
I. INTRODUCTION
Polar coding, introduced by Arıkan in [1], has attracted
much attention for its ability to achieve capacity of binary-
input memoryless output-symmetric channels under a low-
complexity decoding procedure (a successive cancellation, or
SC decoder). The polar code construction has been extended
in a number of ways including non-binary alphabets as well
as asymmetric channels, source coding problems, and various
multi-user scenarios. The original construction of polar codes
depends on the communication channel for the transmission.
At the same time, it is often desirable to have a coding
scheme that attains capacity of channels irrespective of the
structure of the transition probabilities. This feature, termed
universal coding, has been recently studied in several works.
One line of research was started in the works by Korada [2]
who proved that polar codes constructed for a given commu-
nication channel V can support reliable transmission with SC
decoding over a channel W that is a stochastically degraded
version of V . Sutter and Renes [3] extended this result to
channels that are “less noisy” with respect to the original
channel. Similar results for universal source polarization were
obtained earlier by Abbe [4]. These works assume that the
receiver has full knowledge of the channel/source statistics.
In a recent work Alsan [5] considered conditions for reliable
communication with polar codes when both the encoder and
decoder are designed for a channel different from the actual
communication channel (“mismatched decoding”).
Another line of works is concerned with the classical
definition of universal coding, aiming to achieve compound
capacity of a set of channels using modified polar codes.
Along these lines, Hassani and Urbanke showed [6] that
polar codes under SC decoding cannot achieve the compound
capacity of a set of binary-input output-symmetric channels.
In a later work [7] they proposed several modifications of
the original polar coding scheme that achieve the compound
capacity at the cost of increasing the decoding delay. A
∗ Research supported in part by NSF grants CCF1217245 and CCF1217894.
similar result was also established by S¸as¸og˘lu and Wang [8]
(see also Mahdavifar et al. [9]).
In this paper we address the universality problem for
source coding with side information using polar codes, and
use this scheme to attain the region of achievable rates in
a joint source-channel coding problem proposed by Tuncel
in [10]. The formal definition of the universal source coding
problem with side information is given in Section II, where
we also present our coding scheme. The scheme itself forms
a modification of the “chaining” idea from [7], adapted for
the source coding problem. The block length optimization
problem is analyzed in Sect. III. The second main result of
this work relates to a joint source-channel coding problem
over a broadcast channel. In Sect. V we design a polar-
codes-based compression scheme to construct rate-optimal
codes for this problem. As a preliminary result, in Section
IV we analyze a generalized universal compression problem
in which the decoders have access to the encoding sequences
produced by some subsets of the set of encoders in the
system.
II. PROBLEM STATEMENT AND CODING SCHEME
A. Problem Statement and Preliminaries
In what follows, the index set {1, ..., n} is abbreviated as
[n]. For a subset A ⊆ [n] we denote by Ac its complement in
[n] and abbreviate {X i}i∈A as XA. If A = {i, i+1, . . . , j−
1, j}, we write X i:j instead of XA.
Before we state the main theorem of this paper, we
first recall some preliminaries on polar codes. For random
variables (X,Y ) ∼ PX,Y over finite alphabets X × Y ,
the average error probability of the maximum a posteriori
estimator xˆ(y) = argmaxx∈X PX|Y (x|y) of X given Y is
Pe(X |Y ) = 1−
∑
y∈Y
PY (y)max
x∈X
PX|Y (x|y).
The conditional entropy Hq(X |Y ) is defined as
Hq(X |Y ) = −
∑
x∈X .y∈Y
PX,Y (x, y) logq PX|Y (x|y).
Assume that N = 2m for some integer m, and define the
polarizing transform GN = G⊗m, where G =
(
1 0
1 1
)
and
⊗ denotes the Kronecker product of matrices. Given the
vector (X1:N , Y 1:N ) of N independent copies of the random
variables (X,Y ), define a random vector U1:N = X1:NGN .
For β ∈ (0, 1/2), consider the set
L
(N)
X|Y = {i ∈ [N ] : Pe(U
i|U1:(i−1), Y 1:N ) ≤ 2−N
β
} (1)
consisting of indices such that U i is approximately a de-
terministic function of (U1:(i−1), Y 1:N ). When X = {0, 1},
Arıkan [11] [12] proved that
lim
m→∞
1
N
|L
(N)
X|Y | = 1−H2(X |Y ).
In [13], Mori and Tanaka proved that
lim
m→∞
1
N
|L
(N)
X|Y | = 1−Hq(X |Y ). (2)
for the case when X = Fq is a prime field (the channel
coding version of this result first appeared in [14]). Mori
and Tanaka also extended this result to the case when X =
Fq is a finite field (not necessarily prime) in the following
way. Let α be a primitive element of Fq and let U1:N =
X1:NG⊗m, where this time G =
(
1 0
α 1
)
. Again define the
set L(N)X|Y of low-entropy symbols U
i using (1). As shown in
[13], the limit relation (2) still holds true, providing a basis
for a construction of q-ary polar codes.
The universal source coding problem can be formu-
lated as follows. Consider a collection of random variables
(X,Y1, ..., YK) with joint distribution PX,Y1,...,YK defined on
the set X × Y1 × · · · × YK , where X = Fq is a finite field
of size q and Y1, ...,YK are arbitrary finite sets. We consider
X as a memoryless source and Y1, ..., YK as local side
information values about X available to decoders 1, . . . ,K,
respectively. Let (X1:n, Y 1:n1 , ..., Y 1:nK ) be n independent
copies of (X,Y1, ..., YK). The encoder and all the decoders
have knowledge of the joint distribution PX,Y1,...,YK . The
realization of side information Y 1:nk is only available to
decoder k, k = 1, . . . ,K. The encoder aims at conveying
X1:n to all the decoders in a lossless way, i.e., with an
arbitrarily small probability of error.
B. Informal description: The case of K = 2
Before formalizing the solution to the problem, we give a
brief informal description. Let us consider the case K = 2.
For a sequence x1:N of length N = 2m, let u1:N = x1:NGN .
Define two mappings fN1 and fN2 as follows:
fN1 (x
1:N ) = u
(L
(N)
X|Y1
)c
, fN2 (x
1:N ) = u
(L
(N)
X|Y2
)c
.
Given a pair (fNi (X1:N), Y 1:Ni ), i = 1, 2, we can recover
X1:N with a small error probability for N sufficiently large.
Consider a source sequence x1:n of length n, where n =
tN and N = 2m. We define the encoding mapping fn[2] :
Xn → XnR as
fn[2](x
1:n) = {fN1 (x
1:N ), {fN1 (x
(iN+1):((i+1)N))⊕
fN2 (x
((i−1)N+1):(iN))}t−1i=1 , f
N
2 (x
(n−N+1):n)},
where ⊕ denotes coordinate-wise addition over the finite field
X = Fq. If the two sequences have different length, we
first pad the shorter sequence with zeros then perform the
addition.
The rate of this coding scheme satisfies
R ≤
t+ 1
t
(max(Hq(X |Y1), Hq(X |Y2)) + o(1))
as N →∞. We can approach the rate maxk∈{1,2}Hq(X |Yk)
by choosing a sufficiently large “chaining” parameter t.
The decoding scheme is as follows (Fig. 1). The first
decoder has knowledge of fN1 (x1:N ) and y1:N1 . Thus, it can
recover the sequences u1:N and x1:N with a small error
probability. As a result, it can calculate fN2 (x1:N ). Since
fn[2](x
1:n) contains fN1 (x(N+1):(2N)) ⊕ fN2 (x1:N )), the first
decoder now has knowledge of fN1 (x(N+1):(2N)). Together
with the side information y(N+1):(2N)1 , it can losslessly
decode x(N+1):(2N) and calculate the fN2 (x(N+1):(2N)).
The first decoder then iterates this procedure: After de-
coding x(iN−N+1):(iN), it calculates fN2 (x(iN−N+1):(iN)).
Using fN2 (x(iN−N+1):(iN)) ⊕ fN1 (x(iN+1):(iN+N)), it finds
fN1 (x
(iN+1):(iN+N)) and then decodes x(iN+1):(iN+N). The
whole sequence x1:n can be thus recovered.
The second decoder follows a similar procedure in re-
verse order. With the knowledge of fN2 (x(n−N+1):n) and
y
(n−N+1):n
2 , it can recover u(n−N+1):n and x(n−N+1):n.
Then it calculates fN1 (x(n−N+1):n). Since fn[2](x1:n) con-
tains fN2 (x(n−2N+1):(n−N)) ⊕ fN1 (x(n−N+1):n), the sec-
ond decoder now has knowledge of fN2 (x(n−2N+1):(n−N)).
Together with y(n−2N+1):(n−N)2 , it can losslessly decode
x(n−2N+1):(n−N) and recover fN1 (x(n−2N+1):(n−N)). By
repeating this procedure the second decoder can also recover
the entire source sequence.
C. Formal description of the coding scheme
Below we use the following notation. In a universal
compression scheme, the code is constructed for a set of
decoders, such as [K] = {1, . . . ,K}. All the encoding and
decoding maps as well as the values of the rate and the
error probability have the same subscript, such as [K]. If the
compression scheme only contains a single decoder, such as
J + 1, then we write {J + 1} as the subscript. If we need
to refer to the block length explicitly, we use a superscript
such as n. Of course, any universal scheme uses a single
encoder map for all the K decoders. We refer to decoder
k, k ∈ [K] by introducing a second superscript, and so the
complete notation for a decoder is of the form gn,k[K] . We use
similar notation for the encoder, the values of the rate and of
the error probability of decoding.
Theorem II.1. For any ǫ > 0, δ > 0, there are integers t
and m0 such that for any m ≥ m0 there exists an encoder
fn[K] : X
n → XnR[K] , n = t2m
and K decoders
gn,k[K] : X
nR[K] × Ynk → X
n, 1 ≤ k ≤ K
such that the rate satisfies
0 < R[K] − max
1≤k≤K
Hq(X |Yk) < δ
fN1 (x[1]) f
N
1 (x[2]) ⊕ f
N
2 (x[1])
x[1]
fN2 (x[1]) + f
N
1 (x[2])
x[2]
y1[1]
y1[2]
. . .
. . . fN1 (x[t]) ⊕ f
N
2 (x[t− 1]) f
N
2 (x[t])
fN2 (x[t − 1]) f
N
1 (x[t])+
x[t]
y1[t]
x[t]
fN2 (x[t − 1]) f
N
1 (x[t])+
x[t− 1]
y2[t]
y2[t− 1]
. . .
fN2 (x[1]) + f
N
1 (x[2])
x[1]
y2[1]
DECODER 1
DECODER 2
Fig. 1: The
decoding
procedure.
For notational
simplicity,
we use
x[i], y1[i], y2[i]
to denote
x(iN−N+1):(iN),
y
(iN−N+1):(iN)
1 ,
y
(iN−N+1):(iN)
2
respectively
for all i =
1, 2, . . . , t.
and the probability of error satisfies
Pn,k[K] , Pr[X
1:n 6= gn,k[K](f
n
[K](X
1:n), Y 1:nk )] < ǫ
for all 1 ≤ k ≤ K .
Proof: We prove the theorem by induction. We begin
with a slightly stronger claim for K = 1: For any ǫ > 0, δ >
0, and any integer t, there exists an integer m0 such that for
any m ≥ m0, we can find an encoder and a decoder that
satisfy the conditions of the theorem. We first consider the
case when X = Fq is a prime field. As before, let N = 2m
and n = tN. Given a realization of the source and side
information (x1:n, y1:n1 ), define the sequence
u1:n = x1:ndiag(GN , GN , . . . , GN ) (3)
where the diagonal matrix is formed of t identical blocks
GN . In each block of length N there is a set of low-entropy
symbols as defined in (1). Denote the union of these sets by
L
(n)
X|Y1
:
L
(n)
X|Y1
=
{
i ∈ [n] : (i − (⌈i/N⌉ − 1)N) ∈ L
(N)
X|Y1
}
.
As an immediate consequence of (2) we have that
lim
m→∞
1
n
|L
(n)
X|Y1
| = 1−Hq(X |Y1). (4)
The encoder fn{1} is defined as
f
(n)
{1} : x
1:n 7→
{
uj : j ∈
(
L
(n)
X|Y1
)c}
.
The decoder only needs to determine the values uj , j ∈
L
(n)
X|Y1
since x1:n and u1:n are in one-to-one correspondence.
For all i ∈ L(n)X|Y1 , the decoder generates its decision as
uˆi = argmax
u∈X
Pr
(
u|u(⌈i/N⌉N−N+1):(i−1),
y
(⌈i/N⌉N−N+1):⌈i/N⌉N
1
)
,
where the probability is computed with respect
to the random variable Ui conditional on
U (⌈i/N⌉N−N+1):(i−1), Y
(⌈i/N⌉N−N+1):(⌈i/N⌉N)
1 .
Now we invoke the results on the error probability of
decoding for a “single” polar block [12] and use the union
bound to extend it to t such blocks. We conclude that the
probability of error Pn,1{1} < t2
−Nβ , 0 < β < 1/2 which is
less that ǫ for m sufficiently large. Together with (4), this
implies our claim our claim for K = 1 and prime q. When q
is a prime power, we can follow the above arguments upon
replacing GN in (3) with
(
1 0
α 1
)⊗m
, where α is a primitive
element of Fq.
This establishes the induction base. Now suppose that the
claim of the theorem holds for K = J . By the induction
hypothesis, for any ǫ > 0 and δ > 0, there are an integer t1
and a corresponding m1 such that for any m ≥ m1 there is
an encoder
fn1[J] : X
n1 → Xn1R[J]
and J decoders
gn1,j[J] : X
n1R[J] × Yn1j → X
n1 , 1 ≤ j ≤ J
such that the block length n1 = t12m, the compression rate
satisfies
R[J] < max
1≤j≤J
Hq(X |Yj) + δ/2 (5)
and the probability of error
Pn1,j[J] = Pr[X
1:n1 6= gn1,j[J] (f
n1
[J](X
1:n1), Y 1:n1j )]
< ǫ/t2
(6)
for all 1 ≤ j ≤ J , where t2 = ⌈ 2δ ⌉ + 1. Moreover, there is
an m2 such that for any integer m ≥ m2 we can find an
encoder
fn1{J+1} : X
n1 → Xn1R{J+1}
and a decoder
gn1,J+1{J+1} : X
n1R{J+1} × Yn1J+1 → X
n1
such that n1 = t12m, the rate satisfies
R{J+1} < Hq(X |YJ+1) + δ/2 (7)
and the probability of decoding error satisfies
Pn1,J+1{J+1} = Pr[X
1:n1 6= gn1,J+1{J+1} (f
n1
{J+1}(X
1:n1), Y 1:n1J+1 )]
< ǫ/t2.
(8)
Now we prove the claim for K = J + 1. Let t =
t1t2,m0 = max(m1,m2). For any integer m ≥ m0, let
n1 = t12
m, n = t1t22
m
. We can find encoders fn1[J], f
n1
{J+1}
and decoders gn1,j[J] , 1 ≤ j ≤ J , g
n1,J+1
{J+1} satisfying (5)-(8).
We define the encoder fn[J+1] : Xn → XnR[J+1] by Eq.(9) at
the top of the next page, where ⊕ denotes coordinate-wise
addition over Fq. Using (5), it is easy to see that
R[J+1] ≤
(t2 + 1)
t2
max(R[J], R{J+1})
≤ max(R[J], R{J+1}) +
1
t2
< max
1≤j≤J+1
Hq(X |Yj) + δ.
Thus the rate constraint is satisfied. Note that x1:n consists
of t2 blocks of length n1. The first J decoders decode
successively from block 1 to block t2 while decoder J + 1
decodes in reverse order. We define xˆ1:nj as a function of
x1:n and y1:nj successively as shown in Eqns. (10), (11) at
the top of the next page. Decoders gn,j[J+1], 1 ≤ j ≤ J are
defined as
gn,j[J+1](f
n
[J+1](x
1:n), y1:nj ) = xˆ
1:n
j .
Let Xˆ1:nj = g
n,j
[J+1](f
n
[J+1](X
1:n), Y 1:nj ). The error probabil-
ity
Pn,j[J+1] = Pr[X
1:n 6= Xˆ1:nj ] = Pr[X
1:n1 6= Xˆ1:n1j ]
+
t2−1∑
i=1
Pr[X(in1+1):(in1+n1) 6= Xˆ
(in1+1):(in1+n1)
j , X
1:in1 = Xˆ1:in1j ]
≤ Pr[X1:n1 6= Xˆ1:n1j ]
+
t2−1∑
i=1
Pr[X(in1+1):(in1+n1) 6= Xˆ
(in1+1):(in1+n1)
j |X
1:in1 = Xˆ1:in1j ].
It is easy to see that each term in the right hand side of
the inequality is equal to Pn1,j[J] . By (6) we conclude that
Pn,j[J+1] < ǫ for 1 ≤ j ≤ J . As for decoder J + 1, define
xˆ1:nJ+1 as a function of x1:n and y1:nJ+1 successively as shown
in Eqns. (12), (13) at the top of the next page. Decoder
gn,J+1[J+1] is defined as
gn,J+1[J+1] (f
n
[J+1](x
1:n), y1:nJ+1) = xˆ
1:n
J+1.
The error probability Pn,J+1[J+1] can be bounded in exactly the
same way as above. Thus we conclude that Pn,j[J+1] < ǫ for
1 ≤ j ≤ J + 1 and complete the proof.
Note that our proof is constructive. The coding scheme
proposed above inherits the low encoding and decod-
ing complexity of polar codes and achieves the rate
max1≤k≤K Hq(X |Yk). By the Slepian-Wolf theorem [15]
this is the smallest achievable rate, so the scheme achieves the
optimal encoding rate of universal source coding with side
information. Furthermore, in this proof polar codes are used
only for establishing the induction base. They can be replaced
by any source code whose rate achieves the conditional
entropy function.
D. Universal Compression without Side Information
The compression scheme described above can be carried
over without changes to solve the classical universal source
coding problem. Let X be a source over the alphabet X =
Fq. Consider a finite set of distributions {P1, P2, ..., PK}
on X . Suppose that the encoder only knows that the dis-
tribution of X belongs to this set, while the decoder has
knowledge of the actual source distribution. We are seeking a
lossless compression scheme achieving the “compound rate”
max1≤k≤K Hq(Pk), where Hq(Pk) denotes the entropy of
distribution Pk. Without loss of generality we can assume
that Hq(P1) = max1≤k≤K Hq(Pk). When X = {0, 1}, Abbe
[4] proved that a polar code constructed for the distribution
P1 will compress losslessly for all Pk, 1 ≤ k ≤ K . This fact
relies on special properties of the binary source alphabet. It
is further shown in [4] that polar codes do not achieve the
compound rate for source coding when the size of the source
alphabet is larger than 2. In contrast, our scheme, although
requiring a much larger block length, is able to achieve the
compound rate for any finite set of distributions whenever X
is a finite field. Formally, we have the following proposition,
whose proof follows the same steps as the proof of Theorem
II.1 and is therefore omitted here.
Proposition II.2. For any ǫ > 0 and δ > 0, there are integers
t and m0 such that for any m ≥ m0, we can find a length
n = t2m block encoder
fn[K] : X
n → XnR[K]
and K decoders
gn,k[K] : X
nR[K] → Xn, 1 ≤ k ≤ K
such that the rate satisfies R[K] < max1≤k≤K Hq(Pk) + δ
and the probability of error satisfies
Pn,k[K] , Pr[X
1:n 6= gn,k[K](f
n
[K](X
1:n))] < ǫ
for all 1 ≤ k ≤ K .
III. LENGTH OPTIMIZATION
We note that the chaining can be done in many ways,
leading to codes of different length. Here we point out how
this property can be used to make the block length smaller.
Let us consider a special case where H(X |Yk) = H0 for
all 1 ≤ k ≤ K . From the analysis above, when we add de-
coder i+1, we need to chain ti blocks. Doing so increases the
rate by approximately H0/ti. Suppose that the rate of each
underlying polar encoding is R1 = max1≤i≤K
|(L
(N)
X|Yi
)
c
|
N ,
while the target rate is R2 > R1. Letting ∆ = R2 −R1, we
must ensure that
K−1∑
i=1
H0
ti
≤ ∆. (14)
fn[J+1](x
1:n) = {fn1[J](x
1:n1), {fn1[J](x
(in1+1):((i+1)n1))⊕ fn1{J+1}(x
((i−1)n1+1):(in1))}t2−1i=1 , f
n1
{J+1}(x
(n−n1+1):n)} (9)
xˆ1:n1j = g
n1,j
[J] (f
n1
[J](x
1:n1), y1:n1j ), j = 1, . . . , J (10)
xˆ
(in1+1):(in1+n1)
j = g
n1,j
[J]
(
fn1[J](x
(in1+1):((i+1)n1) ⊕ fn1{J+1}(x
((i−1)n1+1):(in1)))⊖ fn1{J+1}(xˆ
((i−1)n1+1):(in1)
j ),
y
(in1+1):((i+1)n1)
j
)
, i = 1, . . . , t2 − 1, j = 1, . . . , J (11)
xˆ
(n−n1+1):n
J+1 = g
n1,J+1
{J+1}
(
fn1{J+1}(x
(n−n1+1):n), y
(n−n1+1):n
J+1
)
(12)
xˆ
(in1−n1+1):(in1)
J+1 = g
n1,J+1
{J+1}
(
fn1{J+1}(x
((i−1)n1+1):(in1))⊕ fn1[J](x
(in1+1):((i+1)n1))⊖ fn1[J](xˆ
(in1+1):((i+1)n1)
J+1 ),
y
((i−1)n1+1):(in1)
J+1
)
, i = t2 − 1, . . . , 1 (13)
The total block length is Nt1 · · · tK−1, where N is the
length of the underlying polar block. By the arithmetic mean-
geometric mean inequality we obtain
N
K−1∏
i=1
ti ≥ N
(
(K − 1)H0
∆
)K−1
. (15)
The total block length is minimized by setting ti = (K −
1)H0/∆ for all 1 ≤ i ≤ K − 1.
Now let us consider different ways to chain the code
blocks. For simplicity suppose that the number of decoders
K is a power of 2. Recall that we first perform the chaining
for decoders 1 and 2, then for decoders 1,2 and 3, etc.
This procedure can be naturally represented by a tree as
illustrated in the left part of Fig. 2. We need to do the chaining
construction whenever we increase the depth of the encoding
tree. Analogously to (14), for general encoding tree we have∑D
i=1
H0
ti
≤ ∆, where D is the depth of the tree and ti is the
number of chaining blocks at nodes of depth i. Proceeding
as in (15) we find N∏Di=1 ti ≥ N (DH0∆ )D . It is clear that
in order to obtain shorter encoding blocks we must make
D as small as possible. This is accomplished by balancing
the encoding tree through rearranging the chaining steps.
This rearranging results into the tree depth D = ⌈log2K⌉.
Performing the chaining as shown in the right part of Fig. 2
will reduce the total block length from N
( (K−1)H0
∆
)K−1
to
N
(⌈log2K⌉H0
∆
)⌈log2 K⌉
.
IV. A GENERALIZATION OF THE UNIVERSAL SOURCE
CODING PROBLEM
In this section we generalize the coding scheme proposed
in Section II to a more complicated scenario with the aim
of using the results developed here in a joint source-channel
coding problem addressed in the next section.
The notation (X1:n, Y11:n, ..., YK1:n) below has the same
meaning as in Section II-A. We consider the following source
coding problem. There are 2K1−1 encoders and K decoders,
1 2 3 4 1 2 3 4
Fig. 2: The original (left) and improved (right) scheme for
K=4
where K1 ≥ K . The joint distribution PX,Y1,...,YK is known
to all the encoders and decoders. The encoders fn,A[K] : X
n →
XnR
A
[K] are indexed by subsetsA ⊂ [K1],A 6= ∅, where RA[K]
is the rate of the encoder. Define
Rk[K] =
∑
A:k∈A
RA[K].
The kth decoder only has access to fn,A[K] (X
1:n) for A ∋ k
and the realization of Y 1:nk . Note that none of the K decoders
uses the encoded sequence fn,A[K] (X
1:n) for A ⊂ [K1]\[K].
We define these encoders simply for the convenience of the
following inductive proof. We now present a coding scheme
such that all the decoders can recover X1:n losslessly.
For simplicity, we assume that the source alphabet X =
{0, 1}, and only use the binary entropy function hereafter,
omitting the subscript q from the notation.
Definition IV.1. Let K1 ≥ K and let {ak}Kk=1,
{R¯A}A⊂[K1],A6=∅ be two sets of nonnegative real numbers.
We say that {R¯A}A⊂[K1],A6=∅ covers {ak}Kk=1 if∑
A∋k
R¯A > ak
for 1 ≤ k ≤ K.
Proposition IV.2. Let K1 ≥ K and let ǫ > 0. Suppose that
a set of nonnegative real numbers {R¯A}A⊂[K1],A6=∅ covers
{H(X |Yk)}
K
k=1. There are integers t and m0 such that for
any m ≥ m0, there exist encoders
fn,A[K] : X
n → XnR
A
[K] , A ⊂ [K1],A 6= ∅
and K decoders
gn,k[K] : X
nRk[K] × Ynk → X
n, 1 ≤ k ≤ K
such that n = t2m, the rates satisfy RA[K] < R¯A for all
A ⊂ [K1],A 6= ∅, and the probability of error satisfies
Pn,k[K] = Pr[X
1:n 6= gn,k[K]({f
n,A
[K] (X
1:n)}A∋k, Y
1:n
k )] < ǫ
for all 1 ≤ k ≤ K .
Proof: We prove the proposition by induction, following
the ideas in Theorem II.1. Let us first establish a stronger
claim for K = 1, namely, for any ǫ > 0 and any integer t,
there is an integer m0 such that for any m ≥ m0, we can find
encoders and a decoder satisfying the above conditions. No
separate proof is needed because the rate and error probability
constraints are essentially the same as those in Theorem II.1
in the case of K = 1.
Let us make the induction step. Suppose that the claim
holds for K = J. Without loss of generality we assume that
R¯A > 0 for all A ⊂ [K1],A 6= ∅. If {R¯A}A⊂[K1],A6=∅
covers {H(X |Yj)}
J+1
j=1 , then there exists another set of
positive numbers {RˆA}A⊂[K1],A6=∅ covering {H(X |Yj)}
J+1
j=1
and satisfying RˆA < R¯A for all A ⊂ [K1],A 6= ∅.
Since {RˆA}A⊂[K1],A6=∅ covers {H(X |Yj)}
J+1
j=1 , it also cov-
ers {H(X |Yj)}Jj=1. By the induction hypothesis, for any
ǫ > 0, there are an integer t1 and a corresponding m1 such
that for any m ≥ m1 we can find encoders
fn1,A[J] : X
n1 → Xn1R
A
[J] , A ⊂ [K1],A 6= ∅
and J decoders
gn1,j[J] : X
n1R
j
[J] × Yn1j → X
n1 , 1 ≤ j ≤ J
where the block length n1 = t12m, the rate satisfies
RA[J] < Rˆ
A (16)
for all A ⊂ [K1],A 6= ∅, and the probability of error satisfies
Pn1,j[J] = Pr[X
1:n1 6= gn1,j[J] ({f
n1,A
[J] (X
1:n1)}A∋j , Y
1:n1
j )]
< ǫ/t2
(17)
for all 1 ≤ j ≤ J , where
t2 =
⌈ 1
minA⊂[K1](R¯
A − RˆA)
⌉
+ 1. (18)
Moreover, there is an m2 such that for any integer m ≥ m2
we can find encoders
fn1,A{J+1} : X
n1 → Xn1R
A
{J+1} , A ⊂ [K1],A 6= ∅
and a decoder
gn1,J+1{J+1} : X
n1R
J+1
{J+1} × Yn1J+1 → X
n1
in which RJ+1{J+1} =
∑
A∋J+1 R
A
{J+1}, the block length n1 =
t12
m
, the rate
RA{J+1} < Rˆ
A (19)
and the probability of error
Pn1,J+1{J+1}
= Pr[X1:n1 6= gn1,J+1{J+1} ({f
n1,A
{J+1}(X
1:n1)}A∋J+1, Y
1:n1
J+1 )]
< ǫ/t2.
(20)
Now let us prove the claim for K = J + 1. Let
t = t1t2,m0 = max(m1,m2). For any integer m ≥ m0,
let n1 = t12m and n = t1t22m. We can find encoders
fn1,A[J] , f
n1,A
{J+1},A ⊂ [K1],A 6= ∅ and decoders g
n1,j
[J] , 1 ≤
j ≤ J , gn1,J+1{J+1} satisfying (16)-(17) and (19)-(20). Define
encoders fn,A[J+1] : X
n → XnR
A
[J+1] for all A ⊂ [K1],A 6= ∅
as shown in (21) at the top of the next page. By (16), (18),
and (19) we have
RA[J+1] ≤
(t2 + 1)n1max(R
A
[J], R
A
{J+1})
t2n1
≤ max(RA[J], R
A
{J+1}) +
1
t2
< R¯A
for all A ⊂ [K1],A 6= ∅. Thus the rate constraint is satisfied.
Note that x1:n consists of t2 blocks of length n1. The first
J decoders decode successively from block 1 to block t2
while decoder J + 1 decodes in reverse order. We define
xˆ1:nj as functions of x1:n and y1:nj successively as shown in
Eqns. (22), (23) at the top of the next page.
Decoders gn,j[J+1], 1 ≤ j ≤ J are defined as follows:
gn,j[J+1]({f
n,A
[J+1](x
1:n)}A∋j , y
1:n
j ) = xˆ
1:n
j .
Let Xˆ1:nj = g
n,j
[J+1]({f
n,A
[J+1](X
1:n)}A∋j , Y 1:nj ). The error
probability
Pn,j[J+1] = Pr[X
1:n 6= Xˆ1:nj ] = Pr[X
1:n1 6= Xˆ1:n1j ]
+
t2−1∑
i=1
Pr[X(in1+1):(in1+n1) 6= Xˆ
(in1+1):(in1+n1)
j , X
1:in1 = Xˆ1:in1j ]
≤ Pr[X1:n1 6= Xˆ1:n1j ]
+
t2−1∑
i=1
Pr[X(in1+1):(in1+n1) 6= Xˆ
(in1+1):(in1+n1)
j |
X1:in1 = Xˆ1:in1j ].
It is easy to see that each term on the right-hand side of this
inequality is equal to Pn1,j[J] . On account of (17) we conclude
that Pn,j[J+1] < ǫ for 1 ≤ j ≤ J . As for decoder J +1, define
xˆ1:nJ+1 as a function of x1:n and y1:nJ+1 successively as shown
in Eqns. (24), (25) at the top of the next page. Decoder
gn,J+1[J+1] is defined as
gn,J+1[J+1] ({f
n,A
[J+1](x
1:n)}A∋J+1, y
1:n
J+1) = xˆ
1:n
J+1.
fn,A[J+1](x
1:n) = {fn1,A[J] (x
1:n1), {fn1,A[J] (x
(in1+1):((i+1)n1))⊕ fn1,A{J+1}(x
((i−1)n1+1):(in1))}t2−1i=1 , f
n1,A
{J+1}(x
(n−n1+1):n)} (21)
xˆ1:n1j = g
n1,j
[J] ({f
n1,A
[J] (x
1:n1)}A∋j , y
1:n1
j ), j = 1, . . . , J (22)
xˆ
(in1+1):((i+1)n1)
j = g
n1,j
[J]
({
fn1,A{J+1}(x
((i−1)n1+1):(in1))⊕ fn1,A[J] (x
(in1+1):((i+1)n1))⊖ fn1,A{J+1}(xˆ
((i−1)n1+1):(in1)
j )
}
A∋j
,
y
(in1+1):((i+1)n1)
j
)
, i = 1, . . . , t2 − 1, j = 1, . . . , J (23)
xˆ
(n−n1+1):n
J+1 = g
n1,J+1
{J+1} ({f
n1,A
{J+1}(x
(n−n1+1):n)}A∋J+1, y
(n−n1+1):n
J+1 ) (24)
xˆ
((i−1)n1+1):(in1)
J+1 = g
n1,J+1
{J+1}
({
fn1,A{J+1}(x
((i−1)n1+1):(in1))⊕fn1,A[J] (x
(in1+1):((i+1)n1))⊖fn1,A[J] (xˆ
(in1+1):((i+1)n1)
J+1 )
}
A∋J+1
,
y
((i−1)n1+1):(in1)
J+1
)
, i = t2 − 1, . . . , 1 (25)
The error probability Pn,J+1[J+1] can be bounded in exactly the
same way as above. We conclude that Pn,j[J+1] < ǫ for 1 ≤
j ≤ J + 1, which completes the proof.
Note that this proof is also constructive. It can be easily
seen from the proof that given an achievable rate constraint
and an error probability threshold ǫ > 0, we can choose
arbitrarily large t and m such that there are encoders and
decoders with block length t2m satisfying these constraints.
V. SLEPIAN-WOLF CODING OVER BROADCAST
CHANNELS
A. Problem Statement
We consider the following communication problem
formulated by Tuncel in [10]. Below the notation
(X1:n, Y1
1:n, ..., YK
1:n) has the same meaning as in Section
II-A. Now the encoder is required to map X1:n to a sequence
U1:l, where U takes values in U = {0, 1}. The encoded
sequence U1:l is transmitted through a memoryless broadcast
channel W (v1, ..., vK |u) with the input alphabet U and finite
output alphabets V1, . . . ,VK . Let V 1:lk denote the version of
U1:l received from the channel by Decoder k, 1 ≤ k ≤ K .
The decoder uses V 1:lk and Y 1:nk to reconstruct X1:n. We
say that rate κ (measured in channel uses per symbol) is
achievable if there exist a sequence of encoders
f
(l,n)
[K] : X
n → U l
and K sequences of decoders
g
(l,n),k
[K] : V
l
k × Y
n
k → X
n, 1 ≤ k ≤ K
such that the probability of error
P
(l,n),k
[K] = Pr[X
1:n 6= g
(l,n),k
[K] (V
1:l
k , Y
1:n
k )]
vanishes uniformly for 1 ≤ k ≤ K as n, l → ∞ while
l
n → κ.
In [10], Tuncel proved the following theorem which char-
acterizes the set of achievable rates.
Theorem V.1. The value κ is achievable if and only if there
exists PU (u) such that
H(X |Yk) < κI(U ;Vk) (26)
for all 1 ≤ k ≤ K .
In the next section we give an explicit scheme that uses
the construction of Section IV to achieve the coding rates
guaranteed by this theorem.
B. Coding Scheme
For random variables (X,Y ) ∼ PX,Y , where X is binary
and Y takes values in arbitrary discrete alphabet Y , define
the Bhattacharyya parameter as follows:
Z(X |Y ) = 2
∑
y∈Y
PY (y)
√
PX|Y (0|y)PX|Y (1|y).
Let κ and PU (u) satisfy condition (26) of Theorem V.1.
Assume that N = 2m for some integer m. Given the random
vector (U1:N , V 1:N1 , . . . , V
1:N
K ) of N independent drawings
from the distribution PU,V1,...,VK = W (V1, ..., VK |U)PU ,
define D1:N = U1:NGN . For β ∈ (0, 1/2), consider the
sets
L
(N)
U|Vk
= {i ∈ [N ] : Z(Di|D1:i−1, V 1:Nk ) ≤ 2
−Nβ}
H
(N)
U = {i ∈ [N ] : Z(D
i|D1:i−1) ≥ 1− 2−N
β
}
L
(N)
U = {i ∈ [N ] : Z(D
i|D1:i−1) ≤ 2−N
β
}
for 1 ≤ k ≤ K . Let I(N)k = L
(N)
U|Vk
∩ H
(N)
U for 1 ≤ k ≤ K .
Owing to the results of Honda and Yamamoto [16], we can
use the indices in Ik to transmit information over W for the
kth decoder using successive cancellation decoder of polar
codes. Moreover,
lim
m→∞
1
N
|I
(N)
k | = I(U ;Vk).
Given an integer s, let l = sN and define index sets I(l)k ,H
(l)
U
and L(l)U , 1 ≤ k ≤ K as follows:
I
(l)
k = {i ∈ [l] : (i− (⌈i/N⌉ − 1)N) ∈ I
(N)
k }.
H
(l)
U = {i ∈ [l] : (i− (⌈i/N⌉ − 1)N) ∈ H
(N)
U }.
L
(l)
U = {i ∈ [l] : (i− (⌈i/N⌉ − 1)N) ∈ L
(N)
U }.
It is easy to see that
1
l
|I
(l)
k | =
1
N
|I
(N)
k |
For every subset A ⊂ [K],A 6= ∅, we define
I
(l)
A =
(
∩k∈A I
(l)
k
)
∩
(
∩k∈Ac (I
(l)
k )
c
)
.
It is easy to see that I(l)k =
⋃
A∋k I
(l)
A , and the sets I
(l)
A are
pairwise disjoint for different A.
Given a rate value κ satisfying (26), we can always find
an integer t large enough such that ⌈κt⌉t is as close to κ
as desired. Let s = ⌈κt⌉, l = sN, n = tN . We can also
choose a sufficiently large N such that 1l |I
(l)
k | is arbitrarily
close to I(U ;Vk). Thus 1n |I
(l)
k | can be made arbitrarily
close to κI(U ;Vk). By (26), if we choose t and N large
enough, then the set of numbers { 1n |I
(l)
A |}A⊂[K],A6=∅ will
cover {H(X |Yk)}
K
k=1 in the sense of Def. IV.1. Therefore,
we can use the coding scheme proposed in the proof of
Proposition IV.2 to find encoders fn,A[K] ,A ⊂ [K],A 6= ∅ and
decoders gn,k[K], 1 ≤ k ≤ K such that the error probability is
arbitrarily small and the rate values of the encoders satisfy
nRA[K] < |I
(l)
A | for all A ⊂ [K],A 6= ∅.
Given a realization x1:n of the source, the encoder pro-
duces a sequence d1:l as follows. First, for every A ⊂
[K],A 6= ∅ the coordinates di, i ∈ I(l)A are filled with
the sequence fn,A[K] (x
1:n). Since nRA[K] < |I
(l)
A |, there will
be some extra positions in I(l)A . The encoder fills these
extra positions with samples of independent uniform binary
random variables. For i ∈ L(l)U , the encoder sets
di = argmax
a∈{0,1}
P
Di|D((⌈
i
N
⌉−1)N+1):(i−1)(a|d
((⌈ i
N
⌉−1)N+1):(i−1)).
For all the other indices, the encoder again sets di to be 0 or
1 uniformly, independent of everything else.
In the next step, the encoder calculates
u1:l = d1:ldiag(GN , . . . , GN ) (27)
where the diagonal matrix is formed of s identical blocks
GN ; see (3). The sequence u1:l is sent through the channel
W . Decoder k can recover the indices in I(l)k =
⋃
A∋k I
(l)
A .
Thus decoder k knows fn,A[K] (X
1:n) for all A ∋ k. Together
with the realization of Y 1:nk , it can now recover X1:n.
In the channel transmission part, as indicated in [16],
we need to make the distribution of D(L
(l)
U
)c close to i.i.d.
uniformly distributed binary random variables. Since I(l)A ⊂
(L
(l)
U )
c for all A ⊂ [K],A 6= ∅, we need to make sure that
the distribution of the encoded sequence fn,A[K] (X
1:n) is close
to a uniform distribution on {0, 1}nR
A
[K].
Define random variables C1:n by
C1:n = X1:ndiag(GN , . . . , GN )
where the block-diagonal matrix on the right is again formed
as in (3). It can be inferred from the proof of Proposition IV.2
that fn,A[K] (X
1:n) consists of linear combinations of the bits
in CH
(n)
X , where the set H(n)X is defined as follows:
H
(n)
X = {i ∈ [n] : (i − (⌈i/N⌉ − 1)N) ∈ H
(N)
X }.
Since the distribution of CH
(n)
X is very close to a uniform
distribution, we only need to make sure that the linear
combinations in the encoded sequence are linearly inde-
pendent. Thus in the encoding procedure, if we find an
encoded bit to be a linear combination of the bits in the
previously encoded sequence, we replace it by a uniform
random variable independent of any other random variables.
The coding scheme described in this section achieves the
set of transmission rates in Theorem V.1. The scheme is
explicit and relies on low-complexity encoding and decoding
procedures inherited from the basic polar code construction.
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