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Abstract
We investigate why the non-slip boundary condition for the velocity, imposed in the direction
of impressed magnetic fields, can contribute to the magnetic inhibition effect based on the mag-
netic Rayleigh–Taylor (abbr. NMRT) problem in nonhomogeneous incompressible non-resistive
magnetohydrodynamic (abbr. MHD) fluids. Exploiting an infinitesimal method in Lagrangian
coordinates, the idea of (equivalent) magnetic tension, and the differential version of magnetic
flux conservation, we give an explanation of physical mechanism for the magnetic inhibition
phenomenon in a non-resistive MHD fluid. Moreover, we find that the magnetic energy in the
non-resistive MHD fluid depends on the displacement of fluid particles, and thus can be re-
garded as elastic potential energy. Motivated by this observation, we further use the well-known
minimum potential energy principle to explain the physical meaning of the stability/instability
criteria in the NMRT problem. As a result of the analysis, we further extend the results on
the NMRT problem to the stratified MHD fluid case. We point out that our magnetic inhibi-
tion theory can be used to explain the inhibition phenomenon of other flow instabilities, such
as thermal instability, magnetic buoyancy instability, and so on, by impressed magnetic fields in
non-resistive MHD fluids.
Keywords: Magnetic inhibition phenomenon; incompressible magnetohydrodynamic fluids;
Rayleigh–Taylor instability; thermal instability; stabilizing effect.
1. Introduction
The study of the inhibition of flow instability by (impressed) magnetic fields goes back to
the theoretical work of Chandrasekhar, who first discovered the inhibiting effect of a sufficiently
large (impressed) vertical magnetic field on the thermal (or convective) instability based on the
linearized magnetic Boussinesq equations of magnetohydrodynamic (abbr. MHD) fluids in a
horizontal layer domain in 1952 [4, 5]. Then Nakagawa experimentally verified Chandrasekhar’s
linear magnetic inhibition theory in 1955 [26, 27]. Later, many authors tried to provide a rigorous
mathematical proof of the magnetic inhibiting theory for the nonlinear case. In 1985, Gladi first
successfully showed the theory for the nonlinear magnetic Boussinesq equations with resistivity by
using a so-called generalized energy method [10]. Now, it still remains open to mathematically
show Chandrasekhar’s assertion that thermal instability could be also inhibited by a vertical
(magnetic) field in non-resistive MHD fluids, see [6, page 160]. An alternative question arises
whether one can mathematically verify the inhibition of other instabilities by a magnetic field in
non-resistive MHD fluids. The answer is positive, for example, the authors of this paper recently
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have mathematically verified the magnetic inhibition phenomenon (or stability result) in the
nonhomogeneous magnetic Rayleigh–Taylor (abbr. NMRT) problem [19]. Such a result in the
NMRT problem supports Chandrasekhar’s assertion in the certain sense.
In [19], the authors also showed the inhibition effect of a horizonal field for the case that the
NMRT problem is considered in a vertical layer domain. Moreover, the authors further pointed
out that the nonslip boundary condition of the velocity at the two parallel fixed slabs, imposed
in the direction of the magnetic field, can contribute to the magnetic inhibition effect. This also
gives a reason why the horizonal field does not have inhibition effect as the vertical magnetic in
the RT instability in a horizontal layer domain. Recently, the inhibition effect of a horizontal
field is also found by the authors in the study of the magnetic buoyancy instability (the Parker
instability) problem [17].
As mentioned above, progress has been made on the mathematical analysis of the magnetic
inhibition phenomenon in non-resistive MHD fluids, however, to our best knowledge, there is
still no physical interpretation why the nonslip boundary condition, imposed in the direction of
the (impressed) magnetic field, can contribute to the magnetic inhibition effect. In this article,
we investigate the physical mechanism of the magnetic inhibition theory based on the NMRT
problem. Next, we briefly introduce our main results.
First, we exploit an infinitesimal method in Lagrangian coordinates to give a compelling
physical mechanism of the inhibition effect of magnetic fields on the RT instability for the known
mathematical results in the NMRT problem. The physical mechanism can be described as follows.
In the NMRT problem, we can think that the non-resistive MHD fluid under equilibrium is made
up of infinite (fluid) element lines which are parallel to the impressive field. Once we disturb
the rest state, the element lines will be bend. By using a differential version of magnetic flux
conservation in Lagrange coordinates, we can compute out that the direction of the magnetic
field at each point of element lines is just tangent to the element lines in motion. Combining with
the idea that the Lorentz force (a body force) can be equivalent to a surface force, i.e., a so-called
magnetic tension, we can find that each element line can be regarded as an elastic string, and the
magnetic tension intensity is proportional to the impressed field intensity. Thus, the magnetic
tension will resist gravity and straighten the all bent element lines, when the impressed field
intensity is sufficiently large. Noting that the endpoints of all element lines are fixed due to the
non-slip boundary condition for the velocity, thus all bent element lines will try to restore to
their initial locations, and can vibrate around their initial location under the magnetic tension.
In particular, due to the viscosity, all bent element lines will asymptotically converge to their
initial location. The corresponding details will be presented in Section 2. Moreover, we obtain a
so-called equivalence theorem of magnetic flux conservation in the analysis process, see Theorem
2.1. We mention that our magnetic inhibition mechanism with nonslip boundary condition of
the velocity can be also used to explain the inhibition phenomenon of thermal instability and
magnetic buoyancy instability [33] by magnetic fields.
Second, we further give the physical meaning of stability and instability criteria in the NMRT
problem. By the physical mechanism of the magnetic inhibition effect and the mathematical
representation of magnetic energy, we find that the magnetic energy in non-resistive MHD fluids
can be regarded as the elastic potential energy. This means that the well-known minimum
potential energy principle can be applied to the NMRT problem. More precisely, if the total
potential energy in the magnetic energy and the gravitational potential energy in the rest state
is minimal, then the NMRT problem is stable. Otherwise, the NMRT problem is unstable.
Motivated by the minimum potential energy principle, and using some mathematical techniques,
we can indeed prove that under the stability criterion, the total potential energy in the rest state
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reaches its minimum, while under the instability criterion, the total potential energy in the rest
state is not minimal, see Theorem 3.1. We shall also extend the results on the NMRT problem
to the stratified magnetic RT (abbr. SMRT) problem (see Theorem 3.2), and the corresponding
analysis details will be presented in Section 3 and the rigorous proof in Section 4.
Finally, in Section 5, we extend the mathematical result of the magnetic inhibition in the
NMRT problem to the magnetic Boussinesq problem without heat conduction, and shall see that
the obtained result supports Chandrasekhar’s assertion in the absence of heat conduction.
We end this section by listing some notations which will be used throughout this article.
(1) Basic notations:
The superscript T denotes the transposition. I always denotes the 3 × 3 identity matrix, ei
stands for the unit vector, in which the i-th component is 1. detA denotes the determinant of
the matrix A. For x := (x1, x2, x3) ∈ R3, we define xh := (x1, x2) and xv := (x2, x3). T := R/Z
is the usual 1-torus. Let f := (f1, f2, f3)
T be a vector function defined in a three-dimensional
domain, we define fh := (f1, f2)
T, ∇hfh := (∂jfi)2×2, ∂~nf := ~n · ∇f , and ∂2~nf := (~n · ∇)2f , where
~n is a constant vector. dyh := dy1dy2 is the infinitesimal on a plane. ϕ
0 denotes the initial data
of a scalar, or a vector, or a matrix function ϕ(x, t), where t is the time variable.
(2) Definitions of domains and boundaries:
T2 = (2πL1T )× (2πL2T ), Ω+ := {x := (x1, xv) ∈ R3 | xv ∈ T2, 0 < x1 < h},
Ωba := {x := (xh, x3) ∈ R3 | xh ∈ T2, a < x3 < b},
Ω+ := Ω
h
0 , Ω− := Ω
0
−l, Ω := Ω+ ∪ Ω−, Ωba− := R2 × (a, b),
Σa := T
2 × {x3 = a}, Σ+ := Σh, Σ := Σ0, Σ− := Σ−l,
where L1, L2, h, l, a, b > 0, and a > b. Let D be a domain, then D denotes the closure of D,
and
∂D denotes

the boundary of Ω, if Ω is a bounded domain;
{x1 = 0} ∪ {x1 = h}, if D = Ω+;
{x3 = a} ∪ {x3 = b}, if D = Ωba.
We define f(P ) := {x ∈ R3 | x = f(y) for y ∈ P}, where the vector function f is defined on the
set P . It is should be noted that if a function is defined on Ω+, then the function is horizontally
periodic, i.e.,
f(x1, x2, x3) = f(2mπL1 + x1, 2nπL2 + x2, x3) for any integer m and n.
Similarly, if a function is defined on Ω+, then the function is vertically periodic function.
(3) Notations of function spaces and simplified norms:
H i(D) :=W i,2(D) denotes a Soblev space defined in D,
H1σ(D) := {η ∈ H1(D) | divη = 0, η|∂D = 0 in the sense of trace},
C∞σ (Ω
b
a) := {w ∈ C∞(Ωba) | w = 0 on Ωba \ Ωdc for some Ωdc
satisfying a < c < d < b, divw = 0},
Hk,10,∗ (Ω+) := {̟ ∈ H10 (Ω+) ∩Hk(Ω+) | ̟(y) + y : Ωh0− 7→ Ωh0−
is a homeomorphism mapping, det(∇(̟(y) + y)) = 1},
Hk,10,∗ (Ω) := {̟ ∈ H10 (Ωh−l) ∩Hk(Ω) | ̟(y) + y : Ωh−l− 7→ Ωh−l−
is a homeomorphism mapping, det(∇(̟(y) + y)) = 1},
‖ · ‖i,D := ‖ · ‖Hi(D), | · |i := ‖ · ‖Hi(T2),
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where i > 0, and k > 2 are positive constant. It should be noted that W 0,p(D) := Lp(D) is
the usual Lebesgue space. In addition, if a norm is defined in a periodic domain or a horizon-
tally/vertically periodic domain, then the norm is equal to the one defined in a periodic cell.
For examples, ‖ · ‖Hk(Ωba) = ‖ · ‖Hk((0,2πL1)×(0,2πL2)×(a,b)), and ‖ · ‖Hk(T2) = ‖ · ‖Hk((0,2πL1)×(0,2πL2)).
Similarly, we have
∫
Ωba
=
∫
(0,2πL1)×(0,2πL2)×(a,b)
and
∫
T2
=
∫
(0,2πL1)×(0,2πL2)
.
2. Magnetic inhibition mechanism
This section is devoted to providing the physical mechanism of magnetic inhibition phe-
nomenon. We first recall the known mathematical results on the NMRT problem in Subsection
2.1 and define the direction of a (impressed) magnetic field in a non-resistive MHD fluid. We then
reformulate the momentum equations of the perturbed MHD fluid in Lagrangian coordinates in
Subsection 2.2. Finally, we use the differential version of magnetic flux conservation to define
the direction of the magnetic field, and give thus the reason why the no-slip boundary condition
of the velocity, imposed in the direction of the impressed field, can contribute to the magnetic
inhibition effect in Subsection 2.3.
2.1. Stability and instability results of the NMRT problem
Let us first recall the stability and instability results of the NMRT problem. To start with,
we introduce the three-dimensional homogeneous incompressible viscous MHD equations with
zero resistivity in the presence of a uniform gravitational field in a domain D ⊂ R3,
ρt + v · ∇ρ = 0,
ρvt + ρv · ∇v +∇p− µ∆v = λ(∇×M)×M − ρge3,
Mt =M · ∇v − v · ∇M,
divv = divM = 0.
(2.1)
Here the unknowns ρ := ρ(x, t), v := v(x, t), M := M(x, t) and p := p(x, t) denote the density,
velocity, magnetic field and the kinetic pressure of a MHD fluid, respectively; the positive con-
stants λ, µ and g stand for the permeability of vacuum divided by 4π, the coefficient of shear
viscosity and the gravitational constant, respectively. For the system (2.1), we impose the initial
and boundary conditions:
(ρ, v, N)|t=0 = (ρ0, v0, N0) in D, (2.2)
v(x, t)|∂D = 0 for any t > 0. (2.3)
We call (2.1)–(2.3) the NMHD model. We mention that the well-posedeness problem of viscous
MHD equations with zero resistivity have been extensively investigated, see [15, 22, 23, 30–
32, 35, 37] for examples.
Now we consider a uniform magnetic field (i.e., every component of the magnetic field is
constant, and at least one component is non-zero) M¯ = (M¯1, M¯2, M¯3) and a smooth RT density
profile ρ¯ ∈ C2(D), which is independent of (x1, x2) and satisfies
inf
x∈D
ρ¯ > 0, ρ¯′|x3=x03 > 0 for some x03 ∈ Dx3 := {x3 | (xh, x3) ∈ D}, (2.4)
where we have denoted ρ¯′ := dρ¯/dx3. Then, rN := (ρ¯, 0, M¯) is a rest state (or equilibrium)
solution of the NMHD model with an associated pressure p¯ defined by the following relation
∇p¯ = −ρ¯ge3. (2.5)
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We often call M¯ the impressed magnetic field. The problem whether the rest state rN is stable
or unstable to the NMHD model is called the NMRT problem.
The second condition in (2.4) is called the RT condition and assures that there is at least a
region in which the RT density profile has larger density with increasing height x3, thus leading to
the RT instability under small perturbation for a sufficiently small M¯3. However, for a sufficiently
large |M¯ |, the RT instability may be inhibited. Recently, the authors have shown the inhibition
of the RT instability by a magnetic field [19]. Before recalling the results in [19], we introduce
some notations.
Denote Π1 := (M¯3, 0, 0)
T, Π3 := (0, 0, M¯3)
T, Ω1 = Ω
+ and Ω3 = Ω+. If D takes Ω
+, we shall
further assume that the density profile ρ¯ is a vertically horizontal function, i.e.,
ρ¯|x3=2πnL2 = ρ¯|x3=2πmL2 for any integer n,m.
We define
V
D
gρ¯′(w3) := g
∫
D
ρ¯′w23dx and V
D
~n (w) := λ‖∂~nw‖20,D,
where ~n is a constant vector. We further define
mDN,j :=
√
sup
w∈H1σ(D)
V Dgρ¯′(w)
V Dej (w)
. (2.6)
We remark here that if j = 3 and D = Ω+, we rewrite m
Ω+
N,3 by mN for the sake of simplicity.
Then the authors have established the following stability and instability results for the NMRT
problem [19]:
(1) Stability criterion: if
|M¯j | > mΩjN,j (called asymptotic stability condition),
then the rest state rN with M¯ = Πj is asymptotically stable to the NMRT model defined
on D = Ωj with proper initial conditions under small perturbation for j = 1 and 3.
(2) Instability criterion: if
|M¯j| < mΩjN,j (called instability condition),
then the rest state rN with M¯ = Πj is unstable to the NMRT model defined on D = Ωj in
the Hadamard sense for j = 1 and 3. In addition, the rest state rN with M¯ = Πk is always
unstable to the NMRT model defined on D = Ωj in the Hadamard sense, if k 6= j.
Since ρ¯ satisfies the RT condition and the velocity is non-slip on the boundary of Ωj , we can
verify that m
Ωj
N,j ∈ (0,∞). Thus the above positive constant mΩjN,j is called a strength-threshold of
Πj for stability and instability of the NMRT problem. Moreover, for ρ¯
′ being a positive constant,
we can compute out that
m
Ωj
N,j = 2h
√
gρ¯′/σπ. (2.7)
Considering the case D = Ω+, we find that the rest state rN with M¯ = (M¯1, 0, 0)
T is always
unstable to the NMRT model defined on Ω3. This means that a horizontal field can not inhibit
the RT instability in a horizontally periodic domain. However, in view of the stability criterion
for j = 1, we find that a horizontal magnetic field can inhibit the RT instability in a vertically
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periodic domain with finite width. Thus, one observes that the non-slip boundary condition,
imposed in the direction of the magnetic field, can contribute to the magnetic inhibition effect.
Of course, we can use the threshold (2.6) to explain the above fact. Considering the case
D = Ω+ and M¯ = (0, 0, M¯3), for any w ∈ H1σ(Ω+), since w|∂Ω+ = 0 and Ω+ is horizontally
periodic with finite height, then one has ‖w3‖20,Ω+ 6 c‖∂3w3‖20,Ω+ for some constant c depending
on the domain, which implies mN ∈ (0,∞). However, for any positive constat j, we can always
construct a function w ∈ H1σ(Ω+) satisfying ‖w3‖20,Ω+ > j‖∂1w3‖20,Ω+ , which implies mΩ+N,1 = ∞.
Thus, the strength of any horizontal field M¯ is always less than m
Ω+
N,1, and this shows why the
rest state rN with M¯ = (M¯1, 0, 0) is always unstable to the NMRT model defined Ω+.
Unfortunately, from the above mentioned stability/instability results we can not see any phys-
ical mechanism to explain why the non-slip boundary condition can contribute to the magnetic
inhibition effect. To reveal the physical mechanism of the magnetic inhibition phenomenon, we
shall carry out analysis of forces based the equations of non-resistive MHD fluids in Lagrangian
coordinates.
2.2. Reformulation in Lagrangian coordinates
From now on, we always assume that M¯ is a general non-zero uniform magnetic field. How-
ever, to avoid a discussion of the geometry structure of a general domain D in the analysis of
(fluid) element lines, we only consider the simplest domain, i.e., D = Ω+. Of course, the magnetic
inhibition mechanism for D = Ω+ can be easily generalized to a general domain that is bounded
in the direction of M¯ .
We assume that (ρ, v,M, q) be a classical solution to the NMHD model defined on QT+ :=
Ω+ × [0, T ] with T > 0, in which v satisfies the following regularity
v ∈ C1(QT+) and ∇2v ∈ C0(QT+). (2.8)
It is well-known that the (generalized) Lorentz force on the right-hand side of (2.1)2 can be
written as the divergence of the magnetic part of the electromagnetic stress, i.e.,
λ(∇×M)×M = λdiv(M ⊗M − |M |2I/2). (2.9)
We consider a bounded domain V with smooth surface in Ω+, then the Lorentz force acting on
the MHD fluid in V is given by the formula
λ
∫
V
(∇×M)×Mdx = λ
∫
S
FνdS, (2.10)
where
Fν = λM · νM − λ|M |2ν/2
and ν denotes the unit outer normal vector of V . The first term λM · νM in Fν is called the
(equivalent) magnetic tension, the direction of which is along that of the magnetic field, and
the strength of which is λ|M |2. The second term −λ|M |2ν/2 is called the isotropic (equivalent)
magnetic pressure. The relation (2.10) indicates that the Lorentz force (a body force) can be
equivalent to a surface force [3].
Now we use the relation (2.9) to rewrite (2.1)2 as follows:
ρvt + ρv · ∇v +∇p∗ − µ∆v = λdiv(M ⊗M)− ρge3, (2.11)
where p∗ denotes the sum of the kinetic pressure p and the magnetic pressure λ|M |2/2. Hence,
one can think that the momentum equation (2.11) describes the motion of a fluid driven by the
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magnetic tension λM · νM and the gravity force −ρge3. We denote the equations (2.1) with
(2.11) in place of (2.1)2 by the system (2.1)
∗.
In view of the system (2.1)∗, it is very important to analyze how the magnetic tension affects
the motion of the MHD fluid. To this end, we shall rewrite (2.1)∗ in Lagrange coordinates. We
first label the particles (or element points) of the non-resistive fluid by the relation y = x, where
x denote the Eulerian coordinates of particles at t = 0, and we call y the Lagrange coordinates
(or Lagrangian particle markers). Then we define a location function (or particle-trajectory
mapping) ζ of the fluid particles y as the solution to{
ζt(y, t) = v(ζ(y, t), t)
ζ(y, 0) = y,
where y ∈ Ω+. Obviously, η := ζ − y represents the displacement function of particles. By the
regularity (2.8) and the classical ODE theory [40], the solution ζ enjoys the following regularity:
ζ ∈ C1(QT+) and ζ ∈ C2(QT+).
Note that the non-slip boundary condition (2.3) with Ω+ in place of D is essential here, since it
guarantees that for each t ∈ [0, T ], ζ(·, t) : Ω+ → Ω+ is a homeomorphism mapping (referring to
Lemma 4.2).
Before giving the motion equations (2.1) in Lagrangian coordinates, we temporarily introduce
some notations involving ζ . Define A := (Aij)3×3 via
AT = (∇ζ)−1 := (∂jζi)−13×3, (2.12)
J := det(∇ζ), and the differential operators ∇A and divA as follows.
∇Aw := (∇Aw1,∇Aw2,∇Aw3)T, ∇Awi := (A1k∂kwi,A2k∂kwi,A3k∂kwi)T,
divA(f1, f2, f3)
T = (divAf1, divAf2, divAf3)
T, divAfi := Alk∂kfil,
∆Aw := (∆Aw1,∆Aw2,∆Aw3)
T and ∆Awi := divA∇Awi
for vector functions w := (w1, w2, w3)
T and fi := (fi1, fi2, fi3)
T, where we have used the Einstein
convention of summation over repeated indices, and ∂k denotes the partial derivative with respect
to the k-th component of y. Moreover, ζ enjoys the following properties:
(1) Let δij be the Kronecker delta, then
∂iζkAkj = Aik∂kζj = δij. (2.13)
(2) Since divv = 0, one has J = J0, where J0 is the initial value of J . In particular, if
J0 = 1, then
J = 1. (2.14)
(3) In view of the definition of A and (2.14), we can see that A = (A∗ij)3×3, where A∗ij is the
algebraic complement minor of the (i, j)-th entry ∂jζi. Moreover, we can compute out
that ∂kA
∗
ik = 0, which implies
divAu = ∂l(A
∗
kluk) = 0. (2.15)
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Now, we define the Lagrangian unknowns by
(̺, u, q∗, B)(y, t) = (ρ, v, p∗,M)(ζ(y, t), t) for (y, t) ∈ Ω+ × R+.
Thus in Lagrangian coordinates, the evolution equations for ̺, u, B and q∗ read as
ζt = u,
̺t = 0,
̺ut +∇Aq∗ − µ∆Au = λB · ∇AB − ̺ge3,
Bt − B · ∇Au = 0,
divAu = divAB = 0.
(2.16)
Since we slightly disturb the rest state only in the velocity at the initial time t = 0, we have
(ζ, ̺, u, B)|t=0 = (y, ρ¯, v0, M¯). (2.17)
We mention that divAB = 0 automatically holds since the initial value of divAB is just zero.
In addition, in view of the non-slip boundary condition of v, we obtain the following boundary
condition:
(ζ, u)|∂Ω+ = (y, 0). (2.18)
2.3. Differential version of magnetic flux conservation
The most important advantage of using Lagrange coordinates lies in that the magnetic field
can be expressed by the location function ζ , so that we can determine the direction of the
magnetic tension. Next, we derive this fact.
Consider the equations 
ζt = u,
̺t = −̺divAu,
Bt −B · ∇Au = −BdivAu
(2.19)
with initial condition (ζ, ̺, B)|t=0 = (ζ0, ̺0, B0). We should note here that divu may not be 0 in
(2.19). It is well-known that the system (2.19) can imply the mass conservation J̺ = J0̺0 and
magnetic flux conservation
JATB = J0AT0B0, (2.20)
which can be rewritten as a so-called Cauchy’s integral of the magnetic field [34]:
B = J0∇ζAT0B0/J. (2.21)
Here we call (2.20) the magnetic flux conservation, since we can directly verify that the conser-
vation relation (2.20) is equivalent to the well-known theorem of magnetic flux conservation in
non-resistive MHD fluids, see Theorem 2.1 in the next subsection.
For an incompressible non-resistive MHD fluid, since divAu = 0, one obtains J = J
0 in
Lagrangian coordinates. Hence, (2.21) reduces to
B = ∇ζAT0B0. (2.22)
The above formula can be also directly deduced from the equations (2.16)1 and (2.16)4, and we
also call (2.22) the vorticity-transport formula in the theory of the vorticity equation, see [24,
Propotition 1.8]. Since B|t=0 = M¯ and AT0 = I, we further deduce from (2.22) that
B = ∂M¯ζ. (2.23)
8
The above expression has the prominent physical meaning that the larger the stretching ∇ζ of
a non-resistive MHD fluid along the direction of M¯ is, the stronger the magnetic field becomes.
Next, we use (2.23) to determine the direction of the magnetic tension of each particle in motion.
Let us think that the fluid is made up of infinite element lines, which are parallel to M¯ . We
slightly disturb the rest state in the velocity by a perturbation v0 at t = 0. The motion equations
in Lagrangian coordinates after perturbation are described by (2.16) with initial-boundary value
conditions (2.17) and (2.18). Now, consider a straight element line denoted by l at t = 0. We
denote by the set l0 (it is a segment for M3 6= 0, and a line without endpoints for M3 = 0) the
initial location occupied by l. Under a slight perturbation, the element line l may be bent, and
may move to a new location at time s, which is occupied by l and denoted by the set ls (it is a
curve, if l is bent). We further choose a particle Y on l at t = 0, and denote the coordinates of
Y at t = 0 and t = s by y0 and xs, respectively. Hence, xs = ζ(y0, s).
Noting that the curve ls can be defined by the location function ζ(y, s) defined on l0, one
can easily verify that ∂M¯ζ(y
s, s) is a tangential direction at point xs of the curve ls. In other
words, the curve ls is tangent to the direction of the magnetic field at each point. Recalling
the definition of the magnetic line (i.e., a line which is tangent to the direction of the magnetic
field at each point, and the direction of a magnetic line can be defined by that of the magnetic
field), we find that ls is just a magnetic line. This is just the well-known (magnetic field) line
conservation theorem (or loosely called the frozen-in magnetic field lines in some literature [21]),
i.e., any two particles in a non-resistive MHD fluid that are at an instant on a common magnetic
field line will keep on the common magnetic field line at any other instant [9, 34].
Since ls is a magnetic field line, by the mathematical expression of the magnetic tension, we
see that the element line l at any time s can be always regarded as an elastic string due to the
magnetic tension along the curve ls. Thus, if the element line is bent at time s, then the magnetic
tension will drive the bend part of the element line back to a straight line, thus playing a role
of restoring force and representing the stabilizing effect in the motion of the non-resistive MHD
fluid. We take the following figure to illustrate this fact by infinitesimal method.
•y
1
✻Fy1
•y
2
✲
Fy2O
 
 
 ✒
Fr❅
❅
❅
❅
❅
The element curve y1Oy2 in the above figure is a bend part, denoted by lp, of element line l at
time s, and the element segment y1y2 is the initial location of lp. We assume that the direction
of M¯ is parallel to the vector
−−→
y2y1. Now, we denote by FY i the magnetic tension acting on the
element endpoint Y i of lp at time s for i = 1 and 2. Noting that y
1Oy2 is a magnetic field line,
in view of the expression of the magnetic tension, we see that the total magnetic tension acting
on the element curve y1Oy2 without two element endpoints Y 1 and Y 2 is zero, and the magnetic
tension acting on the element endpoint Y i is given by the formula
Fyi = λ∂M¯ζ(y
i, s) · νyi∂M¯ζ(yi, s),
where νyi denotes the unit outer normal vector at element endpoint y
i for i = 1 and 2. Conse-
quently, the magnetic tension acting on the bend element curve y1Oy2 is just the resultant force
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Fr of Fy1 and Fy2 from the above figure. Obviously, the resultant force Fr drives the element
curve y1Oy2 to recover to a straight element line. From the above figure and (2.23), we can
intuitively see that the more bent the magnetic line y1Oy2 is, the stronger the resultant force Fr
(or called the magnetic restoring force) becomes.
By the above analysis on the physical mechanism of stabilizing effect of magnetic fields,
we can easily explain the stability/instability phenomenon in the NMRT problem under small
perturbation. First, we consider the case M¯3 6= 0. Since the fluid is incompressible and v is zero
on the boundary, there always exist some bent element lines after disturbing the rest state. Once
some element lines are bent, the destabilizing factor (i.e. gravity) may promote the development
of the RT instability, which will further make the element lines more bent. Though the magnetic
tension resists the bend of the element lines, it can not prevent the heavier fluid from sinking
under gravity, if it is too small. Hence, we shall increase the strength of M¯ so that a properly large
magnetic tension can resist gravity1. Noting that the endpoints of all element lines are fixed, one
sees that all bent element lines will recover to their initial location, and may vibrate around their
initial location under the magnetic tension with sufficiently large M¯3, and the magnetic tension
represents the inhibition effect. Consequently, under the effect of viscosity, all bent elements will
asymptotically converge to their initial location.
Now, we roughly explain why the small height h of the domain also contributes to stability,
see (2.7). To clearly see the reason, we consider a particle Y m which just lies at the midpoint
on the element line l at t = 0. The fixed two endpoints of l are labeled by yi for i = 1 and 2.
We assume that there exists a force F pulling Y m along the perpendicular bisector of l0. So,
Y m moves to a new location ys at time s. Obviously, the magnetic line y1ysy2 is more bent if
h is smaller. As aforementioned, the more bent the magnetic line is, the stronger the magnetic
restoring force becomes. Thus, if h is getting smaller, the magnetic line y1ysy2 will result in a
stronger magnetic restoring force, which will resist the pulling force F . This means that when
the height h is getting smaller, it is more difficult for the RT instability in a non-resistive MHD
fluid to occur. In addition, for the two-dimensional case, by the magnetic inhibition mechanism
we can easily guess that a sufficiently large (M¯1, 0) also has magnetic inhibition effect in the
domain T× (0, h). More precisely, if one disturbs the rest state, i.e., (ρ,M, v) = (ρ¯(x2), M¯ , 0) in
the velocity, then the density, magnetic field and velocity will finally converge to (ρ¯(x2), M¯ , 0),
but the location function may converge to some non-zero function (ζ1(x2), x2), where ζ1(x2) only
depends on x2, and ζ1(x2)|x2=0,h = 0.
Now we consider the case M¯3 = 0. Since the domain is horizontally periodic, points on
the element lines can move freely. Thus, there may exist some element lines that are far away
from their initial location and parallel to M¯ . Since such element lines are parallel to M¯ , the
magnetic tension can not pull the element lines back to their initial location. Therefore, a
horizonal magnetic field has no inhibition effect upon the RT instability in the horizontally
periodic domain Ω+. Of course, if Ω+ is a vertically horizontal domain with finite width, then a
horizonal magnetic field also has inhibition effect.
From the above analysis on both M¯3 6= 0 and M¯3 = 0 cases, we have seen why the non-slip
1In Theorem 3.1 in the next section, we shall see that only the increment |M¯3| of M¯ contributes to the inhibition
effect. Here we provide an explanation for this. Assume that y1 and y2 in the above figure are fixed on the upper
and lower boundaries of Ω+, respectively. For the slightly bent case in the above figure, one can intuitively see
that the stronger the magnetic restoring force acting on the element curve y1Oy2 is, the bigger the intensity of
M¯ is. However, we can also easily observe that the bigger the value |M¯i| (i = 1 or 2) is, the longer the length of
y1Oy2 is. This means that one can not improve the intensity of the magnetic restoring force acting on the unit
length of y1Oy2 by increasing the value of M¯i. This explains why the threshold is independent of |Mi| in Ω+.
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boundary condition for the velocity, imposed in the direction of magnetic fields, can contribute to
the inhibition effect. Moreover, we can intuitively conclude that the magnetic inhibition should
exist in a general bounded domain, if one component of M¯ is sufficiently large, although the
authors have no idea to prove such a conclusion mathematically.
In the analysis of magnetic inhibition for M¯ = (0, 0, M¯3)
T, we consider the non-slip boundary
condition u|∂Ω+ = 0. An interesting question is that what will happen for the case that particles
on ∂Ω+ can freely slip on the boundary of ∂Ω+, i.e., the condition u3|∂Ω+ = 0 is kept only. We
guess that, if the element lines are slightly bent and M¯3 is sufficiently large, then, due to the
magnetic tension and viscosity, it could be possible that the bent element lines finally become
straight again. Unfortunately, we can not verify this mathematically.
2.4. Equivalence theorem in magnetic flux conservation
We further discuss the conservation relation (2.20). The conservation relation is not only
very useful in the investigation of the dynamic behavior of a magnetic field [34], but also in
the study of some mathematical problems from MHD fluids, such as the global well-posdness
problem [1, 14, 35], and the inhibition effect duo to magnetic fields upon flow instabilities, see
[17–20, 38, 39]. As aforementioned, we can consider the conservation relation as a differential
version of magnetic flux conservation due to their equivalence. Next, we establish the equivalence
theorem of magnetic flux conservation in Eulerian coordinates and (2.20).
We begin with recalling the magnetic flux conservation in Eulerian coordinates. We choose
a smooth surface S0 in a MHD fluid in the rest state. When the MHD fluid flows, the particles
on the surface S0 ⊂ Ω+ will form a new surface denoted by S(t) at time t. The equation of S(t)
can be given by
S(t) = {x ∈ R3 | x = ζ(y, t) for y ∈ S0 }. (2.24)
In particular, S(0) = S0. Then the magnetic flux passing through the surface S(t) at t can be
formally given by the following formula:∫
S(t)
M(x, t) · ν(x, t)dS, (2.25)
and the magnetic flux conservation in Eulerian coordinates formally reads as follows [3].∫
S(t)
M(x, t) · ν(x, t)dS =
∫
S0
M¯ · ν(x, 0)dS,
where ν denotes the unit normal vector. However, each point on S(t) has two unit normal vectors,
this results in a non-unique representation of the magnetic flux defined by (2.25). Therefore, we
shall use the theory of surfaces to refine the definition (2.25), so that ν can be definitely computed
out. To this end, we next introduce the definition of a regular surface.
A surface S0 in Ω is called a regular surface, if S0 enjoys the following two properties:
• The surface S0 can be parameterized by y = f(α, β) for (α, β) ∈ DS0, where DS0 is a
bounded and closed domain.
• The function y = fS0(α, β): DS0 → S0 is one to one, and belongs to C1(DS0). Moreover,
the corresponding Jacobi matrix, i.e.,
J
(
∂fS
0
∂α
,
∂fS
0
∂β
)
=

∂fS
0
1
∂α
,
∂fS
0
2
∂α
,
∂fS
0
3
∂α
∂fS
0
1
∂β
∂fS
0
2
∂β
∂fS
0
3
∂β

T
,
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is full rank at every point of DS
0
.
Now we define ω := ζ(fS
0
(α, β), t). Then the Jacobi matrix of ω can be given by
J
(
∂ω
∂α
,
∂ω
∂β
)
= ∇ζJ
(
∂fS
0
∂α
,
∂fS
0
∂β
)
.
Keeping in mind that ζ satisfies
ζ(y, 0) = y in Ω+, ζ(·, t) : Ω+ 7→ Ω+ is one to one and belongs to C1(Ω+), (2.26)
det(∇ζ(·, t)) 6= 0 on Ω+ for any given t ∈ [0, T ), (2.27)
we immediately see that, for any given t, S(t) is also a regular surface with the parameterized
equation fS(t) := ζ(fS
0
(α, β), t) defined on DS
0
, and ν defined by the following formula is a
normal vector of each point x on S(t):
ν(x, t) := ∂αζ(f
S0(α, β), t)× ∂βζ(fS0(α, β), t))/|∂αζ(fS0(α, β), t)× ∂βζ(fS0(α, β), t))| (2.28)
for t ∈ [0, T ), where α and β satisfies x = fS0(α, β).
From now on, we stipulate that once we choose a parameterized equation fS
0
of the surface
S0, then the normal vector of each point x on S(t) is defined by (2.28). Then, we can show the
following general equivalence theorem.
Theorem 2.1. Let D be a domain, ζ satisfy (2.26)–(2.27) with D in place of Ω+, and let
J = detA with A being defined by (2.12). Assume that M(·, t) ∈ C0(D) for any t ∈ (0, T ),
M(·, 0) = M¯ , B := M(ζ, t) and the initial value ζ(y, 0) = y.
(1) For any given sub-domain D1 ⊆ D, if
JATB = M¯ in D1 for some t ∈ (0, T ) (2.29)
then, for any regular surface S0 ⊂ D1 with a parameterized equation fS0(α, β) defined on
DS
0
, we have ∫
S(t)
M(x, t) · ν(x, t)dS =
∫
S0
M¯ · ν(x, 0)dS, (2.30)
where S(t) is defined by (2.24), and ν(x, t) is defined by (2.28).
(2) Let D1 ⊆ D, if, for any bounded plane domain S0 ⊂ D1, it holds that∫
S(t)
M(x, t) · ν(x, t)dS =
∫
S0
M¯ · ν(x, 0)dS for some t ∈ (0, T ), (2.31)
where S(t) is defined by (2.24), then JATB = M¯ in D1 at time t.
Remark 2.1. Theorem 2.1 also holds for the case that D is a closed domain, or a horizontally
periodic domain.
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Proof. (1) We prove the first assertion. Since ν is defined by (2.28), exploiting the integral
formula on surfaces, we know that∫
S(t)
M(x, t) · ν(x, t)dS
=
∫
DS0
M(ζ(fS
0
(α, β), t), t) · (∂αζ(fS0(α, β), t)× ∂βζ(fS0(α, β), t))dS. (2.32)
Due to
∂αζ(f
S0(α, β), t)× ∂βζ(fS0(α, β), t)
= (∂2ζ × ∂3ζ, ∂3ζ × ∂1ζ, ∂1ζ × ∂2ζ)|y=fS0(α,β)(∂αfS
0 × ∂βfS0)
= (JA)|y=fS0(α,β)(∂αfS
0 × ∂βfS0),
we insert the above relation into (2.32) to deduce∫
S(t)
M(x, t) · ν(x, t)dS =
∫
DS0
(JM(ζ(y, t), t))|y=fS0(α,β) · (A|y=fS0(α,β)(∂αfS
0 × ∂βfS0))dS
=
∫
DS0
(JATM(ζ(y, t), t))|y=fS0(α,β) · (∂αfS
0 × ∂βfS0)dS. (2.33)
Noting that S0 ⊂ D1, we make use of (2.29) to get
(JATM(ζ(y, t), t))y=fS0(α,β) = M¯ in DS
0
.
Recalling ζ(y, 0) = y, one has ν(x, 0) = ∂αf
S0 × ∂βfS0/|∂αfS0 × ∂βfS0|. Thus, one further finds
that ∫
S(t)
M(x, t) · ν(x, t)dS =
∫
DS0
M¯ · (∂αfS0 × ∂βfS0)dS =
∫
S0
M¯ · ν(x, 0)d~S.
Hence, (2.30) holds.
(2) Now we verify the second assertion. Let S0 ⊂ D1 be a bounded plan domain that is
perpendicular to x3-axis. Then there is a constant a, such that S
0 ⊂ {x ∈ R3 | x3 = a}. Then
we can choose a parameterized equation fS
0
of S0 as follows.
fS
0
:= fS
0
(α, β) = (α, β, a),
where (α, β) ∈ S0x3=a := {(x1, x2) | (x1, x2, a) ∈ S0}. Noting that ∂αfS
0 × ∂βfS0 = e3, we can
utilize (2.31) and (2.33) to further have∫
S0
JATB · e3dS
=
∫
DS0
(JATM(ζ(y, t), t))y=fS0(α,β) · e3dS =
∫
S0
M¯ · e3dS.
In view of arbitrariness of S0 ⊂ D1, we obtain immediately
(JATB)e3 = M¯e3 in D1 at time t.
Similarly, we can also show that for i = 1 and 2,
(JATB)ei = M¯ei in D1 at time t.
Consequently, we have JATB = M¯ in D1 at time t. This completes the proof of the desired
conclusion. 
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3. Physical interpretation of the stability and instability criteria
In this section, we give a physical interpretation for the stability and instability criteria in
the NMRT problem, and then extend the obtained results for the NMRT problem to the SMRT
problem. We recall here again that M¯ is a general uniform magnetic field in this section.
3.1. Case of the NMRT problem
We proceed to discuss the physical interpretation for the stability and instability criteria in
the NMRT problem. We start with the discussion of the physical meaning of V
Ω+
M¯
(η(t)) and
V Ω
+
gρ¯′ (η(t)).
It is well-known that the total magnetic energy E
Ω+
M (t) (defined on a periodic cell) of a MHD
fluid in domain Ω+ at the time t is given by the formula:
E
Ω+
M (t) =
λ
2
∫
Ω+
|M |2(x, t)dx.
Making use the transform of Lagrange coordinates, (2.14) and the magnetic field expression
(2.23), we see that
E
Ω+
M (t) =
λ
2
∫
Ω+
|B(x, t)|2dy = λ
2
∫
Ω+
|∂M¯ζ(x, t)|2dy.
Denote by δM¯(t) the variation of total magnetic energy from 0 to t moment. Then, we can
use an integration by parts and the boundary condition η|∂Ω+ = 0 to deduce
δM¯(t) :=E
Ω+
M (t)− E Ω+M (0) =
λ
2
∫
Ω+
(|∂M¯ζ |2 − |M¯ |2)dy
=λ
∫
Ω+
∂M¯η · M¯dy +
λ
2
∫
Ω+
|∂M¯η|2dy = V Ω+M¯ (η(t))/2, (3.1)
from which we immediately have the following physical conclusion.
Conclusion 3.1. V
Ω+
M¯
(η(t))/2 represents the variation of total magnetic energy of all the parti-
cles of the non-resistive MHD fluid (defined on a periodic cell) deviating from their initial location
at time t.
From the relation (3.1) and the estimate ‖η‖20,Ω+ 6 h2V Ω+~n (η)/π2 (see Remark 4.2 for a
derivation), we find that the total magnetic energy increases, once the element lines are bent.
On the other hand, the bent element lines will be straightened by the magnetic tension from the
figure on page 9. This dynamic behavior is very similar to that of the bent elastic string. Based
on this dynamic behavior, we can think that the non-resistive MHD fluid is made up of infinite
elastic strings, and the magnetic energy is the elastic potential energy.
Next, we turn to the analysis of the physical meaning of V
Ω+
gρ¯′ (η3(t)). During the development
of RT instability, the potential energy will be released by the interchange of heavier and lighter
parts of the fluid. Hence, motivated by the physical meaning of V
Ω+
M¯
(η(t)), we naturally guess
that V
Ω+
gρ¯′ (η3(t)) may be related to the variation of gravitational potential energy from time 0 to
t.
We denote by δgρ¯′(t) the variation of gravity potential energy. Recalling that initially only
the initial velocity is perturbed, by the mass equation (2.16)2 we have
̺ = ̺0 = ρ0(ζ0) = ρ¯(y3), (3.2)
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whence,
δgρ¯′(t) = g
∫
Ω+
(ρ− ρ¯)x3dx = g
∫
Ω+
ρ¯ζ3dy − g
∫
Ω+
ρ¯x3dx = g
∫
Ω+
ρ¯η3dx,
where we have used the transform of Lagrange coordinates in the second equality.
To analyze the relation between Vgρ¯′(η3(t)) and δgρ¯(t), we next recall the mathematical deriva-
tion of Vgρ¯′(η3(t)).
The relation (2.5) in Lagrange coordinates reads as
∇Ap¯(ζ3) = −ρ¯(ζ3)ge3, (3.3)
while using (2.13) and (2.23), we calculate that
B · ∇AB = (M¯ · ∇)2η. (3.4)
Exploiting (3.2)–(3.4), the momentum equation in Lagrange coordinates can be rewritten as
ρ¯ut − µ∆Au+∇Aq = λ(M¯ · ∇)2η +Ggρ¯e3, (3.5)
where q := q∗ − p¯(ζ3) and Ggρ¯ := Ggρ¯(η3, y3) := g(ρ¯(y3 + η3(y, t)) − ρ¯(y3))e3. By the equation
(3.5), we can regard Ggρ¯ as a force, which drives the growth of the RT instability in the fluid.
Let
Ngρ¯′(τ, y3) := g
∫ τ
0
(τ − z) d
2
dz2
ρ¯(y3 + z)dz,
then
Ggρ¯ = gρ¯
′η3 +Ngρ¯′(η3, y3). (3.6)
Multiplying (3.5) by u in L2(Ω+), and making use integration by parts, the condition divAu = 0,
(2.16)1, the boundary condition (2.18), and the relation (3.6), we can deduce the following
evolution law for the variation of total energy of the non-resistive MHD fluid.
dδNE
dt
+ µ‖∇Au‖20,Ω+ = 0, (3.7)
where
δNE (t) :=
1
2
∫
Ω+
ρ¯|u(t)|2dy + 1
2
V
Ω+
M¯
(η(t))− V ∗gρ¯′(η3(t)),
V
∗
gρ¯′(η3(t)) =
1
2
V
Ω+
gρ¯′ (η3(t)) +Ngρ¯(η3(t)), Ngρ¯(η3(t)) :=
∫
Ω+
∫ η3(t)
0
Ngρ¯′(τ, y3)dτdy.
Noting that the first two integrals in δNE represent the variations of kinetic and magnetic
energies respectively, one could guess that −V ∗gρ¯(η3(t)) may represent the variation of potential
energy from time 0 to t, i.e.,
− V ∗gρ¯′(η3(t)) = δgρ¯′(t). (3.8)
In particular, if ρ¯′ is a constant, (3.8) reduces to
−1
2
V
Ω+
gρ¯′ (η3(t)) = δgρ¯′(t).
Next we verify (3.8).
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Let
Wgρ¯′(t) :=
∫
Ω+
∫ t
0
Ggρ¯(η3(y, τ), y3)u3(y, τ)dτdy.
The physical meaning of Wgρ¯′(t) will be discussed at the end of this section. Recalling the relation
(3.6), we have
d
dt
Wgρ¯′(t) =
∫
Ω+
Ggρ¯(η3(y, t), y3)u3(y, t)dy =
d
dt
V
∗
gρ¯′(t),
which, together with the fact that Wgρ¯′ |t=0 = 0 and η|t=0 = 0, implies
Wgρ¯′(t) = V
∗
gρ¯′(t).
Thus, to get (3.8), we only need to show
−Wgρ¯′(t) = δgρ¯′(t). (3.9)
Recalling the definition of Ggρ¯′ and the fact η|t=0 = 0, we find that
Wgρ¯′(t) =g
∫
Ω+
∫ t
0
(ρ¯(y3 + η3(y, τ))− ρ¯(y3))u3(y, τ)dτdy
=g
∫
Ω+
∫ t
0
ρ¯(y3 + η3(y, τ))u3(y, τ)dτdy − g
∫
Ω+
ρ¯η3dy. (3.10)
In addition, we have
d
dt
∫
Ω+
∫ t
0
ρ¯(y3 + η3(y, τ))u3(y, τ)dτdy =
∫
Ω+
ρ¯(ζ3)u3dy
=
∫
Ω+
ρ¯v3dx =
∫ h
0
ρ¯
∫
Σx3
v3dxhdx3 =
∫ h
0
ρ¯
∫
Ω
x3
0
divvdxdx3 = 0,
where we have used the transform of Lagrangian coordinates and (2.14) in the second equality,
integration by parts and the non-slip boundary condition for the velocity in the fourth equality,
and the divergence-free condition in the last equality. Therefore, one concludes that∫
Ω+
∫ t
0
ρ¯(y3 + η3(y, τ))u3(y, τ)dτdy = 0.
Substitution of the above identity into (3.10) yields (3.9). Consequently, one sees that−V Ω+gρ¯′ (η(t))/2
does not represent the variation of potential energy from time 0 to t except for ρ¯′ being a constant.
However, −V Ω+gρ¯′ (η(t))/2 can approximately represent the variation of potential energy. In
fact, for any w ∈ L∞(Ω+) satisfying
w + y ∈ Ω+ a.e. in Ω+,
one can estimate that
|Ngρ¯(w)| 6 c
∫
Ω+
|w3|3dy 6 c‖w3‖L∞(Ω+)‖w3‖20,Ω+ , (3.11)
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where the condition ρ¯ ∈ C2[0, h] has been used, and the constant c only depends on g and ρ¯′. In
particular, if
inf
x3∈(0,h)
{ρ¯′(x3)} > 0, (3.12)
one further has
|Ngρ¯(w)| 6 c‖w3‖L∞(Ω+)V Ω+gρ¯′ (w3).
By virtue of the above estimate, for any given t, V
Ω+
gρ¯′ (η3(t)) is an equivalent infinitesimal of
V ∗gρ¯′(η3(t)) as ‖η3(t)‖L∞(Ω+) → 0.
Summing up the above analysis, we arrive at the following physical conclusion:
Conclusion 3.2. −V ∗gρ¯′(η(t)) just represents the variation of potential energy of the MHD fluid
(defined on a periodic cell) from time 0 to t. Under the conditions ρ¯ ∈ C2[0, h] and (3.12),
V
Ω+
gρ¯′ (η3(t)) is approximately equal to V
∗
gρ¯′(η3(t)) for any t in the following sense:
2V ∗gρ¯′(η3(t))
V
Ω+
gρ¯′ (η3(t))
= 1 +O(‖η3(t)‖L∞(Ω+)),
where O(‖η3(t)‖L∞(Ω+)) → 0 as ‖η3(t)‖L∞(Ω+) → 0. In particular, if ρ¯′ is a constant, then
−Vgρ¯′(η3(t))/2 just represents the variation of potential energy from time 0 to t.
With Conclusions 3.1–3.2 in hand, we are in a position to analyze the physical meaning of
the stability and instability criteria for the NMRT problem.
It is well-known that the RT instability can be explained by the minimum potential energy
principle, which is a fundamental concept used in physics, chemistry, biology, and engineering,
etc. It dictates that a structure or body shall deform or displace to a position that (locally)
minimizes the total potential energy, with the lost potential energy being converted into kinetic
energy (specifically heat). As aforementioned, the magnetic energy can be regarded as the elastic
potential energy, we thus call
δNEP(η(t)) :=
1
2
V
Ω+
M¯
(η)− V ∗gρ¯′(η3)
the variation of total potential energy, which depends on the displacement function of particles
in the non-resistive MHD fluid.
Now we further denote the total potential energy in the rest state by EN,rP , then the total
potential energy of the non-resistive MHD fluid, denoted by ENP (η(t)) at time t, can be given by
ENP (η(t)) = E
N,r
P + δ
N
EP
(η(t)).
If one inserts the above relation into the evolution law of the total energy variation (3.7), one
finds the following evolution law for the total energy of the non-resistive MHD fluid:
d
dt
(
1
2
∫
Ω+
ρ¯|u|2dy + ENP (η)
)
+ µ‖∇Au‖20,Ω+ = 02. (3.13)
2 If ρ¯ is a constant, g = 0, µ = 0 and M¯ := (0, 0, M¯3) in (3.13), then one has∫
T2
d
dt
El(yh, t)dyh = 0,
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In view of the above evolution law, we naturally believe that the minimum energy principle can
be also used to explain the stability and instability results in the NMRT problem. In other words,
whether the potential energy in the rest state is minimal determines whether the NMRT problem
is stable. Hence, we guess that whether the potential energy in the rest state is minimal should
be determined by the stability/instability conditions. The following theorem indeed supports
this conjecture.
Theorem 3.1. Let ρ¯ ∈ C2[0, h] satisfy the RT condition:
ρ¯′|x3=x03 > 0 for some x03 ∈ (0, h),
and M¯ be a non-zero constant vector. Then, the following assertions hold.
(1) Under the instability condition
|M¯3| < mN, (3.14)
we have the non-minimal condition of total potential energy in the following sense:
For any given k > 3, there are a function w ∈ C∞σ (Ω+) and a constant ε0 ∈ (0, 1) (depending
on w and k), such that for any ε ∈ (0, ε0), there exist functions ̟ε,r (depending on ε)
satisfying ‖̟ε,r‖k,Ω+ 6 c, and
̟ := εw + ε2̟ε,r ∈ Hk,10,∗ (Ω+), and δNEP(̟) < 0 (i.e. ENP (̟) < EN,rP ), (3.15)
where c depends on k, ‖̟‖k,Ω+ and Ω+.
(2) Under the stability condition
|M¯3| > mN, (3.16)
we have the minimal condition of total potential energy, i.e., there is a constant ε > 0 such
that, for any non-zero ̟ ∈ H10 (Ω+) satisfying ‖̟‖L∞(Ω+) 6 ε,
δNEP(̟) > 0 (i.e. E
N
P (̟) > E
N,r
P ). (3.17)
Proof. The proof of Theorem 3.1 needs some new preliminary mathematical results, so we will
provide the detailed proof in Sections 4.2 and 4.3. 
By Theorem 3.1, we indeed have the following physical conclusion.
Conclusion 3.3. Under the stability condition (3.16) for j = 3, the total potential energy in the
rest state (defined on a periodic cell) is minimal in the sense of (3.17). Under the instability
condition (3.14) for j = 3, the potential energy in the rest state is not minimal in the sense of
(3.15).
where
El(yh, t) :=
1
2
(∫ h
0
|∂tη|2dy3 + a2
∫ h
0
|∂3η|2 dy3
)
and a =
√
λ
ρ¯
|M¯3|.
We easily see that El looks very similar to the energy of the one-dimensional (linear) wave equation (or the
chord vibration equation) with fixed boundary. By virtue of the figure on page 10, it is not surpring to see this
similarity, since the bent element line will vibrate around its initial location. Hence El should repreasent the total
energy of each bent element line, and the wave caused by this vibratation will propagate along the bent element
line. This means that a stands for the propagatation speed, and such a wave is called the Alfve´n wave. The
rigirous derivation of Alfve´n wave based on the linearized MHD equation can be found in the classical textbook
on MHD flows.
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We have given the physical explanation of the stability/instability criteria for the NMRT
problem. However, we can not judge whether the NMRT problem is stable or not for the critical
case |M¯3| = mN. In addition, under the instability condition (3.14), we may expect that the
perturbed MHD flow should tend to another rest (equilibrium) state, the potential energy of
which is minimal. Unfortunately, we can not show this mathematically.
Finally, we discuss the physical meaning of Wgρ¯′(t). Since Wgρ¯′(t) is closely related to the
force Ggρ¯, we first discuss the physical meaning of the force Ggρ¯. To this end, we take a particle
Y labeled by y in the MHD fluid to analyze the action of Ggρ¯ on the motion of the fluid without
considering other forces. For the sake of simplicity, we assume that ρ¯′ > 0. Then, from the
relation
Ggρ¯ = g
∫ y3+η3(y,t)
y3
ρ¯′(s)ds
we easily observe the following dynamic phenomena in the movement process of Y from time 0
to t:
• if η3(y, t) < 0 after perturbation, then the force Ggρ¯ drives the element point Y sinking.
This implies that η3(y, t) further decreases, and meanwhile Y further goes down away from
its initial location.
• if η3(y, t) > 0 after perturbation, then the force Ggρ¯ drives the element point Y up. This
shows that η3(y, t) further increases, and meanwhile y further goes up away from its initial
location.
The above analysis is consistent with the early growth stage of the RT instability under
the force Ggρ¯. Moreover, the above dynamic phenomena are caused by the pressure difference
between the heavier and lighter fluids. Hence, we easily think that Ggρ¯ represents the pressure
difference. Moreover, Wgρ¯′(t) shall represent the total work done by the pressure difference Ggρ¯
to all particles of the fluid from time 0 to t. We verify this fact below.
Consider a particle Y labeled by y deviating from its initial location to a new location, then
the pressure difference will do work to Y in the motion process. To evaluate the work, we denote
the location and the volume element of Y at time t by ζ(y, t) and dy, respectively. Since the path
Γ of the particle Y from its initial location to the new location ζ is continuously differentiable
with respect to (x, t), and the equation of Γ can be given by
Γ : x = ζ(y, s), 0 6 s 6 t.
Thus, using the line integral of the second type and the relation dζ = udt, we find that the work
can be given by∫
Γ
dyGgρ¯(x3 − y3, y3)e3 · dx =
∫ t
0
Ggρ¯(η3(y, τ), y3)u3(y, τ)dτdy =: W
Y
gρ¯′(y, t).
We integrate W Ygρ¯′(y, t) with respect to all particles of the fluid to see that Wgρ¯′(t) indeed represents
the total work done by the pressure difference Ggρ¯ to the all particles of the MHD fluid from
time 0 to t. In addition, the relation (3.9) tells us that the work done by the pressure difference
comes from the release of potential energy.
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3.2. Case of the SMRT problem
In this subsection we further extend the physical conclusions on the NMRT problem in the
previous section to the SMRT problem. We begin with introducing the mathematical model for
the SMRT problem. Consider two distinct, immiscible, incompressible MHD fluids evolving in a
moving domain Ω(t) = Ω+(t)∪Ω−(t) for time t > 0, where the upper fluid fills the upper domain
Ω+(t) := {x := (xh, x3) ∈ R3 | xh ∈ T2, d(xh, t) < x3 < h},
and the lower fluid fills the lower domain
Ω−(t) := {x ∈ R3 | xh ∈ T2, −l < x3 < d(xh, t)}.
We assume that h and l are given constants satisfying h > −l, but the internal surface function
d := d(xh, t) is free and unknown. The internal surface
Σ(t) := {x ∈ R3 | xh ∈ T2, x3 = d(xh, t)}
moves between the two MHD fluids, and {x3 = −l} and {x3 = h} are the fixed lower and upper
boundaries of Ω(t), respectively.
Now, we use the equations (2.1)3, (2.1)4 and (2.11) with constant density to describe the
motion of stratified (uniform) incompressible MHD fluids (without resistivity), and add the
subscript +, resp. − to the notations of the known physical parameters, and other unknown
functions in (2.1)3, (2.1)4 and (2.11) for the upper, resp. lower fluids. Thus, the motion equations
of stratified incompressible MHD fluids driven by the uniform gravitational field read as follows.
ρ±∂tv± + ρ±v± · ∇v± + divSg± = 0 in Ω±(t),
∂tM± =M± · ∇v± − v± · ∇M± in Ω±(t),
divM± = 0, in Ω±(t),
(3.18)
where ρ± are constants satisfying the RT jump condition ρ+ > ρ−, and Sg± := Sg(v±,M±, pg±) :=
pg±I − µ±D(v±)− λM± ⊗M±, pg± := p∗± + ρ±gx3 and D(v±) = ∇v± +∇vT±.
For two viscous MHD fluids meeting at a free boundary, the standard assumptions are that
the velocity is continuous across the interface and that the jump in the normal stress is zero
under ignoring the internal surface tension. This requires us to enforce the jump conditions
JvK = 0 on Σ(t), (3.19)
and
JSgKν = GgJρK := gJρKdν on Σ(t), (3.20)
where ν represents the unit out normal vector of Ω−(t), JfK := f+|Σ(t) − f−|Σ(t) denotes the
interfacial jump, and f±|Σ(t) are the traces of the functions f± on Σ(t). We will also enforce the
condition that the fluid velocity vanishes at the upper and lower fixed boundaries, i.e.,
v = 0 on ∂Ωh−l. (3.21)
We also call GgJρK the pressure difference caused by gravity, since, similarly to Ggρ¯′ , it drives
the growth of the RT instability by acting on the particles on the interface. At the end of this
section, we will further discuss the behavior of GgJρK.
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To simplify the formulation of (3.18), we introduce the indicator function χ and denote
µ := µ+χΩ+(t) + µ−χΩ−(t), ρ := ρ+χΩ+(t) + ρ−χΩ−(t), v := v+χΩ+(t) + v−χΩ−(t),
M := M+χΩ+(t) +M−χΩ−(t), p
∗ := p∗+χΩ+(t) + p
∗
−χΩ−(t), Sg := Sg+χΩ+(t) + Sg−χΩ−(t)
to arrive at 
ρvt + ρv · ∇v + divSg = 0 in Ω(t),
Mt = M · ∇v − v · ∇M in Ω(t),
divM = 0 in Ω(t).
(3.22)
Moreover, by virtue of the boundary condition (3.19), the internal surface function is defined by
v, i.e.,
∂td+ v1∂1d+ v2∂2d = v3 on Σ(t). (3.23)
Finally, we impose the initial condition for (v,M, d):
(v,M)|t=0 := (v0,M0) in Ωh−l \ Σ(0) and d|t=0 = d0 on T2, (3.24)
where Σ(0) = {x ∈ R3 | xh ∈ T2, x3 = d0}.
Then (3.19)–(3.24) constitute an initial boundary value problem of incompressible stratified
MHD fluids with a free interface, which we call the SMF model for simplicity.
Now, let us construct a rest state of the SMF model to be studied. Without loss of generality,
assume the interface in the rest state is {x3 = 0}. Let M¯ be a uniform magnetic field in Ω, and
p¯∗± satisfy { ∇p¯∗± = 0 in Ω±,
Jp¯∗K = 0 on Σ.
Then rS := (u = 0, M¯ , d = 0, p¯
∗) is called the rest state of the SMF model. The problem whether
the rest state rS is stable or unstable is called the SMRT problem.
In [20], Jiang, et.al. showed that the value
√
2gπJρK/σ is a strength-threshold of the impressed
field M¯ = (0, 0, M¯3)
T for stability/instability of the linearized SMRT problem with h = 1 and
l = 1. Then, Wang [39] further established the existence of an asymptotically stable solution for
the (nonlinear) SMRT problem defined on Ω′ := R2× (−l, m) under the (asymptotical) stability
condition
|M¯3| > m′S
with
m′S :=
√
sup
w∈H1σ(Ω
′)
V ′gJρK(w3)
V Ω
′
e3 (w)
, V ′gJρK(w3) := gJρK‖w23(·, 0)‖2L2(R2).
Moreover, Wang further gave that
m′S = 2
√
gπJρK
σ(h−1 + l−1)
.
Of course, Wang’s stability result also holds for the domain Ωh−l.
The above stability result tells us that under the stability condition, the RT instability can
be inhibited by a magnetic field. Of course, the magnetic inhibition mechanism in the NMRT
problem can be also used to explain the above stability result. Moreover, we believe that the
stability condition has physical meaning as in the case of the NMRT problem.
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In the following, we give the physical meaning of the stability condition
|M¯3| > mS, (3.25)
and the instability condition
|M¯3| < mS (3.26)
in Lagrangian coordinates with proper regularity assumption on the solutions, where we have
defined that
mS :=
√
sup
w∈H1σ(Ω
h
−l
)
VgJρK(w3)
V Ωe3 (w)
, VgJρK(w3) := gJρK|w23(·, 0)|20.
In particular, we pay attention to the detailed derivation of the physical meaning of −VgJρK(η3(t)),
where some mathematical techniques are required. We mention that our analysis results also hold
for the domain Ω′.
Now, let us disturb the rest state rS in the velocity by v
0, and assume that the SMHD model
describing the motion of the MHD fluid after perturbation defines a classical solution (v,M, d, p∗)
defined on Qt,T+ ∪ Qt,T− , where Qt,T± := {(x, t) | t ∈ [0, T ], x ∈ Ω±(t)} for some T > 0. To make
some integrals involving v and p∗ sense, we assume that
v± ∈ C1(Qt,T± ) and p∗± ∈ C0(Qt,T± ).
We further assume that ζ± is the solution of{
∂tζ±(y, t) = v±(ζ±(y, t), t), y ∈ Ω±,
ζ±(y, 0) = y, y ∈ Ω±
with the regularity ζ±(·, t) ∈ C2(QT±) and ζ± ∈ C1(QT±), where QT± := Ω± × [0, T ]. We further
assume that for each t ∈ [0, T ],
ζ±(t) : Ω± → Ω±(t) are reversible, (3.27)
and Σ(t) = ζ±(Σ, t). Moreover, by virtue of the non-slip boundary condition (3.21) and the
continuity of the velocity across Σ, ζ satisfies
y = ζ±(y, t) on Σ± and JζK = 0 on Σ.
From now on, we denote
ζ = ζ+χΩ+ + ζ−χΩ−, ζ0 = ζ
0
+χΩ+ + ζ
0
−χΩ− and η = ζ − y. (3.28)
Obviously, ζ still enjoys the properties (2.13)–(2.15). Denoting
(u,B, q)(y, t) = (v,M, p∗)(ζ(y, t), t),
we obtain
B = ∂M¯ζ and divA(B ⊗ B) = ∂2M¯η,
where A is defined by (2.12) with ζ given by (3.28). Moreover,
B ⊗BAe3 = ∂M¯ζ · (Ae3)∂M¯ζ = M¯3∂M¯ζ.
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Consequently, we derive from the SMHD model that (η, u, B, q) satisfies the following initial-
boundary value problem with an internal interface:
ζt = u in Ω,
ρut + divA(qI − µDA(u)) = λ∂2M¯η in Ω,
JqI − µDA(u)KAe3 − λM¯3J∂M¯ηK
= gJρKη3Ae3 on Σ,
JηK = 0 on Σ,
(u, η) = 0 on Σ−l ∪ Σh,
(u, η) = (u0, 0) at t = 0,
(3.29)
where DA(u) := ∇Au+∇AuT.
Since ζ(·, t) is continuous across Σ, one has
JAe3K = 0 on Σ. (3.30)
Now, multiplying (3.29)2 by u in L
2(Ω), and employing integration by parts, and the boundary
conditions (3.29)3–(3.29)5 and (3.30), we infer
dδSE(t)
dt
+
µ
2
‖DA(u(t))‖20,Ω = 0, (3.31)
where
δSE(t) :=
1
2
‖√ρu(t)‖20,Ω + δSEP(t), δSEP(t) :=
1
2
V
Ω
M¯ (η(t))− V ∗gJρK(t),
V
∗
gJρK(t) :=
1
2
VgJρK(η3(t)) +NgJρK(t),
NgJρK(t) = gJρK
∫
Σ
∫ t
0
η3(y, τ)A˜(y, τ)e3 · u(y, τ)dτdyh.
Then, inspired by Conclusions 3.1 and 3.2, we have the following physical conclusions.
Conclusion 3.4. (1) V Ω
M¯
(η(t))/2 represents the variation of magnetic energy of the stratified
MHD fluid without resistivity (defined on a periodic cell) deviating from its rest state rS at
time t;
(2) −V ∗gJρK(t) represents the variation of gravity potential energy of the stratified MHD fluid
deviating from its rest state rS at time t.
(3) For any given t, VgJρK(η3(t))/2 is approximately equal to V
∗
gJρK(t) in the following sense:
2V ∗gJρK(t)
VgJρK(η3(t))
= 1 +O(f(t)),
where f(t) := ‖∇hηh(t)‖L∞(Σ)(1 + ‖∇hηh(t)‖L∞(Σ)), and O(f(t))→ 0 as f(t)→ 0.
DERIVATION. (1) The first conclusion obviously holds by following the arguments in the deriva-
tion of (3.1).
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(2) The derivation of the second conclusion requires more mathematical techniques. Let
δgJρK(t) denote the variation of gravity potential energy from time 0 to t. Then, we evaluate that
δgJρK(t) =g
(∫
Ω(t)
ρx3dx−
∫
Ω
ρx3dx
)
= g
(∫
Ω
ρζ3dy −
∫
Ω
ρx3dx
)
= g
∫
Ω
ρη3dy
=g
∫ h
−l
ρ
∫
Ωτ
−l
divηdydτ =: δ˜gJρK(t).
Thus, to establish the second conclusion, it suffices to show
δ˜gJρK(t) = −V ∗gJρK(t). (3.32)
Recalling J = 1, we have that
divη =∂1η2∂2η1 + ∂2η3∂3η2 + ∂3η1∂1η3 − ∂1η1∂2η2 − ∂1η1∂3η3
− ∂2η2∂3η3 + ∂1η1(∂2η3∂3η2 − ∂2η2∂3η3)
+ ∂2η1(∂1η2∂3η3 − ∂1η3∂3η2) + ∂3η1(∂1η3∂2η2 − ∂1η2∂2η3). (3.33)
Integrating by parts, we further get∫
Ωτ
−l
divηdy = g
∫
Στ
(η1(∂1η3∂2η2 − ∂1η2∂2η3)− η3∂1η1 − η3∂2η2)dyh.
So, we obtain
δ˜gJρK(t) =g
∫
Ω
ρ(η1(∂1η3∂2η2 − ∂1η2∂2η3)− η3∂1η1 − η3∂2η2)dy
=g
∫
Ω
ρ∂3η3η3dy − I1(t) = −1
2
VgJρK(η)− I1(t), (3.34)
where
I1(t) := g
∫
Ω
ρ(divηη3 − η1(∂1η3∂2η2 − ∂1η2∂2η3))dy.
Obviously, to show (3.32), we have to establish
I1(t) = NgJρK(t).
Since η|t=0 = 0 and NgJρK(0) = 0, to get the above relation, it suffices to establish that
dI1(t)
dt
=
dNgJρK(t)
dt
. (3.35)
Employing the second identity in (2.15) and partial integrations, we arrive at
dI1(t)
dt
=g
∫
Ω
ρ(divηu3 − ∂t(η1(∂1η3∂2η2 − ∂1η2∂2η3)))dy + g
∫
Ω
ρdivuη3dy
=g
∫
Ω
ρ(divηu3 − ∂t(η1(∂1η3∂2η2 − ∂1η2∂2η3)))dy
− g
∫
Ω
ρdiv(uTA˜)η3dy = I2(t) + dNgJρK(t)
dt
,
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where
I2(t) := g
∫
Ω
ρ
(
divηu3 + (A˜∇η3) · u− ∂t(η1(∂1η3∂2η2 − ∂1η2∂2η3))
)
dy.
Next, we shall verify the following identity in order to get (3.35):
I2(t) = 0. (3.36)
By a straightforward computation, we find that∫
Ω
ρA˜∇η3 · udy =
∫
Ω
ρ((A∗ij)3×3 − I)∇η3 · udy
=
∫
Ω
ρ(u1(∂2η2∂1η3 − ∂1η2∂2η3) + u2(∂1η1∂2η3 − ∂2η1∂1η3)
+ u3((∂2η1∂3η2 − ∂2η2∂3η1 − ∂3η1)∂1η3 + (∂1η2∂3η1 − ∂1η1∂3η2 − ∂3η2)∂2η3
+ (∂1η1∂2η2 − ∂1η2∂2η1 + ∂1η1 + ∂2η2)∂3η3))dy,
where A∗ij is the algebraic complement minor of the (i, j)-th entry ∂jζi. Thus, we employ (3.33)
and integration by parts to deduce∫
Ω
ρ(divηu3 + (A˜∇η3) · u)dy
=
∫
Ω
ρ(u1(∂2η2∂1η3 − ∂1η2∂2η3) + u2(∂1η1∂2η3 − ∂2η1∂1η3) + u3(∂1η2∂2η1 − ∂1η1∂2η2))dy
=
∫
Ω
ρ∂t(η1(∂1η3∂2η2 − ∂1η2∂2η3))dy.
Hence, (3.36) holds, and one gets the desired conclusion:
− V ∗gJρK(t) = δgJρK(t). (3.37)
(3) Let
I3 =
gJρK
2
∫
Σ
η23(∂1η1∂2η2 + ∂1η1 + ∂2η2 − ∂2η1∂1η2)dyh,
then one can deduce that
dNgJρK(t)
dt
=gJρK
∫
Σ
η3((∂1η2∂2η3 − ∂1η3∂2ζ2)u1 + (∂1η3∂2η1 − ∂1ζ1∂2η3)u2
+ (∂1ζ1∂2ζ2 − ∂1η2∂2η1 − 1)u3)dyh
=gJρK
∫
Σ
(
η3(∂1η1∂2η2 + ∂1η1 + ∂2η2 − ∂2η1∂1η2)u3
+
1
2
η23(∂1u1∂2η2 + ∂1η1∂2u2 + ∂1u1 + ∂2u2 − ∂2u1∂1η2 − ∂2η1∂1u2)
)
dyh
=
d
dt
I3(t),
which gives
I3(t) = NgJρK(t). (3.38)
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Recalling the definition of I3(t), we infer that∣∣NgJρK(t)∣∣ 6 ‖∇hηh(t)‖L∞(Σ)(1 + ‖∇hηh(t)‖L∞(Σ))VgJρK(η(t)). (3.39)
Thus, the desired conclusion follows immediately. 
In view of the relation (3.38), from now on, we renew to define NgJρK(t) as follows.
NgJρK(t) := NgJρK(η(t))
:=
JρK
2
∫
Σ
η23(t)(∂1η1(t)∂2η2(t) + ∂1η1(t) + ∂2η2(t)− ∂2η1(t)∂1η2(t))dyh. (3.40)
Similarly to Theorem 3.1, we have
Theorem 3.2. Let NgJρK(t) ∈ δSEP(̟) be defined by (3.40), then the following assertions hold.
(1) Under the instability condition (3.26), we have the non-minimal condition of total potential
energy in the following sense:
For any k > 3, there are a function w ∈ C∞σ (Ω) and a constant ε0 ∈ (0, 1) (depending on w
and k), such that for any ε ∈ (0, ε0), there exist functions ̟ε,r (depending on ε) satisfying
̟ := εw + ε2̟ε,r ∈ Hk,10,∗ (Ω), ‖̟ε,r‖k,Ω 6 c and δSEP(̟) < 0, (3.41)
where c depends on k, ‖w‖k,Ω and Ω.
(2) Under the stability condition (3.25), we have the minimal condition of total potential en-
ergy, i.e., there is a constant ε > 0, such that for any non-zero ̟ ∈ H10 (Ω) satisfying
‖∇h̟h‖C0(T2) 6 ε,
δSEP(̟) > 0. (3.42)
Proof. We shall mention how to prove Theorem 3.2 in Section 4.4. 
By Theorem 3.2, we immediately have the following physical explanation:
Conclusion 3.5. Under the stability condition (3.25), the total potential energy in the rest state
rS is minimal in the sense of (3.42). Under the instability condition (3.26), the total potential
energy in the rest state rS is not minimal in the sense of (3.41).
Next, we explain how to find the relation (3.38) from the physical point of view. First, δgJρK(t)
can be expressed by d, i.e.,
δgJρK(t) =g
(∫
Ω(t)
ρx3dx−
∫
Ω
ρx3dx
)
=g
(
ρ+
∫
T2
∫ h
d
x3dx3dxh + ρ−
∫
T2
∫ d
−l
x3dxh
)
− 2π2L1L2
(
ρ+h
2 − ρ−l2
)
= −gJρK
2
∫
T2
d2dxh.
By (3.27), the function ζ(·, 0, t) : T2 7→ Σ(t) is reversible for any t ∈ [0, T ]. Then, for any
given (x1, x2, d(xh, t)) on Σ(t), there is a point (yh, 0), such that
x1 = ζ1(yh, 0, t), x2 = ζ2(yh, 0, t) and d(xh, t) = ζ3(yh, 0, t),
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which yields
d(ζ1(yh, 0, t), ζ2(yh, 0, t), t) = ζ3(yh, 0, t).
Thus, if η is suitably small, then we can use the above change of variables to formally have
δgJρK(t) :=− JρK
2
∫
Σ
ζ23(∂1ζ1∂2ζ2 − ∂2ζ1∂1ζ2)dyh = −VgJρK(η3(t))/2− I3(t).
Recalling the definition of V ∗gJρK(t) and the relation (3.37), we easily obtain (3.38).
Finally we derive some additional physical results involving the pressure difference GgJρK. We
consider some part of the upper heavier fluid at time t, which sinks below the interface Σ(t).
Assume that the domain Ds occupied by the sinking part is just a bounded connected domain
that is bounded by the plane {x3 = 0} and the surface Σ(t). Then, the total pressure difference
GDs acting on the lower surface Ds can be given by the following integral formula:
GDs =
∫
Ds∩Σ(t)
gJρKx3νdS,
where ν is the unit inner normal on the boundary of Ds. Thus, a partial integration results in
GDs = (0, 0,−gJρK|Ds|)T,
where |Ds| denotes the volume of Ds. The above formula reveals that the value of total pressure
difference acting on the sinking part in the domain Ds is just equal to the difference between
the weight of sinking part of heaver fluid and that of the lighter fluid, which is displaced by
the sinking part. Moreover, the direction of total pressure difference is just along the negative
direction of x3-axis. Obviously, the total pressure GDs further drives the heavier fluid below the
interface Σ(t) to sink due to the increasing volume of the sinking part of the heavier fluid.
Similarly, if we consider some part of the lower lighter fluid at time t which rises above the
interface Σ(t), and assume that the domain Dr occupied by the rising part is just a bounded
connected domain, which is bounded by the plane Σ and the surface Σ(t). Then the total
pressure difference GDr acting on the upper surface of Dr can be represented by the following
integral formula:
GDr = (0, 0, gJρK|Dr|)T.
This means that the total pressure GDr further drives the lighter fluid above the interface Σ(t)
to rise up. The previous analysis is consistent with the early growth of the RT instability under
the force GgJρK.
In addition, if we denote the total pressure difference acting on Σ(t) by Pd(t), then Pd(t) can
be given by
Pd(t) =
∫
Σ(t)
GgJρKdS.
We evaluate that Pd(t) = 0. In fact, we have after a straightforward calculation that
d
dt
∫
Ω−(t)
dx =
∫
T2
dtdxh =
∫
T2
v · (−∂1d1,−∂2d, 1)Tdxh =
∫
Σ(t)
v · νdxh =
∫
Ω−(t)
divvdx = 0,
where ν denotes the unit outer normal vector of ∂Ω−(t). Therefore,∫
Ω−(t)
dx = 4π2L1L2,
27
which yields
Pd(t) =
∫
Σ(t)
gJρKx3νdS = gJρK
(
0, 0, 4π2L1L2l −
∫
Ω(t)
dx
)
e3 = 0.
Finally, we discuss the work done by the pressure difference GgJρK acting on all particles on
the interface from time 0 to t. Denote the work done by WgJρK(t). Then, similarly to (3.9), we
should have
−WgJρK(t) = δgJρK(t). (3.43)
We can derive the above formula by an infinitesimal method. In fact, considering a particle Y
labeled by (yh, 0)
T on the interface deviating from its initial location to a new location, then the
pressure difference will do work to Y in the motion process. To evaluate WgJρK(t), we denote the
location of Y at time t and the area element of (yh, 0)
T by ζ(yh, 0, t) and dyh, respectively. When
the particle slightly moves to the location ζ(yh, 0, t), the area element of Y will become |Ae3|dyh.
Thus, the work done by the pressure difference on Y from time τ to τ + dτ in Lagrangian
coordinates can be given by
gJρKζ3(yh, 0, t)A|y=(yh,0)e3 · u(yh, 0, τ)dτdyh.
Integrating the above identity over (0, t), we obtain the work done by the pressure difference on
Y from time 0 to t. Denote this work by W yhgJρK(t) for the sake of simplicity. Finally, an integration
of W yhgJρK(t) over T
2 immediately yields WgJρK(t) = V
∗
gJρK(t). Therefore, (3.43) follows from (3.37).
4. Proof of Theorems 3.1–3.2
In this section we rigorously prove Theorems 3.1–3.2 stated in Section 3. We first give some
preliminary results in Section 4.1, then prove two assertions of Theorem 3.1 in Sections 4.2–4.3.
Finally we mention how to show Theorem 3.1 in Section 4.4.
4.1. Preliminary results
Next, we want to establish Lemma 4.2 below, which shows that any η ∈ H1σ(Ωba) ∩Hk+2(Ωba)
can be modified to a new function that belongs to Hk,10,∗ (Ω
b
a) and is close to η. For this purpose,
we first recall the following lemma on the global existence of inverse functions.
Lemma 4.1. Let N > 2, D ⊆ RN be an open set, ζ : D → RN belongs to C1(D), and ∇ζ(x) be
invertible for all x ∈ D. Suppose that K is a connected compact subset of D, and ζ : ∂K → RN
is injective, Then ζ : K → RN is injective.
We are now able to use the above lemma and the classical theory for the Stokes problem to
establish the following desired lemma:
Lemma 4.2. Let a < b, k > 1, If η ∈ H1σ(Ωba) ∩ Hk+2(Ωba), then there exists a constant ε0
(depending on k and η), such that for any ε ∈ (0, ε0), there is an ηr ∈ H10 (Ωba) ∩ Hk+2(Ωba)
satisfying
det∇ζ = 1
and
‖ηr‖k+2,Ωba 6 c, (4.1)
where ζ := y + εη + ε2ηr, the constant c > 0 depends on k, the norm ‖η‖k+2,Ωba and the domain
Ωba, but not on ε. Moreover,
ζ : Ωba− → Ωba− is a homeomorphism mapping. (4.2)
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Proof. Throughout the proof, the letter c denotes a general positive constant, which may
depend on k, the norm ‖η‖k+2,Ωba and the domain Ωba, but independent of ε.
(1) We begin with the construction of ηr. So, we consider the following Stokes problem for
given ξ ∈ H3(Ωba): { −∆w +∇̟ = 0, divw = O(ξ) in Ωba,
w = 0 on ∂Ωba,
(4.3)
where O(ξ) = (1 + ε2divξ − det∇(y + εη + ε2ξ))/ε2. By virtue of the product estimate
‖fg‖k+1,Ωba 6 c‖f‖k+1,Ωba‖g‖k+1,Ωba
with some constant c depending on k and Ωba only, it is easy to see that
‖O(ξ)‖k+1,Ωba 6 c(1 + ε‖ξ‖k+2,Ωba + ε2‖ξ‖2k+2,Ωba + ε3‖ξ‖3k+2,Ωba) 6 c(1 + ε3‖ξ‖3k+2,Ωba).
By the classical existence and regularity theory on the Stokes problem, there exists a solution
(w,̟) of (4.3). Moreover, for ε < 1, it holds that
‖w‖k+2,Ωba + ‖̟‖k+1,Ωba 6 ‖O(ξ)‖k+1,Ωba 6 c1
(
1 + ε3‖ξ‖3k+2,Ωba
)
, (4.4)
where the letter c1 denotes a fixed constant depending on k, ‖η‖k+2,Ωba and Ωba, but not on ε.
Therefore, one can construct an approximate function sequence {ηn}∞n=1, such that for any
n > 2, { −∆ηn +∇̟n = 0, divηn = O(ηn−1) in Ωba,
ηn = 0 on ∂Ωba,
(4.5)
where ‖η1‖k+2,Ωba 6 2c1. Moreover, from (4.4) one gets
‖ηn‖k+2,Ωba + ‖̟n‖k+1,Ωba 6 c1(1 + ε3‖ηn−1‖3k+2,Ωba) for any n > 2,
which implies
‖ηn‖k+2,Ωba + ‖̟n‖k+1,Ωba 6 2c1 (4.6)
for any n > 2, and any ε 6 1/2c1.
Next we want to show that {ηn}∞n=1 is a Cauchy sequence in H3(Ωba). Noting that{ −∆(ηn+1 − ηn) +∇(̟n+1 −̟n) = 0, div(ηn+1 − ηn) = O(ηn)−O(ηn−1) in Ωba,
ηn+1 − ηn = 0 on ∂Ωba,
we obtain
‖ηn+1 − ηn‖k+2,Ωba + ‖(̟n+1 −̟n)‖k+1,Ωba 6 c‖O(ηn)− O(ηn−1)‖k+1,Ωba. (4.7)
On the other hand, using (4.6) and the product estimates, we arrive at
‖O(ηn)−O(ηn−1)‖k+1,Ωba 6 cε‖ηn − ηn−1‖k+2,Ωba.
Substituting the above inequality into (4.7), one sees by taking ε appropriately small that
{(ηn, ̟n)}∞n=1 is a Cauchy sequence in Hk+2(Ωba) × Hk+1(Ωba). Consequently, we can take to
the limit in (4.5) as n→∞ to see that the limit function (ηr, ̟) solves{ −∆ηr +∇̟ = 0, divηr = O(ηr) in Ωba,
ηr = 0 on ∂Ωba.
(4.8)
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Furthermore, ‖ηr‖k+2,Ωba 6 2c1 by (4.6).
(2) We proceed to the proof
ζ : Ωba− → Ωba− is injective. (4.9)
Since k > 1 and (ζ − y) ∈ H10 (Ωba) ∩ Hk+2(Ωba), by the Sobolev embedding theorem in [28,
Section 1.3.5.8], one sees that (ζ − y) ∈ L∞(Ωba− ) ∩ C1(Ωba− ) and ζ |∂Ωba = 0. Let S := [0, 2πL1] ×
[0, 2πL2] × [a, b]. We choose a function χ ∈ C∞0 (R3) such that χ = 1 in S, and 0 6 χ 6 1 in
R3. Then there exists a ball BR(0) of radius R and center 0, such that χ = 0 in R
3\BR(0) and
S ⊂ BR(0). Let ζχ := (ζ − y)χ/ε, where ζ := y + εη + ε2ηr. Then ζχ ∈ Hk+2(Ωba− ) ∩ C1(Ωba− ).
Since Ωba− is locally Lipschitz (see [2, Section 4.9] for the definition), by virtue of the well-known
Stein extension theorem (see [2, Section 5.24]), there is an extension operator for Ωba− , such that
E(ζχ) = ζχ a.e. in Ω
b
a− , ‖E(ζχ)‖k+2,R3 6 c˜‖ζχ‖k+2,Ωba− , (4.10)
where the constant c˜ depends on k and Ωba− .
Define ζm := y + εχE(ζχ), then
ζm = ζ in S. (4.11)
From (4.1), (4.10) and the periodicity of η and ηr, it follows that
‖E(ζχ)‖k+2,R3 6 c˜‖χ(η + εηr)‖k+2,Ωba− 6 c,
where the constant c > 0 depends on k and the norms of η and ηr, but not on ε. Thus, in terms
of the Sobolev embedding theorem, ∇ζm is invertible in R3 for sufficiently small ε.
Let K := Ωba− ∩BR(0), then K is a connected compact set. Since ζm(y) = y on ∂K, then
ζm : ∂K → RN is injective. Thus, ζm : K → RN is injective by Lemma 4.1. Noting that S ⊂ K,
we see by (4.11) that ζ : S → RN is also injective, which implies that ζ : Ωba− → RN is injective.
Now, we further show that ζ : Ωba− → Ωba− . To this end, it suffices to prove that, for any
xh ∈ [0, 2πL1]× [0, 2πL2],
ζ : lxh → Ωba− ,
where lxh := {(xh, x3) | x3 ∈ (a, b)}. We prove this by contradiction.
Assume that there exists a point x0 ∈ lxh , such that ζ(x0) ∈/ Ωba− . Without loss of generalization,
we assume that ζ(x0) is above the closed domain Ωba− . Recalling ζ = y on ∂Ωba− , one has x03 ∈ (a, b),
where x03 denotes the third component of x
0. Obviously, the curve function ζ defined on l0 :=
{x ∈ lxh | x3 ∈ (a, x03)} must go through the upper boundary of {x3 = b}. We denote by z the
intersection of the curve and the upper boundary. This means that there is a point y ∈ l0, such
that y3 ∈ (a, b) and ζ(y) = z. Noting that ζ(z) = z, we have ζ(y) = ζ(z) where y, z ∈ S and
y 6= z. This contradicts with injectivity of ζ on S. Hence (4.9) holds.
(3) Now we turn to prove that
ζ : Ωba− → Ωba− is surjective. (4.12)
We define that
K := {x ∈ Ωba− | x 6= ζ(y) for any y ∈ Ωba− }.
By (4.9), K ⊂ Ωba− . Obviously, to get (4.12), it suffices to prove that
K = ∅. (4.13)
Next we verify (4.13) by contradiction.
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We assume that K 6= ∅. Noting that K ⊂ Ωba− by (4.9), then ∅ 6= ∂K ⊆ Ωba− . Moreover there
exists a point
x0 ∈ ∂K ∩ Ωba− . (4.14)
Then, there exists a ball Bδ0(x
0) ⊂ Ωba− , such that, for any Bδ(x0) ⊂ Bδ0(x0),
Bδ(x
0) ∩K 6= ∅ (4.15)
and
Bδ(x
0) ∩ (Ωba− \K) 6= ∅. (4.16)
By (4.16), we can choose sequences {xn}∞n=m ⊂ (Ωba− \K) and {yn}∞n=m ⊂ Ωba− for some m > 1/δ0,
such that xn ∈ B1/n(x0) ⊂ Bδ0(x0), xn → x0 and xn = ζ(yn). Since (ζ − y) ∈ L∞(Ωba− ) ∩ C1(Ωba− ),
then {yn}∞n=m is a bounded sequence. Therefore, there exists a subsequence (still labeled by yn)
such that yn → y0 for some y0 ∈ Ωba− . By the continuity of ζ , xn = ζ(yn) → x0 = ζ(y0). Since
x0 ∈ Ωba− , then y0 ∈ Ωba− . Noting that ∇ζ is invertible for y0, thus, by the well-known inverse
function theorem [29, Theorem 9.24], there exist two open sets U and V ⊂ Ωba− such that y0 ∈ U ,
x0 ∈ V , and ζ(U) = V , which imply that there exists a ball Bδ1(x0) ⊂ (Ωba− \K) for δ1 < δ0, i.e.
Bδ1(x
0) ∩K = ∅, which contradicts with to (4.15). Hence (4.13) holds.
(4) Finally, since ζ : Ωba− → Ωba− is bijective, we can consider the inverse mapping ζ−1 defined
on Ωba− by
ζ−1(ζ(y)) = y for y ∈ Ωba− . (4.17)
Obviously, ζ−1 : Ωba− → Ωba− is bijective. Next we verify that
ζ−1 is a continuous mapping of Ωba− onto Ωba− (4.18)
by contradiction.
We assume that ζ−1 is not continuous for some x0 ∈ Ωba− . Then, there exists a constant ε > 0,
such that, for any ι > 0, there exists a point xι ∈ Ωba− satisfying |xι − x0| < ι and
|ζ−1(xι)− ζ−1(x0)| > ε. (4.19)
Let ι = 1/n, we denote yn = ζ−1(x1/n). Since (ζ − y) ∈ L∞(Ωba− ) ∩ C1(Ωba− ), and {x1/n}∞n=1 ⊂
B1(x
0)∩Ωba− , then {yn}∞n=1 is a bounded sequence. Thus there exists a subsequence (still labelled
by yn) such that yn → y0 for some y0 ∈ Ωba− . By the continuity of ζ , x1/n = ζ(yn)→ ζ(y0) = x0.
Thus ζ−1(x1/n) → ζ−1(x0), which contracts with (4.19). Hence (4.18) holds. Consequently, we
obtain (4.2) from (4.9), (4.12) and (4.18). This completes the proof of (4.2). 
In addition, we can slightly modify the proof of Lemma 4.2 to get the following conclusion
for the stratified case:
Lemma 4.3. Let −l < τ , k > 1, If η ∈ H1σ(Ωh−l) ∩ Hk+2(Ω), then there exists a constant ε0
(depending on k and η), such that for any ε ∈ (0, ε0), there is an ηr ∈ H10 (Ωh−l) ∩ Hk+2(Ω)
satisfying
det∇ζ = 1 in Ω
and
‖ηr‖k+2,Ω 6 c,
where ζ := y + εη + ε2ηr, the constant c > 0 depends on k, the norm ‖η‖k+2,Ω and the domain
Ω, but not on ε. Moreover,
ζ : Ωh
−l− → Ωh−l− is a homeomorphism mapping.
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Now we turn to establish an equivalence lemma of threshold, which shows that the term
V Ωej (w) in the definition of mN can be replaced by V
Ω
~n (w), where the third component of ~n is 1.
To get the desired conclusion, we shall first derive an auxiliary result.
Lemma 4.4. Let a < b, and ρ¯ ∈ C1[a, b] satisfy
ρ¯′|s=s0 > 0 for some s0 ∈ [a, b], (4.20)
Then there exists a function ψ0 ∈ H10 (a, b), such that ρ¯′ψ0 6= 0, ψ′0 6= 0, ‖ψ′0‖L2(a,b) = 1, and∫ b
a
ρ¯′ψ20ds = sup
ψ∈H1
0
(a,b)
∫ b
a
ρ¯′ψ2ds
‖ψ′‖2L2(a,b)
=: γ.
Remark 4.1. When ρ¯′ is a positive constant, γ reduces to (see [19])
sup
ψ∈H1
0
(a,b)
‖√ρ¯′ψ‖2L2(a,b)
‖ψ′‖2L2(a,b)
=
(b− a)2ρ¯′
π2
. (4.21)
Proof. In view of the RT condition (4.20) and the definition of γ, we see that γ > 0. Thus
there is a function sequence {ψm}∞m=1 satisfying 0 6= ψm ∈ H10 (a, b) and∫ b
a
ρ¯′ψ2mds
‖ψ′m‖2L2(a,h)
→ γ as m→∞.
Let ψ˜m := ψm/‖ψ′m‖0, then ‖ψ˜′m‖0 = 1 and ‖ψ˜m‖0 6 c, where c is independent of m. Thus, there
are a subsequence of {ψ˜m}∞m=1 (still denoted by ψ˜m) and a function ψ0 6= 0, such that
ψ˜′m → ψ′0 weakly in H10 (a, b) and
∫ b
a
ρ¯′ψ˜2mds→
∫ b
a
ρ¯′ψ20ds,
which gives
∫ h
a
ρ¯′ψ20ds = γ. Hence, ρ¯
′ψ0 6= 0 and ψ′0 6= 0. In addition, by the weakly lower
semi-continuity,
‖ψ′0‖2L2(a,b) 6 lim inf
m→∞
‖ψ˜′m‖2L2(a,b) = 1,
which, by recalling the definition of γ, implies that
γ =
∫ b
a
ρ¯′ψ20ds 6
∫ b
a
ρ¯′ψ20ds
‖ψ′0‖2L2(a,b)
6 γ.
Hence ‖ψ′0‖2L2(a,b) = 1. This completes the proof of Lemma 4.4. 
Next we further use the above result to establish the desired conclusion.
Lemma 4.5. Let a < b, ρ¯ ∈ C1[a, b] satisfy (4.20), and the third component of the constant
vector ~n be 1, then we have
bN := sup
w∈H1σ(Ω
b
a)
V
Ωba
gρ¯′ (w3)
V
Ωba
~n (w)
= sup
w∈H1
0
(Ωba)
V
Ωba
gρ¯′ (w3)
V
Ωba
~n (w)
= sup
ψ∈H1
0
(a,b)
g
∫ b
a
ρ¯′ψ2dy3
λ‖ψ′‖2L2(a,b)
=: cN. (4.22)
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Remark 4.2. In view of (4.21) and (4.22), we know that for any w ∈ H10 (Ω+),
‖̟‖20,Ω+ 6
h2
λπ2
V
Ω+
~n (̟). (4.23)
Proof. We prove Lemma 4.5 by four steps.
(1) First of all, we claim that
sup
w∈H1
0
(Ωba)
V
Ωba
gρ¯′ (w3)
V
Ωba
~n (w)
6 sup
w∈H1
0
(Ωba)
V
Ωba
gρ¯′ (w3)
V
Ωba
e3 (w)
=: aN. (4.24)
In fact, for any given w := w(y1, y2, y3) ∈ H10 (Ωba), one can verify that
w˜(yh, y3) := w(yh + y3~nh, y3) ∈ H10 (Ωba),
V
Ωba
gρ¯′ (w˜3) = V
Ωba
gρ¯′ (w3),
V
Ωba
e3 (w˜) = ‖~n · ∇w(yh + y3~nh, y3)‖20,Ωba = V
Ωba
~n (w).
Thus, (4.24) holds obviously.
(2) Then we prove that
aN 6 cN. (4.25)
Let wˆ3(ξ, x3) be the horizontal Fourier transform of w3(x) ∈ H10 (Ωba), i.e.,
wˆ3(ξ, y3) =
∫
T2
w3(yh, y3)e
−iyh·ξdyh, ξ = (ξ1, ξ2),
then ∂̂3w3 = ∂3ŵ3. Denote ψ(ξ, y3) := ψ1(ξ, y3) + iψ2(ξ, y3) =: wˆ3(ξ, y3) where ψ1 and ψ2 are real
functions. By the Fubini and Parseval theorems (see [13, Proposition 3.1.16]), we infer that
V
Ωba
gρ¯′ (w3) =
g
4π2L1L2
∑
ξ∈L−1
1
Z×L−1
2
Z
∫ b
a
ρ¯′(ψ21(ξ, y3) + ψ
2
2(ξ, y3))dy3 (4.26)
and
V
Ωba
e3
(w) > V Ω
b
a
e3
(w3) =
λ
4π2L1L2
∑
ξ∈L−1
1
Z×L−1
2
Z
∫ b
a
(|∂3ψ1(ξ, y3)|2 + |∂3ψ2(ξ, y3)|2)dy3. (4.27)
Keeping in mind that ψi ∈ H10 (a, b) if w ∈ H10 (Ωba) by the definition of cN, we get
cNλ
∫ b
a
|ψ′(ξ)|2dy3 > g
∫ b
a
ρ¯′(y3)|ψ(ξ, y3)|2dy3.
Thus, using (4.26)–(4.27), we deduce that for any 0 6= w ∈ H10 (Ωba),
cN >
g
∑
ξ∈L−1
1
Z×L−1
2
Z
∫ b
a
ρ¯′|ψ(ξ, y3)|2dy3
λ
∑
ξ∈L−1
1
Z×L−1
2
Z
∫ b
a
|∂3ψ(ξ, y3)|2dy3
=
V
Ωba
gρ¯′ (w3)
λ‖∂3w3‖20,Ωba
>
V
Ωba
gρ¯′ (w3)
V
Ωba
e3 (w)
,
from which (4.25) follows.
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(3) Finally, we show that
cN 6 bN. (4.28)
By virtue of Lemma 4.4, there is a function ψ0 ∈ H10 (a, b), such that
g
∫ b
a
ρ¯′|ψ0(y3)|2dy3
‖ψ′0‖2L2(a,b)
= cN. (4.29)
Moreover, there is a function sequence {ψj}∞j=1 ⊂ C∞0 (a, b) satisfying
ψj 6= 0 and ψj → ψ0 in H10 (a, b) as j →∞. (4.30)
We only consider the cases ~n1 6= 0 and |~nh| = 0, because the other case ~n2 6= 0 can be dealt
with similarly. When ~n1 6= 0 and |~nh| = 0, for any given integer i, there always exists a real
number sequence
li =
{ −~n2L1i/~n1L2, if ~n1 6= 0
0, if |~nh| = 0,
such that
ri := ~n1L
−1
1 li + ~n2L
−1
2 i = 0.
Now we define
vi,j(y) = (0, ψ′j cos z, L
−1
2 iψj sin z), (4.31)
where z := L−11 liy1+L
−1
2 iy2. Then v
i,j(y) ∈ C∞σ (Ωba). Moreover, we have after a direct calculation
that
V
Ωba
gρ¯′ (v
i,j
3 ) = gL
−2
2 i
2
∫ b
a
ρ¯′|ψj |2dy3‖ sin z‖2L2(T2), (4.32)
‖~n · ∇vi,j(z)‖20 = ‖ψ′′j ‖2L2(a,b)‖ cos z‖2L2(T) + L−22 i2‖ψ′j‖2L2(a,b)‖ sin z‖2L2(T2). (4.33)
Noting that
‖ sin z‖2L2(T2) = 2π2L1L2 −
1
2
∫ πL1
−πL1
∫ πL2
−πL2
cos 2zdy1dy2
and
‖ cos z‖2L2(T) = 2π2L1L2 +
1
2
∫ πL1
−πL1
∫ πL2
−πL2
cos 2zdy1dy2,
we apply the Riemann lemma (see [7, Theorem 16.2.1])
lim
p→∞
∫ b
a
ψ(s) sin psds = lim
p→∞
∫ b
a
ψ(s) cos psds = 0 for any ψ ∈ C0[a, b],
to infer that
‖ sin z‖2L2(T2), ‖ cos z‖2L2(T2) → 2π2L1L2 as i→∞. (4.34)
In view of (4.30), and (4.32)–(4.34), one has
bN > lim
j→∞
lim
i→∞
V
Ωba
gρ¯′ (v
i,j
3 )
V
Ωba
~n (v
i,j)
= lim
j→∞
g
∫ b
a
ρ¯′|ψj(y3)|2dy3
‖ψ′j‖2L2(a,b)
= cN, (4.35)
which gives (4.28).
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(4) We are now in a position to show (4.22). From (4.24), (4.25) and (4.28), we get
sup
w∈H1
0
(Ωba)
V
Ωba
gρ¯′ (w3)
V
Ωba
~n (w)
6 aN 6 cN 6 bN.
On the other hand, since H1σ(Ω
b
a) ⊂ H10 (Ωba), we see that
bN 6 sup
w∈H1
0
(Ωba)
V
Ωba
gρ¯′ (w3)
V
Ωba
~n (w)
.
Consequently, we obtain the desired conclusion (4.22).
Similarly to Lemma 4.5, we also an equivalence lemma of threshold for the stratified case.
Lemma 4.6. Let h, l, gJρK > 0, and the third component of the constant vector ~n be 1, then we
have
sup
w∈H1σ(Ω
h
−l
)
VgJρK(w3)
V
Ωh
−l
~n (w)
= sup
w∈H1
0
(Ωh
−l
)
VgJρK(w3)
V
Ωh
−l
e3 (w)
= sup
ψ∈H1
0
(−l,h)
gJρK|ψ(0)|2
λ‖ψ′‖2L2(−l,h)
.
Remark 4.3. In [20] Wang gave the following formula
sup
ψ∈H1
0
(−l,h)
|ψ(0)|2
‖ψ′‖2L2(−l,h)
= (h−1 + l−1)−1,
where the supremum can be achieved by choosing
ψ(s) =
{
1 + s/l, s ∈ (−l, 0];
1− s/h, s ∈ (0, h).
Proof. We omit the trivial derivation here, since Lemma 4.6 can be easily shown by slightly
modifying the arguments in the proof of Lemma 4.5. 
4.2. Proof of the first assertion in Theorem 3.1
We now prove the first assertion in Theorem 3.1. Without loss of generality, we assume that
M¯1 6= 0. By Lemmas 4.4 and 4.5, there exists a ψ0 ∈ H10 (0, h) satisfying
mN =
√√√√ g ∫ h0 ρ¯′ψ20ds
λ‖ψ′0‖2L2(0,h)
.
Since ψ0 ∈ H10 (0, h) and mN > 0, there is a function sequence {ψj}∞j=1 ⊂ C∞0 (0, h) satisfying
ρ¯′ψj 6= 0, ψj 6= 0 and ψj → ψ0 in H10 (0, h) as j →∞. (4.36)
Let i be a positive integer to be determined later. Let vi,j be defined by (4.31) with ψj con-
structed as above. Then vi,j ∈ C∞σ (Ω+). Moreover, we have after a straightforward computation
that
V
Ω+
gρ¯′ (v
i,j
3 ) = gL
−2
2 i
2
∫ h
0
ρ¯′|ψj|2ds‖ sin z‖2L2(T2) 6= 0, (4.37)
V
Ω+
M¯
(vi,j) = M¯23
(
‖ψ′′j ‖2L2(0,h)‖ cos z‖2L2(T2) + L−22 i2‖ψ′j‖2L2(0,h)‖ sin z‖2L2(T2)
)
. (4.38)
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In what follows, the letters c(i, j), ck(i, j) and ε1(i, j) denote positive constants for k = 2 and 3,
which may depend on vi,j, but not on ε ∈ (0, 1). Moreover, c(i, j) can vary from line to line.
Since vi,j may not belong to Hk,10,∗ (Ω+), we have to further modify it. For v
i,j ∈ C∞σ (Ω+), by
virtue of Lemma 4.2, there is an ε1(i, j) ∈ (0, 1), such that for any ε ∈ (0, ε1(i, j)), there exists
an ̟i,jε,r ∈ Hk0 (Ω+) satisfying
‖̟i,jε,r‖k,Ω+ 6 c(i, j),
̟i,jε := εv
i,j + ε2̟i,jε,r ∈ Hk,10,∗ (Ω+),
where the constant ε1(i, j) > 0 may depend on v
i,j, but not on ε. It is easy to see that
‖(vi,j, ̟i,jε,r)‖C1(Ω+) 6 c(i, j). (4.39)
We further define
R
i,j
ε :=ε
3
(
g
∫
Ω+
ρ¯′vi,j3 (̟
i,j
ε,r)3dx− λ
∫
Ω+
∂~nv
i,j · ∂~n̟i,jε,rdy
)
+
ε4
2
(V
Ω+
gρ¯′ ((̟
i,j
ε,r)3)− V Ω+~n (̟i,jε,r)) +Ngρ¯′(̟i,jε ),
where (̟i,jε,r)3 denotes the third component of ̟
i,j
ε,r,
M¯∗ :=
{
M¯/M¯3, if M¯3 6= 0,
M¯ , if M¯3 = 0
and ~n :=
{
M¯, if M¯3 6= 0,
M¯∗, if M¯3 = 0.
Utilizing (3.11) and (4.39), we infer that∥∥Ri,jε ∥∥L∞(Ω+) 6 c2(i, j)ε3. (4.40)
Now we consider the case M¯3 = 0, and choose a positive integer i = i0 and a function ψj0.
Thanks to (4.37), one has
V
Ω+
gρ¯′ (εv
i0,j0
3 ) > 2c3(i0, j0)ε
2,
where c3 is independent of ε. Noting V
Ω+
M¯
(vi,j) = 0, we obtain
1
2
V
Ω+
M¯
(̟i0,j0ε ) + δgρ¯′(̟
i0,j0
ε ) =−
1
2
V
Ω+
gρ¯′ (εv
i0,j0
3 )−Ri0,j0ε
6ε2(c2(i0, j0)ε− c3(i0, j0)) < −ε2c3(i0, j0)/2
for any ε < ε0 := min{ε1(i0, j0), c3(i0, j0)/2c2(i0, j0)}, which yields δNEP(̟i0,j0ε ) < 0. Therefore,
the first assertion in Theorem 3.1 holds for the case M¯3 = 0.
For the case M¯3 6= 0, we make use of (4.35) and (4.36) to find that
m2N > lim
j→∞
lim
i→∞
V
Ω+
gρ¯′ (v
i,j
3 )
V
Ω+
M¯∗
(vi,j)
= lim
j→∞
g
∫ h
0
ρ¯′ψ2jds
λ‖ψ′j‖2L2(0,h)
= m2N. (4.41)
Then, for any δ > 0, there are iδ and jδ (depending on δ), such that
0 6 m2N −
V
Ω+
gρ¯′ (v
iδ,jδ
3 )
V
Ω+
M¯∗
(viδ,jδ)
< δ.
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Now, let δ := (m2N − M¯23 )/2. Due to M¯3 < mN, one sees
V
Ω+
gρ¯′ (v
iδ,jδ
3 ) > (M¯
2
3 + (m
2
N − M¯23 )/2)V Ω+M¯∗ (viδ,jδ). (4.42)
From (4.38) one gets
0 < c(iδ, jδ)ε
2 6 (m2N − M¯23 )V Ω+M¯∗ (εviδ,jδ).
Hence, by virtue of (4.40), there is a sufficiently small constant ε0(iδ, jδ) < ε1(iδ, jδ), such that
for any ε ∈ (0, ε0(iδ, jδ)),
m2N − M¯23
4
V
Ω+
M¯∗
(εviδ,jδ) +Riδ ,jδε > 0. (4.43)
If we make use of (4.42) and (4.43), we derive that
−δgρ¯′(̟iδ,jδε ) =
ε2
2
V
Ω+
gρ¯′ (v
iδ,jδ
3 ) + gε
3
∫
Ω+
ρ¯′viδ,jδ3 (̟
iδ,jδ
ε,r )3dx+
ε4
2
V
Ω+
gρ¯′ (v
iδ,jδ
ε,r ) +Ngρ¯′(̟
iδ,jδ
ε )
>
ε2
2
(M¯23 + (m
2
N − M¯23 )/2)V Ω+M¯∗ (viδ,jδ)
+ gε3
∫
Ω+
ρ¯′viδ,jδ3 (̟
iδ,jδ
ε,r )3dx+
ε4
2
V
Ω+
gρ¯′ ((̟
iδ,jδ
ε,r )3) +Ngρ¯′(̟
iδ,jδ
ε )
=
M¯23
2
V
Ω+
M¯∗
(̟iδ,jδε ) +
m2N − M¯23
4
V
Ω+
M¯∗
(εviδ,jδ) +Riδ ,jδε >
1
2
V
Ω+
M¯
(̟iδ,jδε ),
which yields δNEP(̟
iδ,jδ
ε ) < 0. Therefore, the first assertion in Theorem 3.1 also holds for M¯3 6= 0.
This completes the proof.
4.3. Proof of the second assertion in Theorem 3.1
Since M¯3 6= 0, we denote ~n := M¯/M¯3. By (3.11), (3.16) and (4.23), we see that there is
a sufficiently small constant ε0, such that for any non-zero function ̟ ∈ H10 (Ω+) satisfying
‖̟‖L∞(Ω+) 6 ε0, it holds that
Ngρ¯′(̟) 6 c‖̟‖3L3(Ω+) 6 c‖̟‖L∞(Ω+)V Ω+~n (̟) <
M¯23 −m2N
2
V
Ω+
~n (̟).
On the other hand, from the definition mN one gets
m2NV
Ω+
~n (̟) > Vgρ¯′(̟).
Thus, for any non-zero function ̟ ∈ H10 (Ω+),
δgρ¯′(̟) 6
m2N
2
V
Ω+
~n (̟) +Ngρ¯′(̟)
<
m2N
2
V
Ω+
~n (̟) +
M¯23 −m2N
2
V
Ω+
~n (̟) =
1
2
V
Ω+
M¯
(̟).
Hence, the second assertion in Theorem 3.1 holds.
4.4. Proof of Theorem 3.2
With the help of (3.39), Lemmas 4.3 and 4.6, and Remark 4.3, we can easily establish Theorem
3.2 by following the arguments in the proof of Theorem 3.1, and we omit the details here.
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5. Extension to the magnetic Be´nard problem
In this section we further extend the results on the magnetic inhibition in the NMRT problem
to the magnetic Be´nard problem without heat conduction. We begin with a brief introduction of
the thermal instability. Thermal instability often arises when a fluid is heated from below. The
classic example of this is a horizontal layer of fluid with its lower side hotter than its upper. The
basic state is then one of rest states with light and hot fluid below heavy and cool fluid. When
the temperature difference across the layer is great enough, the stabilizing effects of viscosity and
thermal conductivity are overcome by the destabilizing (thermal) buoyancy, and an overturning
instability ensues as thermal convection: hotter part of fluid is lighter and tends to rise as colder
part tends to sink according to the action of the gravity force [8].
The effect of an impressed magnetic field on the onset of thermal instability in MHD fluids is
first considered by Thompson [36] in 1951. Then Chandrasekhar theoretically further discovered
the inhibiting effect of the magnetic field on the thermal instability in 1952 [4, 5], Later, the
nonlinear magnetic inhibition theory with resistivity was given by Galdi [10], also see [11, 12, 25].
However, by now it is still an open problem to show the inhibition of thermal instability by
magnetic fields based on the following 3D magnetic Boussinesq equations without resistivity in
Ω+ (see [6, Chapter IV] for a derivation):
βvt + βv · ∇v +∇ (p+ λ|M |2/2) = gβ(α(Θ−Θ2)− 1)e3 + µ∆v + λM · ∇M,
Θt + v · ∇Θ = κΘ,
Mt + v · ∇M =M · ∇v,
divv = divM = 0.
(5.1)
We shall complementally introduce the new mathematical notations appearing in the equations
(5.1). The unknown function Θ := Θ(x, t) represents the temperature of the incompressible
MHD fluid. The new known physical parameters β, α and κ denote the density constant at
some properly chosen temperature parameter Θ2, the coefficient of volume expansion and the
coefficient of heat conductivity, respectively.
However, if we omit the thermometric conductivity (i.e. κ=0), we can easily get the inhibition
of thermal instability by a magnetic field. In fact, when κ=0, the system (5.1) reduces to
βvt + βv · ∇v +∇P = gαβΘe3 + µ∆v + λM · ∇M,
Θt + v · ∇Θ = 0,
Mt + v · ∇M =M · ∇v,
divv = divM = 0,
(5.2)
where P := p + λ|M |2/2 + gβ(αΘ2 + 1)x3.
For the well-posedness of (5.2), we need that following initial and boundary conditions:
(v, θ,M)|t=0 = (v0, θ0, N0) in D, (5.3)
v(x, t) = 0 on ∂D. (5.4)
For simplicity, we call the model (5.2)–(5.4) the magnetic Be´nard model without heat conduction.
The rest state of the above magnetic Be´nard model can be given by rB := (0, Θ¯, M¯) with an
associated equilibrium pressure p¯, where Θ¯ and p¯ are smooth functions defined on D, depend on
x3 only, and satisfy the equilibrium relation
∇p¯ = gβ(α(Θ¯−Θ2)− 1)e3
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and the convection condition
Θ¯′|x3=x03 < 0 for some x03 ∈ Dx3 := {x3 | (xh, x3) ∈ D}. (5.5)
IfD takes Ω+, we shall further assume that the density profile Θ¯ is a vertically horizontal function,
i.e.,
Θ¯|x3=2πnL2 = Θ¯|x3=2πmL2 for any integer n,m.
The convection condition (5.5) assures that there is at least a region in which the temperature
profile Θ¯ has lower temperature with increasing height x3, and thus may lead to the classical
convective instability [6]. The problem whether rB is stable or unstable to the magnetic Be´nard
model without heat conduction is called the magnetic Be´nard problem without heat conduction.
We easily see that the magnetic Be´nard problems is extremely similar to the NMRT problem.
This is not surprising from the physical point of view: the thermal instability is caused by the
interchange of the lower hotter fluid and the upper cooler fluid driven by buoyancy, like the
RT instability induced by the interchange of the upper heavier fluid and the lower lighter fluid
driven by gravity. Mathematically, both instabilities correspond to two terms gαΘe3 and −gρe3
respectively. Hence, the thermal and RT instabilities belong to the type of interchange instability.
In view of this similarity, we easily observe that all mathematically results of stability/instability
for the NMRT problem can be directly extended to the magnetic Be´nard problem without heat
conduction. In fact, if we define
V
D
gαβΘ¯′(w3) := −
∫
D
gαβΘ¯′|w3|2dx and mDB,j :=
√√√√ sup
w∈H1σ(D)
V D
gαβΘ¯′
(w)
V Dej (w)
,
then, similarly to the NMRT problem, we have the following stability/instability results on the
magnetic Be´nard problem without heat conduction.
(1) Stability criterion: if |M¯j | > mΩjB,j , then the rest state rB with M¯ = Πj is asymptotically
stable to the magnetic Be´nard model defined on D = Ωj with proper initial condition
under small perturbation for j = 1 and 3.
(2) Instability criterion: if |M¯j | < mΩjB,j, then the rest state rB with M¯ = Πj is unstable to the
magnetic Be´nard model defined on D = Ωj in the Hadamard sense for j = 1 and 3. In
addition, the rest state rB with M¯ = Πk is always unstable to the magnetic Be´nard model
defined on D = Ωj in the Hadamard sense, when k 6= j.
The above stability result shows that the thermal instability can be inhibited by (impressed)
magnetic fields in a non-resistive MHD fluid with heat conduction. We mention that a sufficiently
large µ in the system (5.1) can inhibit the thermal instability. However, µ in the system (5.2)
can never inhibit the thermal instability due to the absence of κ. Of course, we can rigourously
prove that µ can slow down the development of the linear thermal instability in (5.2) in some
sense, see [16] on the effect of viscosity on the linear RT instability.
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