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THE ROLE OF SYMMETRY AND DISSIPATION IN
BIOLOCOMOTION
JAAP ELDERING AND HENRY O. JACOBS
Abstract. In this paper we illustrate the potential role which relative limit
cycles may play in biolocomotion. We do this by describing, in great detail,
an elementary example of reduction of a lightly dissipative system modeling
crawling-type locomotion in 3D. The symmetry group SE(2) is the set of rigid
transformations of the horizontal (ground) plane. Given a time-periodic per-
turbation, the system will admit a relative limit cycle whereupon each period
is related to the previous by a fixed translation and rotation along the ground.
This toy model identifies how symmetry reduction and dissipation can conspire
to create robust behavior in crawling, and possibly walking, locomotion.
1. Introduction
The notion of limit cycles is important in biolocomotion because simple peri-
odic behavior is a defining characteristic of walking, running, swimming, flapping
flight,... In order to construct realistic mathematical models that exhibit limit cy-
cles, it is helpful to first identify some core mechanisms of limit cycle production.
In particular, a biolocomotive gait, such as skipping or crawling, has three primary
ingredients:
(1) it is time-periodic;
(2) with each period the body translates and rotates in space;
(3) it is robust to noise and systemic variations.
The combination of these ingredients is known to dynamical system theorists as an
SE(n)-relative limit cycle. Here SE(n) is the special Euclidean group for Rn (i.e.
rotations and translations of Rn). Such an object is a trajectory of a dynamical
system with SE(n)-symmetry, such that its image is a limit cycle under reduction
by SE(n). In summary, an SE(n)-relative limit cycle is just a limit cycle modulo
rotations and translations.
Presently much of the literature on biolocomotion concerns the search for limit
cycles without addressing the role of symmetry. Such limit cycles are made robust
through a mixture of dissipation and the dimension reduction which occurs across
the transition maps in hybrid systems. Many of these systems occur in a regime
with a mixture of friction and inertial forces. In contrast, the symmetry and re-
duction theoretic aspects of biolocomotion are very well studied in the geometric
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mechanics community, but only in regimes where friction or inertial forces domi-
nate [35, 39, 32, 33, 34, 28, 26, 23]. The mixed regime is mostly left unstudied by
the geometric mechanics community. The goal of this article is to address these
gaps by illustrating a simple example of an SE(2) invariant system which models
crawling via an SE(2)-relative limit cycle. We combine techniques from geomet-
ric mechanics, hyperbolic stability and singular perturbation theory. Through this
analysis, one can see how these techniques can be generalized to more sophisticated
and realistic models.
1.1. Outline of the paper. We start with an overview of the background and
motivation in section 2. In section 3 we review the geometric mechanics of bioloco-
motion in the viscous dominated and inertial regimes. We find that the use of con-
nections in the middle regime is less natural. This lack of naturality motivates the
approach of the present paper, which implements Lagrangian reduction without
the explicit use of the mechanical or the Stokes connections. Then, in section 4, we
introduce our model of an (unactuated) crawler: a mass-spring system resting on
the ground, see Figure 1. We regularize the no-slip and no-penetration conditions
imposed by the ground by ‘smearing them out’ over a small region around z = 0
to smooth viscous friction (c.f. [6, 25]) and smooth potential energies (c.f. [38, 40]).
What results from this regularization is a constant dimension, lightly dissipative
Lagrangian system. Having described the problem as an ODE on a space of con-
stant dimension, we apply symmetry reduction and smooth dynamical systems
theory in section 5. The system is invariant under isometric transformations along
the ground, and so we implement reduction by this group of transformations [29, 8].
Under mild regularity conditions (Assumption 7), we can use singular perturbation
theory to find a robustly stable equilibrium for the reduced model. Next, under
small time-periodic forcing (i.e. actuation of the crawler) this equilibrium persists
as a limit cycle in the symmetry reduced model as a result of the persistence the-
orem [13, 21]. The limit cycle in the reduced space corresponds to a relative limit
cycle in the original phase space, (see Figure 2). A phase reconstruction formula
gives the phase shift of the lifted, relative limit cycle; this phase shift corresponds
to a translation and rotation achieved upon traversing a period of the relative limit
cycle. Both relative periodicity and stability are characteristics of biolocomotion,
and so we can consider the relatively periodic orbit as a model of crawling in this
sense.
These results are summarized by the following theorem.
Theorem 1 (main theorem). Let a simple crawler model be described by the
Lagrange–d’Alembert equations (14). Under Assumption 7 the symmetry reduced
system has a stable rest state. For sufficiently small time-periodic forcings, this
rest state persists as a stable limit cycle, which corresponds to a relative limit cycle
in the unreduced system that models crawling.
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Figure 1. An illustration of a 3D crawler moving on the plane.
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Figure 2. This commutative diagram illustrates crawling emerging
as a relative limit cycle from a stable, unactuated system.
We also show that the phase shift of the relative limit cycle depends on the
magnitude of the perturbation to second order.
Finally, in section 6 we illustrate the theory with numerical experiments before
stating our closing remarks in the conclusion.
2. Background & motivation
Biomechanics requires knowledge from a range of fields. This particular paper
draws upon previous research in geometric mechanics, stability theory, as well as
inspiration from experimental and numerical observations.
2.1. Contact problems. The regularization we are going to pursue is in con-
trast to the hybrid systems approach, where transitions between different types of
phase spaces are given by various transition maps. The hybrid systems approach
expresses the non-constant nature of the dimension in contact problems explicitly,
and has yielded a number of insights and useful models. For example, a hybrid
systems formulation was introduced by McGeer [31], where the transition maps
led to a dimension reduction; it was suggested that a limit cycle was approached
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passively. Since the work of [31], the notion of walking as a limit cycle has become
more common, and more sophisticated analyses have lent further support to this
idea [15, 16]. The most compelling arguments are the original videos of McGeer
which accompany [31].
2.2. Biology and Engineering. On the biological side, ‘central pattern gener-
ators’ (CPGs) have been hypothesized as fundamental neural mechanism used in
biolocomotion [18]. These CPGs are non-localized collections of neurons which
produce rhythmic activity, and respond to various inputs which modulate these
rhythms. Therefore the link between CPGs and limit cycle biolocomotion is one
which links periodic activation of the controls to periodic motion of the body. This
link is used in the creation of simple models which can be feasibly analyzed (see for
example [16]). A similar regularization of ground contact which will be presented
in this paper is used in [42], which studies robustness and efficiency of a simple
passive dynamic walking model actuated by CPGs, although the role of symmetry
was not addressed there.
The notion of a CPG is significant from the perspective of biologically inspired
control theory because less demand is placed upon the control law when locomotion
is achieved primarily through an open-loop control. For example, under weak
assumptions, the existence of limit cycles in hybrid systems implies the existence
of a reduced order model for the system as a whole [7].
2.3. Geometric mechanics. There is a long history of using geometric mechan-
ics to study locomotion. Purcell’s three link swimmer [35] inspired Shapere and
Wilczek to interpret locomotion in Stokes flow as phase shift due to the curva-
ture of a principal connection [39]. The simplicity of this perspective has proven
useful in other dissipation dominated systems such as granular media [20]. It was
later found that a range of examples of locomotion fit within this geometric frame-
work [33, 28]. In particular, many conservative systems could be analyzed in this
way [32, 26, 23, 34].
Despite the success of the gauge theoretic picture of locomotion, the vast major-
ity of examples of this perspective concern systems which are either conservative
(i.e. Hamiltonian or Lagrangian), or friction dominated (i.e. where Newton’s law,
q¨ ∝ F , is replaced by q˙ ∝ F ). There appear to be very few examples which in-
voke the gauge theoretic perspective of [39] in a regime which exhibits a mixture
of viscous and inertial forces. The paper [27] by Kelly and Murray is a notable
exception, where they discuss both mechanical and Stokes connections and study
control of systems in the intermediate regime by viewing friction as a drift term to
the system with mechanical connection. They also note that the mechanical and
Stokes connections cannot simply be interpolated. This gap between the inertial
and viscous regimes is one which the current paper seeks to address.
Again, the middle regime has been shown to be more than merely an interpo-
lation between the two extreme regimes. For example, the scallop theorem states
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that a system in the viscosity dominated regime with only one degree of freedom
in shape space cannot move.1 It was shown that the scallop theorem is violated
if one modifies the friction and allows for inertial forces to play a role [44]. The
geometry of this system was not explored, but [44] provided an insightful counter
example to the scallop theorem in the regime where inertial and viscous forces
both play sizable roles. Indeed, in this paper we want to argue that the gauge the-
oretic picture of [39, 27, 32] using connections does not persist, or at least not in a
clear way. Instead, we propose a more general geometric framework, describing the
symmetry on the vector bundle that follows from quotienting phase space by the
symmetry, without invoking the Lagrange–Poincare´ decomposition which results
from choosing a connection. The phase shift can be recovered from a reconstruc-
tion formula that is implicitly specified by a dynamical perturbation argument. In
the next section we give a short overview of the gauge connection picture and how
our setting addresses a gap within this picture.
As a final point, the role of symmetry is well acknowledged within the geometric
mechanics literature but this is not to say that it is absent from the biomechanics
literature, for example the importance of discrete symmetries of solutions is widely
acknowledged [37, 36]. However, tools such as momentum maps and connections
are typically not used. This is possibly due to the fact that geometric mechanics
has only addressed the extreme regimes, while many popular biomechanical models
fall within the middle regime. A notable exception is [17], where the Noetherian
momentum associated to an S1 symmetry was used to create turning trajectories
based upon the work of [3, 4]. Here we will be exploring a different, but related,
application of symmetry reduction where Noether’s theorem is never invoked (nor
does it apply).
3. The gap between the mechanical and Stokes connections
In this section we will explore the traditional use of connections in understanding
locomotion. We will find that the use of connections is unmotivated when there is
a mixture of inertial and viscous forces. This section is aimed at an audience which
is familiar with these more established techniques. As the goal of the section is to
illustrate why we should not use these tools, we recommend that the reader should
skip this section if she is unfamiliar with the use of connections in locomotion, at
least upon a first reading.
The typical setup of the configuration space in biolocomotion is that of a prin-
cipal G-bundle, where G is the (spatial) symmetry group of the system and gen-
erates the directions in which locomotion can take place. That is, we have a
configuration space Q and a left G-action on Q, such that the quotient projection
pi : Q→ S := G\Q is a left G-principal bundle. The base S is conventionally called
the ‘shape space’, as it describes the state of the system modulo its position.
1This is a slight simplification which assumes that the shape space has a trivial first Homology
group. Nonetheless this is the “popular” conception of the scallop theorem, for better or worse.
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Assuming that the system is symmetric under G, we can consider the reduced
dynamics on G\TQ. This bundle is locally isomorphic to TS × g and is naturally
a vector bundle over S; in the fibers, all velocities are retained, since the dynam-
ics may still depend on these velocities even though it does not depend on the
underlying points in the orbits of G.
Given a connection, this can be decomposed in a vector bundle sum
(1) G\TQ ∼= TS ⊕ g˜
where g˜ is the adjoint bundle and a natural vertical distribution in G\TQ, while
the connection is used to identify TS with a horizontal distribution.
Now there are two natural and useful choices of connection in the limit cases
(see e.g. [27]): the mechanical connection, for when the dynamics is Hamiltonian,
and the Stokes connection in case of a friction dominated limit, i.e. high Reynolds
number in swimming-like locomotion or high Froude(-like) number in terrestrial,
finite-dimensional locomotion models. We shall see that in the middle regime there
is generally no natural choice of connection in order to understand locomotion.
This lack of a natural choice will motivate us to avoid the use of a connection later
in the paper.
The goal of this section is to illustrate this inability to address the middle regime.
We shall begin by discussing the general setup of a dissipative mechanical system
on a manifold before describing the role of connections in understanding locomo-
tion.
3.1. Lagrangian mechanics with dissipation. Let us briefly return to a setup
without symmetry assumption. A mechanical system with (viscous) friction can
be represented using a Lagrangian to model the conservative part and a Rayleigh
function to model friction. Let
L(q, q˙) =
m
2
kq(q˙, q˙)− V (q)
denote the Lagrangian with kinetic energy metric k which turns (Q, k) into a
Riemannian manifold, and with potential V . Let
R(q, q˙) =
c
2
νq(q˙, q˙)
denote a Rayleigh dissipation function that defines a friction force given by minus
its fiber derivative, see [1, Def. 3.5.2]. Note that νq is assumed to be a positive
definite quadratic form on TqQ that depends smoothly on q, hence ν is a metric
on Q, like k. The parameters m and c will allow us to consider the Hamiltonian
and dissipation dominated limits.
Now the Lagrange equations of motion are given by
(2) mk[ · ∇kq˙ q˙ = −dV (q)− c ν[q · q˙,
to which an extra force F ∈ T∗Q can be added on the right-hand side. When we
take the limit of c → 0, we straightforwardly converge to a conservative system.
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When m → 0, a more careful singular perturbation analysis shows (using the
assumption that ν is positive definite, see Appendix A) that
(3) M = {c ν[q · q˙ = −dV (q)} ⊂ TQ
is a well-defined, attractive invariant manifold for the limit dynamics. We can
view M as a submanifold of TQ, but since M is the graph of a section of TQ, we
can also view it as a vector field that generates first order dynamics on Q. This is
the Stokesian limit
(4) q˙ = −1
c
ν]q · dV (q).
3.2. Mechanical connections. If k is a kinetic energy metric on Q that is invari-
ant under G, then it defines a connection on pi : Q→ S by defining the horizontal
space Hork(TQ) complementary to Ver(TQ) := g · Q ⊂ TQ as its perpendicular
under k. This can be viewed as a sub vector bundle Hork(TQ) ⊂ TQ and de-
scends through the quotient by G to a sub vector bundle of G\TQ. Note that this
connection is not the Levi-Civita connection defined by k, since the Levi-Civita
connection induces a splitting of TTQ, at one higher level.
Now if the complete system is invariant under the (lifted) action of G, then
by symmetry, Hork(TQ) is an invariant submanifold for the dynamics, and it is
exactly the level set of zero momentum under the (Lagrangian) momentum map
induced by the action of G. If we use this connection for the identification (1),
then it implies that the g˜ component is constantly zero, hence we can reduce to
dynamics on TS, and after solving that, lift solution curves to G\TQ and even
TQ, using the mechanical connection and integration of the vertical component,
respectively.
In this case the equations of motion (2) reduce to
(5) mk[ · ∇kq˙ q˙ = −dV (q)
and exhibit Hork(TQ) as invariant submanifold.
3.3. Stokes connections. The Stokes connection is defined in the same way as a
mechanical connection, but now using the metric ν on Q. In this case we assume
that friction forces dominate the inertial forces and, hence, the dynamics is only
first order, and given by (4). Next, it is typically assumed, e.g. in Stokes flow
swimming, that there is an external force F (t) exerted by the swimmer, say, which
physically implies that F (t) ∈ Ver(TQ)0, the annihilator of Ver(TQ). Since V was
assumed G invariant it follows that dV (q) ∈ Ver(TQ)0 too, and using the fact that
ν]
(
Ver(TQ)0
)
= Horν(TQ) by definition, we obtain the control system
(6) q˙ = f(q) + u(t) ∈ Horν(TQ)
where f(q) = −1
c
ν]q · dV (q) and u(t) = ν]q · F (t). In particular, given a curve
s(t) ∈ S, we can lift it to a curve v(t) ∈ G\TQ using the Stokes connection
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and (6). This corresponds to the unique motion in Q such that no work is done in
the directions of the symmetry G. See also [27] and more details in Appendix A.
3.4. The middle regime. Let us now return to study dynamics on pi : Q→ S in
the middle regime where both inertial and frictional forces are present, i.e. neither
m nor c is negligibly small. We can rewrite the equations of motion (2) as
m∇kq˙ q˙ = −k] · dV (q)− c k] · ν[ · q˙.
Since dV (q) ∈ Ver(TQ)0 it follows that the first right-hand side term lives in
Hork(TQ), hence that part of the dynamics preserves the splitting Hork(TQ) ⊕
Ver(TQ). The mapping
k] · ν[ : TQ→ TQ,
however, will generally not preserve this splitting, so the mechanical connection
does not yield a reduction here. If m > 0 is sufficiently small, we can actually
still reduce to a first order system. This can be considered the ‘perturbed Stokes
regime’ where the first order ODE (4) does not accurately hold anymore, but
approximations can be found using singular perturbation theory. The corrections,
however, cannot be interpreted as a connection anymore, see Appendix A for the
details.
The lack of a natural connection in the middle regime suggests that we should
implement reduction by symmetry without the use of a connection. In the language
of geometric mechanics, this means we shall derive equations of motion on the
Atiyah algebroid TQ/G, as in [45], as opposed to a Lagrange–Poincare´ bundle
(T(Q/G)⊕ g˜, dA), as in [8].
4. The model
The model can be broken into two distinct components: the crawler and the
environment. The crawler consists of four masses connected by springs while the
environment consists of the ground and a gravitational field. We will discuss
the model of the crawler in empty space before we elaborate on how to include
interactions with the environment.
4.1. A model of a crawler (in a vacuum). The crawler consists of four point
particles of unit mass all connected by springs of stiffness κs with light viscous
damping cs, see Figure 1. We describe the crawler as a Lagrangian mechani-
cal system with additional forces to model the spring damping. The point par-
ticles move through space with positions xi = (xi, yi, zi) ∈ R3 and velocities
x˙i = (x˙i, y˙i, z˙i) ∈ R3 for i = 1, 2, 3, 4. For reasons to be clarified shortly, we
will exclude configurations where any of the particles overlap, and the configura-
tions where all of the (x, y) coordinates overlap. Thus the configuration space is
a (dense) open set Q ⊂ R12. We will use “q” to denote a generic point of Q and
(q1, . . . , q12) to denote generalized coordinates of Q.
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The kinetic energy is given by T = 1
2
∑4
i=1 ‖x˙i‖2 with the usual Euclidean
metric. This endows Q with a flat Riemannian structure, and we will denote the
Riemannian metric by k or kij(q) in generalized coordinates. The potential energy
from the springs, Us, is more easily expressed in other coordinates: the spring
lengths, i.e. the pair-wise distances between the points x1, . . . ,x4. We therefore
introduce six (local) coordinate functions
`ij = ‖xi − xj‖ =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
for i < j and i, j = 1, . . . , 4. The potential energy of the springs is now simply
given by
(7) Us =
κs
2
∑
i<j
(
`ij − ¯`ij
)2
where ¯`ij are constants which denote the rest length of spring between xi and xj.
We define the viscous force of each spring by the one-form
(8) Fij = −cs ˙`ijd`ij.
In terms of the usual xi = (xi, yi, zi) coordinates these six forces can be written as
a sum of twelve force vectors Fij describing the force exerted on particle i by the
viscous friction of the spring connecting it to particle j. We have
(9) Fij = −cs 〈x˙i − x˙j,xi − xj〉
`2ij
(xi − xj) = −cs d ‖xi − xj‖
dt
nˆij
where nˆij is the unit vector pointing from mass j to mass i. The expression (9)
constitutes the components of (8) with respect to the standard basis one-forms
(dxi, dyi, dzi). More precisely, if we denote the components of Fij by F
x
ij F
y
ij and
Fzij, then the sum F
x
ijdxi+F
y
ijdyi+F
z
ijdzi is the one-form acting upon mass
2 i, and
we have Fij = F
x
ijdxi + F
x
jidxj + . . . . Thus, expression (8) conveniently captures
the string damping force applied to the particles at both its endpoints. We see
that the viscous friction forces oppose length change of the springs, exactly as
expected. In any case, we can define3 the force Fs =
∑
i<j Fij.
Later in the paper we will make the rest lengths ¯`ij time dependent as a means
to indirectly control the actual lengths of the springs. Upon performing the sub-
stitution by functions ¯`ij(t), one should be careful about what kind of system is
modeled by the resulting equations of motion. In our case, one could imagine that
the viscous damping is realized through the addition of dashpots being placed in
parallel to the springs.
2As the one-form dxi is independent of dxj when i 6= j we see that Fij 6= −Fji as one-forms.
3Equations (7) and (9) (with the expression for `ij substituted) show that the system is ill-
defined when xi = xj for some i 6= j. This is a set of positive codimension which we shall stay
away from in our analysis.
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4.2. A regularized model of the ground. The ground is described by the plane
{z = 0} in R3. Ideally, the ground is impenetrable and imposes a no-slip condition,
mathematically represented by the constraints
zi ≥ 0,(10)
(x˙i, y˙i) = (0, 0) if zi = 0(11)
for i = 1, 2, 3, 4, where equation (10) is the no-penetration condition and equa-
tion (11) is the no-slip condition. Both conditions present challenges of a singular
nature because they abruptly ‘turn on’ at z = 0 and are inactive otherwise. It
is precisely this ‘on/off’ character which we will regularize. To do this we will
repeatedly make use of the differentiable4 function
χ(z) =
{
1
2
z2 if z < 0,
0 else
to construct forces and potentials.
We approximate the no-penetration condition by considering a potential energy
that grows rapidly for each zi < 0 and is zero when zi ≥ 0 for i = 1, 2, 3, 4.
Therefore, we define the potential energy Unp : Q→ R by
(12) Unp(q) = κnp
4∑
i=1
χ(zi).
This penalizes particles for falling through the floor and the penetration depth
for a particle at rest can be controlled with κnp. When κnp approaches infinity,
the penetration depth goes to zero and our model approaches an exact model of
a perfectly impenetrable ground. This can be viewed as modeling a one-sided
holonomic constraint in the spirit of [38, 40]. A more advanced version of such
an approach is used in [43] to model contact problems with accurate simulations
without being slaved to using infinitesimal time-step sizes.
The no-slip condition is similar to the no-penetration condition in that it is
only active at {z = 0}. However, unlike the no-penetration condition, the no-slip
condition is not derivable from a potential energy but instead can be viewed as a
limit of viscous friction [6, 25]. In particular, consider the viscous force given by
Fns(q, q˙) = −cns
4∑
i=1
χ′ (zi) (x˙idxi + y˙idyi).
4The function χ is of class C1 only. However, this can be dealt with by applying a smoothing
mollifier concentrated around 0. The width of the mollifier can be made arbitrary small, such
that it does not overlap the fixed point to be found in Proposition 8; this prevents any possible
circular dependencies in size estimates later on. Thus, without loss of generality we may assume
that the system is smooth by viewing χ(·) as a proxy for a smooth function with the same
behavior away from 0.
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The force Fns dampens the horizontal motion of particles in a region around {z =
0}. Moreover, we can see that Fns is proportional to dUnp, the normal force exerted
by the ground. This is consistent with standard (first-order) assumptions about
the nature of slip-friction. As before, the coefficient cns controls the amplitude of
this force and when cns goes to infinity we arrive at a no-slip condition.
Similarly, we dampen bouncing at the impact of a particle with the ground by
including the viscous friction force
Fdb(q, q˙) = −cdb
4∑
i=1
χ (zi) z˙idzi.
Finally, we incorporate gravity via the potential energy
Ug(q) =
4∑
i=1
zi
which imposes the gravitational force −dUg(q) = −
∑4
i=1 dzi.
4.3. The full model. Now that we have established the Lagrangian of the crawler,
as well as the environmental forces imposed on it, we can finally provide the equa-
tions of motion. These equations of motion are obtained by adding the viscous
forces, Fns and Fdb, and the potential forces, −dUnp and −dUg, to the equations
for the crawler in a vacuum. Adding these up into the total potential energy
U = Us +Unp +Ug and the total force F = Fs +Fns +Fdb, the equations of motion
are the Lagrange–d’Alembert equations,
(13)
d
dt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) = F (q, q˙),
where L = 1
2
kij(q)q˙
iq˙j − U(q). This equation implicitly determines q¨ given q and
q˙. We can make this expression more explicit by writing it in the form
(14)
d2qi
dt2
+ Γijk(q)
dqj
dt
dqk
dt
= kij(q)
(
Fj(q, q˙)− ∂jU(q)
)
,
where kij(q) denotes the cometric and Γijk(q) the Christoffel symbols associated
to the metric k. Note that F (q, q˙) is linear in the velocity and can be written as
F (q, q˙) = −ν(q) · q˙ for a positive semi-definite quadratic form ν(q) given by
(15) νij(q) q˙
i q˙j :=
(
4∑
i=1
cdb χ(zi)z˙
2
i + cns χ
′(zi)(x˙2i + y˙
2
i )
)
+
(∑
i<j
cs ˙`
2
ij
)
.
In fact we will find that ν is positive definite (see Proposition 9, page 22).
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5. Analysis
In this section we prove the existence of a robustly stable equilibrium in a sym-
metry reduced phase space. To begin, we review the general process of reduction
by symmetry before handling the specific case at hand. We reduce our system by
an SE(2) symmetry to obtain a reduced vector field on the reduced phase space
SE(2)\TQ. Subsequently, we prove the existence of a robustly stable equilibrium
which can then be periodically perturbed to obtain a limit cycle. We reconstruct
from it a relative limit cycle in the unreduced system. Finally, we provide some
illustrative numerical results to support our claim that the reconstructed relative
limit cycle typically has a non-trivial phase shift.
5.1. Reduction by symmetry in general. The notion of reduction by sym-
metry in dynamical systems is conceptually very simple. If a system is invariant
under a group of transformations, then it is, in some sense, more simple than a
system which is not invariant.
Simply put if X : M → TM is a vector field on M and G is a Lie group which
acts on M , then we say that X is invariant under G if X(g · x) = g ·X(x) for all
x ∈M and g ∈ G. Here g acts on TM by the tangent lift of the action on M . For
example if M = R2 and G = SO(2) acts on R2 by rotation about the origin, then
a vector field is G invariant if it is of the form X(r, θ) = fθ(r)
∂
∂θ
+ fr(r)
∂
∂r
.
The quotient5 space G\M is the space of G-orbits. In our example G\M is the
space of circles centered at the origin, which can be identified with R+. In the
case of our system M = TQ, G = SE(2) and G\M = SE(2)\TQ is a space which
stores the shape of the mass-spring system and its velocity, but not its position on
the ground. If G acts on M freely and properly, then G\M is a smooth manifold
and there is a smooth surjection Π : M → G\M which sends each point x ∈ M
to its G-orbit G · x ∈ G\M . Moreover, if the vector field X : M → TM is G
invariant, then there exists a unique vector field Y : G\M → T(G\M) such that
TΠ ·X = Y ◦ Π.
In our example, if X = fθ(r)
∂
∂θ
+ fr(r)
∂
∂r
, then G\M = R+ is coordinatized
by the radius r and Y (r) = fr(r)
∂
∂r
. We see that Y describes dynamics on a
smaller space (G\M), yet still captures all of the richness of X. Determining Y
from a vector field X is known as reduction by symmetry. In the next section we
will perform reduction by symmetry with respect to the group of rotations and
translations of the plane.
Finally, if x ∈M is an equilibrium of X : M → TM and Y : G\M → T(G\M)
is obtained via reduction by symmetry, then y = Π(x) is an equilibrium of Y .
Moreover, the linearization of Y about y is related to the linearization of X about
x.
5We implicitly always use left actions, and therefore write the group that is quotiented out on
the left.
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Proposition 2. Assume G acts freely and properly on M , and let Π : M → G\M
denote the quotient projection. Let x ∈M be a fixed point of X ∈ X(M). If X is G
invariant, then y = Π(x) is a fixed point of the reduced vector field Y ∈ X(G\M)
and the linearization of Y about y is given by TyY = T0(TxΠ) · TxX · (TxΠ)−1right,
where (TxΠ)
−1
right is an arbitrary right inverse to TxΠ.
Lemma 3. Assume the setup of Proposition 2. Then the kernel of TxΠ is a subset
of the kernel of TxX : TxM → T0(TxM).
Proof. Let ΦXt : M → M denote the flow of the vector field X. As a consequence
of [2, Prop. 4.2.4] we know that ΦXt is G-invariant when X is G-invariant. If
δx ∈ TxM is in the kernel of TxΠ then it must be of the form δx = ddε
∣∣
ε=0
gε · x
for some curve gε ∈ G which originates at g0 = id. We find
TxΦ
X
t (δx) :=
d
dε
∣∣∣
ε=0
ΦXt (gε · x) =
d
dε
∣∣∣
ε=0
gε · ΦXt (x) =
d
dε
∣∣∣
ε=0
gε · x = δx.
Therefore, TxΦ
X
t is the identity on the subspace of TxM tangent to a G-orbit.
Taking the time derivative we find that TxX must evaluate to 0 on the subspace
of TxM tangent to a G-orbit. 
Proof of Proposition 2. By the commutative relation between X and Y above we
observe that y = Π(x) ∈ G\M is a fixed point of Y . As TxΠ is surjective, we
may define the formal inverse (TxΠ)
−1 : TΠ(x)(G\M) → TxMker(TxΠ) . By Lemma 3,
ker(TxΠ) ⊂ ker(TxX), so that T0(TxΠ) ·TxX ·(TxΠ)−1 is a well-defined map from
TΠ(x)G\M → T0(TΠ(x)G\M). In other words TΠ(x)Y = T0(TxΠ) ·TxX · (TxΠ)−1.
We may now replace the formal inverse, TxΠ
−1, with an arbitrary right inverse,
(TxΠ
−1)right to conclude the proof. 
5.2. Reduction by SE(2). The group SE(2) consists of all isometries of the plane,
i.e. rotations and translations of R2. Elements of SE(2) are given by an angle,
Θ ∈ S1, and a translation vector ∆ = (∆x,∆y) ∈ R2. We consider the action of
SE(2) on Q that translates and rotates the (x, y) coordinates of each of the masses.
That is, we define the action
(Θ,∆) · (x1, . . . ,x4) =
(
(Θ,∆) · x1, . . . , (θ,∆) · x4
)
where
(θ,∆) · xi :=
cos(Θ)xi − sin(Θ)yi + ∆xsin(Θ)xi + cos(Θ)yi + ∆y
zi
 .
Note that SE(2) does not act freely on all of R12: if all masses x1, . . . ,x4 have
the same (x, y) coordinates, then q is fixed by the isometries which rotate the plane
about (x, y).6 We thus take the open subset Q ⊂ R12 with these configurations
6 This is called the stabilizer subgroup of the point (x, y), denoted SE(2)(x,y).
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excluded as our configuration manifold. Specifically, if we let pxy : R3 → R2 be
the projection onto the xy-plane, then
Q :=
{
(x1, . . . ,x4) ∈ (R3)4
∣∣∣∣ xi 6= xj for all i 6= jpxy(xi) 6= pxy(xj) for some i 6= j
}
and we find:
Proposition 4. The action of SE(2) on Q is free and proper.
Proof. The action is free if (Θ,∆) · q = q implies that (Θ,∆) = (0, ~0). Since
the collection of (x, y) coordinates of the points xi are prohibited from completely
overlapping, it must be the case that (Θ,∆) fixes a non-degenerate line segment
in the plane. The only such isometry which satisfies this constraint is the identity,
(0, ~0).
To prove that the action is proper, we have to show that
A : SE(2)×Q→ Q×Q : (g, q) 7→ (g · q, q)
is a proper continuous map, see [11, p. 53]. We shall do so by proving that A has
a continuous inverse, defined on its image. Let (q′, q) ∈ Im(A) and without loss of
generality assume that pxy(x1) 6= pxy(x2).
Then A−1(q′, q) =
(
(Θ,∆), q
)
where Θ = ∠
(
pxy(x
′
2 − x′1), pxy(x2 − x1)
)
and
∆ = pxy(R(−Θ) · x′1 − x1). Firstly, the angle Θ depends continuously on the
arguments vectors, since these have non-zero lengths. Secondly, the translation
∆ depends continuously on Θ and the other arguments, where R(α) denotes the
matrix of rotation over an angle α. 
As this action is free and proper we can assert that the quotient space, SE(2)\Q,
is a manifold, and pi : Q→ SE(2)\Q is a principal bundle. In order to understand
the principal bundle structure of Q it is useful to find a coordinate system in
which the map pi is a Cartesian projection. Let us consider the (local) coordinates
(`, Z, θ, x, y) where
` = (`12, . . . , `34) ∈ (R+)6, Z = (z1, z2, z3),
θ = ∠
(
(x2 − x1, y2 − y1), (1, 0)
)
, (x, y) =
1
4
4∑
i=1
(xi, yi).
In words, (x, y) is the average of the mass positions in the plane and θ is the
angle between the line segment from (x1, y1) to (x2, y2) and the x-axis. In these
coordinates the action of (Θ,∆) ∈ SE(2) is given by
(`, Z, θ, x, y) 7→ (`, Z, θ + Θ,
(
cos(Θ)x− sin(Θ)y + ∆x
sin(Θ)x+ cos(Θ)y + ∆y
)
).
These coordinates locally trivialize Q ∼= S × SE(2) as a principal SE(2) bundle in
that the quotient projection pi simply drops the last three coordinates (θ, x, y), and
the space S = SE(2)\Q is a nine-dimensional space with coordinates s = (`, Z).
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The action on Q naturally lifts to a free and proper action on the tangent bundle,
TQ, given by
(Θ,∆) · ((x1, x˙1), . . . , (x4, x˙4)) := ((Θ,∆) · (x1, x˙1), . . . , (Θ,∆) · (x4, x˙4))
where
(Θ,∆) · (xi, x˙i) :=
(cos(Θ)xi − sin(Θ)yi + ∆xsin(Θ)xi + cos(Θ)yi + ∆y
zi
 ,
cos(Θ)x˙i − sin(Θ)y˙isin(Θ)x˙i + cos(Θ)y˙i
z˙i
).
As before, we find that P := SE(2)\TQ is a smooth manifold and we obtain a
(left) SE(2) principal bundle Π : TQ→ P .7 Also as before, in order to understand
the principal bundle projection, Π, it is useful to use a coordinate system where
Π is trivial. Consider the coordinate system (`, Z, θ, x, y, ˙`, Z˙, θ˙, a, b) where Z˙, ˙`,
and θ˙ denote velocities in the `, Z, and θ “coordinate directions”, and(
a
b
)
:=
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)(
x˙
y˙
)
.
These are moving frame coordinates, and the coordinates (a, b) are sometimes
called ‘pseudo-coordinates’ since they are not induced by coordinates on Q. In
terms of the local trivialization Q = S × SE(2), we see that (`, Z, ˙`, Z˙) form stan-
dard induced coordinates on S and (θ, x, y, θ˙, a, b) are moving frame coordinates
on SE(2) induced by left-trivialization of T SE(2) ∼= SE(2)× se(2).
In these coordinates the left action of SE(2) on TQ is naturally given by
(Θ,∆) ·

`
Z
θ
x
y
˙`
Z˙
θ˙
a
b

=

`
Z
θ + Θ
cos(Θ)x− sin(Θ)y + ∆x
sin(Θ)x+ cos(Θ)y + ∆y
˙`
Z˙
θ˙
a
b

.
We can immediately see that the quotient projection Π merely projects out the
θ, x, y coordinates, i.e.
Π(`, Z, θ, x, y, ˙`, Z˙, θ˙, a, b) = (`, Z, ˙`, Z˙, θ˙, a, b).
Remark 5. On the open subset of TQ where the coordinates (`, Z, θ, x, y) are
valid, the map (`, Z, θ, x, y, ˙`, Z˙, θ˙, x˙, y˙) 7→ (θ˙, a, b) is a principal connection if we
identify (θ˙, a, b) as an element of se(2). However, unlike the mechanical or Stokes
7 The reader should keep in mind that P 6= T(SE(2)\Q).
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connections, this map is not derived from physical properties of the system. It is
merely derived from a non-canonical choice of coordinates that locally trivialize
the principal bundle Q.
Recall that TQ is a vector bundle over Q. The coordinates of Q can be given by
(`, Z, θ, x, y) and fibers of TQ are parametrized by the coordinates ( ˙`, Z˙, θ˙, a, b).
Similarly, the principal bundle P is a vector bundle with base coordinates (`, Z)
and fibers coordinates ( ˙`, Z˙, θ˙, a, b). We see that Π : TQ → P is linear in the
fiber coordinates (in fact it is the identity on the fibers with respect to these
coordinates), and we could say that P inherits the vector bundle structure of TQ
through the map Π. We denote by P ∗ the vector bundle dual to P ; this dual
vector bundle will come into play shortly.
Now that we understand P , we wish to assert the existence of a unique dynamical
system on P which is consistent with the dynamical system on TQ given by (14).
Note that (14) is written in terms of the total potential energy U and the
total dissipative force F . We observe that U is SE(2) invariant because Ug =
Ug(Z), Unp = Unp(Z), and Us = Us(`). As a result, there exists a unique reduced
potential Û : SE(2)\Q → R such that U = Û ◦ pi. It is easy to believe that the
differential dU : Q→ T∗Q which appears in (14) must be SE(2) invariant as well;
to understand this invariance we must consider how SE(2) acts upon T∗Q.
In a natural sense, the left action of SE(2) on TQ induces a right action on T∗Q.
In standard Cartesian coordinates for the masses (x1, y1, z1, . . . , x4, y4, z4) we may
consider the fiber coordinates (px1 , py1 , pz1 , . . . , px4 , py4 , pz4) on T
∗Q, in which case
the action is given by
(Θ,∆)∗ ·

xi
yi
zi
pxi
pyi
pzi
 =

cos(Θ)(xi −∆x) + sin(Θ)(yi −∆y)
− sin(Θ)(xi −∆x) + cos(Θ)(yi −∆y)
zi
cos(Θ)pxi + sin(Θ)pyi
− sin(Θ)pxi + cos(Θ)pyi
pzi

for i = 1, . . . , 4. We may also consider this action in terms of the coordinates
(`, Z, θ, x, y, p`, pZ , pθ, a¯, b¯) where (p`, pZ , pθ, a¯, b¯) are fiber coordinates conjugate to
the fiber coordinates ( ˙`, Z˙, θ˙, a, b) on TQ. The SE(2) action on T∗Q is expressed
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in these coordinates as
(Θ,∆)∗ ·

`
Z
θ
x
y
p`
pZ
pθ
a¯
b¯

=

`
Z
θ −Θ
cos(Θ)(x−∆x) + sin(Θ)(y −∆y)
− sin(Θ)(x−∆x) + cos(Θ)(y −∆y)
p`
pZ
pθ
a¯
b¯

We say that dU is invariant if (Θ,∆)∗ · dU((Θ,∆) · q) = dU(q) for any (Θ,∆) ∈
SE(2) and q ∈ Q. In other words, dU is invariant if the following diagram com-
mutes
T∗Q T∗Q
Q Q
g∗
dU
g
dU
for any g ∈ SE(2). In (`, Z, x, y, θ, pθ, a¯, b¯) coordinates dU : Q → T∗Q takes the
form
dU(`, Z, x, y, θ) =
(
`, Z, x, y,
∂U
∂`
,
∂U
∂Z
, 0, 0
)
.
As U is only a function of ` and Z we see that ∂U
∂`
and ∂U
∂Z
are only functions of
` and Z as well. The group SE(2) acts trivially on the variables ` and Z and
therefore we find
dU((Θ,∆) · (`, Z, x, y, θ)) =

`
Z
θ + Θ
cos(Θ)x− sin(Θ)y
sin(Θ)x+ cos(Θ)y
∂U/∂`
∂U/∂Z
0
0

Applying (Θ, Z) to this we indeed verify that dU is SE(2) invariant. This invariance
implies the existence of a unique map d̂U : SE(2)\Q→ P ∗, explicitly given in P ∗
coordinates (`, Z, p`, pZ , a¯, b¯) by
d̂U(`, Z) =
(
`, Z,
∂U
∂`
,
∂U
∂Z
, 0, 0
)
.
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Now that we have verified the invariance of dU , we must do the same for the
dissipative force F : TQ → T∗Q. If F is invariant under the SE(2) action, then
we should find that (Θ,∆)∗ ·F ((Θ,∆) · (q, q˙)) = F (q, q˙) for all (Θ,∆) ∈ SE(2) and
(q, q˙) ∈ TQ. In other words, F is invariant if the following diagram commutes
T∗Q T∗Q
TQ TQ
g∗
F
g
F
for any g ∈ SE(2). Intuitively, it is obvious that Fs and Fdb are invariant because
they are only functions of `, Z, ˙` and Z˙, upon which SE(2) acts trivially. The force
Fns is more subtle to analyze. We find that
Fns((Θ,∆) · (q, q˙))
= cns
4∑
i=1
χ′(zi)
[(
cos(Θ)x˙i − sin(Θ)y˙i
)
dxi +
(
sin(Θ)x˙i + cos(Θ)y˙i
)
dyi
]
so that
(Θ,∆)∗ · Fns
(
(Θ,∆) · (q, q˙))
= cns
4∑
i=1
χ′(zi)
([
cos(Θ)(cos(Θ)x˙i − sin(Θ)y˙i) + sin(Θ)(sin(Θ)x˙i + cos(Θ)y˙i)
]
dxi
+
[− sin(Θ)(cos(Θ)x˙i − sin(Θ)y˙i) + cos(Θ)(sin(Θ)x˙i + cos(Θ)y˙i)]dyi)
= cns
4∑
i=1
χ′(zi)
(
x˙idxi + y˙idyi
)
= Fns(q, q˙).
Thus Fns is SE(2) invariant and therefore the total force F is SE(2) invariant. An
equivalent statement of Fns being invariant would be that SE(2) acts by isometries
with respect to the metric ν. In any case, invariance of F implies the existence
of a unique map F̂ : P → P ∗ such that 〈F̂ (Π(q, q˙)),Π(q, v)〉 = 〈F (q, q˙), (q, v)〉 for
any (q, q˙), (q, v) ∈ TQ.
If we let ξ = ( ˙`, Z˙, θ˙, a, b) denote the fiber coordinates of P , we find that F̂ is of
the form
F̂ (`, Z, ξ)i = −νˆij(`, Z) · ξj
for some positive definite quadratic form νˆ(`, Z) which is linearly related to ν(q)
by an outer automorphism. In particular, νˆ(s) is related to ν(q) by ν(q)(vq, wq) =
νˆ(s)(DqΠ(vq), DqΠ(wq)). Locally, we may write ν(q) and νˆ(s) as matrices, and
the above relation takes the form of ν(q) = [DqΠ]
T νˆ(s)[DqΠ]. The same analysis
applied to the metric k yields a fiber-wise quadratic form kˆ on P whose components
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kˆij(`, Z) only depend on the shape variables (`, Z). The reduced Lagrangian L̂ :
P → R can now be defined by the relation L̂ ◦ Π = L and takes the form
L̂(`, Z, ˙`, Z˙, θ˙, a, b) =
1
2
kˆij(`, Z)ξ
iξj − Û(`, Z)
If we group the coordinates as s = (`, Z), s˙ = ( ˙`, Z˙), and η = (θ˙, a, b) ∈ se(2),
then we may define the block-structure for νˆ(s) given by
νˆ(s) · (s˙, η) =
[
νˆss(s) νˆsη(s)
νˆηs(s) νˆηη(s)
] [
s˙
η
]
.
The reduced equation of motion are then given by
d
dt
(
∂L̂
∂s˙
(s, s˙, η)
)
− ∂L̂
∂s
(s, s˙, η) = −νˆss(s) s˙− νˆsη(s) η(16)
d
dt
(
∂L̂
∂η
(s, s˙, η)
)
− ad∗η
(
∂L̂
∂η
(s, s˙, η)
)
= −νˆηs(s) s˙− νˆηη(s) η(17)
where ad∗η : se(2)
∗ → se(2)∗ denotes the coadjoint action8 of η ∈ se(2) on se(2)∗.
The appearance of the coadjoint action arises from the fact that η is the se(2) com-
ponent of the local trivialization TQ ∼= TS × SE(2) × se(2) where S = SE(2)\Q.
This local trivialization induces moving frame coordinates, and the equations of
motion are altered. A description of Euler–Lagrange equations in moving frame
coordinates is provided in [10, Sect. 1.4]. Additionally, an explicit derivation which
explains the appearance of the coadjoint action is given in [10, Cor. 1.4.7]. The
derivation here would be the same. As the equations of motion are SE(2) invari-
ant, we see that we can quotient out the SE(2) component and write them as
equations on P ∼= TS × se(2). Alternatively, we can view equations (16) and (17)
as an instance of Hamel’s equations [5] or a local version the Lagrange–Poincare´
equations with an external force [30, 8].
Since these equations do not depend on (θ, x, y) anymore, they can be interpreted
as living on the reduced space P . In summary, we observe 21 degrees of freedom
in (17) and (16) rather than 24 degrees of freedom expressed in (14).
5.3. Linearizations about equilibria. Let q∗ = (`∗, θ∗, Z∗, x∗, y∗) ∈ Q be such
that dU(q∗) = 0. Then (q∗, 0) ∈ TQ is an equilibrium point of the equations of
motion (14). We can therefore consider the linearized equations over (q∗, 0) with
respect to the coordinates (q, q˙) = ((`, Z, θ, x, y), ( ˙`, Z˙, θ˙, x˙, y˙)) on TQ. It is a well-
known result of the theory of linear oscillations, that the linearized system takes
8 There are two conventions for the coadjoint action, and they differ by a minus sign. In this
article, ad∗ξ is defined as the dual of adξ : se(2)→ se(2).
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the form of a damped harmonic oscillator,
d
dt
[
q
q˙
]
=
[
0 I
−κ −ν∗
] [
q
q˙
]
where κ, ν∗ = ν(q∗) ∈ R12×12 are positive (semi-)definite matrices given by
κij :=
∂2U
∂qi∂qj
∣∣∣∣
q=q∗
and (15), respectively. In particular, ν is the local manifestation of the dissipation
force, and κ represents the lowest order Taylor approximation of the potential
energy at q∗ [41].
The principal bundle projection on TQ is locally given by (5.2) and the Jacobian
of Π at (q∗, 0) is locally given by the matrix
(18) D(q∗,0)Π =
[
pr 0
0 λ
]
.
where pr denotes the linear projection sending (`, Z, θ, x, y) to (`, Z), and λ is
the linear isomorphism which sends ( ˙`, Z˙, θ˙, x˙, y˙) to ( ˙`, Z˙, θ˙, a, b) by rotating (x˙, y˙)
by an angle of −θ∗, i.e. the change of frame over q∗. Under certain reasonable
assumptions (see Assumption 7 on page 21), the reduced potential energy Û has
a non-degenerate minimum which corresponds to the crawler resting motionless
on the ground. In this case we can verify that the kernel of κ is the space gen-
erated by the action of SE(2), i.e. by translating and rotating along the ground.
Mathematically, this means
kernel(κ) = span
(
∂
∂θ
∣∣∣∣
q∗
,
∂
∂x
∣∣∣∣
q∗
,
∂
∂y
∣∣∣∣
q∗
)
.
From (18) one can verify that
kernel(D(q∗,0)Π) = kernel(κ).
Therefore, by Proposition 2, the linearization of the reduced system on P about
the equilibrium (s∗, 0) = (`∗, Z∗, 0) = Π(q∗, 0) is given by
(19)
d
dt
[
s
ξ
]
=
[
0 pr
−κˆ prT −νˆ∗
] [
s
ξ
]
,
where νˆ∗ := λν∗λT , κˆ := λκλT , and where we have used the right inverse
(D(q∗,0)Π)
−1
right =
[
λTprT 0
0 λT
]
.
Of course, (19) is nothing but the linearization of the reduced equations of mo-
tion about the equilibrium (`∗, Z∗, 0) ∈ SE(2)\TQ. The matrix κˆ is an outer
transformation of the Hessian of the reduced potential energy Û = Û(`, Z).
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5.4. Stable equilibria. It is easy to intuit the existence of a stable equilibrium
which corresponds to a stationary crawler resting on the ground. Such a point in
phase space would be merely a single element of an entire SE(2)-orbit of equilibria
obtained by translating and rotating the crawler along the ground. Therefore,
these equilibria can only be marginally stable at best, as the vector field vanishes
along the direction of this symmetry. However, it is possible that this SE(2)-orbit
projects to a (robustly) stable equilibrium in the reduced system (in the sense of
Definition 6 below). We therefore turn to the reduced system and identify rea-
sonably general conditions under which there exists a configuration s∗ ∈ SE(2)\Q
which is a non-degenerate minimum of Û . Then we apply Proposition 10 to con-
clude that (s∗, 0) ∈ P is a stable equilibrium. There exist a few competing defi-
nitions of stability, so to be completely unambiguous about what we mean, let us
define
Definition 6 (Stable equilibrium). Let x˙ = f(x) denote a dynamical system on a
manifold M . Then we call x∗ ∈M a robustly stable equilibrium if f(x∗) = 0 and
the spectrum of Df(x∗) lies strictly left of the imaginary axis.
This definition is to be seen in contrast to weaker notions such as marginal sta-
bility wherein eigenvalues may lie on the imaginary axis. In particular, a robustly
stable equilibrium is a hyperbolic fixed point which (locally) attracts solution
curves at an exponential rate.
To find a robustly stable equilibrium in our system, we make the following
assumption:
Assumption 7. The rest lengths ¯`ij of the springs form a non-degenerate tetra-
hedron.
We shall formulate the precise results that lead towards the existence of a ro-
bustly stable equilibrium in the propositions below and indicate the ideas of the
proofs; the details can be found in Appendix B.
Proposition 8. Under Assumption 7, for sufficiently large κs and κnp there exists
a (local) minimum s∗ ∈ SE(2)\Q of the reduced potential Û . This minimum is
non-degenerate in the sense that the Hessian, κˆ, of Û at s∗ is positive definite.
For reasons which will be clear soon, we must have a guarantee that one mass
of the equilibrium configuration has a larger z coordinate than the others. Such a
guarantee requires that the springs be sufficiently stiff to support the weight. This
minimum spring stiffness, κs, will implicitly depend on how close to degeneracy the
tetrahedron formed by the rest lengths is; this ensures that the actual lengths, `ij,
of the energy-minimizing configuration form a non-degenerate tetrahedron. The
idea now is to search for a configuration where the masses 1, 2 and 3 ‘rest on the
ground’ and 4 has coordinate z4 > 0 raised above the influence of the ground
potential. We view this as a singular perturbation problem: when the stiffnesses
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κs, κnp are infinite, then the solution is trivially the rigid tetrahedron with side
lengths ¯`ij and resting on the ground, i.e. z1 = z2 = z3 = 0. By rescaling, we turn
it into a regular perturbation problem and apply the implicit function theorem to
find a slightly perturbed stable configuration for large but finite κs, κnp.
Secondly, the viscous friction is non-degenerate. As a preliminary result to
proving hyperbolic attractivity of the fixed point in Proposition 10, we prove
Proposition 9. The matrix νˆ is positive definite on the vector bundle fiber of P
above s∗, where s∗ is the minimum found in Proposition 8.
The proof is given in Appendix B.
Together with the nature of the minimum s∗ of Û , this provides all prerequisites
for the following
Proposition 10. Let s∗ ∈ SE(2)\Q be a non-degenerate minimum of Û , that is,
dÛ(s∗) = 0 and its Hessian κˆ is positive definite. Then (s∗, 0) ∈ P is a robustly
stable equilibrium for the reduced system.
The idea is that if no friction were present, then starting close to the stable equi-
librium (s∗, 0) in phase space, the motion would be oscillatory. Since the friction
force is non-degenerate by Proposition 9, the energy will decay asymptotically,
sending the system to a standstill at (s∗, 0). We prove that this decay towards
(s∗, 0) is exponential. Note that any q ∈ Q such that pi(q) = s∗ produces an
equilibrium (q, 0) ∈ TQ for the unreduced system. However, any such q is not a
robustly stable equilibrium (it is only marginally stable).
5.5. Time-periodic perturbations. Given a dynamical system x˙ = f(x) on a
manifold M with a robustly stable equilibrium x∗ ∈M , one can embed the system
into a time-periodic augmented phase space S1 × M by using the vector field
(t˙, x˙) = (1, f(x)). Then the trajectory γ0(t) = (t, x∗) ∈ S1 ×M is a limit cycle
for the system on S1×M which locally attracts at an exponential rate. The orbit
Γ0 := S
1×{x∗} is a compact normally hyperbolic invariant submanifold, and so the
theorem on persistence of normally hyperbolic invariant manifolds [13, 21] applies.
Specifically, given a sufficiently small9 time-periodic perturbation f 7→ f + εgt, we
can assert the existence of a persistent limit cycle, γε, in a neighborhood of γ0 (see
also ‘The Averaging Theorem’ in [19]).
In the previous subsection, we found a robustly stable equilibrium in P . In this
section, we will perturb this system by substituting time T -periodic lengths ¯`ij(t)
for the constant rest lengths ¯`ij. If these oscillations are small, we can expect to
observe a T -periodic limit cycle, (t, γˆ(t)), in the augmented phase space S1 × P .
9To be more precise, the perturbation must be small in C1 supremum norm. The Lagrange–
d’Alembert vector field was already smooth (after application of a mollifier). Since we augmented
the phase space with periodic time, these theorems also require the perturbation to be C1 with
respect to time. Note however that this can be relaxed to continuous [12, Remark 4.1] and
possibly integrable dependence on time.
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Thus γˆ(t) = (`(t), Z(t), ˙`(t), Z˙(t), θ˙(t), a(t), b(t)) is a stable periodic trajectory of
the original time-periodic system on P . However, if γ(t) is a trajectory in TQ
which projects down to γˆ(t) ∈ P , then it is generally not the case that γ(t) is
periodic. In particular, a periodic trajectory γˆ ⊂ P is the projection of many
trajectories (q, q˙)(t) ∈ TQ such that
(20) (q, q˙)(t+ T ) = (Θ,∆) · (q, q˙)(t),
for some (fixed) element (Θ,∆) ∈ SE(2). Trajectories which satisfy conditions
such as (20) are known as relatively periodic orbits. A relatively periodic orbit γ(t)
emanating from an initial condition γ(0) ∈ TQ will project down to a periodic
orbit γˆ(t) = Π(γ(t)) in P . Conversely, an orbit γ(t) which projects down to a
periodic orbit γˆ(t) = Π(γ(t)) in P is necessarily a relatively periodic orbit in TQ.
Moreover, if γˆ is a stable limit cycle in P , then the relatively periodic orbits
in TQ are stable as well, and marginally stable along the SE(2) orbits. In this
case the orbits in TQ are dubbed ‘relative limit cycles’ in that they are relatively
periodic and stable. For our system, the phase (Θ,∆) ∈ SE(2) corresponds to the
translation and rotation of the crawled after one cycle. This completes the proof
of all claims in our main theorem 1.
The phase can be reconstructed from the periodic orbit γˆ(t) ∈ P in the following
way.
Theorem 11. Let γˆ(t) ∈ P be a T -periodic orbit and let γ(t) = dq
dt
(t) ∈ TQ be
such that γˆ(t) = Π(γ(t)). Then the phase of the relative periodic orbit, γ(t), is
obtained by solving the initial value problem on SE(2) given by:
(21)

dΘ
dt
= θ˙(t)
d∆x
dt
= cos(Θ)a(t)− sin(Θ)b(t)
d∆y
dt
= sin(Θ)a(t) + cos(Θ)b(t)
Θ(0) = 0 , ∆(0) = 0.
The phase is (Θ(T ),∆(T )). Alternately, we may write the reconstruction equation
as a left-invariant ODE on SE(2) as g˙ = g · η(t) where η(t) = (θ˙, a, b)(t) ∈ se(2)
and g(t) ∈ SE(2).
Proof. Let γˆ(t) = (`, Z, ˙`, Z˙, θ˙, a, b)(t) ∈ P be a T -periodic orbit. Let γ(t) =
(`, Z, θ, x, y, ˙`, Z˙, θ˙, a, b)(t) be a relative periodic orbit in TQ which projects to
γˆ. Assume x(0) = y(0) = 0. Moreover, we will assume γ(t) ∈ TQ is the time
derivative of a curve in Q. That is:
d`
dt
= ˙` ,
dZ
dt
= Z˙ ,
dθ
dt
= θ˙
dx
dt
= cos(θ)a− sin(θ)b , dy
dt
= sin(θ)a+ cos(θ)b
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As SE(2) acts upon the θ, x, y coordinates freely and transitively, there must exist
a unique curve (Θ,∆)(t) ∈ SE(2) such that
(θ(t), x(t), y(t)) = (Θ,∆)(t) · (θ(0), x(0), y(0))
=
(
θ(0) + Θ(t),
(
cos(Θ(t))x(0)− sin(Θ(t))y(0) + ∆x(t)
sin(Θ(t))x(0) + cos(Θ(t))y(0) + ∆y(t)
))
.
From the equation for dθ
dt
it is clear that dΘ(t)
dt
= θ˙. Upon taking the derivative of
x(t) in the above equation we find
d
dt
(
x
y
)
(t) = θ˙(t)
(− sin(Θ(t)) − cos(Θ(t))
cos(Θ(t)) − sin(Θ(t))
)(
x(0)
y(0)
)
+
d∆
dt
(t)
We first consider the case
(
θ(0), x(0), y(0)
)
= (0, 0, 0), so we can ignore the first
term. Upon substitution of the equation for dx/dt and dy/dt into the previous
line the claim follows. Note that we have derived the phase (Θ,∆)(T ) ∈ SE(2)
purely in terms of coordinate functions on P . More abstractly put, we have solved
the left-invariant ODE
g˙ = g · η(t), g(0) = id,
with g(t) = (Θ,∆)(t) ∈ SE(2).
Next we let h(t) = (θ, x, y)(t) ∈ SE(2) and consider the general case h0 =(
θ(0), x(0), y(0)
) 6= id. Again, since SE(2) acts freely and transitively on itself,
there exists a unique curve g(t) such that h(t) = g(t) ·h0. Taking a time derivative
and substituting g(t) = h(t)h−10 yields
g˙ = h˙h−10 = g(hh
−1
0 )
−1h˙h−10 = gh0h
−1h˙h−10 = g · Adh−10
(
η(t)
)
,
since η = h−1h˙ and still with initial condition g(0) = id. The phase shift is given
by
g(T ) = h−10 · (Θ,∆) · h0 ∈ SE(2),
which is the original phase shift (Θ,∆) conjugated by the initial condition h0 6= id.
Note that the initial condition h0 multiplied the left-invariant vector field η(t) from
the right, and hence modified it. 
To compute the phase shift (Θ,∆), we have to integrate (21) over one cycle of
a periodic orbit. The periodic orbit of interest to us is a persistent limit cycle,
whose existence we can assert, but whose form is not known to us. Fortunately,
the present system is simple enough to be studied in computer simulations, see
section 6. The simulations we carried out revealed that the phase shift appears
generically to be non-zero, but to depend on the perturbation size to second order.
A heuristic explanation for this result can be given by the fact that ‘making a step’
requires the combined variation of position and velocity of the masses, leading to
a quadratic dependence on the perturbation size. The variation in position is
needed to displace the crawler’s weight towards a leg and the variation in velocity
to actually move the other leg(s).
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We shall now give a rigorous argument that (Θ,∆) ∈ O(ε2) with ε the pertur-
bation size parameter. First of all, since the fixed point (s∗, 0) ∈ SE(2)\TQ is
hyperbolic, the perturbation of the limit cycle will scale linearly with ε as well
(this follows from smooth dependence of a NHIM on parameters). Let us denote
the periodic orbit in SE(2)\TQ by
(s, ξ)ε(t) = (`, Z, ˙`, Z˙, θ˙, a, b)ε(t).
Recall that the potential forces (including the actuation forces) do not act along
the group directions, hence the Lagrange–d’Alembert equations with respect to
the associated moving frame coordinates η = (θ˙, a, b) ∈ se(2) reduced to (17):
d
dt
∂L̂
∂η
− ad∗η
(∂L̂
∂η
)
= −νˆηs(s) s˙− νˆηη(s) η.
When we integrate (17) over a full period, we find that the first term on the left-
hand side integrates to zero as it is the time derivative of a periodic function.
We also note that the coordinates s˙ = ( ˙`, Z˙) are induced velocity coordinates of
periodic coordinates s = (`, Z) and hence integrate to zero as well, and finally that
the second term is quadratic in the velocities ξ.
We now perform a Taylor expansion in ε using notation
sε(t) = s
(0)(t) + εs(1)(t) +O(ε2),
ξε(t) = ξ
(0)(t) + εξ(1)(t) +O(ε2),
where (s(0), ξ(0))(t) = (s∗, 0) is the unperturbed fixed point and we note that
ξε(t) ∈ O(ε). Expanding the right-hand side term of (17) yields
(22) νˆηs(s(t)) s˙(t) + νˆηη(s(t)) η(t) = ε (νˆηs(s∗) s˙+ νˆηη(s∗) η(1)(t)) +O(ε2)
since ξ(0) = 0. Finally we substitute the right hand side of (17) with the right
hand side of (22) and integrate over a period to yield at order ε1
0 = −ε
∫ T
0
νˆηs(s∗) s˙+ νˆηη(s∗) η(1)(t) dt.
As νˆ(s∗) is constant and s˙ is the time derivative of a periodic function, only the
integral over η(1)(t) remains. Since νˆηη(s∗) is simply νˆ(s∗) restricted to the linear
subspace spanned by the η coordinates, it is still non-degenerate. As a result we
conclude that
(23) 0 =
∫ T
0
η(1)(t) dt.
To conclude that the first order perturbation of the phase shift is zero, we have
to integrate the ODE g˙ = g · η(t) on SE(2) over a period. The Magnus expansion
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gives that
g(T ) = exp
(∫ T
0
η(t) dt+
1
2
∫ T
0
∫ t1
0
[η(t1), η(t2)] dt1 dt2 + · · ·
)
where further terms contain repeated commutator brackets. From (23) it follows
that the first term in the exponent vanishes at order ε, while all further terms
vanish at order ε due to the appearance of (repeated) commutators of ηε(t) ∈ O(ε).
The upshot here is that the curvature (i.e. non-Abelianness) of a group expressed
by these commutators only contributes at higher orders of ε. This proves our claim
that (Θ,∆) ∈ O(ε2).
On the other hand, one can generically expect to see a non-zero phase shift at
order ε2, as corroborated by our numerical simulations in the next section. There
are two contributing effects to this. Firstly, in the second order expansion
νˆ(s) · ξ = ε νˆ(s∗) · ξ(1) + ε2
((
Diνˆ(s∗) · ξ(1)
)
s(1) i + νˆ(s∗) · ξ(2)
)
+O(ε3)
the term (Diνˆ(s∗) · ξ(1)) s(1) i integrates to a non-zero contribution over a period
when νˆ depends non-trivially on the reduced configuration variables s ∈ SE(2)\Q.
This can be viewed in contrast to [9], where damping induced self-recovery of a
cyclic variable is studied, and hence a non-zero phase shift cannot occur. That
setting assumes that νˆ does not depend on the other variables.
Secondly, the non-Abelianness of SE(2) allows for a non-zero contribution even
when
∫ T
0
η(t) dt = 0. This can be thought of as a holonomy defect due to curvature
of the symmetry group; indeed the defect depends to second order on the path
length, which is of order ε.
6. Numerical simulations
In this section we numerically compute trajectories to better understand this
system. We first present results for a 2D walker with three masses in the xz-plane,
see Figure 3. In this case the phase shift is simply a translation ∆x ∈ R, but all
other features of the model are still retained; at the end of the section we show
results for a 3D simulation.
In particular, for the 2D model, we consider the time dependent spring lengths
¯`
1(t) = 1 + ε cos(ωt)
¯`
2(t) = 1− ε sin
(
ω
(
t− 1
2
))
¯`
3(t) = 3− ¯`1(t)− ¯`2(t)
where ω = 2pi and we vary the amplitude ε > 0. Additionally we use the parame-
ters: κnp = 10, cns = 10, κs = 10, cdb = 5, and cs = 10.
To test our theory we allow the system 10 seconds of inactivity (i.e. ε = 0) so
that the system settles towards an equilibrium. Then, at t = 10 we set ε = 0.5.
The system appears to converge to a relatively periodic orbit after a few periods,
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see Figure 4. This relatively periodic orbit exhibits a phase shift of ∆x = 0.046,
and so we observe a steady drift in the positive x-direction. We observe that both
the x and z coordinates oscillate with angular frequencies of 2pi, as predicted by our
analysis in Section 5.5, i.e. the period of the relative limit cycle is identical to the
period of the perturbation. To further illustrate this relatively cyclic behavior we
have plotted the locations of the masses over three time-periods in Figure 5 where
one can clearly see how each period is identical to the previous period up to the
constant shift ∆x = 0.046. Finally, this value of ∆x was observed to be robust to
small but randomly chosen changes in the initial conditions. This is in agreement
with the theory that ∆x is ultimately a function of the time dependent lengths
¯`
k(t) only, implicitly defined through the phase reconstruction formula (21).
Although we do not have a proof that ∆x is generically non-zero, a few trial
perturbations all yielded non-zero ∆x values. The simulations do support the
claim that the first variation of ∆x with respect to the perturbation is zero, while
the second variation is non-zero. In particular we have calculated trajectories for
various ε’s, and computed the quantities
pk =
log |∆xk| − log |∆xk−1|
log(εk)− log(εk−1) ,
to detect the scaling of ∆x with the perturbation size. If ∆x is proportional to ε2
then we should find that pk ≈ 2. The results are summarized in Table 1.
ε ∆x p
1 0.17870 1.9372
1/2 0.04666 1.9932
1/4 0.01172 1.9980
1/8 0.002934 1.9990
1/16 0.000734 2.0039
1/32 0.000183 N/A
Table 1. The values of ∆x for various perturbation sizes ε.
Finally, Figure 6 shows a simulation of a 3D walker. Here, the trajectory is
clearly curved due to the (very small) phase shift having both a translational and
rotational component. Phase shifts that consist purely of either rotations or trans-
lations are easily constructed by choosing the right symmetry for the perturbation.
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Figure 4. This plot depicts the x coordinates (bold lines) and the
z coordinates (thin lines) of the three masses for a trajectory where
ε = 0.5. The system is activated at t = 10.
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Figure 5. Depicted are the trajectories of the masses in space over
the final three periods plotted in figure 4. Above the trajectory of
the bottom right mass we have indicated the phase shift of ∆x =
0.046.
Figure 6. Depicted are the trajectories in the xy-plane of the three
masses on the ground for the 3D crawler. The zoom box shows the
single cycles, while the overall trajectories are clearly seen to curve.
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7. Outlook & conclusion
In this paper we have shown that regularized models are capable of exhibiting
behavior which resembles crawling, by constructing a model with a robust relative
limit cycle. Such models are open to classical techniques in dynamical systems,
and allow one to view crawling as a limit cycle in a reduced space, while the
absolute motion manifests as a phase shift after reconstruction. These ideas are
generic enough that it seems feasible to apply them to a range of other scenarios.
Furthermore, the work suggests a number of follow-up questions to pursue:
(1) It would be interesting to investigate if the limit cycles in the regularized
model persist under singular perturbation limits κnp, cns → ∞. Such an
observation would help bridge the gap between this perspective and the
hybrid systems approach.
(2) While the limit cycle in the paper is stable, the size of the stability basin
is not addressed. Having a large stability basin is one method of achieving
robustness, and so a lower bound for the radius of this basin would be
useful to have.
(3) A non-flat ground breaks symmetry, but may still be addressed using nor-
mal hyperbolicity theory if the ground is still sufficiently close to flat. Sim-
ilarly, small random or time dependent perturbations will only slightly
perturb the relative limit cycle; in particular, the phase shift of each cycle
is close to that without these perturbations.
Lastly, we would hope that at least a portion of these ideas would aid in studying
stable walking models. In our model we constructed a crawling-like limit cycle as a
small perturbation of an unactuated system and made use of the fact that stability
along all of the limit cycle was preserved. This makes our model not directly
applicable to walking, which is typically considered to be ‘statically unstable’ (e.g.
in the inverted pendulum models, the walker collapses to the floor when the joints
are not active). On the other hand, if one finds a model for walking with a limit
cycle that is stable as a whole (that is, its Poincare´ map is stable), then that cycle
can be used as a starting point, and Lie theory can still be used to find a reduced
description and a reconstruction formula for the phase shift. Furthermore, the
resulting limit cycles would persists under small perturbations as described above.
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Appendix A. Friction dominated dynamics as singular perturbation
In this appendix we expand a bit more on obtaining first order equations of
motion in the friction dominated regime, i.e. when inertial forces are negligible.
We shall rigorously justify the resulting equations by a geometric singular per-
turbation argument. Furthermore, we investigate what happens when one moves
away from this friction dominated limit. For an introduction to geometric singular
perturbation theory we refer the reader to [22, 24] or the foundational work [14].
We consider again a general mechanical system as in Section 3, without the
requirement that Q is a principal G-bundle; we do require that Q is compact10.
That is, as in section 3 we have a Lagrangian
L(q, q˙) =
m
2
kq(q˙, q˙)− V (q)
and a Rayleigh dissipation function
R(q, q˙) =
c
2
νq(q˙, q˙)
such that both k and ν are Riemannian metrics on Q. Furthermore, we add a
time dependent arbitrary force, which can be used to control the system, and we
absorb the potential term −dV (q) into it. This leads to equations of motion
(24) mk[ · ∇kq˙ q˙ = −c ν[q · q˙ + F (q, t).
From this, one can formally obtain first order dynamics by setting m = 0. This
defines an invariant11 manifold M ⊂ TQ, see (3), which can also be interpreted as
a (time dependent) vector field on Q with dynamics
(25) q˙ = h(q, t) :=
1
c
ν]q · F (q, t).
This result can be obtained rigorously by viewing it as a singular perturbation
problem in the limit m → 0. Moreover, the singular perturbation analysis will
allow us to obtain correction terms to the dynamics for m close to zero; these
terms will not be interpretable anymore as a linear connection on Q.
Let us start by writing out (24) in induced coordinates on TQ and rewrite it as
a second order system
m
(
v˙i + Γikl(q)v
kvl
)
= −c kij(q) νjk(q) vk + kij(q)Fj(q, t),
q˙i = vi.
10This is for technical reasons of applying normal hyperbolicity theory. Compactness can be
replaced by uniformity conditions, see [12].
11The manifold M is time dependent since the vector field is. This seems a contradictory
statement, but should be interpreted as M being invariant in the extended phase space TQ×R.
That is, a solution curve starting in M(t0) at time t0 ends up in M(t) under the time dependent
flow Φt0,t. We shall suppress this explicit time dependence to not clutter the equations too much.
32 JAAP ELDERING AND HENRY O. JACOBS
The limit m → 0 is singular as m multiplies a derivative on the left-hand side.
This can be remedied by introducing a rescaled, ‘fast’ time variable τ = t
m
, i.e. τ
measures time at a fine-grained scale, hence in this time-scale one mainly observes
fast processes. We conventionally denote a derivative with respect to τ by a prime
and obtain
(26)
v′i = −mΓikl(q)vkvl − c kij(q) νjk(q) vk + kij(q)Fj(q, t(τ)),
q′i = mvi.
Note that this system is well-defined even for m = 0 and this limit is aptly called
the ‘frozen time picture’ as motion in q has been killed by the rescaling12. We shall
denote by Xm the vector field on TQ associated to (26). The vector field X0 by
construction has
M = {c ν[q · q˙ = F (q, t)} = Graph(h)
as an invariant manifold consisting of fixed points. Furthermore, a linearization of
X0 at points (q, v) ∈M along the fiber direction yields that
∂X i0
∂vk
∣∣∣
M
= −c kij(q) νjk(q).
Note that this has strictly negative eigenvalues since k](q) · ν[(q) is similar to
the positive definite k](q)
1
2 · ν[(q) · k](q) 12 . This implies that M is an (attractive)
normally hyperbolic invariant manifold for X0 and hence it persists for sufficiently
small m > 0 as a manifold Mm that is invariant under Xm and diffeomorphic and
Ck-close to the original M (with k ∈ N large, but depending on m), see [13, Thm 1]
and [21, Thm 4.4]. It follows as an easy corollary that Mm depends C
k-smoothly
on m, see e.g. [12, Sect. 4.2].
M
Mm
q
v ∈ TqQ
Figure 7. The invariant manifolds M and Mm as graphs of h and
h+ ηm.
Since Mm is still invariant, we can consider the restricted vector field Xm|Mm
and study its Taylor expansion around m = 0. We may assume that all manifolds
12The time dependent term F (q, t(τ)) can still be interpreted correctly for m = 0, by view-
ing (26) as a rescaling of the vector field without explicitly reparametrizing time. See also [12,
Sect. 4.1] for the fact that normal hyperbolicity can be extended to this setting; this we will use
later.
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Mm are the graph of a section of TQ, and hence we can represent Xm|Mm by its
projection onto M or onto the base Q, which are both fixed. The latter represen-
tation can be identified with the first order vector field. We calculate the Taylor
expansion in local coordinates adapted to the projection onto M , that is, we use
coordinates q on Q and shifted velocity coordinates w = v−h(q, t(τ)) where h(q, t)
is the section that defines M in (q, v) coordinates, see (25) and also Figure 7. Fur-
thermore, let w = ηm(q, τ) define Mm as a graph relative to M and note that
η0 ≡ 0. We introduce some new notation to shorten the following exposition of
the singular perturbation analysis; this is also more in line with the notation used
in this field. The vector field Xm can be expressed in (q, w) coordinates as
q′ = fm(q, w) = m(h(q, t(τ)) + w),
w′ = gm(q, w) = −m (Γikl(q)vkvl∂i)− c k] ν[ v + k] F (q, t(τ))
−mDih(q) vi −m∂th(q, t(τ)),
(27)
where v = h(q, t(τ)) + w. Furthermore, we expand
fm(q, w) =
∑
k≥0
mk f (k)(q, w),
implicitly truncated at an appropriate order and we use the same notation for g
and η.
Invariance of Mm under Xm implies that
w′ =
d
dτ
ηm(q) = Dηm(q) q
′.
Inserting the vector field (27) into this equation together with w = ηm(q), yields
(28) gm(q, ηm(q)) = Dηm(q) fm(q, ηm(q)).
Now we perform a Taylor expansion with respect to m on both sides. Noting that
η0(q) = 0, f0(q, w) = 0 and g0(q, 0) = 0, we find 0 = 0 at zeroth order, and at first
order
g(1)(q, 0) + D2g
(0)(q, 0)η(1)(q) = 0.
Normal hyperbolicity of M implies that all eigenvalues of D2g
(0)(q, 0) have non-
zero (and in our case negative) real part. Hence we can invert it to solve for η(1)
and find
η(1)(q) =
1
c
ν] k[
[
(∇khh)(q) +
1
c
ν] ∂tF (q, t(τ))
]
.
Furthermore, the projection of Xm|Mm onto Q is given at first order by
q′ = mf (1)(q, 0) +O(m2).
Note that this (rescaled time) vector field does not contain a zeroth order term, so
we can scale it back to normal time by dividing by m. Letting pi : TQ→ Q denote
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the tangent bundle projection, we thus obtain a well-defined limit vector field
lim
m→0
1
m
Tpi ◦Xm ◦ (h+ ηm) ∈ X(Q)
which is given in coordinates by
q˙ = f (1)(q, 0) = h(q, t),
by inserting (27). Note that this is indeed the first order dynamics found earlier.
Secondly, we can use the singular perturbation analysis to obtain more terms in
the Taylor expansion of Tpi ◦Xm|Mm , which add corrections when m > 0. These
can be found iteratively from the ‘master equation’ (28); we shall recover one
more term here. A straightforward calculation yields that the second order term
in fm(q, ηm(q)) is
m2
[1
2
f (2)(q, 0) + D2f
(1)(q, 0) η(1)(q)
+
1
2
D22f
(0)(q, 0) η(1)(q)2 +
1
2
D2f
(0)(q, 0) η(2)(q)
]
= m2 D2f
(1)(q, 0) η(1)(q) =
m2
c
ν] k[
[
(∇khh)(q) +
1
c
ν] ∂tF (q, t(τ))
]
.
This leads to a corrected first order vector field
(29) q˙ = h(q, t) +
m
c
ν] k[
[
(∇khh)(q) +
1
c
ν] ∂tF (q, t)
]
+O(m2).
Note that the term in brackets could be interpreted as the total time derivative of
h(q, t), were it not that this would introduce a circular dependency in the definition
of q˙.
Finally, let us return to the context of Q being a left G-principal bundle. The
(ideal) Stokesian regime can be defined as the values of m and c where
q˙ = h(q, t) =
1
c
ν]F (q, t)
holds accurately. Let us assume that F (q, t) is a control force that acts on the
shape space S = G\Q. This means that F takes values in the annihilator of
Ver(TQ), i.e. F does no work along displacements along G-orbits. Then we can
view u(q, t) := ν]F (q, t) ∈ Horν(TQ) as a control on shape space, and the Stokes
connection determines how solution curves s(t) ∈ S are lifted to curves in G\TQ.
However, if we extend our notion of the Stokesian regime and include the first
order perturbation terms in (29), then the vector field generally does not take
values in Horν(TQ) anymore. This is because ν] k[ does not preserve this sub-
bundle and we can choose h( · , t) = 0 and ∂tF ( · , t) 6= 0 independently such that
∇khh = 0 while ν] ∂tF (q, t) ∈ Horν(TQ). Thus, in this perturbed Stokes regime, the
well-known Scallop Theorem does not hold anymore. This agrees with a numerical
experiment we performed where the shape force curve F ( · , t) had one-dimensional
image, but non-constant time parametrization and a small, non-zero phase shift
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was observed. We conclude that our crawler model seems to be in the ‘perturbed
Stokes regime’ but not in the Stokes regime in the classical sense.
Appendix B. Stability proofs
In this appendix we collect the detailed proofs for the statements in Section 5.4.
Proof of Proposition 8. To simplify the analysis we change to a (local) coordinate
system for SE(2)\Q given by (`, Z) with ` = (`12, . . . , `34) ∈ (R+)6 and Z =
(z1, z2, z3). In these coordinates, and under the assumption that the height of the
4th mass is positive, the (reduced) potential energy takes the form
Uˆ =
(
κs
2
∑
j>i
(`ij − ¯`ij)2
)
+
(
3∑
i=1
zi + κnp χ(zi)
)
+ z4(`, Z).
Note that z4, the gravitational potential of the 4th mass, depends on the shape
variables ` and Z in an intricate way which we shall not endeavor to make explicit.
Thus we search for a solution s∗ = (`∗, Z∗) ∈ SE(2)\Q of
(30)
0 = dUˆ(s∗) =
∑
j>i
d`ij
(
κs(`ij − ¯`ij) + ∂z4
∂`ij
)
+
3∑
i=1
dzi
(
1 + κnp χ
′(zi) +
∂z4
∂zi
)
.
We recover the solution s∗ by an implicit function argument. Let us define the
function
F
(
(`, Z), ε
)
=

`12 − ¯`12 + ε ∂z4∂`12
...
`34 − ¯`34 + ε ∂z4∂`34
1 + κnp χ
′(z1) + ∂z4∂z1
...
1 + κnp χ
′(z3) + ∂z4∂z3

∈ R9.
A zero of F corresponds to a solution of (30) if we set the parameter ε = 1/κs; we
first search for a zero with ε = 0 though. That is, we consider the singular limit of
infinite spring stiffness. This implies `ij = ¯`ij. Note that when the ground potential
κnpχ rises steeply enough, it follows by energy arguments that z1 ≈ z2 ≈ z3 ≈ 0,
so the springs `12, `13, and `23 are oriented approximately horizontally.
Now we shall use a geometric argument to show that 1+∂z4/∂zi > 0 for i = 1, 2, 3
with ` = ¯` fixed. First, w.l.o.g. we can assume that the rigid tetrahedron with
lengths ¯`ij and with masses 1, 2, 3 on the ground is in stable equilibrium, possibly
by permuting the masses. An equilibrium exists by potential energy minimization,
and this minimum must be non-degenerate; if it were not, then the center of mass
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would be above one of the ground edges, but rotation about this axis would then
lower the center of mass, see Figure 8. This image also shows that mass 2 must be
closer to the edge ¯`13 horizontally than mass 4, which implies that ∂z4/∂z2 > −1.
The same holds for i = 1, 3 too.
1
2
3
4
Figure 8. A tetrahedron in stable equilibrium with masses 1, 2, 3
on the ground plane and a possible rotation about the edge ¯`13.
Further, χ′(z) is monotonically decreasing without bound from 0 as z → −∞. It
follows that there are unique values zi < 0 such that the point s0 = (¯`12, . . . , ¯`34, z1, z2, z3)
solves F (s0, 0) = 0.
The derivative of F with respect to the variables (`, Z) at s0 is found to be
DF (s0, 0) =
[
I6 B
0 A+ κnp I3
]
,
where Bij,k =
∂2z4
∂`ij∂zk
for j > i and A is the Hessian of Z 7→ z4(¯`, Z). Note that if
κnp is sufficiently large, then A + κnp I3 is positive definite. The eigenvalues λ of
DF (s0, 0) are recovered from
0 = det(DF (s0, 0)− λI9) = (1− λ)3 det(A+ κnp I3 − λI3)
and found to be all positive. In particular DF (s0, 0) is invertible and we can apply
the implicit function theorem to conclude that there exists an ε0 > 0 such that for
any 0 ≤ ε < ε0 there exists a sε such that F (sε, ε) = 0. Setting κs = 1/ε will give
that s∗ = sε is a solution for (30).
Before fixing ε, let us prove that the Hessian κˆ of Uˆ at a candidate minimizer
sε is positive definite. From the definition of the potential it follows that
κˆ =
[
κnp I3 0
0 κs I6
]
+D2z4,
where D2z4 is the Hessian of z4 as a function of ` and Z. Note that the first term
is positive definite and by choosing κs and κnp sufficiently large, we can make it
dominate the term D2z4 such that κˆ as a whole is positive definite. We finally
choose ε sufficiently small such that we obtain both that s∗ = sε is a minimizer of
Uˆ and κs = 1/ε is large enough that κˆ is positive definite. 
To prove Proposition 9 we invoke the following Lemma.
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Lemma 12. If A1, . . . , An are positive semi-definite linear operators on a finite-
dimensional inner-product space (V, 〈·, ·〉) and ⋂nk=1 ker(Ak) = {0}, then A =∑n
k=1Ak is positive definite.
Proof. Clearly A is positive semi-definite as a sum of semi-definite operators. We
must prove that A is definite. Assume A is not definite so that there exists some
non-zero x ∈ V such that 〈x,Ax〉 = 0. This latter equation can be written as∑n
k=1 〈x,Akx〉 = 0. By semi-definiteness of each Ak this implies 〈x,Akx〉 = 0.
This means that Akx = 0 for each k. However the only such x is 0. 
Proof of Proposition 9. Let q∗ ∈ Q be such that masses 1, 2 and 3 are within
the influence of the ground forces (i.e. such that the z coordinates are within the
support of χ). The force Fs : TQ→ T∗Q can be expressed as a degenerate metric
νs : TQ⊕ TQ→ R via the equation νs(v, w) = 〈Fs(v), w〉 where 〈·, ·〉 denotes the
canonical pairing between T∗Q and TQ. The same can be said of forces Fns and
Fdb with respect to degenerate metrics νns and νdb.
We can see that νs = cs
∑
i<j d`ij ⊗ d`ij. Thus the kernel of νs is the set of in-
finitesimal transformations which preserve the lengths of the spring line segments.
By assumption the springs form a non-degenerate tetrahedron, so these transfor-
mations are generated by se(3), the 6-dimensional space of infinitesimal isometries
of R3. We can denote the generated space by se(3) · q∗.
Under standing the assumption that z4 > 0, we find that
νns = cns
3∑
i=1
χ′(zi)(dxi ⊗ dxi + dyi ⊗ dyi),
so the kernel is precisely spanned by the infinitesimal changes in height of masses
1, 2 and 3, as well as arbitrary infinitesimal changes in position of mass 4. That
is, translations along the coordinate directions z1, . . . , z4 as well as x4 and y4.
Finally, νdb = cdb
∑3
i=1 χ(zi)dzi ⊗ dzi so its kernel consists of translations along
the coordinate directions x1, . . . , x4, y1 . . . , y4, and z4.
We then observe directly that ker(νdb) ∩ ker(νns) = span (∂x4 , ∂y4 , ∂z4). Such
transformations will move the 4th mass, while keeping the others fixed. This is
not a rigid transformation generated by se(3). Therefore
ker(νdb) ∩ ker(νns) ∩ ker(νs) = span (∂x4 , ∂y4 , ∂z4) ∩ se(3) · q∗ = {0}.
By Lemma 12 then, ν = νdb + νns + νs is positive definite on the fiber above q∗.
As νˆ is merely the push-forward of ν by the projection Π : TQ→ P , it is related
to ν by an outer automorphism and is therefore positive definite as well. 
Proof of Proposition 10. Firstly, (s∗, 0) is an equilibrium for the reduced system,
and its linearization is given by Proposition 2. To assert that it is a robustly stable
equilibrium, we consider its linearization (19),
d
dt
[
s
ξ
]
= A
[
s
ξ
]
with A =
[
0 pr
−κ prT −νˆ
]
,
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where pr =
[
I9 0
]
represents the principal bundle projection pi : Q→ SE(2)\Q in
fiber-adapted coordinates. Recall that κ and νˆ are positive (semi-)definite matrices
describing the linearized potential and friction forces, respectively. It follows from
the definition Û = U ◦ pr and pr prT = I5 that κ prT = prT κˆ.
Note that it is sufficient to prove that the linear flow satisfies ‖eAt0‖ ≤ r < 1
for some t0 > 0, r < 1, and any choice of norm. From this it follows that the flow
contracts exponentially for large t: write t = nt0 + τ with n ∈ N and τ ∈ [0, t0),
then we have
‖eAt‖ = ‖eA(nt0+τ)‖ = ‖(eAt0)neAτ‖ ≤ sup
0≤τ≤t0
‖eAτ‖rn = Ceρt
with ρ = log(r)
t0
< 0 and C = sup0≤τ≤t0‖eAτ‖e−ρτ <∞.
We choose the norm induced by the (approximate) energy function
EL(s, ξ) =
1
2
〈ξ, ξ〉+ 1
2
〈s, κˆ s〉
for the linear system (19), i.e. EL = ‖ · ‖2. This energy is a (non-strict) Lyapunov
function in the sense that
dEL
dt
=
∂EL
∂s
ds
dt
+
∂EL
∂ξ
dξ
dt
= 〈κˆ · s, pr · ξ〉+ 〈ξ,−κ prT · s− νˆ · ξ〉 = −〈ξ, νˆ · ξ〉 < 0
for all ξ 6= 0, since νˆ is positive definite. To prove that ‖eAt0‖ ≤ r < 1, let
‖(s, ξ)‖ = 1 and note that since EL is non-increasing along solution curves, we can
from now on restrict our analysis to the compact ball B(0; 1) = E−1L ([0, 1]).
The proof would be finished if EL were strictly decreasing, but this does not hold
true for points (s, 0) in phase space. Instead, then, we have ξ˙ = −prT κˆs 6= 0, so
after a short time interval, ξ 6= 0, and thus EL starts decreasing. Thus fixing a t0 >
0, we find that EL strictly decreases along any solution curve over a time interval
of length t0, for all initial conditions ‖(s, ξ)‖ = 1. By continuous dependence of a
flow on initial parameters and compactness, it follows that the decrease of EL is
uniformly bounded away from zero, and hence we have ‖eAt0‖ ≤ r < 1 for some
r < 1. 
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