Electro-stimulation or modulation of deep brain regions is commonly used in clinical procedures for the treatment of several nervous system disorders. In particular, transcranial direct current stimulation (tDCS) is widely used as an affordable clinical application that is applied through electrodes attached to the scalp. However, it is difficult to determine the amount and distribution of the electric field (EF) in the different brain regions due to anatomical complexity and high inter-subject variability. Personalized tDCS is an emerging clinical procedure that is used to tolerate electrode montage for accurate targeting. This procedure is guided by computational head models generated from anatomical images such as MRI. Distribution of the EF in segmented head models can be calculated through simulation studies. Therefore, fast, accurate, and feasible segmentation of different brain structures would lead to a better adjustment for customized tDCS studies.
Introduction
Deep brain electrostimulation (modulation) in a non-invasive manner is a clinical procedure applied in the treatment of neurological disorders. One promissing application is transcranial direct current stimulation (tDCS) where a weak direct current can be used to modulate cortical, sub-cortical, and deeper regions (DaSilva et al., 2012; Frase et al., 2016; Kim et al., 2012) . Although tDCS is known as an affordable clinical tool, it still suffers from limitations due to high inter-and intra-subject variability that makes it hard to predict the electric current spread in different brain regions (Datta et al., 2011; Laakso et al., 2015; Wiethoff et al., 2014) . Moreover, tDCS bipolar electrode montages can generate consistent current not only in superficial tissues underneath the electrodes but also consistent and significant currents in deep regions at grouplevel, in which current spread is influenced by all non-brain, cortical and deep brain tissues (Gomez-Tames et al., 2019a) . However, the capability to customize the tDCS treatment scenarios that generate specific currents for specific neurophysiological impact is difficult (Datta et al., 2012; Sadleir et al., 2012) . Several published works have studied the effect of subject/anatomy variability on the neuromodulation effects using tDCS (Gomez-Tames et al., 2019b; Laakso et al., 2015; López-Alonso et al., 2014; Tremblay et al., 2014) .
The common practice in tDCS is to use one-fits-all electrode montage. However, personalized tDCS is required to reduce the inter-subject difference effects and to increase the potential effectiveness. Simulation studies using personalized head models generated by a segmentation of anatomical images such as MRI is expected to become common in clinical tDCS for dosage optimization (Sadleir et al., 2010; Thair et al., 2017) . A volume conductor model representing the patient under study can provide better understating on how likely is the current pathways and what are the potential brain regions that are likely to be stimulated. However, this approach requires a reliable and instance segmentation of major head tissues to be useful in clinical use. Manual segmentation of all head tissues is known to be a tedious time-consuming process that requires special experience for accurate results. On the other hand, automatic segmentation using MRI is a challenging task as several head tissues are presented in low-contrast in MRI (e.g., blood vessels, dura, and spongy bones). Therefore, it is difficult to be identified using standard intensity-based approaches. This problem can be mitigated when additional anatomical information from CT and/or venogram are available but this means additional patient burden.
Convolutional neural networks are evolving as the state-of-art image segmentation techniques for brain MRI (Bernal et al., 2019) . With deep learning network architectures, several automatic features can be observed by the network with no need of prior hand-crafted design . Recently, several network designs are presented for brain segmentation (Chen et al., 2018; Dolz et al., 2019; Jog et al., 2019; Khalili et al., 2019; Wachinger et al., 2018) and deep brain regions (Dolz et al., 2018; Kushibar et al., 2018; Roy et al., 2019; Ryu et al., 2019) . Reviews on brain structure segmentation in MRI can be found in González-Villá et al. (2016) with an emphasis on deep learning approaches in Akkus et al. (2017) . Although supervised-based segmentation is known to be time-consuming in feature optimization (training phase), it is of reasonable computation cost in evaluation (testing phase). Moreover, an end-to-end network architecture that evolves convolutional operations is highly robust to data vulnerabilities to some extent.
Previous studies in brain segmentation using deep neural networks can be categorized based on network architecture into three classes. 1) Batch-based networks, in which images/volumes are divided into 2D/3D patches that are used to derive a pixel/voxel oriented features using local neighborhood, 2) semantic- based networks where the whole image is used as network input, and 3) hybridnetworks where both approaches are fused, with potential use of statistical priors such as atlases.
In this study, a semantic-based end-to-end network architecture is proposed to handle the deep brain region segmentation. In our previous studies , we presented the ForkNet architecture for full personalized head segmentation. In that work, ForkNet was trained for the segmentation of 13 head standard tissues using T1-weighted MRI for transcranial magnetic stimulation (TMS) of the brain. Here, we extend the ForkNet design for the segmentation of sub-cortical brain regions and validate the accuracy of automatic segmentation for application to tDCS EF estimation. The accuracy of the segmentation is validated by tDCS-generated EFs that are shaped not only by non-brain tissues and cortical tissues but also significantly by deep brain structures.
Materials and methods
The proposed pipeline to segment deep brain region is presented in this section along with evaluation study using tDCS stimulation. First, we present the datasets used in the study, followed by details of network architecture used in the segmentation process. Next, the segmentation pipeline for deep brain regions is discussed. Finally, we compute tDCS neuromodulation in deep regions using volume conductor models generated using different segmentation methods.
MRI Datasets
In this study, two brain MRI datasets are used for the evaluation of the proposed method. The first dataset is the NAMIC (Brain Multimodality) dataset 1 with voxel size 1 mm 3 of 18 subjects. The semi-automatic method in our previous study (Laakso et al., 2015) is used to segment the whole head into different tissues including sub-cortical regions. An example of deep brain region segmentation using the semi-automatic method is shown in Fig. 1 . The second dataset is the MICCAI 2012 workshop on multi-atlas labeling 2 (Landman and Warfield, 2012) with 35 subjects along with golden truth segmentation of brain structures.
Both datasets are used to validate the segmentation accuracy. Segmentation of NAMIC dataset is also used for tDCS studies to validate segmentation quality effect on EF distribution in deep brain structures.
Network architecture
The proposed network architecture is a generalized extension of ForkNet . The main design features an end-to-end architecture composite of single track encoders followed by multi-decoders as shown in Fig. 2 .
The main components are convolution, encoding, decoding, and map modules. Table 1. sigmoid. This architecture can be customized with degree N identify the number of decoder tracks and depth D refers to how many successive convolutional operations are perfumed. The input is a 2D MRI slice and outputs are probability maps representing different anatomical structures. A key feature of the proposed architecture is the ability to customize decoder tracks individually to fit with texture variability of anatomical structures. Detailed parameters are listed in Table 1 .
Consider M as a volume MRI with K slices, the network output is computed as:
(1)
The corresponding segmented slice is computed using the following SoftMax rule:
where is a background threshold value. The proposed architecture, named SubForkNet hereafter, is trained using different slicing directions (i.e. axial, sagittal, and coronal) as shown in Fig. 3 . The rule-based segmentation merge approach using majority vote is used for generate the final segmentation from different slicing directions. When no majority in a voxel is found, the neighborhood majority vote is computed as:
where R a , R s , and R c are segmentation results obtained from axial, sagittal, and coronal directions, respectively and Ω is a local neighborhood region (here: Ω =3×3).
Pipeline for personalized head model
To simulate the EF distribution in brain stimulation procedures with acceptable accuracy, a whole head model considering major tissues is required. This 
is a difficult task as several head tissues need to be segmented to be associated with equivalent tissue conductivity value. In our previous work, we proposed a deep learning method for segmentation of 13 head tissues for cortical stimulation. However, that study did not consider the deep brain regions where the segmentation is more challenging and become essential in deep brain regions targeted by tDCS. Therefore, we present a pipeline for human head segmentation as follows. First, the 13 head tissues are annotated using ForkNet. Based on this segmentation, all non-brain tissues are excluded from the MRI (i.e., skull-stripping). Deep brain structures are then labeled using
SubForkNet. This pipeline is demonstrated in Fig. 4 .
tDCS studies
The electric potential generated by the current injected by the electrodes attached to the scalp was computed using the scalar potential finite-difference (SFPD) method with successive-over-relaxation and multigrid methods (Dawson and Stuchly, 1998; Laakso and Hirata, 2012) . First, the SPFD was used to solve the scalar-potential equation:
where φ and σ denote the scalar potential and tissue conductivity, respectively.
Then, the EF was obtained by dividing the potential between the two nodes along the edge of a cubic voxel (the minimum component of the model) by the length of the voxel edge.
Electrode montages
The tDCS electrode model was a 1-mm-thick rubber sheet (conductivity of 0.1 S/m) Saturnino et al., 2015) inserted into a sponge soaked in normal saline solution (1.6 S/m) (Dundas et al., 2007; Saturnino et al., 2015) . The electrode was 5×5 cm 2 and 5 mm of thickness. The injected current was 2 mA on top of the center of the rubber. Each electrode montage was a bipolar electrode (anode: positive pole and cathode: negative pole) placed at C3-Fp2 (motor cortex-supraorbital) positions according to the 10-20 electroencephalogram system. Large bipolar electrodes were selected to generate a large current spread in the brain, which is suitable for inducing high EFs in deep brain regions. Another common electrode size in clinics and research is 5×7 cm 2 . Though not used in this paper, we confirmed that the spatial distribution of the EF was marginally affected by the difference in the electrode size.
Tissue conductivity
The electrical conductivity of head tissues was assumed to be linear and isotropic, as shown in 
Results

Analysis methods
The segmentation quality is evaluated using Dice Coefficient (DC) defined as follows:
where R and R • are the network segmented volume and golden truth one, respectively. Moreover, the Hausdorff distance (HD) is used as a quality metric and is defined as:
where d(., .) is the Euclidian distance between the two voxels a and b. To quantify the global difference of the internal EF distributions obtained by the different segmented head models and the ground truth, the normalized average of point-wise absolute difference (global error) is used as follows: A sample of the segmentation results corresponding to aggregate model is shown in Fig. 6 .
where E and E • are the internal EF in R and R • models, respectively. The relative difference of the maximum internal EF is used as of the local error.
These metrics are applied to the different deep brain structures separately and also to the brain (white matter and grey matter) and the whole deep brain tissues. To mitigate numerical artifacts derived from computing the EF using the voxel model at the surface of the CSF-brain boundaries (Reilly and Hirata, 2016) , post-processing based on the 99.9 th percentile value of the EF was applied for each tissue (Gomez-Tames et al., 2018) . In this work, the EF strength was adopted as metric of neuromodulation to demonstrate the accuracy of the proposed segmentation. Although the most suitable metric is still to be resolved (Antonenko et al., 2019; Laakso et al., 2019) .
Deep brain segmentation (NAMIC dataset)
The NAMIC dataset is randomly divided into 10 subjects for training and 8 subjects for testing. The training subjects are used to extract slices in a different directions, and then the whole set of slices is shuffled and split into 90% for training and 10% for validation. The proposed architecture is implemented using Segmentation results are evaluated using the semi-automatic segmentation as a golden truth, and DC values are shown in Fig. 5 . A sample of the segmented deep brain structures is shown in Fig. 6 . It is observed that segmentation of Thalamus, Caudate, and Putamen structures is of high quality, which is relatively recognized from being presented in a relatively large region in MRI.
However, small regions such as Accumbens structure are of low segmentation quality. Another observation is the superior quality of aggregate segmentation, which considers the combination of segmentation along the three directions and elimination of voxels located outside GM regions.
Other studies were conducted to understand how different architecture pa- rameters are related to the segmentation quality. Similar to previous study, network is trained over 100 epochs with batch size of 4. First, we evaluate segmentation obtained using different network depth (D = 2, 3, and 4). Although more deep network means more observed features, but we have found that going deeper may not have a good influence on the DC coefficient as shown in Fig. 7 and Table 3 . One reason might be the over-fitting of the trained network. Also, another study is used to evaluate different kernel size (r 2 ) of convolution operation. Segmentation is conducted using architectures of 3×3, 5×5, and 7×7 kernel size. Moreover, a new architecture is customized based on the observation of results obtained from different kernel size on different slicing directions.
Superior DC values are used to design a customized kernel size for each decoder independently as detailed in Table 4 . The measured dice values are shown in Fig. 8 and it indicates that the use of customized design can slightly improve the segmentation quality.
Deep brain segmentation (MICCAI 2012 dataset)
For further validation of the proposed method, the well-known MICCAI 2012 dataset is used for additional evaluation. This dataset is divided into 15 subjects for training and 20 subjects for testing. The segmentation pipeline descriped in Fig. 4 is used and the labels corresponding to left and right portions of each (Patenaude et al., 2011) ,
FreeSurfer (Fischl, 2012) , PICSL (Wang and Yushkevich, 2013) , CNN+Atlas (Kushibar et al., 2018) , and the proposed method. Results of previous methods demonstrate segmentation of left (L) and right (R) structures independently. Putamen L 86.0 ± 6.0 77.1 ± 3.9 90.9 ± 4.2 91.6 ± 2.3 93.5 ± 6.5 R 87.6 ± 8.0 79.9 ± 2.6 90.8 ± 4.6 91.4 ± 3.1 Pallidum L 81.5 ± 8.8 69.3 ± 18.9 87.3 ± 3.2 84.3 ± 10.1 90.0 ± 7.1 R 79.9 ± 6.0 79.2 ± 8.5 87.4 ± 4.7 86.1 ± 4.9
Structure
Hippocampus L 80.9 ± 2.2 78.4 ± 5.4 87.1 ± 2.4 87.6 ± 2.0 88.1 ± 6.6 R 81.0 ± 14.0 79.4 ± 2.5 86.9 ± 2.2 87.9 ± 2.0 Amygdala L 72.1 ± 5.3 58.5 ± 6.4 83.2 ± 2.6 83.3 ± 3.2 85.4 ± 5.6 R 70.7 ± 5.4 57.6 ± 7.6 81.2 ± 3.3 82.1 ± 2.7 Accumbens L 69.9 ± 8.9 63.0 ± 5.5 79.0 ± 5.0 79.9 ± 5.2 78.6 ± 15.2 R 67.8 ± 8.1 44.3 ± 6.5 78.3 ± 5.8 79.1 ± 6.7
Deep regions
79.9 ± 9.4 72.5 ± 13.7 86.7 ± 6.1 86.9 ± 6.4 87.9 ± 11.8 deep brain structures are unified. SubForkNet with D = 2, N = 7, r 2 = 3 × 3, = 0.3 is trained using 100 epochs and batch size=4. Dice coefficient and HD values are shown in Tables 5 and 6 with corresponding values computed using FIRST (Patenaude et al., 2011) , FreeSurfer (Fischl, 2012) , PICSL method (Wang and Yushkevich, 2013) and CNN+Atlas method (Kushibar et al., 2018) .
Although the network parameters are not optimized to achieve the best performance, it still can provide notable improvement compared with related methods.
tDCS validation
To validate the effect of the deep brain structure's segmentation using Sub-ForkNet and how it is related with the tDCS measurements, we generated four different head models; R s s , R f s , R s f , and R f f . Where R b a is the head model generated from 13 head tissues segmentation using method a and deep brain Table 7 . Global error can reach mean of 3.11% in Amygdala structure in case both 13 head tissues and deep regions are segmented using ForkNet and SubForkNet, respectively (i.e. R f f ). As for the local error, Accumbens, Hippocampus, and Amygdala record the mean values of 12.91%, 11.00%, and 7.79%, respectively. These values are relatively small considering that it represent the segmentation error in both major head tissues and deep brain structures. Smaller values are observed when the segmentation of main head tissues are set to the golden truth values (i.e. R f s ). 
Discussion
SubForkNet architecture
In our previous study , we proposed the ForkNet architecture for automatic segmentation of major head tissues. Then, the EF distribution in the cortical region of the brain was computed. It was found that the segmentation accuracy of peripheral structures such as skin, scalp, and CSF were significantly important compared to deep regions for the accurate estimation of TMS-induced EFs in cortical regions. In this study, we investigated the segmentation of deep brain tissues using semantic end-to-end network architecture, and then studied how it is correlated to the accuracy of induced EF. In contrast to TMS, tDCS-generated EFs are significant not only on superficial but also on deeper brain regions and highly sensitive to the segmentation accuracy of deep structures and surrounding regions. Therefore it is important to investigate how the proposed network architecture can provide a segmentation quality that is reliable for personalized tDCS studies.
The network architecture presented here is proved to generate a good segmentation quality using only T1-weighted MRI. One important feature is the split design of decoders, which provide a more feasible architecture for network customization. In this study, we presented a single example of this feature, where a multi-size convolution kernel can achieve better segmentation accuracy, as shown in Table 4 . The personalized head model pipeline shown in Fig. 4 demonstrate how the two networks ForkNet and SubForkNet (proposed) can be combined for rigid segmentation of different head tissues. Both networks are designed for different segmentation tasks. The former is for superficial and the latter is for deep regions. Customization of the proposed network architecture, such as network depth and convolutional kernel size, were evaluated. The tDCS neuromodulation in deep brain regions was computed for the generated head models and compared with those generated using alternative methods.
Data limitations
The performance of supervised-based segmentation is known to be highly related to the accuracy of the annotation labels within the training dataset. Faults in the training dataset may lead to improper bias and network confusion. In this study, we evaluated the performance of the proposed architecture using two datasets. The first one is generated using a semi-automatic method detailed in Laakso et al. (2015) . The second (MICCAI 2012 dataset) is a commonly used dataset for the evaluation of similar approaches. However, with a comprehensive analysis of the golden truth segmentation of the second dataset, a notable limitation is observed. As shown in Fig. 11 , spike artifacts can be observed in region boundaries in axial and sagittal directions. However, more rigid boundaries can be found in the coronal direction. This may indicate that the manual segmentation is performed in the coronal direction and not corrected in other directions. These artifacts can mislead the assessment of segmentation accuracy as the golden truth may become inaccurate in axial and sagittal directions. To demonstrate this effect, we compare the segmentation of Caudate structure in different orientations in Fig. 12 fits more with anatomical reference. It worth noting that accurate manual segmentation of deep brain regions is rather difficult and time-consuming task.
Even with the above-discussed limitations, using MICCAI 2012 is preferable as standard dataset commonly used by the community for comparison.
Conclusion
In this study, a new end-to-end convolutional neural network architecture is proposed for the annotation of deep brain structures. A key feature of the proposed SubForkNet is the composition of single encoder sequence and individual decoders for different anatomical structure. Therefore, SubForkNet has more space to learn features associated to individual anatomical structures, which increase significantly the learning representation. Deep brain regions segmented by SubForkNet were embedded into personalized head models generated from ForkNet. Therefore, tDCS studies were conducted, and results indicated relatively high matching between the gold standard models and network segmented ones. These results suggest that the use of the convolutional neural network may take a leading role in personalized medicine, especially for clinical applications conducted through non-invasive brain electrostimulation.
Mathematica notebooks demonstrate the implementation of SubForkNet architectures and pre-trained networks are available for download at:
https://github.com/erashed/SubForkNet
