Abstract. Previous works [11, 6] introduced a model of semantic communication between a "user" and a "server," in which the user attempts to achieve a given goal for communication. They show that whenever the user can sense progress, there exist universal user strategies that can achieve the goal whenever it is possible for any other user to reliably do so. A drawback of the actual constructions is that the users are inefficient: they enumerate protocols until they discover one that is successful, leading to the potential for exponential overhead in the length of the desired protocol. Goldreich et al. [6] conjectured that this overhead could be reduced to a polynomial dependence if we restricted our attention to classes of sufficiently simple user strategies and goals. In this work, we are able to obtain such universal strategies for some reasonably general special cases by establishing an equivalence between these special cases and the usual model of mistake-bounded on-line learning [3, 15] . This equivalence also allows us to see the limits of constructing universal users based on sensing and motivates the study of sensing with richer kinds of feedback. Along the way, we also establish a new lower bound for the "beliefs model" [12] , which demonstrates that constructions of efficient users in that framework rely on the existence of a common "belief" under which all of the servers in a class are designed to be efficient.
Introduction
The semantic communication model [11, 6] was introduced to model the problem of communication in the presence of possible misunderstanding. In particular, it was intended to address settings where two computers communicate using communications protocols designed and implemented by different parties. In such settings, the possiblity of incompatibility arises, and so it would be desirable for one (or both) of these computers to utilize a universal communications protocol that automatically corrects miscommunication. The main results of these works demonstrated that when a goal for communication is fixed in advance, such a universal protocol -that achieves its goal whenever its partner supports such functionality -can often be constructed Here, we attempt to address one of the main deficiencies of earlier results, specifically of results in the infinite executions model [6] , reviewed in Sec. 2.
To be more precise, the main results constructing universal protocols (such as Thm. 5) relied on enumerating all algorithms. We are motivated by the desire for constructions that do not suffer from prohibitive overhead, as conjectured to exist [6] . In the finite executions model (e.g., the subject of Juba and Sudan [11] ) this overhead can be controlled by assuming that the server was "designed" to permit a typical user protocol to run efficiently with respect to some "beliefs" [12] . The constructions do not give good strategies in the infinite execution model, though, since they do not give a finite bound on the number of errors. 3 We observe that for a restricted kind of goal and sensing that is viable with respect to a class of simple user strategies, the problem of constructing a universal user from sensing is precisely the problem of learning the class of concepts corresponding to the simple strategies in the usual on-line learning model [3, 15] (Thm. 8). Thus, each solution to the on-line learning problem for a concept class yields a generic construction of a universal user from a sensing function that is viable with respect to the corresponding class -allowing us to translate an algorithm for efficiently learning linear threshold functions in Thm. 11 to an efficient strategy that works whenever a linear threshold strategy is viableand vice-versa, allowing us to also translate the negative results. This settles the conjecture of Goldreich et al. [6] , establishing that for natural classes of simple strategies and goals, universal user strategies can achieve polynomial overhead in the description length of the desired strategy. We further establish lower bounds that suggest limits to the power of universal users based on the kind of sensing discussed thus far-between the lower bounds that we obtain from the on-line learning model and the new lower bounds we obtain, basic sensing seems to only be adequate for the construction of efficient universal users in very simple settings. But, some natural kinds of richer feedback allow the construction of efficient universal users for correspondingly richer user strategies, and we suggest the exploration of such richer feedback as a next step towards constructing universal users of suitable efficiency.
The basic model involves a system of three interacting entities, a user, a server, and an environment. Each entity has some internal state, and they are each joined by a (two-way) communications channel that also has some fixed state on each round. Each entity has a strategy that specifies a distribution over new internal states and outgoing messages for the following round, given the entity's current state and incoming messages. We will generally denote the user strategies by U , server strategies by S, and environment strategies by E, respectively.
Thus, given strategies for each of the entities, the system is modeled by a discrete-time Markov process with a state space Ω. We will refer to the infinite sequence of random variables {X t } ∞ t=1 where X t is the state of the system in round t as an execution; the execution produced by the interaction between a user strategy U , a server strategy S, and an environment strategy E will be denoted by (E, U, S). An execution started from state σ 1 is an execution conditioned on X 1 = σ 1 . We denote the space of internal states of the user, server, and environment by Ω (u) , Ω (s) , and Ω (e) , resp., and for i, j ∈ {u, e, s}, the state of the communication channel from i to j is a member of Ω (i,j) . Given a state of the system σ, we will let the respective superscripts denote the projection of σ on to the respective components-e.g., σ (u,e) is the user's outgoing message to the environment in σ. We wish to design algorithms for user strategies, to be executed by the user in pursuit of a goal:
Definition 1 (Goals and robust achievement). A goal is given by a pair (E, R), consisting of a non-deterministic environment strategy and a referee: A referee R is a function taking an (infinite) sequence of environment states to a boolean value; we say that an execution is successful if the referee evaluates to 1. A non-deterministic strategy E is given by a set of (probabilistic) strategies. If a pair of user and server strategies is successful at (E, R) for all E ∈ E and all initial states of the execution, we say that the pair robustly achieves the goal.
The interpretation of the environment's non-deterministic strategy is that the environment adversarially chooses a probabilistic strategy E from the set E, effectively making its non-deterministic choices "up-front," allowing us to (sanely) analyze the resulting probabilistic system.
The algorithmic problem we consider is to compute a user strategy that achieves a fixed goal of communication with a large class of server strategies-a universal strategy for the goal:
Definition 2 (Universal user). A user strategy U is S-universal with respect to a goal G if for every server strategy S ∈ S, (U, S) robustly achieves the goal.
We will focus on universal strategies U for which the period of miscommunication in any execution (E, U, S) is uniformly bounded by a polynomial in a size parameter associated with the states of the system, sz : Ω → N. The size will remain fixed throughout an execution (although the world's states may induce many different sizes associated with the same goal).
We will restrict our attention to goals in which time is divided into sessions of a fixed length. This is a special case of the multi-session goals of Goldreich et al. [6] ; we prefer to consider only the special case here because the classes of user strategies we consider are particularly simple, only generating messages for a fixed number of rounds (initially, just one round). Our decision to only consider the special case will also have the added benefit of simplifying the other definitions we use (namely, the number of errors and the corresponding quantitative aspect of our "sensing functions"). 
i+1 such that every element in its support has index j. Furthermore, the distribution over contents and messages is independent of the index and environment's actual strategy.
(Compact referee)
There is a temporal decision function R taking endsession states to Boolean verdicts, and R is satisfied with an infinite execution iff R evaluates to zero at most finitely many times.
The number of times R evaluates to 0 in an execution is the number of errors. 
Sensing: Implicit Descriptions of Goals in Terms of Feedback
Success at a goal of communication is defined as a function of the environment's states, which are not directly visible to the user. Naturally, it is helpful for the user to have some idea of whether or not its current communication strategy is working-indeed, it is essential if the user is to be able to reliably succeed in a single session, and many natural goals of communication allow a user to compute such feedback [10] . Although feedback is not known to be essential in any sense in multi-session goals, better feedback seems to allow the design of better user strategies [6] . In particular, in this work (as in previous works on semantic communication) we will focus on a relatively minimal kind of feedback that can be computed by the user during an execution.
Definition 4 (Sensing, safety, and viability). A sensing function V is a boolean function of the user's view. Let G = (E, R) be a fixed-length multi-session goal with temporal decision function R and size parameter function sz : Ω → N, let S be a server strategy, and let U be a class of user strategies. For functions B : N → N and : N → [0, 1/3], -We say that V is (B, )-safe for G w.r.t. U and S if ∀E ∈ E, U ∈ U, σ 1 ∈ Ω, whenever R (σ 1 ) = 0, then w.p. 1 − (sz(σ 1 )), either only B(sz(σ 1 )) errors will occur, or for some t ≤ B(sz(σ 1 )), V evaluates to 0 in some state X t of the execution (E, U, S) started from state σ 1 . -We say that V is (B, )-viable for G w.r.t. U and S if ∃U ∈ U ∀E ∈ E, σ 1 ∈ Ω, w.p. at least 1 − (sz(σ 1 )), after B(sz(σ 1 )) rounds, V evaluates to 1 in every subsequent round in the execution (E, U, S) started from state σ 1 . If ≡ 0, we say that safety (or viability, resp.) holds perfectly, and we may refer to such a sensing function as B-safe (B-viable, resp.).
Thus, sensing functions encapsulate goal-specific feedback for solving a communications problem. It has been pointed out (by B. Patt-Shamir [17] and an anonymous reviewer) that the role of a sensing function is analogous to that of a failure detector in distributed computing [5, 9] . The main difference is that the feedback provided by a failure detector is generally a tentative set of faulty processes (which is the main obstacle in such settings), whereas sensing provides tentative feedback about success at a problem-for example, Juba and Sudan [11] use an interactive proof system to obtain feedback for the goal of computing a function. Although we will motivate a turn to richer feedback in Sec. 5, the main theorems of Goldreich et al. [6] show this simple type of feedback is sufficient for the construction of universal strategies for many goals:
Theorem 5 (On the existence of universal strategies - [6] ). Let G = (E, R) be a fixed-length goal, 6 U be an enumerable set of user strategies, S be a set of server strategies, and : N → [0, 1/3] be such that the following hold:
1. There is a sensing strategy V s.t. ∀U ∈ U, there is a bounding function B s.t. V is (B, )-safe with U and S for G, and ∀S ∈ S ∃U ∈ U s.t. for the bounding function B associated with U , V is (B, )-viable with respect to (U, S), Furthermore, the mapping U → B is computable. Let B denote the set of bounds that appear in the image of this mapping; that is, B = {B i : i ∈ N}, where B i is the bound for the ith user strategy in U. 2. One of the following two conditions hold: (a) The viability condition holds perfectly (i.e., ≡ 0).
Then there is a S-universal user strategy U s.t. ∀S ∈ S ∃B ∈ B (U, S) robustly achieves the goal G with O(B 2 ) errors, where the constant in the O-notation depends on S. Furthermore, if B-viability holds and the composition of any U ∈ U with the sensing and enumeration strategies also resides in U, then, ∀S ∈ S, the complexity of U is bounded by the complexity of some fixed strategy in U.
Generic Users for Goals Implicitly Specified by Sensing Theorem 5 gives a single, "generic" construction of a universal user from a sensing function, which can be applied to a variety of examples of sensing functions yielding universal users [6] . In this work, by contrast, we consider the capabilities and limits of such generic constructions, that is, the capabilities and limits of constructions based on sensing: rather than directly describing goals, we will assume that we are given a sensing function for a goal, and so the goal is implicitly described by the feedback available to the user and the class of strategies that suffice to achieve good feedback, as guaranteed by the viability condition. We then say that the construction is generic when it produces a universal user strategy that achieves any goal given only this information:
Definition 6 (Generic universal user). For a class of goals in infinite executions G, a class of user strategies U, and functions B : U × N → N, s : N → N and v : N → N, we say that U is a B-error (U, s, v)-generic universal user for G if ∀G ∈ G, any server S, and any sensing function V that is s-safe with S for G and v-viable with S with respect to U for G, when U is provided the verdicts of V as auxiliary input, (U, S) robustly achieves G with min U S ∈U :U S v−viable with S B(U S , ·) errors.
There are two primary differences from the statement of Thm. 5: first, Thm. 5 allows for the bounding functions s and v for sensing to vary with the user strategy, and second, the number of errors incurred by Thm. 5 as stated was allowed to depend (arbitrarily) on the server S, whereas we demand that a generic universal user in the present sense obtains a bound that depends uniformly on the "best" user strategy in U. That said, it turns out that for any enumerable class of user strategies U, and B(U i , n) = 3i max{s(n), v(n)} 2 , the proof of Thm. 5 actually constructs a B-error (U, s, v)-generic universal user for any fixed-length goal. (Where U i denotes the ith strategy in the given enumeration of U.) As suggested, we want user strategies that only make polynomially many errors (in the length of the description of a target strategy in U, and the size parameter of the execution). Goldreich et al. [6] showed, however, that a polynomial dependence cannot be achieved without some restrictions on the class of servers: briefly, servers with passwords force any strategy to suffer a number of errors that is exponential in the length of the password, and hence in the length of the description of the target strategy.
Thus, we will consider the problem of constructing a generic universal user that succeeds in a polynomial number of errors, given that it is viable with respect to a simple class of strategies. In particular, in Sec. 4, we show that if the class of user strategies U in the viability condition is sufficiently simple, then we can efficiently identify a good strategy for the class of one-round multisession goals; in Sec. 5.1, on the other hand, we will see that even for one-round multi-session goals, we will need richer kinds of feedback to efficiently compute good strategies when U is not so simple. In both cases, the results will follow from an equivalence to on-line learning that we describe in more detail next.
On-line Learning is Equivalent to Semantic Communication with One-round Goals
Given that an exponential number of errors in the description length of the desired user strategy is unavoidable in general, we would like to know when it can be avoided. Specifically, we would like to have some conditions under which we can develop efficient universal user strategies for goals in infinite executions. In this section, we investigate one such set of conditions: we will restrict our attention to multi-session goals of communication in which each round corresponds to a distinct session, and assume that sensing with very good safety and viability is available, in which moreover, the sensing function is viable with respect to some class of simple user strategies. Then, a generic construction of universal users from such sensing functions is equivalent to the design of an on-line learning algorithm, and we will find that generic constructions of universal user strategies exist for a variety of classes of simple user strategies. The model of on-line learning that we consider was introduced by Bārzdiņš and Frievalds [3] . We assume that a target concept or target function f is drawn from some a priori fixed class of functions C and the learning algorithm is run in an infinite sequence of trials consisting of the following steps: 1. The algorithm is provided an instance x ∈ X as input. 2. The algorithm produces a prediction from Y . 3. The algorithm receives reinforcement feedback, indicating whether its prediction equaled f (x). In Littlestone's [15] setting, X = {0, 1} n and Y = {0, 1}, and then n is a natural size parameter, and C is finite, but we only require that a suitable notion of size can be defined for X and C. The main parameter used to evaluate these algorithms is the worst case number of mistakes:
Definition 7 (Mistake bounded learning). For a given on-line learning algorithm A and a concept class C with size parameter n : C → N, and any target concept f : X → Y for f ∈ C, let M A (f ) be the maximum, over all sequences of instancesx = {x i ∈ X} ∞ i=1 , of the number of trials in which A outputs y such that y = f (x i ). We then say that a learning algorithm A has mistake bound m :
If the state of A does not change when the algorithm receives positive feedback, then we say A is a conservative algorithm.
Mistake bounded learning algorithms are easily made conservative. We now show our main theorem, that the special case of semantic communication introduced here -generic users for one-round multi-session goals with a 1-safe and 1-viable sensing function -is equivalent to mistake-bounded learning.
Theorem 8. Let G be a class of one-round multi-session goals in which the user's incoming messages on each round are drawn from a set Ω (·,u) , and its outgoing messages are from the set Ω (u,·) . Let U be a class of functions {U :
} with a size parameter n : U → N. Then a conservative m(n)-mistake bounded learning algorithm for U is a m -error (U, 1, 1)-generic universal user for G for error bound m (U, n ) = m(n(U )) + 1, and conversely, a m -error (U, 1, 1)-generic universal user for G for error bound m (U, n ) = m(n(U )) is a m(n)-mistake bounded learning algorithm for U.
Proof. (⇒:) We suppose we are given a conservative m(n)-mistake bounded learning algorithm A for U. We will show that A serves as a generic universal user as follows. Suppose we are given G ∈ G, a server S, and a sensing function V that is 1-safe with S for G and 1-viable with S with respect to U for G.
By the definition of 1-viability, there is U S ∈ U s.t. if the user sends the same messages as U S , after one round V will provide a positive indication on every round. Thus, U S will correspond to the target concept. Each round of the execution will correspond to a trial for the learning algorithm. Suppose we provide the incoming messages to A as the instance, take the prediction of A as the outgoing messages, and provide the verdict of V on the following round as the reinforcement. In particular, if A sends the same outgoing message as U S , A will receive a positive indication from the sensing function, which we take as positive feedback. Conversely, if V produces a negative indication, then A must not have sent the same outgoing message as U S would have sent on the incoming messages in that round. V may also produce positive indications when the outgoing message A sent differs from what U S would have sent, but since A is conservative, the state of A does not change. Now, since A is a m(n)-mistake bounded learning algorithm for U, it only receives negative reinforcement m(n) times in any execution.
Since G is a 1-round multi-session goal, R evaluates to 0 or 1 on each round; when it evaluates to 0, the 1-safety of V guarantees that either that is the only error that will occur, or that V evaluates to 0 in the current round. V is therefore only allowed to evaluate to 1 when an error occurs once, so our strategy therefore makes at most m(n) + 1 errors.
(⇐:) Let a target concept U ∈ U and any sequence of instancesx
be given. We will show how to embed the corresponding sequence of trials into a one-round multi-session goal with a 1-safe and 1-viable sensing function for some server S.
Consider the following one-round multi-session goal G U = (E, R U ): the environment non-deterministically chooses (σ i+1 to the server. The temporal decision function R U for the referee R U then is satisfied in session i if the user returns U (σ
). Let S be the server that forwards the message it received from the environment in the previous round to the user in the current round. Let V U be the sensing function that returns 1 if the user's message on the ith round is U (σ
). Note that when the user executes with S, V U computes R U , so V U is 1-safe with S for G U . Furthermore, whenever the user sends the same message as U ∈ U, V U is trivially satisfied on the following round, so V U is also 1-viable with S with respect to U for G U . We can embedx in an execution in the following way: let the execution start from the state where σ (e,u) = x (e,u) 1
, and σ (e,s) = x (s,u) 2
, and suppose that the environment's nondeterministic choice for the ith round is (x (e,u)
i+1 , x (s,u) i+2 ). Then, we can check that in each ith round of this execution, the user receives x i . Now, supposing that we are given a m -error (U, 1, 1)-generic universal user for G A, for every target concept U ∈ U, A robustly achieves G U with m (U, n ) = m(n(U )) errors when given the feedback from V U in an execution with S-in particular, in the execution we constructed for a given sequence of trialsx. By definition of G U , now, A makes an error in the ith round iff it does not send the same messages as U in that round, so when A is provided the feedback from V U , it makes at most m(n(U )) mistakes in the sequence of trialsx. We now note that V U computes the same function as the learner's reinforcement, so when A is provided access to the reinforcement instead of A, it still only makes m(n(U )) mistakes, as needed.
Universal Users from On-line Learning Algorithms
We now exploit Thm. 8 to obtain generic constructions of efficient universal users for one-round multi-session goals. In particular, we show that for a variety of halfspace learning, we can confirm one of the main conjectures of Goldreich et al. [6] : there is a universal strategy for a nontrivial class of servers with polynomial overhead. The particular variant we consider has the feature that, unlike previous algorithms (with the exception of the perceptron algorithm) the number of mistakes does not depend on the size of the examples.
Definition 9 (Linear threshold strategies).
The class of linear threshold strategies in n dimensions with b-bit weights, U LT(n,b) , is as follows. We identify the user's incoming messages with Q n . Then, for any weight vector w ∈ {−2 b+1 + 1, . . . , 2 b+1 − 1} n and threshold c ∈ {−2 b+1 + 1, . . . , 2 b+1 − 1}, the user strategy that on incoming message x ∈ Q n sends U w,c (x) to the server and environment where U w,c (x) = 1 if n i=1 w i x i ≥ c and 0 otherwise is in U LT(n,b) .
An algorithm for efficiently learning linear threshold functions with general weights was given by Maas and Turán [16] , based on a reduction to the problem of finding feasible points in convex programs given by a separation oracle:
Definition 10 (Convex feasibility with a separation oracle). Let a convex set K ⊂ R n be given. For r ∈ N, we say that K has guarantee r if the volume of K ∩ Ball(0, r) is at least r −n . A separation oracle for K answers queries of the form x ∈ Q n with "yes" if x ∈ K and otherwise non-deterministically returns a vector v ∈ Q n and c ∈ Q such that x, v ≥ c, but that for every y ∈ K, y, v < c. If the longest vector v returned by the separation oracle is bits, we will say that the oracle is -bounded. Now, we say that an oracle algorithm A (·) solves the search problem of convex feasibility with a -bounded separation oracle in time t(n, log r, ) and query complexity q(n, log r, ) if, for any -bounded separation oracle for a convex body K with guarantee r, A (·) produces a point in K in time t(n, log r, ), and making at most q(n, log r, ) queries to the oracle.
There are efficient algorithms for solving convex programs in this model, yielding algorithms for learning linear threshold functions. The one by Vaidya [18] , and an algorithm based on random walks [4] both make at most O(n log r) queries. Actually, the above algorithm(s) were for a different problem than the one we consider here: in their model, the instance space was assumed to be b-bit integer points (as opposed to Q n ) while the linear threshold functions used arbitrary precision (though poly(b) bits suffice to represent all linear thresholds on the b-bit instance space), and the time and query complexity of their algorithm depended the size of the instances. Although it is clear that we cannot hope to eliminate the dependence of the computation time of the size of the instances, it turns out that the dependence on the size of instances in the mistake bound can be eliminated in our setting, using techniques for solving convex programming problems when the convex set K is not of full dimension [7, 8] .
Theorem 11. Suppose there is an algorithm that solves convex feasibility with a -bounded separation oracle in time t(n, log r, ) and query complexity q(n, log r) for polynomials t and q. Then there is a m(n, b)-mistake bounded on-line learning algorithm for U LT(n,b) running in time t (n, log b, ) on each trial for a polynomial t where is the length in bits of the longest received instance x ∈ Q n , and m(n, b) = O(n · q(n, b + log n)).
Sketch of proof The weight vector and threshold of the function U w,c is an integer point in [−
, which is a convex set, and a counterexample x to a proposed linear threshold (w , c ) defines a hyperplane such that either (w , c ), (x, −1) ≥ 0 > (w, c), (x, −1) or (w, c), (x, −1) ≥ 0 > (w , c ), (x, −1) , and either way (x, −1) and 0 gives us a separating hyperplane.
Thus, we pass our counterexamples to the feasibility algorithm, and the algorithm terminates once it finds some point (w,c) s.t. any halfspace of the remaining feasible set not containing (w,c) has volume less than the guarantee. Then, if we get another counterexample, the hyperplanes given by our counterexamples define a set containing (w, c) of volume less than the guarantee.
By choosing the guarantee sufficiently small, we will be able to ensure that there is a hyperplane such that all of the points with integer coordinates (including the target (w, c)) lie in this hyperplane; we will then be able to find this hyperplane, and reduce to the problem of finding a feasible point in a lower dimensional space by projecting onto it. After we repeat this process n+1 times, (w, c) is uniquely determined.
Algorithms for k-round Goals and Strategies with Larger Message Spaces. We exclusively focused on one-round goals and user strategies with Boolean message spaces here. Naturally, this is because the notion of feedback we obtain from sensing only agrees with the usual notions of feedback in on-line learning for Boolean functions, and conversely, on-line learning usually does not handle stateful "concepts." It turns out, though, that a result due to Auer and Long [2] allows us to slightly relax both of these restrictions, giving efficient algorithms for, e.g., O(log log n)-round goals or messages of size O(log log n).
Limitations of Basic Sensing
We start by presenting a strong lower bound when the space of messages is large. We obtain this via a lower bound on the number of algorithms that an oblivious schedule (including Levin-style enumerations and sampling algorithms) must use to escape from a "bad" set of states whenever a class of servers does not have a common prior under which escaping the bad set is easy. We then refine it to handle adaptive algorithms under the assumption that executions with servers in their respective collections of bad states produce indistinguishable user views. The key definition enabling us to state these theorems captures subsets of states of the execution that are hard for typical users to escape:
Definition 12 (Effectively closed). For a non-deterministic environment strategy E with size parameter sz : Ω → N, a server S, a distribution over user strategies P , t : N → N, and γ : N → [0, 1], we say that the set of server and environment states Θ ⊆ Ω (s) × Ω (e) is (t, γ)-effectively closed with respect to P if, ∀(σ (s) , σ (e) ) ∈ Θ, t ≤ t(sz(σ)) the probability that, for a user strategy U
t ) ∈ Θ is at least 1−γ(sz(σ)) in the execution (E, U, S) started from σ (for the initial state σ (u) specified by U ), where the probability is taken over the choice of U from P and the random evolution of the execution.
These lower bounds also turn out to justify the features of a model introduced in another attempt to refine the notions of semantic communication to reduce the overhead: the "beliefs" model of communication [12] . There, it was assumed that a server was designed to be efficient with respect to "typical" users under a given "belief" (prior) distribution; a user strategy for which communication has low overhead whenever a user has beliefs that are close to those of the server designer then exists. Of course, in order for this approach to guarantee low overhead with respect to an entire class of servers, there must be a common belief under which all of the servers were designed well. Our lower bound establishes that this common belief was essential in a sense: suppose that we wish to achieve some goal that cannot be achieved while the execution is in one of our "bad sets." Then, our lower bounds demonstrate that when the class of servers lacks a suitable common notion of "natural users" under which escaping the bad sets is easy, a universal user cannot be too efficient, and the best possible running time is roughly obtained by sampling from the best common distribution.
Theorem 13. Let G = (E, R) be a goal and S be a class of servers s.t. ∀E ∈ E, S ∈ S we have designated some set of pairs of states of E and S, Θ S,E . Let δ ∈ [0, 1] be given. Now, suppose that ∃(t, ) ∈ N × [0, 1] s.t. for every distribution over user strategies from the class U, Q, ∃E ∈ E, S ∈ S such that Θ S,E is (t, )-effectively closed with respect to Q in E. Then, for any sequence of user strategies and running times (U 1 , t 1 ), (U 2 , t 2 ), . . . s.t. each t i ≤ t, ∃S ∈ S, E ∈ E s.t. if in the execution where the user runs U 1 for t 1 steps, U 2 for t 2 steps, and so on, the first step τ for which (X (s)
Proof. In a zero-sum game between a "user" player and a "server/environment" player, in which the strategy sets are U and S × E, and the payoff of U with (S, E) is given by the maximum probability, over executions starting from initial states from Θ S,E , that the execution exits Θ S,E in t steps, our assumption on distributions over U means that the server/environment player always has a good strategy. Loomis' Theorem then yields that there is some distributionQ over S × E such that when any user strategy U 1 ∈ U that is run for t 1 ≤ t steps with a server and environment pair (S, E) drawn fromQ and started in any state of Θ S,E , the probability that the execution (E, U 1 , S) enters a state σ such that (σ (s) , σ (e) ) / ∈ Θ S,E is at most . It then follows by induction on k that, given that the execution never entered a state σ such that (σ (s) , σ (e) ) / ∈ Θ S,E during the runs of U 1 , . . . , U k−1 , during the t k step run of U k , the probability that the execution enters such a state σ is at most 1−k . Therefore, while k < 1, a union bound gives a total probability of exiting Θ S,E in the first k runs of at most
in the support ofQ must give (U 1 , t 1 ), . . . , (U k , t k ) probability at most k 1−k of exiting Θ S * ,E . Thus, if we exit Θ S * ,E with probability at least δ by the end of the kth run, this requires k ≥ 1 (1+1/δ) , as needed.
We can extend Theorem 13 to cover adaptive algorithms, given that the servers generate indistinguishable views so long as they remain in the bad states. The key point is that in this case, the algorithm generates a schedule nearly independently of the actual server, essentially reducing to the earlier analysis. Corollary 14. Let G, U, S, sets of states Θ S,E for each E ∈ E and each S ∈ S, and δ ∈ [0, 1] be given as in Theorem 13. Suppose that ∃E ∈ E s.t. for every distribution Q over U, ∃S ∈ S s.t. Θ S,E is (t, )-effectively closed with respect to Q in E. Suppose further that ∀U ∈ U, S 1 ∈ S, S 2 ∈ S, (σ
2 ) ∈ Θ S2,E s.t. the distribution over user views in the first t steps of the execution (E, U, S 1 ) started from a state (σ
1 ) is γ-statistically close to the user view in the first t steps of the execution (E, U, S 2 ) started from the state (σ
2 ). Then for any algorithm U that on each step either starts running a new strategy from U from its initial state or continues running the same strategy from U for up to at most t steps, ∃S ∈ S s.t. if U reaches a state σ s.t. (σ (s) , σ (e) ) / ∈ Θ S,E w.p. ≥ δ by running up to k strategies from their initial states, then k ≥ 1 (1+1/δ)+γ/δ .
Note that we can also apply Corollary 14 to the case where the sets Θ S,E are chosen to be states of the execution where a given sensing function fails. This will allow us to obtain lower bounds on the performance of any user strategy that uses such a sensing function. Recall that Goldreich et al. [6] showed simple conditions implied an exponential lower bound on the number of errors made by universal users for classes including password-protected servers. Now, for the case of one-round multi-session goals, we know that a lower bound on the number of rounds before the referee is satisfied translates into a lower bound on the number of errors. In this case, we obtain lower bounds with respect to many other classes of user strategies with large message spaces.
Theorem 15. Let U be a class of stateless user strategies computing functions U : X → Y s.t. for every outgoing message y and incoming message x, some U ∈ U satisfies U (x) = y. Let G = (E, R) be a one-round goal in which the environment non-deterministically selects an infinite sequence of elements of X, E = {Ex :x = {x i ∈ X} ∞ i=1 }, s.t. each ith session consists of Ex sending x i to both the user and server. The referee's temporal decision function R is satisfied iff the server receives a message consisting of "1" from the server. Now, let the class of servers S = S(U) be s.t. ∀U ∈ U, ∃S U ∈ S(U) s.t. in each round, the server stores the message x ∈ X it received from the server until the next round; the server then sends "1" to the user and environment if the user sent a message y ∈ Y on that round such that y = U (x) for the previous message x that the server received from the environment, and sends "0" to the user and environment otherwise. Then for any user strategy, ∃S * ∈ S(U) s.t. the user strategy makes at least |Y |/3 errors w.p. ≥ 1/2, and at least |Y |/2 errors in the worst case.
It is easy to construct specific examples for which learning functions on a message space Y requires an overhead of |Y | − 1-Auer and Long [2] describe one such example. Theorem 15, on the other hand, applies to many simple cases of interest, such as linear transformations:
Example 16 (Lower Bound for Linear Transformations). Let U be the class of linear transformations A : F n → F n for some finite field F. Suppose that the instance space is given by F n \ {0}. Now, for any nonzero x, y ∈ F n we know that there is some A x,y such that A(x) = y. So, Thm. 15 shows that any on-line learning algorithm makes at least (|F| n − 1)/2 mistakes in the worst case.
We can also use Thm. 8 directly to recover impossibility results for learning Boolean functions. Angluin [1] noted that an efficient mistake-bounded learning algorithm gives an efficient PAC-learning algorithm, so negative results for efficient PAC-learning also translate to negative results for generic universal users, and so even most natural classes of Boolean strategies do not have efficient universal users under cryptographic assumptions (cf. [13, 14] ).
Richer Feedback
Thus, Thm 8 gives a reasonable picture of which classes of strategies we can efficiently learn generically from basic sensing -i.e., with success/fail feedback -and which classes we cannot. Unfortunately, the boundary falls short of where we would like-we can only learn strategies with very small message spaces, and under standard cryptographic assumptions, even then only for fairly simple classes of user strategies.
Recall that our motivation for focusing on this notion of sensing was that we had results, such as Thm. 5, effectively saying that whenever sensing was possible, it was feasible to achieve a goal with any helpful server. As we are primarily interested in user strategies that do not experience such overhead as that suffered by these constructions, though, we find that we are strongly motivated to investigate some notions of stronger feedback (that may not always be available). That is, we view negative results showing that (U, 1, 1)-generic universal users cannot be mistake-efficient and/or time-efficient as limitations of basic sensing, and so we seek alternative notions of sensing that do not suffer these limitations. For example, Auer and Long [2] showed how some useful, richer kinds of feedback can be simulated given only basic sensing, but only if the feedback is still limited in the sense that it can be simulated by a logarithmic number of queries; but if these kinds of feedback are directly available, then since we don't need to simulate the feedback, we don't experience this overhead.
Example 17 (Efficient Universal Linear Transformation Strategies from Richer Sensing). Consider the class of user strategies computing linear transformations A : F n → F n for some finite field F, as considered in Example 16. There, we saw that given only basic sensing, any generic universal strategy experiences at least (|F| n − 1)/2 errors for one-round multi-session goals, where Auer and Long's technique yields a universal strategy makingÕ(|F| n ) errors.
Suppose now that we had richer sensing feedback, that not only provided positive or negative indications, but on a negative indication also provided some index i ∈ {1, . . . , n} such that if on the previous round we received an incoming message vector x ∈ F n and responded with y ∈ F n , a viable linear transformation strategy A would not have responded with (A(x)) i = y i . Then, e.g., for F 2 , we could use Gaussian elimination to learn each ith row of a viable linear transformation on F n 2 in n mistakes, for n 2 mistakes (and time O(n 3 ) per round) overall. Auer and Long's technique can then also be used to simulate access to (A(x)) i over F q for q > 2 with an overhead ofÕ(q) mistakes, thus allowing us to use essentially the same learning algorithm over F q . As long as the field size is still small, this yields polynomial error and polynomial time bounded universal strategies, in contrast to the exponential lower bound of Example 16.
Similarly, if the sensing function also told us that the user's messages in some ith round of the previous session was unsatisfactory, then this feedback would enable us to construct efficient universal users for k-round multi-session goals, given that there are stateless viable user strategies such that a time and mistake efficient on-line learning algorithm for the class of user strategies when restricted to any single round (even if k is polynomially large).
Conclusion
These observations suggest the following program for future work. In order to obtain flexible protocols for interesting goals with low overhead, we could first try to identify what kind of feedback is available in those goals, and second, try to determine which classes of strategies can be efficiently learned from such feedback. The hope is that with rich enough feedback, reasonably strong classes of strategies can be learned.
