Behavioral and brain responses to identical stimuli can vary with experimental and task parameters, including the context of stimulus presentation or attention. More surprisingly, computational models suggest that noise-related random fluctuations in brain responses to stimuli would alone be sufficient to engender perceptual differences between physically identical stimuli. In two experiments combining psychophysics and EEG in healthy humans, we investigated brain mechanisms whereby identical stimuli are (erroneously) perceived as different (higher vs lower in pitch or longer vs shorter in duration) in the absence of any change in the experimental context. Even though, as expected, participants' percepts to identical stimuli varied randomly, a classification algorithm based on a mixture of Gaussians model (GMM) showed that there was sufficient information in single-trial EEG to reliably predict participants' judgments of the stimulus dimension. By contrasting electrical neuroimaging analyses of auditory evoked potentials (AEPs) to the identical stimuli as a function of participants' percepts, we identified the precise timing and neural correlates (strength vs topographic modulations) as well as intracranial sources of these erroneous perceptions. In both experiments, AEP differences first occurred ϳ100 ms after stimulus onset and were the result of topographic modulations following from changes in the configuration of active brain networks. Source estimations localized the origin of variations in perceived pitch of identical stimuli within right temporal and left frontal areas and of variations in perceived duration within right temporoparietal areas. We discuss our results in terms of providing neurophysiologic evidence for the contribution of random fluctuations in brain activity to conscious perception.
Introduction
Behavioral and brain responses to identical stimuli can vary depending on experimental parameters, for example, which physical dimension of the stimulus observers are instructed to attend (Rinne et al., 2009) or the context of stimulus presentation (van Dijk and Backes, 2003) . In the absence of any experimental manipulation, spontaneous variations in attention also dramatically impact behavioral and brain responses to ambiguous stimuli (Haynes et al., 2005; Sterzer et al., 2009) . However, in all these cases, percepts are based on and reflect an actual physical characteristic of the stimuli. For instance, in binocular rivalry paradigms, different images are presented to each eye and attention modulates which of the two images is consciously perceived (Tong et al., 2006) .
Here, we hypothesize that differential brain responses to identical sensory stimulation also occur in the absence of any variation in the experimental context or in attention, due to random fluctuations in brain activity ("brain noise"; Faisal et al., 2008; Neri, 2010) that may exceed additional sources of external noise. Computational models suggest that due to noise, the trial-to-trial variations in brain responses to identical stimuli could be large enough to themselves cause perceptual differences (Micheyl et al., 2009; Neri, 2010) . Signal detection theory (SDT) posits that the magnitude of noise along sensory processing pathways corresponds to the ratio between an observer's sensitivity to differences along a given stimulus dimension and the minimal physical distance between two different stimuli required to perceive them as different at an above-chance level (i.e., the discrimination threshold; Macmillan and Creelman, 2005) . SDT also inherently assumes negligible contributions from external sources of noise. In the case of auditory frequency discrimination, SDT predicts a substantial probability for two physically identical stimuli to elicit brain responses that are sufficiently different to induce a perception of pitch difference (Micheyl et al., 2009) . That is, identical stimuli could often be perceived as differing in pitch based on the "false" activation of neuronal populations due to the noise combining/interacting with the response to the physical stimulation.
Numerous evidence documents that noise arises at levels ranging from the transduction of physical to nervous signal (Lillywhite and Laughlin, 1979) to neural response (de Ruyter van Steveninck et al., 1997; Faisal et al., 2008) .
To address whether trial-to-trial fluctuations in brain responses yield measurable differences between responses to identical stimuli perceived as different, we recorded high-density EEG during a two-alternative forced-choice discrimination paradigm on pairs of identical auditory stimuli. While being kept naive that the two stimuli of each pair were actually identical, participants were instructed to report which of the two stimuli was higher in pitch [Experiment (Expt.) 1] or longer in duration (Expt. 2). To identify the contributions of random variations in brain activity to conscious perception and discrimination abilities, we first tested whether it was possible to predict subjective perception at a single-trial level based on topographic information. Second, we performed electrical neuroimaging analyses of auditory evoked potentials (AEPs) to the identical sounds averaged as a function of the subjective percepts to identify the spatiotemporal networks underlying subjective discrimination.
Materials and Methods

Participants
Sixteen right-handed participants (eight females; mean age Ϯ SEM: 27.6 Ϯ 1.1 years) participated in Experiment 1. Ten right-handed participants (five females; 24.5 Ϯ 1.1 years) participated in Experiment 2. None had a history of neurological or psychiatric illness. All reported normal hearing. Handedness was assessed with the Edinburgh questionnaire (Oldfield, 1971) . Each participant provided written, informed consent to procedures approved by the local ethics committee and in accordance with the Declaration of Helsinki.
Task design
We conducted two experiments, each involving a psychophysics discrimination task on physically different stimuli (Expts. 1a and 2a) and an EEG discrimination task on identical stimuli (Expts. 1b and 2b). Expt. 1 involved pitch discrimination, and Expt. 2 involved duration discrimination. Expts. 1a and 2a served to ensure that participants were aware of what pitch and duration differences referred to and to measure participants' pitch-and duration-discrimination thresholds. Expts. 1b and 2b served to investigate the neural correlates of the processing of identical stimuli presented during a discrimination task with the instruction of discriminating between the pitch (Expt. 1) or duration (Expt. 2) of the identical stimuli.
In Expts. 1b and 2b, pairs of 150-ms-duration, 756 Hz tones (sinusoids, 10 ms rise/fall time; 44.1 kHz digitization; generated using Adobe Audition 2.0) were presented separated by a constant stimulus onset asynchrony of 800 ms. In Expt. 1a, the sounds were 750 Hz and 756 Hz tones with duration of 150 ms. In Expt. 2a, the sounds were 756 Hz tones of 150 and 129 ms duration. The sounds were presented via insert earphones (model ER-4P; Etymotic Research).
In Expts. 1 and 2, the tasks were two-alternative forced-choice discrimination paradigms in which participants were presented with pairs of sounds and instructed to indicate (using the index and middle fingers of their right hand) if the first or second sound was of a higher frequency (Expt. 1) or of longer duration (Expt. 2). No time limit was given to the participants for responding. Participants were naive to the aims of the study and were not aware that stimuli were actually identical in Expts. 1b and 2b. In Expt. 1a, participants completed one block of 30 sound pairs (trials). In Expt. 1b, participants completed 10 blocks of 108 trials. In Expt. 2a, participants completed one block of 32 trials. In Expt. 2b, participants completed three blocks of 80 trials.
During the tasks, participants fixated a white central cross on a black background. In Expts. 1b and 2b, a visual feedback, consisting of a randomly chosen green (correct response) or red (incorrect) square (500 ms duration), was presented 300 ms after the response. To avoid that participants suspected that the discrimination was actually impossible, we presented a positive feedback for two-thirds of the trials in half of the 10 blocks and in one-third of the trials in the remaining five blocks. The next trial was presented 700 -1000 ms after the end of the feedback. In Expt. 1a and 2a, no feedback was presented. Stimulus delivery and participants' responses were controlled by Eprime 2.0 software (Psychology Software Tools).
Behavioral analyses
Behavioral data of Expts. 1a and 2a, in which participants had to discriminate between stimuli physically differing in pitch or duration, respectively, were analyzed according to signal detection theory (Green and Swets, 1966) . Sensitivity (dЈ) was calculated according to Macmillan and Creelman (2005) , using the formula dЈ ϭ z(Hits) Ϫ z(FA), where FA is false alarms. Hits were High-Low and Long-Short (HL/LS) sound pairs reported as High-Low and Long-Short, and false alarms were Low-High and Short-Long (LH/SL) pairs reported as High-Low and Long-Short, respectively. Because the same number of HL/LS and LH/SL pairs were presented, the dЈ is symmetric: Hits ϩ Misses ϭ False Alarms ϩ Correct Rejections ϭ 100%. Therefore, the dЈ would be identical if accurately perceived LH/SL pairs were considered as Hits and HL/LS trials reported LH/SL as False Alarms. Consequently, the dЈ index takes into account the global behavioral performance, encompassing accuracy to both HL/LS and LH/SL pairs. Accuracy cannot be assessed for Expts. 1b and 2b because the sounds in each pair were identical and thus there was no correct response. The C criterion (C ϭ Ϫ0.5 [z(Hits) ϩ z(FA)]) was calculated to assess whether there was any response bias during the psychophysical experiments.
Behavioral data of Expts. 1b and 2b, in which participants had to discriminate between identical stimuli, were analyzed to determine whether there was any bias in response pattern. Because the discrimination tasks were actually impossible, participants could have adopted response strategies and consequently, their behavior and the resulting analyses of ERP would have been driven by high-order decision-making processes instead of being determined by random variations (i.e., brain noise) as we postulate. To address this possibility, we conducted a response pattern analysis by calculating the autocorrelation function of the two types of responses (High/Low Pitch and Long/Short Duration). This analysis enabled us to determine whether responses were actually random or whether there was any kind of pattern in the response scheme of the participants. If response patterns are indeed driven by random fluctuations, there should be no autocorrelation. To compare the sequences of the subject with randomly generated sequences, we generated random sequences of digits "1" and "2" of the same length as those of the subjects' responses for each block and each experiment. For the random sequences and for each subject, we computed the correlation of the response type in each trial n with that in trial n ϩ m for m ϭ 1-30 (for a similar approach, see Britz et al., 2009 Britz et al., , 2011 .
EEG acquisition and preprocessing
Continuous EEG was acquired at 1024 Hz through a 128-channel Biosemi ActiveTwo AD-box referenced to the common mode sense (CMS; active electrode) and grounded to the driven right leg (DRL; passive electrode), which functions as a feedback loop driving the average potential across the electrode montage to the amplifier zero. In Expt. 2, because 8 of the 10 participants were recorded with 64 channels, EEG data of the two participants recorded with 128 channels were downsampled to the common 64 channels across all participants before data processing in Expt. 2. For the single-trial analysis, EEG data from both experiments were downsampled to 64 channels to reduce the computational load.
Data preprocessing and analyses were performed using Cartool (Brunet et al., 2011) . Peristimulus epochs of EEG (spanning Ϫ100 ms to 500 ms after stimulus onset) were averaged from each participant to calculate ERPs for the higher/longer and lower/shorter perceived pitch/duration conditions. A semiautomated Ϯ80 V artifact rejection criterion was applied. For Expt. 1b, the average number of accepted epochs from a given individual participant for the high (mean Ϯ SEM; 936.9 Ϯ 16.8) and low (932.9 Ϯ 18.5) perceived pitch conditions were not significantly different ( p Ͼ 0.5). For Expt. 2b, the average number of accepted epochs from a given individual participant for the long (mean Ϯ SEM; 224 Ϯ 7) and short (224.3 Ϯ 7) perceived duration conditions were not significantly different ( p Ͼ 0.8). The number of trials that were the first or second sound within the pair of stimuli presented on a given trial and designated to each perceptual condition did not differ significantly (Expt. 1b: p Ͼ 0.1; Expt. 2b: p Ͼ 0.2), ensuring that our effects did not follow from mere differences in priming or habituation effects. This result likewise indicates that participants did not exhibit any bias in reporting which of the two identical sounds was perceived as higher in pitch (Expt. 1b) or longer in duration (Expt. 2b). Before the single-trial analysis and group averaging, data from artifact electrodes of each participant were interpolated (Perrin et al., 1987) , bandpass filtered (0.18 -40.0 Hz), and recalculated against the average reference.
EEG analyses General analysis strategy
To determine the contribution of random fluctuations in brain activity to conscious perception, we analyzed AEPs recorded during the discrimination tasks between identical stimuli both at the single-trial and at average AEP levels.
We first examined whether specific patterns of brain activity in response to the identical sounds predicted the way participants perceived each sound relative to the other sound of the pair (either of higher of lower pitch in Expt. 1b or of longer or shorter duration in Expt. 2b). This was done principally for the following reasons. In the presence of identical stimuli, it is not possible to quantify behaviorally whether participants perceived identical sounds on a given trial. As detailed in the Results section, there were in fact equal numbers of trials where the first stimulus of the pair was perceived as higher versus lower in pitch (Expt. 1b) or longer versus shorter in duration (Expt. 2b), indicating that participants' subjective percepts of each trial (or at least their reporting) was overall random. Therefore, one way to evaluate participants' subjective reports is to predict their response at the single-trial EEG level. By predicting participants' percepts from single-trial EEG, we ensured that the measured variations in brain responses to the identical stimuli were actually linked to perception, thereby establishing that brain noise modulates conscious perception. In other words, if the percepts can be predicted at above-chance levels from the scalp-recorded electrophysiological responses, it indicates that the fluctuations in the brain responses to the identical sounds are indeed related to the variations in the subjective percepts of the stimuli's dimensions attended to by the participants. We based our single-trial classification scheme on voltage topographies (De Lucia et al., 2007 , 2010 Murray et al., 2009; Tzovara et al., 2011a) because of their neurophysiological interpretability: a change in electric field topography necessarily follows from a change in the configuration of the underlying generators (Lehmann, 1987) . The classification was conducted for each participant separately to obtain a distinct (although possibly overlapping) model of topographies for each participant.
After determining whether the percepts could be classified based on the EEG responses, we sorted the EEG responses as a function of the percepts and computed an average AEP for each percept condition. By increasing the signal-to-noise ratio, the computation of AEPs enabled us to reveal where and when in the brain random activity was related to variations in perceived pitch or duration. Moreover, while single-trial classification is performed for each subject separately, AEPs analysis allows to evaluate the underlying mechanism of subjective perception at the group level. Mean AEPs evoked by sounds that were judged to be higher in pitch were compared to mean AEPs evoked by sounds that were judged to be lower in pitch as detailed in the "AEP analyses" section below. The same approach was applied in Expt. 2b where the same stimuli and paradigm were used, but participants were instead instructed to discriminate between the perceived sound duration. Specifically, mean AEPs from sounds that were judged to be longer in duration were compared to mean AEPs from sounds that were judged to be shorter in duration regardless of whether the sound was presented first or second within a trial (the same number of first and second sounds of a pair were included in the ERP of each percept condition).
Single-trial classification analyses
We first extracted a set of voltage topographies representative of the whole dataset (template maps). This was achieved by computing mixtures of Gaussians models (GMMs) using only one part of all the available trials (training dataset). Full details of this procedure are explained and validated in Tzovara et al. (2011a) . The GMM allows us to cluster groups of similar topographies together and therefore to reduce the original dataset to a small number of few representative topographies or "template maps." This clustering was performed for each experimental condition separately (i.e., sounds perceived as lower or higher pitch in Expt. 1b and as shorter or longer duration in Expt. 2b), providing us with one set of template maps per condition (i.e., the mean of each cluster).
The GMMs were then used for classifying test trials based on posterior probabilities. In other words, we computed the posterior probability that the topographies of a test trial are represented by the template maps within the GMMs for the two conditions. To maximize the discrimination between the two conditions in the test dataset, the posterior probabilities were only computed over temporal periods for which the two conditions differed significantly across trials in the training dataset and only for the template maps that were responsible for this difference. A test trial was then assigned to the condition (e.g., lower or higher pitch in Expt. 1b) whose template maps yielded the highest posterior probability. The accuracy of classification was evaluated by measuring the area underlying the receiver operating characteristic curve (AUC) (Macmillan and Creelman, 2005) . A perfect classification yields an AUC value of 1, while a complete misclassification gives an AUC of 0.
To limit the computational time, we considered single trials extracted from 2 of the 10 blocks of Expt. 1b (the fourth and eighth), resulting in total number of trials ranging from 167 to 209 trials per condition and subject. For Expt. 2b, we considered all the trials from the three blocks (their total number ranged between 163 and 229 per condition and subject). We used 120 trials per condition for computing the GMMs through a 10-split cross-validation procedure. In each split, the training dataset comprised 90% of all the available trials and the test the remaining 10%, in a way such that the test datasets across splits did not overlap. Overall, we computed 10 models, one for each split of the data, and we kept the one that yielded the highest AUC value across the 10 splits.
We finally estimated the predictive power of the single-trial model on a validation dataset, including the remaining trials for each participant (63 trials on average for Expt. 1b and 113 for Expt. 2b). These trials were not used at any point in the cross-validation procedure and provide an objective measure of our algorithm's performance on completely new data. To assess chance levels, we randomly relabeled the validation trials with perceptual outcomes (e.g., lower or higher pitch in Expt. 1b), and the classification accuracy was reestimated 100 times. In this way, we obtained a distribution of values representing chance levels, and the AUC found in the validation dataset was tested against them (t test; p Ͻ 0.01).
AEP analyses
Voltage waveform analyses. A first level of analysis was performed by comparing, using pairwise t tests, AEPs to the high versus low perceived pitch (Expt. 1) and to the long versus short perceived duration (Expt. 2) conditions at each scalp electrode as a function of peristimulus time. The results of this analysis are displayed as an intensity plot where the x-axis represents time, the y-axis the scalp electrodes, and the intensity (z-axis) the results of the t tests. Note that only effects meeting or exceeding the p Ͻ 0.05 criterion for at least 11 consecutive data points (10 ms) were considered reliable (Guthrie and Buchwald, 1991) . We included this analysis here to give a visual impression of specific effects within the dataset and to facilitate the contextualization of our results with other AEP studies. However, due to the electrode reference-dependent nature of statistical analyses of AEP waveforms (statistical outcomes will thus change with the choice of the reference electrode; Tzovara et al., 2011b) , our primary analyses and basis for interpretation were the electrode reference-independent analyses detailed below.
Global electric field analyses. Two reference electrode-independent analyses of the AEPs were conducted. Changes in the strength of the electric field were quantified using the global field power (GFP) (Murray et al., 2008 ; Koenig and Melie-García, 2010) from each subject and ex-perimental condition. The GFP is calculated as the standard deviation of the potentials at all electrodes and at each instant in time. This measure indicates the global strength of the response, regardless of its topographic distribution. Changes in GFP were statistically analyzed at each time point using a paired t test between the high and low perceived pitch (Expt. 1b) and between the long and short perceived duration (Expt. 2b) conditions. Topographic modulations were identified using global dissimilarity (DISS) (Lehmann and Skrandies, 1980) , which is calculated as the root mean square of the difference between two strength-normalized vectors (here the instantaneous voltage potentials across the electrode montage). The DISS value between the high and low perceived pitch (Expt. 1b) and between the long and short perceived duration (Expt. 2b) conditions was then compared at each time point with an empirical distribution derived from a bootstrapping procedure (5000 permutations per data point) based on randomly reassigning each participant's data to either the high or low perceived pitch (Expt. 1b) or long or short perceived duration (Expt. 2b) condition (detailed in Murray et al., 2008) . DISS is independent of the reference electrode and is insensitive to pure amplitude modulations across conditions (i.e., DISS modulations are orthogonal to GFP modulations). The utility of this analysis in terms of neurophysiologic interpretability is that topographic changes necessarily follow from differences in the configuration of the brain's underlying active generators (Lehmann, 1987) . As above, temporal autocorrelation was corrected through the application of a Ͼ11 contiguous data-point temporal criterion for the persistence of differential significant effects (Guthrie and Buchwald, 1991) . The results of the GFP and DISS analyses are displayed as 1 Ϫ p value ( y-axis) as a function of time (x-axis), with periods of significant differences highlighted in green.
Source estimations. We estimated the electrical activity in the brain using a distributed linear inverse solution applying the local autoregressive average (LAURA) regularization approach, comprising biophysical laws as constraints (Grave de Peralta Menendez et al., 2001 Michel et al., 2004) . For the lead field matrix calculation, we applied the spherical model with anatomical constraints (SMAC) method (Spinelli et al., 2000) , which transforms the MRI to the best-fitting sphere using homogeneous transformation operators. It then determines a regular grid of 3005 solution points in the gray matter of this spherical MRI and computes the lead field matrix using the known analytical solution for a spherical head model with three shells of different conductivities as defined by Ary et al. (1981) .The results of the above topographic analysis provide an estimation of the time intervals when one can carry out source estimations. Statistical analyses of source estimations were performed by first averaging the AEP data across the period of interest to generate a single data point for each participant and condition. The inverse solution (16 participants ϫ 2 conditions for Expt. 1b and 10 participants ϫ 2 conditions for Expt. 2b) was then estimated. Paired t tests were calculated at each solution point using the variance across participants. Only nodes with p values Ͻ0.03 two-tailed and clusters of at least 21 contiguous nodes were considered significant. This spatial criterion was determined using the AlphaSim program (http://afni.nimh.nih. gov/afni/doc/manual/AlphaSim). The results of source estimations were rendered on the Montreal Neurologic Institute's average brain with the Talairach and Tournoux (1988) coordinates.
Results
Behavior
In Expt. 1a (pitch-discrimination task between 750 Hz and 756 Hz tones), mean sensitivity (dЈ) ϭ 1.73 Ϯ 0.3 (mean Ϯ SEM). In Expt. 2a (duration-discrimination task between 150 ms and 129 ms tones), dЈ ϭ 1.64 Ϯ 0.15. These results indicate that participants were able to perceive subtle, though veridical, pitch and duration differences and knew to which sound characteristic to attend during the subsequent EEG discrimination task on physically identical stimuli.
For Expt. 1b involving pitch discrimination between identical tones, the first sound was reported as being of higher pitch on 50.98 Ϯ 2.15% of trials. For Expt. 2b involving duration discrimination between identical tones, the first sound was reported as being of longer duration on 47.9 Ϯ 2.45% of trials. These results provide no evidence for a systematic response bias or confounding effect of sound order. In addition, they suggest that the brain activity modulating the pitch or duration perception impacted randomly each of the two sounds of the pairs. Importantly, after Experiments 1b and 2b, all participants reported being convinced that the two identical stimuli differed in either pitch or duration, respectively. This provides phenomenological support for the contention that brain responses to the identical tones included sufficient random activity to engender different percepts along the pitch and duration dimensions. However, although participants were actually convinced to have perceived differences in pitch and in duration at each trial, their overall response pattern was random (first sound reported as being "higher"/"longer" 50% of the trials). We therefore tested whether it was possible to predict at single-trial level subjective perception (see Single-trial analysis section). The C criteria (C ϭ Ϫ0.5 [z(Hits) ϩ z(FA)]) for the pitch and duration psychophysical experiments were 0.27 Ϯ 0.11 (mean Ϯ SEM) and Ϫ0.16 Ϯ 0.07, respectively, providing no evidence of response bias.
For both Expts. 1b and 2b, the autocorrelation curves were not distinguishable from what was obtained based on a random series (for a similar approach, see Britz et al., 2009 Britz et al., , 2011 , indicating that there was no patterning in the sequence of behavioral responses, as a cognitive bias would predict. Rather, the response patterns were completely random, for each task and each participant, speaking in favor of noise being at the origin of participants' responses (Fig. 1a,b) .
Single-trial analysis
In Experiment 1b, the single-trial topographic algorithm predicted participants' responses with an accuracy in the validation dataset ranging between 0.48 and 0.59 (Fig. 2a, red dots) . These accuracy values were above chance levels in 10 of the 16 participants (t test; p Ͻ 0.01) (Fig. 2a, unmasked values) . Average accuracy across these 10 participants was 0.56 Ϯ 0.01 (mean Ϯ SEM) in the validation dataset and 0.57 Ϯ 0.01 in the test dataset (Fig.  2a, blue dots) .
In Experiment 2b, the single-trial topographic algorithm predicted participants' responses in the validation dataset with an accuracy that ranged between 0.47 and 0.62 (Fig. 2b, red dots) . These accuracy values were above chance levels in 5 of the 10 participants (t test; p Ͻ 0.01) (Fig. 2b, unmasked values) . Average accuracy across these five participants was 0.55 Ϯ 0.01 in the validation dataset and 0.60 Ϯ 0.01 in the test dataset (Fig. 2b, blue  dots) .
This finding indicates that for the majority of the participants (15 of 26, considering the two experiments together), there was sufficient information in scalp topography to predict above chance levels whether the identical stimuli were perceived as being higher in pitch (Expt. 1) or longer in duration (Expt. 2).
AEP waveform analysis
For Expt. 1b, mean AEPs evoked by sounds that were judged higher in pitch were compared to mean AEPs evoked by sounds that were judged lower in pitch. For Expt. 2b, mean AEPs evoked by sounds that were judged to be of longer duration were compared to mean AEPs evoked by sounds that were judged to be shorter in duration. Timewise statistical analyses comparing the two conditions in Expts. 1b and 2b were performed as a function of peristimulus time at each of the scalp electrodes (Figs. 3a, 4a) . Statistically significant differences ( p Ͻ 0.05, Ͼ10 ms) were observed beginning ϳ90 -120 ms after stimulus onset over right frontal and left parietal electrodes for Expt. 1b and 100 -140 ms after stimulus onset over left frontotemporal electrodes for Expt. 2b. We would remind the reader at this stage, however, that our conclusions regarding the likely causes of variations in perceived pitch or duration are based solely on analyses of electrode reference-independent features of the global electric field at the scalp.
Global electric field analyses
Reference-independent analyses differentiated modulations in electric field response strength (global field power, which would be consistent with a modulation in response gain or quantitative change in brain responses) versus topographic changes (global dissimilarity, which would be consistent with a modulation in the underlying brain sources or qualitative change). The GFP was contrasted at each time point between the high and low perceived pitch conditions (Expt. 1b; Fig. 3b ) and between the long and short perceived duration conditions (Expt. 2b; Fig. 4b ) using paired t tests. There was no evidence for changes in response strength as a function of perceived pitch over time and modulations at 320 ms and 390 ms after stimulus as a function of perceived duration. By contrast, the nonparametric DISS statistics revealed significant topographic modulations over the 93-109 ms poststimulus interval for Expt. 1b (Fig. 3c ) and 103-141 ms poststimulus interval for Expt. 2b (Fig. 4c) , indicative of distinct configurations of active brain networks as a function of the perceived pitch or duration of the acoustically identical sounds. The results of the dissimilarity analysis served as the basis for the selection of the time period submitted to source estimations for Expt. 1b and 2b, separately.
Source estimations
LAURA distributed source estimations were calculated over the period showing significant topographic differences between high and low perceived pitch or between long and short perceived duration, as revealed by the global dissimilarity analysis. To do this, AEPs for each participant and each experimental condition separately were averaged across the above-mentioned time period when topographic modulations were identified. Source estimations were then calculated and statistically compared using pairwise t tests at the single-node level within the lead field matrix distributed throughout the gray matter of the MNI brain.
For Expt. 1b, sources underlying the above topographic modulations were estimated over the 93-109 ms poststimulus period using the LAURA inverse solution. There was a significantly stronger activation ( p Ͻ 0.03; k E ϭ 21 solution points) within the left middle temporal and right middle frontal areas for stimuli perceived as lower versus higher pitch (Fig. 3d) . For Expt. 2b, sources underlying the above topographic modulations were estimated over the 103-141 ms poststimulus period using the LAURA inverse solution. There was a significantly stronger activation ( p Ͻ 0.03; k E ϭ 21 solution points) within right temporoparietal areas for stimuli perceived as shorter versus longer duration (Fig. 4d) .
We then conducted correlation analyses between the mean of the scalar values of the solution points showing the differential activity across the experimental conditions and behavioral discrimination thresholds measured in Expts. 1a and 2a.
Mean response strength of the right temporal cluster (i.e., the mean scalar value, or current density, of the solution points showing the significant difference between the conditions) averaged across the two perceived pitch conditions positively correlated with the participant's sensitivity in pitch discrimination measured before the experiment (two-tailed Pearson's r: r (14) ϭ 0.59; p ϭ 0.02). There was no significant correlation between the activity of the right frontal network and behavioral discrimination proficiency ( p ϭ 0.4). No significant correlations were found between brain activity and behavior in Expt. 2 ( p ϭ 0.4) . These negative results of the correlational analyses for Expt. 2 could follow from a lack of statistical power due to the limited number of participants in Expt. 2 as compared to Expt. 1.
Discussion
The single-trial EEG topographic analysis predicted the subjective perception of identical tones with above-chance accuracy for the majority of the participants. This suggests that random variations in the configuration of the brain networks responding to basic sounds determine the resulting pitch percepts, independently of the physical stimulation.
Moreover, we identified when and where in the brain the occurrence of fluctuations in activity modulated perceived pitch by contrasting electrical neuroimaging analyses of AEPs to the sounds that were judged higher in pitch versus AEPs to identical sounds that were judged lower in pitch. AEPs modulated topographically over the 93-109 ms poststimulus interval, indicative of the engagement of distinct configurations of active brain networks.
Electrical neuroimaging analyses contrasting responses to identical tones as a function of perceived pitch indicated the locations and the periods critical for subjective pitch perception. topographic difference between the conditions is indicated in green. Bottom, The results of the timewise paired t tests at each of the scalp electrodes from the group-averaged ERP waveforms are shown (only p Ͻ 0.05 with an 11 time-frame temporal criterion are shown). In the green box, the scalp topography of the significant differences for the 93-109 ms period after stimulus onset represented nasion upward. b, Results of the timewise paired t tests on the global field power contrasting "high" versus "low" perceived pitch conditions. Period of significant (p Ͻ 0.05; 11 time-frame temporal criterion) differences in response strength are marked in green. c, Results of the timewise analysis of the global dissimilarity contrasting "high" versus "low" perceived pitch conditions. Period of significant (p Ͻ 0.05; 11 time-frame temporalcriterion)topographicdifferencesaremarkedingreen.d,DistributedLAURAsourceestimations.Statisticalcontrast(pairedttest)acrossallsolutionpointsduringtheperiodoftopographicmodulation (93-109 ms after stimulus onset) reveals a significantly stronger (p Ͻ 0.03) activation of the left middle frontal gyrus and right superior temporal gyrus in the "low" versus "high" perceived pitch condition. Figure 4 . a, Top, The ERP to the short (red) and long (black) perceived duration conditions are displayed in microvolts as a function of time relative to sound onset. The time period showing significant ( p Ͻ 0.05) topographic difference between the conditions is indicated in green. Bottom, The results of the timewise paired t tests at each of the scalp electrodes from the group-averaged ERP waveforms are shown (only p Ͻ 0.05 with a 11 time-frame temporal criterion are shown). In the green box, the scalp topography of the significant differences for the 103-141 ms period after stimulus onset, represented nasion upward. b, Results of the timewise paired t tests on the global field power contrasting "short" versus "long" perceived duration conditions. Period of significant ( p Ͻ 0.05; 11 time-frame temporal criterion) differences in response strength are marked in green. c, Results of the timewise analysis of the global dissimilarity contrasting "short" versus "long" perceived duration conditions. Period of significant ( p Ͻ 0.05; 11 time-frame temporal criterion) topographic differences are marked in green. d, Distributed LAURA source estimations. Statistical contrast (paired t test) across all solution points during the period of topographic modulation (103-141 ms after stimulus onset) reveals a significantly stronger ( p Ͻ 0.03) activation of the right temporoparietal junction in the "short" versus "long" perceived duration condition.
Thus, using the same approach but asking participants to discriminate the identical sounds according to another auditory dimension should reveal the critical spatiotemporal pattern of activity involved in experiencing this other dimension. To this end, we conducted a second EEG experiment involving the same stimuli as in Experiment 1b, but with different instructions. Participants now indicated which of the two identical stimuli was of longer duration instead of higher pitch. The single-trial EEG topographic classification algorithm reliably predicted perceptual outcome. AEPs modulated topographically as a function of the perceived duration of the identical tones over the 103-141 ms poststimulus interval. Distributed linear source estimations calculated over this period revealed significantly stronger activation within the right temporoparietal junction for stimuli perceived as longer duration versus shorter duration.
There was no evidence for prestimulus differences between the AEP to the two perceived pitch or perceived duration conditions, in terms of either global response strength or topography. This result indicates that differential perceptions of the pitch or duration of identical stimuli are unlikely the consequence of variation in prestimulus brain state (no prestimulus baseline correction was applied to the AEPs) as could have been hypothesized based on reports for interaction between stimulus-related evoked activity and the preceding ongoing brain activity (Arieli et al., 1996; Sadaghiani et al., 2009) . We cannot rule out, however, that non-phase-locked prestimulus oscillatory activity differed between conditions as in, e.g., Romei et al. (2008) , because our analyses were time-locked to the onset of the stimuli. Rather, our results suggest that the differences between the contrasted conditions were linked to random fluctuations of activity occurring at specific stages of the brain responses evoked by the stimuli.
Likewise, because effects of stimulus order within each pair were controlled, mere habituation or priming effects unlikely account for our results. Furthermore, GFP analyses provided no evidence for poststimulus changes in response strength. Based on evidence that variations in the amount of attention allocated to a stimulus manifest as changes in response gain (i.e., in GFP) without changes in the configuration of the underlying neural generators (i.e., in topography; Hillyard and Anllo-Vento, 1998; Luck et al., 2000) , the absence of GFP modulations suggests that our effects were unlikely the consequence of quantitative variations in attention.
The present results are distinct from the literature reporting differential behavioral and brain responses to physically identical stimuli, including phenomena associated with binocular rivalry (Tong et al., 2006) , ambiguous multistable stimuli (Haynes et al., 2005; Sterzer et al., 2009; Britz et al., 2011) , or variations in the instruction about which stimuli characteristics participants had to attend (Rinne et al., 2009) . The stimuli in all of these cases indeed contained the physical information that participants perceived across the experimental conditions. Dissociations between observers' responses and physical stimuli resulted from spontaneous or experimentally induced modulation of selective attention, in turn determining which stimulus characteristic observers attended to and consciously perceived. For instance, in a recent neuroimaging study on pitch processing, Rinne et al. (2009) showed that task instructions modulated brain responses within low-level auditory cortices to the same stimuli in a condition involving attending to different characteristics of the stimuli, namely pitch differences, or to the sequence between the stimuli. By contrast, the discrimination on the identical stimuli in our study was to be done on the same dimension across the experimental conditions, and the value of this dimension did not change; there was no acoustic information allowing participants to perceive a given stimulus as being of higher or lower pitch or longer or shorter duration. Instead, participants could only perceive differences along pitch or duration dimensions based on the "erroneous" activation of neuronal populations, which we hypothesize is due to random fluctuations in brain activity (i.e., brain noise), though we cannot unequivocally exclude some contribution from sources of external noise.
Brain noise occurs at various stages along the sensory processing pathway, including the transduction of physical to nervous signal (Lillywhite and Laughlin, 1979) or neural response (de Ruyter van Steveninck et al., 1997 ; for review, see Faisal et al., 2008) . As demonstrated by the significantly above-chance level of the accuracy of the single-trial classification analyses, random variations in brain responses to the sounds were principal contributors to the changes in perceptual outcome. These fluctuations in brain responses to the identical tones involved sufficiently large neural ensembles to be measured at the level of the global topography of the electric field recorded at the surface of the scalp.
The early timing of our effect and the finding that differences between the conditions manifested within low-level brain areas suggest that our effects relate to representation of the stimuli pitch and duration dimensions rather than to comparison mechanisms signaling differences between pitch and duration representations. In the pitch experiment, the statistical contrast of the source estimations of AEP to higher versus lower perceived pitch condition identified modulations within a right anterior temporal and left middle frontal networks at ϳ100 ms after stimulus onset. With regard to current models of the spatial and temporal hierarchy of pitch processing, the present effects occur within pitch-sensitive areas at timing linked to the processing of pitch (e.g., Zatorre et al., 1992 Zatorre et al., , 1994 Griffiths et al., 1998 Griffiths et al., , 2010 Griffiths, 2001; Lütkenhöner et al., 2001; Patterson et al., 2002; Seither-Preisler et al., 2006; Hyde et al., 2008; Schönwiesner and Zatorre, 2008) . In addition, our results for the involvement of low-level auditory cortices, at early latencies, in the subjective or perceptual interpretation of stimuli beyond their acoustic information support and extend recent evidence for a role of these structures in interpreting ambiguous phonemic information (Kilian-Hütten et al., 2011) .
Random variations in brain responses to the sounds can occur in principle at any stage of sound processing. However, as revealed by contrasting AEPs to sounds perceived as being of higher versus lower pitch, only variations within right temporal and left frontal cortices at 100 ms after onset were relevant for pitch perception. Likewise, contrasting the responses to the same sounds as a function of variations in the perception of stimulus duration allowed us to reveal the neural underpinnings of subjective duration. While the recent meta-analyses by Wiener et al. (2010) suggest a prominent involvement of the right inferior frontal gyrus and bilateral supplementary motor area in duration representation, our result for a role of the right TPJ in the perception of duration has already been reported (Rao et al., 2001; Schubotz and von Cramon, 2001; Pouthas et al., 2005; Bueti et al., 2008) .
The significant positive correlation between the magnitude of the mean activity of the brain region showing a differential response as a function of perceived pitch and discrimination sensitivity corroborate computational models linking perceptual discrimination proficiency with the magnitude of trial-to-trial variability in brain responses to identical stimuli (Neri, 2010) , notably including signal detection theory (Macmillan and Creelman, 2005) .
Finally, our results provide a potential explanation for the observation that perceptual learning can occur when trained with identical stimuli. After observing pitch-discrimination improvement by training with identical stimuli, Amitay et al. (2006) concluded that perceptual learning does not rely on fine-tuning of comparison mechanisms as previously thought because identical stimuli cannot be compared. The authors therefore concluded that performance improvement was mediated by a refinement of stimulus representation or in facilitated access to stimulus representations. Our results that identical stimuli are actually perceived as different and represented by distinct configurations of brain generators challenge this conclusion by indicating that a comparison mechanism could also act on identical stimuli and that its improvement could therefore support perceptual learning (Micheyl et al., 2009) .
In line with previous evidence for the dissociations between sensation and perception (in hearing: Hillyard et al., 1971; Parasuraman and Beatty, 1980; in vision: Ress et al., 2000; Ress and Heeger, 2003) , we provide neurophysiological evidence for an effect of brain noise at the level of large neural ensembles and its direct influence on perception and sensitivity, the main premises of signal detection theory. Moreover, we show that the neural basis of phenomenological experience can be neuroscientifically investigated without confounds induced by variation in task or physical input, even in very basic, nonambiguous stimuli. This opens an avenue for research on the neural underpinnings of conscious perception along stimulus dimension, independently of physical inputs.
