Abstract-MapReduce is a key-value based programming model and an associated implementation for processing large data sets. It has been adopted in various scenarios and seems promising. However, when spatial computation is expressed straightforward by this key-value based model, difficulties arise due to unfit features and performance degradation. In this paper, we present methods as follows: 1) a splitting method for balancing workload, 2) pending file structure and redundant data partition dealing with relation between spatial objects, 3) a strip-based two-direction plane sweeping algorithm for computation accelerating. Based on these methods, ANN(All nearest neighbors) query and astronomical cross-certification are developed. Performance evaluation shows that the MapReduce-based spatial applications outperform the traditional one on DBMS.
I. INTRODUCTION
MapReduce [1] is a distributed parallel processing model and execution environment that proposed by Google for processing large data sets running on large clusters of commodity machines. Yahoo! spearheads an open-source one, named Hadoop [2] , which is composed of the Hadoop Distributed File System (HDFS) and MapReduce program model. The model is easy to use, since the run-time system takes care of the messy details of parallelization, faulttolerance, locality optimization, inter-machine communications and load balancing.
Through a simple and powerful interface with two user defined functions, map and reduce, a large variety of problems are easily expressed as MapReduce computations. Originally, Google applies it to web search service, sorting, web link graph reversal and so on. Most of these computations are conceptually straightforward. More recently, several research efforts have been conducted to apply MapReduce in more complicated scenarios, such as web log analysis [22] , data mining [3] , machine learning [4] and databases [5] [6] . The above applications are data-intensive and time-consuming.
In the field of spatial applications, with the advancement of technologies on Geographic Information System(GIS), Global Position Systems(GPS) and Remote Sensing(RS), we are currently in face of the proliferation of geo-spatial data sets and increase of complexity of spatial computations. What's more, spatial data are always semi-structured and referred to topology information.
Therefore, we adopted MapReduce to develop spatial applications, but due to the mismatch of spatial data features and this model, implementing spatial applications with MapReduce is difficult for programmers. Moreover, straightforward implementation without optimized policies cannot achieve good performance. The limitations of MapReduce for spatial applications are shown as follows:
Firstly, data skew is an intrinsic characteristic of spatial data. For example, the density of buildings in urban is much greater than that in suburb. Thus spatial splitting functions must be carefully considered to avoid unbalanced workload on worker nodes caused by blindly dividing the target Data Sets.
Secondly, communication on different spatial partitions might be needed because of the inherent spatial relation attributes. Spatial applications may not be able to map to one divide-conquer procedure. As a result, multiple MapReduce jobs are deployed to realize certain spatial applications.
Thirdly, distance computation is commonly used in spatial applications. With the help of index, SDBMSs behave well in this respect. Whereas MapReduce needs to execute a global sweep and performs poorly.
MapReduce framework was adopted by Google to solve alignment problem [7] in spatial scenario, but that work pays close attention to the complexities of the problem rather than MapReduce algorithms. Ariel et al. [8] utilized MapReduce for R-tree bulk-construction [9] and aerial image quality computation.
In our previous work [10] , we developed a scalable spatial data management system and implemented several spatial queries with MapReduce. But some complex spatial queries like all nearest neighbor queries cannot be parallelized using MapReduce easily.
In this paper, we focus on problems of complex spatial applications and present methods respectively. The main contributions of our work are as follows:
1) Adopting Z curve in MapReduce for data splitting to make the workload balanced on worker nodes.
2) Creating pending file structure and a redundant parti-tion method to substitute the communication between maps and reduces and take spatial distribution attributes into account.
3) Proposing a strip-based two-direction sweep algorithm to cut down calculation and gain performance promotion with no index involved.
Deploying the above methods, we develop two spatial applications: ANN query and astronomical cross-certification. Experimental results demonstrate that our spatial applications in MapReduce win out over single DBMS.
II. BACKGROUND

A. MapReduce
MapReduce is a programming model and computing platform well suited for parallel computation. In MapReduce, a program consists of a map function and a reduce function which are user-defined. The input data format is applicationspecific, and is specified by the user. The output is a set of < key, value > pairs. As shown in Figure 1 , the map function applies userdefined logic on every input key/value pair and transforms it into a list of intermediate key/value pairs. Then the reduce function applies user-defined logic to all intermediate values associated with the same key and produces a list of final output key/value pairs.
As a distributed parallel processing model, MapReduce provides many benefits over other parallel processing models like PVM [18] and MPI [19] , namely partitioning, scheduling, load balancing, data distribution, fault tolerance, and resource allocation, etc. It offers programmers great convenience to deploy applications on clusters. A wide range of real world tasks are implemented in MapReduce, including log analysis [22] , machine translation [20] [21]and many other applications.
B. Spatial Applications
The spatial applications contain many fields, such as Geographic Information System(GIS), Global Position Systems(GPS), Remote Sensing(RS), even Astronomy. There are several kinds of spatial applications, and it is difficult to find a compact set of operations fulfilling requirements of all spatial applications. The basic spatial application is spatial query including spatial selection query, spatial join query and nearest neighbor query [11] , etc. These queries can be classified into two categories, one representative of query uses only one data set while the other needs two or more data sets. In this paper, we focus on the latter queries like spatial join query and all-nearest-neighbor query etc.
1) Spatial Join Query: Spatial join query can be used to implement map overlay. The importance of spatial join is comparable to the natural join in a relational DBMS. The spatial join operation combines objects from two spatial data sources according to their geometric attributes, i.e. their geometric attributes have to fulfill some spatial predicate. For example, a spatial join answers such query that which roads go across a certain river in China, given a road table and a hydrographic table of China.
Spatial predicates may be intersection, containment or within distance, etc. The most popular spatial join query is intersection join where the predicate is the intersection.
2) ALL-Nearest-Neighbor Query: The ANN(R, S) query finds the nearest neighbor in S for each object in R [12] . Notice that ANN(R, S) is not commutative, i.e., in general, AN N (R, S) = AN N (S, R). A naive approach to process an ANN query is to perform one NN query on data set R for each object in data set S.
Many previous methods for ANN evaluation in secondary memory are inefficient and applicable only when both R and S are indexed, which is difficult in practice [13] (e.g., one or both query inputs could be intermediate results of complex queries), you have to create index on line. Some new techniques are proposed for ANN evaluation when one or both indexes do not exist.
3) Astronomical Cross-Certification: Astronomical research enters into an new era of multi-wavelength digital sky survey. Projects on sky patrol generate millions to billions of objective star catalogs which record position coordinates of stars or galaxies. Then astronomers use star catalogs for further analysis. And cross-certification is of crucial importance for data integration [15] . To put it simply, crosscertification means finding out the nearest points on a sphere.
III. METHODOLOGY
At first, spatial splitting is adopted to distribute data to all nodes as even as possible, and then strip-based two direction sweeping algorithm can speed up the computation instead of spatial index in traditional spatial applications. Finally, pending files and redundant data are used to deal with the relationship between the spatial objects.
A. Spatial Splitting
The purpose of spatial splitting function is to distribute data from universe to all nodes as even as possible, which promotes balanced calculations. In ANN query, the design principles of spatial splitting function are: 1. Avoid the appearance of data skew; 2. Avoid occurrence of too much pending objects to insure that as many spatial objects as possible can find the nearest neighbor in their own tiles; 3. Be convenient to compute.
To achieve parallel ANN and process the calculation in the MapReduce framework, the objects in data sets R and S are divided into p buckets. Every bucket matches a task, which can calculate the nearest neighbor in current bucket. One negative characteristic of the spatial splitting function is data skew, so we cannot directly divide the whole universe to P buckets by area. Otherwise, the quantity of space objects in each bucket will not be even, then the whole spatial splitting task in load balancing will be undesirable.
To prevent the aforementioned situation, tiles are introduced into this paper, and the whole data sets are divided into N numbered tiles, which are reflected to different buckets by certain rules. There are a few factors that affect the distribution positively and yield an even response: the number of the buckets and tiles, tile coding method and the method of reflecting pieces onto buckets.
1. The number of tiles: The larger number of tiles, the evener distribution of the space data in buckets. Decomposing the data sets into smaller tiles makes it easier to produce a evener partition distribution. However, during the process of ANN, the potential result may appear in the other tiles or buckets. In that way, this node is unable to obtain the final result. As a result, more and more data will be needed to read and calculate in the second MapReduce. There is a tradeoff between load balance and pending results.
2. Tile coding method: Z curve method and Hilbert curve method, each has its strong point. Z method is convenient to implement with weak position consistency. It means the tiles with close codes are probably far from each other, and can cause more uncertainty in results. On the other hand, although the Hilbert method has excellent position consistency property, it requires a large amount of computation. The essence of two methods is to break the closed set of spatial data, to give every bucket as many evenly distributed data points as possible.
3. Tile-to-bucket mapping scheme: The first scheme is to divide the pieces with consecutive numbers to the same bucket. The advantage of this method is the continuity of data in buckets. However, it is prone to cause data skew. When spatial data is distributed evenly, the benefit of this method is more evident: its ease of calculation and its reduction in the amount of the data required.
The other alternative scheme is round-robin or hash, it can avoid data skew perfectly, but the data in every bucket may have big differences in spatial location. In addition, it can calculate the number of the bucket which belongs to the neighbor of every piece. For example: the number of tiles is n · n,m buckets. If one tile belongs to bucket s, then the tile that left of it belongs to this bucket (s − 1)modm, the tile on the right side belongs to the bucket(s + 1)modm, the tile above it belongs to the bucket(s + n)modm, and the tile under it belongs to the bucket(s − n)modm. That means for every tile, that the neighbor tiles belong to the buckets are defined with certainty. In Figure 2 , assume the number of buckets is 4, the number of tiles is 16, and the tile coding method is Z curve. If we chose the first scheme, the tile0 ∼ 3 would be in bucket 1; if the second scheme is used, bucket1 would contain tile0, tile4, tile8, tile12.
A special situation should also be considered: after spatial splitting, empty buckets may exist . If there is an empty bucket in R, it dose not affect the calculation, because it may have empty buckets in S. The best way to handle this problem is to put data from the bucket to a pending file. This will affect the calculation amount in the second MapReduce task. Empty buckets can be avoided with the proper tile coding method and tile to bucket mapping scheme. In addition, spatial splitting will certainly cause duplicates. In order to reduce unnecessary calculation, every spatial object with a duplicate has to be saved in pending files after it finishes the first MapReduce task.
B. Strip-based Two-direction Sweeping Algorithm
Spatial application is difficult to implement because of the distribution property in spatial data set, especially when the distance computation is required.
There are 3 kinds of distance between two objects r and s: axis dist, M BR dist, real dist. axis dist means the distance along the sweep axis direction, M BR distis the distance between two MBR(Minimum bounding rectangle). There is a relationship among the distances, which will optimize the calculation. Figure 3 shows the relation that axis dist ≤ M BR dist ≤ real dist. When calculate the real distance, the axis dist is computed firstly. Only when axis dist is smaller than the distance between the object and its nearest neighbor, the real dist calculation is significative.
Without spatial index, the spatial calculation is timeconsuming. In order to accelerate this process, strip-based two-direction plane sweeping algorithm is put forward. Before sweeping, the objects in data set must be sorted by the coordinate. Calculating the nearest neighbor of object r 2 in Figure 4 can be done in two steps: 1) Calculate the distance between r 2 and the object whose MBRs smallest coordinate in X-axis right-hand direction is greater than the smallest coordinate of r 2 's MBR, and save the result AN N (r 2 , s 4 ) as AN N (r 2 ). Then continually sweep the object on the right side of r 2 by order, update AN N (r 2 ) until the distance axis dist(r 2 , s i ) < AN N (r 2 ), select the object which is closest to r 2 as the nearest result.
2) Then sweep the left side of X-axis direction. Utilize the nearest neighbor that already obtained during the right direction sweeping as a filtering condition. Starting from r 2 to scan on the left direction, calculate the nearest object on the left of r 2 , If there is a distance between r 2 and another object less than ANN(r 2 ), it means the result of the nearest neighbor has to be redefined.
To avoid too much spatial data sweeping at the same partition, strip-based method is used, which means to cut the partition into several strips. Presume the strip number is n, the amount of data in every sweeping task is 1/n of the former task.
C. Pending Files and Redundant Data
1) Pending Files Structure: Given the tiles are divided by coordinate, so the nearest neighbor of certain spatial object is probably in the same tile. However, if the spatial object is close to the border of the tile, the nearest neighbor may occur in the neighbor tiles which may not be in the same bucket. That means the real nearest neighbor of the spatial object cannot be calculated in one MapReduce task. When the distance between spatial object obj and the nearest neighbor in r's tile is greater that the distance to the border of the tile, r is the pending object and the real nearest neighbor is undetermined.
As Figure 5 shown, the nearest neighbor of r 2 is s 5 located in tile3. Because the MapReduce task only processes the objects in the same bucket, the nearest neighbor derived from r 2 is s 3 . However, r 2 is the pending object. It needs further calculation to produce the final result. To handle this situation, a special data structure is needed to save the pending objects. We call this data structure pending file. The namespace of pending files are pending tile numbers, and the saving format inside is < key=spatial objects, value = the potential nearest neighbor and the potential distance >. The pending spatial objects are saved into the pending files whose corresponding tile is nearer than the potential distance. The second MapReduce task reads the pending files and every spatial object in the corresponding tiles, and then compute the nearest neighbor of the spatial object in pending files.
The size of the pending files limits the efficiency of the second MapReduce task, so try to avoid putting too many candidate results into the pending files. If the number of tiles is too large or the spatial splitting is improperly, it can cause too many candidate objects and large pending files; therefore, the spatial splitting method has to be chosen carefully.
2) Redundant Data Partition: To solve out the spatial connection and relation between two spatial objects, the pending file structure is adopted and needs two MapReduce.
When calculating Distance-Join application(there is a distance upper limit, named distance scope), redundant data is used instead of pending files, and this method only needs one MapReduce.
As Figure 6 shown, tile t1, t2, t3 are split into different partitions. When t2 is arranged in a partition, the shadow parts in t1 and t3 will be sent to the partition at the same time. 
IV. APPLICATIONS
A. ANN
ANN is complex and ANN queries constitute a hybrid of nearest neighbor search and spatial joins; therefore, the implementation of ANN is similar to spatial join. Two MapReduce jobs are needed as follows.
First Map Stage Assume the data source is data sets R and S, the Map task partitions R and S into different buckets just as SJMR [10] . Each bucket matches a Reduce task. At the same time, Map task takes responsibility to store the split spatial objects of S into different files in HDFS, which is prepared for the second MapReduce as data source.
First Reduce Stage The reduce task calculates the nearest neighbors of all the spatial objects in R in current bucket. And then according to the boundary condition, the reduce task partitions all the spatial objects into two kinds of output files: the first part of result files and the pending files. The first part of result files contain information about the objects whose nearest neighbor has been found in the bucket corresponding to this Reduce task. The pending files contain informations about the objects in R, whose nearest neighbor are not guaranteed to be in the corresponding bucket. An entry in the pending files contains the object, its current nearest neighbor and its current NNdist(r i ,S). The pending files are stored in the specific files in HDFS, which are read and processed by the second MapReduce later.
Second Map Stage Firstly, The map task of the second MapReduce job takes the split data set S as the data source, and every split matches a Map task. In addition, map task reads the pending files to get the pending objects and their current nearest neighbors. Finally, the map task calculates Second Reduce Stage Every value belonging to the same object R p is sent to the same Reduce task ,sorted and then merged into a list. The Reduce task finds out the nearest neighbor N N (R p , S)from the list. 
B. Astronomical Cross-Certification
We adopted MapReduce to process star catalog crosscertification in astronomical field. In order to take full use of the MapReduce platform, it is better to make full considerations of parallel algorithm plant. In this section, MapReduce is implemented to cross-certification, and then compared with traditional PostgreSQL DBMS.
As a basic and indispensable step, the astronomical crosscertification is facing a data avalanche. With the completion of new sky survey projects and powerful telescopes, current cross-certification methods cannot be performed on demand for large scale astronomical data sets. In this paper, MapReduce framework is introduced to solve this problem. The mapping of cross-certification algorithm on Map and Reduce phases is carefully considered. Performance evaluation has shown that the MapReduce-based cross-certification can outperform the traditional one on PostgreSQL. As our knowledge, it is the first effort to adopt MapReduce for astronomical cross-certification problem.
The algorithm work flow is described following: 1. Input: astronomical data, including the right longitude, latitude, star names, error and other star properties. Two colors of the stars can be expressed two stars in the Figure  9 .
2. Map: According to the longitude of the coordinates of each star, we calculate the respective partition (marked 1,2,3 in Figure 9 ). Redundancy is used in partition. The output contains the partition number as the intermediate key, and the star properties as an intermediate value.
3. Reduce: Reduce is divided into two steps, shuffle and Reduce. Strip-based two-direction plane sweeping is used in Reduce task.
4. Output: After Reduce, we obtain the match result. In the case below, the result is that s1 matches s6. 
A. Experiment Experience
The Experiments are performed with Hadoop 0.19.0 running on DELL Power Edge SC430 Servers each consisting of one Intel Pentium 4 2.80 GHz processor, with 1GB main memory, and 80GB SATA disk. RedHat AS4.4 with kernel 2.6.9 operating system and ext3 file system.
The experimental results are acquired on 1-node, 2-node, 4-node, and 6-node configurations. Each node acts as a TaskTracker and DataNode, with an independent server as JobTracker and NameNode. 2 Map tasks and 2 Reduce tasks could be executed simultaneously on each node.
B. Analysis on ANN
In contrast to the algorithm implemented with MapReduce, ANN is also evaluated in Oracle Spatial. Two kinds of data sets are involved in the ANN evaluation, one is the real data sets and the other is the random data sets.
The real data sets are from TIGER/Line files. One includes the road information of California, while the other includes hydrographic in California. Below is the statistic information of the two data sets, as table 1 shown. When doing the evaluation with real data sets, Oracle [14] is slightly better than the ANN implemented with MapReduce on two nodes' deployment. However it is certainly better than Oracle spatial when beyond 4-node situation. In addition, because the data set of road is larger than that of hyd, ANN(hyd, road) consumes longer than ANN(road, hyd). The performance of ANN(hyd, road) is shown in Figure 10 and Figure 11 .
When evaluation the performance of random data sets, three data sets (A, B, C)are used, which contain 4 million, 1 million, 0.1 million spatial points respectively. As the Figure 13 shown, MapReduce with 2,4,6,8 nodes performs much better than Oracle Spatial, the more nodes, the better performance. Because the data set of A is larger, leading to more computation about distance, ANN(B,A) consumes more time than ANN(B,B).
Ann's evaluation of the random data is better than that of the real data sets, there are two main reasons: Firstly, when the point data are completely random, index efficiency in Oracle Spatial is not good, and the query efficiency of nearest neighbor has been affected seriously.
Secondly, the line data and polygon data make it complicated to calculate the nearest neighbor. These kinds of data affected evidently by the distribution of tiles and data duplications, produce a greater number of the pending objects. When ANN handles line data and polygon data, the efficiency is much slower than handling point data.
C. Analysis on Cross-Certification
The data used in the evaluation of astronomical crosscertification are from part of the star catalog data in 2MASS ( 2 Micron All Sky Survey ) [16] and GLIMPSE ( Galactic Legacy Infrared Mid-Plane Survey Extraordinaire) [17] .
Data scale:2MASS: 15433500 lines;GLIMPSE:1344450 lines.
The results on PostgreSQL are performed on DELL Power Edge SC430 Servers each consisting of one Intel Pentium 4 3.20 GHz processor, with 1GB main memory.
To evaluate the impact of strip width on strip-based plane sweeping algorithm, different strip widths are implemented in the astronomical application. As the Figure 12 shown, with larger strip width and less strips, the system consumes longer time because it cannot handle load balance easily; with smaller strip width and more strips, the load balancing can be implemented easily, however the sweeping time becomes longer, impacting the efficiency. Therefore, a best strip width can be computed to achieve optimal efficiency. In this paper, when the strip width reaches to 1800 × least dif f erence × 2, a system with 8 nodes can work optimally.
Compared with PostgreSQL, DBMS used in the astronomical cross-certification, MapReduce performs much better as Figure Figure 10 . Performance of ANN on real data sets Figure 11 . Performance of ANN on random data sets 13 shown. Because spatial index is used in the cross-certification DBMS, while it takes long time to establish index. In the case of the same data, it consumes 30 minutes to establish index, and the matching process takes 15 minutes (900 seconds). With the increase of the node number, the system performs more efficiently. However, the speedup decreases, mainly caused by the small scale of selection data sets. Figure 12 . Performance comparison among different strip widths, when stripe width is 600, the time-consumed is high, which reaches to 662. While as the stripe width becomes wider, the time-consumed is becoming fewer, so 1800 stripe width meets the highest performance 390 seconds. However when stripe width keeps wider, the time-consumed arises, 3600 stripe width matches 744 seconds. Performance comparison between MapReduce and PostgreSQL. When in 2-node situation, MapReduce platform only takes 1270 seconds, while PostrgreSQL consumes 2700 seconds. As the number of nodes increases, the time-consumed in MapReduce goes down, while the PostrgreSQL keeps the same. So in 8-node situation, MapReduce platform is 390 seconds, while with same data sets, PostrgreSQL consumes 2700 seconds.
The astronomical data only need to match once and then can be treated as results, therefore the sum of index-build time and matching time is compared with MapReduce processing time. It can be concluded that MapReduce takes more advantages.
VI. RELATED WORK
Data skew occurs when some worker nodes are assigned more data than others, which causes some map tasks or reduce tasks finishing slower than the others and holds up the entire job. Thus, well-written MapReduce jobs should include mechanisms like hash functions to remove data skew [23] . The standard approach to handle skew in parallel systems is to assign an equal number of data values to each partition via range partitioning [24] . The strategy effectively handle data skew, however, when in the spatial application, range partitioning is hard to implement. While [23] proposes a new approach, which adopts data reorganization and redistribution by dynamic deleting and inserting data. In our paper, we adopt Z curve in MapReduce for data splitting to make the workload balanced on worker nodes. Z curve is easy to implement and it can make the number of data values equal.
Communication means the results of one worker node may rely on its neighbors, or worker node needs to exchange information with each other. [26] shows efficient graph algorithms in MapReduce, which needs communication between worker nodes and they solve this problem by passing messages in the shuffle phase. While in the spatial application, computation is more sophisticated, so we create pending file structure and a redundant partition method to substitute the communication.
Distance computation is a common operation in the spatial applications. With the help of index, SDBMSs behave well in this respect. However, MapReduce needs to execute a global sweep, which is time-consuming, [25] handles distance computation by using three nested loops, one of them is used to scan all the objects and the other two are used to perform pairwise comparison. However, the approach does not focus on optimization of the global sweep. In order to accelerate the computation, we propose a stripbased two-direction sweep algorithm to cut down calculation with no index involved.
VII. CONCLUSION
We implement two typical spatial applications, all nearest neighbor and astronomical cross-match, which faces the same difficult problem that distance computing is required.
We present methods as follows: 1) a splitting method for balancing workload, 2) pending file structure and redundant data partition dealing with relation between spatial objects, 3) a stripbased two-direction plane sweeping algorithm for computation accelerating. Performance evaluation has shown that the MapReducebased spatial system can outperform the traditional one on DBMS.
Methods mentioned above can be adopted to implement many other spatial applications, such as all-kNN, closest pairs query, distance-join.
