Abstract. We study classic machine sequencing problems in an online setting. Specifically, we look at deterministic and randomized algorithms for the problem of scheduling jobs with release dates on identical parallel machines, to minimize the sum of weighted completion times: Both preemptive and non-preemptive versions are analyzed. Using linear programming techniques, borrowed from the single machine case, we are able to design a 2.62-competitive deterministic algorithm for the nonpreemptive version of the problem, improving upon the 3.28-competitive algorithm of Megow and Schulz [13] . Additionally, we obtain randomized algorithms for both versions of the problem with competitive ratio strictly smaller than 2 for any number of machines (but approaching two as the number of machines grows). Our algorithms naturally extend several approaches for single and parallel machine scheduling. Moreover, in contrast to previous algorithms achieving similar bounds, obtained by Schulz and Skutella [15], ours is a list-scheduling algorithm and has one less randomization step.
Introduction
We study online versions of classic parallel machine scheduling problems. Given a set of jobs N = {1, . . . , n}, where each job j has a processing time p j > 0, a weight w j > 0 and a release date r j ≥ 0, we want to process these jobs on m identical machines. We consider both non-preemptive and preemptive versions; in the latter case, a job being processed may be interrupted and resumed later, possibly on a different machine. Letting C j be the completion time of job j in a given schedule, we are interested in minimizing the weighted sum of completion times: j∈N w j C j . As we only consider online problems, jobs are not known until their respective release date. In scheduling notation [10] , we consider online versions of P |r j | j w j C j and P |r j , pmtn| j w j C j .
In online optimization we are dealing with limitations on information, contrasting with the limitations on computational power in classic approximation algorithm design. The standard measure of quality of online algorithms is the so-called competitive ratio. Similarly to the approximation guarantee of an algorithm, this is defined to be the worst case ratio, over all instances, of the cost output by the online algorithm to the optimal offline cost. We shall also say that an online algorithm is c-competitive if, for any instance, the cost output by the online algorithm is at most c times the optimal offline cost. We may alternatively define the competitive ratio of an online algorithm as the infimum of all values c, where the algorithm is c-competitive. In some situations randomization is a powerful tool to obtain algorithms with better performance ratios. The competitive ratio of a randomized online algorithm is defined as above replacing "the cost output by the online algorithm" by the expected cost output by the online algorithm.
Previous Work
There has been an enormous amount of work on parallel machine scheduling.
As we do not intend to do a complete review of results in the area, let us only mention some of the most relevant literature on online scheduling problems directly related to the matter of this paper.
To the best of our knowledge, the first deterministic online algorithm for P |r j | j w j C j was given by Hall, Schulz, Shmoys and Wein [11] . They design a (4 + ε)-competitive algorithm. Prior to this paper, the best-known deterministic algorithms for both P |r j | j w j C j and P |r j , pmtn| j w j C j were recently given by Megow and Schulz [13] and are 3.28 and 2-competitive, respectively. They also show that the former algorithm has a competitive ratio between 2.78 and 3.28 while the latter analysis is tight.
Considering randomized algorithms, a (2.89 + ε)-competitive algorithm for P |r j | w j C j , was obtained by Chakrabarti, Phillips, Schulz, Shmoys, Stein and Wein [3] . Schulz and Skutella [15] give randomized strategies that are 2-competitive for both P |r j , pmtn| j w j C j and P |r j | j w j C j . Related results have been obtained in [4, 14] when the objective is to minimize the average completion time of the schedule. In a more restricted setting, Chou, Queyranne and Simchi-Levi [5] consider the online P |r j | j w j C j with lower and upper bounds on jobs' weights and processing times; the authors prove that the online weighted shortest processing time heuristic is asymptotically optimal. They even extend this to the problem Q|r j | j w j C j .
We also mention some single machine scheduling results, as our work essentially extends these analyses to the parallel machine case. Using the idea of α-points and mean-busy-time relaxations, Goemans, Queyranne, Schulz, Skutella and Wein [9] designed a deterministic 2.4143-competitive and a randomized 1.6853-competitive algorithm for the online 1|r j | j w j C j . A similar approach was taken by Schulz and Skutella [16] to give a randomized 4 3 -competitive algorithm for 1|r j , pmtn| j w j C j , which improved upon a 1.56-competitive algorithm by Sitters [18] . On the other hand, Anderson and Potts [2] provide a best possible deterministic online algorithm for 1|r j | j w j C j which has a competitive ratio of 2.
Let us now discuss some lower bounds on the competitive ratios for certain problems. Hoogeveen and Vestjens [12] showed that there is no deterministic algorithm with competitive ratio strictly better than 2 for 1|r j | j w j C j . On the other hand Stougie and Vestjens [19] showed that e e−1 is a lower bound on the competitive ratio of online randomized algorithms for the same problem. In the parallel machine case, Vestjens [20] proved that any deterministic algorithm for P |r j | j w j C j (resp. P |r j , pmtn| j w j C j ) has a competitive ratio of at least 1.309 (resp. 22 21 ). Seiden [17] proved that any randomized algorithm for P |r j | j w j C j has a competitive ratio of at least 1.157. To the best of our knowledge, there are no specific lower bounds for randomized algorithms for P |r j , pmtn| j w j C j .
Finally, we remark that all the problems considered in this paper admit polynomial time approximation schemes (offline) [1] .
Our Results
Our main results are the following:
-A 2.618-competitive online algorithm for P |r j | j w j C j , which improves upon the 3.28-competitive algorithm of Megow and Schulz [13] . -A randomized m -competitive online algorithm for P |r j | j w j C j , where m < 2 for all m ≥ 1. Here, m denotes the number of machines and m is obtained implicitly. Our result improves upon the 2-competitive randomized algorithms by Schulz and Skutella [15] . In contrast to their work our algorithm has the desirable property of being a list-scheduling algorithm and uses only one step of randomization. The algorithm we present can be seen as the parallel machine extension of Goemans et al.'s [9] algorithm for a single machine. Indeed, the competitive ratio that it achieves is 1.6853 for m = 1 (as in Goemans et al.) ; for m = 2, 3 and 4 it is 1.8382, 1.8915 and 1.9184, respectively. -A randomized ρ m -competitive online algorithm for P |r j , pmtn| j w j C j , where ρ m < 2 for all m ≥ 1. Here, m denotes the number of machines and ρ m is obtained implicitly. The reader may wish to compare our result with the current best algorithm to date: the deterministic algorithm by Megow and Schulz [13] , which has a competitive ratio of 2 (and not better than 2) for any number of machines. Additionally, our algorithm can be simultaneously seen as an extension of Megow and Schulz's result and of Schulz and Skutella's [16] single machine algorithm. Indeed for a single machine, the competitive ratio of our algorithm is 4/3, as in [16] ; for two, three and four machines it is 1.3867, 1.603 and 1.7173, respectively. In general we have that ρ m < 2 − 1/m, for m > 1.
Preliminaries
According to Phillips et al. [14] the α-point t j (α), 0 < α ≤ 1, of job j in a given schedule is defined as the first time an α-fraction of job j has been completed (i.e., the first time αp j has been processed). The general idea of our subsequent algorithms is to schedule jobs on the m machines by list-scheduling the jobs in the order of their α-points on a virtual machine, which is "m-times faster". Additionally, these algorithms may use job-dependent α's to guide the schedule; in this latter case, we shall denote job j's alpha value as α j . The concept of a single fast virtual machine was apparently first considered by Eastman, Even and Isaacs [6] . Recently, Chekuri et al. [4] considered a "preemptive one-machine relaxation" where jobs are list-scheduled on parallel machines in order of their completion times on a single virtual machine.
Another important ingredient in what follows is related to mean-busy-time relaxations of 1|r j | w j C j . The mean busy time M j of job j is defined as the average point in time at which job j is being processed [8, 9] . Alternatively it can be computed as
Following Goemans et al. [9] for a scheduling instance
to be the value of mean busy time relaxation for 1|r j , pmtn| j w j C j ; i.e.:
It was shown in [8] that Z R (I) can be obtained online by scheduling, at any point in time, the available job j with the highest ratio w j /p j . This schedule is called the LP schedule. Now, for an instance 
The following lemma provides a simple, yet powerful, lower bound for the problem P |r j , pmtn| w j C j . It is a particular case of a bound obtained by Chou et al. [5] in a more general framework. It was also obtained by Schulz and Skutella [15] , expressed in terms of an equivalent time-indexed relaxation.
Lemma 1 ([5],[15]). For any scheduling instance I,
To finish this section let us review the concept of canonical decomposition [7] and a useful formula to rewrite w j M j [8] (see also [9] ). For a set of jobs S, consider a single machine schedule that processes jobs in S as early as possible. This induces a partition of jobs in S into S 1 , . . . , S k such that the machine is busy exactly in the disjoint intervals [r min (S l ), r min (S l ) + p(S l )], for l = 1, . . . , k. This partition is the canonical decomposition of S. Also, a set is canonical if it equals its canonical decomposition. Assume that
3 A Deterministic Online Algorithm for P |r j | w j C j Consider the following online algorithm Non-preemptive α Scheduling (NAS), where each job j is assigned a deterministic value of α j : Algorithm NAS: From now on, whenever we refer to the LP-schedule of instance I, we mean the LP-schedule in a machine that is m times faster (or the LP-schedule of I m ). Consider job j and let η k (α j ) denote the fraction of job k that has been completed in the LP-schedule by time t j (α j ). Letting C α j denote the completion time of job j in algorithm NAS when the vector α = {α 1 , . . . , α n } is applied, we can show the following bound. Bounds of similar flavor have been frequently used in the scheduling literature (e.g. [9, 11, 14] ).
Proof. The completion time of job j is equal to the time to enter the queue for the parallel machines plus the waiting time in queue plus the processing time of job j. The time to enter the queue is t j (α j ), which is the α j -point of job j in the single virtual machine that is m-times faster.
The wait time in the queue can be bounded as follows: Consider all jobs that entered the queue before job j, i.e., jobs belonging to the set {k = j : α k ≤ η k (α j )} (which are all available for processing at time t j (α j ) or earlier). Then the total time that needs to be processed before job j in the m machines is at most k =j:α k ≤η k (αj ) p k . Thus the first time that a machine will free up is at most:
which is obtained by averaging the processing times of all jobs before j. Adding up the previous term with the processing time p j gives the result.
Our deterministic algorithm will perform best by taking a fixed value of α for all jobs: α j = α, ∀j. The following theorem is the main result of this section. Its proof is an extension of the proof of Theorem 3.3 in [9] to the parallel machine case.
2 , the schedule is
Proof. Consider a canonical set S = {1, . . . , l} for the fast single machine. Fix a job j ∈ S and let η k = η k (α) represent the fraction of job k processed before t j (α). By reordering the elements in S such that t 1 (α) ≤ . . . ≤ t l (α), we have that
Let C α j be the completion time of job j output by algorithm NAS. Define R to be the set of jobs such that t k (α) < r min (S); note that R S = ∅ and R {1, . . . , j} = {k : α ≤ η k }. Thus, combining Lemma 2 with Equation (2) and then noting that α
Multiplying by p j and summing over S we get
Using the identity j∈S
j∈S p 2 j we obtain that for any canonical set S:
Assume now that the jobs are ordered such that w 1 /p 1 ≥ · · · ≥ w n /p n ≥ w n+1 /p n+1 = 0. Let us now bound the overall cost of the schedule using Equation (1) applied to instance I m and the feasibility of Z m R (I):
Here, M j denotes the mean-busy-time of job j in the LP-schedule. Applying Equation (1) again it follows that the previous quantity equals
and by Lemma 1 it follows that j∈N w j C α j ≤ max{1 + 1 α , 2 + α}Z m (I). Finally, we recall that Z m (I) is a lower bound on the optimal offline cost of P |r j | j w j C j , and the proof is complete.
As in the single machine case, there are instances for which algorithm NAS gives a schedule with cost as much as twice the LP lower bound; see, for example, [9] . However, we do not know whether our analysis is tight. We start by proving that, by utilizing the uniform distribution, algorithm NASR is 2-competitive; this matches Schulz and Skutella's [15] bound with a list-scheduling algorithm. The proof is very similar to Theorem 3.4 in [9] .
Theorem 2. NASR is 2-competitive when f (α) is the uniform distribution on
Proof. Let C α j be the completion time of job j in the schedule given by algorithm NASR. We apply Lemma 2 and first find a conditional expectation, holding α j constant:
This implies that
where M j denotes the mean-busy-time of job j in the LP-schedule. Multiplying by w j and summing over j we get
which proves the result.
We now turn to deriving improved bounds which will depend on the number of machines. We show that by taking the α j from an appropriate distribution we can improve on 2-competitiveness. To begin, we must first give a refinement of Lemma 2.
Proof. As in Lemma 2, the completion time of job j is equal to the time to enter the queue for the parallel machines plus the wait-time in queue plus the processing time of job j. The only difference in the bound we are attempting to prove here lies in the in-queue waiting time. This can be bounded as follows.
Consider the set K of jobs that entered the queue before job j; i.e., K = {k : α k ≤ η k (α j ), k = j}. If at time t > t k (α k ) the fast machine is processing job k, then at least one of the parallel machines is busy (maybe processing a different job). Thus, at time t j (α j ), the parallel machines have together processed
m . Now, the total processing requirement entered into the queue before job j is k∈K p k . Since we have just argued that by time t j (α j ), the m machines have processed
m , the remaining processing requirement in the system at time t j (α j ) is
Using standard averaging arguments, the first time a machine will empty up to process job j is at most
m , and the proof is complete.
For a given job j, we partition N \ {j} into N 1 and N 2 . N 2 is the set of all jobs that are processed between the start and completion of job j on the fast virtual machine and N 1 consists of any remaining jobs. For any k ∈ N 2 , we let µ k denote the fraction of job j that, in the LP schedule of I m , is processed before the start of job k. This implies ∀k ∈ N 2
Letting t j (0 + ) denote the start time of job j, we may then write
Recalling that in the LP-schedule M j = 1 0 t j (α)dα we have that
We can now rewrite Lemma 3 as
This bound is useful in the proof of the main result in this section. For any m ≥ 1, consider the following equation, which extends the equation in Theorem 3.9 in [9] to an arbitrary number of machines:
For any finite value of m, it can be shown that equation (4) has a unique solution γ ∈ (0, 1). We set
for the unique value of γ that satisfies equation (4) . It can also be shown that δ m ∈ (0, 1) for any finite m. With this, we can consider the following distribution: Proof. Omitted for space limitations.
The class of distributions we applied is optimal for our analysis. Essentially, equation (4) is a sufficient optimality condition for our distributions and analysis technique.
We can also prove that c Repeating an observation from Schulz and Skutella [16] , we see that at any given time, the order of the t j (α) of already released jobs can be found, even if the actual values of t j (α) are not known. It is interesting to note that if step (2) is replaced by "Take α = 1" the algorithm becomes a deterministic online algorithm and it coincides with Megow and Schulz's 2-competitive algorithm for P |r j , pmtn| j w j C j [13] . On the other hand, if f is taken as the uniform distribution in [0, 1], PASR is also 2-competitive (and this follows as a consequence of the forthcoming analysis).
Let C α j denote the completion time of job j in the schedule output by algorithm PASR. Consider job j. Define J as the set of jobs that start before job j in the LP-schedule. For any k = j, let η k denote the fraction of job k that is completed in the LP-schedule by time t j (0 + ). Note that η k = 0, ∀k ∈ J. We also have that t j (0
is the set of jobs that can preempt job j. Note that jobs k ∈ K 2 preempt job j in the LP-schedule and are all processed in the interval [t j (0
The following bound is central to our analysis.
Lemma 4.
Proof. We first note that if the LP-schedule is busy, then at least one machine is busy in the schedule defined by PASR. Thus, by time t j (0 + ), the LP-schedule will have processed a total of k∈K1 η k p k m and consequently, so will have the schedule defined by algorithm PASR.
We now make some assumptions that can only increase the completion time of job j: (1) Job j has not begun processing in the schedule defined by PASR at time t j (0 + ) and (2) jobs k ∈ K 2 are released at time t j (0 + ) (note that, originally, jobs in K 2 were released sometime in the interval [t j (0 + ), t j (α)]). While it is obvious that (1) will only increase the completion time of job j, it is not immediately clear that (2) also increases the completion time of job j. However, as we are dealing with preemptive scheduling and as job j cannot finish before t j (α), making jobs in K 2 available earlier only increases the times t j (x) for any 0 ≤ x ≤ 1 (since it was possible that job j found some open machine in the interval [t j (0 + ), t j (α)]). Thus, job j's completion time can only increase under assumption (2) .
Thus, under Assumptions (1) and (2), at time t j (0 + ), the amount of available processing that remains from K 1 ∪ K 2 is at most k∈K2 p k + k∈K1 ( 
and the proof is complete.
The next lemma generalizes a result by Schulz and Skutella [16] ; its proof is omitted for space limitations. 
