This paper addresses an R(p, q)-deformation of basic univariate discrete distributions of the probability theory, focusing on uniform, binomial, logarithmic, Euler, hypergeometric, contagious, and Pólya distributions. Relevant R(p, q)− deformed factorial moments of a random variable are investigated. The generalized q− Quesne distributions are derived as an illustration.
Introduction
Probability theory is a mathematical tool which is mainly used for the interpretation of random phenomena. Its link with quantum mechanics is still a relatively new research area in mathematical physics. Several authors gave interpretations of some notions of probability, e. g. Newton's binomial coefficients, formulas and theorems, in quantum mechanics. Such interpretations were made through deformations with parameters q or (p, q) [6, 7, 19] . More precisely, discrete distributions play an important role in probability theory and its applications. For instance, classical binomial and Pascal (or negative binomial) distributions were defined in the stochastic model of a sequence of independent and identically distributed Bernoulli trials [6] . In [6] , Charalambides studied discrete q− distributions. Especially, he expressed the probability function of a nonnegative integervalued random variable in terms of its q−binomial (or q−factorial) moments. Furthermore, Corcino [7] developed the theory of a (p, q)−analog of the binomial coefficients. Kupershmidt [19] proposed q-analogs of some basic discrete probability distributions such as Bernoulli, Pascal, Poisson, hypergeometric, contagious, and uniform distributions. Recall that [19] q-analogs of classical formulae go back to Euler, q-binomial coefficients were defined by Gauss, and q-hypergeometric series were found by E. Heine in 1846. The q-analysis was developed by F. Jackson at the beginning of the 20th century, and the modern point of view subsumes most of the old developments into the subjects of Quantum Groups and Combinational Enumeration.
The present work gives a general construction of deformed discrete distributions from a recently introduced R(p, q)− deformed quantum algebra [12] , which generalizes or extends known deformed quantum algebras. See also [11] on R(p, q)−calculus for more details on this generalized algebra. This study provides a general formalism, which permits to easily derive the expressions of particular discrete distributions from known deformed algebras by assigning concrete suitable expression to the function R and related specific meromorphic functions of the theory. These working functions have already been computed in [11, 12] for most existing in the literature deformed quantum algebras, what renders the applications more convivial. We therefore restrict the illustration to the case of the so-called, in physics literature, q−Quesne quantum algebra, performed by its author to produce new q−deformed coherent states with an explicitly known resolution of unity [23] .
This paper is organized as follows: In section 2, we briefly recall the notions of R(p, q)−power, R(p, q)−factorial, R(p, q)− derivative, R(p, q)−binomial coefficient of a real number, and some basic notations and definitions. Section 3 is focused on the R(p, q)− analogs of discrete distributions. The mean value, or expectation, and variance of random variables of distributions are computed. Section 4 is devoted to the application of the general formalism. Especially, the generalized q− Quesne deformed distributions are derived. We end with some concluding remarks in Section 5.
Basic definitions and notations
In this section, we briefly recall the main definitions, notations and known results used in the sequel. Let R be a meromorphic function defined on C × C by
converging in the complex disc D R = {z ∈ C/|z| < R} , where r st are complex numbers, l ∈ N\ {0} and R is the radius of convergence of the series (2.1). Let us consider the set of holomorphic functions
2)
The (p, q)−derivative and the (p, q)−number are defined, respectively, by:
5)
where p and q, satisfying 0 < q < p ≤ 1, are two real numbers.
Definition 2.3 [11]
The R(p, q)−derivative is given by: 6) where P, Q are defined on O(D R ), and p, q verifying 0 < q < p ≤ 1, are two real numbers.
Definition 2.4 [12]
The R(p, q)−number and the R(p, q)− factorials are defined, respectively, as follows:
8)
Definition 2.5 [12]
The R(p, q)− binomial coefficient is given by:
where p and q, satisfying 0 < q < p ≤ 1, are two real numbers. 
Definition 2.8 [11] The R(p, q)− deformed exponential fucntion is defined by:
The coherent states introduced by Quesne [24] are associated with the q−deformed algebra satisfying the relations
where 0 < q < 1. The Quesne number is yielded by:
The Quesne algebra is a particular case of the Kalnins-Miller-Mukherjee algebra [21] with ℓ = 1, λ = 0. In [14] , it is introduced an algebra generalizing the q− Quesne algebra, where the generators satisfy the relations
where 0 < q < p ≤ 1, and the generalized q− number is given by:
More details on R(p, q)− deformed quantum algebras, R(p, q)− calculus, differentiation and integration can be found in [11, 12] .
R(p, q)− analogs of discrete distributions
Suppose X is a discrete random variable taking a nonnegative integer value. For x ∈ N. consider the density function g of the variable X, g(x) = P (X = x), i. e. the probability for the random variable X to take the value x. Assume the convergence of the series:
called the r th −order R(p, q)− factorial and r th −order R(p, q)− binomial moments, respectively, of the random variable X. In the particular case of r = 1, we recover the R(p, q)− mean, also called the R(p, q)− expectation value, of X as:
3)
The R(p, q)− variance of X is then obtained as
Besides, the R(p, q)− factorial of order j, also called the j th − order factorial of the R(p, q)− number, is given by :
where j = 1, 2, · · · and 0 < q < p ≤ 1. Considering now the functions Φ i ∈ O(D R ), i = 1, 2, depending on the parameters p and q, the R(p, q)− deformed shifted factorial is expressed as follows:
where Φ i (p, q) > 0 and 0 < q < p ≤ 1. Then setting, for shortness, ǫ 1 = Φ 1 (p, q) and ǫ 2 = Φ 2 (p, q), the R(p, q)− deformed binomial coefficient can be written as:
Lemma 3.1 Let u, v, p, and q be real numbers, with 0 < q < p ≤ 1. Then, the R(p, q)− analog of the Vandermonde's formula is given by:
or, equivalently,
where n is a positive integer.
Proof: Let us consider the following expression:
, n ∈ N\{0}. 12) interchanging κ − 1 with κ in the second summation of the equation (3.11), we obtain
Therefore, for n ∈ N\{0}, the sum T n (u; v) R(p,q) satisfies the first-order recursion relation
14)
It follows that
. Therefore, we get (3.8). The relation (3.9) is obtained in a similar way. Lemma 3.2 Let X be a R(p, q) random variable, and µ R(p,q) (X j ) be the corresponding R(p, q)− factorial moments. Then, for j ∈ N\{0}, we have
where s R(p,q) is the R(p, q)− deformed stirling numbers.
Proof: Consider the formula
Multiplying it by the density g(t) of the random variable t, and summing for t ∈ N, we obtain
the relation (3.15) is deduced .
Uniform distribution
The discrete uniform distribution is represented by a random variable X taking H + 1 discrete values u 0 < . . . < u H , each with the probability 1/(H + 1). We denote byX the R(p, q)− deformed random variable. Then we have:
The R(p, q)− deformed uniform distribution of the random variableX is defined as follows:
where p, and q are two real numbers verifying 0 < q < p ≤ 1, and
The mean value and the variance of the random variableX are given, respectively, by :
Proof: By definition, we have
Moreover,
Then,
Consider now n independent identically distributed random variables X 1 , . . . , X n satisfying the discrete uniform distribution. The range of these random variables are defined as follows:
Definition 3.5 [16] The distribution of the random variable r n is defined by:
we arrive at the following:
Lemma 3.6 The R(p, q)− deformed distributions (3.28) and (3.29) are given, respectively, by:
Remark 3.7
1. For n = 2, the formulae (3.28) and (3.29) take the following forms:
).
(3.36)
Their R(p, q)− deformed counterparts are given by:
2. Taking n = 2 in the formulae (3.31) and (3.32) , we obtain
which are different from the formulae (3.37) and (3.38).
Binomial distribution
We consider X as a random variable taking two values, 0 and 1, and suppose the probabilities P r(X = 1) = p 0 and P r(X = 0) = 1 − p 0 . Let S n = X 1 + · · · + X n be the sum of n random variables obeying the binomial law. Then, Definition 3.8 The probability function of the R(p, q)−deformed binomial distribution is given by:
where 0 < q < p ≤ 1, and
The relation (3.41) follows from
when u = p 0 .
Theorem 3.9
The R(p, q)− deformed factorial moments of the R(p, q)− deformed binomial distribution is given by:
Furthermore, the factorial moments of the R(p, q)−deformed binomial distribution is given as follows:
where s R(p,q) is the R(p, q)−Stirling number of the first kind.
Proof: The j th q−factorial moment ofS n is
Using the relation
we have
Moreover, the formula (3.44) is obtained using the relations (3.43) and (3.15). Now, let us consider, for v ∈ N\{0}, the formula
where
v is defined by the relation (2.6). Then, taking l = 2 in the equation (3.48), the following relation holds:
Besides, for two regular functions
Lemma 3.10 The mean value and the variance of the random variableS n are, respectively, given by:
and
Proof: Applying the R(p, q)−derivative to the left hand side of the relation (3.42), we obtain
In the other hand, to the right hand side of (3.42) leads to
According to the relations (3.50) and (3.52), we obtain
Therefore, the relation (3.53) is deduced. Besides,
Using the relations (3.52), (3.58), we obtain
and from the mean value ofS n , we deduce Var(S n ).
Lemma 3.11 
and using the relation
we get the result.
Binomial distribution of the first kind Definition 3.12 The R(p, q)− deformed probability function of the binomial distribution of the first kind is defined as follows:
, κ ∈ N (3.69)
where p, q satisfying 0 < q < p ≤ 1.
Theorem 3.13
The R(p, q)−deformed factorial moments of the R(p, q)− binomial distribution of the first kind are given by:
with j ∈ N\{0}, 0 < p 0 < 1, and 0 < q < p ≤ 1. Moreover, for i ∈ N\{0}, the factorial moments of the R(p, q) random variable are expressed by the formula:
Proof: Since
using the relation (3.7), we get n κ=0 P r(S n = R(p κ , q κ )) = 1, which confirms the definition of the probability function. Moreover, the j th − moment factorial is given by:
and using the relations (3.46) and
we obtain (3.70). Putting (3.70) into (3.15) leads to (3.71).
Lemma 3.14 The R(p, q)− deformed mean value and variance of the deformed random variable by using the R(p, q)− deformed binomial distribution of the first kind are, respectively, given by:
where B
(1)
.
Proof: It is straightforward by using (3.71).
Negative binomial distribution of the first kind
Let U n be the number of failures until the occurrence of the n th success in a sequence of independent Bernoulli trials. The distribution of the random variable U n is called the negative R(p, q)− deformed binomial distribution of the first kind. We denote byŪ n the R(p, q)− deformed random variable. Then, the probability function of the negative R(p, q)− deformed binomial distribution of the first kind, with parameters p 0 , n, p, and q, is defined by:
, u ∈ N, (3.77)
where 0 < p 0 < 1 and 0 < q < p ≤ 1.
Theorem 3.15
The R(p, q)− deformed factorial moments of the negative R(p, q)− deformed binomial distribution are given as follows:
with 0 < p 0 < 1 and 0 < q < p ≤ 1. Moreover, for i ∈ {1, 2, · · · , n}, the factorial moments of the R(p, q) random variable are given as follows:
where s R(p,q) is the R(p, q)− deformed Stirling number of the first kind.
Proof: The j th −deformed factorial moments are
, (3.81)
then, setting κ = u − j, we get
The result follows from the relation (3.74). Furthermore, using (3.15) and (3.78), we deduce (3.79).
Negative binomial distribution of the second kind
Let p, q, and x be real numbers. For n a positive integer, we have
where 0 < q < p ≤ 1, and −1 < x < 1. The probability function of the negative R(p, q)− deformed binomial distribution of the second kind, with parameters n, p 0 , p, and q, is defined as follows:
where 0 < p 0 < 1, 0 < q < p ≤ 1, and p 
85)
with 0 < p 0 < 1 and 0 < q < p ≤ 1. Furthermore, the factorial moments of the R(p, q) random variable are expressed by:
and s R(p,q) is the R(p, q)− deformed Stirling number of the first kind.
Logarithmic distribution
Definition 3.17 Let y be a real number such that |y| < 1. Then, the R(p, q)− deformed logarithmic function is defined as follows:
where 0 < q < p ≤ 1.
Definition 3.18 Let Z be a discrete random variable. The R(p, q)− deformed probability function of the R(p, q)− deformed logarithmic distribution is defined by:
P r (Z = z) := p z 0 R(p z , q z ) f R(p,q) (p 0 ) , z = 1, 2 · · · ,(3.
88)
with 0 < p 0 < 1, and 0 < q < p ≤ 1.
Theorem 3.19
The R(p, q)− deformed factorial moments of the R(p, q)− deformed logarithmic distribution are given by:
89)
where 0 < q < p ≤ 1, and 0 < p 0 < 1. Furthermore, the factorial moments are furnished by the formula: Proof: It follows from a straightforward computation.
Euler distribution
We set E R(p,q) := Exp R(p,q) with E R(p,q) (−x) e R(p,q) (x) := 1 by definition.
Definition 3.20 LetX be a discrete R(p, q)− deformed random variable. The probability function of the R(p, q)− deformed Euler distribution with parameter θ, is defined by:
Theorem 3.21
The j th R(p, q)− factorial moment of the random variableX is given by:
92)
Moreover, the factorial moments of the random variableX are given by:
where i = 1, 2 · · · , and s R(p,q) is the R(p, q)− deformed Stirling number of the first kind.
Hypergeometric distribution
The functions Φ s (p, q), s = 1, 2, also depend on the parameters m, n, u, and κ.
Definition 3.22
The R(p, q)−deformed hypergeometric distribution is defined by:
where 0 < q < p ≤ 1, m and u are positive integers, and
Theorem 3.23 The R(p, q)− deformed factorial moments of the R(p, q)− deformed hypergeometric distribution are given by:
Furthermore, for i ∈ {1, 2, · · · , n}, the factorial moments of the R(p, q) random variable are expressed as
is the R(p, q)− deformed Stirling number of the first kind.
Contagious distribution
In this section, we consider a box with m marked and u unmarked identical balls. We pick out one ball at random, record its value, and then return to the box with τ + 1 balls identical to the one we just picked out. If τ = 0, we return the ball itself, and this is the Bernoulli scheme; if τ = −1, we return nothing, and this is the hypergeometric scheme. For the general case τ , the probability to pick out κ marked (by 1) balls out of n draws is well-known in the literature and is called a "contagious distribution" by Eggenberger and Pólya [9, 22] .
The functions Φ s , s = 1, 2, also depend on the parameters m, n, u, κ and τ .
Definition 3.24
The R(p, q)-deformed contagious distribution is defined by:
Remark 3.25 Let us note that:
1. For the case τ = 0, we get
corresponding to the Bernoulli distribution with the probability
2. For the case τ = −1, we get the R(p, q)− hypergeometric distribution.
For κ = n and κ = 0, the R(p, q)−deformed contagious distribution (3.99) yields, respectively,
Pólya distribution
Let w and b be the numbers of white and black balls, respectively, and m = −w/x, u = −b/x, and x a non zero integer. The functions Φ s , s = 1, 2, also depend on the parameters m, n, u, κ and x. Then, we have:
The R(p, q)− deformed Pólya distribution with parameters m and u is defined by:
Theorem 3.27 The R(p, q)− deformed factorial moments are given by:
Moreover, for i ∈ {1, 2, · · · , n}, the factorial moments of the R(p, q)− random variable are given by
Generalized q− Quesne distributions
This section addresses a concrete realization of the general R(p, q)−formalism in the case of q−Quesne's deformation [23] , corresponding to
where Φ 1 (p, q) = p, Φ 2 (p, q) = q −1 , and 0 < q < p ≤ 1.
Theorem 4.1 Let u, v, p, and q be real numbers with 0 < q < p ≤ 1. Then, the generalized q− Quesne deformed Vandermonde's formula is given by:
Lemma 4.2 Let X be the random variable and E(X j ) be the generalized q− Quesne deformed factorial moments. Then, for j ∈ {1, 2, · · · , n}, we have
where s p,q −1 is the generalized q− Quesne Stirling number of the first kind.
Generalized q− Quesne probability distribution
The generalized q− Quesne probability distribution is given in different cases as follows:
(ii) Binomial distribution
(iii) Binomial distribution of the first kind
(iv) Negative binomial distribution of the first kind
we get 
Concluding remarks
We have studied the R(p, q)-deformed univariate dicrete (uniform, binomial, hypergeometric and contagious) distributions, induced by the R(p, q)-deformed quantum algebra. Furthermore, as an application of the general formalism, the generalized q− Quesne distributions have been considered. Related R(p, q)-deformed and generalized q− Quesne factorial moments have been deduced.
