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Abstract 
Computation is often seen as information processing.  Many biological systems may be investigated in 
terms of information storage, signaling, and data processing networks. Much of this data processing 
activity is embodied in structural transformations in spatial scales ranging from the molecular to 
cellular networks.  The biomedical sciences make use of an increasingly powerful arsenal of tools and 
technologies for obtaining structural data as well as details of mass transport and the chemical and 
electrical signals that underlie these fundamental biological processes. For example, new staining 
techniques combined with computer-based electron microscope tomography, permit the clear imaging 
of chromatin filaments in the cell nucleus and filament networks in the cytoplasmic and extracellular 
space via the electron microscope. The application of tomographic reconstruction software developed 
at the National Center for Microscopy and Imaging Research (NCMIR) enables detailed 3D 
reconstructions of the relevant biological structures and processes. In order to deal with fundamental 
issues related to information processing in biological systems, new data processing methods as well as 
advances in chemically sensitive probes and imaging technology must be applied across a wide range 
of spatial and temporal scales. One class of increasingly useful tools for modeling biological systems, 
evaluating imaging technologies and characterizing the fidelity of digital processing has its roots in 
theoretical investigations in statistical mechanics, which arise from the concepts of information and 
entropy. We review how concepts of information and entropy may give new perspectives on the flow 
of information within biological systems, as well as our instrumentation and computer processing. 
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1 Information in structural biology and systems biology 
“When the American scientist Claude Shannon found that the mathematical formula of Boltzmann 
defined a useful quantity in information theory, he hesitated to name this newly discovered quantity 
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entropy because of its philosophical baggage. The mathematician John von Neumann encouraged 
Shannon to go ahead with the name entropy, however, since ‘ no one knows what entropy is, so in a 
debate you will always have the advantage’.” --The American Heritage Book of English Usage, 
quoted in Borwein Maximum entropy and Feasibility methods for Convex and Nonconvex Inverse 
Problems.   
One answer to this apocryphal anecdote is that information is the change of entropy under 
transformations of the system under investigation, and that entropy itself can be defined 
mathematically, in a manner that is consistent with the physics of the system [1].  
Recent years have witnessed a remarkable development of technology and tools that support the 
detailed investigation of biological systems. On one hand, we have the development of fluorescence 
microscopy [2,3,4,5], which gives highly localized information regarding the activity of protein 
structures in biological processes. This, on the level of light microscopy, provides a unification of our 
knowledge of genomics and the metabolic network with our observations of the dynamics of the living 
cell. On the other hand, with improvements in sample preparation of biological specimens and 
microscope technology we have been able to extend electron microscope investigations to the 
resolution of protein assemblies within the cell. Electron tomography (ET) extends these tools to the 
third dimension [6]. In combination with advanced staining techniques, ET, through imaging 
contextual structure, can overcome the “pointilist” [1] nature of fluorescence microscopy in the range 
between 10 to 500 nanometers, provide three dimensional (3D) reconstructions of protein assemblies, 
correlate 3D structures with functional investigations at the light microscope level and provide 
structural information which extends the findings of genomics and molecular biology.  
One particular area of convergence is between investigations of two of the most information-rich 
systems known to man--the cell nucleus and nerve cell networks. A central problem in the study of 
these biological systems is determining how information embodied in the cell nucleus is accessed to 
control processes in the cell cytoplasm and along the cell membrane. Figure 1, below illustrates 
biological structures associated with these recently discovered connections. This figure shows sections 
of 3D tomographic reconstructions made possible, in a large part, by computer software developed at 
NCMIR.  
Figure 1 also illustrates the connection between information in the cell nucleus and information 
processing in the brain.  Recent investigations aimed at long lived proteins, localized by fluorescence 
microscopy, has pointed toward the hypothesis that networks of long-lived proteins encapsulating 
neurons, the perineuronal net (PNN) play a determining role in the formation of long-term memory. 
Findings of a genetic role in abnormalities of the PNN, which lead to development of schizophrenia, 
have recently attained wide coverage in news media [7,8]. Thus, readout of information of specific 
genetic information in the DNA, should control changes in brain connection networks and information 
processing in the brain. The verification of such findings would point toward a detailed and systematic 
approach to investigation of information transmission within biological systems.  Elucidation of the 
mechanisms of information transfer constitutes an ongoing research problem in biological systems. 
Beyond this, a systems approach to the issue of information in biological processes may well be 
extended to the laboratory process as an information transmission system. For example, what 
information, in the form of entropy, is propagated throughout our experimental procedures? Beyond 
the conventional techniques of computer based tomographic reconstruction employed by biological 
researchers, we would propose, as a modest beginning the investigation of entropy measures within 
the Radon transform and its inversion. Admittedly, the wider biological connections may be tenuous 
(although tantalizingly promising) at the moment, an examination of our computer processing in terms 
of entropy and information, has and should continue to contribute new theoretical insights into the 
mathematics of tomographic reconstruction and lead to new techniques in image processing.  
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Figure 1 also illustrates the connection between information in the cell nucleus and information 
processing in the brain.  Recent investigations aimed at long lived proteins, localized by fluorescence 
microscopy, has pointed toward the hypothesis that networks of long-lived proteins encapsulating 
neurons, the perineuronal net (PNN) play a determining role in the formation of long-term memory. 
Findings of a genetic role in abnormalities of the PNN, which lead to development of schizophrenia, 
have recently attained wide coverage in news media [7,8]. Thus, readout of information of specific 
genetic information in the DNA, should control changes in brain connection networks and information 
processing in the brain. The verification of such findings would point toward a detailed and systematic 
approach to investigation of information transmission within biological systems.  Elucidation of the 
mechanisms of information transfer constitutes an ongoing research problem in biological systems. 
Beyond this, a systems approach to the issue of information in biological processes may well be 
extended to the laboratory process as an information transmission system. For example, what 
information, in the form of entropy, is propagated throughout our experimental procedures? Beyond 
the conventional techniques of computer based tomographic reconstruction employed by biological 
researchers, we would propose, as a modest beginning the investigation of entropy measures within 
the Radon transform and its inversion. Admittedly, the wider biological connections may be tenuous 
(although tantalizingly promising) at the moment, an examination of our computer processing in terms 
of entropy and information, has and should continue to contribute new theoretical insights into the 
mathematics of tomographic reconstruction and lead to new techniques in image processing. 
Figure 1: (a) Cross section of a 3D volume reconstructed using electron tomography showing chromatin 
filaments at high magnification (b) Hippocampus serial block face showing neuron body at low 
magnification. (c) Surface rendering of cortical neuron (cyan) and its perineuronal net (PNN) (magenta) (d) 
Synaptic and post synaptic bundles serial block face. Note that (a) and (c) represent highly magnified views 
of the particular structures which would occur in biological samples such as those pictured in (b) and (d). 
This illustrates that the electron microscope gives detailed imagery at spatial scales not visible through light 
microscopy. As detailed in sections 1.1 and 1.2 below information flows back and forth between the 
structures, illustrated in (a) and (c).  
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1.1 Information in the cell nucleus 
Genetic information storage and retrieval is localized to the cell nucleus, particularly DNA within 
the nucleus. In 1953 Watson and Crick discovered that DNA forms a double helix [8], revealing not 
only DNA’s long sought atomic structure but providing a scheme for our understanding of how 
genetic information is stored and copied. However, the double helix captures only the first-order 
structure of DNA. It is now clear that the biological functions and activity of DNA in our genomes 
cannot be predicted by linear sequence information alone [9]. Within the nucleus DNA is wrapped 
around nucleosomes to form chromatin that coils into domains which are thought to correlate with 
cytoplasmic structures controlled by the information stored in the DNA.  One major problem is how 
genetic information embedded in the tightly coiled chromatin is made accessible for read-out. It is 
evident that structural transformations of the chromatin determine when and how DNA can be 
accessed and read [10,11,12]. However, the detailed structure and organization of chromatin has not 
been visualized in situ, in intact cell nuclei. Accomplishing this extended characterization, across 
spatial scales, is of fundamental importance.  
Researchers at Salk Institute for Biological Studies and NCMIR (both in La Jolla) have developed 
processes that combine the functions of fluorescent dye for light microscopy and an electron dense 
stain for EM imaging of chromatin in the cell nucleus [13,14,15]. The TxBR package developed by 
workers at NCMIR, including one of the authors of this paper, makes possible the reconstruction and 
visualization of chromatin ultrastructure at high resolutions in intact nuclei (down to the structural 
scale of protein assemblies) and in 3 dimensions using multi-tilt EM tomography (EMT) 
[16,17,18,19]. This reconstruction software compensates for the optical irregularities of the electron 
microscope, as well as sample degradation These techniques will enable researchers to map changes in 
the chromatin and their association with transformations in portions of the metabolic network.  In turn 
this information may be correlated with biological structure observed through 3D tomographic 
reconstruction. Figure 1, above, illustrates the structures involved in the regulation of connections in 
brain tissue.  All of these images are obtained by computer based tomographic and image processing 
techniques developed at NCMIR and reported elsewhere. 
1.2 Information in the perineuronal networks  
It is well recognized that the understanding patterns of connection in the brain, is essential to 
understanding how the brain works.  Both memories and the processing of incoming sensory data are 
encoded in this enormous graph of interconnections. For large scale dynamical networks statistical 
techniques based on information and entropy afford valuable insights. One major problem in the study 
of the brain is how these patterns of interconnection are formed.  Currently, experiments designed to 
test the hypothesis that life-long memories are stored as the pattern of holes in the perineuronal net 
(PNN) [20] are being carried out in Roger Tsien’s lab at UCSD. Figure 1, above, shows a 
reconstruction of the PNN, generated by semi-automatic segmentation [21], around a neuron, with 
holes which permit synaptic connections. This is described in a recent publication [22]:  
“The PNN is a specialized form of extracellular matrix deposited around selected neurons during 
critical periods of development in specific parts of the brain. These developmental processes are 
controlled by genetic information embedded in the cell nucleus. The PNN is interrupted by holes 
where synapses occur. A current hypothesis is that the PNN is a long-lived structure and that new 
memories are created by cutting new holes in the PNN or enlarging existing holes to enable formation 
of new synapses or to strengthen existing ones. There is much circumstantial evidence implicating the 
PNN in synaptic plasticity. If correct, the PNN would be something like an enormously convoluted 
punch card, with information continuously being stored in the location and size of the interruptions in 
its coverage of the neuron – what we are calling holes. A basic premise of this hypothesis is that the 
bulk of the PNN, should not undergo metabolic renewal from the first age at which memories are 
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retained until senescence, whereas the active constituents of synapses turn over much more frequently 
and would therefore be poorer substrates for permanent information storage. “  
Our present understanding of information processing in the brain is based on models of molecular 
conformational changes, as well as transport and signaling at the molecular level.  As such these 
processes are fundamentally probabilistic, so a study of entropy and information transformation on the 
molecular level is appropriate.  Electron microscopy also provides a valuable tool to the investigation 
of the molecular dynamics involved in the basic biological processes. For example, electron 
cryotomography [23] can aid in the analysis of state transitions of biological molecules in the cell by 
direct 3D visualization.  Networks of state transitions are fundamental objects in biology and computer 
science.  Because of the strong analogies between computation in man made systems and computation 
in the brain, elucidation of the mechanisms for information storage in brain networks could also lead 
to deeper understanding of the mathematics of information and information processing, as we will 
argue below.  As man made computational systems evolve to the exascale and error rates become 
more significant probabilistic considerations such as those found in the biological sciences may 
become much more important in the development of computer technology. 
2 Information in tomography 
We may argue that the concepts of information and entropy apply, in a fundamental way to the 
study of biological systems through the techniques of 3D reconstruction as exemplified by electron 
tomography. Both the biological systems under investigation and the tools which are applied during 
these investigations may be viewed from an information-theoretic standpoint. 
At present, electron tomography is not a monolithic field of study, but is comprised of a variety of 
techniques, roughly associated with the spatial scales of interest, and the nature of the objects under 
investigation [24]. Researchers commonly use different techniques for elucidating the structure of 
small particles and microfilaments (nm scale) as opposed to the structure of cells and long range 
structure, such as exhibited by axons and dendrites in neural tissue (mm scale). Nevertheless, all of 
these systems exhibit probabilistic aspects, and information theory provides a common thread.  
Detailed investigation of molecular structure in the context of the larger structure of organelles, cells 
and cell assemblies in tissues is crucial to the resolution of many research problems in biology and 
statistical issues arise in the passage from shorter to longer scales in both time and space. 
Many applications of tomography to the study of biological systems involve big data. EM images 
span spatial scales ranging from a fraction of a nm to about 50mm, and 3D EM reconstructions may 
cover 1᪀⁄᪀1015 of the volume of a typical optical microscope reconstruction. The limit of resolution of 
light microscopy is on the order of a 250nm, and even though super-resolution techniques applied in 
fluorescence microscopy [1,2,3,4] may give much better resolution, rare events and contextual 
information are missed. One example where reconstruction at multiple spatial scales is particularly 
important occurs in the study of the nervous system, where structure and function are correlated from 
the molecular level to the whole brain. Thus, in order to pass from the spatial scales accessible to light 
microscopy to the spatial scales accessible to electron microscopy we must assemble huge data sets.  
Computer processing of these data sets may require compressive sensing, which is based on the 
systematic reduction of the size of data sets through the application of information theoretic concepts. 
This problem of scaling also extends to the time domain.  
Passing from the systems under investigation to the instrumentation and computer processing 
employed in these investigations, it may be argued that electron microscopy has a fundamentally 
probabilistic aspect itself. 
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x The fundamental theory of the electron microscope is based on the electron, and quantum 
mechanical interactions between electrons and the sample under investigation. Scattering 
events are probabilistic, and contribute to various forms of background noise. 
x Ignoring quantum effects, mechanical uncertainties in position and angle of the sample make 
the position and direction of the electron in the sample uncertain.  This certainly apparent 
when we try to calculate the parameters of paths through voxels in a discrete computer 
model. 
x Instrument calibration drift makes the optics of the instrument uncertain at the resolutions 
required for detailed investigation of cellular ultrastructure. 
x Sample mass loss due to interaction with energetic electrons causes progressive warping of 
the sample as repeated observations are made, thus making the shape of the sample during 
any particular observation uncertain. 
These statistical uncertainties may be dealt with as separate problems in the development of 3D 
reconstruction codes.  This is certainly the case with our EM tomography code, TxBR, but a more 
unified point of view has some advantages in the development of image processing tools.  
3 Entropy and the Radon transform  
 
Electron microscope images can be reduced to physical examples of Radon transforms. If we 
ignore background noise, the single scattering model gives a simple interpretation of the intensity of 
the beam at each point in the image. In particular each pixel of an electron microscope image 
represents the probability of an electron traversing a path through the object and ending at that point 
without scattering in from other paths. These paths are given by classical model of an electron 
traveling through a magnetic field.  In order to transform the data to a physical model consistent with 
the Radon transform the image data is log-transformed.  The log transform is the Burg entropy 
associated with the path of the electron.  In the subsequent section, we generalize this entropy by 
means of some simple substitution of variables, and show that we can obtain representation of Renyi 
entropy from the Radon transform.  These manipulations are related to the construction of the Maslov 
dequantization, and yield a family of one-parameter generalizations of the basic Radon transform.  
In the subsequent section we examine the concept of entropy of an image, and introduce a concept 
of local entropy.  This is a consequence of our model of image data, which interprets the pointwise 
image intensity as a probability, and differs from the usual definition of entropy as being determined 
by the distribution of image intensities. 
3.1 Maslov dequantization  
We review the mathematical definition of Maslov dequantization, the relationship of the Radon 
transform to Renyi entropy, and the mathematical axioms associated with desirable properties of 
entropy.  In particular, the complete set gives Shannon entropy.  The expandibility axion gives the 
property we require for a definition of local entropy.   
Maslov dequantization has been treated in terms of thermodynamic semirings [26,27]. We may 
start with entropy functions on two variables, ܵሺ݌ǡ ͳ െ ݌ሻ. This yields an addition ْβ,᪀S on the positive 
real numbers  
ݑ ْఉǡௌ ݒ ൌ ௣ ቄ݌ݑ ൅ ሺͳ െ ݌ሻݒ െ
ଵ
ఉ ܵሺ݌ሻቅ ǡ ݂݋ݎߚ ൐ Ͳ.  (1) 
If S is the Shannon entropy: ܵሺ݌ǡ ͳ െ ݌ሻ ൌ ݌ ሺ݌ሻ ൅ ሺͳ െ ݌ሻ ሺͳ െ ݌ሻ, this operation becomes  
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ݑ ْఉǡௌ ݒ ൌ െ ଵఉ ൫ሺെߚݑሻ ൅ ሺെߚݒሻ൯.  (2) 
We drop the subscript S in this case, and write ݑ ْఉ ݒ ൌ െ ଵఉ ൫ሺെߚݑሻ ൅ ሺെߚݒሻ൯. 
The construction of the twisted addition above can be extended to a map from the positive reals to 
a semiring with this twisted addition [28]. In particular, apply a change of variables ݔ հ ݑ ൌ ߙ  ݔ. In 
this ring ݑ ْఈ ݒ ൌ ߙ ൫݁ݔ݌ሺݑȀߙሻ ൅ ݁ݔ݌ሺݒȀߙሻ൯and ݑ ٖఈ ݒ ൌ ݑ ൅ ݒ. We denote this map of ring 
structures ܯఈ . For the purpose of later discussion, we can make the variable change ߙ հ ͳȀߚ and 
denote the resulting map ܯఉ. If we take the limit α᪀→᪀0, we obtain an idempotent semiring ܴ௠௔௫ with  
ݑ ْ ݒ ൌ ݉ܽݔሼݑǡ ݒሽ and ݑ ٖ ݒ ൌ ݑ ൅ ݒ . This is also called the tropical algebra, and the limiting 
process is called the Maslov dequantization [27]. The semiring ܴ௠௔௫  is isomorphic to a semiring 
ܴ௠௜௡ , which may be obtained by letting α᪀→᪀∞. In this ring, ݑ ْ ݒ ൌ ݉݅݊ሼݑǡ ݒሽ. These semirings 
were proposed in a general scheme of image processing which was termed image algebra, and 
proposed for its applications in electron microscopy by Peter Hawkes [29], before the current wave of 
interest on the part of algebraic geometers. 
3.2 Renyi entropy  
In this section we relate possible definitions of local entropy to the Radon transform. The 
expression for Renyi entropy originates in the work of Alfred Renyi [30], who proposed a measure of 
information, ܫ, which is compatible with the laws of probability, and which is additive for independent 
events. In particular, if p and q are independent events ܫሺ݌ݍሻ ൌ ܫሺ݌ሻܫሺݍሻ. Using Hartley’s information 
content ܫሺ݌ሻ ൌ ሺ݌ሻ up to a multiplicative constant leads to the Shannon entropy of a set of events 
ሺݔଵǡ ݔଶǡڮ ǡ ݔ௡ሻ with probabilities ሺ݌ଵǡ ݌ଶǡڮ ǡ ݌௡ሻ, 
ܵሺܲሻ ൌ σ ݌௜ ሺ݌௜ሻ௜ୀ௡௜ୀଵ .   (3) 
As Renyi observed other measures consistent with the requirements are possible. More generally,  
ܵఈሺܲሻ ൌ ଵଵିఈ ൫σ ሺ݌௞ఈሻ௜ୀ௡௜ୀଵ ൯.  (4) 
An example of an entropy measure in tomography may be found in the preprocessing of X-ray or 
EM data. Recall that the underlying physical model for EMT or X-ray tomography is a classical single 
scattering process in an object with physical scattering density ݑሺܺǡ ܻǡ ܼሻ examined by a beam with 
initial intensity ܫ௜ . We assume a family of trajectories, each associated with an angle and a point on an 
image. We assume also that the trajectories are continuous and those associated with a given angle are 
topologically dense and non-intersecting in the object. In particular, each image is taken of the sample 
rotated by θ, which can represent a single angle along an arc or a pair of angles on a sphere.  
Ȟఏǡ௫ǡ௬ሺݏሻ ൌ ቀߛଵǢఏǡ௫ǡ௬ሺݏሻǡ ߛଶǢఏǡ௫ǡ௬ሺݏሻǡ ߛଷǢఏǡ௫ǡ௬ሺݏሻቁ  (5) 
The beam intensity ܫ௢௨௧  at image point ሺݔǡ ݕሻ of the image at angle θ is given by the exponential of 
integral along the trajectory Ȟሺఏǡ௫ǡ௬ሻ through the exit point:  
ܫ௢௨௧ሺߠǡ ݔǡ ݕሻ ൌ ܫ௜௡൫െ׬ݑ൫Ȟሺఏǡ௫ǡ௬ሻሺݏሻ݀ݏ൯൯.  (6) 
We can pass to the pixel discretization of the object and set of images and the object and write  
ܫ௢௨௧ሺߠǡ ݔ௜ǡ ݕ௜ሻ ൌ ܫ௜௡ ς൬െݑ ቀȞሺఏǡ௫೔ǡ௬೔ሻ൫ݏఏǡ௜ǡ௝ǡ௞൯ቁ൰ (7) 
In this discretization the pixel discretization is regular and the values ݏఏǡ௜ǡ௝ǡ௞ are chosen so that the 
points along the trajectory fall once into each voxel in the object through which the trajectory passes. 
In order to apply the theory of the radon transform we take the log of ܫ௢௨௧ . This gives  
 ܫ௢௨௧ሺߠǡ ݔ௜ǡ ݕ௜ሻ ൌ  ܫ௜௡ ൅ σ   ൬െݑ ቀȞሺఏǡ௫೔ǡ௬೔ሻ൫ݏఏǡ௜ǡ௝ǡ௞൯ቁ൰ ൌ  ܫ௜௡ െ σݑ ቀȞሺఏǡ௫೔ǡ௬೔ሻ൫ݏఏǡ௜ǡ௝ǡ௞൯ቁ. (8) 
Assuming beam intensity is set to unity and scattering densities are normalized along each 
trajectory the right hand quantity is Burg entropy. In order to simplify the discussion, we set 
െݑ ቀȞሺఏǡ௫೔ǡ௬೔ሻ൫ݏఏǡ௜ǡ௝ǡ௞൯ቁ ൌ ݑఏǡ௜ǡ௝ǡ௞. We can map each density ݑఏǡ௜ǡ௝ǡ௞ into a particular voxel represented 
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by a scattering value ݑ௜௝௞  and reinterpret ݑ௜௝௞  probabilistically in terms of a distribution of atomic 
scatterers. Along each trajectory, we can apply the Maslov map ܯఉ  where we make the variable 
change ݑఏǡ௜ǡ௝ǡ௞ ฽ ߚ  ݒఏǡ௜ǡ௝ǡ௞ and σݑఏǡ௜ǡ௝ǡ௞ ฽ ଵఉ σ ݁ݔ݌൫ߚݒఏǡ௜ǡ௝ǡ௞൯. 
where the sum is along the trajectory. Noting that ݁ݔ݌ሺߚݔሻ ൌ ሺሺݔሻሻఉ , and writing 
݁ݔ݌൫ݒఏǡ௜ǡ௝ǡ௞൯ ൌ ݌ఏǡ௜ǡ௝ǡ௞ we obtain the formal expression ଵఉ σ൫݌ఏǡ௜ǡ௝ǡ௞൯
ఉ
, which within a factor of 
ఉ
ଵିఉ 
corresponds to Renyi entropy along the trajectory. 
3.3 Renyi divergence 
In order to extend the idea of entropy to the Radon transform, we must develop a more local 
concept of entropy. Our definition of local information or information at a point is given as the change 
of entropy when we remove the point in question from our probability distribution [31]. This notion 
may be formalized in a manner similar to the treatment of Theiler [32]. Entropy at a point ݔఏǡ௞ǡ௟ of the 
θth image in an image series or a point ݔ௜ǡ௝ǡ௞ in a volume, may regarded in either of two ways. The first 
definition can be taken the difference between the total entropy of the image or some fixed subset of 
pixels surrounding the point in question and the entropy of the set with the pixel in question removed.  
This procedure is valid if we assume our definition of entropy satisfies the axiom of extensibility [26].  
Another definition, consistent with the concept of Renyi divergence is to take the quotient. Both will 
generate quantities, which can be regarded as information measures.  
If we assume the expandability axiom above, we can define a new distribution, 
ݍఏǡ௜ǡ௝Ǣ௞ǡ௟ ൌ ൝
௣ഇǡ೔ǡೕ
ଵି௣ഇǡೖǡ೗
ሺ݅ǡ ݆ሻ ് ሺ݇ǡ ݈ሻ
Ͳሺ݅ǡ ݆ሻ ൌ ሺ݇ǡ ݈ሻ
  (9) 
then 
ܦఏǡ௞ǡ௟ఈ ൌ ଵଵିఈ ൫σ ݍఏǡ௜ǡ௝Ǣ௞ǡ௟ఈ௜ǡ௝ Ȁ݌ఏǡ௜ǡ௝ఈିଵ൯,  (10) 
is the pointwise divergence image. We can treat this as a “probability” image by normalization. A 
three dimensional volume can be treated similarly.  
     We may generalize this definition.  A third alternative, which may be adopted for numerical 
reasons, is to cover the image or a structure within the image by small boxes, each centered on a point 
ݔ௞ǡ௟ . We may renormalize probabilities within each box to sum to 1 and perform the entropy 
calculations with respect to each box separately.  For purposes of illustration, we show the results of 
this procedure in Figure 2, below.  This is a variant of the fractal dimension calculation described in 
[31].  Figure 2 shows a local entropy transform of an EM image and a section of the backprojection of 
a tilt series modified by local entropy transforms. 
 
Biological Systems Through the Informational Lens A. Lawrence, T. Katchalski,... and M. Ellisman
657
  
 
 
4 Conclusions 
 
The information-theoretic viewpoint has been successful in reducing noise in images, improving 
image sharpness, and detecting the dimensionality of image data. Maximum entropy methods 
constitute a large class of iterative methods in image processing. Also, a statistical approach is 
appropriate, for fundamental physical reasons. Beyond the random aspects of staining at the shortest 
spatial scales, the large field images in the biological samples under study by electron microscopy are 
actually images derived from electron scattering probabilities within the sample. Furthermore, the 
imaging process is subject to noise generated by additional scattering in the sample, positioning, 
random degradation and warping of the sample, and random errors in the detectors. For these reasons, 
information theoretic techniques are appropriate. On a more fundamental level we have also shown 
that the Radon transform can be interpreted in terms of Renyi entropy. 
Figure 2: (a) Tomogram generated from Renyi-difference images. (b) Original Tomogram. (c) Zoom x8 
of subfigure a, approx. at the position of the red box. (d) Zoom x8 of subfigure b, approx. at the position of 
the red box. All tomograms displayed in the same window 155-200. (e) A sample of image difference at zero 
tilt between the Renyi difference image and the original image used to reconstruct the tomograms.  (Thanks 
to Guy Perkins, NCMIR for this data set.) 
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In order to gauge the information loss in our data processing, the entropy or information of an 
image may be calculated. To make entropy considerations more consistent with the implicit 
transforms in ET and the algorithms employed in the solution of the inverse problem, we have also 
demonstrated the calculation the entropy at a point in the image and that these entropy calculations 
work well with the inversion of the Radon transform. was accomplished by calculating the change of 
entropy when the data for the point in question is omitted from the calculation. This idea can also be 
employed through the use of realistic phantoms produce new images or density functions of phantom 
volumes which may be compared to the original data. A practical objective of this work is the 
improvement of the resolution of our tomographic reconstructions by improving the detection of sharp 
gradients in our images. Improvement of resolution provides necessary information for the biological 
research.  For example, a factor of two improvement over present techniques is necessary obtaining 
isotopic resolutions consistent with the spatial scale of chromatin filaments.  This in turn will aid in 
the task of following chromatin filaments throughout their convolutions within the cell nucleus and 
correlating changes in structure with biological activity.  The issue here is whether statistical 
uncertainties limit resolution in a fundamental way.  For example, it has been shown that for some 
physical systems, entropy is subject to a fundamental uncertainty relation. 
 
5 Further Work  
At present there are possible several directions for further work. Although we would like a version 
of the Radon transform and its inverse in the semiring described above, further mathematical 
development is necessary. In particular, we need constructions analogous to the filtration and 
backprojection. Convolution filtration, for example could be computed via a generalization of the 
divergence formula above, where negative coefficients contribute to the numerator and negative 
coefficients contribute to the denominator of the quotient inside the summation. We might guess that 
Renyi divergence and the twisted addition under the Maslov isomorphism Mβ would give interesting 
results, but the formulas are complicated, and numerical experiments might better serve our purpose. 
We also have the standard Radon transform on a 3D object, which gives a series of 2D images. We 
can define the local entropy transform of the object as well as the local entropies of the 2D images. 
One issue is whether some reconstruction algorithm can produce the 3D entropy transformed object 
from the 2D entropy transformed images. 
We have, however, outlined the construction of several tools which could give us information 
measures relevant to the performance of our algorithms. The easiest case would be the evaluation of 
information loss under various experimental conditions. If we specialize Renyi entropy to the case 
α᪀=᪀1 we recover Shannon entropy, which is defined above. The additivity axiom for Shannon entropy 
gives us a relatively simple expression to work with. For example, it is easy to see how missing tilts 
would lead to a reduction of information in the reconstruction. We need all possible tilts in order to 
define a forward transform which gives enough data for a perfect reconstruction, i.e., to make the 
forward transform nonsingular [1]. Applying the formula to the images in the tilt series, we see that we 
are missing projection terms which would contribute to the entropy, and so the inverse transform 
could not restore that information. It is also possible to distinguish between loss of information due to 
discretization and loss of information due to missing directions in a particular discretization.  
With the use of phantom data, and a good model of imaging in the electron microscope we can 
make further comparisons. For example, Renyi divergence applied pointwise, as described above, 
gives us a means to compare a reconstruction and the original phantom data, point by point. This 
would tell us which features are best preserved in an information theoretic sense. Other applications of 
Renyi entropy are the estimation of fractal dimension through adaptation of a box-counting form of 
the entropy expression [32]. 
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There are also a number of theoretical issues relating to the application of cryotomography to 
conformational changes in protein structures.  On the physical side EM tomography of single particles 
(molecular structure) can be regarded as the theory of scattering of electrons from a many-body 
system.  There is a well-developed theory, which describes the target system in terms of density 
matrices.  The radon transform on the density matrix gives the Wigner distribution function, which is 
analogous to classical probability.  If we take the incoming electron plus the molecular system all into 
account we are able to build up pictures of the molecular states from observation of each electron after 
it exits.  The electron microscope gives us statistical averages of many interactions.   
At present we can reconstruct more or less stable conformational states from particle 
tomography.  The forward problem is the prediction of molecular states and the images they present in 
the electron microscope.  The inverse problem is inferring the Wigner distribution function from 
tomographic reconstructions.  In particular we want reconstruct from the coordinates of the exiting 
electrons. 
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