Parallelization of the Franklin-Vogt multiple observer siting algorithm.
Introduction
The purpose of multiple observer siting (Franklin, 2002) is to place observers to cover the surface of a terrain or targets above the terrain. It is useful in the placement of radio transmission towers, mobile ad hoc networks, and environmental monitoring sites. Given a terrain represented as a digital elevation map (DEM), the algorithm assumes that observer and target points are placed above terrain points. Therefore, the number of possible observer and target positions on the plane is the size of the terrain. The objective of the algorithm can be to cover as many targets as possible using a number of observers or to cover a number of targets using as few observers as possible. In the usual sense, an observer covers a target that is within a radius of interest and is visible or has a direct line of sight from the observer.
If the targets are the terrain points (raised to a common height), then the targets visible from an observer constitute the viewshed of the observer, and the number of targets covered by an observer is the viewshed area of the observer. There are many possibilities. The radius of interest is usually defined in 2D, but can also be defined in 3D. An observer can cover a target with a quality or probability (Akbarzadeh et al., 2013) . A target may require the covering of at least k > 1 observers for positioning or reliability. An observer may require the covering of at least one other observer for communication purposes. Both the observers and the targets can be mobile (Efrat et al., 2012) . The application may have other restrictions than the number of observers or targets, for example, the cost of placing an observer at each position.
The terrain may be either the traditional surface of the earth, or the tops of buildings in an urban terrain. The recent higher resolution databases require more efficient algorithms. Current observers may be remotely operated or autonomous airborne vehicles, whose operators desire to optimize the flight path. This may require repeatedly recomputing the siting problem with slightly varying parameters.
A recent application requiring optimizing observer siting is Li-Fi, or light fidelity, which switches LEDs on and off at a high speed to effect high speed communication. Its main advantage is its immunity to electronic interference. Its visibility computation is complicated by its light's ability to reflect from shiny surfaces.
"Visibility" is also applicable to GHz radio signals that can be blocked by heavy objects like reinforced concrete pillars. That is relevant to siting the thousands of beacons that may required for indoor wayfinding in large buildings like airports.
(Schipol airport's wayfinding system has 2000 beacons).
Other notable related research includes the many line-of-sight issues in the Modeling and Simulation community discussed with comparisons of various LOS algorithms in Line-of-Sight Technical Working Group (2004) , the relation of visibility to topographic features studied in Lee (1992) , and the pioneering work of Nagy (1994) . Champion and Lavery (2002) studied line-of-sight on natural terrain defined by an
Multiple observer siting is a compute-intensive problem with considerable inherent parallelism. The multiple observer siting algorithm of Franklin and Vogt (2004, 2006) can be optimized to reduce the time and space complexities. Parallelizing the algorithm would greatly increase its speed, so that the program would be very fast for small terrains and not too slow for large terrains. GPUs are massively parallel devices containing thousands of processing units. They were designed for computer graphics applications but are fully programmable and optimized for SIMD vector operations. Using GPUs for scientific computing is called general-purpose computing on graphics processing units (GPGPU) (Luebke et al., 2004) . Although a CPU core is much more powerful than a GPU core, a GPU has many more cores than a CPU. Latest GPUs have up to a few hundred GB/s of memory bandwidth and a few TFLOPS of single-precision processing power, but theoretical peak performance is very hard to achieve.
The parallelization of line-of-sight and viewshed algorithms on terrains using GPGPU or multi-core CPUs is an active topic. Strnad (2011) parallelized the line-of-sight calculations between two sets of points-a source set and a destination set-on a GPU, and implementated it on a multi-core CPU for comparison. Zhao et al. (2013) parallelized the R3 algorithm (Franklin and Ray, 1994) to compute viewsheds on a GPU. The parallel algorithm combines coarse-scale and fine-scale domain decompositions to deal with memory limit and enhance memory access performance. Osterman (2012) parallelized the r.los module (R3 algorithm) of the open-source GRASS GIS on a GPU. Osterman et al. (2014) also parallelized the R2 algorithm (Franklin and Ray, 1994) . Axell and Fridén (2015) parallelized and compared the R2 algorithm on a GPU and on a multi-core CPU. Bravo et al. (2015) parallelized the XDRAW algorithm (Franklin and Ray, 1994) to compute viewsheds on a multi-core CPU, after improving its IO efficiency and compatibility with SIMD instructions. Ferreira et al. (2014 Ferreira et al. ( , 2016 parallelized the sweep-line algorithm of Kreveld (1996) to compute viewsheds on multi-core CPUs. In multiple observer siting, Magalhães et al. (2010) proposed a local search heuristic to increase the percentage of a terrain covered by a set of k observers. Given a set of candidate observers, each subset of k observers is a solution S and each solution with one observer different from S is a neighbor of S. Starting from an initial solution, the heuristic repeatedly replaces the current solution with a better neighbor, until a local optima is found. Pena et al. (2014) improved the performance of the heuristic by accelerating the overlay of viewsheds on a GPU using dynamic programming and a sparse-dense matrix multiplication algorithm.
In this paper, we optimize and parallelize the multiple observer siting algoirthm of Franklin and Vogt on a GPU. We also implement it on multi-core CPUs for comparison. With visibility computation being an essential part, the siting algorithm is different and more complicated. We review the multiple observer siting algoirthm in the next section. 4 Franklin and Vogt (2004, 2006) proposed an algorithm to select a set of observers to cover the surface of a terrain. Let the visibility index of a given terrain point be the number of terrain points visible from an observer at that point, divided by the total number of terrain points within the given radius of interest. The algorithm first computes an approximate visibility index for each terrain point, and then selects a set of terrain points with high visibility indexes as candidate observer positions.
The observers at the candidate positions are called tentative observers. Then the algorithm computes the viewshed of each tentative observer and iteratively greedily selects observers from the tentative observers to cover the terrain surface. As an option, the algorithm can select observers that are visible from other observers. At the top level, this algorithm has four sequential steps: vix, findmax, viewshed, and site.
vix, the first step, computes an approximate visibility index for each terrain point, which is normalized as an integer from 0 to 255 and stored in a byte. The parameters of vix include the number of rows or columns of the terrain, nrows, the radius of interest of observers, roi, the height of observers or targets above the terrain, height, and the number of random targets for each observer. For simplicity, the algorithm assumes that the terrain is a square and the observer height and the target height are equal, but these restrictions are easy to remove. Placing an observer at each terrain point, vix picks a number of random terrain points within roi as targets and calculates their line-of-sight visibility. Then it calculates the ratio of visible targets, normalized in 0-255, as the approximate visibility index of the terrain point.
findmax, the second step, selects a small subset of terrain points with high visibility indexes as tentative observers. Since highly visible points are often close to each other, for example, along ridges and on water surface, findmax divides the terrain into square blocks and selects a number of highly visible points in each block as tentative observers. The parameters of findmax include the number to select and the block width. findmax adjusts their values so that the last block is not too small and each block has the same number of tentative observers.
viewshed, the third step, computes the viewshed of each such tentative observer using the R2 algorithm. With a square of width (2roi + 1) centered at an observer, the algorithm shoots a ray from the observer to each point on the boundary of the square and calculates the visibility of the points along the rasterized ray. Terrain points within roi along a ray are visited in order and their visibility is determined by the local horizon. The observer and the points as targets are height above the terrain, while the points as obstacles are on the terrain. that would add more area is encountered. The algorithm may stop at a maximum number of observers or a minimum coverage of the terrain.
Optimization
First we optimize the multiple observer siting algorithm to reduce its time and space cost. It is important that we parallelize an efficient sequential algorithm rather than an inefficient one. The space requirement is important for GPU parallel programs because the GPU memory is smaller than the CPU memory, and memory copies between them are expensive. The parallel algorithm has the same four steps as the sequential one: vix, findmax, viewshed, and site.
vix is often the most time-consuming step. As it computes approximate visibility indexes by target sampling, it can compute approximate line-of-sight visibilities by point sampling to further increase speed. It still uses random points within roi of an observer as targets. Rana (2003) proposed using topographic feature points as targets, but it is not definitely better than using random points. For each target, instead of computing a line-of-sight visibility by evaluating all points along the line between the observer and the target, vix computes an approximate line-of-sight visibility by evaluating a subset of the points with an interval between successive points of evaluation along the line of sight. The idea is like volume ray casting in
Computer Graphics, which uses equidistant sampling points along a viewing ray for shading and compositing. interval = 1 is equivalent to evaluating all the points.
The choice of interval and its effects on the outcome will be discussed in the results section. 
The time cost of site depends very much on the number of tentative observers.
Previously, site computed the union area of each unused viewshed V and the cumulative viewshed C in each iteration, which is very time consuming. Two modifications to the algorithm of site greatly reduce its time complexity. First, the size of V is (2roi + 1) 2 and the size of C is nrows 2 , so that the time to compute the area of Algorithm 1: The algorithm of site Input: A DEM, a set of tentative observers, and their viewsheds Output: A set of observers the set of observers and the cumulative viewshed are empty; while coverage is lower than a threshold and can be increased do foreach unused tentative observer do if the set of observers is empty or it is within 2roi of the last added observer then compute the extra area that its viewshed would add to the cumulative viewshed; end end add the unused tentative observer with the largest extra area to the set of observers; update the cumulative viewshed as its union with the viewshed of the newly added observer; end return the set of observers;
Parallelization
The multiple observer siting algorithm is compute-intensive, but with considerable inherent parallelism, which will greatly increases its speed. The Compute Unified Device Architecture (CUDA) (NVIDIA, 2016) is a parallel computing platform and programming model for NVIDIA GPUs. We parallelize the algorithm using CUDA on an NVIDIA GPU. The four steps of the algorithm are parallelized separately.
The K20Xm NVIDIA GPU has 14 streaming multiprocessors, each with 192 CUDA cores. To perform a task using CUDA, it is necessary to define a kernel function that is executed by a large number of CUDA threads. Each thread does a fraction of the work and is executed on a CUDA core. The threads are grouped into thread blocks and each thread block is executed on a multiprocessor. The threads of a block are divided into warps of 32 threads and each warp is instruction locked.
The threads of a block are synchronized, while the threads of different blocks cannot be synchronized, or even communicate.
vix, the first step, computes a visibility index for every terrain point. The number of points is usually very large, so that we define a kernel function to compute the visibility index of a point in each CUDA thread. The function picks random targets for the point and calculates their line-of-sight visibility. findmax, the second step, finds the point with the highest visibility index in every terrain block as a tentative observer. The number of terrain blocks is much smaller than the number of points. We define a kernel function to find the most visible point in a terrain block in each thread block. The function finds the most visible point in a portion of the terrain block in each thread of the block, and performs a parallel reduction to find the most visible point of the terrain block.
viewshed, the third step, computes the viewshed of every tentative observer.
The number of tentative observers is the same as the number of terrain blocks. We define a kernel function to compute the viewshed of a tentative observer in each thread block. The function computes a slice of the viewshed in each thread of the block. For example, if the block has 4 threads, then each thread computes a quarter of the viewshed. In the case of Figure 1 , each thread shoots 6 consecutive rays from the observer to points on the boundary of the square.
The major task in an iteration of site, the last step, is to compute the extra area of unused tentative observers within 2 roi of the last added observer. In an earlier attempt, we defined a kernel function to check if the extra area of a tentative observer needs computing and, if so, compute its extra area in each CUDA thread. vix computes an approximate line-of-sight visibility with an interval between successive evaluation points along each line of sight. We use the CUDA program to test the effects of interval because it is the fastest. To evaluate the accuracy of the approximate visibility index, the exact visibility index map of the terrain, normalized in integers 0-255, is computed with roi = 100 (1000 meters) and observer/target height = 100 (10 meters). Figure 3 shows the exact visibility index map of the terrain. The figure shows that highly visible points (light colored) are on flat terrain-plains, valleys, and waters. In the simplest case, interval can be a constant value. However, we found that points closer to the observer along the line of sight are more important for determining visibility. For example, a closer point with a higher elevation than the observer appears higher (has a larger altitude angle) than a more distant point with the same elevation. Therefore, evaluation points should become denser and interval should become smaller towards the observer. The same is true from the viewpoint of the target, so that interval should become smaller towards the target. We test the CUDA program with roi = 100, height = 100, block width (bw ) = 50 (107584 tentative observers), and target cov- • 1: 99 points (1, 2, 3, . . . , 99)
• 2: 50 points (1, 3, 5, . . . , 99)
• 4: 25 points (1, 5, 9, . . . , 97)
• 8: 13 points (1, 9, 17, . . . , 97)
• 16: 7 points (1, 17, 33, . . . , 97)
• 32: 4 points (1, 33, 65, 97)
• 'exponential': 7 points (1, 2, 4, . . . , 64)
• 'Fibonacci': 10 points (1, 2, 3, . . . , 89)
• 'bidirectional exponential': 12 points (1, 2, 4, . . . , 96, 98, 99)
• 'bidirectional Fibonacci': 16 points (1, 2, 3, . . . , 97, 98, 99) Table 1 shows the running time of vix in seconds, the RMSE of the approximate visibility index map (VIM), and the number of observers selected for the target coverage. The smaller the number of observers, the better the result. More random targets per point produces a longer running time for vix, a smaller RMSE of the VIM, and a smaller number of observers. The improvement from 10 to 50 targets is larger than the improvement from 50 to 250 targets. However, a smaller RMSE does not necessarily mean fewer observers. For example, interval = 8 has a smaller RMSE but more observers than interval = 'exponential' or 'Fibonacci'. A larger interval produces shorter time, larger RMSE, and more observers. that (interval =) 'exponential' and 'Fibonacci' are below and thus better than the 1, 2, . . . , 32 curve, while 'bidirectional exponential' and 'bidirectional Fibonacci' are almost on the curve. We choose 50 targets and interval = 'exponential' for vix, so that its time complexity is O(nrows 2 log(roi )). Table 2 shows the results of the parallel and sequential programs with different combinations of roi and bw : roi = 50 and bw = 25, roi = 100 and bw = 50, roi The other parameters are height = 100 and target coverage = 95%. The number With a fixed bw, it may either decrease or increase as roi increases. Table 3 shows the speedups of the parallel programs over the sequential program. 
Conclusions
We have optimized the multiple observer siting algorithm and parallelized it using CUDA on a GPU and using OpenMP on multi-core CPUs. OpenMP program is easier to implement. Due to overhead, the GPU is more efficient for long computation, while the CPU is more efficient for short computation. If a program contains both long and short computations, it is possible to achieve greater efficiency by combining GPU and CPU parallel execution. There are two directions for future work. The first direction is to further increase speed by selecting multiple observers in each iteration of site to increase parallelism. Because parallel execution is fast, the second direction is to reduce the number of observers selected for a target coverage by computing a more accurate visibility index map or using more tentative observers. If the algorithm uses all terrain points as tentative observers, it only needs two parts: viewshed, to compute viewsheds, and site, to select observers.
