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SPLINE ELEMENT METHOD FOR MONGE-AMPE`RE
EQUATIONS
GERARD AWANOU
Abstract. We analyze the convergence of an iterative method for solving the non-
linear system resulting from a natural discretization of the Monge-Ampe`re equation
with C1 conforming approximations. We make the assumption, supported by nu-
merical experiments for the two dimensional problem, that the discrete problem
has a convex solution. The method we analyze is the discrete version of Newton’s
method in the vanishing moment methodology. Numerical experiments are given in
the framework of the spline element method.
1. Introduction
This paper addresses the numerical solution of the Dirichlet problem for the Monge-
Ampe`re equation
(1.1) detD2u = f in Ω, u = g on ∂Ω.
Here D2u =
(
∂2u
∂xi∂xj
)
i,j=1,...,n
is the Hessian of u and f, g are given functions with
f ≥ c0 > 0. The domain Ω ⊂ Rn, n = 2, 3 is assumed to be bounded and convex with
a polygonal boundary and ∂Ω denotes its boundary.
Let Vh denote a finite dimensional space of C
1 functions which are piecewise polyno-
mials of degree d ≥ 2 and let us assume that f ∈ L1(Ω). We consider the discrete
problem: find uh ∈ Vh such that∫
Ω
vh detD
2uhdx =
∫
Ω
fvhdx,∀vh ∈ Vh ∩H10 (Ω)
uh = ghon ∂Ω,
(1.2)
where gh is the natural interpolant in Vh of a smooth extension of g. In this paper,
we make the assumption that (1.2) has a strict convex solution uh. We analyze the
convergence of the following iterative method. Given an initial guess u0h ∈ Vh with
u0h = gh on ∂Ω, find u
k+1
h ∈ Vh such that uk+1h = gh on ∂Ω and for  > 0

∫
Ω
∆uk+1h ∆vhdx+
∫
Ω
[(cof D2ukh)Du
k+1
h ] ·Dvhdx = −
∫
Ω
fvhdx
+ 3
∫
∂Ω
∂vh
∂n
ds+
n− 1
n
∫
Ω
[(cof D2ukh)Du
k
h] ·Dvhdx,∀vh ∈ Vh ∩H10 (Ω).
(1.3)
The main difficulties of the numerical resolution of (1.1) is that when it does not have
a smooth solution, Newton’s method (i.e. (1.3) with  = 0) breaks down.
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In [3] we show that (1.2) is well defined and has a strict convex solution when (1.1)
has a smooth strictly convex solution. Less restrictive conditions under which (1.2)
has a strict convex solution are addressed in [4] in the framework of the Aleksandrov
theory of the Monge-Ampe`re equation. The assumption of existence of a strictly
convex solution of (1.2) is supported in this paper by numerical experiments in two
dimension. We prove the convergence of the iterations (1.3) to a limit u,h which
solves a discrete variational problem. With that result, one may prove a quadratic
convergence rate for (1.3) as an iterative method converging to u,h, using for example
the techniques of [3]. That issue is not addressed in this paper since (1.3) is not a
direct method for solving (1.2).
For C1 conforming approximations, we use the spline element method [1, 5, 6, 9,
28, 2]. It uses piecewise polynomials of arbitrary degree and Lagrange multipliers to
enforce continuity and smoothness conditions as well as constraints. However, unlike
other methods which also use Lagrange multipliers, the constraints here are enforced
exactly. More details are given in Section 4.1. An alternative to the spline element
method is the Argyris finite element for the two dimensional problem or concepts from
isogeometric analysis [39]. The study of C1 conforming approximations provides a
natural setting for presenting techniques for proving results on the numerical analysis
of Monge-Ampe`re equations. These techniques may be extended to the setting of
isogeometric analysis, mixed finite elements, Lagrange elements or the standard finite
difference method.
The iterative method (1.3) is the discrete version of Newton’s method in the vanishing
moment methodology. In [22, 23, 24, 35], it was proposed to solve (1.1) by the singular
perturbation problem
−∆2u+ det D2u = f, in Ω, u = g, ∆u = 2 on ∂Ω.
The point of view we take in this paper is rather different. We do not view (1.3) as
the discretization of a partial differential equation at the continuous level. But as
an iterative method for solving the discrete nonlinear system of equations (1.2). The
results we prove may be viewed as partial discrete analogues of the assumptions made
in [22, 23, 24, 35] and partially proved in [21]. It should be noted that our approach
can also be reproduced at the continuous level. Combined with the Aleksandrov
theory of the Monge-Ampe`re equation, continuous analogues of the results presented
in this paper may be proven. We wish to address in a separate work this new approach
to the vanishing moment methodology.
Existing numerical work on Monge-Ampe`re type equations can be divided into three
main categories. In the first category, the Monge-Ampe`re equation is treated as a
nonlinear elliptic equation and the impressive tools of classical finite element analysis
are used to derive error estimates and convergence of iterative methods at the con-
tinuous and discrete levels [33, 13, 11, 24, 22, 12, 14, 15, 3]. In the second category
we have methods which are illustrated to approximate the weak solutions (some of
them considering only smooth solutions) although there is no evidence of theoretical
convergence [18, 19, 20, 34, 27, 23, 10, 26, 41, 3, 32]. In the final category, we have
methods which are proven to converge to weak solutions. Here, since the solution may
not be regular, one cannot expect to have a lot of information about convergence rates
[37, 29, 17, 40, 36, 25]. This paper falls mainly in the first two categories.
3The paper is organized as follows: in the second section, we introduce some notation
and give some preliminary results. In section 3 we prove the convergence of New-
ton’s method in the vanishing moment methodology. The last section is devoted to
numerical experiments.
2. Notation and Preliminaries
We use the usual notation Lp(Ω), 1 ≤ p ≤ ∞ for the Lebesgue spaces and W k,p(Ω)
for the Sobolev spaces with norms ||.||k,p and semi-norm |.|k,p. In particular, Hk(Ω) =
W k,2(Ω) and in this case, the norm and semi-norms will be denoted respectively
by ||.||k and semi-norm |.|k. For two n × n matrices A,B, we recall the Frobenius
inner product A : B =
∑n
i,j=1AijBij, where Aij and Bij refer to the entries of the
corresponding matrices. For a matrix field A, we denote by divA the vector obtained
by taking the divergence of each row. We will use the notation
||A||∞ := max
i,j
|aij|,
for a matrix A = (aij)i,j=1,...,n and denote by n the unit outward normal vector to ∂Ω.
We require our approximation spaces Vh to satisfy the following properties: There
exists an interpolation operator Ih mapping W
l+1,p(Ω) into the space Vh for 1 ≤ p ≤
∞, 0 ≤ l ≤ d such that
(2.1) ||v − Ihv||k,p ≤ Chl+1−k||v||l+1,p,
for 0 ≤ k ≤ l and the inverse estimates
(2.2) ||v||s,p ≤ Chl−s+min(0,
n
p
−n
q
)||v||l,q,∀v ∈ Vh,
and for 0 ≤ l ≤ s, 1 ≤ p, q ≤ ∞.
The above assumptions are known to be satisfied for standard finite element spaces
[16]. For the spline spaces used in the computations, (2.1) is known to hold [31]. One
may view (2.2) as a consequence of Markov inequality, [31] p. 2. One can then prove
global estimates as in [30].
It follows from (2.1) that
(2.3) ||Ihv||k,p ≤ C||v||k,p,
for 1 ≤ p ≤ ∞ and 0 ≤ k ≤ d.
We will need the following lemma whose proof can be found in [3]
Lemma 2.1. We have
(2.4) detD2v =
1
n
(cof D2v) : D2v =
1
n
div
(
(cof D2v)Dv
)
.
And for F (v) = detD2v we have
F ′(v)(w) = (cof D2v) : D2w = div
(
(cof D2v)Dw
)
,
for v, w sufficiently smooth.
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We make the usual convention of denoting constants by C. Let us denote by λ1(D
2v)
and λn(D
2v) the smallest and largest eigenvalues respectively of D2v. We will use
the notation Dv to denote the gradient vector of the function v and recall that cof A
denotes the matrix of cofactors of the matrix A.
We make in this paper the assumption that (1.2) has a strictly convex solution uh
with 0 < 2C0 ≤ λ1(D2uh) ≤ λn(D2uh) ≤ C4 for constants C0 and C4 independent of
h. We define for ρ > 0
Bρ(uh) = { vh ∈ Vh, ||vh − uh||1 ≤ ρ }.
By the continuity of the eigenvalues of a matrix as a function of its entries, vh ∈ Bρ(uh)
is strictly convex for ρ sufficiently small. Moreover, λ1(D
2vh) ≥ C0 for vh ∈ Bρ(uh).
See [3] for details.
3. Convergence of the discrete vanishing moment methodology
By Lemma 2.1, we have for wh ∈ Bρ(uh) and vh ∈ Vh ∩H10 (Ω),∫
Ω
[(cof D2wh)Dwh] ·Dvhdx = −
∫
Ω
div[(cof D2wh)Dwh]vhdx
= −n
∫
Ω
(detD2wh)vhdx.
(3.1)
Thus, we can rewrite (1.3) as

∫
Ω
∆uk+1h ∆vhdx+
∫
Ω
[(cof D2ukh)Du
k+1
h ] ·Dvhdx = 3
∫
∂Ω
∂vh
∂n
ds+
∫
Ω
pkhvhdx,
(3.2)
for all vh ∈ Vh ∩H10 (Ω) with
(3.3) pkh = −f − (n− 1) detD2ukh.
Given ukh ∈ Bρ(uh), with ukh = gh on ∂Ω, let uˆk+1h satisfy uˆk+1h = gh on ∂Ω and for all
vh ∈ Vh ∩H10 (Ω),
(3.4)
∫
Ω
[(cof D2ukh)Duˆ
k+1
h ] ·Dvhdx =
∫
Ω
pkhvhdx.
We claim that there exists a constant C1 < 1 such that
(3.5) ||uˆk+1h − uh||1 ≤ C1||ukh − uh||1.
We also claim that for  sufficiently small
(3.6) ||uˆk+1h − uk+1h ||1 ≤ (1− C1)ρ.
The proof of the above claims are given below. Let us first derive some consequences.
We would then have
||uk+1h − uh||1 ≤ ||uˆk+1h − uk+1h ||1 + ||uˆk+1h − uh||1 ≤ C1ρ+ ρ− C1ρ ≤ ρ.
We conclude that given an initial guess u0h in Bρ(uh), we have u
k
h ∈ Bρ(uh) for all
k. Therefore, there exists a subsequence, which is also denoted ukh, which converges
5to an element u,h of Bρ(uh). We claim that the convex function u,h ∈ Vh solves
u,h = gh on ∂Ω and for all vh ∈ Vh ∩H10 (Ω),

∫
Ω
∆u,h∆vhdx−
∫
Ω
(detD2u,h)vhdx = −
∫
Ω
fvhdx+ 
3
∫
∂Ω
∂vh
∂n
ds.(3.7)
Since ρ > 0 is taken small but otherwise arbitrary, we conclude that ||u,h−uh||1 → 0
as h→ 0.
3.1. Proof of (3.5). The equation (3.5) is nothing but a Newton’s step for C1 con-
forming approximations of the Monge-Ampe`re equation. Starting with ukh, one step
of Newton’s method applied to (1.2) produces uˆk+1h as a solution of∫
Ω
[div((cof D2ukh)D(uˆ
k+1
h − ukh)]vhdx = −
∫
Ω
(detD2ukh − f)vhdx,∀vh ∈ Vh ∩H10 (Ω)
uˆk+1h = ghon ∂Ω,
Using integration by parts and taking into account (3.1), we obtain (3.5).
From [3], we know that for h sufficiently small, there exists a constant C < 1 such
that
||uˆk+1h − uh||1 ≤ C||ukh − uh||21 ≤ Cρ||ukh − uh||1.
Thus with ρ ≤ 1 and C0 = Cρ, we obtain the result.
3.2. Proof of (3.6). We view this step as a correction with the regularization.
Substituting (3.4) into (3.2), we obtain

∫
Ω
(∆uk+1h −∆uˆk+1h )∆vhdx+
∫
Ω
[(cof D2ukh)D(u
k+1
h − uˆk+1h )] ·Dvhdx
= 3
∫
∂Ω
∂vh
∂n
ds− 
∫
Ω
∆uˆk+1h ∆vhdx.
We now use various letters Ci, i = 2, 3, 4 to update various constants.
Substituting vh = u
k+1
h − uˆk+1h in the above equation, and using the strict convexity
of ukh, we obtain using a trace estimate and inverse inequalities
||∆(uk+1h − uˆk+1h )||20 + C2|uk+1h − uˆk+1h |21 ≤ C33
(∫
∂Ω
∣∣∣∣∂vh∂n
∣∣∣∣2ds) 12
+ ||∆uˆk+1h ||0||∆vh||0
≤ C33||vh||2 + C4||∆uˆk+1h ||0||∆vh||0
≤ C3h−13||vh||1 + C4h−2||uˆk+1h ||1||vh||1.
We conclude that
||uk+1h − uˆk+1h ||1 ≤ C3h−13 + C4h−2(ρ+ ||uh||1).
We obtain (3.6) if we choose  such that
 ≤ min
{(
(1− C1)hρ
3C3
) 1
3
,
(1− C1)h2
3C4
,
(1− C1)h2ρ
3C4||uh||1
}
.
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3.3. Passage to the limit. By an inverse estimate or the equivalence of norms in
a finite dimensional space, the sequence ukh is also bounded in W
2,n(Ω) and hence
converges (up to a subsequence) in W 2,n(Ω) to a limit u,h. Passing in the limit in
(1.3), we obtain (3.7) as follows. For vh ∈ Vh ∩H10 (Ω), we have∣∣∣∣ ∫
Ω
(∆u,h −∆uk+1h )∆vhdx
∣∣∣∣ ≤ ||∆u,h −∆uk+1h ||0||∆vh||0 ≤ C||u,h − uk+1h ||2||vh||2
→ 0 as k →∞.
Put
A1 =
∫
Ω
[(cof D2ukh − cof D2u,h)Duk+1h ] ·Dvhdx,
and
A2 =
∫
Ω
[(cof D2u,h)(Du
k+1
h −Du,h)] ·Dvhdx.
We have by Cauchy-Schwarz inequality and the inverse estimate (2.2)
|A2| ≤ C||u,h||n−12,∞ ||uk+1h − u,h||1||vh||1
≤ Ch−(n−1)(2+n2 )||u,h||2||uk+1h − u,h||1||vh||1
→ 0 as k →∞.
Let us denote by (cof)′ the Fre´chet derivative of the mapping A → cof A. Since
(cof)′(A)(B) is the sum of terms which are products of n− 2 components of A and is
linear in the components of B, we have
||(cof)′(D2v)(D2w)||0,∞ ≤ C||D2v||n−22,∞ ||D2w||2,∞.
It follows that
|A1| ≤ C
∑
K∈Th
||ukh − u,h||2,∞||uk+1h ||1,K ||vh||1,K
≤ C||ukh − u,h||2,∞||uk+1h ||1||vh||1
≤ Ch−(2+n2 )||ukh − u,h||2||uk+1h ||1||vh||1
→ 0 as k →∞,
since the convergent sequence ||uk+1h ||1 is bounded.
Finally∣∣∣∣ ∫
Ω
[(cof D2ukh)Du
k+1
h ] ·Dvhdx−
∫
Ω
[(cof D2u,h)Du,h] ·Dvhdx
∣∣∣∣ = |A1 + A2|
→ 0 as k →∞.
Passing in the limit in (1.3), we have

∫
Ω
∆u,h∆vhdx+
∫
Ω
[(cof D2u,h)Du,h] ·Dvhdx = −
∫
Ω
fvhdx
+ 3
∫
∂Ω
∂vh
∂n
ds+
n− 1
n
∫
Ω
[(cof D2u,h)Du,h] ·Dvhdx,
By (3.1) we obtain (3.7).
73.4. Pointwise convergence of boundary data. Since uk+1h = gh on ∂Ω, it follows
that uk+1h is bounded on ∂Ω. Passing to a subsequence, we conclude that u,h = gh
on ∂Ω as well.
We have proved the following theorem
Theorem 3.1. Up to a subsequence the sequence defined by (1.3) converges to the
solution uh of (1.2) for  and h sufficiently small and a sufficiently close initial guess.
Moreover, as k →∞, the subsequence converges to a convex solution of (3.7).
Remark 3.2. Since u,h ∈ Bρ(uh), u,h is also convex. The convexity of the solution
of the discrete variational problem obtained in the vanishing moment methodology,
namely (3.7), has long been an open problem.
We now prove that the whole sequence defined by (1.3) converges to a solution of
(3.7). For this, it is enough to prove that (3.7) has a unique solution in Bρ(uh). We
recall from [3] that for h sufficiently small and all vh ∈ Bρ(uh)
(3.8) m|w|21,K ≤
∫
K
[(cof D2vh(x))Dw(x)] ·Dw(x) dx ≤M |w|21,K , w ∈ H1(K),
with constants m and M independent of h. To prove (3.8) one uses the positive
definiteness of cof D2vh.
Let u,h, v,h be two solution of (3.7) in Bρ(uh). For all t ∈ [0, 1], tu,h + (1− t)v,h ∈
Bρ(uh) ⊂ Xh. Thus with wh = u,h − v,h, we obtain
||∆wh||20 −
∫
Ω
(detD2u,h − detD2v,h)whdx = 0.
Thus by the mean value theorem we have
||∆wh||20 −
∫
Ω
[div((cof(tD2u,h + (1− t)D2v,h))Dwh(x))] ·Dwh(x)dx = 0
||∆wh||20 +
∫
Ω
[cof(tD2u,h + (1− t)D2v,h)Dwh(x)] ·Dwh(x)dx = 0.
Using (3.8), we obtain
0 = ||∆wh||20 +
∫
Ω
[(cof D2wh(x))Dwh(x)] ·Dwh(x)dx
≥ ||∆wh||20 +m|wh|21.
Thus |wh|1 = 0 and since wh = 0 on ∂Ω, we obtain wh = 0, the uniqueness of the
discrete solution and the proof of the claim.
4. Numerical results
The iterative method (1.3) depends on a parameter  which has to be carefully chosen.
As an alternative we present numerical results for a parameter independent iterative
method. The latter is difficult to analyze and one can only expect a linear convergence
rate. The numerical results are presented in order to illustrate some open problems
in the numerical resolution of Monge-Ampe`re equations.
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4.1. Spline element method. The spline element method has been described in
[1, 5, 6, 9, 28] under different names and more recently in [2]. It can be described as a
conforming discretization implementation with Lagrange multipliers. We first outline
the main steps of the method, discuss its advantages and possible disadvantages. We
then give more details of this approach but refer to the above references for explicit
formulas.
First, start with a representation of a piecewise discontinuous polynomial as a vector
in RN , for some integer N > 0. Then express boundary conditions and constraints
including global continuity or smoothness conditions as linear relations. In our work,
we use the Bernstein basis representation, [1, 2] which is very convenient to express
smoothness conditions and very popular in computer aided geometric design. Hence
the term “spline” in the name of the method. Splines are piecewise polynomials with
smoothness properties. One then write a discrete version of the equation along with
a discrete version of the spaces of trial and test functions. The boundary conditions
and constraints are enforced using Lagrange multipliers. We are lead to saddle point
problems which are solved by an augmented Lagrangian algorithm (sequences of linear
equations with size N × N). The approach here should be contrasted with other
approaches where Lagrange multipliers are introduced before discretization, i.e. in
[8] or the discontinuous Galerkin methods.
The spline element method, stands out as a robust, flexible, efficient and accurate
method. It can be applied to a wide range of PDEs in science and engineering in
both two and three dimensions; constraints and smoothness are enforced exactly
and there is no need to implement basis functions with the required properties; it is
particularly suitable for fourth order PDEs; no inf-sup condition are needed to ap-
proximate Lagrange multipliers which arise due to the constraints, e.g. the pressure
term in the Navier-Stokes equations; one gets in a single implementation approxima-
tions of variable order. Other advantages of the method include the flexibility of using
polynomials of different degrees on different elements [28], the facility of implemen-
ting boundary conditions and the simplicity of a posteriori error estimates since the
method is conforming for many problems. A possible disadvantage of this approach
is the high number of degrees of freedom and the need to solve saddle point problems.
For illustration, we consider a general variational problem: Find u ∈ W such that
(4.1) a(u, v) = 〈l, v〉 for all v ∈ V,
where W and V are respectively the space of trial and test functions. We will assume
that the form l is bounded and linear and a is a continuous mapping in some sense
on W × V which is linear in the argument v.
Let Wh and Vh be conforming subspaces of W and V respectively. We can write
Wh = {c ∈ RN , Rc = G}, Vh = {c ∈ RN , Rc = 0},
for a suitable vector G and R a suitable matrix which encodes the constraints on the
solution, e.g. smoothness and boundary conditions.
The condition a(u, v) = 〈l, v〉 for all v ∈ V translates to
K(c)d = LTd ∀d ∈ Vh, that is for all d with Rd = 0,
9for a suitable matrix K(c) which depends on c and L is a vector of coefficients asso-
ciated to the linear form l. If for example 〈l, v〉 = ∫
Ω
fv, then LTd = dTMF where
M is a mass matrix and F a vector of coefficients associated to the spline interpolant
of f . In the linear case K(c) can be written cTK.
Introducing a Lagrange multiplier λ, the functional
K(c)d− LTd+ λTRd,
vanishes identically on Vh. The stronger condition
K(c) + λTR = LT ,
along with the side condition Rc = G are the discrete equations to be solved.
By a slight abuse of notation, after linearization by Newton’s method, the above
nonlinear equation leads to solving systems of type
cTK + λTR = LT .
The approximation c of u ∈ W thus is a limit of a sequence of solutions of systems
of type [
KT RT
R 0
] [
c
λ
]
=
[
L
G
]
.
It is therefore enough to consider the linear case. If we assume for simplicity that V =
W and that the form a is bilinear, symmetric, continuous and V -elliptic, existence of a
discrete solution follows from Lax-Milgram lemma. On the other hand, the ellipticity
assures uniqueness of the component c which can be retrieved by a least squares
solution of the above system [1]. The Lagrange multiplier λ may not be unique. To
avoid systems of large size, a variant of the augmented Lagrangian algorithm is used.
For this, we consider the sequence of problems(
KT RT
R −µM
)[
c(l+1)
λ(l+1)
]
=
[
L
G− µMλ(l)
]
,(4.2)
where λ(0) is a suitable initial guess for example λ(0) = 0, M is a suitable matrix and
µ > 0 is a small parameter taken in practice in the order of 10−5. It is possible to
solve for c(l+1) in terms of c(l). A uniform convergence rate in µ for this algorithm
was shown in [7].
4.2. Subharmonicity preserving iterations. We also give numerical results for
the following iterative method. Given an initial guess u0h ∈ Vh with u0h = gh on ∂Ω,
find uk+1h ∈ Vh such that uk+1h = gh on ∂Ω and
(4.3)
∫
Ω
Duk+1h ·Dvhdx = −
∫
Ω
((∆ukh)
n+nn(f−detD2ukh))
1
nvhdx,∀vh ∈ Vh∩H10 (Ω).
The iterative method (4.3) is the discrete analogue of the iterative method
(4.4) ∆uk+1 = ((∆uk)n + nn(f − detD2uk)) 1n in Ω, uk+1 = g on ∂Ω.
Since
(4.5) detD2uk ≤ 1
nn
(∆uk)n,
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it follows from (4.4) that ∆uk+1 ≥ 0. Hence, starting with an initial guess u0 with
∆u0 ≥ 0, (4.4) preserves subharmonicity. At the formal limit detD2u = f ≥ 0. Thus
convexity is enforced for the two dimensional problem (at the continuous level). The
iterative method (4.4) generalizes the method
(4.6) ∆uk+1 = ((∆uk)
2 + 2(f − detD2uk)) 12 in Ω, uk+1 = g on ∂Ω.
proposed in [10]. In [25, 26], the following generalization was proposed
(4.7) ∆uk+1 = ((∆uk)
n + n!(f − detD2uk)) 12 in Ω, uk+1 = g on ∂Ω.
It is clear that (4.4) and (4.7) are different. Moreover, (4.4) is better since (4.7) may
not converge for a class of smooth functions as we now show. For n > 2, the method
(4.7) can only converge for solutions of (1.1) which also satisfies (∆u)2 = (∆u)n.
Thus even for smooth solutions, the generalization we propose is better.
Let a be such that 0 < a ≤ nn. Then by (4.5), we have
a detD2v ≤ (∆v)n,
and we can equally consider the iterative method
∆uk+1 = ((∆uk)n + a(f − detD2uk)) 1n ,
For n = 2 and a = 2 we get the one used in [10]. It will be referred to as the BFO
iterative method.
In three dimension, we can also consider
(4.8) ∆uk+1 = ((∆uk)
3 + 9(f − detD2uk)) 13 ,
corresponding to a = 9.
However, the formulation (4.4), which shall henceforth be referred to as natural itera-
tive method, appears to be better and this is supported numerically by a 2D example.
4.3. Initial guess for the iterative methods. The initial guess for the subhar-
monicity preserving iterations is taken as the spline approximation of the solution
of the Poisson equation ∆u = nnf 1/n, n = 2, 3 in Ω, u = g on ∂Ω. The initial guess
for the discrete vanishing moment methodology is taken as the spline approximation
of the biharmonic regularization of a Poisson equation, −∆2u + ∆u = nf 1/n n =
2, 3 in Ω, u = g,∆u = 2 on ∂Ω.
4.4. Two dimensional computational results. The computational domain is the
unit square [0, 1]2 which is first divided into squares of side length h. Then each
square is divided into two triangles by the diagonal with negative slope. We recall
that d refers to the local degree of the piecewise polynomial used.
For g = 0, equation (1.1) admits both a concave solution and a convex solution.
Approximating concave solutions can be done by either changing the initial guess or
the structure of the approximations.
(1) Newton’s method: initial guess ±u0,
(2) Iterative method (4.6): uk+1 = ±
√
(∆uk)2 + 2(f − detD2uk).
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h L2 norm rate H1 norm rate
1/21 1.3558 10−5 1.1212 10−4
1/22 9.2704 10−7 3.87 5.5654 10−6 4.33
1/23 5.8359 10−8 3.99 3.0329 10−7 4.20
1/24 3.6861 10−9 3.98 1.8180 10−8 4.06
Table 1. BFO method for Test 1, Lagrange elements d = 5
h L2 norm rate H1 norm rate
1/21 3.4383 10−6 8.8363 10−5
1/22 1.1022 10−7 4.96 3.1305 10−6 4.82
1/23 7.5096 10−9 3.87 1.0762 10−7 4.86
1/24 4.9561 10−10 3.92 4.1682 10−9 4.69
Table 2. Natural iterative method for Test 1, Lagrange elements d = 5
h L2 norm H1 norm
1/21 7.668010−3 7.449110−2
1/22 1.453610−3 3.924410−2
1/23 9.872710−3 2.511210−1
1/24 5.681910−3 2.492710−1
1/25 1.9830 10+4 1.1812 10+6
h L2 norm H1 norm
1/21 7.825410−3 9.318410−2
1/22 1.064610−2 9.520110−2
1/23 1.130610−2 9.615410−2
1/24 1.150010−2 9.133610−2
1/25 1.162510−2 8.778510−2
1/26 1.168110−2 8.563210−2
Table 3. Vanishing moment Test 2  = 10−3 and  = 10−2, d = 5
We consider the following test cases
Test 1: A smooth solution u(x, y) = e(x
2+y2)/2 so that f(x, y) = (1 + x2 + y2)e(x
2+y2)
and g(x, y) = e(x
2+y2)/2 on ∂Ω.
The subharmonicity preserving iterations can be used with C0 approximations. We
compare the performance of (4.4) and (4.6) with Lagrange finite elements in Tables
1 and 2.
Test 2: A solution not in H2(Ω), u(x, y) = −√2− x2 − y2 so that f(x, y) = 2/(2 −
x2 − y2)2 and g(x, y) = −√2− x2 − y2 on ∂Ω.
For this non smooth solution, it is essential to adapt the choice of the parameter  in
the discrete vanishing methodology as a function of h, c.f. Table 3. This point was
already made in [24]. We also recall that for this problem, Newton’s method diverges
and note that the subharmonicity preserving iterations are robust, c.f. Table 4.
4.5. Three dimensional computational results. Bo¨hmer [11] and Feng and Neilan
[24] have discussed the possibility of using C1 finite elements in three dimensions but
no numerical evidence was given. This can be addressed with the spline element
method. We used two computational domains both on the unit cube [0, 1]3 which is
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h L2 norm H1 norm
1/21 2.195410−2 1.640910−1
1/22 3.609710−3 6.140510−2
1/23 1.068510−3 4.097810−2
1/24 5.083810−3 2.804810−1
1/25 2.579710+3 2.268810+5
1/26 1.845210+4 3.592210+6
h nit L
2 norm H1 norm
1/21 50 2.3921 10−1 1.1900
1/22 159 1.2585 10−1 7.1292 10−1
1/23 151 1.0341 10−1 6.4299 10−1
1/24 160 9.6031 10−2 6.2088 10−1
1/25 199 9.4551 10−2 6.2453 10−1
1/26 8 1.6977 10−2 2.2925 10−1
Table 4. Newton’s method and BFO iterative method for Test 2, d = 3
d L2 norm H1 norm H2 norm
3 1.2338 10−2 7.6984 10−2 4.4411 10−1
4 1.6289 10−3 1.4719 10−2 1.3983 10−1
5 1.5333 10−3 8.7312 10−3 6.0412 10−2
6 1.2324 10−4 9.7171 10−4 1.0584 10−2
Rate 0.18 0.25d−1 4.58 0.25d 59.96 0.3d+1
Table 5. Newton’s method Test 3, Domain 1 on I1
d L2 norm H1 norm H2 norm
3 3.1739 10−3 2.3005 10−2 2.4496 10−1
4 3.2786 10−4 3.5626 10−3 5.2079 10−2
5 2.4027 10−5 3.9210 10−4 8.8868 10−3
6 1.3821 10−6 2.2369 10−5 6.0918 10−4
Rate 0.65 0.075d−1 28.96 0.1d 849.85 0.14d+1
Table 6. Newton’s method Test 3, Domain 1 on T2
first divided into six tetrahedra (Domain 1) or twelve tetrahedra (Domain 2) forming
a tetrahedral partition T1. This partition is uniformly refined following a strategy
introduced in [1] similar to the one of [38] resulting in successive level of refinements
Tk, k = 2, 3, . . .
We consider the following test cases
Test 3: u(x, y, z) = e(x
2+y2+z2)/3 so that f(x, y, z) = 8/81(3+2(x2+y2+z2))e(x
2+y2+z2)
and g(x, y, z) = e(x
2+y2+z2)/3 on ∂Ω.
Since the solution is smooth, it is enough to use Newton’s method, c.f. Tables 5 and
6. To emphasize this point, we numerically show in Table 7 the convergence as → 0
of the solution of (3.7) to the solution of (1.2).
Test 4: f(x, y, z) = 0 and g(x, y, z) = |x− 1/2|. For the degenerate case of this test,
we did not capture the convexity of the discrete solution by discretizing (4.8) with
the standard finite difference method. Surprisingly, with C1 splines, we were able to
capture a C1 function which appears to approximate well the solution, c.f. Figure 1.
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 L2 norm H1 norm H2 norm
10−1 6.6870 10−2 3.9292 10−1 2.8852
10−2 1.8832 10−2 1.3137 10−1 1.5882
10−3 2.4237 10−3 2.5273 10−2 5.3206 10−1
10−4 2.5661 10−4 3.2633 10−3 7.9936 10−2
10−5 3.1058 10−5 5.0367 10−4 1.2543 10−2
10−6 2.3519 10−5 3.9165 10−4 8.9744 10−3
10−7 2.3964 10−5 3.9193 10−4 8.8921 10−3
10−10 2.4027 10−5 3.9210 10−4 8.8868 10−3
0 2.4027 10−5 3.9210 10−4 8.8868 10−3
Table 7. 3D numerical robustness Test 5, Domain 1 on T2, d = 5
Figure 1. Method (4.8) for Test 4 on Domain 2 and I3, d = 5, r = 1,
plane z = 0.
For non smooth solutions in three dimension, it would be better to have iterative
methods which preserve explicitly convexity. In some cases, i.e. for f = 1 and g = 0,
we were able to capture the correct solution. Our methods did not work for the 3D
analogue of Test 2.
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