The underlying problem confronting us in this paper is the determination of precise upper bounds for the moduli of the coefficients in these normalized expansions at » for functions in the classes S and T. This problem for the first two coefficients in each class has already been solved. We note first that since 4> and / are inverse, ai= -bx and a2= -b2, so for these two cases, discussion of only one of the two classes is necessary. For higher coefficients, the a's and b's are related by certain polynomials, so in general, a separate study must be made for each class.
Gronwall [6] (1), Bieberbach [l] , and Faber [3] showed that |ai| ^1 with the unique function (3) fiz) = z + eia/z, a real, giving us the equality. This function maps the exterior of the unit circle onto the entire w-plane with the exception of a cut along a line segment of length 4 which is bisected by the point w = 0. In 1938, Golusin [5] and Schiffer [13] proved that \a2\ ^2/3, with equality holding only for the function / eia V'3 (4) /(*)-«(l + -J , «real, which maps \z\ >1 onto the whole w-plane except for a cut consisting of three lines, each of length 22/3, radiating symmetrically from the origin. In this paper, the precise upper bound for | ¿^3j is established.
Furthermore, certain general properties of the extremal functions for the problem of maximizing \bn\ are found. Certain general facts are found concerning the region of variability of the points (a« a2, ■ • • , an) in the space of 2« real dimensions.
2. In this study, variational methods are applied to the mapping functions in the classes T and 5 from which conditions are derived for the extremal functions. The point of departure will be the Julia [8] variation formula for the mapping functions, which is a specialization of the Hadamard [7] variation formula for the Green's function. Because of its central role in the subsequent investigation, a derivation of this formula will be briefly sketched which is different and simpler than those in the literature.
Let D represent a simply connected domain in the w-plane, bounded by an analytic curve and containing the point at infinity. We shall denote by f(z) a schlicht function defined in the exterior of the unit circle, C: \z\ >1, and mapping C onto D such that the points at infinity correspond.
The inverse of/(z) will be called cp (w) . At the outset, we shall ask that/(z) be normalized so that in the neighborhood of infinity, Let us now make a small variation in the domain D, calling the new domain D*. D* will also be assumed to be bounded by an analytic curve. We may consider the mapping f*(z) taking C onto D* which has the following normalization at infinity: * * (6) f*(z) = a*z + at + _ + _+... , a* > 0.
z z2
Using the conventional variational notation 5/(z) =/*(z)-f(z), the function 5f(z)/zf'(z) is regular in C. Hence its real part is harmonic and may be represented by the Poisson integral:
5f(x) 1 y (z + x\ / ôf(z) \ dz (7) Re-^^= -<* Reí--) Re l^LL)-, xf'(x) 2Tjy \z-x) \zf'(z)J iz where x is an interior point of C, the integration extending over the boundary 7 of C and taken in a positive direction relative to C (clockwise around 7). Let s be the parameter of arc length on the boundary T of D, chosen in such a way that s increases when T is traversed in the positive sense. Since (8) dw = f'(z)dz = izf'(z)d<p when z = e'*, we may write r bHz) "1 dz r 5/(3) 1 d<p
in which w' =dw/ds is a unit vector directed along the tangent to Y. Then iw' is a unit vector directed along the interior normal to T. Re [ôfiz)/iw'] = bn is the length of the projection of the shift 5/(z) in the direction of the normal to r, taken to be positive toward the interior of D. Thus (7) may be rewritten
Re
xf'ix) (10) dw (2) We now observe that ôw = iw'ôn is the normal component of the displacement 5/(z); this leads to the formula:
ôfix) ir /z + x\ owe (11) Re^-= -<*Re(-)-
The term bwdw do (12) -= -8n -d<f> iz2f'iz)2 ds bwdw is real on 7, so we may write z + x bwdw in which the integral on the right is an analytic function of x. Consequently we may complete these harmonic functions to analytic functions; namely, i/(*) 1 r z + x bwd (13)
To evaluate k, let x become infinite, then 5a a* -a 1 f bwdw a a 2wjy iz2f'iz)
1 P (15) --<b . .", x. + ih.
.irj y
Since the term on the left and the integral on the right are both real, k = 0.
In this derivation, Bw has meant the normal component of the displacement 5/; that is, èw = iw'Re (ôf/iw'). In practice, however, the boundaries T and T* are given, and, in general, the function/* will not be known, making it difficult to determine 5/(z) or the normal component of 5f(z). It will be more convenient to work with the actual normal displacement; that is, the vector obtained by going from T to T* along the normal to T.
It can be shown without difficulty that if the actual normal displacement is regular enough, say it is a twice continuously differentiable function of the arc length s, and if T and V* are in a Fréchet neighborhood of order e (that is, to each point w of T we can associate a point w* of T* such that | w -w*\ = 0(e) and vice versa), we can interpret the àw in (16) as the actual normal displacement and introduce an error of at most order «2 in the expression for ô/(x). These details will not be presented here; formula (15) with on interpreted as the actual normal displacement is the variation formula of Julia in a form given by Biernacki [2] .
The class of functions/(z) in which we make the variation will now be restricted by a further normalization at infinity; namely, we shall require that in the neighborhood of infinity,
If f(z) =g(z)/a and/*(z) =g*(z)/a*, then
again considering only first order terms (neglecting terms o(t)). Applying formula (16) to g(z) and taking da from (15) with A = 0, we get r z + x 1 dwdw r 1 Swdw
The added term restricts the variation to the class of functions having derivative one at infinity, but has not yet restricted the variation so as to leave the constant term zero. To do this, we expand the right-hand side in powers of x and subtract the constant term; for if /(x) =g(x)-a0 and /*(x) -&*(x)-a*, we have 5/(x) =5g(x) -5öo-This leads to the final variation formula: r z + x 1 bwdw
Let z = 0(w) be the inverse of w=f(z) ; then <j>(w) has a power series expansion at infinity of the form We also let <j>*(w) be the inverse of f*(z); then we can set y*=/*(x) and y =/(x). The variation of <f>(y) can be found by noting that x = <p*(y*) =<j>(y); thus bcbiy) = 4>*iy) -<biy) = <t>*iy) -<t>*iy*) (22) = -<l>*'iy)iy*-y)+Oie2) = -**'iyWix) + Oie2), \y* -y | = O(é).
However, <p*'iy) =0'(y)+O(e), so for a first variation, Since we are interested in studying the extremal coefficients of <piw), let us obtain the variation formula for the coefficient bn by expanding both sides of (24), in powers of y, and comparing coefficients. We first note that (24) can be written in the form : r r 2<piw)2 J r l<piy) -4>iw)
The term (26) T7T-7= ¿-K(0:r" 4>iy) -t "=i « is the generating function for the derivatives of the Faber polynomials P" (¿) of degree re (Schiffer [14] ). We then obtain bbn = <f I -<piw)2P'ni<t>iw)) + in+ l)bn
The variation formulas (20), (25), and (28) were derived under the assumption that the boundary T was analytic. Since we have no guarantee that our extremals will haye sufficiently smooth boundaries, we must try to eliminate this restriction by removing the integration over the boundary. This can be done by specializing the variation of V to the following: since (iw'dw)/z2f'(z)2 is real on 7, and z = i/z on 7. We can apply the residue theorem to these integrals to obtain, with w0=/(zo),
This variation is not yet normalized to remain in the class T. Going through the same procedure used in normalizing (16) to get (20), we obtain the normalized variation formula where w0=/(zo). Expanding both sides of (34) in powers of y, we obtain the variation formulas for the coefficients bn:
where ô_i = l and 2>o = 0, the -Pn(¿) representing the polynomial whose coefficients are the complex conjugates of those of Pn(t). In terms of z, this becomes ßp2 ÍT 2 2 , 11
The corresponding variation formula for the coefficients an can be found by expanding (33) in powers of x:
Rn(t) being the Faber polynomial of degree n generated by (38) -*-= ¿-ÄlWr-,
The variation formulas Í33) to (37) no longer involve contour integrals explicitly, but are "interior" variations in the sense that they appear to be independent of the boundary behavior of the functions. Since we initially made the assumption that T was analytic, it would appear that this restriction must also be placed on formulas Í33) to (37). An arbitrary boundary curve may, however, be considered as the limit of a sequence of analytic curves (Walsh [17] ). The above formulas are valid for the approximating analytic curves, and since they involve only the mapping function and its derivatives at the given interior point, Í33) to (37) converge uniformly to the desired variation formulas for arbitrary domains.
In the preceding limiting operation, however, we have neglected an important consideration ; that is, we have not shown that the terms of higher order, which we neglected in considering only the first variation, also converge uniformly and do not affect the first variation. To demonstrate this, we shall use the knowledge of the form of the variation formulas (32) and (34) obtained for analytic boundaries from the Julia formula to motivate a direct proof of the same formulas, which, however, will allow us to make a better estimate of the higher order terms when we extend to nonanalytic boundaries.
(See Garabedian and Schiffer [4] .) This will later enable us to conclude that the extremal problems we consider are solved by functions mapping the circle onto domains bounded by analytic arcs. Thus the original forms of the Julia formulas (20), (25), and (28) can be applied and will lead to several important results in characterizing the extremal domains beyond the analytic character of their boundaries.
Once again assume at first that V is analytic, and that D is log ---= -ap2
-dp2-h ¿p2C(wo) + oip2)
where C(w0) is a real function of w0 alone. To determine C(w0), let y tend to infinity. Then since log b*i is real, we get
Applying the exponential function to both sides of (44) gives us 8<j>iy), and then, using (23), we obtain the variation formula (32).
In this second proof, we assumed V to be analytic. If T is not analytic, we can approximate V uniformly by a sequence of analytic curves T" for which (32) holds as a first variation. The remainder terms of order oip2), which were neglected, are all composed only of the mapping functions and their derivatives which converge uniformly to the mapping functions for D and its derivatives, and hence remain of order oip2). We may then use formulas Í33) to (37) for arbitrary domains.
Another class of functions which we shall consider in this study is the class of functions (46) foiz) = z + c + ai/z + a2/z2 + ■ ■ ■ , analytic and schlicht in C, and mapping C onto a domain not containing the origin. The variation formula for ô/0 can be obtained in a manner completely analogous to that described above. In this case, we use the special [May variation which leaves the origin fixed :
(47) w* = w + ap2w/wo(w -wo).
In this way, we find ap2 r 2 2
for any z0 in C. 3. We now pose the problem of finding the function of the class for S which |ô"| is a maximum. This problem has meaning since 5 is a normal family.
If 4>(w) is in S, the eia4>(e~iaw), a real, is also in S, and has as its wth coefficient ei(n+1)a2>". If | b"\ is a maximum, we can choose a so that ei("+1)"Z>" is real; thus we can rephrase our problem to seek the maximum of Re bn, where the extremal bn will be real.
From (36), we obtain for each point z in C, Re 8bn = Re ap2 il-z2P'n(z) + (n -l)6_is + (n + l)i" + (n -l)5n_i -,. * vL* z 49 11 rÁl)]^+%*m~-%}> where a is an arbitrary constant with \a\ =1 and w=/(z) is the inverse of z = tp(w). If b" is an extremal, then Re5bn = 0; the arbitrariness of a now allows us to conclude that for all z in C,
For convenience we shall set 1 Qn(z) = -z2Pn(z) + (nl)è"_iz + (" + 1)6" n (51a)
Since Ç"(z) is analytic in the whole plane and agrees with z2/'(z)25"(/(z)) in C, Quit) can be used to extend z2/'(z)25"(/(z)) to the whole plane. Thus (50) is valid for all z, and by separting variables, taking the square root, and integrating both sides of (50), we find
These integrals are analytic functions except at the zeros and poles of the rational function Ç"(z) and the zeros of the polynomial 5"(w), which are actually only a finite number of points. Thus w is determined as an analytic function of z with branch points at most at the zeros and poles of Ç"(z) and S"iw). We conclude that the circle 7 is mapped onto a finite number of analytic arcs by the extremal function w=/(z) and that these arcs join at most at the points corresponding to the zeros or poles of 0n(z) or 5"(w). If several analytic arcs come together at a point, their tangents will lie along rays that meet at equal angles at that point, the number of such rays depending upon the order of the branch point of (52).
The information that the extremal domains are bounded by analytic arcs enables us to use the Julia formula directly, since the Poisson integral can be applied to these cases and the considerations of §2 are all valid. Consequently (28) may now be applied to give r 1 bwdw
According to (50), however, we see that
which tells us that the integrand in (53) is a function of w alone; namely,
Re bbn =-<p Sniw)bwdw.
2-KÍJ r
We shall now deduce another important property of the extremal domain D; it has no exterior points. This means that the boundary is made up of a slit composed of a finite number of analytic arcs. To prove this assertion, let us assume that the domain does have exterior points. Then there is a boundary arc with interior points on one side and exterior points on the other side. If [May we vary this boundary arc slightly toward the interior of D, we define a certain bw. We can, however, make this variation small enough so that the variation -bw will move the arc into the exterior of D without crossing any other parts of T. Since Sn(w) is not identically zero, we can localize the arbitrary (but small) shift and be sure that Re bbn is not zero. But whether it is positive or negative, the shift -bw will give Re bbn the opposite sign, meaning that bn could not be an extremal. This contradiction proves that D is a slit domain.
Qn(z) assumes only non-negative values on 7. For, using (12) Then there is a small neighborhood 7' of z0 on which Qn(z) is negative. We can separate the two edges of the boundary slit T, one of which corresponds to 7', in such a way that one edge stays fixed and the other edge, actually corresponding to 7', is shifted into the interior of D. This variation defines a positive bn since the entire shift is into the interior of D. Since Qn(z) is negative on the arc 7', (56) says that Re bbn is positive, which shows that bn did not have maximum real part. Thus Qn(z) is always non-negative on 7. The extremal domain D is thus the whole plane with the exception of a slit T composed of a finite number of analytic arcs, the ends of which either join with other such arcs as forks or terminate as tips, not meeting any other boundary arcs. At the point z0 of 7 which maps into such a tip, we see that the angle 7r made by the arcs of 7 meeting at Zo maps into an angle of 27T at the tip. Thus/'(z) must be zero at each point of 7 mapping into a tip of Y. From (50), we see that at each such tip, Qn(z) must have a double zero. If both sides of (50) are multiplied by zn+l, the left side becomes a polynomial of degree 2» + 2, and hence can have at most « + 1 double zeros. We have thus proved that T can have at most m+1 free tips.
Since Qn(z) is real and non-negative on 7, we can divide 7 into a finite number of parts, 7« such that Qn(z) is definitely positive fór z on 7« Equation (54) can be rewritten as (57) Sn(w)dw2 = -Qn(e^)(d<b)2.
We now define a new parameter on 7< (or its image I\) by setting (58) dt2 = Qn(e^)(d4>)2.
This gives us a differential equation that must be satisfied by the extremal arcs T<; namely (59) Sn(w(t))(dw/dt)2 + 1 = 0, / being a real parameter on T¿. This type of equation was first obtained by Schiffer [12] using a special boundary variation.
Let us now consider the special case when re is equal to one; then (60) Qiiz) = z2 + 2bi + 1/z2, Sxiw) = 1, and (50) specializes to (61) z2 + 2fti + 1/z2 = z2/'(z)2.
Since T must have at least one free tip, we know that /'(z) has at least one zero on j, say at eia. Then substituting eia into the left side of (61) Since g(z) has the singular part z2 at infinity, (68) says that g(z) has the singular part -1/z2 at the origin and is otherwise regular. Thus g(z) is a rational function which has the form
Comparison of the coefficients in (69) and (70) shows that a2 = 0 and a\-\-2a% = -1 for the extremal function. Recalling that z = <p(w) is the inverse of w=f(z), we find that öi= -&i, a3= -b3 -b\. Therefore for the extremal function, b\-\-2b3 = \. This means that as <p(w) varies through the class S, (71) \bl+2b3\ = l or \b3\ = -(l + |6i|2).
Since we have already shown that | &i| ^1 with the extremal function (64), this implies that |&3| ^1 with the same extremal function (64). Since |è2| is maximum in the inverse of the function (4), precise bounds are now known for the quantities | Z>i|, u>2|, and \b»\.
We shall now study a class of extremal functions of the differential equation (50). Let us denote by Eq the domain consisting of the whole w-plane with the exception of q (<Z^2) symmetric radial slits each of length (2)2/? emanating from the origin (one ray will be assumed to lie along the positive real axis). The function which maps Eq conformally upon the exterior of the unit circle will be denoted by (5) 
(72) ¿5(w) = w + -+ ^-+ ■ ■ ■ .
w w2
The inverse of <pqiw) is given explicitly by (73) w = /9(w) = z(l + z-")2'".
It will now be proved that if g is a divisor of re + 1, that is, if qk = n-\-l for some integer k, then/5(z) satisfies (50) Expanding (l-r-2~a)2"/a by the binomial theorem and using the residue theorem, we obtain cr = -(l/p) C2,/a,* if qk = v + 1, k = integer, and c, = 0 when q does not divide v-\-l. In particular, if q divides re+1, then q does not divide re, and we have cjf-i = 0; then we may neglect the terms in z and 1/z on the left side of (50).
In general, the Faber polynomial of degree n for the function z = 4>iw) is the polynomial part of the reth power of the inverse function w=f{z) (Schur [15] ). We shall introduce the notation [g(z)]2 to represent the polynomial part of g(z) when it is expanded in powers of z in the neighborhood of infinity. Hence, we have ncn .
According to (76), the expression z2P"(z) + (l/z2)P"(l/z) involves only integral powers of zq and the terms can be paired so that each is of the form zq'-\-zrqi. Since solving (73) for z" gives From (77), we obtain is a fixed constant and Re an and Re bn achieve their extreme values simultaneously. Also <zi, a2, ■ ■ ■ , a"_i are determined completely by bi, b2, • • ■ , èn_i, so the first re -1 coefficients of / are also fixed. Using the method of strips, Teichmueller [16] proved the following theorem: Among all functions / of T[ai, ■ ■ ■ , a"_i], the function w=/(z) which maps the unit circle onto a slit composed of arcs satisfying the differential inequality Piw)dw2>0, Piw)=awn~1-\-■ • ■ being a polynomial of degree re -1, gives the maximum value to Re aa", and this function is unique.
We have shown that/s(z) satisfies (50), so for z = em, we may set
The function Q"iei6) may be evaluated using (76) and (74), giving us 2 *_1 re + 1 (86) Qnieie) = -X) in -vq)C2n/q,r cos [qik -v)6]--Csn/,.*. re ,=o re
As a function of 0, Q"ieie) clearly assumes its maximum value for 6 = 0. Remembering that qk = n-\-l, we may evaluate this maximum value:
We shall now show that «Ç" (1) We have seen that -c"} = (l/n)C2"/q,k, n = qk -\. Let us keep n fixed and find that q for which -c¡,c) is a maximum. Setting \ = 2n/(n-\-\), we see that -¿n = (l/n)Ck\,k-We shall show that C(k, X) = Ck\,k is an increasing function of k which means that -cf is a decreasing function of q and will assume its largest value for the smallest possible value of q, hence the least prime divisor ofw + 1.
In general, we have
Since X^l, each r, = 1 for v = 1, 2, ■ • • , k; thus C(k+i, X) = C(k, X).
We have shown that -q? is largest when q is the least prime divisor of w+1. It has been proved that as <p varies through the class 5, |Z>i| = -cf\ | b2\ = -c2\ and | ¿»31 ^ -c32), equality holding only when <f>(w) =eia<pq(e~iaw), q = 2, 3, and 2, respectively. This leads us to the general conjecture that for functions in the class S, \bn\ ^ -c^ where q is the least prime divisor of ra + 1, equality holding only when <p(w) =eia4>q(e~iaw).
Rough estimates for \bn\ can be obtained using the Cauchy integral formula. We have
-nbn = -; <b wni>'(w)dw = -• <h f(z)Hz, 2iriJ y' 2iriJ yi I" and 7' being contours in D and C respectively which are close to T and 7.
Under the normalized mapping/(z), the unit circle goes into a domain which lies entirely within a circle of radius 2 about the origin (Bieberbach [l] ). Thus we get the estimate this is to be compared with (94), which for odd coefficients becomes |&2n-i| 22"-2/(re -1/2). We note that this rough estimate differs asymptotically from the conjecture by a factor of re1/2.
Let us now obtain some further information about the extremal functions in 5 which have maximal | bn\ using the differential equation (50). Since (50) holds for all values of z, the coefficients of zk must agree on both sides. The coefficients of the positive powers of z turn out to be formally the same on both sides, whereas those belonging to negative powers of z yield an infinite number of relations that must be satisfied by the coefficients of an extremal function. As an example, we shall compare the coefficients of z_1 on both sides of (50), which amounts to computing the residues on both sides.
We observe first that by differentiating the relation z = </>(/(z)), we obtain
The residue of the right-hand side of (98) The formula given in (102) can also be obtained by making a special variation on the class 5 which is a generalization of a variation that was introduced by Marty [lO] in the study of univalent functions in \z\ <1. Once again let/be a function in the class T which is the inverse of a function <p in S. Then for any a, \a\ <1, the function /«(*) =-1" <*.
will also be in T, Ci and c2 having been chosen to give the correct normalization.
There are now two possibilities for proceeding: first, we could expand f*iz) in powers of a; second, we could expand it in powers of z. We note that as a tends to zero, /0*(z) converges to fiz), and for small values of a, f*iz) may be considered as a variation from /(z) in the class T. Expanding in powers of a, and considering only the first variation (neglecting terms of order \a\2) we obtain
According to (23), the corresponding variation formula for <piw) is given
By comparing the coefficients of w on both sides of (105), we arrive at
Re bbn = ä[ 2 U»-. + in + l)bn+i + 3(re -l)6"_i -(re -l)5"_i ) This distortion theorem is precise in the sense that we have equality for the function /(z)=z+l/z when z>l. Similarly, estimates of the higher coefficients bn lead to inequalities on certain polynomials in the a*, which can be expressed in terms of derivatives of f(z). This generates an infinite number of distortion theorems, one for each coefficient an or bn for which precise estimates are known.
4. Corresponding to each function/(z) =z+ai/z+a2/z2+ • • • in the class T, we have a point pn = («i, a2, ■ ■ ■ , a") of 2«-dimensional real euclidean space. The points pn fill out a domain Vn as/ varies through T; we call Vn the nth coefficient region of T. The boundary of Vn will be denoted by Bn; Bn is thus a (2n -l)-dimensional manifold. In this section, certain properties of those functions corresponding to points pn on Bn will be described. The domain Vn generated by (oi, a2, ■ ■ ■ , a") will remain unchanged if instead of considering the function f(z) in T, we consider the function /o(z) =f(z)-\-c, where c is a constant. In particular, we may choose c such that/0(z) 0 for z in C; this new class of functions f0 will be denoted by To-It is well known that \c\ ^2 (Bieberbach [l] ).
We shall now consider the regular points on Bn; that is, boundary points on part of the surface Bn which may be represented locally by an equation
where F is a real function with continuous first partial derivatives and F<0 for interior points of Vn. It can be shown that all the points of Bn are regular except for certain manifolds of dimension less than 2n -1. A proof of this fact will not be given here, but can be modeled after that outlined by Schaeffer, Schiffer, and Spencer [ll] for the analogous case of mappings of the interior of the unit circle. If z = x-\-iy, it will be convenient to introduce the following two operators for small values of e. Thus 6F=2 Re î€^t=1 (^ + l)F*a*, and since e can either be positive or negative, while 8F can never be positive, we conclude that XXi (¿ + l)i*a* is real.
If we set the left side of (113) equal to (5n(z) and the multiplier of z2/0' (z)2 on the right side of (113) equal to 5"(z), we can carry out the same arguments given at the beginning of the previous chapter. We are thus able to conclude that the function /o(z) corresponding to a regular point of Bn maps C onto a slit domain whose boundary is composed of a finite number of analytic arcs. The function Ç"(z) is defined in the whole plane; thus we may continue the right side of (113) into \z\ <1 and (113) holds for all z.
Since/o(z) maps y onto a slit, f0' (z) must have at least two zeros on y corresponding to the tips of the slit. Let K be one of these zeros; \K\ =1. Then Quiz) has a double zero at z = K; that is, On(^)=0and KidQniK)/dK) =0, or The function corresponding to the point p on Bn maps y onto a curve T which is composed of a finite number of analytic arcs, each satisfying the equation (analogous to (59)):
where r is a real parameter on r", and Rk (w) is given in (38). Using the fact that Rkiw) is the polynomial part of <poiw)k, where <j>0 is the inverse of/o, it is easy to verify that
where the a^ are determined by
We may then write (123) in the form
Our aim now is to characterize those functions /0(z, t) which correspond to points pit) along a given characteristic.
To do so, we shall study the dependence of the coefficients A, upon the parameter t of a characteristic. 
for all z in C Let us define the generalized Faber polynomial in the following manner:
(127) -----= 2^ -i?* (/)x .
*(/«(*) -t) *-»+■« k
To obtain the variation formula for the coefficients a", expand (126) in (143) for all values of t and passes through the origin. We shall define the restructure corresponding to a given characteristic as the complete solution of (143) which passes through the origin. Thus to =go(z, t) maps 7 onto a portion of the restructure for all values of t. Let us fix an initial point on Bn corresponding to/o(z, 0); that is, ¿ = 0. We then continue the characteristic in the direction of increasing /. The slit, which is the image of y under g0(z, t), forms a subcontinuum T° of the restructure for this characteristic, and as t increases, the factor e~l indicates that T° will shrink, covering less of T°.
Returning now to the family T, we recall that/0(z, t) =/(z, t)+c(t), where c(t) is only a function of t and/(z, t) is in T. If we define g(z, t) =e~'f(z, t), we see that g(z, t) =go(z, t)-e~'c(t). Thus g(z, t) maps y onto a slit Te which is the translate of r° through a distance e~lc(t).
This idea of a shrinking slit is similar to that used by Loewner [9] in obtaining his differential equation for univalent mappings of the circle. We shall now show that along the characteristic curve on B", the equations (120a) and (120b) imply that g(z, t) satisfies the Loewner equation.
First it will be necessary to prove the uniqueness of the function in T corresponding to a regular boundary point of F" by showing that for a given set of a, and F" there is a unique function in T satisfying the differential equation (113) with/o replaced by/ The Faber polynomial Rk(w) can also be defined (Schiffer [14] ) as the unique polynomial of degree k in w such that (144) At(/(2)) = S!*+Ííi+Í^.+ ..., z z2
It was shown by Schur [15 ] that 
