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Abstract
In this note we prove an existence and uniqueness result of solution for stochastic dif-
ferential delay equations with hereditary drift driven by a fractional Brownian motion with
Hurst parameter H > 1/2. Then, we show that, when the delay goes to zero, the solutions to
these equations converge, almost surely and in Lp, to the solution for the equation without
delay. The stochastic integral with respect to the fractional Brownian motion is a pathwise
Riemann-Stieltjes integral.
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0 Introduction
Consider the stochastic differential equation on Rd
Xr(t) = η(0) +
∫ t
0
b(s,Xr)ds+
∫ t
0
σ(s,Xr(s− r))dWHs , t ∈ (0, T ],
Xr(t) = η(t), t ∈ [−r, 0]. (1)
Here r denotes a strictly positive time delay, WH = {WH,j, j = 1, . . . ,m} are independent
fractional Brownian motions with Hurst parameter H > 12 defined in a complete probability
space (Ω,F ,P), b(s,Xr), the hereditary term, depends on the path {Xr(u),−r ≤ u ≤ s}, while
η : [−r, 0] → Rd is a smooth function. We call (1) a delay differential equations with hereditary
drift driven by a fractional Brownian motion and to the best of our knowledge this problem has
not been considered before in the wide literature on stochastic differential equations.
As usual in this field, we have to specify how we intend the stochastic integral in (1), being its
definition not unique. Since H > 12 , we can define the integral with respect to fractional Brow-
nian motion using a pathwise approach. Indeed, if we have a stochastic processes {u(t), t ≥ 0}
whose trajectories are λ-Ho¨lder continuous with λ > 1 −H , then the Riemann-Stieltjes integral∫ T
0 u(s)dW
H
s exists for each trajectory (see Young [8]). Using the techniques introduced by Young
[8] and the p-variation norm, Lyons [3] began the study of integral equations driven by functions
with bounded p-variation, with p ∈ [1, 2). Then Zahle [9] introduced a generalized Stieltjes integral
using the techniques of fractional calculus. The integral is expressed in terms of fractional deriva-
tive operators and it coincides with the Riemann-Stieltjes integral
∫ T
0
fdg when the functions f
and g are Ho¨lder continuous of orders λ and β, respectively, with λ+ β > 1. Using this Riemann-
Stieltjes integral, Nualart and Rascanu [6] obtained the existence and uniqueness of solution for a
1
class of integral equations without delay and they also proved that the solution is bounded on a
finite interval.
In our paper, using also the Riemann-Stieltjes integral, we will first prove the existence and
uniqueness of a solution to equation (1), extending the results in Nualart and Rascanu [6]. Then
we will study the convergence of the solutions of these equations when the delay r tends to zero
and the drift coefficient b depends on (s,Xr(s)). As occurs for the Brownian motion case, we are
able to prove that the solution to the delay equation converges, almost surely and in Lp, to the
solution of the equation without the delay. All along the paper, we will prove first our results
for deterministic equations and then we will easily apply them pathwise to fractional Brownian
motion.
There are many references on stochastic systems with delay (see for instance [4]), but the
literature about stochastic differential equations with delay driven by a fractional Brownian motion
is scarce. In a previous paper [1] we obtain the existence and uniqueness of solution and the
smoothness of the density when H > 1/2 under strong hypothesis, using only techniques of the
classical stochastic calculus. That approach is unfortunately not suitable for further investigation,
like the presence of an hereditary drift and the convergence when the delay tends to zero. Using
rough path analysis, Neuekirch, Nourdin and Tindel [5] considered the case H > 1/3. Nowadays,
Leo´n and Tindel [2] are studying the existence of solution and its regularity when H > 1/2.
The structure of the paper is as follows: in the next section we state the main results of our
paper. In Section 2 we give some useful estimates for Lebesgue integrals and for Riemann-Stieltjes
ones. Section 3 is devoted to obtain the existence, uniqueness and boundedness for the solution
for deterministic equations. Section 4 contains the study of the convergence of the deterministic
equations. In Section 5 we apply the results of the previous sections to stochastic equations driven
by fractional Brownian motion and we give the proofs of our main theorems. Finally, in Section 6
we recall a couple of technical results.
We will denote by Cα a constant that will change from line to line.
1 Main results
Let α ∈ (12 , 1) and r > 0. We will denote by W
α,∞
0 (−r, T ;R
d) the space of mesurable functions
f : [0, T ]→ Rd such that
‖f‖α,∞(r) := sup
t∈[−r,T ]
(
|f(t)|+
∫ t
−r
|f(t)− f(s)|
(t− s)α+1
ds
)
<∞.
For any λ ∈ (0, 1], we will consider Cλ(−r, T ;Rd) the space of λ−Ho¨lder continuous functions
f : [0, T ]→ Rd such that
‖f‖λ(r) := ‖f‖∞(r) + sup
−r≤s<t≤T
|f(t)− f(s)|
(t− s)λ
<∞,
where
‖f‖∞(r) := sup
s∈[−r,T ]
|f(s)|.
Note that when r = 0, we shall omit (r) in the name of the corresponding norm.
2
We also need to consider the spacesWα,∞0 (−r, 0;R
d) and Cλ(−r, 0;Rd) with the corresponding
norms
‖η‖α,∞(−r,0) := sup
t∈[−r,0]
(
|η(t)|+
∫ t
−r
|η(t)− η(s)|
(t− s)α+1
ds
)
,
‖η‖λ(−r,0) := ‖η‖∞(−r,0) + sup
−r≤s<t≤0
|η(t)− η(s)|
(t− s)λ
where ‖η‖∞(−r,0) := sup
s∈[−r,0]
|η(s)|.
Let us consider the following hypothesis:
• (H1) σ : [0, T ]× Rd → Rd × Rm is a measurable function such that σ(t, x) is differentiable
in x and there exists some constants 0 < β, δ ≤ 1 and for every N ≥ 0 there exists MN > 0
such that the following properties hold:
1. |σ(t, x) − σ(t, y)| ≤M0|x− y|, ∀x, y ∈ R
d, ∀t ∈ [0, T ],
2. |∂xiσ(t, x)− ∂yiσ(t, y)| ≤MN |x− y|
δ, ∀|x|, |y| ≤ N, ∀t ∈ [0, T ], for each i = 1, ..., d.
3. |σ(t, x)− σ(s, x)|+ |∂xiσ(t, x)− ∂xiσ(s, x)| ≤M0|t− s|
β , ∀x ∈ Rd, ∀t, s ∈ [0, T ] for
each i = 1, ..., d.
• (H2) b : [0, T ] × C(−r, T ;Rd) → Rd is a measurable function such that for every t > 0
and f ∈ C(−r, T ;Rd), b(t, f) depends only on {f(s);−r ≤ s ≤ t}. Moreover, there exists
b0 ∈ L
ρ(0, T ;Rd) with ρ ≥ 2 and ∀N ≥ 0 there exists LN > 0 such that
1. |b(t, x)− b(t, y)| ≤ LN sup−r≤s≤t |x(s)− y(s)|, ∀x, y, ‖x‖∞(r) ≤ N, ‖y‖∞(r) ≤ N, ∀t ∈
[0, T ],
2. |b(t, x)| ≤ L0 sup−r≤s≤t |x(s)| + b0(t), ∀t ∈ [0, T ]
• (H3) There exists γ ∈ [0, 1] and K0 > 0 such that
|σ(t, x)| ≤ K0(1 + |x|
γ), ∀x ∈ Rd, ∀t ∈ [0, T ].
Under these assumption we are able to prove that our problem admits a unique solution. The
result of existence and uniqueness reads as follows:
Theorem 1.1 Assume that η ∈ Wα,∞0 (−r, 0;R
d) ∩ C1−α(−r, 0;Rd) and that b and σ satisfy hy-
pothesis (H1) and (H2) with β > 1−H, δ > 1H − 1. Set
α0 := min{
1
2
, β,
δ
1 + δ
}.
Then if α ∈ (1−H,α0) and ρ ≤
1
α , equation (1) has an unique solution
Xr ∈ L0(Ω,F ,P;Wα,∞0 (−r, T ;R
d))
and for P -almost all ω ∈ Ω, Xr(ω, .) ∈ C1−α(−r, T ;Rd).
Moreover, if α ∈ (1 −H,α0 ∨ (2− γ)/4) and (H3) holds then E(‖X‖
p
α,∞(r)) <∞∀p ≥ 1.
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In order to study the convergence when the delay goes to zero, we will consider the particular
case of our initial equation (1), where the coefficient b does not depend on the whole trajectory,
Xr(t) = η(0) +
∫ t
0
b(s,Xr(s))ds+
∫ t
0
σ(s,Xr(s− r))dWHs , t ∈ (0, T ],
Xr(t) = η(t), t ∈ [−r, 0]. (2)
We will assume that b satisfies the new set of hypothesis:
(H2’) b : [0, T ]× Rd → Rd is a measurable function such that there exists b0 ∈ L
ρ(0, T ;Rd)
with ρ ≥ 2 and ∀N ≥ 0 there exists LN > 0 such that
1. |b(t, x)− b(t, y)| ≤ LN |x− y|, ∀x, y, |x| ≤ N, |y| ≤ N, ∀t ∈ [0, T ],
2. |b(t, x)| ≤ L0|x(t)| + b0(t), ∀t ∈ [0, T ].
Denoting by X the solution of the stochastic differential equation on Rd without delay:
X(t) = η(0) +
∫ t
0
b(s,X(s))ds+
∫ t
0
σ(s,X(s))dWHs , t ∈ [0, T ].
we are able to prove the following result:
Theorem 1.2 Assume that η ∈ Wα,∞0 (−r0, 0;R
d) ∩ C1−α(−r0, 0;R
d) and that b and σ satisfy
hypothesis (H1) and (H2’) with β > 1−H, δ > 1H − 1. Set
α0 := min{
1
2
, β,
δ
1 + δ
}.
Then if α ∈ (1−H,α0) and ρ ≤
1
α for P -almost all ω ∈ Ω
lim
r→0
‖X(ω, .)−Xr(ω, .)‖α,∞ = 0.
Moreover, if α ∈ (1−H,α0 ∨ (2− γ)/4) and (H3) holds then
lim
r→0
E(‖X −Xr‖pα,∞) = 0, ∀p ≥ 1.
2 Estimates for the integrals
In this section we will obtain some estimates for the Lebesgue integral and for the pathwise
Riemann-Stieltjes integral. In both cases, we will recall some well-known results and we will
obtain some estimates well posed to our equations. In the space Wα,∞0 (0, T ;R
d) we need to
introduce a new norm, that is, for any λ ≥ 1
‖f‖α,λ(r) := sup
t∈[−r,T ]
exp(−λt)
(
|f(t)|+
∫ t
−r
|f(t)− f(s)|
(t− s)α+1
ds
)
.
It is easy to check that, for any λ ≥ 1, this norm is equivalent to ‖f‖α,∞(r).
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2.1 The Lebesgue integral
Let us consider first the ordinary Lebesgue integral. Given f : [0, T ]→ Rd a measurable function
we define
F (f)(t) =
∫ t
0
f(s)ds.
We recall first a result from [6] (see Proposition 4.3).
Proposition 2.1 Let 0 < α < 12 and f : [0, T ]→ R
d be a measurable function. If
sup
t∈[0,T ]
∫ t
0
|f(s)|
(t− s)α
<∞
then F (f)(.) ∈Wα,∞0 (0, T ;R
d) and
|F (f)(t)|+
∫ t
0
|F (f)(t)− F (f)(s)|
(t− s)α+1
ds ≤ Cα,T
∫ t
0
|f(s)|
(t− s)α
ds.
Given f : [0, T ]→ Rd a measurable function we define
F (b)(f)(t) =
∫ t
0
b(s, f)ds.
Proposition 2.2 Assume that b satisfies (H2) with ρ = 1α . If f ∈ W
α,∞
0 (−r, T ;R
d) then
F (b)(f)(.) =
∫ .
0 b(s, f)ds ∈ C
1−α(0, T ;Rd) and
i) ‖F (b)(f)‖1−α ≤ d
(1)(1 + ‖f‖∞(r)),
ii) ‖F (b)(f)‖α,λ ≤ d
(2)
(
1
λ1−2α
+
‖f‖α,λ(r)
λ1−α
)
≤
d(2)
λ1−2α
(
1 + ‖f‖α,λ(r)
)
,
for all λ ≥ 1 where d(i), i ∈ {1, 2} are positive constants depending only on α, T, L0 and B0,α =
‖b0‖L1/α.
If f, h ∈ Wα,∞0 (−r, T ;R
d) such that ‖f‖∞(r) ≤ N, ‖h‖∞(r) ≤ N, then
‖F (b)(f)− F (b)(h)‖α,λ ≤
dN
λ1−α
‖f − h‖α,λ(r)
for all λ ≥ 1 where dN = Cα,TLNΓ(1− α) depends on α, T and LN from (H2).
Proof: It follows the ideas of Proposition 4.4 in [6]. For the sake of completeness, we will give
a sketch of the proof.
In order to simplify the presentation, we will assume d = 1. For f ∈ Wα,∞0 (−r, T ) and
0 ≤ s ≤ t ≤ T we can write
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|F (b)(f)(t)− F (b)(f)(s)| ≤
∫ t
s
(L0 sup
−r≤v≤u
|f(v)|+ b0(u))du
≤ L0‖f‖∞(r)(t− s) +
∫ t
s
b0(u)du
≤ (L0T
α‖f‖∞(r) +B0,α)(t− s)
1−α,
where B0,α := ‖b0‖L1/α . So F
(b)(f) ∈ C1−α(0, T ) and i) is true with
d(1) = (L0T
α +B0,α)(1 + T
1−α).
On the other hand, from Proposition 2.1,
|F (b)(f)(t)| +
∫ t
0
|F (b)(f)(t)− F (b)(f)(s)|
(t− s)α+1
ds
≤ Cα,T
∫ t
0
L0 sup−r≤u≤s |f(u)|+ b0(s)
(t− s)α
ds
≤ Cα,T
(
L0
∫ t
0
sup−r≤u≤s |f(u)|
(t− s)α
ds+
(∫ t
0
(t− s)−α/(1−α)ds
)1−α
B0,α
)
.
Using that
e−λs sup
−r≤u≤s
|f(u)| ≤ sup
−r≤u≤s
|f(u)|e−λu,
we obtain that
sup
t∈[0,T ]
e−λt
∫ t
0
sup−r≤u≤s |f(u)|
(t− s)α
ds ≤ sup
t∈[0,T ]
∫ t
0
e−λ(t−s)
(t− s)α
sup
−r≤u≤s
|f(u)e−λu|ds
≤ sup
−r≤u≤T
|f(u)|e−λu sup
t∈[0,T ]
∫ t
0
e−λ(t−s)
(t− s)α
ds ≤ λα−1Γ(1− α) sup
−r≤u≤T
|f(u)|e−λu.
So, using that ∫ t
0
e−λ(t−s)
(t− s)α
ds ≤ λα−1Γ(1 − α) and sup
t∈[0,T ]
tµe−λt ≤
(µ
λ
)µ
e−µ,
for all λ ≥ 1
‖F (b)(f)‖α,λ ≤ Cα,TL0λ
α−1Γ(1− α) sup
−r≤s≤T
|f(s)e−λs|+ Cα,T
(1− α)1−α
(1− 2α)α
e2α−1B0,αλ
2α−1
≤ d(2)(λ2α−1 + λα−1‖f‖α,λ(r)),
and ii) becomes true with
d(2) = Cα,T [L0Γ(1− α) + (1− 2α)
−α(1− α)1−αe2α−1B0,α].
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Finally, if f, h ∈ Wα,∞0 (−r, T ) such that ‖f‖∞(r) ≤ N, ‖h‖∞(r) ≤ N, using similar computa-
tions we obtain that
‖F (b)(f)− F (b)(h)‖α,λ ≤ Cα,T sup
t∈[0,T ]
e−λt
∫ t
0
LN sup−r≤u≤s |f(u)− h(u)|
(t− s)α
ds
≤ Cα,TLN sup
−r≤u≤T
(
e−λu|f(u)− h(u)|
)
sup
t∈[0,T ]
∫ t
0
e−λ(t−s)
(t− s)α
ds
≤
1
λ1−α
dN‖f − h‖α,λ(r),
with dN = Cα,TLNΓ(1− α). ✷
Remark 2.3 If we assume (H2’) and define
F (b)(f)(t) =
∫ t
0
b(s, f(s))ds,
we obtain a version of Proposition 2.2 with r = 0 that is an extension of Proposition 4.4 in [6].
2.2 The Riemann-Stieltjes integral
The Riemann-Stieltjes integral introduced by Za¨hle [9] is based on fractional integrals and deriva-
tives (see [7]). We will refer the reader to the papers of Za¨hle [9] and Nualart and Rascanu [6] for
the general theory.
Here, we will just recall some basic results. Fixed a parameter 0 < α < 1/2, let us consider
W 1−α,∞T (0, T ) the space of measurable functions g : [0, T ]→ R such that
‖g‖1−α,∞,T := sup
0<s<t<T
( |g(t)− g(s)|
(t− s)1−α
+
∫ t
0
|g(u)− g(s)|
(u− s)2−α
du
)
<∞.
If g ∈ W 1−α,∞T (0, T ), we can define
Λα(g) :=
1
Γ(1− α)
sup
0<s<t<T
|(D1−αt− gt−)(s)|
where Γ(·) is the Euler function and D1−αt− denotes the Weyl derivative (see Nualart and Rascanu
[6] for more details). We get
Λα(g) ≤
1
Γ(1− α)Γ(α)
‖g‖1−α,∞,T <∞.
We also consider Wα,10 (0, T ) the space of measurable functions f : [0, T ]→ R such that
‖f‖α,1 :=
∫ T
0
|f(s)|
sα
ds+
∫ T
0
∫ s
0
|f(s)− f(u)|
(s− u)α+1
duds <∞.
Given two functions g ∈ W 1−α,∞T (0, T ) and f ∈W
α,1
0 (0, T ), we can define
G(f)(t) :=
∫ t
0
f(s)dgs =
∫ T
0
f(s)1(0,t)(s)dgs.
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It holds that
|
∫ t
0
f(s)dgs| ≤ Λα(g)‖f‖α,1.
The following estimates are proved in [6] (see Proposition 4.1)
|G(f)(t)| ≤ Λα(g)
( ∫ t
0
|f(s)|
sα
ds+ α
∫ t
0
∫ s
0
|f(s)− f(y)|
(s− y)α+1
dyds
)
, (3)
∫ t
0
|G(f)(t) −G(f)(s)|
(t− s)α+1
ds ≤ Λα(g)
(
Cα
∫ t
0
|f(s)|
(t− s)2α
ds+
∫ t
0
∫ s
0
|f(s)− f(y)|
(s− y)α+1
(t−y)−αdyds
)
. (4)
Let us consider the term
G(σ)r (f)(t) =
∫ t
0
σ(s, f(s− r))dgs.
Proposition 2.4 Assume that σ satisfies (H1). If f ∈ Wα,∞0 (−r, T ;R
d) then
G(σ)r (f) ∈ C
1−α(0, T ;Rd) ⊂Wα,∞0 (0, T ;R
d),
and
i) ‖G(σ)r (f)‖1−α ≤ Λα(g)d
(3)(1 + ‖f‖α,∞(r)),
ii) ‖G(σ)r (f)‖α,λ ≤
Λα(g)d
(4)
λ1−2α
(1 + ‖f‖α,λ(r)),
for all λ ≥ 1 where d(i), i ∈ {3, 4} are positive constants independent of λ, f and g.
If f, h ∈ Wα,∞0 (−r, T ;R
d) such that ‖f‖∞(r) ≤ N, ‖h‖∞(r) ≤ N, then
‖G(σ)r (f)−G
(σ)
r (h)‖α,λ ≤
Λα(g)d
(2)
N
λ1−2α
(1 + ∆r(f) + ∆r(h))‖f − h‖α,λ(r)
for all λ ≥ 1 where
∆r(f) = sup
−r≤u≤T
∫ u
−r
|f(u)− f(s)|δ
(u− s)α+1
ds,
and d
(2)
N does not depend on λ and g.
Proof: This proposition is a consequence of Proposition 4.2 in [6]. Given f ∈Wα,∞0 (−r, T ;R
d)
let us define f∗ : [0, T ]→ Rd such that f∗(s) := f(s− r). Clearly f∗ ∈Wα,∞0 (0, T ;R
d) and
‖f∗‖α,∞ = sup
t∈[0,T ]
(
|f∗(t)|+
∫ t
0
|f∗(t)− f∗(s)|
(t− s)α+1
ds
)
= sup
t∈[0,T ]
(
|f(t− r)| +
∫ t
0
|f(t− r) − f(s− r)|
(t− s)α+1
ds
)
= sup
u∈[−r,T−r]
(
|f(u)|+
∫ u
−r
|f(u)− f(s)|
(u − s)α+1
ds
)
≤ ‖f‖α,∞(r),
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and
‖f∗‖α,λ = sup
t∈[0,T ]
e−λt
(
|f∗(t)|+
∫ t
0
|f∗(t)− f∗(s)|
(t− s)α+1
ds
)
= e−λr sup
u∈[−r,T−r]
e−λu
(
|f(u)|+
∫ u
−r
|f(u)− f(s)|
(u− s)α+1
ds
)
≤ e−λr‖f‖α,λ(r)
and finally
∆0(f
∗) = sup
0≤u≤T
∫ u
0
|f∗(u)− f∗(s)|δ
(u− s)α+1
ds = sup
−r≤v≤T−r
∫ v
−r
|f(v)− f(s)|δ
(v − s)α+1
ds ≤ ∆r(f).
Then, we only have to apply Proposition 4.2 in [6] to f∗.
✷
Remark 2.5 If we consider the case when r = 0, we obtain a version of Proposition 2.4 that
coincides with Proposition 4.2 in [6].
We need an additional estimate in order to be able to bound the norms of the solutions and
control their dependence with respect to r.
Let us define ϕ(γ, α) such that ϕ(γ, α) = 2α if γ = 1, ϕ(γ, α) > 1 + 2α−1γ if
1−2α
1−α ≤ γ < 1 and
ϕ(γ, α) = α if 0 ≤ γ < 1−2α1−α . Note that ϕ(γ, α) ∈ [α, 2α].
Proposition 2.6 Assume that σ satisfies (H1) and (H3). If f ∈Wα,∞0 (−r, T ;R
d) then
‖G(σ)r (f)‖α,λ ≤ Λα(g)d
(5)
(
1 +
‖f‖α,λ(r)
λ1−ϕ(γ,α)
)
for all λ ≥ 1 where d(5) is a positive constant depending only on α, β, T, d,m and B0α = ‖b0‖L1/α.
Proof: From (3) we can write
|G(σ)r (f)(t)|
≤ Λα(g)
(∫ t
0
|σ(s, f(s− r))|
sα
ds+ α
∫ t
0
∫ s
0
|σ(s, f(s− r)) − σ(u, f(u− r))|
(s− u)α+1
duds
)
≤ Λα(g)
(
K0
∫ t
0
1 + |f(s− r)|γ
sα
ds+ αM0
∫ t
0
∫ s
0
|f(s− r)− f(u− r)|
(s− u)α+1
duds+ Cα
)
≤ Λα(g)Cα
(
1 +
∫ t−r
−r
|f(s)|
(s+ r)α
ds+
∫ t−r
−r
∫ s
−r
|f(s)− f(u)|
(s− u)α+1
duds
)
, (5)
where we have used that |f(s)|γ ≤ 1 + |f(s)|. On the other hand, using (4) we have
9
∫ t
0
|G
(σ)
r (f)(t)−G
(σ)
r (f)(s)|
(t− s)α+1
ds
≤ Λα(g)
(
Cα
∫ t
0
|σ(s, f(s− r))|
(t− s)2α
ds+
∫ t
0
∫ s
0
|σ(s, f(s− r)) − σ(u, f(u− r))|
(s− u)α+1
(t− u)−αduds
)
≤ CαΛα(g)
(∫ t
0
1 + |f(s− r)|γ
(t− s)2α
ds+
∫ t
0
1
(t− s)α
∫ s
0
|f(s− r)− f(u− r)|
(s− u)α+1
duds+ Cα
)
≤ CαΛα(g)
(
1 +
∫ t−r
−r
|f(s)|γ
(t− r − s)2α
ds+
∫ t−r
−r
1
(t− r − s)α
∫ s
−r
|f(s)− f(u)|
(s− u)α+1
duds
)
. (6)
From Ho¨lder inequality we can get that
∫ t−r
−r
|f(s)|γ
(t− r − s)2α
ds ≤ Cα
(∫ t−r
−r
|f(s)|
(t− r − s)ϕ(γ,α)
ds
)γ
t1−γ−2α+ϕ(γ,α)γ (7)
≤ Cα
(
1 +
∫ t−r
−r
|f(s)|
(t− r − s)ϕ(γ,α)
ds
)
.
Since α < ϕ(γ, α) ≤ 2α and 1− γ − 2α+ ϕ(γ, α)γ ≥ 0, and and putting together (5) and (6),
we get that
‖G(σ)r (f)‖α,λ ≤ CαΛα(g)
(
1 +
(∫ t−r
−r
e−λ(t−s)
(s+ r)α
ds+
∫ t−r
−r
e−λ(t−s)
(t− r − s)ϕ(γ,α)
ds
)
‖f‖α,λ(r)
)
.
We finish the proof using the fact that
∫ t
0
e−λ(t−s)
(t− s)α
≤ λα−1Γ(1− α) and
∫ t
0
e−λ(t−s)
sα
≤ Cαλ
α−1.
✷
Remark 2.7 Proposition 2.6 is also true when r = 0.
3 Deterministic integral equations
In this section we will study the deterministic delay equations. Following the method presented
in [6], we will prove a result of existence and uniqueness of solution. We will also obtain a bound
for the ‖.‖α,λ(r) norm of the solution. In order to obtain a bound whose dependence in r could be
controlled, we will introduce a new method to compute this estimate.
Set 0 < α < 1/2 , g ∈W 1−α,∞T (0, T ;R
m) and η ∈Wα,∞0 (−r, 0;R
d)∩C1−α(−r, 0;Rd). Consider
the deterministic stochastic differential equation on Rd
x(t) = η(0) +
∫ t
0
b(s, x)ds+
∫ t
0
σ(s, x(s − r))dgs, t ∈ (0, T ],
x(t) = η(t), t ∈ [−r, 0]. (8)
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Using the notations introduced in the previous sections we can give another expression for equation
(8):
x(t) = η(0) + F (b)(x)(t) +G(σ)r (x)(t), t ∈ (0, T ],
x(t) = η(t), t ∈ [−r, 0].
The result of existence and uniqueness reads as follows.
Theorem 3.1 Assume that b and σ satisfy hypothesis (H1) and (H2) with ρ = 1/α, 0 < β, δ ≤ 1
and
0 < α < α0 := min{
1
2
, β,
δ
1 + δ
}.
Then equation (8) has an unique solution x ∈ Wα,∞0 (−r, T ;R
d) ∩ C1−α(−r, T ;Rd).
Proof:
Step 1: x ∈ C1−α(−r, T ;Rd).
If x ∈ Wα,∞0 (−r, T ;R
d) is a solution then G
(σ)
r (x) ∈ C1−α(0, T ;Rd) (see Proposition 2.4) and
F (b)(x) ∈ C1−α(0, T ;Rd) (see Proposition 2.2). Furthermore
‖x‖1−α(r) = ‖x‖∞(r) + sup
−r≤s<t≤T
|x(t) − x(s)|
(t− s)1−α
≤ ‖η‖∞(−r,0) + ‖F
(b)(x)‖∞ + ‖G
(σ)
r (x)‖∞ + sup
0≤s<t≤T
|x(t) − x(s)|
(t− s)1−α
+ sup
−r≤s<t≤0
|η(t)− η(s)|
(t− s)1−α
+ sup
−r≤s≤0≤t≤T
|x(t)− η(s)|
(t− s)1−α
≤ ‖η‖1−α(−r,0) + ‖F
(b)(x)‖1−α + ‖G
(σ)
r (x)‖1−α
+ sup
−r≤s≤0≤t≤T
(
|x(t)− x(0)|
t1−α
+
|x(0)− η(s)|
(−s)1−α
)
≤ 2(‖η‖1−α(−r,0) + ‖F
(b)(x)‖1−α + ‖G
(σ)
r (x)‖1−α) <∞.
Step 2: Uniqueness
Consider x and x′ two solutions such that ‖x‖1−α(r) ≤ N and ‖x
′‖1−α(r) ≤ N.
Note that
sup
t∈[−r,T ]
e−λt|x(t)−x′(t)|≤ sup
t∈[0,T ]
e−λt|F (b)(x)(t)−F (b)(x′)(t)|+ sup
t∈[0,T ]
e−λt|G(σ)r (x)(t)−G
(σ)
r (x
′)(t)|
and
sup
t∈[−r,T ]
e−λt
∫ t
−r
|x(t) − x′(t)− (x(s) − x′(s))|
(t− s)α+1
ds
= sup
t∈[0,T ]
e−λt
∫ t
−r
|x(t)− x′(t)− (x(s) − x′(s))|
(t− s)α+1
ds
≤ sup
t∈[0,T ]
e−λt
∫ t
0
|x(t) − x′(t)− (x(s)− x′(s))|
(t− s)α+1
ds+ sup
t∈[0,T ]
e−λt
∫ 0
−r
|x(t) − x′(t)|
(t− s)α+1
ds.
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So
‖x− x′‖α,λ(r) ≤ ‖F
(b)(x) − F (b)(x′)‖α,λ + ‖G
(σ)
r (x)−G
(σ)
r (x
′)‖α,λ + U, (9)
where
U := sup
t∈[0,T ]
e−λt
∫ 0
−r
|x(t) − x′(t)|
(t− s)α+1
ds.
Let us study U . Clearly,
U ≤ sup
t∈[0,T ]
e−λt|x(t) − x′(t)|
1
αtα
≤ U1 + U2, (10)
with
U1 := sup
t∈[0,T ]
e−λt
αtα
|F (b)(x)(t) − F (b)(x′)(t)|, U2 := sup
t∈[0,T ]
e−λt
αtα
|G(σ)r (x)(t) −G
(σ)
r (x
′)(t)|.
Moreover
U1 ≤
1
α
sup
t∈[0,T ]
e−λt
tα
|
∫ t
0
(b(s, x)− b(s, x′))ds| ≤
LN
α
sup
t∈[0,T ]
e−λt
tα
∫ t
0
sup
−r≤u≤s
|x(u)− x′(u)|ds
≤
LN
α
(
sup
u∈[−r,T ]
e−λu|x(u)− x′(u)|
)
sup
t∈[0,T ]
∫ t
0
e−λ(t−s)
(t− s)α
ds
≤
LN
α
λα−1Γ(1− α)‖x− x′‖α,λ(r). (11)
On the other hand, using (3), we can write
U2 ≤
1
α
sup
t∈[0,T ]
e−λt
tα
|
∫ t
0
(σ(s, x(s − r)) − σ(s, x′(s− r)))dgs|
≤
1
α
sup
t∈[0,T ]
e−λt
tα
Λα(g)
(∫ t
0
|σ(s, x(s − r))− σ(s, x′(s− r))|
sα
ds
+α
∫ t
0
∫ s
0
|σ(s, x(s− r)) − σ(s, x′(s− r)) − σ(u, x(u − r)) + σ(u, x′(u − r))|
(s− u)α+1
duds
)
≤ CαΛα(g) sup
t∈[0,T ]
(∫ t
0
e−λ(t−s)
s2α
ds
)
sup
s∈[0,T ]
[
e−λs(|σ(s, x(s − r)) − σ(s, x′(s− r))|
+ e−λs
∫ s
0
|σ(s, x(s − r)) − σ(s, x′(s− r)) − σ(u, u(y − r)) + σ(u, x′(u − r))|
(s− u)α+1
du
]
.
Now, using Lemma 6.2 and that ∫ t
0
e−λ(t−s)
s2α
ds ≤ Cαλ
2α−1
we obtain
U2 ≤ Cαλ
2α−1Λα(g)(1 + ∆r(x) + ∆r(x
′))‖x− x′‖α,λ(r). (12)
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Putting together (9), (10), (11) and (12) and using Propositions 2.2 and 2.4 we get that for all
λ ≥ 1
‖x− x′‖α,λ(r) ≤ CαC
(1)
N
(
1
λ1−α
+
1
λ1−2α
Λα(g)(1 + ∆r(x) + ∆r(x
′))
)
‖x− x′‖α,λ(r).
Finally, since
∆r(x) = sup
s∈[−r,T ]
∫ s
−r
|x(s) − x(u)|δ
(s− u)α+1
ds ≤ N sup
s∈[−r,T ]
∫ s
−r
(s− u)(1−α)δ
(s− u)α+1
ds
=
N(T + r)δ−α(1+δ)
δ − α(1 + δ)
:= C
(2)
N
choosing λ large enough such that
CαC
(1)
N
(
1
λ1−α
+
1
λ1−2α
Λα(g)(1 + 2C
(2)
N )
)
≤
1
2
we get that
1
2
‖x− x′‖α,λ(r) ≤ 0
and obviously x = x′.
Step 3: Existence
Let us consider the operator L :Wα,∞0 (−r, T ;R
d)→ C1−α(−r, T ;Rd) such that
L(y)(t) = η(0) +
∫ t
0
b(s, y)ds+
∫ t
0
σ(s, y(s− r))dgs, t ∈ (0, T ],
L(y)(t) = η(t), t ∈ [−r, 0]. (13)
Let us use the notatiton y∗ = L(y)
In order to prove the existence of y such that y = L(y) we will use a fixed point argument
based in Lemma 6.1. We will check the three conditions of that lemma.
Condition 1. Note that for t ∈ [−r, 0]
|y∗(t)|+
∫ t
−r
|y∗(t)− y∗(s)|
(t− s)α+1
ds = |η(t)|+
∫ t
−r
|η(t)− η(s)|
(t− s)α+1
ds
and for t ∈ (0, T ]
|y∗(t)|+
∫ t
−r
|y∗(t)− y∗(s)|
(t− s)α+1
ds = |y∗(t)|+
∫ 0
−r
|y∗(t)− η(s)|
(t− s)α+1
ds+
∫ t
0
|y∗(t)− y∗(s)|
(t− s)α+1
ds.
Hence
‖y∗‖α,λ(r) ≤ ‖η‖α,λ(−r,0) + ‖F
(b)(y)‖α,λ + ‖G
(σ)
r (y)‖α,λ + E (14)
where
E := sup
t∈[0,T ]
e−λt
∫ 0
−r
|y∗(t)− η(s)|
(t− s)α+1
ds.
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Let us study E. Clearly E ≤ E1 + E2 with
E1 := sup
t∈[0,T ]
e−λt
∫ 0
−r
|y∗(t)− η(0)|
(t− s)α+1
ds ≤ Cα sup
t∈[0,T ]
e−λt
tα
|y∗(t)− η(0)|,
E2 := sup
t∈[0,T ]
e−λt
∫ 0
−r
|η(0)− η(s)|
(−s)α+1
ds ≤ ‖η‖α,λ(−r,0). (15)
In order to study E1, we shall repeat similar computations to those used to estimate U when
we proved the uniqueness. We will give only a sketch of these computations. Observe first that
E1 ≤ E1,1 + E1,2 where
E1,1 := Cα sup
t∈[0,T ]
e−λt
tα
∫ t
0
|b(s, y)|ds, E1,2 := Cα sup
t∈[0,T ]
e−λt
tα
|
∫ t
0
σ(s, y(s− r))dgs|.
First
E1,1 ≤ CαL0
(
sup
s∈[−r,T ]
e−λs|y(s)|
)
sup
t∈[0,T ]
∫ t
0
e−λ(t−s)
(t− s)α
ds+ Cα sup
t∈[0,T ]
e−λt
tα
∫ t
0
b0(s)ds
≤ CαL0λ
α−1Γ(α− 1)‖y‖α,λ(r) + CαB0,α. (16)
On the other hand, using (3)
E1,2 ≤ Cα sup
t∈[0,T ]
e−λt
tα
Λα(g)
(∫ t
0
M0(s
β + |y(s− r)|)
sα
ds
+α
∫ t
0
∫ s
0
M0
(|s− u|β + |y(s− r) − y(u− r)|)
(s− u)α+1
duds
)
≤ CαΛα(g)
(
e−λr‖y‖α,λ(r) sup
t∈[0,T ]
(∫ t
0
e−λ(t−s)
s2α
ds+
∫ t
0
e−λ(t−s)
(t− s)α
ds
)
+ sup
t∈[0,T ]
e−λt
tα
∫ t
0
s−αds+ sup
t∈[0,T ]
e−λt
tα
∫ t
0
∫ s
0
(s− u)β−α−1duds
)
≤ Λα(g)Cα(λ
α−1Γ(α− 1) + λ2α−1)‖y‖α,λ(r)e
−λr + Λα(g)CαT
1+β−2α. (17)
Now putting together (14)-(17) and using Propositions 2.2 and 2.4 in order to bound the terms
‖F (b)(y)‖α,λ and ‖G
(σ)
r (y)‖α,λ respectively, we obtain that
‖y∗‖α,λ(r) ≤M1(λ) +M2(λ)(1 + ‖y‖α,λ(r)) +M3(λ)‖y‖α,λ(r) (18)
where
M1(λ) := 2‖η‖α,λ(−r,0) + Λα(g)CαT
1+β−2α + CαB0,α, M2(λ) := (
d(2)
λ1−2α
+
Λα(g)d
(4)
λ1−2α
)
M3(λ) := Cα
(
L0
λ1−α
Γ(α− 1) + Λα(g)(
Γ(α − 1)
λ1−α
+
1
λ1−2α
)e−λr
)
. (19)
Choose λ = λ0 large enough in order to be M2(λ0) +M3(λ0) ≤
1
2 . If ‖y‖α,λ0(r) ≤ 2(1 +M1(λ0))
then ‖y∗‖α,λ0(r) ≤ 2(1 +M1(λ0)) and so L(B0) ⊂ B0 where
B0 := {y ∈ W
α,∞
0 (−r, T ;R
d), ‖y‖α,λ0(r) ≤ 2(1 +M1(λ0))}.
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So, Condition 1 is satisfied with the metric ρ0 associated to the norm ‖ · ‖α,λ0(r).
Condition 2. Notice first that if y ∈ B0 then ‖y‖α,∞(r) ≤ 2e
λ0T (1 +M1(λ0)) := N0. Then,
repeating the same computations we have done in step 2 we get that for all y, y′ ∈ B0 and for all
λ ≥ 1
‖L(y)− L(y′)‖α,λ(r) ≤ CαCN0
(
1
λ1−α
+
1
λ1−2α
Λα(g)(1 + ∆r(y) + ∆r(y
′))
)
‖y − y′‖α,λ(r)
≤
1
λ1−2α
C1(1 + ∆r(y) + ∆r(y
′))‖y − y′‖α,λ(r), (20)
with C1 := CαCN0Λα(g) and where we recall that
∆r(y) = sup
s∈[−r,T ]
∫ s
−r
|y(s)− y(u)|δ
(s− u)α+1
ds.
Note that ∆r :W
α,∞
0 (−r, T ;R
d)→ [0,+∞] is a lower semicontinuous function.
Given y ∈ L(B0) consider yˆ ∈ B0 such that y = L(yˆ) ∈ C
1−α(−r, T ;Rd). Repeating the
computations of step 1 and using Propositions 2.4 and 2.2 we get
‖y‖1−α(r) ≤ 2(‖η‖1−α(−r,0) + (d
(1) + Λα(g)d
(3))(1 + ‖yˆ‖α,∞(r)))
≤ 2(d(1) + Λα(g)d
(3))(1 + 2eλ0T (1 +M1(λ0))) + 2‖η‖1−α(−r,0) := C2.
Hence
∆r(y) = sup
−r≤u≤T
∫ u
−r
|y(u)− y(s)|δ
(u− s)α+1
ds ≤ sup
−r≤u≤T
∫ u
−r
|(u− s)1−α|δ‖y‖δ1−α(r)
(u − s)α+1
ds
≤
(T + r)δ(1−α)−α
δ(1 − α)− α
:= C3.
So Condition 2 is fullfilled for the metric associated with the norm ‖ · ‖α,1(r) and ϕ(y) = C1(
1
2 +
∆r(y)), C0 = C1(
1
2 + C3) and K0 = 2C0.
Condition 3. From the computations in the proof of the above condition we get that for all
y, y′ ∈ L(B0)
‖L(y)− L(y′)‖α,λ(r) ≤ C1
1 + 2C3
λ1−2α
‖y − y′‖α,λ(r).
So, it suffices to choose λ = λ2 such that
C1
1 + 2C3
λ1−2α2
≤
1
2
.
✷
We finish this section providing an upper bound for the norm of the solution. We obtain
the bound as a consequence of the previous computations and without making use of Gronwall’s
lemmas.
Let us recall the definition of ϕ(γ, α). Set ϕ(γ, α) = 2α if γ = 1, ϕ(γ, α) > 1 + 2α−1γ if
1−2α
1−α ≤ γ < 1 and ϕ(γ, α) = α if 0 ≤ γ <
1−2α
1−α .
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Lemma 3.2 Assume (H1), (H2) and (H3). Then the unique solution of equation (8) satisfies
‖x‖α,∞(r) ≤ d
(6)
α (‖η‖α,∞(−r,0) + Λα(g) + 1)e
d(7)α +d
(8)
α Λα(g)
1
1−ϕ(α,γ)
.
Proof: We have to repeat the same computations we have done in the proof of Theorem 3.1
(Step 3, Condition 1). Note only that now we have hypothesis (H3), so we will make use of
Proposition 2.6 and we will repeat the computations of the term E1,2 using (H3) and the ideas
of the proof of Proposition 2.6. Then, we obtain that
‖x‖α,λ(r) ≤M1(λ) +M2(λ)‖x‖α,λ(r)
where
M1(λ) := 2‖η‖α,λ(−r,0) + Λα(g)Cα + CαB0,α + Λα(g)d
(5) + d(2),
M2(λ) := Cα
(
L0
λ1−α
+ Λα(g)
d(5) + 1
λ1−ϕ(γ,α)
+
d(2) + 1
λ1−α
)
.
Choose λ = λ0 large enough such that M2(λ0) ≤
1
2 . Then
‖x‖α,λ0(r) ≤ 2
(
2‖η‖α,λ0(−r,0) + Λα(g)Cα + CαB0,α + Λα(g)d
(5) + d(2)
)
.
Note that
λ0 ≤ 2Cα
(
L0 + Λα(g)(d
(5) + 1) + d(2) + 1
) 1
1−ϕ(γ,α)
≤ dα
(
2Cα(L0 + d
(2) + 1)
) 1
1−ϕ(γ,α)
+ Λα(g)
1
1−ϕ(γ,α) dα
(
2Cα(1 + d
(5))
) 1
1−ϕ(γ,α)
.
Hence
‖x‖α,∞(r) ≤ Kαe
dα(1+Λα(g)
1
1−ϕ(γ,α) ),
with
Kα = 2
(
2‖η‖α,∞(−r,0) + Λα(g)Cα + CαB0,α + Λα(g)d
(5) + d(2)
)
and the proof finishes easily.
✷
Remark 3.3 Note that (H1) implies (H3) with γ = 1.
4 Convergence when the delay goes to zero
Our aim here is to study what happens when the delay r tends to zero. We will assume the
hypothesis (H1) and (H2’) throughout this section. Observe that all the results given under
assumption (H2) in the previous sections also hold under assumption (H2’).
Set xr the solution of the integral delay equation on Rd
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xr(t) = η(0) +
∫ t
0
b(s, xr(s))ds+
∫ t
0
σ(s, xr(s− r))dgs, t ∈ (0, T ],
xr(t) = η(t), t ∈ [−r, 0], (21)
and x the solution of the integral equation on Rd
x(t) = η(0) +
∫ t
0
b(s, x(s))ds+
∫ t
0
σ(s, x(s))dgs, t ∈ (0, T ]. (22)
From the previous sections and the paper of Nualart and Rascanu [6], we know that these solutions
exist, they are unique and xr ∈ Wα,∞0 (−r, T ;R
d) and x ∈ Wα,∞0 (0, T ;R
d)
Let us start by proving two technical lemmas that we will use in the sequel.
Lemma 4.1 Assume (H1) and (H2’). Suppose that there exists r0 > 0 such that
η ∈ Wα,∞0 (−r0, 0;R
d) ∩ C1−α(−r0, 0;R
d).
Then
‖xr‖α,∞(r) ≤ C
(0)
α (‖η‖α,∞(−r,0) + Λα(g) + 1)e
C(1)α +C
(2)
α Λα(g)
1
1−2α
and
sup
0≤r≤r0
‖xr‖α,∞(r) ≤ C
(3)
α .
Moreover, if (H3) holds, then
‖xr‖α,∞(r) ≤ C
(0)
α (‖η‖α,∞(−r,0) + Λα(g) + 1)e
C(1)α +C
(2)
α Λα(g)
1
1−ϕ(γ,α)
Proof: Follow the ideas of Proposition 3.2 using also that sup0≤r≤r0 ‖η‖α,∞(−r,0) <∞.
✷
Lemma 4.2 Assume (H1) and (H2’). Suppose that there exists r0 > 0 such that
η ∈Wα,∞0 (−r0, 0;R
d) ∩ C1−α(−r0, 0;R
d)
and that α < δ/(1 + δ) then
sup
0≤r≤r0
∆r(x
r) ≤ C(4)α .
Proof: From the definition of ∆r we have
∆r(x
r) = sup
−r≤u≤T
∫ u
−r
|xr(u)− xr(s)|δ
(u− s)α+1
ds ≤ sup
−r≤u≤T
∫ u
−r
|(u − s)1−α|δ‖xr‖δ1−α(r)
(u− s)α+1
ds
≤ Cα sup
0≤r≤r0
‖xr‖δ1−α(r) sup
−r≤u≤T
∫ u
−r
1
(u− s)α+1−δ+δα
ds. (23)
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From Propositions 2.4 and 2.2 (see also step 1 in the proof of Theorem 3.1) we get
‖xr‖1−α(r) ≤ 2(‖η‖1−α(−r,0) + ‖F
(b)(xr)‖1−α + ‖G
(σ)
r (x
r)‖1−α)
≤ 2(‖η‖1−α(−r,0) + (d
(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r))). (24)
The result follows from (23), (24), Lemma 4.1 and the fact that δ − α− αδ > 0. ✷
The main results of this section is the following theorem:
Theorem 4.3 Assume that b and σ satisfy hypothesis (H1) and (H2’) with ρ = 1/α, 0 < β, δ ≤ 1
and
0 < α < α0 := min{
1
2
, β,
δ
1 + δ
}.
If there exits r0 such that
η ∈Wα,∞0 (−r0, 0;R
d) ∩ C1−α(−r0, 0;R
d)
and α < δ/(1 + δ), then
lim
r→0
‖x− xr‖α,∞ = 0.
Proof: Actually, we will proof that there exists λ0 such that
lim
r→0
‖x− xr‖α,λ0 = 0.
Using Lemma 4.1, let us choose N such that ‖x‖α,∞ ≤ N and sup0≤r≤r0 ‖x
r‖α,∞(r) ≤ N . By
Proposition 2.2 we get that
‖F (b)(x)− F (b)(xr)‖α,λ ≤
dN
λ1−α
‖x− xr‖α,λ (25)
Let us define a function yr : [0, T ]→ Rd such that yr(s) := xr(s− r). Then yr ∈ Wα,∞0 (0, T ;R
d)
and it is easy to check that ∆0(y
r) ≤ ∆r(x
r) and G
(σ)
r (xr) = G(σ)(yr). From Proposition 2.4
whith r = 0, we obtain that
‖G(σ)(x)−G(σ)r (x
r)‖α,λ ≤
Λα(g)d
(2)
N
λ1−2α
(1 + ∆0(x) + ∆r(x
r))‖x− yr‖α,λ. (26)
Thanks to (25), (26) and the inequality
‖x− yr‖α,λ ≤ ‖x− x
r‖α,λ + ‖x
r − yr‖α,λ
we can write
‖x− xr‖α,λ ≤
(
dN
λ1−α
+
Λα(g)d
(2)
N
λ1−2α
(1 + ∆0(x) + ∆r(x
r))
)
‖x− xr‖α,λ
+
Λα(g)d
(2)
N
λ1−2α
(1 + ∆0(x) + ∆r(x
r))‖xr − yr‖α,λ.
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Hence, if we choose λ0 large enough such that
dN
λ1−α0
+
Λα(g)d
(2)
N
λ1−2α0
(1 + ∆(x) + sup
−r0≤r<0
∆r(x
r)) ≤
1
2
,
we obtain that for all r ∈ (−r0, 0)
‖x− xr‖α,λ0 ≤ ‖x
r − yr‖α,λ0 .
So, to finish the proof it suffices to show that
lim
r→0
‖xr − yr‖α,λ0 = 0.
Actually, we will check that
lim
r→0
‖xr − yr‖α,∞ = 0. (27)
Let us observe that
|xr(t)− yr(t)| = |xr(t)− xr(t− r)|
≤ |F (b)(xr)(t)− F (b)(xr)((t− r) ∨ 0)|+ |G(σ)r (x
r)(t) −G(σ)r (x
r)((t− r) ∨ 0)|
+|η(0)− η(0 ∧ (t− r))|.
From the fact that F (b)(xr), G
(σ)
r (xr) and η are of C1−α and using the estimates of the norms
given in Propositions 2.2 and 2.4 we obtain easily that
|xr(t)− yr(t)| ≤
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−α. (28)
On the other hand, we also have to deal with
T1 :=
∫ t
0
|xr(t)− xr(t− r)− xr(s) + xr(s− r)|
(t− s)α+1
ds
Let us assume that t > r. (The case t < r can be computed easily following the ideas that we will
use to study T1,2) Clearly T1 := T1,1 + T1,2 where
T1,1 :=
∫ t−r
0
|xr(t)− xr(t− r)|+ |xr(s)− xr(s− r)|
(t− s)α+1
ds,
T1,2 :=
∫ t
t−r
|xr(t)− xr(s)|+ |xr(t− r) − xr(s− r)|
(t− s)α+1
ds,
and
T1,1 ≤ 2
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−α
∫ t−r
0
1
(t− s)α+1
ds
= 2
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−α
1
α
(
1
rα
−
1
tα
)
≤
2
α
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−2α,
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and
T1,2 ≤ 2
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)∫ t
t−r
(t− s)1−α
(t− s)α+1
ds
=
2
1− 2α
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−2α,
So
T1 ≤ Cα
(
(d(1) + Λα(g)d
(3))(1 + ‖xr‖α,∞(r)) + ‖η‖1−α(−r,0)
)
r1−2α. (29)
Using Lemma 4.1 and putting together (28) and (29), we get easily (27) and the proof is
complete.
✷
5 Stochastic integral equations
In this section we will apply the results of the previous two sections in order to prove the main
theorems of this paper.
The stochastic integral appearing throughout this paper
∫ T
0
u(s)dWs is a path-wise Riemann-
Stieltjes integral and it is well know that this integral exists if the process u(s) has Ho¨lder contin-
uous trajectories of order larger than 1−H .
Set α ∈ (1−H, 12 ). For any δ ∈ (0, 2), by Fernique’s theorem it holds that
E(exp(Λα(W )
δ)) <∞.
Then if u = {ut, t ∈ [0, T ]} is a stochastic process whose trajectories belong to the spaceW
α,1
T (0, T ),
the Riemann-Sieltjes integral
∫ T
0
u(s)dWs exists and we have that
|
∫ T
0
u(s)dWs| ≤ G‖u‖α,1,
where G is a random variable with moments of all orders (see Lemma 7.5 in [6]). Moreover,
if the trajectories of u belong to Wα,∞0 (0, T ), then the indefinite integral
∫ T
0
u(s)dWs is Ho¨lder
continuous of order 1 − α and with trajectories in Wα,∞0 (0, T ). As a simple consequence of these
facts, we get the following two proofs:
Proof of Theorem 1.1: The existence and uniqueness of solution follows from Theorem 3.1. The
existence of moment of any order is a consequence of Lemma 3.2. Note only that if α < (2− γ)/4
then 1/(1− ϕ(γ, α)) < 2 and E(exp(CΛα(W )
1/(1−ϕ(γ,α)))) <∞.
✷
Proof of Theorem 1.2: It suffices to apply Theorem 4.3 to obtain the almost-sure convergence.
The convergence in Lp is obtained by a dominated convergence argument since by Lemma 4.1 we
have that for any r ∈ (−r0, 0)
‖X −Xr‖α,∞ ≤ ‖X‖α,∞ + ‖X
r‖α,∞(r)
≤ 2C(0)α (‖η‖α,∞(−r0,0) + Λα(W ) + 1)e
C(1)α +C
(2)
α Λα(W )
1
1−ϕ(γ,α)
:= Y,
and E(Y p) <∞ for all p ≥ 1. ✷
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6 Appendix
We recall two results from [6]: a fixed point theorem (see Lemma 7.2. page 75) and some algebraic
computations, whose proof can be easily derived from Lemma 7.1.
Lemma 6.1 Let (X, ρ) be a complete metric space and ρ0, ρ1, ρ2 some metrics on X equivalent
to ρ. Assume that L : X → X satisfies
1. there exists µ0 > 0, x0 ∈ X such that if B0 = {x ∈ X : ρ0(x0, x) ≤ µ0} then L(B0) ⊂ B0,
2. there exist ϕ : (X, ρ) → [0,+∞] lower semicontinous function and some positive constants
C0,K0 such that denoting Nϕ(a) = {x ∈ X : ϕ(x) ≤ a}
(a) L(B0) ⊂ Nϕ(C0),
(b) ρ1(L(x),L(y)) ≤ K0ρ1(x, y), ∀x, y ∈ Nϕ(C0) ∩B0,
3. there exists a ∈ (0, 1) such that ρ2(L(x),L(y)) ≤ aρ2(x, y), ∀x, y ∈ L(B0).
Then, there exists x∗ ∈ L(B0) ⊂ X such that x
∗ = L(x∗).
Lemma 6.2 Assume that σ satisfies hypothesis (H1). Then for any f, g : [0, T ] → R with
‖f‖∞ ≤ N and ‖g‖∞ ≤ N we have that∫ t
0
|σ(t, f(t))− σ(s, f(s))− σ(t, h(t)) + σ(s, h(s))|
(t− s)α+1
ds
≤M0
∫ t
0
|f(t)− f(s)− h(t) + h(s)|
(t− s)α+1
ds+
M0
β − α
|f(t)− h(t)|tβ−α
+MN |f(t)− h(t)|
(∫ t
0
|f(t)− f(s)|δ
(t− s)α+1
ds+
∫ t
0
|h(t)− h(s)|δ
(t− s)α+1
ds
)
.
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