Abstract. We prove a homogenization theorem for quadratic convolution energies defined in perforated domains. The corresponding limit is a Dirichlet-type quadratic energy, whose integrand is defined by a non-local cell-problem formula. The proof relies on an extension theorem from perforated domains belonging to a wide class containing compact periodic perforations.
Introduction
In this paper we perform a limit analysis for a class of convolution functionals that may be interpreted as describing macroscopic features of biological systems. Indeed, the study of macroscopic properties for complex biological systems and models of population dynamics can be reduced to studying the evolution of the first correlation function describing the population density in the system. An important feature of the corresponding equation is that it is nonlocal with respect to spatial variables, and that the nonlocal operator is of convolution type, see [12, 9] for further details. On a fixed domain Ω the energy of such a system in the stationary regime is given by
where a is a convolution kernel with good integrability properties. We note that if u ∈ C 1 (Ω) then u(y) − u(x) ≈ ∇u(x), y − x and, using the change of variables y = x + εξ,
as ε → 0, so that the quadratic functional Ω A∇u, ∇u dx,
gives an approximation of (1), or, conversely, (1) gives a more general form of quadratic energies allowing for interactions between points at scale ε. In terms of Γ-convergence this computation can be reworked as a Γ-limit and the corresponding convergence of minumum problems.
In the case of inhomogeneous media with a periodic microstructure and with zones where we do not have interactions, the model may be set in a perforated domain, where the energies are integrated only on the complement of a 'perforation'. In the corresponding equations we will obtain a homogeneous (non-local) Neumann boundary condition on the perforation. A general periodically perforated domain is obtained by intersecting Ω with a periodic connected Lipschitz set E δ = δE with small period δ. In the case of energies of convolution type the relevant scale of the period δ is of order ε. Indeed, otherwise, if ε << δ then we may apply a separation of scales argument and reduce to the classical problem of the asymptotic description of perforated domain for the quadratic form (3), while if δ << ε the effect of the perforation is averaged out giving as a limit the energy in (3) multiplied by the constant |E ∩ (0, 1) d | (i.e., the constant density of the weak limit of χ δE ). We will then directly consider energies of the form
(i.e., with δ = ε). In order to avoid technicalities, we will restrict to the simplified case of 'compact perforations'; i.e., when
where K 0 is a Lipschitz compact set such that (K 0 + j) ∩ (K 0 + j ′ ) = ∅ if j, j ′ ∈ Z d and j = j ′ . In the asymptotic analysis of usual (quadratic) integral functionals on perforated domains
the key argument in the computation of the limit of energies is an extension lemma, which allows to extend functions in
norms of the extension with those of the original function in the perforated domain independently of ε (see [1, 6] ). In this way we may define an L 2 loc -limit of sequences of functions with bounded energy as the limit of their extensions. Our first result is a similar Extension Theorem, which can be stated as follows: for a fixed r 0 > 0 there exist r > 0 and a constant C such that for every fixed Ω ′ and for each function u with bounded energy there exists an extension v of function u that satisfies for all sufficiently small ε the inequality
The construction of the extended function v can be achieved by a 'reflection' argument close to ∂E ε . Note however that the estimate of the energy is a little trickier than in the usual 'local' case, since for the extended function we will have interactions between the function inside and outside the perforation. Under the assumption that there exist a constant c > 0 and r 0 > 0 such that a(z) ≥ c if |z| ≤ r 0
the term on the right-hand side of (7) can be estimated in terms of F ε (u). Note that if hypothesis (8) fails, the set of points (x, y) ∈ E × E with a(y − x) = 0 may be composed of disconnected components and as a result no controlled extension be possible. Since, unlike for the usual Dirichlet integrals, inequality (7) does not imply the boundedness of the extensions in H 1 , in order to conclude the argument, the extension theorem must be coupled with a Compactness Result for non-perforated energies (see [8] ), now applied to the extended functions, which allows to conclude that from each sequence with equi-bounded energy we can extract a subsequence such that the corresponding extensions converge in L 2 loc to some u ∈ H 1 (Ω). Once this result is obtained, we can compute the Γ-limit of F ε with respect to the convergence described above. The limit is a 'classical' local quadratic energy
with domain H 1 (Ω), where A hom is a symmetrix matrix given by the cell-problem formula
It must be noted that in formula (10) the inner integral is performed on the whole E, highlighting that long-range interactions cannot be neglected. The treatment of these long-range interactions is the source of most of the technical points in the proof of the homogenization results. In order to control them we have to make some assumption on the decay of a, which we state as
for some κ > 0. Note that this is slightly more restrictive that assuming the finiteness of second moments of a, which is a necessary condition by (3) . This homogenization theorem is achieved by first using the blow-up method of Fonseca and Müller [10, 7] , and then reducing to one-periodic interactions by a convexity argument. The use of formula (10) allows the construction of recovery sequence for which we can control long-range interactions. It is worth remarking that the use of the blow-up method is possible thanks to the 'vanishing non-locality' of the energies. We note the analogy with the results on 'perforated' discrete domains (i.e., defined on scaled periodic lattices with some missing sites) studied in [5] Section 3.
Setting of the problem
We consider a convolution kernel a : R d → R + with R d a(ξ) dξ > 0 and such that (11) holds for some κ > 0.
We suppose that
Let Ω be an open subset of R d . For all ε > 0 and u ∈ L 2 (Ω \ εE) we set
Equivalently, we will write
this last version being useful when integrability properties of a are used.
In the following we will prove extension, compactness and convergence properties for the functionals F ε under hypothesis (8) . Note that if such a hypothesis is removed the functionals F ε may be 'degenerate', as shown in Example 4.10.
Notation
Unless otherwise stated C denotes a generic strictly positive constant independent of the parameters of the problem taken into account.
d denotes the d-dimensional coordinate cube centered in 0 and with side-length T . ⌊t⌋ denotes the integer part of t ∈ R. χ A denotes the characteristic function of the set A. For all t > 0 we denote Ω(t) = {x ∈ Ω : dist(x, ∂Ω) > t}.
Preliminaries for 'solid domains'
In this section we consider 'solid domains'; i.e., the case when the perforation is not present. In the following we will extend functions from Ω ∩ εE to the whole Ω maintaining the boundedeness of some convolution energy. In this way we will be able to use arguments for functions defined on solid domains.
A Compactness Theorem
Let Ω be an open set with Lipschitz boundary. The following result, proved in [8] show that families of functions that have bounded energies of the type (1) is compact in L 2 loc (Ω).
Theorem 2.1 (compactness theorem).
Let Ω be an open set with Lipschitz boundary, and assume that for a family {w ε } ε>0 , w ε ∈ L 2 (Ω), the estimate
is satisfied with some k > 0 and r > 0. Assume moreover that the family {w ε } is bounded in L 2 (Ω). Then for any sequence ε j such that ε j > 0 and ε j → 0, as j → ∞, and for any open subset Ω ′ ⋐ Ω the set {w εj } j∈N is relatively compact in L 2 (Ω ′ ) and every its limit point is in H 1 (Ω).
Treatment of boundary data
In this section we prove a classical lemma that allows to match boundary data. For future reference we prove it for general integrands b ε which only satisfy an estimate from above. In the following it will be applied to
With this requirement of generality in mind, let b ε : Ω × Ω → R be Borel functions satisfying
and set
Proposition 2.2 (treatment of boundary values). Let A be a bounded open set with Lipschitz boundary, let
Proof. With fixed N ∈ N and k ∈ {1, . . . , N } (to be determined below) let
by examining separately the sets
We have
We then have
We may now choose k ∈ {1, . . . , N } such that
The same argument proves the same estimate for the integral on B ′ 3 . As for B 4 , note that for (x, y) ∈ B 4 we have
so that, using the growth assumption (17) on b η , we obtain
The estimate for the contribution of B ′ 4 is completely analogous. Gathering all estimates above we have
Letting η → 0 and using the arbitrariness of N we obtain the claim.
Remark 2.3. We may generalize the proposition above by fixing as boundary data, instead of a fixed v ∈ H 1 (A), a sequence w η converging weakly to v in H 1 (A) and satisfying lim sup η→0 U {ξ:x+ηξ∈U}
for all open sets U , where ω(t) → 0 as t → 0. In this case, by defining
An extension theorem
The following result states that any function u defined in the perforated domain Ω ∩ εE can be extended to a function defined on the whole domain Ω such that, upon restricting to the interior of the domain (more precisely, to points at distance greater than some multiple of ε) a reference convolution energy of the extension is bounded by F ε (u) and the L 2 -norm of the extension is bounded by the L 2 -norm of u on the perforated domain. This result mirrors the analog where F ε is the Dirichlet energy on the perforated domain and the reference convolution energy is replaced with the Dirichlet energy on the solid domain [1] . Definition 3.1. We say that an open subset F of R d has a uniformly Lipschitz countinuous boundary if there exist constants L > 0 and ρ 1 , ρ 2 > 0 such that for any point x ∈ ∂F there exists a set C which, up to translation by x and rotation, is of the form 
Note that if (8) holds then (20) implies that
Our arguments rely on the following statement.
Lemma 3.3. Let A be a connected bounded Lipschitz set. For any r > 0 there exists a constant c r > 0 such that the following inequality holds
If L, ρ 1 , ρ 2 are constants as in Definition 3.1 (with A in the place of F ) then the constant c r depends on A only through its diameter and such constants.
Proof of Lemma 3.3. Since for any function u the integral on the right-hand side of (23) is an increasing function of r, it is sufficient to prove (23) for r positive and small enough. Since A has a Lipschitz boundary and is connected, with fixed r > 0 there exists r 1 ∈ (0, 1 2 r) and ν ∈ (0, 1] that only depends on the Lipschitz constant of A such that for any two points η ′ , η ′′ ∈ A there is a discrete path from η ′ to η ′′ ; i.e., a set of points η ′ = η 0 , η 1 , . . . , η N , η ′′ = η N +1 , that possesses the following properties:
where ξ j denote a point in B νr1 (η j ) for 1 ≤ j ≤ N , we get
Covering A with a finite number of balls of radius νr 1 and summing up the last inequality over all pairs of these balls gives the desired estimate (23).
Proof of Theorem 3.2. We apply our arguments separately to each connected component of R d \ E. With fixed τ > 0 chosen below we consider a connected component K of R d \ E, and set
Since K is bounded and Lipschitz, we may fix τ > 0 small enough and an invertible mapping R from A to A ⋆ such that
Slightly abusing the notation we call this mapping a reflection. In what follows for the sake of brevity we use the notation ξ R = R −1 (ξ) for ξ ∈ A ⋆ .
We setū
Let ϕ be a C ∞ function such that 0 ≤ ϕ ≤ 1, ϕ = 1 in A and in a neighbourhood of ∂K, ϕ = 0 in a neighbourhood of ∂A ⋆ \ ∂K. We define v(ξ) as follows
Letting k = diam(Q 1 ) = √ d and r = min(r 0 , k, τ ), we have
and
Here we have used the fact that the Jacobian
is a bounded function:
Sinceū A is the average of the function u(ξ R ) over A ⋆ , then
This yields
Finally,
Combining the last inequality with (24), (25) and (26) we conclude that
We may now apply Lemma 3.3. By (23) we obtain
After rescaling, this inequality reads
Summing up the last inequality over all the inclusions in Ω(kε), we obtain (19) and (20). Inequality (21) is a straightforward consequence of the definition of v.
Homogenization
We now state and prove a homogenization result. To this end we have first to specify the convergence with respect to which we compute the Γ-limit. The choice is driven by the compactness Theorem 2.1 coupled with the extension result in the previous section.
loc (Ω). Note that the limit u does not depend on the extensions {ũ ε } since it is also the weak L 2 loc (Ω) limit of the sequence |Q 1 ∩ E| −1 χ εE u ε .
Theorem 4.2.
Let Ω be an open set with Lipschitz boundary, and let F ε be given by (13). Then F ε Γ-converge with respect to the convergence u ε → u defined in Definition 4.1 to the functional
with domain H 1 (Ω), where A hom is a symmetric matrix given by the cell-problem formula
From this theorem, thanks to the compactness results of the previous sections and the validity of Poincaré inequalities (see [8] ) we deduce the convergence of minimum problems with forcing terms and/or boundary data.
We subdivide the proof into a lower bound (Proposition 4.3) and an upper bound (Proposition 4.9). The proof of the lower bound is itself split into several steps. Moreover formula (30) is obtained by remarking that the limit energy density is a quadratic form (Remark 4.6).
Proposition 4.3 (lower bound). For all sequences
Proof. We fix a sequence u ε → u with bounded F ε (u ε ). Upon using the extension Theorem 3.2 and the compactness Theorem 2.1 we may suppose that u ε → u in L 2 loc (Ω) and that u ∈ H 1 (Ω). In order to prove the lower bound we use a variation of the Fonseca-Müller blow-up technique [10] . In the proof below we describe the general outline of the method (see also [7] for more details on the application of the blow-up technique to homogenization). The proof of the claims which are particular of our problem are postponed to separate propositions.
We define the measures
Since µ ε (A) = F ε (u ε ), these measures are equibounded, and we may suppose that they converge weakly * to some measure µ. We now fix an arbitrary Lebesgue point x 0 for u and ∇u, and set z = ∇u(x 0 ). The lower-bound inequality is proved if we show that
Upon a translation argument it is not restrictive to suppose that x 0 = 0, that 0 is a Lebesgue point of all u ε (upon passing to a subsequence), and that u ε (0) = u(0) = 0. We note that for almost all ρ > 0 we have
we may choose (upon passing to a subsequence) ρ = ρ ε >> ε such that
We trivially have
In order to ease the notation we will directly suppose that
so that our claim is proven if we show that
We now change variables and set
Note that, since u(ρy) ρ converges to z, y as ρ → 0 as we have assumed that u(0) = 0, and we also have assumed that u ε (0) = 0, we may choose ρ = ρ ε above so that 
We actually have that the liminf above may be turned into a limit and equality holds. This is stated in the two following claims, in which we use the change of variables T = ρ ε . Recall that T ∈ N.
Claim 2. There exists the limit
The proof of this asymptotic homogenization formula is given in Proposition 4.5.
Claim 3.
We have f hom (z) ≥ f 0 (z), where f 0 (z) is given by (30). The proof of this claim is given by Proposition 4.8.
Proposition 4.4. Let N ∈ N and let a function w be such that (w − z, y ) is N -periodic in each coordinate direction and
with C independent of N for N large.
Proof. Using the extension Theorem 3.2 we may suppose that w is defined in the whole R d and it satisfies
with C independent of N for N large. Note that we may suppose that the extension estimate holds with ξ ∈ Q 1 upon a change of variables, and N δ > 1. We have to estimate
We subdivide the estimate into several computations. We first consider the indices for the 3 d − 1 cubes neighbouring Q N ; i.e., j with j ∞ = 1. For such indices, we separately estimate the energy of the interactions with the 'interior' of the cube Q N . Note that for such interactions |ξ| ≥ δN , Using the decay assumption (17) and the periodicity of w(y) − z, y , we get
We now use the estimate
by (37). Plugging this estimate in the previous one we then have
A completely analogous argument shows that
To complete the estimate on the cubes neighbouring Q N it remains to estimate the interactions between pairs of points 'close to the boundary' of Q N , where w(y) = z, y . For such interactions we have
It remains to estimate the interactions between points in Q N and in 'non-neighbouring' cubes jN + Q N with j ∞ ≥ 2. Using the decay estimate (17) on a we obtain
Proceeding as in (38) we then get
Taking into account estimates (39)- (43) we finally get
which yields (36).
Proposition 4.5 (asymptotic homogenization formula). There exists the limit
a(ξ)(w(y + ξ) − w(y)) 2 dξ dy :
Proof. With fixed N ∈ N and w as in (45) we extend w to a N -periodic function with a slight abuse of notation. Moreover, if S ≥ N we define
We can write
By Proposition 4.4, and the periodicity of w we have
Furthermore,
Again, using the periodicity of w(y)− z, y and the decay assumption (17) on a, we can estimate
As for the last term in (46), we can use the same argument, noting that we have |ξ| ≥ δN , which, using the decay estimate (17) on a, gives
If for t > 0 and u ∈ L 2 (Q t ) we set
then gathering estimates (47)-(50) we have
If we set
this implies that
By the arbitrariness of w and δ we then obtain lim sup
, which proves the claim.
Remark 4.6. Note that f hom is a quadratic form and hence there exists a symmetric matrix A hom such that
Indeed, let w 1 and w 2 be test functions in (45) for z 1 an z 2 then using w 1 + w 2 and w 1 − w 2 as test functions we get the inequality
A symmetric argument shows that the converse inequality, and then the equality, holds, giving the claim (see [6] Remark 7.12).
Remark 4.7. Thanks to Proposition 4.4 f hom can be equivalently written
where the second integral is extended to the whole R d ∩ E. 
We now show that the right-hand side of (55) is equal to f 0 (z). It suffices to show one inequality, the other being trivial since 1-periodic functions are also N -periodic. To that end, given w test function for the problem in (55) 
This proves the claim. Note that the same argument as in Remark 4.6 shows that f 0 is a quadratic form, so that the right-hand side of (57) defines a strongly continuous functional in H 1 (Ω). Then, by a standard density argument (see [3] Remark 1.29) it suffices to consider the case when u is piecewise affine. We only consider the case when Ω is bounded and the gradient of u takes two values, since the general case only results in a heavier notation.
Upon a translation and reflection argument, we may assume that u(x) = min{ z 1 , x , z 2 , x }.
For i ∈ {1, 2}, we then set S = {x ∈ Ω : z 1 − z 2 , x = 0}, Ω i = {x ∈ Ω : u(x) = z i , x } \ S.
We may suppose that w i are functions such that w i (y) − z i , x is 1-periodic and Note that the set {x ∈ R 2 : there exists ξ such that a(x + ξ) = 0} = E ∩ E + 0, 1 2 + Q δ is contained in the collection of horizontal stripes {x ∈ R 2 : dist(x 2 , Z) < 2δ}. This implies that functions which are constant in each of those stripes have zero energy, and as a consequence the Γ-limit is zero on all L 2 functions u = u(x 1 , x 2 ) = u(x 2 ) independent of the first variable and in particular it cannot be represented as in (29).
