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Abstract
O’Hara introduced several functionals as knot energies. One of them is
the Mo¨bius energy. We know its Mo¨bius invariance from Doyle-Schramm’s
cosine formula. It is also known that the Mo¨bius energy was decomposed
into three components keeping the Mo¨bius invariance. The first compo-
nent of decomposition represents the extent of bending of the curves or
knots, while the second one indicates the extent of twisting. The third one
is an absolute constant. In this paper, we show a similar decomposition
for generalized O’Hara energies. On the way to derive it, we obtain an
analogue of the cosine formula for the generalized O’Hara energy. Fur-
thermore, using decomposition, the first and second variational formulae
are derived.
keywords: O’Hara energy Mo¨bius energy knot energy decomposition of
energy variational formula
subclass: 53A04 58J70 49Q10
1 Introduction
Let f be a knot with length L which is parameteried by arc-length. In [9], the
functional
E(f) =
∫∫
(R/LZ)2
(
1
‖f(s1)− f(s2)‖αR3
− 1
D(f(s1),f(s2))α
)p
ds1ds2
was introduced by O’Hara as an energy of knots, where D(f(s1),f(s2)) is dis-
tance between two points f(s1) and f(s2) on the curve f . α and p are positive
constants. We call it O’Hara’s (α, p) energy. Though a knot is defined as a
closed curve in R3 without self-intersections, the above energy can be defined
for curves in Rn. Therefore here we consider f as a closed curve in Rn without
self-intersections. We denote the total length by L. ‖ · ‖Rn denotes Euclidean
norm in Rn.
Let Φ be a function from R+ = {x ∈ R |x > 0} to itself. We consider the
energy
EΦ(f) =
∫∫
(R/LZ)2
(
1
Φ(‖f(s1)− f(s2)‖Rn) −
1
Φ(D(f(s1),f(s2)))
)
ds1ds2
for closed curves in Rn. Taking the fact that the above energy is O’Hara’s (α, 1)
energy if Φ(x) = xα into consideration, it is natural to call it a generalized
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O’Hara energy. Since non-negativity of this energy density is necessary, we
suppose that
(A.1) Φ is monotonically increasing.
In what follows, we use the notation ∆u to mean u(s1)−u(s2) for a function
on R/LZ.
In case of Φ(x) = x2, it holds that
Ex2(f) =
∫∫
(R/LR)2
1− cosϕ(s1, s2)
‖∆f‖2Rn
ds1ds2 + 4
by using Doyle-Schramm’s formula, where ϕ is a conformal angle (see [8]). This
is called the cosine formula. Since the integrand is Mo¨bius invariant and so is
this energy itself.
Remark 1.1 The invariance of Ex2 energy is firstly proved by Freedman-He-
Wang [4] in other way.
We showed that Ex2 may be decomposed like
Ex2(f) = Ex2,1(f) + Ex2,2(f) + 4,
Ex2,1(f) =
∫∫
(R/LR)2
‖∆τ‖2Rn
2‖∆f‖2Rn
ds1ds2,
Ex2,2(f) =
∫∫
(R/LR)2
2
‖∆f‖2Rn
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn ds1ds2
and Ex2,1, Ex2,2 are Mo¨bius invariant ([5, 7]). Here τ = f ′ is the unit tangent
vector. ∧ is the exterior product between two vectors on Rn. 〈·, ·〉∧2Rn is the
inner product on the space
∧2Rn of 2-vectors. Note that the existence of τ
almost everywhere follows from the finiteness of energy by Blatt [2]. The first
one Ex2,1 represents how bent curves or knots are and the second one Ex2,2
does how twisted they are. Therefore it is natural to consider whether the
generalized O’Hara’s energy may be decomposed or not. It seems that the
decomposition of the Mo¨bius energy can be gained by decomposing the cosine
formula, however our proof ([5]) does not depend on that formula. This suggests
that the generalized O’Hara’s energy may be decomposed in a similar way as
the Mo¨bius energy. We do not consider Mo¨bius invariance in this case.
We suppose further conditions for Φ as follows.
(A.2)
∫ ∞
x
dt
Φ(t)
<∞ for x > 0,
(A.3) Functional space WΦ is defined by
WΦ =
{
u ∈W 1,2(R/LZ)
∣∣∣∣∣
∫∫
(R/LZ)2
‖∆u′‖2Rn
Φ(distR/LZ(s1, s2))
ds1ds2 <∞
}
.
If EΦ(f) <∞, then
f ∈WΦ ∩W 1,∞(R/LZ), f is bi-Lipschitz,
2
(A.4) Set
Λ(x) = − 1
x
∫ ∞
x
dt
Φ(t)
.
If f ∈ WΦ ∩W 1,∞(R/LZ) is bi-Lipschitz, and ‖f ′‖Rn ≡ 1 (a.e.), then it
holds that
(∗) lim
ε→+0
ε
∫
R/LZ
(Λ(‖f(s1)− f(s1 + ε)‖Rn)− Λ(ε)) ds1 = 0,
(†) lim
ε→+0
∫
R/LZ
Λ(‖f(s1)− f(s1 + ε)‖Rn)
∫ s1+ε
s1
‖f ′(s1)− f ′(s2)‖2Rnds2ds1 = 0.
(A.5) (a) For any λ ∈ (0, 1) and any x ∈ (0, L2 ], there exists a constant
C(λ,L) > 0 such that Φ(λx) = C(λ,L)Φ(x),
(b) inf
x∈(0,L2 ]
(
1
Φ(x)
+ Λ(x)
)
= 0.
In § 4 we refer to sufficient conditions of Φ for these conditions to hold.
Using the sufficient conditions, we show that (A.1)–(A.5) hold if α ∈ [2, 3)
in case of Φ(x) = xα. The article [10] says that an inequality α = 2 is a
condition of self-repulsiveness of Exα . On the other hand, α < 3 is a condition
of Exα(f) <∞ for any smooth closed curves without self-intersections. Taking
them into consideration, Exα is well-defined as energy of knots if α ∈ [2, 3).
Let us describe our main theorem.
Theorem 1.1 We suppose (A.1)–(A.5). Set
EΦ,1(f) =
∫∫
(R/LZ)2
‖∆τ‖2Rn
2Φ(‖∆f‖Rn) ds1ds2,
EΦ,2(f) =
∫∫
(R/LZ)2
(
1
Φ(‖∆f‖Rn) − Λ(‖∆f‖R
n)
)
×
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn ds1ds2.
If EΦ(f) < ∞, then the integrals of EΦ,1(f) and EΦ,2(f) are absolutely conver-
gent. Furthermore, it follows that
EΦ(f) = EΦ,1(f) + EΦ,2(f) + 2L
∫ ∞
L
2
dx
Φ(x)
.
This decomposition theorem corresponds to that gained in [5] in case of
Φ(x) = x2. We give a proof in § 2.
In [6] we gave a first and second variational formula in use of this theorem
and we had estimates in some functional spaces. In § 3, we derive those formulae
for the generalized O’Hara’s energy.
3
2 Proof of the Main theorem
We denote energy density of EΦ(f), EΦ,1(f), EΦ,2(f) as MΦ(f), MΦ,1(f),
MΦ,2(f), respectively. Since EΦ is non-negative from the condition (A.1), it
holds that
EΦ(f) = lim
ε→+0
∫
R/LZ
(∫ s1−ε
s1−L2 +ε
+
∫ s1+L2 −ε
s1+ε
)
MΦ(f) ds2ds1.
We deform MΦ(f) which is a function with regard to (s1, s2). Assuming the
condition (A.2), we set
Ψ(x) = −
∫ (∫ ∞
x
dt
Φ(t)
)
dx.
An integral with regard to dx is an indefinite integral.
Lemma 2.1 If s1 and s2 satisfy 0 < |s1 − s2| < L2 , then it follows that
MΦ(f) = MΦ,1(f) +MΦ,2(f)
+
∂2
∂s1∂s2
(Ψ(D(f(s1),f(s2))−Ψ(‖f(s1)− f(s2)‖Rn)) .
Proof. When |s1 − s2| 5 L2 , D(f(s1),f(s2))2 = (s1 − s2)2 holds. Therefore if
0 < |s1 − s2| < L2 , it follows that
∂D(f(s1),f(s2))
∂s1
=
1
2D(f(s1),f(s2))
∂D(f(s1),f(s2))2
∂s1
=
s1 − s2
D(f(s1),f(s2))
,
∂D(f(s1),f(s2))
∂s2
=
1
2D(f(s1),f(s2))
∂D(f(s1),f(s2))2
∂s2
=
s2 − s1
D(f(s1),f(s2))
,
∂2D(f(s1),f(s2))
∂s1∂s2
=
∂
∂s1
s2 − s1
D(f(s1),f(s2))
= − 1
D(f(s1),f(s2))
− s2 − s1
D(f(s1),f(s2))2
∂D(f(s1),f(s2))
∂s1
= − 1
D(f(s1),f(s2))
+
(s1 − s2)2
D(f(s1),f(s2))3
= 0.
Calculating straightforward, we obtain
∂2
∂s1∂s2
Ψ(D(f(s1),f(s2))
=
∂
∂s1
(
Ψ′(D(f(s1),f(s2))
∂D(f(s1),f(s2))
∂s2
)
= Ψ′′(D(f(s1),f(s2))
∂D(f(s1),f(s2))
∂s1
∂D(f(s1),f(s2))
∂s2
+ Ψ′(D(f(s1),f(s2))
∂2D(f(s1),f(s2))
∂s1∂s2
= − 1
Φ(D(f(s1),f(s2)))
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and therefore we show that
MΦ(f) =
1
Φ(‖f(s1)− f(s2)‖Rn) −
1
Φ(D(f(s1),f(s2)))
=
1
Φ(‖f(s1)− f(s2)‖Rn) +
∂2
∂s1∂s2
Ψ(‖f(s1)− f(s2)‖Rn)
+
∂2
∂s1∂s2
(Ψ(D(f(s1),f(s2))−Ψ(‖f(s1)− f(s2)‖Rn)) .
Using the above calculation, we obtain
∂
∂s1
‖f(s1)− f(s2)‖Rn = τ (s1) · (f(s1)− f(s2))‖f(s1)− f(s2)‖Rn = τ (s1) ·
∆f
‖∆f‖Rn ,
∂
∂s2
‖f(s1)− f(s2)‖Rn = − τ (s2) · (f(s1)− f(s2))‖f(s1)− f(s2)‖Rn = −τ (s2) ·
∆f
‖∆f‖Rn ,
∂2
∂s1∂s2
‖f(s1)− f(s2)‖Rn
= − τ (s1) · τ (s2)‖f(s1)− f(s2)‖Rn +
{τ (s1) · (f(s1)− f(s2))} · {τ (s2) · (f(s1)− f(s2))}
‖f(s1)− f(s2)‖3Rn
= − 1‖∆f‖Rn
{
τ (s1) · τ (s2)−
(
τ (s1) · ∆f‖∆f‖Rn
)(
τ (s2) · ∆f‖∆f‖Rn
)}
= − 1‖∆f‖Rn
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn
and therefore
∂
∂s1
‖f(s1)− f(s2)‖Rn ∂
∂s2
‖f(s1)− f(s2)‖Rn
= −τ (s1) · τ (s2) + τ (s1) · τ (s2)−
(
τ (s1) · ∆f‖∆f‖Rn
)(
τ (s2) · ∆f‖∆f‖Rn
)
= −τ (s1) · τ (s2) +
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn .
Finally, we have
∂2
∂s1∂s2
Ψ(‖f(s1)− f(s2)‖Rn)
= −Ψ′′(‖∆f‖Rn)(τ (s1) · τ (s2))
+
(
Ψ′′(‖∆f‖Rn)− Ψ
′(‖∆f‖Rn)
‖∆f‖Rn
)〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn
= −τ (s1) · τ (s2)
Φ(‖∆f‖Rn)
+
(
1
Φ(‖∆f‖Rn) − Λ(‖∆f‖R
n)
)〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn
= −τ (s1) · τ (s2)
Φ(‖∆f‖Rn) +MΦ,2(f)
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and we conclude that
1
Φ(‖f(s1)− f(s2)‖Rn) +
∂2
∂s1∂s2
Ψ(‖f(s1)− f(s2)‖Rn)
=
1− τ (s1) · τ (s2)
Φ(‖f(s1)− f(s2)‖Rn) +MΦ,2(f)
=MΦ,1(f) +MΦ,2(f).

Proposition 2.1 Under the assumptions (A.1)–(A.4), it holds that
lim
ε→+0
∫
R/LZ
(∫ s1−ε
s1−L2 +ε
+
∫ s1+L2 −ε
s1+ε
)
∂2
∂s1∂s2
(Ψ(D(f(s1),f(s2))−Ψ(‖f(s1)− f(s2)‖Rn)) ds2ds1
= 2L
∫ ∞
L
2
dx
Φ(x)
.
Proof. If 0 < |s1 − s2| < L2 , an easy calculation
∂
∂s1
(Ψ(D(f(s1),f(s2))−Ψ(‖f(s1)− f(s2)‖Rn))
= Ψ′(|∆s|)∂|∆s|
∂s1
−Ψ′(‖∆f‖Rn)∂‖∆f‖R
n
∂s1
= Ψ′(|∆s|) ∆s|∆s| −Ψ
′(‖∆f‖Rn)
(
τ (s1) · ∆f‖∆f‖Rn
)
= ∆s
{
−Λ(|∆s|) + Λ(‖∆f‖Rn)
(
τ (s1) · ∆f
∆s
)}
6
leads to(∫ s1−ε
s1−L2 +ε
+
∫ s1+L2 −ε
s1+ε
)
∂2
∂s1∂s2
(Ψ(D(f(s1),f(s2))−Ψ(‖f(s1)− f(s2)‖Rn)) ds2
=
[
∆s
{
−Λ(|∆s|) + Λ(‖∆f‖Rn)
(
τ (s1) · ∆f
∆s
)}]s2=s1−ε
s2=s1−L2 +ε
+
[
∆s
{
−Λ(|∆s|) + Λ(‖∆f‖Rn)
(
τ (s1) · ∆f
∆s
)}]s2=s1+L2 −ε
s2=s1+ε
= ε
{
−Λ(ε) + Λ(‖f(s1)− f(s1 − ε)‖Rn)
(
τ (s1) · f(s1)− f(s1 − ε)
ε
)}
−
(L
2
− ε
){
−Λ
(L
2
− ε
)
+ Λ
(∥∥∥∥f(s1)− f (s1 − L2 + ε
)∥∥∥∥
Rn
)(
τ (s1) · f(s1)− f
(
s1 − L2 + ε
)
L
2
− ε
)}
−
(L
2
− ε
){
−Λ
(L
2
− ε
)
+ Λ
(∥∥∥∥f(s1)− f (s1 + L2 − ε
)∥∥∥∥
Rn
)(
τ (s1) · f(s1)− f
(
s1 +
L
2
− ε)
−L
2
+ ε
)}
− (−ε)
{
−Λ(ε) + Λ(‖f(s1)− f(s1 + ε)‖Rn)
(
τ (s1) · f(s1)− f(s1 + ε)−ε
)}
= −2εΛ(ε) + Λ(‖f(s1)− f(s1 − ε)‖Rn) {(τ (s1)− τ (s1 − ε)) · (f(s1)− f(s1 − ε))}
+ Λ(‖f(s1)− f(s1 − ε)‖Rn) {τ (s1 − ε) · (f(s1)− f(s1 − ε))}
− Λ(‖f(s1)− f(s1 + ε)‖Rn) {τ (s1) · (f(s1)− f(s1 + ε))}
− 2
(L
2
− ε
)
Λ
(L
2
− ε
)
− Λ
(∥∥∥∥f(s1)− f (s1 − L2 + ε
)∥∥∥∥
Rn
)
τ (s1) ·
(
f(s1)− f
(
s1 − L
2
+ ε
))
+ Λ
(∥∥∥∥f(s1)− f (s1 + L2 − ε
)∥∥∥∥
Rn
)
τ (s1) ·
(
f(s1)− f
(
s1 +
L
2
− ε
))
.
We define Λ˜ by
Λ(x) = Λ˜(
√
x).
From
Λ(‖f(s1)− f(s1 − ε)‖Rn) {(τ (s1)− τ (s1 − ε)) · (f(s1)− f(s1 − ε))}
=
1
2
d
ds1
∫ ‖f(s1)−f(s1−ε)‖2Rn
Λ˜(x) dx,
we know that∫
R/LZ
Λ(‖f(s1)−f(s1−ε)‖2Rn) {(τ (s1)− τ (s1 − ε)) · (f(s1)− f(s1 − ε))} ds1 = 0.
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Since f is periodic, we obtain∫
R/LZ
[Λ(‖f(s1)− f(s1 − ε)‖Rn) {τ (s1 − ε) · (f(s1)− f(s1 − ε))}
−Λ(‖f(s1)− f(s1 + ε)‖Rn) {τ (s1) · (f(s1)− f(s1 + ε))}] ds1
=
∫
R/LZ
[Λ(‖f(s1 + ε)− f(s1)‖Rn) {τ (s1) · (f(s1 + ε)− f(s1))}
−Λ(‖f(s1)− f(s1 + ε)‖Rn) {τ (s1) · (f(s1)− f(s1 + ε))}] ds1
= 2
∫
R/LZ
Λ(‖f(s1 + ε)− f(s1)‖Rn) {τ (s1) · (f(s1 + ε)− f(s1))} ds1
= 2
∫
R/LZ
Λ(‖f(s1 + ε)− f(s1)‖Rn)
(
τ (s1) ·
∫ s1+ε
s1
τ (s2)
)
ds2ds1
and therefore∫
R/LZ
[−2εΛ(ε) + Λ(‖f(s1)− f(s1 − ε)‖Rn) {τ (s1 − ε) · (f(s1)− f(s1 − ε))}
−Λ(‖f(s1)− f(s1 + ε)‖Rn) {τ (s1) · (f(s1)− f(s1 + ε))}] ds1
= 2ε
∫
R/LZ
(Λ(‖f(s1)− f(s1 + ε)‖Rn)− Λ(ε)) ds1
−
∫
R/LZ
Λ(‖f(s1 + ε)− f(s1)‖Rn)
∫ s1+ε
s1
‖τ (s1)− τ (s2)‖2Rnds2ds1
holds. If ε→ +0, the above amount converges to 0 from (A.4) and obviously
−
∫
R/LZ
2
(L
2
− ε
)
Λ
(L
2
− ε
)
ds1 → −L2Λ
(L
2
)
= 2L
∫ ∞
L
2
dx
Φ(x)
.
follows. From the Lebesgue’s convergence theorem, it holds that∫
R/LZ
{
−Λ
(∥∥∥∥f(s1)− f (s1 − L2 + ε
)∥∥∥∥
Rn
)
τ (s1) ·
(
f(s1)− f
(
s1 − L
2
+ ε
))
+ Λ
(∥∥∥∥f(s1)− f (s1 + L2 − ε
)∥∥∥∥
Rn
)
τ (s1) ·
(
f(s1)− f
(
s1 +
L
2
− ε
))}
ds1 → 0
as ε→ +0 remarking that f (s1 + L2 ) = f (s1 − L2 ). 
From this lemma, a principal value integral
lim
ε→+0
∫
R/LZ
(∫ s1−ε
s1−L2 +ε
+
∫ s1+L2 −ε
s1+ε
)
(MΦ,1(f) +MΦ,2(f)) ds2ds1
converges under the conditions (A.1)–(A.4) and
EΦ(f) = lim
ε→+0
∫
R/LZ
(∫ s1−ε
s1−L2 +ε
+
∫ s1+L2 −ε
s1+ε
)
(MΦ,1(f) +MΦ,2(f)) ds2ds1
+ 2L
∫ ∞
L
2
dx
Φ(x)
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holds. We can consider that this is a preliminary step for a decomposed theorem,
that is, this is equivalent to the cosine formula in case of the Mo¨bius energy.
From now on, we show thatMΦ,1(f) andMΦ,2(f) belong to L1((R/LZ)2) when
we assume the condition (A.5).
Firstly we show absolute integrability of MΦ,1(f). There exists a constant
λ ∈ (0, 1) with λdistR/LZ(s1, s2) = D(f(s1),f(s2)) 5 ‖∆f‖Rn since f is bi-
Lipschitz and we obtain
0 5MΦ,1(f) =
‖∆τ‖2Rn
2Φ(‖∆f‖Rn) 5
‖∆τ‖2Rn
2Φ(λdistR/LZ(s1, s2))
5 ‖∆τ‖
2
Rn
2C(λ,L)Φ(distR/LZ(s1, s2))) .
The condition (A.3) leads to f ∈ WΦ and therefore we know that MΦ,1(f) ∈
L1((R/LZ)2). The following elementary identity shows absolute integrability of
MΦ,2(f).
Lemma 2.2 For a, b, c ∈ Rn, it holds that
|(a− b) · c|2 + ‖(a+ b) ∧ c‖2Rn = ‖a− b‖2Rn‖c‖2Rn + 4〈a ∧ c, b ∧ c〉∧2Rn .
Proof. Calculating straightforward, we obtain the conclusion
|(a− b) · c|2 + ‖(a+ b) ∧ c‖2Rn
= |(a− b) · c|2 + det
( ‖a+ b‖2Rn (a+ b) · c
(a+ b) · c ‖c‖Rn
)
= |(a− b) · c|2 + ‖a+ b‖2Rn‖c‖2Rn − |(a+ b) · c|2
= ‖a+ b‖2Rn‖c‖2Rn − 4(a · c)(b · c)
= ‖a− b‖2Rn‖c‖2Rn + 4(a · b)‖c‖2Rn − 4(a · c)(b · c)
= ‖a− b‖2Rn‖c‖2Rn + 4 det
(
a · b a · c
c · b ‖c‖2Rn
)
= ‖a− b‖2Rn‖c‖2Rn + 4〈a ∧ c, b ∧ c〉∧2Rn .

Put
a = τ (s1), b = τ (s2), c =
∆f
‖∆f‖Rn .
An easy calculation∣∣∣∣∆τ · ∆f‖∆f‖Rn
∣∣∣∣2 + ∥∥∥∥(τ (s1) + τ (s2)) ∧ ∆f‖∆f‖Rn
∥∥∥∥2
Rn
= ‖∆τ‖2Rn + 4
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn
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leads to
MΦ,1(f) +MΦ,2(f)
(1)
=
1
4
(
1
Φ(x)
− Λ(x)
){∣∣∣∣∆τ · ∆f‖∆f‖Rn
∣∣∣∣2 + ∥∥∥∥(τ (s1) + τ (s2)) ∧ ∆f‖∆f‖Rn
∥∥∥∥2
Rn
}
+
1
4
(
1
Φ(x)
+ Λ(x)
)
‖∆τ‖2Rn .
From the fact that Φ(x) > 0 and Λ(x) < 0, the right hand side is a non-negative
function if (b) of (A.5) holds. Accordingly MΦ,1(f) +MΦ,2(f) is absolutely
integrable from the integrability in the sense of principal value. Hence, so is
MΦ,2(f) = (MΦ,1(f) +MΦ,2(f))−MΦ,1(f) and we prove theorem 1.1. 
Example 2.1 When Φ(x) = xα (α ∈ [2, 3)), it follows that
Exα(f) = Exα,1(f) + Exα,2(f) + 2
α
(α− 1)Lα−2 ,
Exα,1(f) =
∫∫
(R/LZ)2
‖∆τ‖2Rn
2‖∆f‖αRn
ds1ds2,
Exα,2(f) =
∫∫
(R/LZ)2
α
(α− 1)‖∆f‖αRn
〈
τ (s1) ∧ ∆f‖∆f‖Rn , τ (s2) ∧
∆f
‖∆f‖Rn
〉
∧2Rn ds1ds2.
In particular, the case of α = 2 corresponds to the decomposition described in
§ 1.
Remark 2.1 When Φ(x) = xα (α ∈ [2, 3)), a constant 2
α
(α− 1)Lα−2 is not
energy value of right circles except the case of α = 2. However, we can calculate
energy value of right circles using decomposition theorem. Let f be a right
circle. It follows that∣∣∣∣∆τ · ∆f‖∆f‖Rn
∣∣∣∣2 + ∥∥∥∥(τ (s1) + τ (s2)) ∧ ∆f‖∆f‖Rn
∥∥∥∥2
Rn
≡ 0.
If Φ(x) = xα, a relation
1
Φ(x)
+ Λ(x) =
α− 2
(α− 1)xα leads to
Exα(f) =
∫∫
(R/LZ)2
(Mxα,1(f) +Mxα,2(f)) ds1ds2 +
2
(α− 1)Lα−2
=
α− 2
2(α− 1)Exα,1(f) +
2
(α− 1)Lα−2
from (1). It holds that
‖∆f‖2Rn =
L2
pi2
sin2
pi
L∆s, ‖∆τ‖
2
Rn = 4 sin
2 pi
L∆s
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for a right circle with total length L. We obtain
Exα,1(f) = 2pi
α
Lα
∫ L
0
∫ L
2
−L2
{
sin2
pi
L (s+ h)
}1−α2
dhds
=
4piα
Lα−1
∫ L
2
0
sin2−α
pi
Ls ds
=
4piα−1
Lα−2
∫ pi
2
0
sin2−α θ dθ
=
2piα−
1
2
Lα−2
Γ
(
3−α
2
)
Γ
(
4−α
2
)
using ∫ pi
2
0
sin2x−1 θ cos2y−1 θ dθ =
1
2
Γ (x)Γ (y)
Γ (x+ y)
.
Consequently, we have
Exα(f) = 1
(α− 1)Lα−2
{
(α− 2)piα− 12Γ ( 3−α2 )
Γ
(
4−α
2
) + 2α} .
This value also follows from the result of Brylinski [3]. Note that global minimiz-
ers of Φxα with fixed total length are right circles, which is shown by Abrams-
Cantarella-Fu-Ghomi-Howard [1].
3 Variational formulae
In this section, we derive variational formulae of the decomposed energies. Set-
ting
Q1,iv = ∆v
′ = v1 − v2,
Q2,iv = (−1)i−12 {v′i − (R1f · τ i)R1v} ,
R1v =
|∆s|∆v
‖∆f‖Rn∆s ,
R2v =
1
2
(v′1 + v
′
2) ,
Φ1(x) = 2Φ(x),
Φ2(x) = − 4
(
1
Φ(x)
− Λ(x)
)−1
,
we rewrite MΦ,j(f) using them as
MΦ,j(f) =
Qj,1(f) ·Qj,2(f)
Φj(‖∆f‖Rn) .
Furthermore we put
S1,i(v,w) = R2v ·Q1,iw +Q1,iv ·R2w,
S2,i(v,w) = R1v ·Q2,iw +Q2,iv ·R1w.
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We assume that Φj is differentiable and put
Ξi(x) =
xΦ′j(x)
Φj(x)
.
We denote GΦ,j and HΦ,j as integrand of the first and second variational for-
mulae of MΦ,j respectively, that is,
GΦ,j(f)[φ] ds1ds2 = δ(MΦ,j(f) ds1ds2)[φ]
HΦ,j(f)[φ] ds1ds2 = δ
2(MΦ,j(f) ds1ds2)[φ,ψ].
Theorem 3.1 For any L > 0, we suppose the conditions (A.1)–(A.5). If Φj ∈
C1(0,∞) it holds that
GΦ,j(f)[φ] =
Qj,1f ·Qj,2φ+Qj,2f ·Qj,1φ
Φj(‖∆f‖Rn) −
MΦ,j(f)Φ′j(‖∆f‖Rn)∆f ·∆φ
‖∆f‖RnΦj(‖∆f‖Rn) .
If Φj ∈ C2(0,+∞), It holds that
HΦ,j(f)[φ,ψ]
=
Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ − (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))
Φj(‖∆f‖Rn)
− GΦ,j(f)[φ]Ξj(‖∆f‖Rn)∆f ·∆ψ‖∆f‖2Rn
− GΦ,j(f)[ψ]Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)‖∆f‖RnΞ′j(‖∆f‖Rn)
(∆f ·∆φ)(∆f ·∆ψ)
‖∆f‖4Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)∆φ ·∆ψ‖∆f‖2Rn
+ MΦ,j(f)
(
2Ξj(‖∆f‖Rn)− Ξj(‖∆f‖Rn)2 − ‖∆f‖RnΞ′j(‖∆f‖Rn)
) (∆f ·∆φ)(∆f ·∆ψ)
‖∆f‖4Rn
.
Proof. Here we use the same way for proving this theorem as for the Mo¨bius
energy in [6]. From
GΦ,j(f)[φ] ds1ds2
= δ(MΦ,j(f) ds1ds2)[φ]
= δ
(
Qj,1(f) ·Qj,2(f)
Φj(‖∆f‖Rn) ds1ds2
)
[φ]
=
{
δ(Qj,1f ·Qj,2f)[φ]
Φj(‖∆f‖Rn) + (Qj,1f ·Qj,2f)δ
(
1
Φj(‖∆f‖Rn)
)
[φ]
}
ds1ds2
+
Qj,1(f) ·Qj,2(f)
Φj(‖∆f‖Rn) δ(ds1ds2)[φ]
=
{
Qj,1f ·Qj,2φ+Qj,2f ·Qj,1φ
Φj(‖∆f‖Rn) −
(Qj,1f ·Qj,2f)Φ′j(‖∆f‖Rn)∆f ·∆φ
‖∆f‖RnΦj(‖∆f‖Rn)2
}
ds1ds2,
it holds that
GΦ,j(f)[φ] =
Qj,1f ·Qj,2φ+Qj,2f ·Qj,1φ
Φj(‖∆f‖Rn) −
MΦ,j(f)Φ′j(‖∆f‖Rn)∆f ·∆φ
‖∆f‖RnΦj(‖∆f‖Rn) .
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We put
Pj(f)[φ] = Qj,1f ·Qj,2φ+Qj,2f ·Qj,1φ,
then we obtain
GΦ,j(f)[φ] =
Pj(f)[φ]
Φj(‖∆f‖Rn) −
MΦ,j(f)Ξj(‖∆f‖Rn)∆f ·∆φ
‖∆f‖2Rn
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using Pj and Ξj . An calculation
δ (GΦ,j(f)[φ]) [ψ]
=
δ (Pj(f)[φ]) [ψ]
Φj(‖∆f‖Rn) +Pj(f)[φ]δ
(
1
Φj(‖∆f‖Rn)
)
[ψ]
− [{δ (MΦ,j(f)[φ]) [ψ]}Ξj(‖∆f‖Rn) +MΦ,j(f) {δ (Ξj(‖∆f‖Rn)) [ψ]}] ∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)δ
(
∆f ·∆φ
‖∆f‖2Rn
)
[ψ]
=
1
Φj(‖∆f‖Rn) {Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ
−Pj(f)[φ]
(
τ 1 ·ψ′1 + τ 2 ·ψ′2
)− (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))}
− Pj(f)[φ]Ξj(‖∆f‖Rn)(∆f ·∆ψ)‖∆f‖2RnΦj(‖∆f‖Rn)
− {GΦ,j(f)[ψ]−MΦ,j(f) (τ 1 ·ψ′1 + τ 2 ·ψ′2)}Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)
Ξ′j(‖∆f‖Rn)∆f ·∆ψ
‖∆f‖Rn
∆f ·∆φ
‖∆f‖2Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)
{
∆φ ·∆ψ
‖∆f‖2Rn
− 2(∆f ·∆φ)(∆f ·∆ψ)‖∆f‖4Rn
}
= −GΦ,j(f)[φ]
(
τ 1 ·ψ′1 + τ 2 ·ψ′2
)
+
Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ − (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))
Φj(‖∆f‖Rn)
− Pj(f)[φ]Ξj(‖∆f‖Rn)(∆f ·∆ψ)‖∆f‖2RnΦj(‖∆f‖Rn)
− GΦ,j(f)[ψ]Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)
Ξ′j(‖∆f‖Rn)∆f ·∆ψ
‖∆f‖Rn
∆f ·∆φ
‖∆f‖2Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)
{
∆φ ·∆ψ
‖∆f‖2Rn
− 2(∆f ·∆φ)(∆f ·∆ψ)‖∆f‖4Rn
}
= −GΦ,j(f)[φ]
(
τ 1 ·ψ′1 + τ 2 ·ψ′2
)
+
Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ − (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))
Φj(‖∆f‖Rn)
−
{
GΦ,j(f)[φ] +
MΦ,j(f)Ξj(‖∆f‖Rn)(∆f ·∆φ)
‖∆f‖2Rn
}
Ξj(‖∆f‖Rn)(∆f ·∆ψ)
‖∆f‖2Rn
− GΦ,j(f)[ψ]Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)‖∆f‖RnΞ′j(‖∆f‖Rn)
(∆f · φ)(∆f ·∆ψ)
‖∆f‖4Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)
{
∆φ ·∆ψ
‖∆f‖2Rn
− 2(∆f ·∆φ)(∆f ·∆ψ)‖∆f‖4Rn
}
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leads to our conclusion
HΦ,j(f)[φ,ψ]
= δ (GΦ,j(f)[φ]) [ψ] + GΦ,j(f)[φ]
(
τ 1 ·ψ′1 + τ 2 ·ψ′2
)
=
Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ − (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))
Φj(‖∆f‖Rn)
−
{
GΦ,j(f)[φ] +
MΦ,j(f)Ξj(‖∆f‖Rn)(∆f ·∆φ)
‖∆f‖2Rn
}
Ξj(‖∆f‖Rn)(∆f ·∆ψ)
‖∆f‖2Rn
− GΦ,j(f)[ψ]Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)‖∆f‖RnΞ′j(‖∆f‖Rn)
(∆f · φ)(∆f ·∆ψ)
‖∆f‖4Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)
{
∆φ ·∆ψ
‖∆f‖2Rn
− 2(∆f ·∆φ)(∆f ·∆ψ)‖∆f‖4Rn
}
=
Qj,1φ ·Qj,2ψ +Qj,2φ ·Qj,1ψ − (Sj,1(f ,φ)Sj,2(f ,ψ) + Sj,2(f ,φ)Sj,1(f ,ψ))
Φj(‖∆f‖Rn)
− GΦ,j(f)[φ]Ξj(‖∆f‖Rn)∆f ·∆ψ‖∆f‖2Rn
− GΦ,j(f)[ψ]Ξj(‖∆f‖Rn)∆f ·∆φ‖∆f‖2Rn
− MΦ,j(f)Ξj(‖∆f‖Rn)∆φ ·∆ψ‖∆f‖2Rn
+ MΦ,j(f)
(
2Ξj(‖∆f‖Rn)− Ξj(‖∆f‖Rn)2 − ‖∆f‖RnΞ′j(‖∆f‖Rn)
) (∆f ·∆φ)(∆f ·∆ψ)
‖∆f‖4Rn
.

Remark 3.1 Ξj is a constant when Φ(x) = x
α, and hence the above equation
becomes simpler.
4 Sufficient conditions for (A.3) and (A.4)
In this section, we consider self-repulsiveness of WΦ and sufficient conditions of
Φ for assumptions (A.3), (A.4). Set
(A.6) Φ(x) = O(x2) (x→ +0).
Proposition 4.1 If conditions (A.1) and (A.6) hold, then WΦ is self-repulsive.
Proof. We prove the assertion in the same way as [10]. Here denying the
existence of s∗ 6= s† satisfying f(s∗) = f(s†), we will show that the energy is
infinite. Since the energy density of EΦ is non-negative,
EΦ(f) =
∫∫
|s1−s∗|2+|s2−s†|25ε2
(
1
Φ(‖f(s1)− f(s2)‖Rn) −
1
Φ(D(f(s1),f(s2)))
)
ds1ds2
holds for sufficiently small ε > 0. There exists δ > 0 which satisfies
D(f(s1),f(s2)) = δ
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independent of s1 and s2 which belong to interval of integration since s∗ 6= s†.
Hence
− 1
Φ(D(f(s1),f(s2)))
= − 1
Φ(δ)
follows. Since there exists C > 0 with Φ(x) 5 Cx2 when x ∈ (0, L2 ], it holds
that
1
Φ(‖f(s1)− f(s2)‖Rn) −
1
Φ(D(f(s1),f(s2)))
= 1
C‖f(s1)− f(s2)‖2Rn
− 1
Φ(δ)
.
It is sufficient to show that∫∫
|s1−s∗|2+|s2−s†|25ε2
ds1ds2
‖f(s1)− f(s2)‖2Rn
=∞
and then EΦ(f) = ∞ contradicts to the fact. We denote s1 − s∗ and s2 − s†
simply by s1 and s2 respectively. Simple calculation
‖f(s1 + s∗)− f(s2 + s†)‖Rn = ‖f(s1 + s∗)− f(s∗) + f(s†)− f(s2 + s†)‖Rn
5 ‖f(s1 + s∗)− f(s∗)‖Rn + ‖f(s†)− f(s2 + s†)‖Rn
5 |s1|+ |s2|
leads∫∫
s21+s
2
25ε2
ds1ds2
‖f(s1 + s∗)− f(s2 + δ)‖2Rn
= C
∫∫
s21+s
2
25ε2
ds1ds2
s21 + s
2
2
=∞.

The following three propositions are based on Blatt’s idea in [2].
Proposition 4.2 We assume (A.1) and (A.6). If f ∈ WΦ and EΦ(f) <∞, f
is bi-Lipschitz with regard to the arc-length parameter.
Proof. Since ‖∆f‖Rn 5 D(f(s1),f(s2)) is obvious for the arc-length parame-
ter, we show the opposite inequality. From f ∈WΦ, we gain∫
R/LZ
∫ L
2
−L2
‖τ (s1 + s2)− τ (s1)‖2Rn
Φ(|s2|) ds2ds1 <∞.
For r ∈ (0, L2 ),
‖τ (s1 + s2)− τ (s1)‖2Rn
Φ(|s2|) χ[−r,r](s2) 5
‖τ (s1 + s2)− τ (s1)‖2Rn
Φ(|s2|)
holds and from Lebesgue’s convergence theorem, we obtain
lim
r→+0
∫
R/LZ
∫ r
−r
‖τ (s1 + s2)− τ (s1)‖2Rn
Φ(|s2|) ds2ds1 = 0.
Hence there exists δ ∈ (0, min{1,L}2 ) which satisfies
sup
s∈R/LZ
∫ s+r
s−r
∫ r
−r
‖τ (s1 + s2)− τ (s1)‖2Rn
Φ(|s2|) ds2ds1 5
(
1
2
)2
inf
x∈(0,L2 ]
x2
Φ(x)
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for r 5 δ and then we obtain
1
2r
∫ s+r
s−r
∥∥∥∥τ (s1)− 12r
∫ s+r
s−r
τ (s2) ds2
∥∥∥∥
Rn
ds1
5 1
4r2
∫ s+r
s−r
∫ s+r
s−r
‖τ (s1)− τ (s2)‖Rnds1ds2
5
(
1
4r2
∫ s+r
s−r
∫ s+r
s−r
‖τ (s1)− τ (s2)‖2Rnds1ds2
) 1
2
.
Consequently we obtain(
1
4r2
∫ s+r
s−r
∫ s+r
s−r
‖τ (s1)− τ (s2)‖2Rnds1ds2
) 1
2
5
{
Φ(2r)
4r2
∫ s+r
s−r
∫ s+r
s−r
‖τ (s1)− τ (s2)‖2Rn
Φ(|s1 − s2|) ds1ds2
} 1
2
5
 sup
x∈(0,L2 ]
Φ(x)
x2
 12 {∫ s+r
s−r
∫ s+r
s−r
‖τ (s1)− τ (s2)‖2Rn
Φ(|s1 − s2|) ds1ds2
} 1
2
5 1
2
,
which is easily lead from
1 5 Φ(2r)
Φ(|s1 − s2|) .
Since
∥∥∥∥ 12r
∫ s+r
s−r
τ (s2) ds2
∥∥∥∥
Rn
5 1 holds, we have
inf
‖v‖Rn51
1
2r
∫ s+r
s−r
‖τ (s1)− v‖Rnds1 5 1
2
.
We consider the case when sj ∈ R/LZ satisfies |s1 − s2| = 2r 5 2δ, and
suppose that s3 ∈ R/LZ satisfies D(f(s1),f(s3)) = D(f(s3),f(s2)) = r. Then
it holds that
‖f(s1)− f(s2)‖Rn =
∥∥∥∥∫ s3+r
s3−r
τ (s) ds
∥∥∥∥
Rn
= sup
‖v‖Rn51
∫ s3+r
s3−r
τ (s) · v ds
= sup
‖v‖Rn51
∫ s3+r
s3−r
τ (s) · {τ (s) + (v − τ (s))} ds
=
(
1− inf
‖v‖Rn51
1
2r
∫ s3+r
s3−r
‖τ (s)− v‖Rnds
)
|s1 − s2|
= 1
2
|s1 − s2|.
Set Iδ = {(s1, s2) ∈ R/LZ × R/LZ |D(f(s1),f(s2)) = 2δ}. Since f is a
continuous closed curve from the previous proposition, it follows that
inf
(s1,s2)∈Iδ
‖f(s1)− f(s2)‖Rn
D(f(s1),f(s2))
> 0.

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We add the following conditions.
(A.7) • Φ ∈ C1(0,∞), Φ(√x) are convex.
• There exists C(L) > 0 with
∫
x∈(0,L2 ]
xΦ′(x)
Φ(x)
= C(L).
• There exists a positive constant C(L) and a function χ which satisfy
sup
x∈(0,L2 ]
Φ(x)
tΦ(t−1x)
5 C(L)χ(t) and
∫ ε
0
χ(t) dt = o(ε) as ε→ +0.
• C∞(R/LZ) is dense in WΦ.
Proposition 4.3 We assume (A.1) and (A.7). If EΦ(f) <∞, then f ∈WΦ.
Proof. It follows that
EΦ(f) =
∫
R/LZ
∫ L
2
−L2
(
1
Φ(‖∆f‖Rn) −
1
Φ(|∆s|)
)
ds1ds2
=
∫
R/LZ
∫ L
2
−L2
Φ(|∆s|)− Φ(‖∆f‖Rn)
Φ(‖∆f‖Rn)Φ(|∆s|) ds1ds2.
Since Φ is in C1, and since Φ(
√
x) is convex, it follows that
Φ(|∆s|)− Φ(‖∆f‖Rn) =
∫ |∆s|2
‖∆f‖2Rn
d
dx
Φ(
√
x) dx =
∫ |∆s|2
‖∆f‖2Rn
d
dx
Φ(
√
x)
∣∣∣∣
x=‖∆f‖2Rn
dx
=
Φ′(‖∆f‖Rn)
2‖∆f‖Rn
(|∆s|2 − ‖∆f‖2Rn)
=
Φ′(‖∆f‖Rn)
4‖∆f‖Rn
∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4.
Consequently, we obtain
E(f) = 1
4
∫
R/LZ
∫ L
2
−L2
Φ′(‖∆f‖Rn)
‖∆f‖RnΦ(‖∆f‖Rn)Φ(|∆s|)
∫ s2
s1
∫ s2
s1
‖τ (s3)−τ (s4)‖2Rnds3ds4ds1ds2.
Let ε ∈ (0, L2 ). Decomposing the interval of integration, we gain∫∫
(R/LZ)2
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2
=
∫
R/LZ
(∫ s2−ε
s2−L2
+
∫ s2+L2
s2+ε
)
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2 +
∫
R/LZ
∫ s2+ε
s2−ε
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2
and then we have∫
R/LZ
(∫ s2−ε
s2−L2
+
∫ s2+L2
s2+ε
)
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2
5 2
Φ(ε)
∫∫
(R/LZ)2
(‖τ (s1)‖2Rn + ‖τ (s2)‖2Rn) ds1ds2 = 4L2Φ(ε) .
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We deform like∫
R/LZ
∫ s2+ε
s2−ε
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2
5
∫
R/LZ
∫ s2+ε
s2−ε
‖τ (s1)− τ (s2)‖2Rn
Φ(|∆s|) ds1ds2
5 C
ε2
∫
R/LZ
∫ s2+ε
s2−ε
1
Φ(|∆s|)
×
∫ 2
L ε
0
∫ 2
L ε
0
(‖τ (s1 − (∆s)t1)− τ (s2 + (∆s)t2)‖2Rn + ‖τ (s1)− τ (s1 − (∆s)t1)‖2Rn
+ ‖τ (s2 + (∆s)t2)− τ (s2)‖2Rn
)
dt1dt2ds1ds2.
Let ε > 0 be sufficiently small. Changing variables as s3 = s1 − (∆s)t1 and
s4 = s2 + (∆s)t2, we obtain
C
ε2
∫
R/LZ
∫ s2+ε
s2−ε
1
Φ(|∆s|)
∫ 2
L ε
0
∫ 2
L ε
0
‖τ (s1 − (∆s)t1)− τ (s2 + (∆s)t2)‖2Rn dt1dt2ds1ds2
5 C
ε2
∫
R/LZ
∫ s2+ε
s2−ε
1
|∆s|2Φ(|∆s|)
∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4ds1ds2
5 C
ε2
∫∫
(R/LZ)2
1
‖∆f‖2RnΦ(|∆s|)
∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4ds1ds2.
A simple inequality
inf
x∈(0,L2 ]
xΦ′(x)
Φ(x)
= C(L) > 0
leads
C
ε2
∫∫
(R/LZ)2
1
‖∆f‖2RnΦ(|∆s|)
∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4ds1ds2
5 C(L)
ε2
∫∫
(R/LZ)2
Φ′(‖∆f‖Rn)
‖∆f‖RnΦ(‖∆f‖Rn)Φ(|∆s|)
∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4ds1ds2
5 C(L)
ε2
EΦ(f)
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and then it holds that
C
ε2
∫
R/LZ
∫ s2+ε
s2−ε
1
Φ(|∆s|)
∫ 2
L ε
0
∫ 2
L ε
0
‖τ (s1)− τ (s1 − (∆s)t1)‖2Rndt1dt2ds1ds2
5 C(L)
ε
∫∫
(R/LZ)2
∫ 2
L ε
0
1
Φ(|∆s|)‖τ (s1)− τ (s1 − (∆s)t1)‖
2
Rndt1ds1ds2
=
C(L)
ε
∫ 2
L ε
0
∫∫
(R/LZ)2
1
Φ(|∆s|)‖τ (s1)− τ (s1 − (∆s)t1)‖
2
Rnds2ds1dt1
=
C(L)
ε
∫ 2
L ε
0
∫
R/LZ
∫ s1+L2
s1−L2
Φ(t1|∆s|)
Φ(|∆s|)
‖τ (s1)− τ (s1 − (∆s)t1)‖2Rn
Φ(t1|∆s|) ds2ds1dt1
=
C(L)
ε
∫ 2
L ε
0
∫
R/LZ
∫ L
2
−L2
Φ(t1|s5|)
Φ(|s5|)
‖τ (s1)− τ (s1 − s5t1)‖2Rn
Φ(t1|s5|) ds5ds1dt1
=
C(L)
ε
∫ 2
L ε
0
∫
R/LZ
∫ L
2 t1
−L2 t1
Φ(|u1|)
t1Φ(t
−1
1 |u1|)
‖τ (s1)− τ (s1 − u1)‖2Rn
Φ(|u1|) du1ds1dt1
5 C(L)
ε
∫ 2
L ε
0
∫
R/LZ
∫ ε
−ε
Φ(|u1|)
t1Φ(t
−1
1 |u1|)
‖τ (s1)− τ (s1 − u1)‖2Rn
Φ(|u1|) du1ds1dt1.
Since there exists χ with
sup
x∈(0,L2 ]
Φ(x)
tΦ(t−1x)
5 C(L)χ(t) <∞,
∫ ε
0
χ(t) dt = o(ε) (ε→ +0)
for sufficiently small t > 0, it holds that
C(L)
ε
∫ 2
L ε
0
∫
R/LZ
∫ ε
−ε
Φ(|u1|)
t1Φ(t
−1
1 |u1|)
‖τ (s1)− τ (s1 − u1)‖2Rn
Φ(|u1|) du1ds1dt1
5 C(L)
ε
∫ 2
L ε
0
χ(t) dt
∫
R/LZ
∫ s2+ε
s2−ε
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2.
In a similar way, we have
C
ε2
∫
R/LZ
∫ s2+ε
s2−ε
1
Φ(|∆s|)
∫ ε
0
∫ ε
0
‖τ (s2 + (∆s)t2)− τ (s2)‖2Rndt1dt2ds1ds2
5 C(L)
ε
∫ 2
L ε
0
χ(t) dt
∫
R/LZ
∫ s2+ε
s2−ε
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2
and hence(
1− C(L)
ε
∫ 2
L ε
0
χ(t) dt
)∫∫
(R/LZ)2
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2 5 C(L)
(EΦ(f)
ε2
+
1
Φ(ε)
)
is showed if ∫
R/LZ
∫ s2+ε
s2−ε
‖∆τ‖2Rn
Φ(|∆s|) ds1ds2 <∞.
As a consequence, if f is smooth and EΦ(f) <∞, then, by taking ε sufficiently
small, it holds that f ∈ WΦ Since C∞(R/L) is assumed to be dense in WΦ,
f ∈WΦ follows from EΦ(f) <∞. 
20
It is simple to show that Φ(x) = xα (α ∈ [2, 3)) satisfy (A.1), (A.6) and
(A.7), and then we have the following corollary.
Corollary 4.1 We suppose (A.1), (A.6) and (A.7). Then we have (A.3). In
particular, (A.3) holds when Φ(x) = xα (α ∈ [2, 3)).
We assume that
(A.8) • Φ ∈ C1(0,∞), 1
Φ(
√
x)
is convex.
• There exists C(L) > 0 with sup
x∈(0,L2 ]
Φ′(x)
x
< C(L).
Proposition 4.4 Supposing (A.1) and (A.8), we have EΦ(f) <∞ if f ∈WΦ.
Proof. It holds that
EΦ(f) =
∫∫
(R/LZ)2
∫ ‖∆f‖2Rn
D(f(s1),f(s2))2
d
dx
1
Φ(
√
x)
dxds1ds2
=
∫∫
(R/LZ)2
∫ D(f(s1),f(s2))2
‖∆f‖2Rn
(
− d
dx
1
Φ(
√
x)
)
dxds1ds2.
From the assumption of Φ,
d
dx
1
Φ(
√
x)
∣∣∣∣
x=‖∆f‖2Rn
5 d
dx
1
Φ(
√
x)
5 0
holds when x ∈ [‖∆f‖2Rn ,D(f(s1),f(s2))2] and
EΦ(f) 5
∫∫
(R/LZ)2
∫ D(f(s1),f(s2))2
‖∆f‖2Rn
(
− d
dx
1
Φ(
√
x)
)∣∣∣∣
x=‖∆f‖2Rn
dxds1ds2
=
1
2
∫∫
(R/LZ)2
Φ′(‖∆f‖Rn)
‖∆f‖RnΦ(‖∆f‖Rn)
(
D(f(s1),f(s2))
2 − ‖∆f‖2Rn
)
ds1ds2
=
1
4
∫∫
(R/LZ)2
Φ′(‖∆f‖Rn)
‖∆f‖RnΦ(‖∆f‖Rn)
(∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rnds3ds4
)
ds1ds2
holds. From |s3 − s4| 5 |∆s|, we have
EΦ(f) 5 1
4
∫∫
(R/LZ)2
Φ′(‖∆f‖Rn)
‖∆f‖Rn
(∫ s2
s1
∫ s2
s1
‖τ (s3)− τ (s4)‖2Rn
Φ(|s3 − s4|) ds3ds4
)
ds1ds2.
If
sup
x∈(0,L2 ]
Φ′(x)
x
5 C(L)
holds, then it is showed that
EΦ(f) 5 C(L)L2
∫∫
(R/LZ)2
‖τ (s3)− τ (s4)‖2Rn
Φ(|s3 − s4|) ds3ds4.

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Lastly, we give a sufficient condition of Φ for (A.4).
(A.9) For any λ ∈ (0, 1), we assume that
lim sup
ε→+0
ε2 sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ sup
y∈(0,ε]
Φ(y) <∞.
Proposition 4.5 We suppose that (A.1), (A.2) and (A.9). If f ∈ WΦ and f
is bi-Lipschitz, then (∗) of (A.4) holds.
Proof. Since
Λ(x)− Λ(y) =
∫ x2
y2
d
dt
Λ(
√
t) dt
follows for x = y > 0, it holds that
|Λ(x)− Λ(y)| = sup
t∈[y2,x2]
∣∣∣∣ ddtΛ(√x)
∣∣∣∣ ∣∣x2 − y2∣∣ .
From the bi-Lipschitz estimate, there exists a positive constant λ ∈ (0, 1) inde-
pendent of s1 and s2 and it holds that
λD(f(s1),f(s2)) 5 ‖∆f‖Rn 5 D(f(s1),f(s2)).
From
λ2ε2 5 ‖f(s1 + ε)− f(s1)‖2Rn 5 ε2,
|Λ(‖f(s1 + ε)− f(s1)‖Rn)− Λ(ε)|
5 sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ (ε2 − ‖f(s1 + ε)− f(s1)‖2Rn)
= sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ ∫ s1+ε
s1
∫ s1+ε
s1
(1− τ (s3) · τ (s4)) ds3ds4
=
1
2
sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ ∫ s1+ε
s1
∫ s1+ε
s1
‖τ (s3)− τ (s4)‖2Rn ds3ds4
holds and hence we have
ε
∫
R/LZ
(Λ(‖f(s1)− f(s1 + ε)‖Rn)− Λ(ε)) ds1
5 ε
2
sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ ∫
R/LZ
∫ s1+ε
s1
∫ s1+ε
s1
‖τ (s3)− τ (s4)‖2Rn ds3ds4ds1.
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Changing order of integration, we have
ε
∫
R/LZ
(Λ(‖f(s1)− f(s1 + ε)‖Rn)− Λ(ε)) ds1
5 ε
2
sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ ∫
R/LZ
∫ s4+ε
s4−ε
∫ s3
s3−ε
‖τ (s3)− τ (s4)‖2Rn ds1ds3ds4
=
ε2
2
sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ ∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2Rn ds3ds4
5 ε
2
2
sup
x∈[λ2ε2,ε2]
∣∣∣∣ ddxΛ(√x)
∣∣∣∣ sup
y∈(0,ε]
Φ(y)
∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2Rn
Φ(|s3 − s4|) ds3ds4
5 C(λ)
∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2Rn
Φ(|s3 − s4|) ds3ds4.
From absolute integrability of integration,
lim
ε→+0
∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2Rn
Φ(|s3 − s4|) ds3ds4 = 0
holds if f ∈WΦ. 
(A.10) For any λ ∈ (0, 1), we assume that lim sup
ε→+0
sup
x∈(0,ε]
Φ(x) sup
y∈(λε,ε]
|Λ(y)| <∞.
Proposition 4.6 We suppose that (A.1), (A.2) and (A.10). If f ∈ WΦ and f
is bi-Lipschitz, then (†) of (A.4) holds.
Proof. There exists λ ∈ (0, 1] with λε 5 ‖f(s1 + ε, s1) − f(s1)‖Rn 5 ε from
bi-Lipschitz estimate. Therefore we have∫
R/LZ
|Λ(‖f(s1 + ε)− f(s1)‖Rn)|
∫ s1+ε
s1
‖τ (s1)− τ (s3)‖2Rnds3ds1
5 sup
x∈(0,ε]
Φ(x) sup
y∈(λε,ε]
|Λ(y)|
∫
R/LZ
∫ s1+ε
s1
‖τ (s1)− τ (s3)‖2Rn
|s3 − s1| ds3ds1
5 C(λ)
∫
R/LZ
∫ s1+ε
s1
‖τ (s1)− τ (s3)‖2Rn
|s1 − s3| ds3ds1.
If f ∈WΦ, then
lim
ε→+0
∫
R/LZ
∫ s1+ε
s1
‖τ (s1)− τ (s3)‖2Rn
|s1 − s3| ds3ds1 = 0
holds from absolute continuity of integration. 
It is easily shown that Φ(x) = xα (α ∈ [2, 3)) satisfies (A.1), (A.2), (A.10)
and (A.11) and therefore we have next corollary.
Corollary 4.2 We suppose (A.1), (A.2), (A.10) and (A.11), and then (A.4)
holds. In particular, (A.4) holds when Φ(x) = xα (α ∈ [2, 3)).
Acknowledgment. The authors express their appreciation to Professor Jun
O’Hara for his information of article [3].
23
References
[1] A. Abrams, J. Cantarella, J. H. G. Fu, M. Ghomi & R. Howard, Circles
minimize most knot energies, Topology 42 (2) (2003), 381–394.
[2] S. Blatt, Boundedness and regularizing effects of O’Hara’s knot energies,
J. Knot Theory Ramifications 21 (2012), 1250010, 9 pp.
[3] J.-L. Brylinski, The beta function of a knot, Internat. J. Math. 10 (4)
(1999), 415–423.
[4] M. H. Freedman, Z.-X. He & Z. Wang, Mo¨bius energy of knots and unknots,
Ann. of Math. (2) 139 (1) (1994), 1–50.
[5] A. Ishizeki & T. Nagasawa, A decomposition theorem of the Mo¨bius energy
I: Decomposition and Mo¨bius invariance, Kodai Math. J. 37 (3) (2014),
737–754.
[6] A. Ishizeki & T. Nagasawa, A decomposition theorem of the Mo¨bius energy
II: Variational formulae and estimates, Math. Ann. 363 (1–2) (2015), 617–
635.
[7] A. Ishizeki & T. Nagasawa, The invariance of decomposed Mo¨bius energies
under the inversions with center on curves, J. Knot Theory Ramifications
26 (2016), 1650009, 22 pp.
[8] R. Kusner & J. M. Sullivan, On distortion and thickness of knots, in “Ideal
Knots” (Ed.: A. Stasiak, V. Katrich, L. H. Kauffman), World Scientific,
Singapore, 1998, pp. 315–352.
[9] J. O’Hara, Energy of a knot, Topology 30 (2) (1991), 241–247.
[10] J. O’Hara, Energy functionals of knots II, Topology Appl. 56 (1) (1994),
45–61.
24
