Within density functional theory, an efficient and accurate method for calculating the hyperfine parameters in the context of pseudopotential formalism is proposed. The spin density at and in the vicinity of the nucleus is evaluated in two steps. First, a transformation due to Blöchl ͓Phys. Rev. B 50, 17953 ͑1994͔͒ is applied to reconstruct the frozen-core all-electron wave functions in the core regions. Second, the contributions of core orbitals to the charge density at the nucleus are evaluated through first-order perturbation theory in which the perturbing potential is defined as a functional of charge and spin densities. The current pseudopotential based method makes it possible to predict hyperfine parameters of complex molecular assemblies and crystal defects with an accuracy as good as current all-electron method with less computational cost.
I. INTRODUCTION
Much of our knowledge on the geometrical and electronic structure of molecules and clusters as well as the pointlike defects in crystals has been obtained through experimental techniques such as electron paramagnetic resonance and nuclear magnetic resonance. [1] [2] [3] Common to all these techniques is the measurement of the so-called hyperfine structure, which describes the interaction of the electronic wave functions with the nuclear magnetic moments. In general, the hyperfine structure is decomposed into the isotropic ͑Fermi-contact͒ parameter A iso and anisotropic ͑dipolar͒ parameter A aniso . The former is directly proportional to the spin density at the nucleus, arising from the spin-polarized s-like orbitals, while the latter has contributions from the other spinpolarized states, e.g., p-or d-like orbitals, and is proportional to the volume integral over the spin density divided by the distance to the nucleus to the third power. In actuality, molecular motion causes A aniso to average out to zero so that only A iso can be observed in the spectra of gases and liquids.
Although the theory underlying the hyperfine structure is well understood and was already developed in the early days of quantum mechanics, 1,2 the first-principles calculations of hyperfine parameters ͑HFPs͒ have proven to be a challenging task. 4, 5 The main challenge is the necessity of an accurate representation of the spin density at and in the vicinity of the nucleus. Already a half century ago, works based on the unrestricted Hartree-Fock method 6, 7 revealed that the spinpolarized core states contribute substantially to the spin density at the nuclei of system with non-s-like singly occupied molecular orbitals ͑SOMOs͒. [8] [9] [10] Therefore, contributions of both core and valence states in the vicinity of the nucleus must be accurately accounted for.
Among the computational approaches, all-electron ͑AE͒ methods based on density functional theory ͑DFT͒, 11 such as the linearized muffin-tin orbital, 12 the full-potential linearized augmented-plane-wave, 13 and the all-electron mixedbasis ͑AEMB͒ 14 methods have proven to give accurate representations of the spin density near the nucleus. However, AE methods are computationally less efficient than planewave pseudopotential ͑PP͒ methods. Additionally, new developments in DFT are typically more easily coded within PP methods than in AE methods. Therefore, already some time ago it was realized that it is desirable to be able to compute HFPs with PP methods. 15 However, because of the inherent shortcoming of PP methods in approximating the electronic wave functions within the core region, PP methods cannot be used in their original form for the calculation of HFPs. The difficulties originate from ͑1͒ the nodeless behavior of pseudo-wave-functions in the core region, resulting in incorrect spin densities in the vicinity of the nucleus, and ͑2͒ the complete elimination of core orbitals and, consequently, the complete elimination of the core spin polarization and corresponding contributions to the HFPs.
So far, there have been several efforts in developing a pseudopotential treatment for the calculation of HFPs. However, most of these efforts have been concentrated on the first challenge, that is, the reconstruction of the full-nodal form of AE wave functions. [16] [17] [18] In this regard, the so-called projector-augmented-wave ͑PAW͒ method proposed by Blöchl 19 has shown to yield highly accurate frozen-core wave functions in the core regions and hence is considered as a reliable method for calculating HFPs of systems with s-like SOMO, e.g., hydrogen defects in Si. 15 Another important aspect of HFPs computed through PP formalism has only very recently received attention: the effect of core spin polarization was considered by Yazyev et al. 20 and Declerck et al. 21 The former 20 is similar in spirit to the current work, but approaches the treatment of the core spin polarization differently. In the so-called core spin-polarization correction ͑CSPC͒ method, 20 a reconstruction of the AE wave functions and the frozen-valence spin-density approximation are used to solve the Kohn-Sham equations for core states only. Despite the simplicity of the method, it seems to be quite accurate for calculating A iso of simple molecular radicals, containing main group atoms. However, the validity of the method has not been further examined for more complicated structures including heavier species, i.e., transition metal atoms. Moreover, within this approach, still one cannot calculate the anisotropic HFPs. In the latter, 21 a hybrid method is proposed in which the nuclei of interest are described with an all-electron treatment and a PP approximation is used for the remaining atoms. Nontheless, this method appears sensitive to the choice of basis set.
Here, we present a general and accurate method for calculating HFPs, within the DFT pseudopotential formalism. The approach, which we call perturbative core-level polarization ͑PCLP͒, is based on the evaluation of HFPs by taking into account the contributions of both core and valence spinpolarized orbitals to the spin density at and in the vicinity of the nucleus. In this regard, we first reconstruct the AE wave functions from the corresponding pseudo ͑PS͒-wavefunctions with the assumption that core electrons are unperturbed by the presence of other atoms, also known as the frozen-core approximation. Then, the reconstructed AE wave functions are utilized to develop a local spin-density functional potential. Finally, using this perturbing potential, the spin-polarized core levels are estimated by means of firstorder perturbation theory.
It is worth mentioning that other perturbation treatments of core spin polarization for the computation of isotropic HFPs have been derived within the context of Hartree-Fock ͑HF͒ formalism. 22, 23 These studies are mainly concentrated on simple atomic and molecular models. This is understandable because of the inherent neglect of electron-electron correlation effects and the leading spin contamination errors in HF approximations make their utilization a nontrivial task for larger systems with, e.g., d-type atoms. In contrast, in the current DFT-based approach, these problems are essentially negligible and of little importance.
II. FORMULATION
The hyperfine parameters A iso and A aniso are defined as In the conventional PP formalism, the core contribution c ͑r͒ is not available. Additionally, the valence contribution is expressed as
where the PS-wave-functions ͉⌿ n ͘ differ from the exact AE wave functions ͉⌿ n ͘ within the core regions. Thus, any attempt to implement HFP calculations into PP methods must consider ͑1͒ the inclusion of c in the charge density and ͑2͒ the reconstruction of ͉⌿ n ͘ from ͉⌿ n ͘ inside the atomic spheres.
Below, we first discuss the second task. The ͉⌿ n ͘ is reconstructed from ͉⌿ n ͘ using the PAW 19 method. In this context, ͉⌿ n ͘ are obtained by applying the following transformation on ͉⌿ n ͘:
where AE partial waves ͉ ͘ are the solution of the radial Schrödinger equation and PS-partial-waves ͉ ͘ are smooth functions that coincide with the corresponding AE partial waves outside the cutoff radius R c . The index is a shorthand denoting the particular angular momenta l and m of level , localized at the atomic site R I . The functions ͉p ͘ are projector functions which are well localized inside the core region and defined such that they fulfill the condition
͑6͒
To determine ͉p ͘, we follow the approach proposed by Hetényi et al. 18 The procedure is briefly discussed below. Initially, we perform a simple AE calculation ͑e.g., using the Herman-Skillman method 25 ͒ for an isolated atom in the ground state in order to compute the partial waves ͉ ͘ and the corresponding eigenvalues as well as the radial effective potential V ef f ͑r͒,
͑7͒
Next, an arbitrary potential V loc ͑r͒ is constructed such that it behaves smoothly inside and coincides with V ef f ͑r͒ outside the core region. A possible choice is to find an exponential function for V loc ͑r͒, that joins smoothly to V ef f ͑r͒ at R c ͑see Ref.
19͒. Using V loc ͑r͒, , and PS-partial-waves ͉ ͘, a set of functions, localized within the core region, is defined as
͑8͒
Finally, taking a linear combination of ͉ ͘, the projector functions ͉p ͘ are constructed as
where the matrix elements B are defined so that the computed ͉p ͘ fulfills the orthogonality condition ͓Eq. ͑6͔͒,
Once the projector functions ͉p ͘ are determined, transformation ͑5͒ can be applied to obtain ͉⌿ n ͘. Similarly, the valence contribution v ͑r͒ is reconstructed from v ͑r͒ as follows:
Having v ͑r͒, the next step is to construct the core contribution c ͑r͒. Recently, we proposed that c ͑r͒ can be estimated using first-order perturbation theory.
14 In this context, the spin-polarized core orbitals are constructed from a linear combination of non-spin-polarized eigenstates as
where we have used the fact that the perturbing potential ⌬V differs just in sign for the spin-up and spin-down channels ͓see Eq. ͑18͔͒ so that
does not depend on . Equations. ͑14͒ and ͑15͒ suggest that only levels need to be taken into account, which are energetically close to the given level and for which ͗ ͉⌬V ͉ ͘ is considerable. It is to be noted that both and were calculated already for the reconstruction of the AE wave functions. Using Eq. ͑14͒, the contribution of the core orbitals to the charge density is expressed as
where the summation is over the core levels only. Correspondingly, one can show that the contribution of the core levels to the spin density becomes
where "Re" indicates the real part. If the summation is only over the core s levels ͑e.g., in the case of isotropic HFPs͒, the imaginary part vanishes. Returning to Eq. ͑15͒, using the local spin-density approximation ͑LSDA͒, 26 it is possible to define a density functional form for ⌬V ͓see Eq. ͑105͒ in Ref. 14͔,
where SOMO = v↑ ͑r͒ − v↓ ͑r͒. The total charge density ͑r͒, within the frozen-core approximation, is expressed as
In defining a DFT-based perturbing potential in Eq. ͑18͒, one may consider the various generalized gradient approximation ͑GGA͒ formulations instead of the LSDA. However, as Asada and Terakura 27 have shown, GGAs produce a singularity in the exchange potential ⌬V at the nucleus position. A possible way to eliminate this singularity is to represent the nucleus not as a point but as a sphere with a finite radius within which the nuclear charge is homogeneously distributed. However, the work by Battocletti et al. 28 has shown that the "finite nucleus model+ GGA" does not produce significant improvement over LSDA within the context of hyperfine calculations.
It is to be noted that the perturbing potential, defined in Eq. ͑18͒, differs for the two spin channels in sign only. Thus, it is more convenient to replace ⌬V in Eq. ͑15͒ by an effective perturbing potential,
so that it is necessary to estimate the core spin polarization in one spin channel only ͑here, we arbitrarily selected the spin-up channel͒. Equation ͑20͒ reveals that ⌬V ef f ͑r͒ depends sensitively on the type of SOMO. That is, if s-like orbitals contribute substantially to the SOMO, ⌬V ef f ͑r͒ expands significantly outside the core region ͑see Figs. 3 and 12 in Ref. 14͒ . In that case, the effect of core spin polarization is expected to be small. As a result, s-like SOMOs lead to a dominant isotropic HFP A iso , whereas A aniso is likely to be negligible. On the other hand, if the SOMOs are dominated by p-or d-like orbitals, ⌬V ef f ͑r͒ becomes more localized inside the core region resulting in a large spin polarization among core orbitals ͑see Figs. 3 and 12 in Ref. 14͒. Then, both core and valence spin-polarized levels contribute significantly to A iso . However, as the SOMO is non-s-like, A aniso is substantially dominated by SOMO with a relatively small contribution from spin-polarized core levels. Hence, in both situations, s-like and non-s-like SOMOs, the neglect of core spin polarization may not affect seriously the A aniso values, while the neglect of core spin polarization for non-s-like SOMOs results in erroneous A iso values. Figure 1 illustrates the radial part of ⌬V ef f ͑r͒ obtained directly from an all-electron Kohn-Sham DFT calculation and as obtained from Eq. ͑18͒ for C with a 2p-type SOMO. It clearly shows that the perturbing potential is strongly localized inside the core region ͑R c for carbon is about 0.6 Å͒. The figure also shows that ⌬V ef f ͑r͒ from Eq. ͑18͒ coincides well with that obtained directly from the AE Kohn-Sham calculation inside the core region. Evidently, Eq. ͑18͒ is ad-equate for estimating core spin polarization. At this stage, A iso and A aniso are calculated through Eqs. ͑1͒ and ͑2͒ by substituting the spin density s ͑r͒ obtained from the charge densities, c ͑r͒ and v ͑r͒. In the following, the accuracy of our method is examined by calculating the HFPs of various systems and comparing the results with other computational methods and with experiment.
III. COMPUTATIONAL DETAILS
In this work, the DFT calculations have been carried out using the gradient-corrected PW91 29, 30 exchange-correlation functional. For sake of comparison, calculations for the free atoms have been performed also using the LSDA 31 functional ͑see Table I͒. For the reconstruction of AE wave functions ͉⌿ n ͘, the PS-orbitals ͉ ͘ and the PS-wave-functions ͉⌿ n ͘ were generated using ultrasoft pseudopotentials ͑USPPs͒, 32 as implemented in the VASP code. 33 Additionally, the AE orbitals ͉ ͘ and corresponding eigenvalues ͉ ͘ were computed using the ATOMDEF package 34 with gradientcorrected exchange 35 and Vosko-Wilk-Nusair correlation 36 functionals. For the atomic and molecular systems, we considered a cubic supercell with a side of 16 Å and integrations in reciprocal space used the ⌫ point only. For the crystalline point defect calculation, a 6 ϫ 6 ϫ 6 Monkhorst-Pack mesh has been used to sample the irreducible Brillouin zone. Stopping criterion for structural relaxations was a magnitude of the force less than 0.001 eV/ Å on each atom.
IV. RESULTS AND DISCUSSIONS
As a first step to evaluate the accuracy of our method, the feasibility of reconstructing AE wave functions via Eq. ͑5͒ is examined. Figure 2 displays the radial part of the carbon 2s orbital as obtained directly from an AEMB calculation and as reconstructed from the corresponding PS-orbital by means of Eq. ͑5͒. The figure clearly shows the excellent agreement between the reconstructed 2s orbital and the corresponding AE orbital. In fact, the lines are essentially indistinguishable.
To further test the accuracy of our method, the contribution of core levels to the spin density at the nucleus, s c ͑0͒, as well as the contribution of both core and valence levels to the isotropic HFP, A iso c and A iso v , respectively, for various atoms, including a series of first-row elements and 3d transition metals, in their ground state electronic configurations have been calculated using both LSDA 31 and GGA 29 functionals ͑see Table I͒. BAHRAMY, SLUITER, AND KAWAZOE PHYSICAL REVIEW B 76, 035124 ͑2007͒
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For both s c ͑0͒ and A iso c , the table reveals that both LSDA 31 and GGA 29 functionals give comparable results: for most atoms 1% or less, and about 2% for V and Mn. It is also apparent that there is excellent agreement between our PCLP and the AEMB methods: for first-row elements, the difference is about 1% ͑both LSDA͒; for 3d transition metals also, in spite of the different character of the SOMO, good agreement between PLCP and AEMB exists with the largest differences occurring when the number of unpaired 3d electrons is largest. Even in the extreme case of Mn, with the maximum number of unpaired electrons, the difference between PLCP and AEMB is still only 7% ͑LSDA͒.
On the other hand, the contribution of valence levels to the isotropic HFP turns out to be more sensitive to the choice of exchange-correlation functional as also recently reported by Declerck et al. 21 According to Table I , for first-row elements, the difference between the LSDA and GGA results of A iso v varies from 2% ͑for C͒ to 7% ͑for N͒. Such a difference becomes even more pronounced for 3d transition metal atoms. In the extreme case of Mn, the LSDA value of A iso v differs about 17% from the corresponding GGA value. The comparison between PCLP and AEMB results ͑both LSDA͒ reveals a comparable difference for first-row elements, while a better agreement between the two sets of results can be achieved for 3d transition metal elements. An interesting observation is that the agreement between GGA PCLP and LSDA AEMB results is systematically better than that between LSDA PCLP and the LSDA AEMB results.
Both PLCP and AEMB show that the value of s c ͑0͒ increases with the number of unpaired electrons. For Zn, with fully occupied valence orbitals ͑3d 10 4s 2 ͒, s c ͑0͒ becomes zero, whereas for Mn ͑3d 5 4s 2 ͒, the absolute value of s c ͑0͒ is the largest among the elements considered here. Furthermore, Table I shows that s c ͑0͒ for elements with non-s-like SOMO ͑e.g., F or Sc͒ is considerably larger than that for s-like SOMO ͑e.g., Cu͒. These are all in accordance with our earlier assumptions that the strength of induced core spin polarization depends sensitively on the number and type of unpaired electrons in SOMOs ͓see Eq. ͑17͔͒. It is to be noted that s c ͑0͒ is always negative. [8] [9] [10] For the first-row elements, it can be explained as follows: according to the Pauli exclusion principle, the exchange interaction induced by unpaired electrons is attractive but applicable to electrons in the same spin channel only. [8] [9] [10] 37 As a result, the core 1s electrons of spin majority type are pulled a little outward, thereby leaving behind a slight depletion of their corresponding charge density at the vicinity of nucleus. Thus, the spin density associated with core electrons becomes negative. For 3d transition metals, a more complicated mechanism is needed for a proper interpretation of the negative sign of the core spin densities ͑see our discussion in Sec. IV B of Ref. 14͒.
The hyperfine calculations of molecular radicals and transition metal complexes provide a more practically relevant test than atomic calculations. Table II shows the isotropic HFPs as computed with our method, the recently proposed CSPC method, 20 and the AEMB method, as well as the experimental data, for a series of molecular radicals containing first-row elements. At all the nuclei in each of the molecules, our results are similar to the CSPC results and are also in good agreement with the AEMB and the experimental results. Obviously, there is no contribution from core levels to A iso of 1 H. For the other atoms, the comparison between the contributions of core and valence levels to the isotropic HFPs reveals that the former are always lower in magnitude and with an opposing sign as compared to the corresponding valence contributions. A more detailed comparison of the two contributions allows us to divide such molecules, on the basis of their SOMO type, into two main groups.
The first group, including CH 3 , C 3 H 5 , and H 2 CN, is characterized by an unpaired electron occupying a pure p͑͒-type orbital. The characteristic feature of this group of molecules is that the contributions of both core and valence levels to A iso are relatively moderate and comparable to each other. In the second group, including C 2 H 3 , HCO, FCO, and NO 2 , the unpaired electron occupies an sp-hybridized orbital. This implies that the s character of SOMO contributes directly to the spin density at the nuclei of the radical. As a result, A iso of these species is substantially dominated by valence orbitals with large values, as shown in Table II .
To further clarify the above classification, a sample from each group, C 3 H 5 and HCO, is analyzed in more detail. In C 3 H 5 , all the molecular orbitals ͑MOs͒ are doubly occupied. Thus, the unpaired electron can only be distributed among three MOs where each MO is localized on one of the carbon atoms. According to Table II, the distribution of SOMO is such that the sign of the spin density at the position of the central carbon atom, 13 C ␣ , becomes negative while it is positive for the two outer carbon atoms, 13 C ␤ . The simplest configuration that can be used to describe such a distribution for SOMO is 47
where the superscripts R and L indicate the left and the right 13 C ␤ atoms, respectively. This implies that the induced spin polarization of both core 1s and valence 2s orbitals of 13 C ␣ must be lower in magnitude with opposite sign compared to that of 13 C ␤ atoms. Interestingly, the calculated isotropic HFPs confirm the accuracy of this simple model.
For HCO, the unpaired electron, which occupies a MO, is substantially localized on the H u C bond. Our calculations indicate that the s character of SOMO on 1 H and 13 C is 26% and 6.9%, respectively. As a result, the A iso values of the corresponding atoms are significantly dominated by the s character of the SOMO ͑see Table II͒ . On the other hand, the p character of the SOMO leads to a slight spin polarization of core 1s orbitals, thereby leaving behind a small negative contribution to the isotropic HFP of 13 C. Having confirmed the accuracy of our method for firstrow elements and the related molecular radicals, we apply it to the calculation of both isotropic and anisotropic HFPs of a series of 3d transition metal oxides. The results along with those obtained from AEMB calculations and all-electron Gaussian-type orbital ͑AE-GTO͒ calculations by Munzarova and Kaupp 48 as well as the experimental data are shown in Table III . The overall agreement between our method, the AEMB and AE-GTO results, and experiment appears reasonable. The only exception is the ligand component of CuO for which both A iso and A aniso obtained from our PCLP and AEMB calculations are in better agreement with experiment than the AE-GTO results. A possible explanation for the anomalous AE-GTO results might be a poor basis set selection.
As for the molecular radicals, Table III shows that HFPs depend sensitively on the type of SOMO. In ScO, TiO, and VO, the -type SOMOs have predominantly metal 4s character with some mixing from 3d z 2 and 4p. This explains the large isotropic HFPs on the metal atoms, while the anisotropy is relatively less pronounced. It is to be noted that g I of 47 Ti is negative so that the related HFPs become negative. In going to higher spin multiplicities, MnO exhibits another MHz͒ is very significant. Thus, the neglect of core spin polarization definitely leads to a large error in the isotropic HFP. Finally, in CuO, the situation becomes even more critical. Here, there is no contribution from the metal 4s states to the SOMO. Instead, the SOMO is due to 3d-type orbitals and the negative core contribution is actually larger than that of the valence states.
Since for most of the present transition metal oxides, SOMO is significantly localized on the metal atoms, 49 both A iso and A aniso of the ligand part turn out to be small. The only exception is CuO, whose spin density is slightly delocalized on the 17 O atom. 48 As a final verification of the PLCP method, we have computed the HFPs pertaining to a point defect in a II-VI crystal i.e., a positively charged Zn interstitial ͑Zn i + ͒ in ZnSe. Table IV , and compared with theoretical 15 and experimental 50 data. The table indicates that the HFPs obtained by PCLP are in good agreement with the experimental data; in fact, the agreement is a little better than the previous calculation. 15 Our calculations show that the spin density is substantially localized on the Zn i + and its first neighbors, Se 1NN , and is significantly 4s-like. In the case of Se 1NN , it has an additional minor contribution from its valence 4p orbitals. Therefore, the core contribution is rather significant on Se 1NN , and it explains why the earlier calculation without core contribution 15 overestimated the HFP on this site.
V. CONCLUSIONS
A computationally expedient, density-functional-theorybased method for calculating hyperfine parameters within pseudopotential formalism has been presented. The accurate representation of the spin density at and in the vicinity of the nucleus was achieved by reconstructing the full-nodal behavior of the wave functions with inclusion of core spin polarization via first-order perturbation theory. The method was successfully applied to calculate the hyperfine parameters of various molecular radicals, complexes, and a crystalline point defect containing first-row of elements and 3d transition metals. The current method is highly versatile because it does not impose restrictions on the exchange-correlation functional in the pseudopotential calculations. The additional information regarding the code with which these calculations were carried out can be obtained upon request from Bahramy. 
