Finding biological entities (such as genes or proteins) that satisfy certain conditions from texts is an important and challenging task in biomedical information retrieval and text mining. It is essential for many biomedical applications, such as drug discovery which normally requires collecting existing scientific facts from documents. This paper presents an effective IR system for this task, in which 1) domain knowledge is incorporated to improve retrieval effectiveness; 2) query expansion with related concepts on multiple semantic levels is employed; 3) a gene symbol disambiguation technique is implemented. We evaluated these techniques and examined two different concept-based IR models. Experiments based upon the proposed framework yield significant improvement (22% for automatic and 16.7% for nonautomatic) over the best reported results of passage retrieval in the Genomics track of TREC 2007.
INTRODUCTION
Information retrieval and text mining systems in the biomedical or genomic domain have become essential tools Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. for researchers and other users. These systems, ranging from ad hoc IR systems (such as PubMed, the best-known biomedical IR system) to advanced text mining systems (such as MedMiner which post-processes documents returned by public search engines, including GeneCards and PubMed), facilitate researchers like biologists in their daily literature search, enable them to collect specific biomedical facts from a large amount of documents, and allow them to find biological entities from texts.
The system presented in this paper is also developed to support biologists' research by addressing one of their important information needs: finding biological entities that satisfy certain conditions from texts. The Genomics track of the Text REtrieval Conference (TREC) provides a common platform to assess the methods and techniques proposed by different groups for biomedical information retrieval. During the past few years, its ad hoc IR task has been designed to meet information needs of biologists in their research. The system introduced in this paper is developed based on the 2007 ad hoc IR task [14] , which is more challenging than the task in 2006. The queries in 2006, like "How does p53 affect apoptosis?", are asking for relationships between biological objects and biological processes. The objects and processes are explicitly specified in the queries. In this example, the biological object is p53 and the biological process is apoptosis. Systems only need to retrieve those documents (or portions of documents) which mention the objects and processes. It is a typical IR task. In 2007, systems need to identify instances of different types of entities. For example, "What [TUMOR TYPES] are found in zebrafish?". In this query, no specific tumor is given and a suitable system has to find documents (or portions of documents) which mention certain tumors in zabrafish.
Two efforts could be potentially effective for this task. Like many other biomedical IR systems, the first effort is to make use of domain knowledge. An obvious use of domain knowledge for this task is to retrieve instances of different entity types from domain ontologies (e.g., obtain all possible instances of TUMOR TYPES). The second effort is to use thesauruses to automatically expand the query with related terms (e.g., synonyms). These two efforts are attempted in our system. Besides, a gene symbol disambiguation method is implemented. The system employs a concept-based IR framework in which the similarity between a query and a document is measured on both concept and word levels.
The contributions of this paper are listed as follows:
1. It presents an effective genomic IR system which successfully incorporates domain knowledge and utilizes multiple levels of related terms for query expansion. This system achieves significant improvement (22% for automatic and 16.7% for non-automatic) over the best reported results of passage retrieval in the Genomics track of TREC 2007.
2. Two conceptual IR models are compared in retrieval effectiveness and one of them is found to be more suitable to capture the characteristics of the TREC 2007 queries.
3. A method of finding lexical variants beyond what were previously known is given. Another method is proposed to find related abbreviations whose long-forms 1 contain the query concepts. A simplistic method is also introduced to disambiguate gene symbols. All these three methods are confirmed experimentally to be effective. This paper is organized as follows: related works are given in the next section. The problem statement is given in section 3. The techniques are introduced in section 4. Section 5 presents the experimental results and we conclude the paper in section 6.
RELATED WORKS
In this section, we sketch related works in the areas of Question Answering, biomedical IR systems, query expansion, and incorporating domain knowledge.
Question Answering (QA)
Biological questions in the Genomics track of TREC 2006 and 2007 are formulated as queries. A system is required to find passages (a passage could be a part of a sentence, a sentence, a set of consecutive sentences or a paragraph) of minimum lengths from full-text documents where answers to the questions can be found. These tasks are essentially domain-specific question answering tasks. The difference is that QA systems return short answers (i.e., answer-strings), systems for the tasks of the Genomics track return contexts (i.e., passages), which usually are much longer. Since 1999, the QA track of TREC has continuously focused on developing systems returning answers to natural language questions [6] . Different types of quesions have been investigated. 
Biomedical IR Systems
A number of tools have been developed to assist biomedical scientists in their literature search. A) Some tools create co-occurring networks among genes [16, 18] , networks among general biological concepts [4] (e.g., proteins and drugs), or networks among metadata fields [10] (for example, authors). The derived networks give graphical visualization to help users browse the search results by navigating through the networks. B) Some tools allow a user to search for articles using a plain-text natural language question [12] , a paragraph of texts [20] , a gene/protein sequence [34] , or a set of seed PubMed abstracts as the input [13] and then rank the retrieved articles according to their similarities. C) Many other tools post-process the search results of a PubMed query and provide insight and summary of the retrieved literature. The search results can be categorized based on common ontologies, such as Gene Ontology [9] or the Medical Subject Headings (MeSH) hierarchy [33, 31] , or a set of manually organized categories [25] , allowing a user to browse the articles through the hierarchy. In addition, the search results can be clustered according to their similarities [11] , metadata fields, n-grams, or keywords [5, 8, 17, 24, 26] . Also, the search results can be ranked according to journal impact factor and forward referencing [27] .
The differences between our system and the above systems are described as follows: First, the queries that our system attempts to answer are more focused: they are asking for a list of biological entities that satisfy certain conditions. Because of this, our system is likely to be more effective for such queries. Second, our system is a passage-retrieval system, which extracts passages from full-text documents, whereas the above systems are document-retrieval systems.
Query Expansion with Related Terms
Many studies used manually-crafted thesauruses or knowledge databases created by text mining systems to automatically expand the query with related terms.
[15, 1] assessed query expansion using the UMLS Metathesaurus, a large database of biomedical terms. Based on a word-statistical retrieval system, [15] used definitions and different types of thesaurus relationships for query expansion and a deteriorated performance was reported. [1] expanded queries with phrases and UMLS concepts determined by the MetaMap, a program which maps biomedical text to UMLS concepts, and no significant improvement was shown.
Many similar studies have been made in the Genomics track of TREC. [2] have shown that query expansion with acronyms and lexical variants of gene symbols produced the biggest improvement in their IR systems, whereas the query expansion with synonyms of gene symbols using gene databases caused deterioration in retrieval performance. [37] used a similar approach for generating lexical variants of gene symbols and reported significant improvements. [39] studied query expansion with five different types of terms, among which the lexical variants produced the biggest improvement in retrieval effectiveness. [35, 23] utilized WordNet, a database of English words and their lexical relationships developed by Princeton University, for query expansion in a non-biomedical domain. In their studies, queries were expanded using the lexical semantic relations such as synonyms, hypernyms, or hyponyms. Little benefit was shown in [35] . In [23] , the sense of a query term is determined using WordNet before their related terms are added into the query and the improvement is significant.
In comparison, we study more levels of related terms in the biomedical domain for query expansion. We utilize an abbreviation database to find additional related concepts, including approximately matched long-forms and those abbreviations whose long-forms contain the query concepts. We carry out comprehensive experiments to look into the effects of different levels of related terms in performance contribution. [21] presented a good study of the role of knowledge in the document retrieval of clinical medicine. They have shown that appropriate use of semantic knowledge in a conceptual retrieval framework can yield substantial improvements. [32] also utilized systems/tools, which rely on domain knowledge, to answer questions in clinical practice. Improvement in searching of biomedical abstracts due to knowledge-base processing has been shown. Instead of the domain of clinical medicine, we present a case study of conceptual retrieval in the domain of genomics, where many knowledge resources are also available and can be used to improve the performance of IR systems.
Incorporating Domain Knowledge

PROBLEM STATEMENT
We describe the queries, document collection and the system output in this section.
The query set used in the Genomics track of TREC 2007 consists of 36 questions recently collected from biologists, most of which are related to their latest research. As described in [14] , these questions are asking for a list of entities (e.g., genes/proteins) that satisfy certain conditions. A sample question is given below:
What [GENES] regulate puberty in humans?
where the type of entities is GENES which is contained in the square brackets. The characteristics of the queries are: 1) The first or second word of each query is either What or Which. It is essentially the same as the LIST question [6] , which asks for different instances of a particular type; 2) Domain knowledge is needed to help find the relevant information. For example, for the above query, domain expertise will determine that those genes that regulate puberty in nonhuman species, such as rat or drosophila (i.e., fruit flies), do not satisfy.
The document collection contains 162,259 Highwire fulltext documents in HTML format.
The output of the system is a list of passages ranked in descending order of their similarities to the query (The Genomics track of TREC 2007 only allows up to top 1,000 passages to be returned). Passages must contain one or more instances of the given entity type with supporting text that answers the given question to be considered as relevant. A passage is defined as any span of text that does not include the HTML paragraph tag (i.e., <P> or </P>). A passage could be a part of a sentence, a sentence, a set of consecutive sentences or a paragraph.
TECHNIQUES AND METHODS
We approach this problem with a three-step strategy: step 1) The raw query is preprocessed and expanded with related concepts 2 on multiple semantic levels; step 2) top-k ranked paragraphs are retrieved under a conceptual IR framework; step 3) within each paragraph output by step 2, one or more passages are extracted and finally all these passages are ranked according to their similarities. Techniques and methods employed in this strategy are described in the following sections: In section 4.1, we describe how concepts are identified from queries and texts. In section 4.2, we introduce the use of domain knowledge in our system. In section 4.3, we specify five levels of related concepts and describe how they are obtained. In section 4.4, a simple method for gene symbol disambiguation is introduced. In section 4.5, we present our conceptual IR models.
Identifying Concepts in Queries and Texts
We use the query translation functionality of PubMed to extract MeSH terms in a query. This is done by submitting the whole query to PubMed, which will then return a file in which the MeSH terms in the query are labeled. We also look up query terms in Entrez Gene database to find gene names in the query.
Concept identification in the text collection is done in a different way. We use windows of certain sizes to determine whether a phrase concept occurs within a document. If the phrase concept is a gene name, such as MMS 2, we require that its component words (MMS and 2) co-occur exactly adjacent to each other and in the given order (MMS is on the left of 2). If the phrase concept is not a gene name, all the component words in that phrase are required to co-occur within a window containing N = n + (n − 1) × k content words, where n is the number of content words in the phrase concept, and k is a small positive constant. For example, in the text "...Women who are postmenopausal and who have never used hormone replacement therapy have a higher risk of colon , but not rectal, cancer than do women who ...", colon and cancer do not appear exactly adjacent to each other. But there is only 1 content word separating them (i.e., "rectal"). As such, a window size of 3 or larger (i.e., k ≥ 1) will recognize colon cancer in this text. An empirically based value of k = 2 is used in our system for concept identification in texts. Further systematic optimization of k will be carried out.
Use of Domain Knowledge
Domain knowledge usually refers to a collection of statements about a certain domain. In our context, as a simple example, a biomedical statement can be that Hepatitis B virus infects the liver of hominoidae, including humans, which describes a relation between a virus and a organ. Use of this kind of domain knowledge potentially can improve retrieval effectiveness of biomedical IR systems. In this section, we explain what biomedical domain knowledge is incorporated and how it is utilized. First, we introduce a method for gene/protein species control: if a query is asking for genes/proteins related to a specific species, then genes/proteins related to other species are considered irrelevant. Second, we describe how instances of entities from different resources are obtained.
Gene/protein Species Control
The motivation is that a gene symbol in texts might refer to multiple genes in different species. For example, the gene symbol prnp could mean the prnp gene of Homo sapiens (human), or it could refer to the prnp gene of Rattus norvegicus (rat). They are called homologous genes, which are related via a common ancestral species and retain a similar sequence and function (from NCI Thesaurus). Usually they share common terms for reference. For a biomedical IR system, when a query is asking for genes of a specific species, such as human, those genes of other species are not qualified. Based on this motivation, for those queries asking for genes/proteins, we have the following gene/protein species control: CASE 1: if a certain species s is specified in the query, then those passages having genes/proteins of other species but not of s are excluded.
We search for indicative terms in texts to identify the species. For example, human and Homo sapiens are two indicative terms for the species of human. Note that documents having genes of unknown species (indicative words are not available) are not excluded. But these documents are assigned lower similarity scores than those documents in which the species s is explicitly specified.
CASE 2:
it is possible that a query involves genes/proteins of multiple species, for example, 2 species s1 and s2. In this case, those passages having genes/proteins of other species but not of s1 or s2 are excluded.
For queries in which the species is unknown, this gene/protein species control does not apply.
Compilation of Instances from Thesauruses
As mentioned in the problem statement section, each query requests for a set of instances of a specified entity type. For each entity type, we compile a list of instances from different resources. The main resource that we utilize is the Unified Medical Language System (UMLS) Metathesaurus [22] . The 2006AB version of UMLS Metathesaurus contains information about more than 1.3 million concepts and 6 million unique concept names from more than 100 different source vocabularies. In UMLS, each concept maps to one or more semantic types like Disease or Syndrome. We use the mapping between specified entity types and UMLS semantic types introduced in [7] . Their mapping is established by experts from the National Library of Medicine (NLM) and has been demonstrated to be effective for their experiments on the same task. As an example, the entity type TUMOR TYPES maps to the following three UMLS semantic types: Neoplastic Process, Pathologic Function, and Hazardous or Poisonous Substance. Concepts that map to any of these three semantic types in the UMLS are considered as instances of TUMOR TYPES. Instances are also retrieved from other resources: 
Related Concepts
Five levels of related concepts are defined as follows: Level 1 Synonyms (terms that refer to the same meaning) Level 2 Hypernyms (more generic terms, one level only) Level 3 Hyponyms (more specific terms, one level only) Level 4 Lexical variants (variations of the same concept, such as abbreviations. They are commonly used in the literature, but may not be collected in the thesauruses) Level 5 Abbreviations whose long-forms contain the query concept (see "Related Abbreviations" of a following subsection for details) Synonyms, hypernyms, and hyponyms can be obtained 
Lexical Variants
Lexical variants of gene symbols are obtained using a method described in [39] . This method is able to automatically generate lexical variants for a gene symbol according to some manually crafted heuristics. It also uses an abbreviation database to retrieve extra lexical variants. We now describe how additional lexical variants beyond those in [39] are obtained through recognizing computationally equivalent long-forms 8 which share the same abbreviation. Long-forms that have the same abbreviation are considered to be computationally equivalent if they satisfy the conditions to be one of the six types as described in Table 1 . For example, human papillomavirus and human papillomaviral have the same abbreviation HPV and they are different by a small edit distance [19] . Thus they are considered as lexical variants (or computationally equivalent long-forms). The abbreviations and their long-forms are retrieved from ADAM [38] , an abbreviation database which covers frequently used abbreviations and their definitions (or long-forms) within MEDLINE, the authoritative repository of citations from the biomedical literature maintained by NLM. A formal definition of computationally equivalent long-forms with common abbreviation is given as follows: Definition 1. Given an abbreviation abbr and two of its long-forms long1 and long2, the two long-forms are computationally equivalent if, after normalization (including Porter stemming and transforming Greek characters into their corresponding English characters and transforming Roman numerals into Arabic numerals) if necessary, their normalized forms long 1 and long 2 satisfy any of the following conditions:
For type 1 and 2 (see Table 1 ): long 1 and long 2 are identical after stemming or normalization.
For type 3: long 1 and long 2 are different by at most a small edit-distance t (Determining the threshold of t is discussed following Definition 1)
For type 4: long 1 and long 2 are different by at most a small edit-distance after their component words are sorted alphabetically. For example, amyloid beta protein vs. beta amyloid protein (In this example, the edit distance is 0).
For type 5: the longer string of long 1 and long 2 contains all the component words of the shorter string. The ordering of words in the shorter string is identical to the ordering of matching words in the longer string. For example, acid sodium citrate dextro vs. acid citrate dextro.
For type 6: Let S and L be the shorter string and the longer string of long 1 and long 2 respectively. L can be split into the left part LL and right part LR such that one of the following two conditions satisfies: a) (this condition is to capture pairs like ag presenting cell vs. antigen presenting cell) let S f irstword be the first component word of S and SR be the remaining part of S. This case requires that: (i) S f irstword has 3 or fewer characters; (ii) LR = SR; (iii) LL contains all the characters in S f irstword . In addition, the first character of S f irstword is contained in the first For types 3 and 4, a threshold of edit-distance, t, is set at 2. To determine the optimal t, we varied the edit-distance from 1 to 4. Thus 4 sets of candidate pairs were generated, S1, S2, S3, and S4. For each i = 1, 2, 3, and 4, 20 candidate pairs were randomly selected from Si. These 20 pairs were then manually examined. The numbers of pairs that are actually computationally equivalent were 18, 16, 3, and 0 for i = 1, 2, 3, and 4, respectively, which indicates that a large portion of non-equivalent pairs were included when the edit-distance is bigger than 2. Therefore, a threshold of 2 is set for t, which means long 1 and long 2 are determined to be computationally equivalent if their edit-distance is ≤ t(= 2).
Related Abbreviations
The motivation of this type of related concepts is explained with the following example. Suppose we have a query involving a concept lung cancer. It is possible that a document has a definition for an abbreviation SCLC which stands for small cell lung cancer in a paragraph of a full-text document and in later paragraphs, SCLC, instead of small cell lung cancer, is used. In this case, we will not capture those passages in later paragraphs in which SCLC is used but lung cancer is not explicitly written. One solution to this problem is given as follows:
Step 1: Given a query concept, find all those abbreviations whose long-forms contain the query concept. The ADAM database [38] was used for this step. For the above example, more than 8 different abbreviations whose long-forms contain lung cancer are retrieved, including SCLC (small cell lung cancer), NSCLC (non-small cell lung cancer), and LCSS (lung cancer symptom scale).
Step 2: Related abbreviations obtained by step 1 are added into the query as alternatives of that query concept. A passage having one of these related abbreviations is considered to have the original query concept if the long-form of that abbreviation in the corresponding full-text document contains the query concept. An abbreviation identification program [3] is used to extract abbreviations/long-forms in texts.
The above strategy of query expansion with such type of related abbreviations is new and it applies to passage-level information retrieval when abbreviations appear in passages in which their long-forms are not present. [28] in which a training set is automatically generated for each human gene, a thesaurus-based method [30] in which a reference description based on either its annotations or MEDLINE abstracts is created for each human gene, and a general method [36] in which Entrez Gene is used to create a profile for each gene sense. All these existing methods need a lot of efforts to create either a training set or a profile for each ambiguous gene symbol. In this paper, for simplicity and efficiency reasons, we develop a set of simple rules to disambiguate gene symbols:
Gene Symbol Disambiguation
Many gene symbols are ambiguous, not only because a gene symbol may refer to multiple different genes, but it may have one or more non-gene meanings. Many research efforts have been conducted for gene symbol disambiguation, including a supervised-learning method
RULE 1: Suppose a gene symbol g is an abbreviation in document d. If its long-form in d is a gene, then g has a gene meaning in d, else it has a non-gene meaning in d.
As an example, suppose the ambiguous gene symbol NOD is an abbreviation in a document and its long-form in the document is non-obese diabetic which is not a gene name. Thus the gene symbol NOD has a non-gene meaning in this document.
RULE 2:
Suppose term g is a gene symbol and in document d, g is an abbreviation and g is contained in g . If in document d, g has a non-gene long-form but there is no long-form for g, then g has a non-gene meaning in the document.
This rule is an extension of RULE 1. For example, suppose the gene symbol HIV occurs in a document in which HIV 1 is an abbreviation for human immunodeficiency virus type 1 which is not a gene name. Then the gene symbol HIV in this document has a non-gene meaning.
RULE 3:
Suppose word w is a gene symbol and w is also a word in WordNet. If in document d, w is adjacent to any of the following words: gene, mutant, mutation, oncogene, mRNA, DNA, cDNA, target, homologue, expressed, repressed, inhibit, then w has a gene meaning in d, else it has a non-gene meaning in d.
Some gene symbols are also ordinary English words, such as cat, kit, or male. If a document explicitly mentions a phrase such as "gene X" or "X oncogene", then X has a gene meaning in this document, otherwise, we assume that it is likely to have a non-gene meaning. To find those gene indicative words, we choose a set of common gene symbols and extract those content words that occur immediately before or after them in the MEDLINE abstracts and rank these words by their document frequencies. The above 12 most indicative words having high frequencies are selected by an expert with a biology background.
Conceptual IR Models
We now discuss our conceptual IR models. We consider that each query consists of two parts, target and qualification. Target refers to instances of a certain entity type and qualification refers to the condition that the target needs to satisfy in order to be qualified as an answer to the query. For example, the target and the qualification of the query "What [ANTIBODIES] have been used to detect protein TLR4?" are "instances of ANTIBODIES" and "have been used to detect protein TLR4", respectively. The similarity of a document to a query is measured by the degree the document contains one or more target instances and satisfies the qualification.
A query q involving an entity type of g can be written as: 
Model 1: Differentiate Instances
The similarity between query q and document d is measured on two levels: concept level and word level. The concept-level similarity is obtained by matching target instances and qualification concepts, while the word-level similarity is obtained by matching content words.
In model 1, each instance gi in < g1, g2, . . . , g k >, is assigned a weight wt(gi) using the IDF (inverse document frequency weight) of gi. Each concept ci in the qualification also has a weight, wt(ci), which is equal to IDF of ci. Two values, one from target and the other from qualification, are computed by matching target instances and qualification concepts against concepts found in document d. The final concept similarity is a linear combination of these two values:
where α is a tuning parameter (α = 0.25 is used in our experiments; the tuning of α is discussed in the section of EXPERIMENTAL RESULTS), MAX{wt(gi)|gi ∈ d} is the value from target, È c i ∈d wt(ci) is the value from qualification. The word-level similarity is computed using Okapi [29] . Given two documents d1 and d2, we have sim(q, d1) > sim(q, d2) or d1 will be ranked higher than d2, with respect to the same query, if either:
This conceptual IR model emphasizes the similarity on the concept level. More precisely, documents are ranked in descending order of the concept-level similarity. Only when documents have the same similarity in concepts, then the similarities in words are used to break ties.
Model 2: Equally Weight Target Instances
While model 1 combines concept similarity of target and that of qualification into one concept similarity, model 2 both emphasizes and de-emphasizes the target. In model 2, it is critical for a document to have a target instance in order to be retrieved (i.e., emphasize the target). However, documents having one or more target instances are differentiated not by the target instances, but by their degrees of satisfying the qualification. In other words, all documents having at least one gi in < g1, g2, . . . , g k > receive the same similarity value with respect to the target (i.e., de-emphasize the target). The similarity between query q and document d is measured on three levels: target concept-level, qualification concept-level and word-level. The value of the target concept-level similarity is either 0 or 1 depending on whether d has any target instance. The qualification concept-level similarity is obtained by matching qualification concepts, while the word-level similarity is obtained by matching content words.
Given two documents d1 and d2, we have sim(q, d1) > sim(q, d2) or d1 will be ranked higher than d2, with respect to the same query, if either:
In this model, documents having at least one target instance will be ranked higher than documents having no target instances at all. For those documents having at least one target instance, the qualification concept-level similarity will be used next to break the tie. If two documents continue to have a tie on the qualification concept-level similarity, then the word-level similarity will be used to break the tie. Both model 1 and model 2 are different from the model used in [39] . TREC 2006 genomics queries have two components, biological objects (v1) and biological process (v2). These two components are considered equally important in [39] . genomics queries also have two components, the entity type and qualification. As described above, in model 1, the qualification component is considered more important than the entity type (α = 0.25, 1 − α = 0.75), whereas in model 2, the component of entity type is considered more important than the qualification.
Query Expansion with Related Concepts
Given a concept c, a vector u is derived by incorporating its related concepts: u =< c, u1, u2 > where u1 is a vector of its synonyms, hyponyms, lexical variants, and related abbreviations and u2 is a vector of its hypernyms. An occurrence of any concept in u1 will be counted as an occurrence of c. But a document in which only some hypernym of c occurs will receive a portion (β varies from 0.55 to 1; the tuning of β is discussed in the section of EXPERIMENTAL RESULTS.) of the weight on concept c, assuming that the original concept and its synonyms, hyponyms, lexical variants or related abbreviations have a higher priority than its hypernyms. Whenever a document has occurrences of c or one or more occurrences of c ∈ u1 ∪ u2, it is given a concept similarity which is the maximum of the weights of the matching occurrences. This is more or less equivalent to applying the Boolean "OR" operator. The performance is measured on three different levels (passage, aspect, and document) to assess how well the question is answered from different perspectives: Passage MAP: it is a character-based precision measure (known as passage2 MAP). The ideal passages are those having all query concepts and are as short as possible. Aspect MAP: This measure indicates how comprehensive the question is answered. Document MAP: This is a standard IR measure. For a set of queries, the mean of the average precision for all queries is the MAP of that IR system. Details of these evaluation metrics can be found in [14] .
EXPERIMENTAL RESULTS
Data Sets and Evaluation Metrics
The Wilcoxon signed-rank test is employed to determine the statistical significance of one result compared to another result. In Table 2 , statistically significant improvements (at the 5% level) are marked with an asterisk. A value of 95% is used for the parameter β for query expansion in the experiments. We use the passage extraction strategy introduced in [39] which assumes that an optimal passage in a paragraph should have all the query concepts that the whole paragraph has. In addition, such a passage should have a high density of query concepts. This passage extraction method is able to extract multiple passages from a single paragraph.
Impact of Domain Knowledge
To evaluate the hypothesis that incorporating domain knowledge improves retrieval effectiveness, an initial baseline is established based on model 1 (indicated by BS1 in Table  2 ) without using any domain knowledge (i.e., gene/protein species control is not applied and instances retrieved from resources are not used). Another run, BS1+K(M1), based on the same model (model 1) is performed by incorporating domain knowledge as described in section 4.2. Table 2 gives the experimental results, which clearly demonstrate that incorporation of domain knowledge affects most of the queries and yields statistically significant improvement on performance across all three measures. Note that the strategy of gene/protein species control (see section 4.3) only applies to queries asking for genes/proteins of specific species. Among the 36 queries, only 2 queries are affected. For these two queries, one involves only one species and the species control strategy yields significant improvement (+54.6% on passage, +28.8% on aspect, and +36.2% on document. see Table  3 .a). The other query involves two different species and no significant impact is observed. In Table 3 , the MAPs are for queries which are affected by one of the strategies (species control, etc.) and not for the entire set of queries. We can also see from Table 2 that another run, BS1+K(M2), in which model 2 is applied achieves better performance than BS1+K(M1) on all three measures. It suggests that model 2 is more appropriate for the queries in TREC 2007 than model 1.
Impact of Different Related Concepts
A series of experiments are performed to examine how each level of related concepts contributes to the retrieval performance. The BS1+K(M2) is used as the new baseline (BS2). Then six runs are conducted by adding each individual level of related concepts (two runs for the level of lexical variants). We also conduct a run by adding all levels of related concepts. We find that query expansion with any of the five levels of related concepts improves the performance. The biggest improvement comes from the lexical variants [see the run BS2+VAR2 (all lexical variants)], which is consistent with the results reported in [2, 39] . A separate run, BS2+VAR1, is conducted to investigate the impact of lexical variants obtained through recognizing computationally equivalent long-forms (see section 4.3). These are the variants which have not been investigated by other researchers. Some queries are affected by this level of query expansion, others are not. Further analysis shows that for those affected queries, the impact is significant (+36% on passage, +19.5% on aspect, and +24.6% on document, see Table 3 .b).
In the run BS2+ABBR, which is to investigate the impact of related abbreviations whose long-forms contain query concepts, 15 queries are affected. For these 15 queries (Table  3 .c), the impact is significant (+13.9% on passage, +7.7% on aspect, and +10.8% on document.), which indicates that some passages of a document use related abbreviations, such as SCLC (stands for small cell lung cancer) with respect to lung cancer, instead of the original query concept. Further analysis shows that among these 15 affected queries (i.e., related abbreviations are added into the queries), there is improvement in retrieval effectiveness for 9 queries. For the remaining 6 queries, neither deterioration or improvement is observed. This is because those added related abbreviations for these 6 queries are not defined in the document collection. For example, UCAD (stands for unstable coronary artery disease) is a related abbreviation for coronary artery disease in one of the 6 queries. However, this abbreviation/long-form pair is not defined in the given document collection. We can also see from Table 2 that synonyms provide the second biggest improvement. Hypernyms and hyponyms provide similar degrees of improvement. The overall performance is an accumulative result of adding different levels of related concepts and it is better than any individual addition. It is clearly shown that the performance is significantly improved (+67.1% on passage, +43.7% on aspect, and +32.3% on document) when the related concepts are added. Although it is not explicitly shown in the tables, different levels of related concepts affect different subsets of queries. More specifically, each of these types (with the exception of "the lexical variants" which affects a large number of queries) affects only a few queries. But for those affected queries, their improvement is significant. As a consequence, the accumulative improvement is very significant. 
Impact of Gene Symbol Disambiguation
Using the BS2+ALL as a new baseline (BS3), the contribution of gene symbol disambiguation is given in the run of BS3+GSD. This method only applies to those queries asking for GENES. Among the 36 queries, there are 11 such queries. As shown in Table 2 , the performance of most of these 11 queries is improved (8 on passage, 8 on aspect, and 10 on document). For these 11 affected queries, the impact is significant (+20.0% on passage, +13.7% on aspect, and +18.2% on document. see Table 3 .d). Further analysis shows that for the other 3 queries that show no improvement, although some passages that have gene symbols of 
Comparison with Best Reported Results
In Table 4 , we compare our result with the best results reported in the Genomics track of TREC 2007 [14] . The improvement of our result over the best reported results is significant (22% for automatic and 16.7% for non-automatic in passage retrieval). A system is automatic if a user is allowed to enter the query only, without making any changes to the query or any interaction with the system; otherwise it is non-automatic. Our system is an automatic system.
Tuning Parameters
Besides the above comparison experiments, we also test the parameter sensibility of our model and tune those model parameters to get the optimal results. There are mainly two parameters in our model. The first parameter is the portion (β) of the weight we assign to a concept when its hypernym occurs in a document. The second parameter is the factor α that we use to combine the similarities from target and qualification when we calculate the concept similarity sim(q, d)concept in Model 1. Therefore we have done two sets of experiments to tune these two parameters, respectively.
1. Tuning hypernym weight parameter β. We use BS2+HYPE as our experiment setting and test the system performance with varying β. The result is shown in Figure  1(a) . In this set of experiments, we find that the best performance (i.e., the document MAP in our experiments) is obtained when β is around 0.95.
2. Tuning α. We use BS1+K(M1) as our experiment setting and test the performance of Model 1 with varing α. The result is shown in Figure 1(b) . In this set of experiments, we find that the best performance is obtained when α is around 0.25. 
DISCUSSION AND CONCLUSION
This paper is a follow-up work of our research on biomedical IR reported in [39] . We now describe the new contributions made in this paper beyond [39] . 1) We have investigated two new conceptual IR models based on the characteristics of TREC 2007 genomics queries. The difference between these two models and the model used in [39] are explicitly discussed in section 4.5. 2) TREC 2007 genomics queries are list questions, whereas queries in TREC 2006 are not. Answering these list questions is challenging and requires the use of more biomedical domain knowledge. One of the important steps to build our system is to compile target instances from several resources. The experimental results have indicated that utilizing these resources to retrieve target instances is crucial to the success of such a system. 3) In [39] we found that the query expansion with lexical variants produced the biggest improvement of performance. As such, more efforts have been made in this paper to find lexcial variants of concepts beyond those in [39] . This includes recognizing computationally equivalent long-forms using abbreviation databases and finding related abbreviations to improve passage-level retrieval. Their impact is shown in Table 2 (BS2+VAR1 and BS2+ABBR, respectively). 4) Two methods are used to handle gene symbols. One is the species control (see section 4.2) which is to resolve the situation that a gene symbol in texts might refer to multiple genes in different species. The other method is related to disambiguation of gene symbols in general (see section 4.4).
Several techniques or methods are examined in this paper, such as query expansion using knowledge resources. Although some of these techniques seem similar to previously published ones (see RELATED WORKS), they are actually quite different in details. For example, in our query expansion process, for each query concept, its related terms are added as its alternatives through the Boolean operator OR. Whereas, in the query expansion process investigated in [15] , a query concept, after its related terms are added, becomes "a bag of content words". Given a query having multiple concepts, e.g., "what is the role of gene prnp in the mad cow disease?", consider two documents d1 and d2, where d1 does not contain the concept prnp or any of its related concepts but has many occurrences of mad cow disease and/or its related concepts and d2 has one occurrence of prnp or its related concepts and one occurrence of mad cow disease or its related concept. It is likely that d1 is irrelevant and d2 is relevant to the query. Traditional term similarity functions, such as the IR system used in [15] , will assign higher term similarities to d1 than d2 and therefore rank d1 higher than d2. This might be the reason why a deteriorated performance was reported for their query expansion. In contrast, our conceptual similarity function will assign higher conceptual similarity to d2 than d1 and therefore rank d2 higher. The fact that the document has many occurrences of mad cow disease and/or its related terms will only contribute to its secondary word-level similarity sim(q, d) word . As another example, due to ambiguity of the query terms that have different meanings in different contexts, little benefit has been shown in [35] when query expansion was conducted using WordNet. Whereas, in the biomedical domain, this kind of ambiguity of query terms is relatively less frequent, because, although the abbreviations are highly ambiguous, general biomedical concepts usually have only one meaning in the UMLS Metathesaurus, whereas a term in WordNet usually has multiple meanings (represented as synsets in WordNet). The above two examples show that even though some techniques used in our system (such as query expansion explained above) have already been studied, they have been applied differently and proved to be effective in our system.
In summary, we propose a system for finding biological entities (such as genes and proteins) that satisfy certain conditions in texts. We incorporate domain knowledge and study five different levels of related concepts for query expansion (i.e., synonyms, hypernyms, hyponyms, lexical variants, and related abbreviations) and examine their effects on retrieval effectiveness. We evaluate a technique for gene symbol disambiguation. Experimental results have shown that our methods and techniques implemented under a concept model yield significant improvements (22% for automatic and 16.7% for non-automatic) over the best known results of passage retrieval in the Genomics track of TREC 2007. We also compare two concept models and show that one of them is more appropriate to process the queries in TREC 2007. We describe our future work as follows.
1. We will improve the quality of target instances retrieved from different resources. (Some instances are very common terms and they are not "real" instances of their corresponding types. For example, brain is an instance of disease or syndrome retrieved from the UMLS).
2. In addition, our current method for gene symbol disambiguation is simplistic. It can not be applied when no long-forms or indicative words of the gene symbol are available in the document since the first and second rules use the long-form identified in texts to disambiguate the gene symbol (i.e., the abbreviation) and the third rule uses indicative words to determine whether the gene symbol has a gene meaning or not. More advanced techniques for gene symbol disambiguation will be explored. For example, our current RULE 3 does not consider the cases like: "genes X and Y " in which X is adjacent to the indicative word gene, but Y is 3 words away. Our RULE 3 will miss such cases.
3. Our system recognizes query concepts within each sentence of a paragraph. But we observed some cases like: "Genetic Creutzfeldt-Jakob disease is associated with pathogenic variations in the PRNP gene .
This gene consists of two exons and located on chromosome 20pter-p12.", in which the This gene in the second sentence actually refers to PRNP gene. Our concept recognition method will not be able to associate This gene with PRNP gene. Since our passage extraction algorithm identifies shortest passages from a paragraph according to the distribution of query concepts in all the sentences of the paragraph, it is essential to recognize query concepts in each sentence.
4. As indicated by our experimental results, BS1 vs. BS1+K(M1), incorporation of domain knowledge affects most of the queries and yields statistically significant improvement on performance across all three measures. With more and more biomedical knowledge being encoded into ontologies, the major challenge in our future work is how to utilize these biomedical domain ontologies more appropriately. We also plan to perform more experiments on additional gold standard corpuses other than the TREC collection to further test and improve our system.
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