We study the symmetries of the spectrum of the Feinberg-Zee Random Hopping Matrix introduced in [7] and studied in various papers therafter (e.g. Matrix is invariant under taking square roots, which implied that the unit disk is contained in the spectrum (a result already obtained slightly earlier in [2] ). In a similar approach we show that there is an infinite sequence of symmetries at least in the periodic part of the spectrum (which is conjectured to be dense). Using these symmetries and the result of [2], we can exploit a considerably larger part of the spectrum than the unit disk. As a further consequence we find an infinite sequence of Julia sets contained in the spectrum. These facts may serve as a part of an explanation of the seemingly fractal-like behaviour of the boundary.
Introduction
In recent years some progress has been made in the study of non-self-adjoint random operators (see [2] , [3] , [4] , [8] , [10] and references therein). However, still a lot of questions remain open even in the tridiagonal case. In particular, the spectrum of most tridiagonal random operators is yet unknown. Although the techniques used here are possibly also suited for more general types of operators, we focus on the Feinberg-Zee Random Hopping Matrix [7] here. It is defined as follows: 
almost surely.
In [2] Chandler-Wilde, Chonchaiya and Lindner discovered a beautiful connection to the Sierpinski triangle. This connection was then used to show that the unit disk is contained in Σ, which disproved earlier conjectures that Σ may be of fractal dimension. In [3] the same authors also gave an upper bound using the numerical range. This upper bound was further improved in [8] . An image of Σ (or more precisely: what it is conjectured to be) and the upper bounds computed in [3] and [8] are provided in Figure 1 . The conjectured shape of Σ (black), the upper bound computed in [3] (red) and the upper bound computed in [8] (blue).
Another way of deriving lower bounds is using equation (1) directly. The spectra of many operators on the right hand side can be computed explicitly. This is in particular the case for periodic operators. We call an operator A ∈ L( 2 (Z)) (not necessarily tridiagonal) m-periodic if A i,j = A i+m,j+m for all i, j ∈ Z. In the tridiagonal case, we will also use the notation A k per for k ∈ {±1} m , i.e.
Note that k is not unique because
define the same operator. We will make use of this fact later on.
The good thing about periodic operators is that they can be diagonalized in some sense.
be an m-periodic operator and define
sp(a(ϕ)).
In the following, we will always have a finite number of non-vanishing coefficients a r . Thus we will not have to worry about the convergence of r∈Z a r . Theorem 2 enables us to compute the spectra of periodic operators explicitly (numerically). We call the set
the periodic part of Σ. Another related set is the set of eigenvalues of finite matrices of this kind. For n ∈ N and k ∈ {±1} n we define
Then we call the set
the finite part of Σ. It is clear by equation (1) that π ∞ is a subset of Σ. Furthermore, it was shown in [3] that σ ∞ ⊂ π ∞ holds. It was then conjectured in [2] that clos(σ ∞ ) = clos(π ∞ ) = Σ and that Σ is a simply connected set which is the closure of its interior and which has a fractal boundary. That the first equality holds was recently shown in [9] whereas the second equality and the other assertions remain open. Some light was shed on this question in [4] , where it was proved that D ⊂ clos(π ∞ ). Combined with the result of [9] and equation (1), this implies
The result of Chandler-Wilde and Davies in [4] is based on the observation that π ∞ (and also Σ) is invariant under taking square roots, i.e.
In this paper we extend this result to an infinite number of symmetries. We prove that for p ∈ S, where S is an infinite set of polynomials made precise below, the following holds:
In other words, π ∞ (and hence also clos(π ∞ )) is invariant under taking roots of polynomials p ∈ S. This implies that (2) can be extended to
This improvement in comparison with (2) is significant as Figure 2 shows. Clearly, this construction can also be iterated, i.e.
This implies that Σ contains an infinite sequence of (presumably filled) Julia sets (see Remark 12 below), e.g. the set indicated in Figure 3 . These two approaches can also be combined as follows. Let T be the closure of S with respect to composition, i.e. The left-hand side of (3) (polynomials in S up to order 15 to be precise), the upper bound to Σ computed in [8] and the unit circle as a reference.
In this way one can construct even more Julia sets that are contained in Σ. This richness of symmetries might be a part of an explanation of the seemingly fractal boundary of Σ. Surely, this observation needs further investigation.
Note that in [4] it was also shown that
Here we only have the (possibly weaker) statement
In addition to the polynomial symmetries mentioned above, there are also the following symmetries (see [3, Lemma 3.4] ):
We start with some well-known preparatory results and end up with the two main theorems of this paper. A short list of polynomials in S and selected pictures of new subsets of Σ are provided at the end. 
Symmetries
Let m ∈ N and k ∈ {±1} m . Then we denote the corresponding m-periodic operator
by A k per . By Theorem 2, we can use the symbol a k to compute the spectrum of A k per . In our case, due to tridiagonality, the formula can be simplified as follows. 
for all ϕ ∈ [0, 2π). The polynomial p k is monic and given by
Proof. The symbol a k is given by
Using Laplace's formula, we get
That p k is an even (odd) function if m is even (odd) follows easily by induction over m.
The most important part of Lemma 3 is that there are no mixed terms of λ and ϕ in equation (4) . This leads to the fact (see Corollary 5 below) that the spectrum of every periodic operator A k per can be written as the preimage of the interval [−2, 2] under some polynomial p k . In this way the various parts of π ∞ are connected. We will make great use of this fact in Theorem 10. But first observe the following. The term in (4) involving ϕ can be simplified to −2 cos(ϕ) or 2i sin(ϕ) depending on the product m j=1 k j . To avoid unnecessary paperwork, we give the following definition. Note that we can always assume that a periodic operator A k per has an even period k. This is because we can always double the period, i.e. take (k 1 , . . . , k m , k 1 
m as mentioned in the introduction. Lemma 3 has the following important corollary.
Proof. Let k be even first. By Theorem 2 and Lemma 3 we have
If k is odd, just replace −2 cos(ϕ) by 2i sin(ϕ).
The next proposition not only shows that sp(p k (A 
is the Laurent operator with −1 on its m-th subdiagonal and 1 on its m-th superdiagonal (and 0 everywhere else):
Proof. In both cases the first part follows immediately from Lemma 3 and the theorem of CayleyHamilton. For the second part observe that 2 cos(ϕ)I m = (e iϕ + e −iϕ )I m is the symbol of (5) and −2i sin(ϕ)I m = (−e iϕ + e −iϕ )I m is the symbol of (6). The assertion thus follows by Theorem 2.
This simple observation now enables us to prove the first of our main results.
If the corresponding polynomials p k and pk are equal, then there exist c ∈ {±1} Z and B ∈ L(
where we consider the following decomposition of the Hilbert space 2 (Z):
Proof. Let us focus on the case where k is even. For the odd case just replace b r by −b r in the definition of c. The rest of the proof is then very similar. Now c ∈ {±1} Z is constructed as follows: 
Observe that for b = (. . . , 1, 1, 1, . . .) we just get A c = A k per . Thus the assertion follows by Proposition 6. Now the general case is similar in some sense. First we will prove the following claim by induction:
only depends on the coefficients c i−s+j , . . . , c i+j−1 for s ∈ N, i ∈ Z and j ∈ {0, . . . , s − 1}. Furthermore, ((A c ) s ) i,i+s = 1 for all s ∈ N, i ∈ Z and all other entries are 0.
For s = 1 we have (A c ) i,i−1+2j = c i−1+j for i ∈ Z, j = 0 and (A c ) i,i+1 = 1 for i ∈ Z. All other entries are 0. So assume that the claim holds for s − 1. Then This again follows easily by induction:
c i−m+j for all i ∈ Z. By equation (7), it follows 
for j ∈ {1, . . . , m − 1} by Proposition 6. In other words, the entries (p k (A c )) rm,(r−1)m+2j (j ∈ {1, . . . , m − 1}) can not "know" whether we swapped the entries c lm+(m−1) and c lm+m (l ∈ Z) or not. Thus they have to remain zero. Similarly the entries (p k (A c )) (r−1)m+2j,rm (j ∈ {1, . . . , m − 1}) remain 0. So p k (A c ) looks like this (where * means "some unimportant entries"):
Decomposing our Hilbert space
By construction of the sequence c, we also have the following important corollary for periodic operators.
Corollary 8. Under the same assumptions as in Theorem 7, we have that if b ∈ {±1}
Z is an nperiodic sequence with even period (b 1 , . . . , b n ), then c is an nm-periodic sequence with even period (c 1 , . . . , c nm ) . B ∈ L( 2 (Z)) then is a periodic operator, too. Furthermore, if we denote the symbols of A b , A c and B by a b , a c and a B , then also p k (a c ) can be decomposed as
Proof. The first part ist clear by construction of the sequence c. It remains to prove that the symbol p k (a c ) can be decomposed in a similar way. By Theorem 2, A c is unitarily equivalent to the multiplication operator M a c ∈ L(L 2 ([0, 2π), C nm )). Let us denote this equivalence by F nm , i.e.
. Let us denote these equivalences by F m and F (n−1)m . Furthermore, let us denote the decomposition
(in the obvious way) by V . It is not hard to see that
Definition 9. We define S := {p k : p k is a polynomial such that the assumptions of Theorem 7 are satisfied} as our set of symmetries of π ∞ .
In the case of periodic operators we can prove the following stronger version of Theorem 7 that justifies the definition of S.
Z be an n-periodic sequence and let k ∈ {±1} m be such that
Moreover, let c ∈ {±1} Z be the nm-periodic sequence constructed from b and k as above. Then the following assertion holds: (cf. Figure 4) . Since both q • p and r are polynomials and the above argument is valid for every ϕ ∈ [0, 2π), we conclude that q • p and r are equal. It follows
by Corollary 5.
Theorem 10 combined with the result D ⊂ clos(π ∞ ) from [4] implies the following corollary.
Thus it is immediate that all k of the form (1, . . . , 1, −1, 1) and (−1, . . . , for every p ∈ S. In other words, z ∈ U if and only if |p n (z)| ≤ 1 for some n ∈ N. Thus there is clearly a connection to the filled Julia set corresponding to p which is given by J f (p) := {z ∈ C : (p n (z)) n∈N is bounded} .
(see [11, Lemma 17.1] ). Indeed, the boundary J(p) := ∂J f (p) (which is usually just called the Julia set corresponding to p) is contained in the closure of We conclude with some pictures of subsets of Σ. The red unit circle serves as a reference. 
