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We construct the spectral expansion for the one-dimensional Schro¨dinger
operator
L = − d
2
dx2
+ qx −∞ < x <∞
in L2−∞∞, where qx is a 1-periodic, Lebesgue integrable on [0,1], and
complex-valued potential. We obtain the asymptotic formulas for the eigenfunc-
tions and eigenvalues of the operator Lt , for t = 0, π, generated by this operation
in L20 1	 and the t-periodic boundary conditions. Using it, we prove that the
eigenfunctions and associated functions of Lt form a Riesz basis in L20 1	 for
t = 0, π. Then we ﬁnd the spectral expansion for the operator L.  2002 Elsevier
Science
1. INTRODUCTION
Let L be the differential operator generated in L2−∞∞ by the
expression
− y ′′ + qxy (1)
where qx is a complex-valued function satisfying qx = qx+ 1.
The spectral expansion for the self-adjoint operator Lq, i.e., the case
for a real-valued qx, was constructed by Gelfand in [3] and Titchmarsh
in [9]. It follows (see [3, 9] for real- and [1, 6–8] for complex-valued qx
that the spectrum SL of the operator L is the union of the spectra SLt
76
0022-247X/02 $35.00
 2002 Elsevier Science
All rights reserved.
spectral expansion for hill operator 77
of the operators Ltq for t ∈ 0 2π, which is generated in L20 1	 by (1)
and the t-periodic boundary conditions
y1 = eity0 y ′1 = eity ′0 (2)
Tkachenko proved in [10] that the nonself-adjoint operator L can be re-
duced to triangular form if all eigenvalues of the operators Lt for t ∈ 0 2π	
are simple. McGarvey in [6, 7] proved that L is a spectral operator if and
only if the projections of the operator L are uniformly bounded. However,
in general, the eigenvalues λnt of the operators Lt are not simple and the
projections of the operator L are not uniformly bounded, since the oper-
ator L with the simple potential qx = ei2πx has inﬁnitely many spectral
singularities. (See [2], where the operator L with special potential, ana-
lytically continuable onto the upper half plane, is investigated.) Note that
the spectral singularities of the operator L are the points of its spectrum
in neighborhoods of which the projections of the operator L are not uni-
formly bounded. Veliev proved in [12] that the number λ = λnt ∈ SL
is a spectral singularity of L if and only if the operator Lt has an associ-
ated function at the point λnt. In [12] (see also [13]), Veliev constructed
the spectral expansion for the operator L with a continuous and complex-
valued potential.
In this paper, we consider the operators Ltq and Lq with a peri-
odic, Lebesgue integrable on [0, 1], and complex-valued potential qx.
In Section 2, we obtain the asymptotic formulas for eigenfunctions and
eigenvalues of the operator Ltq for t = 0, π. Note that the suggested
method in the section gives the possibility of obtaining the asymptotic for-
mulas of order On−l (for all l > 0) for the eigenvalue λnt of Ltq with
qx ∈ L10 1	. In Section 3, using these asymptotic formulas, we prove
that the eigenfunctions and associated functions of Lt form a Riesz basis
in L20 1	 for t = 0, π. Then we construct the spectral expansion for the
operator L with any periodic potential qx ∈ L10 1	.
2. ASYMPTOTIC FORMULAS FOR EIGENFUNCTIONS
AND EIGENVALUES
In this section, we obtain the asymptotic formulas for eigenfunctions and
eigenvalues of the operator Lt for t = 0, π. These formulas are uniform
with respect to t in
Qρa = z ∈ C Im z < a z − kπ > ρ ∀k ∈ Z
where a is a constant and ρ is a sufﬁciently small ﬁxed number. We only as-
sume that the potential qx belongs to L10 1	. It is well known that every
78 veliev and duman
Lebesgue integrable function qx is uniquely determined by its Fourier co-
efﬁcient qn = qx ei2πnx, where (., .) denotes inner product in L20 1	.
So we have Fourier series
∞∑
n=−∞
qne
i2πnx (3)
of qx, where qn → 0 as n → ∞ and, without loss of generality, we can
assume that q0 = 0.
The eigenvalues of Lt for all complex numbers t are the squares of the
roots of the equation
Fλ = 2 cos t (4)
where Fλ = ϕ′1 λ + θ1 λ, and ϕx λ and θx λ are the solutions
of the equation
−y ′′ + qxy = λ2y
satisfying the initial conditions
θ0 λ = ϕ′0 λ = 1 θ′0 λ = ϕ0 λ = 0
In [5, Chap. 1, Sec. 3], it is proved that
Fλ − 2 cosλ = eImλελ
where limλ→∞ ελ = 0. There exists a large number Mρa such that
ελ < 1/2e3aρ3 for λ > Mρa. Then for Imλ < 2a, hence for λ ∈
Q1/2ρ 2a, we have
Fλ − 2 cosλ < 1
2ea
ρ3 (5)
On the other hand, using Taylor expansion
cosλ = cos t − ρ2eiα sin t + · · ·
= cos t − ρ2eiα sin t +Oρ4 (6)
(for λ = 2πn + t + ρ2eiα, α ∈ R) of cosλ at the points 2πn + t and the
smallness of ρ, we obtain that the inequality
2 cosλ− 2 cos t > ρ2 sin t > 1
2ea
ρ3 (7)
holds on contour γn = λ λ − 2πn + t = ρ2 ⊂ Q1/2ρ 2a for
n > Mρa, because  sin t ≥ 12eImt sin 2Re t > 1/2eaρ for t ∈ Qρa.
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By Rouche’s theorem, it follows from (5) and (7) that (4) has the same
number of zeros as
cosλ− cos t = 0 (8)
which has a unique simple root inside γn. Therefore, for n > Mρa in the
contour γn, (4) has a unique simple root. On the other hand, it is proved
in [5, Chap. 1, Sec. 3] that the estimation
Fλ − 2 cosλ = ocosλ− cos t
holds on the boundaries of the admissible strip Knt, where Knt can be
deﬁned as follows: Knt = λ Reλ < 2πn for Re t > ρ, and Knt =
λ Reλ < 2n+ 1π for Re t < ρ. Hence the number of roots of (4)
and (8) are the same in the strip Kn and in the sets Kn+1\Kn for large n.
The following remark, which will be used in the next section, follows from
this argument.
Remark 1. The roots of (4) lying outside of Km for large m consist only
of the roots lying inside of contours γn. We denote these roots by ζnt.
Thus ζnt is near to the root 2πn+ t of (8), namely,
ζnt − 2πn+ t < ρ
The number of other roots (roots lying inside of Km) of (4) is equal to the
number of roots 2πn+ t of (8) lying in Km. This ﬁnite number of roots can
be enumerated in an arbitrary way.
Let ν1 ν2    (νk tends to ∞ as k → ∞) be the roots of the entire
function dF
dλ
and let t = tk k = 1 2    be the points for which νk =
ζntk for some n. Since there is a number Mρa such that (4) has a unique
simple root in λ λ− 2πn− t < ρ2 for n > Mρa, and for all t ∈ Qρa,
the sequence tk∞k=1 has no limit point in Qρa. Therefore, tk∞k=1 can
accumulate only to πk for k ∈ Z.
Thus, for large eigenvalues λnt = ζ2nt of Lt , we have the inequality
λnt − 2πn+ t2 < 5πnρ ∀ t ∈ Qρa (9)
(see the ﬁrst inequality in Remark 1). This, together with the inequality
2πn+ k + t2 − 2πn+ t2 > 2πk22πn+ t + 2πk > 8πnρ
for k = 0, t ∈ Qρa, gives us
λnt − 2πn+ k + t2
> k22πn+ t + 2πk > 3nρ ∀ t ∈ Qρa (10)
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The inequalities (9) and (10) mean that the eigenvalue λnt of Ltq
is near to the eigenvalue 2πn + t2 and far from the other eigenvalues
2πn+ k + t2 of Lt0. To obtain the asymptotic formula for eigenval-
ues λnt and corresponding eigenfunctions (n tx for n  1, we shall
use these facts and the relation
λNt − 2πn+ t2(N tx ei2πn+t¯x
= qx(N tx ei2πn+t¯x (11)
This relation can be obtained from the equation
−(′′N tx + qx(N tx = λNt(N tx
by multiplying e−i2πn+tx and integrating the resulting expression over [0, 1]
by parts. Here the integral qx(N tx ei2πn+t¯x exists (see [5, Chap. 1,
Sec. 3]), i.e., qx(N tx ∈ L10 1	. Note that the systems
ei2πn+tx n ∈ Z ei2πn+t¯x n ∈ Z (12)
of eigenfunctions of the operators Lt0 and Lt¯0 are biorthogonal in
L20 1	. For real t, they are the same and form an orthogonal basis. More-
over, they are normalized eigenfunctions. However, for nonreal t, they
are not normalized functions of L20 1	. They have norm 1 in the space
L20 1	 after multiplication by e−itx and e−it¯x, respectively. Therefore, we
denote by (n tx the eigenfunction of Lt satisfying the normalization con-
dition
e−itx(n tx = 1 (13)
Lemma 1. For the right-hand side of (11), the equality
qx(N tx ei2πn+t¯x
=
∞∑
m=−∞
q−m(N tx ei2πn+m+t¯x (14)
holds. Moreover, for N  1,
qx(N tx ei2πn+t¯x < 2M ∀n (15)
where M = supn∈Z qn.
Proof. First, for ﬁxed Nn, we prove (14). Since for every f x ∈
L10 1	, in particular for f x = qx(N txei2πn+t¯x ∈ L10 1	, the inte-
gral qx(N tx, ei2πn+m+t¯x tends to zero as m → ∞, there exist a
constant C and an integer k0 such that
max
n∈Z
qx(N tx ei2πn+t¯x
= qx(N tx ei2πk0+t¯x = C (16)
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Therefore, by using (11), we get
(N tx ei2πn+m+t¯x <
C
λNt − 2πn+m + t2
 (17)
It follows from (10) that
λNt − 2πn+m + t2
> N − n−m2πn+N +m + 2t > 1
8
m2 (18)
for m > m1 > 2n + N + 2t. Now the inequalities (17), (18) give us∑
m>m1
(N tx ei2πn+m+t¯x <
c
m1
for some constant c. Hence the decomposition of (N tx by basis
ei2πn+m+tx m ∈ Z has the form
(N tx =
∑
m≤m1
(N tx ei2πn+m+t¯xei2πn+m+tx + gx
where supx∈02π	 gx < c/m1. Putting it in qx(N tx ei2πn+t¯x and
letting m1 tend to inﬁnity, we get (14).
Now we prove (15). Using (16), (14), and then (11), we obtain
C = qx(N tx ei2πk0+t¯x
=
∣∣∣ ∞∑
m=−∞
q−m(N tx ei2πk0+m+t¯x
∣∣∣
=
∣∣∣∣ ∑
m k0+m=N
q−mqx(N tx ei2πk0+m+t¯x
λNt − 2πk0 +m + t2
+ q−N+k0(N tx ei2πN+t¯x
∣∣∣∣
≤ ∑
m k0+m =N
MC
λNt − 2πk0 +m + t2
+M (19)
since (N tx ei2πN+t¯x = e−itx(N tx ei2πNx ≤ e−itx(N tx×
ei2πNx = 1 (see (13)). It follows from (10) that∑
k=0
1
λNt − 2πk+N + t2
<
∑
k=0
1
k22πN + t + 2πk <
1
2M
for N  1. This, together with (19), gives the relation C < M + C2 . Thus
C < 2M . The lemma is proved.
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Now we use formulas (11) and (14) as follows. Taking n instead of N in
these formulas and replacing the right-hand side of (11) by the right-hand
side of (14), we get
λnt − 2πn+ t2(n tx ei2πn+t¯x
=
∞∑
n1=−∞
qn1(n tx ei2πn−n1+t¯x
Now replacing (n tx ei2πn−n1+t¯x by qx(n tx ei2πn−n1+t¯x/
λnt − 2πn− n1 + t2	 (this replacement can be obtained from (11) by
taking n and n+ n1 instead of N and n) and using (14) for the numerator
of the last fraction, we obtain
λnt − 2πn+ t2(n tx ei2πn+t¯x
= ∑
n1n2
qn1qn2(n tx ei2πn−n1−n2+t¯x
λnt − 2πn− n1 + t2
 (20)
Now we isolate the terms on the right-hand side of (20) containing
(n tx ei2πn+t¯x (i.e., case n1 + n2 = 0) and apply the above replace-
ment to the other terms (i.e., case n1 + n2 = 0) to get
λnt − 2πn+ t2(n tx ei2πn+t¯x
=
∞∑
n1=−∞
qn1q−n1 (n tx ei2πn+t¯x
λnt − 2πn− n1 + t2
+ ∑
n1 n2  n1+n2 =0
qn1qn2 (n tx ei2πn−n1−n2+t¯x
λnt − 2πn− n1 + t2
=
∞∑
n1=−∞
qn1q−n1 (n tx ei2πn+t¯x
λnt − 2πn− n1 + t2
+ ∑
n1 n2  n1+n2 =0
qn1qn2 qx(n tx ei2πn−n1−n2+t¯x
λnt − 2πn− n1 + t2λnt − 2πn− n1 − n2 + t2
 (21)
Repeating this process m times (i.e., applying (14) to the second sum
on the right-hand side of (21) and isolating the terms containing
(n tx ei2πn+t¯x, etc.), we get
λnt − 2πn+ t2(n tx ei2πn+t¯x
= Amλnt(n tx ei2πn+t¯x + Rm+1 (22)
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where Amλnt =
∑m
k=1 akλnt,
akλnt
= ∑
n1 n2 nk
qn1qn2 · · · qnkq−n1−n2−···−nk
λnt − 2πn− n1 + t2	 · · · λnt − 2πn− n1 · · · − nk + t2	

Rm+1
= ∑
n1 n2 nm+1
qn1qn2 · · · qnmqnm+1 qx(n tx ei2πn−n1 ···−nm+1+t¯x
λnt − 2πn− n1 + t2	 · · · λnt − 2πn− n1 · · · − nm+1 + t2	

and
nj = 0 ∀ j
k∑
j=1
nj = 0 ∀k = 1 2    m+ 1
Theorem 2. The eigenfunction (n tx of the operator Lt , for t = 0, π,
satisﬁes the asymptotic formula
(n tx = ei2πn+tx +O
(
1
n
)
 (23)
The corresponding eigenvalue λnt satisﬁes the formula
λnt = 2πn+ t2 + Fm +O
((
ln n
n
)m+1)
 (24)
for all m = 0 1 2     where
F0 = 0
F1 =
∑
n1
qn1q−n1
2πn+ t2 − 2πn− n1 + t2
= O
(
ln n
n
)

Fk = Ak2πn+ t2 + Fk−1 ∀k = 2 3    
These asymptotic formulas are uniform with respect to t in Qρa.
Proof. Since for every t = 0, π, there exist constants ρ and a such that
t ∈ Qρa, we need to prove the formulas (23), (24) for t ∈ Qρa. It follows
from (11), (15), and (10) that
∑
k∈Zk =0
(n tx ei2πn+k+t¯x2 <
∑
k∈Zk =0
2M2
k222πn+ t − 2πk2
= O
(
1
n2
)

Hence ∥∥∥∥ ∑
k∈Zk =0
(n tx ei2πn+k+t¯xei2πn+k+tx
∥∥∥∥ = O
(
1
n
)
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Therefore, (n tx has an expansion of the form
(n tx = (n tx ei2πn+t¯xei2πn+tx + hx (25)
where
hx = O
(
1
n
)

Moreover, (25) together with (13) gives us
(n tx ei2πn+t¯x = 1+O
(
1
n
)
 (26)
Thus (25) and (26) imply that (23) holds. Since O 1
n
 does not depend on t
(more precisely, there exists constant M1 depending only on ρ and a such
that O 1
n
 < M1, this asymptotic formula is uniform with respect to t in
Qρa.
Now we prove (24). Using (10) and the inequality qn ≤M for all n ∈ Z,
we obtain
a1 ≤
∑
n1∈Z n1 =0
∣∣∣∣ qn1q−n1λnt − 2πn− n1 + t2
∣∣∣∣
<
∑
k∈Zk =0
M2
k22πn+ t + 2πk 
Direct calculation of the last series implies that
a1 = O
(
ln n
n
)

Arguing as above and using the relations
ak<
∑
n1n2nk
Mk+1∣∣λnt−2πn−n1+t2∣∣···∣∣λnt−2πn−n1 ···−nk+t2∣∣ 
sup
n1n2nk−1
{∑
nk
1∣∣λnt−2πn−n1 ···−nk−1−nk+t2∣∣
}
=O
(
lnn
n
)

we can prove by induction with respect to k that
ak = O
((
ln n
n
)k)
 (27)
Here we took into account that, for ﬁxed n1 n2     nk−1, the sum under
the sup can be estimated as well as a1. Similarly, using (15), one can prove
that
Rm = O
((
ln n
n
)m+1)
 (28)
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Now dividing both sides of (22) by (ntx ei2πn+t¯x and using (26)–(28),
we obtain
λnt = 2πn+ t2 +O
(
ln n
n
)

In order to prove (24) by induction, assume that it is true for m = j − 1;
that is,
λnt = 2πn+ t2 + Fj−1 +O
((
ln n
n
)j)
 (29)
Replacing m by j in (22), dividing both sides by (ntx ei2πn+t¯x, and
using (26), we get
λnt = 2πn+ t2 +Ajλnt + O
((
ln n
n
)j+1)
 (30)
Substituting the value of λnt given by (29) in Ajλnt, we write (30) in
the form
λnt
=2πn+t2+Aj
(
2πn+t2+Fj−1+O
((
lnn
n
)j))
+O
((
lnn
n
)j+1)
=2πn+t2+Aj
(2πn+t2+Fj−1)+O
((
lnn
n
)j+1))
+
[
Aj
(
2πn+t2+Fj−1+O
((
lnn
n
)j))
−Aj
(2πn+t2+Fj−1)
]

Taking into account that Aj2πn+ t2 +Fj−1 = Fj and that the difference
inside the bracket is of order O
(ln n/nj+1), we get the proof of (24) for
m = j. Thus the theorem is proved.
3. SPECTRAL EXPANSION FOR THE NON-SELF-ADJOINT
OPERATOR L
First we shall prove that, for t = 0 π, the system of eigenfunctions
(ntx and associated functions (kntx of Ltq with qx ∈ L10 1	
form a Riesz basis in L20 1	. Note that it is well known and easily check-
able that, for t = 0 π, operator Lt cannot have two eigenfunctions corre-
sponding to an eigenvalue λ. Otherwise, both solutions ϕx λ and θx λ
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satisfy the boundary condition (2). But, this implies that ϕ′1 λ = eit ,
θ1 λ = eit , which contradicts (4) for t = 0 π. Thus, for every eigenvalue
λnt (t = 0 π), there is one eigenfunction (ntx ≡ (0ntx and corre-
sponding associated functions (kntx where
Lt − λnt(kntx = (k−1nt x k = 1 2     pn (31)
Since the boundary conditions (2) are nondegenerate for all complex t, the
system of eigenfunctions and associated functions of Ltq and similarly
of Lt¯q¯, is complete in L20 1	. (See [5, Chap. 1, Sec. 3.])
Theorem 3. If t = 0 π, then the system of the eigenfunctions and asso-
ciated functions of Ltq with potential qx ∈ L10 1	 form a Riesz basis of
L20 1	.
Proof. Let 1mt¯x ≡ 10mt¯x and 1kmt¯x (k = 1 2     p′m) be eigen-
functions and associated functions of Lt¯q¯ corresponding to eigenvalue
µmt¯. Using the obvious relation
λnt − µmt¯(ntx1mt¯x = 0
and then (see (31))
(ntx1mt¯x = Lt − λnt(1ntx1mt¯x
= µmt¯ − λnt(1ntx1mtx
(kntx1mt¯x = Lt − λnt(k+1nt x1mt¯x
= µmt¯ − λnt(k+1nt x1mt¯x
we see that, if λnt = µmt¯, then
(kntx1mt¯x = 0 ∀k = 0 1     pn
Similarly,
(ntx1kmt¯x = 0 ∀k = 0 1     p′m
Now using the above and the relations
0=(ntx1kmt¯x=Ltq−λnt(1ntx1kmt¯x
=−λnt−µmt¯(1ntx1kmt¯x+(1ntxLt¯q¯−µmt¯1kmt¯x
=−λnt−µmt¯(1ntx1kmt¯x+(1ntx1k−1mt¯ x
for k = 1 2     p′m, we get
(1ntx1kmt¯x = 0 ∀k = 0 1     p′m
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Similarly,
(sntx1kmt¯x = 0 ∀k = 0 1     p′m ∀ s = 0 1     pn (32)
if λnt = µmt¯. Since (sntx cannot be orthogonal to all the elements
of a complete system of eigenfunctions and associated functions of Lt¯q¯
there exists an eigenvalue Lt¯q¯ which is equal to λnt. We denote it by
µnt¯. Let us prove that pn = p′n and the associated functions (sntx can
be chosen such that
(sntx1knt¯x = 0 ∀k = pn − s
(pn−knt x1knt¯x = 0 ∀k
(33)
If pn = p′n, say pn > p′n, then
(ntx1knt¯x = Ltq − λntpn(pnntx1knt¯x
= (pnntx Lt¯q¯ − µnt¯pn1knt¯x = 0
∀k = 0 1     p′n
which contradicts the completeness of the eigenfunctions and associated
functions of Lt¯q¯. If k+ s < pn, then
(sntx1knt¯x = Ltq − λntpn−s(pnntx1knt¯x
= (pnntx Lt¯q¯ − µnt¯pn−s1knt¯x = 0 (34)
Hence (ntx is orthogonal to 1knt¯x for k = 0 1     pn − 1. However,
(ntx1pnnt¯x = 0 (35)
since (ntx cannot be orthogonal to all elements of the complete sys-
tem of eigenfunctions and associated functions of Lt¯q¯. Again, by (34),
(1ntx is orthogonal to 1knt¯x for k = 0 1     pn − 2. On the other
hand, (1ntx is deﬁned up to summand c(ntx for complex con-
stant c. Therefore, by using (35), we can choose (1ntx so that it will
be orthogonal to 1pnnt¯x. Applying the previous argument, we obtain
that (1ntx1pn−1nt¯ x = 0. In this way we can choose the associ-
ated functions (sntx so that the relations (33) hold. Thus by (32) and
(33), the systems (sntx and χknt¯x are biorthonormal systems,
where χknt¯x = 1knt¯x/αnkt and αnkt = (
pn−k
nt x1knt¯x. By
Theorem 2, there is a number N such that for n > N , the eigenvalues
λnt and µnt¯ of Ltq and Lt¯q¯ are simple and the corresponding
eigenfunctions satisfy (23) and
1nt¯x = ein+t¯x +O
(
1
n
)
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Then
χnt¯x = ein+t¯x +O
(
1
n
)
 (36)
where χnt¯x = χ0nt¯x and αn0t = αnt = (ntx1nt¯x. For every
f x ∈ L20 1	, the asymptotic formula (23) yields
N∑
n=−N
( pn∑
k=0
∣∣f(knt∣∣2
)
+ ∑
n>N
∣∣f(nt∣∣2 <∞
Similarly, from (36), we obtain
N∑
n=−N
( pn∑
k=0
∣∣f χknt¯∣∣2
)
+ ∑
n>N
∣∣f χnt¯∣∣2 <∞
Hence, by a well-known theorem of Bari (see [4, Chap. 6]) for the Riesz
basis, the system of the eigenfunctions and associated functions of Ltq
for t = 0 π forms a Riesz basis in L20 1	.
Let us deﬁne a curve lρ ∈ Qρ2ρ with the end points −π + t0 and π + t0
such that sπ tk /∈ lρ for s ∈ Z, and k = 1 2     where tk is deﬁned in
Remark 1 and t0 ∈ 0 π.
By Gelfand’s lemma (see [3]), every compactly supported function f x
in L2−∞∞ can be represented in the form
f x = 1
2π
∫ 2π
0
ftxdt
where
ftx =
∞∑
k=−∞
f x+ ke−ikt
and
ftx+ 1 = eitftx
By the deﬁnition of lρ, if t ∈ lρ, then the eigenvalues λnt, for all n ∈ Z
are simple, and by Theorem 3 the system (ntx∞n=1 of eigenfunctions of
Lt forms a Riesz basis in L20 1	. Therefore
ftx =
∞∑
n=−∞
ant(ntx
where
ant = ftx χnt¯x =
1
αnt
ftx1nt¯x
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Clearly, ftx χnt¯xL201	 = f x χnt¯xL2−∞∞.
Since ftx is an analytic function of t in any domain containing lρ, by
Cauchy’s theorem, we get
f x = 1
2π
∫ 2π
0
ftxdt =
1
2π
∫
lρ
ftxdt =
1
2π
∫
lρ
∞∑
n=−∞
ant(ntxdt
Using the obtained asymptotic formulas (23) and (36), and repeating the
proof of term by term integration of the last series which was given in the
papers [11, 13], we have
f x = 1
2π
∞∑
n=−∞
∫
lρ
ant(ntxdt (37)
The series in (37) converges in the norm of L2a b	 for arbitrary a b ∈ R.
Letting ρ → 0, (i.e., lρ → −π + t0 π + t0	), changing the variable to λ
in the integral in (37), and regularizing it as in [11, 13], we get the spectral
expansion
f x =
∞∑
n=−∞
[
1
π
∫
6n
Bφx λ 1
pλ dλ+
∑
k∈Kn
Mnkx
]
 (38)
Here 6n = λnt t ∈ 0 2π	,
φx λ = θ′1 λhλϕx λ + 1
2
θ1 λ − ϕ′1 λhλθx λ
+ gλϕx λ − ϕ1 λgλθx λ
hλ =
∫ ∞
−∞
ϕx λf xdx gλ =
∫ ∞
−∞
θx λf xdx
pλ =
√
4− F2λ
Bf λ = f λ −∑
k
ik−1∑
j=0
Bkjλf jλk Kn = k λk ∈ 6n
and
Mnkx =
1
2π
lim
ρ→0
∫
6nρ
ik−1∑
j=0
Bkjλ
∂j
∂λj
φx λk dλ
pλ 
where λk is the root of function pλ, lying in 6n,
Bkjλ =
{
λ−λkj
j! 
∣∣λ− λk∣∣ < δ,
0
∣∣λ− λk∣∣ ≥ δ,
6nρ = λnt t ∈ lρ and ik is the integer for which the function λ −
λkik 1
pλ is bounded in neighborhood λ − λk < δ of λk. Thus we have
proved the following theorem.
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Theorem 4. Every compactly supported function f x in L2−∞∞
has decomposition (38), where the series in (38) converges in the norm of
L2a b	 for every a b ∈ R.
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