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Résumé Cette thèse apporte diﬀérentes contributions à la résolution de problèmes de grande dimension dans le
domaine du calcul scientiﬁque, en particulier pour la quantiﬁcation d'incertitudes. On considère ici des problèmes
variationnels formulés dans des espaces produit tensoriel.
On propose tout d'abord une stratégie de préconditionnement eﬃcace pour la résolution de systèmes linéaires
par des méthodes itératives utilisant des approximations de tenseurs de faible rang. Le préconditionneur est recherché
comme une approximation de faible rang de l'inverse. Un algorithme glouton permet le calcul de cette approximation
en imposant éventuellement des propriétés de symétrie ou un caractère creux. Ce préconditionneur est validé sur des
problèmes linéaires symétriques ou non symétriques.
Des contributions sont également apportées dans le cadre des méthodes d'approximation directes de tenseurs qui
consistent à rechercher la meilleure approximation de la solution d'une équation dans un ensemble de tenseurs de
faibles rangs. Ces méthodes, parfois appelées  Proper Generalized Decomposition  (PGD), déﬁnissent l'optimalité
au sens de normes adaptées permettant le calcul a priori de cette approximation. On propose en particulier une
extension des algorithmes gloutons classiquement utilisés pour la construction d'approximations dans les ensembles de
tenseurs de Tucker ou hiérarchiques de Tucker. Ceci passe par la construction de corrections successives de rang un et de
stratégies de mise à jour dans ces ensembles de tenseurs. L'algorithme proposé peut être interprété comme une méthode
de construction d'une suite croissante d'espaces réduits dans lesquels on recherche une projection, éventuellement
approchée, de la solution. L'application à des problèmes symétriques et non symétriques montre l'eﬃcacité de cet
algorithme. Le préconditionneur proposé est appliqué également dans ce contexte et permet de déﬁnir une meilleure
norme pour l'approximation de la solution.
On propose ﬁnalement une application de ces méthodes dans le cadre de l'homogénéisation numérique de matériaux
hétérogènes dont la géométrie est extraite d'images. On présente tout d'abord des traitements particuliers de la
géométrie ainsi que des conditions aux limites pour mettre le problème sous une forme adaptée à l'utilisation des
méthodes d'approximation de tenseurs. Une démarche d'approximation adaptative basée sur un estimateur d'erreur a
posteriori est utilisée aﬁn de garantir une précision donnée sur les quantités d'intérêt que sont les propriétés eﬀectives.
La méthodologie est en premier lieu développée pour l'estimation de propriétés thermiques du matériau, puis est
étendue à l'élasticité linéaire.
Mots-Clefs : Approximation de tenseurs  Solveurs itératifs  Proper Generalized Decomposition (PGD) 
Réduction de modèle  Préconditionnement  Algorithmes gloutons  Homogénéisation
Abstract This thesis makes several contributions to the resolution of high dimensional problems in scientiﬁc
computing, particularly for uncertainty quantiﬁcation. We consider here variational problems formulated on tensor
product spaces.
We ﬁrst propose an eﬃcient preconditioning strategy for linear systems solved by iterative solvers using low-rank
tensor approximations. The preconditioner is found as a low rank approximation of the inverse of the operator. A
greedy algorithm allows to compute this approximation, possibly imposing symmetry or sparsity properties. This
preconditioner is validated on symmetric and non-symmetric linear problems.
We also make contributions to direct tensor approximation methods which consist in computing the best ap-
proximation of the solution of an equation in a set of low-rank tensors. These techniques, sometimes coined  Proper
Generalized Decomposition  (PGD), deﬁne optimality with respect to suitable norms allowing an a priori approxima-
tion of the solution. In particular, we extend the classically used greedy algorithms to the sets of Tucker tensors and
hierarchical Tucker tensors. To do so, we construct successive rank one corrections and update the approximation in
the previous sets. The proposed algorithm can be interpreted as a construction of an increasing sequence of reduced
spaces in which we compute a possibly approximate projection of the solution. The application of these methods to
symmetric and non-symmetric problems shows the eﬃciency of this algorithm. The proposed preconditioner is also
applied and allows to deﬁne a better norm for the approximation of the solution.
We ﬁnally apply these methods to the numerical homogenization of heterogeneous materials whose geometry is
extracted from images. We ﬁrst present particular treatment of the geometry and the boundary conditions to use
them in the tensor approximation framework. An adaptive approximation procedure based on an a posteriori error
estimator is proposed to ensure a given accuracy on the quantities of interest which are the eﬀective properties. The
method is ﬁrst developed to estimate eﬀective thermal properties, and is extended to linear elasticity.
Keywords : Tensor approximation  Iterative solvers  Proper Generalized Decomposition (PGD)  Model re-
duction  Preconditioning  Greedy algorithms  Homogenization
Discipline : Science de l'ingénieur
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Dans cette thèse, on s'intéresse aux problèmes variationnels formulés sur des espaces de grande
dimension. La résolution de ce type de problème est un enjeu industriel fort, notamment dans le
cadre de la quantiﬁcation d'incertitudes pour des modèles régis par des équations aux dérivées par-
tielles stochastiques. La solution de telles équations permet à l'ingénieur de prédire la réponse globale
d'un système aux paramètres d'entrée aléatoires pour mener des analyses de sensibilité, de ﬁabilité
ou même encore des optimisations robustes sous incertitudes.
Dans le cadre des méthodes de représentation fonctionnelle des incertitudes [33, 55, 62], l'aléa
est tout d'abord modélisé par un nombre ﬁni de d variables aléatoires indépendantes ξ = (ξ1, . . . , ξd)
à valeurs dans un espace paramétrique Ξ. Une approximation de la solution u d'une équation aux
dérivées partielles stochastique est alors recherchée sous la forme u(ξ) ≈∑Ni=1 uiψi(ξ) où (ψi)1≤i≤N
est un ensemble de fonctions judicieusement choisi, et où u(ξ) et ui sont des éléments d'un espace
fonctionnel W. On peut typiquement utiliser une méthode de Galerkin pour calculer cette approx-
imation [5, 31, 33, 58]. On peut aussi utiliser une méthode d'interpolation (ou collocation) [4, 83].
L'approximation est alors cherchée dans l'espace WN = span {u(ξi); 1 ≤ i ≤ N} où (ξi)1≤i≤N ∈ ΞN
sont des points de l'ensemble des paramètres. Ces approches nécessitent généralement des résolutions
pour un grand nombre de points. Cette approximation peut être également estimée par une méthode
de régression linéaire à partir de solutions (u(ξi))1≤i≤S calculées pour un ensemble de S réalisations
des paramètres aléatoires [10, 17, 73], S devant être bien supérieur à la dimension N de l'espace
d'approximation.
Pour des problèmes de grande dimension d, les choix a priori des fonctions (ψi)1≤i≤N conduisent
généralement à un nombre d'éléments N très important pour avoir une bonne approximation, et
le calcul des (ui)1≤i≤N devient alors prohibitif. De nombreuses approches ont été proposées pour
diminuer la complexité du calcul. Elles s'appuient toutes sur le choix ou la construction d'un en-
semble de fonctions de faible dimension n dans lequel on recherche une approximation de la solution.
Une première classe de méthodes de réduction de dimension s'appuie sur la résolution du prob-
lème en certains points (ξi)1≤i≤m ∈ Ξm pour construire un espace d'approximation réduit Wn dans
W. La décomposition orthogonale aux valeurs propres (Proper Orthogonal Decomposition, POD),
aussi appelée décomposition en valeurs singulières ou décomposition de Karhunen-Loève empirique
suivant le contexte [25, 41, 44, 56, 57, 66] est largement utilisée. Elle consiste à déﬁnir Wn comme
l'espace propre dominant de dimension n l'opérateur de corrélation des solutions (u(ξi))1≤i≤m.
On peut aussi citer la méthode dite des bases réduites (Reduced Basis) [1, 35, 59, 67, 79], où cette
fois les points sont sélectionnés automatiquement et de manière optimale. L'approche se décompose
en deux étapes. Dans la première, on choisit les points (ξi)1≤i≤n de manière incrémentale (gloutonne)
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en se basant sur un estimateur d'erreur. L'approximation sur le domaine Ξ est le résultat d'une pro-
jection de Galerkin sur l'espace Wn = span {u(ξi); 1 ≤ i ≤ n}. La méthode suppose que l'ensemble
(u(ξ))ξ∈Ξ peut être approché précisément par des éléments d'un espace vectoriel de faible dimension.
Une autre façon d'aborder le problème consiste à trouver une représentation parcimonieuse (ou
creuse) de la solution. On parle d'approximation creuse lorsque seuls quelques éléments d'une base,
ou d'un  dictionnaire  de fonctions, suﬃsent à la bonne approximation de la solution. Pour une
précision donnée, le problème de meilleure approximation creuse s'écrit comme une minimisation de
la pseudo-norme `0 correspondant au nombre de termes non nuls de la représentation de l'approxi-
mation. Ce problème d'optimisation est de complexité combinatoire et devient rapidement prohibitif
en termes de coût de calcul. En pratique, le problème est régularisé en utilisant des normes induisant
la parcimonie telle que la norme `1 [15, 75]. On aboutit alors à un problème d'optimisation convexe
pour lequel des algorithmes eﬃcaces peuvent être employés [6]. Si le calcul est trop coûteux, des
algorithmes gloutons peuvent être employés. Ils consistent à sélectionner un par un des éléments du
dictionnaire [24, 65]. Ces approches supposent que la solution admet une représentation suﬃsam-
ment creuse dans un dictionnaire préalablement choisi. Une analyse de convergence de ces méthodes
pour une classe d'équations paramétriques stochastiques et des dictionnaires de polynômes a été
eﬀectuée dans [18, 19].
On va s'intéresser dans ce mémoire à la résolution de problèmes déﬁnis sur un espace produit
tensoriel u ∈ V = V1 ⊗ . . . ⊗ Vd par des méthodes exploitant cette structure aﬁn de réduire la
complexité. De nombreux problèmes de grande dimension, tels que les problèmes stochastiques, ap-
partiennent à cette classe de problèmes.
Une approche de résolution pour les problèmes déﬁnis sur un espace de tenseurs consiste à
utiliser des grilles creuses (Sparse Grids) [13]. Il s'agit d'introduire une séquence d'espaces imbriqués
Vµ1 ⊂ . . . ⊂ Vµn ⊂ Vµ, 1 ≤ µ ≤ d et de déﬁnir un espace d'approximation tensorisé de la forme
Wn =
∑
i∈I⊂Nd V1i1 ⊗ . . . ⊗ Vdid où l'ensemble d'indices I est judicieusement choisi ou construit de
manière adaptative. Ces techniques de tensorisation sont également employées pour la construction
de quadratures creuses en grande dimension, qui peuvent être utilisées dans le cadre des méthodes
de projection pour les équations paramétriques stochastiques [20, 58]. Ces méthodes présentent
classiquement une complexité non linéaire en d, ce qui les limite à des dimensions raisonnables.
Pour atteindre une complexité linéaire en d et ainsi aborder des problèmes de très grande di-
mension, des méthodes d'approximation de tenseurs de faible rang ont été proposées. Il s'agit de




v1i ⊗ . . .⊗ vdi , (1)
avec r suﬃsamment petit pour que le calcul de ur reste abordable. L'ensemble d'approximation
n'étant pas un espace vectoriel, le problème à résoudre est maintenant un problème d'approximation
non linéaire. Plusieurs méthodes ont été proposées pour la construction a priori de telles approxima-
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tions. Certaines s'appuient sur les solveurs itératifs classiques de l'algèbre linéaire [7, 49, 50] couplés
à des méthodes d'approximation de tenseurs. D'autres construisent directement une approximation
de la solution par la formulation d'un problème d'optimisation sur un sous-ensemble de tenseurs [2,
3, 11, 16, 27, 52, 60, 61], ce problème d'optimisation étant déﬁni pour permettre le calcul a priori
de cette approximation. Ces approches sont parfois appelées  Proper Generalized Decomposition 
(PGD), cette dénomination étant prinpalement utilisée dans le cas d'approximations de la forme
(1) appelée approximations canoniques de rang r. Ce format canonique est bien connu pour avoir
de mauvaises propriétés mathématiques en dimension d > 2 et pour r > 1. Les algorithmes utilisés
s'appuient donc généralement sur des constructions gloutonnes permettant d'obtenir une succession
de problèmes bien posés et de complexité réduite. Cependant ces constructions gloutonnes s'avèrent
parfois très sous-optimales.
Un autre volet de la résolution d'équations concerne le préconditionnement. Ce dernier sert deux
objectifs : diminuer la sensibilité de la solution aux approximations et accélérer la convergence de
certains algorithmes. Le préconditionnement d'un opérateur sous format de tenseur ne peut pas être
réalisé par les méthodes usuelles. En eﬀet, on ne peut pas aisément généraliser les approches se
basant sur de la décomposition ou de la factorisation de matrices (Jacobi, les factorisations LU ou
de Cholesky incomplètes, ...) dans le cadre tensoriel.
Des préconditionneurs de rang un ont été proposés qui reposent sur l'approximation de l'inverse
d'un opérateur sous forme de tenseur de rang un. Un premier type de préconditionneur a été proposé
dans le cadre des équations stochastiques paramétriques, où l'espace de tenseurs est de la formeW⊗
S, avec W (resp. S) l'espace d'approximation associé aux variables déterministes (resp. aléatoires).
Le préconditionneur est alors construit à partir de l'inverse de l'espérance de l'opérateur aléatoire
[32].
Un autre préconditionneur de rang un bien plus général a été proposé dans le cadre des réseaux
d'automates stochastiques pour les grandes dimensions [54]. L'opérateur est tout d'abord approché
par un tenseur de rang un, puis le préconditionneur est déﬁni par l'inverse de cette approximation.
On note qu'il a aussi été exploité dans le cadre des équations stochastiques paramétriques dans [78].
On peut citer aussi le préconditionneur de rang un proposé dans [84]. Le préconditionneur est
basé sur l'approximation de l'inverse de rang un par une minimisation en norme canonique.
Pour construire un préconditionneur de rang plus élevé, il existe deux façons d'aborder le prob-
lème dans la littérature. La première repose sur un développement en série tronqué de l'inverse [46].
La seconde approche consiste à supposer une structure particulière de l'approximation de l'inverse.
Dans [76], le préconditionneur est recherché sous la forme P = P 1⊗ I ⊗ . . .⊗ I + I ⊗P 2⊗ I ⊗ . . .⊗
I + . . .+ I ⊗ . . .⊗ I ⊗ P d.
Contributions
Dans le mémoire, un eﬀort a été réalisé aﬁn de présenter dans un cadre uniﬁé les méthodes
d'approximations de tenseurs. Celles ci deviennent alors directement applicables pour approcher un
opérateur, une inverse ou encore la solution d'un système linéaire.
3
Introduction
Un nouveau préconditionneur pouvant être de rang quelconque est présenté. Il approche de
manière arbitraire l'inverse de l'opérateur, sans faire aucune hypothèse sur la forme de cette dernière.
Il est entièrement adaptatif et est appliqué dans ce travail à des opérateurs aussi bien symétriques
que non symétriques. En outre, des propriétés peuvent être imposées à ce préconditionneur telles
que la symétrie ou un caractère creux. Sa construction est basée sur une approximation gloutonne
de l'inverse au sens d'une norme appropriée. Ce préconditionneur est appliqué avec succès aux
solveurs itératifs, et une stratégie de préconditionnement des approches de type PGD est aussi
proposée. Ceci passe par le choix d'une norme appropriée qui correspond à une minimisation du
résidu préconditionné.
De nouveaux solveurs sont proposés, à la croisée des chemins entre les solveurs itératifs et l'ap-
proximation directes dans des ensembles de tenseurs. Les approximations directes pour trouver une
approximation de haut rang sont coûteuses et diﬃciles à calculer par des algorithmes génériques.
Pour contourner cette diﬃculté, on utilise généralement une approximation gloutonne. Celle-ci est
est peu coûteuse par itération, mais la construction est sous-optimale. On introduit ici plusieurs
variantes permettant d'améliorer ces constructions gloutonnes. L'une d'entre elles consiste à utiliser
la construction gloutonne comme initialisation pour un problème de minimisation dans un certain
ensemble de tenseurs de haut rang. La construction gloutonne peut également être utilisée comme
une méthode de construction progressive d'espaces d'approximation réduits dans lesquels une pro-
jection éventuellement approchée de la solution est calculée. On présente en particulier des stratégies
basées sur la construction d'une suite croissante d'espaces réduits tensorisés obtenus à partir de cor-
rections de rang un. Le calcul de la projection dans ces espaces souﬀre encore de la malédiction de
la dimensionnalité. On propose alors le calcul d'une approximation de cette projection utilisant des
formats de tenseurs hiérarchiques de Tucker dont la complexité est linéaire avec la dimension. Sur
les exemples testés, les solveurs proposés sont plus précis que les solveurs itératifs mais aussi plus
coûteux par itération que les solveurs basés sur une construction gloutonne de la solution. Ce surcoût
est contrebalancé par la très bonne convergence des algorithmes. On observe en particulier que ces
stratégies de construction d'espaces réduits fournissent des approximations de qualité équivalente à
celles obtenues par approximation directe dans ces mêmes ensembles de tenseurs.
Ces algorithmes sont enﬁn appliqués à des problèmes d'homogénéisation numérique de matériaux
hétérogènes dont les géométries proviennent d'images. Un traitement particulier de la géométrie et
des conditions aux limites permet de mettre ces problèmes sous une forme adaptée à l'utilisation
des méthodes d'approximation de tenseurs. Une méthode d'approximation adaptative basée sur un
estimateur d'erreur a posteriori en quantité d'intérêt est proposée dans le but d'estimer le tenseur
de conductivité homogénéisé avec une précision donnée. L'estimation d'erreur nécessite la résolution
approchée d'un problème dual. Une relation remarquable entre les problèmes primal et dual permet
d'optimiser l'eﬃcacité de la procédure adaptative.
Organisation du mémoire
Dans le chapitre I, la méthodologie pour exprimer un problème aux limites paramétriques dans
un cadre tensoriel est présentée. Le produit tensoriel ainsi que les espaces produit tensoriel sont
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déﬁnis, et un exemple de formulation d'un problème discret à partir d'un problème stochastique
paramétrique est présenté.
Au chapitre II, la notion de format de tenseurs est approfondie. Les tenseurs canoniques, de
Tucker et hiérarchiques de Tucker sont présentés, ainsi que diﬀérentes méthodes pour approcher
un tenseur dans un format donné. La présentation est très générale aﬁn de pouvoir appliquer ces
méthodes à diﬀérents objets mathématiques, tels qu'un vecteur ou un opérateur.
Au chapitre III, on aborde les solveurs itératifs couplés aux méthodes d'approximation de tenseurs.
Diﬀérents solveurs issus de la littérature sont présentés, destinés aux opérateurs symétriques ou non.
Le nouveau préconditionneur est alors introduit et appliqué à ce type de solveurs.
Au chapitre IV, les méthodes d'approximation directes dans un sous-ensemble de tenseurs sont
développées. Ces approches sont directement issues des algorithmes d'approximation de faible rang de
tenseurs pour des métriques déﬁnies à partir de l'opérateur. On y présente comment préconditionner
ce type d'approche, ainsi que de nouveaux solveurs possédant de bonnes propriétés de convergences.






variationnel sur un espace produit
tensoriel
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Ce chapitre va permettre de ﬁxer les bases et les notations utiles pour les chapitres suivants. On
abordera dans un premier temps les bases minimales d'algèbre tensoriel. Ceci nous permettra par la
suite de formuler un problème aux limites sur un espace produit tensoriel. On illustrera le tout sur
un problème aux limites stochastiques paramétriques pour conclure sur les apports des méthodes
d'approximation de tenseurs sur la réduction de dimensionnalité des problèmes discrétisés.
I.1 Espace produit tensoriel
I.1.1 En dimension quelconque
On note D = {1, . . . , d}, d ∈ N∗. Soient d espaces de Banach (Vµ)µ∈D. La norme sur Vµ est
notée ‖·‖µ. D'après Hackbusch [38], une construction possible du produit tensoriel et de l'espace
produit tensoriel algébrique est donnée par
Déﬁnition I.1.1 (Produit tensoriel et espace produit tensoriel algébrique). Soit T un espace vec-
toriel. Soit une application ⊗ : V1 × . . .× Vd → T telle que
 T = span{⊗(v1, . . . , vd); vµ ∈ Vµ, ∀µ ∈ D}






, rµ ∈ N, rµ ≤ nµ, µ ∈ D, sont des familles libres alors
(⊗(v1i1 , . . . , vdid))1≤iµ≤rµ, µ∈D
est une famille libre.
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Alors, ⊗ est un produit tensoriel et T est un espace produit tensoriel algébrique.
On note T = a
⊗d
µ=1 Vµ = a
⊗














On munit T d'une norme ‖·‖. On déﬁnit alors l'espace de Banach de tenseurs V comme la








i ∈ Vµ, (I.1)
où la convergence de la série est au sens de la norme ‖·‖. Un élément v ∈ V est appelé tenseur. On
déﬁnit un tenseur élémentaire comme un tenseur v ∈ V tel que v = ⊗µ vµ. On note V = ⊗µ Vµ où
la norme est omise s'il n'y a pas d'ambiguïté.






, ∀Aµ ∈ L(Vµ), (I.2)
est un espace de Banach. On munit alors le produit tensoriel algébrique d'espaces a
⊗






On déﬁnit alors l'espace de Banach de tenseurs L(V) = ⊗µ L(Vµ) = a⊗µ L(Vµ)‖·‖L(V) . Un élément








i ∈ L(Vµ). (I.4)
Si la norme sur V est une cross norm, c'est-à-dire
∥∥∥⊗dµ=1 vµ∥∥∥ = ∏dµ=1 ‖vµ‖µ pour les tenseurs










 ‖v‖ . (I.5)
Si de plus on suppose que la norme sur V est une cross norm uniforme, alors cette propriété s'étend














∥∥∥⊗µAµ∥∥∥L(V) = ∏dµ=1 ‖Aµ‖L(Vµ). On en déduit que si ‖·‖ est une cross norm uniforme,
‖A‖L(V) est ﬁnie pour tout A ∈ L(V) et donc l'inclusion L(V) ⊂ L(V). En dimension ﬁnie, en
raisonnant sur les dimensions on a l'égalité L(V) = L(V) (voir [38, Section 4.3.7]).
Si maintenant les (Vµ)µ∈D sont des espaces de Hilbert pour le produit scalaire 〈·, ·〉µ de norme
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induite ‖·‖µ, on remarque que V est un espace de Hilbert pour le produit scalaire 〈·, ·〉 déﬁni sur les












et étendu par linéarité. La norme induite ‖·‖ possède la particularité d'être une cross norm uniforme.
I.1.2 En dimension ﬁnie
Dans le cas où les Vµ sont de dimension dim(Vµ) = nµ ∈ N∗, l'espace produit tensoriel algébrique
est alors complet et on a donc l'égalité V = T . On déduit directement de la déﬁnition que dim(V) =∏
µ∈D nµ.
Avec (eµi )1≤i≤nµ une base de Vµ, une base de V est construite par tensorisation des bases. Ainsi,










eµiµ , vi1...id ∈ R, (I.8)







vµi , αi ∈ R, vµi ∈ Vµ, (I.9)







Aµi , βi ∈ R, Aµi ∈ L(Vµ). (I.10)















Exemple I.1.2. Une matrice de Rm×n est un tenseur de Rm ⊗ Rn avec le produit tensoriel déﬁni
par u⊗ v = uvT pour u ∈ Rm et v ∈ Rn.
I.2 Formulation d'un problème variationnel
On considère un problème variationnel générique :
Trouver u ∈ V tel que
a(δu, u) = `(δu), ∀δu ∈ V,
(I.12)
où a est une forme bilinéaire, ` est une forme linéaire et V est un espace de Hilbert de tenseurs.
L'espace V étant de dimension inﬁnie, une méthode de Galerkin est utilisée. On introduit les espaces
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de dimensions ﬁnis
(Vµnµ)µ∈D tels que dim(Vµnµ) = nµ. Le problème de dimension ﬁnie est alors :
Trouver u ∈ Vn tel que




µ Vµnµ et n =
∏
µ∈D nµ. Avec (ϕ
µ
i )1≤i≤nµ une base de V
µ
nµ , d'après la section I.1, une




ϕµiµ , i ∈ I = {(j1, . . . , jd); 1 ≤ jµ ≤ nµ, µ ∈ D}. (I.14)





où (ui)i∈I est solution du problème linéaire déﬁni par∑
j∈I
aijuj = `i, ∀i ∈ I, (I.16)






ai1...idj1...jduj1...jd = `i1...id , ∀(i1, . . . , id) ∈ I. (I.17)
On peut aussi exprimer la solution comme un minimiseur d'une certaine fonctionnelle. Pour cela,
on introduit un produit scalaire 〈·, ·〉V sur V et la norme associée ‖·‖V tels que la norme soit diﬀérente
de ‖·‖ sur V. D'après le théorème de représentation de Riesz, il existe A ∈ L(V) et b ∈ V tels que
a(u, v) = 〈Au, v〉V et `(v) = 〈b, v〉V . (I.18)
Le problème de départ peut alors s'écrire :
Trouver u ∈ V tel que
〈δu,Au− b〉V = 0, ∀δu ∈ V.
(I.19)
Si A est déﬁni, (I.19) est équivalent à
Trouver u ∈ V tel que
〈δv,Au− b〉V = 0, ∀δv ∈ AV.
(I.20)
Cette formulation revient à dire que u vériﬁe
‖Au− b‖2V = min
v∈V
‖Av − b‖2V (I.21)
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〈Av, v〉V − 〈b, v〉V . (I.22)
I.3 Problème stochastique paramétrique
I.3.1 Cadre continu
Soit (Θ,B, P ) un espace probabilisé où Θ est l'ensemble des événements élémentaires, B une
σ−algèbre sur Θ et P une mesure de probabilité sur B. On considère le problème suivant :
Trouver u(θ) ∈ W tel que
bΘ(δu, u(θ); θ) = gΘ(δu; θ), ∀δu ∈ W, ∀θ ∈ Θ,
(I.23)
où W est un espace de Hilbert. En interprétant u comme une fonction de Θ dans W, la formulation
(I.23) est forte par rapport à la variable θ. On suppose que u est une variable aléatoire du second
ordre. Soit L2(Θ, dP ;W) l'ensemble des variables aléatoires de second ordre à valeurs dansW déﬁni
par
L2(Θ, dP ;W) =
{
v : Θ→W; E(‖v‖2W) =
∫
Θ
‖v(θ)‖2W dP (θ) < +∞
}
, (I.24)
où E désigne l'espérance mathématique. On notera SΘ = L2(Θ, dP ) = L2(Θ, dP ;R) l'ensemble des
variables aléatoires à valeurs réelles de second ordre. SΘ est un espace de Hilbert, équipé du produit
scalaire 〈·, ·〉SΘ = E(· ·) et de la norme induite ‖·‖Sθ . On suppose ici que W ne dépend pas de
l'événement élémentaire θ.
Proposition I.3.1. D'après Defant et Floret [23, Chapitre 1, section 7.2], si P est une mesure ﬁnie
(e.g. une mesure de probabilité), on a la relation
L2(Θ, dP ;W) =W ⊗SΘ. (I.25)
Le problème (I.23) admet la formulation faible suivante :
Trouver u ∈ W ⊗ SΘ tel que






bΘ(δu(θ), u(θ); θ) dP (θ) et `Θ(δu) =
∫
Θ
gΘ(δu(θ); θ) dP (θ). (I.27)
Remarque I.3.2. Dans le cas où W n'est pas déterministe, L2(Θ, dP ;W) perd la propriété d'être
un espace produit tensoriel.
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I.3.2 Modélisation des incertitudes
En pratique, on discrétise les incertitudes avec un nombre ﬁni de variables aléatoires ξ : θ ∈ Θ→
ξ(θ) ∈ Rd. Il convient alors de déﬁnir un espace probabilisé (Ξ,BΞ, dPξ) tel que
Ξ = ξ(Θ) ⊂ Rd, Pξ = P ◦ ξ−1, (I.28)
BΞ est la tribu des boréliens sur Ξ et ξ−1 une application donnant l'image réciproque d'un ensemble
de Ξ par ξ. La solution u étant mesurable par rapport à ξ, d'après le lemme de Doob-Dynkin [85]
elle peut s'écrire comme une fonction de ξ et le problème devient :
Trouver u ∈ W ⊗ S tel que
a(δu, u) = `(δu), ∀δu ∈ W ⊗ S,
(I.29)




b(δu(y), u(y); y) dPξ(y) et `(δu) =
∫
Ξ
g(δu(y); y) dPξ(y). (I.30)
Remarque I.3.3. Pour une analyse paramétrique sur un domaine Ξ borné, on choisira typiquement
une mesure Pξ uniforme.
I.3.3 Discrétisation
Comme dans la section I.2, on introduit les espaces de dimension ﬁnieWm et Sp tels queWm ⊂ W
soit un espace de dimension m ∈ N∗ avec comme base (ϕi)1≤i≤m, et Sp ⊂ S soit un espace de
dimension ﬁnie p ∈ N∗ avec comme base (ψi)1≤i≤p. On arrive au problème approximé suivant :
Trouver u ∈ Wm ⊗ Sp tel que
a(δu, u) = `(δu), ∀δu ∈ Wm ⊗ Sp.
(I.31)






uijϕi ⊗ ψj , (I.32)





aijklukl = `ij , ∀(i, j) ∈ {1, . . . ,m} × {1, . . . , p}, (I.33)
avec
aijkl = a(ϕi ⊗ ψj , ϕk ⊗ ψl) =
∫
Ξ
b(ϕiψj(y), ϕkψl(y); y)dPξ(y), (I.34)
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I.3.4 Choix des espaces d'approximation des variables aléatoires
Comme S est un Hilbert, on peut déﬁnir une base hilbertienne (ψα)α∈N∗ de S = L2(Ξ, dPξ). Une




vαψα, avec vα = E(vψα), ∀α ∈ N∗. (I.36)
Si par exemple les (ξi)1≤i≤d sont des variables aléatoires gaussiennes indépendantes, alors les polynômes
multidimensionnels d'Hermite normalisés forment une base hilbertienne de L2(Ξ, dPξ). Cette représen-
tation est alors connue sous le nom de décomposition sur le chaos polynomial [14, 82]. Dans le cas
d'autres types de variables aléatoires, d'autres choix de bases conduisent à une décomposition sur
le chaos généralisé [26, 71]. Sp peut alors être construit en sélectionnant judicieusement certains
éléments de la base. L'espace d'approximation s'écrit alors
Sp = span
{
(ψα)α∈I ; I ⊂ N∗, #I = p
}
. (I.37)
I.3.5 Hypothèse d'indépendance des variables aléatoires






Remarque I.3.4. Dans le cas où les variables aléatoires ne sont plus indépendantes, L2(Ξ, dPξ)
perd la propriété d'être un espace produit tensoriel. Cependant d'après [71], on peut déﬁnir une base
hilbertienne (ψα)α∈I de L














αµ∈Iµ une base hilbertienne de L
2(Ξµ, dPξµ). En introduisant un sous-ensemble Ip =
I1p1 × . . . × Idpd ⊂ I, on déﬁnit un espace d'approximation Sp = span {ψα;α ∈ Ip} qui n'a pas de
structure produit mais qui est cependant isomorphe à Rp1 ⊗ . . .⊗ Rpd .
Avec





1≤αµ≤pµ une base de S
µ






Une base de Sp est alors construite par tensorisation de bases. Un élément u ∈ Wm⊗Sp se développe
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I.3.6 Équation de la chaleur
On s'intéresse au problème de l'équation de la chaleur en régime stationnaire sur un domaine Ω
ayant pour formulation forte :
∇(−κ∇u) = f sur Ω× Ξ,
u = 0 sur ∂Ω× Ξ,
(I.43)
où κ est un champ aléatoire déﬁni sur Ω× Ξ.
Ce problème admet comme formulation faible :
Trouver u ∈ W ⊗ S tel que
a(δu, u) = `(δu), ∀δu ∈ W ⊗ S,
(I.44)












δu(x, y)f(x, y) dx dPξ(y).
(I.45)
On suppose qu'il existe (κinf , κsup) ∈ R2 tel que
0 < κinf < κ(x, ξ) < κsup < +∞, ∀(x, ξ) ∈ Ω× Ξ. (I.46)
Cette hypothèse garantit la continuité et la coercitivité de la forme bilinéaire a. On supposera aussi
que f ∈ H−1(Ω)⊗ S aﬁn d'assurer la continuité de la forme linéaire. Il en découle que le problème
(I.44) satisfait les hypothèses du théorème de Lax-Milgram et que le problème possède une unique
solution.
I.3.6.1 Représentation des champs aléatoires
On s'intéresse au champ aléatoire κ : Ω × Ξ → R et à son écriture sous format séparé. Il existe




κxi ⊗ κξi . (I.47)
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Une première méthode consiste à décomposer κ sur la base du chaos polynomial généralisé comme
à la section I.3.4. Il vient alors les relations
κξi = ψi, (I.48)
κxi = E(κψi), (I.49)
où les (ψi)i∈N∗ forment une base orthonormée de L
2(Ξ) que l'on a ordonné. Une autre manière
d'arriver à une telle écriture est d'utiliser la décomposition de Karhunen-Loève [44]. Si κ ∈ L2(Ω)⊗
L2(Ξ, dPξ), alors le champ stochastique peut s'écrire





avec µκ l'espérance de κ, (σi)i∈N∗ une famille de réels positifs, (ηi)i∈N∗ une base hilbertienne de
L2(Ω), fonctions propres de l'opérateur de corrélation de κ, et (ζi)i∈N∗ une famille de L
2(Ξ, dPξ)
telle que les (ζi)i∈N∗ soient toutes de moyenne nulle, orthogonales et décorrélées deux à deux.
I.3.6.2 Discrétisation du problème






uij(ϕi ⊗ ψj) ∈ Wm ⊗ Sp, (I.51)


















κxk ⊗ κξk et f =
∞∑
k=1
fxk ⊗ f ξk , (I.54)












∇ϕi · κxk · ∇ϕj dx
)(∫
Ξ
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est ﬁnalement solution du système linéaire
Au = b. (I.63)
I.4 Vers l'utilisation de méthodes d'approximation de tenseurs
Avec l'équation (I.17), on observe que le nombre d'inconnues croît exponentiellement avec le
nombre de dimensions (ordre des tenseurs). Typiquement, avec nµ = n, µ ∈ D, l'équation (I.17)
est un système d'équations à nd inconnues. Pour briser cette malédiction de la dimensionnalité, on
propose d'explorer dans cette thèse des méthodes d'approximation de tenseurs.



























u a nd degrés de liberté alors que ur en a au plus rdn. On espère alors qu'avec r négligeable devant
nd/(nd) il soit possible d'obtenir une bonne approximation de la solution au sens d'une certaine
norme, c'est-à-dire ‖u− ur‖ ≤ ε pour un ε > 0 donné.
Plus généralement, le principe des méthodes d'approximation de tenseurs consiste à introduire
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comme c'est le cas ci-dessus. Une approximation de la solution pourra alors être recherchée en
résolvant un problème d'optimisation : trouver w tel que
‖u− w‖ ≤ (1 + ε) inf
v∈M
‖u− v‖ , ε > 0. (I.68)
On verra dans les chapitres suivants de quelle manière déﬁnir de bons sous-ensemblesM pour garan-
tir une bonne qualité d'approximation et de bonnes propriétés du problème d'approximation. On
verra aussi comment procéder pour approcher le champ solution u d'un problème sans connaître u a
priori : soit en introduisant des méthodes itératives, soit en modiﬁant la déﬁnition de l'approxima-
tion pour la rendre calculable a priori. Typiquement, on pourra introduire un problème de la forme :
trouver w tel que
‖Aw − b‖V ≤ (1 + ε) inf
v∈M
‖Av − b‖V , ε > 0, (I.69)
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Cette partie a pour objectif approfondir les notions liées aux tenseurs en omettant leurs relations
avec les problèmes variationnels. Elle va permettre de détailler les diﬀérents formats de tenseurs et
les méthodes d'approximation existants. Les ouvrages de référence ayant servis à la rédaction de ce
chapitre sont principalement le livre de W. Hackbusch [38] ainsi que la revue de T.G. Kolda et B.W.
Bader [47], la plupart des sujets y sont traités.
Toutes ces méthodes seront par la suite introduites pour la résolution des systèmes d'équations
linéaires aux chapitres III et IV.
Tous les espaces considérés dans ce chapitre seront de dimension ﬁnie.
II.1 Rang, t-rang et rang de Tucker
Soit V = ⊗µ∈D Vµ un espace de tenseur avec D ∈ {1, . . . , d}. Pour tout µ ∈ D, Vµ est un
espace de Hilbert de dimension ﬁnie nµ muni du produit scalaire 〈·, ·〉µ et de la norme associée ‖·‖µ.












et étendu par linéarité. On note ‖·‖ la norme associée.







vµi , αi ∈ R, vµi ∈ Vµ. (II.2)
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Le plus petit rv ∈ N∗ permettant d'écrire v sous cette forme déﬁnit le rang de v.
Soit t ⊂ D. On note tc le complémentaire de t dansD, c'est-à-dire tc = D\t. Soient Vt = ⊗µ∈t Vµ
et Vtc = ⊗µ∈tc Vµ. On peut alors déﬁnir une applicationM(t) : V → Vt ⊗ Vtc par














v(t) est appelé la t-matricisation de v. Le t-rang de v est ﬁnalement déﬁni par le rang de v(t) [34,
37]. On déﬁnit le rang de Tucker de v comme le d-uplet r = (r1, . . . , rd) où rµ est le rang de v({µ}),
µ ∈ D [37].
II.2 Sous-ensembles particuliers
II.2.1 Tenseurs canoniques









vµi ; αi ∈ R, vµi ∈ Vµ
}
. (II.4)
C1(V) est l'ensemble des tenseurs élémentaires et on a la relation V = span {C1(V)}. Pour r = 1 ou
d = 2, Cr(V) est fermé, caractère important pour la formulation des problèmes d'optimisation sur
cet ensemble. Sinon, si r > 1 et d > 2,Cr(V) n'est pas fermé, les problèmes d'optimisation posés
sur Cr(V) ne sont pas garantis d'avoir une solution. Un autre désavantage du format concerne le
phénomène d' annulation . Pour l'illustrer on remarque que la fonction
Jv :
R→ V





µ, est nulle. Le phénomène d'annulation intervient quand α → ∞. On se retrouve
avec une somme ﬁnie de 2 tenseurs élémentaires de norme tendant vers l'inﬁnie. Les algorithmes
d'optimisation posés sur Cr(V) peuvent alors présenter un mauvais comportement lors du passage
au numérique. Les problèmes liés à ce format sont traités plus en détails par De Silva et Lim [70].
II.2.2 Tenseurs de Tucker
Une extension naturelle aux tenseurs canoniques a été introduite par Tucker [77]. L'ensemble des
tenseurs de Tucker est déﬁni par
Tr(V) = {v ∈ V; {µ} − rang(v) ≤ rµ, µ ∈ {1, . . . , d}} . (II.6)
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wµiµ , αi1...id ∈ R, (II.7)
où les (wµi )1≤i≤rµ sont une famille de rµ vecteurs de Vµ. On remarque qu'on peut trouver une
représentation avec des familles libres. Contrairement aux ensembles de tenseurs canoniques, Tr(V)
est fermé quelque soit d et r = (r1, . . . , rd) (Falcó et Hackbusch [28]) ce qui le rend approprié pour
des problèmes d'optimisation. Malheureusement, ce type de format souﬀre aussi de la malédiction de
la dimensionnalité puisqu'il requiert la manipulation du tenseur coeur (αi1...id)1≤iµ≤rµ ∈ Rr1×...×rd .
II.2.3 Tenseurs hiérarchiques de Tucker
Hackbusch et Kühn [37] ont introduit le format hiérarchique de Tucker aﬁn de pallier aux prob-
lèmes des deux précédents, à savoir les mauvaises propriétés des tenseurs canoniques, et le problème
de dimensionnalité des tenseurs de Tucker.
II.2.3.1 L'arbre des dimensions
Soit D = {1, . . . , d} et T un arbre binaire entier sur D. On note L(T ) les feuilles de T et
I(T ) = T \ L(T ). Les enfants S(t) = {t1, t2} d'un noeud t ∈ I(T ) sont déﬁnis tels que t = t1 ∪ t2 et
t1 ∩ t2 = ∅. Un élément t ∈ L(T ) est déﬁni tel que #t = 1. Un exemple d'arbre des dimensions est
illustré en ﬁgure II.1.







Figure II.1  Un arbre des dimensions pour d = 5
Remarque II.2.1. On considère uniquement des arbres binaires imbriqués. Il est possible de généraliser
à d'autres types d'arbres, comme les  tensor chains  [45], mais cela sort du cadre de cette thèse.
II.2.3.2 Les tenseurs hiérarchiques de Tucker
Pour un arbre donné T , et un ensemble de rangs r = (rt)t∈T (un rang donné à chaque noeud),
l'ensemble des tenseurs hiérarchiques de Tucker de rang r est donné par
HTr (V) = {v ∈ V; t− rang(v) ≤ rt, ∀t ∈ T} . (II.8)
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i ⊗ vt2j , t = t1 ∪ t2, t1 ∩ t2 = ∅, αtijk ∈ R, ∀t ∈ I(T ) \D. (II.10)
Un tenseur v ∈ HTr (V) est donc entièrement déterminé par la donnée des tenseurs de transferts(
αt
)




t∈L(T ), i∈{1,...,rt} avec L(T ) = {{µ}; µ ∈ D}. Sans perte de généralité,
on peut supposer que pour t ∈ L(T ), la famille (vti)1≤i≤rt est orthonormale. De plus #I(T ) = d− 1
et #L(T ) = d et on retrouve alors une dépendance linéaire avec la dimension de la représentation
du tenseur comme pour les tenseurs canoniques. Aussi, d'après Hackbusch [38], l'ensemble HTr (V)
est fermé.
Remarque II.2.2. Dans le cas d = 2, on a l'égalité Cr(V) = T(r,r)(V) = HT(r,r,r)(V), ∀r ∈ N∗. De
plus, on peut généraliser l'approche à des arbres non binaires pourvu qu'on ait L(T ) = {{µ}; µ ∈ D}.
Dans ce cas, si I(T ) = {D}, v ∈ HTr (V) est un tenseur de Tucker.
II.2.4 Paramétrage des formats de tenseurs
On peut interpréter les formats de tenseurs classiques comme des applications multilinéaires
FM : F1M × . . . × FmM → V telles queM = Im(FM) où les
(F iM)1≤i≤m sont des espaces vectoriels
normés. Ainsi pour v ∈M, il existe (f1, . . . , fm) ∈ F1M × . . .×FmM tel que
v = FM(f1, . . . , fm). (II.11)








i ∈ Vµ = Rnµ , on peut associer
à fµ une matrice de FµM = (Vµ)r = Rnµ×r où la i-ème colonne de fµ correspond à vµi . On précisera
les paramétrages pour les tenseurs de Tucker et hiérarchiques de Tucker en section II.3.2.
On peut déﬁnir l'espace tangent àM en v à partir de FM :
Déﬁnition II.2.4 (Espace tangent). SoitM⊂ V une variété diﬀérentielle. On suppose qu'il existe
un paramétrage de M par une application multilinéaire et continue FM : F1M × . . . × FmM → V.
L'espace tangent Tv(M) àM en v est alors déﬁni par
Tv(M) =
{
DfFM(h); h ∈ F1M × . . .×FmM
}
, (II.12)
où DfFM est la diﬀérentielle de FM en f = (f1, . . . , fm).
Remarque II.2.5. FM multilinéaire et continue implique que FM est Fréchet diﬀérentiable.
A l'aide de la déﬁnition II.2.4, on peut montrer le résultat suivant qui sera utile plus tard en
section III.4.2.
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Lemme II.2.6. Soit U un sous espace vectoriel de V de dimension ﬁnie dim(U) = p etM est une
variété diﬀérentielle telle que M ⊂ U ⊂ V. On suppose que M est paramétré par une application
multilinéaire continue. Alors on a l'inclusion
Tv(M) ⊂ U , ∀v ∈M. (II.13)
Démonstration. Soit (ei)1≤i≤p une base de U . Comme Im(FM) ⊂ U on peut décomposer FM sur
cette base comme









1≤i≤p sont des fonctions à valeurs réelles de R











M(h)ei ∈ U , ∀h ∈ F1M × . . .×FmM (II.15)
ce qui termine la démonstration.
II.3 Approximation de tenseurs
Les méthodes d'approximation de tenseurs sont utiles pour deux objectifs, à savoir l'interpré-
tation de données ( analyse en composantes principales  [66]) et leur compression. L'idée est de
trouver l'approximation d'un tenseur u ∈ V dans un sous-ensembleM (qui peut-être Cr(V), Tr(V),
HTr (V)). Pour cela on formule le problème de minimisation que l'on doit résoudre :
Trouver w ∈M tel que
‖u− w‖ = min
v∈M
‖u− v‖ . (II.16)
Si l'ensembleM n'est pas fermé on écrira le problème comme
Trouver w ∈M tel que
‖u− w‖ ≤ inf
v∈M
‖u− v‖+ ε, (II.17)
avec ε > 0. On notera ΠM(u) l'ensemble des solutions de (II.16) et ΠεM(u) celui de (II.17). ε sera
omis s'il n'y a pas d'ambiguïté. ΠM(u) désignera la plupart du temps un ensemble d'approximations
acceptables de u sans nécessairement être des minima globaux. En eﬀet les algorithmes utilisés en
sections II.3.2 et II.3.3 convergent vers des points stationnaires et non vers des minima globaux.
II.3.1 Décompositions en valeurs singulières
Les diﬀérentes décompositions en valeurs singulières (Singular Value Decomposition, SVD, [25])
permettent d'éviter de passer par des algorithmes d'optimisation pour fournir une approximation
d'un tenseur. On verra tout d'abord le cas où d = 2, puis d > 2.
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II.3.1.1 Décomposition en valeurs singulières (d = 2)
On suppose que d = 2, ainsi V = V1 ⊗ V2 et Cr(V) = T(r,r)(V) = HT(r,r,r)(V), ∀ ∈ N∗. On note
n = min(n1, n2) avec dim(Vµ) = nµ.
























1≤i≤n ∈ (V2)n soient des familles orthonormales.




1≤i≤n ∈ (V1)n les vecteurs




1≤i≤n ∈ (V2)n les vecteurs singuliers à droite. On suppose que les
valeurs singulières sont rangées par ordre décroissant, c'est-à-dire







































Avec ces notations, le théorème d'Eckart-Young s'écrit de la manière suivante :







i ⊗ v2i . (II.21)
Le problème (II.16) est alors immédiatement résolu dans le cas d = 2.
Remarque II.3.3. Il ne faut pas confondre le produit scalaire 〈·, ·〉µ sur Vµ et l'application décrite
en (II.20) 〈·, ·〉λ : V × Vλ →
⊗
µ6=λ Vµ. C'est une particularisation du produit λ-mode · ×λ · utilisé
dans [21, 47] dans le cas où Vµ = Rnµ , ∀µ ∈ D.


























on se rend compte que les vecteurs singuliers et le carré des valeurs singulières de u sont solutions des
problèmes aux valeurs propres sur les opérateurs M1 et M2. Un algorithme classique de recherche
de valeurs propres et vecteurs propres est la méthode de la puissance itérée avec une méthode de
déﬂation. Elle est décrite dans l'algorithme 1.
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Algorithme 1: Puissance itérée avec déﬂation appliquée à l'opérateur Mµ
Données : u ∈ V1 ⊗ V2, r ∈ N∗
Résultat : (σi)1≤i≤r , (v
µ
i )1≤i≤r
Déﬁnir σ0 = 0, v
µ
0 = 0;
pour i = 1, . . . , r faire










Initialiser aléatoirement vµi ;
tant que σi et v
µ











i / ‖vµi ‖µ;
ﬁn
ﬁn
Exemple II.3.4. Avec V1 ⊗ V2 = Rn1 ⊗ Rn2 ' Rn1×n2, u est identiﬁé à une matrice et vµj est un














et les opérateurs sont égaux à M1 = uu
T et M2 = u
Tu.
II.3.1.2 Décompositions pour d > 2
Dans ce cas le théorème d'Eckart-Young n'est plus directement généralisable et d'autres ap-
proches doivent être employées. Dans la section II.3.2 on verra d'autres façons de construire une
approximations dans Cr(V). En revanche, la SVD est généralisable pour les tenseurs de Tucker et
hiérarchiques de Tucker d'ordre supérieur à 2.
La SVD de plus haut ordre (Higher Order SVD, HOSVD) Cette méthode trouve une
approximation d'un tenseur v ∈ V dans le sous-ensemble Tr(V). Elle a été proposée originellement
par Tucker [77] puis revisitée par De Lathauwer et al. [22] qui lui donnèrent ce nom. La HOSVD




1≤i≤rλ les rλ vecteurs singuliers à gauche de la matricisation u
({λ})












on peut montrer que le problème de minimisation (II.16) avec
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Ceci amène directement à l'algorithme 2.
Algorithme 2: HOSVD
Données : u ∈ V, un multi-rang r = (rµ)µ∈D
Résultat : v ∈ Tr(V)
pour µ = 1, . . . , d faire
Calculer (vµi )1≤i≤rµ comme les rµ vecteurs singuliers à gauche de u
{µ};
ﬁn









Contrairement à la SVD, la HOSVD ne résout pas le problème (II.16). Par contre, d'après
Grasedyck [34] si v est une approximation de u donnée via la HOSVD, alors
‖u− v‖ ≤
√
d ‖u− w‖ , (II.27)




d− 1) ‖u− w‖ . (II.28)
La SVD hiérarchique (Hierarchical SVD, HSVD) La HSVD a été introduite par Grasedyck
[34] pour les tenseurs hiérarchiques de Tucker. La méthode peut être vue comme une généralisation
de la HOSVD à l'ensemble HTr (V). En considérant la t-matricisation u(t) d'un tenseur u ∈ V, avec





les rt vecteurs singuliers à gauche de u(t).
Il existe plusieurs algorithmes pour réaliser la HSVD, plus ou moins eﬃcaces selon le sens de
parcours de l'arbre T . Le plus simple, et le plus long, est présenté dans l'algorithme 3. Si le tenseur de
départ u est déjà dans un format hiérarchique, la HSVD peut être appliquée avec un faible nombre
d'opérations [34] .
Encore une fois la HSVD n'est pas optimale. Toujours d'après Grasedyck [34], si v est donnée
via la HSVD, alors on a
‖u− v‖ ≤ √2d− 3 ‖u− w‖ , (II.29)
où w ∈ ΠHTr (V)(u). v ∈ ΠεHTr (V)(u) est une approximation quasi-optimale, avec
ε = (
√
2d− 3− 1) ‖u− w‖ . (II.30)
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Algorithme 3: HSVD de la racine aux feuilles
Données : u ∈ V, un arbre des dimensions T , des t-rangs r = (rt)t∈T
Résultat : v ∈ HTr (V)
pour t ∈ L(T ) faire
Calculer (vti)1≤i≤rt comme les rt vecteurs singuliers à gauche de u
(t);
ﬁn
pour t ∈ I(T ) \ {D} tel que #t croît faire
Calculer (vti)1≤i≤rt comme les rt vecteurs singuliers à gauche de u
(t);








Avec D = t1 ∪ t2, t1 ∩ t2 = ∅, calculer αD tel que αDij =
〈
u, vt1i ⊗ vt2j
〉
;
II.3.2 Algorithmes de minimisations alternées pour résoudre le problème d'ap-
proximation de tenseurs
II.3.2.1 Cadre abstrait
Avec les paramétrages introduit en section II.2.4, le problème de minimisation initiale se ramène
à
Trouver (f1, . . . , fm) ∈ F1M × . . .×FmM tel que∥∥u− FM(f1, . . . , fm)∥∥ = min
(g1,...,gm)∈(F1M×...×FmM)
∥∥u− FM(g1, . . . , gm)∥∥ . (II.31)
L'Algorithme de Minimisations Alternées (AMA) consiste à minimiser sur chaque variable f i ∈
F iM successivement, ce qui donne l'algorithme 4. L'algorithme peut être initialisé par une bonne
approximation de départ fournie par la HOSVD ou la HSVD pour d > 2. Si d = 2 la SVD résout
directement le problème de minimisation.
Algorithme 4: Minimisations alternées dans F1M × . . .×FmM
Données : u ∈ V
Résultat : v ∈M
Initialiser (f1, . . . , fm) aléatoirement;
v = FM(f1, . . . , fm) ;
tant que v n'a pas convergé faire
pour λ = 1, . . . ,m faire
Calculer fλ = arg minh∈FλM
∥∥u− FM(f1, . . . , fλ−1, h, fλ+1, . . . , fm)∥∥ ;




II.3.2.2 Minimisations alternées dans Cr(V)
Pour l'ensemble des tenseurs canoniques, la première question à se poser est de savoir s'il existe un
minimiseur. Malheureusement ce n'est pas garanti si d ≥ 3 et r ≥ 2, car alors Cr(V) n'est pas fermé
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[70]. Malgré ce problème théorique, cet algorithme a fait ses preuves dans de nombreux exemples,
en régularisant ou non le problème de minimisation [47].
On a l'égalité m = d et FµM = (Vµ)r. Ainsi fµ ∈ FµM est déﬁni par
fµ = (vµ1 , v
µ
2 , . . . , v
µ
r ) , (II.32)






i . C'est le paramétrage utilisé dans l'exemple II.2.3.
II.3.2.3 Minimisations alternées dans Tr(V)
Pour l'ensemble des tenseurs de Tucker Tr(V), r = (r1, . . . , rd), on va utiliser un paramétrage
avec m = d+ 1 tel que
FµM = (Vµ)rµ pour µ ∈ {1, . . . , d},
Fd+1M = Rr1×...×rd .
(II.33)























Exemple II.3.5. Avec Vµ = Rnµ , fµ est associé à une matrice de FµM = Rnµ×rµ pour µ ∈ D.
fd+1 = α est un tenseur d'ordre d (dans le sens d'un tableau de réels à d dimensions, (α ∈⊗µRrµ)).
Pour les méthodes de minimisations alternées sur F1M× . . .×Fd+1M , il faut prendre soin d'orthog-
onaliser les (vµ1 , . . . , v
µ
rµ), µ ∈ D. Ainsi le tenseur coeur α = fd+1 est toujours unique.
On peut également minimiser simultanément sur le couple FµM × Fd+1M , ce qui aboutit à l'al-
gorithme AMA modiﬁé, aussi appelé  Itérations Orthogonales de Haut Ordre  (Higher Order


















































se ramène à une décomposition optimale de rang rλ, c'est-à-dire à une SVD
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tronquée de rang rλ. En pratique il est nécessaire de déﬁnir les opérateurs [·, ·]λ : V × C1(V) →
















Ceci permet de construire une collection de (
∏d















(Vλ)#Iλ ' Vλ ⊗ R#Iλ . La méthode proposée par De Lathauwer et al. [22]
consiste à utiliser une SVD (voir section II.3.1) de wλ dans Vλ⊗R#Iλ pour résoudre le problème de





Algorithme 5: Itérations orthogonales de haut ordre Tr(V)
Données : u ∈ V
Résultat : v ∈ Tr(V)
Initialiser (vµi )1≤i≤rµ , ∀µ ∈ D avec la HOSVD (algorithme 2);
tant que v n'a pas convergé faire
pour λ = 1, . . . , d faire





1≤i≤rλ comme les rλ vecteurs singuliers à gauche de w
λ;
Construire α tel que déﬁni en (II.26);
ﬁn
ﬁn
II.3.2.4 Minimisations alternées dans HTr (V)
On pose m = #I(T ) + #L(T ). On déﬁnit F tM par
F tM = Rrt1×rt2×rt si t ∈ I(T ) avec t = t1 ∪ t2, t1 ∩ t2 = ∅, (II.41)
F tM = Vµ si t = {µ} ∈ L(T ) (II.42)
avec rD = 1. Dans ce cas on va noter ×t∈TF tM = F1M × . . .×FmM pour des raisons de clarté.
L'approche pour approximer un tenseur sous le format hiérarchique de Tucker consiste à min-
imiser alternativement sur les paramètres associés aux diﬀérents noeuds du tenseur. On arrive pour
chaque noeud pour la résolution d'un système linéaire de la forme
Atαt = bt, ∀t ∈ I(T ) ou Atvt = bt, ∀t ∈ L(T ). (II.43)








t∈T est très technique, le lecteur pourra se référer à
l'article de Kressner et Tobler [51] pour des éclaircissements. De plus il peut arriver que l'opérateur
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At soit non déﬁni, on cherche alors αt comme une solution de
min
α∈FtM
∥∥Atα− bt∥∥ . (II.44)
Pour éviter ce problème de minimisation, Kressner et Tobler [51] ont proposé une méthode de
troncature adaptative aﬁn de ne jamais avoir de problèmes singuliers.
Il est aussi possible de minimiser plusieurs noeuds à la fois en contractant des noeuds adjacents
de l'arbre. Cette méthode est alors appelé algorithme des moindres carrés modiﬁé par Kressner et
Tobler [51], ou Groupe de Renormalisation de la Matrice Densité (Density Matrix Renormalization
Group, DMRG) pour un certain type d'arbre T [63].
II.3.3 Approche gloutonne
Le problème des algorithmes présentés en section II.3.2 est qu'ils présupposent le rang de l'ap-
proximation à trouver. Cette hypothèse sur le rang peut résulter en une mauvaise approximation si
r est trop faible, ou à des problèmes de complexité ou de convergence si r est trop grand. L'idée
est alors de partir d'un rang r suﬃsamment petit, et de calculer des corrections successives. On
construit alors une suite (um)m∈N déﬁnie comme
u0 = 0
wm ∈ ΠM(u− um−1), ∀m ∈ N∗
um = um−1 + wm, ∀m ∈ N∗
(II.45)
où M est un sous-ensemble de tenseurs. L'intérêt est de pouvoir considérer des ensembles M de





converge rapidement. On verra des applications d'algorithmes gloutons aux chapitres III et IV. Le
lecteur pourra se référer à Temlyakov [74] pour une analyse détaillée de ces algorithmes.
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On considère le problème générique présenté au chapitre I sous la forme (I.19) que l'on note
encore
Au = b, (III.1)
avec A ∈ L(V) et b ∈ V. On retrouve un système linéaire que l'on peut résoudre avec des solveurs
itératifs classiques [8, 69, 81]. Kressner et Tobler [50] ainsi que Ballani et Grasedyck [7] ont proposé
de les coupler aux méthodes d'approximations de tenseurs présentées dans le chapitre II. Dans ce
chapitre, on commencera par présenter ces approches. Ensuite on proposera une méthode pour ré-
duire le rang de l'opérateur A. Ceci pourra être utile pour accélérer les algorithmes de résolutions.
On s'appuiera notamment sur des résultats théoriques présentés en section III.3 aﬁn de réduire le
coût des méthodes d'approximation. Finalement on proposera un nouveau type de préconditionneur
qui s'appuie sur une approximation gloutonne de A−1. On prendra soin d'imposer des conditions
sur la symétrie et le caractère creux du préconditionneur pour pouvoir les utiliser avec les nou-
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veaux solveurs. Finalement on illustrera l'eﬃcacité de notre préconditionneur sur des exemples où
l'opérateur est symétrique ou non.
III.1 Méthodes de descente
III.1.1 Principe
Le principe de base des méthodes itératives est de construire une suite (uk)k∈N ∈ VN telle que
uk → u. Les  méthodes de descente  sont déﬁnies par la relation de récurrence suivante :
uk = uk−1 + arg min
v∈Dk
‖A(uk−1 + v)− b‖N (III.2)
où Dk est une direction de recherche et ‖·‖N une norme dépendante de l'algorithme utilisé.
Lorsque l'on s'intéresse aux méthodes itératives couplées aux méthodes d'approximation de
tenseurs, la formule de récurrence (III.2) implique que le rang de uk va croître avec k. Aﬁn d'éviter
cet inconvénient, (III.2) est modiﬁé en introduisant une approximation du tenseur uk. La formule
de récurrence devient alors
uk ∈ ΠM
(
uk−1 + arg min
v∈Dk
‖A(uk−1 + v)− b‖N
)
(III.3)
où ΠM désigne l'ensemble des meilleures approximations sur un sous-ensemble M ⊂ V. Ainsi la
suite (uk)k∈N est dans un ensemble de tenseurs à rang maximum donné et on évite les problèmes
liés à l'augmentation du rang. En réalité, comme illustré en section III.1.2, l'opérateur de troncature
ΠM est utilisé plusieurs fois dans l'algorithme de résolution.
III.1.2 Cas symétrique déﬁni positif
Si A est symétrique déﬁni positif, l'algorithme de référence est le gradient conjugué (Conjugate
Gradient, CG) proposé par Hestenes et Stiefel [39]. Il a été adapté par Kressner et Tobler [50] aux
tenseurs hiérarchiques de Tucker. L'utilisation de ce format est due à la possibilité d'atteindre des
problèmes de hautes dimensions et à l'eﬃcacité de la HSVD pour l'approximation quasi-optimale
sur l'ensemble des tenseurs hiérarchiques de Tucker.
Comme A est symétrique déﬁni positif, 〈·, ·〉A = 〈A·, ·〉 est un produit scalaire de norme associée




‖v − u‖2A =
1
2
‖Av − b‖2A−1 . (III.4)
J est strictement convexe et possède donc un unique minimum sur V. On part d'un point initial u0
qui peut être nul si aucune approximation de u n'est connue. Une méthode de descente sur J est
déﬁnie par la relation de récurrence
uk+1 = uk + αkpk avec αk ∈ R, pk ∈ V. (III.5)
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où rk = −∇J(uk) = b − Auk est le résidu à la k-ième itération. Si l'on prend pk = −rk on tombe
classiquement sur une méthode de descente de gradient. Toute l'astuce du CG consiste à prendre
les (pi)0≤i≤k A-conjugués, c'est-à-dire 〈pi, pj〉A = δij ‖pi‖2A, et tels que les résidus (ri)0≤i≤k soient
orthogonaux. Aussi la formule (III.5) implique la formule de récurrence suivante sur les résidus :
rk+1 = rk − αkApk, (III.7)
et l'orthogonalité des résidus donne
αk =
〈rk, rk〉
〈rk, Apk〉 . (III.8)
En construisant les directions de recherche avec la formule
pk+1 = rk+1 + βkpk, (III.9)
la condition de A-orthogonalité donne
βk = −〈rk+1, Apk〉〈pk, Apk〉 = −
〈rk+1, rk+1〉
〈rk, rk〉 , (III.10)
la deuxième égalité venant de l'A-orthogonalité des (pi)0≤i≤k, de l'orthogonalité des (ri)0≤i≤k et des
équations (III.7) et (III.9).
Dans le cas de tenseurs, étant données les relations (III.5) et (III.9), le rang de uk va croître
fortement avec k. Aﬁn de régler cet inconvénient, Kressner et Tobler [50] ont analysé l'introduction
de l'opérateur de troncature dans l'algorithme classique du CG. Ils ont abouti alors à l'algorithme 6
dans le cas du gradient conjugué préconditionné par un préconditionneur P−1. L'algorithme est en
pratique initialisé avec la valeur u0 = 0 si aucune approximation de la solution n'est disponible.
On remarquera que le résidu est calculé explicitement et non pas à partir de la formule de
récurrence (III.7). Cette formulation permet d'éviter une stagnation trop rapide du résidu (voir
Kressner et Tobler [50]).
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Algorithme 6: Gradient Conjugué Préconditionné (Preconditioned Conjugate Gradient,
PCG) avec troncature
Données : u0 ∈M, A ∈ L(V) symétrique déﬁni positif, b ∈ V, P ∈ L(V) symétrique déﬁni
positif





tant que uk n'a pas convergé faire
αk = 〈rk, pk〉 / 〈pk, Apk〉;
uk+1 ∈ ΠM(uk + αkpk);
rk+1 ∈ ΠM(b−Auk+1);
zk+1 = Prk+1;
βk = −〈zk+1, Apk〉 / 〈pk, Apk〉;
pk+1 ∈ ΠM(zk+1 + βkpk);
k = k + 1;
ﬁn
retourner uk;
III.1.3 Cas non symétrique
De nombreuses méthodes s'inspirent du CG pour résoudre les systèmes linéaires où A n'est
plus symétrique. Une approche consiste à utiliser la méthode du gradient biconjugué (BiConjugate




En introduisant l'opérateur A˜ : V×V → V×V tel que A˜(u, uˆ) = (A∗uˆ, Au), avec u˜ = (u, uˆ), b˜ = (bˆ, b),
résoudre (III.11) revient en fait à résoudre le système linéaire A˜u˜ = b˜ avec A˜ symétrique 1. Le
problème est alors que A˜ n'est pas forcément déﬁni positif ce qui peut causer des arrêts du BiCG.
On peut prouver que le BiCG revient à chercher des résidus sous la forme
rk = ϕk(A)r0 et r̂k = ψk(A)r̂0, (III.12)
où ϕk et ψk sont des polynômes. Pour accélérer la méthode, Sonneveld [72] a proposé le gradient





À cause de l'utilisation du carré du polynôme ϕk, le CGS peut souﬀrir d'erreurs d'arrondis. Ceci a
conduit au gradient biconjugué stabilisé (BiConjugate Gradient Stabilized, BiCGSTAB) de Van Der
1. A˜ est symétrique au sens du produit scalaire déﬁni sur V × V par 〈(u, uˆ), (v, vˆ)〉V×V = 〈u, v〉+ 〈uˆ, vˆ〉
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Vorst [80] où cette fois le résidu est cherché sous la forme
rk = χk(A)ϕk(A)r0 où χk(x) = (1− ωkx)χk−1(x) (III.14)
où ωk est choisi de façon à minimiser le résidu rk. Cet algorithme a alors été adapté avec succès
par Kressner et Tobler [50] aux tenseurs en introduisant encore l'opérateur de troncature ΠM. Le
BiCGSTAB préconditionné avec un préconditionneur P−1 est présenté dans l'algorithme 7 où la
formule explicite du résidu a été utilisée encore une fois.
Algorithme 7: Gradient BiConjugué Stabilisé Préconditionné avec Troncature
Données : u0 ∈M, A ∈ L(V), P ∈ L(V), b ∈ V, rˆ ∈ V (e.g. rˆ = b)
Résultat : uk ∈M
r0 = b−Au0;
ρ0 = 〈rˆ, r0〉;
p0 = r0;
pˆ0 = Pp0;
v0 = Apˆ0 ;
k = 0 ;
tant que uk n'a pas convergé faire
ωk = 〈rˆ, rk〉 / 〈rˆ, vk〉;
sk ∈ ΠM(rk − ωkvk);
sˆk ∈ ΠM(Psk);
tk ∈ ΠM(Asˆk);
si ‖sk‖ ≤ tol alors
uk+1 = uk + ωkpˆk;
retourner uk+1;
ﬁn
k = 〈tk, sk〉 / 〈tk, tk〉;
uk+1 ∈ ΠM(uk + ωkpˆk + ksˆk);
rk+1 ∈ ΠM(b−Auk+1);
si ‖rk+1‖ ≤ tol alors
retourner uk+1;
ﬁn
ρk+1 = 〈rˆ, rk+1〉;
βk = ρk+1/ρkωk/k;
pk+1 ∈ ΠM(rk+1 + βk(pk − kvk));
pˆk+1 ∈ ΠM(Ppk+1);
vk+1 ∈ ΠM(Apˆk+1);
k = k + 1;
ﬁn
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III.2 Méthodes de projection
III.2.1 Principe
Les méthodes de projection sont une alternative aux méthodes de descente présentées dans la
section précédente. Elles consistent à déﬁnir un espace d'approximation U ⊂ V tel que dim(U) est
très inférieur à dim(V) = n et un espace de projection W ⊂ V avec dim(U) = dim(W). On vient
chercher alors la projection de u dans U de manière à ce que le résidu soit orthogonal à W.
En principe on construit deux suites d'espaces (Uk)k≥1 et (Wk)k≥1 tels que Uk ⊂ Uk+1 et Wk ⊂
Wk+1 et dim(Uk) = dim(Wk). Il vient la suite (uk)k≥1 d'approximations de u déﬁnie par
uk ∈ Uk tel que 〈δw, b−Auk〉 = 0, ∀δw ∈ Wk. (III.15)
On reconnaît là une approximation de l'équation (I.19). Toute la diﬃculté réside alors dans le choix
des espaces (Uk)k≥1 et (Wk)k≥1 aﬁn que uk soit une bonne approximation de u tout en ayant dim(Uk)
négligeable devant n.
III.2.2 Généralisation de la méthode de minimisation du résidu (GMRES)
Un choix populaire pour Uk est le k-ième sous espace de KrylovKk(A, b) = span
{
b, Ab, . . . , Ak−1
}
.
On peut montrer que si Kk(A, b) = Kk+1(A, b) alors Kk(A, b) = Kk+q(A, b), ∀q ∈ N, et u ∈ Kk(A, b)
d'après [69, Proposition 6.6]. Aussi, la dimension maximale de Kk(A, b) est n.
En ce qui concerne Wk, de nombreux choix ont été étudiés dans la littérature. On peut citer la
Méthode d'Orthogonalisation Totale (Full Orthogonalization Method, FOM) qui consiste à prendre
Wk = Uk = Kk(A, b) en utilisant une procédure d'orthogonalisation d'Arnoldi pour construire une
base de Uk. On peut aussi citer le choix Uk = Kk(A, b) etWk = Kk(A∗, b) qui conduit à une méthode
similaire à celle du gradient biconjugué. On va s'intéresser ici à l'algorithme proposé par Saad et
Schultz [68], la Généralisation de la Méthode de Minimisation du Résidu (Generalized Minimal
Residual, GMRES). En partant d'une initialisation u0 ∈ V, l'idée est de prendre pour Uk le k-ième
sous espace de Krylov Kk(A, r0) et Wk = AUk = AKk(A, r0). On montre qu'avec cette méthode le
résidu est minimisé sur l'espace aﬃne u0 + Uk :
uk = arg min
v∈u0+Uk
‖b−Av‖2 . (III.16)
En eﬀet, on a uk = u0 + Ukyk où yk ∈ Rk et Uk : Rk → Uk est un isomorphisme quelconque. La
minimisation de ‖b−A(u0 + Uky)‖2 par rapport à y déﬁnit yk comme
〈b−A(u0 + Ukyk), AUkδy〉 = 0, ∀δy ∈ Rk. (III.17)
Comme Im(AUk) =Wk, on retrouve l'équation (III.15) avec les sous-espaces Uk etWk en remplaçant
b par b−Au0.
En pratique, pour éviter d'atteindre des valeurs de dim(Uk) trop élevées, on réinitialise l'al-
gorithme toutes les m itérations. On appelle habituellement cet algorithme GMRES(m). En intro-
duisant l'opérateur de troncature, Ballani et Grasedyck [7] l'ont adapté aux espaces produit tensoriel
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et sont arrivés à l'algorithme 8 où on note (ei)1≤i≤m la base canonique de Rm. On a ici changé la
dernière étape de l'algorithme. Dans [7], Ballani et Grasedyck propose une troncature adaptative
de zk+1 empêchant une stagnation du résidu. Dans ce cas M n'est plus ﬁxé mais évolue avec les
itérations de l'algorithme. On parlera plutôt deMk.
Algorithme 8: GMRES(m) avec troncature
Données : u0 ∈M, A ∈ L(V), P ∈ L(V), b ∈ V
Résultat : uk ∈M
pour k = 0, . . . , kmax faire
rk = b−Auk;




v1 = v1/ ‖v1‖;
pour j = 1, . . . ,m faire
wj = Avj ;
Résoudre
∑j
i=1 〈vl, vi〉αi = 〈vl, wj〉 , ∀l ∈ {1, . . . , j};
vj+1 ∈ ΠM(wj −
∑j
i=1 αivi);
vj+1 = vj+1/ ‖vj+1‖;
ﬁn
Déﬁnir Wm : Rm →Wm tel que Wm(ei) = wi, 1 ≤ i ≤ m;
Déﬁnir Um : Rm → Um tel que Um(ei) = vi, 1 ≤ i ≤ m;
Résoudre 〈rk +AUmy,Wmδy〉 = 0, ∀δy ∈ Rm;
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III.3 Approximation d'opérateurs
Dans cette partie on va proposer une méthode pour approximer un opérateur A avec une com-
plexité réduite. Pour cela on va s'intéresser au cas A ∈⊗µ Uµ où Uµ ⊂ L(Vµ) est un espace vectoriel,
par exemple les sous-espaces des opérateurs symétriques ou creux, et montrer qu'on peut chercher la
meilleur approximation de A directement dans
⊗
µ Uµ. C'est en fait une généralisation du résultat
d'Espig et Hackbusch [27] pour l'ensemble Cr(V) à une classe plus générale d'ensemble de tenseurs.
Le problème de meilleure approximation (II.16) sera dérivé une nouvelle fois pour les opérateurs. On
suppose que les (Vµ)µ∈D sont de dimension ﬁnie (nµ)µ∈D. Les L(Vµ) = Rnµ×nµ sont alors des espaces
de Hilbert pour la norme de Frobenius ‖·‖µ et le produit scalaire associé 〈A,B〉µ = trace(A∗B).
Un argument sur les dimensions implique l'égalité L(V) = ⊗µ L(Vµ) = L(V) (voir section I.1.1).




précédents et la norme associée ‖·‖. Cette dernière est une cross norm déﬁnie sur les





‖Aµ‖µ Aµ ∈ L(Vµ), ∀µ ∈ D. (III.18)
Dans cette section les notations W = L(V) et Wµ = L(Vµ), µ ∈ D, seront utilisées.
III.3.1 Meilleure approximation sur un sous-ensemble de tenseurs
On considère un sous-ensemble de tenseursM vériﬁant les propriétés suivantes :
 M est fermé
 0 ∈M
 λM =M pour tout λ ∈ R∗










où I ∈ Nd est un ensemble d'indices et BM un ensemble de #I coeﬃcients. On pourra notam-
ment considérer pour M l'ensemble C1(W), Tr(W) ou encore HTr (W). On déﬁnit une meilleure
approximation dansM de A ∈ W par le problème
ΠM(A) = arg min
B∈M
‖A−B‖2 . (III.20)



















σ(A) peut être interprété comme la valeur singulière dominante de A (en un sens généralisé). On





ΠM(A) = arg min
B∈M
‖A−B‖2 = arg max
B∈M
βA(B) (III.24)
l'ensemble des éléments associés à la valeur singulière dominante σ(A), tels que
βA(B) = σ(A)
2 ∀B ∈ ΠM(A). (III.25)
III.3.2 Approximation des éléments d'un sous-espace vectoriel
On suppose à présent que
A ∈ U =
⊗
µ













i ∈ Uµ ⊂ Wµ. (III.27)
Pour tout µ ∈ {1, . . . , d}, on introduit le projecteur orthogonal de Wµ sur Uµ déﬁni par
Pµ :Wµ → Uµ ⊂ Wµ, P2µ = Pµ, P∗µ = Pµ. (III.28)
On introduit ainsi le projecteur orthogonal de W sur U déﬁni par






On montre aisément la propriété suivante.
Lemme III.3.1. Soit P : W → U le projecteur orthogonal de W sur U , avec P = ⊗µ Pµ. Pour
tout ensembleM de la forme (III.19), on a
P(M) ⊂M. (III.31)
Lemme III.3.2. Soit A ∈ U ⊂ W et soit P : W → U le projecteur orthogonal de W sur U . Pour
tout B ∈ W, on a
βA(B) ≤ βA(P(B)) (III.32)
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et
βA(B) = βA(P(B)) ⇐⇒ B = P(B). (III.33)
Démonstration. Pour tout élément B ∈ W, on a
〈A,B〉 = 〈P(A), B〉 = 〈A,P∗(B)〉 = 〈A,P(B)〉 (III.34)
et








‖P(B)‖2 = βA(P(B)). (III.36)
De plus, on a
βA(B) = βA(P(B))⇔ ‖B‖ = ‖P(B)‖ ⇔ ‖B − P(B)‖ = 0. (III.37)
On en déduit le théorème suivant.
Théorème III.3.3. Soit P : W → U le projecteur orthogonal de W sur un sous-espace vectoriel
U ⊂ W. Si A ∈ U et si P(M) ⊂M, alors
ΠM(A) ⊂ U . (III.38)
Démonstration. Soit C ∈ ΠM(A) = arg maxB∈M βA(B). Par hypothèse sur M, on a P(C) ∈ M.
Supposons que P(C) 6= C. Alors, par le lemme III.3.2, on a
βA(C) < βA(P(C)) (III.39)
ce qui contredit l'optimalité de C. On a donc C = P(C) ∈ U et donc ΠM(A) ⊂ U .
Du théorème III.3.3 et du lemme III.3.1, on déduit la propriété suivante.
Théorème III.3.4. Si A ∈ U = ⊗µ Uµ,
ΠC1(W)(A) ⊂ C1(U). (III.40)
Un élément B ∈ ΠC1(W)(A) s'écrit donc B =
⊗
µB
µ avec Bµ ∈ Uµ.
Remarque III.3.5. Les théorèmes III.3.3 et III.3.4 ne sont pas propres aux opérateurs, mais à tous
les tenseurs.
III.3.3 Analyse de l'algorithme alterné pour l'approximation de rang un







U = ⊗µ Uµ. On considère l'application d'un algorithme alterné pour la recherche d'un élément
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(0) puis on construit une
séquence {B(n)}n≥1 ⊂ C1(W) déﬁnie pour n ≥ 1 par
B(n) = Gd ◦ . . . ◦G1(B(n−1)), (III.41)
où pour B =
⊗
µB
µ, Gµ : C1(W)→ C1(W) est déﬁnie par
‖A−Gµ(B)‖2 = min
C∈Cµ1 (B)
‖A− C‖2 , (III.42)






 ;Cµ ∈ Wµ
 , (III.43)
où on a utilisé pour simpliﬁer une permutation des dimensions.
Proposition III.3.6. Quelle que soit l'initialisation B(0) ∈ W, on a




pour tout n ≥ 1.































µ6=λ 〈Aµi , Bµ〉µ. Puisque pour tout i ∈ {1, . . . ,m} on a Aλi ∈ Uλ, on a
Cλ ∈ Uλ. (III.47)
Pour B ∈ W1 ⊗ . . .⊗Wd, on en déduit donc G1(B) ∈ U1 ⊗W2 ⊗ . . .⊗Wd, G2 ◦G1(B) ∈ U1 ⊗U2 ⊗
W3 ⊗ . . .⊗Wd, et par récurrence, Gd ◦ . . . ◦G1(B) ∈ U1 ⊗ . . .⊗ Ud.
III.3.4 Préservation des patterns
On s'intéresse ici à la préservation des patterns des vecteurs ou matrices. On considèreWµ = Rnµ
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On note




Iµi déﬁnit le pattern de A
µ
i (vecteur ou matrice) et I








avec Uµ l'espace vectoriel déﬁni par
Uµ = {Aµ ∈ Wµ; (Aµ)γ = 0, ∀γ /∈ Iµ} . (III.51)
Le projecteur orthogonal de W sur U est P = ⊗µ Pµ où Pµ est le projecteur orthogonal de Wµ sur
Uµ déﬁni pour Bµ ∈ Wµ par
(Pµ(Bµ))γ =
(Bµ)γ si γ ∈ Iµ0 si γ /∈ Iµ . (III.52)
On déduit du théorème III.3.4 la propriété suivante.
Proposition III.3.7. Un élément B ∈ ΠC1(W)(A) s'écrit B =
⊗
µB
µ où Bµ a un pattern inclus
dans Iµ.
Lors de l'approximation d'un tenseur creux, on pourra donc se ramener à l'approximation d'un
tenseur de dimension inférieure en limitant la recherche de la meilleure approximation dans l'espace




Rmµ avec mµ = #(Iµ). (III.53)
Notons également que d'après la proposition III.3.6, on sait que lorsqu'on utilise un algorithme
alterné pour la recherche d'une meilleure approximation B ∈ C1(W) de A, B possède les patterns
de A après la première itération, quelle que soit l'initialisation de l'algorithme.
III.3.5 Préservation des symétries
On s'intéresse ici à la préservation des propriétés de symétrie des opérateurs. On considère
Wµ = Mnµ(R) = Rnµ×nµ . On note Msymn (R) = {B ∈ Mn(R);B = BT } l'ensemble des matrices
symétriques de Mn(R), et Mskewn (R) = {B ∈ Mn(R);B = −BT } l'ensemble des matrices anti-







On suppose que pour tout i ∈ {1, . . . ,m},
Aµi ∈Msymnµ (R) pour µ ∈ Ksym ⊂ D (III.55)
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et
Aµi ∈Mskewnµ (R) pour µ ∈ Kskew ⊂ D. (III.56)
On a donc




avec Uµ un espace vectoriel déﬁni par
Uµ =

Msymnµ (R) si µ ∈ Ksym
Mskewnµ (R) si µ ∈ Kskew
Mnµ(R) sinon
. (III.58)
Le projecteur orthogonal de W sur U s'écrit P = ⊗µ Pµ, avec Pµ est le projecteur orthogonal de





T ) si µ ∈ Ksym
1
2(B −BT ) si µ ∈ Kskew
B sinon
. (III.59)
On déduit du théorème III.3.4 la propriété suivante.
Proposition III.3.8. Un élément B ∈ ΠC1(W)(A) s'écrit B =
⊗
µB
µ où pout tout µ, Bµ possède
les mêmes propriétés de symétrie que les {Aµi }mi=1.
Lors de l'approximation d'un tenseur A ∈ W, on pourra donc imposer a priori les propriétés de





Rmµ avec mµ =

1
2nµ(nµ + 1) si µ ∈ Ksym
1
2nµ(nµ − 1) si µ ∈ Kskew
n2µ sinon
.
Notons également que d'après la proposition III.3.6, on sait que lorsqu'on utilise un algorithme
alterné pour la recherche d'une meilleure approximation B ∈ C1(W) de A, B possède les propriétés
de symétrie de A après la première itération, quelle que soit l'initialisation de l'algorithme.
III.4 Approximation de l'inverse de l'opérateur
Après l'approximation de l'opérateur, l'approximation de l'inverse est présentée dans cette sec-
tion. On va proposer une méthode qui permet de trouver une approximation dans Cr(W) et non plus
C1(W) comme c'est le cas dans la littérature [32, 54, 78]. Des approximations de rang-r ont déjà été
proposées pour l'inverse si celle-ci admet un développement sous forme de série [46] ou en supposant
une forme particulière [76]. La nouveauté ici réside dans le fait que la méthode est applicable à
n'importe quel opérateur. On proposera aussi une manière d'imposer des propriétés telles que la
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symétrie ou un caractère creux à l'approximation de l'inverse. De cette manière celle-ci pourra être
utilisable avec le PCG par exemple.
Dans le cadre de la construction d'une approximation symétrique, on verra en section III.4.2.1
que l'on retrouve un cas particulier de l'équation de Sylvester. On proposera alors une manière de
la résoudre avec l'utilisation des tenseurs.
III.4.1 Meilleure approximation par rapport à une norme appropriée
On introduit ici une méthode d'approximation gloutonne de A−1. Soit P0 = 0. Connaissant une
approximation Pr−1 de A−1, on cherche une approximation Pr = Pr−1 +W avec
W ∈ ΠC1(V)(A−1 − Pr−1) = arg min
X∈C1(V)
∥∥A−1 − Pr−1 −X∥∥2W (III.60)
où ‖·‖W est une certaine norme sur W. Pour être capable de calculer W , l'astuce consiste à choisir
pour ‖·‖W la norme ‖·‖AA∗ associée au produit scalaire 〈· AA∗, ·〉, où A∗ est l'opérateur adjoint de
A. On a alors l'égalité ∥∥A−1 − Pr−1 −X∥∥2AA∗ = ‖I − (Pr−1 +X)A‖2 , (III.61)
où ‖·‖ est la norme canonique induite par les normes de Frobenius. Pr = Pr−1 +W déﬁnit alors une
approximation de l'inverse à gauche de A.
Remarque III.4.1. On peut aussi construire une approximation à droite en considérant la norme
associée au produit scalaire 〈A∗A ·, ·〉.
En utilisant l'opérateur [·, ·]λ déﬁni en (II.39), une minimisation alternée sur les dimensions donne
pour la dimension λ le problème suivant sur W λ ∈ Rnλ×nλ :













〈WµCµi ,Wµ〉µCµi ∈ L(Vλ), (III.65)






Remarque III.4.2. La dimension nλ doit être suﬃsamment petite pour que cette méthode ne soit
pas trop coûteuse.
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III.4.2 Approximation dans un sous-espace
Dans la section III.3, on pouvait tirer proﬁt des propriétés de l'opérateur A quand il était dans un
sous-espace de dimension inférieure U = ⊗µ Uµ. Cette fois on ne connaît pas a priori les propriétés
de A−1. Toutefois, on va encore chercher son approximation dans des sous-espaces particuliers.
On note P :W → U le projecteur orthogonal deW sur U . SiW = ⊗µWµ ∈ U est un minimiseur
de (III.61), la condition de stationnarité donne
〈I − (Pr−1 +W )A, δWA〉 = 0, ∀δW ∈ TW (C1(U)), (III.67)
avec TW (C1(U)) l'espace tangent à C1(U) en W . Cette équation est équivalente à
〈A∗ − (Pr−1 +W )AA∗, δW 〉 = 0, ∀δW ∈ TW (C1(U)). (III.68)
Sachant que C1(U) est une variété diﬀérentielle incluse dans U , il en découle que TW (C1(U)) ⊂ U
d'après le lemme II.2.6. Ainsi on a les égalités TW (C1(U)) = P(TW (C1(U))) et δW = P(δW ), pour
tout δW ∈ TW (C1(U)) ,et (III.68) est équivalente à
〈A∗ − (Pr−1 +W )AA∗,P(δW )〉 = 0, ∀δW ∈ TW (C1(U)) (III.69)
⇔ 〈P(A∗ − (Pr−1 +W )AA∗), δW 〉 = 0, ∀δW ∈ TW (C1(U)), (III.70)
ou encore
〈P(WAA∗), δW 〉 = 〈P(A∗ − Pr−1AA∗), δW 〉 , ∀δW ∈ TW (C1(U)). (III.71)
En introduisant une minimisation alternée sur les dimensions, on peut écrire à partir de (III.71) que
la minimisation sur W λ, λ ∈ D, conduit à
[P(WAA∗),W ]λ = [P(A∗ − Pr−1C),W ]λ , (III.72)
où [·, ·]λ est l'application déﬁnie en (II.39).
Remarque III.4.3. Pr−1AA∗ est un tenseur de rang maximal (r − 1)r2A. Si rA est trop grand,
la résolution de (III.71) peut être coûteuse. Pour éviter ce problème, on peut travailler sur une
approximation de A de plus petit rang en utilisant les propriétés proposées en section III.3 comme
les symétries et le caractère creux des opérateurs.
III.4.2.1 Imposition de symétries















soient symétriques. Il est donc nécessaire d'imposer la symétrie
dans la déﬁnition de l'approximation. Pour cela on introduit le sous-espace U ⊂ W des opérateurs
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L'équation (III.71) devient alors
〈WC, δW 〉+ 〈CW, δW 〉 = 〈2P(A∗ − Pr−1C), δW 〉 , ∀δW ∈ TW (C1(U)), (III.75)







∗, W = W ∗ et Pr−1 = P ∗r−1. Pour appliquer un algorithme




minimisation sur W λ conduit à l'équation de stationnarité













































i . On en déduit l'équation suivante qui déﬁnit W
λ :
W λQλ +GλW λ = Hλr−1 (III.77)






















On remarque alors que si U = ⊗µ Uµ où les Uµ est l'espace des opérateurs symétriques de Wµ, on
a
〈WµCµi ,Wµ〉µ = 〈Cµi , (Wµ)∗Wµ〉µ = 〈Cµi ,Wµ(Wµ)∗〉µ = 〈Cµi Wµ,Wµ〉µ , (III.78)
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et donc Qλ = Gλ. L'équation à résoudre est donc ﬁnalement
W λQλ +QλW λ = Hλr−1. (III.79)
Cette dernière équation est appelée l'équation de Lyapunov continue qui est un cas particulier de
l'équation de Sylvester. Elle peut être résolue grâce à l'algorithme de Bartels and Stewart [9]. Lorsque
nµ est grand, on préférera la méthode proposée dans le paragraphe suivant.
Résolution de l'équation de Sylvester par une méthode d'approximations de tenseurs.
L'équation de Sylvester s'écrit :
Trouver X ∈ Rn×n tel que
AX +XB = C, (A,B,C) ∈ (Rn×n)3 . (III.80)
En se replaçant dans un cadre tensoriel où on fait identiﬁcation Rn×n = Rn ⊗ Rn, l'équation précé-
dente est équivalente à
(A⊗ In + In ⊗BT )X = C, (III.81)
où In est l'opérateur identité de Rn×n et X et C sont considérés comme des éléments de Rn⊗Rn. Il
reste à exprimer C sous format tenseur grâce à une SVD et à utiliser un des solveurs des chapitres




i ⊗X2i où Xµi ∈ Rn.
III.4.2.2 Imposition d'un caractère creux
On considère ici queWµ = Rnµ×nµ . Avec les projecteurs introduits en section III.3.4, en dévelop-


















Cette fois l'équation est
Pλ(W λKλ) = [P(A∗ − Pr−1C),W ]λ , (III.84)
et ne peut être résolue directement. On peut toutefois s'inspirer de la méthode de l'Approximation
Creuse de l'Inverse (SParse Approximate Inverse, SPAI) de Grote et Huckle [36] en minimisant la
fonctionnelle Jλ déﬁnie par :
Jλ(W λ) =
∥∥∥Pλ(W λKλ)− [P(A∗ − Pr−1C),W ]λ∥∥∥2
λ
, ∀λ ∈ D. (III.85)
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III.5 Illustrations
III.5.1 Estimation de l'erreur
On rappelle que l'on est en dimension ﬁnie. On munit alors L(V) de la norme subordonnée à ‖·‖
que l'on notera aussi ‖·‖. On a ainsi les inégalités :
‖b‖ ≤ ‖A‖ ‖u‖ et ‖u‖ ≤ ∥∥A−1∥∥ ‖b‖ . (III.86)
De même, on a les inégalités :
‖Av − b‖ ≤ ‖A‖ ‖u− v‖ et ‖u− v‖ ≤ ∥∥A−1∥∥ ‖b−Au‖ . (III.87)









avec cond(A) = ‖A‖∥∥A−1∥∥ le conditionnement de A associé à la norme ‖·‖. Ainsi si le condition-
nement de l'opérateur A est très bon, le résidu relatif est un bon estimateur d'erreur du résidu
relatif.
Remarque III.5.1. Pour deux approximations ur et u˜r de u, les deux inégalités suivantes peuvent
être vériﬁées simultanément :
‖b−Aur‖ ≤ ‖b−Au˜r‖ et ‖u− ur‖ ≥ ‖u− u˜r‖ . (III.89)
Le contrôle de l'erreur en norme de résidu peut donc poser des problèmes. Ceci sera illustré sur des
exemples en sections III.5.3.5 et IV.3.2.
Remarque III.5.2. En pratique, il est plus utile de passer par une estimation de l'erreur sur une
quantité d'intérêt comme illustré en section V.1.
III.5.2 Problème de Poisson
III.5.2.1 Formulation du problème
On va s'intéresser au problème formulé sur le domaine Ω = ωd avec ω = (0, 1) ayant pour
formulation forte :
−∆u = f sur Ω,
u = 0 sur ∂Ω,
f = 1 sur Ω.
(III.90)
La formulation faible du problème précédent est :
Trouver u ∈ H10 (Ω) tel que


















On cherche alors une approximation de u dans l'espace V = ⊗µ Vµ où les Vµ sont les espaces d'ap-
proximation éléments ﬁnis P1 inclus dans H10 (ω). On introduit un maillage régulier de 60 éléments
de ω. On suppose ici que d = 4.
Avec ces notations, la discrétisation du problème amène au système linéaire







Comme l'opérateur est symétrique déﬁni positif, on va étudier le comportement de l'algorithme du
gradient conjugué (PCG). On va se placer dans le cas où les approximations ur ∈ HT10(V), où T est
un arbre équilibré.
III.5.2.2 Comportement du solveur et des préconditionneurs
Le but de cet section est d'analyser l'eﬃcacité du préconditionneur proposé sur le simple modèle
de Poisson. En ﬁgure III.1, le résidu relatif est tracé en fonction du nombre d'itérations du PCG
pour diﬀérents préconditionneurs. Dans le cas I, l'algorithme est simplement le gradient conjugué. Le
préconditionneur P̂1 est tel que P̂
−1
1 ∈ ΠC1(L(V))(A), c'est-à-dire P̂−11 est la meilleure approximation
de rang 1 de l'opérateur A au sens de la norme canonique. Enﬁn, (Pr)1≤r≤10 désignent les précondi-
tionneurs de rang r construits de manière gloutonne dans l'espace des opérateurs symétriques (voir
la section III.4.2.1).






























Figure III.1  Résidu relatif en fonction du nombre d'itérations du PCG pour diﬀérents types de
préconditionneurs pour le problème de Poisson.
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On observe que P̂1 et P1 n'améliorent pas du tout la convergence du solveur, et la dégradent
même. Nonobstant, à partir de r = 2, Pr augmente très fortement le taux de convergence du résidu,
l'augmentation étant encore plus ﬂagrante à partir de r = 8.
Aﬁn de voir s'il y a un lien entre la convergence de (Pr)r∈N∗ vers A
−1 et l'eﬃcacité du précon-
ditionneur, on a tracé en ﬁgure III.2 l'erreur relative
‖I − PrA‖
‖I‖ (III.94)
en fonction de r. Malheureusement il n'y a pas de liens visibles entre l'erreur relative et le taux de













Figure III.2  Erreur relative ‖I−PrA‖‖I‖ en fonction du rang r de l'approximation de l'inverse pour
le problème de Poisson.
convergence du solveur. En eﬀet on observe une décroissance stricte de l'erreur alors qu'il semble
que le conditionnement s'améliore par paliers d'après la ﬁgure III.1. Il serait nécessaire d'avoir un
accès au conditionnement de l'opérateur préconditionné PrA. Pour cela il faudrait estimer les normes
‖PrA‖ et
∥∥(PrA)−1∥∥ = ∥∥A−1P−1r ∥∥, la diﬃculté résidant dans le calcul de cette dernière.
III.5.2.3 Temps de calcul
Problème de départ. Les temps de calcul pour la construction des diﬀérents préconditionneurs, la
résolution et le temps total sont donnés dans le tableau III.1. La solution est cherché dans l'ensemble
HT10(V). La limite de précision en résidu relatif est ﬁxée à 5 10−6 car le résidu relatif n'arrive pas à
atteindre 10−6, peu importe le préconditionneur utilisé.
On conclut alors que le choix du préconditionneur est une aﬀaire de compromis. Ici le précon-
ditionneur le plus eﬃcace en temps est P2. Il allie la rapidité de la construction et la rapidité de
la convergence du résidu. Néanmoins si le préconditionneur est déjà disponible, il est alors plus
intéressant de choisir le préconditionneur P8.
Augmentation du rang de la solution. La solution est cette fois autorisée à avoir un rang
maximal de 20. Il en découle que tous les préconditionneurs aboutissent à un résidu relatif ﬁnal
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inférieur à 10−8, comme indiqué dans le tableau III.2.
Cette fois P2 est le meilleur préconditionneur, aussi bien pour le temps de construction du
préconditionneur que la résolution du système. On observe une augmentation du temps de calcul
avec l'augmentation du rang. Le temps de calcul est au moins triplé, même pour un résidu relatif
grossier de 10−1.
Problème avec 120 éléments par dimension. On revient ici à l'ensemble HT10(V), mais on
divisé par deux ici la taille du maillage pour appréhender l'eﬃcacité de la méthode. Les résultats
sont indiqués au tableau III.3. On a encore ﬁxé ici la limite en précision à 5.10−5 pour des raisons
de stagnation du résidu relatif, comme dans le problème de départ. Lorsque le résidu relatif n'est
pas atteint, le temps est noté ∞.
P2 est une nouvelle fois le meilleur compromis pour allier rapidité et précision. Si P8 est disponible,
ce dernier oﬀre la résolution la plus rapide du problème. On remarque que le temps de calcul souﬀre
du raﬃnement du maillage du domaine ω. Néanmoins pour un nombre de degrés de liberté doublé, le
temps de calcul est à peine multiplié par 4. L'augmentation du temps de calcul provient donc presque
uniquement de la résolution des systèmes linéaires, car on retrouve une dépendance concordante avec
la complexité des solveurs directs de l'algèbre linéaire. Typiquement, pour un système linéaire de n
inconnues, ils ont une complexité entre n2 et n3 suivant le caractère creux de l'opérateur.
I P̂1 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Constr. du préc. 0 0.1 0.3 1.7 2.2 3.8 4.6 7.2 10.2 12.7 15.0 23.9
Résidu relatif Temps de résolution
10−1 2.8 3.1 3.3 1.3 1.4 1.7 2.1 2.5 3.0 1.8 2.1 2.7
10−2 7.5 6.2 7.5 1.8 2.0 2.4 3.0 3.4 4.2 2.2 2.7 3.3
10−3 7.6 11.2 13.0 2.3 2.5 3.0 3.9 4.4 5.3 2.7 3.3 4.0
10−4 11.5 15.0 18.5 3.3 3.3 4.0 4.9 6.8 8.2 3.0 3.6 4.2
10−5 13.5 19.6 23.8 4.8 4.9 5.9 7.2 9.2 10.8 3.9 4.7 5.8
5 10−6 13.9 20.7 24.5 5.1 5.1 6.5 7.7 9.6 11.2 4.4 5.2 6.5
Temps total 13.9 20.8 24.8 6.8 7.3 10.3 12.3 16.8 21.4 17.1 20.2 30.4
Table III.1  Temps de calcul (s) pour la résolution du problème de Poisson en fonction du résidu
relatif pour diﬀérents préconditionneurs, une approximation de rang 10 et n = 59.
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I P̂1 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Constr. du préc. 0 0.1 0.3 1.7 2.2 3.8 4.6 7.2 10.2 12.7 15.0 23.9
Résidu relatif Temps de résolution
10−1 7.2 7.7 8.1 3.7 4.5 5.5 6.8 8.5 11.0 6.2 7.7 9.6
10−2 9.8 11.5 12.1 5.4 6.0 7.2 9.0 11.9 15.4 8.3 10.2 12.8
10−3 11.9 14.4 18.7 6.6 7.9 9.5 11.7 14.6 18.9 10.4 12.8 15.9
10−4 14.6 22.4 30.4 7.6 9.0 10.8 13.4 16.7 21.5 11.5 14.0 17.4
10−5 22.0 33.4 44.3 8.5 10.1 12.1 15.0 18.7 24.2 12.5 15.4 19.0
10−6 28.0 47.9 58.7 9.8 11.6 13.9 16.6 21.4 27.7 15.7 19.3 23.8
10−7 35.9 59.1 72.8 11.7 13.9 16.6 20.5 25.6 32.0 16.8 20.6 25.3
10−8 46.1 71.5 87.9 16.5 19.1 21.9 25.4 30.4 38.2 18.9 23.2 28.5
Temps total 60 71.6 88.2 18.2 21.3 25.7 30 37.6 48.4 31.6 38.2 52.4
Table III.2  Temps de calcul (s) pour la résolution du problème de Poisson en fonction du résidu
relatif pour diﬀérents préconditionneurs, une approximation de rang 20 et n = 59.
I P̂1 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Constr. du préc. 0 0.1 1.7 4.9 6.2 8.3 11.7 16.2 19.7 32.6 40.0 46.4
Résidu relatif Temps de résolution
10−1 6.6 9.9 11.1 3.0 3.3 4.1 4.6 6.0 8.2 4.6 5.8 7.7
10−2 15.4 20.3 25.9 5.6 6.6 8.1 8.6 11.5 16.6 6.3 8.0 10.5
10−3 24.3 28.8 38.0 9.0 10.8 12.4 15.1 18.5 25.3 8.4 10.6 13.9
10−4 30.3 ∞ ∞ 13.5 14.8 17.6 21.0 26.9 35.9 11.1 14.1 19.0
5 10−5 33.8 ∞ ∞ 14.5 16.4 19.3 23.4 29.7 37.4 12.8 16.2 22.3
Temps total 33.8 ∞ ∞ 19.4 22.6 27.6 35.1 45.9 57.1 45.4 56.2 68.7
Table III.3  Temps de calcul (s) pour la résolution du problème de Poisson en fonction du résidu




III.5.3.1 Description du problème
On considère le problème aux limites stochastique posé sur le domaine représenté en ﬁgure III.3.








Figure III.3  Domaine, sous-domaines et maillage du problème stochastique.
inclusions, leurs conductivités suivent une loi aléatoire log-uniforme comprise entre 10 et 100. Quant
à la conductivité de la matrice, elle suit une loi uniforme comprise entre 1 et 2. La conductivité κ
est donc fonction de 5 variables aléatoires ξ = (ξ1, . . . , ξ5) supposées indépendantes, chacune d'entre
elles représentant la conductivité sur un sous-domaine. Le problème aux limites s'écrit :
∇(−κ∇u) = 1 sur Ω× Ξ,
u = 0 sur ∂Ω× Ξ.
(III.95)
La conductivité κ étant uniformément bornée (inférieurement et supérieurement), le problème (III.95)
est bien posé (voir la section I.3.6). On utilise des éléments ﬁnis linéaires pour la discrétisation spa-
tiale. Le problème semi-discret s'écrit
A(ξ)U(ξ) = B(ξ), avec A(ξ) ∈ Rn×n, B(ξ) ∈ Rn, (III.96)
et on utilise le chaos généralisé de degré 10 pour les dimensions stochastiques 2. On arrive alors à un
problème déﬁni sur un espace de tenseur d'ordre 6 noté :
Au = b (III.97)
où A est un opérateur symétrique déﬁni positif de rang 5 et b est de rang 1. On va utiliser le PCG
décrit en section III.1.2 avec des approximations dans l'ensemble hiérarchique de Tucker, avec un
arbre équilibré et diﬀérents préconditionneurs.
2. Les variables log-uniformes sont exprimées en fonction de variables aléatoires uniformes. On utilise alors des
bases de Legendre orthonormées pour la mesure uniforme.
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III.5.3.2 Inﬂuence du préconditionneur
On applique les préconditionneurs suivants :
 PE , l'inverse de l'opérateur moyen. Ce dernier est l'opérateur A correspondant au problème
(III.95) discrétisé avec une conductivité déterministe E(κ). Avec Iµ l'opérateur identité de
Rpµ×pµ , on déﬁnit donc PE = A−1 ⊗ I1 ⊗ . . .⊗ I5.
 P̂1, l'inverse de l'approximation de rang 1 de l'opérateur.
 Pr, l'approximation de rang r de l'inverse dans sa version symétrique comme présenté en
section III.4.
Les résultats sont illustrés en ﬁgures III.4, III.5 et III.6 pour une approximation de la solution avec
un rang maximal de 10. Tous les préconditionneurs améliorent la convergence du PCG. Ils semblent
tous être globalement aussi eﬃcaces. Si on souhaite une plus grande précision ﬁnale, PE semble être
le meilleur. Si on souhaite un meilleur taux de convergence au départ de l'algorithme, on devra se
tourner vers P5. Au vu de la complexité de la résolution de l'équation (III.79), le meilleur choix
semble être PE . Cette tendance se vériﬁe si l'on regarde le résidu relatif préconditionné par P5, en
ﬁgure III.5, qui doit être proche de l'erreur vraie si P5A ≈ I. Ceci se vériﬁe sur l'erreur relative
par rapport à un élément de ΠHT15(V)(u) en ﬁgure III.6. Ce tenseur de ΠHT15(V)(u) est calculé par un



























Figure III.4  Résidu relatif en fonction du nombre d'itérations du PCG pour diﬀérents types de
préconditionneurs pour le problème de l'équation de la chaleur.
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Figure III.5  Résidu préconditionné relatif en fonction du nombre d'itérations du PCG pour
diﬀérents types de préconditionneurs pour le problème de l'équation de la chaleur.























Figure III.6  Erreur relative par rapport à ΠHT15(V)(u) en fonction du nombre d'itérations du PCG
pour diﬀérents types de préconditionneurs pour le problème de l'équation de la chaleur.
55
Chapitre III. Solveurs itératifs et approximation de tenseurs
III.5.3.3 Temps de calcul
Ici le temps de calcul est principalement dû à la construction du préconditionneur, les conver-
gences étant quasiment identiques d'après les ﬁgures III.4, III.5, et III.6. Le temps de calcul des









Table III.4  Temps de calcul (s) pour la construction des préconditionneurs pour le problème
d'équation de la chaleur.






i devient très rapidement prohibitive. Ceci
provient de l'équation de Lyapunov (III.79) que l'on doit résoudre pour imposer la symétrie de
Pr. L'approche utilisée pour la résoudre est la méthode de quasi-minimisation du résidu [30] (Quasi-
Minimal Residual, QMR) car l'opérateur du système linéaire (III.81) n'est pas positif. Ce résultat sur
les temps de calculs nous fera préférer les solveurs ne nécessitant aucune symétrie, tel que GMRES,






III.5.3.4 Inﬂuence du rang de l'approximation
On montre ici un résultat déjà illustré par Kressner et Tobler [50]. Sur la ﬁgure III.7, on a tracé le
résidu relatif en fonction du nombre d'itérations du PCG pour le préconditionneur PE pour diﬀérents
rangs rt des tenseurs hiérarchiques de Tucker : rt = 5, rt = 10 et rt = 15.
Dans tous les cas, on observe une stagnation du résidu. La valeur limite du résidu dépend du
rang de l'approximation. Plus il est élevé, plus le résidu est faible.
III.5.3.5 Inﬂuence de la variabilité
On va supposer ici que chaque conductivité des inclusions suit une loi aléatoire log-uniforme
comprise entre 10 et 1000, tandis que celle de la matrice suit une loi uniforme comprise entre 1 et
100. Le but est de voir si PE , P̂1 et P5 sont sensibles à la variabilité des paramètres aléatoires. Les
solutions sont à nouveau cherchées dans l'ensemble HT10(V).
On observe en ﬁgure III.8 que tous les préconditionneurs sont moins eﬃcaces que dans la section
III.5.3.1. Ceci s'explique par l'extension du domaine des paramètres, la solution possède donc un
contenu spectral plus étendu. De plus PE semble toujours être le meilleur préconditionneur pour le
problème proposé. On observe tout de même que P5 améliore la convergence du résidu au départ de
l'algorithme. La norme étant mesuré en résidu, ceci ne traduit pas nécessairement l'erreur vraie.
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Figure III.7  Résidu relatif en fonction du nombre d'itérations du PCG pour diﬀérents rangs
(rt)t∈T de la solution avec le préconditionneur PE pour le problème de l'équation de la chaleur
Comme PE est un bon point de départ pour un préconditionneur, on l'a amélioré avec l'algo-
rithme d'approximation de rang-r de l'inverse. Pour cela on a enrichi le préconditionneur PE avec
l'algorithme glouton proposé en section III.4, avec un enrichissement construit dans le sous-espace
des opérateurs symétriques. On note P˜r l'enrichissement de rang-r du préconditionneur PE .
Les courbes de convergence en ﬁgure III.9 nous indiquent à première vue que P˜r détériore la
qualité du préconditionneur PE . Cependant on a mesuré l'erreur relative de la solution par rapport
à un élément de ΠHT15(V). Ces résultats sont tracés en ﬁgure III.10.
On observe en fait une convergence très rapide du PCG pour le préconditionneur proposé PE+P˜5,
bien meilleure que pour les autres préconditionneurs. La stagnation de l'erreur observée pour les
préconditionneurs PE et PE + P˜5 est due à la diﬀérence de rang entre la référence et la solution
calculée.
On remarque alors que le résidu relatif préconditionné déﬁni par∥∥∥(PE + P˜5)(Aur − b)∥∥∥∥∥∥(PE + P˜5)b∥∥∥ , (III.98)
est un meilleur indicateur de l'erreur relative. En eﬀet, les convergences de la ﬁgure III.11 sont très
similaires à celles de l'erreur relative en ﬁgure III.10, aussi bien en convergence qu'en valeurs absolues.
Cela peut s'expliquer par le fait que I et (PE + P˜5)A semblent avoir des propriétés spectrales très
proches dans le haut du spectre, partie active du spectre lors de l'algorithme. On rappelle en eﬀet
que les approximations dans ΠMr(u) sont liées a une décomposition spectrale, ce qui peut expliquer
que seule la partie haute du spectre soit active, bien que numériquement on vériﬁe que∥∥∥I − (PE + P˜5)A∥∥∥
‖I‖ ≈ 47%. (III.99)
Ceci implique qu'il est nécessaire de mesurer de manière robuste le conditionnement de notre pré-
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Figure III.8  Résidu relatif en fonction du nombre d'itérations du PCG pour diﬀérents types de
préconditionneurs pour un problème avec une grande variabilité pour le problème de l'équation de
la chaleur.




















Figure III.9  Résidu relatif en fonction du nombre d'itérations du PCG avec diﬀérents enrichisse-





















Figure III.10  Erreur relative en fonction du nombre d'itérations du PCG avec diﬀérents précon-
ditionneurs pour un problème de la chaleur avec une grande variabilité.

























Figure III.11  Résidu préconditionné relatif en fonction du nombre d'itérations du PCG avec
diﬀérents préconditionneurs pour un problème de la chaleur avec une grande variabilité.
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III.5.4 Problème non symétrique
III.5.4.1 Description du problème
Cet exemple est un cas non symétrique tiré de [64]. Il s'agit d'une équation de diﬀusion convection




−∇(κ∇u) + c(D · ∇u) + σu = 0 sur Ω× Ωt avec = Ω1 ∪ Ω2,
u = 1 sur Γ1 × Ωt,
u = 0 sur Γ2 × Ωt,
u(t = 0) = 0 sur Ω \ Γ1,
u(t = 0) = 1 sur Γ1,
−κ∇u = 0 sur (Ω \ (Γ1 ∪ Γ2))× Ωt,
(III.100)





Figure III.12  Géométrie du ﬁltre à particules.
On va mener une étude paramétrique sur les variables
κ = ξ1 ∈ Ξ1 = (0.01, 1),
c = ξ2 ∈ Ξ2 = (−3, 3),
σ = ξ3 ∈ Ξ3 = (0.5, 1.5) sur Ω1,
σ = ξ4 ∈ Ξ4 = (9.5, 10.5) sur Ω2.
(III.101)




∆v = 0 sur Ω = Ω1 ∪ Ω2,
∇v · n = 1 sur Γ1,
∇v · n = −1 sur Γ2,
∇v · n = 0 sur ∂Ω \ (Γ1 ∪ Γ2).
(III.102)
Pour simpliﬁer les notations, on note (x, t, κ, c, σ1, σ2) = (x1, . . . , x6) et Ωµ le domaine de la vari-
(a) Maillage (b) v et D
Figure III.13  Maillage et v et champ de vecteurs D de convection.






2 est introduite de la forme Ω2i = (ti, ti+1) avec 0 = t1 < . . . <
tK+1 = T .
On introduit enﬁn l'espace des polynômes de degré k continus par morceaux
V2 =
{
v ∈ L2(Ω2); v|Ω2i ∈ Pk [R]
}
(III.103)
servant d'espace d'approximation pour les fonctions de la variable temporelle. Pour les fonctions de
la variable xµ, µ ∈ D \ {2}, on va utiliser des espaces d'approximation éléments ﬁnis notés Vµ.
On utilise une formulation variationnelle du problème discrétisé adaptée au cadre DG sous la
forme :




a(u, v) = `(v), ∀v ∈ V.
(III.104)
Remarque III.5.3. Dans un cadre continu, il faut chercher la solution originellement dans
H(Λ) =
{
v ∈ L2(Λ); ∂v
∂xλ
∈ L2(Λ), λ ∈ {1, 2}
}
(III.105)
qui est, d'après Hackbusch [38, Section 4.3.2], un espace produit tensoriel tel que
H(Λ) = H1(Ω1)⊗H1(Ω2)⊗ L2(Ω3)⊗ . . .⊗ L2(Ω6). (III.106)
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Pour DG, on doit travailler dans l'espace plus grand déﬁni par
H˜(Λ) =
{
v ∈ L2(Λ); v|Λi ∈ H(Λi)
}
(III.107)
avec Λi = Ω
1⊗Ω2i ⊗Ω3⊗ . . .⊗Ω6. On montre en annexe A que c'est aussi un espace produit tensoriel
tel que
H˜(Λ) = H1(Ω1)⊗ H˜1(Ω2)⊗ L2(Ω3)⊗ . . .⊗ L2(Ω6) (III.108)
où H˜1(Ω2) est un espace de Sobolev cassé. Tout ceci justiﬁe rigoureusement l'utilisation de méthodes
de type DG avec une approche utilisant les méthodes d'approximation de tenseurs.
Les domaines (Ωµ)µ∈{1,3,4,5,6} sont discrétisés avec des maillages contenant respectivement 5297,
33, 60, 50 et 50 éléments linéaires. Pour Ω2, on utilise 99 éléments de degré 0 et les maillages de
(Ωµ)2≤µ≤6 sont uniformes.
On arrive alors à un problème posé sur un espace de tenseurs d'ordre 6 de la forme
Au = b, (III.109)
où A est un tenseur non symétrique de rang 5, et b est un tenseur de rang 5. Étant donné les propriétés
de A, on va cette fois utiliser les solveurs BiCGSTAB (algorithme 7) et GMRES(5) (algorithme 8)
avec troncatures dans des sous-ensembles de tenseurs.
III.5.4.2 Convergence des algorithmes
Avec les mêmes notations que pour la section III.5.3, les courbes de convergences pour le
BiCGSTAB et GMRES(5) avec troncatures dans HT10(V) avec diﬀérents préconditionneurs sont il-
lustrées plus loin, où on a utilisé les mêmes notations que pour l'application III.5.3. Cette fois Pr
n'est bien sûr pas cherché dans le sous espace des opérateurs symétriques.
Comportement du solveur BiCGSTAB. Le résidu relatif en fonction du nombre d'itérations
du BiCGSTAB est tracé en ﬁgure III.14 pour diﬀérents préconditionneurs. On observe tout d'abord
que la convergence du BiCGSTAB avec troncature est très  chaotique  quand il est préconditionné.
Néanmoins, à l'exception de P1, les préconditionneurs fournissent un résidu relatif faible dès le départ
de l'algorithme. La divergence du solveur au bout de quelques itérations implique qu'il est nécessaire
de contrôler le résidu lors de l'algorithme, comme l'avait soulevé Kressner et Tobler [50].
Quant au choix du préconditionneur, on remarque qu'à partir de r = 2, Pr fonctionne mieux
que P̂1. De plus, on observe que le préconditionneur P5 est le plus eﬃcace de tous. Si l'on regarde
maintenant l'erreur relative par rapport un élément de ΠHT12(V) sur la ﬁgure III.15, on observe que
P5 donne rapidement une bonne approximation de la solution. De plus, sur la ﬁgure III.16, on a
mesuré le résidu préconditionné relatif donné par
‖P5(Aur − b)‖
‖P5b‖ . (III.110)
On observe alors que cette valeur fournit encore une fois une assez bonne estimation de l'erreur
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relative (comparer avec la ﬁgure III.15), en tout cas bien meilleur que le résidu relatif.






















Figure III.14  Résidu relatif en fonction du nombre d'itérations pour le solveur BiCGSTAB pour
diﬀérents préconditionneurs.




















Figure III.15  Erreur relative par rapport à un élément de HT12(V) en fonction du nombre d'itéra-
tions pour le solveur BiCGSTAB pour diﬀérents préconditionneurs.
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Figure III.16  Résidu préconditionné relatif (avec P5) en fonction du nombre d'itérations pour le
solveur BiCGSTAB pour diﬀérents préconditionneurs.
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Comportement du solveur GMRES(5). Dans la ﬁgure III.17, on a tracé le résidu relatif en
fonction du nombres d'itérations de GMRES(5) pour diﬀérents préconditionneurs. Cette fois on ob-
serve que P2 met GMRES(5) en défaut. L'algorithme GMRES classique ayant un résidu forcément
décroissant, ceci est nécessairement dû aux opérations de troncatures de l'algorithme 8. On a no-
tamment imposé ici queM = HT10(V). Il en découle que la troncature uk+1 ∈ ΠM(zk+1) ne garantit
plus la décroissance du résidu. Ballani et Grasedyck [7] ont proposé une démarche adaptative pour
garantir la décroissance du résidu. Hormis P2, tous les préconditionneurs Pr, r 6= 2 sont plus perfor-
mants que P̂1. On observe en particulier que l'algorithme atteint la meilleure approximation possible
au bout de 2 itérations avec P4.
On a encore mesuré l'erreur relative par rapport à un élément de ΠT12(V) dans la ﬁgure III.18
ainsi que le résidu préconditionné relatif ‖P5(Aur−b)‖‖P5b‖ dans la ﬁgure III.19. On observe que P5 est le
meilleur préconditionneur au départ de l'algorithme alors que P1 donne une meilleure précision à
convergence, même si la diﬀérence avec P5 est très faible. De plus, le résidu relatif préconditionné
fournit une bonne estimation de l'erreur relative sur la solution.






















Figure III.17  Résidu relatif en fonction du nombre d'itérations pour le solveur GMRES(5) pour
diﬀérents préconditionneurs.
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Figure III.18  Résidu relatif en fonction du nombre d'itérations pour le solveur GMRES(5) pour
diﬀérents préconditionneurs.




























Figure III.19  Résidu préconditionné relatif (avec P5) en fonction du nombre d'itérations pour le
solveur GMRES(5) pour diﬀérents préconditionneurs.
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Inﬂuence des diﬀérents paramètres de GMRES A la vue des courbes de convergences de la
ﬁgure III.17, on a mené l'étude, avec le préconditionneur P3, de l'inﬂuence du rang et de la dimension
maximale de l'espace de Krylov. Les nouvelles courbes de convergence sont données en ﬁgure III.20.












f GMRES(2), rt = 10
GMRES(2), rt = 15
GMRES(5), rt = 10
GMRES(5), rt = 15
GMRES(10), rt = 10
GMRES(10), rt = 15
Figure III.20  Résidu relatif en fonction du nombre d'itérations pour le solveur GMRES précon-
ditionné par P3, pour diﬀérents m et diﬀérents rangs de l'approximation.
On observe deux paquets de courbes correspondant aux rangs maximaux de la solution. Il y a
peu de diﬀérences (de l'ordre de 10−3) entre une solution pour un rang 10 et une solution pour un
rang 15. De plus, la dimension maximale des espaces de Krylov (2, 5 ou 10) n'inﬂue pas sur le résidu
ﬁnal de l'algorithme. Il en découle qu'un rang maximal de 10 pour l'approximation et l'algorithme
GMRES(2) suﬃsent à avoir une bonne approximation de la solution en norme de résidu.
Il est nécessaire d'augmenter le rang de la solution pour avoir une meilleure approximation de
u. Dans la ﬁgure III.21, on a tracé le résidu relatif en fonction du nombre d'itérations, pour un
rang de 20 et le solveur GMRES(2). Cette fois le préconditionneur inﬂue sur la convergence ﬁnale de
l'algorithme et on commence à voir l'inﬂuence d'un bon préconditionneur sur GMRES. On ne captait
pas ce phénomène auparavant car les diﬀérentes troncatures étaient trop restrictives et éliminaient
les parties actives des préconditionneurs. On note que P2 fait encore diverger l'algorithme, c'est pour
cela qu'il n'est pas inclus dans l'étude pour un rang supérieur.
Inﬂuence de la dimension. On a cette fois utilisé un maillage plus ﬁn du domaine spatial. La
dimension de l'espace d'approximation pour la variable spatiale est passée de 2475 à 4618. Comme
on a vu précédemment qu'utiliser GMRES(2) ou GMRES(5) n'inﬂuait pas sur le résultat ﬁnal, on
s'est limité ici à GMRES(2) pour des questions de temps de calcul. Le rang maximal de la solution
est imposé à 15. Les courbes de convergences sont disponibles en ﬁgure III.22.
P2 fait toujours diverger l'algorithme. Contrairement au problème de Poisson, ici raﬃner le
maillage n'augmente pas le résidu relatif que l'on obtient à convergence. La norme du résidu reste
même quasiment inchangée par rapport au maillage grossier.
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Figure III.21  Résidu relatif en fonction du nombre d'itérations pour le solveur GMRES(2) pour
diﬀérents préconditionneurs et un rang maximal de 20.






















Figure III.22  Résidu relatif en fonction du nombre d'itérations pour le solveur GMRES(2) pour
un maillage raﬃné et diﬀérents préconditionneurs.
III.5.4.3 Temps de calcul
Temps par itération en fonction du préconditionneur. On va tout d'abord s'intéresser aux
temps de construction du préconditionneur. Les résultats sont donnés dans le tableau III.5.
On observe que le temps de construction du préconditionneur peut vite devenir prohibitif si l'on
veut atteindre un rang élevé. Ceci provient de la structure de l'approximation de l'inverse. Chaque






i possédant en eﬀet une structure pleine. Ceci augmente
fortement la complexité du calcul de l'opérateur [WAA∗,W ]λ dans (III.62), où W = Pr − Pr−1 =⊗
µ P
µ
r . Le calcul de P̂1 est quant à lui très rapide, puisqu'il nécessite des opérations moins coûteuses
et une simple inversion de matrices. Cependant, il peut donner de mauvais résultats, comme pour










Table III.5  Temps de construction des diﬀérents préconditionneurs.
Inﬂuence des diﬀérents paramètres. Dans la table III.6, on trouve le nombre d'itérations et
le temps de calcul nécessaire jusqu'à convergence de GMRES(m) en fonction de m et du rang rt de
la solution. GMRES(m) a été ici préconditionné par P3.
m 2 5 10
rt 10 15 10 15 10 15
Nombre d'itér. jusqu'à stagnation 6 7 2 2 1 1
Temps (s) jusqu'à stagnation 30.6 116.6 29.2 101.2 44.9 162.0
Table III.6  Temps de calcul en fonction du rang rt et de m pour GMRES(m) préconditionné par
P3.
Comme toutes ces méthodes terminent avec une précision équivalente, le meilleur compromis est
d'utiliser GMRES(2) ou GMRES(5) avec rt = 10. On voit que plus m est petit, plus il est nécessaire
d'ajouter des itérations jusqu'à convergence de l'algorithme.
Le temps de calcul explose avec le rang de la solution alors que la dépendance est assez faible
avec la valeur de m. En eﬀet, si maintenant on regarde le rang rt = 20, avec GMRES(2), on obtient
un temps de calcul de 363.5s pour 7 itérations jusqu'à stagnation. Le temps est en fait multiplié par
10 pour un rang multiplié par 2. Ceci limite à de faibles rangs l'utilisation de ces solveurs.
Enﬁn avec le maillage raﬃné de la géométrie, pour GMRES(2) et un rang 15, l'algorithme arrive
à stagnation en 7 itérations en 127s, soit à peine plus que pour le maillage de départ d'après III.6.
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III.6 Résumé
Dans cette partie on a tout d'abord présenté les diﬀérentes méthodes de la littérature pour
construire des approximations de solutions via les solveurs itératifs classiques. Ces derniers ont été
appliqués avec succès pour des problèmes aussi bien symétriques que non symétriques.
Ensuite, une approche pour approximer un opérateur a été proposée. On a notamment montré
que si un opérateur appartient à un sous-espace vectoriel U ⊂ L(V), alors on peut chercher sa
meilleure approximation sous format tensoriel directement dans ce sous-espace U . Ceci correspond
à une extension du résultat d'Espig et Hackbusch [27] aux formats de tenseurs non canoniques. Ce
résultat a été appliqué au cas des sous-espaces d'opérateurs possédant des propriétés de symétries
ou des structures creuses.
Finalement on a construit un nouveau préconditionneur basé sur l'approximation de l'inverse au
sens d'une norme appropriée. Le préconditionneur peut être recherché sous format symétrique ou
creux. Il a été utilisé avec succès avec les diﬀérents solveurs, comme préconditionneur en tant que
tel, ou pour améliorer un préconditionneur déjà disponible.
Le contrôle de la convergence des algorithmes itératifs est un point délicat. La mesure du résidu
en norme canonique s'avère être une très mauvaise estimation de l'erreur vraie pour des problèmes
mal conditionnés. On a alors montré que l'estimation de la norme du résidu préconditionné par
les préconditionneurs proposés peut-être un bon estimateur de l'erreur, à condition de choisir un
préconditionneur de rang suﬃsamment élevé. Ceci permet un contrôle plus ﬁn des solveurs itératifs.
Idéalement, on estimera l'erreur en quantité d'intérêt, comme introduit en section V.1.
La première limite des solveurs itératifs couplés aux méthodes d'approximations de tenseurs est le
manque de connaissance a priori du rang de la solution. Celui-ci est ﬁxé dès le départ et peut ne pas
être adapté à la représentation de la solution. Ballani et Grasedyck [7] ont proposé une troncature
adaptative pour s'assurer de la minimisation du résidu, en faisant une simple boucle sur les rangs.
Cette solution est coûteuse en temps de calcul, et n'est pour le moment appliquée que pour GMRES.
L'autre problème provient des résultats de convergence théoriques de ces solveurs qui sont perdus à
cause des diﬀérentes troncatures. Une bonne illustration concerne l'utilisation du préconditionneur
P2 avec GMRES(m) pour le problème III.5.4, où on observe une divergence de la solution. Ceci ne
peut pas arriver sans utilisation de troncatures.
En ce qui concerne le préconditionneur proposé, il ne peut pas être calculé si une dimension
dim(Vµ) = nµ est très grande pour un certain µ. En eﬀet, on ne peut alors plus inverser de matrices
de Rnµ×nµ . De plus, l'inverse d'une matrice creuse est généralement pleine. Il conviendrait alors
d'appliquer la solution proposée en section III.4.2.2 pour rechercher des approximations creuses de
l'inverse. Une piste d'amélioration serait de proposer un algorithme d'approximation adaptatif de
l'inverse tel que le SPAI [36] pour le simple cadre matriciel. Il est aussi nécessaire d'étudier plus en
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On va présenter ici comment résoudre le système d'équations linéaires Au = b avec une applica-
tion directe des méthodes introduites au chapitre II. Pour cela on va chercher une approximation w
de u, solution (éventuellement approchée) du problème de minimisation
w ∈ ΠM(u) = arg min
v∈M
‖u− v‖V , (IV.1)
où M est un sous-ensemble de tenseurs. On doit tout d'abord déﬁnir une norme appropriée pour
calculer l'approximation sans connaître la solution, comme on l'a fait en section III.4.1 pour l'approxi-
mation de l'inverse de l'opérateur. On verra ensuite diﬀérentes stratégies pour minimiser ‖u− v‖V , v ∈
M.
L'originalité de ce travail réside tout d'abord dans la méthode de préconditionnement proposée
pour ce type d'approche. De plus, on proposera une manière eﬃcace d'approcher la solution de (IV.1)
dans le cas oùM = Tr(V) (ensemble des tenseurs de Tucker de rang r) ouM = HTr (V) (ensemble
des tenseurs hiérarchiques de Tucker de rang r) via l'introduction de mises à jour des constructions
gloutonnes.
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IV.1 Choix d'une norme appropriée
Soit FM : F1M × . . .× FmM → V un paramétrage deM, c'est-à-direM = Im(FM) (voir section
II.2.4). Le problème de minimisation IV.1 est alors équivalent au problème
min
(f1,...,fm)∈F1M×...×FmM
∥∥u− FM(f1, . . . , fm)∥∥2V , (IV.2)
avec v = FM(f1, . . . , fm). Pour trouver une solution à ce problème de minimisation, on utilise un
algorithme des minimisations alternées, présenté en section II.3.2.1. On s'intéresse ici à une étape de
l'algorithme, celle de la minimisation sur un espace de paramètres FλM, où l'on doit trouver fλ ∈ FλM
tel que
fλ = arg min
h∈FλM
∥∥∥u− FM(f1, . . . , fλ−1, h, fλ+1, . . . , fm)∥∥∥2V . (IV.3)
Pour trouver fλ, la première étape consiste à proposer une norme ‖·‖V appropriée qui va dépendre
des propriétés de l'opérateur A du système d'équations.
IV.1.1 Cas symétrique déﬁni positif
Si A ∈ L(V) est un opérateur symétrique déﬁni positif, alors 〈A·, ·〉 déﬁnit un produit scalaire. On
note ‖·‖A sa norme associée. L'idée est alors de prendre ‖·‖V = ‖·‖A. On note δf = (f1, . . . , fλ−1, δfλ, fλ+1, . . . , fm)
et f = (f1, . . . , fm). Alors, la solution fλ de (IV.3) satisfait
〈FM(δf), b−AFM(f)〉 = 0, ∀δfλ ∈ FλM. (IV.4)
IV.1.2 Cas non symétrique
Si 〈A·, ·〉 ne déﬁnit plus un produit scalaire, on va considérer 〈A∗A·, ·〉 avec la norme associée
‖·‖A∗A. Avec les notations déﬁnies en IV.1.1, la solution fλ de (IV.3) vériﬁe
〈FM(δf), A∗b−A∗AFM(f)〉 = 0, ∀δfλ ∈ FλM, (IV.5)
ou de façon équivalente
〈AFM(δf), b−AFM(f)〉 = 0, ∀δfλ ∈ FλM. (IV.6)
Remarque IV.1.1. La  Proper Generalized Decomposition  (PGD) progressive classique est le
cas particulier où M = C1(V) et où on adopte une construction gloutonne de l'approximation (voir
section II.3.3). Le cas ‖·‖ = ‖·‖A est appelée PGD de Galerkin, ‖·‖ = ‖·‖A∗A est appelée PGD en
minimum de résidu [2, 3, 16, 60, 61].
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IV.1.3 Préconditionnement pour l'approximation directe
Les approches précédentes ne tiennent pas compte du conditionnement de l'opérateur A déﬁnit





L'introduction d'une perturbation δb de b conduit à la résolution du système A(u+ δu) = b+ δb





De même si on introduit une perturbation δA de A, la solution de l'équation (A+ δA)(u+ δu) = b
vériﬁe ‖δu‖
‖u+ δu‖ ≤ cond(A)
‖δA‖
‖A‖ . (IV.9)
Ainsi plus cond(A) est faible, plus la borne est restrictive et les algorithmes sont moins sensibles
aux erreurs d'approximation numérique. On a minA∈L(V) cond(A) = 1, le minimum étant atteint
avec l'opérateur identité I sur V. Les préconditionneurs P et Q, relativement à gauche et à droite,
sont idéaux s'ils vériﬁent PA = I ou AQ = I, donc si P = Q = A−1. Calculer A−1 étant tout
aussi diﬃcile que le problème initial, à savoir de résoudre Au = b, en pratique on va construire P
et/ou Q tels que PAQ ≈ I. La méthode utilisée alors pour construire des préconditionneurs de A
est présentée dans la section III.4. En pratique PAQ devient un opérateur non symétrique même
si A était symétrique. On utilise alors l'approche de la section IV.1.2 pour approcher Q−1u = u˜ au
sens de la norme ‖·‖Q∗A∗P ∗PAQ associée au produit scalaire 〈·, ·〉Q∗A∗P ∗PAQ = 〈Q∗A∗P ∗PAQ·, ·〉 :
min
v∈M
‖u˜− v‖Q∗A∗P ∗PAQ ⇔ min
v∈QM
‖u− v‖A∗P ∗PA . (IV.10)
Une minimisation sur la dimension λ déﬁnit la solution fλ par
〈FM(δf), (Q∗A∗P ∗P )(AQu˜−AQFM(f))〉 = 0, ∀δfλ ∈ FλM,
⇔ 〈FM(δf), (Q∗A∗P ∗P )(b−AQFM(f))〉 = 0, ∀δfλ ∈ FλM.
(IV.11)
IV.2 Construction gloutonne et stratégies de mise à jour
IV.2.1 Cadre abstrait
On considère une construction gloutonne d'une séquence d'approximations (ur)r∈N de u déﬁnie
par : 
u0 = 0,
vr ∈ ΠM(u− ur−1), ∀r ∈ N∗,
ur = ur−1 + vr, ∀r ∈ N∗.
(IV.12)
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On introduit un paramétrage FM : F1M× . . .×FmM → V tel queM = Im(FM). A l'étape r ∈ N∗,
on introduit un nouvel ensembleMr et un paramétrage associé GMr tel queMr = Im(GMr). Les
paramétrages sont déﬁnis tels que
vr = FM(f1r , . . . , f
m
r ), ∀r ∈ N∗,
ur = GMr(g
1
r , . . . , g
mr
r ), ∀r ∈ N∗.
(IV.13)
On peut typiquement prendre pour FM et GMr les applications présentées en sections II.2.4 et
II.3.2. La construction gloutonne avec mises à jour consiste à ajouter une étape dans (IV.12). La
séquence (ur)r∈N est déﬁnie par
u0 = 0,
vr ∈ ΠM(u− ur−1), ∀r ∈ N∗,
u˜r = ur−1 + vr = GMr(g
1
r , . . . , g
mr
r ), ∀r ∈ N∗,
ur ∈ piMr(u− ur−1), ∀r ∈ N∗,
(IV.14)
avec piMr(v) pouvant être
 la projection piMr(v) = PMr(v) de v surMr (au sens du produit scalaire 〈·, ·〉V) siMr est un
espace vectoriel (cas mr = 1).
 une solution d'un problème de meilleur approximation dans une variétéMr : piMr(v) ∈ ΠMr(v)
(siMr est fermé)
 un élément deMr obtenu après une succession de minimisations.
Dans tous les casMr est paramétré par GMr et ur est construit à partir d'une minimisation alternée
sur
(g1, . . . , gmr)→ ∥∥u−GMr(g1, . . . , gmr)∥∥V . (IV.15)
Ainsi on est certain d'avoir l'inégalité
‖u− ur‖V ≤ ‖u− u˜r‖V . (IV.16)
Mr (et donc ur) est en fait construit à partir des informations accumulées lors de la construction
des familles (vi)1≤i≤r, (u˜i)1≤i≤r−1 et (ui)1≤i≤r−1. La mise à jour sera d'autant plus proﬁtable que
l'approximation sera améliorée pour un faible coût de mise à jour. Finalement, l'algorithme de
construction est proposé dans l'algorithme 9 et sa convergence est garantie selon Falcó et Nouy [29]
seulement si l'algorithme alterné fournit un minimum dansM.












avec donc m = d et FµM = Vµ, 1 ≤ µ ≤ d. On suppose que dim(Mr) = r (i.e. (vi)1≤i≤r est
une famille libre). Cette hypothèse est justiﬁée par la proposition IV.2.4 énoncée plus loin. On pose
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Algorithme 9: Construction gloutonne avec mises à jour
Données : A ∈ L(V), b ∈ V
Résultat : ur ∈ V
u0 = 0;
pour r = 1, . . . , rmax faire
Initialiser (f1, . . . , fm) aléatoirement;
vr = FM(f1, . . . , fm) ;
tant que vr n'a pas convergé faire
pour λ = 1, . . . ,m faire
Calculer fλ = arg minh∈FλM
∥∥u− FM(f1, . . . , fλ−1, h, fλ+1, . . . , fm)∥∥V ;
vr = FM(f1, . . . , fm);
ﬁn
ﬁn
ur = ur−1 + vr;
Identiﬁer (g1, . . . , gmr) tel que ur = GMr(g1, . . . , gmr) ;
pour k = 1, . . . , kmax faire
pour λ = 1, . . . ,mr faire
Calculer gλ = arg minh∈GλMr
∥∥u−GMr(g1, . . . , gλ−1, h, gλ+1, . . . , gmr)∥∥V ;









α˜ivi = GMr((α˜i)1≤i≤r). (IV.18)
Mr étant un espace vectoriel, piMr(u) = PMr(u) est une projection. La famille (αi)1≤i≤r telle que
ur = GMr((αi)1≤i≤r) = piMr(u) est ﬁnalement solution du système linéaire
r∑
i=1
〈vi, vj〉V αi = 〈u, vj〉V , ∀j ∈ {1, . . . , r}. (IV.19)
Exemple IV.2.2 (M = C1(V) etMr = Cr(V)). Comme dans l'exemple IV.2.1 on a FµM = Vµ, ∀µ ∈
D, et
















avec v˜r = vr et ur−1 =
∑r−1
i=1 v˜i. Les ensembles de paramètres choisis sont alors Gµr = (Vµ)r, avec
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mr = d, et
u˜r = GMr(g˜
1, . . . , g˜d) avec g˜µ = (v˜µ1 , . . . , v˜
µ
r ) ∈ (Vµ)r , ∀µ ∈ D. (IV.22)
Cette fois Mr n'est pas un ensemble fermé. Le problème de meilleure approximation peut ne pas
avoir de solution. On déﬁnit alors piMr(u) par une succession de minimisations sur les espaces
de paramètres (Gµr )µ∈D. Cela revient à eﬀectuer des itérations d'un algorithme des minimisations
alternées surMr = Cr(V) en partant d'une initialisation u˜r.
Exemple IV.2.3 (Mise à jour dans un autre format). La construction gloutonne peut servir de
bonne initialisation à une approximation par minimisations alternées dans un autre format. L'idée est
d'utiliser la mise à jour avec piMr(u) ∈ ΠMr(u) oùMr est un sous ensemble de tenseurs contenant
M +M + . . . +M, M sommé r fois, tel que wr ∈ Mr. On peut utiliser par exemple M = C1(V)
et Mr = HTr (V) ou Mr = Tr(V). On utilise alors le paramétrage de Mr donné par GMr = FMr ,
explicité dans les sections II.2.4 et II.3.2.
IV.2.2 Mise à jour sur un sous-espace vectoriel
On s'intéresse au cas particulier où Mr est un espace vectoriel. Ainsi mr = 1 et piMr = PMr
est une projection. L'algorithme glouton avec mises à jour correspond alors à la construction pro-
gressive d'un espace réduitMr pour la projection de la solution u. C'est alors une alternative aux
constructions par espaces de Krylov. Ici lesMr seront contenus dans des ensembles de tenseurs de
faible rang.
Pour être consistant avec les méthodes de projection présentées en section III.2, on va noter
Ur = Mr le sous espace de projection et Wr l'espace orthogonal au résidu. On remarque alors
qu'en choisissant ‖·‖V = ‖·‖A on a Wr = Ur comme pour l'algorithme FOM. Si la norme vériﬁe
‖·‖V = ‖·‖A∗A, on a Wr = AUr, comme pour GMRES.
On va tout d'abord établir un résultat sur la stagnation des espaces (Ur)r∈N∗ .
Proposition IV.2.4. Avec les notations de la section IV.2.1, on suppose queM vériﬁe
 span {M} = V,
 λM =M, ∀λ ∈ R∗,
 0 ∈M.
On suppose de plus que vr ∈ Ur, ∀r ∈ N∗. S'il existe s ∈ N∗ tel que Us = Us+1 alors u = us.
Démonstration. Si Us = Us+1 alors on a par construction
us = arg min
v∈Us
‖u− v‖V = arg min
v∈Us+1
‖u− v‖V = us+1. (IV.23)
Par déﬁnition de vs+1 et comme 0 ∈M, on a
‖u− us − vs+1‖V = min
v∈M
‖u− us − v‖V ≤ ‖u− us‖V . (IV.24)
Par hypothèse, on a vs+1 ∈ Us+1 = Us et donc
‖u− us − vs+1‖V ≥ min
v∈Us
‖u− v‖V = ‖u− us‖V . (IV.25)
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Les deux inégalités (IV.24) et (IV.25) impliquent l'égalité
‖u− us‖V = ‖u− us − vs+1‖V . (IV.26)
De plus, Us étant un espace vectoriel, il existe un unique élément us ∈ Us tel que
‖u− us‖V = ‖u− us − vs+1‖V = min
v∈Us
‖u− v‖V . (IV.27)
On en déduit que us = us + vs+1 et donc vs+1 = 0. On a donc
‖u− us‖V = min
v∈M
‖u− us − v‖V . (IV.28)
Par conséquent, on a l'inégalité
‖u− us − λv‖2V ≥ ‖u− us‖2V , ∀λ ∈ R, ∀v ∈M, (IV.29)
qui s'écrit sous forme développée
λ2 ‖v‖2V − 2λ 〈u− us, v〉V = 0, ∀λ ∈ R, ∀v ∈M. (IV.30)
On en déduit que
〈u− us, v〉V = 0, ∀v ∈M. (IV.31)
Par linéarité du produit scalaire par rapport à la seconde variable on a
〈u− us, v〉V = 0, ∀v ∈ V = span {M} , (IV.32)
et donc u = us.
Remarque IV.2.5. D'après Saad [69], on a un résultat similaire à la proposition IV.2.4 sur la
stagnation des espaces de Krylov. En eﬀet si Ks(A, b) = Ks+1(A, b), sans autre hypothèse, alors
us = u ∈ Ks(A, b).
Remarque IV.2.6. Le résultat IV.2.4 est valable dans un cadre général d'approximation de tenseurs,
pas seulement pour la résolution d'équations linéaires.
IV.2.3 Projection sur un sous-espace déﬁnissant un espace produit tensoriel











i ∈ Vµ, on peut déﬁnir








⊂ Vµr . (IV.33)
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On note rµ = dim(Uµr ) ≤ r et (wµi )1≤i≤rµ une base de U
µ
r . On note l'ensemble de multi-indices





de Ur est obtenue
par tensorisation de bases. On choisit alorsMr = Ur et piMr est donc une projection PMr : V →Mr
déﬁnie par :

















où α est solution du système linéaire∑
i∈I
〈wj , wi〉αi = 〈u,wj〉 , ∀j ∈ I, (IV.35)
Remarque IV.2.7. On pourrait considérer un ensemble d'indices I˜ ( I.
Cette stratégie revient en fait à la construction gloutonne d'espaces réduits Uµr pour la projection
de la solution. Ceci revient à la construction progressive d'un modèle réduit. En pratique la résolution
du système (IV.35) est lourde à eﬀectuer car α est un tenseur d'ordre d. Une manière d'alléger cette
projection est de ne plus chercher la projection exacte mais une approximation de celle-ci dans un
format hiérarchique de Tucker.
IV.2.4 Adaptation au format hiérarchique de Tucker
AvecM = C1(V), on va conserver ici la construction progressive des espaces réduits (Uµr )r∈N∗,µ∈D
tels que
Uµr = span {vµi ; 1 ≤ i ≤ r} , ∀r ∈ N∗, ∀µ ∈ D (IV.36)
et Ur =
⊗
µ Uµr . Au lieu de projeter  brutalement  la solution sur Ur (Mr = Ur), on va chercher une
approximation ur dans HTr (Ur). Sachant que cet ensemble est fermé, le problème de minimisation
ur ∈ ΠHTr (Ur)(u) = arg minv∈HTr (Ur) ‖u− v‖V possède au moins une solution. Avec (w
µ
i )1≤i≤rµ une
base de Uµr , on utilise cette base pour le paramétrage des éléments de ur ∈ HTr (Ur) associés à la





t∈I(T ). Pour ainsi dire, on va utiliser GHTr (Ur) : ×t∈I(T )GtHTr (Ur) → Ur tel
que gtr = α













1≤i≤rt, t={µ}∈L(T )) (IV.37)
où FHTr (V), déﬁnie en section II.3.2.4, est le paramétrage de HTr (V). ur est ﬁnalement trouvé par la





∥∥∥u−GHTr (Ur)((βt)t∈I(T ))∥∥∥V . (IV.38)
Remarque IV.2.8. Si dim(Vλ) = nλ est suﬃsamment petit, on peut rajouter la feuille t = {λ}
dans le paramétrage GMr . On ne travaille alors plus dansMr = HTr (
⊗








IV.3.1 Liste des algorithmes
Pour les constructions gloutonnes avec mises à jour, on va s'intéresser uniquement au cas où
M = C1(V). Ceci permet de diminuer les coûts de calculs pour la résolution des problèmes physiques,
où la dimension spatiale a souvent un grand nombre de degrés de liberté.
On introduit la liste des algorithmes étudiés ici. On note :
 C1 : la construction gloutonne pure,
 C2 :Mr = span {vi; 1 ≤ i ≤ r}, la construction gloutonne avec projection surMr,
 C3 : Mr = Cr(V), la construction gloutonne avec mise à jour dans Cr(V), une seule itération
de minimisations alternées surMr (kmax = 1 dans l'algorithme 9),
 C4 : Mr = Cr(V), la construction gloutonne avec mise à jour dans Cr(V), 10 itérations de
minimisations alternées (kmax = 10 dans l'algorithme 9),
 C5 : l'algorithme de minimisations alternées dans Cr(V) avec initialisation aléatoire avec l'al-
gorithme présenté en section II.3.2.2,
 T : Mr = Ur, l'algorithme de projection sur l'espace produit tensoriel Ur =
⊗
µ Uµr avec
Uµr = span {vµi ; 1 ≤ i ≤ r} de la section IV.2.3,
 H1 :Mr = HTr (Ur) : la construction gloutonne des espaces associés aux feuilles avec la mise à
jour des tenseurs de transferts (algorithme présenté en section IV.2.4, avec kmax = 3).
 H2 : un algorithme des minimisations alternées dans HTr (V).
IV.3.2 Préconditionnement des méthodes d'approximation directes
Ici on va étudier l'inﬂuence du préconditionnement sur les méthodes d'approximations directes.
Pour cela, on va introduire un exemple simple en 2D artiﬁciellement mal conditionné. On peut
ainsi comparer les approximations sous format tenseurs et une référence obtenue avec une méthode
éléments ﬁnis.
Le problème considéré est une équation de la chaleur sur un domaine carré Ω = ω × ω avec
ω = [0, 1] tel que
−∇ · (κ∇u) = 1 sur Ω,
u = 0 sur ∂Ω.
(IV.39)
La conductivité κ est alors choisie telle que
κ(x1, x2) = 1 0 ≤ x1 ≤ 0.5, 0 ≤ x2 ≤ 1,
κ(x1, x2) = 10
4 0.5 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1.
(IV.40)
On discrétise ω avec 100 éléments linéaires. Ainsi l'opérateur issu de la méthode des éléments ﬁnis
du problème complet a un conditionnement de 1.52 107.
La solution est approximée en utilisant une séparation des variables d'espaces. Ainsi on cherche
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v1i ⊗ v2i . (IV.41)
La norme utilisée ici pour le solveur est celle de la minimisation de résidu préconditionné, et donc
‖·‖V = ‖·‖A∗P ∗PA. Pour des raisons d'uniformité, on considérera une norme ‖·‖A∗A lors de l'appli-
cation de la méthode sans préconditionnement.
IV.3.2.1 Algorithme C1
On considère ici le solveur purement glouton avecM = C1(V).
Dans la ﬁgure IV.1, on a tracé le résidu relatif en fonction du rang de l'approximation. On
observe que la meilleure convergence du résidu est obtenu sans aucun préconditionneur. Ceci est en
fait normal puisque le choix de la norme ‖·‖A∗A conduit à la minimisation du résidu. Ce choix est
donc optimal pour l'indicateur d'erreur en résidu.
Si maintenant on regarde l'erreur relative par rapport à la solution éléments ﬁnis du problème
complet en ﬁgure IV.2, on observe que l'utilisation de P10 donne une excellente approximation de
la solution pour un rang très faible. En particulier pour un rang r = 10, on a une excellente erreur
relative de 3.04 10−6 pour un très mauvais résidu relatif de 54.5.
Le résidu préconditionné relatif (avec P10) est encore une fois un bon estimateur de l'erreur
relative d'après la ﬁgure IV.3. On observe une stagnation une fois que l'indicateur atteint 10−8. Ce
phénomène provient du format canonique qui ne peut pas atteindre une précision inférieure à 10−8
(voir Beylkin et Mohlenkamp [11]). On arrive à avoir une erreur de référence inférieure à 10−8 car
l'approximation ur est reconstruite sur le même maillage que la celui utilisé pour calculer la solution
sur le domaine Ω, c'est-à-dire ur est considéré comme un élément de R99×99.
En revanche, la convergence des algorithmes n'est pas aﬀectée par le préconditionnement, con-
trairement aux solveurs itératifs présentés dans le chapitre III.3.
























































Figure IV.2  Erreur relative en fonction du rang pour un opérateur mal conditionné et diﬀérents
préconditionneurs.
































Figure IV.3  Résidu préconditionné avec P10 relatif en fonction du rang pour un opérateur mal
conditionné et diﬀérents préconditionneurs.
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IV.3.2.2 Algorithme T
On peut faire ici les mêmes conclusions que précédemment, à savoir que le préconditionneur
améliore l'erreur mais ne change pas la convergence des algorithmes, comme on peut le voir sur les
ﬁgures IV.4, IV.5 et IV.6.
La stagnation observée sur la courbe IV.4, pour un rang de l'approximation supérieur à 20 et la
méthode sans préconditionneur, est due à un mauvais conditionnement de l'opérateur P∗UrA∗APUr ,








i ⊗ w2j , (IV.42)
et (wµi )1≤i≤rµ une famille orthonormale, lors de la phase de projection, α est solution d'un système
linéaire
Mα = S. (IV.43)
On vériﬁe alors que pour un rang (22, 22), on a cond(M) = 5.89 1013. La stagnation provient ainsi
du mauvais conditionnement de l'opérateur de départ A.
On voit en ﬁgure IV.3 un avantage à l'utilisation des tenseurs de Tucker. La valeur de 10−8
n'est plus une limite en précision du format et d'ailleurs on voit que le résidu relatif préconditionné
peut atteindre la précision machine. Ceci vient de l'orthogonalisation des vecteurs des sous-espaces








i ⊗ w2j , (IV.44)
avec (wµi )1≤i≤rµ une famille orthonormale, alors on a aussi l'égalité
‖ur‖ = ‖α‖Frobenius . (IV.45)

















































Figure IV.4  Résidu relatif en fonction du rang pour un opérateur mal conditionné et diﬀérents
préconditionneurs.


























Figure IV.5  Erreur relative en fonction du rang pour un opérateur mal conditionné et diﬀérents
préconditionneurs.

































Figure IV.6  Résidu préconditionné relatif par P10 en fonction du rang pour un opérateur mal
conditionné et diﬀérents préconditionneurs.
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IV.3.3 Problème de Poisson
On traite ici le problème de la section III.5.2.
IV.3.3.1 Tenseurs canoniques, Mr ⊂ Cr(V)
On suppose ici que d = 8. On étudie les algorithmes (Ci)1≤i≤5. Les résidus relatifs en fonction
du rang de l'approximation pour les algorithmes (Ci)1≤i≤5 sont illustrés en ﬁgure IV.7.




















Figure IV.7  Résidu relatif en fonction du rang de l'approximation pour les algorithmes (Ci)1≤i≤5
pour la résolution du problème de Poisson.
On remarque que l'on peut catégoriser les algorithmes en 3 classes :
 C1 et C2,
 C3 et C4,
 C5.
Les algorithmes C1 et C2 ont un coût faible par itérations pour construire une approximation de
rang faible de la solution. Elles possèdent un taux de convergence similaire ce qui donne un avantage
à la construction gloutonne pure C1. La contrepartie du faible coût par itération est le très faible
taux de convergence des algorithmes. En eﬀet on remarque qu'un tenseur de rang de 5 construit
avec C4 est meilleur qu'un tenseur de rang 50 calculé avec l'algorithme C2.
C3 et C4 possèdent aussi un taux de convergence similaire. Il est bien meilleur que celui de C1 et
C2 pour un coût bien plus élevé. On observe qu'une seule itération de minimisations alternées sur
les dimensions améliore fortement la construction gloutonne pure C1. Dans notre implémentation,
la construction de u50 avec C3 est réalisée environ 4 fois plus rapidement qu'avec C4 (et 17 fois plus
lentement qu'avec C1), pour un gain d'un ordre de grandeur sur le résidu relatif.
L'initialisation aléatoire de C5 le rend très instable. En revanche, l'initialisation gloutonne semble
 stabiliser  la convergence de l'algorithme de minimisations alternées dans Cr(V) (algorithme C4).
De tous ces résultats, il semble que les algorithmes C3 et C4 sont à favoriser pour avoir une
solution précise du système linéaire pour un rang faible et un temps de calcul raisonnable.
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IV.3.3.2 Tenseurs de Tucker, Mr ⊂ Tr(V)
On étudie ici le cas de l'algorithme T. Comme cet algorithme souﬀre de la malédiction de la
dimensionnalité liée au format de Tucker, on se limite au cas d = 3.





















Figure IV.8  Résidu relatif en fonction du rang de l'approximation pour les algorithmes C1, C4 et
T pour la résolution du problème de Poisson.
Dans la ﬁgure IV.8, on voit l'apport de la méthode de projection et du format de Tucker par
rapport au tenseur canonique. L'algorithme T surpasse l'algorithme C4 en précision du résidu, ainsi
qu'en temps de calcul.
IV.3.3.3 Tenseurs hiérarchiques de Tucker, Mr ⊂ HTr (V)
Les algorithmes testés ici sont H1 et H2. Le résidu relatif en fonction du rang de l'approximation
est tracé en ﬁgure IV.9. Tout d'abord, les algorithmes H1 et H2 ont des convergences très similaires.



















Figure IV.9  Résidu relatif en fonction du rang de l'approximation pour les algorithmes C1, C4 et
(Hi)1≤i≤2 pour la résolution du problème de Poisson.
En ce sens, H1 fournit une décomposition quasi-optimale de la solution, pour une complexité très
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diﬀérente. En eﬀet pour H1 il n'y a pas d'optimisations sur les éléments associés aux feuilles de
l'arbre T , mais une construction gloutonne des sous-espaces associés aux feuilles.
De plus on retrouve le même type de convergence que pour l'algorithme T en dimension d = 3,
ce qui montre que H1 est une généralisation convaincante de T aux grandes dimensions.
IV.3.3.4 Temps de calcul
Problème de départ. Les résidus relatifs en fonction du temps de calcul sont donnés en ﬁgure
IV.10. On est allé jusqu'à un rang maximal de 150 pour C1, 50 pour C4 et 15 pour H1.
L'implémentation a été entièrement réalisée avec MATLAB R©, à partir de la la bibliothèque
Hierarchical Tucker Toolbox [48]. Cette implémentation souﬀre de plusieurs problèmes, dont le
principal est la mauvaise gestion de la contraction de tenseurs. En particulier, pour deux tenseurs
x ∈ Rp×q×r et y ∈ Rq×n, la contraction du deuxième indice de x avec le premier indice de y
passe par une matricisation de x et une multiplication matricielle. Ceci a pour but d'utiliser de
manière eﬃcace la multiplication native de MATLAB R©. Ainsi on considère x{2} ∈ Rpr×q, pour avoir
z{2} = x{2}y ∈ Rpr×n et revenir à z ∈ Rp×n×r. Un proﬁlage de code nous indique que ces opérations
de matricisation/dématricisation représente 30% du temps de calcul total pour la construction du
tenseur hiérarchique de Tucker de rang 15 à cause de multiples copies inutiles. Comme ces opérations
ne sont pas nécessaires dans une implémentation en C ou en FORTRAN, on a aussi tracé le résidu
relatif en fonction du temps sans ces copies, sous le sigle H˜1. On note que ceci est essentiellement dû
à la mise à jour des tenseurs de transferts.



















Figure IV.10  Résidu relatif en fonction du temps de calcul pour le problème de Poisson et les
diﬀérents algorithmes.
D'après la ﬁgure IV.10, C1 fournit une approximation grossière de la solution en 100s. Pour le
même temps de calcul, on gagne 2 ordres de grandeur sur l'erreur en résidu en utilisant C4 ou H1.
En 300s, H1 fournit une meilleure approximation en résidu que C4 de 2 ordres de grandeur, alors
qu'on peut en espérer 4 en regardant H˜1.
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Maillage raﬃné. Cette fois on considère un maillage de 120 éléments de ω. Le résidu relatif en
fonction du temps est disponible en ﬁgure IV.11.





















Figure IV.11  Résidu relatif en fonction du temps pour un problème de Poisson avec un maillage
raﬃné.
La première remarque concerne le résidu. La diminution de la taille du maillage augmente le
résidu relatif.
On remarque que cette fois, le temps est augmenté de 78% pour calculer un tenseur de rang
150 avec C1. Le temps pour calculer un tenseur de rang 50 avec C4 est augmenté de 29%, alors que
le calcul d'un tenseur de rang 15 avec H1 est quant à lui augmenté de 21%. Comme on pouvait
s'y attendre H1 est l'algorithme le moins sensible à la taille du maillage. Il devrait être encore plus
eﬃcace pour les maillages les plus ﬁns utilisés dans des problèmes non académiques.
Si maintenant on compare avec le PCG de la section III.5.3, le temps de calcul de ce dernier
était quasiment triplé pour une augmentation de la taille du maillage. Ceci nous porte à croire
que l'algorithme H1 proposé dans cette thèse sera d'autant plus eﬃcace par rapport aux autres
algorithmes que le maillage sera ﬁn.
Dimension d = 4. Enﬁn, pour comparer avec le PCG utilisé dans la section III.5.3, on s'est placé
en dimension 4. Le résidu relatif en fonction du temps est tracé en ﬁgure IV.12.
Cette fois 150 itérations de C1 oﬀrent une convergence bien plus rapide en temps que les autres
algorithmes, le faible nombre de dimensions étant favorable aux tenseurs canoniques. En revanche
on arrive toujours à une meilleure précision avec l'utilisation de C4 et H1 pour des rangs respectifs
de 50 et de 15. Par contre, si l'on compare maintenant avec la section III.5.3, l'utilisation des
algorithmes directs est beaucoup plus lente. On préférera alors le PCG. Cependant, les méthodes
d'approximations directes utilisées ici ne nécessitent aucun préconditionneur, ni connaissance a priori
du rang de la solution.
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On considère le problème d'équation de la chaleur présenté en section III.5.3. L'opérateur A
associé étant symétrique, on considère ici la norme ‖·‖V = ‖·‖A.
IV.3.4.1 Convergence des algorithmes
Le problème étant de dimension d = 6, on se limite aux algorithmes C1, C4, H1 et H2. Le résidu
relatif en fonction du rang de l'approximation est tracé en ﬁgure IV.13 pour les diﬀérents algorithmes.





















Figure IV.13  Résidu relatif en fonction du rang de l'approximation pour le problème d'équation
de la chaleur et les algorithmes C1, C4, H1 et H2.
On observe cette fois encore que l'algorithme C1 a un taux de convergence très faible avec le
rang, ce qui n'est pas le cas pour les autres algorithmes.
Les algorithmes C4, H1 et H2 convergent très rapidement pour les faibles rangs. H1 fournit encore
une décomposition quasi-optimale de la solution. On atteint néanmoins la meilleure minimisation
du résidu avec l'algorithme C4, ainsi que H2,
Si maintenant on compare à l'algorithme PCG et aux résultats de la section III.5.3, l'algorithme
H1, pour un rang rt = 10 fournit un résidu relatif de 5.5 10−3, H2 de 4.8 10−3 et quant au PCG
préconditionné avec PE , il donne un résidu relatif de 7.5 10−3. Les 3 algorithmes donnent donc un
résidu relatif très proche, néanmoins H1 et H2 ne nécessitent pas de préconditionneurs.
IV.3.4.2 Inﬂuence de la variabilité
On a appliqué les mêmes algorithmes au problème de grande variabilité présenté en section
III.5.3.5. Le résidu relatif en fonction du rang est aﬃché en ﬁgure IV.14.
Les conclusions sont identiques à celles de la section IV.3.4.1. Cependant on remarque que le
résidu relatif est ici supérieur d'au moins un ordre de grandeur, tout comme c'était le cas pour le
PCG en section III.5.3.5.
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Figure IV.14  Résidu relatif en fonction du rang de l'approximation pour le problème d'équation
de la chaleur avec une grande variabilité et les algorithmes C1, C4, H1 et H2.
IV.3.4.3 Inﬂuence du maillage
Cette fois le maillage a de la première dimension a été raﬃné. Elle passe de 386 degrés de liberté
à 1641. Le résidu relatif en fonction du rang est donné en ﬁgure IV.15.





















Figure IV.15  Résidu relatif en fonction du rang de l'approximation pour le problème d'équation
de la chaleur avec un maillage raﬃné et les algorithmes C1, C4, H1 et H2.
La ﬁgure est quasiment identique à celle de la ﬁgure IV.13 pour le maillage initial, les conclusions
sont donc aussi les mêmes : (1) C1 converge très lentement au contraire de C4, H1 et H2, (2) H1 fournit
une décomposition quasi-optimale si on compare à H2 et (3) C4 donne le résidu relatif le plus petit
de tous.
IV.3.4.4 Temps de calcul
Problème initial. En ﬁgure IV.16, on a tracé le résidu relatif en fonction du temps pour le
problème d'équation de la chaleur.
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Figure IV.16  Résidu relatif en fonction du temps pour le problème de l'équation de la chaleur et
les algorithmes C1, C4, H1 et H2.
Cette fois les algorithmes C1 et C4 sont les plus performants. Cela provient des dimensions des
espaces d'approximation éléments ﬁnis. On a vu dans la section IV.3.3 que les algorithmes C1 et
C4 sont assez sensibles à la taille des maillages. Ces maillages possédant peu de noeuds ici, les
algorithmes C1 et C4 sont les plus performants. Si on compare maintenant avec l'utilisation du PCG,
les temps de résolution ici sont équivalents au seul temps de construction du préconditionneur.
Problème avec une grande variabilité. Le résidu relatif en fonction du temps a été tracé cette
fois pour le problème avec une plus grande variabilité en ﬁgure IV.17.



















Figure IV.17  Résidu relatif en fonction du temps pour le problème de l'équation de la chaleur
avec une grande variabilité et les algorithmes C1, C4, H1 et H2.
Les conclusions sont identiques à celles du paragraphe précédent, à savoir que C1 et C4 sont plus
eﬃcaces que H1 et H2 à cause des maillages avec peu de degrés de liberté utilisés ici. Cependant si
on compare les temps de calculs, les temps de résolution sont un peu plus long ici que dans le cas où
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la variabilité est plus faible. Les algorithmes de minimisations alternées nécessitent plus d'itérations
pour converger.
Problème avec un maillage raﬃné. Le résidu relatif en fonction du temps pour le maillage
raﬃné est indiqué en ﬁgure IV.18.




















Figure IV.18  Résidu relatif en fonction du temps pour le problème de l'équation de la chaleur
avec un maillage raﬃné et les algorithmes C1, C4, H1 et H2.
Comme on pouvait s'y attendre, H1 devient cette fois plus rapide que C1, en étant équivalent à
C4. Ceci est dû au faible rang dans la représentation de H1. Si on compare avec la ﬁgure IV.16, on




IV.3.5 Problème non symétrique
Le problème traité est celui de l'équation de diﬀusion-convection-réaction en régime transitoire
présenté en section III.5.4. L'opérateur n'étant pas symétrique, on considère la norme ‖·‖V = ‖·‖A∗A.
IV.3.5.1 Convergence des algorithmes
Problème initial. Le résidu relatif en fonction du rang de l'approximation est tracé en ﬁgure
IV.19 pour les algorithmes C1, C4 et H1.


















Figure IV.19  Résidu relatif en fonction du rang pour le problème non symétrique et les algorithmes
C1, C4, et H1.
Les méthodes d'approximations directs dans les sous-ensembles de tenseur sont encore bien plus
précises que les solveurs itératifs de la section III. En eﬀet, pour un même rang, le résidu relatif est
plus petit d'un ordre de grandeur par rapport à celui de GMRES (voir section III.5.4), encore une
fois sans utiliser de préconditionneur.
Inﬂuence du maillage. On considère ici le même problème avec un maillage de la dimension
associée à la variable spatiale passant à 4618 degrés de liberté. On étudie les algorithmes C1, C4
et H1. Il est nécessaire de distinguer ici deux versions de l'algorithme H1. La première est l'algo-
rithme classique qui garde la notation H1, la seconde est celle où l'opérateur A∗A est orthogonalisé
avant l'application de l'algorithme H1, que l'on note H⊥1 . Le résidu relatif en fonction du rang de
l'approximation est disponible en ﬁgure IV.20.
Encore une fois la convergence de H1 est meilleure que celle des autres algorithmes. Par ailleurs
le comportement de H⊥1 est intéressant. Il indique que l'opérateur A∗A est très mal conditionné,
puisque l'erreur numérique induite par l'orthogonalisation empêche l'algorithme de converger. La
conséquence est que l'on est obligé de manipuler un opérateur avec un rang élevé pour résoudre le
problème. Il est en fait nécessaire ici de bien préconditionner l'opérateur pour que l'orthogonalisation
n'entraîne plus cette divergence. On note que pour le problème avec un maillage grossier de la section
IV.3.5.1, l'opérateur A∗A était orthogonalisé. On utilisait l'algorithme H⊥1 qui était alors noté H1.
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Figure IV.20  Résidu relatif en fonction du rang pour le problème non symétrique, un maillage
plus ﬁn et les algorithmes C1, C4, H1 et H⊥1 .
IV.3.5.2 Temps de calcul
Problème initial Le résidu relatif en fonction du temps est donné en ﬁgure IV.21 pour le problème
initial et les algorithmes C1, C4 et H1.


















Figure IV.21  Résidu relatif en fonction du temps pour le problème non symétrique et les algo-
rithmes C1, C4 et H1.
Dans notre implémentation H1 est aussi eﬃcace que C1 dans un premier temps, puis H1 devient
bien plus lent. Ceci s'explique par l'augmentation du rang de la solution qui rend la manipulation
des tenseurs de transferts plus coûteuses que la minimisation dans C1(V). Dans ce cas-ci C4 n'est pas
compétitif avec les autres algorithmes. Si on compare maintenant avec GMRES en section III.5.4,
le temps de résolution correspond au temps nécessaire pour construire le préconditionneur proposé.
On a de plus un résidu relatif de deux ordres de grandeur plus petit ici que pour GMRES (6.27 10−5
pour un rang de 15 pour H1 contre 1.63 10−3 pour GMRES(10) et un rang de 15).
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Inﬂuence du maillage Pour le cas où le maillage est raﬃné, on a tracé le résidu relatif en fonction
du temps pour les algorithmes C1, C4, H1 et H⊥1 en ﬁgure IV.22.



















Figure IV.22  Résidu relatif en fonction du temps pour le problème non symétrique et les algo-
rithmes C1, C4, H1 et H⊥1 .
Au départ des algorithmes, H1 est le plus rapide de tous. Au bout d'un certain temps (ici environ
1000s), C1 devient le plus rapide des algorithmes. On peut raisonnablement espérer un croisement
entre ces deux courbes plus tard avec une bonne implémentation des tenseurs hiérarchiques de
Tucker. En eﬀet, si l'opérateur A∗A n'est pas orthogonalisé, ses diﬀérents tenseurs de transfert sont
super diagonaux, et on pourrait les considérer comme creux pour les manipuler plus eﬃcacement.
Une autre façon d'améliorer le temps de calcul est de préconditionner eﬃcacement l'opérateur A∗A
pour pouvoir employer l'algorithme H⊥1 sans perturber la convergence. Comme on l'a montré en
section IV.3.2, le résidu serait moins bon mais l'erreur bien meilleure. Dans ce cas, le temps de
construction d'un tenseur de rang 15 devrait s'approcher du temps de celui de H⊥1 ici.
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IV.4 Résumé
On a appliqué ici les méthodes d'approximation de tenseurs du chapitre II pour la résolution de
systèmes linéaires.
La première partie de ce chapitre a été dédiée au choix de la norme pour l'application des
méthodes d'approximation de tenseurs du chapitre II. Une norme a été proposée pour préconditionner
ces approches. Cette dernière revient à une formulation du problème comme une minimisation du
résidu préconditionné. La principale conclusion concernant le préconditionnement est qu'il diminue
l'erreur relative en norme canonique mais n'améliore pas la vitesse de convergence en fonction du
rang de l'approximation.
Ensuite, diﬀérentes constructions pour l'approximation de la solution ont été proposées. Des
méthodes ont été développées pour l'utilisation de formats de tenseurs non canoniques pour ap-
proximer une solution. On a tout d'abord déﬁni un nouvel algorithme de projection, dans lequel on
eﬀectue une construction gloutonne de sous-espaces à partir de problèmes de meilleure approxima-
tion de rang 1. Cette méthode fournit de bons résultats pour des problèmes de faible dimension.
Cependant l'utilisation de tenseurs de Tucker implique que cet algorithme souﬀre de la malédiction
de la dimensionnalité. Elle a donc été étendue naturellement aux formats hiérarchiques de Tucker
en remplaçant la phase de projection par un algorithme de minimisations alternées sur les tenseurs
de transfert. Tous ces algorithmes ont été appliqués avec succès à des problèmes symétriques et non
symétriques.
En ce qui concerne le coût de calcul, tous les temps indiqués sont à relativiser. Tout d'abord
l'implémentation des tenseurs hiérarchiques de Tucker utilisée n'est pas du tout adaptée aux prob-
lèmes traités. Une fois qu'une implémentation eﬃcace sera réalisée, il restera à analyser les critères
d'arrêt des diﬀérents algorithmes. Ceux utilisés ici sont trop restrictifs ce qui augmente les diﬀérents
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La première partie de ce chapitre concerne un article soumis à  Computer Methods Applied
to Mechanics and Engineering . Il s'agit d'appliquer les méthodes d'approximations de tenseurs à
la résolution des problèmes d'homogénéisation thermique. L'article est introduit tel quel en section
V.1 avec des notations adaptées au reste de cette thèse. Le lecteur retrouvera dans les sections 2 et
3 de l'article des sujets déjà traités aux chapitres II et IV. On proposera ensuite en section V.2 des
extensions à l'article.
V.1 Tensors-based methods for numerical homogenization from high-
resolution images
V.1.1 Résumé
On présente une stratégie numérique basée sur les méthodes d'approximation de tenseurs pour
les résolutions des problèmes d'homogénéisation numérique, où les géométries sont issues d'images
de haute résolution. On introduit tout d'abord des processus numériques spéciﬁques pour exprimer
les problèmes d'homogénéisation basés sur les images dans un cadre de tenseurs. Ceci inclut l'ap-
proximation de tenseurs dans un format adéquat des champs de propriétés matériaux, ainsi que
des indicatrice de phases reconstruites à partir d'images segmentées. On introduit ensuite des vari-
antes de la PGD pour la construction d'une décomposition dans diﬀérents formats de tenseurs de
la solution d'un problème aux limites. Une nouvelle déﬁnition de la PGD est présentée, celle-ci
permet une construction progressive d'une décomposition de la solution sous un format de tenseur
de Tucker. Ce format est adapté à cette application et améliore les propriétés de convergence des
décompositions de tenseur. Finalement, on introduit une stratégie d'estimation de l'erreur basée sur
un problème dual pour estimer les quantités d'intérêt, c'est-à-dire les propriétés homogénéisées du
matériau. On présente aussi une stratégie adaptative complète basée sur l'estimation de l'erreur pour
la construction progressive de décompositions de tenseur (des solutions des problèmes primaux et
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duaux) fournissant la prédiction des quantités homogénéisées avec une précision donnée.
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Tensor-based methods for numerical homogenization from
high-resolution imagesI
L. Giraldi, A. Nouy∗, G. Legrain, P. Cartraud
LUNAM Universite´, GeM, UMR CNRS 6183, E´cole Centrale de Nantes, Universite´ de Nantes, France
Abstract
We present a complete numerical strategy based on tensor approximation techniques
for the solution of numerical homogenization problems with geometrical data coming
from high resolution images. We first introduce specific numerical treatments for the
translation of image-based homogenization problems into a tensor framework. It includes
the tensor approximations in suitable tensor formats of fields of material properties or
indicator functions of multiple material phases recovered from segmented images. We
then introduce some variants of Proper Generalized Decomposition (PGD) methods for
the construction of tensor decompositions in different tensor formats of the solution of
boundary value problems. A new definition of PGD is introduced which allows the pro-
gressive construction of a Tucker decomposition of the solution. This tensor format is
well adapted to the present application and improves convergence properties of tensor de-
compositions. Finally, we introduce a dual-based error estimation strategy for assessing
the error on quantities of interest, namely the homogenized properties of the material.
We also provide a complete goal-oriented adaptive strategy for the progressive construc-
tion of tensor decompositions (of primal and dual solutions) yielding to predictions of
homogenized quantities with a prescribed accuracy.
Keywords: Image-based computing, Numerical Homogenization, Tensor methods,
Proper Generalized Decomposition (PGD), Model Reduction, Goal-oriented error
estimation
Introduction
With the development of affordable high resolution imaging techniques, such as X-ray
microtomography, high resolution geometrical characterization of material microstruc-
tures is increasingly used in industry. However, the amount of informations that are
available is still difficult to handle in numerical models. This is why dedicated approaches
have been proposed in order to incorporate these informations for simulation purposes
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[56]. The most used approach in this context is the voxel-based finite element method
introduced in [21, 25], where each voxel of the model is transformed into a finite element.
The approach is straightforward and automatic for the generation of the computational
model (see [42] for a review). However, it leads to huge numerical models, as the number
of elements corresponds to the number of voxels in the image (in the order of 8 billion
of elements for a full resolution 2000 × 2000 × 2000 voxels CT scan). In addition, the
representation of the interfaces is not smooth, which induces local oscillations in the
mechanical fields [9, 39, 52]. The size of the model can be decreased with the use of
an octree coarsening away from the interfaces [39] or by decreasing the resolution of the
image [3, 37, 41]. However, this can severely decrease the geometrical accuracy (more
jagged interfaces) and increase the oscillations. In order to get rid of these oscillations,
mesh smoothing techniques can be considered, e.g. [6]. Ultimately, full resolution images
can still be considered, using Fast Fourier Transforms (FFT) algorithms [43] in the case
of periodic problems.
A second class of approaches consists in extracting the material interfaces from the
image and then in constructing an unstructured conforming mesh from these informa-
tions, e.g. [40, 55, 56]. This allows to generate smooth interfaces and adapt the mesh
in order to master the size of the model. However, meshing complex geometries is still
difficult and usually requires human guidance.
Finally, non-conforming approaches can be considered (see [13, 53] among others):
these approaches allows to avoid meshing issues. In particular, the eXtended Finite
Element Method (X-FEM) has been used by the authors for the treatment of 2D and
3D image-based analysis [34, 35, 39]. An integrated approach was proposed in order to
incorporate the geometrical informations into the numerical model. It is based on the use
of Level-set functions [50], for both segmentation and mechanical analysis. Thanks to the
use of tailored enrichment functions, it is possible to represent the interfaces on a non-
conforming mesh. The size of the numerical model is decreased thanks to the use of an
octree database that enables to keep maximum geometrical accuracy near the interfaces.
This allows to obtain a good compromise between easy mesh generation and accuracy
(both geometrical and mechanical). More recently, an improvement was proposed by
the use of a high-order two mesh strategy that enables high geometrical and mechanical
accuracy on coarse meshes [36].
Despite of the improvements in the numerical efficiency of the methods discussed
above, image-based computations are still computationaly demanding, leading to time
consuming studies especially for large resolution images. There is still a need for new
approaches that would allow the efficient resolution of such large scale problems.
This is why an alternative path is proposed in this paper. It relies on the use of tensor
approximation methods for the solution of image-based homogenization problems. The
basic idea is to interpret 2 or 3-dimensional fields as 2 or 3-order tensors, and to use ten-
sor approximation methods for the approximate solution of boundary value problems.
The use of suitable tensor formats allows to drastically reduce the computational costs
(time and memory storage) and therefore allows the computation on very high resolu-
tion images. This paper provides a complete tensor-based numerical methodology, going
from the translation of homogenization problems into a tensor framework, to the devel-
opment of a goal-oriented adaptive construction of tensor decompositions based on error
estimation methods, and dedicated to the present application.
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We first translate image-based homogenization problems to a tensor framework by in-
troducing suitable tensor approximations of geometrical data. Tensor approximation
methods are applied to indicator functions of material phases, which are previously
smoothed in order to improve the convergence properties of their decompositions. Suit-
able weak formulations of boundary value problems preserving tensor format are intro-
duced in order to handle the different types of boundary conditions that are used in
classical numerical homogenization methods. Regarding the construction of tensor ap-
proximations of the solution of PDEs, we use Proper Generalized Decomposition methods
(PGD), which is a family of methods for the construction of tensor decompositions with-
out a priori information on the solution of the PDE [10, 28, 44, 45] (see [12] for a short
review on PGD methods). Theoretical convergence properties have been recently ob-
tained for a class of PGD algorithms [7, 15, 16]. Note that a basic PGD algorithm has
been used in [11] for the numerical solution of PDEs with heterogeneous materials whose
geometry is easily represented in a tensor format. The method has also been used for
deriving efficient non-concurrent non-linear homogenization strategies [31].
Here, we introduce variants of these methods for the construction of tensor decompo-
sitions in different tensor formats. In particular, we introduce a new definition of PGD
which allows the progressive construction of a Tucker decomposition of the solution.
This tensor format is well adapted to the present application and yields to improved
convergence properties of tensor decompositions. We finally devise a goal-oriented
error estimation strategy in order the assess the error on quantities of interest which
are the homogenized properties. Error estimation methods have been first introduced
in the context of PGD in [2, 29]. Here, we use a classical dual-based error estimator
(see [1]), which has been used in [2] in the context of PGD methods. The originality
of the present contribution consists in providing a complete adaptive strategy for the
progressive construction of tensor decompositions yielding to predictions of homogenized
quantities with a prescribed accuracy. Note that the proposed adaptive strategy could
also be used in other context for goal-oriented approximation of PDEs in tensor formats.
The outline is as follows: Section 1 presents the homogenization problems and their
variational formulations. Section 2 introduces the tensor framework and notations used
for separated representations. Then section 3 presents how the solution of PDEs can be
approximated under separated representations with the PGD. In particular, we detail a
new algorithm for the progressive construction of a Tucker decomposition. Next, image
geometry and boundary conditions are expressed in a tensor format in section 4. First
numerical examples are introduced in section 5. Then, in section 6, we introduce a goal-
oriented adaptive algorithm using error estimators on homogenized properties. Finally,
the article presents an application on a cast iron image extracted from a tomography,
where we use the complete goal-oriented adaptive solution method.
1. Homogenization problems and variational formulations
In this section, we introduce classical homogenization methods for a linear heat diffu-
sion problem. Homogenization problems are boundary value problems formulated on a
domain Ω which constitutes a representative volume of an heterogeneous material. The
solution of these problems allows to extract effective or apparent macroscopic properties
of the material depending on whether Ω is larger than the representative volume element
3
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(RVE). Note however that the prediction of the size of the representative volume is out
of the scope of this paper. The reader can refer to [23, 24, 38, 47] for methodologies to
estimate the size of the representative volume. In the following, we will identify both
apparent and homogenized properties.
1.1. Scale transition and localization problems
We denote by u and q the temperature and flux fields respectively. The macroscopic
gradient of the field ∇uM and the macroscopic flux qM are defined through a spatial
averaging of the corresponding microscopic quantities ∇u and q over the representative
volume Ω:










The inverse process yielding the microscopic fields from the macroscopic ones is called
localization. Given ∇uM or qM , microscopic fields ∇u and q are obtained by solving
localization problems which are boundary value problems defined on Ω:
∇ · q(x) = 0 on Ω
q(x) = −K(x) · ∇u(x) on Ω
+ boundary conditions depending on ∇uM or qM
(3)
where K is the conductivity field. If the data is the macroscopic gradient ∇uM or the
macroscopic flux qM , we obtain the microscopic fields respectively by
∇u(x) = A(x) · ∇uM (4)
or
q(x) = B(x) · qM (5)
where A and B are called localization tensors. Once we have obtained the microscopic
fields through equations (4) (resp. (5)) for a given ∇uM (resp. qM ), we can deduce the
other macroscopic field qM (resp. ∇uM ) by using the constitutive relation and a spatial








The homogenized conductivity tensor depends on the localization process which is
governed by the choice of the boundary conditions. These boundary conditions are
expressed as a function of a macroscopic field which is the input data of the microscopic




1.2.1. Natural Boundary Conditions (NBC)
Boundary value problem (3) is considered with the following Neumann boundary con-
ditions:
q(x) · n = qM · n on ∂Ω (7)
with qM given and n the outer pointing normal of ∂Ω. The solution u is a priori defined







v dΩ = 0
}
(8)
The weak formulation of the problem is then:




∇δu ·K · ∇u dΩ = −
∫
∂Ω
δu qM · n dΓ (9)
Using equation (5), we obtain
∇uM =< ∇u >=< −K−1 · q >= − < K−1 ·B > · qM := −(Knbc
h
)−1 · qM (10)
Then, the solutions obtained from 3 different values of qM (e.g. (1, 0, 0)T , (0, 1, 0)T and
(0, 0, 1)T ) yield the complete characterization of Knbc
h
.
1.2.2. Periodic Boundary Conditions (PBC)
In this case, problem (3) is considered with the following periodic boundary conditions:
u(x)−∇uM · x is Ω-periodic
and q(x) · n is Ω-antiperiodic (11)
with ∇uM given. We denote by u˜(x) = u(x)−∇uM ·x. The solution u˜ is a priori defined







v dΩ = 0
}
(12)
where H1per(Ω) is the subspace of periodic functions in H
1(Ω). The weak formulation of
the problem is then:




∇δu ·K · ∇u˜ dΩ = −
∫
Ω
∇δu ·K · ∇uM dΩ (13)
Thanks to the linearity of the problem, u˜ can be written as u˜ = χ · ∇uM which yields
∇u = ∇uM+(∇ χ)T · ∇uM = (I + (∇ χ)T ) · ∇uM . Thus, the localization tensor defined
in equation (4) is found to be A = I + (∇ χ)T . We thus obtain





3 different problems have to be solved for obtaining Kpbc
h
(e.g. with ∇uM = (1, 0, 0)T ,
(0, 1, 0)T and (0, 0, 1)T ). It can be noticed that for a material with a periodic microstruc-
ture, the localization problem defined by (3) and boundary conditions (11) can be rig-
orously justified by the asymptotic expansion method [5, 33, 49]. However, note that
periodic boundary conditions can be used even if the microstructure is not periodic (see
e.g. [23, 24]).
1.2.3. Essential Boundary Conditions (EBC)
In this case, problem (3) is considered with the following Dirichlet boundary conditions:
u(x) = ∇uM · x on ∂Ω (15)
with ∇uM given. Note that the solution u can be expressed under the form
u(x) = ∇uM · x+ u˜(x) (16)
where u˜ is the solution of the following weak formulation:
Find u˜ ∈ H10 (Ω) such that
∀δu ∈ H10 (Ω),
∫
Ω
∇δu ·K · ∇u˜ dΩ = −
∫
Ω
∇δu ·K · ∇uM dΩ (17)
By linearity of the problem, 3 different choices for ∇uM (e.g. (1, 0, 0)T , (0, 1, 0)T and
(0, 0, 1)T ) are required to completely characterize the localization tensor A defined in
equation (4). The homogenized tensor Kebc
h
is then obtained by




Weak formulations (9), (13) and (17) can be unified with an abuse of notation for EBC
and PBC, for which u˜ is replaced by u:
Find u ∈ V such that














∇δu ·K · ∇uM dΩ for PBC and EBC
(20)
Function space V is defined by:
V = H1m(Ω) for NBC
V = H1per,m(Ω) for PBC




The generic weak formulation (19) will be used in order to simplify the presentation of
the proposed solution strategy. We will then come back to the underlying problems for
detailing some technical issues and for discussing some specificities of the localization
problems.
2. Tensor spaces and separated representations
In this section, we consider a scalar field of interest w : Ω→ R which can be the gray
intensity level of the image representing the heterogeneous material, a component of the
conductivity field K or the solution of localization problem (19). The domain Ω ⊂ Rd
being an image, it has a product structure. We have Ω = Ωx × Ωy × Ωz for d = 3 (resp.
Ω = Ωx×Ωy for d = 2), with Ωµ = (0, lµ). In this section, and without loss of generality,
we only consider the 3-dimensional case but the different notions extend naturally to
arbitrary dimension d. Under some regularity assumptions, a function w defined on such
a cartesian domain can be identified with an element of a suitable tensor space. In this
section, we introduce some general notions about tensors (as elements of tensor product
spaces) and their approximation using separated representations of the form:









For a general introduction to tensor spaces and tensor approximations, the reader can
refer to Hackbusch [18]. We suppose that w ∈ V where V is a Hilbert tensor space defined
in the set of functions RΩ. The inner product of V is denoted 〈·, ·〉 and its associated
norm ‖ · ‖. With Vx (resp. Vy, Vz) a Hilbert space of functions of RΩx (resp. RΩy , RΩz ),
the tensor product ⊗ between functions is defined in a usual way, such that
(vx ⊗ vy ⊗ vz)(x, y, z) = vx(x)vy(y)vz(z) (23)
for all vµ ∈ Vµ, µ ∈ {x, y, z}. We define the set of rank-1 (or elementary) tensors
C1 = {v = vx ⊗ vy ⊗ vz; vµ ∈ Vµ, µ ∈ {x, y, z}} , (24)
The algebraic tensor product ⊗a of spaces Vx, Vy and Vz is then defined by
Vx ⊗a Vy ⊗a Vz = span(C1) (25)
Finally, the Hilbert tensor space is defined by
V = Vx ⊗ Vy ⊗ Vz = Vx ⊗a Vy ⊗a Vz‖·‖ (26)
where (·)‖·‖ denotes the completion with respect to the norm ‖ · ‖.
In the case of a cartesian domain Ω = Ωx×Ωy×Ωz, tensor spaces V that are involved
in the formulation of localization problems (19), and given in (21), have the following
tensor product structure:




V = H1m(Ω), Vµ = H1m(Ωµ) for NBC
V = H1per,m(Ω), Vµ = H1per,m(Ωµ) for PBC
V = H10 (Ω), Vµ = H10 (Ωµ) for EBC
(28)
This justifies the existence of a separated representation of type (22) for the solution of
homogenization problems (19).
2.2. Tensor decompositions
We introduce here two classical tensor decomposition formats.







vi; vi ∈ C1
}
(29)
Definition (26) implies that for all w ∈ V, there exists a sequence of tensors, (wm)m∈N,
such that wm ∈ Cm and wm converges to w. Therefore, for any w ∈ V, this condition
justifies the existence of the approximation of type (22) with an arbitrary accuracy.
Tucker tensors. For a given multi-index r = (rx, ry, rz) ∈ N3, we define the Tucker











i ⊗ vyj ⊗ vzk;λijk ∈ R, vµp ∈ Vµ, 〈vµp , vµq 〉µ = δpq
 (30)
with 〈·, ·〉µ the inner product on Hilbert space Vµ. An approximation wr ∈ Tr of an
element w ∈ V is called a rank-r Tucker approximation of w. We have the property
that Cr ⊂ T(r,r,r). Therefore, for all w ∈ V, there also exists a sequence (wm)m∈N, with
wm ∈ Trm and such that wm converges to w. The reader can refer to [27] for a review
of definitions and constructions of tensor representations in finite dimensional algebraic
tensor spaces V = RNx ⊗ RNy ⊗ RNz .
3. Proper Generalized Decomposition
The homogenization problem we want to solve has been recasted as follows (see section
1.3):
Find u ∈ V such that
∀δu ∈ V, a(δu, u) = l(δu) (31)
where V is a tensor Hilbert space with tensor structure given in (28). Proper Generalized
Decomposition (PGD) methods constitute a family of algorithms for the construction of
a tensor approximation of the solution u of (31), without a priori information on the
solution. It can be achieved by formulating best approximation problems on tensors
subsets using operator-based norms instead of natural norms in tensor space V. In this
section, we first recall the principle of PGD methods. We then introduce a now classical
algorithm for the construction of rank-m approximations and we recall some properties
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of this approximation. Then, we will introduce a new algorithm for the progressive
construction of a Tucker representation of the solution. This algorithm provides better
convergence properties than classical PGD definitions based on canonical decompositions.
Remark 1. In this section, we consider that the problems are formulated on a d-
dimensional domain Ω ⊂ Rd, with Ω = Ωx × Ωy × Ωz for d = 3 or Ω = Ωx × Ωy
for d = 2. The notation ⊗µ will stand for ⊗µ∈{x,y,z} for d = 3 and ⊗µ∈{x,y} for d = 2.
3.1. A priori definition of an approximation on a tensor subset
Let us consider a tensor subset M (e.g. rank-1 tensors set, Tucker tensors set...).
Given a norm ‖ · ‖ in V, a best approximation u∗ ∈M of u ∈ V can be naturally defined
as
‖u− u∗‖ = min
v∈M
‖u− v‖ (32)
The idea is to find an approximation u∗ of u without a priori information on u. Therefore,
the norm must be chosen in such a way that problem (32) can be solved without knowing
u. In the present application, where u is solution of (31) with a a symmetric coercive
and continuous bilinear form, the norm ‖ · ‖ and associated inner product 〈·, ·〉 can be
chosen as follows:
‖v‖2 = a(v, v), 〈u, v〉 = a(u, v)
where the norm ‖ · ‖ is equivalent to the initial norm on V. We then have
‖u− v‖2 = a(u, u) + a(v, v)− 2a(u, v) = a(u, u) + a(v, v)− 2l(v),






a(v, v)− l(v) (33)
We note that problem (33) that defines the tensor approximation inM does not involve
the solution u. It makes the approximation u∗ computable without a priori information
on u. Of course, tensor subsets M must be such that minimization problems on M
are well-posed. Moreover, tensor subsets M (such as rank-1 tensors, rank-r Tucker
tensors) are manifolds which are not necessarily linear spaces, so that even if problem
(31) is a linear approximation problem, minimization problem (33) is no more a linear
approximation problem and specific algorithms have to be devised.
Remark 2. Note that a necessary condition for optimality of u∗ writes
a(u∗, δv) = l(δv) ∀δv ∈ Tu∗(M) (34)
where Tu∗(M) is the tangent linear space to M at u∗.
3.2. Construction of a rank-m (canonical) decomposition







with vi ∈ C1. A direct definition of an optimal approximation in Cm would be defined by
the optimization problem (32). However, it is well known that for m ≥ 2 and d ≥ 3, Cm
is not a weakly closed set so that the minimization problem (32) is ill-posed forM = Cm
[15]. A modified direct definition of an approximation with arbitrary precision ε > 0
could be formulated as follows:
Find um such that
‖u− um‖ ≤ inf
v∈Cm
‖u− v‖+ ε (36)
The solution of this problem yields the whole set of rank-1 elements {vi}mi=1 at once. In
order to avoid the introduction of the tolerance ε (i.e. ε = 0), it could be possible to
consider a weakly closed subset of Cm (e.g. by adding some orthogonality constraints
between rank-one elements). However, these direct constructions are computationnally
expensive since when increasing m, optimization problems are defined on sets with in-
creasing dimensionality and computational complexity drastically increases.
In order to circumvent the above difficulties, a progressive definition of PGD is clas-
sically introduced [10, 15], which consists in building the sequence (vi)1≤i≤m term by
term (in a greedy fashion). Even if the progressive definition is sub-optimal compared to
the direct PGD approach, C1 is weakly closed [15] so that successive best approximation
problems on C1 are well-posed. Moreover, optimization problems on C1 have almost the
same complexity, so that the complexity of computing a rank-m approximation scales
(approximately) linearly with the rank m. The algorithm used is defined in Algorithm 1.
Step 5 of Algorithm 1 corresponds to a classical projection onto the subspace spanned by
Algorithm 1 Progressive construction of a rank-m approximation
1: Set u0 = 0
2: for i = 1 to m do
3: Compute wi = ⊗µwµi ∈ arg min
w∈C1
‖u− ui−1 − w‖
4: Set Ui = span{wk}ik=1




all rank-one elements previously generated. At stepm, the solution um = arg min
v∈Um
‖u−v‖




λiwi with wi = ⊗µwµi
where the (λi)
m




Aijλj = bi, ∀i ∈ {1, . . . ,m} (37)
with
Aij = a(wi, wj) = a(⊗µvµi ,⊗µvµj ), bi = l(wi) = l(⊗µvµi )
10
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Different algorithms have been proposed for computing wm ∈ arg minv∈C1 ‖u−um−1−
v‖ (step 3). One possibility is an alternating minimization algorithm presented in Al-
gorithm 2. The integer kmax represents the maximum number of iterations and the
tolerance εs is associated to a stagnation criterium. In practice, we will take kmax = 10
and εs = 5.10
−2.




1: Initialize randomly vµ ∈ Vµ for all µ
2: Set w0 = 0
3: for k = 1 to kmax do
4: for µ = x, . . . do




7: Set wk = ⊗µvµ




12: Set wm = wk
Remark 3. In the case where ‖·‖ is the classical canonical norm on a finite dimensional
space, Algorithm 2 corresponds to the Alternating Least Squares (ALS) algorithm on C1
[8, 20, 27].
Remark 4. If the domain Ω is 2-dimensional, the method can be considered as a gen-
eralization of the SVD with respect to general norms on Hilbert spaces [15].
Minimization problem of step 5 of Algorithm 2, corresponding to the computation of





a(⊗βvβ ,⊗βvβ) + a(um−1,⊗βvβ)− l(⊗βvβ) (38)
It reduces to the solution of the following linear problem:
Find vµ ∈ Vµ such that
∀δϕ ∈ Vµ, aµ(δϕ, vµ) = lµm(δϕ) (39)
with
aµ(δϕ, ϕ) = a(δϕ⊗ (⊗β 6=µvβ), ϕ⊗ (⊗β 6=µvβ)),
lµm(δϕ) = l(δϕ⊗ (⊗β 6=µvβ))− a(δϕ⊗ (⊗β 6=µvβ), um−1)
Problem (39) is a one-dimensional problem defined on Vµ ⊂ H1(Ωµ). The proposed
algorithm then only involves the solution of uncoupled one-dimensional problems, which
is the reason for the efficiency of the PGD method.
11
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Remark 5. Assuming that Vµ = Rn, ∀µ, and that the complexity of a linear solver on a
problem of size n is n3, then the construction of all the vectors of a rank-r decomposition
with algorithm 2 requires at most r kmax dn
3 operations. The update of the λ’s requires
1 + 23 + . . . + r3 = 14r
2(r + 1)2 operations. Finally the complexity of the algorithm 1 is
1
4r
2(r + 1)2 + r kmax dn
3.
3.3. Construction of a rank-r Tucker decomposition
An approximation of the solution using a Tucker format could be searched by solving
an optimization problem:
‖u− ur‖ = min
v∈Tr
‖u− v‖ (40)
This problem is well-posed [14]. However, this direct construction of a Tucker approx-
imation ur ∈ Tr is computationally expensive and when the objective is to find an
approximation with a desired accuracy, we will rather prefer an adaptive construction.
We now propose a sub-optimal but progressive construction of a sequence of Tucker
approximations {um}m∈N of the solution, where um is the best approximation of the
solution in a linear subspace Um of T(m,...,m), with Um of the form:
Um = ⊗µUµm (41)
that means Um = Uxm ⊗ Uym ⊗ Uzm for dimension d = 3 or Uxm ⊗ Uym for dimension d = 2.
Linear subspaces Uµm ⊂ Vµ are defined progressively, by completing the previous spaces
Uµm−1 by fonctions wµm extracted from a rank-one corrections wm = ⊗µwµm of um−1.
The sequences of linear spaces {Uµm}m∈N (and {Um}m∈N) are increasing with m (with
respect to inclusion). Let us detail this procedure.
Let Uµ0 = 0 and U0 = 0. At iteration m, knowing um−1 ∈ Um−1 = ⊗µUµm−1, we start
by computing an optimal correction wm ∈ C1 of um−1, defined by
wm = ⊗µwµm ∈ argmin
w∈C1
‖u− um−1 − w‖ (42)
The new linear subspace Uµm is then defined by
Uµm = Uµm−1 + span{wµm}
which has a dimension dim(Uµm) := rµm ≤ m. The linear space Um is then defined by




m. The next approximation um ∈ Um
is then defined by the following linear approximation problem:
‖u− um‖ = min
v∈Um
‖u− v‖ (43)
This procedure requires the solution of a succession of best approximation problems
(42) on the manifold C1, which are nonlinear approximation problems with moderate
complexity, and a succession of best approximation problems on linear subspaces Um,
which are approximation problems with increasing complexity rm. However, these latter
problems remain classical linear approximation problems. The algorithm is summed up
in Algorithm 3. Step 6 (best approximation in C1) can be accomplished thanks to the
12
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Algorithm 3 Progressive construction of the Tucker decomposition
1: Set u0 = 0
2: for µ = x, . . . do
3: Set Uµ0 = 0
4: end for
5: for i = 1 to m do
6: Compute wi = ⊗µwµi ∈ arg min
w∈C1
‖u− ui−1 − w‖
7: for µ = x, . . . do
8: Set Uµi = Uµi−1 + span(wµi )
9: end for




alternating minimization algorithm (Algorithm 2). In practice, an orthonormal basis
{vµj }1≤j≤rµm of Uµm is built using the Gram-Schmidt procedure applied to the generating




λivi, vi = ⊗µvµiµ
with Im = {i ∈ Nd; 1 ≤ iµ ≤ rµm}. The set of coefficients (λi)i∈Im is solution of a linear
system of equations ∑
j∈Im
Aijλj = bi, i ∈ Im (44)
with
Aij = a(vi, vj) = a(⊗µvµiµ ,⊗µvµjµ), bi = l(vi) = l(⊗µvµiµ)
Remark 6. The orthonormalization of basis functions allows to detect if at step m, a new
function wµm is contained in the previous linear space U
µ





and rµm = r
µ
m−1. This allows to ensure the uniqueness of the best approximation um in
Um (regularity of system (44)). Also, it allows to automatically detect and take part of the
independence (or quasi-independence) of the solution with respect to a certain variable.
Remark 7. Again, assuming that Vµ = Rn, ∀µ, and that the complexity of a linear solver
on a problem of size n is n3, then the construction of all the vectors of a rank-(r1, . . . , rd)
decomposition requires at most r kmax dn
3 operations, for r1 = . . . = rd = r. The update
of the core tensor µ requires at most 1 + 23d + . . .+ r3d ≤ r3d+1 operations. Finally, the
complexity of the algorithm 3 is bounded by r3d+1 + r kmax dn
3. This indicates that we
should use this method in 2D or when the geometry presents particular symmetries such
that one or two rµ are small compared to the others, like in section 5.2 for instance.
4. Tensor format for image-based homogenization problems
In order to apply the PGD method to the solution of numerical homogenization prob-
lems, specific reformulations and approximations have to be introduced in order to re-
cast the problem in a suitable format adapted to tensor-based methods. These specific
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treatments concern the separated representation of the conductivity field K, yielding
an approximation of operator under a tensor format, and the introduction of suitable
reformulations for imposing the different types of boundary conditions.
In [30, 31], the authors already introduced a similar computational method for ho-
mogenization in the EBC case and for simple geometries. In the present contribution,
these works are extended to the different boundary conditions that are classically used in
computational homogenization, which necessitates the introduction of suitable reformu-
lations of the variational problem. Moreover, we introduce specific numerical treatments
for dealing with real geometries extracted from images.
4.1. Separated representation of the conductivity field
Let us consider a composite material with two phases numbered 1 and 2 in which the




respectively. If I : Ω→ {0, 1} is the














Therefore, a separated representation of the scalar field I ∈ L2(Ω) = ⊗µL2(Ωµ) yields a
separated representation of K. Suppose that the image contains P x × P y × P z voxels
for d = 3, or P x×P y pixels for d = 2. For d = 3, the discrete characteristic function can
be written














where Iijk is the value of I in the voxel (i, j, k) and where the {φµi }1≤i≤Pµ are piecewise











where Iij is the value of I in the pixel (i, j). We then identify function I with I = (Iijk) ∈
RPx ⊗ RPy ⊗ RP z for d = 3 (resp. I = (Iij) ∈ RPx ⊗ RPy for d = 2).
In this section, we propose to slightly smooth the geometry in order to obtain a lower
rank tensor decomposition. This can be seen as a particular approximation of the geom-
etry. Note that voxel-based, remeshing or level-set techniques also introduce approxima-
tions which result in different representations of the actual geometry.
4.1.1. Singular value decompositions















Xijk · Yijk for d = 3
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The associate norm is denoted ‖ · ‖. For d = 2, it is well known that the best rank-m
approximation of I with respect to the norm ‖·‖ is the classical Singular Value Decompo-
sition (SVD) truncated at rank m. For d = 3, several alternatives have been proposed for
extending the concept of SVD. One could apply the progressive PGD approach presented
in section 3, with the canonical norm ‖·‖, to obtain a separated representation of I. How-
ever, much more efficient constructions have been proposed for tensor decomposition in
RPx ⊗RPy ⊗RP z , the tensor to be decomposed being known a priori [27]. For example,
the ALS algorithm computes an approximation of I on Cm by approximating the best
approximation problem on Cm. We can also mention the Higher-Order Singular Value
Decomposition (HOSVD) that defines an approximation of I in the Tucker set Tr. An
implementation of these methods can be found in the MATLAB
TM
Tensor Toolbox [4].
Note that the above definitions can be considered as particular cases of PGD methods for
particular choices of norm. In fact, for the above particular norm (which is a crossnorm),
these methods can be considered as multidimensional versions of the SVD.
Finally, we obtain a separated approximation Im of I in Cm (or eventually in Tr for
the Tucker format). The error ε = ‖I− Im‖/‖I‖ can be controlled in order to provide
a desired accuracy on the description of the geometry. Note that the approximation Im
can be identified with an approximation Im of I in the tensor space L
2(Ω).
4.1.2. Regularized indicator functions
When computing a separated decomposition Im of I using classical tensor decompo-
sitions, we observe that the number of terms needed to have a good representation of I
is highly dependent on the regularity properties of function I. The indicator function,
which presents strong discontinuities at the material interfaces, is a typical example of
an irregular function which yields a bad convergence of separated representations. In
order to circumvent this convergence issue, the image is slightly smoothed before using
tensor approximations. In practice, the iso zero of a level-set φ defined from the image












where δ represents a characteristic length. This formula is applied on the whole level-set,
no matter the distance to the interfaces. The effect of smoothing is illustrated on figure 1.
4.1.3. Illustration
We here illustrate the impact of the regularization of the indicator function on a 2D
example. We consider the 2D image I with 512 × 512 pixels represented in figure 2. A
very small smoothing is applied (δ = 2 pixels). In this 2-dimensional case, the rank-m
tensor approximation corresponds to a rank-m truncated SVD. On figure 3, we illustrate
the convergence of SVD applied to the original image I or to the smoothed image Is.
This figure shows that even for a small smoothing, we obtain a faster convergence of
the decomposition. Indeed, for a fixed error  of 10−2, about 100 additional modes are
necessary for the decomposition of the original image. The smoothing then yields to lower
rank representations and therefore to more efficient tensor-based algorithms. However,
the smoothing introduces an approximation of the geometry that has to be controlled.
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Figure 1: Smoothing effect on the characteristic function
Figure 2: 2D image taken from [17]
Note that another advantage of the smoothing of the characteristic function is that it
removes the oscillations at the boundaries and prevents the approximation Im to be
negative, which would lead to a negative conductivity in some regions of the domain and
therefore to an ill-posed boundary value problem.
4.2. Tensor format of boundary conditions
4.2.1. Natural Boundary conditions (NBC)
Problem (9) is reformulated as follows:
Find u ∈ H1(Ω) such that ∀δu ∈ H1(Ω)∫
Ω






u dΩ = −
∫
∂Ω
δu qM · n dΓ (48)
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Figure 3: Convergence in L2 norm of the separated representations of the initial and smoothed images
with respect to their rank.
with γ > 0. For any γ, the solution of (48) verifies
∫
Ω
u dΩ = 0 and therefore, u ∈ H1m(Ω)
is the solution of the initial problem. We solve d problems associated with ∇uM = eµ,
where {eµ} is the canonical basis of Rd. The right-hand side can be expressed as a sum
over the boundary of the cartesian domain. The normal flux qM · n being constant on
each face, each term in the right-hand side is a rank-one tensor, so that the resulting
right-hand side can be represented by rank-2d tensor, where 2d is the number of boundary
faces in dimension d.
4.2.2. Periodic Boundary Conditions (PBC)
Problem (13) is first reformulated as follows:
Find u˜ ∈ H1per(Ω) such that ∀δu ∈ H1per(Ω)∫
Ω






u dΩ = −
∫
Ω
∇δu ·K · ∇uM dΩ (49)
with γ > 0. For any γ, the solution of (49) verifies
∫
Ω
u dΩ = 0 and therefore, u ∈
H1per,m(Ω) is the solution of the initial problem. The term ∇uM is uniform over Ω. The
tensor format of the right-hand side then follows directly from the tensor format of the
conductivity field. We solve d problems associated with ∇uM = eµ, where {eµ} is the
canonical basis of Rd.
The Ω-periodicity of tensor approximations of type um =
∑m
i=1⊗µvµi is naturally
obtained by imposing Ωµ-periodicity for all 1-dimensional functions vµi .
4.2.3. Essential Boundary conditions (EBC)
The weak formulation of the boundary value problem associated with EBC is (17).
∇uM being uniform on Ω, the tensor format of the right-hand side follows directly from
the tensor format of the conductivity field. We solve d problems associated with ∇uM =
eµ, where {eµ} is the canonical basis of Rd.
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Finally, we impose homogeneous boundary conditions for all 1-dimensional functions
vµi ∈ H10 (Ωµ) in tensor approximations of type um =
∑m
i=1⊗µvµi , thus imposing homo-
geneous boundary conditions for um ∈ H10 (Ω).
5. First applications
5.1. PGD using canonical tensor format
The aim is to illustrate the behavior of the progressive PGD method and estimate the
impact of PGD approximations on the quality of the quantities of interest which are the
homogenized tensors.
We consider the 2D image represented in figure 4. The picture contains 128×128 pixels
and is associated with a domain Ω = (0, 1)2. The domain contains random inclusions in
a matrix. The materials phases are isotropic with conductivities ki = 10W.m
−1.K−1 for
the inclusions and km = 1W.m
−1.K−1 for the matrix. We use a characteristic length of
δ = 1 pixel for the smoothing of the indicator function.
Figure 4: Random inclusions into a matrix
Problem (19) has been solved for NBC, PBC and EBC using a classical Finite Element
Method (FEM). These FEM solutions and the corresponding homogenized tensors are
taken as reference solutions.
In order to quantify only the error coming from the PGD approximation, we use an
exact representation of the original image. This avoids any degradation of the geometry
due to truncation of its decomposition. We here apply a progressive PGD algorithm to
construct rank-m separated representations of the solutions. On figure 5 is plotted the
convergence of the PGD approximations with respect to the rank of the approximation.
We observe similar convergence properties for different problems associated with the 3
types of boundary conditions. In fact, tensor decompositions being related to singular
value decompositions (spectral decompositions), the observed convergence reflects the
spectral content of the solutions. The observed plateaux can be explained by clusters of
singular values. Figure 6 shows the convergence of the corresponding estimations of the
homogenized tensors.
We can see that in the 3 cases, we have a good convergence of the homogenized tensor
with the rank of the approximation. Besides, a slower convergence is observed for the
18
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Load case along x direction
Load case along y direction
(a) NBC











Load case along x direction
Load case along y direction
(b) PBC











Load case along x direction
Load case along y direction
(c) EBC
Figure 5: Convergence of the progressive rank-m PGD approximation with respect to rank m. Relative
error in L2 norm.
NBC case. This can be explained by the fact that for the NBC case, high frequency
modes in the separated approximations have non negligible spatial means, as opposed to
the cases of PBC and EBC.
If we increase the contrast, by taking ki = 1000W.m
−1.K−1, we observe on figure 7 a
slower convergence. In figure 8, we also observe a slower convergence for the homogenized
tensors. The large increase of the contrast deteriorates the conditioning of the operator.
In order to improve the present results, preconditioning techniques should be introduced.
Note that some preconditioning techniques have already been introduced for operators
in tensor format, see e.g. [26, 32, 54]. Preconditioning techniques that are adapted to
the present framework are under investigation and will be introduced in a subsequent
paper.
5.2. PGD using Tucker format
In this section we compare the convergence between the progressive PGD with canoni-



















Figure 6: Relative error in canonical norm on the homogenized tensor as a function of the rank of the
approximation
We consider the 3D image with 1283 voxels represented in figure 9. This image is asso-
ciated with a domain Ω = (0, 1)3 which contains fibers in a matrix. Phases are isotropic
with thermal conductivities kf = 10W.m
−1.K−1 for the fibers and km = 1W.m−1.K−1
for the matrix. The image has been separated using the Tucker ALS method from the
MATLAB
TM
Tensor Toolbox [4] with a rank-(119,119,18) Tucker decomposition, auto-
matically taking into account the anisotropy of the original microstructure. The relative
error in L2 norm between the separated representation and the real characteristic func-
tion is lower than 1%.
The two alternatives proposed in algorithms 1 and 3 have been tested with PBC,
for the load case ∇uM = (1, 0, 0)T . Here, the residual serves as an error indicator. It is
plotted figure 10. This figure shows that the algorithm 3 converges faster than 1. Indeed,
while 40 iterations are needed to reach a residual of 0.0532 for algorithm 3, algorithm 1
needs 90 iterations to reach the same value. However, algorithm 3 has a much higher
computational cost than algorithm 1 due to the projection on the subspaces (Um)m∈N∗ .
This limitation restricts the use of algorithm 3 to low dimensional cases (2 or 3).
Even if the residual has a poor convergence rate in both cases, we can see on figure 11
that the homogenized value Kh
xx
converges rapidly. The fast convergence of homogenized
value in contrast with residual justifies the definition of new error indicators. They will
be defined in the next section via goal oriented error estimation and the construction of
adaptive algorithms for the solution of problem (19).
6. Goal-oriented error estimation
We consider the variational problem:
Find u ∈ V such that
∀δu ∈ V, a(δu, u) = l(δu) (50)
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Load case along x direction
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Figure 7: Convergence of the progressive rank-m PGD approximation with respect to rank m. Relative
error in L2 norm, ki = 1000W.m
−1.K−1.
We denote by um ∈ V an approximation of u obtained with a PGD algorithm. The aim
is here to provide a methodology for an adaptive approximation of the solution relying
on the classical dual-primal error estimator [1, 2]. After presenting this adaptive method
in a general context of linear quantities of interest, we provide a specific methodology for
the present context of computational homogenization, where different linear quantities
of interest (the coefficients of the homogenized tensor) have to be computed.
6.1. Quantity of interest and adjoint problem
We define a quantity of interest Q(u) with Q : V → R a linear functional on V. We
introduce the adjoint problem
Find φ ∈ V such that
∀δu ∈ V, a(δu, φ) = Q(δu) (51)
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Figure 8: Relative error in canonical norm on the homogenized tensor as a function of the rank of the
approximation. ki = 1000W.m
−1.K−1.
Figure 9: Random fibers into a matrix
The quantity of interest can then be expressed Q(u) = a(u, φ). The error in the quantity
of interest can be expressed:
Q(u)−Q(um) = a(u− um, φ) = l(φ)− a(um, φ) = 〈φ,R(um)〉
where R(um) is the residual associated with the approximation um.
6.2. Approximation of the adjoint problem
Suppose that we have an approximation φn of φ. We then have
Q(u)−Q(um) = a(u− um, φ− φn) + a(u− um, φn)
If the primal and adjoint problems are solved with a sufficient accuracy, the first term in
the right hand side can be neglected and we have the following estimation of the error
22
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Figure 10: Residual norm with respect to m. Comparison between canonical decomposition (algorithm
1) or Tucker representation (algorithm 3).


















with respect to m. Comparison between canonical decomposition (algorithm 1) or
Tucker representation (algorithm 3).
in the quantity of interest:
Q(u)−Q(um) ≈ a(u− um, φn)
In practice, in order to guaranty a good estimation of the error, we can construct a
sequence of approximations φn of φ until the estimation a(u − um, φn) has converged
with a desired tolerance.
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6.3. Improvement of the estimation
Note that the estimation Q(um) converges with a convergence rate at least of the same
order as um. Indeed,
|Q(u)−Q(um)| = |a(u− um, φ)| ≤ C‖u− um‖‖φ‖
where C is the continuity constant of a. After solving the adjoint problem and with no
additional cost, we can introduce an improved estimation of the quantity of interest:
Q̂(um, φn) = Q(um) + a(u− um, φn) (52)
We have
|Q(u)− Q̂(um, φn)| = |a(u− um, φ− φn)| ≤ C‖u− um‖‖φ− φn‖
Note that if the adjoint problem were solved exactly, Q̂(um, φ) would be equal to the
exact quantity of interest Q(u), even if um is only an approximation of u. So in practice,
the error analysis is also a way of improving the estimation of quantities of interest.
6.4. Adaptive approximation using error estimation
Suppose that we have a rank-mi approximation umi of u. In order to estimate the
error on the quantity of interest, one should look at the convergence of the sequence
(Emin )n∈N∗ defined by E
mi
n = a(u − umi , φn) = Q̂(umi , φn) − Q(umi), where φn is a
sequence of approximations of φ.
In practice, one has to find an estimation E˜i of the true error Ei defined by




This estimator E˜i is defined by E˜i = E
mi
Ni
, with Ni such that
max
j∈{0,...,jmax}
|EmiNi+j+1 − EmiNi+j |
|EmiNi+j |
< εstag (54)
with εstag = 10
−2 a stagnation criterion. Note that this condition is chosen in order
take into account possible oscillations of the sequence {Emin }n. In practice, we choose
jmax = 9.
If |E˜i| is lower than a prescribed tolerance εtol, Q(umi) is considered as a good es-
timation of Q(u). Otherwise, we compute a rank-mi+1 approximation umi+1 of u with
mi+1 = mi + mstep, we compute E˜i+1 and we compare it again to the prescribed tol-
erance. In this case, umi+1 is computed starting from umi in a greedy fashion. The
adaptive algorithm is summed up in algorithm 4.
6.5. Expression of the quantities of interest
In the context of homogenization, the quantities of interest are the components of the






∇u · eµ dΩ





∇u ·K · eµ dΩ
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Algorithm 4 Adaptive approximation algorithm using error estimation
1: Set um0 = 0
2: Set i = 0
3: while |E˜i| > εtol and mi ≤ mmax do
4: Set i = i+ 1
5: Compute umi = umi−1 +
∑mstep
j=1 ⊗µvµmi−1+j using algorithms 1 or 3
6: Compute E˜i = a(u− umi , φNi) = 〈R(umi), φNi〉
7: end while
8: Compute Q̂(umi , φNi)
9: return Q̂(umi , φNi) and E˜i




PBC, EBC: (∇uM )µ = eµ
Indeed, for a given type of boundary conditions (NBC, PBC or EBC), if we denote by
{uµ}µ the solutions of the d boundary value problems associated with each load case µ,
we have {




We introduce the corresponding weak formulations
a(δu, uµ) = lµ(δu) ∀δu ∈ V (55)
At the end, we have 6 problems to solve for a 3D problem, the 3 primal problems and
the 3 adjoint problems.
6.6. Adaptive approximation in 2D
We consider homogenization with EBC on the microstructure represented in figure 2.
The phases have homogeneous conductivities with conductivities km = 1W.m
−1.K−1 for
the matrix and ki = 10W.m
−1.K−1 for the inclusions. The image I contains 512 × 512
pixels and is associated with a domain Ω = (0, 1)2. The image I has been smoothed with
a characteristic length of δ = 2 pixels. A SVD has been applied to obtain the separated
representation Is of I such that the relative error in L
2 norm is lower than 1%. As a
consequence, Is is a rank-309 approximation of I.
6.6.1. Estimation of Khxx
First, we are interested in Kh
xx
= Qx(ux). We apply the algorithm 4 to find a good
approximation of this homogenized value. The parameters are mstep = 20 and mmax =
400. The tolerance is fixed to εtol = 10
−2.
In the end, the estimated error is E˜3 = E
60
45 = 0.87 10
−2 and the estimated quantity of
interest are Qx(ux,60) = 1.79W.m
−1.K−1 and Q̂x(ux,60, uφ,45) = 1.80W.m−1.K−1. The
convergence of (|Emin |)n∈N∗ is shown in figure 12.
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Figure 12: Error estimation as a function of the rank n of the approximation of the adjoint solution φx
when computing Kh
xx
= Qx(ux) with εstag = 10−2
Note that we are interested in the right part of the curves, when the error estimator
converges. The behavior of the curve mi = 20 around n = 13 can be explained by a
change of sign in the estimated error.
6.6.2. Estimation of Khxy
We now look at Kh
xy
= Qy(ux). We apply again the algorithm 4 with mstep = 20 and
mmax = 400. However, given that the homogenized material is expected to be isotropic,
we take εtol = 10
−3. Finally we get E˜2 = 6.56 10−4 which results in Qy(ux,40) =
0.99 10−2W.m−1.K−1 and Q̂y(ux,40, φy,45) = 1.06 10−2W.m−1.K−1. Different error
estimations for different iterations of the adaptive algorithm are plotted in figure 13.
Figure 13 shows that the stagnation criterium proposed in (54) is too restrictive. This is
due to the isotropy of the material and the particularly small value of Kh
xy
. Indeed, if we
relax the stagnation criterium by setting εstag = 10
−1, we can see that for mi = 40 the
rank Ni of the adjoint approximation goes from 226 to 40 with a good approximation of
the absolute error |EmiNi |. The latter goes from 7.70 10−4 to 3.99 10−4 so we still have a
good estimation of the absolute error. The loss of precision is counterbalanced by much
faster computations of the different estimates.
6.7. Specificities in the context of homogenization
For NBC, noting that qM
µ
= eµ and using the Green formula we obtain
Qµ(u) = − 1|Ω| lµ(u) (56)
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mi=20, εstag = 0.01
mi=20, εstag = 0.1
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mi=40, εstag = 0.01
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Figure 13: Error estimation as a function of the rank n of the approximation of the adjoint solution φy
when computing Kh
xy
= Qy(ux) with different εstag
This equality also holds for PBC and EBC if ∇uMµ = eµ. Therefore, the following
important property holds for every type of boundary conditions:
φµ = − 1|Ω|uµ (57)
for all µ. That means that for d-dimensional problems, we only need to solve d problems
instead of 2× d problems.
With these properties, a special adaptive algorithm can be derived for homogenization.
First, the diagonal terms of the homogenized tensor Kh
µµ
are determined using the rela-
tion (57). On one hand, supposing that we already have an approximation um =
∑m
i=1 vi
of u, this relation implies that Vm = span{vi}mi=1 is a good space for the approximation of
φ through Galerkin projection. On the other hand, with φm =
∑m
i=1 vi an approximation
of φ, Vm = span{vi}mi=1 is also a good approximation space for the Galerkin projection
of φ. The algorithm for the estimation of the diagonal components of the homogenized
tensor is written in algorithm 5.
One can choose to solve only primal or adjoint problems for these steps. Then,
given that we have already approximations (uµ,m), ∀µ and consequently (φµ,m), ∀µ,
we can have a first error estimation of non diagonal terms of the homogenized tensor
Kh
µβ
, ∀(µ, β), µ 6= β. If the error is too high, we can apply algorithm 4 to find an esti-
mation of Kh
µβ
. We denote E˜µβ the error estimation on K
h
µβ
. The adaptive algorithm is
summed up in algorithm 6.
6.8. Remark on the approximation of the adjoint problem
Note that the adjoint problem must be solved with a precision higher than the primal
problem, in the following sense. Suppose that um is the Galerkin projection of u in a
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Algorithm 5 Adaptive approximation algorithm for diagonal terms
1: Set um0 = 0
2: Set i = 0
3: Set E0 > εtol
4: Compute um1 =
∑m1
j=1⊗µvµj
5: while |Ei| > εtol and mi ≤ mmax do
6: Set i = i+ 1
7: Set φmi = − 1|Ω|umi
8: Compute E˜i = a(u− umi , φNi), with Ni ≥ mi.
9: Set umi+1 = −|Ω| × φNi
10: end while
11: Compute Q̂(umi+1 , φNi)
12: return Q̂(umi+1 , φNi) and E˜i
Algorithm 6 Adaptive approximation algorithm using error estimation for homogeniza-
tion
1: for µ ∈ {x, . . .} do
2: Compute E˜µµ with algorithm 5
3: end for
4: for µ ∈ {x, . . .} do
5: for β ∈ {x, . . .}\{µ} do
6: Compute E˜βµ using previously computed uµ,mµ and uβ,mβ
7: if |E˜βµ| > εtol then




linear subspace Vm ⊂ V, that means
∀δu ∈ Vm, a(δu, um) = l(δu)
If φn is defined as the Galerkin approximation of φ in Vm, i.e. φn = φ∗m with
∀δu ∈ Vm, a(δu, φ∗m) = Q(δu)
then,
a(u− um, φn) = 0
yielding Q(u) − Q(um) ≈ 0, which is of course a bad estimation of the error. For
example, when constructing a rank-m approximation um =
∑m
i=1 λivi with an update of
coefficients λi, we have that um is the Galerkin approximation of u in Vm = span{vi}mi=1.
We then obtain a bad estimation of the error if we compute an approximation φn in Vm.
A possible remedy consists in defining φn = φ
∗
m + δφm,n with δφm,n an approximation
of δφm = φ− φ∗m which is the solution of
a(δu, δφm) = Q(δu)− a(δu, φ∗m) ∀δu ∈ V
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Note that if φ∗m =
∑m
i=1 µivi and δφm,n =
∑n
i=m+1 µivi, we can improve the approxi-
mation φn by defining it as the Galerkin projection of φ in Vn = span{vi}ni=1 ⊃ Vm.
As mentioned above, whatever the approximation strategy for the adjoint problem, if
we are able to construct a sequence of approximations φn, the convergence of the quantity
a(u− um, φn) should be checked and compared to Q(um).
7. Thermal homogenization of ductile cast iron
The last application concerns a segmented image that represents a sample of a ductile
cast iron. The image has been obtained by Computed Tomography (CT) and it contains
1283 voxels of size 2.2833 µm. The material is composed of iron and graphite. The
indicator function of the graphite’s phase is plotted in figure 14. The conductivities are
ki = 76.2 W.m
−1.K−1 for the iron phase and kg = 24.0 W.m−1.K−1 for the carbon
phase. It turns out that the characteristic function I of the graphite phase is hardly
Figure 14: Ductile cast iron, characteristic function of the graphite phase
separable. As a consequence, we describe the exact geometry with the specific Tucker
representation introduced in (45) with a minimal linear smoothing on one element. The
algorithm 6 is employed. The homogenization with the PBC is applied. The tolerance
on the components of the conductivity tensor is set to 0.1 W.m−1.K−1. We choose a
stagnation criterium εµβstag for the computation of the error indicator defined by
εµβstag =
{
10−2 if µ = β
10−1 otherwise
(58)
as we expect that the material is isotropic. uµ is increased by rank-50 tensor at each
step of the adaptive algorithm.
From a numerical point of view, only rank-100 approximations of the solutions of the
different loadings were necessary to get the diagonal components Kh
µµ
, µ ∈ {x, . . . , z}
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with the tolerance of 0.1 W.m−1.K−1. However, rank-350 (resp. rank-300, rank-250)






) with the desired accuracy.
In the end, the estimated homogenized conductivity is
Kh =
73.35 1.8 10−3 −4.5 10−373.36 −5.6 10−4
sym 73.36
 (59)
with estimated componentwise absolute error
|E˜| =
7.5 10−2 4.7 10−4 3.9 10−48.7 10−2 5.2 10−4
sym 9.3 10−2
 (60)
As expected, the material appears to be isotropic. Note that the obtained precision is
better than the one prescribed in the adaptive algorithm. This is due to the fact that
the error associated with an approximation um is not estimated at each iteration m but





73.16 3.6 10−4 −4.5 10−373.19 5.7 10−4
sym 73.20
 (61)
The true componentwise absolute error is
|E˜true| =
1.9 10−1 1.4 10−3 7.7 10−51.7 10−1 1.1 10−3
sym 1.6 10−1
 (62)
As we can see, the estimated error underestimates the true error (except for the xz
component) but provides a very good estimation of this true error.
Remark 8. Negative values for the homogenized tensors are meaningless. They are in
fact almost null values so we can set them to 0.
Remark 9. For very large images, the methodology can be directly applied but practical
issues have to be addressed in order to overcome memory limitations due to the repre-
sentation of the geometry. In practice, the image should be decomposed into sub-images
and tensor approximation methods applied on these different sub-images. This way, the
operator in Tucker tensor format is decomposed in smaller operators associated to each
sub-image.
8. Conclusion
A complete numerical strategy based on tensor approximations has been proposed for
image-based numerical homogenization. We have first introduced some specific treat-
ments of the geometry, including a smoothing of indicator functions in order to obtain
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accurate low-rank representations of the geometrical data. This yields a formulation
of boundary value problems in a suitable tensor format. Suitable weak formulations of
boundary value problems that preserve tensor format have been introduced in order to
handle the different types of boundary conditions that are used in classical numerical
homogenization methods. Then, some variants of Proper Generalized Decomposition
(PGD) methods have been introduced for the a priori construction of tensor decompo-
sitions of the solution of boundary value problems. In particular, a new definition of
PGD has been proposed for the progressive construction of a decomposition of the so-
lution in Tucker format. This tensor format appears to be well adapted to the present
application and the proposed algorithms yields a rapid convergence of tensor decompo-
sitions. Finally, a dual-based error estimation method has been introduced in order to
assess the quality of the prediction of homogenized properties. A goal oriented adaptive
strategy has been proposed for the construction of tensor approximations that satisfy a
prescribed accuracy on predicted homogenized properties. The complete methodology
has been successfully applied to images of real 2 or 3-dimensional microstructures.
Considering the computational time, figure 15 is of interest. A 3D problem has been
solved for several resolutions using FEM and PGD approaches. The FEM solution is
used as a reference for the computation of the L2 relative error ε. The time reference is
the computational time of the FEM solution on the image with the largest number of
voxels. The operator used for the PGD is treated as in section 7, meaning that the whole
picture has been taken into account, without truncation. We can see on figure 15 that for






























Figure 15: Normalized computational time as a function of the number of voxels and the relative error
ε in L2 norm
a precision better than 10−4 FEM is more interesting than PGD approaches. However
looking for such a precision is meaningless since errors done in the model should be larger
than 10−2 because of the image processing technique. An other advantage of the separate
representation in term of computation is the low memory requirement. Indeed since only
small 1D domains are considered, we do not have to manage very large stiffness matrices.
In order to go further in this work, additional parameters will be added to the solu-
tion such as the conductivity of each phase of the heterogeneous material. However to
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solve these high dimensional PDEs other tensor formats can be employed, in particular
hierarchical Tucker tensor format and its derivations [19, 46]. Indeed the canonical de-
composition has several drawbacks as discussed by de Silva and Lim in [51] especially in
terms of existence, quality of the approximation and the so called “cancellation” effect.
The orthogonality of the vectors in the Tucker tensors avoids these problems but this
decomposition is still suffering from the curse of dimensionality since the size of the core
tensor is growing with rd with r = rx = ry = . . .. The hierarchical Tucker tensor format
writes the core tensor as a hierarchy of smaller orders such that the linearity dependance
with the dimension is recovered while keeping the orthogonality features of the Tucker
decomposition.
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V.2. Extension à la mécanique
V.2 Extension à la mécanique
On va étendre brièvement la méthode d'homogénéisation thermique présentée en section V.1 à
l'élasticité linéaire.
V.2.1 Homogénéisation en mécanique
On note le champ de déplacement u, ε celui de déformation et σ le champ de contraintes. On
déﬁnit la contrainte macroscopique σM et la déformation macroscopique εM sur un domaine Ω
comme la moyenne de ces champs sur le domaine, c'est-à-dire par












Si à l'inverse on cherche les champs microscopiques à partir des valeurs macroscopiques, on doit
résoudre les problèmes de localisations
∇ · σ = 0 sur Ω,
σ = C : ε sur Ω,
+ des conditions aux limites dépendantes de σM ou εM ,
(V.3)
où C est le tenseur d'élasticité. On obtient alors les champs microscopiques via les tenseurs de
localisation A et B par
ε = AεM , (V.4)
ou σ = BσM . (V.5)




V.2.2 Les conditions aux limites
Le tenseur Ch va dépendre des conditions aux limites utilisées dans le problème V.3. On considère
ici celles utilisées classiquement dans la littérature [42, 43].
V.2.2.1 Conditions aux limites en contraintes uniformes (Stress Uniform Boundary
Conditions, SUBC).
Les conditions aux limites SUBC sont déﬁnies par
σ n = σM n sur ∂Ω. (V.7)
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u est alors déﬁni à un déplacement de solide rigide près. Il convient de bloquer les translations et les
rotations en cherchant u dans l'espace
Vm =
{
v ∈ (H1(Ω))d ; ∫
Ω
v dΩ = 0;
∫
Ω
v ∧ x dx = 0
}
, (V.8)
Le problème à résoudre est alors
Trouver u ∈ Vm tel que∫
Ω
ε(δu) : C : ε(u) dΩ =
∫
Ω
δu · σMn dΓ, ∀δu ∈ Vm.
(V.9)
On sait aussi que
εM =< ε >=< C−1σ >=< C−1B > σM = (CSUBCh )
−1σM . (V.10)
Ainsi d2 valeurs de σM (typiquement (ei ⊗ ej)1≤i,j≤d où (ei)1≤i≤d est une base de Rd) donnent le
tenseur homogénéisé CSUBCh . Pour des raisons de symétries,
d(d+1)
2 valeurs de σ
M sont suﬃsantes
(e.g. (ei ⊗ ej)1≤i≤j≤d).
V.2.2.2 Conditions aux limites périodiques (PBC).
Cette fois on considère les conditions aux limites suivantes :
u− εMx est Ω-périodique,
σn est Ω-antipériodique.
(V.11)




v ∈ (H1per(Ω))d ; ∫
Ω




Trouver u˜ ∈ Vm,per tel que∫
Ω
ε(δu) : C : ε(u˜) dΩ = −
∫
Ω
ε(δu) : C : εM dΩ, ∀δu ∈ Vm,per
(V.13)
est bien posé. Par linéarité du problème, il existe un opérateur χ tel que ε(u˜) = χεM . Il en vient
ε(u) = (I + χ)εM , A = I + χ et
σM =< σ >=< Cε(u) >=< C(I + χ) > εM = CPBCh ε
M . (V.14)
Encore une fois, d(d+1)2 valeurs de ε
M donnent le tenseur homogénéisé CPBCh .
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V.2.2.3 Conditions aux limites essentielles (Kinematic Uniform Boundary Conditions,
KUBC)
Les conditions aux limites sont déﬁnies par
u = εMx sur ∂Ω. (V.15)
On procède à un relèvement et on va chercher u sous la forme
u = εMx+ u˜, (V.16)
avec
u˜ = 0 sur ∂Ω. (V.17)
Le problème devient alors
Trouver u˜ ∈ (H10 (Ω))d tel que∫
Ω
ε(δu) : C : ε(u˜) dΩ = −
∫
Ω
ε(δu) : C : εM dΩ, ∀δu ∈ (H10 (Ω))d . (V.18)
Enﬁn on a la relation
σM =< σ >=< Cε(u) >=< CAεM >=< CA > εM = CKUBCh ε
M , (V.19)
et d(d+1)2 valeurs de ε
M donnent le tenseur homogénéisé CKUBCh .





ε(δu) : C : ε(u) dΩ. (V.20)
Les déplacements de solides rigides sont bloqués en modiﬁant la forme bilinéaire par






u dΩ + β
(∫
Ω





u ∧ x dΩ
)
, (V.21)
où les coeﬃcients α > 0 et β > 0 sont choisis de manière à ne pas modiﬁer le conditionnement du
problème.
V.2.3 Expression spéciﬁque du champ de déplacement
Dans cette section on illustre la méthode dans un cas 2D, la généralisation à la 3D étant di-
recte. Une méthode va être proposée pour exprimer le champ de déplacement de façon à ce que les
expressions des champs de déformations et de contraintes soient relativement simples à écrire.
135
Chapitre V. Application à l'homogénéisation numérique
































L'utilisation de ces approximations conduisent à des expressions complexes des champs de contraintes















vxi ⊗ vyi ⊗ wi, (V.24)
où les vαi sont des champs scalaires et les wi sont des éléments de R2. Pour exprimer simplement les
tenseurs des déformations et des contraintes dans la notation de Voigt, on introduit les opérateurs





































′ ⊗ vyi ⊗ (Lxwi) + vxi ⊗ (vyi )′ ⊗ (Lywi). (V.28)
On sait que le champ de tenseur des contraintes en élasticité linéaire est donné par σ = Cε. On va
exprimer C pour un matériau hétérogène à 2 phases numérotées de tenseurs d'élasticité respectifs
C1 et C2. On note I1 l'indicatrice de la phase 1. Le tenseur d'élasticité sur le domaine est alors déﬁni
par
C = I1C1 + (1− I1)C2. (V.29)




Ixi ⊗ Iyi ⊗Di, (V.30)
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où Di = C1 ou C2. Le champ de tenseur des contraintes est ﬁnalement donné par








′)⊗ (Iyi vyj )⊗ (DiLxwj) + (Ixi vxj )⊗ (Iyi (vyj )′)⊗ (DiLywj). (V.31)
Remarque V.2.1. On peut avoir une écriture encore plus réduite en écrivant
C = C2 + I1(C1 − C2). (V.32)
V.2.4 Exemple
La méthode précédente est appliquée à l'image de 50 × 50 pixels représentée sur la ﬁgure V.1.
L'inclusion a un module d'Young de 10 alors que la matrice à un module d'Young de 1. Les coeﬃcients
de Poisson sont imposés à 0.3. La méthode d'homogénéisation va être appliquée avec des conditions
aux limites KUBC. L'indicatrice non lissée est approximée par en un tenseur de rang 8 avec une
SVD pour une erreur relative en norme de Frobénius de 1.12 10−16. Étant donné la dimensionnalité
Figure V.1  Image de départ
du problème, on va comparer l'algorithme glouton dans C1(V), c'est-à-dire l'algorithme C1 comme
noté en section IV.3.1, et la méthode de projection de la section IV.2.3, notée T. On note X (resp.
Y, XY), le problème ayant pour conditions aux limites εM = e1 ⊗ e1 (resp. e2 ⊗ e2, e1 ⊗ e2). Les
courbes de convergence sont données en ﬁgure V.2.
Encore une fois la méthode de projection converge plus rapidement que la construction gloutonne.
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Figure V.2  Résidu relatif en fonction du rang de l'approximation
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Lors de l'analyse d'un problème physique, l'augmentation du nombre de paramètres d'étude en-
traîne la malédiction de la dimensionnalité rendant diﬃcile la résolution de problèmes aux limites de
grandes dimensions. La formulation de tels problèmes est présentée au début de ce mémoire, où elle
est illustrée en détail sur un problème de diﬀusion de la chaleur avec des paramètres stochastiques.
Aﬁn de réduire la complexité de la résolution des problèmes en grande dimension, on s'est in-
téressé ici à l'utilisation des méthodes d'approximation de tenseurs pour approcher la solution.
Celles-ci ont déjà fait leurs preuves par des constructions directes ou gloutonnes dans le format
canonique, notamment avec les algorithmes PGD. Malheureusement ce type d'approximation souﬀre
de problèmes mathématiques qui empêchent le développement d'algorithmes eﬃcaces pour l'approx-
imation de tenseurs en grande dimension. Pour contourner ces problèmes théoriques et pratiques,
il est nécessaire d'introduire d'autres formats, comme les tenseurs de Tucker et les tenseurs hiérar-
chiques de Tucker. Ces formats alternatifs ainsi que les méthodes d'approximation aﬀérentes ont été
présentés dans le second chapitre de ce mémoire. Un eﬀort d'abstraction a été eﬀectué pour que la
présentation des méthodes soit indépendante de la nature des espaces et des métriques utilisées, le
but étant de pouvoir les utiliser pour approcher un tenseur quelconque, un opérateur, son inverse
mais aussi la solution d'un système linéaire.
Ces méthodes ont été utilisées ensuite pour préconditionner des solveurs itératifs. Ces solveurs
font appel aux algorithmes classiques, tel que le gradient conjugué, couplés aux méthodes d'ap-
proximation de tenseurs, notamment les généralisations de la décomposition en valeurs singulières.
Malheureusement, les propriétés théoriques des solveurs originaux sont perdues et la convergence
n'est plus forcément garantie. De plus ils nécessitent généralement un bon préconditionneur. C'est
pourquoi un nouveau préconditionneur a été proposé ici. Son calcul repose sur une construction
gloutonne d'une approximation de l'inverse de l'opérateur à partir d'une norme appropriée. Il a
été appliqué avec succès à diﬀérents problèmes symétriques et non symétriques. Il permet aussi
une bonne estimation de l'erreur relative pourvu que l'approximation de l'inverse soit suﬃsamment
précise.
Le préconditionneur proposé est coûteux à calculer car il est basé sur une inversion de matrices.
Une piste d'amélioration consisterait à développer une méthode d'approximation creuse de l'inverse
adapté aux tenseurs, tel que l'algorithme SPAI. On pourrait aussi améliorer l'eﬃcacité du précondi-
tionneur en approchant l'inverse dans un format autre que le canonique. Dans tous les cas, il serait
nécessaire de se reposer sur une estimation robuste du conditionnement de l'opérateur, ce qui est un
enjeu pour savoir quand arrêter l'algorithme de construction.
Une autre approche a été présentée pour résoudre directement un système linéaire à partir des
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méthodes d'approximation de tenseurs. Ceci passe par le choix de normes appropriées permettant
la construction a priori d'une approximation de la solution (PGD). On a proposé ici une manière de
préconditionner ce type de méthode par l'utilisation de normes adaptées. D'après les tests eﬀectués,
le préconditionnement de ces méthodes améliore l'erreur par rapport à la solution mais ne change
pas la vitesse de convergence des algorithmes.
On a aussi proposé d'autres algorithmes pour trouver des approximations de la solution dans des
formats non canoniques. On passe notamment par la déﬁnition d'espaces produit tensoriel réduits
construits de manière gloutonne. Deux manières d'approximer la solution consistent alors à : (1)
calculer la projection sur ces espaces réduits en utilisant les tenseurs de Tucker, (2) approximer la
projection avec les tenseurs hiérarchiques de Tucker. Ceci passe par un algorithme de minimisations
alternées sur les tenseurs de transfert. La première méthode souﬀre encore de la malédiction de la
dimensionnalité, alors que la seconde a été appliquée avec succès sur des problèmes allant jusqu'à
8 dimensions, sur des exemples symétriques ou non. Le premier avantage de ces algorithmes par
rapport aux solveurs itératifs classiques est que ces méthodes n'ont pas nécessairement besoin d'être
préconditionnées dans les cas simples. De plus leur convergence est rigoureusement garantie et elles
sont naturellement adaptatives, on n'a pas besoin de ﬁxer le rang de l'approximation à l'avance.
Les problèmes restant à traiter concernent tout d'abord le choix de l'arbre pour les tenseurs
hiérarchiques de Tucker. En eﬀet, l'arbre peut avoir une incidence sur le rang nécessaire pour avoir
une approximation d'un tenseur avec une précision donnée, le but étant d'avoir un rang minimal.
De plus un rang élevé peut diﬃcilement être atteint pour des raisons de complexité des algorithmes.
Néanmoins cette complexité pourrait être réduite en se reposant sur les propriétés de variété dif-
férentielle de l'ensemble des tenseurs (hiérarchiques) de Tucker.
Ces méthodes ont ﬁnalement été appliquées à des problèmes d'homogénéisation de matériaux
hétérogènes basées sur des images. On a proposé une méthode d'approximation adaptative basée sur
les propriétés homgénéisées pour les déterminer avec une précision donnée. La méthode présentée
pour le calcul des propriétés thermiques a été étendue au cadre de la mécanique où une certaine
formulation du champ de déplacement permet d'arriver à une représentation réduite des champs de
tenseurs de déformation et de contrainte.
A court terme, il serait nécessaire de revoir l'implémentation des tenseurs hiérarchiques de Tucker
pour rendre les algorithmes plus eﬃcaces. En eﬀet, le code actuel est utile uniquement pour du proto-
typage. Une bonne implémentation permettra de mieux mesurer l'eﬃcacité des méthodes présentées.
Une perspective à long terme serait d'étendre les méthodes d'approximation de tenseurs au traite-
ment des non-linéarités. Les méthodes de préconditionnement automatique proposées dans cette
thèse pourraient être appliquées à une succession de problèmes linéarisés.
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Annexe A
Propriété d'espace produit tensoriel
de l'espace de Sobolev anisotrope
cassé
Les notations utilisées sont celles de la section III.5.4. L'espace H(Λ) déﬁni tel que
H(Λ) =
{
v ∈ L2(Λ); ∂v
∂xλ
∈ L2(Λ), λ ∈ {1, 2}
}
(A.1)











D'après Hackbusch [38], on sait que
H(Λ) = H1(Ω1)⊗H1(Ω2)⊗ L2(Ω3)⊗ . . .⊗ L2(Ω6). (A.3)





2. On pose Λi = Ω1 ×Ω2i ×Ω3 ×
. . .× Ω6. On introduit l'espace
H˜(Λ) =
{
v ∈ L2(Λ); v|Λi ∈ H(Λi)
}
⊃ H(Λ). (A.4)









Soit l'espace de Sobolev cassé H˜1(Ω2) déﬁni tel que
H˜1(Ω2) = {v ∈ L2(Ω2); v|
Ω2
i
∈ H1(Ω2i )}. (A.6)
On a bien sûr l'inclusion
H1(Ω1)⊗ H˜1(Ω2)⊗ L2(Ω3)⊗ . . .⊗ L2(Ω6) ⊂ H˜(Λ). (A.7)
Il y a en fait l'égalité entre ces deux espaces. En eﬀet d'après Hackbusch [38], H1(Ω1)a⊗H1(Ω2i )a⊗
L2(Ω3)a⊗. . . a⊗L2(Ω6) est dense dansH(Λi). Il en découle immédiatement queH1(Ω1)a⊗H˜1(Ω2)a⊗
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L2(Ω3)a ⊗ . . . a ⊗ L2(Ω6) est dense dans H˜(Λ). Ainsi on a la relation
H˜(Λ) = H1(Ω1)⊗ H˜1(Ω2)⊗ L2(Ω3)⊗ . . .⊗ L2(Ω6). (A.8)
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