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Kapitel 1
Einleitung
Zwei wesentliche Entwicklungen pra¨gen derzeit den Kommunikationssektor: Zum einen expan-
diert der Bereich der Mobilkommunikation sehr stark, zum anderen etabliert sich das Internet
Protokoll (IP) u¨ber die Rechnerkommunikation hinausgehend zunehmend auch in anderen
Bereichen der Kommunikation.
Die Anzahl der in letzter Zeit fu¨r die drahtlose Kommunikation entwickelten Systeme ver-
deutlicht die Dynamik in dem Bereich der Mobilkommunikation. Im Bereich drahtloser lokaler
Netze sind IEEE 802.11 bzw. IEEE 802.11b Systeme standardisiert und werden inzwischen
zunehmend installiert. Beispielsweise wird an deutschen Universita¨ten zur Zeit vermehrt zu-
sa¨tzlich zur drahtgebundenen Infrastruktur eine drahtlose Infrastruktur mittels drahtloser lo-
kaler Netze aufgebaut. Auch bei Tagungen steht fu¨r Tagungsteilnehmer inzwischen ha¨ufig ein
mittels drahtloser lokaler Netze realisierter Internetzugang zur Verfu¨gung. Wa¨hrend drahtlose
lokale Netze die Netzanbindung in einem gro¨ßeren Bereich, z.B. einem Bu¨rogeba¨ude, ermo¨g-
lichen, decken Bluetooth Systeme einen geringeren Entfernungbereich ab. Bluetooth Systeme
sind fu¨r die drahtlose Kommunikation bis zu einer Entfernung von ca. 10 Metern geeignet
und werden voraussichtlich ab Mitte 2001 im Handel verfu¨gbar sein. Ein fla¨chendeckender
Datendienst mit akzeptablen U¨bertragungsraten wird durch den paketvermittelten Daten-
dienst GPRS realisiert, der den schmalbandigen leitungsvermittelten Datendienst von GSM
ablo¨st. UMTS als Mobilkommunikationssystem der na¨chsten Generation, mit dessen Aufbau
im Laufe des Jahres 2001 begonnen wird, soll Datenraten von bis zu 2 Mbit/sec bereitstellen.
Die genannten Systeme werden nebeneinander existieren, da sie sich hinsichtlich Fla¨chenab-
deckung und verfu¨gbarer Bandbreiten erga¨nzen.
In der Vergangenheit war die Mobilkommunikation im wesentlichen von der Telefonie ge-
pra¨gt. Inzwischen erlangt aber auch die Datenkommunikation zunehmend an Bedeutung. In
diesem Kontext muß der Zuverla¨ssigkeit der U¨bertragung eine gro¨ßere Beachtung geschenkt
werden. Wa¨hrend bei der Sprachu¨bertragung U¨bertragungsfehler in Grenzen toleriert werden
ko¨nnen, trifft dies fu¨r Anwendungen, die auf eine zuverla¨ssige Datenu¨bertragung angewiesen
sind, nicht zu. In Anbetracht der Tatsache, daß 85-95 Prozent des Internetverkehrs mittels
des zuverla¨ssigen Transportprotokolls TCP (Transmission Control Protocol) u¨bertragen wer-
den [TMW97], muß dem zuverla¨ssigen U¨bertragungsdienst auch im Kontext der drahtlosen
Anbindung mobiler Systeme besondere Aufmerksamkeit zuteil werden.
Das Internet Protokoll, das urspru¨nglich im Umfeld der Milita¨rforschung entstanden ist
und sich anschließend zu einem Standard fu¨r die Vernetzung von Gera¨ten aus dem Bereich
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der EDV entwickelt hat, erha¨lt inzwischen zunehmend Einzug in Gera¨te des ta¨glichen Lebens.
Beispielsweise verwenden Perso¨nliche Digitale Assistenten (PDA), auf der Voice-over-IP Tech-
nologie basierende Telefone und Gera¨te im Haushalt, wie z.B. Ku¨hlschra¨nke und Fernseher mit
integriertem WWW-Browser oder Email-Client, das IP-Protokoll fu¨r die Anbindung an das
Internet. Daru¨ber hinaus ist davon auszugehen, daß auch im Sektor der Mobilkommunikation
in den Endgera¨ten ein IP-Protokollstack realisiert sein wird. Die erforderliche Mobilita¨tsunter-
stu¨tzung kann mittels Mobile IP [Per98a] realisiert werden.
Die Ausfu¨hrungen zeigen, daß die zuverla¨ssige Datenkommunikation fu¨r mobile IP-basierte
Endsysteme ein hochaktuelles Thema ist. Eine zentrale Frage ist, inwieweit die drahtlose An-
bindung mittels eines der genannten Mobilkommunikationssysteme lediglich eine alternative
Form der Anbindung zu z.B. Ethernet, Fast Ethernet, Token Ring, ISDN usw. darstellt, oder
ob tiefgreifendere Auswirkungen die Folge sind. Diese Frage stellt sich insbesondere vor dem
Hintergrund, daß tempora¨re Unterbrechungen des U¨bertragungskanals und Schwankungen
der Bitfehlerwahrscheinlichkeit bzw. Burstfehlerwahrscheinlichkeit typisch fu¨r die funkbasier-
te U¨bertragung sind [ES98a], [AKL+95], [RSW98], bei der drahtgebundenen U¨bertragung in
dieser Form aber nicht auftreten.
Inwieweit das Transportprotokoll TCP, das Ende-zu-Ende einen zuverla¨ssigen Datendienst
zur Verfu¨gung stellt, mit der ho¨heren Fehleranfa¨lligkeit drahtloser U¨bertragungsstrecken zu-
rechtkommt, wird in zahlreichen Vero¨ffentlichungen betrachtet. Konsens herrscht hinsichtlich
des negativen Einflusses der genannten U¨bertragungseigenschaften auf die Performance von
TCP. Insbesondere die Ende-zu-Ende-Fehlerkorrektur und die Ende-zu-Ende-Lastkontrolle
von TCP erweisen sich im Umfeld der fehleranfa¨lligen, funkbasierten U¨bertragung als pro-
blematisch. Obwohl seit einigen Jahren weltweit an Forschungseinrichtungen intensiv an Lo¨-
sungen gearbeitet wird und eine Vielzahl von Vero¨ffentlichungen zu diesem Thema existieren,
hat sich bis heute keine Lo¨sung herauskristallisiert. Mit eine Ursache dafu¨r ist die Tatsache,
daß die Auswirkungen der fehleranfa¨lligen U¨bertragung nicht vollsta¨ndig lokal kompensiert
werden ko¨nnen, sondern auch Ende-zu-Ende Auswirkungen haben. Manche der diskutierten
Lo¨sungsvorschla¨ge adressieren nur einen Teil der auftretenden Probleme und unterscheiden
sich dahingehend, welche Systeme fu¨r die jeweilige Lo¨sung modifiziert werden mu¨ssen. Wei-
terhin ist ein Teil der Vorschla¨ge nur schwer umsetzbar, da die erforderlichen Modifikationen
an netzinternen Systemen des Internets nicht durchsetzbar sind. Eine praktikable Lo¨sung muß
diesen Aspekt mit beru¨cksichtigen.
1.1 Problemstellung und Lo¨sungsansatz
Da sich TCP als Ende-zu-Ende-Lo¨sungsansatz als schlecht geeignet fu¨r die Realisierung eines
zuverla¨ssigen Datendienstes fu¨r drahtlos angeschlossene mobile Systeme erweist, sind alter-
native Ansa¨tze erforderlich. Eine geeignete Lo¨sung sollte sich sowohl nahtlos in das Internet
integrieren lassen, als auch die verschiedenen im Kontext der funkbasierten U¨bertragung auf-
tretenden Probleme – d.h. nicht nur einzelne Teilprobleme – adressieren. Die Anforderungen,
die im Rahmen dieser Arbeit an eine geeignete Lo¨sung gestellt werden, sind im folgenden
aufgelistet:
• Keine Modifikation der TCP-Implementierung in den Festnetzrechnern
A¨nderungen an dem Protokollstack – und dort insbesondere an der TCP-Implementie-
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rung – aller Festnetzrechner, die potentielle Kommunikationspartner eines mobilen Sy-
stems sind, ko¨nnen nur schwer und in einem langwierigen Prozeß durchgesetzt werden.
Aus diesem Grunde sollte ein Lo¨sungsansatz ohne derartige A¨nderungen auskommen.
• Beru¨cksichtigung von Unterbrechungen und ho¨heren Bitfehlerraten
Da tempora¨re Unterbrechungen des U¨bertragungskanals und ho¨here Bitfehlerraten ty-
pisch fu¨r die funkbasierte U¨bertragung sind, mu¨ssen diese beru¨cksichtigt werden.
• Integration mit der Mobilita¨tsunterstu¨tzung im Internet auf Basis von Mobile IP
Fu¨r die Mobilita¨tsunterstu¨tzung IP-basierter Endsysteme setzt sich im Internet zuneh-
mend das Mobile IP Protokoll durch. Aus diesem Grunde sollte die Lo¨sung mit Mobile IP
zusammen einsetzbar sein.
In einem ersten Schritt werden in der vorliegenden Arbeit die in der Literatur vorgeschla-
genen Lo¨sungsansa¨tze dahingehend analysiert, inwieweit sie die oben aufgefu¨hrten Anforde-
rungen erfu¨llen ko¨nnen. Der indirekte Transportansatz, der zu Gruppe der proxy-basierten
Ansa¨tze geho¨rt, erweist sich bei dieser Analyse als der am besten geeignete Lo¨sungsansatz.
Der wesentliche Vorteil des indirekten Ansatzes ist, daß er als einziger – ohne A¨nderung des
TCP-Protokolls in Festnetzrechnern – auch im Falle la¨ngerer Unterbrechungen drastische,
allenfalls im Falle signifikanter Netzwerku¨berlastungen angemessene, Lastreduktionen seitens
der TCP-Instanzen vermeiden kann. Da sich vor dem Hintergrund der gestellten Anforderun-
gen der indirekte Transportansatz, dessen grundlegendes Konzept in Abb. 1.1 dargestellt ist,
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Abbildung 1.1: Grundkonzept des indirekten Transportansatzes
Beim indirekten Transportansatz wird eine urspru¨nglich Ende-zu-Ende operierende Trans-
portverbindung in zwei Transportverbindungen unterteilt. Im sogenannten Transportgateway
werden diese zwei Verbindungen gekoppelt. Fu¨r die Transportverbindung 1 wird das TCP-
Protokoll eingesetzt. Somit ist die Interoperabilita¨t zu TCP-basierten Festnetzrechnern si-
chergestellt. Fu¨r die Transportverbindung 2 ko¨nnen hingegen verschiedene, auf den jeweiligen
Einsatzzweck zugeschnittene Protokolle verwendet werden. Beispielsweise kann ein Protokoll,
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das fu¨r die U¨bertragung u¨ber eine GSM-Strecke optimiert ist [KRL+97], oder ein Protokoll,
das sich durch einen minimierten Aufwand fu¨r die Protokollverarbeitung auf dem mobilen
System auszeichnet [HA97], verwendet werden. Auch der Einsatz von TCP fu¨r die Transport-
verbindung 2 ist mo¨glich [BB95b].
Wa¨hrend Ende-zu-Ende-Transportansa¨tze ohne verbindungsspezifische Statusinformation
in den Zwischensystemen auskommen, muß bei indirekten Transportansa¨tzen die Statusinfor-
mation der Transportinstanzen im Transportgateway verwaltet werden. Da diese Statusinfor-
mation fu¨r den indirekten Transportansatz notwendig ist, muß auch im Fall der Mobilita¨t von
Endsystemen und der dadurch bedingten Routena¨nderungen die Statusinformation zu jedem
Zeitpunkt im aktuell als Transportgateway fungierenden Zwischensystem verfu¨gbar sein. Es
ist die Aufgabe der sogenannten Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze, dies
zu gewa¨hrleisten.
Ein zentrales Problem der in der Literatur beschriebenen indirekten Transportansa¨tze ist,
daß sie keine bzw. nur eine unzureichende Mobilita¨tsunterstu¨tzung bieten. Lediglich [BB95b]
geht auf die Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze ein. Es wird das folgende
Verfahren vorgeschlagen: A¨ndert sich auf Grund eines Ortswechsels eines mobilen Endsystems
das Routing dahingehend, daß das Zwischensystem, das als Transportgateway fungiert, nicht
mehr im Datenpfad liegt, so muß ein anderes Zwischensystem die Funktion des Transport-
gateways u¨bernehmen (siehe Abb. 1.1). Damit dieses Zwischensystem als Transportgateway
fungieren kann, muß zuvor eine Migration der Statusinformation zu diesem Zwischensystem
erfolgen. Da in [BB95b] bei jedem Basisstationswechsel eine Migration vorgenommen werden
muß und wa¨hrend der Migration der Statusinformation die Kommunikation in der Transport-
schicht fu¨r bis zu 1.4 Sekunden unterbrochen wird, muß diese Form der Mobilita¨tsunterstu¨tz-
ung als unzureichend angesehen werden.
Das im Rahmen dieser Arbeit entwickelte OMIT-Konzept, das eine Optimierte Mobilita¨ts-
unterstu¨tzung fu¨r Indirekte Transportansa¨tze bietet, setzt hier an und reduziert die durch die
Mobilita¨t bedingten Unterbrechungen signifikant. Es umfaßt
• das Fast-Forwarding-Konzept,
eine Erweiterung des Mobile IP Protokolls, um die Anzahl der notwendigen Migrationen
der Statusinformation zu reduzieren und
• das Konzept der nebenla¨ufigen Migration,
um im Falle einer Migration der Statusinformation die Dauer der Unterbrechung der
Transportkommunikation zu verringern.
Bei den genannten Konzepten handelt es sich nicht um alternativ einzusetzende Kon-
zepte, sondern um Konzepte, die im Zusammenspiel die optimierte Mobilita¨tsunterstu¨tzung
realisieren. Aus diesem Grunde wird nicht nur der Nutzen jedes einzelnen Konzeptes fu¨r sich
betrachtet, sondern werden auch Regeln fu¨r die Interaktion von Fast-Forwarding, Mobile IP
und der nebenla¨ufigen Migration in einem Transportgateway entwickelt.
Das OMIT-Konzept ist nicht auf einen bestimmten indirekten Transportansatz zugeschnit-
ten, sondern ist fu¨r indirekte Transportansa¨tze im allgemeinen geeignet. Es stellt somit ein
Rahmenwerk fu¨r die Mobilita¨tsunterstu¨tzung indirekter Transportansa¨tze dar. Es ist lediglich
eine Mobilita¨tsunterstu¨tzung in der Netzwerkschicht auf Basis von Mobile IP vorauszusetzen,
da das Fast-Forwarding-Konzept als Erweiterung von Mobile IP realisiert wird.
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Im Rahmen einer prototypischen Implementierung der entworfenen Verfahren wird zum
einen ihre Realisierbarkeit gezeigt, zum anderen der Nachweis erbracht, daß sich die durch die
Mobilita¨t der Endsysteme bedingten Unterbrechungen drastisch reduzieren lassen. Weiterge-
hende Untersuchungen erfolgen auf simulativer Basis.
1.2 Gliederung der Arbeit
In Kapitel 2 werden die fu¨r das Versta¨ndnis der Arbeit erforderlichen Grundlagen beschrieben.
Vor dem Hintergrund der verschiedenen Typen von Mobilita¨t wird diskutiert, inwieweit eine
Mobilita¨tsunterstu¨tzung in der Netzwerkschicht zwingend erforderlich ist. Die Grundlagen
des Mobile IP Protokolls werden insoweit vorgestellt, wie sie fu¨r das Versta¨ndnis des Fast-
Forwarding-Protokolls, einer Erweiterung von Mobile IP, erforderlich sind. Daru¨ber hinaus
werden die Protokollmechanismen von TCP beschrieben, die fu¨r die Performance-Einbußen
von TCP im Umfeld der fehleranfa¨lligen drahtlosen U¨bertragung verantwortlich sind. Das
Kapitel umfaßt weiterhin eine Diskussion daru¨ber, welche Auswirkungen die fehleranfa¨llige
drahtlose Kommunikation auf die Lastkontrolle von TCP hat. Es wird diskutiert, wie die
Lastkontrolle von TCP auf einzelne bzw. mehrere aufeinanderfolgende Paketverluste reagiert
und welche Durchsatzeinbußen die Folge sind.
Kapitel 3 klassifiziert und beschreibt die fu¨r die Problemlo¨sung in der Literatur beschriebe-
nen Ansa¨tze. Daru¨ber hinaus werden die Ansa¨tze dahingehend bewertet, inwieweit sie die im
Rahmen dieser Arbeit gestellten Anforderungen erfu¨llen ko¨nnen. Es wird begru¨ndet, warum
die Klasse der indirekten Transportansa¨tze als einzige den genannten Anforderungen gerecht
werden kann. Die verschiedenen, in der Literatur beschriebenen indirekten Ansa¨tze werden
diskutiert und im Kontext der indirekten Ansa¨tze auftretende ungelo¨ste Probleme werden
identifiziert. Als ein zentrales Problem erweisen sich die durch die Migration von Trans-
portinstanzen bedingten Unterbrechungen. Mit eine Ursache fu¨r diese Unterbrechungen ist
die Tatsache, daß bisher keine geeignete Mobilita¨tsunterstu¨tzung fu¨r mittels des indirekten
Transportansatz angebundene mobile Endsysteme verfu¨gbar ist.
In Kapitel 4 wird das in der vorliegenden Arbeit entwickelte Konzept fu¨r die Optimierte
Mobilita¨tsunterstu¨tzung fu¨r Indirekte Transportansa¨tze (OMIT) vorgestellt. Es werden Ver-
fahren vorgeschlagen, wie die durch die Migration bedingten Unterbrechungen reduziert wer-
den ko¨nnen. Es bieten sich zwei Ansa¨tze an: Zum einen wird mittels des Fast-Forwarding-
Protokolls die Zahl der notwendigen Migrationen reduziert. Die notwendigen Modifikationen
und Erweiterungen an dem Mobile IP Protokoll werden im Detail beschrieben. Zum anderen
kann das in diesem Kapitel vorgestellte Konzept der nebenla¨ufigen Migration dazu eingesetzt
werden, die durch die Migration bedingten Unterbrechungen bis auf 0.01 Sekunden zu redu-
zieren.
In Kapitel 5 wird untersucht, inwieweit die vorgeschlagenen Verfahren die Erwartungen
erfu¨llen ko¨nnen. Die prototypische Implementierung und die Ergebnisse der Vermessung dieser
Implementierung werden beschrieben. Die Ergebnisse der simulativen Untersuchungen sind
ebenfalls Gegenstand der Betrachtungen in diesem Kapitel.
Kapitel 6 faßt die Arbeit und die Ergebnisse zusammen und liefert einen Ausblick auf
weitere untersuchenswerte Aspekte im Kontext indirekter Transportansa¨tze.
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Kapitel 2
Grundlagen
In diesem Kapitel werden die fu¨r das Versta¨ndnis der Arbeit notwendigen Grundlagen be-
schrieben. Es wird auf die Grundlagen von Mobilkommunikationssystemen, das fu¨r die Inter-
netanbindung mobiler IP-basierter Endsysteme eingesetzte Mobile IP Protokoll und auf das
fu¨r die zuverla¨ssige U¨bertragung im Internet verwendete Transportprotokoll TCP eingegan-
gen.
Drahtlos angeschlossene Endgera¨te ko¨nnen sich signifikant hinsichtlich ihrer technischen
Leistungsfa¨higkeit unterscheiden. Daru¨ber hinaus ist ein wesentliches Unterscheidungsmerk-
mal, inwieweit im Fall der Mobilita¨t eines Endgera¨tes die Netzwerkverbindungen bereits
gestarteter Anwendungen aufrechterhalten werden ko¨nnen. Neben diesen beiden Aspekten
wird in Unterkapitel 2.1 auch auf verschiedene Strukturen von Mobilkommunikationssyste-
men eingegangen. Zusa¨tzlich wird herausgearbeitet und anhand zahlreicher Literaturverweise
untermauert, daß bei Mobilkommunikationssystemen auf Grund der Struktur der Kommu-
nikationssysteme und der U¨bertragungseigenschaften der drahtlosen U¨bertragung signifikant
ha¨ufiger tempora¨re Unterbrechungen und durch Bitfehler bedingte Paketverluste als bei der
drahtgebundenen U¨bertragung auftreten.
Um trotz der Mobilita¨t von IP-basierten Endgera¨ten zwischen verschiedenen Mobilkom-
munikationssystemen die Netzwerkverbindungen gestarteter Anwendungen aufrechterhalten
zu ko¨nnen, ist eine Unterstu¨tzung in der Netzwerkschicht notwendig. Hierfu¨r setzt sich im
Internet das Mobile IP Protokoll zunehmend durch. Da außerdem das in in der vorliegenden
Arbeit entwickelte Fast-Forwarding-Protokoll eine Erweiterung von Mobile IP darstellt und
eine Integration des indirekten Transportansatzes mit Mobile IP erfolgt, ist ein grundlegendes
Versta¨ndnis der Protokollmechanismen von Mobile IP notwendig. Sie werden in Unterkapi-
tel 2.2 beschrieben.
Gegenstand der Betrachtungen in Unterkapitel 2.3 ist das Transportprotokoll TCP. Es
wird sowohl auf die grundlegenden Protokollmechanismen eingegangen als auch ihr Verhal-
ten im Kontext ha¨ufig auftretender Unterbrechungen und ha¨ufiger, durch U¨bertragungsfehler
bedingter Paketverluste analysiert.
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2.1 Mobilkommunikationssysteme
2.1.1 Endgera¨te
Hinsichtlich der Gro¨ße, Leistungsfa¨higkeit und des Einsatzgebietes decken Gera¨te, deren An-
bindung an das Festnetz drahtlos erfolgt, ein weites Einsatzspektrum ab. Sie unterscheiden
sich sowohl hinsichtlich der Fa¨higkeiten der Endgera¨te selbst als auch hinsichtlich der Band-
breiten und Technologien, die fu¨r die drahtlose Anbindung genutzt werden.
• Pager: Mit einem Pager ko¨nnen lediglich kurze Textnachrichten empfangen werden. Ein
Versenden von Nachrichten ist nicht mo¨glich. TCP/IP basierte Dienste stehen auf dem
Pager nicht zur Verfu¨gung. Abgesehen vom Pagerdienst sind keine weiteren Dienste auf
dem Pager realisiert.
• Mobiltelefone: Das Mobiltelefon wurde urspru¨nglich lediglich als Endgera¨t fu¨r die Te-
lefonie konzipiert. Inzwischen sind allerdings auch weitere Dienste fu¨r diese Endgera¨te
entwickelt worden, z.B. der Faxdienst und der SMS-Nachrichtendienst, der dem oben
genannten Pagerdienst a¨hnelt, aber den bidirektionalen Nachrichtenaustausch ermo¨g-
licht. Der Funktionsumfang der Mobiltelefone wird zunehmend gro¨ßer. Beispielsweise
sind Terminkalenderfunktionen und Applikationen aus dem Unterhaltungsbereich in-
zwischen auf Mobiltelefonen realisiert. Wa¨hrend in der Vergangenheit das Mobiltelefon
fu¨r u¨ber die Telefonie hinausgehende Dienste lediglich fu¨r die Anbindung von Laptops
an das Internet eingesetzt wurde, werden inzwischen zunehmend Applikationen direkt
auf dem Mobiltelefon realisiert. WAP-fa¨hige Handys der neuesten Generation erlauben
es dem Benutzer, ohne zusa¨tzliche Hardware auf im Internet verfu¨gbare Informationen
zuzugreifen. Die Anbindung erfolgt allerdings nicht auf der IP-Ebene sondern u¨ber ein
Gateway, d.h. das Mobiltelefon beno¨tigt fu¨r die Kommunikation keine eigene IP-Adresse.
• Palmtop und Personal Digital Assistant (PDA): Hinsichtlich der Funktionalita¨t a¨hnelt
diese Gattung von Endgera¨ten eher Computern als den zuvor beschriebenen, um ei-
nige Funktionen erweiterten Mobiltelefonen. Auf PDAs lassen sich im Gegensatz zu
Mobiltelefonen beispielsweise eigene Applikationen realisieren bzw. installieren. An An-
wendungen sind im Funktionsumfang reduzierte Versionen von fu¨r Arbeitsplatzrechner
entwickelten Programmen auch fu¨r PDAs verfu¨gbar. Exemplarisch fu¨r diese Art von Ge-
ra¨ten seien hier der Nokia Communicator und die Gera¨te der Palm-Serie des Herstellers
3COM genannt. Zur Netzanbindung wird diesen Gera¨ten eine IP-Adresse zugewiesen,
so daß sie aus dem Internet adressierbar sind.
• Laptop: Hinsichtlich der Rechenleistung unterscheiden sich Laptops heutzutage nicht
mehr wesentlich von Arbeitsplatzrechnern. Anwendungen, die auf Arbeitsplatzrechnern
verfu¨gbar sind, ko¨nnen in der Regel auch auf Laptops eingesetzt werden. Die Inter-
netanbindung erfolgt mittels einer eigenen IP-Adresse. Fu¨r die Funkanbindung werden
in der Regel drahtlose LANs oder die urspru¨nglich fu¨r die Mobiltelefonie entwickelten
Netze genutzt. Wesentliches Unterscheidungsmerkmal von den im na¨chsten Abschnitt
beschriebenen Arbeitsplatzrechnern ist die Art der Stromversorgung und die Gro¨ße des
Displays. Auf Grund der begrenzten Akkukapazita¨ten ist die Laufzeit von Laptops be-
schra¨nkt und sind Maßnahmen zur Reduzierung des Energieverbrauches erforderlich.
Wa¨hrend bei Arbeitsplatzrechnern Monitore mit einer Bildschirmdiagonale von 20 Zoll
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oder mehr inzwischen zunehmend Verbreitung finden, sind die Displays von Laptops in
der Regel nicht gro¨ßer als 15 Zoll. Ursache hierfu¨r sind allerdings nicht fertigungstech-
nische Randbedingungen von TFT-Displays, sondern die die Handlichkeit von Laptops
bestimmende Baugro¨ße dieser Gera¨te.
• Arbeitsplatzrechner: Arbeitsplatzrechner sind in der Regel drahtgebunden an das Inter-
net angebunden. Allerdings sind auch Szenarien vorstellbar, in denen eine Netzanbin-
dung u¨ber Funk sinnvoll ist. Beispielsweise la¨ßt sich in Geba¨uden, in denen sich wegen
bautechnischer Restriktionen keine Netzwerkkabel neu verlegen lassen, erst durch den
Einsatz drahtloser lokaler Netze ein Vernetzung realisieren. Auch in Katastrophenfa¨llen,
in denen nicht erst Zeit in den Aufbau einer drahtgebundenen Infrastruktur investiert
werden kann, bietet es sich an, die Vernetzung mittels der Funktechnologie zu realisieren.
2.1.2 Netzanbindung nicht ortsgebundener Endsysteme
Prinzipiell muß bei ra¨umlichen Positionsa¨nderungen eines Endsystems unterschieden werden,
ob durch die Positionsa¨nderung eine Anpassung innerhalb des Kommunikationssystems not-
wendig wird oder nicht. Um Positionsa¨nderungen, die Anpassungen im System erfordern,
von solchen zu unterscheiden, die keine Anpassungen notwendig machen, wird der Begriff
des Ortswechsels eingefu¨hrt. Eine Positionsa¨nderung eines Endsystems ist genau dann ein
Ortswechsel, wenn nach einer Positionsa¨nderung Anpassungen im Kommunikationssystem er-
forderlich werden, da nicht mehr die gleichen Systeme durch Kommunikation auf der Schicht 2
erreicht werden ko¨nnen wie vor der Positionsa¨nderung. Wird beispielsweise auf Grund einer
Positionsa¨nderung eines mobilen Endsystems ein Basisstationswechsel erforderlich, so handelt
es sich um einen Ortswechsel. Wird hingegen auf Grund der Positionsa¨nderung lediglich das
Modulationsverfahren aber nicht die Basisstation gewechselt, so liegt kein Ortswechsel vor.
Aufgabe der sogenannten Mobilita¨tsunterstu¨tzung ist es, durch die entsprechende protokoll-
technische Unterstu¨tzung dafu¨r zu sorgen, daß das Endsystem auch nach einem Ortswechsel
mit Kommunikationspartner im Internet Daten austauschen kann, d.h. die Netzwerkkonnek-
tivita¨t erhalten bleibt. Verfahren der Mobilita¨tsunterstu¨tzung gibt es in der Schicht 2, der
Schicht 3 und im Kontext des in der vorliegenden Arbeit verfolgten indirekten Transportan-
satzes auch in der Schicht 4.
In Abha¨ngigkeit davon, inwieweit eine Mobilita¨tsunterstu¨tzung realisiert ist, werden End-
systeme in die Gruppe der stationa¨ren, der portablen und der mobilen Endsysteme eingeteilt.
Die Klassifikation des Grades der Mobilita¨t der Endsysteme umfaßt zwei Dimensionen. Zum
einen muß bei der Klassifikation beru¨cksichtigt werden, inwieweit Gro¨ße und Gewicht eines
Endsystems Mobilita¨t u¨berhaupt zulassen. Arbeitsplatzrechner lassen sich beispielsweise nur
mit erho¨htem Aufwand an einen anderen Ort transportieren. Zum anderen muß die protokoll-
technische Unterstu¨tzung der Ortswechsel von drahtlos angeschlossenen Endsystemen mit in
Betracht gezogen werden.
Als Klassifikationskriterium dient im folgenden die im Endsystem realisierte protokoll-
technische Unterstu¨tzung, um nach einem Ortswechsel die Netzwerkkonnektivita¨t wiederher-
zustellen. Ein Typ von Endgera¨t, z.B. ein Laptop oder ein PDA, ist nicht unbedingt genau
einer Gruppe zugeordnet. In Abha¨ngigkeit davon, welche protokolltechnische Mobilita¨tsunter-
stu¨tzung der Laptop bzw. PDA nutzt, erfolgt die Einordnung entweder in die Gruppe der
stationa¨ren, portablen oder mobilen Endsysteme.
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• Stationa¨re Endsysteme: Bei stationa¨ren Endsystemen sind keine Mechanismen fu¨r die
Mobilita¨tsunterstu¨tzung realisiert. Die Netzwerkinterfaces stationa¨rer Endsysteme wer-
den manuell konfiguriert. Diese Systeme sind nicht dafu¨r ausgelegt, ha¨ufig an verschie-
denen Orten betrieben zu werden. Im Falle eines Ortswechsels – beispielsweise nach dem
Umzug eines drahtlos oder drahtgebunden angeschlossenen stationa¨ren Endsystems in
eine andere Abteilung – muß die Netzwerkverbindung von Hand rekonfiguriert werden.
Weiterhin mu¨ssen alle das Netzwerk benutzenden Anwendungen neu gestartet werden.
Die Rekonfiguration von Hand macht die Anbindung eines stationa¨ren Endsystems an
einem anderen Ort mu¨hsam und arbeitsaufwendig. Bei sogenannten portablen Endsy-
stemen, die im folgenden beschrieben werden, ist eine Rekonfiguration von Hand nicht
erforderlich.
• Portable Endsysteme: Wesentliches Merkmal portabler Systeme ist, daß nach einem
Ortswechsel die Netzwerkkonnektivita¨t automatisiert unter der Kontrolle eines geeigne-
ten Protokolls wiederhergestellt wird. Fu¨r IP-basierte Systeme kann hierfu¨r das Dynamic
Host Configuration Protocol (DHCP) [Dro97], [PJ95], [Per98a] eingesetzt werden. Die-
ses Protokoll nutzt einen serverbasierten Ansatz, bei dem ein sogenannter DHCP-Server
das portable System nach einem Ortswechsel mit den no¨tigen Konfigurationsdaten fu¨r
das Netzwerkinterface versorgt. Trotz der automatischen Konfiguration ist der Orts-
wechsel fu¨r die Anwendungen nicht transparent. Da sich die IP-Adresse des portablen
Systems bei einem Ortswechsel ggf. a¨ndert, ko¨nnen Netzwerkverbindungen nach der
Rekonfiguration nicht weiter genutzt werden. Anwendungen, die diese Netzwerkverbin-
dung nutzen, mu¨ssen beendet und neu gestartet werden. Bei Endgera¨ten, die das Win-
dows 95/98 Betriebssystem nutzen, ist sogar ein Neustart des Endgera¨tes notwendig,
da das Netzwerkinterface lediglich beim Booten konfiguriert werden kann. Der Einsatz
portabler Endgera¨te an verschiedenen Orten – mit der Restriktion des Neustartes der
Anwendungen – wird als Nomadic Computing bezeichnet.
• Mobile Endsysteme: Bei Ortswechseln dieses Typs von Endgera¨ten wird wie bei den
portablen Systemen die Rekonfiguration automatisch vorgenommen. Daru¨ber hinaus
entfa¨llt auch die Notwendigkeit eines Neustartes des Endgera¨tes bzw. der Anwendungen
nach einem Ortswechsel. Der Einsatz mobiler Endgera¨te an verschiedenen Orten ohne die
Notwendigkeit eines Neustartes der Anwendungen nach einem Ortswechsel wird als Mo-
bile Computing bezeichnet. Innerhalb eines einzelnen Mobilkommunikationsnetzes, z.B.
GSM, kann die Unterstu¨tzung mobiler Endsysteme mittels der in diesem Mobilkom-
munikationsnetz realisierten Mobilita¨tsunterstu¨tzung erfolgen. Eine netzu¨bergreifende
Mobilita¨tsunterstu¨tzung fu¨r IP-basierte Systeme erfordert hingegen andere Verfahren.
In [SB00] wird eine Erweiterung von TCP skizziert, die es erlaubt, die IP-Adressen der
Verbindungsendpunkte etablierter TCP-Verbindungen zu modifizieren und somit den
Neustart von Anwendungen nach Ortswechseln zu vermeiden. Wa¨hrend es sich beim
genannten Verfahren lediglich um einen Lo¨sungsansatz handelt, setzt sich das von der
IETF entwickelte Mobile IP Protokoll zunehmend fu¨r die Mobilita¨tsunterstu¨tzung IP-
basierter mobiler Endsysteme durch. Auf das Mobile IP Protokoll wird im Detail in
Kapitel 2.2 eingegangen.
Abb. 2.1 zeigt eine Einordnung der verschiedenen in Kapitel 2.1.1 beschriebenen Typen
von Endgera¨ten und ihre Zuordnung zur Gruppe der stationa¨ren, portablen bzw. mobilen














































Abbildung 2.1: Klassifikation von Endgera¨ten
stationa¨r, portabel oder mobil betrieben werden ko¨nnen. Fu¨r die Zuordnung zu einer der auf-
gefu¨hrten Gruppen ist entscheidend, welche protokolltechnische Mobilita¨tsunterstu¨tzung zum
Einsatz kommt. Ein Laptop kann stationa¨r, bei Einsatz des Protokolls DHCP portabel und
unter Verwendung des Mobile IP Protokolls mobil eingesetzt werden. Erfolgt die Netzanbin-
dung mittels GSM, kann anstatt der Mobilita¨tsunterstu¨tzung durch Mobile IP auch die intern
in GSM realisierte Mobilita¨tsunterstu¨tzung eingesetzt werden.
Die Zuordnung eines PDAs zu einer der drei Gruppen ist vom Typ des PDAs abha¨ngig.
Ein Palmtop von 3COM kann beispielsweise mit oder ohne DHCP betrieben werden. Es ist
allerdings weder eine Mobilita¨tsunterstu¨tzung durch GSM noch mittels Mobile IP verfu¨gbar.
Daraus ergibt sich die Einordnung in die Gruppe der stationa¨ren bzw. portablen Endge-
ra¨te. Der Nokia Communicator hingegen ist der Gruppe der mobil einsetzbaren Endgera¨te
zuzurechnen. Allerdings nutzt dieses Endgera¨t nicht Mobile IP fu¨r die protokolltechnische
Unterstu¨tzung der Mobilita¨t, sondern die in GSM intern realisierte Mobilita¨tsunterstu¨tzung.
Mobiltelefone und Pager sind der Gruppe der fu¨r den mobilen Einsatz konzipierten Gera¨te
zuzuordnen. Portable Varianten dieser Gera¨te gab es lediglich in Mobilkommunikationssyste-
men der ersten Generationen, als noch keine Mobilita¨tsunterstu¨tzung verfu¨gbar war.
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2.1.3 Struktur drahtloser Kommunikationssysteme
Hinsichtlich der Struktur drahtloser Kommunikationssysteme lassen sich zwei Typen unter-
scheiden: Sogenannte Ad-Hoc-Netzwerke, die ohne drahtgebundene Infrastruktur operieren
ko¨nnen, und sogenannte Infrastrukturnetzwerke, die zusa¨tzlich zur drahtlosen U¨bertragungs-
technik auch eine drahtgebundene Infrastruktur nutzen. Die beiden genannten Typen von
Kommunikationssystemen unterscheiden sich hinsichtlich der Ausdehnung des ra¨umlichen Be-
reiches, in dem die drahtlose Kommunikation mo¨glich ist.
2.1.3.1 Ad-Hoc-Netzwerke
Es ist das Konzept von Ad-Hoc-Netzwerken, ohne zusa¨tzliche Konfigurationsarbeiten und
ohne zusa¨tzliche Infrastruktur drahtlose Kommunikation zwischen den Systemen zu ermo¨g-
lichen, die das Ad-Hoc-Netzwerk bilden. Bluetooth Systeme [HNI+98] und IEEE 802.11 Sy-
steme [IEE99] im Ad-Hoc-Modus bieten diese Funktionalita¨t. Die Systeme innerhalb eines
Ad-Hoc-Netzwerkes ko¨nnen direkt untereinander kommunizieren. Kommunikation zu im In-
ternet lokalisierten Systemen ist nur mo¨glich, falls eines der Systeme des Ad-Hoc-Netzwerkes
auch u¨ber einen Internetzugang verfu¨gt.
Ethernet
Ad-Hoc-Netz 1 Ad-Hoc-Netz 2
GSM
Abbildung 2.2: Ad-Hoc-Netzwerke
In Abb. 2.2 sind zwei voneinander unabha¨ngige Ad-Hoc-Netzwerke dargestellt. Die in
Netz 1 dargestellte Situation ergibt sich zum Beispiel, falls mehrere Personen in einem Bespre-
chungsraum ihre Laptops bzw. PDAs nutzen und auch untereinander kommunizieren wollen.
Der im Besprechungsraum fest installierte Drucker ist ebenfalls in das Ad-Hoc-Netzwerk ein-
gebunden und kann von jedem der Laptops direkt mittels drahtloser Kommunikation genutzt
werden. Da keines der Endsysteme zusa¨tzlich zu seiner Einbindung in das Ad-Hoc-Netzwerk
eine Anbindung an das Internet hat, ist der Datenaustausch auf die Kommunikation innerhalb
des Ad-Hoc-Netzwerkes beschra¨nkt. Kommunikation mit Endsystemen des Netzes 2 ist nicht
mo¨glich. Es handelt sich somit um eine Kommunikationsinsel.
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Im Netz 2 in Abb. 2.2 sind in das Ad-Hoc-Netzwerk Gera¨te eingebunden, die an das Fest-
netz angebunden sind. Zusa¨tzlich zu dem Drucker ist ein PC in dem Besprechungsraum fest
installiert, der seinerseits u¨ber Ethernet an das Internet angebunden ist. Da der PC auch in
das Ad-Hoc-Netzwerk eingebunden ist, ergibt sich auch fu¨r die anderen Systeme des Ad-Hoc-
Netzwerkes die Mo¨glichkeit des Internetzuganges. Daru¨ber hinaus ko¨nnte der Internetzugang
im skizzierten Beispiel auch drahtlos u¨ber das Mobiltelefon erfolgen.
2.1.3.2 Multi-Hop-Netzwerke
Die ra¨umliche Ausdehnung von Ad-Hoc-Netzwerken la¨ßt sich vergro¨ßern, falls die das Ad-Hoc-
Netzwerk bildenden Endsysteme zusa¨tzlich u¨ber eine sogenannte Forwarding-Funktionalita¨t
verfu¨gen. In Abb. 2.3 ko¨nnen der PDA und der PC auf Grund der ra¨umlichen Distanz nicht
direkt miteinander kommunizieren. Unter der Annahme, daß Laptop A und Laptop B Pa-
kete weiterleiten ko¨nnen, ist dennoch eine Kommunikation zwischen dem PDA und dem PC
mo¨glich. Die Forwarding-Fa¨higkeit der einzelnen mobilen Endsysteme ermo¨glicht es, soge-
nannte Multi-Hop-Netzwerke aufzubauen und den ra¨umlichen Bereich, in dem die drahtlose








In Multi-Hop-Netzwerken muß dem Routing [RT99] besondere Aufmerksamkeit zuteil wer-
den. Da die Endsysteme, die das Forwarding u¨bernehmen, nicht notwendigerweise stationa¨r
sind, a¨ndern sich ggf. die Routingwege. Entfernt sich im in Abb. 2.3 skizzierten Szenario Lap-
top A vom PDA und von Laptop B, so kann er fu¨r den PDA nicht mehr die Pakete zu
Laptop B weiterleiten. Sobald das Routing entsprechend angepaßt wurde, ko¨nnte im darge-
stellten Szenario Laptop C das Forwarding u¨bernehmen. Auf Grund der Dynamik und der
Notwendigkeit einer ha¨ufigen Anpassung des Routings in großen, viele Systeme umfassenden
Multi-Hop-Netzwerken ist das Routing problematisch. Es ist nicht sichergestellt, daß jedes
mobile Endsystem zu jedem Zeitpunkt auch erreichbar ist. Aus diesem Grund haben Multi-
Hop-Netzwerke mit mobilen, fu¨r das Forwarding verantwortlichen Systemen im Vergleich zu
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Netzwerken mit weitgehend statischen Netztopologien ho¨here Paketverlustraten und ha¨ufi-
gere tempora¨re Unterbrechungen zur Folge. In [DPR00], [BMJ+98] beschriebene simulative
Untersuchungen, die Paketverlustraten von bis zu 50 Prozent ergeben, besta¨tigen dies.
2.1.3.3 Infrastrukturnetzwerke
Um die geographische Ausdehnung des Bereiches, in dem die drahtlose Kommunikation mo¨g-
lich ist, zu vergro¨ßern, ko¨nnen entweder Multi-Hop-Netzwerke oder sogenannte Infrastruktur-
netzwerke eingesetzt werden. Wa¨hrend bei Multi-Hop-Netzwerken eine gro¨ßere Ausdehnung
durch mobile Systeme mit Forwarding-Fa¨higkeit ermo¨glicht wird, ist eine derartige Unter-
stu¨tzung seitens der mobilen Systeme bei Infrastrukturnetzwerken nicht erforderlich. Draht-
lose lokale Netze gema¨ß des IEEE 802.11 Standards [IEE99], das GSM-Netz [EV97] und das
UMTS-Netz [HWB00] sind Beispiele fu¨r Systeme, die als Infrastrukturnetzwerke konzipiert
sind.
Um eine Netzabdeckung zu erzielen, die u¨ber die Reichweite eines Senders hinausgeht und
unter Umsta¨nden sogar fla¨chendeckend ist, wird die vom drahtlosen Netzwerk abzudeckende
Fla¨che in mehrere Funkzellen unterteilt. Fu¨r jede dieser Zellen u¨bernimmt ein ausgewiese-
nes System die funktechnische Versorgung. Dieses ausgewiesene System wird als Basisstation
oder Access Point bezeichnet. Insbesondere fu¨r drahtlose lokale Netze ist der Begriff Access
Point gebra¨uchlich. Die Kopplung der Basisstationen erfolgt u¨ber das Kommunikationssystem.
Abb. 2.4 zeigt die grundlegende Architektur von Infrastrukturnetzwerken mit den wesentlichen














Abbildung 2.4: Architektur eines Infrastrukturnetzwerkes
Zwei Endsysteme, die sich aktuell in der gleichen Zelle aufhalten, kommunizieren nicht
direkt miteinander, obwohl dies hinsichtlich der Reichweite der Funksignale unter Umsta¨nden
mo¨glich wa¨re. Stattdessen werden die Pakete zuna¨chst an die Basisstation gesandt und von
dieser anschließend zum mobilen Empfa¨nger in der gleichen Zelle. Befinden sich sendendes
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und empfangendes Endsystem in zwei verschiedenen Zellen, werden die Pakete zuna¨chst zur
Basisstation der Zelle des Senders u¨bertragen. Von dort werden sie u¨ber das Kommunikati-
onssystem zu der Basisstation weitergeleitet, u¨ber die der Empfa¨nger angebunden ist. Diese
Basisstation liefert die Pakete an das empfangende Endsystem aus.
Eine Basisstation kann nur solange die Funkanbindung eines mobilen Systems u¨bernehmen,
wie sich das mobile System in der zugeho¨rigen Funkzelle aufha¨lt. Wechselt das mobile System
in eine andere Funkzelle, muß die dortige Basisstation die Funkanbindung u¨bernehmen. Es
wird ein sogenannter Basisstationswechsel erforderlich. Die hierfu¨r notwendigen Verfahren sind
in der Schicht 2 des Protokollstacks realisiert. Sie umfassen unter anderem die Abmeldung des
mobilen Systems bei der alten Basisstation und die Anmeldung bei der neuen Basisstation.
Analoge und digitale terrestrische Rundfunksysteme, terrestrische Mobilkommunikations-
systeme fu¨r die Daten- bzw. Sprachkommunikation und drahtlose lokale Netze sind als Infra-
strukturnetzwerke konzipiert. Sie unterscheiden sich allerdings hinsichtlich der im folgenden
aufgelisteten Kriterien:
• Richtung des Nutzdatentransportes: Prinzipiell muß unterschieden werden, ob Nutzda-
ten nur unidirektional zum drahtlos angeschlossenen Endsystem gesendet werden ko¨nnen
oder aber bidirektionale Kommunikation mo¨glich ist.
• Art der Nutzdaten: Audio, Video bzw. Daten
• Zellengro¨ße: Von der Zellengro¨ße ha¨ngt unmittelbar die Anzahl der fu¨r eine vollsta¨n-
dige Versorgung notwendigen Basisstationen ab. Daru¨ber hinaus hat die Zellengro¨ße
auch Einfluß auf die erforderliche Sendeleistung und die Anzahl der unterstu¨tzbaren
Endsysteme.
• Netzabdeckung
• verfu¨gbare maximale Datenrate
• Notwendigkeit der Mobilita¨tsunterstu¨tzung
Terrestrische Rundfunksysteme
Terrestrische Rundfunksysteme sind als Broadcastsysteme ausgelegt. Analoge Systeme ver-
fu¨gen u¨ber keinen Ru¨ckkanal, d.h. sie sind lediglich fu¨r die unidirektionale Kommunikation
konzipiert. Digital Audio Broadcast (DAB) bzw. Digital Video Broadcast (DVB) kann ter-
restrisch, u¨ber Satellit oder u¨ber Kabel verbreitet werden. Die terrestrische Variante nutzt
als Ru¨ckkanal eine Modemverbindung, d.h. die Kommunikation u¨ber den Ru¨ckkanal erfolgt
nicht u¨ber das terrestrische Rundfunksystem. Bestehende analoge Systeme transportieren Au-
dio und Video zu den Endsystemen. Zuku¨nftige Digital Audio Broadcast bzw. Digital Video
Broadcast Systeme unterstu¨tzen hingegen auch die U¨bertragung multimedialer Daten. Da es
sich bei diesen terrestrischen Systemen um Broadcastsysteme handelt, muß nicht entschieden
werden, in welche Zellen Daten ausgestrahlt werden. Aus diesem Grund ist keine Mobilita¨ts-
unterstu¨tzung notwendig. Wegen der Beschra¨nkung der funkbasierten U¨bertragung auf die
unidirektionale Kommunikation und mangels der Mo¨glichkeit, mobile Endsysteme individuell
zu adressieren, sind terrestrische Rundfunksysteme nur schlecht fu¨r die Internetanbindung
mobiler Endsysteme geeignet. Sie werden wegen dieser Beschra¨nkung im Rahmen der vorlie-
genden Arbeit nicht weiter betrachtet.
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Terrestrische Mobilkommunikationssysteme
Die Entwicklung fla¨chendeckender terrestrischer Mobilkommunikationssysteme wurde in der
Vergangenheit wesentlich von dem Ziel eines Telefondienstes fu¨r mobile Teilnehmer getrieben.
Systeme der ersten Generation wurden mittels analoger Technologien realisiert. Das A-Netz ab
1958, das B-Netz ab 1972 und das C-Netz in Deutschland, das Nordic Mobile Telephone Netz
(NMT) ab 1981 in Skandinavien und das Advance Mobile Phone System (AMPS) ab 1983
in den USA und Kanada sind analoge Systeme der ersten Generation. Diese Auflistung zeigt
bereits, daß sich kein weltweiter Standard entwickeln konnte, sondern mehrere zueinander
inkompatible Systeme zeitgleich nebeneinander existierten.
In Systemen der zweiten Generation erfolgte sowohl die Sprachu¨bertragung als auch die
Signalisierung digital. Wie auch bei den Systemen der ersten Generation entwickelten sich
weltweit mehrere zueinander nicht kompatible Standards. In den USA entstanden die digitalen
IS-95 und IS-136 Systeme. Die europa¨ischen Staaten einigten sich auf das digitale Global
System for Mobile Communication (GSM) [EV97], [MP92], das im Jahre 1991 standardisiert
wurde. Dieses System ermo¨glicht Roaming zwischen verschiedenen Providern und zwischen
La¨ndern, in denen das GSM System installiert ist. Mit Installationen in u¨ber 130 La¨ndern im
Jahre 1999 ist es das derzeit am weitesten verbreitete System.
Mobilkommunikationssysteme auf der Basis von GSM unterstu¨tzen sowohl die Kommu-
nikation zum mobilen Endsystem, als auch Kommunikation, bei der das mobile System die
Datenquelle darstellt. Auch die Kommunikation zwischen zwei mobilen Systemen ist mo¨glich.
Desweiteren ist die Kommunikation nicht auf einen reinen Audio-Dienst beschra¨nkt. Es ist
zusa¨tzlich ein Nachrichtendienst, ein Faxdienst und ein Dienst zur U¨bertragung beliebiger
Daten nutzbar. Da das Netz urspru¨nglich fu¨r die Telefonie entwickelt wurde, wurde es mit-
tels des leitungsorientierten Kommunikationsparadigmas realisiert. Somit war es naheliegend,
auch fu¨r den Datendienst den leitungsorientierten Ansatz zu nutzen. Andernfalls wa¨ren mas-
sive A¨nderungen in dem Kommunikationssystem, das die Basisstationen verbindet, notwendig
geworden.
In GSM werden U¨bertragungsraten von 9.6 Kbit/sec [EV97] (ohne Kanalbu¨ndelung) bzw.
mittels HSCSD [ETS97] von bis zu 57.6 KBit/sec (mit Kanalbu¨ndelung) erreicht. Der General
Packet Radio Service (GPRS) [BW97], eine Erweiterung von GSM, nutzt das paketvermit-
telte Kommunikationsparadigma und bietet im Endausbau Datenraten bis zu 150 Kbit/sec.
Dieser Dienst steht seit Anfang 2001 – allerdings mit einer maximalen U¨bertragungsrate von
53.6 Kbit/sec – zur Verfu¨gung. UMTS [HWB00] als Mobilkommunikationssystem der na¨ch-
sten Generation soll fla¨chendeckend Datenraten von 384 Kbit/sec und im lokalen Bereich von
bis zu 2 Mbit/sec bereitstellen.
Anstatt fla¨chendeckend einen Datendienst mit den oben genannten – im Vergleich zum
Festnetz – geringen Bandbreiten zu realisieren, ko¨nnen auch Infrastrukturnetzwerke aufge-
baut werden, die zwar keine weitgehend vollsta¨ndige Fla¨chenabdeckung bieten, dafu¨r aber
in dem Bereich, den sie abdecken, deutlich ho¨here Datenraten zur Verfu¨gung stellen. Die im
na¨chsten Abschnitt beschriebenen drahtlosen lokalen Netze bieten drahtlos angeschlossenen
Endsystemen deutlich ho¨here Datenraten als die fla¨chendeckenden terrestrischen Systeme.
Drahtlose lokale Netze
Drahtlose lokale Netze [Wav96], [IEE99] sind ebenfalls als Infrastrukturnetzwerke ausgelegt.
Wie der Name schon sagt, sind diese Netze nur fu¨r eine lokale, o¨rtlich begrenzte Fla¨chenab-
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deckung konzipiert. Der Ausdehnungsbereich a¨hnelt dem drahtgebundener lokaler Netze. Bei-
spielsweise kann mittels drahtloser lokaler Netze die Netzwerkkonnektivita¨t einzelner Abtei-
lungen oder eines ganzen Firmenareals realisiert werden. Je nach verwendeter Technologie
liegt die Reichweite einer Basisstation in der Gro¨ßenordnung von ca. 20 bis ca. 200 Metern.
Von wesentlicher Bedeutung ist hierbei, ob die Kommunikation innerhalb oder außerhalb von
Geba¨uden erfolgt. Eine Basisstation, die in einem Geba¨ude lediglich eine Zelle mit einem
Radius von ca. 50 Metern versorgt, kann in baugleicher Ausfu¨hrung und mit gleicher Sende-
leistung außerhalb eines Geba¨udes einer deutlich gro¨ßeren Zelle – in der Gro¨ßenordnung von
mehreren 100 Metern – eine ausreichende Funkversorgung bieten.
Drahtlose lokale Netze sind sowohl fu¨r den Telefondienst als auch fu¨r den Datendienst
entwickelt worden. Die fu¨r den Telefondienst ausgelegten Netze sind als leitungsvermittelte
Netze, die fu¨r den Datendienst konzipierten Netze als paketvermittelte Netze realisiert. In
beiden Netzen ist eine Mobilita¨tsunterstu¨tzung notwendig, um Daten- bzw. Sprachverbin-
dungen trotz der unter Umsta¨nden notwendigen Basisstationswechsel mobiler Endsysteme
aufrechterhalten zu ko¨nnen.
2.1.3.4 U¨berblick u¨ber drahtlose Netze
Tabelle 2.1 zeigt eine Auflistung verschiedener drahtloser Kommunikationstechnologien. In
Abha¨ngigkeit von der Gro¨ße des Abdeckungsbereiches erfolgt die Einordnung in die Klasse
’short range’, ’wireless LAN’ (W-LAN) oder ’wireless wide area network’ (W-WAN). In die
letzte Gruppe werden drahtlose Netze eingeordnet, die fla¨chendeckend Netzanbindung bieten.
Zusa¨tzlich zu dieser Einordnung kann der Tabelle entnommen werden, welche Datenraten
von den Netzen zur Verfu¨gung gestellt werden und ob sie als Infrastrukturnetzwerke ausge-
legt sind oder auch als Ad-Hoc-Netzwerke einsetzbar sind. Einige der aufgefu¨hrten Systeme






short IrDA 155 Kbit/sec, 4 Mbit/sec - x
range Bluetooth [HNI+98] 721 Kbit/sec - x
ARLAN [ARL97] 1/2 Mbit/sec x -
W-LAN WaveLAN [Wav96] 1/2 Mbit/sec x -
IEEE 802.11 [IEE99] 2/11 Mbit/sec x x
GSM [EV97] 9.6 Kbit/sec x -
HSCSD [ETS97] 57.6 Kbit/sec x -
W-WAN
GPRS [BW97] 150 Kbit/sec x -
UMTS [HWB00] 384 Kbit/sec x -
Tabelle 2.1: Aufstellung drahtloser Netze
2.1.4 Grundlegende Probleme der Mobilkommunikation
Bedingt durch die Struktur und die U¨bertragungseigenschaften drahtloser Netze sind fu¨r den
erfolgreichen Aufbau und Einsatz dieser Netze eine Reihe von zusa¨tzlichen Randbedingungen
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zu beru¨cksichtigen, die es in dieser Form bei der drahtgebundenen Kommunikation bisher
nicht gab. Daru¨ber hinaus ergeben sich wegen der erforderlichen Handlichkeit der mobilen
Endgera¨te und der begrenzten Akkukapazita¨ten fu¨r ihre Energieversorgung weitere Anforde-
rungen. Im folgenden sind zu lo¨sende Probleme aufgelistet:
• Medienzugriff
Da ggf. mehrere mobile Systeme gemeinsam denselben Funkkanal nutzen, ist eine ge-
eignete Medienzugriffskontrolle erforderlich. Diese muß auch dann funktionieren, wenn
nicht alle mobilen Systeme die Funksignale aller anderen, den gemeinsamen Funkkanal
nutzenden Systeme empfangen ko¨nnen.
• Unterstu¨tzung von Basisstationswechseln und Lokalisierung mobiler Systeme
Bedingt durch die Mobilita¨t ist nach einem Ortswechsel eines mobilen Systems ggf. die
Kommunikation mit der bisherigen Basisstation nicht mehr mo¨glich. Die Unterstu¨tzung
von Basisstationswechseln sorgt dafu¨r, daß trotz der Mobilita¨t von Endsystemen deren
funktechnische Anbindung gewa¨hrleistet ist. Daru¨ber hinaus mu¨ssen mobile Systeme,
unabha¨ngig davon welche Basisstation sie fu¨r die Kommunikation nutzen, zuverla¨ssig
lokalisiert werden ko¨nnen.
• Sicherheit
Im Gegensatz zur drahtgebundenen Kommunikation ist sowohl fu¨r das Mitlauschen von
Daten als auch fu¨r die Integration eines mobilen Systems in ein drahtloses Netz keine
Ankopplung an ein Kabel erforderlich. Sicherheitsmechanismen zur Authentifizierung
und Verschlu¨sselung sind deshalb zusa¨tzlich notwendig, um Schutz vor feindlichen An-
griffen zu gewa¨hrleisten.
• Stromverbrauch
Aufgrund begrenzter Akkukapazita¨ten sollte der fu¨r die Kommunikation erforderliche
Anteil der Akkukapazita¨t mo¨glichst gering gehalten werden.
Die bisher genannten Probleme werden in dieser Arbeit nicht weiter ausgefu¨hrt. Fu¨r sie
sind bereits eine Vielzahl von Lo¨sungsansa¨tzen entwickelt worden. In verfu¨gbaren und existie-
renden drahtlosen Netzen kommen diese bereits teilweise zum Einsatz. Lo¨sungsansa¨tze fu¨r die
im folgenden aufgelisteten Probleme werden hingegen noch kontrovers diskutiert und sind ein
zentraler Bestandteil dieser Arbeit:
• Unterbrechungen der Kommunikation auf dem Funkkanal,
• zeitweilig ho¨here Bitfehlerraten des Funkkanals und
• schwankende U¨bertragungseigenschaften.
U¨bertragungseigenschaften der drahtlosen U¨bertragung
In den in Kapitel 2.1.3.2 beschriebenen Multi-Hop-Netzwerken muß auf Grund der Mobili-
ta¨t mobiler Endsysteme, die mittels ihrer Forwarding-Funktionalita¨t die Weiterleitung von
Paketen u¨bernehmen, das Routing ha¨ufig angepaßt werden. Im Kontext vieler, sich schnell
bewegender mobiler Systeme sind kurzzeitige Unterbrechungen und somit deutlich ho¨here Pa-
ketverlustraten als in drahtgebundenen Netzen die Folge [DPR00], [BMJ+98]. Daru¨ber hinaus
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sind unter Umsta¨nden auch la¨nger andauernde Unterbrechungen der Netzwerkkonnektivita¨t
fu¨r mobile Endsysteme unvermeidbar. Dies ist fu¨r ein Endsystem A der Fall, falls ein End-
system B, das urspru¨nglich das Forwarding zu Endsystem A u¨bernommen hat, auf Grund
eines Ortswechsels Pakete nicht mehr zu Endsystem A weiterleiten kann und auch kein an-
deres mobiles Endsystem des Multi-Hop-Netzwerkes das Weiterleiten zu Endsystem A u¨ber-
nehmen kann. Ein zwischenzeitlicher Verlust der Netzwerkkonnektivita¨t stellt in Multi-Hop-
Netzwerken keine Ausnahmesituation dar. Bei Infrastrukturnetzwerken ko¨nnen Basisstations-
wechsel einen – allerdings kurzzeitigen – Verlust der Netzwerkkonnektivita¨t zur Folge haben.
Sowohl bei Multi-Hop-Netzwerken als auch bei Infrastrukturnetzwerken ist das tempora¨re
Verlassen des Bereiches der Netzabdeckung seitens eines mobilen Systems unter Umsta¨nden
nicht zu vermeiden. Auch in diesem Fall ist ein tempora¨rer Verlust der Netzwerkkonnektivita¨t
die Folge.
Funkkana¨le sind hinsichtlich U¨bertragungsfehlern wesentlich anfa¨lliger als drahtgebundene
U¨bertragungskana¨le. Vorwa¨rtsfehlerkorrektur und eine geeignete Wahl des auf dem Funkka-
nal verwendeten Kodierungsverfahrens werden eingesetzt, um die fu¨r ho¨here Schichten des
Protokollstacks sichtbare Bitfehlerrate zu reduzieren. Vorwa¨rtsfehlerkorrekturverfahren fu¨gen
dem Datenstrom Redundanz hinzu, die beim Empfa¨nger zur Korrektur von Bitfehlern ge-
nutzt werden kann. Intelligente Verfahren adaptieren die Menge hinzugefu¨gter Redundanz
unter Beru¨cksichtigung der aktuellen U¨bertragungseigenschaften des Funkkanals. Somit kann
vermieden werden, daß zu Zeiten guter U¨bertragungseigenschaften unno¨tigerweise Redundanz
hinzugefu¨gt und somit U¨bertragungsbandbreite verschwendet wird.
Im Rahmen der vorliegenden Arbeit wird davon ausgegangen, daß der Funkkanal trotz
Vorwa¨rtsfehlerkorrektur nicht jederzeit die U¨bertragung mit Bitfehlerraten ermo¨glicht, wie sie
bei der drahtgebundenen U¨bertragung anzutreffen sind. Um diese Annahme zu untermauern,
wird im folgenden auf Vermessungen installierter drahtloser Kommunikationssysteme [DR92],
[ES96], [RSW98], [CG97], in der Spezifikation der Systeme aufgefu¨hrte Angaben [Wav96] und
auf fu¨r die Modellierung derartiger Systeme verwendete Modelle [ES98a] eingegangen.
Bitfehlerraten bzw. Paketverlustraten, die sich mittels geeigneter Kanalkodierungsverfah-
ren und Vorwa¨rtsfehlerkorrekturverfahren – aber ohne vom System ggf. unterstu¨tzte Schicht 2
U¨bertragungswiederholungen – erzielen lassen, sind fu¨r einige Systeme im folgenden aufge-
fu¨hrt. Bei Systemen mit Schicht 2 Wiederholungen kann lediglich die verbleibende Fehlerrate
bestimmt werden, die sich ergibt, nachdem bereits Fehler mittels Schicht 2 Wiederholungen
korrigiert wurden, aber nicht die alleine durch Kanalkodierungsverfahren und Vorwa¨rtsfehler-
korrekturverfahren erzielbaren Bitfehlerraten. Da bei den folgenden Ausfu¨hrungen die typi-
scherweise auf dem Funkkanal auftretenden Fehlerraten Gegenstand der Betrachtungen sind,
wird auf Systeme mit Schicht 2 Wiederholungen in diesem Unterkapitel nicht weiter einge-
gangen. U¨bertragungswiederholungen in der Schicht 2 werden in Kapitel 3.3.1 als eine von
mehreren Mo¨glichkeiten zur Kompensation fehleranfa¨lliger drahtloser Links diskutiert. Dort
wird auch beschrieben, welche negativen Auswirkungen sie unter Umsta¨nden haben.
Das drahtlose lokale Netz WaveLAN [Wav96] ist in mehreren verschiedenen Untersuchun-
gen hinsichtlich U¨bertragungsfehlern betrachtet worden. [DR92] beschreibt die Paketfehler-
wahrscheinlichkeit des im Frequenzbereich um 900 MHz betriebenen WaveLANs in Abha¨n-
gigkeit von der Distanz zwischen Sender und Empfa¨nger. Zwischen Sender und Empfa¨nger,
die innerhalb eines Geba¨udes auf einem Gang angeordnet sind, besteht eine Sichtverbindung.
Bis zu einer Entfernung von 40 Metern liegt die Paketfehlerwahrscheinlichkeit unter 1 Prozent
und zwischen 40 und 50 Metern unter 2 Prozent. Im Bereich zwischen 50 und 55 Metern steigt
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sie auf bis zu 60 Prozent an. Daru¨ber hinaus schwankt die Fehlerrate in diesem Bereich stark.
Bereits kleine Positionsa¨nderungen haben unter Umsta¨nden eine starke Vera¨nderung der Pa-
ketfehlerwahrscheinlichkeit zur Folge. Eine geringere Distanz bedeutet hierbei allerdings nicht
auch zugleich eine geringere Paketfehlerwahrscheinlichkeit.
[ES96] beschreibt ebenfalls die Messungen an einem installierten WaveLAN. Es werden
in einer Bu¨roumgebung verschiedene typische Szenarien betrachtet und fu¨r diese die Paket-
fehlerwahrscheinlichkeiten bestimmt. Reichweitenbetrachtungen sind nicht im Fokus dieser
Untersuchungen, stattdessen werden die Auswirkungen von Hindernissen im Ausbreitungs-
pfad der Funkwellen und die Interferenz mit Signalen anderer den gleichen Frequenzbereich
nutzenden Sendern betrachtet. Fu¨r einen ca. 3 Meter entfernten und durch eine Wand vom
Sender getrennten Empfa¨nger ermitteln die Autoren eine Paketfehlerwahrscheinlichkeit nahe
Null. In weiteren Szenarien, bei denen die Distanz zwischen 10 und 15 Metern variiert und bis
zu 3 Wa¨nde zwischen Sender und Empfa¨nger angeordnet sind, ergeben sich Paketverlustraten
von bis zu 3 Prozent. Daru¨ber hinaus beschreiben die Autoren ein Szenario, in dem Sender und
Empfa¨nger ohne Paketverluste miteinander kommunizieren ko¨nnen, und sich alleine dadurch,
daß sich ein Mensch u¨ber die Antenne des Empfa¨ngers beugt, eine Paketfehlerwahrscheinlich-
keit von 15 Prozent ergibt. Das Einschalten eines drahtlosen Inhouse-Telefons, das im gleichen
Frequenzbereich betrieben wird, verursacht ein Ansteigen der Paketfehlerwahrscheinlichkeit
auf u¨ber 50 Prozent. Diese Messungen fließen in ein Fehlermodell ein, das Bitfehlerraten zwi-
schen 0 und 10−3 annimmt und in [ES98a] beschrieben ist. Auch die in [RSW98] beschriebenen
Messungen zeigen eine große Schwankungsbreite der Paketfehlerraten. An Orten mit optima-
lem Funkempfang liegt sie bei 0 Prozent, an weniger gu¨nstigen Orten bei 5 Prozent und an
Orten mit schlechtem Funkempfang bei bis zu 40 Prozent. Vor dem Hintergrund all dieser
Messungen muß die vom Hersteller fu¨r WaveLAN angegebene Bitfehlerrate von 10−8 [Wav96]
als zu optimistisch und nur unter optimalen Bedingungen erreichbar angesehen werden.
Mittels U¨bertragungswiederholungen lassen sich auch an Orten schlechten Funkempfangs
niedrige Paketfehlerraten erzielen. In [RSW98] werden fu¨r das drahtlose lokale Netz ARLAN
[ARL97] Paketfehlerraten von 10−6 angegeben. In [Wav99] wird fu¨r WaveLAN IEEE 802.11
bzw. IEEE 802.11b eine Bitfehlerrate von kleiner als 10−5 genannt. Auf die U¨bertragungsfeh-
lerwahrscheinlichkeit dieser Systeme wird hier nicht weiter eingegangen, da sie bereits spezielle
Mechanismen zur Kompensation der ho¨heren Fehlerraten auf dem Funkkanal beinhalten. Zu-
sammen mit anderen Mechanismen, die die ho¨here Fehleranfa¨lligkeit des drahtlosen Links
adressieren, werden sie in Kapitel 3 beschrieben.
Hinsichtlich der Bitfehlerraten stellt sich die Situation in drahtlosen Netzen, die eine u¨ber-
regionale Funkabdeckung bieten, a¨hnlich dar. Im sogenannten transparenten U¨bertragungsmo-
dus von GSM, der auf lokale U¨bertragungswiederholungen in der Schicht 2 verzichtet, ergeben
sich Bitfehlerraten im Bereich von 10−2 bis 10−5 [EV97]. Fu¨r den in der GSM Phase 2+ neu
eingefu¨hrten General Packet Radio Service (GPRS) [BW97], [CG97] wird von Bitfehlerraten
im Bereich von 10−3 bis 10−6 ausgegangen.
In Tabelle 2.2 sind nochmals die Ursachen fu¨r tempora¨re Unterbrechungen und tempora¨r
ho¨here Bitfehlerraten zusammengefaßt. Unterbrechungen und ho¨here Bitfehlerraten sind nicht
als anormal anzusehen, sondern ko¨nnen sich im Falle der funkbasierten U¨bertragung auch un-
ter normalen Umsta¨nden ergeben. Diese Schwankungen der U¨bertragungseigenschaften sind
typisch fu¨r die drahtlose Kommunikation. Um trotz dieser Schwankungen der U¨bertragungs-
eigenschaften eine zuverla¨ssige Kommunikation zu ermo¨glichen, muß sich ein System an die





unvollsta¨ndige Netzabdeckung Erreichen der Reichweitengrenze
Fehlende Weiterleitung
in Multi-Hop-Netzwerken
Funksender im gleichen Frequenz-
band (z.B. ISM-Band)
Basisstationswechsel Abschattungseffekte
Tabelle 2.2: Ursachen fu¨r Unterbrechungen bzw. ho¨here Bitfehlerraten
2.1.5 Kopplung verschiedener Infrastrukturnetzwerke
Abb. 2.5 zeigt ein Szenario, in dem mehrere verschiedene Infrastrukturnetzwerke u¨ber das In-
ternet gekoppelt sind. Der lokale Bereich wird im dargestellten Szenario durch zwei drahtlose
lokale Netze (IEEE 802.11) mit hohen zur Verfu¨gung gestellten U¨bertragungsraten abgedeckt.
Eine fla¨chendeckende Netzabdeckung und geringere U¨bertragungsraten bietet das terrestrische
Mobilkommunikationssystem GSM. Die beiden drahtlosen lokalen Netze verwenden im dar-
gestellten Szenario identische Netzwerktechnologien, sind aber verschiedenen administrativen
Doma¨nen zugeordnet. Der Laptop ist mit 2 Netzwerkkarten ausgeru¨stet: Einer IEEE 802.11











































Abbildung 2.5: Kopplung verschiedener Infrastrukturnetzwerke
In Abb. 2.5 sind drei Arten der Mobilita¨t dargestellt, die im folgenden erla¨utert werden:
• Lokale Mobilita¨t
Die Mobilita¨t des mobilen Systems ist auf den Abdeckungsbereich eines Infrastruktur-
netzwerkes limitiert. Ist die Mobilita¨t des Palmtop wie in Abb. 2.5 dargestellt auf das
Netz A beschra¨nkt, ist hierfu¨r lediglich eine lokale Mobilita¨tsunterstu¨tzung erforderlich.
In Netz B, Netz C und Netz D hat der Palmtop keine Netzwerkkonnektivita¨t. Die lokale
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Mobilita¨t kann alleine durch die Mobilita¨tsunterstu¨tzung innerhalb des jeweiligen Net-
zes realisiert werden. Eine Abstimmung bzw. Standardisierung zwischen verschiedenen
Netzen ist nicht erforderlich, d.h. proprieta¨re Einzello¨sungen sind mo¨glich.
• Erweiterte lokale Mobilita¨tsunterstu¨tzung
Im Gegensatz zur lokalen Mobilita¨t ist die Mobilita¨t des Endsystems nicht auf genau
ein Infrastrukturnetzwerk beschra¨nkt. Verwenden mehrere Infrastrukturnetzwerke die
gleiche Funktechnologie und gibt es U¨bereinku¨nfte zwischen den Betreibern hinsichtlich
einer Mobilita¨tsunterstu¨tzung zwischen diesen Netzwerken, so spricht man von einer er-
weiterten lokalen Mobilita¨tsunterstu¨tzung. Im in Abb. 2.5 skizzierten Szenario existiert
ein derartiges Abkommen zwischen den Betreibern des Netzes C und des Netzes D, so
daß trotz des Wechsels des Laptops von Netz C in Netz D die Netzwerkkonnektivita¨t
bestehen bleibt. Im Bereich der mobilen Telefonie gibt es Abkommen zwischen Provi-
dern, die das sogenannte Roaming, d.h. den Wechsel eines Mobiltelefons vom Netz eines
Providers in das Netz eines anderen Providers, regeln.
• Globale Mobilita¨tsunterstu¨tzung
Globale Mobilita¨t liegt vor, falls ein Endsystem in den Bereich eines anderen Infrastruk-
turnetzwerkes wechselt, welches eine andere Funktechnologie nutzt. Fu¨r den Laptop, der
in Abb. 2.5 Netz B verla¨ßt und sich in Netz D anmeldet, ist eine globale Mobilita¨tsunter-
stu¨tzung notwendig, um die Netzwerkkonnektivita¨t aufrechtzuerhalten.
Globale Mobilita¨t liegt allerdings nicht nur dann vor, wenn mit dem Netzwerkwech-
sel auch ein Wechsel der Funktechnologie einhergeht. Unter der Annahme, daß im in
Abb. 2.5 skizzierten Szenario keine U¨bereinku¨nfte hinsichtlich der Mobilita¨tsunterstu¨tz-
ung zwischen den Betreibern von Netz C und Netz D existieren, kann der Laptop nicht
von einer erweiterten lokalen Mobilita¨tsunterstu¨tzung profitieren. Stattdessen ist der
Laptop auf eine globale Mobilita¨tsunterstu¨tzung angewiesen, um auch nach einem Wech-
sel in Netz D die Netzwerkkonnektivita¨t aufrechterhalten zu ko¨nnen.
Auch in Zukunft ist nicht davon auszugehen, daß die drahtlose Anbindung mobiler Syste-
me durch ein einziges Infrastrukturnetzwerk realisiert werden wird. Somit ist eine lokale bzw.
erweiterte lokale Mobilita¨tsunterstu¨tzung fu¨r die Internetanbindung mobiler Systeme nicht
ausreichend, sondern eine globale Mobilita¨tsunterstu¨tzung erforderlich. Aufgabe der globalen
Unterstu¨tzung ist es, fu¨r mobile Systeme bestimmte IP-Pakete u¨ber die IP-Router des Inter-
nets zum Gateway des Infrastrukturnetzwerkes zu routen, u¨ber das die drahtlose Anbindung
der mobilen Systeme erfolgt. Innerhalb des jeweiligen Infrastrukturnetzwerkes obliegt es der
lokalen bzw. erweiterten lokalen Mobilita¨tsunterstu¨tzung des jeweiligen Infrastrukturnetzwer-
kes, die IP-Pakete weiter zum jeweiligen mobilen System zu transportieren.
Die Konzepte der lokalen Mobilita¨tsunterstu¨tzung sind spezifisch fu¨r das jeweils verwen-
dete Infrastrukturnetzwerk. Die globale Mobilita¨tsunterstu¨tzung hingegen ist zugeschnitten
auf die die verschiedenen Infrastrukturnetzwerke verbindende Netzwerktechnologie, d.h. das
Internet. Fu¨r eine globale Mobilita¨tsunterstu¨tzung sind somit Mechanismen notwendig, die
die Adressierung mobiler IP-basierter Endsysteme im Internet erlauben und die IP-Pakete
zu dem Gateway des Infrastrukturnetzwerkes routen, u¨ber das das mobile System aktuell
angebunden ist. Das von der IETF entwickelte und in [Per96b] spezifizierte Mobile IP Pro-
tokoll bietet diese Funktionalita¨t und wird im folgenden Unterkapitel in seinen Grundzu¨gen
beschrieben.
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2.2 Globale Mobilita¨tsunterstu¨tzung: Mobile IP
Erste Ideen fu¨r eine globale Mobilita¨tsunterstu¨tzung im Internet sind in [IDJ92] beschrieben.
Von verschiedenen Forschungseinrichtungen wurden mehrere Konzepte entwickelt. Ein U¨ber-
blick u¨ber diese Ansa¨tze ist in [SZD96], eine vergleichende Gegenu¨berstellung in [FZ96] zu
finden. Als das Protokoll der Wahl hat sich das Mobile IP Protokoll herauskristallisiert. Es ist
in RFC 2002 [Per96b] und in [Per98a] im Detail beschrieben. Um einen U¨berblick u¨ber Mobi-
le IP, d.h. die verwendete Architektur und die wesentlichen Protokollfunktionen, zu gewinnen,
eignet sich [Per98b]. Die Grundzu¨ge des IP-Routings [Hui00], die Architektur von Mobile IP
und die wesentlichen Protokollmechanismen von Mobile IP werden in diesem Unterkapitel
insoweit beschrieben, wie es fu¨r das Versta¨ndnis der vorliegenden Arbeit erforderlich ist.
2.2.1 Grundproblem
Hauptproblem bei der Internetanbindung mobiler Systeme ist die Tatsache, daß ohne Mobi-
lita¨tsunterstu¨tzung IP-Pakete, die an ein mobiles System adressiert sind, unter Umsta¨nden
nicht an den aktuellen Aufenthaltsort des mobilen Systems geroutet werden. Router im In-
ternet bestimmen anhand der in der Routingtabelle gespeicherten Information aus der im
IP-Paket kodierten Zieladresse eines Pakets den na¨chsten Router, an den das Paket weiterge-
leitet wird. Falls weder die IP-Adresse eines mobilen Systems noch Routingtabelleneintra¨ge
modifiziert werden, a¨ndert sich auch das Routing der an das mobile System adressierten Pa-
kete nicht. Somit werden nach einem Ortswechsel Pakete nicht an den neuen Aufenthaltsort
eines mobilen Systems transportiert.
Adressierung in IP-Netzwerken
Die Adressierung im Internet erfolgt anhand einer 32 Bits umfassenden IP-Adresse. Anstatt
IP-Adressen bina¨r darzustellen, werden zur besseren Lesbarkeit in der Regel jeweils 8 Bits
zusammengefaßt, als Dezimalwert dargestellt und die sich ergebenden 4 Dezimalwerte durch
Punkte voneinander getrennt. Diese Notation wird als Punktnotation bezeichnet. 134.169.34.1
ist beispielsweise die Darstellung einer IP-Adresse in der Punktnotation.
Hinsichtlich der Routingstrategien wird zwischen dem flachen Routing und dem Pra¨fix-
Routing unterschieden. Beim flachen Routing ist die vollsta¨ndige IP-Adresse Grundlage fu¨r
die Routingentscheidung innerhalb eines Routers. In jedem Router muß fu¨r jedes adressierbare
System ein Routingtabelleneintrag vorhanden sein. Aufgrund der linear mit der Anzahl der
adressierbaren Endsysteme steigenden Gro¨ße der Routingtabellen skaliert dieser Ansatz nicht.
Die Idee des Pra¨fix-Routings ist es, in den IP-Routern Routinginformationen zu aggregie-
ren. Grundkonzept hierbei ist, fu¨r Systeme, deren Pakete u¨ber den gleichen na¨chsten Router
weitergeleitet werden, nicht jeweils einen individuellen Eintrag in der Routingtabelle zu ver-
wenden, sondern einen Eintrag fu¨r mehrere Endsysteme zu nutzen. Die Routingentscheidung
erfolgt dann allerdings nicht auf Grundlage der kompletten IP-Adresse, sondern auf Basis des
sogenannten Routing-Pra¨fixes. Der Routing-Pra¨fix setzt sich aus einer IP-Adresse und der
Angabe der Anzahl der relevanten ho¨herwertigen Bits zusammen. Der Pra¨fix 134.169.34/24
umfaßt beispielsweise die 24 ho¨herwertigen Bits der angefu¨hrten Adresse. Fu¨r Endsysteme
mit verschiedenen IP-Adressen, aber identischem Routing-Pra¨fix ist in der Routingtabelle
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nur ein Eintrag erforderlich. Diese Systeme mu¨ssen geographisch so ans Internet angebun-
den sein, daß sie auch tatsa¨chlich u¨ber denselben na¨chsten Router erreicht werden ko¨nnen.
Beim Pra¨fix-Routing reflektiert der Routing-Pra¨fix einer IP-Adresse zugleich auch, wo in der
Netzwerktopologie das jeweilige Endsystem an das Internet angebunden ist. Ohne A¨nderung
der IP-Adresse – und somit auch des Routing-Pra¨fixes – kann ein Endsystem nicht an einer
anderen Stelle in der Netzwerktopologie an das Internet angebunden werden, da andernfalls
fu¨r dieses Endsystem bestimmte Pakete nicht an diesen Ort geroutet werden wu¨rden. Eine
Beschreibung der derzeit im Internet fu¨r das Routing verwendeten Konzepte ist in [Hui00]
zu finden. Details bezu¨glich des verwendeten Routings auf Basis des Classless Inter-Domain
Routings (CIDR) ko¨nnen RFC 1518 [RL93] entnommen werden. Fu¨r den Austausch der fu¨r
das Routing erforderlichen Informationen kann das Border Gateway Protocol (BGP) [RL94]
eingesetzt werden.
Empfa¨ngt ein Router ein Paket, das nicht an ihn selbst adressiert ist, ist er fu¨r das Routing
dieses Pakets zusta¨ndig. Zur Bestimmung, an welches System das Paket weiterzuleiten ist,
wird die Routingtabelle herangezogen. Unter anderem entha¨lt eine Zeile dieser Tabelle einen
Routing-Pra¨fix und die IP-Adresse des Routers, an den das jeweilige Paket weiterzuleiten
ist. Fu¨r jedes weiterzuleitende Paket wird die IP-Adresse des Pakets mit den in der Tabelle
gespeicherten Pra¨fixes verglichen und der la¨ngste u¨bereinstimmende Routing-Pra¨fix ermittelt.


























Abbildung 2.6: Routing in IP-Netzwerken
Abb. 2.6 zeigt ein Szenario mit einem Festnetzrechner, mehreren Routern, zwei Subnetzen
und einem mobilen Laptop, der mit dem Festnetzrechner kommuniziert. Die zwei dargestell-
ten Subnetze sind u¨ber Router 1 bzw. Router 2 und diese u¨ber Router 3 an das Internet
angebunden. In Router 3 wird entschieden, in welches der beiden dargestellten Subnetze ein
Paket weitergeleitet wird. Grundlage hierfu¨r sind die in der Abbildung dargestellten Zeilen
der Routingtabelle. Pakete mit der Zieladresse 134.169.34.x werden an Router 1 gesendet,
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Pakete mit der Zieladresse 134.169.35.x an Router 2. Die bereits angesprochene Aggregation
von Routinginformation a¨ußert sich darin, daß unabha¨ngig von der Anzahl der in den darge-
stellten Subnetzen angeschlossenen Endsysteme jeweils nur ein Eintrag in der Routingtabelle
von Router 3 erforderlich ist.
IP-Routing zu mobilen Systemen
Ist der Laptop mit der IP-Adresse 134.169.34.3 u¨ber das Subnetz 134.169.34.x an das Internet
angebunden, so werden an ihn adressierte Pakete korrekt bei ihm ausgeliefert. Ist der Laptop
hingegen nach einem Ortswechsel, wie in Abb. 2.6 schematisch dargestellt, u¨ber das Subnetz
134.169.35.x an das Internet angebunden, ist er aus dem Internet nicht mehr erreichbar.
Ursache hierfu¨r ist der Routing-Pra¨fix der IP-Adresse des Laptops, der nicht zum Pra¨fix des
Subnetzes, in das er gewechselt ist, paßt. An den Laptop gesendete IP-Pakete werden weiterhin
u¨ber den Router 1 in das Subnetz 134.169.34.x ausgeliefert.
Ein erster Ansatz, um die Erreichbarkeit eines mobilen Systems auch nach einem Subnetz-
wechsel sicherzustellen, ist es, dem mobilen System eine neue IP-Adresse zuzuweisen, deren
Routing-Pra¨fix zu dem Pra¨fix des neuen Subnetzes paßt. Somit hat ein Subnetzwechsel auch
einen Wechsel der IP-Adresse des mobilen Systems zur Folge. Eine A¨nderung der IP-Adresse
ist allerdings fu¨r bereits laufende Anwendungen problematisch. Beim Start einer Kommuni-
kationsbeziehung werden im mobilen System im sogenannten Protokollkontrollblock, in dem
Statusinformation des verwendeten Transportprotokolls verwaltet wird, unter anderem die
IP-Adressen der miteinander kommunizierenden Endsysteme abgelegt. Zusammen mit einem
weiteren Identifer, der sogenannten Portnummer, kann ein einzelner Verbindungsendpunkt
identifiziert werden. A¨ndert sich die IP-Adresse, so kann das empfangende Endsystem auf
Grund der gea¨nderten IP-Adresse das IP-Paket nicht mehr der jeweiligen Kommunikations-
beziehung zuordnen. Als Konsequenz ergibt sich hieraus die Notwendigkeit eines Neustartes
der Kommunikationsbeziehung und ggf. der jeweiligen Anwendung. Wegen dieses Neustartes
kann durch den beschriebenen Ansatz lediglich Portabilita¨t, aber nicht Mobilita¨t von Endsy-
stemen unterstu¨tzt werden.
Wie beschrieben, ist die IP-Adresse fu¨r das Routing im Internet von Bedeutung, dar-
u¨ber hinaus ist sie auch fu¨r die Identifikation von Verbindungsendpunkten relevant. Fu¨r die
Unterstu¨tzung mobiler Endsysteme ergeben sich zwei nicht miteinander vereinbare Randbe-
dingungen: Wa¨hrend der Verbindungsendpunkt (und damit auch die IP-Adresse), den die
Anwendungen fu¨r ihre Kommunikation nutzen, auch im Fall von Subnetzwechseln eines mo-
bilen Systems unvera¨ndert bleiben muß, ist fu¨r das korrekte Routing der Pakete in das neue
Subnetz eine A¨nderung der IP-Adresse erforderlich.
Die Grundidee fu¨r die Lo¨sung dieses Problems besteht darin, dem mobilen System zwei
Adressen zuzuordnen. Eine permanente IP-Adresse, die auch im Falle von Subnetzwechseln
nicht gea¨ndert wird, dient der Identifikation des Verbindungsendpunktes. Die zweite Adresse
wird als tempora¨re IP-Adresse bezeichnet und ist fu¨r das Routing der Pakete zum aktuellen
Aufenthaltsort des mobilen Endsystems relevant. Fu¨r das Mapping zwischen der permanen-
ten und der tempora¨ren Adresse ist im Netzwerk eine Instanz erforderlich, die beide Adressen
kennt und insbesondere auch u¨ber die A¨nderung der tempora¨ren IP-Adresse nach einem Sub-
netzwechsel informiert wird.
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2.2.2 Architektur und grundlegender Protokollablauf
Fu¨r die Mobilita¨tsunterstu¨tzung sind in Mobile IP zwei ausgewiesene Systeme vorgesehen,
die sogenannten Mobility Agents. Das Mobile IP Protokoll operiert zwischen diesen Syste-
men und dem mobilen Endsystem. Auf den Festnetzrechnern, zu denen das mobile System
Transportverbindungen unterha¨lt, ist keine Mobile IP Implementierung erforderlich. Die fu¨r
die Mobilita¨tsunterstu¨tzung notwendigen A¨nderungen beschra¨nken sich somit auf das mobile
System und die im folgenden beschriebenen Mobility Agents von Mobile IP:
• Home Agent
Mobilen Systemen wird eine permanente IP-Adresse zugewiesen. Das Subnetz, zu dem
diese IP-Adresse geho¨rt, wird als das Heimatsubnetz eines mobilen Systems bezeichnet.
Um fu¨r ein mobiles System eine Mobilita¨tsunterstu¨tzung zu realisieren, ist in dem zuge-
ho¨rigen Heimatsubnetz ein Home Agent notwendig. Es ist Aufgabe des Home Agents,
die fu¨r ein mobiles System bestimmten IP-Pakete in das Subnetz weiterzuleiten, in dem
das mobile System aktuell an das Internet angebunden ist. In diesem Subnetz u¨bernimmt
der Foreign Agent den Weitertransport der IP-Pakete.
• Foreign Agent
Ist ein mobiles System entfernt von seinem Heimatsubnetz an das Internet angebunden,
so u¨bernimmt ein im sogenannten fremden Subnetz angesiedelter Foreign Agent die
Mobilita¨tsunterstu¨tzung. Er empfa¨ngt die fu¨r das mobile System vom Home Agent wei-
tergeleiteten IP-Pakete und liefert sie an das mobile System aus. Daru¨ber hinaus sind
Foreign Agents in den Prozeß der Anmeldung eines mobilen Endsystems nach einem
Subnetzwechsel involviert.
Abb. 2.7 zeigt ein Szenario mit einem Heimatsubnetz, zwei fremden Subnetzen und den
zugeho¨rigen Mobility Agents. Im Heimatsubnetz ist ein Home Agent realisiert. Im fremden
Subnetz B ist fu¨r die Mobilita¨tsunterstu¨tzung ein Foreign Agent verfu¨gbar, im fremden Sub-
netz C hingegen nicht. Der Home Agent bzw. der Foreign Agent mu¨ssen nicht unbedingt
wie im Szenario dargestellt auf einem System innerhalb des Subnetzes realisiert sein, son-
dern ko¨nnen auch direkt auf einem das Subnetz an das Internet anbindenden Router plaziert
werden.
Fu¨r die Realisierung der Mobilita¨tsunterstu¨tzung stellt Mobile IP Mechanismen fu¨r das
Agent Discovery, die Registrierung und das Mobile IP Routing bereit. Der grundlegende Ab-
lauf, wie mit diesen Mechanismen eine globale Mobilita¨tsunterstu¨tzung realisiert werden kann,
wird im na¨chsten Unterkapitel skizziert. Eine detaillierte Beschreibung der einzelnen Funk-
tionen und ihre protokolltechnischen Umsetzung erfolgt in Kapitel 2.2.3.
2.2.2.1 Grundlegender Protokollablauf
Das mobile System ist in Abb. 2.7 zuna¨chst in seinem Heimatsubnetz an das Internet ange-
bunden. Eine spezielle Mobilita¨tsunterstu¨tzung ist in diesem Fall nicht notwendig, da an die
permanente IP-Adresse des mobilen Systems adressierte Pakete in das Heimatsubnetz geroutet
werden. Der im Heimatsubnetz angesiedelte Home Agent ist nur in die Mobilita¨tsunterstu¨tz-
ung involviert, falls sich das unterstu¨tzte mobile System in einem fremden Subnetz aufha¨lt.
Kehrt das mobile System aus einem fremden Subnetz in sein Heimatsubnetz zuru¨ck, beendet




















Abbildung 2.7: Mobile IP
der Home Agent seine Unterstu¨tzung, d.h. das mobile System ist auch ohne Beteiligung des
Home Agents aus dem Internet erreichbar. Nach einem Subnetzwechsel ermittelt ein mobi-
les System zuna¨chst mittels des Agent Discoverys, ob ein Foreign Agent im neuen Subnetz
verfu¨gbar ist. Mittels der Registrierung beim Home Agent wird dieser daru¨ber informiert, zu
welchem System er an das mobile Endsystem adressierte IP-Pakete weiterleiten soll. Aufgabe
des Mobile IP Routings ist es, diese IP-Pakete in das Subnetz zu routen, in dem das mobi-
le System aktuell an das Internet angebunden ist. Da der Routing-Pra¨fix der permanenten
IP-Adresse nicht zum Subnetz paßt, sind hierfu¨r spezielle Mechanismen notwendig.
Agent Discovery
Foreign Agents und Home Agents senden periodisch sogenannte Agent Advertisements per
Multicast aus. Diese Agent Advertisements werden in das Subnetz gesendet, fu¨r das das je-
weilige System als Agent fungiert. Eine Weiterleitung der Advertisements in andere Subnetze
erfolgt nicht. In den Advertisements ist unter anderem das Subnetz, in dem der Agent positio-
niert ist, kodiert, so daß das mobile System durch Auswertung dieser Advertisements erkennen
kann, ob ein Subnetzwechsel stattgefunden hat. Daru¨ber hinaus kann es ermitteln, ob es in
ein fremdes Subnetz oder in sein Heimatsubnetz gewechselt ist. Ist ein Subnetzwechsel erfolgt,
veranlaßt das mobile System eine Registrierung beim Home Agent. Neben der Mo¨glichkeit der
periodischen U¨bertragung der Advertisements kann ein mobiles System auch die U¨bertragung
eines Advertisements explizit anfordern. Ein detaillierte Beschreibung der Agent-Discovery-
Mechanismen erfolgt in Kapitel 2.2.3.1.
28 KAPITEL 2. GRUNDLAGEN
Registrierung
Hinsichtlich der Registrierung muß unterschieden werden, ob ein mobiles System in sein Hei-
matsubnetz zuru¨ckgekehrt oder in ein fremdes Subnetz gewechselt ist. Ist ein mobiles End-
system in ein fremdes Subnetz gewechselt, so wird dort ein System fu¨r die Mobilita¨tsunter-
stu¨tzung bestimmt. Die IP-Adresse dieses Systems wird als Care-of-Adresse bezeichnet. Sie
wird als tempora¨re IP-Adresse des mobilen Systems verwendet. Mittels einer Registrierung
beim Home Agent wird dieser u¨ber die Care-of-Adresse informiert. Der Home Agent richtet
daraufhin die Mobilita¨tsunterstu¨tzung fu¨r das mobile System ein und sendet die an das mobi-
le System adressierten IP-Pakete mittels des im na¨chsten Abschnitt beschriebenen Mobile IP
Routings an die Care-of-Adresse. Wechselt das mobile System von einem fremden Subnetz
zuru¨ck in sein Heimatsubnetz, so wird die Weiterleitung in das fremde Subnetz, in dem das
mobile System vorher registriert war, deaktiviert. Die IP-Pakete werden im Heimatsubnetz
ausgeliefert. Registrierungen werden u¨ber UDP zwischen dem mobilen System und dem Home
Agent ausgetauscht; sie sind im Detail in Kapitel 2.2.3.2 beschrieben.
Mobile IP Routing
An die permanente IP-Adresse eines mobilen Systems adressierte IP-Pakete werden in das
Heimatsubnetz des mobilen Systems geroutet. Ist das mobile Endsystem nicht in seinem Hei-
matsubnetz registriert, so kann es die IP-Pakete nicht empfangen. In Mobile IP ist es die
Aufgabe des Home Agents, diese IP-Pakete in Empfang zu nehmen. Hierzu bedient sich der
Home Agent der Mechanismen proxy ARP [Pos84] und gratuitous ARP [Ste94], um die eigent-
lich an das mobile System adressierten IP-Pakete zu empfangen. Mit dem Wissen, in welchem
Subnetz das mobile System zur Zeit registriert ist, kann der Home Agent diese Pakete in
dieses Subnetz weiterleiten. Ein sogenannter Tunnel wird dazu eingesetzt, um IP-Pakete, die
eigentlich an die permanente IP-Adresse des mobilen Endsystems adressiert sind, an die Care-
of-Adresse zu senden. Hierbei werden die fu¨r das mobile Endsystem bestimmten IP-Pakete
in ein neues Paket eingekapselt. Als Absenderadresse des neuen Pakets wird die IP-Adresse
des Home Agents, als Zieladresse die Care-of-Adresse verwendet. Der Tunnelanfangspunkt ist
somit bei dem Home Agent, der Tunnelendpunkt ist bei dem System, dessen IP-Adresse als
Care-of-Adresse dient.
Bei der U¨bertragung von IP-Paketen, die vom mobilen System gesendet werden, greift
Mobile IP nicht in das Routing ein. IP-Pakete werden genauso behandelt, als ob sie von einem
nicht mobilen System gesendet worden wa¨ren. Insbesondere werden sie nicht erst u¨ber den
Home Agent geroutet. Dieses asymmetrische Routing wird im Kontext von Mobile IP auch
als Dreiecksrouting bezeichnet.
2.2.2.2 Operationsmodi von Mobile IP
Mobile IP bietet zwei verschiedene Operationsmodi: Den Foreign-Agent-Modus und den Colo-
cated-Modus. In beiden Modi ist die Existenz eines Home Agents fu¨r die Mobilita¨tsunterstu¨tz-
ung notwendig. Die Modi unterscheiden sich dahingehend, zu welchem im fremden Subnetz
angesiedelten System die fu¨r das mobile System bestimmten IP-Pakete vom Home Agent
weitergeleitet werden. Dieses System fungiert dann als Tunnelendpunkt fu¨r Mobile IP. Die
Existenz eines Foreign Agents im fremden Subnetz ist nicht zwingend fu¨r den Einsatz von
Mobile IP notwendig. Ist ein Foreign Agent in dem Subnetz, in das ein mobiles System gewech-
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selt ist, vorhanden, so kann der Foreign-Agent-Modus oder der Colocated-Modus eingesetzt
werden.
• Colocated-Modus
Dieser Modus erlaubt es, auch dann eine Mobilita¨tsunterstu¨tzung zu bieten, falls in
einem fremden Subnetz kein Foreign Agent verfu¨gbar ist. Hierzu wird dem mobilen
System zusa¨tzlich zur permanenten IP-Adresse eine zu dem fremden Subnetz passen-
de tempora¨re IP-Adresse – beispielsweise mittels DHCP [PJ95] – zugewiesen. Diese
neu zugewiesene IP-Adresse wird als Care-of-Adresse verwendet. An das mobile System
adressierte IP-Pakete werden somit von dem Home Agent direkt bis zum mobilen Sy-
stem getunnelt, d.h. das mobile System dient als Tunnelendpunkt. In Abb. 2.7 nutzt der
Laptop in Subnetz C den Colocated-Modus. Wesentlicher Nachteil dieses Modus ist die
Tatsache, daß fu¨r jedes mobile System zusa¨tzlich eine zum fremden Subnetz passende
IP-Adresse vergeben werden muß. Insbesondere vor dem Hintergrund der Verknappung
der im IPv4-Adreßraum verfu¨gbaren Adressen, sollte dieser Modus nur dann Anwendung
finden, falls kein Foreign Agent im fremden Subnetz verfu¨gbar ist. Daru¨ber hinaus be-
ansprucht die U¨bertragung des fu¨r das Tunneln zusa¨tzlich erforderlichen IP-Paketkopfes
U¨bertragungsbandbreite auf dem drahtlosen Link. Insbesondere im Falle geringer zur
Verfu¨gung stehender Bandbreiten ist dies problematisch.
• Foreign-Agent-Modus
Der Foreign-Agent-Modus setzt die Existenz eines Foreign Agents im fremden Subnetz
voraus. In diesem Modus dient nicht das mobile System, sondern der Foreign Agent als
Tunnelendpunkt. Die Care-of-Adresse ist also eine dem Foreign Agent zugeordnete IP-
Adresse. IP-Pakete, die vom Foreign Agent u¨ber den Tunnel empfangen werden, werden
von ihm an das mobile System ausgeliefert. Da das mobile System und der Foreign Agent
im gleichen Subnetz angesiedelt sind, werden die Pakete vom Foreign Agent zum mobilen
System nicht geroutet, sondern mittels Schicht 2 Adressierung an das mobile System
gesendet. Aus diesem Grunde ko¨nnen IP-Pakete – trotz nicht zum Subnetz passender
Routing-Pra¨fixes – an die permanente Adresse des mobilen Systems u¨bertragen werden.
Der wesentliche Vorteil des Foreign-Agent-Modus ist darin zu sehen, daß nicht fu¨r jedes
unterstu¨tzte mobile System eine zusa¨tzliche IP-Adresse notwendig ist. Unter dem Aspekt
der Verknappung der IPv4-Adressen ist dieser Modus zu bevorzugen. Da weiterhin IP-
Pakete nur bis zum Foreign Agent, aber nicht u¨ber die drahtlose Teilstrecke getunnelt




Das Agent Discovery erfu¨llt im Rahmen von Mobile IP drei Aufgaben. Zum einen wird es
vom mobilen System dazu genutzt zu erkennen, ob es sich aktuell im Heimatsubnetz oder
in einem fremden Subnetz befindet. Daru¨ber hinaus kann das mobile System mit Hilfe des
Agent Discoverys feststellen, ob ein Subnetzwechsel erfolgt ist oder nicht. Weiterhin wird das
Agent Discovery im Foreign-Agent-Modus dazu benutzt, mobile Systeme u¨ber die IP-Adresse
des Foreign Agents zu informieren, die als Care-of-Adresse zu verwenden ist.
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Protokollablauf des Agent Discoverys
Es werden zwei verschiedene Arten des Agent Discoverys unterstu¨tzt. Bei beiden Varianten
wird ein sogenanntes Agent Advertisement vom Mobility Agent, d.h. vom Home Agent oder
vom Foreign Agent, ausgesandt. Die Varianten unterscheiden sich darin, wodurch das Aus-
senden eines Agent Advertisements veranlaßt wird:
• periodische U¨bertragung
Agenten senden bei dieser Variante periodisch Agent Advertisements. Adressiert werden
diese Advertisements entweder an die Multicast-Adresse 224.0.0.1 oder an die Limited-
Broadcast-Adresse 255.255.255.255. Generell werden Advertisement nur in das Subnetz
gesendet, fu¨r das ein Agent als Mobility Agent fungiert. Insbesondere werden die Ad-
vertisements nicht in andere Subnetze weitergeleitet.
• U¨bertragung nach expliziter Anforderung
Alternativ zur periodischen U¨bertragung kann ein Agent Advertisement auch explizit
von einem mobilen System angefordert werden. Ein mobiles System verwendet hierzu ei-
ne Agent-Solicitation-Nachricht. Diese Nachricht wird an die Multicast-Adresse 224.0.0.2
oder die Limited-Broadcast-Adresse 255.255.255.255 gesendet. Ein Mobility Agent ant-
wortet nach Empfang eines Agent Solicitation mit einem Agent Advertisement.
Hat ein mobiles System das Subnetz gewechselt und ist im neuen Subnetz ein Mobility
Agent verfu¨gbar, so macht der beschriebene Ablauf Agent Advertisements zur Auswertung
beim mobilen System verfu¨gbar. Sind mehrere Mobility Agents innerhalb eines Subnetzes
verfu¨gbar, kann das mobile Endsystem aus diesen einen auswa¨hlen.
Nachrichten fu¨r das Agent Discovery
Die U¨bertragung von Agent-Discovery-Nachrichten erfolgt in Mobile IP unter Zuhilfenahme
des ICMP-Router-Discovery-Protokolls [Dee91]. Diese Vorgehensweise ist naheliegend, da fu¨r
ein Endsystem der Vorgang der Bestimmung des na¨chsten Routers mittels des Router Disco-
verys dem Vorgang der Ermittlung eines Mobility Agents nach einem Subnetzwechsel mittels
des Agent Discoverys a¨hnlich ist.
Die Agent-Advertisement-Nachrichten werden in Erweiterungen kodiert, die an ICMP-
Router-Discovery-Pakete angeha¨ngt werden. Drei verschiedene Erweiterungen sind in Mo-
bile IP definiert: Die Agent-Advertisement-Erweiterung, die Pra¨fix-La¨ngen-Erweiterung zur
Festlegung der La¨nge des Routing-Pra¨fixes einer Care-of-Adresse und die Padding-Erweite-
rung. Die beiden letztgenannten Erweiterungen sind in [Per98b] im Detail beschrieben. Auf
sie wird nicht weiter eingegangen, da sie fu¨r die vorliegende Arbeit nicht von Bedeutung sind.
Das Format einer Agent-Advertisements-Erweiterung ist im Detail in Anhang A.1.1.1 darge-
stellt. Die wesentliche in der Agent-Advertisement-Erweiterung kodierte Information ist die
Liste der Care-of-Adressen von Agenten, die innerhalb des Subnetzes die Rolle eines Mobility
Agents u¨bernehmen ko¨nnen. Daru¨ber hinaus vermerkt ein Foreign Agent die jeweils von ihm
unterstu¨tzten Operationsmodi in der Agent-Advertisements-Erweiterung.
Fu¨r Agent-Solicitation-Nachrichten ist in Mobile IP keine Erweiterung definiert. Statt-
dessen werden ICMP-Router-Solicitations gesendet, um Mobility Agents zu veranlassen, mit
Agent Advertisements zu antworten.
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Erkennen eines Subnetzwechsels
Ein mobiles System wertet es als einen Hinweis auf einen Subnetzwechsel, falls es von einem
Foreign Agent, der bisher die Mobilita¨tsunterstu¨tzung realisiert und von dem es bisher Agent
Advertisements empfangen hat, keine Advertisements mehr erha¨lt. Das Ausbleiben von Ad-
vertisements ist allerdings kein hinreichendes Kriterium fu¨r einen Subnetzwechsel. Fa¨llt ein fu¨r
ein mobiles System verantwortlicher Mobility Agent aus und sind im gleichen Subnetz weitere
Mobility Agents vorhanden, so kann einer dieser Agents die Mobilita¨tsunterstu¨tzung u¨ber-
nehmen. In diesem Fall liegt ein Wechsel des Agents aber kein Subnetzwechsel vor. Obwohl
lediglich ein Wechsel des Foreign Agents stattgefunden hat, ist der Protokollablauf identisch
zum Protokollablauf nach einem Subnetzwechsel. In Mobile IP wird der Wechsel des Foreign
Agents innerhalb eines Subnetzes auf einen Subnetzwechsel abgebildet.
Jedes Agent Advertisement hat lediglich eine in der Agent-Advertisement-Erweiterung ko-
dierte Lebensdauer. La¨uft diese Lebensdauer ab, bevor ein nachfolgendes Advertisement vom
gleichen Agent mit einer neuen Lebensdauer eintrifft, so wird vom mobilen System der zu-
geho¨rige Foreign Agent als nicht mehr erreichbar angesehen und die Ermittlung eines neuen
Foreign Agents als notwendig erachtet. Um im Falle vereinzelter Verluste von Agent Adver-
tisements nicht sofort die Suche nach einem neuen Foreign Agent zu starten, wird in der
Mobile IP Spezifikation vorgeschlagen, die in der Agent-Advertisement-Erweiterung kodierte
Lebensdauer dreimal so groß wie die Zeitdauer zwischen zwei aufeinanderfolgenden Adverti-
sements zu wa¨hlen.
La¨uft die Lebensdauer eines Advertisements des Mobility Agents ab, der aktuell fu¨r die
Mobilita¨tsunterstu¨tzung verantwortlich ist, so bestimmt ein mobiles System zuna¨chst ein Ad-
vertisement, dessen Lebensdauer noch nicht abgelaufen ist. Hierzu werden Agent Advertise-
ments von anderen Mobility Agents des Subnetzes ausgewertet und ggf. Agent Advertisements
mittels eines Agent Solicitation angefordert. Anschließend erfolgt eine Registrierung durch die
in Kapitel 2.2.3.2 beschriebenen Mechanismen.
Unterscheidung zwischen Heimatsubnetz und fremdem Subnetz
Die in einem mobilen System nach einem Subnetzwechsel vorzunehmenden Anpassungen sind
davon abha¨ngig, ob der Wechsel in ein fremdes Subnetz oder in das Heimatsubnetz erfolgt ist.
Aus diesem Grunde muß das mobile System zuna¨chst feststellen, ob es in das Heimatsubnetz
oder in ein fremdes Subnetz gewechselt ist. Hierzu vergleicht es die IP-Absenderadresse des
empfangenen Advertisements mit der Adresse des eigenen Home Agents. Sind beide identisch,
so ist ein Wechsel in das Heimatsubnetz erfolgt.
Zuweisung einer Care-of-Adresse
Wechselt ein mobiles System in ein fremdes Subnetz, so muß ihm zuna¨chst eine Care-of-
Adresse zugewiesen werden. Mittels der Registrierung wird diese Care-of-Adresse dem Home
Agent mitgeteilt.
2.2.3.2 Registrierung
Zweck der vom mobilen System veranlaßten Registrierung ist es, das mobile System bei den
jeweiligen Mobility Agents bekannt zu machen. Dies ist erforderlich, damit die Mobility Agents
u¨ber den Aufenthaltsort des mobilen Systems informiert sind und daraufhin ihre jeweilige
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Aufgabe fu¨r die Mobilita¨tsunterstu¨tzung dieses mobilen Systems u¨bernehmen ko¨nnen. Home
Agents sind generell in den Prozeß der Registrierung involviert, Foreign Agents hingegen
nur, falls das mobile System im Foreign-Agent-Modus operiert und falls der Wechsel in ein
fremdes Subnetz erfolgt. Mobile IP Registrierungen werden zwischen dem mobilen System
und dem Home Agent ausgetauscht. Im Falle des Einsatzes des Foreign-Agent-Modus stellt
das in Unterkapitel 2.2.3.3 beschriebene Mobile IP Routing sicher, daß die Registrierungen
u¨ber den Foreign Agent geroutet werden und dieser daraufhin die Mobilita¨tsunterstu¨tzung
fu¨r das mobile System einrichten kann. Die Lebensdauer einer Registrierung beschra¨nkt die
Gu¨ltigkeit einer Registrierung. Eine Registrierung muß vor Ablauf dieser Lebensdauer durch
eine erneute Registrierung aufgefrischt werden. Andernfalls wird die Mobilita¨tsunterstu¨tzung
fu¨r das jeweilige mobile System beendet. Die Lebensdauer einer Registrierung ist nicht zu
verwechseln mit der Lebensdauer eines Agent Advertisements.
Mobile IP Registrierungsnachrichten
Registrierungsanforderungen und Registrierungsantworten werden mittels UDP zwischen den
mobilen Systemen und den Mobility Agents ausgetauscht. Da UDP nur einen unzuverla¨ssigen
Dienst zur Verfu¨gung stellt, die Registrierung aber zuverla¨ssig sein muß, sind in Mobile IP
Mechanismen erforderlich, die die Zuverla¨ssigkeit gewa¨hrleisten. Erreicht wird dies in Mobi-
le IP durch die Verwendung des Request-Response-Paradigmas fu¨r die Registrierung: Bleibt
auf eine vom mobilen System an den Home Agent gesendete Registrierungsanforderung die
vom Home Agent generierte Registrierungsantwort aus, wiederholt das mobile System die
Registrierungsanforderung.
Die Formate der vom mobilen System bzw. Home Agent generierten Registrierungsan-
forderung bzw. Registrierungsantwort sind in den Anha¨ngen A.1.1.2 und A.1.1.3 dargestellt.
Neben der im Nutzdatenfeld eines UDP-Pakets kodierten Registrierungsanforderung bzw. Re-
gistrierungsantwort muß auch die Quell- und Zieladresse im IP-Kopf definiert werden. Diesbe-
zu¨glich unterscheiden sich der Foreign-Agent-Modus und der Colocated-Modus. Im folgenden
wird darauf eingegangen.
Registrierung beim Home Agent (Foreign-Agent-Modus)
Im Foreign-Agent-Modus wa¨hlt das mobile System eine der im empfangenen Agent Advertise-
ment aufgelisteten Care-of-Adressen aus und selektiert damit den zugeho¨rigen Foreign Agent
als den Foreign Agent, der die Mobilita¨tsunterstu¨tzung u¨bernimmt. Die ausgewa¨hlte Care-
of-Adresse wird in das Care-of-Adreßfeld der Registrierungsanforderung (siehe Abb. A.2 im
Anhang) kopiert. Die Heimatadresse des mobilen Systems und die IP-Adresse des zugeho¨rigen
Home Agents sind dem mobilen System bekannt und werden in der Registrierungsanforde-
rung kodiert. Als Lebensdauer wird das Maximum aus der vom mobilen System unterstu¨tzten
Dauer und der im Agent Advertisement kodierten Lebensdauer eingetragen. Die in der Regi-
strierungsantwort kodierte Lebensdauer kann vom Home Agent nach unten korrigiert werden.
Die tatsa¨chlich verwendete Lebensdauer kann das mobile System der Registrierungsantwort
entnehmen und die Periode fu¨r die Erneuerung von Registrierungen darauf abstimmen.
Als Quelladresse wird im Kopf des IP-Pakets die permanente IP-Adresse des mobilen
Systems verwandt. Die Registrierungsanforderung wird an den Foreign Agent adressiert. Seine
IP-Adresse wird dem Agent Advertisement entnommen.
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Empfa¨ngt ein Foreign Agent von einem mobilen System eine Registrierungsanforderung
und kann der Agent fu¨r dieses mobile System als Foreign Agent fungieren, so leitet er sie
an den Home Agent weiter. Als Zieladresse wird im IP-Paketkopf die Adresse des Home
Agents eingetragen, die der Mobile IP Registrierungsanforderung entnommen werden kann.
Absenderadresse ist die IP-Adresse des jeweiligen Netzwerkinterfaces des Foreign Agents.
Ein Home Agent u¨berpru¨ft bei Empfang einer Registrierungsanforderung zuna¨chst die
Gu¨ltigkeit der Anforderung und ob er das mobile System in der angeforderten Art und Weise
unterstu¨tzen kann. Ist die in der Anforderung kodierte Lebensdauer von Null verschieden, wird
die Care-of-Adresse der Liste der Care-of-Adressen hinzugefu¨gt. Es werden dann alle an die
permanente Adresse des mobilen Systems adressierten Pakete an die Care-of-Adresse getun-
nelt. Ist die in der Registrierungsanforderung kodierte Lebensdauer gleich Null, so liegt eine
Deregistrierung vor. In diesem Fall wird die jeweilige Care-of-Adresse aus der Liste der bereits
registrierten Care-of-Adressen entfernt. Mittels einer Registrierungsantwort (siehe Abb. A.3)
informiert der Home Agent u¨ber den Erfolg bzw. Mißerfolg der Registrierungsanforderung.
Die in der Registrierungsanforderung kodierte Heimatadresse des mobilen Systems und die
IP-Adresse des Home Agents werden in die Registrierungsantwort kopiert. Die Lebensdauer
wird vom Home Agent kleiner gleich dem in der Registrierungsanforderung spezifizierten Wert
gewa¨hlt. Im IP-Paketkopf der Registrierungsantwort wird als Zieladresse die Quelladresse der
Registrierungsanforderung und als Quelladresse die Zieladresse der Registrierungsanforderung
verwandt.
Der Foreign Agent empfa¨ngt direkt vom Home Agent die Registrierungsantwort. Hat der
Home Agent die Registrierung akzeptiert, so ist eine positive Lebensdauer in der Registrie-
rungsantwort kodiert. Der Foreign Agent paßt nach Empfang der Registrierungsantwort den
Timer an, der bei Ablauf die Mobilita¨tsunterstu¨tzung fu¨r das jeweilige mobile System beendet.
Anschließend wird die Registrierungsantwort an das mobile System gesendet.
Das mobile System paßt im Falle einer akzeptierten Registrierung die verbleibende Lebens-
dauer der Registrierung dem Wert an, der in der Registrierungsantwort kodiert ist. Wird die
Registrierung nicht akzeptiert, so wird eine erneute Registrierung – ggf. u¨ber einen anderen
Foreign Agent – veranlaßt.
Registrierung beim Home Agent (Colocated-Modus)
Kommt der Colocated-Modus zum Einsatz, wird dem mobilen System zuna¨chst mittels DHCP
eine tempora¨re IP-Adresse zugewiesen, die als Care-of-Adresse zu verwenden ist. Im Vergleich
zum Foreign-Agent-Modus a¨ndert sich die Adressierung der Registrierungsanforderungen bzw.
Registrierungsantworten. In der vom mobilen System gesendeten Registrierungsanforderung
wird die Colocated-Care-of-Adresse als Quelladresse kodiert. Zieladresse ist die IP-Adresse des
Home Agents. Da keine Advertisements eines Foreign Agents beru¨cksichtigt werden mu¨ssen,
kann seitens des mobilen Systems die in der Registrierungsanforderung kodierte Lebensdauer
frei ohne Vorgaben eines Foreign Agents gewa¨hlt werden. Die Bearbeitung einer empfange-
nen Registrierungsanforderung beim Home Agent erfolgt analog zu der den Foreign-Agent-
Modus nutzenden Variante von Mobile IP. Die zur Registrierungsanforderung geho¨rige Regi-
strierungsantwort wird direkt an das mobile System gesendet. Quelladresse bzw. Zieladresse
der Registrierungsanforderung werden als Ziel- bzw. Quelladresse der Registrierungsantwort
genutzt.
34 KAPITEL 2. GRUNDLAGEN
Deregistrierung beim Home Agent
Eine Lebensdauer Null in einer Registrierungsanforderung (siehe Abb. A.3) kennzeichnet diese
als Deregistrierung. Den Empfang einer Deregistrierung besta¨tigt der Home Agent ebenfalls
mit einer Registrierungsantwort. Zweck einer Deregistrierung ist es, den Home Agent daru¨ber
zu informieren, daß das Weiterleiten der an ein mobiles System adressierten IP-Pakete zu einer
bestimmten Care-of-Adresse nicht mehr erforderlich ist. Es gibt zwei verschiedene Gru¨nde fu¨r
eine Deregistrierung: Zum einen wird eine Deregistrierung aller Care-of-Adressen eines mobi-
len Systems vorgenommen, falls das mobile System in sein Heimatsubnetz zuru¨ckgekehrt ist
und somit keine Weiterleitung in andere Subnetze mehr erforderlich ist. Zum anderen kann
ein mobiles System auch gezielt einzelne Care-of-Adressen deregistrieren. Erkennt ein mobiles
System beispielsweise, daß Agent Advertisements von einem bestimmten Foreign Agent aus-
bleiben, so kann es die diesem Foreign Agent zugeordnete Care-of-Adresse beim Home Agent
deregistrieren.
Ein Home Agent, der eine Registrierungsanforderung mit einer Lebensdauer Null emp-
fa¨ngt, macht seine weiteren Aktionen von der in der Registrierungsanforderung kodierten
Care-of-Adresse und der kodierten Heimatadresse abha¨ngig. Sind beide identisch, ist das mo-
bile System in sein Heimatsubnetz gewechselt. Da eine Mobilita¨tsunterstu¨tzung seitens des
Home Agents nicht mehr erforderlich ist, werden alle registrierten Care-of-Adressen des mobi-
len Systems gelo¨scht und das Mobile IP Routing dahingehend modifiziert, daß an das mobile
System adressierte Pakete nicht mehr u¨ber den Home Agent weitergeleitet, sondern direkt an
das mobile System ausgeliefert werden. Sind die kodierte Care-of-Adresse und die Heimat-
adresse nicht identisch, wird lediglich die eine spezifizierte Care-of-Adresse deregistriert. Das
Routing fu¨r die verbleibenden Care-of-Adressen bleibt in diesem Fall unvera¨ndert.
Wiederholung von Registrierungsanforderungen
Es gibt in Mobile IP zwei verschiedene Gru¨nde, die eine Wiederholung einer Registrierungs-
anforderung veranlassen ko¨nnen:
• Ausbleiben einer Registrierungsantwort und
• Periodische Reregistrierung (wegen begrenzter Lebensdauer einer Registrierung).
Um das Ausbleiben einer Registrierungsantwort zu erkennen, erfolgt das Senden einer
Registrierungsanforderung seitens eines mobilen Systems unter der Kontrolle eines Timers.
La¨uft dieser Timer ab, geht das mobile System davon aus, daß entweder die Registrierungs-
anforderung oder die Registrierungsantwort verloren gegangen ist, und veranlaßt eine erneute
Registrierung.
Periodische Registrierungen sind notwendig, da Registrierungen auf den Mobility Agents
und den mobilen Systemen nur eine begrenzte Lebensdauer haben, und daher regelma¨ßig
durch erneute Registrierungen aufgefrischt werden mu¨ssen. Die maximale unterstu¨tze Lebens-
dauer ist fu¨r Home Agents, Foreign Agents und mobile Systeme individuell konfigurierbar.
In [GD96] wird beispielsweise defaultma¨ßig eine maximale Lebensdauer von 300 Sekunden
verwendet. Damit eine nicht erfolgreiche Registrierung nicht sofort zur Beendigung der Mo-
bilita¨tsunterstu¨tzung fu¨hrt, sollte die Periode, in der Registrierungen wiederholt werden, ein
Drittel der Lebensdauer einer Registrierung betragen. Auch das Fehlschlagen zweier aufein-
anderfolgender Registrierungsversuche fu¨hrt in dem Fall einer erfolgreichen nachfolgenden
dritten Registrierung nicht zum Ende der Mobilita¨tsunterstu¨tzung.
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Solange die Lebensdauer einer bestehenden Registrierung nicht abgelaufen ist, nutzt ein
mobiles System die Care-of-Adresse, die es auch bei den vorangegangen Registrierungen ein-
gesetzt hat. Obwohl ggf. mehrere verschiedene Agenten in einem Subnetz ihre Existenz mittels
Advertisements anku¨ndigen, kann somit sichergestellt werden, daß ein mobiles System nicht
fortlaufend versucht, sich bei einem anderen Foreign Agent zu registrieren.
2.2.3.3 Mobile IP Routing
Die folgenden Ausfu¨hrungen beziehen sich auf das Routing von Unicast-Paketen. Hinsichtlich
des Routings von Broadcast- bzw. Multicast-Paketen sei auf [Per98b] verwiesen. In Mobile IP
sind fu¨r das Routing der IP-Pakete in das Subnetz, u¨ber das das mobile System aktuell an das
Internet angebunden ist, spezielle Mechanismen notwendig. Das in Unterkapitel 2.2.1 beschrie-
bene Pra¨fix-Routing routet an die permanente IP-Adresse eines mobilen Systems adressierte
Pakete immer in das Heimatsubnetz dieses Systems. Um aber eine globale Mobilita¨tsunter-
stu¨tzung zu realisieren, mu¨ssen in Mobile IP ggf. IP-Pakete vom Home Agent in das fremde
Subnetz weitergeleitet werden. Hierzu ko¨nnen die folgenden beiden Verfahren eingesetzt wer-
den:
• Source Routing und
• Tunnel.
Beim Source Routing [Hui00] erfolgt die Routingentscheidung innerhalb eines Routers
nicht auf Basis des Routing-Pra¨fixes der Zieladresse. Stattdessen wird anhand einer im Kopf
eines IP-Pakets kodierten Liste von IP-Adressen entschieden, an welche IP-Adresse, d.h. an
welchen Router das Paket als na¨chstes zu senden ist. Indem im Home Agent die Care-Of-
Adresse in diese Liste aufgenommen wird, la¨ßt sich das Routing des IP-Pakets zu dieser
Adresse erzwingen. Problematisch an diesem Lo¨sungsansatz ist, daß das Source Routing in
Routern teilweise ineffizient bzw. sogar fehlerhaft implementiert ist [Per98a].
Alternativ zum Source Routing kann ein Tunnel-Mechanismus fu¨r das Weiterleiten der
IP-Pakete vom Home Agent in das fremde Subnetz eingesetzt werden. Pakete, die am Tunnel-
anfang in den Tunnel gesendet werden, werden zum Tunnelendpunkt transportiert. Fu¨r die
Realisierung des Tunnel-Konzeptes ist keine spezielle Unterstu¨tzung in den IP-Routern erfor-
derlich. Die Weiterleitung eines IP-Pakets zum Tunnelendpunkt wird – trotz Pra¨fix-Routings
innerhalb des Internets – erreicht, indem das IP-Paket modifiziert wird. Das modifizierte Pa-
ket wird durch das Pra¨fix-Routing zum Tunnelendpunkt geroutet. Dort wird die Modifikation
ru¨ckga¨ngig gemacht. Drei Varianten der Modifikation der IP-Pakete werden in Mobile IP vor-
geschlagen: Die Minimale Einkapselung [Per96c], die Generic-Record-Einkapselung [HLFT94]
und die IP-in-IP-Einkapselung [Per96a]. Wegen der geringen Verbreitung der ersten bei-
den Varianten wird auf diese nicht weiter eingegangen. Die IP-in-IP-Einkapselung wird im
folgenden kurz skizziert, da auch die im Rahmen der vorliegenden Arbeit entwickelte Fast-
Forwarding-Erweiterung fu¨r Mobile IP diese nutzt.
IP-in-IP-Einkapselung
Bei der IP-in-IP-Einkapselung [Per96a] wird am Tunnelanfang ein kompletter, zusa¨tzlicher IP-
Paketkopf vor das zum Tunnelendpunkt weiterzuleitende IP-Paket gesetzt. Dieser zusa¨tzliche
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IP-Paketkopf wird als a¨ußerer Kopf bezeichnet. Quell- bzw. Zieladresse sind die IP-Adressen
des Tunnelanfangspunktes bzw. Tunnelendpunktes. Die IP-Adresse des Tunnelendpunktes
erfa¨hrt der als Tunnelanfangspunkt fungierende Home Agent mittels der Mobile IP Registrie-
rungsanforderung. Da im a¨ußeren Kopf als Zieladresse die IP-Adresse des Tunnelendpunktes
eingetragen ist, kann das Pra¨fix-Routing die Pakete zum Tunnelendpunkt routen. Das innere
IP-Paket wird im Nutzdatenfeld des a¨ußeren IP-Pakets plaziert. Abb. 2.8 zeigt, wie IP-Pakete
vom Festnetzrechner zum mobilen System mittels der IP-in-IP-Einkapselung u¨bertragen wer-
den. Die im inneren bzw. a¨ußeren IP-Paketkopf kodierten IP-Adressen sind ebenfalls mit
aufgenommen. Vom mobilen System gesendete Pakete werden vom Foreign Agent direkt zum





























Abbildung 2.8: Dreiecksrouting von IP-Paketen in Mobile IP
Damit ein mobiles System IP-Pakete senden kann, muß es seinen Default Router kennen.
Welcher Default Router im Heimatsubnetz bzw. in einem fremden Subnetz zu verwenden ist,
wird im folgenden diskutiert.
Default Router mobiler Systeme
Ein mobiles System, das in seinem Heimatsubnetz an das Internet angebunden ist, erfa¨hrt
durch ICMP-Nachrichten von seinem Default Router. In einem fremden Subnetz verwendet es
im Fall des Foreign-Agent-Modus den Foreign Agent als Default Router und im Fall des Colo-
cated-Modus einen durch ICMP-Nachrichten bekannt gemachten Router als Default Router.
Verwendung des Address Resolution Protocols (ARP) im Kontext von Mobile IP
Da an die permanente IP-Adresse eines mobilen Systems gesendete IP-Pakete nicht an den
Home Agent des Heimatsubnetzes adressiert sind, kann dieser sie nicht ohne spezielle Maß-
nahmen empfangen. Der Home Agent verwendet den sogenannten Proxy-Arp-Mechanismus
[Pos84], damit an die permanente IP-Adresse eines mobilen Systems adressierte IP-Pakete
zum Home Agent gesendet werden [Per98a]. Der Home Agent antwortet im Heimatsubnetz
auf ARP-Anfragen zur Ermittlung der Schicht 2 Adresse eines mobilen Systems mit seiner ei-
genen Schicht 2 Adresse. Somit wird erreicht, daß eigentlich fu¨r das mobile System bestimmte
IP-Pakete an den Home Agent gesendet werden. Damit nach einem Wechsel eines mobilen
Systems zuru¨ck in sein Heimatsubnetz die IP-Pakete nicht mehr zum Home Agent gesendet
werden, wird der gratuitous-ARP-Mechanismus [Pos84] eingesetzt.
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2.2.4 Weitergehende Entwicklungen
Die Ausfu¨hrungen in den vorangegangenen Abschnitten bezogen sich auf die Mechanismen
von Mobile IP wie sie in RFC 2002 [Per96b] spezifiziert sind. Weitergehende bzw. neuere
Entwicklungen werden im folgenden nur kurz angesprochen, aber nicht im Detail betrachtet.
Um an ein mobiles System adressierte IP-Pakete nicht u¨ber den Home Agent, sondern
direkt an das mobile System zu routen, kann die sogenannte Routenoptimierung eingesetzt
werden. Hierzu wird der Kommunikationspartner des mobilen Systems u¨ber die tempora¨re
Adresse des mobilen Systems informiert, so daß er IP-Pakete direkt an diese Adresse tunneln
kann [PJ00].
In Mobile IP werden Registrierungen immer beim unter Umsta¨nden weit entfernten Home
Agent vorgenommen. In [GJP00], [Per96d], [MHW+99], [FC98], [CL98] werden Hierarchien
von Foreign Agents vorgeschlagen. Eine Registrierung eines mobilen Systems erfolgt dann
nicht mehr beim weit entfernten Home Agent, sondern bei einem Foreign Agent in der lokalen
Umgebung. An das mobile System adressierte IP-Pakete werden weiterhin an diesen Foreign
Agent gesendet. Lediglich das Routing von diesem Agent zum mobilen System muß modifi-
ziert werden. Insgesamt lassen sich mit diesem Verfahren schneller und damit auch ha¨ufiger
Registrierungen nach Subnetzwechseln realisieren.
Eine weitere Entwicklung, die nicht unerwa¨hnt bleiben soll, ist das in RFC 3024 beschrie-
bene Reverse Tunneling [Mon01]. Beim Reverse Tunneling werden vom mobilen System gesen-
dete Pakete zuru¨ck zum Home Agent getunnelt und von dort weiter geroutet, d.h. es liegt kein
Dreiecksrouting mehr vor. Von einem mobilen System aus einem fremden Subnetz gesendete
IP-Pakete tragen dann nicht die permanente IP-Adresse des mobilen Systems als Absender-
adresse, sondern eine zu dem Subnetz “passende“ IP-Adresse, d.h. eine Adresse mit korrektem
Routing-Pra¨fix. Das Reverse Tunneling wird erforderlich, falls Router zur Vermeidung von
Denial-of-Service-Attacken [FS98] IP-Pakete mit nicht passender Absenderadresse verwerfen.
Weiterhin ermo¨glicht es das Reverse Tunneling dem mobilen System, auch in fremden Sub-
netzen Multicast-Gruppen beizutreten.
Die Mobilita¨tsunterstu¨tzung in IPv6 ist in [JP00] beschrieben. Da das in der vorliegenden
Arbeit entwickelte OMIT-Konzept auf der mittels Mobile IP fu¨r IPv4 realisierten globalen Mo-
bilita¨tsunterstu¨tzung aufsetzt, wird auf IPv6 nicht detaillierter eingegangen. Es wird lediglich
in Kapitel 6 kurz skizziert, inwieweit IPv6 und das OMIT-Konzept grundsa¨tzlich vereinbar
sind.
2.2.5 Beispiele verfu¨gbarer Implementierungen
Wa¨hrend die Unterstu¨tzung portabler Systeme durch die Integration von DHCP in die ver-
fu¨gbaren Betriebssysteme bereits Einzug erhalten hat, ist die Mobilita¨tsunterstu¨tzung mittels
Mobile IP derzeit nicht in diese Betriebssysteme integriert. Einen U¨berblick u¨ber aktuell ver-
fu¨gbare, zumeist im forschungsnahen Umfeld entstandene Implementierungen von Mobile IP
gibt Tabelle 2.3. Eine Auflistung, die auch Implementierungen der Mobilita¨tsunterstu¨tzung
fu¨r IPv6 entha¨lt, ist beispielsweise in [Dar00] zu finden.
Die in die Tabelle 2.3 aufgenommenen Zeitpunkte der letzten Version der jeweiligen Im-
plementierung (Stand Januar 2001) zeigen, daß abgesehen von der Dynamics-HUT Imple-
mentierung [AFH+99] und der Implementierung der Stanford University [BZCS96] die letzten
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Tabelle 2.3: Beispiele verfu¨gbarer Mobile IP Implementierungen
Releases la¨nger zuru¨ckliegen. Die Dynamics-HUT Implementierung entwickelt sich weiter, da
Konzepte fu¨r die Unterstu¨tzung von Hierarchien von Foreign Agents in sie integriert werden.
Bei der Version 8/00 von der Stanford University handelt es sich hingegen nicht um eine
Weiterentwicklung, sondern lediglich um ein Anpassung der Vorga¨ngerversion auf Linux 2.2.
Linux Mobile-IP [GD96] za¨hlt zu den sehr fru¨h verfu¨gbaren Mobile IP Implementierungen
fu¨r Linux, wird aber inzwischen nicht mehr weiter entwickelt. Eine Mobile IP Implementie-
rung fu¨r Solaris und Linux [Gup98] wird von dem Entwickler, der zuvor maßgeblich an der
Entwicklung von Linux Mobile-IP beteiligt war, bei der Firma SUN betreut. Die an der Uni-
versity of Singapore entstandene Mobile IP Implementierung [Cho96] ist komplett im Linux-
Betriebssystemkern realisiert. Sie hat somit den Nachteil einer sehr großen Abha¨ngigkeit von
der Version des jeweiligen Linux Kerns.
Die Implementierungen der Carnegie Mellon University [MJ97] und der Portland State
University [BBM97] sind fu¨r das Betriebssystem FreeBSD konzipiert. Allerdings umfaßt die
Implementierung der Portland State University lediglich die Funktionalita¨t im mobilen Sy-
stem. Mobility Agents sind nicht realisiert.
Die aufgelisteten Implementierungen nehmen fu¨r sich in Anspruch, konform zu RFC 2002
zu sein. Inwieweit sie die Routenoptimierung, Reverse Tunneling bzw. Hierarchien von Agen-
ten realisieren und ob die Realisierung im Kern bzw. im User Space erfolgt, kann ebenfalls
Tabelle 2.3 entnommen werden. Interoperabilita¨tstests und Untersuchungen der Performance
sind fu¨r einige der aufgelisteten Implementierungen in [FHMR98] zu finden.
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2.3 Das Transportprotokoll TCP
Aufgabe des Transmission Control Protocols (TCP) ist es, einen zuverla¨ssigen Datendienst
zwischen dem Sender und dem Empfa¨nger zur Verfu¨gung zu stellen. U¨bertragungsfehler mu¨s-
sen vom Transportprotokoll erkannt und korrigiert werden. Den Transportprotokollmechanis-
men, die fu¨r die Fehlererkennung und die Fehlerkorrektur verantwortlich sind, kommt ins-
besondere im Fall drahtlos angeschlossener mobiler Systeme auf Grund der dann ha¨ufiger
auftretenden U¨bertragungsfehler eine gro¨ßere Bedeutung zu als im Fall der drahtgebundenen
Kommunikation. Eine detaillierte Beschreibung der TCP-Protokollmechanismen ist in [Ste94]
zu finden, die Implementierung betreffende Aspekte in [WS95].
2.3.1 Protokollmechanismen von TCP
Der von einer sendenden Anwendung an TCP u¨bergebene Nutzdatenstrom wird von TCP
in einzelne Segmente unterteilt. Diese Segmente werden mittels Nutzdatenpaketen von der
TCP-Instanz des Senders zur TCP-Instanz des Empfa¨ngers u¨bertragen. Mittels Besta¨tigun-
gen informiert der Empfa¨nger den Sender bezu¨glich korrekt empfangener Nutzdaten. Nutz-
datenpakete werden unter der Kontrolle eines Timers vom Sender u¨bertragen. Empfa¨ngt der
Sender vor Ablauf des Timers keine Besta¨tigung, so veranlaßt er eine erneute U¨bertragung
des Nutzdatenpakets. Die Mechanismen der Fehlererkennung und der Fehlerkorrektur werden
in Unterkapitel 2.3.1.1 beschrieben.
Um trotz Reihenfolgevertauschung von TCP-Nutzdatenpaketen die Nutzdaten in der glei-
chen Reihenfolge, in der sie beim Sender an TCP u¨bergeben wurden, beim Empfa¨nger an
die Anwendung ausliefern zu ko¨nnen, verwendet TCP Sequenznummern. TCP-Sequenznum-
mern sind Byte-basiert. Die Bytes des Nutzdatenstromes werden fortlaufend numeriert. Im
Sequenznummernfeld eines TCP-Nutzdatenpakets wird die Nummer des ersten in diesem Pa-
ket enthaltenen Nutzdatenbytes kodiert. Mittels der Sequenznummern kann beim Empfa¨nger
eine vollsta¨ndige und reihenfolgetreue Auslieferung der Nutzdaten an die Anwendung realisiert
werden.
In TCP-Instanzen wird ein Sendepuffer und ein Empfangspuffer verwaltet. Senderseitig
werden Nutzdaten fu¨r ggf. notwendige U¨bertragungswiederholungen im Sendepuffer aufbe-
wahrt. Empfa¨ngerseitig werden sie im Empfangspuffer zwischengespeichert, bis sie eine die
Transportverbindung nutzende Anwendung aus diesem entnimmt. Da die empfangende Trans-
portinstanz nur u¨ber einen Empfangspuffer beschra¨nkter Gro¨ße verfu¨gt, besteht die Gefahr
eines U¨berlaufens des Empfangspuffers, falls die sendende Transportinstanz nicht rechtzeitig
von der U¨bertragung weiterer Segmente absieht. Die in Kapitel 2.3.1.2 beschriebene Flußkon-
trolle von TCP verhindert Empfangspufferu¨berla¨ufe. Um im Falle einer U¨berlastung einzelner
Teilstrecken innerhalb des Netzwerkes die seitens des Senders an das Netzwerk u¨bergebene
Datenmenge zu reduzieren, kommt die in Kapitel 2.3.1.3 vorgestellte Lastkontrolle von TCP
zum Einsatz.
2.3.1.1 Fehlererkennung und Fehlerkorrektur
Bitfehler innerhalb eines TCP-Pakets werden anhand einer Pru¨fsumme erkannt. Fehlerhafte
Pakete werden verworfen, d.h. ein Bitfehler innerhalb eines Pakets wird auf einen Paketverlust
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abgebildet. Duplikate von Nutzdatenpaketen werden anhand der Sequenznummer erkannt
und beim Empfa¨nger verworfen. Reihenfolgevertauschungen werden ebenfalls beim Empfa¨nger
anhand der Sequenznummern festgestellt und korrigiert. Die Erkennung und Behebung von
Paketverlusten ist komplexer als die Korrektur der zuvor aufgefu¨hrten Fehlerarten. Sie wird
im folgenden detaillierter beschrieben.
Besta¨tigungen
Um seitens des Senders die erneute U¨bertragung von Paketen veranlassen zu ko¨nnen, muß die-
ser vom Empfa¨nger Feedback hinsichtlich erfolgreich bzw. nicht erfolgreich u¨bertragener Pake-
te erhalten. Durch eine im TCP-Paketkopf kodierte sogenannte Besta¨tigungs-Sequenznummer
wird der Sender u¨ber korrekt empfangene Nutzdatenpakete informiert. Die Besta¨tigungs-Se-
quenznummer ist die Sequenznummer des ersten Nutzdatenbytes (d.h. mit der niedrigsten
Sequenznummer), das noch nicht korrekt vom Empfa¨nger erhalten wurde. Sogenannte kumu-
lative Besta¨tigungen werden mittels der Besta¨tigungs-Sequenznummer realisiert. Eine kumu-
lative Besta¨tigungs-Sequenznummer Ack bedeutet, daß alle Nutzdatenbytes n mit n < Ack
korrekt empfangen wurden. Dies bedeutet andererseits aber auch, daß im Falle eines nicht kor-
rekt empfangenen Nutzdatenbytes die Nutzdaten mit ho¨herer Sequenznummer nicht besta¨tigt
werden ko¨nnen, da andernfalls die nicht korrekt empfangenen Bytes des Nutzdatenstromes
mit besta¨tigt werden wu¨rden. Soll, obwohl das Nutzdatenbyte mit der Sequenznummer l noch
nicht korrekt empfangen wurde, ein Nutzdatenbyte n mit n > l besta¨tigt werden, so kann
hierzu eine sogenannte selektive Besta¨tigung genutzt werden. Mittels einer selektiven Besta¨ti-
gung kann ein Sender u¨ber den korrekten Empfang einer Folge von mehreren Nutzdatenbytes,
die unter Umsta¨nden in mehreren Paketen zum Empfa¨nger u¨bertragen wurden, unterrichtet
werden. Selektive Besta¨tigungen sind im Detail in [JBB92] beschrieben.
Der Zeitpunkt, zu dem vom Empfa¨nger ein Besta¨tigungspaket generiert wird, ist davon
abha¨ngig, welches Segment aus dem Nutzdatenstrom vom Empfa¨nger empfangen wurde. Kann
der Empfa¨nger nach Erhalt der Nutzdaten kumulativ eine ho¨here Sequenznummer als vor
Erhalt dieser Daten besta¨tigen und hat er nicht bereits zuvor Nutzdaten mit einer ho¨heren
Sequenznummer empfangen, so kann er die Generierung der Besta¨tigung bis zu 0.2 Sekunden
verzo¨gern. In allen anderen Fa¨llen muß unmittelbar nach Erhalt des Nutzdatenpakets eine
Besta¨tigung gesendet werden, in der unter Umsta¨nden wiederholt die gleiche Besta¨tigungs-
Sequenznummer kodiert ist. Wird die Besta¨tigung nicht sofort gesendet, so spricht man von
einer verzo¨gerten Besta¨tigung.
Das Verfahren der Besta¨tigung in TCP wird in Abb. 2.9 anhand verschiedener Weg-Zeit-
Diagramme verdeutlicht, die sich hinsichtlich Paketverlusten und Reihenfolgevertauschungen
von Paketen unterscheiden. Die Sequenznummern (Seq) der 512 Nutzdatenbytes umfassenden
Pakete und die in Besta¨tigungspaketen kodierten kumulativen Besta¨tigungs-Sequenznummern
(Ack) sind in der Abbildung dargestellt. Da die im na¨chsten Abschnitt beschriebenen U¨ber-
tragungswiederholungen ebenfalls anhand Abb. 2.9 erla¨utert werden, sind die U¨bertragungs-
wiederholungen und die verwendeten Timer in diese Abbildung mit aufgenommen.
In Abb. 2.9a erha¨lt der Empfa¨nger die Nutzdatenpakete reihenfolgetreu und ohne Paket-
verluste. Die Pakete mit den Sequenznummern 1, 2049, 2561 werden einzeln besta¨tigt. Eine
einzelne verzo¨gerte Besta¨tigung, die kumulative mehrere Nutzdatenpakete besta¨tigt, ist eben-
falls mo¨glich. In Abb. 2.9a erfolgt die Besta¨tigung der Sequenznummern 513 bis 2048 verzo¨gert.
Welche Besta¨tigungsstrategie angewandt wird, obliegt dem Empfa¨nger.




















































Abbildung 2.9: Besta¨tigungsstrategien und Fehlerkorrektur in TCP
In Abb. 2.9b liegt eine Reihenfolgevertauschung von Nutzdatenpaketen vor. Fu¨r das Paket
mit der Sequenznummer 1 wird keine Besta¨tigung gesendet, da der Empfa¨nger diese verzo¨-
gern will. Nach Empfang des Pakets mit der Sequenznummer 1025 muß er ohne Verzo¨gerung
eine Besta¨tigung generieren, da er eine Lu¨cke im Datenstrom erkannt hat. Bei Empfang der
Pakete mit den Sequenznummern 1025, 1537 kann jeweils lediglich die Besta¨tigungs-Sequenz-
nummer Ack = 513 verwendet werden. Erst nach Empfang des Nutzdatenpakets mit der
Sequenznummer 513 erfolgt eine kumulative Besta¨tigung bis zur Sequenznummer 2048.
In Abb. 2.9c ist der Verlust des Pakets mit der Sequenznummer 513 dargestellt. Fu¨r alle
mit ho¨herer Sequenznummer beim Empfa¨nger eintreffenden Pakete wird ohne Verzo¨gerung ein
Besta¨tigungspaket gesendet. Da das Paket mit der Sequenznummer 513 noch nicht eingetroffen
ist, kann lediglich die Besta¨tigungs-Sequenznummer Ack = 513 verwendet werden. Auf die
durch den Fast-Retransmit-Mechanismus veranlaßte U¨bertragungswiederholung wird erst bei
der Diskussion der U¨bertragungswiederholungen eingegangen.
Abb. 2.9d zeigt ebenfalls den Verlust eines Pakets. Allerdings werden im dargestellten
Szenario lediglich zwei weitere Nutzdatenpakete nach dem verlorengegangenen Paket vom
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Sender u¨bertragen. Fu¨r diese Pakete werden vom Empfa¨nger Besta¨tigungen mit der Besta¨-
tigungs-Sequenznummer Ack = 513 generiert. Die durch einen Timeout veranlaßte U¨bertra-
gungswiederholung wird im nachfolgenden Abschnitt beschrieben.
Erkennen der Notwendigkeit einer U¨bertragungswiederholung
Damit ein Sender die erneute U¨bertragung eines Pakets veranlassen kann, muß er ein Indiz
fu¨r die Notwendigkeit einer Paketwiederholung haben. Hierzu werden beim Sender die ein-
treffenden Besta¨tigungspakete ausgewertet. Die im folgenden aufgefu¨hrten Ereignisse liefern
den Hinweis fu¨r die Notwendigkeit einer Wiederholung eines Nutzdatenpakets:
• Empfang von Besta¨tigungsduplikaten und
• Ausbleiben von Besta¨tigungen (Timeout).
Als Besta¨tigungsduplikat wird eine Besta¨tigung bezeichnet, die eine Sequenznummer be-
sta¨tigt, die bereits in einem vorangegangenen Besta¨tigungspaket besta¨tigt wurde. Wie in
Abb 2.9 dargestellt, werden Duplikate dann generiert, wenn Nutzdatenpakete nicht reihenfol-
getreu beim Empfa¨nger eintreffen. Empfa¨ngt der Sender drei Besta¨tigungspakete, die alle die
gleiche Sequenznummer besta¨tigen, so nimmt er an, daß nicht eine Reihenfolgevertauschung
der Nutzdatenpakete, sondern ein Paketverlust die Ursache fu¨r die Besta¨tigungsduplikate ist.
Ein Hinweis auf den Verlust mehrerer Nutzdatenpakete kann aus dem Empfang von Besta¨-
tigungsduplikaten nicht abgeleitet werden. Aus diesem Grunde wird genau ein Nutzdatenpa-
ket wiederholt. Dieser Mechanismus wird als Fast Retransmit bezeichnet. In Abb. 2.9b und
Abb. 2.9d erfolgt keine Paketwiederholung, da lediglich zwei Besta¨tigungspakete mit iden-
tischer Besta¨tigungs-Sequenznummer empfangen werden. In Abb. 2.9c erfolgt hingegen eine
Wiederholung des Pakets mit der Sequenznummer 513.
Auch das Ausbleiben einer Besta¨tigung fu¨r ein Nutzdatenpaket ist ein Indiz fu¨r den Ver-
lust des zugeho¨rigen Nutzdatenpakets. Um den Verlust eines Nutzdatenpakets oder der zu-
geho¨rigen Besta¨tigung zu erkennen, bedient sich TCP eines Timermechanismus. Zeitgleich
zum Senden eines Nutzdatenpakets wird ein Timer mit einem geeignet gewa¨hlten Timeout-
wert gestartet. Der Timeoutwert richtet sich hierbei nach der gescha¨tzten Paketumlaufzeit.
Beim Empfang eines Besta¨tigungspakets mit der zugeho¨rigen Sequenznummer wird der Ti-
mer gestoppt. Ein Timeout ist ein Indiz, aber kein sicheres Kriterium fu¨r einen Paketverlust,
da beispielsweise auch durch U¨berlast innerhalb des Netzwerkes bedingte Verzo¨gerungen zu
einem Timeout fu¨hren ko¨nnen. Trotzdem veranlaßt TCP nach einem Timeout eine U¨ber-
tragungswiederholung des jeweiligen Pakets. Daru¨ber hinaus geht TCP davon aus, daß auch
die Pakete nach dem Paket, fu¨r das der Timeout erfolgt ist, nicht korrekt zum Empfa¨nger
u¨bertragen wurden und wiederholt diese ebenfalls.
In Abb. 2.9d ist ein Szenario dargestellt, das zu einem Timeout fu¨hrt. Da der Sender nach
dem verlorengegangenen Paket mit der Sequenznummer 513 nur noch zwei weitere Pakete
sendet, werden genau zwei Besta¨tigungsduplikate generiert. Eine U¨bertragungswiederholung
wird nicht veranlaßt, da hierzu drei Besta¨tigungsduplikate erforderlich wa¨ren. Stattdessen
erfolgt erst nach dem Timeout die erneute U¨bertragung des Pakets mit der Sequenznummer
513 und der nachfolgenden Pakete.
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Timer
Die Wahl des Timeoutwertes ist bei TCP von zentraler Bedeutung. Wird der Timeoutwert zu
klein gewa¨hlt, so werden unno¨tigerweise U¨bertragungswiederholungen und weitere Maßnah-
men veranlaßt, obwohl kurze Zeit spa¨ter das jeweilige Besta¨tigungspaket eintrifft und diese
Maßnahmen nicht erforderlich gewesen wa¨ren. Wird andererseits ein zu großer Timeoutwert
gewa¨hlt, so wird – falls die U¨bertragungswiederholung nicht durch Besta¨tigungsduplikate ver-
anlaßt wird – die U¨bertragungswiederholung unno¨tig lange verzo¨gert. Grundproblem bei der
Wahl des Timeoutwertes ist, daß der Timeoutwert die fu¨r die U¨bertragung des Nutzdatenpa-
kets und der zugeho¨rigen Besta¨tigung erforderliche Zeit reflektieren muß, diese aber a priori
nicht bekannt ist. Die folgenden beiden Mechanismen verwendet TCP fu¨r die Bestimmung
der zu verwendenden Timeoutwerte:
• Scha¨tzung der Paketumlaufzeit auf Basis gemessener Umlaufzeiten und
• Exponentieller Backoff-Mechanismus.
Um die Paketumlaufzeiten zu ermitteln, bestimmt TCP die Zeitdifferenz zwischen dem
Senden eines Pakets mit einer bestimmten Sequenznummer und einem Paket, das diese Se-
quenznummer besta¨tigt, oder im Falle einer kumulativen Besta¨tigung, diese Sequenznummer
mit besta¨tigt. [Ste94] beschreibt das Verfahren, wie aus einem gewichteten Mittel aus dem
alten Initialisierungswert und dem neuen Meßwert unter zusa¨tzlicher Beru¨cksichtigung der
Schwankungen der gemessenen Umlaufzeiten der neue zu verwendende Timeoutwert berech-
net wird.
Fu¨r Pakete, die wiederholt gesendet werden, ist die Bestimmung der Paketumlaufzeit nicht
eindeutig mo¨glich, da das Besta¨tigungspaket nicht genau einer von ggf. mehreren U¨bertra-
gungswiederholungen eines Nutzdatenpakets zugeordnet werden kann. Diese Problematik ist
in Abb. 2.10a dargestellt. Da das Paket mit der Sequenznummer 513 im Netz verzo¨gert wird,
werden nach Ablauf des Timers vom Sender dieses und die nachfolgenden Pakete erneut u¨ber-
tragen. Sowohl fu¨r den ersten Sendeversuch als auch fu¨r den zweiten Sendeversuch wird eine
Besta¨tigung generiert. Empfa¨ngt der Sender diese Besta¨tigungen, ist fu¨r ihn nicht erkennbar,
ob er fu¨r die Bestimmung der Paketumlaufzeit die Zeitdifferenz zum ersten oder zum zweiten
Sendeversuch heranziehen muß. Der sogenannte Karn-Algorithmus [KP87] spezifiziert, daß im
Falle wiederholter Pakete keine Messungen der Paketumlaufzeit und keine neue Bestimmung
eines Timeoutwertes erfolgen.
Mittels sogenannter Zeitstempel kann auch fu¨r wiederholt gesendete Pakete die Paket-
umlaufzeit bestimmt werden. Grundidee hierbei ist es, den Absendezeitpunkt in einer TCP-
Option an das Nutzdatenpaket anzuha¨ngen und beim Empfa¨nger in das Besta¨tigungspaket zu
kopieren [Ste94]. Der Sender kann aus dem Zeitpunkt des Empfangs der Besta¨tigung und dem
im Paket kodierten Sendezeitpunkt die Paketumlaufzeit eindeutig bestimmen. In Abb. 2.10b
ko¨nnen zum Zeitpunkt t4 fu¨r das wiederholte Paket mit der Sequenznummer 513 die Paket-
umlaufzeiten bestimmt werden.
Wa¨hrend ohne die Zeitstempel-Option immer nur fu¨r das aktuell unter der Kontrolle
des Timers gesendete Paket eine Messung der Paketumlaufzeit mo¨glich ist, kann mittels der
Zeitstempel-Option fu¨r jedes Paket die Paketumlaufzeit bestimmt werden. Diese Option bietet
somit den Vorteil einer gro¨ßeren Anzahl von Meßwerten. Insbesondere im Falle ha¨ufiger und
starker Schwankungen der Paketumlaufzeiten ist dies von Vorteil.

















































Abbildung 2.10: Die Zeitstempel-Option
Tritt fu¨r ein unter Kontrolle eines Timers gesendetes Paket ein Timeout ein, so wird
der zu verwendende Timeoutwert gema¨ß des exponentiellen Backoff-Mechanismus verdoppelt
und dieser verdoppelte Timeoutwert fu¨r die erneute U¨bertragung des Pakets verwendet. Tritt
mehrfach hintereinander ein Timeout ein, so wird auch der Timer mehrfach hintereinander
verdoppelt. Der Grund fu¨r dieses Verhalten ist darin zu sehen, daß TCP nicht sicher davon
ausgehen kann, den Timer groß genug gewa¨hlt zu haben. Vorsichtshalber wird deshalb bei
jedem Timeout der Initialisierungswert verdoppelt und solange dieser Wert verwendet, bis eine
neue aktuelle Messung der Paketumlaufzeit vorliegt und diese als Basis fu¨r die Bestimmung
eines geeigneten neuen Timeoutwertes verwendet werden kann.
Wiederholungsstrategien
TCP nutzt zwei verschiedene Strategien der U¨bertragungswiederholung. Erfolgt eine U¨bertra-
gungswiederholung nach einem Timeout, werden das Paket, fu¨r das der Timeout erfolgt ist,
und alle nachfolgenden, bereits gesendeten Nutzdatenpakete gema¨ß der Go-Back-N-Strategie
wiederholt. Ist der Empfang des dritten Besta¨tigungsduplikates der Anlaß fu¨r die Wiederho-
lung, wird nur ein Nutzdatenpaket wiederholt. Dieser Mechanismus wird als Fast Retransmit
bezeichnet.
2.3.1.2 Flußkontrolle
Um das U¨berlaufen des in seiner Gro¨ße beschra¨nkten Empfangspuffers einer TCP-Instanz
zu vermeiden, muß sichergestellt sein, daß der Sender nicht mehr Nutzdaten sendet, als der
Empfa¨nger in seinem Puffer aufnehmen kann. Dies ist die Aufgabe der Flußkontrolle. TCP
benutzt hierfu¨r ein Flußkontrollfenster, das sich mit dem Fortgang der Nutzdatenu¨bertragung
vera¨ndert und aus diesem Grunde als gleitendes Flußkontrollfenster bezeichnet wird. Es ist
durch seine untere und obere Grenze bestimmt. Die Sequenznummern, die im Kontext der
U¨bertragungswiederholung und Besta¨tigung von Nutzdaten verwendet werden, werden auch
dazu genutzt, diese beiden Grenzen festzulegen.
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Im Verlauf der U¨bertragung der Nutzdaten bewegt sich das Flußkontrollfenster hin zu gro¨-
ßeren Sequenznummern. Mittels der Besta¨tigungspakete informiert der Empfa¨nger den Sender
u¨ber die Besta¨tigungs-Sequenznummer und die sogenannte Flußkontrollfenstergro¨ße. Die Be-
sta¨tigungs-Sequenznummer legt die untere Grenze des Flußkontrollfensters, die Summe aus
dieser und der Flußkontrollfenstergro¨ße die obere Sequenznummer fest. Der Sender u¨bertra¨gt
keine Nutzdaten mit einer u¨ber diese obere Grenze hinausgehenden Sequenznummer.
In Abb. 2.11 ist ein Ausschnitt aus einem zu u¨bertragenden Nutzdatenstrom zuzu¨glich der
aktuellen Position des Flußkontrollfensters dargestellt. Auf der linken Seite ist die im letzten
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Abbildung 2.11: Flußkontrolle mittels gleitendem Flußkontrollfenster
Mittels der Besta¨tigungs-Sequenznummer 300 und einer Fenstergro¨ße von 600 informiert
der Empfa¨nger den Sender, daß im Empfangspuffer Platz fu¨r die Nutzdaten mit der Sequenz-
nummer 300 bis 899 verfu¨gbar ist. Diese Nutzdaten du¨rfen vom Sender gesendet und im Falle
von U¨bertragungswiederholungen auch mehrmals gesendet werden. Die zweite dargestellte
Besta¨tigung ist ein Beispiel dafu¨r, wie der Empfa¨nger zwar Nutzdaten besta¨tigt, aber keinen
zusa¨tzlichen Sendekredit gewa¨hrt. Mittels der dritten Besta¨tigung werden 100 Bytes Nutzda-
ten neu besta¨tigt und zugleich auch die obere Grenze des Flußkontrollfensters um 200 Bytes
verschoben.
Einen Sonderfall stellt die Flußkontrollfenstergro¨ße Null dar. Empfa¨ngt der Sender ein
Besta¨tigungspaket mit der Flußkontrollfenstergro¨ße Null, so wechselt er in den sogenannten
Persist-Modus. In diesem Modus werden keine Nutzdatenpakete mehr gesendet. Daru¨ber hin-
aus werden auch die Timer angehalten, so daß keine Timeouts mehr erfolgen. Sobald der
Empfa¨nger das Flußkontrollfenster erneut o¨ffnet, wird die Kommunikation wieder aufgenom-
men.
2.3.1.3 Lastkontrolle
Die Lastkontrolle von TCP [APS99] wird mittels eines Lastkontrollfensters realisiert. Das
Lastkontrollfenster bestimmt, bis zu welcher Obergrenze Nutzdatenbytes gesendet werden
du¨rfen. Wa¨hrend die Flußkontrolle den Empfa¨nger vor Pufferu¨berla¨ufen schu¨tzt, ist es die
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Aufgabe der Lastkontrolle, U¨berlastsituationen innerhalb des Netzwerkes zu vermeiden bzw.
aufzulo¨sen. Die Gro¨ße und Vera¨nderung des Flußkontrollfensters wird vom Empfa¨nger ge-
steuert, die des Lastkontrollfensters hingegen vom Sender. Wie auch bei der Flußkontrolle
werden Sequenznummern dazu genutzt, die Grenzen des Lastkontrollfensters festzulegen. Die
Summe aus der ho¨chsten besta¨tigten Sequenznummer und der Gro¨ße des Lastkontrollfensters
bestimmt die obere Grenze des Lastkontrollfensters. Der Sender darf nur Nutzdatenpakete
u¨bertragen, die weder die obere Grenze des Flußkontrollfensters noch die obere Grenze des
Lastkontrollfensters u¨berschreiten.
Explizite Feedback Signale, denen der Sender die Notwendigkeit einer Vergro¨ßerung oder
Verkleinerung des Lastkontrollfensters entnehmen kann, stehen TCP nicht zur Verfu¨gung.
TCP kann lediglich implizite Signale nutzen. Empfa¨ngt der Sender Besta¨tigungspakete vom
Empfa¨nger, so ist das ein Indiz dafu¨r, daß Pakete der Verbindung transportiert werden und kei-
ne U¨berlast vorliegt. Der Sender vergro¨ßert daraufhin das Lastkontrollfenster. Diagnostiziert
TCP anhand eines Timeouts oder anhand von Besta¨tigungsduplikaten einen vermeintlichen
Paketverlust, wird dies als Indiz fu¨r eine U¨berlast gewertet und daraufhin die Lastkontroll-
fenstergro¨ße reduziert und somit eine sogenannte Lastreduktion vorgenommen. Hinsichtlich
der Verfahren fu¨r die Anpassung des Lastkontrollfensters muß unterschieden werden, inwie-
weit ihr Einsatz in TCP zwingend vorgeschrieben bzw. optional ist. Die ersten beiden der im
folgenden aufgelisteten Verfahren mu¨ssen in TCP implementiert sein, das dritte ist optional:
• Slow Start,
• Congestion Avoidance und
• Fast Recovery (optional).
Der Slow Start kommt beim Start einer Verbindung und im Falle der Notwendigkeit einer
drastischen Lastreduktion zum Einsatz. Das Ziel von Congestion Avoidance ist es, die Last so
zu regulieren, daß die Last zwar langsam bis zur U¨berlastung erho¨ht wird, bei U¨berschreiten
der Engpaßkapazita¨t aber nur eine geringfu¨gige U¨berlastung die Folge ist. Fast Recovery wird
nach einer U¨bertragungswiederholung mittels Fast Retransmit eingesetzt.
Der sogenannte Slow-Start-Grenzwert regelt, wann das Slow-Start-Verfahren bzw. das Con-
gestion-Avoidance-Verfahren die Last adaptiert. Ab dem Zeitpunkt einer durch einen Timeout
oder durch Besta¨tigungsduplikate veranlaßten U¨bertragungswiederholung wird die Ha¨lfte der
Anzahl der gesendeten, aber nicht besta¨tigten Nutzdatenbytes als neuer Grenzwert verwendet.
Slow Start
Das Konzept des Slow Starts ist es, mit einer sehr geringen Last zu starten, aber zu¨gig, d.h.
exponentiell, die Last zu erho¨hen. Hierzu wird das Lastkontrollfenster, das zu Beginn eines
Slow Starts auf die Gro¨ße eines Segments gesetzt wird, beim Empfang jedes Besta¨tigungspa-
kets um die Gro¨ße eines Segments vergro¨ßert. Dies ergibt insgesamt ein exponentielles O¨ffnen
des Lastkontrollfensters in der Phase des Slow Starts. Ein Slow Start wird nicht nur beim Start
einer Verbindung durchgefu¨hrt. Nach einem Timeout wird ebenfalls ein Slow Start vorgenom-
men, d.h. das Lastkontrollfenster wird auf die Gro¨ße eines Segments gesetzt und anschließend
wieder exponentiell vergro¨ßert. U¨berschreitet die Gro¨ße des Lastkontrollfensters den Slow-
Start-Grenzwert, adaptiert nicht mehr das Slow-Start-Verfahren, sondern das Congestion-
Avoidance-Verfahren die Gro¨ße des Lastkontrollfensters.
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Congestion Avoidance
Der Congestion-Avoidance-Algorithmus vergro¨ßert jede Paketumlaufzeit das Lastkontrollfen-
ster um die Gro¨ße eines Segments und erho¨ht somit die Last linear. Da im Vergleich zum
Slow-Start-Verfahren die Last wesentlich langsamer erho¨ht wird, ist im Fall einer U¨berla-
stung das Ausmaß der U¨berlast wesentlich geringer. Erho¨ht der Sender jede Paketumlaufzeit
die wa¨hrend dieser Zeit gesendete Datenmenge um ein Paket, und nimmt man eine konstan-
te Engpaßkapazita¨t an, hat die Erho¨hung den Verlust von genau einem Paket zur Folge. Ist
das Fast-Retransmit-Verfahren nicht implementiert, ist ein Timeout mit anschließendem Slow
Start die Folge. Wird der Paketverlust durch Besta¨tigungsduplikate erkannt und anschließend
mittels Fast Retransmit eine Wiederholung veranlaßt, u¨bernimmt – sofern implementiert –
das Fast Recovery die Lastkontrolle.
Fast Recovery
Nach einer U¨bertragungswiederholung mittels Fast Retransmit wird die Summe aus dem
neu bestimmten Slow-Start-Grenzwert und der dreifachen Segmentgro¨ße als neue Lastkon-
trollfenstergro¨ße verwendet. Weiterhin wird fu¨r jedes empfangene Besta¨tigungsduplikat das
Lastkontrollfenster um die Gro¨ße eines Segments vergro¨ßert. Empfa¨ngt der Sender ein Besta¨-
tigungspaket, das bisher noch nicht besta¨tigte Nutzdaten besta¨tigt, wird der aktuelle Slow-
Start-Grenzwert als neue Lastkontrollfenstergro¨ße verwendet und das Fast Recovery been-
det. Anschließend wird das Lastkontrollfenster mittels des Congestion-Avoidance-Verfahrens
adaptiert.
Lastkontrollverfahren in einem beispielhaften Szenario
Die Vera¨nderung des Lastkontrollfensters wa¨hrend des Slow Starts, der Congestion Avoidance
und des Fast Recoverys und die Anpassung des Slow-Start-Grenzwertes sind in Abb. 2.12
dargestellt. Es wird von einer Segmentgro¨ße von 1000 Bytes ausgegangen.
Auf Grund eines Timeouts wird zum Zeitpunkt 0 das Lastkontrollfenster auf ein Segment
und der Slow-Start-Grenzwert auf 16000 Byte reduziert. Bis zum Erreichen dieses Grenzwerts
wird vom Slow-Start-Verfahren das Lastkontrollfenster exponentiell geo¨ffnet. Bei Erreichen
des Grenzwertes zum Zeitpunkt 4 u¨bernimmt das Congestion-Avoidance-Verfahren die Last-
kontrolle. Es erho¨ht die Last lediglich um 1000 Bytes pro Paketumlaufzeit. Zum Zeitpunkt 7
wird ein Paketverlust festgestellt und eine U¨bertragungswiederholung veranlaßt. Da zu die-
sem Zeitpunkt 18000 Bytes gesendeter Nutzdaten unbesta¨tigt sind, verwendet der Sender
18000/2 Bytes als neuen Slow-Start-Grenzwert. Wie das Lastkontrollfenster nach der U¨ber-
tragungswiederholung adaptiert wird, ist abha¨ngig davon, ob die Wiederholung nach einem
Timeout (Variante 1 in Abb. 2.12) oder durch Fast Retransmit (Variante 2 in Abb. 2.12) er-
folgt.
Im Falle eines Timeouts wird – analog zur U¨bertragungswiederholung zum Zeitpunkt 0 –
ein Slow Start vorgenommen und anschließend die Last durch das Congestion-Avoidance-Ver-
fahren reguliert. Wird mittels Fast Retransmit wiederholt, ist ab dem Zeitpunkt 7 das Fast-
Recovery-Verfahren fu¨r die Lastkontrolle verantwortlich. Die Gro¨ße des Lastkontrollfensters
betra¨gt Slow-Start-Grenzwert+ 3 ∗ 1000 = 12000 Bytes und wird bei Empfang der 4 Besta¨-
tigungsduplikate jeweils erho¨ht. Zum Zeitpunkt 8 werden bisher nicht besta¨tigte Nutzdaten
besta¨tigt. Aus diesem Grunde u¨bernimmt ab diesem Zeitpunkt das Congestion-Avoidance-
Verfahren die Lastkontrolle.
































Abbildung 2.12: Vera¨nderung des Lastkontrollfensters
Wesentlicher Nachteil der Strategie, Paketverluste implizit als Indiz fu¨r eine U¨berlast zu
verwenden, ist, daß nicht nur durch Pufferu¨berla¨ufe in Routern bedingte Paketverluste als
U¨berlast interpretiert werden. Wird ein Paket durch einen Bitfehler verfa¨lscht, so wird es nach
U¨berpru¨fung verworfen. Sobald der Sender den Paketverlust erkennt, reduziert er, allerdings
unno¨tigerweise, die Last. Insbesondere im Umfeld der drahtlosen U¨bertragung mit ha¨ufigeren,
aber nicht unbedingt durch Pufferu¨berla¨ufe bedingten Paketverlusten fu¨hrt dies zu unno¨tigen
Lastreduktionen und sich daraus ergebenden drastischen Durchsatzeinbußen.
2.3.2 TCP in drahtlosen Umgebungen
TCP wurde urspru¨nglich fu¨r den Betrieb u¨ber drahtgebundenen U¨bertragungskana¨len kon-
zipiert. Es wurde von U¨bertragungskana¨len mit weitgehend konstanten Bitfehlerraten aus-
gegangen, die kleiner als 10−6 sind. Ho¨here Fehlerraten, wie sie fu¨r drahtlose Netze typisch
sind, wurden nicht gezielt adressiert. Auch zur Behandlung von Unterbrechungen des U¨bertra-
gungskanals sind in TCP keine speziellen Mechanismen vorgesehen, da diese Art von Unter-
brechungen zum Zeitpunkt der Entwicklung von TCP nicht als typisch angesehen wurde. Zum
damaligen Zeitpunkt wurde von etablierten Routen, stationa¨ren Endsystemen, die mangels
Ortsvera¨nderungen nur selten Routenanpassung erforderlich machten, und einem zuverla¨ssi-
gen, dauerhaft verfu¨gbaren U¨bertragungskanal ausgegangen. Der Verzicht auf Mechanismen,
die Unterbrechungen des U¨bertragungskanals oder ho¨here Bitfehlerraten adressieren, war so-
mit naheliegend.
Hinsichtlich der U¨bertragungseigenschaften liegt im Falle von Endsystemen, die drahtlos
angeschlossen und mobil sind, eine signifikant andere Situation vor. Die funkbasierte U¨ber-
tragung ist fehleranfa¨lliger und hat eine ho¨here Bitfehlerrate als die drahtgebundene Kom-
munikation zur Folge. Daru¨ber hinaus unterliegt die Bitfehlerrate sta¨rkeren Schwankungen.
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Eine Ursache hierfu¨r ist die Tatsache, daß sich ein Funkkanal nicht wie ein Kabel gegen
Sto¨reinflu¨sse abschirmen la¨ßt. Bedingt durch Ortswechsel eines mobilen Systems oder sich
im Ausbreitungspfad des Funksignals bewegender Gegensta¨nde kann ein mobiles System mit





la¨ngere Unterbrechungen selten ha¨ufig
Bitfehlerrate 10−6 − 10−12 10−3 − 10−6
Schwankungen der Bitfehlerrate gering stark
Tabelle 2.4: U¨bertragungseigenschaften
Tabelle 2.4 verdeutlicht die unterschiedlichen U¨bertragungseigenschaften der drahtgebun-
denen bzw. der funkbasierten U¨bertragung. Auf Grund der signifikant verschiedenen U¨bertra-
gungseigenschaften stellt sich die Frage, inwieweit das urspru¨nglich fu¨r die Kommunikation
u¨ber drahtgebundenen Medien entwickelte Transportprotokoll TCP auch u¨ber fehleranfa¨lligen
Funkkana¨len eingesetzt werden kann.
2.3.2.1 Auswirkungen von Bitfehlern
Da ho¨here Bitfehlerraten in drahtlosen Netzen keine Ausnahmesituationen darstellen, sondern
zumindest zeitweise im regula¨ren Betrieb auftreten, ist zu untersuchen, wie Protokolle ho¨herer
Schichten sich im Falle dieser Fehlerraten verhalten. Von besonderer Bedeutung ist hierbei
die Transportschicht, da die U¨bertragungsfehler von ihr korrigiert werden mu¨ssen. Den im
folgenden aufgelisteten Aspekten kommt somit eine gro¨ßere Bedeutung zu:
• Verzo¨gerung bis zur U¨bertragungswiederholung
Im Falle ha¨ufig notwendiger U¨bertragungswiederholungen muß darauf geachtet werden,
daß diese Wiederholungen von TCP mo¨glichst schnell veranlaßt werden.
• Effizienz der U¨bertragungswiederholung
Ist lediglich die U¨bertragung einzelner Pakete und nicht die U¨bertragung von Pake-
ten eines kompletten Flußkontrollfenster erfolglos, so ist die U¨bertragungswiederholung
mittels Go-Back-N nicht effizient. Auf Grund ggf. unno¨tig wiederholter Pakete werden
U¨bertragungsressourcen verschwendet.
• Auswirkungen auf die Lastkontrolle
Wie in Kapitel 2.3.1.3 beschrieben, wertet TCP Paketverluste als Indiz fu¨r eine U¨berlast-
situation. Paketverluste auf Grund von U¨bertragungsfehlern werden somit – allerdings
fa¨lschlicherweise – als U¨berlast interpretiert. Das Verhalten des Slow-Start-Mechanis-
mus und des Congestion-Avoidance-Verfahrens muß aus diesem Grunde im Kontext
von durch U¨bertragungsfehler bedingten Paketverlusten untersucht werden.
Wie sich Paketverluste, die nicht durch Pufferu¨berla¨ufe wa¨hrend einer U¨berlastsituation
bedingt sind, auf TCP auswirken, ist abha¨ngig davon, wie ha¨ufig derartige Verluste auftreten.
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Einzelner Paketverlust pro Paketumlaufzeit
Werden nach dem Nutzdatenpaket, das nicht erfolgreich zum Empfa¨nger u¨bertragen wur-
de, mindestens drei Nutzdatenpakete erfolgreich u¨bertragen, so kann der Sender anhand der
vom Empfa¨nger generierten Besta¨tigungsduplikate den Paketverlust vermuten und mittels
Fast Retransmit die Wiederholung dieses Pakets veranlassen. Die U¨bertragungswiederholung
erfolgt schnell und ist effizient, da sie unmittelbar erfolgt und nur das eine nicht korrekt
u¨bertragene Paket wiederholt wird. Allerdings wird auch das Lastkontrollfenster verkleinert.
Abb. 2.13 zeigt die Entwicklung der Lastkontrollfenstergro¨ße. Bis zum Zeitpunkt 8 hat das
Congestion-Avoidance-Verfahren ein lineares Anwachsen der Gro¨ße zur Folge. Ohne Lastre-
duktion wu¨rde das Lastkontrollfenster zwar weiter wachsen, ein gro¨ßerer Durchsatz wu¨rde sich
aber nicht ergeben, da das Flußkontrollfenster den begrenzenden Faktor darstellt. Im Zeit-
raum 8 bis 9 wird das Lastkontrollfenster unter der Kontrolle von Fast Recovery adaptiert.
Zum Zeitpunkt 9 wird der aktuelle Slow-Start-Grenzwert als neue Lastkontrollfenstergro¨ße
verwendet. Anschließend u¨bernimmt das Congestion-Avoidance-Verfahren die Lastkontrolle.






















Abbildung 2.13: Durchsatzeinbußen nach einem einzelnem Paketverlust
Mehrere Paketverluste pro Paketumlaufzeit
Treten mehrere Paketverluste innerhalb einer Paketumlaufzeit auf, so kann nur der erste die-
ser Verluste mittels Fast Retransmit und anschließendem Fast Recovery korrigiert werden.
Der Verlust des zweiten Pakets wird erst anhand des Timeouts des zugeho¨rigen Timers er-
kannt. Wieviel Zeit bis zur U¨bertragungswiederholung verstreicht, ist damit davon abha¨ngig,
wie pra¨zise die Paketumlaufzeit gescha¨tzt wurde. Auch Implementierungsdetails des TCP-
Protokolls spielen hierbei eine Rolle. BSD verwendet beispielsweise einen Timer mit einer
Granularita¨t von 500 ms und einem Minimalwert von 500 ms, die Granularita¨t des Linux Ti-
mers betra¨gt hingegen 10 ms und hat einen Minimalwert von 200 ms [BBD+99]. Aus diesem
Grunde wird in der Regel von Linux eine U¨bertragungswiederholung schneller veranlaßt als
von BSD. Nichtsdestotrotz verstreicht bis zur U¨bertragungswiederholung nach einem Timeout
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mehr Zeit als bis zur durch Fast Retransmit veranlaßten Wiederholung. Eine signifikante und
unno¨tig lange Verzo¨gerung ergibt sich auch dann, falls unno¨tigerweise ein zu großer Initia-
lisierungswert fu¨r den Timer gewa¨hlt wird. Dies ist insbesondere dann der Fall, wenn nach
einem Timeout fu¨r die U¨bertragung des wiederholten Pakets gema¨ß des exponentiellen Back-
off-Mechanismus ein verdoppelter Timerinitialisierungswert verwendet wird. Da der Karn-
Algorithmus vorgibt, daß fu¨r wiederholte Pakete keine Messungen der Paketumlaufzeit vorge-
nommen werden, wird wa¨hrend mehrerer Paketumlaufzeiten dieser zu pessimistisch gewa¨hlte
verdoppelte Timeoutwert verwendet. Treten in dieser Zeit erneut Paketverluste auf, die nur
durch einen Timeout erkannt werden ko¨nnen, so wird die U¨bertragungswiederholung unno¨-
tig lange verzo¨gert. Abb. 2.14 verdeutlicht die beschriebene Situation. Die zwischen Sender
und Empfa¨nger gesendeten Pakete und die Vera¨nderung des verwendeten Timeoutwertes sind
dargestellt.
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Abbildung 2.14: Verzo¨gerung von U¨bertragungswiederholungen
Zum Zeitpunkt 1 liegt eine neue RTT Messung vor und es wird ein neuer zu verwendender
Timeoutwert von 3 berechnet. Die Pakete 3 und 4 gehen verloren. Da der Sender nicht min-
destens 3 Besta¨tigungsduplikate empfa¨ngt, kann er kein Fast Retransmit veranlassen. Zum
Zeitpunkt 4 la¨uft der Timer ab, und es werden die Pakete 3 und 4 wiederholt. Die Pakete 5
und 6 werden hingegen noch nicht wiederholt, da das Lastkontrollfenster die U¨bertragung
beschra¨nkt. Fu¨r die U¨bertragung wird gema¨ß des exponentiellen Backoff-Mechanismus ein
Timeout von 6 verwendet. Erst zum Zeitpunkt 7.2 empfa¨ngt der Sender die Besta¨tigung fu¨r
ein Paket, das er nicht wiederholt hat. Somit kann eindeutig die RTT fu¨r dieses Paket be-
stimmt und auch ein neuer Timeoutwert errechnet werden (Fall a). Angenommen, eines der
Pakete 3, 4 ko¨nnte nicht erfolgreich u¨bertragen werden, so wu¨rde zum Zeitpunkt 10 erneut ein
Timeout erfolgen und der zu verwendende Timeoutwert nochmals verdoppelt werden (Fall b).
Diese pessimistischen Timeoutwerte verzo¨gern in dem Falle, daß erst durch einen Timeout
eine U¨bertragungswiederholung veranlaßt wird, diese unno¨tig lange. Je la¨nger diese pessimisti-
schen Timeoutwerte verwendet werden, um so gro¨ßer ist die Wahrscheinlichkeit, daß wa¨hrend
dieser Zeit ein Paketverlust eintritt und keine Kommunikation bis zum Ablaufen dieses pessi-
mistisch gewa¨hlten Timers erfolgt. Im dargestellten Szenario werden lediglich die Pakete 3-6,
d.h. 4 Pakete, wiederholt und anschließend Pakete, die erstmalig u¨bertragen werden, gesen-
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det. Muß ggf. ein komplettes Flußkontrollfenster wiederholt werden (Go-Back-N), so dauert es
la¨nger, bis ein noch nicht gesendetes Paket u¨bertragen wird, fu¨r das eine Messung der Paket-
umlaufzeit vorgenommen werden und statt des ggf. mehrfach verdoppelten Timeoutwertes ein
realistischerer verwendet werden kann.
Bei einem Timeout wird generell das Lastkontrollfenster auf seine minimale Gro¨ße redu-
ziert. Wird ein Paket auf Grund eines Bitfehlers nicht korrekt u¨bertragen, ist diese Lastre-























Abbildung 2.15: Durchsatzeinbußen nach einem Timeout
Es wird von 1000 Bytes großen Segmenten und von 32000 Bytes unbesta¨tigten Nutzdaten
zum Zeitpunkt des Timeouts (Zeitpunkt 8) ausgegangen. Im Zeitraum [6,8] vera¨ndert sich das
Lastkontrollfenster nicht, da keine Besta¨tigungen empfangen werden. Erst zum Zeitpunkt 8
wird nach dem Timeout die Kommunikation wieder aufgenommen. Die durch die unno¨tige
Lastreduktion bedingte Durchsatzeinbuße ist in Abb. 2.15 grau dargestellt. Es wird zum Zeit-
punkt 8 ein Slow Start vorgenommen und ab dem Zeitpunkt 12 die Lastkontrolle durch das
Congestion-Avoidance-Verfahren reguliert.
Paketverluste in mehreren aufeinanderfolgenden Paketumlaufzeiten
Werden in zwei aufeinanderfolgenden Paketumlaufzeiten Pakete nach einem Timeout wieder-
holt, so fallen die durch die Lastkontrolle bedingten Durchsatzeinbußen noch drastischer aus.
Eine wesentliche Rolle spielt hierbei der Slow-Start-Grenzwert, der festlegt, wie lange die O¨ff-
nung des Lastkontrollfensters exponentiell erfolgt, bevor zur linearen O¨ffnung u¨bergegangen
wird.
Abb. 2.16 zeigt ein Szenario, in dem sowohl die erste U¨bertragung eines Nutzdatenpa-
kets als auch die erste U¨bertragungswiederholung dieses Pakets nicht erfolgreich ist. Zum
Zeitpunkt 2 erfolgt ein Timeout fu¨r das u¨bertragene Paket. Daraufhin wird das Lastkontroll-
fenster auf ein Segment verkleinert, ein Slow-Start-Grenzwert von 16000 Byte verwendet und




















Abbildung 2.16: Durchsatzeinbußen nach aufeinanderfolgenden Timeouts
das Paket, fu¨r das der Timeout erfolgte, erneut gesendet. Der Timer wird mit dem Wert
6 RTT initialisiert. Da auch das wiederholte Paket auf Grund von Bitfehlern nicht korrekt
u¨bertragen wird, ergibt sich zum Zeitpunkt 8 erneut ein Timeout. Zwischen den beiden Ti-
meouts zu den Zeitpunkten 2 bzw. 8 empfa¨ngt der Sender keine Besta¨tigungen. Somit hat
das Lastkontrollfenster zum Zeitpunkt 8 weiterhin die Gro¨ße eines Segments. Als neuer Slow-
Start-Grenzwert wird der Minimalwert von 2 Segmenten verwendet.
Der zweimalig fehlgeschlagene Sendeversuch eines Pakets fu¨hrt wie im Beispiel gezeigt
dazu, daß der Slow-Start-Grenzwert auf seinen Minimalwert gesetzt wird. Als Konsequenz
entfa¨llt bei der Adaption des Lastkontrollfensters die Phase der exponentiellen Erho¨hung. Die
durch die unno¨tige Lastreduktion bedingten Durchsatzeinbußen fallen somit noch deutlicher
als in den in Abb. 2.13 und Abb. 2.15 dargestellten Szenarien aus.
2.3.2.2 Auswirkungen von Unterbrechungen
Tempora¨re Unterbrechungen des U¨bertragungskanals zwischen Sender und Empfa¨nger stel-
len im Bereich der Mobilkommunikation keine Ausnahmesituation dar, sondern treten auch
im regula¨ren Betrieb auf. Basisstationswechsel, Verzo¨gerungen, bis von Mobile IP nach einem
Subnetzwechsel eines mobilen Systems das Routing angepaßt wurde, und Unterbrechungen
auf dem Funkkanal ko¨nnen Ursache dafu¨r sein, daß die Kommunikation zwischen dem Sen-
der und dem Empfa¨nger tempora¨r unterbrochen ist. La¨ngere Unterbrechungen ko¨nnen sich
ergeben, falls mobile Systeme den Netzabdeckungsbereich verlassen und zu einem spa¨teren
Zeitpunkt in einen Bereich mit Funkversorgung zuru¨ckkehren. Das Transportprotokoll TCP
wird mit diesen Unterbrechungen konfrontiert. Sinnvoll ist eine sofortige Wiederaufnahme der
Kommunikation nach der tempora¨ren Unterbrechung und die Vermeidung unno¨tiger Lastre-
duktionen. Inwieweit TCP diese Anforderungen erfu¨llen kann, wird im folgenden betrachtet.
Durch Unterbrechungen bedingte Paketverluste werden von TCP ebenfalls wie auch die
durch Bitfehler bedingten Paketverluste fa¨lschlicherweise als Indiz fu¨r U¨berlast gewertet und
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daraufhin das Lastkontrollfenster verkleinert. Die Ausfu¨hrungen in Kapitel 2.3.2.1 zu dieser
Problematik sind auch im Falle der durch Unterbrechungen bedingten Paketverluste zutref-
fend. Insbesondere die anhand Abb. 2.16 verdeutlichte Verwendung eines minimalen Slow-
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Abbildung 2.17: Verhalten von TCP bei Unterbrechungen
Hinsichtlich des Zeitpunktes, zu dem nach einer Unterbrechung die Kommunikation in
der Transportschicht wieder aufgenommen wird, ist der exponentielle Backoff-Mechanismus
von zentraler Bedeutung. Abb. 2.17 zeigt das Verhalten von TCP im Falle einer la¨ngeren
Unterbrechung. Ab dem Zeitpunkt 1 sendet der Sender mehrere Nutzdatenpakete (dicker
Pfeil). Da ab dem Zeitpunkt 1.25 der Funkkanal unterbrochen ist, werden nicht alle Pakete
erfolgreich u¨bertragen. Zum Zeitpunkt 1.5 erfolgt ein Timeout und das erste nicht erfolgreich
u¨bertragene Paket wird unter Kontrolle eines Timers erneut gesendet (du¨nner Pfeil). Der
Timeoutwert betra¨gt 0.5 sec. Weitere Sendeversuche mit jeweils verdoppeltem Timeoutwert
erfolgen zu den Zeitpunkten 2, 3, 5, 9 und 17. Obwohl ab dem Zeitpunkt 10 der Kanal nicht
mehr unterbrochen ist, werden bis zum Zeitpunkt 17 keine Nutzdatenpakete gesendet. Sinnvoll
wa¨re eine Aufnahme der Kommunikation seitens TCP zum Zeitpunkt 10.
2.4 Zusammenfassung
Es ist davon auszugehen, daß verschiedene Mobilkommunikationssysteme in Zukunft neben-
einander existieren werden und diese Systeme durch das Internet verbunden sein werden. Um
die Mobilita¨t eines Endsystems auch zwischen verschiedenen Mobilkommunikationssystemen
zu unterstu¨tzen, ist eine Mobilita¨tsunterstu¨tzung erforderlich. Fu¨r IPv4 bietet das Mobile IP
Protokoll diese Unterstu¨tzung.
Es ist allerdings nicht ausreichend, fu¨r mobile Systeme lediglich die Anbindung auf IP-
Ebene, z.B. mittels Mobile IP, zu realisieren. Es muß zusa¨tzlich betrachtet werden, inwieweit
die U¨bertragungseigenschaften der drahtlosen U¨bertragung sich auf die Performance aus-
wirken. Ho¨here Fehlerraten und durch Basisstationswechsel, Subnetzwechsel oder tempora¨res
Verlassen des Funkabdeckungbereiches bedingte Unterbrechungen sind typisch fu¨r die drahtlo-
se Kommunikation. Unter diesen U¨bertragungsbedingungen erweist sich der Einsatz von TCP
als problematisch, da das Lastkontrollfenster und der Slow-Start-Grenzwert unno¨tigerweise
verkleinert werden. Daru¨ber hinaus nimmt TCP nicht unmittelbar am Ende einer Unterbre-
chung des U¨bertragungskanals die Kommunikation wieder auf. In der Literatur beschriebene
Lo¨sungsansa¨tze fu¨r die genannten Probleme werden in Kapitel 3 ausfu¨hrlich diskutiert.
Kapitel 3
Stand der Forschung
La¨ngere Unterbrechungen des U¨bertragungskanals und durch U¨bertragungsfehler auf dem
drahtlosen Link bedingte Paketverluste, die fa¨lschlicherweise TCP zur Reduktion der Last
veranlassen, sind, wie im vorangegangenen Kapitel ausgefu¨hrt, die Hauptursache fu¨r die Per-
formance Probleme von TCP in drahtlosen Umgebungen. In der Literatur sind fu¨r diese
Probleme eine Vielzahl verschiedener Ansa¨tze beschrieben. Sie adressieren ha¨ufig nur einen
Teil der im Umfeld der drahtlosen Kommunikation auftretenden Probleme und unterscheiden
sich dahingehend, in welcher Schicht des Protokollstacks die fu¨r die Problemlo¨sung vorge-
schlagenen Mechanismen angesiedelt sind.
Um eine Einordnung der in der Literatur beschriebenen Lo¨sungsvorschla¨ge zu erleichtern,
werden in Kapitel 3.1 zuna¨chst Klassifikationskriterien vorgestellt. Bei der Beschreibung der
einzelnen Lo¨sungsansa¨tze wird auf diese Kriterien eingegangen. Hinsichtlich der Klassifikati-
on eines Verfahrens, das die durch die drahtlose U¨bertragung bedingten Probleme adressiert,
ist es ein wesentliches Kriterium, ob das Verfahren Ende-zu-Ende oder in der lokalen Umge-
bung des drahtlosen Links operiert. Ende-zu-Ende-Verfahren sind in Kapitel 3.2 beschrieben,
lokale Verfahren in Kapitel 3.3. Der indirekte Transportansatz kristallisiert sich in der in Ka-
pitel 3.4 beschriebenen Bewertung der verschiedenen Ansa¨tze als der am besten geeignete
Ansatz fu¨r die gestellten Anforderungen heraus. In Kapitel 3.5 werden im Kontext indirekter
Transportansa¨tze auftretende Probleme analysiert. Ein zentrales Problem ist, daß indirekte
Transportansa¨tze auf Grund der zusa¨tzlich im Netz zu verwaltenden Statusinformation eine
spezielle – u¨ber die globale Mobilita¨tsunterstu¨tzung hinausgehende – Mobilita¨tsunterstu¨tzung
beno¨tigen. Sie wird als Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze bezeichnet. Die
Migration mit Einfrieren, ein mo¨gliches Verfahren fu¨r die Mobilita¨tsunterstu¨tzung indirekter
Transportansa¨tze, wird in Kapitel 3.5 vorgestellt.
3.1 Klassifikation von Lo¨sungsansa¨tzen
Eine Einordnung der Lo¨sungsansa¨tze kann anhand der jeweils adressierten Probleme vorge-
nommen werden. Daru¨ber hinaus existieren konzeptionelle Unterschiede, die ebenfalls eine
Basis fu¨r eine Klassifikation bilden ko¨nnen. Auf beide Gruppen von Klassifikationskriterien
wird im folgenden eingegangen.
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3.1.1 Adressierte Probleme
Um eine Internetanbindung auch fu¨r drahtlos angebundene, mobile Systeme zu realisieren,
mu¨ssen folgende Aspekte von den fu¨r die Problemlo¨sung vorgeschlagenen Ansa¨tzen beru¨ck-
sichtigt werden:
• Ho¨here Bitfehlerraten
Wie in Kapitel 2.1.4 dargelegt, kann nicht davon ausgegangen werden, daß sich die
Bitfehlerraten in drahtlosen Netzen in einer a¨hnlichen Gro¨ßenordnung wie im Bereich
der Festnetze bewegen. Aus diesem Grunde sind Mechanismen notwendig, die ho¨here
Bitfehlerraten adressieren.
• Ha¨ufigere Unterbrechungen des U¨bertragungskanals
Unterbrechungen des U¨bertragungskanals sind, wie in Kapitel 2.1.4 skizziert, eine typi-
sche Situation, mit der im drahtlosen Umfeld gerechnet werden muß. Geeignete Mecha-
nismen sind erforderlich, um eine schnelle Wiederaufnahme der Datenkommunikation
in der Transportschicht nach dem Ende der Unterbrechung des Funkkanals zu ermo¨gli-
chen. Daru¨ber hinaus muß vermieden werden, daß der Slow-Start-Grenzwert von TCP
wa¨hrend der Unterbrechung auf seinen Minimalwert verringert wird.
• Mobilita¨t der Endsysteme
Einige Ansa¨tze gehen von drahtlos angeschlossenen, aber stationa¨ren Endsystemen aus.
Sie adressieren zwar ho¨here Bitfehlerraten und ha¨ufigere Unterbrechungen, sind aber
auf Grund der verwendeten Mechanismen nur einsetzbar, falls das Endsystem nicht
mobil ist. Ursache ist eine fehlende Mobilita¨tsunterstu¨tzung. Andere Ansa¨tze schlagen
hingegen Mechanismen zur Kompensation des fehleranfa¨lligen Links vor, die auch im
Falle der Mobilita¨t der Endsysteme noch einsetzbar sind.
3.1.2 Konzeptionelle Unterschiede der Lo¨sungsansa¨tze
Die Lo¨sungsansa¨tze lassen sich nicht nur anhand der Probleme klassifizieren, die sie zu lo¨sen
versuchen, sondern auch anhand der den Lo¨sungen zugrundeliegenden Konzepte. Auch wesent-
liche Unterschiede der einzelnen Lo¨sungen ko¨nnen als Unterscheidungskriterien dienen. Auf
folgende Kriterien wird bei der Beschreibung der verschiedenen Lo¨sungsansa¨tze eingegangen:
• Ende-zu-Ende-Lo¨sungen vs. lokale Lo¨sungen
Bei Ende-zu-Ende-Lo¨sungen wird in den Endsystemen das TCP-Protokoll modifiziert.
Es existieren sowohl Lo¨sungen, die eine schnellere U¨bertragungswiederholung veranlas-
sen, als auch solche, die unno¨tige Lastreduktionen von TCP im Umfeld der funkbasierten
U¨bertragung zu vermeiden versuchen. Alternativ kann auch mittels lokaler Lo¨sungen
versucht werden, die Fehleranfa¨lligkeit drahtloser U¨bertragungsstrecken in der lokalen
Umgebung dieser Strecken durch geeignete Korrekturverfahren zu kompensieren. Die
TCP-Instanzen werden dann nicht mit den ho¨heren Bitfehlerraten dieser Strecken kon-
frontiert. Unno¨tige Lastreduktionen auf Grund von U¨bertragungsfehlern treten somit
seltener auf.
• Modifizierte Protokollschicht
Ein weiteres Unterscheidungsmerkmal der Lo¨sungen besteht darin, in welcher Protokoll-
schicht der vorgeschlagene Mechanismus realisiert wird.
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• Modifikationen an den Festnetzrechnern
Hinsichtlich der notwendigen Modifikationen stellen die verschiedenen Ansa¨tze verschie-
den starke Anforderungen. Bei manchen Ansa¨tzen sind die Modifikationen auf das mo-
bile Endsystem beschra¨nkt, andere erfordern sogar A¨nderungen an den Kommunikati-
onspartnern im Festnetz.
• TCP Ende-zu-Ende-Semantik
Ein weiteres Unterscheidungskriterium ist, inwieweit die TCP Ende-zu-Ende-Semantik
durch einen Lo¨sungsansatz vera¨ndert wird. TCP-Besta¨tigungspakete informieren nor-
malerweise den Sender daru¨ber, daß ein entsprechendes Paket erfolgreich zur Transport-
instanz des empfangenden Endsystems u¨bertragen wurde. Bei Lo¨sungsansa¨tzen, die die
Ende-zu-Ende-Semantik a¨ndern, kann hingegen aus dem Empfang eines Besta¨tigungs-
pakets nicht geschlossen werden, daß das besta¨tigte Nutzdatenpaket erfolgreich bei der
Transportinstanz des empfangenden Endsystemes ausgeliefert wurde.
• Zusa¨tzliche netzinterne Statusinformation
Daru¨ber hinaus unterscheiden sich die Lo¨sungsansa¨tze dahingehend, inwieweit sie die
Verwaltung zusa¨tzlicher Statusinformation innerhalb des Netzes erfordern. Einige Ansa¨t-
ze sind zwingend auf diese Statusinformation angewiesen, andere ko¨nnen zwar prinzipiell
auch ohne diese Statusinformation operieren, ko¨nnen dann aber nicht den Zweck erfu¨l-
len, trotz fehleranfa¨lliger drahtloser Teilstrecken eine performante Datenu¨bertragung zu
ermo¨glichen.
• Migrationsunterstu¨tzung erforderlich bzw. realisiert
Erfordert ein Lo¨sungsansatz Statusinformation innerhalb des Netzes, so muß diese im
Falle eines Ortswechsels eines mobilen Systems ggf. auf einem anderen Zwischensystem
verfu¨gbar gemacht werden. Dies ist die Aufgabe der Migrationsunterstu¨tzung. Die Lo¨-
sungsansa¨tze unterscheiden sich dahingehend, inwieweit eine Migrationunterstu¨tzung
notwendig ist und in dem jeweiligen Lo¨sungsansatz mit betrachtet wird.
Die in der Literatur beschriebenen Ansa¨tze lassen sich in zwei große Klassen einteilen:
Ende-zu-Ende-Lo¨sungsansa¨tze und in der lokalen Umgebung der drahtlosen Teilstrecke ope-
rierende Ansa¨tze. Ende-zu-Ende-Lo¨sungen, bei denen in der Schicht 4, d.h. an den TCP-
Instanzen der Endsysteme Modifikationen vorgenommen werden, werden in Kapitel 3.2 be-
schrieben. Lokale Lo¨sungen werden in Kapitel 3.3 behandelt und ko¨nnen in drei Unterklassen
eingeteilt werden: Lo¨sungen in der Schicht 2, Lo¨sungen in der Schicht 3 und Lo¨sungen in der
Schicht 4. Ohne auf die einzelnen Lo¨sungsansa¨tze innerhalb einer Klasse bzw. Unterklasse ein-
zugehen, wird fu¨r jede der Klassen bzw. Unterklassen betrachtet und tabellarisch zusammen-
gefaßt, inwieweit Modifikationen an den Festnetzrechnern erforderlich sind, die TCP Ende-zu-
Ende-Semantik vera¨ndert wird und zusa¨tzlich netzinterne Statusinformation notwendig ist.
Daru¨ber hinaus ist in die Tabellen mit aufgenommen, inwieweit eine Migrationsunterstu¨tzung
erforderlich und realisiert ist. Bei der Beschreibung der einzelnen Lo¨sungsansa¨tze wird darauf
eingegangen, ob sie ho¨here Bitfehlerraten oder ha¨ufige Unterbrechungen des U¨bertragungska-
nals adressieren.
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3.2 Ende-zu-Ende-Lo¨sungen
Abb. 3.1 zeigt das grundlegende Szenario der Ende-zu-Ende-Lo¨sungen. Modifikationen sind –
in der Abbildung dunkelgrau dargestellt – am TCP-Protokoll im Festnetzrechner bzw. mobilen
System erforderlich. Ansa¨tze, die fu¨r TCP eine Lastkontrolle auf Basis expliziter Feedbacksi-
gnale vorschlagen, erfordern daru¨ber hinaus A¨nderungen an den Zwischensystemen, um diese

















Bei Ende-zu-Ende-Lo¨sungsansa¨tzen muß die TCP-Implementierung des Festnetzrechners
modifiziert werden. Die Ende-zu-Ende-Semantik von TCP bleibt erhalten. Netzinterne Sta-













Tabelle 3.1: Klassifikation der betrachteten Ende-zu-Ende-Lo¨sungen
3.2.1 Optimierung der Fehlerkorrektur
Um die Fehlerkorrektur von TCP zu optimieren, bieten sich mehrere Ansatzpunkte an. Es
kann die Strategie, die die zu wiederholenden Pakete bestimmt, optimiert werden. Daru¨ber
hinaus ko¨nnen auch an dem timerbasierten Mechanismus, der fu¨r das Veranlassen einer U¨ber-
tragungswiederholung verantwortlich ist, Verbesserungen vorgenommen werden.
3.2.1.1 Modifikation der Besta¨tigungs- und Wiederholungsstrategie
[MMFR96] beschreibt sogenannte selektive Besta¨tigungen fu¨r TCP (TCP-Sack). Im Gegen-
satz zur kumulativen Besta¨tigung ko¨nnen einzelne Pakete besta¨tigt werden. Insbesondere
kann auch dann besta¨tigt werden, wenn Nutzdaten mit niedrigerer Sequenznummer noch
nicht erfolgreich empfangen wurden. Die selektiv besta¨tigten Sequenznummern werden im
TCP-Optionen-Feld kodiert. Fu¨r die Protokollverarbeitung sind sowohl im Sender als auch im
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Empfa¨nger A¨nderungen an der TCP-Implementierung erforderlich. Selektive Besta¨tigungen
ermo¨glichen es – im Gegensatz zum Fast-Retransmit-Mechanismus – auch im Falle mehre-
rer Paketverluste pro Paketumlaufzeit diese zu¨gig zu korrigieren und unter Umsta¨nden einen
Timeout mit anschließender Slow-Start-Phase zu vermeiden. In [BHZ98] wird der positive Ein-
fluß selektiver Besta¨tigungen und selektiver U¨bertragungswiederholungen auf die Geschwin-
digkeit und die Effizienz der Fehlerkorrektur von TCP nachgewiesen. In [SF98] beschreiben die
Autoren, daß insbesondere im drahtlosen Umfeld mit fehleranfa¨lligen U¨bertragungskana¨len die
Verwendung selektiver Besta¨tigungen sinnvoll ist. Daru¨ber hinaus schlagen sie ein Verfahren
vor, das es erlaubt, den Verlust von wiederholten Nutzdatenpaketen zu erkennen und diese
erneut zu u¨bertragen, ohne auf den zugeho¨rigen Timeout warten zu mu¨ssen. Das Verfahren
analysiert die eingehenden Besta¨tigungen und entscheidet daraufhin, welche Nutzdatenpakete
wiederholt werden mu¨ssen.
Die in RFC 2018 [MMFR96] spezifizierten selektiven Besta¨tigungen erhalten inzwischen
zunehmend Einzug in die Betriebssysteme. Selektive Besta¨tigungen sind in Windows 98, Win-
dows 2000, Linux (ab der Version 2.2) und Solaris (ab der Version 2.7) implementiert. In [All00]
beschriebene Messungen ergaben, daß der Anteil der TCP-Verbindungen, die beim Verbin-
dungsaufbau TCP-Sack anfordern, im Zeitraum Dezember 1998 bis Februar 2000 von ca. 5%
auf ca. 20% angestiegen ist. Von einem weiteren Anstieg des Anteils der TCP-Verbindungen,
die TCP-Sack anfordern, ist auszugehen.
3.2.1.2 Optimierung der timerbasierten U¨bertragungswiederholung
Hauptproblem der timerbasierten U¨bertragungswiederholung ist es, daß zum Sendezeitpunkt
eines Pakets die Zeitdauer bis zum Empfang des zugeho¨rigen Besta¨tigungspakets nicht be-
kannt ist und somit die Wahl eines geeigneten Timeoutwertes schwer ist. TCP bestimmt aus
Messungen der Paketumlaufzeiten den zu verwendenden Timeoutwert. Verbesserungen lassen
sich erzielen, indem exaktere Scha¨tzmethoden Grundlage fu¨r die Bestimmung des Timeout-
wertes werden.
Exaktere und ha¨ufigere Messung der Paketumlaufzeit
Der standardma¨ßig in TCP implementierte Karn-Algorithmus [KP87] legt fest, daß fu¨r wieder-
holte Pakete keine Paketumlaufzeiten zu messen sind und kein neuer Timeoutwert zu berech-
nen ist. Mittels der in Kapitel 2.3.1.1 beschriebenen Zeitstempel-Option (TCP-Zeitstempel)
lassen sich dagegen ha¨ufigere und exaktere Messungen der Paketumlaufzeit realisieren [Ste94],
[JBB92], da auch fu¨r wiederholte Pakete eine Messung vorgenommen werden kann. Gerade im
Umfeld der drahtlosen Kommunikation mit ha¨ufigen und starken Schwankungen der Paket-
umlaufzeit und ha¨ufigen U¨bertragungswiederholungen sind exaktere Messungen von Vorteil.
Ha¨ufigere Messungen der Paketumlaufzeit sind insbesondere dann nu¨tzlich, wenn nach mehr-
maligen aufeinanderfolgenden Timeouts auf Grund des exponentiellen Backoff-Mechanismus
pessimistische und große Timeoutwerte zum Einsatz kommen. Die Verwendung der Zeitstem-
pel-Option ermo¨glicht es in diesem Fall fru¨hzeitiger, einen optimistischeren und realistischeren
Timeoutwert anstatt des pessimistischen, durch mehrmalige exponentielle Anpassung vergro¨-
ßerten Timeoutwertes zu verwenden. Wird in diesem Szenario eine U¨bertragungswiederholung
nach einem Timeout erforderlich, so kann diese auf Grund des realistischer gewa¨hlten Ti-
meoutwertes schneller veranlaßt werden. Die Verwendung von Zeitstempeln wird in [Lud00],
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[PGLA99] als ein Mechanismus angefu¨hrt, der zusa¨tzlich zu den jeweils dort beschriebenen Me-
chanismen gewinnbringend eingesetzt werden kann. Allerdings ist der Algorithmus, der dann
in TCP aus den gemessenen Paketumlaufzeiten den neuen Timeoutwert bestimmt [JK98], nur
bedingt geeignet, falls ha¨ufige RTT-Messungen mit feingranularer Auflo¨sung im Bereich von
10 ms vorgenommen werden. Dies wird in [LS00] diskutiert und es wird zusa¨tzlich eine neue
Variante der Timeoutberechnung vorgeschlagen.
Vermeidung unno¨tiger Timeouts
Sogenannte Auxiliary Timeouts werden in [CL97] beschrieben, um TCP resistenter gegen-
u¨ber sta¨rkeren Schwankungen der Paketumlaufzeit zu machen. Es wird vorgeschlagen, nicht
unmittelbar nach einem Timeout eine U¨bertragungswiederholung und eine Reduktion der
Last zu veranlassen, sondern noch eine zusa¨tzliche Zeitdauer abzuwarten, ob das jeweilige
Besta¨tigungspaket nicht doch noch beim Sender eintrifft. Ist dies der Fall, so erfolgen kei-
ne U¨bertragungswiederholungen und keine Lastreduktion. Andernfalls werden, wie in TCP
spezifiziert, Nutzdatenpakete wiederholt und die Last reduziert. Die zusa¨tzlich zu wartende
Zeitdauer wird auf Basis der Verspa¨tungen, die fu¨r in der Vergangenheit verspa¨tet eingetrof-
fene Besta¨tigungen gemessen wurden, bestimmt. Nachteil dieses Verfahrens ist, daß im Fall
einer notwendigen U¨bertragungswiederholung diese zusa¨tzlich verzo¨gert wird.
Optimierungen im Fall von Unterbrechungen
Nach Unterbrechungen des U¨bertragungskanals wird erst nach Ablauf des wa¨hrend der Un-
terbrechung exponentiell vergro¨ßerten Timers die U¨bertragungswiederholung veranlaßt. Es
vergeht somit ggf. zwischen dem Ende der Unterbrechung und der Wiederaufnahme der Kom-
munikation auf der Transportebene eine signifikante Zeitdauer (siehe Kapitel 2.3.2.2). Um
eine schnelle Aufnahme der Kommunikation zu veranlassen, wird in [CI95] vorgeschlagen,
vom mobilen System drei Besta¨tigungsduplikate zum Kommunikationspartner zu senden und
diesen somit zu veranlassen, mittels Fast Retransmit die Kommunikation fortzusetzen. Das
Verfahren wird als ku¨nstliches Fast Retransmit bezeichnet. Es ermo¨glicht zwar eine schnelle
Wiederaufnahme der Kommunikation, den negativen Auswirkungen des auf Grund des Ti-
meouts auf den Minimalwert gesetzten Lastkontrollfensters und Slow-Start-Grenzwertes kann
es aber nicht entgegenwirken.
[GMPG00] adressiert ebenfalls die sich durch eine Unterbrechung des U¨bertragungskanals
fu¨r die timerbasierte U¨bertragungswiederholung ergebenden Probleme. Es wird davon aus-
gegangen, daß die TCP-Instanz des mobilen Systems vor der Unterbrechung noch u¨ber die
bevorstehende Unterbrechung informiert werden kann und die TCP-Instanz noch ein TCP-
Paket zum Kommunikationspartner senden kann. In diesem Paket ist der Sendekredit auf
0 gesetzt. Der Kommunikationspartner wechselt daraufhin in den Persist-Modus, d.h. der
die U¨bertragungswiederholungen veranlassende Timer wird eingefroren. U¨bertragungswieder-
holungen und Reduktionen des Lastkontrollfensters und des Slow-Start-Grenzwertes werden
deshalb wa¨hrend der Unterbrechung nicht vorgenommen.
3.2.2 Verbesserung der Lastkontrolle
Die im folgenden beschriebenen Ansa¨tze verfolgen das Ziel, die Lastkontrolle von TCP dahin-
gehend zu modifizieren, daß durch eine fehlerhafte U¨bertragung u¨ber dem drahtlosen Link be-
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dingte Paketverluste nicht fa¨lschlicherweise eine Lastreduktion bewirken. Grundsa¨tzlich kann
hierbei zwischen Verfahren unterschieden werden, die wie TCP auf impliziten Signalen be-
ruhen, und Verfahren, die explizite Feedback-Signale nutzen. Als Ende-zu-Ende operierende
Verfahren sind die Verfahren zur Verbesserung der Lastkontrolle wie in Tabelle 3.1 dargestellt
einzuordnen.
Explizite Feedbacksignale
[Flo94], [GCW98], [BKVP97], [CRVP98] schlagen Verfahren vor, wie explizite Signale dazu
eingesetzt werden ko¨nnen, auch im Umfeld der Mobilkommunikation mit den dort typischen
U¨bertragungseigenschaften unno¨tige Lastreduktionen zu vermeiden. Zwei verschiedene Typen
von expliziten Feedbacksignalen werden in der Literatur vorgeschlagen: Explizite U¨berlastsi-
gnale, explizite Paketverlustsignale.
Explizite U¨berlastsignale werden in [GCW98], [Flo94] und [RF99] eingesetzt, um im Falle
einer U¨berlast im Zwischensystem den Sender u¨ber diese U¨berlastsituation zu informieren.
Weiterhin wird der Sender dahingehend modifiziert, daß nicht mehr Paketverluste als Indiz
fu¨r U¨berlast herangezogen werden, sondern ausschließlich bei Empfang expliziter U¨berlastsi-
gnale die Last reduziert wird. Durch U¨bertragungsfehler auf dem drahtlosen Link bedingte
Paketverluste haben somit nicht mehr eine Reduktion der Last seitens des Senders zur Folge.
Explizite Paketverlustsignale werden in [BKVP97] und [CRVP98] diskutiert, um unno¨tige
Lastreduktionen zu vermeiden. Paketverluste werden allerdings weiterhin – wie auch in TCP
spezifiziert – als Indiz fu¨r eine U¨berlastsituation herangezogen. Zusa¨tzlich wird der Sender
aber mittels expliziter Signale u¨ber Situationen, die Paketverluste zur Folge haben, aber keine
Lastreduktion erfordern, informiert. Empfa¨ngt der Sender derartige Signale, so verzichtet er
trotz eines Paketverlustes auf eine Lastreduktion. In [BKVP97] werden von der Basisstation
generierte explizite Feedbacksignale beschrieben, um den Sender u¨ber Zeitra¨ume schlechter
U¨bertragungseigenschaften – und damit erho¨hter Paketverlustraten – auf dem Funkkanal zu
informieren. In Multi-Hop-Netzwerken, bei denen Pakete u¨ber andere mobile Systeme zum
Zielsystem geroutet werden, treten ha¨ufiger Situationen auf, in denen mobile Systeme nicht
erreichbar sind. [CRVP98] schla¨gt in diesem Fall vor, den Sender u¨ber eine derartige Situation
zu informieren und Paketverluste dann nicht als Indiz fu¨r U¨berlast zu werten.
Implizite Feedbacksignale
Untersuchungen, inwieweit implizite Feedbacksignale dazu geeignet sind, unno¨tige Lastreduk-
tionen zu vermeiden, die durch Paketverluste bei der U¨bertragung u¨ber drahtlosen Links
bedingt sind, sind in [BV98] und [LK00] zu finden.
Im Endsystem gemessene Paketumlaufzeiten als implizites Signal heranzuziehen, um zwi-
schen durch U¨berlast bzw. durch U¨bertragungsfehler bedingten Paketverlusten zu unterschei-
den, wird in [BV98] untersucht. Die betrachteten Verfahren eignen sich allerdings nicht, um
die Ursache eines Paketverlustes zu ermitteln. Sie ko¨nnen somit nicht als Kriterium fu¨r die
Entscheidung dienen, ob eine U¨berlast vorliegt und die Last reduziert werden muß.
TCP-Eifel [LK00] verwendet ebenfalls implizite Signale. Anhand des impliziten Signals
kann zum Zeitpunkt des Timeouts allerdings nicht entschieden werden, ob eine U¨berlast vor-
liegt. Stattdessen kommt ein implizites Signal zum Einsatz, dem zu einem spa¨teren Zeitpunkt,
d.h. nach dem Timeout, entnommen werden kann, daß ggf. keine U¨berlast vorgelag. Es wird
zum Zeitpunkt des Timeouts also nicht versucht zu entscheiden, ob eine U¨berlast vorliegt
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und eine Lastreduktion erforderlich ist. Stattdessen wird im Falle eines Timeouts generell die
Last reduziert. Empfa¨ngt der Sender zu einem spa¨teren Zeitpunkt eine Besta¨tigung fu¨r das
Nutzdatenpaket, fu¨r das der Timeout erfolgt ist, so wird die Lastreduktion wieder ru¨ckga¨ngig
gemacht, d.h. das Lastkontrollfenster auf seine urspru¨ngliche Gro¨ße gesetzt. Ursache fu¨r diese
Verspa¨tung ko¨nnen beispielsweise mehrmalige U¨bertragungswiederholungen in der Schicht 2
sein. Der Empfang des jeweiligen Besta¨tigungspakets wird also als implizites Signal dafu¨r
gewertet, daß keine U¨berlast vorgelag. Das beschriebene Verfahren kann dazu eingesetzt wer-
den, unno¨tige Lastreduktionen, die durch den verspa¨teten Empfang von Besta¨tigungspaketen
bedingt sind, ru¨ckga¨ngig zu machen [Lud00].
3.3 Lokale Lo¨sungen
Mittels der lokalen Lo¨sungen wird versucht, die durch die Fehleranfa¨lligkeit des drahtlosen
Links bedingten U¨bertragungsfehler durch geeignete Maßnahmen in der lokalen Umgebung
des drahtlosen Links zu vermeiden oder zu korrigieren. Ziel dieser Maßnahmen ist es, die
Zahl der fu¨r TCP feststellbaren Paketverluste auf eine a¨hnliche Gro¨ßenordnung wie bei der
drahtgebundenen U¨bertragung zu reduzieren. Gelingt dies, so ist der in TCP verfolgte Ansatz,
Paketverluste als Indiz fu¨r U¨berlast zu werten, auch dann vertretbar, wenn der Pfad zwischen
Sender und Empfa¨nger einen fehleranfa¨lligen drahtlosen Link beinhaltet. Die lokal angesie-
delten Mechanismen ko¨nnen allerdings nicht fu¨r sich alleine betrachtet werden, da sie unter
Umsta¨nden Auswirkungen auf ho¨here Schichten des Protokollstacks haben. Insbesondere sich
ggf. ergebende zusa¨tzliche Verzo¨gerungen ko¨nnen trotz erfolgreicher U¨bertragung auf Grund
dann verspa¨tet eintreffender Besta¨tigungspakete einen Timeout in der TCP-Instanz des Sen-
ders zur Folge haben. In diesem Fall wird trotz der erfolgreichen U¨bertragung des Pakets die
Last reduziert.
Die verschiedenen in der Literatur beschriebenen Ansa¨tze lassen sich danach einordnen,
in welcher Schicht des Protokollstacks sie angesiedelt sind. Sie werden in den folgenden Un-
terkapiteln detaillierter beschrieben.
3.3.1 Lo¨sungsansa¨tze in der Schicht 1 bzw. Schicht 2
Abb. 3.2 zeigt das grundlegende Szenario fu¨r auf Schicht 1 bzw. Schicht 2 operierende Lo¨-
sungsansa¨tze. Die fu¨r die Realisierung dieser Ansa¨tze notwendigen A¨nderungen sind lokaler
Natur, d.h. auf die fu¨r den Zugriff auf den Funkkanal verantwortlichen Komponenten der
Basisstation und des mobilen Systems beschra¨nkt.
Modifikationen an der TCP-Implementierung werden weder beim Festnetzrechner noch
beim mobilen System vorgenommen. Daru¨ber hinaus bleibt die Ende-zu-Ende-Semantik er-
halten. Ein Teil der Ansa¨tze kommt ohne zusa¨tzliche Statusinformation aus, andere beno¨tigen
diese. Die Statusinformation, die fu¨r die U¨bertragungswiederholung zwischengespeicherte Pa-
kete umfaßt, wird allerdings im Fall eines Basisstationswechsels nicht zur neuen Basisstation
u¨bertragen. Deshalb sind unmittelbar nach einem Basisstationswechsel keine lokalen Wieder-
holungen mo¨glich. Tabelle 3.2 faßt die Merkmale der in der Schicht 2 angesiedelten lokalen
Mechanismen zusammen.































Tabelle 3.2: Klassifikation der betrachteten lokalen Lo¨sungen (Schicht 2)
Wesentlicher Vorteil der auf Schicht 1 bzw. Schicht 2 operierenden Ansa¨tze ist, daß bei
der Entscheidung, mit welchen Mitteln die Fehleranfa¨lligkeit des drahtlosen Links kompen-
siert wird, die aktuellen U¨bertragungseigenschaften des drahtlosen Links mit beru¨cksichtigt
werden ko¨nnen. Auf schnell wechselnde und stark schwankende U¨bertragungseigenschaften
der Funkkanals kann bei diesen Ansa¨tzen gezielt reagiert werden. Mo¨gliche Reaktionen sind:
• Wahl des Sendezeitpunktes,
• Vera¨nderung der Kodierung und der Menge hinzugefu¨gter Redundanz,
• Segmentierung und gezielte Wahl der zu sendenden Paketla¨ngen und
• U¨bertragungswiederholungen in der Schicht 2.
In [BBKT97] wird vorgeschlagen, Pakete nicht sofort auf den Funkkanal zu senden, son-
dern stattdessen die aktuellen U¨bertragungseigenschaften mit zu beru¨cksichtigen und erst
dann zu senden, wenn die U¨bertragungseigenschaften akzeptabel sind. In der Literatur wird
dieser Ansatz als ’channel state dependent scheduling’ bezeichnet. Anstatt zu warten, bis sich
akzeptable U¨bertragungseigenschaften auf dem Funkkanal ergeben, ko¨nnen auch aktiv Maß-
nahmen ergriffen werden, um eine weniger fehleranfa¨llige U¨bertragung zu ermo¨glichen. Dies
la¨ßt sich durch die Verwendung eines anderen Kodierungsverfahrens oder durch Hinzufu¨gen
von zur Fehlerkorrektur nutzbarer Redundanz erreichen. Adaptive Verfahren [ES98b] lassen
sich hierzu gewinnbringend einsetzen. In [ZR97] wird beschrieben, die adaptiven Verfahren
nach Mo¨glichkeit so zu konzipieren, daß zwar die Zahl der Fehler reduziert wird, Fehler aber
weiterhin in Bursts auftreten. Dies erfolgt vor dem Hintergrund, daß TCP – in der Varian-
te ohne selektive Besta¨tigungen – mit Sequenzen fehlender Pakete besser zurechtkommt, als
mit gleichma¨ßig verteilten einzelnen Paketverlusten. Als weitere adaptive Maßnahme kann die
La¨nge der auf dem Funkkanal u¨bertragenen Pakete an die aktuellen U¨bertragungseigenschaf-
ten des Funkkanals angepaßt werden [ES98b], [BKVP97], [LS98].
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U¨bertragungswiederholungen auf der Schicht 2 werden in einer Vielzahl von Vero¨ffentli-
chungen – teilweise zusa¨tzlich zu weiteren Mechanismen – vorgeschlagen [BKVP97], [ES98b],
[EALSG95], [LKJK99], [PGLA00], [FRSW98], [WT98]. Auch in kommerziell erha¨ltlichen Pro-
dukten kommen U¨bertragungswiederholungen in der Schicht 2 zum Einsatz. ARLAN [ARL97],
IEEE 802.11 [IEE99], WaveLAN 802.11 [Wav99] und der nicht transparente U¨bertragungsmo-
dus von GSM [EV97] nutzen diese Technik. Bei Systemen, die U¨bertragungswiederholungen
in der Schicht 2 unterstu¨tzen, muß zwischen solchen unterschieden werden, die fu¨r Pakete aller
Datenstro¨me ggf. Paketwiederholungen veranlassen und solchen, die nur Pakete eines zuver-
la¨ssigen Protokolls ggf. wiederholen. In [Lud99] und [PGLA00] wird vorgeschlagen, fu¨r Pakete
von TCP-Stro¨men ggf. Schicht 2 Wiederholungen vorzunehmen, fu¨r UDP-Stro¨me hingegen
nicht.
Durch U¨bertragungswiederholungen bedingte Probleme
U¨bertragungswiederholungen in der Schicht 2 verla¨ngern die Paketumlaufzeit von TCP-Pake-
ten. Unter Umsta¨nden ist senderseitig ein Timeout mit anschließender Paketwiederholung und
Lastreduktion die Folge, obwohl das zugeho¨rige TCP-Paket nach mehrmaliger Wiederholung
in der Schicht 2 erfolgreich u¨bertragen werden konnte. Es muß also das Ziel sein, mo¨glichst
schnell U¨bertragungsfehler auf der Schicht 2 zu korrigieren. Wa¨hrend bei [EALSG95] erst
fru¨hstens nach der U¨bertragung eines kompletten Flußkontrollfensters der Schicht 2 ein Paket
wiederholt werden kann, erfolgen in [PGLA00] Schicht 2 Wiederholungen selektiv und wer-
den auf Grund sofortiger Information des Senders bzgl. einer fehlgeschlagenen U¨bertragung
schneller veranlaßt. Um zu vermeiden, daß Paketwiederholungen die U¨bertragung nachfolgen-
der Pakete verzo¨gern, wird in [FRSW98] fu¨r CDMA Systeme vorgeschlagen, fu¨r die Wieder-
holungen einen anderen, d.h. weiteren Code zu verwenden und das zu wiederholende Paket
zeitlich parallel zum nachfolgenden Paket zu senden.
Das Pha¨nomen konkurrierender U¨bertragungswiederholungen in TCP und in der Schicht 2
ist in der Literatur beschrieben. Allerdings herrscht keine Einigkeit, ob dies tatsa¨chlich ein Pro-
blem ist oder nicht. In [DCY93], [KRL+97], [RSW98] wird es als Problem dargestellt, wa¨hrend
in [LRK+99] festgestellt wird, daß TCP sich den sta¨rkeren Schwankungen der Paketumlaufzeit
anpassen kann. Ursache fu¨r diese kontra¨ren Ergebnisse sind die verschiedenen verwendeten
TCP-Implementierungen. Wa¨hrend die TCP-Implementierung von Linux Timer mit einem
Minimalwert von 200 ms und einer Granularita¨t von 10 ms verwendet, ist der Minimalwert
von BSD-basierten TCP-Implementierungen 500 ms und betra¨gt die Granularita¨t 500 ms.
Durch Schicht 2 Wiederholungen bedingte la¨ngere Ende-zu-Ende-Paketumlaufzeiten fu¨hren
im Falle von Timern mit geringerem Minimalwert und geringerer Granularita¨t dann ha¨ufi-
ger zu unno¨tigen Timeouts als bei tendenziell groß gewa¨hlten Timeoutwerten. Vor diesem
Hintergrund wird klar, warum bei der Vermessung eines Linux Protokollstacks [RSW98] kon-
kurrierende U¨bertragungswiederholungen der Schicht 2 und Schicht 4 beobachtet werden,
wohingegen dies bei der Vermessung des BSD-basierten Protokollstacks [LRK+99] nicht der
Fall ist.
Der TCP-Eifel Ansatz von Ludwig et. al. [LK00] zeichnet sich dadurch aus, daß nicht nur
U¨bertragungswiederholungen auf der Schicht 2 vorgeschlagen werden, sondern zugleich auch
Mechanismen beschrieben werden, wie auf die Lastreduktion von TCP wegen verla¨ngerter
Paketumlaufzeiten reagiert werden kann. Da es sich hierbei um ein Ende-zu-Ende operierendes
Verfahren handelt, ist es bereits in Kapitel 3.2.2 beschrieben.
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3.3.2 Lo¨sungsansa¨tze in der Schicht 3
In Abb. 3.3 ist das grundlegende Szenario dargestellt. Protokollinstanzen, die fu¨r die Um-
setzung dieser Ansa¨tze modifiziert werden mu¨ssen, sind grau unterlegt dargestellt. Vera¨n-





















Abbildung 3.3: Schicht 3 Lo¨sungen
Kernidee der in der Schicht 3 angesiedelten Lo¨sungsansa¨tze ist es, im Router vor dem
drahtlosen Link die Protokollko¨pfe der TCP-Pakete auszuwerten und auf Basis dieser In-
formation zu bestimmen, welche Pakete u¨ber den drahtlosen Link gesendet werden. Diese
Auswertung erfolgt in der Netzwerkschicht des Routers. Hierzu werden in dem Router die
Sequenznummern bzw. die Besta¨tigungssequenznummern der passierenden TCP-Pakete ana-
lysiert. Das Schichtenprinzip wird hierbei durchbrochen, da TCP-spezifische Information nicht
nur in der TCP-Schicht sondern auch in der Netzwerkschicht genutzt wird. Etwaige Vera¨nde-
rungen an TCP erfordern somit ggf. auch A¨nderungen an den Routern, die in der Netzwerk-
schicht TCP-Pakete auswerten.
Zwei Verfahren, die in der Schicht 3 operieren, sind in der Literatur beschrieben: Das
Filtern von TCP-Paketen und die lokale Wiederholung von TCP-Paketen. Beide Verfahren
erfordern keine Modifikationen am Festnetzrechner und erhalten die Ende-zu-Ende-Semantik
von TCP. Zusa¨tzliche Statusinformation wird im Router verwaltet. Eine Migrationsunter-
stu¨tzung fu¨r diese Statusinformation ist allerdings nur fu¨r einen der Ansa¨tze beschrieben.













Tabelle 3.3: Klassifikation der betrachteten lokalen Lo¨sungen (Schicht 3)
Filtern von TCP-Paketen
In [CL97] wird zusa¨tzlich zu der in Kapitel 3.2.1.2 beschriebenen Optimierung der timerba-
sierten U¨bertragungswiederholung ein Verfahren beschrieben, das von einem TCP-Sender im
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Festnetz unno¨tigerweise wiederholte TCP-Nutzdatenpakete erkennen kann und diese Pakete
herausfiltert. Hierzu werden in der Schicht 3 des Routers die TCP-Sequenznummer der TCP-
Pakete und die besta¨tigten Sequenznummern analysiert. Ein TCP-Paket wird herausgefiltert,
falls seine Sequenznummer kleiner als die ho¨chste kumulativ besta¨tigte Sequenznummer ist,
die bereits den Router passiert hat. Unno¨tige Paketu¨bertragungen u¨ber einen unter Um-
sta¨nden schmalbandigen drahtlosen Link ko¨nnen somit reduziert werden. Der beschriebene
Lo¨sungsansatz ist insbesondere dann von Nutzen, falls TCP Ende-zu-Ende keine selektiven
Wiederholungen unterstu¨tzt. Lokale U¨bertragungswiederholungen zwischen dem Router und
dem mobilen System, um die ho¨here Fehleranfa¨lligkeit des drahtlosen Links zu kompensieren,
bietet dieser Ansatz nicht.
Lokale Wiederholung von TCP-Paketen
Ho¨here Bitfehlerraten drahtloser Links adressiert hingegen der an der Universita¨t Berkeley
entwickelte Snoop-Ansatz [BSK95] durch lokale U¨bertragungswiederholungen. Hierfu¨r werden
analog zu dem im vorangegangenen Abschnitt beschriebenen Verfahren im Router die Paket-
ko¨pfe von TCP-Paketen analysiert. Auf Basis dieser Information erfolgen ggf. Wiederholungen
von TCP-Paketen zwischen dem Router und dem mobilen System. Lokale U¨bertragungswie-
derholungen werden sowohl fu¨r vom mobilen System gesendete als auch fu¨r an das mobile
System gesendete TCP-Pakete vorgenommen. Allerdings unterscheiden sich die hierfu¨r not-
wendigen Mechanismen.
Wie eventuell notwendige U¨bertragungswiederholungen fu¨r an das mobile System adres-
sierte Pakete lokal realisiert werden ko¨nnen, ist in [ABSK95] beschrieben. An das mobile Sy-
stem adressierte TCP-Nutzdatenpakete werden in der Netzwerkschicht des Routers analysiert
und fu¨r eventuell notwendige U¨bertragungswiederholungen zwischengespeichert. Aus diesem
Zwischenspeicher wird ein Paket erst dann gelo¨scht, falls ein TCP-Paket, das dieses Paket
besta¨tigt, den Router passiert, und somit das zwischengespeicherte Paket nicht mehr fu¨r eine
lokale U¨bertragungswiederholung verfu¨gbar sein muß. Sowohl doppelte TCP-Besta¨tigungen,
die den Router passieren, als auch das Ausbleiben der zum u¨bertragenen TCP-Paket geho¨rigen
Besta¨tigung wertet der Router als Indiz fu¨r einen Paketverlust und veranlaßt eine U¨bertra-
gungswiederholung. Der zur U¨berwachung des Empfanges eines Besta¨tigungspakets im Router
verwendete Timer kann mit einem im Vergleich zum TCP-Sender kleineren Timeoutwert in-
itialisiert werden und somit schneller eine Wiederholung des im Zwischenspeicher abgelegten
Nutzdatenpakets veranlassen. Um zu vermeiden, daß auf Grund von Besta¨tigungsduplika-
ten zusa¨tzlich zu der U¨bertragungswiederholung des Routers auch mittels Fast Retransmit
eine Wiederholung seitens des Senders im Festnetz erfolgt, werden doppelte Besta¨tigungs-
pakete vom Router herausgefiltert. Ein a¨hnlicher Ansatz wird in [VMPM99] verfolgt. Die
Generierung von Besta¨tigungsduplikaten wird bei diesem Ansatz im Empfa¨nger eine gewisse
Zeit verzo¨gert. Wa¨hrend dieser Zeitdauer ko¨nnen U¨bertragungswiederholungen, die ggf. nicht
reihenfolgetreu erfolgen, in der Schicht 2 vorgenommen werden, ohne daß der TCP-Sender
auf Nutzdaten Grund empfangener Besta¨tigungsduplikate mittels Fast Retransmit wieder-
holt. Durch einen Timeout beim Sender bedingte U¨bertragungswiederholungen ko¨nnen beide
Ansa¨tze allerdings nicht verhindern.
Beim Snoop-Ansatz werden auch fu¨r vom mobilen System gesendete Pakete lokale U¨ber-
tragungswiederholungen vorgenommen [BSAK95]. Hierzu werden im Router die passierenden
TCP-Paket analysiert und durch U¨bertragungsfehler bedingte Lu¨cken im TCP-Datenstrom
erkannt. Mittels negativer Besta¨tigungen wird das mobile System u¨ber diese Lu¨cken informiert
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und eine lokale Wiederholung dieser Pakete veranlaßt. Um dieses Verfahren zu realisieren, muß
allerdings die TCP-Implementierung des mobilen Systems dahingehend gea¨ndert werden, daß
es empfangene negative Besta¨tigungen verarbeiten kann. Diese notwendige Vera¨nderung ist in
Abb. 3.3 durch die hellgraue Darstellung der TCP-Schicht des mobilen Systems verdeutlicht.
Migrationsunterstu¨tzung
Sowohl der beschriebene Filtermechanismus [CL97] als auch die in der Schicht 3 realisierbaren
lokalen U¨bertragungswiederholungen [BSK95] erfordern die Verwaltung von Statusinforma-
tion in den Routern, in denen diese Mechanismen in der Schicht 3 implementiert sind. Die
Statusinformation umfaßt die Sequenznummern besta¨tigter Pakete und die TCP-Pakete, die
fu¨r etwaige Wiederholungen im Router zwischengespeichert werden mu¨ssen.
Auf Grund der Mobilita¨t eines mobilen Systems a¨ndert sich ggf. das Routing der zu diesem
bzw. von diesem System gesendeten Pakete. Der Router, der fu¨r das Filtern bzw. die lokalen
U¨bertragungswiederholungen verantwortlich war, ist dann ggf. nicht mehr im Datenpfad. In
diesem Fall muß ein anderer Router diese Funktion u¨bernehmen. Ohne spezielle Maßnahmen
ist allerdings auf diesem Router die TCP-spezifische Statusinformation nicht vorhanden.
Ist diese Statusinformation nicht verfu¨gbar, so ist eine Filterung bzw. eine lokale U¨ber-
tragungswiederholung in der Schicht 3 des Routers nicht mo¨glich. Diese Mechanismen ko¨n-
nen somit den Zweck einer verbesserten, effizienteren Datenu¨bertragung u¨ber fehleranfa¨llige
drahtlose Teilstrecken nicht erfu¨llen. TCP verha¨lt sich also in diesem Fall so, als ob der-
artige Mechanismen zur Filterung bzw. lokalen U¨bertragungswiederholung nicht vorhanden
wa¨ren. Die Ende-zu-Ende betriebene TCP-Verbindung stellt allerdings sicher, daß trotz even-
tuell nicht verfu¨gbarer Statusinformation in den Routern eine zuverla¨ssige Kommunikation
zwischen dem mobilen System und seinen Kommunikationspartnern im Festnetz mo¨glich ist.
Mechanismen, um die TCP-spezifische Statusinformation auf dem Router verfu¨gbar zu
machen, der nach A¨nderung des Routings die Filterung bzw. die lokalen U¨bertragungswieder-
holungen u¨bernimmt, werden fu¨r den in [CL97] beschriebenen Ansatz nicht betrachtet.
Der an der Universita¨t Berkeley entwickelte Snoop-Ansatz umfaßt hingegen ein Verfahren
[SBK97], [Ses95], wie die Statusinformation auf einem anderen Router verfu¨gbar gemacht wer-
den kann, so daß dieser dann ggf. TCP-Pakete lokal wiederholen kann. Beim Snoop-Ansatz
wird eine Mobilita¨tsunterstu¨tzung auf Basis von Mobile IP vorausgesetzt. Abweichend von der
Mobile IP-Spezifikation werden die Pakete vom Home Agent nicht zur tempora¨ren IP-Adresse
getunnelt, sondern an eine dem mobilen System zugeordnete Multicast-Adresse gesendet.
Dieser Ansatz erfordert eine eigene Multicast-Adresse fu¨r jedes unterstu¨tzte mobile System.
Router, die TCP-Pakete in der Schicht 3 analysieren ko¨nnen und nahe beim mobilen Sy-
stem angeordnet sind, sind potentiell Router, die ggf. nach einem Ortswechsel des mobilen
Systems auf der Schicht 3 TCP-Pakete wiederholen ko¨nnen. Treten diese Router fru¨hzeitig
der Multicast-Gruppe bei, so kann der Zwischenspeicher bereits mit den ggf. fu¨r eine lokale
Wiederholung notwendigen TCP-Paketen gefu¨llt werden. Auch im Falle eines Ortswechsels
eines mobilen Systems ko¨nnen dann von diesem Router falls erforderlich – ohne erst die Sta-
tusinformation anfordern zu mu¨ssen – TCP-Pakete lokal wiederholt werden.
68 KAPITEL 3. STAND DER FORSCHUNG
3.3.3 Lo¨sungsansa¨tze in der Schicht 4
Durch fehleranfa¨llige Funkkana¨le bedingte U¨bertragungsfehler ko¨nnen auch durch U¨bertra-
gungswiederholungen in der Schicht 4, d.h. in der Transportschicht korrigiert werden. Aller-
dings wu¨rde in diesem Falle die Fehlerkorrektur nicht lokal erfolgen, da Protokolle der Schicht 4
Ende-zu-Ende operieren. Grundidee der lokalen Lo¨sungsansa¨tze, die auf der Schicht 4 operie-
ren, aber dennoch lokale U¨bertragungswiederholungen realisieren, ist es, die Ende-zu-Ende-
Transportverbindung in zwei u¨ber einzelne Teilstrecken betriebene Verbindungen zu untertei-
len. Die Kopplung der Verbindungen erfolgt im sogenannten Transportgateway . Anstatt wie
bei den bisher beschriebenen Ansa¨tzen U¨bertragungsfehler des drahtlosen Links lokal auf den
Schichten 1-3 zu korrigieren und somit vor den TCP-Instanzen der Endsysteme zu verbergen,
wird bei den lokalen Lo¨sungsansa¨tzen der Schicht 4 die TCP-Verbindung vor dem fehleran-
fa¨lligen drahtlosen Link terminiert. TCP-Instanzen im Festnetz werden deshalb nicht mit den



















Abbildung 3.4: Der indirekte Transportansatz
Abb. 3.4 zeigt ein Szenario, bei dem die TCP-Verbindung nicht Ende-zu-Ende zwischen
dem mobilen System und dem Festnetzrechner besteht. Stattdessen wird die TCP-Verbindung
des Festnetzrechners auf einem Transportgateway terminiert, das in der Na¨he des mobilen
Systems, aber noch vor dem fehleranfa¨lligen drahtlosen Link angesiedelt ist. Zwischen dem
Transportgateway und dem mobilen System, wird ein spezielles Transportprotokoll TP ver-
wendet, das auf die Eigenschaften der drahtlosen U¨bertragung zugeschnitten ist. Da keine
direkte Transportverbindung zwischen dem Festnetzrechner und dem mobilen System be-
steht, wird dieser Ansatz als indirekter Transportansatz bezeichnet. In der Literatur werden
diese Ansa¨tze auch Proxy-basierte Ansa¨tze genannt. Ein U¨berblick u¨ber diese Ansa¨tze und
die bei ihnen auftretenden Probleme ist in [BKG+00] zu finden.
Tabelle 3.4 gibt die wesentlichen Merkmale indirekter Transportansa¨tze wieder. Sie erfor-
dern keine Modifikationen an Festnetzrechnern. Allerdings ergibt sich eine gea¨nderte Ende-zu-
Ende-Semantik. Die Realisierung der beiden Transportinstanzen auf einem Transportgateway
hat zusa¨tzliche Statusinformation zur Folge. Eine Migrationsunterstu¨tzung fu¨r diese ist not-
wendig.
Auf Grund der Terminierung der TCP-Verbindung vor dem drahtlosen Link ko¨nnen sich
die in Kapitel 2.3.2 beschriebenen Probleme von TCP beim Einsatz u¨ber drahtlosen Teil-
strecken nicht ergeben. Um Ende-zu-Ende einen zuverla¨ssigen Dienst zur Verfu¨gung stellen zu
ko¨nnen, muß zusa¨tzlich zur mittels TCP realisierten zuverla¨ssigen Kommunikation zwischen













Tabelle 3.4: Klassifikation der betrachteten lokalen Lo¨sungen (Schicht 4)
dem Festnetzrechner und dem Transportgateway auch das zwischen dem Transportgateway
und dem mobilen System operierende Transportprotokoll einen zuverla¨ssigen Dienst bieten.
Die Wahl des Transportprotokolls zwischen dem mobilen System und dem Transportga-
teway hat keinen Einfluß auf die Interoperabilita¨t mit TCP-basierten Kommunikationspart-
nern im Festnetz. Solange zwischen den Festnetzrechnern und dem Transportgateway TCP
als Transportprotokoll verwendet wird, ist die Interoperabilita¨t sichergestellt. Diese Freiheit
bezu¨glich des verwendeten Transportprotokolls zwischen dem Transportgateway und einem
mobilen System spiegelt sich auch in den verschiedenen in der Literatur beschriebenen Ansa¨t-
zen wider, die den indirekten Transportansatz nutzen [Bak96], [SRBW00], [SMA98], [BS97],
[HA97], [WT98]. Prinzipiell lassen sich die indirekten Transportansa¨tze in zwei Klassen eintei-
len. Die Einteilung erfolgt in Abha¨ngigkeit davon, welche A¨nderungen an den Protokollstacks
vorzunehmen sind. Eine Klasse umfaßt die Ansa¨tze, die lediglich zwei zusa¨tzliche Transport-
instanzen auf dem Transportgateway realisieren (siehe Abb. 3.4), die andere solche, die tief-
greifendere A¨nderungen am Protokollstack vornehmen.
Zwei zusa¨tzliche Transportinstanzen auf dem Transportgateway
Gemeinsames Merkmal der in diesem Abschnitt beschriebenen indirekten Ansa¨tze ist, daß
der Protokollstack des Transportgateways und des mobilen Systems wie in Abb. 3.4 darge-
stellt realisiert ist. Abgesehen von den zusa¨tzlich realisierten zwei Transportinstanzen auf
dem Gateway und einem speziellen Transportprotokoll zwischen Transportgateway und mo-
bilem System werden keine wesentlichen Vera¨nderungen an den Protokollstacks der Systeme
vorgenommen.
Die Idee des indirekten Transportansatzes wurde erstmalig in [BBIM93] vorgestellt. Eine
tiefergehende Beschreibung des sogenannten I-TCP Ansatzes ist in [BB95b], [Bak96] zu fin-
den. Das Transportprotokoll TCP kommt bei diesem Ansatz nicht nur zwischen dem Festnetz-
rechner und dem Transportgateway zum Einsatz, sondern wird auch fu¨r die Kommunikation
zwischen dem Transportgateway und dem mobilen System eingesetzt. Durch Bitfehler oder
Unterbrechungen des Funkkanals bedingte Paketverluste haben somit auf Grund von Last-
reduktionen Durchsatzeinbußen der TCP-Verbindung zwischen dem Transportgateway und
dem mobilen System zur Folge. Da im Vergleich zur Ende-zu-Ende-U¨bertragung die Paket-
umlaufzeit allerdings geringer ist, wird das Lastkontrollfenster wieder schneller geo¨ffnet und
U¨bertragungsfehler werden schneller korrigiert. Aus diesen Gru¨nden ergibt sich insgesamt eine
Performancesteigerung im Vergleich zum Ende-zu-Ende betriebenen TCP.
Yavatkar und Bhagawat [YB94] schlagen ebenfalls vor, einen indirekten Transportansatz
zu verwenden. Um durch die ho¨here Fehlerrate des drahtlosen Links bedingte U¨bertragungs-
fehler schneller und effizienter korrigieren zu ko¨nnen, werden bei diesem Verfahren zusa¨tzlich
selektive Besta¨tigungen und U¨bertragungswiederholungen in dem u¨ber der drahtlosen Teil-
strecke verwendeten Transportprotokoll verwendet.
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Auch in [HA97] wird ein spezielles Transportprotokoll, das sogenannte Mobile-TCP, fu¨r die
U¨bertragung zwischen dem Transportgateway und dem mobilen System beschrieben. Haupt-
augenmerk liegt hierbei darauf, den Aufwand fu¨r die Transportprotokollverarbeitung auf dem
mobilen System auf Kosten eines erho¨hten Protokollaufwandes im Transportgateway zu ver-
ringern. Diese Asymmetrie hinsichtlich des Protokollverarbeitungsaufwandes adressiert somit
weniger leistungsfa¨hige mobile Systeme und Systeme, bei denen der fu¨r die Kommunikation
erforderliche Anteil der Akkukapazita¨t verringert werden soll. Obwohl eine Migrationsunter-
stu¨tzung notwendig ist, wird von den Autoren auf diese nicht eingegangen.
Der indirekte M-TCP Transportansatz [BS97], [Bro97] von Brown und Singh adressiert
kurze und lange Unterbrechungen des Funkkanals. Es wird davon ausgegangen, daß das zwi-
schen dem Transportgateway und dem mobilen System operierende Transportprotokoll nicht
mit einer ho¨heren Paketfehlerrate konfrontiert wird, da bereits Schicht 2 Wiederholungen
die U¨bertragungsfehler korrigieren. Die Transportschicht wird somit lediglich mit ho¨heren
Schwankungen der Paketumlaufzeit konfrontiert. Herausragendes Merkmal des M-TCP An-
satzes im Vergleich zu anderen indirekten Ansa¨tzen ist, daß trotz der Unterteilung der Ende-
zu-Ende-Transportverbindung in zwei Verbindungen die Semantik der Besta¨tigungen unver-
a¨ndert bleibt. Dies wird erreicht, indem die Transportinstanz im Transportgateway eine Be-
sta¨tigung an das sendende Endsystem fu¨r ein korrekt empfangenes Nutzdatenpaket solange
verzo¨gert, bis das Transportgateway durch eine Besta¨tigung vom empfangenden Endsystem
u¨ber den korrekten Empfang informiert wurde. Sowohl Unterbrechungen des Funkkanals als
auch die beschriebene Verzo¨gerung der Generierung einer Besta¨tigung beim Transportgateway
ko¨nnen beim sendenden Endsystem Timeouts und unno¨tige Lastreduktionen zur Folge haben.
Die Timeouts werden vom M-TCP Ansatz vermieden, indem der TCP-Sender vor dem Time-
rablauf in den sogenannten Persist-Modus von TCP versetzt wird. In diesem Modus werden
die Timer eingefroren. Deshalb ko¨nnen Timeouts und Lastreduktionen vermieden werden. Ein
Wechsel in den Persist-Modus wird vom Transportgateway veranlaßt.
Ein Transportgateway wird auch in dem in [MB98] beschriebenen MSOCKS-Ansatz ein-
gesetzt. Im Gateway werden allerdings lediglich die IP-Adressen, Portnummern und Sequenz-
nummern der Transportprotokollpakete modifiziert. Ziel des Ansatzes ist, es Anwendungen
zu ermo¨glichen, die IP-Adresse, d.h. den verwendeten Kommunikationsendpunkt zu wechseln,
wa¨hrend die Kommunikation aktiv ist. Die dann erforderliche Adreßumsetzung wird im Ga-
teway vorgenommen. Da keine weitergehende Protokollverarbeitung im Gateway erfolgt und
insbesondere die U¨bertragungseigenschaften der drahtlosen Strecke nicht lokal adressiert wer-
den, d.h. sich Ende-zu-Ende auswirken, wird auf diesen Ansatz nicht weiter eingegangen. Er
ist lediglich der Vollsta¨ndigkeit wegen mit aufgefu¨hrt.
Tiefgreifendere A¨nderungen am Protokollstack
Die in [KRL+97], [SMA98], [SRBW00], [WT98] beschriebenen Ansa¨tze fu¨r die Umsetzung
des indirekten Ansatzes erfordern tiefergreifende Vera¨nderungen der Protokollstacks der in-
volvierten Systeme.
In [AKLR97], [KRL+97] und [SMA98] wird vorgeschlagen, in dem Gateway nicht nur
die Kopplung der Transportprotokolle vorzunehmen, sondern auch Funktionalita¨t ho¨herer
Protokollschichten zu realisieren. Beispielsweise ist eine Nutzdatenkomprimierung oder eine
Modifikation der Anwendungsdaten im Gateway – wie z.B. in WAP [Dul00] – denkbar.
Tiefgreifendere Vera¨nderungen an den Protokollstacks der mobilen Systeme werden auch
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in [WT98], [SRBW00] vorgenommen. Gemeinsames Merkmal dieser beiden Ansa¨tze ist das
Fehlen der TCP-Schicht und der IP-Schicht in den mobilen Systemen. TCP-Verbindungen
der Festnetzrechner werden auf dem Gateway terminiert und ein eigenes Protokoll fu¨r die
U¨bertragung der Nutzdaten zum mobilen System verwendet. In der an der TU Berlin ent-
wickelten Remote Socket Architecture [SRBW00] wird vorgeschlagen, TCP-Verbindungen zum
mobilen System auf der Basisstation zu terminieren. Der TCP/IP-Protokollstack ist auf der
Basisstation implementiert. Socket-Aufrufe [WS95] einer Anwendung auf dem mobilen System
werden mittels eines zuverla¨ssigen U¨bertragungsdienstes zur Basisstation u¨bermittelt. Dort
werden die Nutzdaten an die jeweilige TCP-Instanz u¨bergeben bzw. von dieser u¨bernommen.
Da die Basisstation und das mobile System unmittelbar benachbart sind, ist ein zuverla¨ssiges
sogenanntes Last Hop Protocol ausreichend. Dieser Ansatz erlaubt es allerdings nicht, die
TCP-Verbindung auf einem anderen System als der Basisstation zu terminieren, da anson-
sten zusa¨tzlich zum Last Hop Protocol Routing-Aspekte mit beru¨cksichtigt werden mu¨ssen.
Einen a¨hnlichen Ansatz, TCP/IP auf der Basisstation zu terminieren und ein zuverla¨ssiges
Schicht 2 Protokoll zwischen dem Gateway und dem mobilen System zu verwenden, ist in
[WT98] beschrieben. Das entwickelte Protokoll METP (Mobile End Transport Protocol) bie-
tet diese Zuverla¨ssigkeit. Auch bei diesem Ansatz ist es nicht mo¨glich, die TCP-Verbindung
auf einem anderen System als der Basisstation zu terminieren.
Migrationsunterstu¨tzung
Wie bei den in Kapitel 3.3.2 beschriebenen Lo¨sungsansa¨tzen in der Schicht 3 wird auch bei
der Umsetzung des indirekten Transportansatzes TCP-spezifische Statusinformation in dem
Router verwaltet, der als Transportgateway fungiert. Fu¨r den Betrieb eines indirekten Trans-
portansatzes muß die Statusinformation beim Transportgateway verfu¨gbar sein. Andernfalls
ist auf der Transportebene keine Kommunikation zwischen dem mobilen System und seinem
Kommunikationspartner im Festnetz mo¨glich. Bei den Schicht 3 Ansa¨tzen kann hingegen auch
im Falle fehlender TCP-Statusinformation im Router Ende-zu-Ende kommuniziert werden.
Das Fehlen der Statusinformation hat lediglich zur Folge, daß die in der Schicht 3 angesiedel-
ten Mechanismen zur Optimierung der U¨bertragung u¨ber fehleranfa¨lligen Funkkana¨len nicht
einsetzbar sind.
Da die indirekten Transportansa¨tze zwingend die Verfu¨gbarkeit der Statusinformation in
dem Router erfordern, der aktuell als Transportgateway fungiert, muß dies durch geeignete
Maßnahmen sichergestellt werden. Es ist zwingend erforderlich, daß das aktive Transport-
gateway immer, d.h. auch nach Ortswechseln des mobilen Systems, im Datenpfad liegt. Ist
das nicht der Fall, so muß ein neues Transportgateway die Funktion des nun nicht mehr
im Datenpfad liegenden Gateways u¨bernehmen. Erst nachdem auf dem neuen Gateway die
Statusinformation vorhanden ist, kann dieses als Transportgateway fu¨r die jeweilige indirekte
Transportverbindung fungieren. Die U¨bertragung der Statusinformation vom alten Transport-
gateway zum neuen Transportgateway wird als Migration der Statusinformation bezeichnet.
[HA97], [SMA98], [SMA98] beschreiben Lo¨sungsansa¨tze unter Verwendung des indirekten
Transportansatzes, adressieren aber nicht das Problem der Migration der Statusinformation.
Der Einsatz des indirekten Transportansatzes bleibt deshalb bei diesen Ansa¨tzen auf sta-
tiona¨re bzw. portable Endsysteme beschra¨nkt, mobile Endsysteme ko¨nnen nicht unterstu¨tzt
werden. In [BB95a], [Bro97] und [WT98] wird auf die Migration von Transportinstanzen
eingegangen. Sie werden in Kapitel 3.5, in dem der Stand der Forschung beim indirekten
Transportansatz beschrieben wird, detaillierter vorgestellt.
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3.4 Vergleich und Bewertung der Ansa¨tze
Die in den Unterkapiteln 3.2 und 3.3 beschriebenen Lo¨sungsansa¨tze werden im folgenden
dahingehend bewertet, inwieweit sie die im Rahmen der vorliegenden Arbeit gestellten An-
forderungen erfu¨llen ko¨nnen. Es sind dies die bereits in Kapitel 1.1 formulierten und eine
zusa¨tzliche Anforderung:
• Keine Modifikation der TCP-Implementierung in den Festnetzrechnern,
• Beru¨cksichtigung von Unterbrechungen und ho¨heren Bitfehlerraten,
• Integration mit der Mobilita¨tsunterstu¨tzung im Internet auf Basis von Mobile IP und
• Einsatz u¨ber drahtlosen Netzen mit bzw. ohne Schicht 2 Wiederholungen.
Die letzte angefu¨hrte Anforderung ist in die Liste der Anforderungen mit aufgenommen,
da zumindest kurzfristig bis mittelfristig davon auszugehen ist, daß sowohl drahtlose Netze,
die U¨bertragungswiederholungen auf der Schicht 2 einsetzen, als auch Netze, die auf diese
verzichten, am Markt verfu¨gbar sein werden. Ein universell einsetzbarer Lo¨sungsansatz muß
somit sowohl mit signifikanten Schwankungen der Paketumlaufzeit (Schicht 2 Wiederholungen
realisiert) als auch mit ho¨heren Paketfehlerraten (keine Wiederholungen in der Schicht 2)
zurechtkommen.
In Tabelle 3.5 ist dargestellt, inwieweit die genannten Anforderungen von den verschiede-
nen Lo¨sungsansa¨tzen adressiert werden. Zusa¨tzlich ist in die Tabelle mit aufgenommen, von
welchem System U¨bertragungswiederholungen vorgenommen werden, falls U¨bertragungsfeh-
ler auf der drahtlosen Teilstrecke dies erfordern. Daru¨ber hinaus kann der Tabelle entnommen
werden, ob der jeweilige Ansatz die Verwaltung zusa¨tzlicher Statusinformation innerhalb des
Netzwerkes erfordert und ob der Ansatz eine Migrationsunterstu¨tzung fu¨r diese Statusinfor-
mation umfaßt. Das Transportprotokoll, dessen Transportprotokolldateneinheiten u¨ber der
drahtlosen Teilstrecke u¨bertragen werden, ist in der letzten Spalte der Tabelle aufgefu¨hrt.
Ende-zu-Ende-Lo¨sungsansa¨tze
Ein wesentlicher Vorteil der Ende-zu-Ende-Lo¨sungen ist, daß ihr Nutzen nicht auf mobile
Systeme beschra¨nkt ist. Von einer schnelleren Fehlerkorrektur nach U¨bertragungsfehlern und
der Vermeidung einer Lastreduktion nach durch Bitfehlern bedingten Paketverlusten profi-
tieren auch Systeme, die nicht drahtlos angebunden sind. Daru¨ber hinaus ist nicht wie bei
anderen Ansa¨tzen die Verwaltung und ggf. die Migration von zusa¨tzlicher Statusinformation
im Netzwerk erforderlich. Ein wesentlicher Nachteil ist darin zu sehen, daß A¨nderungen an
Protokollstacks von Rechnern, die im Festnetz installiert sind, nur schwer umzusetzen sind.
Daru¨ber hinaus ist die Modifikation der Lastkontrollmechanismen von TCP – zum Beispiel
die Verwendung expliziter Signale – problematisch, da die Lastkontrolle eine zentrale Kom-
ponente zur Vermeidung und Behebung von U¨berlastsituationen darstellt. Eine Fehlfunktion
ha¨tte dramatische Auswirkungen zur Folge. Im Vergleich zu den vorgestellten lokalen U¨ber-
tragungswiederholungen ist die Ende-zu-Ende-Korrektur von U¨bertragungsfehlern langsamer
und aus diesem Grund nicht zu favorisieren. Weiterhin bieten Ende-zu-Ende-Lo¨sungen nicht
die Mo¨glichkeit, wie lokale Lo¨sungen die aktuellen U¨bertragungsbedingungen der fehleranfa¨lli-
gen U¨bertragungsstrecke mit zu beru¨cksichtigen. Beispielsweise ist es Ende-zu-Ende-Lo¨sungen
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Tabelle 3.5: Aufstellung der verschiedenen Lo¨sungsansa¨tze
nicht mo¨glich, die zu verwendende Paketla¨nge auf die aktuellen U¨bertragungseigenschaften
des Funkkanals abzustimmen.
Da sich die in Tabelle 3.5 aufgefu¨hrten Lo¨sungsansa¨tze ’TCP-Sack’ und ’TCP-Zeitstempel’
zunehmend in aktuellen Protokollstacks etablieren (siehe Kapitel 3.2.1.1), kann das Argument,
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daß ein langfristiger Einfu¨hrungsprozeß dieser Mechanismen in die Protokollstacks der Fest-
netzrechner gegen diese Ansa¨tze spricht, nicht angefu¨hrt werden. Trotzdem sind diese Ansa¨tze
nur bedingt hilfreich, da sie das sich durch sta¨rkere Schwankungen der Paketumlaufzeit erge-
bende Problem unno¨tiger TCP-Timeouts mit anschließender unno¨tiger Lastreduktion nicht
lo¨sen. Gegen die Lo¨sungsansa¨tze ’Auxiliary Timeout’, ’Explizite Lastkontrolle’ und ’TCP-
Eifel’ sprechen die hierfu¨r notwendigen A¨nderungen an den Protokollstacks der installierten
Festnetzrechner. Der Ansatz ’ku¨nstliches Fast Retransmit’ erfordert zwar nur A¨nderungen am
mobilen System und ermo¨glicht eine schnelle Wiederaufnahme der Kommunikation auf der
Transportebene nach la¨ngeren Unterbrechungen des Funkkanals. Ein wesentlicher Nachteil
dieses Lo¨sungsansatzes ist aber, daß er zwar eine schnelle Wiederaufnahme der Kommuni-
kation ermo¨glicht, nach Wiederaufnahme der Kommunikation das Lastkontrollfenster aber
nur langsam geo¨ffnet wird. Wegen wiederholter Paketverluste wa¨hrend der Unterbrechung
wird der Slow-Start-Grenzwert auf 2 reduziert (siehe Kapitel 2.3.2.1, Abb. 2.16). Deshalb ist
bei Wiederaufnahme der Kommunikation die Phase der exponentiellen O¨ffnung des Lastkon-
trollfensters sehr kurz. Die stattdessen vorgenommene langsame lineare O¨ffnung hat unno¨tige
Durchsatzeinbußen zur Folge.
Eine Reduktion des Slow-Start-Grenzwertes auf den Wert 2 ergibt sich zwangsla¨ufig nach
mehreren aufeinanderfolgenden Timeouts, beispielsweise bedingt durch Unterbrechungen des
U¨bertragungskanals. Diese Reduktion la¨ßt sich nur vermeiden, indem die TCP-Implementie-
rung des Senders entsprechend modifiziert wird. Da A¨nderungen der TCP-Implementierungen
von Festnetzrechnern im Rahmen der vorliegenden Arbeit als nicht praktikabel angesehen
werden, kann mittels Ende-zu-Ende-Lo¨sungsansa¨tzen die Reduktion des Slow-Start-Grenz-
wertes nach la¨ngeren Unterbrechungen auf den Minimalwert nicht vermieden werden. Aus
diesem Grunde werden Ende-zu-Ende-Lo¨sungsansa¨tze im Rahmen dieser Arbeit nicht weiter
betrachtet.
Lokale Lo¨sungsansa¨tze in der Schicht 2
Vorteil der in der Schicht 2 angesiedelten Lo¨sungsansa¨tze ist es, daß sie Kenntnisse hinsichtlich
der aktuellen U¨bertragungseigenschaften des Funkkanals in die Entscheidung, welche Mecha-
nismen zur Kompensation des fehleranfa¨lligen Links zum Einsatz kommen, mit einfließen
lassen ko¨nnen. Es sind dies die folgenden auch in Tabelle 3.5 aufgefu¨hrten Mechanismen:
’channel state dependent scheduling’, ’Paketla¨ngenanpassung’ und ’Schicht 2 Wiederholun-
gen’. Kommen U¨bertragungswiederholungen zum Einsatz, so sind diese lokaler Natur, d.h.
es werden keine Ressourcen des Festnetzes hierfu¨r verbraucht. Ein weiterer Vorteil ist darin
zu sehen, daß fu¨r den Einsatz dieser Mechanismen keine Vera¨nderungen an den Systemen im
Festnetz erforderlich sind.
Problematisch bei Ansa¨tzen in der Schicht 2 ist, daß sie zwar U¨bertragungsfehler auf Ko-
sten zusa¨tzlicher Delays korrigieren ko¨nnen, diese zusa¨tzlichen Delays in den TCP-Instanzen
der Endsysteme aber ggf. Probleme nach sich ziehen. Desweiteren lassen sich Auswirkungen
langer Unterbrechungen eines Funkkanals nicht vor den Endsystemen verbergen. Die durch
die Reduktion des Slow-Start-Grenzwertes auf den Wert 2 bedingten Durchsatzeinbußen, die
bereits bei der Diskussion der Ende-zu-Ende-Lo¨sungsansa¨tze beschrieben sind, ko¨nnen auch
durch Schicht 2 Lo¨sungen nicht vermieden werden.
Trotzdem sind die Schicht 2 Mechanismen als sinnvoll einsetzbar anzusehen, insbesondere
da sie die Probleme an der Wurzel angehen, d.h. lokal zu beheben versuchen. Ihr alleiniger
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Einsatz ist allerdings nicht ausreichend. Zusa¨tzlich sind Mechanismen in ho¨heren Schichten
des Protokollstacks erforderlich, um mit la¨ngeren Unterbrechungen und durch U¨bertragungs-
wiederholungen in der Schicht 2 verursachten Schwankungen der Paketumlaufzeit zurechtzu-
kommen.
Lokale Lo¨sungsansa¨tze in der Schicht 3
Den in Tabelle 3.5 dargestellten Lo¨sungsansa¨tzen der Schicht 3 ist gemeinsam, daß sie TCP-
Pakete auswerten und somit genauere Kenntnis u¨ber die Aktionen der TCP-Instanzen der
Endsysteme erlangen. Da sowohl die TCP-Instanzen der Endsysteme als auch die lokalen, im
Router ergriffenen Maßnahmen auf TCP-Paketen operieren, la¨ßt sich ein besseres Zusammen-
spiel als mit den Lo¨sungsansa¨tzen der Schicht 2 erreichen. Das Zusammenspiel der Schicht 3
Mechanismen mit den TCP-Mechanismen bietet einerseits zwar Vorteile, hat zum anderen
aber auch den Nachteil, daß lediglich TCP-basierte Datenstro¨me von den A¨nderungen profi-
tieren ko¨nnen.
Der ’Filterungs-Ansatz’, der in Tabelle 3.5 aufgefu¨hrt ist, macht nur dann Sinn, falls
ha¨ufiger wiederholte, d.h. identische TCP-Pakete den Router passieren. Dies ist der Fall, falls
TCP mittels Go-Back-N Pakete wiederholt. Da aber zunehmend selektive Besta¨tigungen und
selektive Wiederholungen in TCP-Implementierungen Einzug erhalten (siehe Kapitel 3.2.1.1),
ist von dem Filtermechanismus kein großer Nutzen zu erwarten.
Der ’Snoop-Ansatz’ ist nicht gewinnbringend einsetzbar, falls das drahtlose Netz bereits
Schicht 2 Wiederholungen unterstu¨tzt, da dann Wiederholungen in der Schicht 3 nicht mehr
erforderlich sind. Fu¨r drahtlose Netze ohne Schicht 2 Wiederholungen ist es hingegen in Gren-
zen mo¨glich, U¨bertragungsfehler vor den TCP-Instanzen der Endsysteme zu verbergen. Dies
gelingt nur dann, wenn der TCP-Timer im Sender so konservativ gewa¨hlt ist, daß fu¨r die
U¨bertragungswiederholung genu¨gend Zeit verbleibt.
Der Snoop-Ansatz bietet nicht die Mo¨glichkeit, gezielt Wissen u¨ber den aktuellen Zustand
des U¨bertragungskanals zu nutzen. Weiterhin ergibt sich beim Snoop-Ansatz das Problem,
daß la¨ngere Unterbrechungen und durch U¨bertragungswiederholungen bedingte zusa¨tzliche
Ende-zu-Ende-Verzo¨gerungen nicht vor dem Sender verborgen werden ko¨nnen. Wie bei den
in der Schicht 2 operierenden Lo¨sungsansa¨tzen hat auch beim Snoop-Ansatz eine la¨ngere Un-
terbrechung eine Reduktion des Slow-Start-Grenzwertes auf den Wert 2 und somit drastische
Durchsatzeinbußen zur Folge. Aus den genannten Gru¨nden kann diese Klasse von Lo¨sungs-
ansa¨tzen die im Rahmen der vorliegenden Arbeit gestellten Anforderungen nicht erfu¨llen und
wird deshalb nicht weiter verfolgt.
Lokale Lo¨sungsansa¨tze in der Schicht 4
Gemeinsames Merkmal der in Tabelle 3.5 aufgelisteten lokal operierenden Lo¨sungsansa¨tze in
der Schicht 4 ist, daß sie zur Gruppe der indirekten Transportansa¨tze geho¨ren. Die Partner-
transportinstanz des Festnetzrechners, mit dem das mobile System kommuniziert, ist nicht
auf dem mobilen System, sondern auf dem Transportgateway realisiert. Die TCP-Instanz
des Festnetzrechners wird deshalb nicht mit erfolglosen U¨bertragungen von Nutzdatenpake-
ten konfrontiert, die durch Bitfehler oder Unterbrechungen der drahtlosen U¨bertragung be-
dingt sind. Somit kann auch im Fall la¨ngerer Unterbrechungen eine Reduktion des Slow-Start-
Grenzwertes auf den Minimalwert 2 vermieden werden. A¨nderungen an den TCP-Instanzen
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der Festnetzrechner sind nicht notwendig. Das Transportprotokoll zwischen dem Transport-
gateway und dem mobilen System kann so konzipiert werden, daß es kurze bzw. lange Unter-
brechungen adressiert. Daru¨ber hinaus sollte das Transportprotokoll sowohl durch Bitfehler
bedingte Paketverluste korrigieren ko¨nnen, als auch mit Schwankungen der Paketumlaufzeit
zurechtkommen, die durch Wiederholungen in der Schicht 2 verursacht werden. Die in der
vorliegenden Arbeit gestellten Anforderungen lassen sich somit erfu¨llen, falls in dem Trans-
portprotokoll zwischen Transportgateway und dem mobilen System hierfu¨r geeignete Mecha-
nismen realisiert sind.
Beim ’Remote Socket’ Ansatz ist im mobilen Endsystem kein TCP/IP-Protokollstack im-
plementiert. Daher kann die im Rahmen der vorliegenden Arbeit gestellte Anforderung, die
Mobilita¨tsunterstu¨tzung auf Basis von Mobile IP zu realisieren, fu¨r diesen Ansatz nicht um-
gesetzt werden. Der ’Remote Socket’ Ansatz wird im folgenden nicht weiter betrachtet. Der
’I-TCP’ Ansatz verwendet zwischen dem Transportgateway und dem mobilen System das
TCP-Protokoll. Er adressiert Unterbrechungen nicht angemessen, da sich die bereits bei den
Ende-zu-Ende-Lo¨sungsansa¨tzen beschriebenen Probleme bzgl. der Lastkontrolle von TCP er-
geben. Der ’M-TCP’ Ansatz setzt voraus, daß in der Schicht 2 Wiederholungen realisiert
werden. Ohne diese Wiederholungen kann er nicht eingesetzt werden. Der ’Mobile-TCP’ An-
satz adressiert die ho¨here Bitfehlerrate nicht angemessen.
Gemeinsames Manko der Ansa¨tze ist die Migrationsunterstu¨tzung fu¨r die Statusinforma-
tion. Der ’Remote Socket’ Ansatz und der ’Mobile-TCP’ Ansatz bieten fu¨r die Migrations-
unterstu¨tzung keine geeigneten Lo¨sungen. Fu¨r den ’I-TCP’ Ansatz und den ’M-TCP’ Ansatz
werden zwar Lo¨sungsvorschla¨ge gemacht, diese erweisen sich aber auf Grund der sich erge-
benden Unterbrechungen nur als bedingt geeignet.
Da der indirekte Transportansatz unter Beru¨cksichtigung der in der vorliegenden Arbeit
zugrundegelegten Anforderungen als einziger – ohne A¨nderungen an den TCP-Instanzen der
Festnetzrechner – auch im Fall la¨ngerer Unterbrechungen eine Reduktion des Slow-Start-
Grenzwertes auf den Minimalwert 2 vermeiden und somit Unterbrechungen angemessen adres-
sieren kann, wird er im folgenden Unterkapitel eingehender betrachtet. Es werden offene Pro-
bleme im Kontext des indirekten Transportansatzes diskutiert.
3.5 Der Indirekte Transportansatz im Detail
In diesem Kapitel wird auf im Kontext des indirekten Transportansatzes auftretende Probleme
eingegangen und es wird diskutiert, wie gravierend diese Probleme sind bzw. welche Lo¨sun-
gen verfu¨gbar sind. Die Betrachtungen zeigen, daß die Migrationsunterstu¨tzung ein zentrales
ungelo¨stes Problem darstellt. Auf sie wird eingegangen, existierende Migrationskonzepte wer-
den skizziert und Schwachpunkte dieser Konzepte identifiziert. Die Beschreibung eines besser
geeigneten Konzeptes fu¨r die Migrationsunterstu¨tzung folgt in Kapitel 4.
3.5.1 Spezielle Transportprotokolle
Welche Protokollmechanismen in dem Transportprotokoll zwischen dem Transportgateway
und dem mobilen System realisiert werden, wird im Rahmen dieser Arbeit nicht weiter be-
trachtet. Die Auswirkungen der jeweiligen realisierten Transportprotokollmechanismen sind
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lokaler Art, d.h. sie haben keinen Einfluß auf die Verbindung zwischen dem Transportgate-
way und dem Festnetzrechner, mit dem das mobile System kommuniziert. Hinsichtlich mo¨g-
licher, auf den jeweiligen Einsatzzweck zugeschnittener Transportprotokolle sei auf die in Ka-
pitel 3.3.3 aufgefu¨hrten Ansa¨tze und Protokolle verwiesen. Eigene Arbeiten bzgl. geeigneter
Transportprotokollmechanismen, die ho¨here Fehlerraten und gro¨ßere durch U¨bertragungswie-
derholungen in der Schicht 2 bedingte Schwankungen der Paketumlaufzeit adressieren, sind
in [ZF96], [FZ97c] beschrieben.
Unabha¨ngig vom konkret zwischen dem Transportgateway und dem mobilem System rea-
lisierten Transportprotokoll werden in der Literatur eine Reihe von Problemen genannt, die
gegen die Verwendung des indirekten Transportansatzes sprechen. Eine gro¨ßere Akzeptanz
indirekter Transportansa¨tze la¨ßt sich nur dann erreichen, falls fu¨r diese Probleme Lo¨sungen
gefunden werden oder Argumente die Relevanz dieser Probleme widerlegen.
3.5.2 Ungelo¨ste Probleme des indirekten Ansatzes
Die Gru¨nde, die gegen die Verwendung indirekter Transportansa¨tze angefu¨hrt werden, werden
im folgenden nacheinander aufgegriffen. Es wird erla¨utert, warum diese Gru¨nde nur bedingt
geeignet sind, um gegen die Verwendung indirekter Ansa¨tze zu argumentieren.
Ende-zu-Ende-Semantik
Als Nachteil indirekter Transportansa¨tze wird ha¨ufig die im Vergleich zu Ende-zu-Ende-Ansa¨t-
zen gea¨nderte Semantik von Besta¨tigungspaketen des Transportprotokolls angefu¨hrt. Im Fall
eines Ende-zu-Ende-Transportprotokolls besagt ein beim Sender eintreffendes Besta¨tigungs-
paket, daß das besta¨tigte Paket erfolgreich zur Transportinstanz des Endsystems u¨bertragen
wurde. Im Fall des indirekten Ansatzes bedeutet der Empfang des Besta¨tigungspakets ledig-
lich, daß das besta¨tigte Paket zum Transportgateway u¨bertragen wurde. U¨ber den korrekten
Empfang des Transportprotokollpakets seitens des Endsystems wird der Sender hingegen nicht
informiert.
Aus Sicht der Transportinstanz ist es korrekt, von einer gea¨nderten Semantik der Be-
sta¨tigungen zu sprechen. Die Schnittstelle zwischen Anwendung und Transportinstanz auf
dem Sender ermo¨glicht es allerdings nicht, die Anwendung daru¨ber zu informieren, wann und
ob die zuverla¨ssig zu u¨bertragenden Daten korrekt vom Kommunikationspartner empfangen
wurden. Aus diesem Grunde macht es fu¨r die Anwendung beim Sender keinen Unterschied,
ob empfangene Besta¨tigungspakete des Transportprotokolls eine erfolgreiche U¨bertragung der
Pakete zum Transportgateway oder zum Endsystem bedeuten.
Fu¨r den ’Remote Socket’ Ansatz wird in [SRBW00] bzgl. der Ende-zu-Ende-Semantik ana-
log argumentiert: Da es das Socket-Interface [WS95] nicht erlaubt, die Anwendung im Sender
u¨ber eine erfolgreiche U¨bertragung der Nutzdaten zu informieren, ist es nicht relevant, ob
TCP-Besta¨tigungen vom Proxy (Transportgateway) oder vom Endsystem generiert werden.
Weil sich aus Sicht der Anwendung durch die gea¨nderte Semantik der Besta¨tigungen der
Transportschicht keine A¨nderungen ergeben, erscheint es fragwu¨rdig, die gea¨nderte Semantik
als Argument gegen den indirekten Ansatz anzufu¨hren.
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Verschlu¨sselung
Wird IPsec [KA98] eingesetzt, so werden die Nutzdaten eines IP-Pakets Ende-zu-Ende ver-
schlu¨sselt. Im Transportgateway kann somit nicht auf den Transportprotokollkopf der Pakete
zugegriffen werden und somit auch keine Transportprotokollverarbeitung erfolgen. Der indi-
rekte Transportansatz kann aus diesem Grunde nicht zusammen mit einer Ende-zu-Ende-
Verschlu¨sselung realisiert werden.
Ein in [ZS00] vorgeschlagenes Verfahren fu¨r die Verschlu¨sselung von IP-Paketen ermo¨glicht
es, Verschlu¨sselung zusammen mit dem indirekten Ansatz einzusetzen. Die Verschlu¨sselung
eines IP-Pakets erfolgt in mehreren Schichten. Paketko¨pfe, die fu¨r die Protokollverarbeitung
im Transportgateway zuga¨nglich sein mu¨ssen, werden in einer Schicht verschlu¨sselt, die Nutz-
daten Ende-zu-Ende in einer weiteren Schicht. Indem die Entschlu¨sselung der Paketko¨pfe
im Transportgateway unterstu¨tzt wird, kann dieses Verfahren zusammen mit dem indirekten
Ansatz eingesetzt werden.
Eine Alternativlo¨sung wa¨re es, nicht in der IP-Schicht zu verschlu¨sseln, sondern durch
Verschlu¨sselung in der Anwendungsschicht die Nutzdaten vor unbefugtem Zugriff zu sichern.
Damit wa¨re der Zugriff auf die Protokollko¨pfe im Transportgateway mo¨glich. Eine unver-
schlu¨sselte U¨bertragung der Protokollko¨pfe ist auch erforderlich, um in Routern fu¨r eine QoS-
Unterstu¨tzung einzelne Datenstro¨me identifizieren zu ko¨nnen.
Die skizzierten Verfahren ermo¨glichen es, auch fu¨r indirekte Ansa¨tze eine Verschlu¨sselung
zu realisieren. Das Argument, indirekte Ansa¨tze ließen sich prinzipiell nicht zusammen mit
Verfahren fu¨r die Verschlu¨sselung der Daten einsetzen, erscheint somit fragwu¨rdig.
Skalierbarkeit & Performance
Da in einem Transportgateway fu¨r jedes Paket zusa¨tzlich zur Protokollverarbeitung in der
IP-Schicht auch Protokollverarbeitung in der Transportschicht notwendig ist, stellt der indi-
rekte Transportansatz ho¨here Anforderungen an die Rechenleistung. Es stellt sich die Frage,
inwieweit durch das Transportgateway zusa¨tzliche Delays die Folge sind. Weiterhin ist zu
betrachten, fu¨r wieviele indirekte Transportverbindungen ein Zwischensystem als Transport-
gateway operieren kann, d.h. inwieweit der Ansatz skaliert.
In den in [MB98] beschriebenen Untersuchungen wird ein Pentium 200 Mhz Rechner als
Transportgateway eingesetzt und untersucht, welchen zusa¨tzlichen Delay die Realisierung ei-
nes Transportgateways zur Folge hat. Die gemessenen zusa¨tzlichen Verzo¨gerungen sind kleiner
als 1 ms. Weiterhin zeigen die Untersuchungen, daß das Transportgateway fu¨r ca. 100 Ver-
bindungen als Transportgateway operieren kann, ohne daß die Protokollverarbeitung zum
Engpaß wird. Unter Annahme von einer Datenrate von 2 Mbit/sec pro Verbindung ergibt sich
eine aggregierte Bandbreite von 200 Mbit/sec, fu¨r die das Zwischensystem als Transportga-
teway ausreichend Ressourcen bietet. A¨hnliche Untersuchungen fu¨r einen 100 Mhz Rechner
als Transportgateway sind in [BS97], [Bro97] beschrieben. Die aggregierte Bandbreite der
indirekten Verbindungen, fu¨r die die Ressourcen des Zwischensystems ausreichen, um als
Transportgateway zu operieren, wird mit 100 Mbit/sec angegeben.
Die genannten Messungen zeigen, daß ein Router zwar fu¨r einige 100 indirekte Verbindun-
gen als Transportgateway fungieren kann, sie belegen aber zugleich, daß zentrale Router auf
Grund der um Gro¨ßenordnungen ho¨heren Anzahl an Verbindungen nicht als Zwischensysteme
in Frage kommen, auf denen Transportgateways realisiert werden ko¨nnen. Stattdessen muß
ein Transportgateway gezielt auf weniger zentralen Routern plaziert werden. Die im Rahmen
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der vorliegenden Arbeit entwickelten Konzepte beru¨cksichtigen dies. Sogenannte Edge-Router
sind Kandidaten, um auf diesen Transportgateways zu realisieren.
Daru¨ber hinaus ist es vorstellbar, analog zu aktive Netze Konzepten, die zum Teil eben-
falls komplexe Operationen auf den Datenstro¨men realisieren wollen, diese rechenintensiven
Operationen auf Hardware auszulagern [MHWZ99], [TSS+97], [CKV+99].
Migration von Transportinstanzen
Eine Migrationsunterstu¨tzung ist erforderlich, um die Transportinstanzen auf ein anderes
Transportgateway zu migrieren. Dies ist auf Grund der Mobilita¨t der Endsysteme notwendig
(siehe Seite 71). Die Migrationsunterstu¨tzung macht die Statusinformation der Transport-
instanzen auf einem anderen Transportgateway verfu¨gbar. Das zentrale Problem im Kontext
der Migration sind die durch die Migration bedingten Unterbrechungen und die Ha¨ufigkeit
dieser Unterbrechungen.
• Dauer der durch eine Migration bedingten Unterbrechungen
Das in [BB95a] beschriebene Verfahren zur Migration von Transportinstanzen hat eine
Unterbrechungsdauer der Kommunikation in der Transportschicht von bis zu 1.4 Se-
kunden zur Folge. Diese Unterbrechungsdauer wird als Argument gegen den indirekten
Transportansatz angefu¨hrt. Die Unterbrechungsdauer zu reduzieren ist eine Zielsetzung
der vorliegenden Arbeit.
• Ha¨ufigkeit der Migration
Wird wie in [BB95b] das Transportgateway auf der Basisstation realisiert, so ergibt sich
bei jedem Basisstationswechsel die Notwendigkeit, die Transportinstanzen vom Trans-
portgateway auf der alten zum Transportgateway auf der neuen Basisstation zu mi-
grieren. Sehr ha¨ufige Migrationen ko¨nnen die Folge sein. Derart ha¨ufige Migrationen zu
vermeiden, ist ein weiteres Ziel der in der vorliegenden Arbeit entwickelten Verfahren.
3.5.3 Migration von Transportinstanzen
Die Ausfu¨hrungen des vorangegangenen Unterkapitels zu den Problembereichen Ende-zu-
Ende-Semantik, Verschlu¨sselung und Skalierbarkeit zeigen, daß diese Probleme entweder von
geringer Relevanz sind oder aber durch die skizzierten Ansa¨tze gelo¨st werden ko¨nnen. Die
Migration von Transportinstanzen ist dagegen ein Problem, fu¨r das derzeit keine brauchbare
Lo¨sung existiert. In der Literatur beschriebene Migrationskonzepte und deren Schwachpunkte
werden im folgenden vorgestellt.
3.5.3.1 Statusinformation in den Transportinstanzen
Bedingt durch den indirekten Transportansatz muß im Transportgateway fu¨r jede indirekte
Transportverbindung zu einem mobilen System zusa¨tzlich Statusinformation verwaltet wer-
den. Es ist dies die Statusinformation der F-Transportinstanz, der Partnertransportinstanz
des Festnetzrechners, und der M-Transportinstanz, der Partnertransportinstanz des mobilen
Systems. Fu¨r jede der beiden genannten Transportinstanzen umfaßt die Statusinformation die
im folgenden aufgelisteten Daten.
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• Sendepuffer
Der Sendepuffer entha¨lt Nutzdaten, die bereits zur Partnertransportinstanz gesendet
wurden, aber noch nicht besta¨tigt sind.
• Empfangspuffer
Der Empfangspuffer entha¨lt Nutzdaten, die korrekt empfangen wurden, aber noch nicht
von der empfangenden Anwendung aus diesem entnommen wurden.
• Protokollkontrollblock
Variablenwerte der jeweiligen Protokollinstanz, z.B. Timeoutwerte, gescha¨tzte Paketum-
laufzeiten, Besta¨tigungs-Sequenznummern und Sequenznummern bereits korrekt emp-
fangener Nutzdaten geho¨ren zum Protokollkontrollblock.
In Abb. 3.5 sind die zwei Transportinstanzen einer indirekten Transportverbindung in ei-
nem Transportgateway dargestellt. Die in den Transportinstanzen zu verwaltende Statusinfor-
mation ist in die Abbildung mit aufgenommen. Auf einem Zwischensystem, das als Transport-
gateway fu¨r eine indirekte Transportverbindung fungieren soll, muß diese Statusinformation







zum Festnetzrechner zum mobilen System
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Abbildung 3.5: Statusinformation in den Transportinstanzen eines Transportgateways
A¨ndert sich die Route nach einem Subnetzwechsel des mobilen Systems dahingehend, daß
die Pakete nicht mehr das zugeho¨rige Transportgateway passieren, muß ein anderes in den neu-
en Datenpfad involviertes Zwischensystem die Funktion des Transportgateways u¨bernehmen.
Vom alten Transportgateway, das nicht mehr im Datenpfad liegt, muß die Statusinformation
zu dem neuen Transportgateway, das im neuen Datenpfad lokalisiert ist, u¨bertragen werden.
Dies ist die Aufgabe der sogenannten Migrationsunterstu¨tzung. Als aktives Transportgateway
wird das Transportgateway bezeichnet, auf dem die Transportinstanzen aktiv sind. Ein passi-
ves Transportgateway ist ein Transportgateway, auf das Statusinformation migriert wird, das
aber noch nicht aktiviert wurde. Ein neues Transportgateway ist somit bis zu dem Zeitpunkt,
zu dem die Statusinformation komplett verfu¨gbar ist, ein passives Transportgateway, nach
Aktivierung der Transportinstanzen wird es zum aktiven Transportgateway.
Werden Nutzdaten auch wa¨hrend der Migration zwischen dem Festnetzrechner und dem
mobilen System u¨bertragen, so hat dies fortlaufend A¨nderungen der zu migrierenden Status-
information in der F-Transportinstanz und der M-Transportinstanz des Transportgateways
zur Folge. Dies erschwert den Vorgang der Migration, der ein identisches Abbild der Status-
information beim neuen Transportgateway verfu¨gbar machen muß.
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3.5.3.2 Existierende Migrationskonzepte
Von den in Kapitel 3.3.3 aufgefu¨hrten indirekten Transportansa¨tzen bescha¨ftigen sich lediglich
[BB95a], [Bro97], [Wol99] und [WT98] mit dem Problem der Migration der Statusinformation.
Diesen Ansa¨tzen ist gemeinsam, daß unmittelbar nachdem das bisher als Gateway fungierende
Zwischensystem nicht mehr im Datenpfad liegt, mit der Migration der Statusinformation
begonnen wird.
Fu¨r die an der TU Berlin entwickelte Remote Socket Architecture wird von den Autoren
vorgeschlagen, einen Multicast-basierten Ansatz fu¨r die Migration der Statusinformation zu
verwenden [Wol99]. Wie dies im Detail realisiert werden soll, bleibt allerdings offen.
Fu¨r den M-TCP Ansatz wird in [Bro97] ein Verfahren zur Migration skizziert, bei dem
die Protokollkontrollblo¨cke, jedoch keine Pufferinhalte vom alten zum neuen Transportgate-
way u¨bertragen werden. Indem die Pakete von der Transportinstanz im Endsystem wieder-
holt werden, kann das neue Transportgateway die Pufferinhalte rekonstruieren. Nachdem die
Protokollkontrollblo¨cke zum neuen Transportgateway migriert wurden, veranlaßt das neue
Transportgateway die sendende Transportinstanz, die Pakete zu wiederholen und erfa¨hrt so-
mit von den Pufferinhalten der Transportinstanzen. Eine Migration der Pufferinhalte vom
alten zum neuen Transportgateway ist somit nicht erforderlich. In [Bro97] wird behauptet,
mittels des beschriebenen Verfahrens die Pufferinhalte schneller auf dem neuen Transportgate-
way verfu¨gbar machen zu ko¨nnen, als durch eine U¨bertragung der Puffer vom alten zum neuen
Transportgateway. Es werden allerdings weder Messungen beschrieben noch Zahlen genannt,
wie lange eine Migration dauert bzw. wie lange die Kommunikation in der Transportschicht
unterbrochen ist.
Fu¨r den I-TCP Ansatz wird in [BB95a] ein Verfahren zur Migration der Statusinformation
beschrieben. Da das Transportgateway bei diesem Ansatz auf einer Basisstation realisiert ist,
muß nach jedem Basisstationswechsel auch das Transportgateway migriert werden. Die Trans-
portinstanzen auf dem alten Transportgateway werden nach dem Basisstationswechsel des mo-
bilen Systems deaktiviert und anschließend der Inhalt der Sendepuffer und der Empfangspuffer
zuzu¨glich der Protokollkontrollblo¨cke der beiden Transportinstanzen zum Transportgateway
auf der neuen Basisstation u¨bertragen. Sobald die Statusinformation der Transportinstanzen
beim neuen Transportgateway verfu¨gbar ist, werden die Transportinstanzen aktiviert. Da die
Transportinstanzen wa¨hrend der Migration deaktiviert (eingefroren) sind, wird das Verfahren
als Migration mit Einfrieren bezeichnet. Von der Deaktivierung des alten Gateways bis zur
Aktivierung des neuen Gateways ist, in Abha¨ngigkeit von der Menge der zu migrierenden Sta-
tusinformation, bis zu 1.4 Sekunden keine Transportkommunikation mo¨glich. Daru¨ber hinaus
sind die timerbasierte U¨bertragungswiederholung und die Lastkontrolle von TCP unter Um-
sta¨nden fu¨r eine u¨ber die Zeitdauer von 1.4 Sekunden hinausgehende Beeintra¨chtigung der
Kommunikation verantwortlich.
Die durch die Migration der involvierten Transportinstanzen nach jedem Basisstations-
wechsel bedingten Unterbrechungen sind der wesentliche Nachteil der fu¨r I-TCP vorgestellten
Migrationsunterstu¨tzung [BB95a]. Insbesondere bei picozellularen Netzen mit kleinen Zellen
und ha¨ufigen Basisstationswechseln ist dieser Ansatz nicht praktikabel. Diese Migrationsun-
terstu¨tzung muß daher als nur bedingt einsetzbar eingestuft werden.
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3.6 Zusammenfassung
In der Literatur sind eine Vielzahl von Lo¨sungsansa¨tzen beschrieben, um trotz Verbindungsun-
terbrechungen und U¨bertragungsfehlern – wie sie fu¨r die drahtlose U¨bertragung typisch sind –
die Performance Einbußen von TCP zu verringern. Lokale Lo¨sungen, die u¨ber dem drahtlosen
Link oder zumindest in der Na¨he des drahtlosen Links operieren, ko¨nnen in Grenzen durch
geeignete Verfahren (z.B. Kodierung, U¨bertragungswiederholung) die ho¨here Fehleranfa¨llig-
keit des drahtlosen Links kompensieren, aber dennoch nicht vollsta¨ndig vor den Endsystemen
verbergen. Ein wesentlicher Vorteil der lokalen Lo¨sungsansa¨tze ist, daß sie – wie im Rah-
men der vorliegenden Arbeit gefordert – keine Modifikation der TCP-Implementierung in den
Festnetzrechnern notwendig machen. Allerdings kann nur ein Teil der lokalen Ansa¨tze auch
im Falle la¨ngerer Unterbrechungen des U¨bertragungskanals eine Reduktion des Slow-Start-
Grenzwertes und des Lastkontrollfensters auf ihre Minimalwerte vermeiden. Abgesehen von
den indirekten Transportansa¨tzen sind bei allen lokal operierenden Lo¨sungsansa¨tzen deshalb
Durchsatzeinbußen nach la¨ngeren Verbindungsunterbrechungen die Folge. Fu¨r die indirekten
Transportansa¨tze trifft dies nicht zu, da die TCP-Verbindung im Transportgateway terminiert
wird und somit nicht u¨ber der drahtlosen Teilstrecke operiert. Aus den genannten Gru¨nden
erweist sich der indirekte Transportansatz, unter der Beru¨cksichtigung der im Rahmen dieser
Arbeit gestellten Anforderungen, als der Ansatz der Wahl.
Um den indirekten Transportansatz auch im Kontext mobiler Endsysteme einsetzen zu
ko¨nnen, ist eine spezielle – u¨ber die globale Mobilita¨tsunterstu¨tzung auf Basis von Mobile IP
hinausgehende – Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze erforderlich. Die fu¨r
den I-TCP Ansatz entwickelte Migration mit Einfrieren [BB95a] bietet zwar eine Mobilita¨ts-
unterstu¨tzung fu¨r den indirekten Transportansatz, zeigt aber wegen der durch die Migrati-
on bedingten Unterbrechungen deutliche Schwa¨chen. Ziel der eigenen Arbeiten ist es, eine
optimierte Mobilita¨tsunterstu¨tzung fu¨r den indirekten Transportansatz zu entwickeln. Diese
beinhaltet nicht nur ein Migrationskonzept, um die durch die Migration von Transportin-
stanzen bedingten Unterbrechungsdauern zu verku¨rzen, sondern zusa¨tzlich ein Verfahren, um
Migrationen unno¨tig zu machen bzw. zumindest die Zahl der erforderlichen Migrationen zu





Ziel der in diesem Kapitel vorgestellten Optimierten Mobilita¨tsunterstu¨tzung fu¨r Indirekte
Transportansa¨tze (OMIT) ist es, die durch die Migration von Transportinstanzen bedingten
Unterbrechungen der Kommunikation zu reduzieren. Diese Migrationen sind durch die Mobi-
lita¨t der Endsysteme bedingt. Zur Reduktion werden zwei Strategien eingesetzt. Zum einen
wird versucht, die Anzahl der erforderlichen Migrationen zu verringern. Zum anderen wird
zusa¨tzlich ein Verfahren vorgeschlagen, das die durch eine Migration bedingte Unterbrechung
der Transportkommunikation von den in [BB95a] genannten maximal 1.4 Sekunden auf kon-
stant 0.01 Sekunden reduzieren kann. Das als Fast Forwarding bezeichnete Verfahren – eine
Erweiterung fu¨r Mobile IP – und das Verfahren der nebenla¨ufigen Migration wurden fu¨r diese
Zwecke im Rahmen der vorliegenden Arbeit entwickelt.
In Kapitel 4.1 werden zuna¨chst die Anforderungen behandelt, die fu¨r eine effiziente Mobili-
ta¨tsunterstu¨tzung im Fall indirekter Ansa¨tze erfu¨llt sein mu¨ssen. Es wird darauf eingegangen,
welche dieser Anforderungen als erfu¨llt vorausgesetzt werden und welche der Anforderun-
gen die im Rahmen der vorliegenden Arbeit entwickelten Verfahren adressieren. Das OMIT-
Konzept, bestehend aus dem Fast-Forwarding-Verfahren zur Reduktion der Anzahl der not-
wendigen Migrationen und dem Verfahren der nebenla¨ufigen Migration zur Verku¨rzung der
Unterbrechungsdauer, wird in Kapitel 4.2 vorgestellt. Wie das OMIT-Konzept in die Archi-
tektur eines Transportgateways eingebettet wird, wird in Kapitel 4.3 diskutiert. Kapitel 4.4
behandelt im Detail die nebenla¨ufige Migration, um die Statusinformation beim neuen Trans-
portgateway verfu¨gbar zu machen. Die Integration der entwickelten Konzepte in Mobile IP
wird in Kapitel 4.5 vorgestellt. Eine Zusammenfassung folgt in Kapitel 4.6.
4.1 Anforderungen
Um den indirekten Transportansatz trotz der Mobilita¨t eines Endsystems einsetzen zu ko¨nnen,
ko¨nnen die im Rahmen dieser Arbeit entwickelten Mechanismen nicht fu¨r sich alleine betrach-
tet werden, sondern mu¨ssen im Zusammenhang mit den anderen in die Mobilita¨tsunterstu¨tz-
ung involvierten Komponenten gesehen werden. Dies insbesondere deshalb, da nicht nur die
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Migration der Transportinstanzen, sondern auch diese Komponenten fu¨r Unterbrechungen
verantwortlich sein ko¨nnen. Zu beru¨cksichtigen sind sowohl die Komponenten der lokalen als
auch der globalen Mobilita¨tsunterstu¨tzung. Welche Anforderungen an die lokale bzw. globale
Mobilita¨tsunterstu¨tzung und insbesondere an das OMIT-Konzept zu stellen sind, wird im
folgenden ausgefu¨hrt.
4.1.1 Anforderungen an die lokale Mobilita¨tsunterstu¨tzung
Mittels Mechanismen der lokalen Mobilita¨tsunterstu¨tzung werden Basisstationswechsel der
mobilen Systeme realisiert. Verschiedene Mobilkommunikationssysteme unterscheiden sich da-
hingehend, wie lange die durch Basisstationswechsel bedingten Unterbrechungen andauern
und dahingehend, inwieweit Basisstationswechsel Paketverluste zur Folge haben. Einige Sy-
steme leiten Pakete von einer Basisstation, bei der das mobile System vormals angemeldet
war, die es aber inzwischen verlassen hat, an eine neue Basisstation weiter, bei der das mo-
bile System derzeit angemeldet ist. Andere Systeme verwerfen hingegen solche Pakete und
verlassen sich darauf, daß auf ho¨heren Schichten des Protokollstacks die durch Paketverluste
wa¨hrend eines Basisstationswechsels verursachten U¨bertragungsfehler durch U¨bertragungs-
wiederholungen korrigiert werden.
Wie sich Basisstationswechsel effizient realisieren lassen ist nicht Gegenstand der Betrach-
tungen in der vorliegenden Arbeit. Hinsichtlich durch Basisstationswechsel bedingter Paket-
verluste werden keine Annahmen getroffen. Fu¨r die in der vorliegenden Arbeit entwickelten
Konzepte ist es nicht relevant, ob Paketverluste wa¨hrend Basisstationswechseln vermieden
werden ko¨nnen oder auftreten ko¨nnen. Wird der indirekte Transportansatz eingesetzt, ist
es die Aufgabe des zwischen dem Transportgateway und dem mobilen System operierenden
Transportprotokolls, durch Basisstationswechsel bedingte Paketverluste zu korrigieren.
Die Realisierbarkeit vom Basisstationswechseln mit nur kurzen Unterbrechungen wird im
folgenden vorausgesetzt. Wu¨rde man von Basisstationswechsel mit signifikanten Unterbre-
chungen ausgehen, wu¨rde sich die Frage stellen, warum besonderes Augenmerk auf eine Mi-
grationsunterstu¨tzung fu¨r den indirekten Transportansatz gelegt wird, die nur kurze Unter-
brechungen der Kommunikation in der Transportschicht zur Folge hat. Daß die Annahme
kurzer Unterbrechungen realistisch ist, zeigt das drahtlose lokale Netz WaveLAN [Wav97],
das Basisstationswechsel innerhalb von ca. 20 ms abschließen kann.
4.1.2 Anforderungen an die globale Mobilita¨tsunterstu¨tzung
Wie bereits in Kapitel 2.1.5 beschrieben, ist es fu¨r die globale Mobilita¨tsunterstu¨tzung nicht
ausreichend, Mechanismen fu¨r Basisstationswechsel in den Basisstationen und in den mobilen
Systemen zu realisieren. Fu¨r die globale Mobilita¨tsunterstu¨tzung mu¨ssen in der Netzwerk-
schicht Verfahren bereitgestellt werden, um fu¨r mobile Systeme bestimmte Pakete zu dem
aktuellen Aufenthaltsort zu routen.
Zusa¨tzlich zu den im vorherigen Abschnitt beschriebenen, durch Basisstationswechsel
bedingten Kommunikationsunterbrechungen ergibt sich durch die mobilita¨tsunterstu¨tzende
Netzwerkschicht eine weitere Verzo¨gerung, bis nach einem Subnetzwechsel die Kommuni-
kation auf der Netzwerkschicht zwischen den Kommunikationspartnern wieder mo¨glich ist.
Ursachen fu¨r diese Unterbrechung sind:
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• Erkennen eines Subnetzwechsel
Erst nachdem das mobile System den Subnetzwechsel erkannt hat, kann es die Protokoll-
verarbeitung der mobilita¨tsunterstu¨tzenden Netzwerkschicht veranlassen, das Routing
dahingehend anzupassen, daß die fu¨r das mobile System bestimmten Pakete zum aktu-
ellen Aufenthaltsort, d.h. in das aktuelle Subnetz, geroutet werden. Bei Mobile IP kann
das Erkennen des Subnetzwechsels bis zu einer Sekunde dauern.
• Etablierung der Route in das neuen Subnetz
Bis die in die Etablierung der neuen Route involvierten Instanzen durch die Protokoll-
verarbeitung die neue Route etabliert haben, vergeht zusa¨tzlich Zeit, die die Unterbre-
chungsdauer verla¨ngert. Insbesondere Paketumlaufzeiten der Registrierungsanforderung
bzw. der Registrierungsantwort zwischen dem Home Agent und dem mobilen System
spielen hier eine Rolle. Im Fall einer großen Distanz zwischen dem Home Agent und
dem mobilen System ist dies problematisch.
Um die im Rahmen der vorliegenden Arbeit entwickelten Mechanismen, die die durch
die Migration von Transportinstanzen bedingten Unterbrechungsdauern deutlich reduzieren,
gewinnbringend einsetzen zu ko¨nnen, du¨rfen sich auch durch die globale Mobilita¨tsunterstu¨tz-
ung keine signifikanten Unterbrechungen der Kommunikation ergeben. Andernfalls wu¨rde sich
auch hier die Frage stellen, warum bei der Migration der Transportinstanzen eine mo¨glichst
kurze Unterbrechung der Transportkommunikation angestrebt wird, obwohl die durch die
globale Mobilita¨tsunterstu¨tzung bedingten Unterbrechungen signifikant sind.
Das sich im Internet fu¨r die Mobilita¨tsunterstu¨tzung zunehmend etablierende Protokoll
Mobile IP kann kurze Unterbrechungen allerdings nicht gewa¨hrleisten. Bei Mobile IP vergeht
bis zum Erkennen eines Subnetzwechsels bis zu eine Sekunde und bis zum Etablieren der
neuen Route eine Zeitdauer, die in der Gro¨ßenordnung der doppelten Paketlaufzeit zwischen
dem Home Agent und dem mobilen System liegt. Der sinnvolle Einsatz von nur kurze Un-
terbrechungen bedingenden Strategien fu¨r die Migration der Transportinstanzen ist im Falle
einer durch Mobile IP realisierten Mobilita¨tsunterstu¨tzung nicht mo¨glich. Es sind Verfahren
erforderlich, die die Unterbrechungsdauer der Kommunikation nach einem Subnetzwechsel
verku¨rzen. Mittels Modifikationen an Mobile IP ist dies mo¨glich.
Im Rahmen dieser Arbeit wurden zusa¨tzlich zu den Migrationsstrategien fu¨r die zwei
Transportprotokollinstanzen einer indirekten Transportverbindung zwei Verfahren fu¨r die Re-
duzierung der durch Mobile IP bedingten Unterbrechungsdauern entwickelt. Werden diese
Verfahren in Mobile IP integriert, lassen sich die Unterbrechungsdauern nach Subnetzwechseln
reduzieren und somit dann auch die Mechanismen fu¨r die Reduktion der durch die Migration
von Transportinstanzen bedingten Unterbrechungszeiten gewinnbringend einsetzen. Das Fast-
Forwarding-Konzept, das wie bereits beschrieben die Zahl der notwendigen Migrationen der
Transportinstanzen verringern kann, ist auch einsetzbar, um die Unterbrechungsdauer nach
einem Subnetzwechsel zu reduzieren. Als zweite Strategie wird eine schichtenu¨bergreifende
Kommunikation zwischen der Schicht 2 und Mobile IP realisiert, um Subnetzwechsel schnel-
ler erkennen zu ko¨nnen. Mobile IP wird von der Schicht 2 mittels eines Signals u¨ber jeden
Basisstationswechsel informiert. Da es sich bei diesem Konzept nicht um ein Konzept zur
Reduzierung der durch die Migration bedingten Unterbrechungen handelt, wird es nicht in
diesem Kapitel behandelt. In Kapitel 5.1 wird auf das Konzept und seine Implementierung
eingegangen.
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4.1.3 Anforderungen an die Mobilita¨tsunterstu¨tzung fu¨r indirekte
Ansa¨tze
Die an die Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze zu stellenden Anforderun-
gen ko¨nnen in zwei Klassen eingeteilt werden. Zum einen in solche Anforderungen, die auf
jeden Fall erfu¨llt sein mu¨ssen, um u¨berhaupt den indirekten Transportansatz auch fu¨r mobile
Systeme einsetzen zu ko¨nnen. Zum anderen in solche, die an eine optimierte Mobilita¨tsunter-
stu¨tzung zu stellen sind und die von dem OMIT-Konzept erfu¨llt werden. Beide Klassen werden
im folgenden betrachtet.
4.1.3.1 Grundsa¨tzliche Anforderung: Transportgateway im Datenpfad
Ein grundlegendes Problem der indirekten Transportansa¨tze ist, daß das Transportgateway
immer im Datenpfad zwischen dem Festnetzrechner und dem mobilen System liegen muß. Auf
Grund der sich durch die Mobilita¨t eines mobilen Systems ergebenden Routena¨nderungen wird
das Transportgateway ggf. abgekoppelt. Die folgenden zwei Verfahren ermo¨glichen es, trotz
der Ortswechsel eines mobilen Systems den indirekten Transportansatz einzusetzen:
• Migration der Transportinstanzen auf ein anderes Transportgateway oder
• Erzwingen des Routings u¨ber das andernfalls abgekoppelte Transportgateway.
Migration der Transportinstanzen
In Abb. 4.1a ist eine Migration der Transportinstanzen auf ein anderes Transportgateway dar-
gestellt. Nach dem Ortswechsel des mobilen Systems werden an das mobile System adressierte
bzw. von ihm abgesendete Pakete u¨ber das Zwischensystem geroutet, in dem das Transport-
gateway II realisiert ist. Die Transportkommunikation kann erst dann wieder aufgenommen
werden, sobald die Statusinformation von Transportgateway I bei Transportgateway II ver-
fu¨gbar ist und somit Transportgateway II die Kopplung der beiden Transportverbindungen
u¨bernehmen kann.
Die Migration der Statusinformation wird sofort nach dem Ortswechsel erforderlich, da das
alte Transportgateway nicht mehr im Datenpfad liegt. Dies gilt auch fu¨r die in Kapitel 3.5.3.2
beschriebene Migration mit Einfrieren, die beim I-TCP Ansatz angewandt wird. Da bei dem
I-TCP Ansatz das Transportgateway auf einer Basisstation realisiert wird, muß bei jedem
Basisstationswechsel migriert werden. Als Folge ergibt sich bei jedem Basisstationswechsel
eine Unterbrechung von bis zu 1.4 Sekunden.
Auf Grund der nach der Migration ku¨rzeren Entfernung zwischen dem als Transportgate-
way fungierenden Zwischensystem und dem mobilen System lassen sich von dem u¨ber dieser
Teilstrecke operierenden Transportprotokoll U¨bertragungsfehler schneller korrigieren. Der im
folgenden beschriebene Ansatz, der das Routing u¨ber das alte Transportgateway erzwingt,
hat eine gro¨ßere Distanz zwischen Transportgateway und mobilem System und somit eine












a) Migration b) erzwungenes Routing
Abbildung 4.1: Migration vs. erzwungenes Routing
Erzwingen des Routings
Anstatt nach Ortswechseln eine Migration der Transportinstanzen vorzunehmen, wird das
Routing dahingehend gea¨ndert, daß das bisherige Transportgateway weiterhin im Datenpfad
liegt. Da keine Migration der Transportinstanzen vorgenommen wird, ko¨nnen die durch die
Migration bedingten Unterbrechungen der Kommunikation auf der Transportebene vermieden
werden. In Abb. 4.1b ist skizziert, wie nach einem Ortswechsel eines mobilen Systems an das
mobile System adressierte bzw. vom ihm gesendete Pakete weiterhin u¨ber das Transportgate-
way I geroutet werden und somit keine Migration vom Transportgateway I auf ein anderes
Transportgateway notwendig ist. Mittels des in der vorliegenden Arbeit entwickelten Fast-
Forwarding-Konzeptes kann das Routing u¨ber das alte Transportgateway erzwungen werden.
Eine Gegenu¨berstellung der Vorteile und Nachteile der in Abb. 4.1 dargestellten Ansa¨tze zeigt
Tabelle 4.1.
Migration der Instanzen Erzwungenes Routing
− Subnetzwechsel bedingt Migration
− Transportkommunikation fu¨r 1.4
Sekunden wegen der Migration un-
terbrochen [BB95a]
+ geringe Distanz zwischen Trans-
portgateway und mobilem System
+ keine Migration der Transportin-
stanzen notwendig
− ggf. ineffizientes Routing
− wachsende Distanz zwischen dem
Transportgateway und dem mobi-
lem System
Tabelle 4.1: Migration vs. erzwungenes Routing
Keiner der beiden Ansa¨tze ist fu¨r sich alleine betrachtet als Lo¨sung geeignet, um den indi-
rekten Transportansatz auch im Falle ha¨ufiger Ortswechsel mobiler Systeme einzusetzen. Im
Zusammenspiel la¨ßt sich aber einerseits durch das erzwungene Routing eine zu ha¨ufige Mi-
gration der Transportinstanzen vermeiden, anderseits aber – im Falle einer zu großen Distanz
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zwischen dem Transportgateway und dem mobilen System – durch eine Migration der Trans-
portinstanzen diese Distanz reduzieren. Die Strategie, beide Ansa¨tze zusammen einzusetzen,
wird bei dem OMIT-Konzept verfolgt und umgesetzt.
4.1.3.2 Anforderungen an eine optimierte Mobilita¨tsunterstu¨tzung
Um eine optimierte Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze zu erreichen, wur-
den die im folgenden aufgelisteten Anforderungen an das im Rahmen der vorliegenden Arbeit
entwickelte Konzept gestellt:
• seltenere Notwendigkeit einer Migration,
• ku¨rzere Unterbrechungen im Falle einer Migration und
• Integration mit Mobile IP.
Ist eine Migration seltener erforderlich und la¨ßt sich im Falle einer Migration diese mit
ku¨rzeren Unterbrechungsdauern realisieren, so ko¨nnen insgesamt die durch die Mobilita¨t ei-
nes Endsystems bedingten Kommunikationsunterbrechungen reduziert werden. Mittels des
Fast Forwardings la¨ßt sich die Anzahl der notwendigen Migrationen verringern und weiter-
hin der Zeitpunkt der Migration von dem Zeitpunkt entkoppeln, zu dem der Subnetzwechsel
erfolgt. Ku¨rzere Unterbrechungen werden mittels des Konzeptes der nebenla¨ufigen Migration
erreicht, das zeitgleich zur Migration die Fortsetzung der Kommunikation in der Transport-
schicht zula¨ßt. Die Transportinstanzen werden wa¨hrend der Migration nur sehr kurz (ca.
10 ms) deaktiviert. Die Integration mit Mobile IP ist als wesentlich zu erachten, da sich Mobi-
le IP zunehmend als Protokoll der Wahl fu¨r die globale Mobilita¨tsunterstu¨tzung IP-basierter
Endsysteme herauskristallisiert. In Tabelle 4.2 ist die in dieser Arbeit realisierte optimierte
Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze der fu¨r I-TCP vorgeschlagenen ge-
genu¨bergestellt.
Mobilita¨tsunterstu¨tzung Mobilita¨tsunterstu¨tzung durch OMIT





















Tabelle 4.2: Gegenu¨berstellung der Migrationskonzepte
Die Verfahren, um die in der Tabelle aufgefu¨hrten Zielsetzungen des eigenen Ansatzes
fu¨r eine optimierten Mobilita¨tsunterstu¨tzung fu¨r indirekte Ansa¨tze umzusetzen, werden im
nachfolgenden Kapitel vorgestellt.
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4.2 Das OMIT-Konzept
Zur Reduzierung der durch Migrationen bedingten Unterbrechungen sind zwei Strategien an-
wendbar. Zum einen ko¨nnen Mechanismen und Strategien eingesetzt werden, die die Zahl der
notwendigen Migrationen reduzieren. Dies ist durch geschickte Positionierung eines Transport-
gateways, die in Kapitel 4.2.1 beschrieben wird, und durch die in Kapitel 4.2.2 vorgestellte
Fast-Forwarding-Erweiterung fu¨r Mobile IP mo¨glich. Zum anderen kann, falls tatsa¨chlich eine
Migration vorgenommen werden muß, durch spezielle Verfahren die Unterbrechungszeit re-
duziert werden. Das in Kapitel 4.2.3 beschriebene Konzept der nebenla¨ufigen Migration ist
hierfu¨r geeignet.
Die Betrachtungen in diesem Unterkapitel abstrahieren von konkreten Realisierungen der
Mobilita¨tsunterstu¨tzung in der Netzwerkschicht. Der Fokus liegt auf den konzeptionellen Be-
trachtungen. Wie sich die entwickelten Ideen in das sich zunehmend fu¨r die Mobilita¨tsunter-
stu¨tzung etablierende Protokoll Mobile IP integrieren lassen, wird erst in Kapitel 4.5 erla¨utert.
4.2.1 Positionierung des Transportgateways
Hinsichtlich der Strategie, auf welchem System das Transportgateway realisiert wird, sind
verschiedene Ansa¨tze mo¨glich. Damit der indirekte Transportansatz effizient operieren kann,
sind kurze Paketumlaufzeiten zwischen dem Transportgateway und dem mobilen System er-
forderlich. La¨ngere Paketumlaufzeiten ha¨tten eine langsamere Fehlerkorrektur zwischen diesen
Systemen zur Folge.
Das Transportgateway kann an dem U¨bergang zwischen dem drahtgebundenen und dem
drahtlosen Teil des Netzwerkes, d.h. auf einer Basisstation, plaziert werden. Alternativ dazu
ist es auch vorstellbar, das Transportgateway auf einem Rechner des Subnetzes, in dem sich
das mobile System aktuell befindet, zu realisieren. In diesem Falle kann das Transportgateway
entweder auf einem Router oder auf einem ausgewiesenen Rechner des Subnetzes implemen-
tiert werden. Eine dritte sich bietende Alternative wa¨re es, das Transportgateway auf einem
Rechner eines anderen Subnetzes zu installieren. Kriterien, die fu¨r die Entscheidung, auf wel-
chem System das Transportgateway realisiert wird, beru¨cksichtigt werden mu¨ssen, sind die
folgenden:
• Ha¨ufigkeit der Migration der Statusinformation
Transportinstanzen von Transportverbindungen auf Transportgateways, die nahe am
aktuellen Aufenthaltsort eines mobilen Systems realisiert sind, mu¨ssen ha¨ufiger migriert
werden, als solche die weiter innerhalb des Netzwerkes angesiedelt sind. Ursache hierfu¨r
ist eine ho¨here Wahrscheinlichkeit, daß nach einem Subnetzwechsels das Transportgate-
way nicht mehr im Datenpfad liegt und somit eine Migration notwendig wird.
• Skalierbarkeit
Wird ein Transportgateway nicht am Rand des Netzwerkes, sondern weiter innerhalb
des Netzwerkes realisiert, so ergibt sich als unmittelbare Folge daraus, daß dieses Trans-
portgateway fu¨r viele Transportverbindungen verschiedener mobiler Systeme als Ga-
teway fungiert. In der Literatur beschriebene Untersuchungen, auf die bereits in Ka-
pitel 3.5.2 eingegangen wurde, zeigen, daß die Anzahl der in einem Zwischensystem
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unterstu¨tzbaren indirekten Transportverbindungen in der Gro¨ßenordnung weniger hun-
dert Transportverbindungen liegt. Transportgateways ko¨nnen aus diesem Grunde nicht
auf zentralen Netzwerkknoten, u¨ber die Tausende von Verbindungen geroutet werden,
realisiert werden.
4.2.1.1 Stand der Forschung: Transportgateway auf der Basisstation
In [BB95b] wird der Ansatz verfolgt, das Transportgateway am U¨bergang vom drahtgebun-
denen Teil des Netzwerkes in den drahtlosen Teil zu realisieren. In dieser Arbeit kommt keine
ka¨uflich erha¨ltliche Basisstation zum Einsatz. Stattdessen wird in einen Unix-basierten PC
mittels einer WaveLAN PCMCIA Einsteckkarte ein zusa¨tzliches Interface integriert, u¨ber das












Abbildung 4.2: Transportgateway auf der Basisstation
Abb. 4.2 zeigt ein Szenario, bei dem das Transportgateway auf einer Basisstation realisiert
ist. Durchgezogene Linien mit Doppelpfeil repra¨sentieren die Transportverbindung zwischen
dem mobilen System und dem Transportgateway, durchgezogene Linien mit einem einzel-
nen Pfeil die Transportverbindung zwischen Transportgateway und einem Festnetzrechner.
Das mobile System ist zuna¨chst u¨ber die Basisstation 1 an das Subnetz angebunden. Auf
Basisstation 1 ist auch das Transportgateway realisiert, das die Kopplung der indirekten
Transportverbindungen des mobilen Systems u¨bernimmt. A¨ndert das mobile System seinen
Aufenthaltsort und wird es u¨ber die Basisstation 2 an das Subnetz angebunden, werden die
Pakete nicht mehr u¨ber Basisstation 1 sondern u¨ber Basisstation 2 geroutet. Als unmittelba-
re Folge davon ko¨nnen die Transportverbindungen des mobilen Systems auch nicht mehr in
Basisstation 1 gekoppelt werden. Stattdessen muß das Transportgateway auf Basisstation 2
migriert werden und dort die Kopplung der Transportverbindungen erfolgen. Analog ist bei
einem weiteren Wechsel des mobilen Systems zu der Basisstation 3 zu verfahren.
Der wesentliche Nachteil dieses Ansatzes ist darin zu sehen, daß auch nach Basisstations-
wechseln, bei denen das mobile System zwar die Basisstation aber nicht das Subnetz gewechselt
hat, das Transportgateway migriert werden muß.
Insbesondere im Fall mikrozellularer oder gar pikozellularer Netze ist dieser Ansatz we-
gen der ha¨ufigen Basisstationswechsel und der dann ha¨ufig notwendigen Migrationen proble-
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matisch. Er skaliert fu¨r ha¨ufige Wechsel nicht. Oszillierende Wechsel sind bei diesem Ansatz
ebenfalls problematisch. Daru¨ber hinaus ist es das Ziel der Hersteller, Basisstationen mo¨glichst
einfach und billig zu realisieren. Dies spricht ebenfalls dagegen, zusa¨tzlich die Funktionalita¨t
eines Transportgateways in Basisstationen zu integrieren.
4.2.1.2 Transportgateway auf Rechner des gleichen Subnetzes
Anstatt das Transportgateway auf der Basisstation zu realisieren, kann es auch auf einem
System innerhalb des gleichen Subnetzes plaziert werden. Prinzipiell gibt es dazu zwei Mo¨g-
lichkeiten:
• Auf einem Router, der das Subnetz an das Internet anbindet, oder
• auf einem ausgewiesenen System des Subnetzes.
Beiden Ansa¨tzen ist gemeinsam, daß im Falle eines Basisstationswechsels eines mobilen
Systems die Transportinstanzen nur dann migriert werden mu¨ssen, falls der Basisstations-
wechsel auch einen Wechsel des Subnetzes zur Folge hat. Da ein Basisstationswechsel also
nicht unbedingt eine Migration des Transportgateways impliziert, kann im Vergleich zu der
Realisierungsvariante, bei der das Transportgateway auf der Basisstation implementiert wird,
die Anzahl der notwendigen Migrationen reduziert werden. Die Realisierung eines Transport-
gateways auf einem Router ist in Abb. 4.3 dargestellt, die sich ergebende Situation im Falle
der Realisierung des Transportgateways auf einem ausgewiesenen System zeigt Abb. 4.4.
Subnetz 1
Subnetz 2










Abbildung 4.3: Transportgateway auf einem Router
Das mobile System meldet sich nacheinander bei Basisstation 1, Basisstation 2 bzw. Ba-
sisstation 3 an. Da der Wechsel von Basisstation 1 zu Basisstation 2 nicht zugleich auch einen
Subnetzwechsel zur Folge hat, muß in diesem Falle das Transportgateway nicht migriert wer-
den, sondern kann auf Router 1 verbleiben. Der Wechsel von Basisstation 2 zu Basisstation 3
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zieht hingegen einen Wechsel von Subnetz 1 in das Subnetz 2 nach sich. An das mobile Systems
adressierte Pakete werden somit nicht mehr unbedingt u¨ber Router 1 geroutet. Das Transport-
gateway ist in diesem Falle abgekoppelt. Aus diesem Grunde mu¨ssen die Transportinstanzen
auf Router 3 migriert werden.
Da das Subnetz 1 durch genau einen Router an das Internet angebunden ist, ist bereits
durch die Topologie sichergestellt, daß alle IP-Pakete u¨ber den Router 1 und das dort im-
plementierte Transportgateway geroutet werden. Spezielle Mechanismen, die fu¨r das Routing
u¨ber das Transportgateway sorgen, sind somit nicht erforderlich. Erfolgt hingegen – wie bei
Subnetz 2 – die Anbindung u¨ber mehr als einen Router, ist es prinzipiell mo¨glich, daß die
Pakete u¨ber den Router, der nicht als Transportgateway fungiert, in das Subnetz geleitet
werden. Im Falle mehrerer Router sind also spezielle Routingmechanismen notwendig, die das

















Abbildung 4.4: Transportgateway auf ausgewiesenem System
In Abb. 4.4 ist die Situation dargestellt, falls das Transportgateway im gleichen Subnetz
auf einem ausgewiesenen System realisiert wird. Wie auch im Falle der Realisierung des Trans-
portgateways auf einem Router hat der Wechsel von Basisstation 1 zu Basisstation 2 keinen
Subnetzwechsel zur Folge. Somit ist auch eine Migration des Transportgateways nicht erfor-
derlich. Der Wechsel zu Basisstation 3 hingegen macht die Migration des Transportgateways
notwendig. Hinsichtlich der Ha¨ufigkeit der Migration ist es irrelevant, ob das Transportgate-
way auf einem Router oder einem ausgewiesenen System im Subnetz realisiert wird.
Spezielle Routingmechanismen sind dagegen bei der in Abb. 4.4 skizzierten Variante gene-
rell erforderlich, da andernfalls nicht garantiert werden kann, daß die Pakete u¨ber das auf dem
ausgewiesenen System realisierte Transportgateway geroutet werden. Da wie in Kapitel 2.1.5
beschrieben fu¨r die globale Mobilita¨tsunterstu¨tzung in der Netzwerkschicht ohnehin spezielle
Routingmechanismen erforderlich sind, ist dies nicht als Nachteil zu werten.
Wird das Transportgateway auf einem ausgewiesenen System plaziert, so mu¨ssen fu¨r das
mobile System bestimmte Pakete zweimal im Subnetz u¨ber das lokale Netzwerk u¨bertragen
werden. Die doppelte U¨bertragung der Pakete u¨ber das lokale drahtgebundene Netzwerk ist
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aber nur dann als signifikanter Nachteil zu werten, falls fu¨r die u¨bertragenen Datenmengen
ein erheblicher Anteil der im Subnetz verfu¨gbaren Bandbreite erforderlich ist. Die doppel-
te U¨bertragung ist nicht problematisch, falls im Bereich der drahtgebundenen U¨bertragung
wesentlich gro¨ßere Bandbreiten als bei der drahtlosen U¨bertragung zur Verfu¨gung stehen.
4.2.1.3 Transportgateway auf Rechner eines anderen Subnetzes
Alternativ zu den beiden vorgestellten Varianten kann das Transportgateway auch auf einem
Rechner, der weiter innerhalb des Netzwerkes angesiedelt ist, plaziert werden. Abb. 4.5 zeigt
ein derartiges Szenario. Sowohl im Falle von Basisstationswechseln innerhalb eines Subnetzes
als auch falls das mobile System zwischen den dargestellten Subnetzen 1...3 wechselt, ist keine
Migration des auf dem Router 6 realisierten Transportgateways notwendig. Ein Wechsel zu






































Abbildung 4.5: Transportgateway in einem anderen Subnetz
Hinsichtlich der Anzahl der notwendigen Migrationen ist diese Variante im Vergleich zu
den beiden bereits beschriebenen Strategien als besser geeignet zu bewerten. Allerdings ist ihr
Einsatz unter dem Aspekt der Skalierbarkeit problematisch. Da der Router 6 fu¨r alle mobilen
Systeme, die u¨ber eines des Subnetze 1...3 an das Festnetz angebunden sind, als Transport-
gateway fungieren muß, sind unter Umsta¨nden fu¨r die Transportprotokollverarbeitung auf
diesem System nicht ausreichend Ressourcen verfu¨gbar. Je weiter innerhalb des Netzwerkes
ein Transportgateway realisiert wird, um so problematischer ist der Aspekt der Skalierbarkeit.
Die Wahl des Zwischensystems, das als Transportgateway fu¨r ein bestimmtes mobiles End-
system fungieren soll, kann optimiert werden, falls der Grad der Mobilita¨t des Endsystems
mit beru¨cksichtigt wird. Fu¨r mobile Endsysteme, die selten das Subnetz wechseln, bietet es
sich an, das Transportgateway ganz am Rand des Netzwerkes zu plazieren. Fu¨r hochgradig
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mobile Endsysteme, die ha¨ufig zwischen verschiedenen Subnetzen wechseln, ist es sinnvoll,
das Transportgateway weiter innerhalb des Netzwerkes zu realisieren.
4.2.1.4 Bewertung der Positionierungsvarianten
Tabelle 4.3 faßt die verschieden Positionierungsvarianten mit ihren jeweiligen Vor- und Nach-
teilen zusammen. Inwieweit einzelne Kriterien bei den verschieden Varianten erfu¨llt werden,
wird durch die folgenden Bewertungszeichen zum Ausdruck gebracht: ++ sehr gut, +/− ak-
















Ha¨ufigkeit der Migration −− +/− +/− ++
Skalierbarkeit ++ +/− +/− −−
Routinganforderungen ++ +/− −− −
Tabelle 4.3: Positionierung des Transportgateways
Der Ansatz, das Transportgateway auf einer Basisstation zu realisieren, kommt im Rah-
men der vorliegenden Arbeit nicht in Frage, da als unmittelbare Folge dieser Strategie bei je-
dem Basisstationswechsel eine Migration der involvierten Transportinstanzen notwendig wa¨re.
Aufgrund unzureichender Skalierbarkeit scheidet auch der Ansatz aus, das Transportgateway
weiter innerhalb des Netzwerkes in einem anderen Subnetz zu plazieren. Als Alternativen blei-
ben somit nur das Transportgateway auf dem Router des gleichen Subnetzes oder auf einem
ausgewiesenen System des gleichen Subnetzes zu realisieren.
Wie bereits diskutiert, sind fu¨r eine globale Mobilita¨tsunterstu¨tzung spezielle Routingme-
chanismen erforderlich. Insofern ist es nicht als Nachteil zu werten, daß der Ansatz, der das
Transportgateway auf einem ausgewiesenen System realisiert, spezielle Routingmechanismen
erfordert, wa¨hrend sie im Fall eines auf dem Router implementierten Transportgateways nicht
notwendig sind.
Ein Konzept, das das Transportgateway auf einem Router implementiert, ist nicht unbe-
dingt dazu geeignet, das Transportgateway alternativ auch auf einem ausgewiesenen System
zu realisieren, da nicht sichergestellt ist, daß die Pakete u¨ber das ausgewiesene System ge-
routet werden. Umgekehrt kann ein Konzept, das fu¨r das Routing der Pakete u¨ber ein als
Transportgateway operierendes, ausgewiesenes System sorgt, auch eingesetzt werden, um zu
erzwingen, daß die Pakete u¨ber den Router transportiert werden. Dieser Router kann somit
die Funktion eines Transportgateways u¨bernehmen. Da das Konzept, das Transportgateway
auf einem ausgewiesenen System zu realisieren, die gro¨ßere Flexibilita¨t bietet, wird es im
Rahmen der vorliegenden Arbeit verfolgt.
4.2.2 Vermeidung der Migration durch Fast Forwarding
Im vorangegangen Abschnitt wurde diskutiert, inwieweit durch eine geschickte Wahl des
Transportgateways erreicht werden kann, daß auch nach einem Subnetzwechsel die Pakete
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des mobilen Systems u¨ber das Transportgateway geroutet werden, ohne in das Routing ein-
zugreifen. Die Idee des im folgenden Fast Forwarding genannten Ansatzes hingegen ist es,
gezielt in das Routing einzugreifen und somit das Routing u¨ber das aktuell als Transportga-
teway operierende System zu erzwingen. Das Fast-Forwarding-Konzept erlaubt es, das alte
Transportgateway auch dann noch als Transportgateway fu¨r indirekte Transportverbindun-
gen zu nutzen, falls das mobile System inzwischen in ein anderes Subnetz gewechselt ist.
Somit ergibt sich aus einem Subnetzwechsel nicht zwangsla¨ufig die Notwendigkeit, unmittel-
bar nach dem Subnetzwechsel auch das Transportgateway auf ein anderes Zwischensystem zu
migrieren. Die Fast-Forwarding-Strategie bietet die folgenden Vorteile:
• Entkopplung des Subnetzwechsels und des Migrationszeitpunktes und
• seltenere Migration der Transportinstanzen.
Um den Vorteil des Fast Forwardings zu verdeutlichen, wird einem Szenario ohne Fast
Forwarding ein Szenario mit Fast Forwarding gegenu¨bergestellt. Abb. 4.6a zeigt die Situati-
on, falls das Fast Forwarding nicht zum Einsatz kommt. Der zugeho¨rige Pseudocode ist in
Abb. 4.6b dargestellt. Sobald das mobile System in das Subnetz 2 gewechselt ist, veranlaßt die
globale Mobilita¨tsunterstu¨tzung in der Netzwerkschicht, daß an das mobile System adressierte
Pakete direkt in das Subnetz 2 geroutet werden. Da die Pakete somit nicht mehr das Trans-
portgateway 1 passieren, wird dieses deaktiviert. Bevor das Transportgateway 2 als aktives
Transportgateway fungieren kann, muß die Statusinformation zu Transportgateway 2 migriert
werden. Erst nach Abschluß der Migration ist die Kommunikation auf der Transportebene
u¨ber das Transportgateway 2 wieder mo¨glich. Als wesentlicher Nachteil dieses Verfahrens ist
zu werten, daß unmittelbar nach einem Subnetzwechsel die Migration des Transportgateways
zwingend notwendig wird. Die durch die Migration bedingte Unterbrechung der Transport-
kommunikation kann somit nicht vermieden werden.
if (Subnetzwechsel)  {
  deaktiviere_altesTG();







  // direkte Route ins neue 


















Abbildung 4.6: Routing ohne Fast Forwarding und zugeho¨riger Pseudocode
if (SubnetzWechsel) {
deaktiviere_altesTG();
/* direkte Route ins neue */
/* Subnetz: altes TG */






Wird das Fast-Forwarding-Konzept angewandt, so ergibt sich die in Abb. 4.7a dargestellte
Situation. Nachdem das mobile System in das Subnetz 2 gewechselt ist, wird nicht die Etablie-
rung einer neuen Route vom Festnetzrechner in das Subnetz 2 veranlaßt, sondern stattdessen
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ein sogenannter Forwarding Tunnel von Subnetz 1 in das Subnetz 2 eingerichtet. U¨ber die
Forwarding Route werden sowohl fu¨r das mobile System bestimmte Pakete als auch vom mo-
bilen System gesendete Pakete transportiert. In der Praxis la¨ßt sich diese Forwarding Route
durch einen bidirektionalen Tunnel realisieren. Sobald die Forwarding Route eingerichtet ist,
kann das Transportgateway 1 im Subnetz 1 wieder als Transportgateway fungieren. Ein Sub-
netzwechsel erfordert somit nicht notwendigerweise eine Migration der Transportinstanzen.
Damit ergeben sich insgesamt weniger Migrationen und die durch eine Migration bedingten
negativen Auswirkungen auf die Transportkommunikation werden geringer. Eine Migration
des Transportgateways 1 auf ein Transportgateway im Subnetz 2 zu einem spa¨teren Zeitpunkt
wird durch dieses Verfahren aber nicht ausgeschlossen.
if (Subnetzwechsel)  {
  // Forwarding vom alten ins
  // neue Subnetz: altes Gateway






















Abbildung 4.7: Routing mit Fast Forwarding und zugeho¨riger Pseudocode
if (SubnetzWechsel) {
/* Forwarding vom alten ins */
/* neue Subnetz: altes TG */




Durch den Einsatz des Fast-Forwarding-Konzeptes wird der Zeitpunkt der Migration vom
Zeitpunkt des Subnetzwechsels entkoppelt. Somit bietet sich die Mo¨glichkeit, eventuell ganz
auf die Migration zu verzichten und die aktiven Transportinstanzen weiterhin auf dem alten
Transportgateway zu belassen. Bei der Entscheidung, ob das Transportgateway in Subnetz 1
verbleibt, muß beru¨cksichtigt werden, inwieweit sich durch das Forwarding zusa¨tzlich eine
signifikante Verzo¨gerung ergibt. Wird die Verzo¨gerung zwischen dem aktiven Transportgate-
way und dem mobilen System zu groß, so geht der Vorteil einer schnellen und effizienten
Fehlerkorrektur auf der Transportebene zwischen dem Transportgateway und dem mobilen
System verloren. Welche zusa¨tzlichen Verzo¨gerungen noch toleriebar sind, ha¨ngt von dem
zwischen dem Transportgateway und dem mobilen System verwendeten Transportprotokoll
ab. Daru¨ber hinaus ist auf die Migration zu verzichten, falls aus Sicht des mobilen Systems
ein Wechsel zuru¨ck in das vorherige Subnetz absehbar ist. Oszillierende Wechsel haben somit
nicht jedesmal die Migration der Transportinstanzen zur Folge.
Sollen die aktiven Transportinstanzen auf ein anderes System migriert werden, bietet die
Entkopplung des Migrationszeitpunktes und des Zeitpunktes des Subnetzwechsel die Mo¨g-
lichkeit, fu¨r die Migration einen gu¨nstigen Zeitpunkt zu wa¨hlen und bis zum Zeitpunkt der
Migration weiterhin die Kommunikation in der Transportschicht zu ermo¨glichen. Als gu¨nstig
ist ein Migrationszeitpunkt anzusehen, zu dem lediglich eine geringe Menge an Statusinfor-
4.2. DAS OMIT-KONZEPT 97
mation zum neuen Transportgateway zu migrieren ist. Dies ist der Fall, falls die Anzahl
bestehender Verbindungen des mobilen Systems gering ist bzw. die Verbindungen tempora¨r
nicht aktiv sind, d.h. die zu migrierenden Puffer nicht gefu¨llt sind.
Das im na¨chsten Abschnitt vorgestellte Konzept der nebenla¨ufigen Migration setzt die
Realisierung des Fast-Forwarding-Konzeptes voraus. Da trotz eines Subnetzwechsels keine
Migration erforderlich ist, kann die Kommunikation auf der Transportebene weiterhin aktiv
sein. Sie ist sogar wa¨hrend der Migration der Pufferinhalte zum neuen Transportgateway
aktiv. Die durch die Migration bedingten Unterbrechungszeiten lassen sich somit reduzieren.
4.2.3 Nebenla¨ufige Migration der Statusinformation
Das Fast-Forwarding-Konzept und die geschickte Positionierung des Transportgateways re-
duzieren zwar die Zahl der notwendigen Migrationen der Transportinstanzen, im Falle einer
Migration ergeben sich aber trotzdem Unterbrechungen der Transportkommunikation. We-
sentlicher Nachteil des in [BB95a] fu¨r die Migration vorgeschlagenen Verfahrens ist die durch
die Migration bedingte Unterbrechung der Transportkommunikation fu¨r eine Dauer von bis
zu 1.4 Sekunden. Ursache ist das Einfrieren der Transportverbindungen zu dem Zeitpunkt,
an dem mit der U¨bertragung der Pufferinhalte zum neuen Transportgateway begonnen wird.
Ziel des entwickelten Verfahren ist es, die Unterbrechungszeiten der Transportverbindung,
die durch das Einfrieren der Transportverbindung wa¨hrend der Migration der Statusinforma-
tion bedingt sind, zu reduzieren. Beim entwickelten Verfahren wird die Transportkommuni-
kation nicht unmittelbar zu Beginn der U¨bertragung der Pufferinhalte zum neuen Transport-
gateway eingefroren, sondern erst zu einem spa¨teren Zeitpunkt. Die Kommunikation in der
Transportschicht wird parallel zur Migration der Statusinformation zugelassen. Das Verfah-
ren wird als nebenla¨ufige Migration bezeichnet. Der zeitliche Ablauf der nach einem Subnetz-
wechsel notwendigen Phasen einer Migration wird im folgenden genauer diskutiert. Daru¨ber
hinaus wird das Problem adressiert, daß sich die zu migrierenden Pufferinhalte bedingt durch
die nebenla¨ufig weiterhin stattfindende Transportkommunikation a¨ndern ko¨nnen, wa¨hrend die
Migration im Gange ist.
4.2.3.1 Zeitlicher Ablauf der nebenla¨ufigen Migration
Zur Verdeutlichung des Konzeptes der nebenla¨ufigen Migration wird es in Abb. 4.8 dem Kon-
zept der Migration mit Einfrieren gegenu¨bergestellt. Das Fast-Forwarding-Konzept, das fu¨r
die nebenla¨ufige Migration zwingend erforderlich ist, kann auch fu¨r die Migration mit Ein-
frieren angewandt werden. Aus diesem Grunde ist das Konzept der Migration mit Einfrieren
kombiniert mit der Fast-Forwarding-Strategie ebenfalls in Abb. 4.8 mit aufgenommen. Fu¨r die
drei verschiedenen Ansa¨tze sind qualitativ die folgenden Zeitphasen dargestellt: Phase aktiver
Transportkommunikation, Phase der U¨bertragung der Statusinformation und die Zeitdauer,
wa¨hrend der die Transportkommunikation unterbrochen ist.
Zum Zeitpunkt t = t0 wechselt das mobile System in das neue Subnetz. Die Migration
der Pufferinhalte zum neuen Transportgateway beginnt zum Zeitpunkt t = t1 und ist zum
Zeitpunkt t = t2 bzw. t = t2′ abgeschlossen. Im Anschluß daran werden bis zum Zeitpunkt
t = t3 bzw. t = t3′ die Protokollkontrollblo¨cke zum neuen Transportgateway u¨bertragen.
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Abbildung 4.8: Nebenla¨ufige Migration
Erfolgt die Migration ohne Einfrieren und kommt das Fast-Forwarding-Konzept nicht zum
Einsatz, so ist die Transportkommunikation bereits ab dem Zeitpunkt t = t0 unterbrochen.
Den Startzeitpunkt t = t1 der Migration der Pufferinhalte hinauszuzo¨gern, macht somit kei-
nen Sinn. Da auch wa¨hrend der Migration der Pufferinhalte keine Transportkommunikation
mo¨glich ist, ergibt sich insgesamt eine Unterbrechung der Kommunikation auf der Transport-
schicht wa¨hrend des Zeitraumes [t0, t3].
Der wesentliche Vorteil, das Fast-Forwarding-Konzept zusammen mit der Migration mit
Einfrieren einzusetzen, ist darin zu sehen, daß die Transportkommunikation wa¨hrend [t0, t1]
nicht unterbrochen, da das alte Transportgateway noch im Datenpfad liegt und somit noch als
aktives Transportgateway fungieren kann. Hinsichtlich der durch die Migration der Transport-
instanzen bedingten Unterbrechungsdauer ergeben sich durch das Fast-Forwarding-Konzept
keine Vorteile.
Kernidee der nebenla¨ufigen Migration ist es, die U¨bertragung der Pufferinhalte parallel
zur gleichzeitig weiter stattfindenden Transportkommunikation zu realisieren. Um die neben-
la¨ufige Migration umsetzen zu ko¨nnen, ist es unbedingt notwendig, daß das Transportgate-
way im vorherigen Subnetz weiterhin als Transportgateway fu¨r die beiden zu migrierenden
Transportinstanzen fungiert und somit auch nach dem Subnetzwechsel die Kommunikation in
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der Transportschicht mo¨glich ist. Das Fast-Forwarding-Konzept kann dies gewa¨hrleisten. Die
Transportkommunikation ist bei dem Konzept der nebenla¨ufigen Migration nicht nur im Zeit-
raum [t0, t1], d.h. bis zum Start der Migration mo¨glich, sondern bis zum Zeitpunkt t = t2′, zu
dem ein identisches Abbild der Pufferinhalte bei dem neuen Transportgateway vorliegt. Zum
Zeitpunkt t = t2′ wird die Verbindung eingefroren und werden die Protokollkontrollblo¨cke,
z.B. der aktuelle Timeoutwert, die letzte besta¨tigte Sequenznummer usw., zum neuen Trans-
portgateway migriert. Nach der U¨bertragung der Statusinformation zum Zeitpunkt t = t3′
werden die Verbindungen auf dem neuen Transportgateway wieder aktiviert. Gleichzeitig muß
auch durch das Routing sichergestellt sein, daß ab diesem Zeitpunkt die Pakete u¨ber das neue
Transportgateway u¨bertragen werden.
Bei der Strategie mit Einfrieren ist die Unterbrechungsdauer von der Menge der aus den
Sende- und Empfangspuffern der beiden zu migrierenden Transportinstanzen zu u¨bertragen-
den Pufferinhalte abha¨ngig. Diese wiederum ha¨ngt vom aktuellen Fu¨llungsgrad der Sende- und
Empfangspuffer der beiden Transportinstanzen auf dem Transportgateway zum Zeitpunkt des
Migrationsstartes ab. Bei einer maximalen Puffergro¨ße von 32 KByte [WS95] mu¨ssen im Falle
komplett gefu¨llter Puffer 128 KByte an Pufferinhalten zum neuen Transportgateway migriert
werden. Da die Transportkommunikation zu Beginn der Migration eingefroren und erst nach
Abschluß der Migration wieder aktiviert wird, hat der aktuelle Pufferfu¨llungsgrad und somit
auch die Menge der zu migrierenden Statusinformation einen direkten Einfluß auf die Dauer
der Unterbrechung. In [BB95a] beschriebene Messungen fu¨r die Migration mit Einfrieren er-
gaben, daß vom Start der Migration zum Zeitpunkt t = t1 bis zum Ende der Migration zum
Zeitpunkt t = t3 bis zu 1.4 Sekunden vergehen.
Wird hingegen die Statusinformation nebenla¨ufig migriert, ist die Transportkommunika-
tion lediglich wa¨hrend der U¨bertragung der beiden Transportprotokollkontrollblo¨cke, d.h. im
Zeitraum [t2′, t3′], unterbrochen. Die Grundidee der nebenla¨ufigen Migration ist in [FZ97b]
beschrieben. Eigene Messungen an einer prototypischen Realisierung sind in Kap. 5.2 und in
[FZ97a], [FBZ97] beschrieben. Die Unterbrechungszeiten lassen sich mittels der nebenla¨ufigen
Migration auf konstant ca. 0.01 Sekunden reduzieren. Die nebenla¨ufige Migration bietet somit
den Vorteil ku¨rzerer und konstanter Unterbrechungszeiten. Allerdings hat die nebenla¨ufige Mi-
gration eine insgesamt la¨ngere Migrationsdauer im Vergleich zur Migration mit Einfrieren zur
Folge. Ursache hierfu¨r sind Vera¨nderungen der Pufferinhalte der zu migrierenden Transport-
instanzen, die sich wegen der nicht eingefrorenen Transportkommunikation ergeben ko¨nnen.
Die Pufferinhalte, die sich seit dem Start der Migration vera¨ndert haben, mu¨ssen zusa¨tzlich
zum neuen Transportgateway u¨bertragen werden.
4.2.3.2 Statusa¨nderungen wa¨hrend der Migration
Der Aspekt sich zeitgleich mit der Migration vera¨ndernder Pufferinhalte wird exemplarisch an
einem Sendepuffer diskutiert. Grundsa¨tzlich sind von dieser Problematik sowohl der Sendepuf-
fer als auch der Empfangspuffer der beiden in die indirekte Transportverbindung involvierten
Transportinstanzen betroffen.
Abb. 4.9 verdeutlicht die Problematik sich vera¨ndernder Pufferinhalte wa¨hrend der Migra-
tion der Statusinformation. Betrachtet wird ein Sendepuffer mit von 1 bis 12 durchnumerierten
Pufferpla¨tzen einer zu migrierenden Transportinstanz auf dem Transportgateway. Pakete im
Sendepuffer, die noch zum neuen Transportgateway zu migrieren sind, sind dunkelgrau dar-
gestellt, hellgrau dargestellte Pakete sind bereits zum neuen Transportgateway u¨bertragen
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worden. Auf der Zeitachse sind die fu¨r die Migration relevanten Zeitpunkte dargestellt, wobei
die Numerierung dieser Zeitpunkte analog zu Abb. 4.8 erfolgt. Durchgezogene und gestrichelte
Pfeile repra¨sentieren Pakete, die Statusinformation, d.h. Pufferinhalte oder den Protokollkon-
trollblock, enthalten und vom alten Transportgateway an das neue Transportgateway gesendet
werden. Gepunktet dargestellte Pfeile repra¨sentieren Besta¨tigungs-Pakete, die von der Part-
nertransportinstanz an die Transportinstanz, deren Sendepuffer in der Abbildung dargestellt
ist, u¨bertragen wurden. Abweichend von herko¨mmlichen Weg-Zeit-Diagrammen sind in der
Abbildung nicht die zwischen zwei Partnertransportinstanzen ausgetauschten Pakete darge-

























































Pi Migration eines Pufferinhaltes Pi
Abbildung 4.9: Statusa¨nderungen wa¨hrend der Migration
Abb. 4.9a zeigt die Situation, falls die Transportinstanzen auf dem alten Transportgate-
way zu Beginn der Migration der Pufferinhalte eingefroren werden. Zum Zeitpunkt t = t1
befinden sich die Pakete P2..P7 im Sendepuffer. Die Transportkommunikation wird zu diesem
Zeitpunkt eingefroren und mit der Migration der Pufferinhalte zu dem neuen Transportgate-
way begonnen. Zum Zeitpunkt t = t2 sind alle Pufferinhalte komplett zum neuen Trans-
portgateway migriert worden. Da die Transportkommunikation eingefroren war, hat sich der
Zustand bis zum Zeitpunkt t = t2 nicht vera¨ndert. Somit ist zu diesem Zeitpunkt beim neuen
Transportgateway ein komplettes und identisches Abbild der Pufferinhalte des alten Trans-
portgateways verfu¨gbar. Nachdem der Transportprotokollkontrollblock zum neuen Transport-
gateway u¨bertragen wurde, kann dort die Transportkommunikation zum Zeitpunkt t = t3
wieder aufgenommen werden.
Abb. 4.10 zeigt den Pseudocode fu¨r die Migration mit Einfrieren. Mit Großbuchstaben
geschriebene Variablen bezeichnen Mengen und enthalten keine oder mehrere Nummern von
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Pufferpla¨tzen eines Sende- bzw. Empfangspuffers. Die Bezeichnung der wesentlichen Zeitpunk-
te tx ist analog zu den Bezeichnern in Abb. 4.9 gewa¨hlt. Wesentliches Merkmal der Migration
mit Einfrieren ist, daß sich die Menge BELEGTE PUFFER wa¨hrend der Migration nicht
a¨ndert und die Anzahl der in der Menge ZU MIGRIERENDE PUFFER enthaltenen Ele-
mente mit jeder U¨bertragung eines Pufferinhaltes streng monoton fa¨llt.
t1:
initialisiere BELEGTE_PUFFER mit aktueller Pufferbelegung
ZU_MIGRIERENDE_PUFFER = BELEGTE_PUFFER
solange ( ZU_MIGRIERENDE_PUFFER nicht leer )
{
waehle NAECHSTER_PUFFER aus ZU_MIGRIERENDE_PUFFER
migriere NAECHSTER_PUFFER





Abbildung 4.10: Pseudocode fu¨r die Migration mit Einfrieren
Die sich im Falle der nebenla¨ufigen Migration ergebende Situation ist in Abb. 4.9b darge-
stellt. Zum Startzeitpunkt der Migration entha¨lt der Sendepuffer analog zum beschriebenen
Szenario die Pakete P2..P7. Allerdings kann sich der Sendepuffer wa¨hrend der U¨bertragung
der Pufferinhalte, d.h. im Zeitraum [t1, t2] vera¨ndern, da die zugeho¨rige Transportinstanz
nicht eingefroren ist. Wa¨hrend dieses Zeitraumes trifft ein Besta¨tigungspaket der Partner-
instanz ein, das das Paket 2 besta¨tigt und das Lo¨schen dieses Pakets aus dem Sendepuffer
zur Folge hat. Daru¨ber hinaus werden die Nutzdatenpakete P8..P10 von der betrachteten
Transportinstanz an die Partnerinstanz u¨bertragen. Insgesamt fu¨hrt dies dazu, daß der Zu-
stand des Sendepuffers zum Zeitpunkt t = t2 nicht identisch zu dem des Zeitpunktes t = t1
ist. Ohne weitere Maßnahmen wa¨re somit auf dem neuen Transportgateway kein identisches
Abbild der zu migrierenden Transportinstanz verfu¨gbar und ko¨nnte somit das neue Trans-
portgateway nicht aktiviert werden. Bevor das neue Transportgateway aktiviert werden kann,
mu¨ssen erst noch die Puffer P8..P10 zu diesem Gateway u¨bertragen werden. Zum Zeitpunkt
t3′ kann dann das neue Transportgateway aktiviert werden. Ein unno¨tig migrierter Puffer
P2 und drei Puffer (P8..P10), die zusa¨tzlich migriert werden mu¨ssen, ergeben sich in die-
sem Beispiel als Folge der nebenla¨ufigen Migrationsstrategie. Ursache fu¨r die im Vergleich
zur Migration mit Einfrieren la¨ngere Migrationsdauer sind diese zusa¨tzlich zu migrierenden
Pakete. Da aber bei der nebenla¨ufigen Migration die Migrationsdauer nicht auch zugleich die
Unterbrechungsdauer ist, ergibt sich aus der la¨ngeren Migrationsdauer nicht zwangsla¨ufig eine
la¨ngere Unterbrechungsdauer.
Der Pseudocode fu¨r die nebenla¨ufige Migration ist in Abb. 4.11 aufgefu¨hrt. Da die Trans-
portkommunikation nicht eingefroren ist, a¨ndert sich die Menge BELEGTE PUFFER und
die Menge ZU MIGRIERENDE PUFFER auch wa¨hrend der Migration. Insbesondere muß
die Menge ZU MIGRIERENDE PUFFER immer wieder neu bestimmt werden. Andern-
falls wu¨rde die Migration der Puffer beendet, obwohl noch weitere Puffer zu migrieren wa¨ren.
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t1:
initialisiere BELEGTE_PUFFER mit aktueller Pufferbelegung
leere MIGRIERTE_PUFFER
ZU_MIGRIERENDE_PUFFER = BELEGTE_PUFFER
solange ( ZU_MIGRIERENDE_PUFFER nicht leer )
{
waehle NAECHSTER_PUFFER aus ZU_MIGRIERENDE_PUFFER
migriere NAECHSTER_PUFFER
fuege NAECHSTER_PUFFER zu MIGRIERTE_PUFFER
/* Pufferbelegung hat sich eventuell geaendert ! */
initialisiere BELEGTE_PUFFER mit aktueller Pufferbelegung





Abbildung 4.11: Pseudocode fu¨r die nebenla¨ufige Migration
Hinsichtlich der Ursachen fu¨r A¨nderungen der zu migrierenden Pufferinhalte wa¨hrend der
nebenla¨ufigen Migration muß zwischen Sendepuffern und Empfangspuffern einer Transport-
instanz unterschieden werden. A¨nderungen der Sendepuffer ko¨nnen durch den Empfang von
Besta¨tigungen der Partnertransportinstanz bedingt sein. Daru¨ber hinaus werden neu gesende-
te Pakete fu¨r etwaige U¨bertragungswiederholungen zwischengespeichert und vera¨ndern somit
ebenfalls den Sendepuffer. A¨nderungen der Empfangspuffer ko¨nnen durch den Empfang neuer
Nutzdatenpakete oder durch die Entnahme korrekt empfangener Nutzdaten aus dem Emp-
fangspuffer bedingt sein.
Terminieren der nebenla¨ufigen Migration
A¨ndern sich die zu migrierenden Puffer schneller als die Pufferinhalte zum neuen Trans-
portgateway migriert werden ko¨nnen, ist nicht sichergestellt, daß das beschriebene Verfahren
terminiert. Aus diesem Grunde wird beim alten Transportgateway der Fortgang der Migration
u¨berwacht. Wird eine derartige Situation erkannt, wird eine Verlangsamung der Transport-
instanzen oder sogar eine kurzzeitige tempora¨re Deaktivierung erzwungen. Somit kann das
Terminieren des Verfahrens der nebenla¨ufigen Migration gewa¨hrleistet werden.
4.2.4 Zusammenfassung
Das OMIT-Konzept stu¨tzt sich auf drei Sa¨ulen, um trotz der Mobilita¨t von Endsystemen
den indirekten Transportansatz unterstu¨tzen zu ko¨nnen: Eine geschickte Positionierung eines
Transportgateways, das Fast-Forwarding-Konzept und das Konzept der nebenla¨ufigen Migra-
tion. Indem das Transportgateway auf ausgewiesenen Systemen des Subnetzes realisiert wird
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und zusa¨tzlich das Fast-Forwarding-Konzept angewandt wird, kann die Anzahl der notwendi-
gen Migrationen reduziert werden. Zentrale Idee des Fast Forwardings ist es, in der globalen
Mobilita¨tsunterstu¨tzung dafu¨r zu sorgen, daß die Pakete weiterhin u¨ber das alte Transportga-
teway geroutet und von dort zum aktuellen Aufenthaltsort des mobilen Systems weitergeleitet
werden. Wesentliche Idee der nebenla¨ufigen Migration ist es, wa¨hrend der Migration die Kom-
munikation in der Transportschicht nicht zu deaktivieren. Mittels dieser Strategie lassen sich
– unabha¨ngig von der Menge der zu migrierenden Statusinformation – die durch Migrationen
bedingten Unterbrechungen auf konstant 10 ms reduzieren.
4.3 Architektur eines OMIT-Transportgateways
Die verschiedenen fu¨r die Realisierung eines Transportgateways auf einem Zwischensystem
erforderlichen Komponenten sind Gegenstand der Betrachtungen in diesem Unterkapitel. Es
wird sowohl auf Vorga¨nge, die innerhalb der Komponenten ablaufen, als auch auf die Inter-
aktion zwischen den Komponenten eingegangen. Die Beschreibung der komponenteninternen
Vorga¨nge beschra¨nkt sich allerdings auf solche Komponenten, die zwar fu¨r die Realisierung
eines Transportgateways erforderlich sind, die aber nicht direkt die Umsetzung des Fast-For-
warding-Konzeptes bzw. des Konzeptes der nebenla¨ufigen Migration betreffen. Die Umsetzung
dieser beiden Konzepte wird in Kapitel 4.4 bzw. Kapitel 4.5 im Detail vorgestellt.
4.3.1 U¨berblick u¨ber die Architektur eines Transportgateways
Der grundsa¨tzliche Aufbau eines Transportgateways ist in Abb. 4.12 dargestellt. Von Details,
die fu¨r das grundlegende Versta¨ndnis nicht erforderlich sind, wird abstrahiert. Sie werden
im Anschluß an diesen U¨berblick diskutiert. Grau gekennzeichnet sind die Komponenten,
die zusa¨tzlich erforderlich werden oder modifiziert werden mu¨ssen, falls fu¨r mittels Mobile IP
angebundene Endsysteme der indirekte Transportansatz inklusive der optimierten Mobilita¨ts-
unterstu¨tzung zum Einsatz kommen soll. Welche Komponenten in die Verarbeitung der Pakete
indirekter Transportverbindungen involviert sind, verdeutlicht die graue Linie.
Selektion von Paketen indirekter Transportverbindungen
Pakete indirekter Transportverbindungen mu¨ssen in der IP-Schicht des Transportgateways als
an die Transportinstanzen auszuliefernde Pakete identifiziert werden, obwohl sie nicht an das
Transportgateway adressiert sind. Um die Entscheidung treffen zu ko¨nnen, ob ein Paket an
eine Transportinstanz des Transportgateways auszuliefern ist, wird in der Komponente, die
fu¨r die Selektion der Pakete verantwortlich ist, eine Liste indirekter Transportverbindungen
verwaltet. Durch Vergleich der Adreßinformation eines empfangenen IP-Pakets mit der in der
Liste gespeicherten Information kann entschieden werden, ob das Paket zu einer indirekten
Transportverbindung geho¨rt.
Steuerung der Zwischenpufferung
Pakete indirekter Transportverbindungen werden zwischengepuffert, falls die Transportinstan-
zen des Transportgateways, an die die Pakete auszuliefern sind, noch nicht fu¨r deren Bearbei-
tung bereit sind. Dies ist der Fall fu¨r Verbindungsaufbau- bzw. fu¨r Verbindungsabbaupakete
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Abbildung 4.12: Architektur eines Transportgateways
des Transportprotokolls. Daru¨ber hinaus mu¨ssen auch Pakete des Transportprotokolls, die be-
reits zum neuen Transportgateway geroutet werden, deren zugeho¨rige Transportinstanz aber
noch nicht aktiviert wurde, ebenfalls zwischengepuffert werden. Die Steuerung der Zwischen-
pufferung ist fu¨r die Pufferung, die Benachrichtigung anderer Komponenten und die Wei-
terleitung gepufferter Pakete verantwortlich. Aus dem Zwischenpuffer weitergeleitete Pakete
werden vom Demultiplexer an die zugeho¨rige Transportinstanz u¨bergeben.
F-Transportinstanz und M-Transportinstanz
In diesen Transportinstanzen erfolgt die Protokollverarbeitung des jeweiligen Transportpro-
tokolls. Bei der F-Transportinstanz handelt es sich um die Partnertransportinstanz des Fest-
netzrechners, d.h. in ihr ist das Transportprotokoll TCP realisiert. Die M-Transportinstanz
ist die Partnertransportinstanz des mobilen Systems.
Kopplung der Transportinstanzen (Copy Loop)
Diese Komponente entnimmt korrekt empfangene und im Empfangspuffer der einen Trans-
portinstanz abgelegte Nutzdaten und kopiert sie in den Sendepuffer der jeweils anderen Trans-
portinstanz. Sie u¨bernimmt somit die Kopplung der beiden Transportinstanzen.
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Migrationsagent
Aufgabe des Migrationsagenten ist es, die Migration von Transportinstanzen zu steuern. Der
Migrationsagent ist nur wa¨hrend einer Migration aktiv, aber nicht wa¨hrend des normalen
Datentransfers. Sowohl auf dem alten als auch auf dem neuen Transportgateway ist der Mi-
grationsagent in die Migration involviert. Die bereits skizzierten und in Kapitel 4.4.2 detail-
liert beschriebenen Mechanismen fu¨r die nebenla¨ufige Migration werden im Migrationsagent
realisiert.
Transportgateway-Management
Das Transportgateway-Management instantiiert, beendet und steuert die einzelnen fu¨r den Be-
trieb eines Transportgateway notwendigen Komponenten. U¨ber neu einzurichtende indirekte
Transportverbindungen wird das Management informiert. Es veranlaßt die Instantiierung der
erforderlichen Transportinstanzen und der Copy Loop. Weiterhin empfa¨ngt es von mobilen
Systemen gesendete Aufforderungen zur Migration von Transportinstanzen und delegiert die
eigentliche Abwicklung der Migration an den Migrationsagenten.
Mobile IP
Das Fast-Forwarding-Konzept wird in Mobile IP integriert. Da es sich bei diesem Konzept
um einen zentralen Beitrag der vorliegenden Arbeit handelt, wird es nicht in diesem Kapitel
behandelt, sondern in Kapitel 4.5 im Detail pra¨sentiert.
4.3.2 Modifikation existierender Komponenten
Wird der indirekte Transportansatz zusammen mit der optimierten Mobilita¨tsunterstu¨tzung
eingesetzt, so sind einerseits zusa¨tzliche Komponenten notwendig, andernfalls aber auch A¨n-
derungen an Komponenten vorzunehmen, die bei Verzicht auf den indirekten Ansatz nicht
erforderlich wa¨ren. Die notwendigen Modifikationen an der IP-Schicht bzw. an Mobile IP wer-
den im folgenden diskutiert.
4.3.2.1 Modifikationen in der IP-Schicht
Abb. 4.13 zeigt, wie in der IP-Schicht empfangene Pakete behandelt werden. Die dicken grauen
Linien repra¨sentieren den Pfad von Paketen, die zu einer indirekten Transportverbindung
geho¨ren. Pakete, die nicht zu einer solchen Verbindung geho¨ren, werden entlang der schwarzen,
du¨nner eingezeichneten Linien transportiert.
Liste der indirekten Transportverbindungen
Die Liste der indirekten Transportverbindungen dient lediglich der Datenhaltung. Sie ist in der
Komponente, in der die Selektion der Pakete indirekter Transportverbindungen vorgenommen
wird, Grundlage fu¨r die Entscheidung, ob ein empfangenes IP-Paket regula¨r behandelt wird
oder als ein Paket einer indirekten Transportverbindung identifiziert wird und dann speziell
behandelt wird. In Abb. 4.14 sind zwei Typen von Listeneintra¨gen aufgefu¨hrt. Zum einen Li-
steneintra¨ge, die existierende indirekte Transportverbindungen beschreiben, fu¨r die das Zwi-
schensystem als Transportgateway fungiert. Zum anderen Eintra¨ge um festzulegen, welche
























CON_REQ : an TG-Management



































FWD_PKTS : von Copy Loop oder Migrationsagent


























Abbildung 4.13: Datenpfad empfangener IP-Pakete
spa¨ter neu etablierten indirekten Transportverbindungen das Zwischensystem als Transport-
gateways nutzen sollen. Neue Eintra¨ge werden in die Liste indirekter Transportverbindungen
durch ICON ADD Signale hinzugefu¨gt, bestehende durch ICON DEL Signale gelo¨scht bzw.
durch ICON MOD Signale gea¨ndert.
Die Eintra¨ge 1-4 zeigen indirekte Transportverbindungen, fu¨r die das Zwischensystem
die Funktion des Transportgateways u¨bernimmt. Die Identifikation erfolgt anhand des Fu¨nf-
Tupels (IP-Adresse 1, Port 1, IP-Adresse 2, Port 2, Protokoll). Da zwischen dem Transportga-
teway und dem Festnetzrechner bzw. dem Transportgateway und dem mobilen System ggf.
verschiedene Transportprotokolle verwendet werden, kann das Protokollfeld zwei verschiedene
Werte enthalten, die die jeweiligen verwendeten Transportprotokolle reflektieren. Zusa¨tzlich
ist fu¨r jede existierende indirekte Transportverbindung vermerkt, ob Pakete dieser Verbin-
dung zwischenzupuffern sind. Pakete, die nicht zwischenzupuffern sind, werden direkt an den
Demultiplexer u¨bergeben.
Der fu¨nfte Eintrag reflektiert, daß das Zwischensystem fu¨r neue indirekte Transportver-
bindungen, in die das Endsystem A involviert ist, als Transportgateway fungiert. Dies ist
unabha¨ngig davon, ob der Verbindungsaufbau von Endsystem A veranlaßt wird oder eine
Verbindung zu dem Endsystem A aufgebaut werden soll. Da dieser Eintrag nicht eine einzelne
Verbindung identifizieren soll, sind die Portnummern nicht von Bedeutung.
Das Zwischensystem kann auch fu¨r indirekte Transportverbindungen eines mobilen Sy-



















































Abbildung 4.14: Liste indirekter Transportverbindungen
stems als Transportgateway operieren, obwohl es fu¨r neue Verbindungen dieses mobilen Sy-
stems nicht die Funktion des Transportgateways u¨bernimmt. Die als Listeneintrag 3 bzw. 4
aufgefu¨hrten indirekten Verbindungen sind hierfu¨r ein Beispiel. Fu¨r eine indirekte Verbindung
des Endsystems B bzw. des Endsystems C dient das Zwischensystem als Transportgateway,
obwohl es fu¨r neue Verbindungen dieser beiden Systeme nicht als Transportgateway fungiert.
Selektion von Paketen indirekter Transportverbindungen
Von der Schicht 2 an die IP-Schicht u¨bergebene Pakete, die nicht an das lokale Systeme adres-
siert sind, sind potentiell Pakete, die zu einer indirekten Transportverbindung geho¨ren. Sie
werden unter Zuhilfenahme der Liste der indirekten Transportverbindungen identifiziert. Ver-
bindungsaufbaupakete eines Transportprotokolls werden als Pakete einer indirekten Verbin-
dung erkannt, falls entweder fu¨r die Quelladresse oder die Zieladresse des IP-Pakets ein Listen-
eintrag (Verbindungstyp neu) mit identischer IP-Adresse 1 in der Liste enthalten ist. Handelt
es sich nicht um ein Verbindungsaufbaupaket, so wird es als ein Paket einer indirekten Ver-
bindung erkannt, falls die Liste der indirekten Transportverbindungen einen Listeneintrag mit
identischem Fu¨nf-Tupel entha¨lt. Pakete, die zu einer Verbindung geho¨ren, fu¨r die das Zwi-
schensystem als Transportgateway operiert, werden an die Steuerung der Zwischenpufferung
weitergeleitet. Alle anderen Pakete werden zur weiteren Bearbeitung an IP-Output u¨bergeben.
Steuerung der Zwischenpufferung
Ein zu einer indirekten Transportverbindung geho¨rendes Paket muß zwischengepuffert werden,
falls die Transportinstanz, an die das Paket auszuliefern ist, noch nicht existiert, noch nicht
aktiviert ist oder noch nicht bereit ist, das Paket zu verarbeiten. Fu¨r Verbindungsaufbaupa-
kete erfolgt eine Zwischenpufferung, da diese Pakete erst weitergeleitet werden ko¨nnen, nach-
dem die Transportinstanzen instantiiert sind. U¨ber gepufferte Verbindungsaufbaupakete wird
das Transportgateway-Management mittels eines CON REQ Signals informiert. Es veranlaßt
daraufhin die Instantiierung der Transportinstanzen. Pakete, die weder einen Verbindungs-
aufbau noch einen Verbindungsabbau initiieren, werden gepuffert, falls die Notwendigkeit der
Zwischenpufferung in der Liste der indirekten Transportverbindungen (siehe Abb. 4.14) ver-
merkt ist. Sie werden auf dem neuen Transportgateway bis zum Zeitpunkt der Aktivierung
der Transportinstanzen zwischengepuffert. Eine Signalisierung bzgl. der Zwischenpufferung
an andere Komponenten erfolgt nicht. Verbindungsabbaupakete werden ebenfalls gepuffert.
Sie werden erst weitergeleitet, nachdem zuvor die zweite Teilverbindung terminiert wurde.
Diese Terminierung wird von der Copy Loop veranlaßt, nachdem sie von der Steuerung der
Zwischenpufferung mittels eines CON TERM REQ Signals u¨ber den bevorstehenden Verbin-
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dungsabbau informiert wurde.
4.3.2.2 Modifikation an Mobile IP
Mobile IP muß dahingehend modifiziert werden, daß es das Fast-Forwarding-Konzept un-
terstu¨tzt. Da es sich bei diesem Konzept um eine wesentliche Komponente der optimierten
Mobilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze handelt, wird es nicht an dieser Stelle
sondern in Kapitel 4.5 im Detail behandelt.
4.3.3 Zusa¨tzlich erforderliche Komponenten
In Abb. 4.15 sind die Komponenten, die wegen der Verwendung des indirekten Transport-
ansatzes zusa¨tzlich erforderlich werden, durch einen grauen Schatten kenntlich gemacht. Es
sind dies die beiden Transportinstanzen, die Copy Loop, der Migrationsagent und das Trans-
portgateway-Management. Daru¨ber hinaus sind die fu¨r die Interaktion zwischen den Kom-
ponenten ausgetauschten Signale mit aufgenommen und durch gestrichelte Pfeile dargestellt.
Graue Pfeile zeigen, zwischen welchen Komponenten Pakete indirekter Transportverbindun-
gen ausgetauscht werden. Entlang der dick eingezeichneten grauen Pfeile werden die Pakete
weitergeleitet, mittels derer der Nutzdatentransfer zwischen den miteinander kommunizieren-
den Endsystemen realisiert wird. Wa¨hrend der Phase der Migration der Transportinstanzen
wird entlang der du¨nnen grauen Pfeile die zu migrierenden Statusinformation transportiert.
4.3.3.1 Transportinstanzen
In den Transportinstanzen erfolgt die Protokollverarbeitung des jeweiligen Transportpro-
tokolls. In der F-Transportinstanz wird das Transportprotokoll TCP verwendet, so daß die
Interoperabilita¨t zu den ebenfalls TCP verwendenden Kommunikationspartnern im Festnetz
sichergestellt ist. In der M-Transportinstanz ist das gleiche Transportprotokoll realisiert wie
im mobilen System. Da der Fokus nicht auf den intern in den Transportinstanzen eingesetzten
Transportprotokollmechanismen liegt, wird auf sie nicht weiter eingegangen.
Die Migration von Transportinstanzen erfordert es, auf dem Transportgateway die Trans-
portinstanzen indirekter Transportverbindungen einzufrieren bzw. wieder zu aktivieren. Der
Migrationsagent stoppt bzw. startet mittels der Signale STOP TPI und START TPI die
Protokollverarbeitung in den Transportinstanzen. Die Transportprotokollimplementierungen
mu¨ssen aus diesem Grunde dahingehend modifiziert werden, daß sie bei Empfang dieser Si-
gnale die Protokollverarbeitung stoppen bzw. wieder aufnehmen.
4.3.3.2 Copy Loop
Aufgabe der Copy Loop ist es, die beiden Transportinstanzen zu koppeln. In der Phase des
Verbindungsaufbaus bzw. Verbindungsabbaus einer indirekten Transportverbindung wird die
Reihenfolge, in der die zwei Teilverbindungen aufgebaut bzw. abgebaut werden, von ihr ge-
steuert. Wa¨hrend der Datentransferphase ist sie fu¨r das Kopieren der Nutzdaten von der F-
Transportinstanz zur M-Transportinstanz bzw. von der M-Transportinstanz zur F-Transport-
instanz verantwortlich. Die vom Transportprotokoll nach dem korrekten Empfang im Emp-







































































Abbildung 4.15: Datenfluß und Signalisierung zwischen den Komponenten
fangspuffer abgelegten Nutzdaten werden aus diesem Empfangspuffer entnommen und im
Sendepuffer der jeweils anderen Transportinstanz abgelegt. Eine Zwischenpufferung der Da-
ten erfolgt in der Copy Loop nicht, d.h. die Daten werden aus dem Empfangspuffer entnommen
und unmittelbar danach im Sendepuffer abgelegt.
Die Copy Loop wird vom Transportgateway-Management instantiiert und durch das Signal
NEW CON u¨ber eine neu zu etablierende indirekte Transportverbindung informiert. Bezu¨g-
lich des Terminierens einer Verbindung informiert die Steuerung der Zwischenpufferung mit-
tels eines CON TERM REQ Signals. Das im Zuge einer Migration erforderliche Starten bzw.
Stoppen der Copy Loop wird vom Migrationsagenten mittels der Signale START CLOOP
bzw. STOP CLOOP veranlaßt.
Abb. 4.16 zeigt das Zustandsu¨bergangsdiagramm fu¨r die Copy Loop. Fu¨r die Zustands-
u¨berga¨nge sind jeweils das Eingabeereignis und die Reaktionen in der Notation Ereignis;
Reaktion aufgefu¨hrt. Mit Großbuchstaben bezeichnete Eingabeereignisse bzw. Reaktionen
stehen fu¨r Signale, die von bzw. zu anderen Komponenten gesendet werden, Kleinbuchstaben
kennzeichnen interne Eingabeereignisse bzw. Reaktionen. Die Zusta¨nde lassen sich in drei























































































f2m : Empfangspuffer der F-Transportinstanz nicht leer UND Sendepuffer der M-Transportinstanz nicht voll
m2f : Empfangspuffer der M-Transportinstanz nicht leer UND Sendepuffer der F-Transportinstanz nicht voll
Abbildung 4.16: Zustandsu¨bergangsdiagramm der Copy Loop
Verbindungsaufbau
Bei Empfang eines NEW CON Signals wird der Aufbau der zweiten Teilverbindung ver-
anlaßt (Reaktion establish con2) und aus dem Zustand
”
Init“ in den Zustand
”
Establishing
connection“ gewechselt. Sobald diese Teilverbindung erfolgreich aufgebaut wurde (Ereignis
con2 established), wird die Transportinstanz, an die das Verbindungsaufbaupaket der ersten
Teilverbindung adressiert ist, instantiiert, die Weiterleitung des im Zwischenpuffer gespeicher-
ten Verbindungsaufbaupakets der ersten Teilverbindung mittels eines FWD PKTS Signals
veranlaßt und in den Zustand
”
Con2 established“ gewechselt. Konnte die zweite Teilverbin-
dung nicht erfolgreich aufgebaut werden, wird die Transportinstanz nicht instantiiert, aber
trotzdem die Weiterleitung des im Zwischenpuffer gespeicherten Verbindungsaufbaupakets
durch ein FWD PKTS Signal veranlaßt und in den Zustand
”
End“ gewechselt. Aus dem
Zustand
”
Con2 established“ wird in den Zustand
”
Idle“ gewechselt, sobald auch die erste
Teilverbindung etabliert ist (Ereignis con1 established).
Datentransfer






M-TPI“ gewechselt. Im Zustand
”
Idle“ befindet sich das System, falls keine Nutzdaten von
der einen zur anderen Transportinstanz zu kopieren sind. Aus dem Zustand
”
M-TPI“ ist
es mo¨glich, Nutzdaten von der M-Transportinstanz zur F-Transportinstanz zu kopieren, aus
dem Zustand
”
F-TPI“ ko¨nnen Nutzdaten von der F-Transportinstanz zur M-Transportinstanz
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u¨bertragen werden. Die Variable f2m reflektiert, ob Daten von der F-Transportinstanz zur
M-TPI kopiert werden ko¨nnen. Dies ist der Fall, falls der Empfangspuffer der F-Transport-
instanz nicht leer ist und der Sendepuffer der M-Transportinstanz nicht voll ist. Ob Daten
von der M-Transportinstanz zur F-TPI kopiert werden ko¨nnen, gibt die Variable m2f wieder.
Das System verbleibt im Zustand
”
Idle“, falls die Auswertung der Variablen f2m und m2f
ergibt, daß zwischen den Transportinstanzen keine Nutzdaten zu kopieren sind. Wird anhand
der Auswertung der Variable f2m erkannt, daß Daten von der F-Transportinstanz zur M-
Transportinstanz kopiert werden ko¨nnen, wird in den Zustand
”
F-TPI“ gewechselt. Die Copy
Loop wechselt aus diesem Zustand weiter in den Zustand
”
M-TPI“ und kopiert Nutzdaten
(Reaktion copy f2m) von der F-Transportinstanz zur M-Transportinstanz. Ergibt im Zustand
”
M-TPI“ die Auswertung der Variable m2f , daß Nutzdaten von der M-Transportinstanz zur
F-Transportinstanz zu kopieren sind, werden diese kopiert (Reaktion copy m2f) und in den
Zustand
”
F-TPI“ gewechselt. Ist dies nicht der Fall, wird in den Zustand
”
Idle“ gewechselt.





M-TPI“. Somit ist sichergestellt, daß abwechselnd aus der F-
Transportinstanz bzw. der M-Transportinstanz Nutzdaten kopiert werden. Auch das Kopie-
ren in nur einer einer Richtung wird unterstu¨tzt. Sind beispielsweise nur Nutzdaten von der















Wird von einer der beiden miteinander kommunizierenden Endsysteme ein Verbindungsabbau
veranlaßt, so wird das Verbindungsabbaupaket zwischengepuffert und die Copy Loop mittels
eines CON TERM REQ Signals daru¨ber informiert. Bei Eintreffen dieses Signals kann sich






M-TPI“ befinden. Das System
initiiert die Terminierung der zweiten Verbindung (Reaktion terminate con2), verbleibt aber
im gleichen Zustand. Solange der Abbau dieser zweiten Verbindung noch nicht abgeschlossen
ist, kopiert die Copy Loop noch Daten zwischen den Transportinstanzen. Sobald der Verbin-
dungsabbau der zweiten Verbindung vollzogen ist (Reaktion con2 terminated), wechselt das
System in den Zustand
”
Con2 terminated“ und signalisiert (Reaktion FWD PKTS) an die
Zwischenpufferung, daß das gepufferte Verbindungsabbaupaket weiterzuleiten ist. Ist auch die




Der Fokus der folgenden Betrachtungen liegt auf der Interaktion des Migrationsagenten mit
den anderen Komponenten eines Transportgateways. Die in ihm realisierten Verfahren und
Strategien fu¨r eine nebenla¨ufige Migration der Pufferinhalte werden in Kapitel 4.4 im Detail
diskutiert.
Der Migrationsagent wird vom Transportgateway-Management, wie in Abb. 4.15 darge-
stellt, instantiiert. Das Management startet auch die Migration. Der Migrationsagent auf dem
alten, noch aktiven Transportgateway wird durch das STARTMIG OLDTG Signal gestartet,
der auf dem neuen Transportgateway durch das STARTMIG NEWTG Signal. Kann das neue
Transportgateway aktiviert werden, so informiert der Agent durch ein FWD PKTS Signal
die Steuerung der Zwischenpufferung daru¨ber, daß zwischengepufferte Pakete weitergeleitet
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werden ko¨nnen. Daru¨ber hinaus informiert er mittels START TPI bzw. STOP TPI Signalen
die Transportinstanzen daru¨ber, wann die Protokollverarbeitung zu starten bzw. zu stoppen
ist. Um die Daten zum neuen Transportgateway migrieren zu ko¨nnen, ist sowohl im alten als
auch im neuen Transportgateway der Zugriff auf die Sendepuffer und die Empfangspuffer der
Transportinstanzen erforderlich.
Abb. 4.17 zeigt das Zustandsu¨bergangsdiagramm fu¨r den Migrationsagenten und verdeut-
licht zugleich, zu welchen Zeitpunkten welche Signale an andere Komponenten gesendet wer-
den bzw. von diesen empfangen werden. Die in der oberen Ha¨lfte dargestellten Zusta¨nde sind
Zusta¨nde, die im alten Transportgateway von Bedeutung sind. In der unteren Ha¨lfte darge-















































Abbildung 4.17: Zustandsu¨bergangsdiagramm des Migrationsagenten
Die einzelnen Zusta¨nde des Zustandsu¨bergangsdiagramms reflektieren die verschiedenen
Phasen der nebenla¨ufigen Migration, die bereits in Kapitel 4.2.3 anhand von Abb. 4.8 disku-
tiert wurden. Tabelle 4.4 kann entnommen werden, zu welchen Zeitpunkten der nebenla¨ufigen
Migration sich der Automat in welchem Zustand befindet. Die fu¨r die Identifikation der Zeit-





Tabelle 4.4: Zuordnung der Zusta¨nde zu den Phasen der nebenla¨ufigen Migration
Im Zustand
”
Migration active (old TG)“ werden die Pufferinhalte zum neuen Transport-
gateway u¨bertragen. Sobald alle Puffer zum neuen Transportgateway u¨bertragen wurden (Er-
eignis buf migrated), werden die Transportinstanzen eingefroren (Reaktion STOP TPI), die
Copy Loop gestoppt (Reaktion STOP CLOOP ) und die Verbindung aus der Liste der in-
direkten Verbindungen entfernt (Reaktion ICON DEL). Pakete dieser Verbindung werden
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somit nicht mehr an die Transportinstanz ausgeliefert. Weiterhin wird in den Zustand
”
Buffer
migrated (old TG)“ gewechselt. Nachdem auch der Protokollkontrollblock migriert ist, wird
in den Zustand
”
Migration finished (old TG)“ gewechselt.
Bei Empfang des STARTMIG NEWTG Signals wird im neuen Transportgateway die
Verbindung zur Liste der indirekten Verbindungen hinzugefu¨gt (Reaktion ICON ADD) und
vermerkt (Reaktion ICON MOD), daß Pakete dieser indirekten Transportverbindung zu puf-
fern sind. Anschließend erfolgt ein Wechsel in den Zustand
”
Migration active (new TG)“. In
diesem Zustand empfa¨ngt das Transportgateway die migrierten Puffer. Hat es alle zu mi-
grierenden Puffer empfangen (Ereignis buf migrated), wechselt es in den Zustand
”
Buffer
migrated (new TG)“. Sobald auch der Protokollkontrollblock beim neuen Transportgateway
verfu¨gbar ist (Ereignis pcb migrated), werden die Copy Loop und die Transportinstanzen ge-
startet (Reaktionen START TPI, START CLOOP ), die Listeneintra¨ge dahingehend modi-
fiziert (Reaktion ICON MOD), daß Pakete dieser Verbindung nicht mehr zu puffern sind,
die Weiterleitung gepufferter Pakete veranlaßt (Reaktion FWD PKTS) und anschließend in
den Zustand
”
Migration finished (new TG)“ gewechselt. Sobald die Verbindung zwischen dem
Migrationsagenten des alten Transportgateways und dem des neuen Transportgateways, u¨ber




Wird die Migration abgebrochen (Ereignis MIG ABORT ), mu¨ssen die Aktionen teilweise
wieder ru¨ckga¨ngig gemacht werden. Im alten Transportgateway wird die Verbindung wieder
in die Liste der indirekten Verbindungen aufgenommen (Reaktion ICON ADD) und wer-
den die Transportinstanzen und die Copy Loop wieder gestartet (Reaktionen START TPI,
START CLOOP ). Im neuen Transportgateway wird die Verbindung aus der Liste der indi-
rekten Transportverbindungen entfernt (Reaktion ICON DEL).
4.3.3.4 Transportgateway-Management
Falls ein Transportgateway fu¨r ein bestimmtes mobiles System fu¨r neue indirekte Trans-
portverbindungen als Transportgateway fungieren soll, wird das Transportgateway-Manage-
ment von diesem mobilen System daru¨ber informiert. Es veranlaßt daraufhin mittels eines
ICON ADD Signals das Hinzufu¨gen eines neuen Listeneintrages (Verbindungstyp = neu) zur
Liste der indirekten Transportverbindungen (siehe Abb. 4.14). Soll ein Transportgateway fu¨r
neue Verbindungen nicht mehr als Transportgateway arbeiten, so wird der zugeho¨rige Listen-
eintrag mittels ICON DEL gelo¨scht.
Das Transportgateway-Management wird mittels eines CON REQ Signals von der Steue-
rung der Zwischenpufferung u¨ber eine neu aufzubauende indirekte Verbindung informiert. Es
instantiiert daraufhin die Copy Loop und veranlaßt mittels eines NEW CON Signals an die
Copy Loop den Verbindungsaufbau.
Soll eine Migration gestartet werden, so wird das Transportgateway-Management vom
mobilen System daru¨ber in Kenntnis gesetzt. Daraufhin veranlaßt es die Instantiierung des
Migrationsagenten und startet diesen. Der Abbruch einer Migration wird ebenfalls vom mo-
bilen System initiiert und an das Management der involvierten Transportgateways gemeldet.
Das Management veranlaßt daraufhin mittels eines MIG ABORT Signals den Migrations-
agenten, die Migration abzubrechen.
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4.4 Nebenla¨ufige Migration der Statusinformation
Die Statusinformation in einer Transportinstanz setzt sich aus den Pufferinhalten und dem
Transportprotokollkontrollblock zusammen. Sie kann entweder mittels der nebenla¨ufigen Mi-
gration oder durch die Migration mit Einfrieren dem neuen Transportgateway verfu¨gbar ge-
macht werden. Im folgenden wird der Ablauf der nebenla¨ufigen Migration, deren Grundkon-
zept und deren Vorteile gegenu¨ber der Migration mit Einfrieren bereits in Unterkapitel 4.2.3
diskutiert wurden, im Detail betrachtet. Der Fokus liegt auf den fu¨r die nebenla¨ufige Mi-
gration der Statusinformation notwendigen Mechanismen und den zusa¨tzlich erforderlichen
Komponenten. Eine nebenla¨ufige Migration ist nur dann mo¨glich, falls trotz eines Subnetz-
wechsels die Transportkommunikation nicht unterbrochen ist. Das Fast Forwarding, das dies
sicherstellt, wird bei den folgenden Ausfu¨hrungen zur nebenla¨ufigen Migration als realisiert
vorausgesetzt.
4.4.1 Komponenten fu¨r die nebenla¨ufige Migration
Abb. 4.18 zeigt auf der linken Seite das alte – noch aktive – Transportgateway und auf der
rechten Seite das neue – passive, d.h. noch nicht aktivierte – Transportgateway, auf das die
Transportinstanzen migriert werden sollen. Fu¨r die Migration ist ein Migrationsagent und ein
Transportsystem (TCP/UDP) fu¨r die U¨bertragung der Statusinformation erforderlich. Die
Pufferselektion erfolgt im Migrationsagent auf Basis der realisierten Migrationsstrategie. Bei
der Migration sind der Sendepuffer und der Empfangspuffer beider Transportinstanzen, d.h.
insgesamt vier Puffer zu betrachten. Belegte Pufferpla¨tze sind grau dargestellt, nicht belegte
weiß. Die Migration ist im dargestellten Szenario schon im Gange, d.h. eine Teilmenge der sich
auf dem aktiven Transportgateway im Sende- bzw. Empfangspuffer befindenden Nutzdaten
ist bereits zum passiven Transportgateway u¨bertragen worden. Der fu¨r den Fortgang der
Transportkommunikation erforderliche Datentransport ist mittels schwarzer Pfeile dargestellt,
graue Pfeile repra¨sentieren den fu¨r die Migration der Transportinstanzen notwendigen Zugriff
auf die Statusinformation und die U¨bertragung der Statusinformation.
Migrationsagent
Die Migrationsagenten des aktiven und des passiven Transportgateways kommunizieren mit-
einander. Zwischen ihnen wird die zu migrierende Statusinformation und Information bzgl.
des Fortgangs der Migration ausgetauscht. Ein Migrationsagent hat sowohl lesenden als auch
schreibenden Zugriff auf die Sende- und Empfangspuffer und den Protokollkontrollblock der zu
migrierenden Transportinstanzen. Daru¨ber hinaus hat er auch Kenntnis davon, welche Puffer
auf dem aktiven Transportgateway belegt sind oder ggf. nach dem Empfang einer Besta¨ti-
gung von der Partnerinstanz des Transportprotokolls bereits wieder freigegeben wurden. Der
Migrationsagent kann also jederzeit entscheiden, welche Pufferinhalte bereits migriert wurden
oder erst noch migriert werden mu¨ssen. Auch die Reihenfolge, in der die Pufferinhalte zum
passiven Transportgateway migriert werden, obliegt der Entscheidung des Migrationsagenten.
Diese sogenannte Puffermigrationsstrategie hat entscheidenden Einfluß auf die Dauer der Mi-
gration und die Menge der unno¨tig migrierten Statusinformation. U¨ber das Transportsystem
kommunizieren die beiden Migrationsagenten miteinander.
























































































































Abbildung 4.18: Komponenten fu¨r die nebenla¨ufige Migration
Transportsystem fu¨r die zu migrierende Statusinformation
Fu¨r die U¨bertragung der zu migrierenden Statusinformation von dem alten, aktiven Trans-
portgateway zu dem neuen, passiven Transportgateway ist ein zuverla¨ssiger Datentransport
zwischen diesen beiden Systemen erforderlich. Prinzipiell bieten sich zwei Mo¨glichkeiten an,
um die erforderliche zuverla¨ssige Datenkommunikation zwischen den beiden Transportgate-
ways zu realisieren:
• Nutzung des zuverla¨ssigen Datendienstes von TCP oder
• Implementierung eigener Zuverla¨ssigkeitsmechanismen im Migrationsagenten.
Das Aufsetzen auf dem zuverla¨ssigen Datendienst von TCP bietet den Vorteil eines gerin-
geren Implementierungsaufwandes und eines schlankeren Migrationsagenten. Es muß besonde-
res Augenmerk bei der Bewertung dieser beiden Varianten auf der fu¨r die Migration notwendi-
gen Gesamtdauer liegen. Hier zeigt sich, daß sich bedingt durch die Slow-Start-Mechanismen
von TCP Verzo¨gerungen ergeben. Auch die ggf. notwendige U¨bertragungswiederholung eines
TCP-Pakets, das zu migrierende Statusinformation transportiert, wird unno¨tig lange verzo¨-
gert, falls auf den Ablauf des zugeho¨rigen TCP-Timers gewartet werden muß.
Sind die fu¨r die zuverla¨ssige Migration der Daten notwendigen Mechanismen im Migrati-
onsagenten realisiert, so la¨ßt sich die Gesamtdauer der Migration reduzieren, da die Mechanis-
men, die die Zuverla¨ssigkeit der U¨bertragung sicherstellen, speziell auf die Anforderungen der
Migration der Pufferinhalte abgestimmt werden ko¨nnen. Es mu¨ssen na¨mlich nur die Puffer-
inhalte, die zum Zeitpunkt, zu dem das neue Transportgateway aktiviert wird, in den Trans-
portinstanzen des alten Transportgateways gespeichert sind, zu dem neuen Transportgateway
u¨bertragen werden. Wa¨hrend also im Falle der Nutzung des zuverla¨ssigen Datendienstes von
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TCP generell die gesamte Statusinformation zuverla¨ssig u¨bertragen wird, d.h. ggf. wiederholt
wird, kann der Migrationsagent mit seinem Wissen u¨ber den aktuellen Zustand der Sende-
und Empfangspuffer, die U¨bertragungswiederholung auf die Statusinformation beschra¨nken,
die sich auch wirklich zum Zeitpunkt der potentiellen U¨bertragungswiederholung im jeweiligen
Puffer befindet.
4.4.2 Puffermigrationsstrategien
In welcher Reihenfolge die zu migrierenden Puffer zum neuen Transportgateway u¨bertragen
werden, wird in diesem Abschnitt diskutiert. Weiterhin wird die explizite Migrationsstrategie
der impliziten Migrationsstrategie gegenu¨bergestellt. Bei der expliziten Strategie werden al-
le zur Statusinformation geho¨renden Pufferinhalte mittels des Transportsystems zum neuen
Transportgateway u¨bertragen. Bei der impliziten Migration wird nur ein Teil der zu migrie-
renden Daten u¨ber das Transportsystem gesendet. Aus diesem Grunde erfordert die implizite
Migration weniger Ressourcen als die explizite Migration.
4.4.2.1 Mobiles System als Datenquelle bzw. Datensenke
Grundsa¨tzlich muß bei Betrachtung des Pufferfu¨llungsgrades der zu migrierenden Transportin-
stanzen beru¨cksichtigt werden, in welche Richtung Nutzdaten gesendet werden. In Abha¨ngig-
keit davon, ob das mobile System Datenquelle oder Datensenke ist, ergeben sich grundlegend
verschiedene Situationen. Ursache hierfu¨r sind die Unterschiede hinsichtlich der im Festnetz
bzw. im drahtlosen Netz verfu¨gbaren Bandbreiten.
In der Regel wird die drahtlose Teilstrecke eine geringere U¨bertragungsbandbreite be-
reitstellen als die drahtgebundene. Als unmittelbare Folge ergibt sich, daß fu¨r den Mobil-
teilnehmer bestimmte Nutzdaten im Transportgateway von der F-Transportinstanz schneller
empfangen werden, als sie von der M-Transportinstanz an das mobile System gesendet wer-
den ko¨nnen. Als Konsequenz bildet sich eine verteilte Warteschlange, d.h. der Empfangspuffer
der F-Transportinstanz und der Sendepuffer der M-Transportinstanz fu¨llen sich. Der Emp-
fangspuffer der M-Transportinstanz und der Sendepuffer der F-Transportinstanz enthalten
hingegen in der Regel keine oder nur wenige Nutzdaten.
Da der fu¨r die Migration der Pufferinhalte notwendige Aufwand direkt abha¨ngig vom Fu¨l-
lungsgrad der Puffer zum Zeitpunkt des Starts des Migration ist, bestimmen im wesentlichen
der Empfangspuffer der F-Transportinstanz und der Sendepuffer der M-Transportinstanz die
Migrationsdauer. Aus diesem Grunde liegt der Fokus bei den weiteren Betrachtungen auf der
Migration dieser Pufferinhalte. Der Inhalt der beiden anderen Puffer muß zwar auch migriert
werden, fa¨llt aber wegen der geringen Menge darin enthaltener Nutzdaten nicht wesentlich
ins Gewicht.
4.4.2.2 Reihenfolge der Migration der Puffer
Die Reihenfolge, in der die in den Puffern gespeicherten Nutzdaten zum passiven Transportga-
teway u¨bertragen werden, kann prinzipiell vom Migrationsagenten beliebig gewa¨hlt werden.
Allerdings hat die Auswahlreihenfolge Einfluß auf die Menge der zu migrierenden Nutzda-
ten und somit auch auf die Migrationsdauer. In Abb. 4.19 ist eine aktuelle Pufferbelegung
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fu¨r eine vom Festnetzsender zum mobilen Endsystem gerichtete Datenkommunikation dar-
gestellt. Die Pufferpla¨tze sind sequentiell durchnumeriert. Diese Numerierung ist nicht mit
den von den Transportinstanzen verwendeten und in den Paketen des Transportprotokolls ko-
dierten Sequenznummern zu verwechseln. Sie dient lediglich dazu, im betrachteten Szenario
die Pufferpla¨tze eindeutig zu identifizieren. Sowohl im Empfangspuffer als auch im Sendepuf-


































Abbildung 4.19: Reihenfolge der Puffermigration
Der Inhalt des Pufferplatzes mit der Nummer 10 wird vor allen anderen aus dem Sende-
puffer der M-Transportinstanz gelo¨scht, da dieser Pufferplatz die als na¨chstes vom mobilen
System zu besta¨tigenden Nutzdaten entha¨lt. Werden die Nutzdaten besta¨tigt, wird der Inhalt
des Pufferplatzes gelo¨scht und ein Pufferplatz verfu¨gbar. Die Copy Loop kopiert daraufhin
den Inhalt des Pufferplatzes 16 in den Sendepuffer der M-Transportinstanz und lo¨scht ihn
aus dem Empfangspuffer der F-Transportinstanz. Es ist unmittelbar einsichtig, daß es im
skizzierten Szenario nicht sinnvoll ist, die in Pufferplatz 10 bzw. 16 gespeicherten Nutzda-
ten zu migrieren, da sie nach dem Lo¨schen nicht mehr im jeweiligen Puffer sind und somit
auch nicht mehr zur zu migrierenden Statusinformation geho¨ren. Die Migration wa¨re unno¨tig.
Der Inhalt von Pufferpla¨tzen mit einer niedrigen Sequenznummer wird vor dem Inhalt von
Pufferpla¨tzen mit einer ho¨heren Sequenznummer gelo¨scht. Damit tritt fu¨r Pufferpla¨tze mit
niedriger Sequenznummer fru¨her und auch mit einer ho¨heren Wahrscheinlichkeit der Fall ein,
daß sie aufgrund der weiterhin aktiven Transportkommunikation nach Empfang entsprechen-
der Besta¨tigungen gelo¨scht werden, als fu¨r Pufferpla¨tze mit einer ho¨heren Sequenznummer.
Umgekehrt sind die Nutzdaten in einem Puffer mit einer hohen Sequenznummer diejenigen
Daten, die am la¨ngsten im jeweiligen Puffer verbleiben. Aus diesem Grunde ist es sinnvoll,
den Inhalt von Pufferpla¨tzen mit hohen Sequenznummern zeitlich vor dem Inhalt von Puffer-
pla¨tzen mit niedrigen Sequenznummern zu migrieren.
Als Migrationsstrategie ergibt sich das folgende Verfahren: Steht der Migrationsagent vor
der Aufgabe, in den Puffern gespeicherte Nutzdaten vom aktiven auf das passive Transportga-
teway zu migrieren, so wa¨hlt er zuna¨chst mittels Round Robin einen der zwei Empfangspuffer
bzw. zwei Sendepuffer aus. Sind bereits alle Pufferpla¨tze des ausgewa¨hlten Puffers migriert,
118 KAPITEL 4. MOBILITA¨TSUNTERSTU¨TZUNG FU¨R INDIREKTE ANSA¨TZE
so wird mittels Round Robin der na¨chste der zwei Empfangspuffer bzw. zwei Sendepuffer
selektiert. Sind noch nicht alle Pufferpla¨tze des ausgewa¨hlten Puffers migriert, so wird aus
der Menge der noch nicht migrierten Pufferpla¨tze derjenige mit der ho¨chsten Sequenznummer
ausgewa¨hlt. Der Inhalt dieses Pufferplatzes wird als na¨chstes migriert.
4.4.2.3 Explizite vs. implizite Migration
Unter der expliziten Migration ist die vom Migrationsagenten veranlaßte U¨bertragung von
Pufferinhalten zum passiven Transportgateway zu verstehen. Die Pufferinhalte werden hierzu
in einer gesonderten U¨bertragung u¨ber das Transportsystem (siehe Abb. 4.18) vom Migrations-
agenten des alten Transportgateways zum Migrationsagenten des neuen, passiven Transport-
gateways gesendet. Fu¨r die U¨bertragung ist zusa¨tzliche U¨bertragungsbandbreite notwendig.
Bei der expliziten Migration werden im Sendepuffer der M-Transportinstanz gespeicherte
Nutzdaten zum Teil zweifach auf der Strecke zwischen dem altem und dem neuen Trans-
portgateway u¨bertragen: Zum einen wegen der weiterhin aktiven Transportkommunikation
zwischen dem Transportgateway und dem mobilen System, zum anderen – da die im Puf-
fer gespeicherten Nutzdaten auch zur zu migrierenden Statusinformation geho¨ren – durch
gesonderte U¨bertragung vom Migrationsagenten des alten Transportgateways zum Migra-
tionsagenten des neuen Transportgateways. Kernidee der impliziten Migration ist es, diese
doppelte U¨bertragung zwischen alten und neuem Transportgateway zu vermeiden.
Bei der impliziten Migration werden Transportdateneinheiten, die von der M-Transportin-
stanz des Transportgateways zur Transportinstanz des mobilen Systems u¨bertragen werden,
als Kopien im passiven Transportgateway an den Migrationsagenten ausgeliefert. Der Migra-
tionsagent des passiven Transportgateways erha¨lt somit die Nutzdaten, ohne daß eine geson-
derte U¨bertragung vom alten Transportgateway zum neuen Transportgateway erfolgt. Indem
der Migrationsagent die Sequenznummern der als Kopie an ihn ausgelieferten Nutzdatenpake-
te analysiert, kann er die Nutzdaten an der korrekten Position des jeweiligen Empfangs- bzw.
Sendepuffers (der noch nicht aktivierten Transportinstanzen) ablegen. Um die Transportin-
stanzen vom alten zum neuen Transportgateway zu migrieren, mu¨ssen die implizit migrierten
Pufferinhalte nicht mehr vom Migrationsagenten des alten Transportgateways zum Migrati-
onsagenten des neuen Transportgateways mittels einer gesonderten U¨bertragung u¨bermittelt
werden. Lediglich noch nicht beim neuen, passiven Transportgateway verfu¨gbare Pufferin-
halte und der Protokollblock mu¨ssen durch eine gesonderte U¨bertragung dem neuen Trans-
portgateway verfu¨gbar gemacht werden. Der wesentliche Vorteil der impliziten Migration ist
darin zu sehen, daß fu¨r die implizite Migration von Pufferinhalten keine zusa¨tzlichen U¨bertra-
gungsressourcen erforderlich sind. Hinsichtlich der notwendigen U¨bertragungsressourcen stellt
die implizite Migration somit geringere Anforderungen als die explizite Migration.
Die implizite Migration kann nur wa¨hrend der Zeitra¨ume eingesetzt werden, wa¨hrend
der die M-Transportinstanz Nutzdaten an das mobile System sendet. Findet keine Trans-
portkommunikation statt, ko¨nnen keine Kopien der Transportprotokolldateneinheiten an den
Migrationsagenten des passiven Transportgateways ausgeliefert werden und kann dieser somit
auch nicht die Pufferinhalte der M-Transportinstanz rekonstruieren. Daru¨ber hinaus ko¨nnen
Pufferinhalte der F-Transportinstanz des Transportgateways nicht implizit migriert werden,
da die zugeho¨rigen TCP-Pakete das passive Transportgateway nicht passieren. Bei der impli-
ziten Migration kann also nur ein Anteil der Pufferinhalte ohne gesonderte U¨bertragung beim
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passiven Transportgateway verfu¨gbar gemacht werden, fu¨r den anderen Anteil ist weiterhin
ein gesonderte U¨bertragung notwendig.
4.4.3 Migration mehrerer Transportverbindungen
Betreibt ein mobiles System zum Migrationszeitpunkt mehrere indirekte Transportverbindun-
gen gleichzeitig, so ist eine Strategie erforderlich, in welcher Reihenfolge die Statusinformation
dieser Transportverbindungen vom aktiven auf das jeweils zugeho¨rige passive Transportgate-
way migriert werden.
Fu¨r die Migration mehrerer Verbindungen bieten sich die folgenden zwei Alternativen an,
die sich hinsichtlich der fu¨r die Migration einer Verbindung notwendigen Zeitdauer unterschei-
den:
• Sequentielle U¨bertragung der Statusinformation mehrerer Verbindungen
Bei der sequentiellen Migration werden erst die beiden Transportinstanzen einer indi-
rekten Verbindung vollsta¨ndig zum neuen Transportgateway migriert und anschließend
wird mit der Migration der Transportinstanzen einer anderen indirekten Transportver-
bindung begonnen.
• Parallele U¨bertragung der Statusinformation mehrerer Verbindungen
Bei der parallelen U¨bertragung wird beispielsweise mittels einer Round-Robin-Strategie
eine indirekte Transportverbindung ausgewa¨hlt und aus den zugeho¨rigen Transport-
instanzen ein Teil der Statusinformation migriert. Obwohl diese Instanzen ggf. noch nicht
vollsta¨ndig migriert sind, wird anschließend Statusinformation einer anderen indirekten
Transporverbindung migriert.
Hinsichtlich der Gesamtdauer, d.h. der fu¨r die Migration aller involvierten Transportin-
stanzen notwendigen Zeit, unterscheiden sich diese beiden Strategien nicht. Betrachtet man
aber die fu¨r die Migration der Transportinstanz einer Verbindung notwendige Zeitdauer, so
ergeben sich signifikante Unterschiede. Bei der sequentiellen U¨bertragung vergeht vom Start
der Migration bis zum Ende der Migration der Transportinstanzen einer indirekten Trans-
portverbindung weniger Zeit als bei der parallelen U¨bertragung, da wa¨hrend der Migration
der Instanzen keine Statusinformation anderer Transportinstanzen u¨bertragen wird.
Im Kontext der beschriebenen Nebenla¨ufigkeit der Kommunikation auf der Transport-
schicht und der U¨bertragung der Statusinformation zum passiven Transportgateway ist die
sequentielle Migration der Transportinstanzen mehrerer Transportverbindungen zu favorisie-
ren. Da wie beschrieben die sequentielle Strategie fu¨r eine einzelne Transportverbindung eine
ku¨rzere Migrationsdauer zur Folge hat, sind Statusa¨nderungen wa¨hrend der Migration weni-
ger wahrscheinlich als bei der eine la¨ngere Migration bedingenden parallelen Strategie. Aus
dem genannten Grund kommt die sequentielle Strategie zum Einsatz.
4.4.4 Unvollsta¨ndige Migration wegen vorzeitiger Subnetzwechsel
Im folgenden seien aufeinanderfolgende Wechsel eines mobilen Systems von Subnetz A zu
Subnetz B und ein anschließender erneuter Subnetzwechsel angenommen. Fu¨r die indirek-
te Transportverbindung des mobilen Systems fungiert das Transportgateway in Subnetz A
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als aktives Transportgateway. Nachdem das mobile System in das Subnetz B gewechselt ist,
wird mit der Migration der Transportinstanzen vom Transportgateway in Subnetz A auf das
Transportgateway in Subnetz B begonnen. Bevor die Migration der Transportinstanzen abge-
schlossen ist, wechselt das mobile System erneut das Subnetz. Es stellt sich somit die Frage,
wie hinsichtlich der nicht vollsta¨ndig beendeten Migration zu verfahren ist. Die sinnvollerweise
einzusetzende Strategie ist davon abha¨ngig, ob der erneute Wechsel zuru¨ck in Subnetz A oder
in ein anderes Subnetz C erfolgt.
Wechselt das mobile System zuru¨ck in das Subnetz A, in dem es vor dem Wechsel in Sub-
netz B angemeldet war, sind abgesehen vom Lo¨schen der bereits zum Transportgateway in
Subnetz B migrierten Statusinformationen keine weiteren Aktionen erforderlich. Von der glo-
balen Mobilita¨tsunterstu¨tzung in der Netzwerkschicht sind fu¨r das mobile System bestimmte
Pakete nicht mehr in das Subnetz B, sondern in Subnetz A zu routen.
Erfolgt der vorzeitige Wechsel des mobilen Systems hingegen zu Subnetz C, so ergibt sich
eine grundsa¨tzlich andere Situation. Es bieten sich zwei verschiedene Lo¨sungsansa¨tze an. Eine
Mo¨glichkeit wa¨re es, den Teil der bereits zu dem passiven Transportgateway in Subnetz B
migrierten Statusinformation in einem nachfolgenden Schritt weiter zu dem Transportgate-
way in Subnetz C zu migrieren und den dann noch fehlenden Teil vom Transportgateway in
Subnetz A zum Transportgateway in Subnetz C zu u¨bertragen. Wechselt das mobile System
vor dem Abschluß der Migration mehrfach in ein anderes Subnetz, so sind die jeweiligen, in den
Subnetzen lokalisierten Transportgateways alle in die Migration involviert, da sie jeweils einen
Teil der zu migrierenden Statusinformationen gespeichert haben. Aufgrund der u¨ber die Trans-
portgateways verteilten Statusinformation ist dieser Ansatz aufwendig zu realisieren. Daru¨ber
hinaus sind spezielle Mechanismen erforderlich, damit keine Statusinformation verloren geht.
Als Alternativmo¨glichkeit kann im Falle eines u¨berlappenden Subnetzwechsels des mobilen
Systems die Migration der Statusinformation von vorne begonnen werden, d.h. erneut beim
aktiven Transportgateway in Subnetz A gestartet werden und die Statuinformation direkt zum
Transportgateway in Subnetz C migriert werden. In diesem Fall wird die bereits teilweise
auf dem vorherigen passiven Transportgateway in Subnetz B verfu¨gbare Statusinformation
gelo¨scht.
Die zum Subnetz B migrierte Statusinformation nicht zu verwerfen und von Subnetz B zu
Subnetz C zu migrieren wu¨rde Sinn machen, falls die Migration von Subnetz B zu Subnetz C
(Variante A) schneller ist als die Migration von Subnetz A zu Subnetz C (Variante B). Inwie-
weit Variante A schneller als Variante B ist, ha¨ngt unter anderem von den Routen, verfu¨gba-
ren Bandbreiten und der Netzwerkauslastung zwischen den involvierten Transportgateways
ab. Eine allgemeingu¨ltige Aussage, inwieweit Variante A bzw. Variante B zu bevorzugen ist,
kann nicht gemacht werden. Aus diesem Grund erscheint es fragwu¨rdig, die ho¨here Komplexi-
ta¨t fu¨r Variante B in Kauf zu nehmen. Im Rahmen der vorliegenden Arbeit wird Variante A
verfolgt, die im Falle eines vorzeitigen Subnetzwechsel die bereits migrierte Statusinformation
verwirft, und einen Neustart der Migration vom alten, aktiven Transportgateway zum neuen,
passiven Transportgateway im neuen Subnetz vornimmt.
4.5 Integration des OMIT-Konzeptes in Mobile IP
Die bisherigen Ausfu¨hrungen beschra¨nkten sich auf die Konzepte, die fu¨r eine effiziente Mi-
grationsunterstu¨tzung fu¨r indirekte Transportverbindungen eingesetzt werden ko¨nnen. Von
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einem konkreten Verfahren fu¨r die globale Mobilita¨tsunterstu¨tzung in der Netzwerkschicht
wurde abstrahiert. Da das vorgestellte OMIT-Konzept einige spezielle Anforderungen an die
die Mobilita¨t unterstu¨tzende Netzwerkschicht stellt, sind diese hier nochmals zusammenfas-
send aufgefu¨hrt:
• Routing immer u¨ber das aktive Transportgateway,
• Routing auch u¨ber das passive Transportgateway (wegen impliziter Migration),
• Routing in das alte Subnetz trotz eines Subnetzwechsels und
• Forwarding der Pakete in das aktuelle Subnetz.
Da sich Mobile IP im Internet inzwischen als das Protokoll der Wahl fu¨r die globale Mobi-
lita¨tsunterstu¨tzung herauskristallisiert hat, ist es wu¨nschenswert, den indirekten Transport-
ansatz zusammen mit Mobile IP zu betreiben. Um dieses Ziel zu erreichen, muß betrachtet
werden, inwieweit sich die oben aufgefu¨hrten Anforderungen mit Mobile IP realisieren lassen
bzw. inwieweit Erweiterungen oder gar Modifikationen bestehender Mobile IP Funktionalita¨-
ten notwendig sind.
Die Ausfu¨hrungen beschra¨nken sich darauf, wie Mobile IP modifiziert werden muß, um
den indirekten Transportansatz einsetzen zu ko¨nnen, und beschreiben, wie sich die Idee des
Fast Forwardings in Mobile IP umsetzen la¨ßt. Die innerhalb eines Transportgateways erfor-
derlichen Komponenten und ihre Interaktionen im Falle einer Puffermigration wurden bereits
in Kapitel 4.3 diskutiert.
4.5.1 Positionierung des Transportgateways
Das Transportgateway muß auf einem Zwischensystem realisiert werden, u¨ber das an das mo-
bile System adressierte Pakete garantiert geroutet werden. Daru¨ber hinaus sollte die Paket-
umlaufzeit zwischen Transportgateway und dem mobilen System kurz sein, um die Vorteile
des indirekten Ansatzes nutzen zu ko¨nnen. Potentielle Kandidaten fu¨r die Implementierung
des Transportgateways sind der Home Agent und der Foreign Agent von Mobile IP.
Das Transportgateway auf dem Home Agent zu realisieren ist nicht sinnvoll, da die Ent-
fernung zwischen dem Home Agent und dem mobilen System unter Umsta¨nden groß werden
kann und sich somit fu¨r die u¨ber dieser Teilstrecke operierenden Transportverbindungen keine
kurzen Paketumlaufzeiten realisieren lassen. Weiterhin werden Pakete auch nur dann u¨ber den
Home Agent geroutet, falls die Routen-Optimierungsstrategie von Mobile IP [PJ00] nicht zum
Einsatz kommt. Der Home Agent kommt auch deshalb nicht als Transportgateway in Frage,
da vom mobilen System gesendete Pakete nicht u¨ber den Home Agent geroutet werden. Die
Realisierung des Transportgateways auf dem Home Agent ist aus den genannten Gru¨nden
nicht praktikabel und wird deshalb nicht weiter verfolgt.
Kommt der Colocated-Modus von Mobile IP zum Einsatz, so werden fu¨r das mobile System
bestimmte Pakete vom Home Agent direkt zum mobilen System getunnelt. Es kann somit –
abgesehen vom Home Agent – kein Zwischensystem bestimmt werden, u¨ber das an das mobile
System adressierte Pakete garantiert geroutet werden. Somit ist auch keines dieser Zwischen-
systeme dafu¨r geeignet, als Transportgateway zu operieren. Der indirekte Transportansatz
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kann daher zusammen mit der Variante von Mobile IP, die den Colocated-Modus nutzt, nicht
realisiert werden. Im Rahmen dieser Arbeit wird deshalb von der Existenz eines Foreign Agent
in den vom mobilen System besuchten Subnetzen ausgegangen.
Wird Mobile IP im Foreign-Agent-Modus eingesetzt, so kann das Transportgateway auf
dem Foreign Agent implementiert werden. Auf Grund der geographischen Na¨he des Foreign
Agents zum aktuellen Aufenthaltsort des mobilen Systems ist eine kurze Round-Trip-Time
der Verbindung zwischen dem Transportgateway und dem mobilen System sichergestellt. Dar-
u¨ber hinaus sorgt Mobile IP dafu¨r, daß sowohl an das mobile System adressierte Pakete als
auch von ihm gesendete Pakete immer u¨ber den Foreign Agent und das dort realisierte Trans-
portgateway geroutet werden. Fu¨r die Mobile IP Variante mit Foreign Agent werden die fu¨r
die Erfu¨llung der am Anfang des Kapitels aufgefu¨hrten vier Anforderungen notwendigen Er-
weiterungen und Modifikationen im folgenden Unterkapitel beschrieben.
4.5.2 Integration des Fast-Forwarding-Konzeptes
Hinsichtlich der Migrationsunterstu¨tzung ko¨nnen 3 Phasen unterschieden werden, die im fol-
genden jeweils an Abbildungen erla¨utert werden. Durchgezogene Linien stellen die Kommuni-
kation zum mobilen System dar, gepunktete Linien die Kommunikation vom mobilen System
zum jeweiligen Festnetzrechner. Die Tunnel zwischen dem Home Agent und dem jeweiligen
Foreign Agent sind grau dargestellt. Sowohl fu¨r die normalen als auch fu¨r die getunnelten IP-
Pakete sind Quell- und Zieladresse dieser Pakete in die Abbildungen mit aufgenommen. Der
Festnetzrechner als Kommunikationspartner des mobilen Systems ist nicht in die Abbildungen
mit aufgenommen, da er fu¨r die Beschreibung der Vorga¨nge keine Rolle spielt.
Abb. 4.20 zeigt die initiale Situation, bei der das mobile System noch nicht in ein an-
deres Subnetz gewechselt ist. Fu¨r das mobile System bestimmte Pakete werden zum Ho-
me Agent u¨bertragen und von dort durch den Tunnel zum Foreign Agent gesendet. Die
F-Transportinstanz und die M-Transportinstanz u¨bernehmen die jeweilige Transportproto-
kollverarbeitung auf dem Transportgateway. Abgesehen von der Implementierung der beiden
Transportinstanzen unterscheidet sich dieses Szenario nicht von einer standardma¨ßigen An-



























Abbildung 4.20: Phase 1 der Migration
Abb. 4.21 zeigt das Szenario, nachdem das mobile System in ein anderes Subnetz gewech-
selt ist. Nach dem Subnetzwechsel registriert sich das mobile System bei dem neuen Foreign
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Agent. Dieser leitet allerdings die Registrierung nicht wie standardma¨ßig in RFC 2002 spezifi-
ziert an den Home Agent weiter. Stattdessen verwendet er das in Kapitel 4.5.2.1 im Detail be-
schriebene Fast-Forwarding-Protokoll, um zwischen dem alten und dem neuen Foreign Agent
einen bidirektionalen Fast-Forwarding-Tunnel aufzubauen. Nachdem der Tunnel aufgebaut
ist, wird eine erneute Registrierung des alten Foreign Agent beim Home Agent vorgenommen.
Sie dient dazu, die Registrierung beim Home Agent aufzufrischen und zu verhindern, daß
wegen einer abgelaufenen Lebensdauer der Registrierung die Mobilita¨tsunterstu¨tzung fu¨r das
mobile System beendet wird. Fu¨r das mobile System bestimmte Pakete werden auch nach
dem Subnetzwechsel zum alten Foreign Agent und dem dort lokalisierten aktiven Transport-
gateway geroutet. Durch den Fast-Forwarding-Tunnel gelangen sowohl fu¨r das mobile System
bestimmte als auch von diesem gesendete Pakete zu der aktiven F-Transportinstanz bzw. M-
Transportinstanz auf dem aktiven Transportgateway. Daru¨ber hinaus ist sichergestellt, daß
diese Pakete auch den neuen Foreign Agent und das dort realisierte passive Transportgateway
passieren. Im Fall der impliziten Migration werden die zu der M-Transportinstanz geho¨renden
Pakete als Kopie an die M-Transportinstanz des passiven Transportgateways u¨bergeben, so








































Abbildung 4.21: Phase 2 der Migration
Wa¨hrend das alte Transportgateway weiterhin aktiv ist und die Daten bereits u¨ber den
neuen Foreign Agent an das mobile System ausgeliefert werden, ko¨nnen parallel die Puf-
ferinhalte zum passiven Transportgateway migriert werden. Hierzu werden die in Abschnitt
4.4.2 beschriebenen Migrationsstrategien eingesetzt. Sobald auf dem aktiven und dem passiven
Transportgateway identische Kopien aller Pufferinhalte verfu¨gbar sind, werden die Transport-
verbindungen eingefroren, die Protokollkontrollblo¨cke u¨bertragen, das aktive Transportgate-
way deaktiviert und das passive Transportgateway aktiviert.
In Abb. 4.22 ist die Situation dargestellt, nachdem das Transportgateway auf dem neuen
Foreign Agent aktiviert wurde. Daru¨ber hinaus hat sich der neue Foreign Agent direkt beim
Home Agent registriert. Als unmittelbare Folge davon wird der Tunnel zwischen dem Home
Agent und dem alten Foreign Agent abgebaut und der Tunnel zwischen dem Home Agent
und dem neuen Foreign Agent aufgebaut. Pakete, die noch im Transit zum alten Foreign
Agent sind, werden, ohne daß sie – von den inzwischen deaktivierten – Transportinstanzen
bearbeitet werden, durch den Fast-Forwarding-Tunnel an den neuen Foreign Agent gesendet
und dort in der F-Transportinstanz verarbeitet.







































Abbildung 4.22: Phase 3 der Migration
Erreichen Pakete den Foreign Agent u¨ber den direkten Tunnel zwischen Home Agent und
neuen Foreign Agent schneller als u¨ber den Fast-Forwarding-Tunnel, ergeben sich Reihenfol-
gevertauschungen. Das in der F-Transportinstanz realisierte Transportprotokoll TCP sendet
in diesem Fall fu¨r die nicht reihenfolgetreu empfangenen Nutzdatenpakete Besta¨tigungs-Du-
plikate an den Festnetzrechner. Eine Lastreduktion gema¨ß der Fast-Recovery-Strategie von
TCP (siehe Kapitel 2.3.1.3) seitens des Festnetzrechners ist in diesem Fall die Folge. Um die
Reihenfolgevertauschung und die Lastreduktion zu vermeiden, kann die in den Unterkapi-
teln 4.3.1 und 4.3.2.1 beschriebene Steuerung der Zwischenpufferung dahingehend modifiziert
werden, daß sie, nachdem die direkte Registrierung des neuen Foreign Agents beim Home
Agent veranlaßt wurde, TCP-Pakete indirekter Transportverbindungen analysiert und ggf.
zwischenpuffert. Nachdem die Pakete u¨ber den Fast-Forwarding-Tunnel empfangen wurden,
werden diese zwischengepufferten Pakete weitergeleitet. TCP registriert in diesem Fall keine
Reihenfolgevertauschungen.
4.5.2.1 Fast-Forwarding-Protokoll
Um den Fast-Forwarding-Tunnel zwischen dem alten und dem neuen Foreign Agent einzu-
richten, muß dies vom neuen an den alten Foreign Agent signalisiert werden. Abb. 4.23 zeigt
die beteiligten Systeme und die zwischen diesen Systemen ausgetauschten Nachrichten. Die
Registrierungsanforderung (Reg) und die Registrierungsantwort (Reply) werden wie auch bei
Mobile IP zwischen dem mobilen System und dem Home Agent ausgetauscht. Um das Fast
Forwarding umzusetzen, sind drei zusa¨tzliche, im Rahmen der vorliegenden Arbeit definierte
Nachrichten notwendig: ffNotify (Anforderung des Fast Forwardings),ffAck (Besta¨tigung bzgl.
des erfolgreichen Einrichtens des Fast Forwardings) und ffNack (Information bzgl. des Ab-
lehnens des Fast Forwardings). Diese drei Nachrichten werden in sogenannten Fast-Forward-
Notify-Paketen kodiert, deren Format in Anhang A.1.2.2 dargestellt ist.
Das mobile System meldet sich nach dem Subnetzwechsel beim neuen Foreign Agent an.
Die Registrierungsanforderung unterscheidet sich von der in Mobile IP spezifizierten Regi-
strierungsanforderung dahingehend, daß vom mobilen System zusa¨tzlich die IP-Adresse des

























Abbildung 4.23: Registrierung beim neuen Foreign Agent (mit Fast Forwarding)
letzten Foreign Agents mit angegeben wird. Diese IP-Adresse wird in der Alten-Foreign-Agent-
Erweiterung kodiert, die an die Mobile IP Registrierung angeha¨ngt wird und deren Format in
Anhang A.1.2.1 aufgefu¨hrt ist. Anhand dieser zusa¨tzlichen Adresse erkennt der neue Foreign
Agent den Wunsch des mobilen Systems nach Anbindung mittels der Fast-Forwarding-Stra-
tegie. In Abb. 4.23 wird die Registrierung mit angeha¨ngter Alter-Foreign-Agent-Erweiterung
mit RegAFE bezeichnet.
Kann der neue Foreign Agent das Forwarding unterstu¨tzen, sendet er eine Fast-Forward-
Notify-Nachricht (ffNotify) an den alten Foreign Agent und fordert diesen damit auf, das Fast
Forwarding fu¨r das jeweilige mobile System zu aktivieren. Stehen die fu¨r das Fast Forwarding
notwendigen Ressourcen beim alten Foreign Agent zur Verfu¨gung, wird die lokale Unterstu¨t-
zung des mobilen Systems beendet und der Fast-Forwarding-Tunnel zum neuen Foreign Agent
geo¨ffnet. Das mobile System ist nach Einrichtung des Fast-Forwarding-Tunnels wieder erreich-
bar. Mittels einer Fast-Forward-Acknowledge-Nachricht (ffAck) wird dem neuen Foreign Agent
die Einrichtung des Fast Forwardings beim alten Foreign Agent besta¨tigt.
Die Einrichtung des Fast-Forwarding-Tunnels ist allerdings nicht ausreichend fu¨r eine dau-
erhafte Anbindung des mobilen Systems. Empfangen das mobile System, der alte und der neue
Foreign Agent bzw. der Home Agent innerhalb der Lebensdauer einer Registrierung keine
vom Home Agent ausgesendeten Registrierungsantworten, wird die Mobilita¨tsunterstu¨tzung
fu¨r das zugeho¨rige mobile System eingestellt. Aus diesem Grund muß eine periodische Re-
registrierung auch im Falle der Verwendung des Fast-Forwarding-Konzeptes vorgenommen
werden. Nachdem der neue Foreign Agent die Fast-Forward-Acknowledge-Nachricht erhalten
hat, sendet er die Registrierungsanforderung (Reg) des mobilen Systems an den alten Foreign
Agent. Dieser wiederum leitet die Registrierung an den Home Agent weiter, der daraufhin den
den Ablauf der Registrierung u¨berwachenden Timer neu initialisiert. Die Registrierungsant-
wort (Reply) wird u¨ber den alten Foreign Agent und den neuen Foreign Agent zum mobilen
System geschickt, so daß alle drei Systeme ihre Timer neu initialisieren ko¨nnen. Somit kann
das Ablaufen der Timer und ein Beenden der Unterstu¨tzung fu¨r das mobile System verhindert
werden.
Kann der alte Foreign Agent das Fast Forwarding nicht unterstu¨tzen, ergibt sich die in
Abb. 4.24 dargestellte Situation. Nachdem der neue Foreign Agent vom alten Foreign Agent
126 KAPITEL 4. MOBILITA¨TSUNTERSTU¨TZUNG FU¨R INDIREKTE ANSA¨TZE
mittels einer Fast-Forward-Negative-Acknowledge-Nachricht (ffNack) daru¨ber informiert wur-
de, daß der alte Foreign Agent das Fast Forwarding nicht unterstu¨tzt, registriert sich der neue
Foreign Agent direkt beim Home Agent. Der neue Foreign Agent registriert sich auch dann
direkt bei Home Agent, falls er selbst kein Fast Forwarding bietet. Da in beiden Fa¨llen kein
Fast Forwarding mo¨glich ist, kann die Migration der Transportinstanzen nicht nebenla¨ufig























Neuer Foreign Agent unterstützt kein Fast Fowarding
Alter Foreign Agent unterstützt kein Fast Fowarding
RegAFE
ffNotify
Abbildung 4.24: Registrierung beim neuen Foreign Agent (Fast Forwarding abgelehnt)
Zustandsu¨bergangsdiagramm fu¨r den Foreign Agent
Fu¨r jedes unterstu¨tzte mobile System muß im Foreign Agent der aktuelle Zustand gespeichert
werden. Abb. 4.25 zeigt sowohl das Zustandsu¨bergangsdiagramm mit den verschiedenen Zu-
sta¨nden als auch die fu¨r die Zustandsu¨berga¨nge verantwortlichen Eingabeereignisse und die
Reaktionen in der Notation Ereignis; Reaktion.
Im Zustand
”
Init“ befindet sich der Automat, falls das mobile System aktuell nicht beim
Foreign Agent registriert ist. Der Zustand
”
Pending“ reflektiert, daß ein mobiles System der-
zeit nicht beim Foreign Agent registriert ist, eine Registrierungsanforderung empfangen und
an den Home Agent weitergeleitet wurde, aber noch keine Antwort vom Home Agent em-
pfangen wurde. Im Zustand
”
Confirmed“ hat der Foreign Agent eine Mobilita¨tsunterstu¨tzung
fu¨r das mobile System eingerichtet. An das mobile System adressierte IP-Pakete werden lokal
ausgeliefert. Im Zustand
”
Pending Rereg“ hat der Foreign Agent ebenfalls eine lokale Mobili-
ta¨tsunterstu¨tzung eingerichtet. Daru¨ber hinaus wartet er auf eine Registrierungsantwort vom
Home Agent fu¨r die periodisch gesendete Registrierungsanforderung. Die genannten Zusta¨nde
sind auch bei Mobile IP ohne Fast Forwarding vorhanden.
Bei Mobile IP mit Fast Forwarding werden zusa¨tzlich die grau unterlegten Zusta¨nde er-
forderlich. Im Zustand
”
Pending Notify“ befindet sich ein Foreign Agent, der beim alten,
vorherigen Foreign Agent das Fast Forwarding angefordert hat, aber noch keine Antwort
bezu¨glich des Erfolges dieser Anforderung erhalten hat. Im Zustand
”
Fast Forward“ ist der
Foreign Agent in die Mobilita¨tsunterstu¨tzung des mobilen Systems involviert. Er leitet an das
mobile System adressierte Pakete in den Fast-Forwarding-Tunnel weiter zum na¨chsten bzw.
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Abbildung 4.25: Zustandsu¨bergangsdiagramm des Foreign Agents
vorherigen Agent. Auch im Zustand
”
Fast Forwarding Pending Rereg“ werden Pakete in den
Tunnel weitergeleitet. Daru¨ber hinaus wartet der Foreign Agent in diesem Zustand auf eine
Registrierungsantwort fu¨r die periodisch gesendete Registrierungsanforderung.
Reg(ok), Reg(n.ok), Reply(Accept), Reply(Deny) und Timeout sind Ereignisse, die auch
ohne Fast Forwarding eintreten. Im Fall von Reg(ok) hat der Foreign Agent eine Registrie-
rungsanforderung empfangen und akzeptiert, im Fall von Reg(n.ok) empfangen und abgelehnt.
Reply(Accept) bzw. Reply(Deny) bedeuten den Empfang einer Registrierungsantwort mit ei-
ner akzeptierten bzw. abgelehnten Registrierung. Das Ereignis Timeout tritt bei Ablaufen
der Lebensdauer einer Registrierung ein. Die Bedeutung der durch den Empfang der jeweili-
gen Nachrichten bedingten Eingabeereignisse ffNotify, ffAck und ffNack ist bereits zu Beginn
dieses Unterkapitels beschrieben.
Bei der folgenden Beschreibung der Zustandsu¨berga¨nge liegt der Fokus auf den U¨berga¨n-
gen, die durch die Fast-Forwarding-Erweiterung fu¨r Mobile IP bedingt sind. Vorga¨nge, die in
gleicher Form auch bei Mobile IP ohne Fast Forwarding auftreten, werden nicht diskutiert.
Eine Beschreibung dieser Abla¨ufe ist in Kapitel 2.2 bzw. im Detail in [Per98a] zu finden.
Empfa¨ngt ein Foreign Agent eine Registrierungsanforderung mit Alter-Foreign-Agent-Er-
weiterung (RegAFE) und kann er diese Anforderung erfu¨llen, fordert er mittels einer ffNotify-
Nachricht beim alten Foreign Agent das Fast Forwarding an und wechselt in den Zustand
”
Pending Notify“. Von dort wechselt er in den Zustand
”
Pending“, sobald er vom alten For-
eign Agent eine ffAck- oder ffNAck-Nachricht erha¨lt. Im Falle der ffAck-Nachricht wurde der
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Fast-Forwarding-Tunnel eingerichtet. Die Registrierung wird daher zum alten Foreign Agent
weitergeleitet (siehe Abb. 4.23). Empfa¨ngt er eine ffNack-Nachricht, wird das Fast Forwarding
nicht unterstu¨tzt. Daher erfolgt eine direkte Registrierung beim Home Agent (siehe Abb. 4.24).
Geht eine ffNotify- oder ffAck- oder ffNack-Nachricht verloren, sendet das mobile System nach
einer gewissen Zeit erneut eine RegAFE-Nachricht. Der Foreign Agent bleibt in diesem Fall
im Zustand
”
Pending Notify“ und fordert mittels einer ffNotify-Nachricht erneut beim alten
Foreign Agent das Fast Forwarding an.
Ein direkter U¨bergang vom Zustand
”
Init“ in den Zustand
”
Pending“ erfolgt, falls eine Re-
gistrierungsanforderung (Reg) ohne Alte-Foreign-Agent-Erweiterung empfangen wird. Kann
der Foreign Agent das mobile System unterstu¨tzen, wird die Registrierung an den Home Agent
weitergeleitet. Aus dem Zustand
”
Pending“ wechselt der Foreign Agent in den Zustand
”
Con-
firmed“, sobald er mittels einer Reply(Accept)-Nachricht u¨ber den Erfolg einer Registrierung





Pending Rereg“ ist die lokale Mobilita¨tsunterstu¨tzung
von Mobile IP fu¨r das mobile System eingerichtet. Empfa¨ngt der Foreign Agent in einem die-
ser beiden Zusta¨nde eine ffNotify-Nachricht und kann er das Fast-Forwarding unterstu¨tzen,
richtet er den Fast-Forwarding-Tunnel ein und sendet eine ffAck-Nachricht an den Foreign
Agent, der das Fast Forwarding angefordert hat. Zusa¨tzlich erfolgt ein Wechsel in den Zu-
stand
”
Fast Forward“. Kann das Fast Forwarding nicht unterstu¨tzt werden, wird eine ffNack-
Nachricht gesendet und kein Zustandswechsel vorgenommen. Nach Empfang einer Registrie-
rungsanforderung, die der Foreign Agent erfu¨llen kann, wechselt der Foreign Agent aus dem
Zustand
”
Fast Forward“ in den Zustand
”
Fast Forwarding Pending Rereg“ und leitet die Re-
gistrierungsanforderung an den vorangehenden Agent weiter. Sobald die zugeho¨rige Reply-
Nachricht beim Foreign Agent eintrifft, erfolgt ein U¨bergang zuru¨ck in den Zustand
”
Fast
Forwarding“, und die Reply-Nachricht wird weitergeleitet.
4.5.2.2 Fast Forwarding und aufeinanderfolgende Subnetzwechsel
Wechselt ein mobiles System in ein anderes Subnetz nachdem das Forwarding zwischen dem
alten und dem neuen Foreign Agent aktiviert wurde, aber bevor der neue Foreign Agent sich
direkt beim Home Agent registriert hat, so stellt sich die Frage, zwischen welchen Foreign
Agents der Fast-Forwarding-Tunnel aufgebaut wird. Abb. 4.26 zeigt ein derartiges Szenario.
Das mobile System war beim 2.FA angemeldet und wechselt nun, bevor ein direkter Tunnel
zwischen Home Agent und 2.FA etabliert wird, zum 3.FA. Im dargestellten Szenario hat das
mobile System zwei Transportverbindungen geo¨ffnet und mit der Migration der zu diesen
Verbindungen geho¨rigen Statusinformation bereits begonnen. Die Transportinstanzen der er-
sten Verbindung wurden bereits zum Transportgateway auf dem 2.FA migriert, fu¨r die zweite
Verbindung fungiert hingegen der 1.FA noch als Transportgateway.
Im beschriebenen Szenario stellt sich die Frage, zwischen welchen Foreign Agents der Fast-
Forwarding-Tunnel nach dem Wechsel zum 3.FA eingerichtet wird. In Abb. 4.26 ist der Tunnel
zwischen dem letzten Foreign Agent, d.h. dem 2.FA, und dem 3.FA eingerichtet. Wird diese
Strategie verfolgt, so ko¨nnen sich im Fall mehrerer vorzeitiger Subnetzwechsel sogenannte
Fast-Forwarding-Tunnelketten und daru¨ber hinaus auch Schleifen in den Fast-Forwarding-
Tunnelketten bilden.
Wird hingegen wie in Abb. 4.27 dargestellt nach jedem Subnetzwechsel ein Fast-Forwar-





























Abbildung 4.27: Fast Forwarding: Variante mit direktem Tunnel
ding-Tunnel zwischen dem 1.FA und dem neuen – in diesem Falle 3.FA – eingerichtet, so sind
maximal zwei Foreign Agents involviert. Probleme hinsichtlich Fast-Forwarding-Tunnelketten
und Schleifen in diesen Ketten ko¨nnen sich somit in diesem Fall nicht ergeben.
Betrachtet man lediglich die Konnektivita¨t auf IP-Ebene, so erscheint der zweite Ansatz
auf Grund der geringeren Komplexita¨t als besser geeignet. Beru¨cksichtigt man allerdings, daß
auf den Foreign Agents Transportgateways realisiert sind, stellt sich die Situation anders dar.
Da die Transportinstanzen der ersten Verbindung bereits zum Transportgateway auf dem 2.FA
migriert und dort auch aktiviert wurden, muß sichergestellt sein, daß die Pakete weiterhin u¨ber
den zweiten Foreign Agent geroutet werden. Der in Abb. 4.27 dargestellte Ansatz kann dies
nicht sicherstellen. Das auf dem 2.FA realisierte Transportgateway ist abgekoppelt und kann
nicht mehr als Transportgateway fu¨r die erste Verbindung genutzt werden.
Bei allen weiteren Betrachtungen wird davon ausgegangen, daß bei jedem Subnetzwechsel
ein Fast-Forwarding-Tunnel zum vorherigen Foreign Agent aufgebaut wird. Das Problem sich
entwickelnder Fast-Forwarding-Tunnelketten und sich bildender Schleifen muß somit adres-
siert werden.
4.5.2.3 Fast-Forwarding-Tunnelkette
Fast-Forwarding-Tunnelketten ko¨nnen sich ausbilden, falls ein mobiles System mehrmals das
Subnetz wechselt und nach jedem Subnetzwechsel statt einer direkten Registrierung beim
Home Agent ein Fast-Forwarding-Tunnel zwischen dem alten und dem neuen Foreign Agent
eingerichtet wird. In den Datenfluß zwischen dem Home Agent und dem mobilen System sind
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in diesem Falle mehrere Foreign Agents involviert. Abb. 4.28 verdeutlicht die sich ergebende
Situation.





1.FA FFA FFAHA LFA
Abbildung 4.28: Fast-Forwarding-Tunnelkette
Der Foreign Agent, der die vom Home Agent in den Tunnel gesendeten Pakete empfa¨ngt
wird der 1.FA genannt. Unter einem lokalen Foreign Agent versteht man den Foreign Agent,
bei dem das mobile System direkt angemeldet ist, d.h der Foreign Agent, der die lokale
Unterstu¨tzung fu¨r das mobile System eingerichtet hat. Die zwischen dem ersten Foreign Agent
und dem lokalen Foreign Agent angesiedelten Foreign Agents werden als die Fast Forwarding
Agents (FFA) bezeichnet. Verla¨ngert sich im Zuge eines Subnetzwechsels die Fast-Forwarding-
Tunnelkette um einen Foreign Agent, so wird aus dem alten lokalen Foreign Agent ein Fast
Forwarding Agent. Der neue Foreign Agent u¨bernimmt die Rolle des lokalen Foreign Agent.
Da durch dieses Verfahren sichergestellt ist, daß alle vom mobilen System gesendeten bzw.
empfangenen Pakete u¨ber den 1.FA, die Fast Forwarding Agents und den lokalen Foreign
Agent gesendet werden, kann auf allen diesen Foreign Agents das Transportgateway realisiert
werden.
4.5.2.4 Fast-Forwarding-Schleifen
Fast-Forwarding-Schleifen entstehen, falls ein mobiles System in ein Subnetz wechselt, in dem
es zu einem fru¨heren Zeitpunkt bereits registriert war und daru¨ber hinaus der Foreign Agent
dieses Subnetzes in die Fast-Forwarding-Tunnelkette zum mobilen System involviert ist. Ein
Szenario mit einer Fast-Forwarding-Schleife ist in Abb. 4.29 dargestellt. Das mobile System
war nacheinander beim 2.FA, beim 3.FA und beim 4.FA registriert und wechselt anschließend
wieder zuru¨ck in das Subnetz des 2.FA. Nachdem das mobile System zum 2.FA gewechselt
ist, wird ein Fast-Forwarding-Tunnel zum 4.FA aufgebaut. Es bildet sich somit eine Schleife.
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Beim 2.FA kann zwar festgestellt werden, daß sich eine Schleife gebildet hat, sie kann
aber nicht sofort aufgelo¨st werden, da der 3.FA bzw. der 4.FA mo¨glicherweise fu¨r indirekte
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Transportverbindungen des mobilen Systems als Transportgateway fungieren. Im Falle einer
sofortigen Schleifenauflo¨sung wa¨ren die Transportgateways abgekoppelt. Wegen dieser Pro-
blematik wird, unabha¨ngig davon ob sich durch den Aufbau eines Fast-Forwarding-Tunnels
eine Schleife ergibt oder nicht, dieser Tunnel eingerichtet. Die Auflo¨sung einer Schleife kann
nur dann erfolgen, falls sichergestellt ist, daß kein Foreign Agent innerhalb der Schleife fu¨r
das mobile System als Transportgateway fungiert. Durch eine Migration kann ggf. ein Trans-
portgateway auf einen Foreign Agent außerhalb der Schleife verlagert werden. Verfahren zur
Schleifenerkennung und Schleifenauflo¨sung sind in Kapitel 4.5.2.5 beschrieben.
Im Falle sich bildender Schleifen muß dem Routing besondere Aufmerksamkeit gewidmet
werden. Im in Abb. 4.29 skizzierten Szenario passieren an das mobile System adressierte Pa-
kete zweimal den 2.FA. Pakete, die vom 1.FA zum 2.FA durch den Fast-Forwarding-Tunnel
gesendet werden, mu¨ssen durch einen weiteren Fast-Forwarding-Tunnel zum 3.FA u¨bertragen
werden. Pakete, die vom 4.FA zum 2.FA gesendet werden, mu¨ssen hingegen u¨ber das lokale
Subnetz zum mobilen System ausgeliefert werden. Im 2.FA kann somit fu¨r Pakete, die an das
mobile System adressiert sind, die Routingentscheidung nicht alleine auf Basis der Zieladresse
des IP-Pakets getroffen werden. Fu¨r die Routingentscheidung muß mit beru¨cksichtigt werden,
u¨ber welches Interface bzw. welchen Tunnel ein Paket vom 2.FA empfangen wurde. Unter-
stu¨tzung hierfu¨r ist beispielsweise in das Betriebssystem Linux bereits integriert. Unter der
Annahme, daß der Laptop im in Abb. 4.29 skizzierten Szenario die IP-Adresse 134.169.34.210
hat, zeigt Abb. 4.30 die Routingtabelle fu¨r den 2.FA. In Abha¨ngigkeit davon, u¨ber welches
Tunnel-Interface der 2.FA ein an den Laptop adressiertes Paket empfa¨ngt, sendet er es entwe-










Abbildung 4.30: Routingtabelle des 2.FA
Um das Routing durch die Fast-Forwarding-Tunnelkette zu realisieren, ist in jedem For-
eign Agent dieser Kette fu¨r ein mobiles System, zu dem die Pakete durch diese Kette geroutet
werden, mindestens ein Eintrag in der Routingtabelle erforderlich. Diese zusa¨tzlichen Tabel-
leneintra¨ge stellen aber kein signifikantes Problem dar, da sie nicht auf zentral im Internet
angesiedelten Routern, die ohnehin schon große Routingtabellen haben, erfolgen und daru¨ber
hinaus wegen der mo¨glichen Auflo¨sung von Fast-Forwarding-Ketten nicht von Dauer sind.
4.5.2.5 Schleifenerkennung
Bevor eine Schleife aufgelo¨st werden kann, muß zuna¨chst ihre Existenz festgestellt werden. In
diesem Kontext ist zu kla¨ren, welches System u¨berhaupt die Existenz einer Schleife erkennen
kann. Ein Foreign Agent, bei dem sich ein mobiles System neu anmeldet und gema¨ß des Fast-
Forwarding-Protokolls die Einrichtung eines Fast-Forwarding-Tunnels zwischen diesem For-
eign Agent und dem alten Foreign Agent anfordert, kann durch Analyse der Routingtabellen
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ermitteln, ob im Falle der Einrichtung dieses Tunnels eine Schleife entsteht. Ergibt die Ana-
lyse der Routingtabelle, daß fu¨r das mobile System bereits das Fast-Forwarding unterstu¨tzt
wird, so liegt eine Schleife vor. An das mobile System adressierte Pakete passieren den For-
eign Agent dann mehrfach. Allerdings kann dieser Foreign Agent nicht feststellen, ob Foreign
Agents innerhalb der Schleife fu¨r Verbindungen des mobilen Systems als Transportgateway
fungieren. Aus diesem Grunde kann er auch nicht die Auflo¨sung der Schleife veranlassen.
Im Rahmen der vorliegenden Arbeit wird der Ansatz verfolgt, sowohl die Schleifenerken-
nung als auch die Steuerung der Schleifenauflo¨sung auf dem mobilen System zu realisieren.
Um eine Schleife erkennen zu ko¨nnen, muß das mobile System Kenntnis haben, welche Foreign
Agents in die Fast-Forwarding-Tunnelkette involviert sind. Ist ein Foreign Agent mehrfach in
eine Tunnelkette involviert, so liegt eine Schleife vor. Daru¨ber hinaus muß das mobile Sy-
stem daru¨ber informiert sein, auf welchen Foreign Agents der Fast-Forwarding-Tunnelkette
Transportgateways realisiert sind. Diese Information ist notwendig, da andernfalls die Gefahr
besteht, daß nach einer Schleifenauflo¨sung das Transportgateway nicht mehr im Datenpfad
liegt.
Um das mobile System u¨ber die IP-Adressen der in die Tunnelkette involvierten Foreign
Agents und die IP-Adressen der Systeme, die als Transportgateway fungieren, zu informieren,
wird das Mobile IP Protokoll erweitert. Registrierungsanforderungen und Registrierungsant-
worten von Mobile IP werden entlang der Fast-Forwarding-Tunnelkette zwischen Home Agent
und dem mobilem System ausgetauscht und sind somit pra¨destiniert fu¨r die U¨bermittlung der
IP-Adressen der in die Tunnelkette involvierten Foreign Agents zum mobilen System. Hierzu
wird eine neue Mobile IP Extension, die sogenannte Schleifenerkennungs-Erweiterung (siehe
Anhang A.1.2.3) eingefu¨hrt. An die vom Home Agent zum mobilen System gesendete Regi-
strierungsantwort wird diese Schleifenerkennung-Erweiterung am Ende angefu¨gt. Passiert eine
Registrierungsantwort einen Foreign Agent, ha¨ngt dieser zusa¨tzlich eine Schleifenerkennungs-
Erweiterung an die Registrierungsantwort an. In diese tra¨gt er die IP-Adresse des Interfa-
ces, u¨ber das die Registrierungsantwort empfangen wurde, ein und vermerkt, ob der Foreign
Agent fu¨r dieses mobile System als Transportgateway operiert. Daru¨ber hinaus untersucht
der Foreign Agent, ob eine bereits in der Mobile IP Extension der Registrierungsantwort ko-
dierte IP-Adresse mit einer IP-Adresse eines Interfaces des Foreign Agents u¨bereinstimmt.
Wird eine U¨bereinstimmung festgestellt, passiert die Registrierungsantwort mindestens zum
zweiten Mal den Foreign Agent. Es liegt somit eine Schleife vor. Die Existenz der Schleife
wird ebenfalls in der Mobile IP Extension der Registrierungsantwort kodiert.
Empfa¨ngt das mobile System die Registrierungsantwort zuzu¨glich der Schleifenerkennungs-
Erweiterungen, kann es anhand der in den Erweiterungen kodierten Informationen ermitteln,
ob die Fast-Forwarding-Tunnelkette eine Schleife entha¨lt und welcher Foreign Agent mit wel-
chen Interfaces in die Schleife involviert ist. Liegt keine Schleife vor, sind keine weiteren
Maßnahmen zu ergreifen. Existiert eine Schleife, wird die im folgenden beschriebene Schlei-
fenauflo¨sung gestartet.
4.5.2.6 Schleifenauflo¨sung
Existiert eine Schleife, werden IP-Pakete des mobilen Systems durch eine unno¨tig lange Tun-
nelkette transportiert. Trotz dieser Ineffizienz werden an das mobile System adressierte bzw.
von ihm gesendete Pakete korrekt geroutet, d.h. die Netzwerkkonnektivita¨t des mobilen Sy-
stems bleibt trotz der Schleife erhalten.
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Abb. 4.31 zeigt die Migrationssteuerung, die im mobilen System fu¨r die Erkennung und
die Auflo¨sung einer Schleife verantwortlich ist. Von Mobile IP werden die Schleifenerkennungs-
Erweiterungen an die Migrationssteuerung u¨bergeben. Ergibt die Analyse dieser Daten, daß
keine Schleife vorliegt, sind keine weiteren Aktionen zu veranlassen. Liegt eine Schleife vor,
sind die weiteren Aktionen davon abha¨ngig, ob ein innerhalb der Schleife angesiedelter Foreign
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Abbildung 4.31: Migrationssteuerung im mobilen System
Kein Transportgateway in der Schleife realisiert
Ist innerhalb der Schleife kein Transportgateway angesiedelt, kann sofort eine Auflo¨sung der
Schleife veranlaßt werden. Eine Mobile IP Nachricht wird hierzu an den Foreign Agent ge-
sandt, bei dem die Schleife aufgelo¨st wird. In diesem Foreign Agent wird bei Empfang der
Nachricht fu¨r die Schleifenauflo¨sung die Routingtabelle modifiziert. Soll im in Abb. 4.29 skiz-
zierten Szenario eine Schleifenauflo¨sung beim 2.FA erfolgen, werden die beiden in Abb. 4.30
dargestellten Eintra¨ge aus der Routingtabelle gelo¨scht und ein neuer Eintrag hinzugefu¨gt.
Dieser neue Eintrag sorgt dafu¨r, daß an die Adresse 134.169.34.210 adressierte Pakete u¨ber
das wireless Interface gesendet werden, d.h. direkt an den Laptop ausgeliefert werden.
Da Mobile IP einen unzuverla¨ssigen U¨bertragungsdienst nutzt, ist nicht sichergestellt, daß
die die Schleifenauflo¨sung veranlassende Mobile IP Nachricht erfolgreich zum jeweiligen For-
eign Agent u¨bertragen wird. Im Falle eines Verlustes dieser Nachricht wird die Schleife nicht
aufgelo¨st. Von der Migrationssteuerung wird deshalb nach der na¨chsten von Mobile IP peri-
odisch durchgefu¨hrten Registrierung die Existenz dieser Schleife erneut festgestellt und dann
ihre Auflo¨sung wiederum durch eine Mobile IP Nachricht veranlaßt. Alternativ ist auch vor-
stellbar, nicht erst die na¨chste periodische Registrierung von Mobile IP abzuwarten, sondern
nach U¨bertragung der Mobile IP Nachricht fu¨r die Schleifenauflo¨sung eine erneute Mobile IP
Registrierungsnachricht zu senden. In diesem Falle erha¨lt das mobile System schneller ein
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Feedback, ob die Schleife erfolgreich aufgelo¨st wurde und kann ggf. eine erneute Schleifenauf-
lo¨sung veranlassen.
Transportgateway in der Schleife realisiert
Fungiert innerhalb der Schleife ein Foreign Agent als Transportgateway, muß zuna¨chst eine
Migration vorgenommen werden. Das mobile System kennt die Fast-Forwarding-Tunnelkette
und kann somit entscheiden, auf welchen Foreign Agent das Transportgateway migriert wer-
den soll. Es selbst ist nur insofern in die Migration involviert, daß es die Migration veranlaßt
und u¨ber das Ende informiert wird. Veranlaßt wird die Migration, indem an das Transportga-
teway-Management im alten Transportgateway die Aufforderung gesendet wird, eine Migra-
tion vorzunehmen. Das alte Transportgateway kann dieser Aufforderung entnehmen, welche
Transportinstanzen zu welchem neuen Transportgateway migriert werden sollen. Welche ein-
zelnen Schritte vom Transportgateway-Management fu¨r die Migration veranlaßt werden, ist
in Kapitel 4.3.3.4 beschrieben. Sobald das mobile System u¨ber den Abschluß der Migration
informiert ist, kann es die Auflo¨sung der Schleife veranlassen. Da nach der Migration kein
Transportgateway mehr in der Schleife realisiert ist, kann das zuvor beschriebene Verfahren
fu¨r die Schleifenauflo¨sung eingesetzt werden.
4.5.3 Mobiles System im Heimatsubnetz
Um den indirekten Transportansatz einsetzen zu ko¨nnen, mu¨ssen die Pakete auch dann u¨ber
das Transportgateway geroutet werden, falls das mobile System in seinem Heimatsubnetz an
das Internet angebunden ist. Es bietet sich in diesem Fall an, das Transportgateway auf dem
Home Agent zu realisieren. Allerdings muß zusa¨tzlich erzwungen werden, daß die Pakete des
mobilen Systems auch im Heimatsubnetz u¨ber den Home Agent geroutet werden. Erreicht
wird dies, indem abweichend von der Spezifikation von Mobile IP keine Deregistrierung im
Heimatsubnetz vorgenommen wird. Somit werden die Pakete nicht direkt zu dem im Heimat-
subnetz angesiedelten mobilen System geroutet, sondern u¨ber den Home Agent, der dann als
Transportgateway fungieren kann.
4.6 Zusammenfassung
Um die wegen der Mobilita¨t mobiler Endsysteme erforderlichen Migrationen von Transportin-
stanzen und die durch diese Migrationen bedingten Unterbrechungen zu vermeiden, wurde das
OMIT-Konzept entwickelt. OMIT umfaßt einen Eingriff in das Routing, damit trotz Subnetz-
wechseln eines mobilen Systems die Pakete u¨ber das alte Transportgateway geroutet werden
und somit keine Migration erforderlich wird. Daru¨ber hinaus ist die nebenla¨ufige Migrati-
on, die die durch die Migration bedingte Unterbrechung reduzieren kann, eine wesentliche
Komponente von OMIT.
Zentrale Idee des Eingriffs in das Routing ist es, die globale Mobilita¨tsunterstu¨tzung nicht
zu veranlassen, die Pakete ins neue Subnetz zu routen. Stattdessen wird das Routing in das alte
Subnetz beibehalten, und zusa¨tzlich ein sogenannter Forwarding-Tunnel zwischen dem alten
und den neuen Subnetz etabliert. Wie sich diese Strategie in Mobile IP integrieren la¨ßt und wie
sich ggf. bildende Ketten von Forwarding-Tunneln und Schleifen in diesen Ketten zu behandeln
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sind, ist im OMIT-Konzept mit beru¨cksichtigt. Wird das beschriebene Verfahren eingesetzt,
hat ein Subnetzwechsel eines mobilen Systems nicht mehr die Notwendigkeit einer Migration
zur Folge. Diese Entkopplung des Zeitpunktes des Subnetzwechsel von dem Zeitpunkt der
Migration erlaubt es, eine Migration – falls erwu¨nscht – zu einem frei wa¨hlbaren Zeitpunkt
vorzunehmen.
Ziel der nebenla¨ufigen Migration ist es, die durch eine Migration bedingten Unterbre-
chungszeiten zu reduzieren. Dies wird erreicht, indem die Kommunikation in der Transport-
schicht auch wa¨hrend der Migration der Pufferinhalte zugelassen wird. Spezielle Mechanismen
sind notwendig und werden vorgeschlagen, um sicherzustellen, daß die Migration ein identi-
sches Abbild der Statusinformation, d.h. der Pufferinhalte, liefert, obwohl sich die Status-
information bedingt durch die weiterhin aktive Transportkommunikation auch wa¨hrend der
Migration vera¨ndert.
OMIT stellt ein Rahmenwerk dar, daß es ermo¨glicht den indirekten Transportansatz auch
fu¨r mobile Systeme einzusetzen und trotzdem die durch die Migration bedingten Unterbre-
chungen nicht in Kauf nehmen zu mu¨ssen. Um diese Aufgabe zu erfu¨llen, mu¨ssen in einem
OMIT-Transportgateway Mobile IP, das Fast-Forwarding, der Migrationsagent, in dem unter
anderem das Verfahren der nebenla¨ufigen Migration realisiert ist, und die Copy Loop, die
fu¨r den Nutzdatenaustausch zwischen den beiden Transportinstanzen einer indirekten Ver-
bindung innerhalb eines Transportgateways verantwortlich ist, miteinander interagieren. Wie
diese Interaktion innerhalb eines OMIT-Transportgateways abla¨uft ist im vorliegenden Kapi-
tel ebenfalls behandelt.




Gegenstand des Kapitels ist die Untersuchung und Bewertung des OMIT-Konzeptes, d.h.
der Verfahren fu¨r schnelle Subnetzwechsel, des Fast-Forwarding-Konzeptes und des Konzep-
tes der nebenla¨ufigen Migration. Die Untersuchungen erfolgen teils an einer prototypischen
Implementierung und teils mittels Simulationen.
Da kurze Unterbrechungen nach Subnetzwechseln eine notwendige Voraussetzung sind,
um u¨berhaupt die in dieser Arbeit entwickelten Verfahren fu¨r die Migration sinnvoll einsetzen
zu ko¨nnen, wird in Kapitel 5.1 zuna¨chst untersucht, inwieweit sich kurze Unterbrechungen
erzielen lassen. Es werden sowohl die fu¨r die Realisierung schneller Subnetzwechsel am Pro-
tokollstack des Foreign Agents bzw. des mobilen Systems vorgenommenen A¨nderungen als
auch das den Messungen zu Grunde liegende Szenario und die Meßergebnisse beschrieben.
Die fu¨r die Bewertung der nebenla¨ufigen Migration prototypisch implementierten Komponen-
ten und die Vermessung dieser Implementierung wird in Kapitel 5.2 beschrieben. Zusa¨tzlich
durchgefu¨hrte simulative Untersuchungen sind Gegenstand der Betrachtungen in Kapitel 5.3.
In Kapitel 5.4 werden die Ergebnisse zusammengefaßt.
5.1 Evaluation der Konzepte fu¨r schnelle Subnetzwech-
sel
Die durch Subnetzwechsel bedingten Unterbrechungen lassen sich reduzieren, indem einerseits
fu¨r eine schnelle Erkennung der Notwendigkeit eines Subnetzwechsels gesorgt wird, anderer-
seits aber auch Optimierungen an Mobile IP vorgenommen werden. Sowohl das sogenannte
Schnelle Agent Discovery fu¨r eine schnelle Erkennung von Subnetzwechseln als auch die fu¨r
Mobile IP vorgeschlagene Fast-Forwarding-Erweiterung wurden prototypisch implementiert.
Fu¨r die Messungen wurde das im folgenden Kapitel beschriebene Testbed eingesetzt.
5.1.1 Testbed
Abb. 5.1 zeigt die Konfiguration, die den Untersuchungen der Verfahren zu Grunde liegt, die
fu¨r die Realisierung kurzer Unterbrechungszeiten nach Subnetzwechseln entwickelt wurden.
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Der Home Agent ist an ein 100 Mbit/sec Fast Ethernet angeschlossen, bei den beiden frem-
den Subnetzen handelt es sich um 10 Mbit/sec Ethernet Netze. Die Foreign Agents sind direkt
auf den Routern, die die Subnetze miteinander verbinden, realisiert. Die Funkanbindung des
mobilen Systems ist mittels eines drahtlosen WaveLAN Netzes [Wav97] mit 2 Mbit/sec reali-
siert. Bei dem verwendeten WaveLAN handelt es sich nicht um das zu IEEE 802.11 konforme
WaveLAN 802.11, sondern um die von Lucent Technologies vertriebene Vorga¨ngerversion,
die proprieta¨re Mechanismen fu¨r den Medienzugriff und die Kollisionsauflo¨sung einsetzt und
daru¨ber hinaus auch keine U¨bertragungswiederholungen auf der Schicht 2 realisiert. Automa-
tische Basisstationswechsel werden von WaveLAN im Prinzip unterstu¨tzt, allerdings umfaßten
die Linux Treiber diese Funktionalita¨t nicht. Die fu¨r automatische Basisstationswechsel not-
wendigen Modifikationen am Treiber wurden im Rahmen dieser Arbeit vorgenommen. Diese
Modifikationen und Details zum sogenannten Beaconing der WaveLAN Basisstationen sind
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Abbildung 5.1: Testumgebung
Die Messungen unterscheiden sich teilweise dahingehend, in welchem Abstand die Basissta-
tionen voneinander plaziert sind und hinsichtlich des Bewegungspfades des mobilen Systems.
Deshalb wird bei der Beschreibung der Meßergebnisse in den jeweiligen Kapiteln noch genauer
auf die Positionierung der Basisstationen eingegangen.
Fu¨r Untersuchungen von Weitverkehrsszenarien ko¨nnen Pakete in den Routern, die das
Heimatsubnetz mit den fremden Subnetzen verbinden, ku¨nstlich verzo¨gert werden. Diese Tech-
nik wird bei der Beschreibung der Messungen, die den Nutzen des Fast Forwardings verdeut-
lichen, detaillierter beschrieben.
5.1.2 Schnelles Agent Discovery
Um die Unterbrechungszeiten nach Subnetzwechseln eines mobilen Systems zu reduzieren, ist
es nicht ausreichend, sich darauf zu beschra¨nken, mittels des in Kapitel 4.5.2 beschriebenen
Fast Forwardings fu¨r die schnelle Etablierung der neuen Route zu sorgen. Um die hierfu¨r
erforderlichen Mechanismen u¨berhaupt in Mobile IP anstoßen zu ko¨nnen, muß zuvor der Sub-
netzwechsel erkannt werden.
In der Schicht 2 des mobilen Systems kann ein Basisstationswechsel erkannt werden. Da
ein Basisstationswechsel zugleich auch ein notwendiges Kriterium fu¨r einen Subnetzwechsel
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ist, ist es sinnvoll, einen Basisstationswechsel im mobilen System an Mobile IP zu signalisieren.
Mittels Agent Solicitation Nachrichten von Mobile IP (siehe Kapitel 2.2.3.1) kann das mobile
System dann ermitteln, ob nach dem Basisstationswechsel der gleiche Foreign Agent oder
ein anderer Foreign Agent die Mobilita¨tsunterstu¨tzung des mobilen Systems u¨bernimmt und
somit auch feststellen, ob das mobile System das Subnetz gewechselt hat. Erkennt das mobile
System auf diese Art einen Subnetzwechsel, so veranlaßt es mittels Mobile IP den Aufbau
eines Fast-Forwarding-Tunnels zwischen dem alten und dem aktuellen Subnetz, durch den fu¨r
das mobile System bestimmte Pakete an den aktuellen Aufenthaltsort geroutet werden.
Welche Informationen aus der Schicht 2 an Mobile IP signalisiert werden, ha¨ngt im De-
tail davon ab, wie Basisstationswechsel in dem drahtlosen Netz realisiert sind. Die folgenden
Ausfu¨hrungen beschreiben die Umsetzung in der prototypischen Implementierung, bei der die
Anbindung eines mobilen Systems mittels des drahtlosen lokalen Netzes WaveLAN [Wav97]
erfolgt.
5.1.2.1 Beacon-Auswertung in WaveLAN
Alle Basisstationen eines WaveLAN Infrastrukturnetzwerkes, zwischen denen ein mobiles Sy-
stem wechseln kann, nutzen den gleichen Frequenzbereich fu¨r die U¨bertragung. Ein mobiles
System, das von einer Basisstation zu einer anderen wechselt, muß somit nicht zu einer anderen
Empfangsfrequenz wechseln. Jeder Basisstation ist eine eindeutige Netzwerk-ID zugewiesen,
die in der Pra¨ambel eines jeden von einer Basisstation u¨bertragenen Pakets kodiert wird. In
von einem mobilen System gesendeten Paketen ist ebenfalls die Netzwerk-ID kodiert. Diese
Pakete werden von der Basisstation, die die gleiche Netzwerk-ID verwendet, nach Empfang
weiterverarbeitet. Andere Basisstationen, die eine andere Netzwerk-ID nutzen, verwerfen hin-
gegen dieses Paket. Mittels der Netzwerk-ID wird fu¨r jede Basisstation ein eigener logischer
Kanal eingerichtet.
In den WaveLAN-Karten eines mobilen Systems sind zwei verschiedene Operationsmodi
implementiert. Im sogenannten Single-Modus akzeptiert das mobile System nur Pakete mit
einer bestimmten Netzwerk-ID, d.h. von einer einzigen Basisstation, im sogenannten Multi-
Modus alle Pakete unabha¨ngig davon, von welcher Basisstation sie gesendet wurden.
Sogenannte Beacon Pakete, in denen ebenfalls die Netzwerk-ID kodiert ist, werden alle
100 ms von den Basisstationen ausgesendet. Anhand dieser Beacons kann das mobile System
die Signalqualita¨t zu der Basisstation, von der es diese Beacons empfangen hat, beurteilen.
Unterschreitet die Signalqualita¨t einen Grenzwert, so muß das mobile System versuchen, eine
besser geeignete Basisstation fu¨r die Kommunikation zu ermitteln. Da im Single-Modus Bea-
cons anderer Basisstationen nicht empfangen werden, ist dieser hierfu¨r nicht geeignet. Statt-
dessen wechselt das mobile System in den Multi-Modus und kann somit auch Beacons anderer
Basisstationen empfangen und durch Auswertung der Beacons bestimmen, welche Basisstati-
on bessere U¨bertragungsbedingungen bietet. Hat das mobile System eine solche Basisstation
ermittelt, so meldet es sich bei dieser Basisstation an und verwendet die Netzwerk-ID die-
ser Basisstation in den zu sendenden Paketen, d.h. es wechselt wieder in den Single-Modus.
Generell den Multi-Modus zu verwenden ist nicht praktikabel, da Paketduplikate empfangen
werden und der Empfang von Paketen, die von einer Basisstation gesendet wurden, bei der
das mobile System nicht angemeldet ist, unno¨tig Energie verbraucht.
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Realisierung automatischer Basisstationswechsel in Linux
In dem verwendeten Linux Treiber fu¨r WaveLAN des PCMCIA Pakets der Version 3.0.6
kann zwar manuell die vom mobilen System zu verwendende Netzwerk-ID – und somit die
Basisstation – festgelegt werden, ein automatischer Wechsel in Abha¨ngigkeit von der U¨bertra-
gungsqualita¨t ist hingegen nicht mo¨glich. Im Rahmen dieser Arbeit wurde die Unterstu¨tzung
automatischer Basisstationswechsel zusammen mit der Beacon-Auswertung in diesen Treiber
integriert.
Das Beaconing ist der Gruppe der WaveLAN Higher Protocols [Wav97] zuzuordnen. Diese
Protokolle nutzen fu¨r die U¨bertragung der Protokolldateneinheiten die IEEE 802.2 Logical
Link Control [Hal96] zusammen mit dem Subnetwork Access Protocol (SNAP) [Hal96]. Beide
sind bereits im Linux Kern verfu¨gbar und mußten somit nicht erst implementiert werden.
Um automatische Basisstationswechsel in Abha¨ngigkeit der gemessenen Signalqualita¨ten
der empfangenen Beacons zu ermo¨glichen, sind die folgenden A¨nderungen an dem WaveLAN
Treiber [PCM98] vorgenommen worden:
• Registrierung eines SNAP Clients
Die Funktion, die die Beacons verarbeitet, wird als SNAP Client registriert. Empfangene
Beacons werden vom Linux Kern an diese Funktion zur Bearbeitung u¨bergeben.
• Auswertung der Signalqualita¨t der empfangenen Beacons
Der Treiber ermittelt fu¨r die empfangenen Beacons die Signalqualita¨t und bestimmt aus
diesen Werten einen gleitenden Durchschnitt. Dieser ergibt sich als das arithmetische
Mittel aus den letzten gemessenen Werten. In Abha¨ngigkeit von diesem Durchschnitt
wird entschieden, ob ein Wechsel der Basisstation vorzunehmen ist.
• Zusa¨tzliche IOCTLs
Um im mobilen System Mobile IP u¨ber Basisstationswechsel informieren zu ko¨nnen, sind
zusa¨tzliche IOCTLs notwendig. Die IOCTLs sind fu¨r die Kommunikation zwischen dem
im Betriebssystemkern realisierten WaveLAN Treiber und dem im User Space imple-
mentierten Mobile IP erforderlich. Eine detailliertere Beschreibung der Interaktion des
Treibers mit Mobile IP erfolgt in Kapitel 5.1.2.2. Ein weiterer IOCTL ermo¨glicht es, die
Auswertung der Beacons und automatische Basisstationswechsel eines mobilen Systems
zu aktivieren bzw. zu deaktivieren.
Zusammen mit jedem empfangenen Paket stellt die WaveLAN-Hardware Werte zur Verfu¨-
gung, die das Signal-Rausch-Verha¨ltnis im Wertebereich [0-15] und die Signalsta¨rke im Wer-
tebereich [0-34] wiedergeben.
Bestimmung eines Wechselkriteriums
Fu¨r die Entscheidung, ob ein Basisstationswechsel vorzunehmen ist, ist ein geeignetes Kri-
terium erforderlich. Zuna¨chst wird betrachtet, ob sich das Signal-Rausch-Verha¨ltnis oder die
Signalsta¨rke besser als Wechselkriterium eignet. In einem weiteren Schritt werden geeignete
Grenzwerte ermittelt. Den im folgenden beschriebenen Messungen liegt die in Kapitel 5.1.1
beschriebene Netztopologie zu Grunde. Die Basisstationen sind in einem Bu¨rogeba¨ude mit
Stahlbetonwa¨nden ca. 29 Meter voneinander entfernt angeordnet. Daru¨ber hinaus befindet
sich Basisstation 1 im Erdgeschoß, wa¨hrend Basisstation 2 im Keller angeordnet ist.








Abbildung 5.2: Bewegungspfad des mobilen Systems
Abb. 5.2 zeigt die o¨rtlichen Gegebenheiten und den Pfad, auf dem das mobile System
zwischen Basisstation 1 und Basisstation 2 bewegt wird. Die maximale Anna¨herung an Ba-
sisstation 1 betra¨gt 2 Meter, die an die zweite Basisstation 5 Meter.
Um wa¨hrend der gesamten Messung die Signalsta¨rke nicht nur jeweils einer sondern beider
Basisstationen auswerten zu ko¨nnen, wurde der WaveLAN-Treiber dahingehend gea¨ndert, daß
auch im Single-Modus die Signalsta¨rke der Basisstationen, bei denen das mobile System nicht
angemeldet ist, ausgewertet werden ko¨nnen. Diese Strategie ist in der Praxis nicht einsetzbar,
ermo¨glicht aber einen Vergleich der Signalsta¨rken der Beacons beider Basisstationen.
Abb. 5.3 zeigt wie sich die Signalsta¨rke bzw. das Signal-Rausch-Verha¨ltnis der empfangenen
Beacons vera¨ndert, wenn sich das mobile System von Basisstation 1 kommend bis auf 5 Meter
an Basisstation 2 anna¨hert (t = 45 sec) und dann wieder zuru¨ck zu Basisstation 1 bewegt.
Ein Gla¨ttung der Kurven wird erreicht, indem fu¨r das Signal-Rausch-Verha¨ltnis der gleitende
Mittelwert aus den letzten 5 Meßwerten und fu¨r die Signalsta¨rke der Mittelwert aus den letzten
7 Meßwerten aufgetragen wird. Anhand von in den Beacons kodierten Sequenznummern kann
der Verlust von Beacons erkannt werden. Nicht empfangene Beacons gehen mit dem Wert 0
fu¨r das Signal-Rausch-Verha¨ltnis in die Mittelwertbildung ein.
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Abbildung 5.3: Signal-Rausch-Verha¨ltnis und Signalsta¨rke empfangener Beacons
Die Betrachtung der Signalsta¨rken, die anhand der von Basisstation 1 bzw. Basisstation 2
142 KAPITEL 5. IMPLEMENTIERUNG UND LEISTUNGSBEWERTUNG
ausgesendeten Beacons bestimmt werden, zeigt, daß es sinnvoll ist, im Zeitintervall [20, 30]
den Wechsel zu Basisstation 2 vorzunehmen. Der Vergleich der Signalsta¨rke der Beacons
von Basisstation 1 und Basisstation 2 ist aber normalerweise, d.h. ohne die in der Praxis
nicht einsetzbaren, fu¨r diese Messungen am WaveLAN Treiber vorgenommenen A¨nderungen
nicht mo¨glich, da wegen des Single-Modus nur Beacons der Basisstation 1 empfangen werden
ko¨nnen. Es stellt sich somit die Frage, wie alleine durch Auswertung der von Basisstation 1
empfangenen Beacons der Zeitpunkt fu¨r einen Basisstationswechsel bestimmt werden kann.
Da der gleitende Durchschnitt der Signalsta¨rken der von Basisstation 1 empfangenen
Beacons im Zeitraum [20, 30] nicht signifikant einbricht, ist er nicht als Kriterium fu¨r die
Notwendigkeit eines Basisstationswechsels einsetzbar. Der gleitende Durchschnitt des Signal-
Rausch-Verha¨ltnisses hingegen bleibt bis zum Zeitpunkt t = 22 nahezu konstant auf dem
Maximalwert 15 und bricht dann deutlich ein. Das Signal-Rausch-Verha¨ltnis kann somit als
Kriterium fu¨r die Notwendigkeit eines Basisstationswechsels verwendet werden.
Um automatische Basisstationswechsel zu realisieren, muß ein geeigneter Grenzwert fu¨r
den gleitenden Mittelwert des Signal-Rausch-Verha¨ltnisses festgelegt werden, bei dessen Un-
terschreiten dann ein Basisstationswechsel veranlaßt wird. Da weiterhin Oszillationen zwischen
zwei Basisstationen – wegen des Schwankens des Signal-Rausch-Verha¨ltnis um den Grenz-
wert – zu vermeiden sind, werden zwei Grenzwerte verwendet: Ein unterer Grenzwert, bei
dessen Unterschreiten das mobile System in den Multi-Modus wechselt und mit der Suche
nach einer neuen Basisstation beginnt, und ein oberer Grenzwert, bei dessen U¨berschreiten
das mobile System sich bei einer Basisstation anmeldet und wieder in den Single-Modus zu-
ru¨ckwechselt. Bei der Vermessung verschiedener Szenarien haben sich die Werte 10 bzw. 12
als geeignete Werte fu¨r den unteren bzw. oberen Grenzwert herauskristallisiert. Wie unter Be-
ru¨cksichtigung dieser beiden Grenzwerte der Wechsel des mobilen Systems von Basisstation 1
zu Basisstation 2 im Zeitraum [20, 30] erfolgt, wird im folgenden diskutiert.
Das Signal-Rausch-Verha¨ltnis ist nur fu¨r solche Beacons in Abb. 5.3 aufgetragen, die das
mobile System im Single-Modus bzw. Multi-Modus empfangen kann. Zusa¨tzlich kann der
Abbildung anhand der unterhalb des Schaubildes eingezeichneten Teilstrecken entnommen
werden, in welchen Zeitra¨umen das mobile System bei welcher Basisstation angemeldet war.
Wa¨hrend der schwarz dargestellten Zeitra¨ume war es bei Basisstation 1 angemeldet, wa¨hrend
grau eingezeichneter Zeitra¨ume bei Basisstation 2. Weiße Bereiche reflektieren Zeitphasen,
wa¨hrend der das mobile System im Multi-Modus war, d.h. Pakete von beiden Basisstationen
empfangen hat.
Abb. 5.4 zeigt im Detail wie sich das als Kriterium fu¨r einen Basisstationswechsel herange-
zogene Signal-Rausch-Verha¨ltnis im relevanten Zeitraum [21, 28] entwickelt. In Abb. 5.4a ist
ein dreimaliger Wechsel des mobilen Systems in den Multi-Modus zu erkennen, bevor es sich
zum Zeitpunkt t = 27.7 endgu¨ltig bei der Basisstation 2 anmeldet.
In Abb. 5.4b ist das Signal-Rausch-Verha¨ltnis der von Basisstation 1 bzw. Basisstation 2
empfangenen Beacons im Zeitraum [20.5, 22.5] dargestellt. Zum Zeitpunkt t = 21.55 un-
terschreitet das Signal-Rausch-Verha¨ltnis der von Basisstation 1 empfangenen Beacons den
Grenzwert 10. Das mobile System wechselt daraufhin in dem Multi-Modus und empfa¨ngt bis
zum Zeitpunkt t = 21.7 drei Beacons mit dem Signal-Rausch-Verha¨ltnis 15 von der Basis-
station 2. Da fu¨r nicht empfangene Beacons bei der Berechnung des gleitenden Mittelwerts
der Wert 0 eingesetzt wird, ergibt sich ein gleitender Mittelwert von 3, 6 bzw. 9. Bevor das
mobile System das na¨chste Beacon von Basisstation 2 empfa¨ngt, u¨berschreitet zum Zeitpunkt
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Abbildung 5.4: Detailausschnitte: Signal-Rausch-Verha¨ltnis
t = 27.75 der gleitende Mittelwert von Basisstation 1 den Grenzwert 12. Das mobile System
wechselt somit wieder in den Single-Modus zuru¨ck zu Basisstation 1 und empfa¨ngt keine wei-
teren Beacons von Basisstation 2. Es wird im betrachteten Zeitraum somit kein Wechsel zu
Basisstation 2 vollzogen. Analog ist die Situation im Zeitraum [26, 26.5]. Auch in diesem Zeit-
raum wechselt das mobile System in den Multi-Modus, kehrt aber danach ebenfalls in den
Single-Modus und zu Basisstation 1 zuru¨ck.
Abb. 5.4c zeigt die Situation, in der das mobile System erst in den Multi-Modus und an-
schließend in den Single-Modus zu der Basisstation 2 wechselt. Da zum Zeitpunkt t = 27.7 der
gleitende Mittelwert des Signal-Rausch-Verha¨ltnisses der von der Basisstation 2 empfangen
Beacons den Grenzwert 12 u¨berschreitet, wechselt das mobile System in den Single-Modus zu
Basisstation 2 und empfa¨ngt keine weiteren Beacons von der Basisstation 1.
In Abb. 5.4b und Abb. 5.4c sind zusa¨tzlich die Signale dargestellt, die an Mobile IP gesendet
werden. Auf sie wird im folgenden Abschnitt eingegangen.
5.1.2.2 Signalisierung aus dem WaveLAN-Treiber an Mobile IP
Mittels der beschriebenen Mechanismen kann der modifizierte WaveLAN-Treiber des mobilen
Systems bestimmen, wann ein Basisstationswechsel vorliegt. Der Treiber sendet daraufhin an
den Mobile IP Prozeß ein Unix-Signal, das Mobile IP daru¨ber informiert, daß vom Treiber
die Netzwerk-ID gea¨ndert wurde. Das Signal selbst informiert nicht daru¨ber, aus welchem
Grund das Signal gesendet wurde. U¨ber einen IOCTL, der im WaveLAN-Treiber zusa¨tzlich
implementiert ist, kann Mobile IP die Ursache fu¨r das Signal ermitteln. Folgende Ursachen
sind mo¨glich:
• MULTI-BS
Das mobile System ist in den Multi-Modus gewechselt, um Signalsta¨rken verschiedener
Basisstationen auswerten und die Entscheidung treffen zu ko¨nnen, ob ein Basisstations-
wechsel vorzunehmen ist.
• OLD-BS
Das WaveLAN System ist, nachdem es in den Multi-Modus gewechselt ist, zuru¨ck zu der
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Basisstation gewechselt, bei der es vor dem Wechsel in dem Multi-Modus angemeldet
war.
• NEW-BS
Das mobile System ist, nachdem WaveLAN in den Multi-Modus gewechselt ist, zu einer
anderen Basisstation gewechselt.
5.1.2.3 Verarbeitung der Signale in Mobile IP
Abb. 5.5 zeigt das Zustandsu¨bergangsdiagramm, das die Verarbeitung der Signale in Mobile IP
beschreibt. Da die hierfu¨r notwendigen A¨nderungen an Mobile IP nicht im direkten Zusam-
menhang mit den bereits in Kapitel 4.5.2 beschriebenen Fast-Forwarding-Erweiterungen von



















Signale aus der Schicht 2:
Abbildung 5.5: Verarbeitung der Signale in Mobile IP
Im Zustand
”
Confirmed“ befindet sich Mobile IP, falls das mobile System bei einem Foreign
Agent des Subnetzes registriert ist und daru¨ber hinaus WaveLAN im Single-Modus operiert.
Der Zustand
”
Pending“ reflektiert, daß WaveLAN im Multi-Modus betrieben wird. Seitens
Mobile IP werden in diesem Zustand noch keine nach einem Subnetzwechsel notwendigen
Aktionen veranlaßt. Im Zustand
”
Change Agent“ operiert WaveLAN im Single-Modus, und
Mobile IP ist u¨ber den Subnetzwechsel informiert. Mobile IP veranlaßt daraufhin in diesem
Zustand die nach einem Subnetzwechsel erforderlichen Aktionen. Der Subnetzwechsel ist aber
noch nicht abgeschlossen.
Der U¨bergang zwischen den drei mo¨glichen Zusta¨nden erfolgt in Abha¨ngigkeit davon,
welche der drei oben genannten mo¨glichen Ursachen fu¨r das an Mobile IP gesandte Signal
verantwortlich ist.
Wechselt WaveLAN auf dem mobilen System auf Grund einer Unterschreitung des unteren
Grenzwertes des Signal-Rausch-Verha¨ltnisses in den Multi-Modus, erfolgt ein U¨bergang aus
dem Zustand
”





le IP auf Grund des Multi-Modus von WaveLAN eventuell Agent Advertisements von Foreign
Agents aus verschiedenen Subnetzen. Da zu diesem Zeitpunkt nicht klar ist, ob WaveLAN
zu einer neuen Basisstation wechselt oder wieder im Single-Modus bei der alten Basisstati-
on betrieben wird, macht es keinen Sinn, bereits zu diesem Zeitpunkt einen Subnetzwechsel
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Pending“ wird verlassen, falls sich das mobile System wieder
bei der alten Basisstation registriert (Ereignis OLD-BS). Es erfolgt ein U¨bergang in den Zu-
stand
”
Confirmed“. Im Falle eines Wechsels zu einer neuen Basisstation (Ereignis NEW-BS)
wird von Mobile IP mittels einer Agent-Solicitation-Nachricht gepru¨ft, ob ein Subnetzwech-
sel vorliegt, und in den Zustand
”
Change Agent“ gewechselt. Liegt kein Subnetzwechsel vor,
erfolgt ein U¨bergang in den Zustand
”
Confirmed“, andernfalls wird die Registrierung des mo-
bilen Systems im neuen Subnetz veranlaßt und erst nach Abschluß der Registrierung in den
Zustand
”
Confirmed“ gewechselt. Signalisiert WaveLAN im Zustand
”
Change Agent“, in dem
Mobile IP eine Registrierung veranlaßt, aber noch nicht abgeschlossen hat, einen erneuten Ba-
sisstationswechsel, so bleibt Mobile IP im Zustand
”
Change Agent“ und nimmt eine erneute
Registrierung vor.
Es werden nicht nur automatische sondern auch manuelle Basisstationswechsel unterstu¨tzt.
Mittels manueller Wechsel lassen sich skriptgesteuert zu reproduzierbaren Zeitpunkten Basis-
stationswechsel vornehmen. Im Falle eines manuellen Basisstationswechsels erfolgt der Basis-
stationswechsel, ohne daß WaveLAN in einer Zwischenphase im Multi-Modus betrieben wird.
Die U¨berga¨nge aus dem Zustand
”
Confirmed“ nach Empfang eines OLD-BS bzw. NEW-BS
Signals reflektieren dies.
5.1.2.4 Zeitdauer bis zum Erkennen eines Subnetzwechsels
Wieviel Zeit zwischen einem Basisstationswechsel und dem Start der vom mobilen System ver-
anlaßten Registrierung beim Home Agent vergeht, ist in Tabelle 5.1 aufgefu¨hrt. Bei den in der
Tabelle aufgefu¨hrten Werten wird davon ausgegangen, daß die erforderlichen Agent Solicita-
tion bzw. Agent Advertisement Nachrichten beim ersten Sendeversuch erfolgreich u¨bertragen
werden.




Minimal 0 ms 5 ms
Maximal 1000 ms 50 ms
Durchschnitt 500 ms ca. 25 ms
Tabelle 5.1: Verzo¨gerung bis zum Erkennen eines Subnetzwechsels
Bei der Variante ohne Schicht 2 Unterstu¨tzung kann das mobile System lediglich anhand
der periodisch alle 1000 ms vom Mobility Agent ausgesendeten Agent Advertisements einen
Subnetzwechsel erkennen. Bestenfalls empfa¨ngt es unmittelbar nach einem Basisstationswech-
sel das Advertisement und kann dann sofort den Subnetzwechsel erkennen. Schlimmstenfalls
vergehen 1000 ms bis zum na¨chsten empfangenen Advertisement und deshalb auch 1000 ms,
bis der Subnetzwechsel festgestellt wird.
In der Variante mit Schicht 2 Unterstu¨tzung wird sofort nach dem Basisstationswechsel
ermittelt, ob ein Subnetzwechsel stattgefunden hat. Sobald das vom Foreign Agent nach Emp-
fang der Agent Solicitation gesendete Agent Advertisement vom mobilen System empfangen
wird, hat dieses Kenntnis, ob ein Subnetzwechsel stattgefunden hat. Die fu¨r diese beiden
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Pakete erforderliche U¨bertragungsdauer bestimmt die Zeitdauer bis zum Erkennen eines Sub-
netzwechsels. Die Vermessung der prototypischen Implementierung [Die98] ergab – abha¨ngig
vom Hintergrundverkehr – Zeitdauern zwischen 5 ms und 50 ms.
Wird das Agent Advertisement beim ersten U¨bertragungsversuch nicht erfolgreich zum
mobilen System u¨bertragen, so vergehen bei der Variante ohne Schicht 2 Unterstu¨tzung wei-
tere 1000 ms bis das na¨chste Advertisement u¨bertragen wird und dann ggf. der Subnetzwechsel
erkannt werden kann. Bei der Variante mit Schicht 2 Unterstu¨tzung, d.h. mit Signalisierung an
Mobile IP, kann das mobile System den vermeintlichen Verlust eines Agent Advertisements
erkennen und unter der Kontrolle eines Timers sofort mittels eines Agent Solicitations er-
neut anfordern. Es ist somit robuster gegen Paketverluste. Subnetzwechsel ko¨nnen deutlich
schneller als bei der Variante ohne Schicht 2 Unterstu¨tzung festgestellt werden.
5.1.3 Fast Forwarding
Die im letzten Kapitel beschriebenen Messungen belegen, daß mittels des Schnellen Agent
Discoverys zusammen mit der Signalisierung aus der Schicht 2 unmittelbar nach einem Ba-
sisstationswechsel ein Subnetzwechsel erkannt und daraufhin die Registrierung beim Home
Agent veranlaßt werden kann. Inwieweit auch das Fast Forwarding zu einer Reduktion der
Unterbrechungszeiten beitragen kann, ist Gegenstand der im folgenden beschriebenen Unter-
suchungen.
5.1.3.1 Modifikationen an der Mobile IP Implementierung
Die Implementierung des Fast-Forwarding-Konzeptes erfolgte im Rahmen einer Diplomarbeit
[Die98], die sich u¨ber das Fast-Forwarding-Konzept hinausgehend mit Aspekten der Ressour-
cenreservierung fu¨r mobile Systeme bescha¨ftigte. Das Fast-Forwarding-Konzept wurde in die
an der State University of New York, Binghamton, entstandene Mobile IP Implementierung
[GD96] fu¨r das Betriebssystem Linux integriert.
A¨nderungen am mobilen System
Das mobile System u¨bergibt in der Registrierungsanforderung zusa¨tzlich die IP-Adresse des
alten Foreign Agents an den neuen Foreign Agent. Hierzu wird die im Anhang in Abschnitt A.1
beschriebene alte-Foreign-Agent-Erweiterung an eine Registrierungsanforderung an Mobile IP
angeha¨ngt.
A¨nderungen am Foreign Agent
Die Implementierung des Foreign Agents wurde dahingehend gea¨ndert, daß sie das in Ka-
pitel 4.5.2.1 mittels eines Zustandsu¨bergangsdiagramms beschriebene Verhalten reflektiert.
Daru¨ber hinaus wurde die Protokollverarbeitung fu¨r die in Anhang A.1 beschriebenen Nach-
richten des Fast-Forwarding-Protokolls, das zwischen Foreign Agents operiert, integriert.
5.1.3.2 Einfluß des Fast Forwardings auf UDP-Stro¨me
Den in diesem Abschnitt beschriebenen Messungen liegt ebenfalls das in Kapitel 5.1.1 vorge-
stellte Szenario zugrunde. Um auch Weitverkehrsszenarien nachbilden zu ko¨nnen – insbeson-
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dere la¨ngere Paketlaufzeiten zwischen dem Home Agent und dem mobilen System – wurden
die beiden Router, die die fremden Subnetze mit dem Heimatsubnetz verbinden, mit einer
Paketverzo¨gerung fu¨r zu routende IP-Pakete versehen.
Dies wurde im Kernel realisiert und ermo¨glicht eine optionale Verzo¨gerung von IP-Paketen
um eine einstellbare Zeitdauer. Es werden lediglich IP-Pakete verzo¨gert, deren Quelle oder
deren Ziel das Heimatsubnetz ist. Pakete, die von einem fremden Subnetz in das andere
fremde Subnetz u¨bertragen werden, erfahren keine Verzo¨gerung. Es wird somit ein Szenario
nachgebildet, bei dem zwei fremde Subnetze geographisch einander nahe liegen, aber beide
Subnetze weit vom Heimatsubnetz des betrachteten mobilen Systems entfernt sind. Zwischen
Heimatsubnetz und fremdem Subnetz u¨bertragene Pakete werden jeweils um 100 ms verzo¨gert.
Somit ergibt sich fu¨r zwischen dem mobilen System und dem Heimatsubnetz u¨bertragene
Pakete eine minimale Paketumlaufzeit von 200 ms.
Um den Einfluß von U¨bertragungsfehlern und Paketverlusten der Funkstrecke auf die Meß-
ergebnisse zu minimieren, sind fu¨r diese Messungen die Basisstationen nicht wie in Abb. 5.2
dargestellt ca. 29 Meter voneinander entfernt plaziert, sondern zusammen mit dem mobi-
len System in ein und demselben Bu¨ro angeordnet. Es liegt aber weiterhin die in Abb. 5.1
skizzierte Netztopologie vor.
Auf Grund der ra¨umlichen Na¨he der beiden Basisstationen und des mobilen Systems sind
keine automatischen Basisstationswechsel seitens des mobilen Systems mo¨glich. Sie werden
stattdessen manuell durch gezielte Wahl der Netzwerk-ID der jeweiligen Basisstation auf dem
mobilen System nachgebildet. Diese Vorgehensweise bietet den Vorteil deterministisch repro-
duzierbarer Basisstationswechsel zu bestimmten Zeitpunkten.
Messungen
Eine auf dem Home Agent laufende Anwendung erzeugt einen 64 kbit/s Audio-Datenstrom.
Dieser Datenstrom wird in UDP-Paketen, die jeweils 160 Bytes Audio-Daten transportieren,
zum mobilen System u¨bertragen. Vom Sender wird alle 20 ms ein Audio-Datenpaket an das
Netzwerk u¨bergeben. Im stationa¨ren Fall, d.h. falls das mobile System das Subnetz nicht
wechselt, empfa¨ngt es auch alle 20 ms ein Audio-Datenpaket. Besonderes Augenmerk bei den
folgenden Betrachtungen liegt auf den Zeitpunkten, zu denen das mobile System die Ba-
sisstation und im betrachteten Szenario somit auch das Subnetz wechselt. Es sind dies die
Zeitpunkte 12, 24, 35, 47 und 59.
Abb. 5.6a zeigt das Szenario ohne Fast Forwarding, Abb. 5.6b dasjenige mit Fast Forwar-
ding. Auf der x-Achse ist jeweils die Zeitdauer seit dem Start der Messung aufgetragen, auf
der y-Achse die Zeit, die seit dem Empfang des letzten Audio-Datenpakets vergangen ist.
Es ist deutlich zu erkennen, daß bei der Variante ohne Fast Forwarding nach Subnetzwech-
seln fu¨r ca. 200 ms bis 230 ms keine Audio-Datenpakete von dem mobilen System empfangen
werden ko¨nnen. Die Ursache liegt darin, daß der Home Agent erst dann an das mobile Sy-
steme adressierte Pakete in das neue Subnetz tunneln kann, sobald er durch eine Mobile IP
Registrierung von dem Subnetzwechsel erfahren hat. Auf Grund der Paketlaufzeit der Regi-
strierung zwischen dem mobilen System und dem Home Agent ergibt sich eine Verzo¨gerung
von 100 ms, weitere 100 ms vergehen, bis das erste in das neue Subnetz getunnelte Paket vom
mobilen System empfangen werden kann. Es ergibt sich somit beim Ansatz ohne Fast For-
warding minimal eine Unterbrechung des Datenstroms von der Dauer einer RTT, d.h. von
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Abbildung 5.6: Auswirkungen von Unterbrechungen auf einen UDP-Datenstrom
200 ms. Die wa¨hrend dieser Zeitdauer noch in das alte Subnetz ausgelieferten Audio-Daten-
pakete werden nicht zum mobilen System ausgeliefert, sondern von diesem als Paketverluste
registriert.
In Abb. 5.6b sind hingegen keine nennenswerten Unterbrechungen im Datenstrom zu be-
obachten. Fu¨r die Wiederherstellung der Netzwerkanbindung des mobilen Systems muß im
Falle des Fast Forwardings lediglich der neue Foreign Agent den alten Foreign Agent u¨ber den
Subnetzwechsel des mobilen Systems informieren und dieser daraufhin den Fast-Forwarding-
Tunnel einrichten. Da die U¨bertragungszeit eines Pakets zwischen dem alten und dem neuen
Foreign Agent im Vergleich zur U¨bertragungszeit zum Home Agent deutlich ku¨rzer ist, ist
die Unterbrechungsdauer des Audio-Datenstroms und die Anzahl der Paketverluste ebenfalls
deutlich geringer.
Die in Abb. 5.6b erkennbaren Schwankungen der Paketzwischenankunftszeiten im Bereich
zwischen 20 ms und 30 ms ergibt sich durch den ku¨nstlich – fu¨r die Nachbildung eines Weitver-
kehrsszenarios – eingefu¨hrten Delay auf den Routern. Dieser ku¨nstliche Delay schwankt auf
Grund der minimalen Granularita¨t von 10 ms fu¨r Timer im Betriebssystem Linux [BBD+99]
um bis zu 10 ms. Dies fu¨hrt zu den zwischen 20 ms und 30 ms schwankenden Paketzwischenan-
kunftszeiten, obwohl eigentlich eine nahezu konstante Paketankunftszeit von 20 ms zu erwar-
ten wa¨re. Die sich aus der Granularita¨t von 10 ms fu¨r Timer im Betriebssystem Linux erge-
benden Schwankungen sind auch bei den in [Sch00] beschriebenen Messungen erwa¨hnt.
5.1.3.3 Einfluß des Fast Forwardings auf Ende-zu-Ende TCP-Verbindungen
Obwohl das Fast-Forwarding-Konzept in dieser Arbeit prima¨r im Kontext einer optimierten
Mobilita¨tsunterstu¨tzung fu¨r den indirekten Transportansatz entwickelt wurde, bietet es auch
Vorteile fu¨r Ende-zu-Ende TCP-Verbindungen. Im folgenden wird betrachtet, welche Auswir-
kungen die wesentlichen Merkmale des Fast-Forwarding-Konzeptes auf Ende-zu-Ende TCP-
Verbindungen haben. Es sind dies
• das gea¨nderte Routing u¨ber den alten Foreign Agent und
• die ku¨rzeren Unterbrechungen nach Subnetzwechseln.
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Da davon auszugehen ist, daß der alte Foreign Agent und der neue Foreign Agent nicht
weit voneinander entfernt sind, hat das Routing Home Agent → alter Foreign Agent →
neuer Foreign Agent (Mobile IP mit Fast Forwarding) keine signifikant la¨ngere Paketlaufzeit
als das Routing Home Agent → neuer Foreign Agent (Mobile IP ohne Fast Forwarding) zur
Folge. Das gea¨nderte Routing in Mobile IP mit Fast Forwarding hat aus diesem Grunde keine
wesentlichen Auswirkungen auf eine Ende-zu-Ende TCP-Verbindung.
Die im Fall von Mobile IP mit Fast Forwarding im Vergleich zu Mobile IP ohne Fast For-
warding ku¨rzeren Unterbrechungszeiten wirken sich positiv auf die TCP-Ende-zu-Ende Ver-
bindungen aus. Es ergibt sich bei Einsatz des Fast Forwardings eine geringere Anzahl von
































Abbildung 5.7: Auswirkungen von Unterbrechungen auf einen TCP-Datenstrom
Der Messung liegt das in Kapitel 5.1.3.2 beschriebene Szenario mit der in Abb. 5.1 dar-
gestellten Netztopologie zu Grunde. Sowohl der Sender als auch der Empfa¨nger verwenden
selektive Besta¨tigungen in der TCP-Instanz. Auf dem Home Agent erzeugt eine Anwendung
alle 10 ms Nutzdateneinheiten der Gro¨ße 1000 Bytes und u¨bergibt diese an TCP zur U¨ber-
tragung zum mobilen System. Ohne durch Subnetzwechsel bedingte Unterbrechungen steigt
die erfolgreich u¨bertragene Datenmenge linear mit der Zeit, da U¨bertragungsfehler wegen der
ra¨umlichen Na¨he der Basisstationen und des mobilen Systems zu vernachla¨ssigen sind.
Abb. 5.7 zeigt die Sequenznummernentwicklung fu¨r den Fall, daß alle 12 Sekunden ein
Subnetzwechsel stattfindet. Auf der x-Achse ist die seit dem Start der TCP-Verbindung ver-
gangene Zeit aufgetragen. Die y-Achse repra¨sentiert die Sequenznummern der vom mobilen
System empfangenen TCP-Pakete. Die Sequenznummer eines empfangenen Pakets wird durch
einen Punkt dargestellt. U¨bertragungswiederholungen sind durch ein Quadrat (Fast Forwar-
ding) bzw. ein Kreuz (kein Fast Forwarding) kenntlich gemacht.
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Kommt das Fast-Forwarding-Verfahren zum Einsatz, so ergibt sich im beschriebenen Sze-
nario nach 60 Sekunden ein um ca. 10 Prozent ho¨herer Durchsatz als beim Verzicht auf
das Fast Forwarding. Um das Verhalten von TCP nach einem Subnetzwechsel studieren zu
ko¨nnen, ist in Abb. 5.7 ein Detailausschnitt der Sequenznummernentwicklung wa¨hrend des
Zeitraumes [47, 50] dargestellt. Deutlich zu erkennen ist, daß die durch Ellipsen kenntlich
gemachte Dauer der durch Mobile IP bedingten Unterbrechung bei der Variante mit Fast For-
warding signifikant ku¨rzer ist als bei der Variante ohne Fast Forwarding. Es gehen 4 bzw. 21
TCP-Nutzdatenpakete wa¨hrend der Unterbrechung verloren.
Die notwendigen U¨bertragungswiederholungen ko¨nnen ebenfalls der Ausschnittvergro¨ße-
rung entnommen werden. Bei der Variante mit Fast Forwarding wird das erste Paket mit-
tels der Fast-Recovery-Strategie von TCP wiederholt. Nach der durch den Subnetzwechsel
bedingten Unterbrechung von ca. 20 ms, generiert die TCP-Instanz im Empfa¨nger Besta¨ti-
gungsduplikate, die nach 100 ms beim Sender eintreffen. Der Sender wiederholt daraufhin das
entsprechende Paket und reduziert das Lastkontrollfenster um den Faktor zwei. Nach weiteren
100 ms, d.h. 200 ms nach Ende der Unterbrechung, trifft das wiederholte Paket beim Empfa¨n-
ger ein. Das reduzierte Lastkontrollfenster kann dazu fu¨hren, daß fu¨r die selektive U¨bertra-
gungswiederholung von Paketen kein Kredit mehr verfu¨gbar ist. In diesem Falle wird genau
ein Paket pro Paketumlaufzeit wiederholt und somit die erneute U¨bertragung unno¨tig lange
verzo¨gert. Der dargestellte Sequenznummernverlauf zeigt allerdings deutlich, daß nach der er-
sten U¨bertragungswiederholung nicht wiederholte Datenpakete u¨bertragen wurden. Obwohl
der Sender eigentlich durch die selektiven Besta¨tigungen ha¨tte erkennen mu¨ssen, daß weitere
drei U¨bertragungswiederholungen notwendig sind, u¨bertra¨gt er andere Datenpakete. Dieses
Verhalten des Linux Kernels (Version 2.1.97), neue Pakete bevorzugt vor zu wiederholenden
Paketen zu u¨bertragen, erscheint fragwu¨rdig.
Die untere Kurve im Detailausschnitt zeigt den Sequenznummernverlauf, falls auf die Fast-
Forwarding-Strategie verzichtet wird. Die Unterbrechung von ca. 200 ms bewirkt, daß das er-
ste fehlende Datenpaket nicht mittels Fast Recovery wiederholt werden kann, sondern beim
Sender ein Timeout erfolgt. Als unmittelbare Folge davon setzt der Sender das Lastkontroll-
fenster auf 1. Wa¨hrend des nachfolgenden Slow Starts wird das Fenster exponentiell geo¨ffnet.
In Abb. 5.7 entha¨lt der erste Burst wiederholter Pakete ein Paket, der zweite zwei Pakete und
alle weiteren Bursts vier Pakete. Das Lastkontrollfenster wird im beschriebenen Szenario nicht
u¨ber die Gro¨ße vier hinaus geo¨ffnet, da ein Burst jeweils nur zwei neue Datenpakete und zwei
U¨bertragungswiederholungen entha¨lt.
Der wesentliche Nutzen des Fast-Forwarding-Konzeptes im Kontext von Ende-zu-Ende
TCP-Verbindungen ist, daß wegen der ku¨rzeren Unterbrechungen nach Subnetzwechsel U¨ber-
tragungswiederholungen mittels Fast Recovery erfolgen ko¨nnen und eine Reduktion des Last-
kontrollfensters auf den Wert 1 vermieden werden kann. Wird auf das Fast Forwarding ver-
zichtet, gehen wa¨hrend der la¨nger andauernden Unterbrechung alle Pakete verloren. Somit
kann der Empfa¨nger keine Besta¨tigungsduplikate generieren und keine Paketwiederholung
mittels Fast Retransmit veranlassen. Der Sender veranlaßt erst nach dem Timeout die U¨ber-
tragungswiederholung und reduziert daru¨ber hinaus das Lastkontrollfenster auf den Wert 1.
Insgesamt hat bei der Mobile IP Variante ohne Fast Forwarding der Subnetzwechsel fu¨r eine
Dauer von ca. 3 Sekunden eine negative Auswirkung auf die TCP-Verbindung. Negative Aus-
wirkungen auf TCP fu¨r eine Dauer von 4 Sekunden nach einem Subnetzwechsel mit Mobile IP
sind auch in [FS99] beschrieben. Eigene Messungen [FDZ99] haben negative Auswirkungen
in einem Zeitraum von 3 Sekunden ergeben.
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5.1.4 Zusammenfassung
Die Vermessungen des Schnellen Agent Discovery Verfahrens und des um das Fast Forwar-
ding erweiterten Mobile IP Protokolls zeigen, daß sich mit Hilfe dieser Verfahren die Unter-
brechungsdauern nach einem Subnetzwechsel eines mobilen Systems signifikant reduzieren
lassen. Kommen beide Verfahren zum Einsatz, so kann innerhalb von ca. 25 ms nach dem
Basisstationswechsel, der zugleich auch den Subnetzwechsel bedingt, die Konnektivita¨t auf
der Netzwerkschicht wiederhergestellt werden. Diese geringere Unterbrechungsdauer bedeutet
hierbei zugleich auch eine geringere Anzahl an verlorenen Paketen. Von den ku¨rzeren Unter-
brechungen profitieren sowohl UDP-Datenstro¨me als auch Ende-zu-Ende TCP-Datenstro¨me.
5.2 Evaluation der Migrationskonzepte am
Prototyp
Die in den vorangegangenen Abschnitten beschriebenen Messungen der prototypisch imple-
mentierten Konzepte belegen, daß mittels des Schnellen Agent Discoverys und des Fast For-
wardings die durch Mobile IP bedingten Unterbrechungszeiten nach Subnetzwechseln signifi-
kant reduziert werden ko¨nnen. Inwieweit allerdings der indirekte Transportansatz und hierbei
insbesondere die Migration der Transportinstanzen Unterbrechungen zur Folge hat und inwie-
weit die Verfahren des in dieser Arbeit entwickelten OMIT-Konzeptes, d.h. die nebenla¨ufige
Migration (Kapitel 4.2.3) und die implizite Migration (Kapitel 4.4.2), zur Reduzierung dieser
Unterbrechungsdauern geeignet sind, ist bisher nicht behandelt. Eine Beschreibung der an-
hand der Vermessung einer prototypischen Implementierung gewonnen Erkenntnisse erfolgt
in diesem Kapitel. Eine Bewertung der Konzepte mittels simulativer Untersuchungen wird in
Kapitel 5.3 vorgenommen. Die Vermessung der prototypischen Implementierung soll kla¨ren,
inwieweit
• die nebenla¨ufige Migration der Migration mit Einfrieren u¨berlegen ist,
• die implizite der expliziten Migration u¨berlegen ist,
• sich kurze, konstante Unterbrechungszeiten erzielen lassen und
• die nebenla¨ufige Migration die Dauer der Migration verla¨ngert.
5.2.1 Prototypische Implementierung
Gemeinsames Merkmal aller am Prototyp gemachten Untersuchungen ist die Realisierung der
Migration der Statusinformation zum neuen Transportgateway u¨ber eine TCP-Verbindung.
Da TCP einen zuverla¨ssigen U¨bertragungsdienst zur Verfu¨gung stellt, sind somit keine geson-
derten Mechanismen im Migrationsagenten erforderlich, um die fehlerfreie U¨bertragung der
Statusinformation zwischen den Transportgateways sicherzustellen.
Der Fokus der in diesem Kapitel beschriebenen Untersuchungen liegt auf der Bewertung
der Migrationskonzepte. Sowohl die Mobile IP Erweiterungen Fast Forwarding und Schnelles
Agent Discovery als auch die Mechanismen fu¨r automatische Basisstationswechsel sind im
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vorangegangenen Kapitel untersucht worden und sind deshalb hier nicht Gegenstand der Be-
trachtungen. Ortswechsel und Basisstationswechsel werden seitens des mobilen Systems nicht
vorgenommen. Stattdessen wird durch Eingriffe in das Routing gezielt dafu¨r gesorgt, daß
Pakete einer indirekten Transportverbindung jeweils u¨ber das aktuell als Transportgateway
operierende System geroutet werden und daru¨ber hinaus wa¨hrend der Phase der nebenla¨ufi-
gen Migration auch das passive Transportgateway passieren. Es erfolgt eine Nachbildung des
Routings, wie es auch in Mobile IP zusammen mit dem Fast-Forwarding-Konzept realisiert
ist. Die Unterbrechungsdauer nach Routena¨nderungen liegen mit ca. 10 ms in einer a¨hnlichen
zeitlichen Gro¨ßenordnung wie sie sich in Mobile IP, erweitert um das Schnelle Agent Discovery
Konzept und das Fast-Forwarding-Konzept, realisieren lassen.
Implementierte Komponenten
Um mit vertretbarem Aufwand eine Bewertung der entwickelten Konzepte vornehmen zu
ko¨nnen, wurde von einer Implementierung im Betriebssystemkern abgesehen. Die Implemen-
tierung erfolgt komplett im User-Space. Abb. 5.8 zeigt die Implementierungsarchitektur eines
Transportgateways. Entlang schwarzer Linien werden Nutzdaten transportiert. Graue Linien
sind im Kontext der Migration von Bedeutung. Entlang grauer, durchgezogener Linien wird
die zu migrierende Statusinformation transportiert, graue gestrichelte Linien repra¨sentieren
die Signalisierung. Auf die Funktion und die Interaktion der einzelnen Komponenten wird im
folgenden eingegangen. Eine detailliertere Beschreibung der Architektur und der Implemen-










Abbildung 5.8: Architektur des Transportgateway Prototyps
Da das Transportprotokoll TCP im Kern der fu¨r die prototypische Implementierung ein-
gesetzten Systeme realisiert ist, der im User-Space realisierte Migrationsagent aber Zugriff
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auf die Pufferinhalte und die Protokollkontrollblo¨cke der Transportinstanzen beno¨tigt, kann
nicht auf dieser Protokollimplementierung des Kerns aufgesetzt werden. Stattdessen sind in
der in Abb. 5.8 als Transportinstanz bezeichneten Komponente im User-Space die wesent-
lichen Mechanismen des Transportprotokolls TCP nachgebildet. Es sind dies timerbasierte
Go-Back-N U¨bertragungswiederholungen, kumulative Besta¨tigungen und die Flußkontrolle.
Sowohl die Mechanismen des Verbindungsaufbaus bzw. des Verbindungsabbaus als auch die
Lastkontrolle wurden nicht in den Prototyp mit aufgenommen. Vollastszenarien haben schnel-
le und ha¨ufige A¨nderungen der zu migrierenden Pufferinhalte zur Folge. Sie erschweren somit
die nebenla¨ufige Migration und sind deshalb besonders untersuchenswert. Da die Realisierung
von Lastkontrollmechanismen in der Transportinstanz langsamere A¨nderungen der Pufferin-
halte zur Folge ha¨tten, ist es fu¨r die Bewertung der Migrationskonzepte sinnvoll, auf ihre
Realisierung in den Transportinstanzen des Prototyps zu verzichten.
Aufgabe des Transport Dispatchers ist es, anhand der Adressen und Portnummern zu ent-
scheiden, an welche Transportinstanz ein Paket weiterzuleiten ist. In der Mobilita¨tsunterstu¨tz-
ung wird Mobile IP erweitert um das Fast Forwarding nachgebildet. Auf Basis der Adressen
und Portnummern wird bestimmt, an welche Komponente Pakete zur weiteren Bearbeitung
u¨bergeben werden. Pakete indirekter Transportverbindungen, fu¨r die das Zwischensystem als
aktives Transportgateway fungiert, werden an den Dispatcher geliefert. U¨bernimmt das Trans-
portgateway die Funktion eines passiven Transportgateways, so werden die Pakete an den
Migrationsagent u¨bergeben. Operiert das Zwischensystem nicht als Gateway, so erfolgt ein
Mobile IP-Forwarding, d.h. die Komponente Netzwerkzugriff u¨bernimmt die Weiterleitung
der Pakete.
Der Transport Controller ist fu¨r die Instantiierung der zu einer Transportverbindung geho¨-
renden Transportinstanzen verantwortlich. Daru¨ber hinaus beinhaltet er die Copy Loop, die
Pakete dem Sende- bzw. Empfangspuffer der einen Transportinstanz entnimmt und in den
Empfangs- bzw. Sendepuffer der anderen Instanz kopiert. Der Transport Controller wird vom
Migrationsagenten u¨ber die jeweilige, zu veranlassende Operation informiert.
Im Migrationsagent ist die Migrationssteuerung und der Buffer Controller realisiert. Der
Buffer Controller hat Zugriff auf die Sende- und Empfangspuffer der beiden Transportinstan-
zen und ist daru¨ber informiert, welche Puffer noch zu migrieren sind bzw. bereits migriert
wurden. Im Buffer Controller wird die Entscheidung getroffen, welcher Puffer – in Abha¨ngig-
keit von der verwendeten Migrationsstrategie – als na¨chstes zu migrieren ist. Die Migrations-
steuerung veranlaßt das Aktivieren und Einfrieren von Transportinstanzen, beauftragt den
Buffer Controller mit der Selektion des na¨chsten zu migrierenden Puffers und u¨bergibt die zu
migrierenden Daten an TCP zur U¨bertragung zum neuen Transportgateway.
Abb. 5.9 zeigt zusa¨tzlich zu den Komponenten der Systeme die den Messungen zu Grunde
liegende Netztopologie. Das mobile System, der Festnetzrechner, der Home Agent, Transport-
gateway 1 und Transportgateway 2 sind an ein 100 Mbit/sec Ethernet Segment angeschlossen.
Zusa¨tzlich sind die beiden Transportgateways u¨ber ATM verbunden. Die Delays zwischen
den dargestellten Rechnern liegen unterhalb von 1 ms. Die ATM-Strecke bietet den Vorteil
einstellbarer Datenraten. Alle zwischen den beiden Transportgateways u¨bertragenen Pakete
werden u¨ber diese ATM-Strecke gesendet. Im Gegensatz zu den in [BB95a] beschriebenen
Messungen, die von einer 10 Mbit/sec Ethernet Verbindung zwischen den Transportgateways
ausgehen, ko¨nnen durch die gezielte Wahl der Bandbreite der ATM-Strecke zwischen den
Transportgateways detailliertere Untersuchungen durchgefu¨hrt werden.
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100 Mbit/sec Ethernet







































Abbildung 5.9: Konfiguration fu¨r die Untersuchungen am Prototyp
Die unterhalb der gestrichelten Linie dargestellten Komponenten sind im Kern des Be-
triebssystems angesiedelt. Auf Grund der Restriktion, Kernel Programmierung zu vermeiden,
ko¨nnen sie zwar genutzt werden, aber keine Vera¨nderungen an ihnen vorgenommen werden.
Die dargestellte TCP-Instanz ist nicht zu verwechseln mit einer TCP-Instanz, die zu einer
indirekten Transportverbindung geho¨rt und durch die in diesem Kapitel untersuchten Me-
chanismen auf ein anderes Transportgateway migriert werden soll. Sie empfa¨ngt lediglich
vom Migrationsagenten die zu migrierende Statusinformation und u¨bergibt sie in dem neuen
Transportgateway an den dortigen Migrationsagenten.
U¨ber UDP werden die von den Transportinstanzen gesendeten Pakete u¨bertragen. Die
Mobilita¨tsunterstu¨tzung sorgt dafu¨r, daß vom Festnetzrechner bzw. vom mobilen System ge-
sendete Pakete zuna¨chst zum aktiven Transportgateway u¨bertragen werden. In Abb. 5.9 ist
zusa¨tzlich der Pfad der vom Festnetzrechner zum mobilen System gesendeten Pakete darge-
stellt. Sie passieren den Home Agent, werden im Transportgateway 1, das als aktives Gateway
und Foreign Agent fu¨r das mobile System fungiert, in den Transportinstanzen bearbeitet und
anschließend zum mobilen System gesendet. Vom mobilen System gesendete Pakete passie-
ren ebenfalls das aktive Transportgateway, werden von diesem aber direkt, d.h. nicht u¨ber
den Home Agent, zum Festnetzrechner weitergeleitet. Das Dreiecksrouting und die Weiterlei-
tung gema¨ß der Mobile IP Erweiterung Fast Forwarding sind in der Mobilita¨tsunterstu¨tzung
realisiert. Im Ausgangsszenario, d.h. vor der Migration, ist Transportgateway 2 nicht invol-
viert. Im Fall einer Migration wird die Statusinformation zwischen Transportgateway 1 und
Transportgateway 2 u¨bertragen. Anschließend wird das Transportgateway 2 aktiviert und das
Transportgateway 1 deaktiviert.
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5.2.2 Grundlegendes Szenario der Messungen
Bedingt durch technologische Randbedingungen ist die u¨ber der drahtlosen U¨bertragungs-
strecke verfu¨gbare U¨bertragungsrate geringer als die im drahtgebundenen Backbone. Bei der
Vermessung der prototypischen Implementierung wird dies mit beru¨cksichtigt und nachge-
bildet, indem die zwischen dem Festnetzrechner und dem Transportgateway operierenden
Transportverbindungen auf 100 KBytes/sec und die Transportverbindungen zwischen dem
Transportgateway und dem mobilen System auf 50 KBytes/sec beschra¨nkt werden. Dieser
Unterschied bezu¨glich der verfu¨gbaren Bandbreiten hat ggf. Warteschlangen im Transportga-
teway zur Folge.
Fu¨r Datenverkehr vom mobilen System zum Festnetzrechner bilden sich im Transportga-
teway keine bzw. allenfalls tempora¨r Warteschlangen. Sendet hingegen der Festnetzrechner
Daten an das mobile System, bilden sich im Transportgateway Warteschlangen auf Grund
der geringeren auf der Strecke zwischen Transportgateway und dem mobilen System ver-
fu¨gbaren Bandbreite. Der Empfangspuffer der Partnertransportinstanz des Festnetzrechners
und der Sendepuffer der Partnertransportinstanz des mobilen Systems bilden zusammen diese
Warteschlange. Es fu¨llt sich zuna¨chst im Transportgateway der Sendepuffer der Partnertrans-
portinstanz des mobilen Systems. Kann dieser keine weiteren Daten mehr aufnehmen, fu¨llt
sich im Transportgateway auch der Empfangspuffer der Partnertransportinstanz des Fest-
netzrechners. Da beide genannten Puffer der Transportinstanzen eine maximale Gro¨ße haben,
ergibt sich auch fu¨r die Warteschlangenla¨nge eine Oberschranke. Pufferu¨berla¨ufe werden von
der Flußkontrolle des Transportprotokolls verhindert.
Die Dauer einer Migration ha¨ngt von der zur Verfu¨gung stehenden Bandbreite und der
Menge der Statusinformation ab, die vom alten auf das neue Transportgateway migriert wer-
den muß. Diese Statusinformation umfaßt fu¨r jede der zwei zu migrierenden Transportinstan-
zen einen Empfangspuffer, einen Sendepuffer und einen Protokollkontrollblock. Die maximale
Gro¨ße jedes dieser Puffer betra¨gt 32 KBytes. Fu¨r den Protokollkontrollblock wird eine Gro¨-
ße von 400 Bytes angenommen. Insgesamt ergeben sich somit maximal 64.8 KBytes zu mi-
grierender Statusinformation. Da lediglich solche Szenarien, die gefu¨llte Puffer innerhalb der
Transportinstanzen zur Folge haben, fu¨r die Bewertung der Migrationskonzepte interessant
sind, ist in allen im folgenden untersuchten Szenarien der Sender auf dem Festnetzrechner
realisiert. Die Datenquelle auf dem Festnetzrechner liefert ausreichend Daten, um den Sende-
puffer der Transportinstanz sofort wieder zu fu¨llen, nachdem, bedingt durch eine eintreffende
Besta¨tigung, Platz verfu¨gbar geworden ist. Beim untersuchten Szenario handelt es sich um
ein Vollast-Szenario. Die Puffer der zu migrierenden Transportinstanzen sind zum Zeitpunkt
der Migration komplett gefu¨llt.
Die Realisierbarkeit von Subnetzwechseln ohne nennenswerte Unterbrechung der Kom-
munikation in der Netzwerkschicht wurde bereits mittels der Vermessung der prototypischen
Implementierung belegt. Kommt zusa¨tzlich zu diesen Verfahren der indirekte Transportansatz
zum Einsatz, so ergeben sich bedingt durch die Migration ggf. Unterbrechungen auf der Trans-
portebene. Die Dauer dieser Unterbrechungen ist Gegenstand der im folgenden beschriebenen
Untersuchungen.
Analog zu dem in Kapitel 5.1.3.2 diskutierten Szenario werden 5 Subnetzwechsel pro Mi-
nute, d.h. alle 12 Sekunden ein Subnetzwechsel, vorgenommen. Nach jedem Subnetzwechsel
erfolgt eine Migration der Transportinstanzen auf das neue Transportgateway. Als Migrations-
strategie kommt die in [BB95a] vorgeschlagene Migration mit Einfrieren zum Einsatz. Da von
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einer Puffergro¨ße von 32 KBytes und 400 Bytes großen Protokollkontrollblo¨cken ausgegangen
wird, sind bei jeder Migration 64.8 KBytes Statusinformation zum neuen Transportgateway
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Abbildung 5.10: Unterbrechungsdauer: Migration mit Einfrieren
Die Dauer der U¨bertragung der Statusinformation zwischen dem alten und dem neuen
Transportgateway hat direkten Einfluß auf die Dauer der Migration. Die U¨bertragungsdauer
wiederum ha¨ngt von der zur Verfu¨gung stehenden Bandbreite der die Transportgateways
verbindenden U¨bertragungsstrecke und dem Hintergrundverkehr auf dieser Strecke ab.
Fu¨r maximale U¨bertragungsraten von 2 MBit/sec, 5 Mbit/sec bzw. 50 MBit/sec der U¨ber-
tragungsstrecke zwischen den beiden Transportgateways des Prototyps zeigt Abb. 5.10 die
Paketzwischenankunftszeiten zwischen einzelnen vom mobilen System empfangenen Paketen
des Transportprotokolls. Hintergrundverkehr wird u¨ber diese Strecke nicht u¨bertragen. Aus
der Paketgro¨ße von 1 KByte und der U¨bertragungsrate von 50 KBytes/sec ergibt sich eine
Paketzwischenankunftszeit von 20 ms, die auch den Abbildungen entnommen werden kann.
Zu den Zeitpunkten 12, 24, 36, 48 und 60 erfolgt die Migration der Statusinformation zum
neuen Transportgateway.
In Tabelle 5.2 sind die gemessenen, bzw. den Graphen entnehmbaren Unterbrechungsdau-
ern und die rechnerisch fu¨r die U¨bertragung der Statusinformation erforderliche Zeit aufge-
fu¨hrt. Es handelt sich hierbei lediglich um eine U¨berschlagsrechnung, um die Korrektheit der
Meßergebnisse zu untermauern.
2 MBit/sec 5 MBit/sec 50 MBit/sec
Unterbrechungsdauer (Messung) [sec] 0.29 0.12 < 0.02
U¨bertragungsdauer (rechnerisch) [sec] 0.26 0.11 0.01
Tabelle 5.2: Gegenu¨berstellung: Meßergebnisse vs. U¨berschlagsrechnung
Die gemessenen Unterbrechungsdauern und die rechnerisch ermittelten Werte liegen in
einer a¨hnlichen Gro¨ßenordnung, d.h. die Korrektheit der Ergebnisse wird untermauert. Ab-
weichende Ergebnisse sind hingegen in [BB95a] publiziert. Im dort beschriebenen Szenario
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sind die beiden Transportgateways u¨ber ein 10 MBit/sec Ethernet verbunden. Als U¨bertra-
gungsdauer fu¨r die Migration der Statusinformation werden 790 ms fu¨r die 32 KBytes Sta-
tusinformation der ersten Transportinstanz und 410 ms fu¨r die 32 KBytes Statusinformation
der zweiten Transportinstanz angegeben. Als Ursache fu¨r die unterschiedlich lange Zeitdauer
wird der Slow Start von TCP angefu¨hrt. Da das alte und das neue Transportgateway an dem-
selben Ethernet Segment angeschlossen sind, sollte die Paketumlaufzeit zwischen den beiden
Transportgateways sehr gering sein. Warum trotz einer geringen Paketumlaufzeit der Slow
Start von TCP die U¨bertragung der 64 KBytes Statusinformation signifikant verzo¨gert, wird
von den Autoren nicht diskutiert. Die von den Autoren genannte U¨bertragungsdauer von
1200 ms u¨ber ein 10 MBit/sec Ethernet erscheint im Vergleich zu der durch eigene Messungen
ermittelten und U¨berschlagsrechnungen besta¨tigten U¨bertragungsdauer von 260 ms u¨ber eine
2 Mbit/sec Strecke fragwu¨rdig.
Die in Abb. 5.10c dargestellte Messung verdeutlicht, daß im Falle einer U¨bertragungsrate
von 50 MBit/sec zwischen den beiden Transportgateways die Migration ohne erkennbare Un-
terbrechungen realisiert werden kann. In der Praxis werden allerdings sehr viele Datenstro¨me
u¨ber derartig breitbandige U¨bertragungsstrecken u¨bertragen. Somit ist die fu¨r einen einzelnen
Datenstrom verfu¨gbare Bandbreite wesentlich geringer. Auch im Kontext der Migration von
Statusinformation kann nicht davon ausgegangen werden, daß die Statusinformation mit einer
Rate von mehreren 10 Mbit/sec zum neuen Transportgateway u¨bertragen werden kann.
Zielsetzung muß es also sein, auch im Falle geringerer fu¨r die Migration der Statusinforma-
tion verfu¨gbarer U¨bertragungsraten zwischen den Transportgateways die durch die Migration
der Transportinstanzen verursachten Unterbrechungszeiten zu reduzieren. Fu¨r alle weiteren
am Prototyp durchgefu¨hrten Untersuchungen wird von einer U¨bertragungsbandbreite von
2 Mbit/sec zwischen den beiden Transportgateways ausgegangen. Das im Rahmen dieser Ar-
beit entwickelte Konzept der nebenla¨ufigen Migration – in den Varianten explizite bzw.
implizite Migration – wird im folgenden hinsichtlich seiner Eignung bewertet, die durch die
Migration der Transportinstanzen bedingten Unterbrechungszeiten zu reduzieren.
5.2.3 Nebenla¨ufige explizite Migration vs. Migration mit Einfrie-
ren
Die Migrationsdauer ha¨ngt direkt von der Menge der zu migrierenden Statusinformation ab.
Diese wiederum ist durch den Fu¨llungsgrad der Sende- bzw. Empfangspuffer der zu migrie-
renden Transportinstanzen bestimmt. Wegen der Abha¨ngigkeit der Migrationsdauer vom Fu¨l-
lungsgrad der Puffer werden Meßreihen mit verschiedenen maximalen Puffergro¨ßen (zwischen
2 KBytes und 32 KBytes) der Transportinstanzen durchgefu¨hrt. Fu¨r jede der untersuchten
Puffergro¨ßen wurden 80 Meßla¨ufe durchgefu¨hrt und fu¨r die Migrationsdauer bzw. die Dauer
der Unterbrechung das arithmetische Mittel aus den einzelnen gemessenen Werten bestimmt.
Gestartet wurde die Migration jeweils unmittelbar nach dem Subnetzwechsel.
Fu¨r die Bewertung relevante Zeitpunkte sind der Zeitpunkt des Einfrierens der Transport-
instanzen auf dem alten Transportgateway und der Zeitpunkt des Aktivierens der Transport-
instanzen auf dem neuen Transportgateway. Beide Zeitpunkte werden relativ zum Zeitpunkt
des Starts der Migration bestimmt. Als Migrationsdauer wird die Zeitdauer vom Start der
Migration bis zum Aktivieren der Transportinstanzen auf dem neuen Transportgateway be-
zeichnet. Die Unterbrechungsdauer ist bestimmt durch die Zeit, die vom Deaktivieren des
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alten Transportgateways bis zum Aktivieren des neuen Transportgateways vergeht.
5.2.3.1 Migrationsdauer
Abb. 5.11 ko¨nnen die Migrationsdauern fu¨r die Migration mit Einfrieren und die nebenla¨ufige
Migration entnommen werden. Die nebenla¨ufige Migration erfolgt durch explizite U¨bertragung
der Puffer, d.h. es kommt die Variante explizite Migration zum Einsatz. Auf der x-Achse
ist die maximale Gro¨ße eines einzelnen Sende- bzw. Empfangspuffers aufgetragen. Da im
betrachteten Szenario ein Sendepuffer und ein Empfangspuffer zu migrieren sind, betra¨gt die
Menge der zum neuen Transportgateway zu u¨bertragenden Statusinformation das doppelte
des auf der x-Achse aufgetragenen Wertes.
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Abbildung 5.11: Dauer der Migration mit Einfrieren bzw. der nebenla¨ufigen Migration
Erwartungsgema¨ß steigt die Migrationsdauer sowohl fu¨r die Migration mit Einfrieren als
auch fu¨r die nebenla¨ufige Migration linear mit der maximalen Puffergro¨ße an. Fu¨r die Migra-
tion mit Einfrieren ergibt sich fu¨r eine Puffergro¨ße von 32 KBytes, d.h. 64 KBytes migrierter
Pufferinhalte, im Mittel eine Unterbrechungsdauer von ca. 0.28 sec. Die in Abb. 5.10a dar-
gestellten Paketzwischenankunftszeiten zum Zeitpunkt der Migration liegen mit 0.29 sec in
einer a¨hnlichen Gro¨ßenordnung.
Bei der Migration mit Einfrieren erfolgt die Deaktivierung des alten Transportgateways
unmittelbar nach dem Migrationsstart. Die gepunktete Linie, die in Abb. 5.11a direkt auf
der x-Achse liegt, bringt dies zum Ausdruck. Der grau dargestellte Bereich reflektiert die
Unterbrechungsdauer. Deutlich zu erkennen ist, daß die Unterbrechungsdauer linear mit der
Menge der zu migrierenden Puffer bis auf 0.28 sec anwa¨chst.
Abb. 5.11b zeigt die Situation fu¨r die nebenla¨ufige Migration. Da das alte Transportgate-
way erst eingefroren wird, nachdem die Statusinformation komplett migriert wurde, ist der
Zeitpunkt des Einfrierens abha¨ngig von der Menge der zu migrierenden Daten. Der Ein-
frierzeitpunkt steigt linear mit der Menge der zu migrierenden Daten. Die grau dargestellte
Unterbrechungsdauer ist hingegen konstant und wa¨chst nicht mit der Menge der migrierten
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Statusinformation. Im Vergleich zur Migration mit Einfrieren dauert die nebenla¨ufige Migra-
tion la¨nger. Ursache ist die auch wa¨hrend der U¨bertragung der Statusinformation weiterhin
aktive Kommunikation auf der Transportebene.
In Abb. 5.11 ist lediglich die u¨ber 80 Meßla¨ufe gemittelte Migrationsdauer dargestellt. Die
in Tabelle 5.3 sowohl fu¨r die Migration mit Einfrieren als auch fu¨r die nebenla¨ufige Migrati-
on aufgefu¨hrte Standardabweichung verdeutlicht die geringen Schwankungen der gemessenen
Werte.
max. Puffergro¨ße 2 6 10 14 18 20 24 28 32
Migration mit
Einfrieren [sec]
0.001 0.004 0.002 0.003 0.001 0.001 0.001 0.003 0.001
nebenla¨ufige
Migration [sec]
0.001 0.006 0.006 0.005 0.004 0.004 0.004 0.003 0.005
Tabelle 5.3: Standardabweichungen der Migrationsdauern
Fu¨r die Migration mit Einfrieren und eine Puffergro¨ße von 32 KBytes wurde die im Mittel
gemessene Migrationsdauer von 0.28 sec bereits in Kapitel 5.2.2 durch eine U¨berschlagsrech-
nung besta¨tigt. Um auch fu¨r die nebenla¨ufige Migration die gemessenen Migrationsdauer von
0.40 sec zu besta¨tigen, wird auch fu¨r diese Migrationsstrategie eine derartige Berechnung
durchgefu¨hrt.
Bedingt durch das Fast Forwarding werden die vom aktiven Transportgateway zum mobi-
len System u¨bertragenen Transportprotokolldateneinheiten u¨ber die 2 Mbit/sec ATM-Strecke
u¨bertragen. 50 KBytes/sec, d.h. 400 Kbit/sec, der 2 Mbit/sec Bandbreite sind hierfu¨r erfor-








Phase 1 64 0.32 16
Phase 2 16 0.08 4
Phase 3 4 0.02 0
Summe 84 0.42 20
Tabelle 5.4: Nebenla¨ufige Migration: U¨berschla¨gige Bestimmung der Migrationsdauer
Die wa¨hrend der einzelnen Phasen migrierte Menge an Statusinformation und die hier-
fu¨r erforderlichen Zeiten sind in Tabelle 5.4 aufgefu¨hrt. Zu Beginn der Migration sind der
jeweils 32 KBytes große Empfangspuffer und Sendepuffer gefu¨llt. Fu¨r ihre Migration zum
neuen Transportgateway steht wie bereits beschrieben eine Bandbreite von 1.6 Mbit/sec zur
Verfu¨gung. Es ergibt sich somit eine U¨bertragungszeit von 0.32 sec. Wa¨hrend dieser Zeitdauer
ist die Transportkommunikation weiterhin aktiv. Da das aktive Transportgateway alle 20 ms
ein weiteres 1 KBytes großes Paket der Partnertransportinstanz empfa¨ngt, werden wa¨hrend
der genannten 0.32 sec weitere 16 KBytes Daten zum Transportgateway u¨bertragen. Diese
Pufferinhalte werden in der zweiten Phase der Migration zum neuen Transportgateway mi-
griert. Wa¨hrend der hierfu¨r erforderlichen 0.08 sec werden vom Transportgateway 4 weitere
Pakete der Transportinstanz empfangen. Diese werden in der dritten Phase der Migration
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zum neuen Transportgateway gesendet. Aufsummiert ergibt sich eine Migrationsdauer von
0.42 sec. Diese rechnerisch ermittelte Zeitdauer liegt in einer a¨hnlichen Gro¨ßenordnung wie
die gemessenen 0.40 sec und besta¨tigt somit den gemessenen Wert.
5.2.3.2 Unterbrechungsdauer
Bei der Beschreibung des Konzeptes der nebenla¨ufigen Migration wurden kurze und konstante,
d.h. von der Menge der zu migrierenden Statusinformation unabha¨ngige Unterbrechungsdau-
ern als herausragendes Merkmal herausgestellt. Inwieweit sich diese Zielsetzungen erreichen
lassen, kann Abb. 5.12 entnommen werden. Den Messungen liegt das im vorangegangenen
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Abbildung 5.12: Unterbrechungen: nebenla¨ufige Migration vs. Migration mit Einfrieren
Gemittelt u¨ber die Meßla¨ufe ergibt sich fu¨r die nebenla¨ufige Migration eine konstante
Unterbrechungsdauer von ca. 10 ms. Bei der Migration mit Einfrieren steigt sie hingegen
bis auf 0.28 sec an. Fu¨r eine Bewertung ist es allerdings nicht ausreichend, lediglich die im
Mittel erzielbaren Unterbrechungszeiten zu betrachten. Es interessieren vielmehr auch die
sich maximal ergebenden Unterbrechungsdauern. Bei der im na¨chsten Kapitel beschriebenen
vergleichenden Bewertung der impliziten und expliziten Migration wird zusa¨tzlich auf die sich
maximal ergebenden Unterbrechungsdauern eingegangen.
5.2.4 Implizite vs. explizite Migration
Der Nutzen der nebenla¨ufigen Migration im Vergleich zur Migration mit Einfrieren wurde
am Beispiel der expliziten Migration in den beschriebenen Untersuchungen nachgewiesen.
Inwieweit sich fu¨r die implizite bzw. die explizite Migration verschiedene Ergebnisse ergeben,
wird im folgenden diskutiert.
5.2.4.1 Migrationsdauer
Bei der expliziten Migration werden alle Pufferinhalte durch eine gesonderte U¨bertragung
(siehe Kapitel 4.4.2.3) migriert. Bei der impliziten Migration erlangt hingegen das neue Trans-
portgateway von einem Teil der zu migrierenden Pufferinhalte durch Mitlauschen, d.h. implizit
Kenntnis, lediglich den verbleibenden Teil empfa¨ngt es durch eine gesonderte U¨bertragung.
Die geringere Menge durch gesonderte U¨bertragung migrierter Statusinformation im Falle der
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impliziten Migration la¨ßt eigentlich eine geringere Migrationsdauer erwarten. Da die Messun-
gen wider Erwarten keinen signifikanten Unterschied zwischen der impliziten und der expli-
ziten Migration bzgl. der Migrationsdauer ergaben, ist die Migrationsdauer fu¨r die implizite
Migration nicht in einem weiteren Graphen dargestellt (Abb. 5.11b). Eine Analyse der Menge
der gesondert u¨bertragenen Statusinformation ergab fu¨r beide Varianten nahezu identische
Werte, d.h. die implizite Migration konnte nicht von durch Mitlauschen migrierten Puffern
profitieren.
Pakete, die wa¨hrend der Migration implizit zum neuen, passiven Transportgateway u¨ber-
tragen werden, werden im neuen Transportgateway als Kopie an die dortige, noch inaktive
Transportinstanz u¨bergeben. Da auf Grund der kurzen Paketumlaufzeit von ca. 1 ms aber
bereits kurze Zeit spa¨ter das von der Transportschicht des mobilen Systems generierte Be-
sta¨tigungspaket beim alten, aktiven Transportgateway eintrifft, entfernt das aktive Trans-
portgateway das Paket aus dem Sendepuffer. Das Paket geho¨rt somit nicht mehr zur Menge
der zu migrierenden Statusinformation. Die zuvor implizite Migration des Pakets zum neuen
Transportgateway hat aus diesem Grunde keinen Nutzen.
Wesentliche Ursache fu¨r den geringen Nutzen der impliziten Migration ist ein geringe
Paketumlaufzeit zwischen dem aktiven Transportgateway und dem mobilen System. Warte-
schlangen in Zwischensystemen oder la¨ngere Signallaufzeiten ko¨nnen eine gro¨ßere Paketum-
laufzeit zur Folge haben. Inwieweit in einem derartigen Szenario die implizite der expliziten
Migration u¨berlegen ist, wird in den in Kapitel 5.3 beschriebenen simulativen Untersuchungen
betrachtet.
5.2.4.2 Unterbrechungsdauer
Das Konzept der nebenla¨ufigen Migration wurde mit dem Anspruch entwickelt, kurze und kon-
stante, von der Menge der zu migrierenden Statusinformation unabha¨ngige Unterbrechungs-
zeiten zu realisieren. Daß die nebenla¨ufige Migration im Vergleich zur Migration mit Einfrieren
kurze Unterbrechungen ermo¨glicht, wurde bereits anhand von Abb. 5.12 verdeutlicht. Bedingt
durch die Skalierung dieser Abbildung ist nicht zu erkennen, inwieweit die Unterbrechungs-
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Abbildung 5.13: Unterbrechungsdauer: implizite vs. explizite Migration
Abb. 5.13 zeigt die u¨ber 80 Meßla¨ufe gemittelte Unterbrechungsdauer fu¨r die implizite und
die explizite Migration. Deutlich zu erkennen ist die nahezu konstante Unterbrechungsdauer
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von ca. 10 ms. Hinsichtlich der Unterbrechungsdauer unterscheiden sich die beiden Varianten
der nebenla¨ufigen Migration nicht signifikant. Zusa¨tzlich zu den gemittelten Unterbrechungs-
dauern sind fu¨r die explizite Migration die Maximalwerte der Unterbrechungsdauern mit in
die Abbildung aufgenommen. Fu¨r keine der untersuchten Puffergro¨ßen dauert die durch eine
Migration bedingte Unterbrechung der Transportkommunikation la¨nger als 15 ms.
5.2.5 Zusammenfassung der Meßergebnisse
Die Vermessung der Prototypen belegt, daß der Einsatz des indirekten Transportansatzes
nicht zwangsla¨ufig signifikante Unterbrechungen der Transportkommunikation im Falle der
Migration zur Folge haben muß. Mittels der nebenla¨ufigen Migration lassen sich die durch die
Migration bedingten Unterbrechungszeiten auf im Mittel ca. 10 ms reduzieren. Im untersuch-
ten Szenario hatte keine der im Zuge der Meßreihen vorgenommenen 720 Migrationen eine
Unterbrechung der Transportkommunikation von mehr als 15 ms zur Folge.
Einen Nachweis ku¨rzerer Migrationsdauern im Falle der impliziten Migration im Vergleich
zur expliziten Migration liefert die Vermessung des Prototyps nicht. Als ursa¨chlich hierfu¨r
erwies sich die durch das gewa¨hlte Szenario bedingte kurze Paketumlaufzeit von ca. 1 ms
zwischen dem aktiven Transportgateway und dem mobilen System. Inwieweit im Falle einer
la¨ngeren Paketumlaufzeit zwischen aktivem Transportgateway und mobilem System die impli-
zite Migration der expliziten Migration u¨berlegen ist, wird unter anderem in den im na¨chsten
Kapitel beschrieben simulativen Untersuchungen betrachtet.
5.3 Evaluation der Migrationskonzepte durch
Simulation
Um weitergehende Betrachtungen anstellen zu ko¨nnen und um daru¨ber hinaus sicherzustel-
len, daß die Meßergebnisse nicht die Folge implementierungsspezifischer Details der prototy-
pischen Implementierung sind, sind zusa¨tzlich auch simulative Untersuchungen durchgefu¨hrt
worden. Wa¨hrend den am Prototyp durchgefu¨hrten Messungen ein Vollastszenario zugrunde-
lag, werden bei den simulativen Untersuchungen daru¨ber hinausgehend auch Teillastszenarien
betrachtet. Weiterhin wird diskutiert, inwieweit die implizite Migration der expliziten Migra-
tion im Falle einer in der Gro¨ßenordnung von 100 ms liegenden Paketumlaufzeit zwischen
dem Transportgateway und dem mobilen System u¨berlegen ist. Daru¨ber hinaus wird auch ein
anderer Migrationszeitpunkt gewa¨hlt. Abweichend von den am Prototyp vorgenommenen Un-
tersuchungen erfolgt die Migration nicht sofort nach dem Subnetzwechsel, sondern zu einem
spa¨teren Zeitpunkt. Mittels Fast Forwarding wird zuna¨chst die Konnektivita¨t in der Schicht 3
wiederhergestellt und erst danach zu einem spa¨teren Zeitpunkt die Migration vorgenommen.
5.3.1 Simulationswerkzeug
Fu¨r die Simulationen wurde das Simulationswerkzeug Sim PlusPlus [Ros92a] eingesetzt. Das
Tool ist in der Programmiersprache C++ realisiert und erweitert diese um Konstrukte, die
eine prozeßorientierte Simulation zeitdiskreter Ereignisse ermo¨glichen. Die Unterstu¨tzung des
prozeßorientierten Ansatzes erfolgt in Form eines Koroutinen-Konzeptes, das in C++ nicht
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verfu¨gbar ist. Da es sich bei der Nebenla¨ufigkeit um ein in C++ nicht vorhandenes Konstrukt
zur Steuerung des Kontrollflusses handelt, erfordert die Erstellung eines Simulationsmodells
mittels Sim PlusPlus ein Umdenken seitens des Programmierers. Wesentlicher Vorteil des pro-
zeßorientierten Ansatzes ist, daß die im Modell nachgebildeten logischen Zusammenha¨nge
einzelner Aktivita¨ten leichter im Programmcode nachzuvollziehen sind als beim ereignisori-
entierten Ansatz. Dies erleichtert insbesondere, die Modellierung von Komponenten durch
Studium des ggf. fremden Quellkodes nachzuvollziehen.
Die Erweiterung SimEnv [Ros92b] fu¨r Sim PlusPlus bietet eine speziell auf die Simula-
tion von Netzwerken zugeschnittene Umgebung. Analog zum OSI-Referenzmodell wird im
Simulationsmodell ein Netzwerkknoten aus mehreren, direkt miteinander kommunizierenden
Schichten zusammengesetzt. Mittels einer speziellen Beschreibungssprache wird das zu un-
tersuchende Szenario definiert. Es ko¨nnen die zu untersuchenden Netztopologien, Parameter-
werte einzelner Variablen und der Detaillierungsgrad der zu sammelnden Simulationsdaten
in der Beschreibungssprache festgelegt werden. Ohne den Programmcode des Simulations-
modells a¨ndern zu mu¨ssen, ko¨nnen verschiedene Szenarien untersucht werden. Insbesondere
ermo¨glicht die Beschreibungssprache, automatisierte Simulationsla¨ufe fu¨r verschiedene Werte
eines Parameters durchzufu¨hren.
Eine graphische Visualisierung der Vorga¨nge innerhalb des Simulationsmodells bietet we-
der Sim PlusPlus noch SimEnv. Fu¨r die Visualisierung der zwischen den einzelnen modellierten
Schichten eines Netzwerkknotens ausgetauschten Pakete wurde deshalb ein weiteres Werkzeug
[Mad97] entwickelt. Eine kurze Beschreibung des Werkzeuges und der ihm zugrundeliegenden
Ideen ist in Anhang B zu finden.
5.3.2 Simulationsmodell und simulierte Netztopologie
Die Netztopologie und die modellierten Schichten der beteiligten Systeme sind in Abb. 5.14
dargestellt. Hellgrau unterlegte Schichten werden von der Simulationsumgebung zur Verfu¨-
gung gestellt. Modelle fu¨r die dunkelgrau dargestellten Schichten mußten fu¨r die Untersu-
chungen der Migrationsstrategien neu erstellt werden. Eine u¨ber die folgenden Ausfu¨hrungen
hinausgehende Beschreibung des simulierten Szenarios ist in [Str99] zu finden.
In der simulierten Konfiguration sind die Systeme durch Duplex Leitungen mit einstell-
barer Datenrate und einstellbarem Delay verbunden. Eine Modellierung von U¨bertragungs-
fehlern auf diesen Leitungen ist nicht realisiert. Die Leitungen zwischen den Basisstationen
und dem mobilen System bieten eine U¨bertragungsrate von 2 MBit/sec. Die U¨bertragungs-
rate zwischen den beiden Transportgateways variiert bei den verschiedenen durchgefu¨hrten
Untersuchungen. Alle u¨brigen Leitungen haben eine Rate von 100 Mbit/sec. Warteschlangen,
die sich auf Grund der unterschiedlichen U¨bertragungsraten der bei den Basisstationen ein-
treffenden Leitungen bilden ko¨nnen, sind im Modell beru¨cksichtigt.
Da auf Duplex Punkt-zu-Punkt Leitungen keine Mechanismen zur Koordination des Me-
dienzugriffs erforderlich sind und daru¨ber hinaus in der Schicht 2 keine speziellen Protokoll-
mechanismen zum Einsatz kommen, ist die Modellierung der als
”
Schicht 2 & physikalischer
Zugriff“ bezeichneten Schicht von geringer Komplexita¨t. In ihr ist, abgesehen von der U¨bergabe
der Pakete zwischen der Netzwerkschicht und den Leitungsenden, keine weitere Funktionali-
ta¨t modelliert. Im Modell der Netzwerkschicht werden Routingentscheidungen auf Basis des
Shortest-Path-Routings getroffen.
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Abbildung 5.14: Konfiguration fu¨r die simulativen Untersuchungen
Die U¨bertragung der Pakete an das jeweils aktive Transportgateway und – im Falle des
Fast Forwardings – das ggf. erforderliche Weiterleiten der Pakete zum passiven Transportga-
teway ist in der Mobile IP Schicht modelliert. Hierfu¨r wird ein Tunnelmechanismus eingesetzt.
Mobile IP Nachrichten werden im Modell nicht ausgetauscht, stattdessen werden mittels der
Beschreibungssprache der Simulationsumgebung SimEnv zum Zeitpunkt eines Subnetzwech-
sels der Home Agent, die Transportgateways und das mobile System u¨ber den Subnetzwechsel
informiert. Innerhalb der Modellierung der Mobile IP Schicht kann mittels dieser Informati-
on entschieden werden, ob und an welches System Pakete zu tunneln sind. Um zusa¨tzliche
Komplexita¨t des Simulationsmodells zu vermeiden, ist der Dispatcher nicht in einer eigenen
Schicht nachgebildet, sondern in die Mobile IP Schicht integriert. Er entscheidet, ob Pakete an
den Migrationsagenten weiterzuleiten sind bzw. an welche Transportinstanz sie zu u¨bergeben
sind.
Zwischen dem Home Agent und dem Transportgateway wird das gleiche Transportproto-
koll eingesetzt wie zwischen dem Transportgateway und dem mobilen System. Das modellier-
te Transportprotokoll umfaßt selektive Besta¨tigungen, selektive U¨bertragungswiederholungen
auf Grund von Statusinformation, timerbasierte U¨bertragungswiederholungen sowie eine fen-
sterbasierte Flußkontrolle, aber keine Lastkontrolle. Da der Fokus der Untersuchungen auf der
Bewertung der Migrationsstrategien liegt und aus diesem Grund U¨bertragungsfehler auf den
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U¨bertragungsstrecken nicht mit in das Modell integriert sind, sind die im Transportprotokoll
modellierten Mechanismen der Fehlererkennung und Fehlerkorrektur nicht von wesentlicher
Bedeutung. Deshalb ist es auch nicht problematisch, daß in dem Transportprotokoll zwischen
dem Home Agent und dem Transportgateway nicht die Protokollmechanismen von TCP, son-
dern die oben aufgefu¨hrten Mechanismen modelliert sind. Bezu¨glich der Entscheidung, keine
Lastkontrollmechanismen in das Modell mit aufzunehmen gelten die Aussagen, die bereits bei
der Beschreibung der prototypischen Implementierung (siehe Seite 152) als Motivation fu¨r
den Verzicht auf Lastkontrollmechanismen angefu¨hrt wurden.
Die Konzepte der Migration mit Einfrieren bzw. der nebenla¨ufigen Migration, die im Rah-
men dieser Arbeit betrachtet werden, sind im Migrationsagenten detailgetreu modelliert. Die
Modellierung umfaßt sowohl die implizite als auch die explizite Migration unter Beru¨cksich-
tigung der vorgestellten Pufferauswahlstrategie. Fu¨r den Austausch der Nutzdaten zwischen
den Transportinstanzen in einem Transportgateway ist die Copy Loop verantwortlich.
5.3.3 Migration mittels unzuverla¨ssiger Transportdienste
Bei der prototypischen Implementierung erfolgte die U¨bertragung der zu migrierenden Sta-
tusinformation zwischen den Migrationsagenten u¨ber TCP, d.h. mittels eines zuverla¨ssigen
U¨bertragungsdienstes. Im Simulationsmodell nutzt der Migrationsagent hingegen einen unzu-
verla¨ssigen U¨bertragungsdienst, um die zu migrierende Statusinformation zum neuen Trans-
portgateway zu senden. Da im Modell keine U¨bertragungsfehler modelliert sind, macht es
keinen wesentlichen Unterschied, ob ein unzuverla¨ssiger U¨bertragungsdienst zusammen mit
speziellen im Migrationsagenten implementierten Mechanismen, die einen zuverla¨ssigen Aus-
tausch der Statusinformation sicherstellen, oder ein zuverla¨ssiger U¨bertragungsdienst verwen-
det wird. Das alte Transportgateway wird mittels Kontrollinformation vom neuen Trans-
portgateway u¨ber bereits erfolgreich migrierte Puffer informiert und kann somit entscheiden,
welche Pufferinhalte noch zu migrieren sind.
Es wird daru¨ber hinaus davon ausgegangen, daß die U¨bertragung der Statusinformati-
on zwischen dem alten Transportgateway und dem neuen Transportgateway drahtgebunden
erfolgt. Auswirkungen von U¨bertragungsfehlern zwischen dem alten und dem neuen Trans-
portgateway sind aus diesem Grunde nicht Gegenstand der Betrachtungen. Da zwischen den
Transportgateways eine fehlerfreie U¨bertragungsstrecke modelliert ist, sollten sich, obwohl
bei den simulativen Untersuchungen die Pufferinhalte u¨ber einen unzuverla¨ssigen Transport-
dienst migriert werden, keine signifikanten Unterschiede hinsichtlich der Migrationsdauer und
der Unterbrechungsdauer der Transportverbindungen zu den am Prototyp vorgenommenen
Messungen ergeben.
Fu¨r die Migration mit Einfrieren sind in Abb. 5.15 die sich jeweils durch Mittelwertbil-
dung aus 30 Simulationsla¨ufen ergebenden Unterbrechungsdauern aufgefu¨hrt. In Abb. 5.15a
ist die Unterbrechungsdauer in Abha¨ngigkeit von der maximalen Puffergro¨ße dargestellt. Die
Datenrate des Links zwischen den beiden Transportgateways betra¨gt 2 Mbit/sec. Eine lineare
Abha¨ngigkeit, die auch schon die Vermessung des Prototypen ergeben hat, ist deutlich zu
erkennen. Die sich bei einer maximalen Puffergro¨ße von 2*32 KBytes ergebende Unterbre-
chungsdauer von ca. 0.26 sec liegt in einer a¨hnlichen Gro¨ßenordnung wie die am Prototyp
gemessene Unterbrechungsdauer von ca. 0.28 sec (siehe Abb. 5.12). Da die simulativen Unter-
suchungen und die Vermessung des Prototyps a¨hnliche Ergebnisse liefern, kann davon aus-
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gegangen werden, daß weder implementierungsspezifische Details noch Unzula¨nglichkeiten in
der Modellierung diese Ergebnisse entscheidend gepra¨gt haben.
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Abbildung 5.15: Unterbrechungsdauer: Migration mit Einfrieren
Abb. 5.15b zeigt, inwieweit die fu¨r die Migration der Daten verfu¨gbare Bandbreite Einfluß
auf die Dauer der Unterbrechung hat. Die maximale Puffergro¨ße ist konstant und betra¨gt im
betrachteten Szenario 32 KBytes. Fu¨r eine Datenrate von 2 Mbit/sec ergibt sich die auch
Abb. 5.15a entnehmbare Unterbrechungsdauer von ca. 0.26 sec. Mit wachsender zur Verfu¨-
gung stehender Bandbreite fa¨llt die Unterbrechungsdauer erwartungsgema¨ß proportional zu
2 ∗ 32000 ∗ 8
Datenrate
.
Inwieweit im Falle der nebenla¨ufigen Migration die maximale Puffergro¨ße bzw. die zwi-
schen den beiden Transportgateways fu¨r die Migration zur Verfu¨gung stehende Bandbreite
Einfluß auf die Unterbrechungsdauer hat, kann Abb. 5.16 entnommen werden. Fu¨r eine ma-
ximale U¨bertragungsrate von 6 Mbit/sec zwischen den beiden Transportgateways ergeben
sich die in Abb. 5.16a dargestellten gemittelten Unterbrechungsdauern. Der Mittelwert liegt
konstant bei ca. 6 ms. Eine Analyse der Einzelwerte ergab einen Maximalwert von 9 ms. Die
Realisierbarkeit konstanter Unterbrechungsdauern unabha¨ngig von der verfu¨gbaren Bandbrei-
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Abbildung 5.16: Unterbrechungsdauer: nebenla¨ufige Migration
Den in Abb. 5.15a und Abb. 5.16a dargestellten Simulationsergebnissen liegen Szenarien
zugrunde, die bereits durch Vermessung der Prototyps untersucht wurden. Die Tatsache, daß
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sowohl die Vermessung der Prototyps als auch die simulativen Untersuchungen zu identischen
Ergebnissen fu¨hren, untermauert die Korrektheit dieser Ergebnisse. Daru¨ber hinausgehende
Ergebnisse, die nicht bereits durch die Vermessung des Prototyps erlangt wurden, liefert die
simulative Untersuchung des Einflusses der zwischen den beiden Transportgateways fu¨r die
Migration verfu¨gbaren Bandbreite. Abb. 5.16b verdeutlicht die Realisierbarkeit kurzer, kon-
stanter Unterbrechungszeiten auch im Falle geringer verfu¨gbarer Bandbreiten. Fu¨r Datenraten
von weniger als 6 MBit/sec zwischen den beiden Transportgateways ist keine Unterbrechungs-
dauer aufgefu¨hrt, da im untersuchten Szenario bei der nebenla¨ufigen, expliziten Migration mi-
nimal eine Bandbreite von 6 Mbit/sec zwischen den Transportgateways zur Verfu¨gung stehen
muß. Auf diesen Aspekt wird im nachfolgenden Unterkapitel genauer eingegangen.
5.3.4 Vollast vs. Teillast
Vera¨nderungen der Pufferinhalte der zu migrierenden Transportinstanzen haben direkten Ein-
fluß auf die Dauer der nebenla¨ufigen Migration. Die Geschwindigkeit und die Ha¨ufigkeit der
Puffera¨nderungen ha¨ngen ihrerseits vom Eintreffen von Transportprotokollpaketen ab. Da
schnelle und ha¨ufige A¨nderungen der Statusinformation die nebenla¨ufige Migration erschwe-
ren und la¨ngere Migrationsdauern zur Folge haben, sind derartige Szenarien besonders unter-
suchenswert.
Im folgenden wird die Migrationsdauer fu¨r drei verschiedene Lastszenarien betrachtet.
Beim ersten Szenario handelt es sich um ein Vollastszenario. Sobald Platz im Sendepuffer
verfu¨gbar ist, werden senderseitig von der Anwendung weitere Daten an die Transportschicht
u¨bergeben. Daru¨ber hinaus erzeugt die Transportschicht einen gleichma¨ßigen Strom von Pa-
keten. Dies wird erreicht, indem von der empfangenden Transportinstanz dem Sender neuer
Sendekredit gewa¨hrt wird, sobald 2000 Bytes Pufferplatz im Empfangspuffer verfu¨gbar sind.
Beim zweiten Szenario handelt es sich ebenfalls um ein Vollastszenario. Die Transport-
schicht erzeugt allerdings nicht wie im ersten Szenario einen gleichma¨ßigen Strom von Pake-
ten, sondern sendet die Pakete burstartig. Die empfangende Transportinstanz gewa¨hrt erst
dann dem Sender 24 KBytes neuen Kredit, sobald 24 KBytes im Empfangspuffer verfu¨gbar
sind. Als Folge ergibt sich ein Sendeburst von 24 KBytes und insgesamt ein burstartiger Strom
von Paketen.
Das dritte Szenario ist ein Teillastszenario. Fu¨r jeden an die Transportschicht u¨bergebenen
Nutzdatenblock wird zufa¨llig eine U¨bertragungsrate gewa¨hlt. Fu¨r die Bestimmung der U¨ber-
tragungsrate wird eine normalverteilte Zufallsvariable mit dem Erwartungswert 2 Mbit/sec
und der Standardabweichung 160 Kbit/sec herangezogen. Der nachfolgende Nutzdatenblock
wird erst an die Transportschicht u¨bergeben, nachdem die Zeitdauer vergangen ist, die unter
Beru¨cksichtigung der zufa¨llig gewa¨hlten Rate fu¨r die U¨bertragung des vorangehenden Blocks
erforderlich ist.
Abb. 5.17 zeigt gemittelt u¨ber 30 Meßla¨ufe die Migrationsdauer in Abha¨ngigkeit von der
U¨bertragungsrate zwischen den beiden Transportgateways fu¨r die genannten drei Szenarien.
Die Migration der Statusinformation erfolgt nebenla¨ufig mittels der expliziten Migration. Fu¨r
das gleichma¨ßige Vollastszenario ergibt sich eine la¨ngere Migrationsdauer als fu¨r das burstar-
tige Vollastszenario. Im gleichma¨ßigen Vollastszenario sind bei jeder Migration die Puffer zum
Migrationszeitpunkt nahezu komplett gefu¨llt. Daru¨ber hinaus a¨ndern sich die Pufferinhalte


























Abbildung 5.17: Auswirkungen verschiedener Lastprofile auf die Migrationsdauer
auf Grund der gleichma¨ßigen Transportkommunikation fortlaufend. Beim burstartigen Sze-
nario sind die Puffer zum Migrationszeitpunkt nicht unbedingt komplett gefu¨llt und a¨ndern
sich nur, falls ein Burst von Paketen der Partnertransportinstanz eintrifft.
In Tabelle 5.5 ist fu¨r die drei Szenarien und verschiedene U¨bertragungsraten aufgefu¨hrt,
wieviel Statusinformation im Mittel migriert wurde. Fu¨r die aufgefu¨hrten U¨bertragungsra-
ten ist deutlich zu erkennen, daß im gleichma¨ßigen Vollastszenario mehr Statusinformation
migriert werden muß als im burstartigen Vollastszenario und in diesem mehr als im Teillastsze-
nario. In allen drei Szenarien reduziert sich die Menge der zu migrierenden Statusinformation
mit zunehmender U¨bertragungsrate. Ursache hierfu¨r ist die ku¨rzere Migrationsdauer im Falle
ho¨herer U¨bertragungsraten. Die ku¨rzere Migrationsdauer hat eine geringere Anzahl von Puf-
fera¨nderungen zur Folge, die durch die nebenla¨ufige Transportkommunikation bedingt sind.




6 7 8 9 10 20 30 40 50
gleichma¨ßig,
Vollast
193.2 74.7 68.6 68.2 65.9 65.4 65.1 64.8 64.6
burstartig,
Vollast
48.9 47.1 37.1 35.3 30.1 29.0 28.5 27.9 27.1
Teillast 17.7 17.7 15.1 13.3 13.3 12.9 12.1 11.2 11.2
Tabelle 5.5: Menge der migrierten Statusinformation
Auffallend hoch ist die Menge von 193.2 KBytes migrierter Statusinformation im gleich-
ma¨ßigen Vollastszenario fu¨r eine U¨bertragungsrate von 6 Mbit/sec. Da es sich um ein Voll-
lastszenario handelt und die U¨bertragungsrate von 2 Mbit/sec des Links zwischen der Basis-
station und dem mobilen System den begrenzenden Faktor darstellt, erreichen die Nutzdaten
das mobile System mit einer Rate von 2 Mbit/sec. Zwangsla¨ufig a¨ndern sich dann auch der
Empfangspuffer bzw. der Sendepuffer der involvierten Transportinstanzen des Transportgate-
ways mit einer Rate von 2 Mbit/sec. Die sich a¨ndernden Puffer des alten Transportgateways
mu¨ssen zum neuen Transportgateway migriert werden. Fu¨r die Migration der Puffer ist eine
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Bandbreite von 2 * 2 Mbit/sec erforderlich. Zusammen mit den 2 Mbit/sec Bandbreite fu¨r
die Transportkommunikation zwischen dem Transportgateway und dem mobilen System ist
eine Bandbreite von 6 MBit/sec erforderlich. Da im diskutierten Szenario lediglich 6 Mit/sec
zur Verfu¨gung stehen, ko¨nnen die Puffer nicht wesentlich schneller migriert werden als sie
sich a¨ndern. Dies fu¨hrt zu einer großen Menge zu migrierender Statusinformation und einer
langen Migrationsdauer von im Mittel 0.37 sec. In Abb. 5.17 ist dieser Wert allerdings nicht
mit aufgenommen, da andernfalls auf Grund der dann gea¨nderten Skalierung die wesentli-
chen Details nur noch schwer zu erkennen wa¨ren. Steht die minimal erforderliche Bandbreite
nicht zur Verfu¨gung, so erkennt der Migrationsagent, daß die Migration nicht terminiert, und
veranlaßt ein Verlangsamen der Transportkommunikation (siehe Kapitel 4.2.3.2).
Die Untersuchungen identifizieren das gleichma¨ßige Vollastszenario als das fu¨r die neben-
la¨ufige Migration schwerste Szenario der betrachteten drei Szenarien. Aus diesem Grunde liegt
dieses Szenario sowohl den bereits beschriebenen Untersuchungen am Prototyp als auch den
im na¨chsten Kapitel diskutierten Untersuchungen zur vergleichenden Bewertung der implizi-
ten und der expliziten Migration zu Grunde.
5.3.5 Implizite vs. explizite Migration
Die in Kapitel 5.2.4 beschriebenen Untersuchungen am Prototyp ergaben hinsichtlich der Mi-
grationsdauer und der Menge der migrierten Statusinformation keinen Vorteil der impliziten
Migration gegenu¨ber der expliziten Migration. Wa¨hrend bei den Untersuchungen am Proto-
typ die Migration unmittelbar nach dem Subnetzwechsel startet, wird bei den simulativen
Untersuchungen die Migration erst zu einem spa¨teren Zeitpunkt vorgenommen. Vom Zeit-
punkt des Subnetzwechsels bis zum Migrationsstart wird im Falle der impliziten Migration
das neue Transportgateway bereits u¨ber die Pufferinhalte informiert. Daru¨ber hinaus bildet
sich im simulativ untersuchten Szenario auf Grund der Bandbreitenunterschiede in der Ba-
sisstation eine Warteschlange. Eine Datenmenge im Umfang eines Flußkontrollfenster wird in
der Warteschlange der Basisstation zwischengepuffert. Somit ergibt sich zwischen dem alten
Transportgateway und dem mobilen System eine signifikant gro¨ßere RTT als zwischen dem
alten und dem neuen Transportgateway. Diese Unterschiede bzgl. der RTT waren beim mit-
tels des Prototyps untersuchten Szenario nicht gegeben. Dies war mit eine Ursache dafu¨r, daß
dort die implizite der expliziten Migration nicht u¨berlegen war.
Den simulativen Untersuchungen liegt ein gleichma¨ßiges Vollastszenario zu Grunde. Die
maximale Gro¨ße der Puffer der zu migrierenden Transportinstanzen betra¨gt 32 KBytes. Die
beobachteten Werte werden u¨ber 30 Simulationsla¨ufe gemittelt. Das neue Transportgateway
kann wa¨hrend dieses Zeitraumes von der impliziten Migration profitieren und die zwischen
dem altem Transportgateway und dem mobilen System ausgetauschten Transportprotokoll-
pakete mitlauschen.
In Tabelle 5.6 sind fu¨r die explizite und die implizite Migration die Migrationsdauer, die
Menge der gesondert u¨bertragenen Daten (Statusinformation) und die Unterbrechungsdauer
dargestellt. Diese Werte sind fu¨r verschiedene U¨bertragungsraten zwischen dem alten und dem
neuen Transportgateway aufgefu¨hrt. Hinsichtlich der Unterbrechungsdauer unterscheiden sich
die implizite und die explizite Migration nicht wesentlich. Da die fu¨r die Unterbrechung verant-
wortliche Migration des Protokollkontrollblocks mit zunehmender U¨bertragungsrate schneller
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Migr.- MBit/sec
variante 6 7 8 9 10 20 30 40 50
Unterbre- explizit 6.3 6.2 6.1 6.1 6.1 6.0 6.0 6.0 6.0
chung [ms] implizit 6.5 6.4 6.3 6.2 6.2 6.2 6.1 6.1 6.1
gesondert u¨bertr. explizit 193.2 74.7 68.6 68.2 65.9 65.4 65.1 64.8 64.6
Daten [KBytes] implizit 100.7 61.3 56.0 51.9 49.3 46.5 44.9 45.1 44.1
Migrations- explizit 380 115 84 77 66 29 19 14 11
dauer [ms] implizit 208 94 72 57 48 21 13 10 9
Tabelle 5.6: Vergleich der expliziten und der impliziten Migration
erfolgen kann, ist fu¨r die U¨bertragungsrate von 50 Mbit/sec eine geringfu¨gig geringere Unter-
brechungsdauer als fu¨r die Rate 6 Mbit/sec zu beobachten.
Bei der expliziten Migration werden alle Pufferinhalte durch eine gesonderte U¨bertragung
zum neuen Transportgateway migriert. Bei der impliziten Migration wird ein Teil der Status-
information implizit migriert, ein weiterer Teil durch eine gesonderte U¨bertragung. Da fu¨r die
gesonderte U¨bertragung – sowohl bei der impliziten als auch bei der expliziten Migration –
zusa¨tzlich U¨bertragungsressourcen notwendig sind, ist die Menge der gesondert u¨bertragenen
Statusinformation von Interesse. Die Werte in der Tabelle 5.6 verdeutlichen, daß im Fall der
impliziten Migration weniger Daten gesondert u¨bertragen werden mu¨ssen als bei der expliziten
Migration. Dies ist die Ursache fu¨r die ku¨rzere Migrationsdauer bei der impliziten Migration
im Vergleich zur expliziten Migration. Obwohl die Statusinformation minimal 64 KBytes Puf-
fer umfaßt, werden bei der impliziten Variante fast immer weniger als diese 64 KBytes durch
gesonderte U¨bertragung migriert.
Ursache dafu¨r, daß – abweichend von den Untersuchungen am Prototyp – die implizi-
te Migration der expliziten Migration u¨berlegen ist, sind die signifikant verschiedenen RTTs
zwischen dem alten Transportgateway und dem mobilen System einerseits und dem alten
Transportgateway und dem neuen Transportgateway andererseits. Aufgrund dieser Konstel-
lation werden – abweichend vom dem am Prototyp untersuchten Szenario – implizit zum neuen
Transportgateway migrierte Pufferinhalte nicht kurze Zeit spa¨ter schon wieder aus dem Puffer
der Transportinstanz beim alten Transportgateway gelo¨scht. Somit kann von der impliziten
Migration der Pufferinhalte profitiert werden.
Die beschriebenen Simulationsergebnisse belegen, daß insbesondere im Fall geringer zur
Verfu¨gung stehender Bandbreiten zwischen dem alten und dem neuen Transportgateway die
implizite Migration sinnvoll eingesetzt werden kann. Sowohl die Migrationsdauer als auch
die Menge der gesondert u¨bertragenen Statusinformation kann durch die implizite Migration
reduziert werden.
5.4 Zusammenfassung
Die in diesem Kapitel beschriebenen Leistungsbewertungen ko¨nnen in zwei Kategorien einge-
teilt werden. Zum einen in Messungen, die belegen, daß sich schnelle Subnetzwechsel realisie-
ren lassen, die nur kurze Unterbrechungen der Netzwerkkonnektivita¨t zur Folge haben. Zum
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anderen in Untersuchungen, die zeigen, daß das OMIT-Konzept eingesetzt werden kann, um
signifikante Unterbrechungen der Kommunikation in der Transportschicht auch im Fall der
Mobilita¨t der Endsysteme zu vermeiden.
Wird das Schnelle Agent Discovery Verfahren zusammen mit der Fast-Forwarding-Erweite-
rung von Mobile IP eingesetzt, kann die Unterbrechungsdauer der Netzwerkkonnektivita¨t nach
einem Subnetzwechsel signifikant reduziert werden. Indem im mobilen System eine schichten-
u¨bergreifende Signalisierung zwischen Mobile IP und dem Treiber, der die Netzwerkkarte fu¨r
den Zugriff auf den Funkkanal steuert, realisiert wird, kann das Schnelle Agent Discovery
Verfahren die Erkennung eines Subnetzwechsels seitens des mobilen Systems beschleunigen.
Mittels des Fast-Forwarding-Verfahrens wird die Etablierung der Route in das neue Subnetz
beschleunigt, da lediglich der geographisch nahe, alte Foreign Agent u¨ber die Einrichtung
eines Forwarding-Tunnels informiert werden muß und nicht der unter Umsta¨nden weit ent-
fernte Home Agent veranlaßt werden muß, die Pakete ins neue Subnetz zu tunneln. Beide
Verfahren zusammen ermo¨glichen es, die durch Subnetzwechsel bedingte Unterbrechung der
Netzwerkkonnektivita¨t – unabha¨ngig von der Entfernung zwischen Home Agent und mobi-
lem System – auf ca. 25 ms zu reduzieren. Diese ku¨rzeren Unterbrechungen sind nicht nur
im Kontext des indirekten Transportansatzes von Nutzen, sondern auch fu¨r Ende-zu-Ende
operierende Verbindungen. Der positive Einfluß auf UDP bzw. TCP wurde durch Messungen
nachgewiesen.
Die Bewertung des OMIT-Konzeptes erfolgte sowohl anhand einer prototypischen Imple-
mentierung als auch mittels simulativer Untersuchungen. Da ein Teil der Untersuchungen so-
wohl am Prototyp als auch simulativ vorgenommen wurde und identische Ergebnisse geliefert
hat, kann davon ausgegangen werden, daß weder implementierungsspezifische Details noch
Unzula¨nglichkeiten der Modellierung die Ergebnisse verfa¨lscht haben. Die Untersuchungen
haben gezeigt, daß gleichma¨ßige Vollastszenarien – wie sie beispielsweise von einem FTP-
Transfer verursacht werden – aufgrund der schnellen und andauernden A¨nderungen der Sta-
tusinformation in den Transportinstanzen des Transportgateways besonders problematisch fu¨r
die nebenla¨ufige Migration sind. Aus diesem Grunde konzentrierten sich die Untersuchungen
im wesentlichen auf das gleichma¨ßige Vollastszenario. Sowohl die Vermessung des Prototyps
als auch die Simulationsergebnisse ergaben, daß sich mittels der nebenla¨ufigen Migration
– unabha¨ngig von der maximalen Puffergro¨ße – konstante Unterbrechungszeiten in der Gro¨-
ßenordnung von ca. 10 ms erzielen lassen. Dies gilt sowohl fu¨r die implizite als auch fu¨r die
explizite Migration. Wie erwartet verla¨ngert sich die Migrationsdauer bei der nebenla¨ufigen
Migration im Vergleich zur Migration mit Einfrieren. Weiterhin zeigen die Untersuchungen,
daß die implizite Migration nur unter bestimmten Randbedingungen der expliziten Migration
u¨berlegen ist. Die implizite Migrationsstrategie ist dann sinnvoll einsetzbar, falls die RTT
zwischen dem alten Transportgateway und neuen Transportgateway signifikant geringer ist
als die RTT zwischen altem Transportgateway und dem mobilen System.
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Kapitel 6
Zusammenfassung und Ausblick
6.1 Zusammenfassung und Ergebnisse
Die vorliegende Arbeit behandelt die Thematik der drahtlosen Anbindung mobiler Systeme
an das Internet. Der Fokus der Betrachtungen liegt auf der zuverla¨ssigen Datenkommunikati-
on. Da – im Vergleich zur drahtgebundenen Kommunikation – die drahtlose Kommunikation
fehleranfa¨lliger ist, stellt sich die Frage, inwieweit das Transportprotokoll TCP, das Ende-zu-
Ende einen zuverla¨ssigen Dienst zur Verfu¨gung stellt, mit dieser ho¨heren Fehleranfa¨lligkeit
zurechtkommt. Ursache fu¨r die ho¨here Fehleranfa¨lligkeit sind schwankende und ho¨here Bit-
fehlerraten auf dem Funkkanal und tempora¨re Unterbrechungen, die z.B. durch Funkschatten,
tempora¨res Verlassen des Funkabdeckungsbereiches oder fehlendes Forwarding in Multi-Hop-
Netzwerken bedingt sein ko¨nnen. Im Kontext dieser ho¨heren Fehleranfa¨lligkeit erweist sich
TCP als problematisch, da es nach durch Bitfehler bedingten Paketverlusten eine Lastre-
duktion mittels der Mechanismen Slow Start und Congestion Avoidance vornimmt. Daru¨ber
hinaus nimmt TCP nach la¨ngeren Unterbrechungen nicht unmittelbar am Ende der Unterbre-
chung des U¨bertragungskanals, sondern erst zu einem spa¨teren Zeitpunkt die Kommunikation
wieder auf und reduziert zusa¨tzlich den Slow-Start-Grenzwert auf seinen Minimalwert. Aus
diesem Grund entfa¨llt die Phase der exponentiellen O¨ffnung des Lastkontrollfensters. Statt-
dessen steuert die Congestion Avoidance von TCP die O¨ffnung des Lastkontrollfensters. Dies
hat eine langsame, lineare O¨ffnung des Fensters und unno¨tige Durchsatzeinbußen zur Folge.
Eine Vielzahl von Lo¨sungsansa¨tzen ist in der Literatur fu¨r die skizzierten Probleme be-
schrieben. Diese Ansa¨tze erfordern allerdings zum Teil erhebliche A¨nderungen – u¨ber die mo-
bilen Systeme hinausgehend – an Routern innerhalb des Internets bzw. an Festnetzrechnern,
die potentielle Kommunikationspartner der mobilen Systeme sind. Auf Grund der erforderli-
chen A¨nderungen an im Internet installierten Systemen ist der Einsatz dieser Verfahren nur
schwer und in einem langwierigen Prozeß durchzusetzen.
In der vorliegenden Arbeit liegt der Fokus auf Ansa¨tzen, die ohne A¨nderungen an allen
potentiellen Kommunikationspartnern der mobilen Systeme die oben skizzierten Probleme
von TCP im Kontext der drahtlosen Kommunikation zu lo¨sen versuchen. In einem ersten
Schritt wurden in der vorliegenden Arbeit die verschiedenen, in der Literatur beschriebenen
Lo¨sungsansa¨tze klassifiziert und dahingehend bewertet, inwieweit sie auf massive A¨nderun-
gen an im Internet installierten Systemen verzichten ko¨nnen. Der indirekte Transportansatz
kristallisierte sich bei diesen Betrachtungen als der Ansatz der Wahl heraus.
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Der indirekte Transportansatz erlaubt es, ohne die Interoperabilita¨t zu TCP-basierten Sy-
stemen im Internet zu verlieren, ein spezielles Transportprotokoll zu verwenden, das u¨ber der
drahtlosen U¨bertragungsstrecke operiert und sowohl Unterbrechungen als auch die ho¨heren
Bitfehlerraten angemessen beru¨cksichtigt. Da bereits einige Arbeiten sich mit derartigen spe-
ziellen Transportprotokollen befaßt haben, war es nicht das Ziel der vorliegenden Arbeit, ein
weiteres hierfu¨r geeignetes Transportprotokoll zu entwickeln.
Fokus der eigenen Arbeiten war es, ein Rahmenwerk zu schaffen, das eine Mobilita¨tsunter-
stu¨tzung fu¨r indirekte Transportansa¨tze bietet. Im Kontext der Mobilita¨t der Endsysteme ist
die in den beiden Transportinstanzen eines Transportgateways fu¨r eine indirekte Transport-
verbindung verwaltete Statusinformation problematisch. A¨ndert sich auf Grund der Mobilita¨t
eines Endsystems das Routing, mu¨ssen entsprechende Maßnahmen ergriffen werden, damit
trotzdem die Statusinformation auf dem als Transportgateway fungierenden System verfu¨gbar
ist. Bei existierenden indirekten Ansa¨tzen ist die Mobilita¨t der Endsysteme nicht angemes-
sen beru¨cksichtigt. Dies a¨ußert sich in Unterbrechungen von bis zu 1400 ms, die durch die
Mobilita¨t der Endsysteme bedingt sind. Hier setzt das in der vorliegenden Arbeit entwickel-
te OMIT-Konzept (Optimierte Mobilita¨tsunterstu¨tzung fu¨r Indirekte Transportansa¨tze) mit
dem Ziel der Reduktion dieser Unterbrechungszeiten an. OMIT verwendet zwei Strategien,
um die durch die Mobilita¨t der Endsysteme bedingten Unterbrechungen in der Transportkom-
munikation zu reduzieren: Das sogenannte Fast Forwarding und die nebenla¨ufige Migration.
Mittels des Fast Forwardings wird in das Routing eingegriffen, so daß auch nach Subnetz-
wechseln das Transportgateway, das vor dem Subnetzwechsel als Transportgateway fungiert
hat, weiterhin als Transportgateway operieren kann. Wechselt ein mobiles System in ein neues
Subnetz, wird ein sogenannter Forwarding Tunnel zwischen dem alten und dem neuen Sub-
netz etabliert. Trotz des Subnetzwechsels werden an das mobile System adressierte Pakete
weiterhin in das alte Subnetz gesendet und von dort in das neue Subnetz weitergeleitet. Das
im alten Subnetz lokalisierte Transportgateway liegt weiterhin im Datenpfad und kann da-
mit noch als Transportgateway fungieren. Die durch die Mobilita¨t der Endsysteme bedingte
Unterbrechung beschra¨nkt sich auf die Zeitdauer, die zur Etablierung des Forwarding-Tun-
nels erforderlich ist. Das Fast-Forwarding-Konzept wurde in Mobile IP integriert. Es wird der
Foreign-Agent-Modus von Mobile IP vorausgesetzt. Um zwischen dem alten und dem neu-
en Foreign Agent den Forwarding Tunnel einzurichten, versta¨ndigen sich die beiden Foreign
Agents durch das neu definierte Fast-Forwarding-Protokoll. Im Falle wiederholter Subnetz-
wechsel ko¨nnen sich Forwarding-Ketten und auch Schleifen in diesen Ketten ergeben. Wie
diese Ketten bzw. Schleifen zu behandeln sind und wie sie aufgelo¨st werden ko¨nnen, wurde in
der vorliegenden Arbeit ebenfalls betrachtet. Die Fast-Forwarding-Erweiterung von Mobile IP
bietet eine schnellere Wiederherstellung – innerhalb von weniger als 10 ms – der Netzwerk-
konnektivita¨t als Mobile IP ohne diese Erweiterung und ermo¨glicht es daru¨ber hinaus, trotz
Subnetzwechseln das alte Transportgateway weiter nutzen zu ko¨nnen. Eine Migration zu ei-
nem spa¨teren Zeitpunkt ist dennoch mo¨glich. Der Zeitpunkt des Subnetzwechsel ist aber vom
Zeitpunkt der Migration entkoppelt.
Die nebenla¨ufige Migration ermo¨glicht mit konstanten Unterbrechungszeiten von ca. 10 ms,
d.h. ohne die genannten inakzeptablen Unterbrechungen von 1400 ms in Kauf nehmen zu
mu¨ssen, die Transportinstanzen einer indirekten Transportverbindung von einem Transport-
gateway auf ein anderes Transportgateway zu verlagern, so daß das neue Transportgateway die
Kopplung der Transportinstanzen u¨bernehmen kann. Das ist inbesondere dann sinnvoll, falls
sich eine lange Forwarding-Kette gebildet hat und das Transportgateway auf einen na¨her beim
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mobilen System lokalisierten Foreign Agent verlagert werden soll. Grundidee der nebenla¨ufigen
Migration ist es, die Migration zeitlich parallel zur weiterhin aktiven Transportkommunikation
vorzunehmen. Problematisch ist in diesem Kontext, daß sich die zu migrierenden Pufferinhalte
auf Grund der weiterhin aktiven Transportkommunikation wa¨hrend der Migration vera¨ndern.
Spezielle Mechanismen sind realisiert, um trotzdem sicherzustellen, daß beim neuen Trans-
portgateway ein identisches Abbild der Statusinformation verfu¨gbar gemacht werden kann
und das neue Transportgateway die Kopplung der Transportinstanzen u¨bernehmen kann.
Sowohl bei der expliziten Migration als auch bei der impliziten Migration erfolgt die Migration
der Statusinformation nebenla¨ufig. Diese beiden Varianten unterscheiden sich hinsichtlich der
Menge an Statusinformation, die zum neuen Transportgateway u¨bertragen werden muß.
Die Architektur eines OMIT-Transportgateways, in dem Mobile IP zusammen mit dem
Fast-Forwarding-Konzept und dem Konzept der nebenla¨ufigen Migration eine optimierte Mo-
bilita¨tsunterstu¨tzung fu¨r indirekte Transportansa¨tze bietet, wurde daru¨ber hinaus in der vor-
liegenden Arbeit entwickelt. Insbesondere die Interaktion der genannten Komponenten ist
in diesem Kontext von Bedeutung, da diese Komponenten in den verschiedenen Phasen der
Migration jeweils verschiedene Aufgaben zu u¨bernehmen haben. Im sogenannten Migrations-
agenten ist die explizite bzw. die implizite Migrationsstrategie realisiert. Weiterhin u¨bernimmt
er die U¨bertragung der Statusinformation zum neuen Transportgateway, aktiviert bzw. de-
aktiviert die Transportinstanzen und steuert, wann Pakete eines mobilen Systems lokal in
den Transportinstanzen des Transportgateways bearbeitet werden bzw. mittels Fast Forwar-
ding zu einem anderen Foreign Agent gesendet werden und dort an die Transportinstanzen
u¨bergeben werden.
Die Leistungsbewertung anhand der Vermessung der prototypischen Implementierung bzw.
der simulativen Untersuchungen hat gezeigt, daß das OMIT-Konzept die Erwartungen erfu¨l-
len kann. Mittels der nebenla¨ufigen Migration lassen sich konstante Unterbrechungszeiten
in der Gro¨ßenordnung von ca. 10 ms unabha¨ngig von der Gro¨ße und dem Fu¨llungsgrad der
Sende- bzw. Empfangspuffer der zu migrierenden Transportinstanzen erreichen. Durch das
Fast Forwarding ko¨nnen Migrationen vermieden werden. Daru¨ber hinaus kann mittels der
Fast-Forwarding-Erweiterung von Mobile IP die Konnektivita¨t in der Netzwerkschicht schnel-
ler wiederhergestellt werden als ohne diese Erweiterung. Hiervon profitiert nicht nur der in-
direkte Transportansatz, sondern auch die Ende-zu-Ende operierenden Protokolle UDP und
TCP.
Zusammenfassend kann festgehalten werden, daß die vorliegende Arbeit ein Rahmenwerk
bietet, um den indirekten Transportansatz auch fu¨r mobile Systeme einzusetzen. Die Verfahren
sind nicht auf einen speziellen indirekten Transportansatz zugeschnitten, sondern fu¨r indirekte
Transportansa¨tze im allgemeinen verwendbar. Mittels des OMIT-Konzeptes ko¨nnen trotz der
beim indirekten Transportansatz im Transportgateway zu verwaltenden Statuinformationen
Subnetzwechsel mobiler Systeme ohne signifikante Unterbrechungen realisiert werden. Das
Konzept ist allerdings relativ aufwendig zu realisieren.
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6.2 Ausblick
Mo¨gliche Erweiterungen und offene Fragestellungen im Kontext des OMIT-Konzeptes werden
in diesem Abschnitt zum Abschluß kurz skizziert. Gegenstand weiterer Untersuchungen kann
die Bestimmung eines geeigneten Migrationszeitpunktes sein. Daru¨ber hinaus ist die Frage
der Vereinbarkeit der Konzepte von OMIT, die auf die Mobilita¨tsunterstu¨tzung auf Basis von
Mobile IP zugeschnitten sind, mit einer Mobilita¨tsunterstu¨tzung zu kla¨ren, die auf Hierarchien
von Foreign Agents [AFH+99] oder auf IPv6 [JP00] basiert.
Der Migrationszeitpunkt kann in OMIT auf Grund des Fast-Forwarding-Konzeptes frei ge-
wa¨hlt werden. Ursache ist die Entkopplung des Zeitpunktes der Migration von dem Zeitpunkt,
zu dem ein Subnetzwechsel des mobilen Systems stattfindet. Diese Freiheit la¨ßt allerdings die
Frage aufkommen, welcher Zeitpunkt fu¨r eine Migration gu¨nstig ist und welche Kriterien
fu¨r die Entscheidung heranzuziehen sind, wann eine Migration vorzunehmen ist. Die RTT
zwischen dem Transportgateway und dem mobilen System ko¨nnte ein mo¨gliches Kriterium
fu¨r eine Migration sein. Zu beru¨cksichtigen wa¨ren hierbei die Anforderungen des zwischen
dem Transportgateway und dem mobilen System operierenden Transportprotokolls. Daru¨ber
hinaus ko¨nnte die Auslastung des aktuell als Transportgateway fungierenden Systems in die
Entscheidung mit einfließen, ob eine Migration zu einem anderen Transportgateway sinnvoll
ist. Sofern Informationen u¨ber das Bewegungspattern des mobilen Systems verfu¨gbar sind, ist
eventuell sinnvoll, diese bei der Entscheidung bzgl. einer Migration ebenfalls mit zu beru¨ck-
sichtigen.
Inwieweit hierarchische Konzepte fu¨r die Mobilita¨tsunterstu¨tzung [AFH+99] sich zusam-
men mit dem OMIT-Konzept vereinen lassen, ist eine weitere interessante Fragestellung. Zu
kla¨ren ist hier prima¨r die Frage, inwieweit sichergestellt werden kann, daß trotz eines Sub-
netzwechsels das alte Transportgateway weiterhin im Datenpfad liegt. Ist dies gewa¨hrleistet,
so kann das Konzept der nebenla¨ufigen Migration weiterhin angewandt werden. Bei hierar-
chischen Konzepten bietet sich die Mo¨glichkeit, die Hierarchieebene des Foreign Agents, auf
dem ein Transportgateway fu¨r ein mobiles System realisiert wird, gezielt in Abha¨ngigkeit von
dem Grad der Mobilita¨t eines Endsystems zu wa¨hlen. Hochgradig mobile Endsysteme ver-
wenden einen Foreign Agent auf einer ho¨heren Ebene als Transportgateway in der Hoffnung,
daß trotz eines Subnetzwechsels die Pakete u¨ber diesen Foreign Agent geroutet werden und
somit keine Migration erforderlich wird. Weniger mobile Systeme wa¨hlen wegen der besseren
Skalierung einen Foreign Agent auf einer niedrigeren Hierarchieebene als Transportgateway.
Die Zuordnung eines Endsystems zur Gruppe der mobilen bzw. weniger mobilen Systeme kann
ggf. dynamisch vorgenommen werden.
Die Mobilita¨tsunterstu¨tzung von IPv6 [JP00] la¨ßt sich nicht ohne Probleme zusammen
mit dem OMIT-Konzept einsetzen. Ursache hierfu¨r ist die Tatsache, daß in IPv6 kein ausge-
wiesenes System – wie der Foreign Agent in Mobile IP fu¨r IPv4 – existiert, u¨ber das Pakete
des mobilen Systems garantiert geroutet werden. Somit ist unklar, auf welchem System das
Transportgateway realisiert werden kann. Kommt hingegen eine hierarchische Variante der
Mobilita¨tsunterstu¨tzung von IPv6 [SC+00] zum Einsatz, kann auf dem sogenannten Mobility
Anchor Point, u¨ber den alle Pakete des mobilen Systems geroutet werden, das Transportga-
teway realisiert werden. Inwieweit sich dann die Verfahren des OMIT-Konzeptes anwenden
lassen, bedarf allerdings weiterer Untersuchungen.
Anhang A
Mobile IP mit Fast Forwarding
A.1 Protokolldateneinheiten
In diesem Teil des Anhangs wird auf die von Mobile IP verwendeten Protokolldateneinheiten
eingegangen. Es werden sowohl die wesentlichen Protokolldateneinheiten von Mobile IP als
auch die fu¨r die Realisierung des Fast-Forwarding-Konzeptes zusa¨tzlich erforderlichen Proto-
kolldateneinheiten beschrieben.
A.1.1 Mobile IP Protokolldateneinheiten
A.1.1.1 Agent Advertisement Erweiterung
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Abbildung A.1: Format einer Agent Advertisement Erweiterung
Abb. A.1 zeigt das Datenformat der Agent Advertisement Erweiterung. Im Typfeld wird
der Erweiterungstyp kodiert, mittels des La¨ngenfeldes kann die Startposition der ggf. folgen-
den Erweiterung bestimmt werden. Im Sequenznummernfeld wird die Anzahl der seit dem
Start des Agents ausgesandten Advertisements hochgeza¨hlt. Der Verlust einzelner Adverti-
sements kann anhand des Sequenznummernfeldes auf dem mobilen System erkannt werden,
sobald ein nachfolgendes Advertisement empfangen wird. Die in Sekunden angegebene Le-
bensdauer eines Advertisements wird in dem Feld Registrierungslebensdauer abgelegt. Die-
se Lebensdauer dient dem mobilen System als Anhaltspunkt, wann die na¨chsten periodisch
ausgesandten Advertisements eintreffen mu¨ßten. Treffen sie nicht ein, ist dies ein Hinweis
auf einen Subnetzwechsel. Wird der Foreign-Agent-Modus unterstu¨tzt, so wird die Care-of-
Adresse ebenfalls in der Nachricht kodiert. Mittels des Bitfeldes wird das mobile System
informiert, welche Optionen der Mobility Agent unterstu¨tzt:
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• R-Bit
Der Colocated-Modus ist in diesem Subnetz nicht nutzbar. Ein mobiles System muß
seine Care-of-Adresse vom Foreign Agent erhalten.
• B-Bit
Der Mobility Agent ist u¨berlastet und kann das mobile System nicht unterstu¨tzen.
• H-Bit bzw. F-Bit
Der Agent fungiert in dem Subnetz, in das die Advertisements gesendet werden, als
Home Agent bzw. als Foreign Agent.
• M-Bit bzw. G-Bit
Fu¨r das Mobile IP Routing ist ein Tunnelmechanismus notwendig. Hierfu¨r stehen prinzi-
piell verschiedene Varianten zur Verfu¨gung. Das M-Bit bzw. G-Bit kodiert, welche dieser
Varianten vom Agenten unterstu¨tzt werden.
• V-Bit
Mittels diese Bits erfa¨hrt das mobile System, ob der Agent die Van Jacobson Header
Komprimierung [Jac90] unterstu¨tzt.
A.1.1.2 Registrierungsanforderung
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Abbildung A.2: Format einer Registrierungsanforderung
Abb. A.2 zeigt den Aufbau einer Registrierungsanforderung. Das Typfeld dient der Unter-
scheidung der verschiedenen Mobile IP-Nachrichten. Registrierungsanforderungen tragen den
Wert 1 im Typfeld. Mittels der Flags ko¨nnen verschiedene Optionen vom mobilen System
angefordert werden.
• S-Bit
Ist dieses Bit gesetzt, so werden alte bestehende Registrierungen beim Home Agent nicht
gelo¨scht. Stattdessen wird die neue Registrierung der Liste der bestehenden Registrie-
rungen hinzugefu¨gt.
• B-Bit
Sollen neben den an das System adressierten Paketen auch im Heimatsubnetz ausge-
sendete Broadcasts an den aktuellen Aufenthaltsort weitergeleitet werden, so kann dies
durch Setzen des B-Bits angefordert werden.
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• D-Bit
Unterstu¨tzt ein mobiles System die Entkapselung von Daten und soll der Colocated-Mo-
dus von Mobile IP fu¨r die Mobilita¨tsunterstu¨tzung dieses mobilen Systems zum Einsatz
kommen, so wird dies durch Setzen des D-Bits zum Ausdruck gebracht.
Das M-Bit, das G-Bit und das V-Bit haben eine identische Bedeutung wie bei den in
Abb. A.1 dargestellten Mobile IP-Advertisements. In dem Feld Lebensdauer wird kodiert, wie
lange die Registrierung beim Agenten gu¨ltig sein soll, d.h. wie lange keine Erneuerung der Re-
gistrierung durch eine erneute Registrierungsanforderung erforderlich ist. Die Heimatadresse
muß in der Registrierungsnachricht kodiert sein, da anhand dieser Adresse die Agenten bestim-
men, fu¨r welches mobile System die Mobilita¨tsunterstu¨tzung angefordert wird. Die IP-Adresse
des Home Agents muß in der Nachricht kodiert sein, damit im Falle des Foreign-Agent-Mo-
dus der Foreign Agent ermitteln kann, an welchen Home Agent eine vom mobilen System
empfangene Registrierungsnachricht gesendet werden muß. Mittels der Care-of-Adresse wird
der Home Agent daru¨ber informiert, an welches System er fu¨r ein mobiles System bestimm-
te Pakete tunneln muß. In Abha¨ngigkeit vom D-Bit dieser Registrierungsnachricht handelt es
sich hierbei entweder um eine Foreign-Agent-Care-of-Adresse oder um eine Colocated-Care-of-
Adresse. Um Sicherheitsmechanismen zu realisieren wird das Identifikationsfeld genutzt.
A.1.1.3 Registrierungsantwort
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Heimatadresse des mobilen Systems
IP-Adresse des Home Agent
Lebensdauer einer Registrierung
Identifikation
Abbildung A.3: Format einer Registrierungsantwort
In Abb. A.3 ist eine Registrierungsantwort dargestellt. Der Wert 3 im Typfeld kennzeich-
net diese Mobile IP-Nachricht als Registrierungsantwort. Der Wert des Codefeldes beschreibt,
ob ein Home Agent bzw. Foreign Agent die in der Registrierungsanforderung angeforderte
Mobilita¨tsunterstu¨tzung mit den jeweiligen Optionen unterstu¨tzten kann oder ablehnt. Der
Wert 0 kennzeichnet die Akzeptanz der jeweiligen Registrierung, ein von 0 verschiedener Wert
kodiert die Ablehnung und den jeweiligen Ablehnungsgrund. Die Felder Heimatadresse, IP-
Adresse des Home Agents und das Identifikationsfeld haben die gleiche Bedeutung wie in der
Registrierungsanforderung.
A.1.2 Protokolldateneinheiten fu¨r das Fast Forwarding
Die im folgenden aufgefu¨hrten Formate sind zusa¨tzlich zu den in Mobile IP definierten einge-
fu¨hrt worden. Sie sind erforderlich, um das Fast-Forwarding-Protokoll bzw. die Schleifenauf-
lo¨sung zu realisieren.
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A.1.2.1 Alte Foreign Agent Erweiterung
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Erweiterungstyp(=35) Länge(=6) Adreßtyp Padding
IP-Adresse des alten Foreign Agents
Abbildung A.4: Alte Foreign Agent Erweiterung
Abb. A.4 zeigt die Erweiterung, die vom mobilen System an die Registrierungsanforde-
rung angeha¨ngt wird, damit der neue Foreign Agent u¨ber die Adresse des alten Foreign Agent
Kenntnis erlangt und anschließend der neue Foreign Agent die Einrichtung eines Fast-For-
warding-Tunnels veranlassen kann. Die ersten 8 Bit legen den Typ der Erweiterung fest, die
folgenden 8 Bit die La¨nge der Erweiterung. Zweck des Padding Feldes ist es, die nachfolgend
kodierte IP-Adresse auf einer 32 Bit Grenze beginnen zu lassen. Welche IP-Adresse in der
Erweiterung kodiert ist, spiegelt das Feld Adreßtyp wieder. Mo¨gliche Werte sind:
• ISINVALID
Vor dem Subnetzwechsel ist das mobile System bei keinem Foreign Agent angemeldet
gewesen. Aus diesem Grunde wird keine IP-Adresse im Adreßfeld kodiert.
• ISREREGISTER
Bei der Registrierung handelt es sich um eine Wiederholung der Registrierung des mo-
bilen Systems bei einem Foreign Agent, bei dem das mobile System zuvor schon ange-
meldet war. Da kein Subnetzwechsel stattgefunden hat braucht kein Forwarding Tunnel
etabliert werden und keine IP-Adresse dem Foreign Agent bekannt gemacht werden.
• ISOLDFA
Das mobile System ist in ein neues Subnetz gewechselt. Die im Adreßfeld kodierte IP-
Adresse ist die IP-Adresse des alten Foreign Agent. Der neue Foreign Agent beno¨tigt
diese, um den Aufbau eines Forwarding Tunnels zwischen dem alten und dem neuen
Foreign Agent zu veranlassen.
A.1.2.2 Fast Forwarding Notify Protokolldateneinheiten
Bei der in Abb. A.5 dargestellten Nachricht handelt es sich nicht um eine Erweiterung, die
an eine Mobile IP Nachricht angeha¨ngt wird, sondern um eine eigensta¨ndige Protokolldaten-
einheit. Sie wird als UDP-Paket zwischen dem alten Foreign Agent und dem neuen Foreign
Agent ausgetauscht.
Fu¨r das Fast-Forwarding-Protokoll sind die folgenden drei Notifytypen erforderlich:
• Fast Forwarding Notify
Diese Nachricht hat den Notifytyp 2 und wird vom alten zum neuen Foreign Agent
u¨bertragen, um das Fast Forwarding anzufordern.
• Fast Forwarding Acknowledge
Kann der alte Foreign Agent das Fast Forwarding unterstu¨tzen, sendet er diese Nachricht
(Notifytyp 3) an den neuen Foreign Agent.
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IP-Adresse des Mobilen Systems
MobileIP Typ (=4) Notifytyp Padding
IP-Adresse des Senders dieser Notifynachricht
Abbildung A.5: Fast Forwarding Notify Protokolldateneinheiten
• Fast Forward Negative Acknowledge
Im Fall einer Ablehnung des Fast Forwardings sendet der alte Foreign Agent diese ne-
gative Besta¨tigung (Notifytyp 4) zum neuen Foreign Agent.
A.1.2.3 Schleifenerkennung Erweiterung
Abb. A.6 zeigt die Erweiterung, die fu¨r die Schleifenerkennung verwendet wird. Jeder Foreign
Agent, den eine Registrierungsantwort passiert, ha¨ngt eine solche Erweiterung zusa¨tzlich an
die Registrierungsantwort an.
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Abbildung A.6: Schleifenerkennung Erweiterung
Als IP-Adresse wird die IP-Adresse des Interfaces eingetragen, u¨ber das die Registrie-
rungsnachricht empfangen wurde. Zusa¨tzlich werden ggf. die beiden Status-Bits gesetzt.
• S-Bit
Dieses Bit wird von vom Foreign Agent in der Erweiterung gesetzt, falls der Foreign
Agent durch Auswerten der bereits an der Registrierungsantwort angeha¨ngten Schlei-
fenerkennung-Erweiterung erkennt, daß die Registrierungsantwort bereits zum zweiten
mal den Foreign Agent passiert und somit eine Schleife vorliegt.
• TG-Bit
Dieses Bit wird vom Foreign Agent in der Erweiterung gesetzt, falls der Foreign Agent
fu¨r Transportverbindungen des mobilen Systems als Transportgateway fungiert.
Anhang B
Visualisierungstool fu¨r Sim PlusPlus
Das Visualisierungstool fu¨r die Simulationsumgebung Sim PlusPlus [Ros92a] mit der Erweite-
rung SimEnv [Ros92b] wurde entwickelt, um Simulationsabla¨ufe besser verfolgen zu ko¨nnen
und das Debugging zu erleichtern. Die in der Beschreibungssprache von SimEnv definierte
Netztopologie, d.h. die Netzwerkknoten und die Leitungen zwischen diesen Knoten ko¨nnen
graphisch dargestellt werden. Daru¨ber visualisiert das Werkzeug welche Protokollschichten
innerhalb eines Knotens realisiert sind und zwischen welchen Protokollschichten Protokollda-
teneinheiten ausgetauscht werden. In einem Einzelschrittmodus kann der Ablauf einer Simu-
lation gesteuert werden. Abb. B.1 zeigt das Hauptfenster des Visualisierungstools mit einer
simulativ untersuchten Netztopologie.
Abbildung B.1: Visualisierung mit Sim PlusPlus (Hauptfenster)
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Das Visualisierungstool beschra¨nkt sich darauf, Vorga¨nge zwischen den Protokollschich-
ten, d.h. die U¨bergabe von Paketen zwischen den Protokollschichten und zwischen verschie-
denen Knoten zu visualisieren. Schichteninterne Vorga¨nge, die mittels der Konstrukte von
Sim PlusPlus modelliert werden, ko¨nnen von dem Werkzeug nicht dargestellt werden. Die-
se Einschra¨nkung ist dadurch bedingt, daß bei der Entwicklung des Werkzeuges es als eine
wesentliche Anforderung angesehen wurde, das in C++ realisierte Simulationsmodell nicht
massiv um fu¨r die Visualisierung erforderlichen Code erweitern zu mu¨ssen. Der Austausch
von Protokolldateneinheiten zwischen den benachbarten Schichten wird automatisch – oh-
ne daß die explizite vom Programmierer kodiert werden muß – an das in Tcl/Tk realisierte
Visualisierungstool gemeldet und graphisch dargestellt. Fu¨r eine Visualisierung schichtenin-
terner Vorga¨nge ha¨tte das fu¨r die Visualisierung erforderliche Detailwissen nicht vor dem
Programmierer verborgen werden ko¨nnen. Aus diesem Grunde wurde auf die Visualisierung
schichteninterner Vorga¨nge verzichtet.
Das Tool erlaubt es, die Simulation im Einzelschrittmodus zu steuern oder bis zu ei-
ner bestimmten Simulationszeit ohne Unterbrechung laufen zu lassen. Im Einzelschrittmo-
dus stoppt die Simulation, sobald eine Protokolldateneinheiten zwischen zwei benachbarten
Protokollschichten bzw. zwischen zwei Knoten ausgetauscht wird. Daru¨ber hinaus ko¨nnen
zwei verschiedene Typen von Breakpoints gesetzt werden. Zum einen Breakpoints auf Pake-
te, zum anderen Breakpoints auf die Schnittstelle zwischen benachbarten Schichten. Im Falle
eines Breakpoints auf ein Paket stoppt die Simulation, sobald dieses Paket zwischen zwei be-
nachbarten Protokollschichten ausgetauscht wird. Im Falle eines Breakpoints zwischen zwei
benachbarten Schichten stoppt die Simulation, sobald ein beliebiges Paket zwischen diesen
beiden Schichten ausgetauscht wird. Abb. B.2 zeigt beide Arten von Breakpoints, die anhand
der Speicheradresse des Pakets bzw. der Speicheradressen der benachbarten Protokollschich-
ten identifiziert werden.
Abbildung B.2: Breakpoints
Zusa¨tzlich zur Steuerung der Simulation bietet das Tool die Mo¨glichkeit, Detailinforma-
tion (Variablenwerte) bzgl. der ausgetauschten Pakete bzw. der Schichten eines Knotens an-
zufordern. Damit das Visualisierungstool diese Detailinformation bei Sim PlusPlus anfordern
kann, mu¨ssen die zugeho¨rigen Variablenwerte registriert werden. Dies muß der Programmie-
rer – allerdings nur einmalig im Konstruktor des Paketes bzw. der Protokollschicht – ent-
sprechend kodieren. Abb. B.3 zeigt exemplarisch Detailinformation zur Sim PlusPlus-Klasse
PP LineEndLayer. Im Konstruktor dieser Klasse wurden von Programmierer die Variablen
delay und rate registriert. Vom Visualisierungstool aus ko¨nnen die Detailinformation dieser
Protokollschicht abgefragt werden und somit die aktuellen Werte der Variablen ermittelt wer-
den. Analog kann auch vorgegangen werden, um die in einem Paket kodierten Variablenwerte
zu ermitteln. Bei Paketen ko¨nnen auch fu¨r Pakete ho¨herer Protokollschichten, die eingekapselt
sind, die aktuellen Variablenwerte bestimmt werden.
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Abbildung B.3: Detailinformation im Visualisierungstool
Das Visualisierungstool eignet sich insbesondere dazu zu verfolgen, welche einzelnen Pro-
tokollschichten der verschiedenen Knoten einzelne Pakete passieren. Die Mo¨glichkeit, Break-
points auf einzelne Pakete zu setzen, erweist sich hierbei als sinnvoll. Um die innerhalb einer
Schicht modellierten Vorga¨nge nachvollziehen zu ko¨nnen, ist es allerdings zusa¨tzlich notwen-
dig, den Simulationsablauf im Debugger bzw. anhand von Debugausgaben zu verfolgen. Das
Visualisierungstool kann zusammen mit dem Debugger eingesetzt werden. Im Einzelschritt-
modus und mit Hilfe von Breakpoints kann relativ einfach zu der Phase der Simulation, die im
Detail untersucht werden soll, navigiert werden, um anschließend die schichteninternen Vor-
ga¨nge im Debugger zu verfolgen. Der gemeinsame Einsatz des Visualisierungstools zusammen
mit den Debugger erweist sich hier als sinnvoll.
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