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Abstract
The 3D recovery of a scene is a crucial task with many real-life applications such as self-driving
vehicles, X-ray tomography and virtual reality. The recent development of time-resolving detectors
sensible to single photons allowed the recovery of the 3D information at high frame rate with
unprecedented capabilities. Combined with a timing system, single-photon sensitive detectors
allow the 3D image recovery by measuring the Time-of-Flight (ToF) of the photons scattered back
by the scene with a millimetre depth resolution.
Current ToF 3D imaging techniques rely on scanning detection systems or multi-pixel sensor.
Here, we discuss an approach to simplify the hardware complexity of the current 3D imaging
ToF techniques using a single-pixel, single-photon sensitive detector and computational imaging
algorithms. The 3D imaging approaches discussed in this thesis do not require mechanical moving
parts as in standard Lidar systems. The single-pixel detector allows to reduce the pixel complexity
to a single unit and offers several advantages in terms of size, flexibility, wavelength range and
cost. The experimental results demonstrate the 3D image recovery of hidden scenes with a sub-
second acquisition time, allowing also non-line-of-sight scenes 3D recovery in real-time. We also
introduce the concept of intelligent Lidar, a 3D imaging paradigm based uniquely on the temporal
trace of the return photons and a data-driven 3D retrieval algorithm.
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2.3 Single-pixel camera. The single-pixel camera consists of two main components:
a SLM chosen in this case as a DMD, and a single-pixel detector. The transverse
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by the selected portions. b) Structured detection configuration. The light source
flood-illuminates the scene and the DMD reflects the light scattered back by the
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(a) Temporal profile of the amplitude of a reference Vr(t) and of an input Vs(t) sig-
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component is rejected. (c) Temporal profile of the amplitude of the reference Vr(t)
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4.1 Schematics of the experimental set-up for non line of sight imaging. A pulsed
laser source scatters on a scattering surface producing a spherical wave propagat-
ing in the surrounding area. The imaging system is composed by a time-resolved
single-pixel camera. The DMD is imaging a 50x50 cm2 area of the scattering sur-
face and the time resolved single-pixel camera collects the signal back-scattered
from the hidden targets in temporal histograms. We sequentially collecting the
return photons in each of the 20x20 pixels either by raster scan patterns or by
Hadamard patterns. The DMD (placed 1.16 m far from the wall) then projects only
selected portions ( 20x20 pixels masks) of the image onto a single-pixel, single-
photon detector by using a converging lens ` of 10 cm focal length. The detected
signal is then stored in time histograms of 4096 time bins of 6.1 ps duration each. . 37
4.2 Spectrum of emission of the three laser sources used in the experiment. (a)
The near-infrared laser source emits pulses at 809 nm wavelength with a 4 nm
bandwidth. (b) The white-light laser emits light at 550 nm wavelength with a 40
nm bandwidth by using a corresponding spectral filter. (c) The Toptica FemtoFErb
laser emits light at central wavelength of 780 nm with a bandwidth of 10 nm. . . . 39
4.3 Pictures of the time-resolving single-pixel detector used to collect the signal
scattered back by the hidden object. (a) HPM-100-07 hybrid Photo-multiplier-
tube (PMT, Becker & Hickl) with a multi-alkali cathode. The complete module
is operated by the Becker & Hickl DCC-100 detector controller card that provides
for overload shutdown, control of the avalanche-diode reverse voltage, and power
supply. (b) Silicon single-photon avalanche-diode (SPAD) detector manufactured
in a 0.16 µm BCD technology with monolithically integrated sensing circuit [2].
(c) Picosecond photon counting module (PPD-900, Horiba) PMT detector used to
investigate the non-line-of-sight scene in a time-reversal scenario. (d) The single-
photon data is recorded in time-correlated-single-photon-counting (TCSPC) mode
integrating the detector with a TCSPC card (Figure (d)). The TCSPC card has two
input signals, one for the trigger from the laser and one for the photon counting
from the detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Efficiency of the single-pixel detectors. (a) The PMT has a hybrid photo detector
HPM-100-07 (Becker&Hickl), with 1% of QE at 808 nm wavelength [3]. (b) The
SPAD has a PDE of 70 % at 550 nm wavelength [2, 4] (c) The Picosecond photon
detection PPD-900 PMT has a QE of 8 % at 780 nm wavelength [5]. . . . . . . . . 41
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4.5 Experimental setup used to measure the temporal resolution of the detectors.
A ultrashort pulses of 120 fs temporal duration is sent onto the detector to measure
a single sharp temporal peak on the single-pixel detector. The time-of-arrival of
the photons are stored in a temporal histogram form. . . . . . . . . . . . . . . . . 42
4.6 IRF of the single-pixel PMT detector in logarithmic (Fig. (a)) and linear (Fig.
(b)) scale for the y axis. The IRF has been measured storing the peak signal in a
temporal histogram of 4096 time bins of each 410 fs time duration. The PMT has
a temporal resolution of 27 ps FWHM. . . . . . . . . . . . . . . . . . . . . . . . . 42
4.7 IRF of the single-pixel SPAD detector in logarithmic (Fig. (a)) and linear (Fig.
(b)) scale for the y axis. The IRF has been measured storing the peak signal in
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detector has a temporal resolution of 32 ps FWHM. . . . . . . . . . . . . . . . . . 43
4.8 IRF of the PMT PPD-900 detector in logarithmic (Fig. (a)) and linear (Fig.
(b)) scale for the y axis. The IRF has been measured storing the peak signal in
a temporal histogram of 512 time bins of each 25 ps time duration. The PMT
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4.9 Acquired temporal histograms of the back-scattering. (a) The collected his-
togram contains either the background signal coming from the environment and
the return signal from the hidden targets. (b) The return signal of the hidden tar-
gets are well separated in time from the background signal and we can isolate the
return signal from the hidden targets without any background subtraction. . . . . . 44
4.10 Acquired temporal histograms of the back-scattered signal for two pixels of
the field of view. The two peaks correspond to the two objects in the hidden scene. 45
4.11 3D data matrix of the back-scattering. After each acquisition, we obtain the
temporal histogram of the back-scattered signal across a specific portion of the
field of view corresponding to the applied pattern. The data are rearranged in a
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4.12 Temporal evolution of the return signal across the 20x20 pixels FoV for a two
objects scenario. The colour bar indicates the number of photons detected at
each pixel. Each time frame is separated by 700 ps for an overall time interval of
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on the (x-y) plane and on the (x-z) plane obtained by the back-projection imag-
ing algorithm. The black dotted line and the blue dotted line indicate the actual
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Chapter 1
Introduction
First used by Mait et al. [13], the term Computational Imaging (CI) refers to as the application
of computational algorithms to optical measurements with the purpose of simplifying the hard-
ware complexity of the physical measurement process. Establishing a strong coupling between
post-processing computational algorithms and optical measurements, CI changed the concept of
image formation and in most of the cases, the optical measurements may not even look like an
image. CI allows to overcome the physical limits of the measurement process and the dimension-
ality mismatch between the 2D image and a 3D reality. The use of post-processing computational
algorithms in imaging systems has been demonstrated in medical imaging [14,15], quantum imag-
ing [16], volumetric imaging [17] and Light Detection and Ranging (Lidar) [12]
The concurrent advances in CI algorithms and time-stamped, single-photon-sensitive detectors led
to a new form of ultra-fast imaging capable of "freezing the light in motion". Time-stamped single-
photon detectors are sensors able to measure the arrival-time of a single photon with picosecond
temporal resolution, storing the information in a form of temporal histogram. An image can then be
obtained by elaborating the temporal trace with CI algorithms. Operating in correlation with tim-
ing systems such as Time-Correlated Single-Photon Counting (TCSPC) modules, single-photon
sensitive detectors are widely applied in many technologies including Light-in-Flight (LiF), i.e.
the visual representation of the light in motion, and Time-of-Flight (ToF).
ToF technology infers the spatial information of a 3D scene by the ToF of the light, that is, the
time the light takes to travel along a direct or indirect path. The combination of single-photon
counting detectors and CI algorithms allows the 3D image recovery of Line-Of-Sight (LOS) and
Non-Line-Of-Sight (NLOS) scenes from the ToF information of the back-scattered photons.
Current 3D imaging systems usually rely on scanning systems or pixelated detection. In scanning
imaging systems such as Light-Detection-And-Ranging (LiDAR), a laser spot scans the target
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scene and a single-pixel detector confocally acquires the return signal. On the contrary, pixelated
detection technology flash-illuminates the whole scene and simultaneously acquires the return sig-
nal from different points with a spatially resolved (or multi-pixel) detector. Measuring the arrival-
time of multiple scattered photons along indirect path, this technique can also be extended to the
3D imaging of NLOS scenes.
Current ToF techniques based on scanning systems have some limitations such as the number of
measurements required to obtain the entire image with consequent longer acquisition times. More-
over they require the use of mechanical moving parts, as it happens in LiDAR or Velodyne Lidar
systems. On the other hand, pixelated detectors or cameras can result in bulky devices with lim-
ited temporal resolution, low Photon Detection Efficiency (PDE) or limited operating wavelengths
spectrum. An implementation of the current detection systems for the recovery of 3D scene is the
single-pixel camera, a device requiring a Spatial-Light-Modulator (SLM) and only a single light
sensor to create an image.
The work discussed in this thesis provides an implemented approach to simplify the hardware
of current 3D imaging ToF techniques by using a single-pixel, single-photon sensitive detector.
The single-pixel design offers several advantages in terms of size, flexibility, wavelength range,
structure complexity and cost. Correlating the intensity of the return photons with a series of mul-
tiple spatially-resolved 2D patterns, single-pixel detectors may also provide faster timing response,
higher detection sensitivity and lower dark counts.
In Chapter 2 we will describe the detection technologies we use in the experiments in order to
measure the arrival-time of the return photons. We will discuss how Single-Photon-Avalanche-
Diodes (SPADs) and Photomultiplier tubes (PMTs) sensors operate in TCSPC mode to generate
the return temporal profile for applications requiring high PDE, high temporal resolution and low
dark counts. Chapter 2 will also introduce the single-pixel camera concept.
Chapter 3 will experimentally investigate the 3D information retrieval of a LOS scene combining a
single-pixel camera with a lock-in amplifier, a device used to extract signals with a given temporal
dependence from a noisy background. As demonstrated with the simulations in Chapter 3.2.1, the
lock-in amplifier provides a phase resolution one order of magnitude better than conventional con-
tinuous wave (CW) modulated ToF cameras. We experimentally demonstrate the 3D retrieval of a
LOS scene with a depth resolution of 5 mm, providing an alternative CW modulation imaging sys-
tem with no mechanical scanning parts or multi-pixel detectors. However, the proposed method
is affected by some limitations such as the number of measurements and the time resources not
compatible with real-time applications, as demonstrated by the experimental results in Section 3.4.
Chapter 4 discusses the 3D recovery of hidden scenes with a single-pixel camera. In the "look
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around corner" experiment, a time-resolving single-pixel camera acquires the multi-bounced re-
turn signal and the back-propagation algorithm allows the 3D retrieval of the scene. Combining a
high PDE single-pixel detector and Hadamard pattern detection, the experimental results in Chap-
ter 4 demonstrate the 3D recovery of a NLOS scene with an improved sub-second acquisition time,
paving the way to real-time 3D shape recovery of hidden scenes.
In the last three chapters of this thesis (Chapters 5-7) we introduce the concept of Intelligent Li-
dar (ILidar), a 3D imaging paradigm that uses a single temporal histogram and a neural network
(NN) retrieval algorithm. Chapter 5 will introduce the main concepts of NNs and how supervised
learning approach has been used in many fields of research. The aim of the supervised learning
approach in our case is to infer the inverse light transport model transformation that maps the re-
turn photons temporal histogram into the corresponding 3D image.
In Chapter 6 we introduce the main current technologies used to retrieve the 3D information of
LOS scenes, discussing their advantages, limitations and the pixelated sensor requirement. Chap-
ter 6 will then theoretically introduce the concept of ILidar.
ILidar is a data-driven approach for 3D imaging that recovers dynamic LOS scenes using only a
single ToF temporal histogram acquired by a single-pixel, time-resolving detector. This approach
allows the 3D recovery potentially at a KHz or even MHz frame rate. Since the ILidar uses a single
temporal histogram, no spatial structure is imprinted in the 3D image recovery.
The information contained in a single temporal histogram of the return photons is not sufficient to
univocally determine the spatial information of the scene. The standard 3D imaging technologies
provide the additional information of the scene either by scanning or by pixelated detection. The
ILidar 3D imaging approach provides the additional information by statistical representation of
the possible scenes, on which a neural network model can be trained by using pairs of arrival-time
measurements and corresponding 3D images. A data-driven approach can then be used to retrieve
the 3D image of a scene from a single arrival-time histogram by a single-pixel detector, which in
this case is chosen as a SPAD sensor.
In conclusion, Chapter 7 will report the experimental results obtained by testing the proposed
3D imaging paradigm on dynamic scenes composed by targets of different shapes and size freely
moving in a room. The experimental results demonstrate a compact 3D imaging paradigm chang-
ing the fundamental concepts of 3D imaging, requiring less amount of data transferring, storage
and handling than other conventional ToF 3D imaging approaches. Since the proposed paradigm is
based only on arrival-time measurements and a data-driven algorithm, this method can be extended
and applied to completely different platforms, provided that an optical system based training is for-
merly performed. As an example of cross-modality imaging with pulsed source, we test our system
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on a radar platform by using an impulse radar chip transceiver, as described in the last chapter of
this thesis.
4
Chapter 2
Time-stamped single-photon
sensitive detectors for 3D imaging
In this chapter we describe how single-photon sensitive detectors such as SPAD or PMT sen-
sors can be used to recover the 3D information of a Line-Of-Sight (LOS) and Non-Line-Of-Sight
(NLOS) scene. We then discuss how time-gated single-photon sensitive detectors generate the
temporal trace of the return photons by operating in correlation with a clock, referred to as Time-
Correlated Single-Photon Counting (TCSPC). Finally we introduce the single-pixel camera con-
cept.
2.1 Ultra-fast, single-photon sensitive cameras for 3D imaging.
Since the well known "The Horse in Motion" experiment of Eadweard Muybridge showing se-
quential pictures of the gallop of a horse [18], having cameras with high frame rate plays a crucial
role in imaging dynamic objects or scenes moving at high speed. This requirement becomes pro-
hibitive when we try to capture the motion of the fastest object in the universe travelling at a speed
of 3x108m/s: light.
This problem is addressed with revolutionary cameras sensitive to single photons and capable of
measuring the arrival-time of a photon with picosecond temporal resolution. These detectors such
as Single Photon Avalanche Diodes (SPADs) or Photomultiplier Tubes (PMTs), can indeed capture
the motion in time of the Light-In-Flight (LiF) by timing the photon detection with a clock. Recent
advances in CI algorithms and single-photon counting cameras led to the development of a new
form of high speed photography capable to capture images at 5·1011 frames per second [19, 20]
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with unprecedented capabilities for LOS and NLOS 3D imaging.
Single-photon detection techniques rely on intensity gating [18], holographic gating [21] or con-
tinuous capture [22]. The application of computational algorithms of transient imaging [23] allows
then to retrieve an image from the optical measurements. Used for imaging events with picosec-
ond dynamic evolution, time-stamped single-photon sensitive cameras allowed the visualization of
light in flight in air [24] or murky water [25].
More related to the 3D imaging of direct and indirect scenes, single-photon sensitive cam-
eras can also be used in measurements of Time-of-Flight (ToF). In a common ToF scenario, a
light source illuminates the scene and a time-stamped, single-photon counting detector acquires
the return signal. We can then retrieve the 3D information of the scene from the ToF of the re-
turn photons. Imaging based on single-photon ToF technologies have been demonstrated in Li-
DAR [26–28], real-time tracking of hidden objects [24,29], 3D imaging of hidden scenes, [30,31],
imaging through diffusive media [32, 33] and ghost imaging [34, 35].
The techniques commonly used to achieve picosecond temporal resolution are based on ToF indi-
rect measurement, temporal mapping or temporal gating. Techniques based on indirect measure-
ment of the ToF recover the temporal information by the phase offset of the return of a continuous
wave whose amplitude is sinusoidal modulated in time [22]. In serial time-encoded amplified
imaging (STEAM), the temporal information is inferred by mapping the temporal-domain into a
different one such as the wavelength domain [36]. Finally, temporal gating techniques recover the
temporal information by using mechanical or optical implemented shutters such as Kerr cells [18].
2.2 Single-pixel, single-photon sensitive detectors
Here, we introduce the operating principles of single-photon sensitive detectors and how in their
pixelated or array version they operate in time-resolved single photon counting applications.
We describe the operating principles of a SPAD, the detecting device that has been mainly used
in the experiments reported in this thesis. Offering single-photon sensitivity with ultrafast time-
resolving capability, a SPAD sensor allows to measure the ToF information with picosecond reso-
lution operating in TCSPC mode.
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2.2.1 Single Photon Avalanche Diodes
First invented in the 1990’s, a SPAD detector is a semiconductor avalanche photodiode operat-
ing in a Geiger-mode above the breakdown voltage VBD and therefore sensitive to single-photon
detection. Recent results demonstrated the use of SPADs in photon counting applications such
as LiDAR [37, 38], tracking of targets in NLOS scenes [24, 29], fluorescence lifetime measure-
ments [39, 40] and quantum cryptography [41, 42]. SPAD detectors offer high single-photon sen-
sitivity and picosecond temporal resolution, representing a leading technology among the time-
resolving photon counting devices. Current SPAD sensors are available in a single-pixel or an
array format. The main advantages of using SPADS for photon-counting are the high PDE, wider
spectral range of operation and low power consumption.
A SPAD consists of a junction of a p-doped semiconductor and a n-doped semiconductor, as shown
in the SPAD cross-section (Fig. 2.1 (a)). The p-doped section called anode, contains a concentra-
tion of holes, whereas the n-doped section called cathode, contains a concentration of electrons.
On the contrary, there are no charges in the depletion region at the junction of the opposite-doped
sections since the free carriers recombine. In order to attract the electrons and the holes respec-
tively to the cathode and to the anode, a positive voltage is applied to the cathode and a negative
voltage is applied to the anode. Operating the SPAD in reverse bias voltage beyond the breakdown
voltage VBD and applying a strong electric field across the junction, the device is sensitive to single
photons.
The SPAD operating principle is depicted in Fig. 2.1(b) showing the current I through the
device and the corresponding voltage V for a single-photon detection [43]. Before detecting a
photon, a strong voltage −‖VEB‖+ ‖VBD‖ beyond the breakdown voltage VBD is applied to the
SPAD. Here, the quantity VEB indicates the excess bias voltage applied in order to improve the
Photon Detection Probability (PDP) and to increase the total bias voltage beyond the breakdown
limit.
With reference to Fig. 2.1(b), the initial configuration of the SPAD is the state "1" and no current
is circulating in the device. When a photon is detected in the active area, it creates a hole-electron
pair, generating free carriers across the junction. In a self-sustainable state process, the resulting
electron is accelerated by the strong electric field and it gains enough kinetic energy to generate an
avalanche of free charges by impact ionisation. At the applied bias voltage the associated electric
field is indeed so intense that a single carrier injected in the depletion region can trigger a self-
sustained avalanche. As we increase the excess bias voltage, the Photon Detection Probability
(PDP) of the detector increases. Indeed higher excess bias voltage induces higher electric fields
and therefore higher probabilities of generating an electron-hole pair.
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Figure 2.1: Operating principle of a SPAD detector. a) Cross-section of a SPAD detector com-
posed by a junction of p-doped (holes) and n-doped (electron) semiconductor. By applying a
reverse bias voltage, the holes are attracted to the anode, whereas the electrons are attracted to the
cathode. In the depletion region at the junction of the two opposite doped parts there are no free
charges. b) Current–voltage curve of a SPAD for a single photon detection. Before detecting a
photon, the SPAD is in state "1" when a strong bias voltage−‖VEB‖+‖VBD‖ is applied but no cur-
rent is passing through the SPAD. When a photon is detected, the generated photoelectron creates
a self sustaining avalanche by impact ionisation and so a strong current (state "2"). In order to reset
the SPAD to the initial state, the voltage is restored to the VBD by the quenching process and then
the SPAD is reset to the initial state "1" by the excess bias voltage VEB. The SPAD is then ready
for another photon detection. The SPAD repeats the same cycle (1-2-3) for every photon detection
event.
The current generated by the avalanche denotes the detection of the photon and the SPAD occupies
the state "2". In order to reset the SPAD to the initial state and proceed with the next photon
detection, the current in the SPAD is reset to the initial value with the quenching process. During
this quenching the bias voltage of the SPAD is restored to the breakdown value until the depletion
area is free of charges (state "3"). The SPAD is restored to the initial state applying again a VEB in
the "recharging" process. However, during the quenching the SPAD is not able to detect any photon
for an amount of time called "dead time" varying from hundreds of nanoseconds to microseconds
range.
The SPAD used in the experiments reported in this thesis has been manufactured by the SPAD lab
group of Dipartimento di Elettronica, Informazione e Bioingegneria at Politecnico di Milano [2].
The SPAD detector is manufactured in a 0.16 µm BCD technology with monolithically integrated
sensing circuit. It has an active surface of 57x57 µm2 with a temporal resolution of 32 ps, as
shown in Fig. 4.7. SPAD devices tend to have small active area in order to have faster timing and
to reduce the thermally generated dark counts.
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2.2.2 Photomultiplier tube
First invented in the 1930’s, current photo-counting PMT technologies offer a picosecond temporal
resolution and high sensitivity in a wide range of wavelengths [44, 45].
Figure 2.2 shows the basic principles of a PMT. When a photon hits the cathode of the PMT, an
electron is generated through the photoelectric effect. The electron is accelerated towards a dynode
chain of multiple electrodes in series. While the electron cascades down the chain, it creates an
avalanche of electrons exciting secondary electrons that are accelerated to the next dynode. The
millions of electrons generated at the end of the dynode chain are then absorbed by the anode,
generating an electrical pulse. Measuring the electric pulse with an electronic counter is then
possible to count the absorbed photon.
To ensure that the electrons cascade down the tube, a high voltage is distributed along the dynode
chain and the entire system is assembled in a vacuum glass tube.
PMTs have some limitations such as high voltage or the high sensibility to mechanical vibrations
and electromagnetic disturbances. Additionally, PMTs in the IR range usually require a cooling
system, demanding more mechanics to stabilize the photon detection. PMTs usually offer fast
timing response and high temporal resolution.
The PMT used in the experiment reported in Section 4 is an HPM-100-07 module manufactured by
the Becker&Hickl [45] fully controlled by the Becker&Hickl DCC-100 card [46] and it contains a
Hamamatsu R10467 GaAsP hybrid PMT tube. It has a Quantum Efficiency (QE) up to a 23% in
the visible range, an active area of 3 mm of diameter and a temporal resolution of 27 ps, as shown
in Fig. 4.6.
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Figure 2.2: Operating principle of a PMT detector. When a photon hits the cathode, an electron
is generated by photoelectric effect. The electron is then accelerated towards a dynode chain
creating an avalanche of electrons through secondary emission. The millions of electrons are then
absorbed by the anode generating an electrical pulse measured by an electronic counter.
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2.2.3 Silicon photomultiplier
Another detecting technology used in the experiments discussed in this thesis is the Silicon Pho-
tomultiplier (SiPM) or Multi-Pixel Photon Counter (MPPC). Suitable for photon detection in the
visible and in the near infrared region, it consists of a solid state photomultiplier of microcell
SPADs all connected to a common current summing node. Suitable for single-photon counting in
low light levels, SiPM detectors are characterized by high timing resolution, resilience to magnetic
field, low voltage and visible and near infrared range wavelengths. Used in applications such as
LiDAR [47], dark matter detection [48] and chemiluminescence [49], current SiPM detectors offer
a fill factor of 30%-80%, a gain factor of 105-106.
The SiPM detector we used in the experiment in Chapter 3 is a compact C14455-3050GA mod-
ule manufactured by Hamamatsu Photonics. It consists of thermo-electrically cooled Multi-Pixel
Photon Counters (MPPC, S14422 series), a temperature controller, a voltage power supplier circuit
and an amplifier. The SiPM detector (or single channel) is composed by 2836 pixels and it has an
effective photosensitive area of 3 mm of diameter and a 34% PDE at 532 nm. It works in analog
mode where the measured output is either a current or a voltage and the modules can be operated
just by an external voltage.
2.2.4 Time-Correlated Single-Photon Counting
Usually built as a separate unit from the single-photon sensitive detector, advanced TCSPC elec-
tronics [50] is becoming a crucial technology for applications such as short and long depth range
[29, 51] and fluorescence life-time measurements [52, 53]. By operating in correlation with the
temporal signal created by the absorption of a photon across the SPAD, it provides the clock used
to measure the photon arrival-time with picosecond resolution.
Usually provided as a card, the role of the TCSPC module is to measure the difference in time
between a trigger and the detection of a photon by time-to-digital converters (TDC). Many ex-
periments requiring time-resolved photon counting employ the train of pulses emitted by a pulsed
laser as a trigger. When a photon is absorbed, the TDC computes the time difference between
the trigger and the detection of the photon measuring the difference in the transit time of electric
signals through a series of logic gates. The time can be measured also in a reverse start-stop mode
where the detection of the photon starts the clock and the trigger terminates the clock.
The number of detected photons and the corresponding arrival-time are stored in a temporal his-
togram containing the temporal profile of the photons detection. The x-axis of the temporal his-
togram represents the measured arrival-time of the photons and the y-axis represents the number of
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photons ( or photon counts) detected at that corresponding time. The temporal axis of the arrival-
time histogram is arranged in time bins with a given duration. Once a photon is detected, a count
is added to the time bin of the corresponding arrival-time measured by the TDC and so on for the
following detected photons. More details about the number and the duration of the time bins of the
temporal histogram are provided in the following chapters.
In the pixelated version of a time-resolving single-photon sensitive detector, each pixel of the
camera has a single-photon sensitive detector and a temporal histogram which contains the arrival-
time of the photons detected in the pixel-correlated portion of the field of view.
The SPAD operates in a photon starved-regime in order to collect a photons statistics uniformly
distributed in time. A SPAD operates in the photon starved-regime when the number of detected
photons is up to the 10% of the laser pulses. When the SPAD collects a photon for each laser pulse,
the SPAD detects only the earliest photons, i.e. only the photons located at the first time-bins of the
temporal histogram. When the SPAD operates in a photon starved-regime, it detects also the pho-
tons arriving later in time, obtaining an uniform statistics of the photons. By considering that only
the 10% of the laser pulses contribute to the detection of a photon, the acquisition time required
to collect a representative statistics is still suitable for real-time applications by using lasers with
high repetition rate. In order to time the photon counting of the single-photon detectors used in the
reported experiments, we used the SPC-150NX TCSPC card manufactured by Becker&Hickl [54].
We now introduce the single-pixel camera, a device that requires just one single-photon sensitive
detector to create an image, representing a competitive and cheaper alternative to the pixelated
cameras.
2.3 Single-pixel camera
Current 3D imaging techniques for LOS and NLOS scenes are based either on raster scanning
systems or on acquiring the return signal by spatially resolved sensors. Scanning 3D imaging tech-
niques are characterized by moving parts such as galvo-mirrors or rotating systems [55], resulting
in bulky devices with limited frame rate whose proficiency scales inversely with the image res-
olution. On the other hand, multi-pixel detectors contain a separate sensor for each pixel of the
image, resulting in expensive devices especially at wavelengths outside the visible range. There-
fore, single-pixel cameras can offer a competitive alternative to the conventional cameras in terms
of wavelength range, dark counts, temporal resolution and PDE.
Widely proposed in LiDAR [27, 56], 3D imaging [57, 58] and fluorescence microscopy [59], a
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single-pixel camera is an imaging system composed by a programmable Spatial-Light-Modulator
(SLM) and only a single-pixel light sensor. In a single-pixel camera device, the SLM maps the
transverse spatial information of the scene by 2D structured masks, while a sensor with no spatial
resolution collects the signal scattered back by the scene.
Multiplying a series of different applied patterns with the corresponding photon counts detected
by the single-pixel detector, it is then possible to reproduce the 2D information of the entire scene
using only a single-pixel sensor. Using a time-resolved single-pixel sensor, we can then retrieve
the 3D information of the scene inferring the depth from the ToF information. The most common
examples of SLMs are liquid-crystal devices (LCDs) or DMDs offering a modulation rate up to 20
KHz and mostly used in CI applications.
Fig. 2.3 (a) shows a schematic representation of a single-pixel camera device where a light
source illuminates the SLM which in this case is chosen as a DMD. The DMD is typically made
by 1024x768 square micromirrors of 16x16 µm2 area. The individual orientation of each mirror
can be electrostatically chosen according to user defined mask. With respect to the normal inci-
dence, each mirror of the DMD can be tilted either by +24◦ or by -24◦ according to whether the
mirror state is 1 or -1 respectively. By setting the state of each mirror, it is then possible to selec-
tively redirect the light.
The scene is then structured illuminated projecting structure light patterns through the projection
lens PL. According to the structured pattern applied on the DMD, only selected portions of the
transverse plane of the scene are then illuminated. The single-pixel detector collects the light scat-
tered back by the selected portion of the scene. Using selective patterns such as Hadamard masks,
this method allows to reconstruct the entire image using only a one pixel sensor as opposed to
multi-pixel detectors. Further details about the image reconstruction can be found in Section 4.2.
The configuration using the DMD to project patterns of light illuminating the scene is referred to
as "structured illumination".
Additionally, the single-pixel camera approach can also be used in "structured detection" con-
figuration, as shown in Fig. 2.3 (b). In this case the light source flood illuminates the entire scene
and the DMD images the scene through the imaging lens IL. In order to have the scene on focus on
the DMD surface, the focal length of the IL is chosen according to the distance DMD-scene. By
applying a user defined pattern, the DMD reflects the light scattered back by the selected transverse
portions of the FoV onto the single-pixel detector. The suggested single-pixel approach can also
be extended to the 3D retrieval of hidden scenes, as demonstrated in Chapter 4.
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Figure 2.3: Single-pixel camera. The single-pixel camera consists of two main components: a
SLM chosen in this case as a DMD, and a single-pixel detector. The transverse spatial information
can be recovered correlating the user defined patterns applied on the DMD and the corresponding
photon counts detected by the single-pixel sensor. a) Structured illumination configuration. The
light source illuminates the DMD surface that in turns, projects structured illumination patterns
on the scene by the projection lens PL. A single-pixel detector collects the light scattered back
by the selected portions. b) Structured detection configuration. The light source flood-illuminates
the scene and the DMD reflects the light scattered back by the scene selected portions onto the
single-pixel detector.
Reducing the pixel complexity to a single unit, the single-pixel design offers several advantages
in terms of size, flexibility, wavelength range and cost. Single-pixel detectors are indeed available
for hyperspectral imaging [60] at a wide wavelength range outside the visible region where the
pixelated counterpart is expensive. Single-pixel detector applications have been already demon-
strated in the X-ray [61], infrared [58] and Terahertz [62] domain.
In addiction, single-pixel cameras offer an improved timing performance compared to the focal
plane array counterpart, as demonstrated by the 17 picoseconds temporal resolution of the single-
pixel PMT [45] described in Section 4.1.2. Applying patterns such as Hadamard masks where half
of the pixels are always collecting signal, the average number of photons detected in a single-pixel
camera measurement is N/2 times greater than in a pixelated sensor measurement [63].
Single-pixel detectors may provide enhanced performances, such as faster timing response, higher
detection sensitivity and lower dark counts, providing a valid alternative to the pixelated coun-
terpart. Single-pixel cameras offer a further advantage in terms of fill factor defined as the ratio
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between the sensitive area and the illumination area on the detector. The fill factor offered by
single-pixel detectors is indeed close to 100%, against the 3% of single-photon sensitive cam-
eras [24, 29].
The long acquisition time required for high spatial resolution images can be reduced applying CI
algorithm such as compressive sensing (CS). CS considers the sparsity of the image in the fre-
quency domain and allows the full reconstruction of the image acquiring only a selected subset of
the full imaging reconstruction bases and reducing the number of measurements down to log2(N)
for an N pixels image [64].
We now employ the single-photon sensitive, single-pixel technology discussed so far to simplify
the hardware complexity of the current ToF 3D imaging techniques for LOS and NLOS scenes.
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Chapter 3
Lock-in single-pixel camera for 3D
imaging of line-of-sight scenes
In this chapter we investigate the 3D retrieval of a LOS scene combining a single-pixel camera
with a lock-in amplifier. According to the simulations reported in this chapter, the lock-in ampli-
fier theoretically provides a phase resolution of one order of magnitude better than conventional
continuous wave (CW) modulated ToF cameras. However, the proposed method is affected by
some limitations such as the number of measurements and the time resources not compatible with
real-time applications.
3.1 Lock-in Time-of-Flight camera
Thanks to advances in microelectronics, microtechnologies and sensing [65], the 3D imaging of di-
rect scenes at real-time frame rates attracted a great interest within the research community in sev-
eral research fields. The recovery of depth resolved images indeed plays a crucial role in everyday-
life situations with commercial applications in robot navigation [66, 67], machine vision [68, 69],
autonomous vehicles [70, 71], 3D remote ranging [72] and modern photography systems [73].
Current ToF imaging technologies use either a pulsed light source or a CW intensity modulated
beam to infer the depth information. Pulsed ToF systems recover the depth information by measur-
ing the round-trip time a short pulsed signal takes to reach the targets and return to the detector [74].
Pulsed ToF cameras usually employ p-i-n structure sensors, avalanche photodiode (APD) detec-
tors or SPADs operating in TCSPC mode. However, pulsed light 3D imaging technologies require
short pulses and picosecond temporal resolution sensors to retrieve sub-centimetre depth resolved
3D images.
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On the contrary, CW intensity modulated ToF cameras are eye-safe, compact and robust devices
able to simultaneously provide the depth and the intensity images of direct scenes at real-time
frame rate [75, 76]. CW modulation ToF cameras recover the 3D images by emitting a sinusoid
amplitude modulated signal and measuring the amplitude of the return with Charge-coupled de-
vice/CMOS (CCD/CMOS) sensors [77–79]. One of the most common and miniaturized example
is the Swissranger SR3000 camera [76], a CW modulated ToF camera based on high sensitive
solid-state CCD/CMOS lock-in pixelated sensors [78,80] and low-cost NIR light-emitting diodes.
In CW intensity modulated 3D camera systems, the transverse information of the investigated
scene is encoded in the pixelated structure of the camera’s sensor in which each pixel detects the
photons scattered from a specific (x-y) portion of the transverse plane. The depth information z
is encoded in the phase difference φ(x,y) between the emitted and the received signal. Known
as four bucket sampling [77], the phase difference φ(x,y) is measured by sampling the intensity
of return beam four times at equally distributed intervals within the oscillation period. The depth
information is then inferred by the formula
z(x,y) =
cφ(x,y)
4pi fm
(3.1)
where c is the speed of light and fm is the modulation frequency of the emitted beam.
Compared to other 3D imaging technologies, conventional CW modulation ToF cameras offer high
frame-rate, low power consumption, quick and easy data extraction, compactness and portability.
Moreover they simultaneously provide the depth and the intensity image without requiring any
moving or scanning parts.
Despite the robustness, the portability and the easy data-extraction of CW modulated 3D cameras,
some limitations affect their applicability. Since the phase is inferred by sampling over four equally
distributed points within the entire oscillation period, they offer a limited depth resolution in the
0.5-1 cm range. Moreover, the ambiguity-free distance limits the depth range to 6 metres. Due to
the methodology used to measure the depth, the targets whose phases differ 360◦ are indeed undis-
tinguishable. For that reason, standard 3D cameras may have limited practicality in long-range
scenarios or in 3D imaging with sub-centimetre depth resolution.
An alternative device capable to isolate the signal of interest from a noisy background is the
lock-in amplifier, a device which exploits the information on the signal’s time dependence [81].
A lock-in amplifier is an electronic device capable of isolating from a noisy background a signal
oscillating in time within a user-defined bandwidth fBW around a reference frequency. Known as
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phase demodulation, lock-in amplifiers multiply the acquired signal with an in-phase and a 90◦ out-
of-phase copy of the reference signal. A low-pass filter is then applied to extract the phase and the
amplitude of the signal. Mostly used for sensing applications [82], atomic force microscopy [83]
and Hall effect measurements [84], lock-in amplifiers accurately operate in noise level up to a mil-
lion times higher than the signal [1].
Since the phase is measured by continuously sampling over the entire oscillation period, the use of
lock-in amplifiers offers a considerable advantages in the depth resolution. As demonstrated in the
simulation present in this chapter, the phase resolution obtained by continuously sampling over the
entire oscillation period is indeed one order of magnitude better than the one obtained by the four
points sampling of a standard CW ToF approach. Additionally, no fixed ambiguity-free distance
limits the depth range of a lock-in amplifier, representing a valid alternative to conventional 3D
cameras. The ambiguity-free range of a lock-in amplifier can indeed be tuned according to the
modulation frequency fm of the reference signal.
Here, we demonstrate the depth-image recovery of a LOS 3D scene by combining a lock-in am-
plifier and a single-pixel camera. The suggested method provides a full 3D retrieval of a LOS
scene with a depth resolution of 5 mm without requiring short pulses light source, picosecond
temporal resolution detectors or time-correlated single-photon counting electronics. Moreover the
suggested method provides a tunable ambiguity-free distance according to the reference modula-
tion frequency, representing an alternative to conventional 3D cameras for long-range scenarios.
However, some limitations affect the suggested approach, such as the prohibitive acquisition time
required for high resolution images. Additionally, the proposed method results in a bulky device
composed by a DMD, a lock-in amplifier and a single-pixel detector, reducing the versatility and
the flexibility of the proposed technology.
3.2 Principles of lock-in detection
Here, we describe how the phase demodulation process isolates the amplitude and the phase of
the signal oscillating within a given bandwidth fBW around the reference modulation frequency
fm. In the phase demodulation process, the lock-in amplifier selects the signals oscillating within
a user-defined bandwidth around a reference frequency ωr defined by an external reference beam.
The demodulation method of a lock-in amplifier is depicted in Fig. 3.1 where Vr(t) is the reference
beam, and Vs(t) is the input noisy signal. The lock-in amplifier selects the signal oscillating within
a given frequency bandwidth by multiplying the input signal with an in-phase and 90◦ out-of-
phase copy of the reference signal. It then applies an adjustable low-pass filter to efficiency reject
the undesired frequencies. Figure 3.2 shows the block diagram of the phase demodulation.
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Input signal Vs(t) 
Reference signal Vr(t)
Lock-In amplifier
Phase
Amplitude A
Output signal
Amplitude
noise
phase
Figure 3.1: Demodulation method of a lock-in amplifier. The reference beam Vr(t) is a sinusoid
signal oscillating at the reference frequency ωr, whereas Vs(t) is the noisy input signal. The lock-
in amplifier selects only the signals oscillating within a user defined bandwidth around a given
frequency ωr defined by the reference signal. All the remaining signals oscillating at a frequency
outside the defined bandwidth are rejected. It then extracts the amplitude A and the phase φ of the
desired signal.
Amplitude A
Phase
Input signal Vs(t) 
Reference 
signal Vr(t)
Output signalX
Y
LP filter
LP filter+90 
oscillator
mixer
mixer
Figure 3.2: Block diagram of a lock-in detection system. The lock-in amplifier multiplies the in-
put signal with a in-phase reference signal and a 90◦ out-of-phase reference to extract the amplitude
A and the phase φ of the input signal Vs(t). A low-pass filter is then applied to separate the constant
and the periodic component. The required amplitude and phase are obtained by combining the two
perpendicular components X and Y obtained at the output of the lock-in amplifier.
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We then mathematically describe the demodulation process. In order to demodulate the input
signal with two different phase signals, an in-phase and a 90◦ phase-shifted copy of the reference
signal are created. We therefore consider a typical periodic reference signal Vr(t) with defined
amplitude R
Vr(t) = Rsin(ωrt) (3.2)
and its 90◦ out-of-phase copy
V90◦r(t) = Rcos(ωrt) (3.3)
where ωr is the reference oscillation frequency.
In order to extract the phase and the amplitude of the desired signal we consider the following
periodic input signal:
Vs(t) = Asin(ωrt+φ) (3.4)
oscillating at the same frequencyωr of the reference beam. According to the demodulation method,
we then multiply the input signal Vs(t) by the in-phase and the 90◦ out-of-phase reference contri-
butions, obtaining the following two signals Y0(t) and Y90◦(t):
Y0(t) = Rsin(ωrt) ·Asin(ωrt+φ) = RA2 [cos(φ)− cos(2ωrt)] (3.5)
Y90◦(t) = Rcos(ωrt) ·Asin(ωrt+φ) = RA2 [sin(φ)+ sin(2ωrt)] (3.6)
Two distinct contributions compose the signals in Eqs. (3.5)-(3.6). The first contributions RA2 cos(φ)
and RA2 sin(φ) are constant in time, whereas the second contributions oscillate at a frequency two
times faster than the reference signal. These last two terms RA2 cos(2ωrt) and
RA
2 sin(2ωrt) respec-
tively the Y0(t) and Y90◦(t) signal. Figure 3.3 shows the frequency spectrum of the two signals in
Eqs. (3.5)-(3.6).
We then separate the constant from the oscillating component by applying a low pass filter (blue
colour dashed line in Fig. 3.3) to both signals. We obtain the following filtered components Y0F
and Y90◦F at the output of the amplifier:
Y0F =
RA
2
cos(φ) Y90◦F =
RA
2
sin(φ) (3.7)
After reformulating the previous formulae as√
Y0F 2+Y90◦F 2 =
RA
2
Y90◦F
Y0F
=
sin(φ)
cos(φ)
(3.8)
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Figure 3.3: Frequency spectrum of the phase demodulation of a periodic signal. The demodu-
lated signal is composed by a constant component and a periodical component oscillating at double
the frequency ωr of the input signal. We then applying a low-pass filter (blue colour dashed line)
to extract the signal.
we obtain the amplitude A and the phase φ of the signal of interest Vs in Cartesian components:
A =
2
R
√
Y0F 2+Y90◦F 2 φ = tan−1
Y90◦F
Y0F
(3.9)
We now consider an input signal Vs(t) composed by the signal to be extracted Asin(ωrt+φ) and a
random noise component Zsin(ωzt+φz) described as follows:
Vs(t) = Asin(ωrt+φ)+Zsin(ωzt+φz) (3.10)
Here, ωz 6= ωr is the oscillating frequency of the noise component.
We apply the same demodulation method to the input signal described in Eq.(3.10). Since all the
mathematical operations performed in the demodulation process are linear, the resulting signal is
the sum of the two contributions Asin(ωrt+φ) and Zsin(ωzt+φz). In this case, the first component
remains the same of the constant component described in Eq. (3.7), whereas the second component
produced by the noisy background is:
Y0Z(t) = Rsin(ωrt) ·Zsin(ωzt+φz) = RZ2 [cos((ωr−ωz)t−φz)− cos((ωr +ωz)t+φz)] (3.11)
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Y90◦Z(t) = Rcos(ωrt) ·Zsin(ωzt+φz) = RZ2 [sin((ωr +ωz)t+φz)− sin((ωr−ωz)t−φz)] (3.12)
The obtained signal is composed by a constant component (oscillating in time at a zero frequency),
and multiple periodical components oscillating at (ω−ωz), (ω+ωz) and 2ω .
Both the signals in Eqs. 3.11-3.12 are periodic and oscillate at a non zero frequency. We then apply
a low pass filter to reject the oscillating components without effecting the constant contribution of
Eq. (3.7). Figure 3.4 shows the corresponding frequency spectrum for a noisy input signal.
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Figure 3.4: Frequency spectrum of the phase demodulation of a noisy periodic signal. The
phase demodulated signal is composed by a constant component (oscillating in time at a zero
frequency) and multiple periodical components oscillating at (ωr−ωz), (ωr +ωz) and 2ωr. We
then apply a low-pass filter centred at the reference frequency ωr (blue colour dashed line) to
extract the signal of interest.
After applying the low-pass filter, we then obtain the same filtered signal described in Eq. (3.9).
We can then select the frequency band by setting the bandwidth of the low-pass filter. In this way
we reject the other frequency signals improving the signal to noise ration of the detection system.
As an example of the synchronous detection, Fig. 3.5 shows the temporal profile of the amplitude
of the signal passing through the lock-in amplifier before and after the wave-mixing for ωs = ωr
(a-b) and ωs 6= ωr (c-d).We then mathematically describe the demodulation process. In order to
demodulate the input signal with two different phase signals, an in-phase and a 90◦ phase-shifted
copy of the reference signal are created.
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Figure 3.5: Amplitude profile in time of periodic signals through synchronous detection. (a)
Temporal profile of the amplitude of a reference Vr(t) and of an input Vs(t) signal oscillating at the
same frequency ωs = ωr. (b) After mixing the two signals, the signal is composed by a constant
component (green line) and a periodic component oscillating twice times faster than the input
frequency ωr (blue component). After applying the low-pass filter, the DC component is isolated
and the periodic component is rejected. (c) Temporal profile of the amplitude of the reference Vr(t)
and of the input Vs(t) signal oscillating at two different frequencies ωs 6= ωr. (d) After mixing the
two signals, the signal is composed by two periodic components (blue line) oscillating at ωr±ωs.
After applying the low-pass filter, the average signal is zero and no signal is detected at the output
of the amplifier.
When the input Vs(t) and the reference signal Vr(t) oscillate at the same frequency (Fig. 3.5
(a)), the output signal is composed by a constant component (green line) and a periodic compo-
nent (blue line) oscillating twice times faster than the reference component ωr (Fig. 3.5(b)). After
applying the low-pass filter, only the DC component is preserved, corresponding to the 90◦ phase-
shift of the output signal.
When the input Vs(t) and the reference signal Vr(t) oscillate at different frequencies (Fig. 3.5 (c)),
the signal obtained after the mixing is composed by two periodic components (blue line) oscil-
lating at ωr±ωs (Fig. 3.5(d)). After applying the low-pass filter, the resulting average signal is
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zero and no signal is detected at the output. The lock-in detection extracts only the periodic signal
oscillating at the same frequency of the reference signal and it thus represents a perfect example of
synchronous detection.
A brick-wall filter should be applied to select all the frequencies within a given bandwidth
fBW around the reference frequency. Indeed, a brick wall transmits all the frequencies below the
bandwidth fBW and rejects all the remaining frequencies. Since ideal brick-wall filters perfectly
selecting only the desired frequencies are impossible to be realized, we approximate a low-pass
filter by a RC filtering model (Fig. 3.6).
( )( )Vin
 
R
C
Vout
Figure 3.6: Schematic of the RF filter model. Since an ideal brick-wall filter is impossible to
be realized, we consider a RC filter model to select the frequencies within a given range around
the reference signal. The RC circuit transmits periodic signals whose frequency is within the
bandwidth fBW = 1/2piτ and rejects all the remains frequencies.
The RC filter model is characterized by the following transfer function defined as the ratio between
the transmitted and the input signal power:
H(ω) =
1
1+ iωτ
(3.13)
whereω is the angular frequency and τ =RC is the time constant with resistance R and capacitance
C. We define the cut-off frequency bandwidth fBW as the frequency at which the transmitted signal
power is attenuated by -3dB ( or by half). According to Eq. (3.13), the fBW of an RC is inversely
proportional to the time constant τ as follows:
fBW =
1
2piτ
(3.14)
However, the RC filter model defined by Eq. (3.13) has poor performance compared to ideal
brick-wall low-pass filters. Therefore, we add multiple RC filter models in series to improve the
performance of a single RC filter model in order to select the desired frequency signals more
efficiently.
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Since the multiple RC filters are connected in series, the resulting transfer function of a n order RC
filter is:
Hn(ω) =
(
H1(ω)
)n
=
( 1
1+ iωτ
)n (3.15)
The cut-off bandwidth of multiple RC filters is
fBW =
OF
2piτ
(3.16)
where the order factor OF depends on n, that is the number of the RC filters. We select the peri-
odic signals oscillating at a frequency within a desired bandwidth fBW setting the value of the time
constant τ and of the filter order n.
The choice of the order factor n plays a fundamental role in the lock-in detection, determining the
bandwidth fBW and the shape of the cut-off frequency. A wide filter bandwidth fBW around the ref-
erence frequency could lead to noisier measurements and lower signal to noise ratio. In this case,
the undesired frequencies such as the 2ωr component could leak within the selected threshold, in-
ducing a systematic error on the output signal. On the other hand, a narrow bandwidth guarantees
the selection of the desired frequencies only and a higher signal to noise ratio at the cost of lower
time resolution. Indeed, the low-pass filtering induces a phase delay increasing with the filter order
and equal to the argument of the transfer function of Eq. (3.13). Therefore, higher phase delays
require longer settling time to obtain accurate measurements.
Figure 3.7(a-b) shows the Bode plots of the frequency responses of the lock-in amplifier as
a function of the filter order [1]. Figure 3.7 shows the attenuation of n = 1,2,4,5,8 filter orders
lock-in systems for a fixed time constant τ . Higher filter orders produce a narrower bandwidth and
a transfer function more similar to a brick-wall filter.
Figure 3.7(b) shows the Bode plots of the frequency response for a fixed bandwidth fBW but dif-
ferent time constant τ for n = 1,2,4,8 filter orders. In this case, low-pass filters with the same
frequency bandwidth but higher filter orders are characterized by a steeper roll-off at high fre-
quencies. Figure 3.7(c) reports the settling time in time constant units required to achieve phase
measurements with 99% of accuracy for filter order n = 1,2,4,8.
Tab. 3.1 reports the value of the order factor OF , the bandwidth fBW and the settling times with a
phase precision of 99.9 % for filters order n = 1,2,4,8 [1].
We then evaluate the advantages of using a phase demodulation single-pixel camera approach in
depth resolving measurements.
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Figure 3.7: Bode plots of a lock-in detection system for different filter orders. (a) Frequency
responses of a lock-in amplifier for filter order n = 1,2,4,8 with fixed time constant and varying
fBW . The blue trace represents the frequency response of a first order filter model. By increasing
the filter order (red, green and purple traces), the frequency bandwidth of the accepted frequencies
is narrower. (b) Frequency responses of a lock-in amplifier for filter order n = 1,2,4,8 with fixed
frequency bandwidth fBW and varying time constant τ . The blue trace represents the frequency
response of a first order filter model. By increasing the filter order, the low-pass filter bandwidth
has a steepest roll-off at high frequencies. (c) Percentage step responses of a lock in amplifier as a
function of the time constant τ for filter orders n = 1,2,4,8. In order to overcome the increasing
phase delay induced by higher filter orders, the lock-in detection requires longer settling time,
limiting the temporal resolution and slowing down the measurements.
Order OF (1/τ) Settling times (τ) fBW (1/τ)
1 1 6.91 0.159
2 0.64 9.23 0.102
4 0.43 13.06 0.069
5 0.38 14.79 0.060
8 0.30 19.62 0.048
Table 3.1: Order factors, settling times and cut-off bandwidth of a lock-in amplifier for different
order filters [1].
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3.2.1 Phase error comparison.
In order to compare the standard ToF camera with the lock-in amplifier, we compare the error over
the phase of the two 3D imaging technologies. We thus numerically simulate a sinusoid amplitude
modulated signal with a Gaussian distributed noise with average µ=5 and standard deviation σ .
Figure 3.8 (a) shows the temporal profile of the sinusoid amplitude modulated signal oscillating
at 1 kHz frequency, whereas Fig. 3.8 (b) shows the sinusoid amplitude modulated signal with a
Gaussian distributed random noise with average µ = 5 and standard deviation σ=0.1. We then
compute the standard deviation of the phase obtained by the standard ToF and by the lock-in
detection approach as a function of the standard deviation σ of the noise component.
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Figure 3.8: Temporal profile of a sinusoid amplitude modulated signal. (a) Sinusoid amplitude
modulated signal oscillating at 1 kHz frequency. (b) Sinusoid amplitude modulated signal with a
Gaussian distributed random noise with average µ = 5 and standard deviation σ=0.1.
The phase φ of the standard ToF camera approach is computed sampling the signal amplitude Ai
over four points 0,1,2,3 equally distributed along the oscillation period:
φ =
A3−A1
A0−A2 (3.17)
In contrast, the phase of the lock-in amplifier approach is computed sampling over the entire oscil-
lation period according to Eq. (3.9). In more details, we multiply the noisy periodical signal with
the in-phase and the 90◦ out-of-phase reference beam, obtaining the two components Y0(t) and
Y90◦(t). We then sum over the oscillation period to select only the constant component of the two
signals as happens in a low-pass filtering. The phase is then computed by the inverse tangent of the
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ratio of the perpendicular components according to Eq. 3.9. The phase error ∆φ(σ) is obtained by
the standard deviation of the phase of 50 Gaussian distributed noise signals for each value of σ .
Figure 3.7 shows the sinusoid amplitude modulated signal oscillating at 1 kHz frequency without
(a) and with (b) the Gaussian distributed noise component.
Figure 3.9 shows the phase error ∆φ(σ) as a function of the standard deviation σ of the Gaus-
sian distributed random noise by a conventional ToF camera (red trace) and by a lock-in amplifier
(blue trace). As reported in the figure, the error on the phase retrieved by the four points sampling
approach increases 27 times faster than the phase retrieved by the entire oscillating period sam-
pling. The suggested lock-in detection then provides a phase resolution 27 times more accurate
than the four points sampling approach of a standard ToF camera.
s t a n d a r d  T o F  c a m e r a
L o c k - i n  c a m e r a
standard ToF camera
Lock-in camera
four points sa pling 
scillation period sampling
Figure 3.9: Theoretical comparison of the phase error ∆φ between a four points and an entire
oscillation period sampling. Trend of phase error as a function of the standard deviation σ of
the Gaussian random noise signal. The red trace represents the error of the phase retrieved with
the four points sampling approach. The blue trace represents the error of the phase retrieved with
sampling over the entire oscillation period. The lock-in approach provides a phase error 27 times
better than the four point sampling. The standard deviation of the phase is computed averaging 50
Gaussian random noise signals for each value of σ .
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3.3 Lock-in single-pixel camera
The scene to be recovered is flood illuminated with an intensity modulated beam oscillating at a
reference modulation frequency fm and a single-pixel camera combined with a lock in amplifier
collects the return signal. Figure 3.10 shows the experimental setup of the lock-in single-pixel cam-
era. Here, the sinusoid modulated amplitude beam is created from a continuous wave (CW) beam
by an electro-optic modulator (EOM). In more details, a CW linearly polarized Gaussian beam of
wavelength λ= 532 nm and power P=150 mW propagates through the optical system shown in
Fig. 3.10 (a). The beam outgoing from the laser is collimated by a set of lenses not shown in the
figure. The half-waveplate and the polarizing beam splitter (PBS) set the beam power at 130 mW.
The beam passes through an electro-optic amplitude modulator (EOM) in order to produce a laser
beam whose amplitude is sinusoid modulated in time at a reference frequency. A converging lens
L4 of focal f = 100 mm focuses the beam into the EOM. Acting as a variable waveplate, the EOM
changes the polarization state of the laser according to an external driving voltage. We then change
the temporal modulation of the beam amplitude by placing at the EOM output a linear polarized
(LP) whose axis is perpendicular to the input beam polarization. We then apply a sinusoid ampli-
tude modulated external voltage by a programmable function generator. Since the EOM requires a
voltage of 170 V to induce a 90◦ change in the beam polarization, we amplify the 10 V amplitude
sinusoid signal. The bi-convex lens L5 of focal length f=100 mm collimates the diverging beam
outgoing from the EOM. The sinusoidal beam at the output of the EOM oscillates in time at a
modulation frequency of 5 MHz.
Figure 3.10 (b) shows the lock-in single-pixel camera setup. A sinusoid amplitude modulated
beam is flood-illuminating a 45x45 cm2 3D scene by the bi-concave lens L1 of focal length f=-
50 mm. The return signal is collected from a single pixel camera by the lens L2 (focal length
f=50 mm). A DMD and a Silicon photomultiplier detector (SiPM, C14455-3050GA) compose the
single-pixel camera. The SiPM detector (or single channel Multi-Pixel Photon Counters, module
C14455-3050GA) is manufactured by Hamamatsu Photonics and it has an effective photosensitive
area of 3 mm of diameter and a PDE of 34% at 532 nm. All the 2836 the pixels of the SiPM are
connected to the unique analog output of the single channel SiPM. The DMD is manufactured by
Texas Instruments and it has 1024x768 micromirrors of 16x16 µm2.
A 50 mm focal length lens (L3) collimates the beam after the DMD and a long working distance
microscope objective (magnification factor 50X, Mitutoyo Plan Apo) focuses the transmitted beam
on a free-running SiPM detector. In order to isolate the desired signal from the background light
of external sources present in the scene, we use a 532 nm band-pass filter with a 40 nm bandwidth
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before the detector. A lock-in amplifier extracts the desired signal from the analog output of the
SiPM sensor according to the reference signal. The reference signal is provided by a copy of the
electric signal generated with the programmable function generator. We acquire the return signal
by 64 x 64 pixels raster scan masks on the DMD and collect the reflected light onto the detector.
Each raster scan mask collects the return signal scattered back from a 0.7x0.7 cm2 transverse
portion of the field of view for an overall imaging area of 45x45 cm2. The masks projection on the
DMD and the lock-in amplifier acquisition are synchronized by a Matlab software code.
In order to evaluate the depth resolution of the proposed method, the scene is composed by a
24x24 cm2 square target shown in Fig. 3.11(b). The target consists of a series of 6x6 or 12x12
cm2 squares, 6x12 cm2 rectangles and a "T" letter. The targets are placed at varying depth within a
range of 0-22 mm in order to evaluate the depth resolution of the suggested method. In details, the
targets are located at an increasing relative depth of 0, 5, 6, 7, 10, 11, 12, 14, 16, 17, 21, 22 mm
respect to the farthest target.
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Figure 3.10: 3D imaging by a lock-in single-pixel camera. a) A CW beam passes through an
electro-optic modulator (EOM) to obtain a sinusoid modulated amplitude beam. The EOM acts as
a Pockels cell modulator that varies the polarization of the beam linearly with the applied voltage.
A copy of the electric signal produced by the function generator is provided in input to the lock-in
amplifier as a reference. b) A sinusoid amplitude modulated beam flood-illuminates the 3D scene
and a single-pixel camera composed by a SiPM detector and a DMD collects the signal scattered
back from the 45x45 cm2 field of view. The lock-in amplifier then filters the detected signal
according to the reference signal and provides the in-phase and the 90◦ out-of-phase component of
the return at each acquisition.
29
In order to set the lock-in cut-off frequency and efficiently isolate the return signal, we use a filter
order n = 5 and a time constant τ = 100 ms for a 5 MHz modulation frequency. These values
correspond to a settling time of 1.48 s and a cut-off frequency bandwidth fBW = 0.60 Hz, as
reported in Tab. 3.1. In this case the acquisition time of the lock-in poll duration is 0.1 seconds
per mask at a sampling rate of 132. The lock-in amplifier provides in output the in-phase and the
90◦ out-of-phase component (Eqs. 3.9) of the return at each acquisition. We then proceed with the
3D retrieval of the scene following the procedure described in Section 3.2.
3.4 Experimental results
The in-phase and the 90◦ out-of-phase component of the return provide the 3D information of the
scene depicted in Fig. 3.11 (b). The square root of the quadratic sum of the in-phase and the 90◦
out-of-phase component provide the x-y information of the scene, as described in 3.9 (a). The
depth information z is then computed by considering the 2pi change of the phase φ of a modulated
beam over a modulation wavelength distance. The z information is then expressed as
z(mm) = λ
φ
2pi
(3.18)
where λ is the wavelength of the modulation frequency and φ is the measured phase described in
Eq. (3.9) (b). Since the modulation frequency is 5 MHz, the previous depth can be rewritten as
follows:
depth(mm) =
3∗105
5
φ
2pi
(3.19)
In order to take into account the offset over the measured phase, we consider the relative phase
difference between each (x-y) pixel and the farthest measured pixel centred at coordinates (x=35
cm, y=38 cm, z=0).
Figure 3.11 shows the experimental results. Figure 3.11 (a) shows the amplitude of the return
signal on the x-y plane. To facilitate the visualization a threshold of 0.83 is applied. The blue
dotted line in Fig. 3.11 indicates the actual position of the target on the transverse plane. The
inverse tangent of the ratio of the Y90◦ and Y0 component provide the phase of the return. The depth
is then computed by Eq. 3.19.
Figure 3.11 (c) shows the experimental depth. In order to evaluate the depth accuracy of the
retrieval, Fig. 3.11(d) shows the actual depth of the target as a colour-encoded depth image in a
0-20 mm depth-range. Comparing the experimental retrieval with the ground truth, the proposed
method provides a 5 mm depth accuracy 3D retrieval.
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Figure 3.11: 3D imaging with lock-in single-pixel camera results. a) Retrieval of the 3D shape
of the investigated scene on the (x-y) plane. In order to facilitate the visualization, a threshold of
0.83 has been applied to suppress the lower amplitude pixels. The dotted blue line indicates the
actual position of the target. b) 24x24 cm2 square target to be retrieved. The target consists of a
series of 6x6 or 12x12 cm2 squares, 6x12 cm2 rectangles and a "T" letter. The targets are located
at varying depth within a range of 0-22 mm in order to evaluate the depth resolution of the method.
In detail, the targets are placed at an increasing relative depth of 0, 5, 6, 7, 10, 11, 12, 14, 16, 17,
21, 22 mm respect to the farthest target. c) Retrieval of the depth information of the investigated
scene by a colour-encoded depth image within a depth range 0-22 mm. d) Colour-encoded depth
ground truth. The colourmap encodes the relative phase difference between each (x-y) pixel and
the farthest measured pixel centred at coordinates (x=35 cm, y=38 cm, z=0).
31
By sampling over the entire oscillation period of the return signal, the suggested method based
on lock-in demodulation detection provides an accurate 3D retrieval of LOS scenes with a depth
resolution of 5 mm. The experimental results demonstrate that the proposed approach and the
standard ToF cameras offer a comparable depth resolution.
3.5 Conclusions
Preferred over ultra-sonic and RADAR 3D imaging systems for lateral resolution and fastness,
optical non-scanning ToF systems recover the 3D image of the scene by illuminating the scene and
measuring the intensity and the return time of the back-scattered signal. In order to infer the 3D in-
formation, current ToF systems use either pulsed light sources or CW intensity-modulated optical
beams. Since this approach combines the intensity and the ToF information of the return signal,
it allows the recovery of the transverse plane and of the depth information simultaneously without
requiring any additional data processing as happens for holography or stereovision systems.
The pulsed light and the CW intensity modulated light source technologies employ two distinct
approaches to measure the time-of-flight information. The pulsed light technology infers the depth
information d by the temporal difference ∆t between the arrival-time of the return photons and a
time-zero reference signal. On the other hand, intensity modulated ToF cameras infer the depth in-
formation by sampling the phase offset between the return (received) signal and a reference (emit-
ted) signal over the oscillation period. As opposed to pulsed ToF cameras requiring time-resolving
detectors, intensity modulated ToF cameras require only a CW light beam whose amplitude is
modulated in time at a given modulation frequency fm.
Despite the versatility, the high frame-rate and the compactness of the commercial intensity modu-
lated ToF camera, standard CW modulated ToF cameras are affected by some limitations. Since the
depth information is inferred sampling the return signal four times at equal intervals in a oscilla-
tion period, the depth resolution of the investigated scene is limited to 0.5-1 cm [85]. Moreover the
ambiguity free-range distance limits the versatility and the performance in long-range 3D imaging
scenarios according to the modulation frequency of the reference signal.
Here, we demonstrated the 3D retrieval of a LOS scene by a lock-in single-pixel camera with
a depth resolution of 5 mm. Our approach uses an intensity modulated flood-illumination oscillat-
ing at a given reference frequency and a lock-in amplifier to extract the return signal acquired by
raster scan. The suggested approach simultaneously provides the depth and the intensity image of
the investigated scene requiring minimal additional processing. The combination of the structured
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illumination and the intensity of the return provides the transverse information of the scene. The
depth information is then retrieved by the phase offset between the emitted and the return signal.
This proposed method provides an alternative CW modulation 3D imaging system with compara-
ble depth resolution.
However, some limitations affect the suggested approach. Due to the phase delay induced by
cascading multiple RC filter, the lock-in amplifier indeed requires settling time of the order of tens
time constant in order to achieve a 99% phase accuracy. With a time constant of 100 ms and a
spatial resolution of 64x64 pixels, the lock-in demodulation detection requires an overall settling
time of 100 minutes. The overall settling time is drastically impractical for real-time application
and not compatible with the 160 fps of the compact ToF cameras on the market [86]. Providing
the depth and the intensity information for each pixel, commercial ToF cameras represent a 3D
imaging device more compact and faster than the proposed lock-in single-pixel camera with com-
parable depth accuracy. Another limitation is the compactness and the portability of the system.
Indeed the combination of a single-pixel detector, a lock in amplifier and a digital mirror device
may results in a bulky device not compatible with portable conventional ToF 3D cameras.
Although the acquisition time required to retrieved a full 3D reconstruction is not comparable with
conventional real-time 3D cameras [87], the suggested method has ambiguity-free distance range
tunable according to the reference signal. Since the reference signal is usually provided by an
external source, the lock-in single-pixel camera therefore provides flexibility in choosing the op-
timal modulation frequency according to the application depth range. Additionally, the proposed
approach provides the 3D image of direct scenes without employing any short pulses illumination
or picosecond temporal resolution sensors with comparable depth resolution.
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Chapter 4
Non-line-of-sight 3D imaging with a
single-pixel camera
The 3D recovery of scenes hidden from the direct line of sight is a crucial task with applications in
remote sensing, surveillance, defence and self-driving vehicles. Typical real-life scenarios are rep-
resented by objects hidden behind an obstacle such as a wall or a blind corner, making the retrieval
of hidden scenes a field of research under constant investigation. The 3D recovery of hidden scenes
by the detection of the third echo of a multiple scattered signal, has been demonstrated in optics,
radar systems and acoustics, with the possibility to investigate new imaging modalities with a wide
range of applications. Most of the promising approaches in optics are based on using ultra-fast,
time-gated, single-photon sensitive cameras and pulsed light sources [30, 88–90] or continuous
wave illumination [91–93]. In order to simplify the data acquisition and the data processing, alter-
native approaches for NLOS imaging are based on deep learning algorithms [31, 94] or light-cone
transform [95].
Recently results also explored the physical properties of the so called Phasor-Field (PF) to look
around corners and to retrieve 3D informations about the hidden scene [96–99] by investigating the
physical behaviour of an amplitude modulated continuous wave at frequencies in the MHz range.
These results demonstrated an analogy between conventional LOS and NLOS imaging. Indeed,
when the aperture roughness is significantly larger than the optical wavelength and much smaller
than the modulation wavelength, the scattering surface such as the relay wall can be considered as
a mirror for the MHz modulated beam. Since the proposed approach relies on the physical prop-
erty of the modulated light, the retrieval is therefore just the measurement of an optical beam with
almost no calculation required. This approach allows the 3D imaging of a NLOS scene without
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requiring any complex computational imaging algorithms.
The 3D recovery of NLOS scenes has also been demonstrated using radar frequencies where the
recovery of the 3D shape from inverse problem solution is remarkably simpler than optical sys-
tems [100]. Inspired by radar systems [101], recent results demonstrated the 3D recovery of hidden
scenes in acoustics by exploiting the specular reflection properties of walls [102]. Suggested by
Dokmanic et al. [103], this system relies on the emission of a chirped sound by an emitter array
and on the measurement of the returning signal by an array of microphones [104]. However, wave
effects need to be considered in the modelling of the sound propagation for acoustic NLOS imag-
ing.
As discussed in this chapter, current Light-Detection-And-Ranging (LiDAR) and NLOS tech-
niques in optics rely on illuminating the scene under investigation with a pulsed light source and
collecting the light scattered back by the objects in the scene by time-resolved detectors [105,106].
Measuring the time the light takes to reach the detector allows to locate the object and to retrieve
the 3D scene following the well-known formula s = c× t where c is the speed of light and s is the
distance cover by the light in a time t. In particular, this technique typically requires a pulsed laser
beam pointed on a scattering surface such as a wall, producing a sphere of light propagating into
the hidden scene. When the first scattering hits the hidden object, the sphere of light is scattered
back towards the scattering surface. Collecting the third bounce echo scattered from the hidden
target permits the tracking and the 3D retrieval of the hidden scene by applying imaging recon-
struction algorithms [30, 107, 108].
Imaging reconstruction algorithms are typically based on the overlapping of the back-projected
ellipsoids [30, 89]. Recent results demonstrated the 3D recovery of a hidden scene by using a
frequency-wavenumber (or f − k) migration method to solve the inverse NLOS problem [109].
Inspired by the seismic imaging process of recovering the complex subsurface by detection of the
waves at the surface [110, 111], the f-k migration approach exploits the similarities between the
seismic problem and NLOS imaging, providing a robust method to retrieve the 3D information of
complex surfaces in confocal and non confocal imaging system.
Since the multiple back-scattered signal is typically weak, visible and near-infrared methods re-
quire single-photon sensitive detectors, many acquisitions and complex reconstruction imaging
algorithms to infer the information about the hidden scene [30, 112]. Recently results demon-
strated only the tracking of moving targets at short and long-range distances [24, 92, 113]. Since
the 3D recovery of hidden scenes requires more information and longer acquisition times, the real-
time 3D retrieval of hidden scenes is still impractical, even if recent progresses have been made
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to reduce the acquisition and reconstruction time for retroreflective scenes [95]. Moreover the
spatial resolution of the retrieval is strictly dependant on the temporal resolution of the detector:
single-photon detectors in the market have a temporal resolution of the order of tens picoseconds
corresponding to a centimetre spatial resolution. Since the 3D retrieval of hidden scenes requires
high speed and high temporal resolution single-photon sensitive cameras, the NLOS imaging still
represents a challenge and is currently an interesting topic of research under constant investigation.
The purpose of this chapter is the investigation of the full 3D retrieval of four scenes hidden
from the direct line-of-sight by using a time-resolved single-pixel camera, providing more flexi-
bility in choosing the optimal detector for the imaging purpose. The single-pixel camera approach
allows to reduce the acquisition times with good reconstruction fidelity by combining high sensi-
tivity single photon detectors of sub 30 ps temporal resolution with a digital micromirror device
(DMD) with up to 20 kHz refresh rate without requiring any scanning parts.
By using a high sensitivity detector (80% of QE), our results demonstrate the full 3D retrieval of
hidden targets with an improved acquisition time down to sub-second, paving the way to real-time
3D imaging of non-line-of-sight scenes.
In this chapter we describe the experimental setup used to collect the return signal in a form of
temporal histograms. We then apply the back-propagation imaging algorithm [30,107] to infer the
3D information of the hidden scene by using a single-pixel camera. A further improvement in this
method would be to reduce the acquisition times by applying imaging algorithms such as those
based on compressive sensing. Compressive sensing allows to fully exploit the capabilities of a
single-pixel camera and retrieve comparable quality images with less measurements [63,114,115].
Moreover, our results demonstrate the full-colour retrieval of an Red-Green-Blue (RGB) coloured
scene by using a white-light source with a broad continuous spectrum of emission within the visible
frequencies. Additionally we demonstrate the 3D retrieval of a hidden scene in a "time-reversal"
scenario by structured illuminating the field of view (FoV) and collecting the light from a single
observation point. The "time-reversal" provides more flexibility in choosing the optimal setup
configuration for the imaging challenge being addressed.
4.1 Looking around corners experimental setup
Here, we describe the experimental setup used to investigate the hidden scene. The experimental
setup (Fig. 4.1) is composed by a pulsed light source and a time-resolved single-pixel camera
to image the signal scattered back by the hidden objects on the observation area. The single-
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pixel camera is composed by a DMD (Vialux SuperSpeed V-7001 Module) combined with a time-
resolving single-pixel detector, in this case either a SPAD detector or a PMT.
In this case the imaging system has an observation area of 50 x 50 cm2 on the scattering surface
and each DMD mirror reflects the light from a specific spatial portion of the observation area by
using a camera lens objective (Samyang, 8 mm focal length, f/3.5). The collected light is then
projected on the time-resolved single-pixel detector. Since the tilt of each mirror can be chosen
according to the mask applied on the DMD, the use of a DMD allows to spatially map the light
passing on the entire observation area on a single-pixel detector, recovering the spatial information
lost using a single pixel detector. In this case each DMD mask has a spatial resolution of 20x20
pixels corresponding to 2.6x2.6 cm2 pixel area on the FoV.
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Figure 4.1: Schematics of the experimental set-up for non line of sight imaging. A pulsed laser
source scatters on a scattering surface producing a spherical wave propagating in the surrounding
area. The imaging system is composed by a time-resolved single-pixel camera. The DMD is imag-
ing a 50x50 cm2 area of the scattering surface and the time resolved single-pixel camera collects
the signal back-scattered from the hidden targets in temporal histograms. We sequentially collect-
ing the return photons in each of the 20x20 pixels either by raster scan patterns or by Hadamard
patterns. The DMD (placed 1.16 m far from the wall) then projects only selected portions ( 20x20
pixels masks) of the image onto a single-pixel, single-photon detector by using a converging lens
` of 10 cm focal length. The detected signal is then stored in time histograms of 4096 time bins of
6.1 ps duration each.
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The time-resolving single-pixel detector operates in time-correlated single photon counting (TC-
SPC) mode and records the arrival-time of the collected light in a temporal histogram. When a
photon is collected, the detector stores the arrival-time measured as the difference in time between
the arrival of the photon and a TTL trigger. The trigger is provided by the pulsed laser source.
Each temporal histogram is composed by 4096 time bins of 6.1 ps duration each.
A pulsed light source is then sent 10 cm to the right of the FoV of the single-pixel camera, pro-
ducing a spherical wave propagating in the surrounding area. A part of the spherical wave hits the
objects hidden behind the occluder, scattering back the light on the observation area. Considering
the arrival-time of the collected photons it is possible to locate the hidden object and retrieve the
3D image. We then acquire the signal scattered back on the FoV by applying consecutive patterns
and collecting the corresponding signal. The number of the patterns we apply depends on the type
of patterns used in the acquisition, in this case Hadamard or raster scan masks. Considering the
laser spot as the origin O(x = 0,y = 0,z = 0) of our frame of reference, the following formula
describes the intensity I(x′,y′,z′ = 0) collected at given pixel (x′,y′,z′ = 0) of the observation area:
I(x′,y′z′ = 0, t) =
∫
x,y,z
I0δ (tc− r`v− rvp)
r2`vr
2
vp
dxdydz (4.1)
where I0 is the initial intensity of the spot on the scattering surface. Here, the delta function de-
scribes the propagation of the light as a spherical wave from the laser spot to the observed pixel.
Indeed, the quantity tc is the distance covered by the light travelling at a speed c= 300000 km/s in
a time t, r`v(x,y,z) =
√
x2+ y2+ z2 is the distance between a generic portion of the object (x,y,z)
and the laser spot, and rvp(x,y,z,x′,y′,z′ = 0) =
√
(x− x′)2+(y− y′)2+ z2 is the distance between
the portion of the object and the observed pixel. The δ describes the 3D shape of the object through
the time-of-flight signal scattered back from each point of the object. Finally, the 1/r2 term de-
scribes the decay of the intensity with the distance due to diffusive reflection from the wall and the
object. We then integrate over the entire object.
We investigate various imaging scenarios using different combinations of laser sources and de-
tectors and different 20x20 pixels masks chosen accordingly to the imaging challenge being ad-
dressed. We now report the spectrum of emission of the laser sources we used. In this case we
used three lasers sources at different wavelength.
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4.1.1 Laser sources
The first laser source we used in the experiment is a pulsed Ti:Sapphire femtosecond oscillator
(Chameleon Ultra II, Coherent) emitting 120 fs pulses of 10 nJ with a repetition rate of 80 MHz
and an average power of 800 mW. Figure 4.2 (a) shows the spectrum of emission measured by a
spectrometer in the visible-near infrared range. The laser source emits pulses of light at 809 nm
with a 4 nm bandwidth.
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Figure 4.2: Spectrum of emission of the three laser sources used in the experiment. (a) The
near-infrared laser source emits pulses at 809 nm wavelength with a 4 nm bandwidth. (b) The
white-light laser emits light at 550 nm wavelength with a 40 nm bandwidth by using a correspond-
ing spectral filter. (c) The Toptica FemtoFErb laser emits light at central wavelength of 780 nm
with a bandwidth of 10 nm.
Another light source we used in the experiment is a supercontinuum white-light laser ((SuperK
EXTREME/FIANIUM, NKT Photonics) producing ∼ 10 ps pulses of 1.5 nJ with a repetition rate
of 67 MHz and an average power of 100 mW. Since the laser emits in the all visible spectrum,
we select the desired wavelength by a band-pass spectral filter centred at 550 nm with 40 nm
bandwidth after the laser source. Figure 4.2 (b) shows the spectrum of emission. The last laser
source we used in the experiment is a near-infrared 100 fs pulsed laser (Toptica FemtoFErb) of 1.4
nJ pulses with a 100 MHz of repetition rate and 140 mW average power. As shown in Fig. 4.2 (c)
the laser source emits at a central wavelength of 780 nm with 10 nm bandwidth.
4.1.2 Characterization of detectors
We now characterize the impulse response function (IRF) of the single-pixel detectors in order to
determine the ability of the detectors to distinguish peaks adjacent in time. In this case we used a
single-pixel PMT and a SPAD detector shown in Fig. 4.3, operating in TCSPC mode. The detec-
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Figure 4.3: Pictures of the time-resolving single-pixel detector used to collect the signal scat-
tered back by the hidden object. (a) HPM-100-07 hybrid Photo-multiplier-tube (PMT, Becker &
Hickl) with a multi-alkali cathode. The complete module is operated by the Becker & Hickl DCC-
100 detector controller card that provides for overload shutdown, control of the avalanche-diode
reverse voltage, and power supply. (b) Silicon single-photon avalanche-diode (SPAD) detector
manufactured in a 0.16 µm BCD technology with monolithically integrated sensing circuit [2].
(c) Picosecond photon counting module (PPD-900, Horiba) PMT detector used to investigate
the non-line-of-sight scene in a time-reversal scenario. (d) The single-photon data is recorded
in time-correlated-single-photon-counting (TCSPC) mode integrating the detector with a TCSPC
card (Figure (d)). The TCSPC card has two input signals, one for the trigger from the laser and
one for the photon counting from the detector.
tors are connected to the TCSPC card via an SMA cable. In particular, the PMT (Fig. 4.3 (a)) is a
hybrid photo detector HPM-100-07 (Becker&Hickl), with 1% of QE at 808 nm and an active-area
diameter of 3 mm. The HPM-100 module integrates an Hamamatsu R10467 hybrid detector tube
with a pre-amplifier in one compact housing with high timing resolution. The SPAD detector (Fig.
4.3 (b)) is manufactured in a 0.16 µm BCD technology with monolithically integrated sensing
circuit [2], square active area of 57x57 µm2 and high PDE (70 % peak PDE at 550 nm). In the
time-reversal experiment the compact single-pixel PMT is a picosecond photon detection PPD-900
(Horiba) (Fig. 4.3 (c)). The detector has an active area of 77 x 107 mm2 and a QE of 8% at 780
nm wavelength. Figure 4.4 shows the efficiency of the single-pixel detectors.
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Figure 4.4: Efficiency of the single-pixel detectors. (a) The PMT has a hybrid photo detector
HPM-100-07 (Becker&Hickl), with 1% of QE at 808 nm wavelength [3]. (b) The SPAD has a
PDE of 70 % at 550 nm wavelength [2,4] (c) The Picosecond photon detection PPD-900 PMT has
a QE of 8 % at 780 nm wavelength [5].
We then measure the IRF of each detector using the experimental setup in Fig. 4.5. In order to mea-
sure the temporal resolution we use a femtosecond oscillator ( Chameleon ultra II) sending pulses
of 120 fs duration at 808 nm wavelength with a repetition rate of 80 MHz. The laser passes through
the optical system of Fig. 4.5 composed by two mirrors and a converging lens (focal length= 100
mm) in order to focus the signal onto the detector. A neutral density filter of optical density OD
= 8 reduces the number of photons to 2× 105 photons. To synchronize the acquisition between
the laser and the TCSPC card, an electronic trigger signal is sent from the laser to the detector.
Once the laser reaches the detector, a peak pulse corresponding to the arrival of the 120 fs pulses
is detected and the collected light is stored in a temporal histogram of 4096 time bins of 410 fs each.
Since the pulse temporal duration is much shorter than the temporal width of the time bins,
the signal to be measured can be considered as a Dirac function. However, the measured signal
has a definite width due to the finite temporal resolution of the detectors. Figures 4.6-4.8 report
the measured IRF for the PMTs and for the SPAD detector in the linear and in the logarithmic
scale for the y axis. The temporal resolution of the detectors has been measured by the full-width-
half-maximum (FWHM) of the temporal histogram. As reported in Figs. 4.6-4.7, the PMT has a
temporal resolution of 27 ps corresponding to 66 time bins, whereas the SPAD has a temporal res-
olution of 32 ps corresponding to 78 time bins. The PDD PMT detector has a temporal resolution
of 180 ps corresponding to 7 time bins (Fig. 4.8).
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Figure 4.5: Experimental setup used to measure the temporal resolution of the detectors. A
ultrashort pulses of 120 fs temporal duration is sent onto the detector to measure a single sharp
temporal peak on the single-pixel detector. The time-of-arrival of the photons are stored in a
temporal histogram form.
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Figure 4.6: IRF of the single-pixel PMT detector in logarithmic (Fig. (a)) and linear (Fig. (b))
scale for the y axis. The IRF has been measured storing the peak signal in a temporal histogram of
4096 time bins of each 410 fs time duration. The PMT has a temporal resolution of 27 ps FWHM.
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Figure 4.7: IRF of the single-pixel SPAD detector in logarithmic (Fig. (a)) and linear (Fig. (b))
scale for the y axis. The IRF has been measured storing the peak signal in a temporal histogram
of 4096 time bins of each 410 fs time duration. The SPAD detector has a temporal resolution of
32 ps FWHM.
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Figure 4.8: IRF of the PMT PPD-900 detector in logarithmic (Fig. (a)) and linear (Fig. (b))
scale for the y axis. The IRF has been measured storing the peak signal in a temporal histogram
of 512 time bins of each 25 ps time duration. The PMT detector has a temporal resolution of 180
ps FWHM.
4.2 Measurement of the back-scattered signal
We then acquire the return signal using the experimental setup in Fig. 4.1 sequentially applying
20x20 pixels masks on the DMD and projecting the light onto the single-pixel detector. We col-
lect the signal in time across a certain portion of the FoV accordingly to the applied mask. The
return signal is stored in a temporal histogram of 4096 time bins of 6 ps each. We acquire the
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back-scattered signal sequentially detecting the light from each of the 20x20 pixels either by raster
scan patterns or by Hadamard patterns. For the raster scan acquisition we apply a total of 400
masks. For the Hadamard patterns acquisition we combine one binary mask and its negative for
each Hadamard pattern, for a total of 800 masks applied. After acquiring the complete set of
masks, we obtain an histogram for each applied pattern.
We distinguish the target signal from all the other background signals from the environment. Since
the background and the target signals are well separated in time, we isolate the signal of interest
selecting its temporal range from the background signal, as reported in the temporal histogram
of Fig. 4.9 for a two objects scenario. Here, the higher peak at the beginning of the histogram
corresponds to the first scattering of the laser spot on the relay wall.
Figure 4.10 shows the temporal histogram of the back-scattered signal for two distinct pixels of
the FoV for a two objects scenario collected with the PMT detector. In this case we used a 120 fs
pulsed laser at 809 nm wavelength with 80 MHz repetition rate and an average power of 800 mW.
As reported in Fig. 4.10, the temporal width of the signals is larger than the temporal resolution of
the single-pixel detector. Indeed, the width is not limited by the resolution of the detector, but it’s
affected by the scattering surface of the hidden targets.
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Figure 4.9: Acquired temporal histograms of the back-scattering. (a) The collected histogram
contains either the background signal coming from the environment and the return signal from
the hidden targets. (b) The return signal of the hidden targets are well separated in time from
the background signal and we can isolate the return signal from the hidden targets without any
background subtraction.
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Figure 4.10: Acquired temporal histograms of the back-scattered signal for two pixels of the
field of view. The two peaks correspond to the two objects in the hidden scene.
As reported in Fig. 4.11, we rearrange the acquired data in a 3D matrix to obtain the back-
scattered signal passing in time across the FoV during the acquisition time. Fig. 4.11 shows the
3D (x;y;t) data matrix of the back-scattered signal. Looking at the FoV data at a particular time t,
we obtain the back-scattered signal across the FoV at that time. (4.3).
Figure 4.12 shows the temporal evolution of the back-scattered signal across the FoV for a two
objects scenario in a 6300 ps time interval. The time frames are separated by 700 ps each and
the return is acquired by the PMT detector in Section 4.3 (a). The objects to be retrieved are two
round targets of 2.54 cm and 7.62 cm of diameter placed at different positions. In this case the total
acquisition time is 66 minutes corresponding to an acquisition time of 10 seconds per mask (i.e.
pixel). Starting from Fig. 4.12 (a), the return signal of the smaller object is approaching the 50x50
cm2 FoV and then it propagates from right to the left (Figs. (a-c)). After that, the return signal of
the second object starts to propagate across the FoV (Figs. (c-i)). From Fig. (e) the return signal
of the smaller target becomes less visible since the signal is affected by low signal-to-noise ratio.
We then proceed with the retrieval of the 3D shape of the objects from the temporal evolution of
the return signal applying the back-projection imaging algorithm.
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Figure 4.11: 3D data matrix of the back-scattering. After each acquisition, we obtain the tem-
poral histogram of the back-scattered signal across a specific portion of the field of view corre-
sponding to the applied pattern. The data are rearranged in a 3D matrix where the x-y dimensions
represent the x-y pixel of the field of view and the z dimension represents the time. Sequentially
Looking at the x-y plane sections of the 3D matrix, we obtain the temporal evolution of the back-
scattered signal across the filed of view (here for 200, 400, 600 and 800 ps). Looking at a particular
(x; y) pixel along the z dimension, we obtain the temporal histogram of the back-scattered signal
collected at that pixel.
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Figure 4.12: Temporal evolution of the return signal across the 20x20 pixels FoV for a two
objects scenario. The colour bar indicates the number of photons detected at each pixel. Each time
frame is separated by 700 ps for an overall time interval of 6300 ps. To facilitate the visualization
the number of counts is normalized to the maximum value.
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4.2.1 Hadamard patterns acquisition
We acquire the return signal across the FoV by applying either raster scan masks or Hadamard
masks onto the DMD. The former set of masks is composed by 400 different masks which have
one pixel "on" and 399 pixels "off". The latter set of mask is composed by 800 Hadamard matrix
masks of 20x20 pixels.
The Hadamard matrix is a square, invertible matrix with mutually orthogonal rows (and columns)
whose elements are either +1 or -1 [116]. An Hadamard matrix H of order n verifies the following
condition:
HH
′
= H
′
H = HHT = nI (4.2)
where H
′
and HT are the inverse and the transpose matrix of H and I is the identity matrix. Here,
n is the order of the Hadamard matrix and it could be 1, 2 or a positive integer of 4. An example
of Hadamard matrix with order n = 4 is given by:
H =

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

In order to the achieve maximum efficiency, patterns with no overlapping information about the
scene have to be applied during the back-scattering detection. Since Hadamard matrices are com-
posed by mutually orthogonal rows, "Hadamard matrix derived" patterns represent a convenient
choice to maximize the efficiency of the back-scattering acquisition. We then consider the 400x400
pixels Hadamard matrix and we built a set of 400 "Hadamard derived" patterns reshaping each of
the 400 rows of the Hadamard matrix into a 20x20 pixels binary matrix. The complementary 400
Hadamard derived matrices are then created by multiplying each matrix entries by -1. Since the
derived patterns are orthogonal to each other, there is no overlap between each measurement and so
we achieve a higher reconstruction efficiency. In this way, we guarantee the orthogonality and the
efficiency of the acquisition patterns. For simplicity, the "Hadamard derived" patterns are referred
to as "Hadamard" pattern in the present thesis. Appendix B reports the code used for generating
the Hadamard patterns generations.
We acquire the return signal across the FoV applying Hadamard patterns onto the DMD by pro-
grammable binary masks. Since half of the 20x20 pixels are always collecting signal, the use of
Hadamard basis guarantees the 50% transmission of the image intensities. Therefore, the average
number of the detected photons in the Hadamard mask measurements is N/2 times greater than in
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a raster scan mask measurements during each acquisition. The sequence of the intensity measure-
ments and of the corresponding Hadamard patterns allow the reconstruction of the back-scattered
signal.
In order to obtain the 3D data matrix in Fig. 4.12, we sum over the sampling Hadamard pat-
terns weighted according to the corresponding measured intensities, that is, the return photons his-
tograms. Since we combine one binary mask and its negative, the number of counts Counts(x;y;t)
for a (x;y) pixel at a time t are obtained as follows:
Counts(x,y, t) =
Nmasks
2
∑
i=1
Maski(x,y)∗ (Countsi,+(t)−Countsi,−(t)) (4.3)
where the index i indicates the mask from 1 to 400. Here, Countsi,+(t) and Countsi,−(t) are
the counts of the histogram of the i-th positive mask and its negative at a time t. The quantity
Maski(x,y) represents the (x;y) pixel of the i-th Hadamard mask whose value is +1 or −1 accord-
ing to whether the pixel is collecting or not the light. We then obtain the back-scattering across the
FoV by applying Eq. 4.3.
4.3 Back-projection imaging algorithm for NLOS 3D retrieval
The collection of the third bounce echo scattered back by the hidden object allows to retrieve the
3D information of the hidden scene applying reconstruction imaging algorithms. These algorithms
typically rely on solving the inverse light transport problem [117] in order to infer the information
about a scene b from the available set of data s described as:
b = F−1(s) (4.4)
where F is the light transport function which models the direct propagation of light. As opposed
to the well-known model for the direct light transport, the inverse light transport is still a topic of
interest aimed to exploit the information embedded in multiple scattering of light to infer scene in-
formations [118, 119]. Recent advances in inverse light transport and NLOS scenes demonstrated
the 3D retrieval of hidden scenes by applying back-projection imaging algorithm with improve-
ments in remote sensing, imaging systems and autonomous vehicles [30, 88, 90, 120].
The resolution of the 3D retrieval can be further improved applying iterative back-projection algo-
rithms [107] or ellipsoid mode decomposition for multiple objects scenes [112].
49
The back-projection imaging algorithm is based on modelling the inverse light propagation to infer
the 3D information from the ToF of the return photons. The hidden space is then divided in patches
or voxels space V (x; y; z) representing a (x, y, z) portion of the object. We then calculate the like-
lihood of each voxel to contribute to the detected signal by the ToF information of the collected
return signal, as discussed in the forward and back-projection algorithms.
4.3.1 Forward projection algorithm
Figure 4.13: Example of a typical NLOS scenario. The target is out of the direct line of sight of
either the camera and the laser.
We then discuss the forward and the back-projection imaging algorithms to retrieve the 3D
information of the hidden scene [107, 119, 121].
We consider the scene shown in Fig. 4.13 where a pulsed laser source L is sending pulses of light
on a unit area patch q of the scattering surface, producing a spherical wave propagating in the
surrounding area. The hidden object scatters back a portion of the spherical wave and we collect
the temporal return signal across the FoV by a camera operating in TCSPC mode. The quantity q
and v represent a generic pixel of the FoV and a portion of the hidden target whose normals are np
and nv respectively. The radiance F(v) of the laser beam in the target patch v is described by the
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formula
F(v) = FL(q)b(v)χ(q,v) (4.5)
where FL(q) is the radiance at the patch q on the relay wall and b(v) quantifies the diffuse reflection
of the target patch v. Here, the quantity
χ(q,v) =
cos6 (v−q,nq)cos6 (q− v,nv)
|v−q|2 (4.6)
reflects the orientation of the patch v. Taking into account the volume V of the target, the total
radiance F(p) at a patch p on the relay wall is described as:
F(p) =
∫
V
FL(q)∗
(
b(v)χ(q,v)
)
∗
(
b(p)χ(v, p)
)
dv (4.7)
Defining the quantity
g(v) =
cos6 (v−q,nq)cos6 (q− v,np)
|v−q|2|v− p|2 (4.8)
we can rewrite the expression in Eq. (4.7) as follows:
F(p) = FL(q)b(p)
∫
V
g(v)(b(v)χ(v)dv (4.9)
We then consider the ToF information of the collected signal as the time t the light travelling at
a c speed takes to cover a distance s where s = ct. For a given signal collected at a pixel p at a
time tp, all the possible location (x,y,z) of the target patches that contribute to the detected signal,
lie on the surface of an ellipsoid whose foci are the laser spot q and the collecting pixel p. (Fig.
4.13). Indeed, considering the time the laser hits the scattering surface as the zero time reference,
the possible contributions v(x,y,z) are then described by the equation
tp =
dvq(x,y,z)+dpv(x,y,z)+dDp
c
(4.10)
where dvq(x,y,z) is the distance target voxel-laser, dpv(x,y,z) is the distance pixel-voxel and dDp
is the distance between the pixel and the detector. The dotted line in Fig. 4.13 represents the
ellipsoid of the possible contributions for a given signal at a time tp collected at a pixel p for a laser
position q. We then obtain the 3D retrieval of the hidden scene considering the intersection of all
the individual ellipsoids E(pm, tp) of each pixel of the FoV at any time tp.
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We then modify the Eq. (4.9) including the temporal information by a δ function:
F(tp, p) =
∫
V
FL(q)b(p)δ
(
tpc−dvq(x,y,z)−dpv(x,y,z)−dDp
)
(4.11)
Considering a constant laser position, the previous formula can be described as a direct light
transport model
s(p, tp) = F(b) (4.12)
where s(p, tp) is the data acquired by the detector, b is the reflectivity of the target patch and F is
the light transport tensor describing the light propagation. In this case the dataset is made by as
many temporal histograms as the number of masks. Each histogram has 4096 time bins.
In order to rewrite the Eq. (4.11) as the Eq. (4.12) we discretize the space under investigation in
Kvoxels voxels~V = [v1,v2, ...,vK] and the pixels position in ~P= [p1, p2, ..pN pixels]. We then calculate
the signal s(pm, tp) collected at the pixel pm at a time tp considering the contribution of each voxel
of the target and applying the forward projection function [107]:
s(pm, tp) =
Kvoxels
∑
i=1
αimδ
(
tpc−dviq−dpmvi−dDpm
)
(4.13)
Here, the index i indicates the voxel vi and goes from 1 to the total number of voxels and the index
m indicates the pixel. The quantity αim is defined as follows:
αim = αd(vi, pm)αls(vi, pm) (4.14)
The first term in Eq. (4.14)
αd(vi, pm) =
1
d2qvid
2
vi pmd
2
pmD
(4.15)
considers the intensity decay of a spherical wave with the distance due to scattering process from
the wall and object, while the term
αls(vi, pm) = b(vi)cos6 (q− vi,nvi)cos6 (pm− vi,nvi) (4.16)
encodes the Lambertian reflectance of the target where b(vi) is the reflectivity of the vi voxel. Thus,
Eq. (4.13) describes the light transport model s = F(b) to compute the dataset s from a known
scene b(vk) using the light propagation model.
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4.3.2 Back-projection algorithm
We then proceed with the inverse light transport model to recover the 3D information of an un-
known hidden scene b from the corresponding dataset s by solving the inverse rendering problem
[30, 107, 121, 122].
Considering Eq. (4.10), the aim of the back-projection algorithm is to project each data s(pm, tp)
on the corresponding ellipsoid E(Pm, tp). The confidence map of the 3D retrieval is then obtained
by considering the intersection of the set of ellipsoids of each pixel at each time tp of the temporal
histogram. Figure 4.15 shows an example of the intersection of all the ellipsoids on the (z-x) and
(x-y) plane for a 20x20 pixels FoV.
In order to retrieve the 3D information of the hidden scene we discretize the space under investiga-
tion in 106 voxel vi and calculate the likelihood of each voxel to contribute to the collected signal
of dataset s(~p,~t). We quantify the likelihood of a voxel vi in terms of its reflectivity b(vi). The
reflectivity b(vi) quantifies the likelihood of having the hidden object in the vi patch.
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Figure 4.14: Example of the map of confidence of a hidden scene on the (z-x) and (x-y ) plane.
The intersection of ellipsoids are retrieved by applying the back-projection algorithm. In this case
the scene under investigation was a hidden round object of 2.54 cm of diameter. The ellipsoid are
retrieved by considering the 4096 time bins temporal histograms of the return signal acquired in a
20x20 pixels FoV.
In order to compute the likelihood of the voxel vi, we calculate the time of arrival t(vi, pm) of
the contribution associated to that voxel and to a fixed pixel pm of the FoV. We assign the signal
s(pm, t(vi, pm)) collected at a pixel pm at the time t(vi, pm) to the voxel likelihood and repeat the
process for all the pixels in the FoV. Formally, the reflectivity b(vi) of the voxel vi is described as
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follows:
b(vi) =
NTotPixels
∑
m=1
βims(pm, t)δ (tc−dviq−dpmvi−dDpm) (4.17)
where s(pm, t) is the signal collected at the pixel pm at a time t, dviq is the distance between the
laser spot q and the voxel vi, dpmvi is the distance between the pixel pm and the voxel vi and dDpm
is the distance between the detector and the pixel pm. Here, the quantity βim is described as
βim = βd(vi, pm,q)βls(vi,q) (4.18)
where the term βd(vi, pm,q) includes the distances factor
βd(vi, pm,q) =
1
αd(vi, pm,q)
(4.19)
and the term βls(vi,q) considers the Lambertian reflectance
βls(vi,q) =
1
cos6 (q− vi,nvk)
(4.20)
The back-projection Eq. (4.17) is then describing the inverse transport model to infer the 3D
information of the hidden surface~b from a given dataset s(~p,~t).
We then apply the back-projection algorithm to the experimental dataset s. In this case the dataset
s is made by the 400 temporal histograms of the return signal collected at each of the 20x20 pixels
of the FoV.
4.4 3D retrieval of the hidden scenes
Here, we report the 3D retrieval of the hidden scenes applying the back-projection algorithm to the
experimental data with a time-resolving single-pixel camera (Fig. 4.1). The single-pixel camera
technique permits to choose an optimised single-photon detector of 27 ps temporal resolution and
high PDE to reduce the acquisition times down to sub-second with good reconstruction quality.
Combining the single-pixel detector with the DMD allows to remove the need for any scanning
components such as galvo-mirrors [30, 95].
In this case we investigate four different scenarios under different experimental conditions by ac-
quiring the return signal across the FoV either by Hadamard or raster scan masks. Figure 4.1
shows the experimental setup used to investigate the hidden scene in each investigated scenario.
Using a white-light laser emitting light in the all visible spectrum, we further extend our method
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to retrieve the full RGB colour retrieval of a non-retroreflective objects scene by applying corre-
sponding spectral filters.
After obtaining the return signal by 400 temporal histograms of 4096 time bins, we divide the
space under investigation in 106 voxels and we calculate the likelihood of each voxel in terms of
reflectivity applying the back-projection imaging algorithm. We then improve the 3D information
of the scene applying a thresholding and a Laplacian filter along the zˆ direction of the voxel grid
as in [30].
The confined prospective and the limited number of angles of projection of the imaging system can
create artefacts such as the blurring in the 3D retrieval. Since those artefacts contribute to a low
probability distribution in the voxel reflectivity [123], we can filter them out by the proposed thresh-
olding approach. However, more complex filtering and error back-projection algorithms [107,112]
might be needed to retrieve more complex scenes.
4.4.1 Two retroreflective objects scene
The first scene under investigation is composed by two retroreflective round targets of 2.54 cm and
7.62 cm of diameter placed at a varying depth and tilted (Fig. 4.15(b)). In this case we used the
Ti:Sapphire laser source described in Section 4.1.1, emitting 120 fs pulses of 10 nJ at a repetition
rate of 80 MHz and 800 mW average power. The return signal has been acquired raster scanning
the FoV in 20x20 pixels. In this case the detector has been chosen as the photo multiplier tube
characterized in Section 4.1.2 with temporal resolution of 27 ps and a 4% single-photon sensitivity
at 809 nm. The acquisition time for each histogram (i.e. pixel) is 10 seconds with an overall
acquisition time of 66 minutes.
Figure 4.15 (a) shows the third bounce echo signal of the two hidden objects across the 50x50
cm2 FoV at a time frame of 7.1 ns. We then retrieve the 3D information of the scene by applying
the back-projection algorithm to the return signal. The origin O(x = 0,y = 0,z = 0) of the voxels’
space has been chosen as the laser spot on the scattering surface. Figures 4.15 (c-d) shows the
retrieved reflectivity of the hidden scene on the (x-y) plane and on the (x-z) plane. The reflectivity
is normalized to the local maxima to facilitate the visualization. The retrieval has been obtain by
applying a threshold of 0.89 over the obtained 3D reflectivity. In this case the dimension of each
voxel is 0.2x0.2x1 cm3 for an overall volume to investigate of 20x20x100 cm3. As reported by the
dotted black line in Figs. 4.15(c-d) showing the actual position of the targets on the (x-y) and (x-z)
plane, the proposed method provides an accurate 3D retrieval of the hidden scene.
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Figure 4.15: Two retroreflective objects scenario for NLOS imaging by using the single-pixel
PMT detector. (a) Return signal scattered back by the hidden targets on the 20x20 pixels FoV at
a time frame of 7.1 ns acquired by raster scanning. (b) Picture of the two retroreflective targets.
The picture (b) is for illustrative purpose only and it does not indicates the actual position of
the targets. (c-d) Results of the 3D retrieval of the hidden scene on the (x-y) plane and on the
(x-z) plane obtained by back-projection imaging algorithm. The black dotted line and the blue
dotted line indicate the actual position of the targets and the actual position of the hiding wall
respectively [6, 7].
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4.4.2 Red Green Blue coloured scenario
The second scenario we investigate is a Red-Green-Blue (RGB) coloured scene with the same
experimental setup in Fig. 4.1 by using the PMT single-pixel detector characterized in Section
4.1.2. The target to be retrieved in this case is a rectangular object (Fig. 4.16(b)) where each
coloured portion has a rectangular dimension of 20x9 cm2. In order to recover the coloured scene
we use the supercontinuum white-light laser source characterized in Section 4.1.1 with 10 ps pulse
duration of 1.5 nJ, 67 MHz repetition rate and 100mW average power in the 450 nm - 700 nm
spectral emission range. Since the laser source emits in the all visible spectrum, we select each
of the emission wavelength of the RGB colours using band-pass spectral filters centred at 490,
550 and 610 nm (40 nm bandwidth) frequency after the laser source. In this case we run three
set of measurements, one per each RGB colour with 20 mW average power each colour by raster
scanning. Due to the low power emission, the acquisition time is 10 seconds per mask with an
overall acquisition time of 66 minutes.
Figure 4.16 (a) shows the return signal produced by the corresponding colour portion of the hidden
target at a time frame of 8 ns. A video of the return signal produced by the hidden object in the red
filter measurement is available in the Appendix C.
We then discretize the space in voxels of 1.4x1.4x1 cm3 for an overall volume of 140x140x100
cm3 and apply the back-projection algorithm. Figure 4.16 shows the experimental results of the
3D retrieval of the hidden scene after applying the back-projection algorithm. In this case we
applying a thresholding of 0.89 over the voxels confidence map. The dotted black line indicates
the actual position of the hidden target. As reported in Figs. 4.16 (c-d), the proposed method
provides an accurate 3D retrieval in colour of the hidden scene, although with a long acquisition
time.
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Figure 4.16: Retrieval of the RGB coloured scenario by using the PMT single-pixel detector.
(a) Return signal scattered back by the hidden targets on the 20x20 pixels FoV at a time frame
of 8 ns acquired by raster scanning. The colour indicates the return signal collected by using the
corresponding spectral filter. (b) Picture of the hidden RGB coloured target. (c-d) Results of the 3D
retrieval of the hidden scene on the (x-y) plane and on the (x-z) plane obtained by back-projection
imaging algorithm. The blue colour indicates the recovered target by using the blue spectral filter
and so on. The black dotted line and the blue dotted line indicate the actual position of the target
and the actual position of the hiding wall respectively [6, 7].
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4.4.3 Ultra-fast NLOS single-pixel camera
The previous results demonstrate an accurate 3D retrieval of the hidden scenes, although the ac-
quisition time is not compatible with a non-static hidden scene. In order to reduce the acquisition
time to sub-second, we use the high PDE SPAD detector (70% PDE) [2] characterized in Section
4.1.2 and we increase the intensity of the signal collected in each acquisition by applying 20x20
pixels Hadamard patterns where 50% of the pixels are always collecting light from the FoV during
each acquisition. In this case the masks are chosen as the first 400 Hadamard patterns. For each
Hadamard pattern, one binary mask and its negative are used and combined, leading to a total of
800 patterns. In this case we used the same supercontinuum laser of the previous RGB scenario
with a power of 550 mW at 550 nm with the same experimental setup shown in Fig. 4.1. The
SPAD sensor used to investigated the scenario has a temporal resolution of 32 ps. Since the SPAD
detector has active area of 57x57 µm2, we use a long working distance microscope objective (Mi-
tutoyo Plan Apo Infinity Corrected Objective, magnification factor 50, numerical aperture 0.55)
after the DMD to focus onto the sensor.
In this case, the scenario to investigate is a non-retroreflective rectangular target of 24x10 cm2
shown in the inset of Fig. 4.17(e). The high sensitivity of the detector and the Hadamard patterns
acquisition allows a shorter acquisition time of 1 ms per temporal histogram ( i.e. pixel) leading to
a total acquisition time of 0.8 seconds.
Figs. 4.17(a-b) show the return signal after weighting each temporal histogram by the correspond-
ing applied Hadamard pattern. Fig. 4.17(a) shows the return signal at a time frame of 5.3 ns. Since
the return signal is characterized by a low signal-to-noise ratio due to short acquisition time, we
apply a denoising algorithm [8–11] obtaining the filtered return signal shown in Fig. 4.17(b).
We then apply the back-projection algorithm to the filtered return signal dividing the space in 106
voxels. Each voxel has a dimension of 1.4x1.4x1cm3 for a total voxels space of 140x140x100 cm3.
Figs. 4.17(c-d) show the 3D retrieval on the (x-y) and (x-z) plane after applying a threshold of
0.80 on the reflectivity. To facilitate the visualization the reflectivity is normalized to the absolute
maximum. As shown in Figs. 4.17(c-d), the suggested method provides an accurate 3D retrieval
even with a sub-second acquisition time, paving the way to real-time 3D NLOS imaging.
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Figure 4.17: Results of ultra-fast NLOS imaging by using high PDE single-pixel SPAD de-
tector. (a) Return signal scattered back on the FoV at a time frame of 7.1 ns acquired by ap-
plying 20x20 pixels Hadamard patterns. (b) Return signal obtained by applying the denoising
algorithm [8–11]. (c-d) Results of the 3D reflectivity of the hidden scene on the (x-y) plane and
on the (x-z) plane obtained by the back-projection imaging algorithm on the filtered return signal.
The dotted line indicates the actual position of the target [6,7]. (e) Picture of the non-retroreflective
white-paper target used for the ultra-fast NLOS imaging. The targets has a rectangular shape of
20x9 cm2. Using high sensitivity detector ( 70% quantum PDE) and Hadamard patterns acqui-
sition, the system is able to accurately retrieve the 3D image with a total acquisition time of 0.8
seconds. The black dotted line and the blue dotted line indicate the actual position of the target and
the actual position of the hiding wall respectively.
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4.4.4 Time-reserval NLOS imaging
We now investigate the 3D retrieval of a hidden scene by considering an experimental scenario
where the light propagates in a reverse direction compared to the direction investigated in the pre-
vious scenarios. In order to retrieve a hidden scene in a reverse scenario we modify the previous
experimental setup by using the DMD in projection.
As reported in Fig. 4.18, a pulsed laser uniformly illuminates the DMD providing a structured
illumination onto a 32x32 pixels FoV applying user defined masks. The masks applied in this case
are chosen as the first 32x32 Hadamard patterns. The illumination surface has an area of 31x31
cm2 corresponding to a 8x8 mm2 pixel area at the scattering surface. For each Hadamard pattern,
one binary mask and its negative are used and combined, leading to a total of 2048 patterns. A
time-resolving single-pixel detector collects the light passing in a given single-point observation
on the scattering surface as opposed to the 20x20 pixels FoV of the previous scenarios. The arrival-
time of the return is stored in temporal histograms with 521 time bins of 25 ps duration each. The
acquisition time of each temporal histogram is 100 ms leading to a total acquisition time of 3.41
minutes. Collecting the arrival-time of the return at the single-point observation allows to retrieve
the 3D information of the hidden scene.
projection
DMD
single-point 
observation
hidden object
single-pixel 
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Figure 4.18: Experimental setup used for the time-reversal NLOS imaging. As opposed to
the previous setup, the DMD provides structured illumination on the scattering surface projecting
32x32 pixels Hadamard patterns. We then collects the temporal back-scattering on a single-point
observation area by a time-resolving single-pixel PMT. The signal is stored in temporal histograms
and combined with the corresponding pattern to obtain the return signal passing in time across the
32x32 pixels field of view.
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Combining each collected temporal histogram with the corresponding Hadamard structured illu-
mination, this configuration can be considered as a "time-reversal" NLOS imaging. Indeed, the
reverse scenario can be obtained by backward propagating the light in Figure. 4.1 and swapping
the single-pixel detector and the laser. Here, the term "time-reversal" is uniquely intended as the
analogy of the two configurations when considering a backward propagation of the light.
Figures 4.19 (a-b) show the analogy between the typical NLOS scenario and its time-reversal con-
sidering the Eq. (4.10) which quantifies all the possible locations (x,y,z) of the target patches that
contribute to the detected signal. With reference to Fig. 4.19 (a), all the possible location (x,y,z)
of the target patches that contribute to the signal collected at a time tp at a pixel p of the FoV are
described by the formula:
tp =
dq−Laser +dOb j−q(x,y,z)+dp−Ob j(x,y,z)+dsensor−p
c
(4.21)
Here, dq−Laser(x,y,z) is the distance between the laser spot q on the scattering surface and the
laser source. The quantity dOb j−q(x,y,z) is the distance target voxel-laser spot. The quantity
dp−Ob j(x,y,z) is the distance between the observed pixel and the object and dsensor−p is the distance
sensor-observed pixel.
Let’s know consider the backward case where the light propagates in a "time reversed scenario".
With reference to Fig. 4.19 (b), all the possible locations (x,y,z) of the target patches that contribute
to the signal collected at a time tsensor at the single-observation point Obs are now described as:
tsensor =
dp−Laser +dOb j−p(x,y,z)+dObs−Ob j(x,y,z)+dsensor−Obs
c
(4.22)
Here, dp−Laser(x,y,z) is the distance between the laser spot p on the scattering surface illuminated
by the DMD mask and the laser source. The quantity dOb j−p(x,y,z) is the distance between the tar-
get’s voxel Ob j(x,y,z) and the laser spot p. The quantity dObs−Ob j(x,y,z) is the distance between
the single-observation point Obs on the scattering surface and the target’s voxel and dsensor−Obs is
the distance sensor-single point observation Obs.
Swapping the sensor and the laser position and considering a backward propagation of the light,
the time-reversal equation (4.22) is identical to Eq. (4.21) describing a standard NLOS imaging
scenario. Since Eq. (4.10) remains unchanged after the backward operation, Eq. (4.10) is time-
reversal invariant. This implies that the two scenarios are indistinguishable and the same laws of
physics are equally applicable in both cases.
The figure 4.20 shows the portable experimental setup. The laser source used in this scenario is the
Toptica FemtoFErb laser emitting 100 fs pulses at central wavelength of 780 nm with a bandwidth
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Figure 4.19: Analogy between the typical single-pixel NLOS imaging scenario and its time-
reversal scenario. (a) The laser sends pulses of light on a spot of the relay wall and the DMD
collects the return signal passing towards the 32x32 pixels FoV. The light is then projected on a
single-pixel sensor. (b) The DMD projects structured illumination on a 32x32 pixels portion of the
relay wall and the single-pixel sensor detects the return signal in a single-point observation of the
scattering surface. Swapping the single-pixel sensor and the laser position and using the DMD in
pojection, the two scenarios are undistinguishable and they can be described as the same physical
laws reversing the flow of the time.
of 10 nm at a 100 MHz repetition rate and 140 mW average power. The single-pixel camera is
composed by a DMD (Texas Instruments Discovery 4100 supplied by Vialux, model V-7001) and
a single-pixel detector. The time-resolving single-pixel detector is the Picosecond photon detection
PPD-900 PMT characterized in Section 4.1.2 with a temporal resolution of 180 ps and a QE of 8%.
In this case we used a customized Horiba DeltaHub TCSPC card and the system is mounted in a
portable and compact device shown in Fig. 4.20 [12]. The scene to be recovered in this case is a
round foam object of 15 cm of diameter (Fig. 4.21(b)).
We then combine each temporal histogram with the corresponding pattern. After obtaining the
return signal passing in time across the FoV as a 3D matrix, we apply the back-projection imaging
algorithm. In this case the single-observation point has been chosen as the origin O(x = 0,y =
0,z = 0) of the frame of reference. We then divide the space to investigate in 106 voxels. Each
voxel has a dimension of 1.4x1.4x1cm3 for a total voxels space of 140x140x100 cm3.
Figs. 4.21 (c-d) show the 3D retrieval of the hidden scene on the (x-y) and (x-z) plane. The
(x, y, z) axis are oriented as reported in Fig. 4.18. The reflectivity is normalized to the absolute
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Figure 4.20: Picture of the portable time-reversal NLOS imaging with single-pixel camera.
A pulsed laser of 100 MHz repetition rate and 780 nm wavelength is sent on a DMD by a fiber
(partially visible from the picture). The DMD uniformly illuminates a 31x31 cm2 portion of the
relay wall, providing structured illumination of 32x32 pixels Hadamards patterns by a 35 mm focal
length bi-convex lens (not visible in the picture). The distance between the DMD and the relay
wall is 162 cm. The TCSPC operating mode, single-pixel PMT detector collects the return signal
in a single-observation point of the rely wall. The arrival-time of the photons is then stored in a
521 time bins temporal histogram. The collecting system of the PMT is composed by a camera
objective (Nikon, 1.4 aperture) and a focusing lens of 50 mm focal length. In order to collect the
return signal in a single-point observation on the scattering surface, a pin hole was placed between
the objective and the focusing lens. The distance between the DMD and the detector is 10 cm. The
system is mounted inside a box and on a tripod making the system compact and portable. [12]
value to facilitate the visualization and the applied threshold is 0.8. Comparing the actual position
of the object (dotted black line) and the retrieval, the proposed method provides a precise 3D
reconstruction even in a time-reversal scenario. The results represents an alternative to current
3D NLOS single-pixel imaging systems providing more flexibility and freedom of choice of the
optimal setup for the imaging challenge being addressed.
However, the proposed method is affected by some limitations in the spatial resolution of the
retrieval. The main limitation is due to the size of the pixels on the observation area. Since the
pixels’size on the FoV is 2.6x2.6 cm2, the temporal resolution is limited to 60 ps measured by
considering the 3.6 cm long diagonal of each pixel. This limitation can be overcome decreasing
the size of the pixels, at the cost of a greater number of Hadamard patterns and consequently longer
acquisition time. A further limitation to the spatial retrieval is the 27 ps temporal resolution of the
sensor and the 6 ps temporal width of the laser pulses, inducing respectively a limitation of 0.4 cm
and 0.18 cm to the spatial resolution.
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Figure 4.21: Results of the time-reversal NLOS imaging. (a) Return signal scattered back on the
32x32 pixels field of view at a time frame of 8 ns acquired by 32x32 pixels Hadamard structured
illumination. The projection surface is a square area of 31x31cm2 corresponding to a 8x8 mm2
pixels area on the relay wall. The total number of applied patterns is 2048 corresponding to the
first 32x32 Hadamards patterns and their negative. (b) Picture of the hidden target. The target is
a round object of 15 cm of diameter. (c-d) Results of the 3D retrieval of the hidden scene on the
(x-y) plane and on the (x-z) plane obtained by the back-projection imaging algorithm. The black
dotted line and the blue dotted line indicate the actual position of the target and the actual position
of the hiding wall respectively.
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4.4.5 Conclusions
The identification of scenes hidden from the direct LOS represents an emerging field of research
with application in defence, self-driving vehicles, and surveillance.
In addiction to acoustic systems [102, 103] and speckle correlations [124], current technologies
demonstrate the 3D recovery [30] and the real-time tracking [24] of NLOS scenes by exploiting
the arrival-time information of the multi-bounce return signal. The 3D information of the hid-
den scene can then be recovered using NLOS imaging algorithms such as back-projection [107],
frequency-wavenumber (or f-k) migration [109] or phasor-field virtual wave methods [125].
Some limitations affect the current NLOS 3D imaging techniques. Indeed the multiple back-
scattered signal is typically weak and decreases with the inverse of the square distance. Therefore,
NLOS methods require high dynamic range, many acquisitions and picosecond time-gated, single
photon sensitive detector. Moreover they require complex CI algorithms [30, 112] not compatible
with the real-time 3D imaging of non-retroreflective hidden targets. The 3D recovery of NLOS
scenes is therefore a current matter of research still impractical for real-time and long range appli-
cations.
In this chapter we demonstrated the 3D recovery of hidden scenes with a time resolved single-
pixel camera. Combining single-photon sensitive, single-pixel detectors of sub 30 ps temporal
resolution with a digital mirror device (DMD) with up to 20 kHz refresh rate, the single-pixel cam-
era approach allows to reduce the acquisition times with good 3D retrieval quality. The proposed
method is able to retrieve a 3D image of non retroreflective targets with sub-second acquisition
time.
The experimental results demonstrated an accurate 3D information retrieval in colour offering a
competitive alternative to conventional cameras. The use of a single-pixel camera provides more
flexibility in the choice of the optimal experimental setup without requiring any moving parts such
as galvomirrors. The acquisition time can be further reduced fully exploiting the benefits of us-
ing a single-pixel camera by applying CI algorithm such as compressive sensing, paving the way
to real-time 3D imaging of hidden scenes. Combining next generation of single photon-sensitive
detectors, computational algorithm and compressive sensing, the 3D recovery of dynamic NLOS
scenes with high spatial resolution could be a reality in the next future.
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Chapter 5
Introduction to neural networks
The 3D reconstruction of LOS scenes in real-time represents a crucial task with applications in
several real-life scenarios such as autonomous vehicles, robotics and ranging. Current 3D imaging
techniques are mainly based on stereovision, holography or arrival-time measurements.
In the next chapters we introduce a data-driven approach for 3D imaging based on arrival-time
measurements acquired with a single-pixel, time-resolving detector.
The aim of the neural network (NN) is to find the inverse light transport model transformation
F−1 that maps the temporal histogram of the return scattered back from the entire scene into the
corresponding 3D image.
We now discuss the fundamental principles of NNs and in more details the supervised learning
approach adopted to retrieve the 3D image of the scene from the temporal histogram of the return.
We infer the inverse transformation F−1 training the NN with pairs of temporal histogram and
corresponding ground-truth 3D image, as discussed in Chapters 5-7.
5.1 Principles of neural networks
Inspired by human brain neurons, NNs are a series of algorithms designed to extract knowledge
and to recognize complex patterns without explicitly providing instructions about the solution of
the problem.
Using a data-driven approach, the machine automatically learns its own solution according to the
problem to be solved, combining computer science, mathematics and predictive statistics [126].
The most common example of problem solved using NNs is the handwriting recognition, used
daily by post-offices to identify delivery addresses. In this case the rules describing the recognition
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of handwritten digits are not easy to be expressed by algorithms. At the same time, the recogni-
tion of handwritten digits using data-driven approach doesn’t require complex NNs or advanced
computational resources. Indeed, the handwritten recognition is unconsciously accomplished by
humans identifying the rules describing the digits characteristics, as for example a loop at the
bottom and a line at the top left for the digit "6". NNs and deep learning approaches solve the
handwritten digits recognition using a different strategy. Indeed, NNs automatically infer the rules
describing the handwritten digits recognition using a large set of handwritten digits as training ex-
amples with a 99.7% of accuracy without human help.
Also known as statistical learning, machine learning and data-driven approaches have been ubiq-
uitous used by many modern websites and providers in everyday life tasks such as spam emails
classifier, movie suggestions and online product research. Outside the commercial applications,
machine learning has been widely applied in pattern and face recognition in computer vision, se-
curity [127], self-driving cars [128], biology [129] and physics [130–133].
Current machine learning techniques require large amount of data in order to provide the cor-
rect prediction. Therefore, data-driven approaches have been widely used due to the considerable
amount of data that has become available with the increasing use of Internet and social networks.
Thanks to recent advances in computing resources such as modern GPUs allowing multiple paral-
lel operations at the same time, machine learning algorithms and data-driven approaches have been
also applied to provide costumers suggestions on the online sale. Indeed, current data-driven ap-
proaches require the managing and the handling of a continuous steaming of considerable amount
of data especially for online recommender systems.
The use of machine learning and NN algorithms offers a series of advantages as opposed to human
handcoded rules. The application of data-driven approaches and NN algorithms has played a cru-
cial role in tasks requiring significant amount of time when performed in conventional methods.
Moreover the solution inferred using a data-driven approach is not restricted to a specific task or
domain, as opposed to the tasks performed by human handcoded rules of "if" and "else" condi-
tions.
The NNs have to provide a generalized prediction independent from the specific characteristics
of the data used in the training. For that reason, NNs usually require a representative statistical
samples of data.
In order to test the correctness and the general performance of a NN, the observed dataset is usually
split in two distinct parts: the training and the testing data, respectively the 75% and the 25% of
the overall available dataset. The training set is used to build the machine learning model, whilst
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the testing set is used to evaluate the performance of the model.
Of fundamental importance in NN applications is the structure of the observed data and how the
data relate to the problem to be solved. According to the structure of the observed data, the learning
process can be separated in two distinct leaning approaches: the supervised and the unsupervised
learning. In the supervised approach, the dataset is composed by an input set and an output set.
Usually used for handwritten digits recognition, fraudulent activities detection or spam classifier,
the supervised learning approach recovers the transformation mapping the input into the output
from each provided training example. In the training process, the NN finds the transformation that
maps the input into the corresponding output. At the end of the learning process, the NN provides
a predicted solution of the output testing data by using only the input testing data. Finally, we eval-
uate the performance of the NN comparing the predicted solution with the corresponding ground
truth i.e. the output set. Once the NN has been trained, the algorithm is able to provide a predic-
tion of the output for a new input never observed by the NN. A typical data structure for a spam
classifier is composed by pairs of emails-flags where the flag 1 or 0 classifies the corresponding
email as spam or not.
In the unsupervised leaning approach, the dataset is composed by only the input data and no output
data are used in the training. The unsupervised learning approach is usually used in cluster iden-
tification problems. Principal news providers such as Google employ the unsupervised learning in
order to separate the news in groups according to the topic or to separate costumers in groups with
similar preferences.
5.2 Architecture of neural networks
Artificial neural networks (ANN) and deep learning represent two of the best approaches currently
used for problems complex to be solved with conventional methods without requiring human in-
tervention. The computer automatically figures out the best solution according to the diversified
dataset provided during the learning process.
The typical scenario is a set of m-dimensional inputs {x} mapped into a set of n-dimensional out-
puts {y}= f ({x}) by an unknown transformation f . The purpose of the NN is to find the unknown
transformation f usually represented by a function or a matrix. The solution f found using NNs
is encoded in the learning parameters weights w and bias b characteristic of the problem. Once
the system has been trained, the algorithm is able to provide its own solution of the problem using
single or multi-layer of learning neurons. As in the human brain, the neurons represent the unit
structure of the ANN and they are interconnected by the learning parameters. We now describe the
different types of neurons and learning architecture commonly used in NNs.
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5.2.1 Perceptrons
Inspired by human brain, the most fundamental structure of the NNs is the perceptron, an artificial
neuron developed by Franck Rosenblatt in the 1950s [134]. As shown in Fig. 5.1, a perceptron
takes a series of binary inputs x1,x2,x3 and computes a single binary output y by a set of weights w j.
The weights w j are usually real numbers expressing the importance of each input on the computed
output according to the formula:
out put y =
0 if ∑ j w jx j ≤ b1 if ∑ j w jx j > b (5.1)
where the quantity b is a given parameter of the neuron identifying the threshold condition to
activate the perceptron. The previous equation can be easily written as follows:
out put y =
0 if w · x+b≤ 01 if w · x+b > 0 (5.2)
The output of the perceptron is therefore 0 (inactive state) or 1 (active state) according to whether
the weighted sum ∑ j w jx j is less than or greater than a given threshold b. In general, the output
of the neurons is described by a function of z=w ·x−b called "activation function". The activation
function of a perceptron is then the step function shown in Fig. 5.2.
x
x
x
1
2
3
inputs output
y
Figure 5.1: Graphical representation of a perceptron. As the fundamental structure of ANNs,
the perceptron makes decision weighting a series of binary inputs x1,x2 and x3 and providing a
binary outcome y at the output.
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Figure 5.2: Step activation function for z=wx-b. The activation function of a perceptron of inputs
x and weights w is the step function.
5.2.2 Sigmoid and hyperbolic tangent activation functions
Perceptrons are highly sensitive to any changes applied to the weights and to the threshold of the
neuron. A small change in the parameters of any perceptron of a NN may cause the flipping of
an output, drastically changing the final outcome of the NN. The step function can be therefore
modified considering a smoother activation function such as the sigmoid function.
Fig. 5.3 shows the sigmoid function described as: σ(z) = 11+e−zz = wx−b (5.3)
Using the sigmoid function as the activation function of a neuron, we then obtain a more complex
type of neuron called the sigmoid neuron. This type of neuron takes in input values between 0 and
1 and is less sensitive to the changes of the neurons parameters.
Considering a sigmoid function as the activation function of a neuron, the sigmoid neuron approx-
imates the behaviour of the perceptron. For large negative values of z, the quantity e−z is infinite
and the neuron output is zero. For large positive values of z, the quantity e−z is zero and the neuron
output is 1, as described in the perceptron model.
A sigmoid neuron and a perceptron differ in the accepted range of values of the output y. A per-
ceptron accepts only binary values, whereas a sigmoid neurons accepts any real number between
0 and 1, as used to model the intensity of the pixels in an image recognition NN.
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Figure 5.3: Sigmoid and hyperbolic tangent activation function for z=wx-b. (blue) Using a
sigmoid as the activation function of the perceptrons, we can obtain a sigmoid neuron, less sensitive
to changes of the neutron parameters than a perceptron. Small changes in the neuron parameters w
and b induce a small change in the neuron output. (Orange) Hyperbolic tangent activation function
defined from -1 for low z values, to +1 for high z values.
Since nonlinear activation functions allow the NN to learn much more complicated functions map-
ping the input {x} into the output {y}, a wide range of nonlinear activation functions can be used
to define the neurons characteristics.
One of the most common activation function is the hyperbolic tangent defined as tanh(z) = e
z−e−z
ez+e−z
z = wx−b
(5.4)
As shown in the orange graph in Fig. 5.3, the hyperbolic tangent is similar to the sigmoid but it
goes from -1 for low z values, to +1 for high z values.
The complete list of the possible neurons activation functions used in ANNs can be found in the
Keras documentation website [135].
The perceptron and other types of neurons represent a device that makes decisions weighting up a
series of observed inputs and computing the value of a given activation function. Therefore, we can
simulate a wide range of different decision-making models varying either the activation function
or the values of the learning coefficients b and w.
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5.2.3 Multi-layer perceptrons
In order to create more complex decision-making models and simulate problems applicable to
real-life scenarios, more elaborated structures can be created consecutively adding multiple per-
ceptrons.
Figure 5.4 shows an example of NN made by multiple layers of perceptrons. In this case each
column of perceptrons, or layer, computes the output taking in input the outputs of the previous
layer. Therefore each layer has its own characteristics parameters w and b for every unit of the
layer. With reference to Fig. 5.4, each neuron of the first layer is then characterized by four input
weights plus one bias parameters, for a total of five parameters per neuron and therefore fifteen
learning coefficients for the first layer.
The NN models discussed so far represent examples of feed-forward NNs where the information
is moving forward the network. The input of a layer is always taken from the output of a previous
layer. In recurrent NNs instead, the input of a layer depends on its own output using feed-back
loops. Here, the neurons get activated for a limited amount of time, stimulating other neurons that
get activated later in time and creating a cascade of firing neurons.
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x4
Figure 5.4: Graphical representation of a multi-layers perceptron. More developed NN model
describing plausible real-life scenarios can be simulated building more complex decision-making
models of many consecutive layers. Each layer of perceptrons takes in input the outputs of the
previous layer and so on, building a characteristic set learning parameters for each layer.
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According to how the neurons of the layer are connected to the neuron in the next layer, different
type of layers can be defined. In a dense layer, every input neuron is connected to every output
by linear combination of multiple real-value weights and a non-linear activation function. The NN
used to recover the 3D image of the scene from the return temporal histogram is composed by a
series of dense layers.
One of the most relevant benefits in using NNs is the computational universality of the percep-
trons as they can be used to compute any logical function [136]. As an example of the computa-
tional universality of the multi-layer perceptrons, we report the implementation of the NAND gate
using perceptrons with a chosen set of learning coefficients. The logical operation of a NAND gate
for two binary inputs x1 and x2 is reported in Tab. 5.1. Figure 5.5(a) shows the equivalent of the
NAND gate using a perceptron where the number inside the circle of the perceptron represents the
bias b = 3 and the numbers above each arrow represents the corresponding weights -2,-2.
Using the given set of learning coefficients, the perceptron computes a NAND gate. The inputs 00,
01 and 10 have 1 as output, whereas the inputs 11 has 0 as output. Since any logical operations can
be computed using a set of multiple NAND gates, we can use networks of perceptrons to compute
any logical function.
As an example of the computational universality of the perceptrons, we report the bitwise sum of
two binary inputs x1⊕ x2 using a set of multi-layer perceptron with weights -2,-2 and bias b = 3.
The logical operation of a bitwise gate for two binary inputs x1 and x2 is reported in Tab. 5.2. With
reference to the notation introduced for the NAND gate, Fig. 5.5(b) shows the equivalent of the bit-
wise gate using a set of NAND gate multi-layer perceptrons. In this case two outputs are required
in order to compute the bitwise sum. One output computes the sum of the two inputs, whereas the
second output computes the carry bit set to 1 when both the inputs x1 and x2 are 1. Using the given
set of learning coefficients, the perceptron computes a bitwise sum gate. The inputs 00, 01 and 10
produce a carry bit of 0 and a sum bit of 0,1,1 respectively. The input 11 produces a carry bit of 1
and a sum bit of 0 as output.
Since the perceptrons can simulate any computational function, NNs can be as powerful as any
other computing device. However, the most revolutionary benefit of using NNs is that the system
can automatically tune the learning parameters encoding the function f . Usually used for function
complex to be found by conventional methods, the system automatically finds the solution of the
given problem learning the solution parameters according to the training data.
For the purpose of this thesis, the primary focus here is the supervised learning approach where
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the data provided to the NN during the learning process contain either the input {x} and the corre-
sponding output {y}. As happens in the supervised learning approach, the experimental data will
be split in two parts. A part of data will be used for the learning process. The remaining part will
be used to evaluate how well the NN has learnt by testing the model on data that have not been
used in the learning process. Once the system is trained, we will use the NN to predict the most
correct solution according to the learning model.
x1 x2 NAND
0 0 1
1 0 1
0 1 1
1 1 0
Table 5.1: Logic function of the NAND gate
x1 x2 sum carry bit
0 0 0 0
1 0 1 0
0 1 1 0
1 1 0 1
Table 5.2: Logic function of the bitwise sum
x1⊕ x2
x1
x2
-2
-2
3
output
sum x1 + x2
carry bit: x1x2
(a) (b)
3
3
3
3
3
x1
x2
Figure 5.5: Graphical representation of examples of elementary logic functions using multi-
layers perceptrons. Since the NAND gate is universal for any computational operation, any logi-
cal function can be computed using a network of NAND gate perceptrons. (a) NAND logical gate
using a single perceptron. With reference to the input-output values shown in Tab. 5.1, the percep-
tron computes the same operation of a NAND gate using the set of weights -2,-2 and a bias of 3.
(b) Bitwise sum x1⊕ x2 using multi-layer perceptrons. With reference to the input-output values
shown in Tab. 5.2, the first output sum x1⊕ x2 computes the bitwise sum of the two input x1 and
x2. The second output computes the carry bit set to 1 when both inputs are 1. The numbers inside
the circles represent the bias b, whereas the numbers above the arrows represents the weights wi of
the corresponding perceptron.
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5.2.4 Gradient descent
We now describe the learning process of the NNs. The purpose of the NNs is to find the transfor-
mation f mapping the input set {x} into the corresponding output set {y} encoding the solution by
a set of learning parameters {w} and {b}.
In order to quantify the goal of NN, we consider the mean square error between the predicted values
f (xi) and the corresponding ground truth y(xi) of the training examples defined as the following
cost function:
J(w,b) =
1
2m
i=m
∑
i=1
‖y(xi)− f (xi)‖2 (5.5)
Here, xi and y(xi) are respectively the i-th input and the corresponding ground truth of the training
dataset and i goes from 1 to the total number m of the training data. The function f = σ(wx+b)
is the transformation to be found by the NN and defined by the learning parameters w and b de-
noting the collection of all the weights and the biases of the NN. The previous formula quantifies
how well the predicted solution fits the observed data comparing the output f (xi) predicted by the
model with the corresponding ground truth y(xi).
In mathematical terms, the goal of the NN is to find the combination of weights w and biases b in
order to minimize the cost function J(w,b). During the training process we then apply minimiza-
tion algorithms in order to find the weights and the biases so that J(w,b)≈ 0.
The most common example used for minimization problem using gradient descent is the convex
function J(w1,w2)=w21+w
2
2 where w1 and w2 are the two independent variables. Figure 5.6 shows
its graphical representation. In this case we consider a two variables simplified version of a typical
NN cost function where w1 and w2 represent the learning parameters of the learning architecture.
In order to find the values w˜1 and w˜2 that minimize the cost function J(w1,w2), we apply gradient
descent as the algorithm simulating the motion of a ball rolling down the slope of a valley from a
randomly chosen starting point. The red curves in the plot represent the contour lines along which
the cost function J(w1,w2) has a constant value for different combination of w1 and w2.
As opposed to the mean square error, other functions such as the cross-entropy can be used to
model the cost function to be minimized. The cross-entropy is defined as
J =− 1
m∑x
(
ylog(a(x))+(1− y)log(1−a(x))) (5.6)
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Figure 5.6: Convex cost function of w1 and w2. The gradient descent can be considered as
an algorithm simulating the motion of a ball rolling down the slope of a valley. The red circles
represent the contour lines along which the cost function has a constant value of 0,0.2, 0.4 and 0.6
for different combinations of the independent variables w1 and w2. Using minimizing algorithms
we then compute the values w˜1 and w˜2 that minimize the cost function J(w1,w2).
where  a = σ(z)z = wx−b (5.7)
Since the contribution to the cost function is low if the actual output of the neuron is close to the
desired output for all training inputs, the cross entropy represents a good cost function, especially
in the slow learning case.
The gradient descent algorithm is then used to minimize the cost function. The gradient descent
algorithm iteratively computes the derivatives of the cost function respect to the learning parame-
ters. It then updates the values of the learning parameters at each steps according to the steepest
direction of the slope of the cost function, or in this case the valley. Formally, when we move the
ball by an amount ∆w1 and ∆w2 respectively in the w1 and w2 direction, the cost function changes
by the amount ∆J
∆J ≈ ∇J ·∆w (5.8)
where
∇J =
( ∂J
∂w1
,
∂J
∂w2
)T
(5.9)
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is the gradient vector of the cost function J(w1,w2) respect to the independent variables w1 and
w2. T is the transpose operation and the quantity
∆w =
(
∆w1,∆w2
)T
(5.10)
is the ball displacement along w1 and w2. Here, Eq. (5.8) relates the changes in w = (w1,w2) to
the changes in the cost function J(w1,w2).
In order to guarantee the decreasing of the cost function at each iterative steps, we choose ∆w as
follows:
∆w =−η∇J (5.11)
where the learning rate η of the algorithm is a small positive parameter and quantifies how fast the
cost function decreases. From the previous equation, we obtain the following equation
∆J ≈−η∇J ·∇J =−η(‖∇J‖)2 ≤ 0 (5.12)
that guarantees the decreasing of the cost function at each iterative steps. Using
w→ w′ = w−η∇J (5.13)
as the updating rule for the learning parameters at each iteration steps, we therefore obtain the
minimum of the cost function.
In a more general scenario, J is a function of many m variables w1,w2, ..,wm where
∆w =
(
∆w1,∆w2, ...,∆wm
)T (5.14)
and
∇J =
( ∂J
∂w1
,
∂J
∂w2
, ..,
∂J
∂wm
)T (5.15)
Expressing the updating rules at each iteration steps by the original learning parameters w and b,
we obtain the following equations expressing the gradient descent algorithm:
wk→ w′k = wk−η
∂J
∂wk
bl → b′l = bl−η
∂J
∂bl
(5.16)
Updating the learning parameters at each iteration step according to the previous equations, we
obtain the best transformation f that maps the set of inputs x into the set of outputs y.
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Figure 5.7: Trend of the cost function J as a function of the number of iterations for different
values of the learning parameter η . The learning rate has to be properly chosen in order to
minimize the cost function in reasonable time according to the purpose of the neural network. (a)
Using a proper learning rate η , the cost function increases at each iteration step and it reaches the
minimum value in a reasonable amount of time. (b) Using a too small learning rate η the learning
occurs slowly and the cost function takes considerable amount of time and number of iterations to
converge to the minimum value. (c) If we use a too large learning rate, the gradient descent may
skip the local minimum and the cost function may even increase with the number of iterations.
In order to retrieve an accurate solution of the problem to be solved, the learning process has to
be iterated multiple times. The number of epochs of the model defines the number of times that the
learning algorithm updates the parameters applying gradient descent to the entire training dataset.
The learning rate η has to be properly chosen in order to minimize the cost function J in a reason-
able amount of time according to the complexity of the training process.
Figure 5.7 shows the cost function as a function of the epochs for different learning rates. An
appropriate learning rate η is such that the cost function is quickly moving forward its minimum
at each iterations step (Fig. 5.7(a)). Using a too small learning rate, the cost function slowly
converges to its minimum at each iterations step and the learning process requires considerable
amount of time and number of epochs (Fig. 5.7(b)). On the contrary, the gradient descent may
skip the local minimum and the cost function may even increase using a too large learning rate η
(Fig. 5.7(c)). Additionally, the learning rate can be gradually tuned during the learning process in
order to improve the convergence of the cost function. We can indeed use a large η when the cost
function is far from its minimum and a small η when the cost function is close to its minimum,
with a consequent improvement in the solution and in the time resources.
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However, two of the main disadvantages of using NNs are the risks of overfitting (or high bias)
or of underfitting (or high variance). In the underfitting case, the training data are not enough to
predict an accurate solution and the system requires more training examples. In the overfitting
case, we either reduce the number of epochs of the training process or use a variable learning rate.
In order to evaluate the appropriate number of epochs, the set of available data are usually
split in three separate sets of training, validating and testing data accordingly to their role in the
learning process. Considering input-output pairs of examples, the training data are generally used
in the learning process to update the learning parameters. The validation data are used to evaluate
the hyper-parameters of the NN such as the number of epoch of the training process. Finally
the testing data never used during either the training and the validation, are used to evaluate the
learning model.
We then consider the Error quantifying the ability of the model to generalize and produce correct
output samples {y} for input samples {x} never seen during the training as
Error({x},{y}) = 1
m ∑i=M
(
y− f (x))2 (5.17)
where M is the number of the total validation examples, f (x) is the predicted output for the input
x and y is the actual output for the same input example.
In order to evaluate the overfitting problem and reduce the number of epochs, we then consider
the Error on the training examples and on the validation examples as a function of the number
of training epochs. In case of overfitting, the Error on the training examples is continuously
decreasing. On the contrary, the Error over the validation examples decreases until a given number
of epochs and then it increases, as reported in Fig. 5.8. Since the training error is computed on
the data used in the training, the NN indeed continues to learn and to decrease. On the contrary,
since the validation error is computed on data not used in the training process, the neural model
does not provide a generalized solution for the unseen data and therefore the validating error starts
to increase. We then identify the number of training epochs as the number of training iterations
just before the validation error starts to increase, maintaining the integrity of the testing examples.
Once the validating error reaches the minimum, we can either stop the training process or use a
smaller learning rate.
We now discuss the different models of gradient descent that can be used during the learning
process according to the scale of the available training examples.
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Figure 5.8: Trend of the training and the validating error as a function of the number of
epochs of the training in the overfitting case. Since the training error is computed summing over
the training examples used in the learning process, the training error is continuously decreasing
with the number of epochs. On the contrary, the validation error is computed using data that
have never been seen during the learning process and it begins to increase after a certain training
iteration. We then consider an accurate number of epochs as the number of training iterations just
before the validation error starts to increase.
5.2.5 Learning with large datasets
Data-driven approaches such as NN algorithms are usually applied to big dataset used to train
the model. Thanks to the increasing development of worldwide web resources available today,
modern dataset are characterized by hundreds of millions of training examples, as happens for
online recommendation systems of popular websites. Due to the large amount of the available
training examples, the application of the gradient descent algorithm on the entire dataset at each
iteration is computationally expensive and not efficient in terms of time resources. Moreover, the
time required to process large scale data is highly incompatible with the continuous streaming of
training data used by online recommendation systems. However, it is possible to select the number
of training examples used to updated the learning parameters. According to the number of training
examples used to updated the learning parameters, we distinguish three different types of gradient
descent: stochastic, mini-batch, or batch gradient descent.
According to the batch gradient descent algorithm, the cost function is described as follows:
J(w,b) =
1
2m
i=m
∑
i=1
‖y(xi)− f (xi)‖2
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Since the cost function is computed summing over the entire training examples, the previous for-
mula can be rewritten as:
J(w,b) =
1
2m
i=m
∑
i=1
Ji(w,b) (5.18)
where Ji(w,b) is the contribution of each training examples. Considering the cost function as a sum
over the contribution of each training examples, a single iteration of gradient descent described in
Eqs. (5.8)-(5.9) is then performed calculating the sum of the m derivative terms over the full set of
training data:
∇J =
1
2m
i=m
∑
i=1
∇Ji(w,b) (5.19)
Since a single iteration of gradient descent is a sum of m derivatives terms, the learning process
with large datasets occurs slowly and a single step of the batch gradient descent may requires con-
siderable amount of time. The computational resources are more prohibitive considering the large
number of epochs required to obtain a reliable prediction model in large dataset. However, the
learning process can be improved updating the learning parameters at each training examples, as
happens in the stochastic gradient descent or in mini-batch gradient descent.
According to the mini-batch gradient descent algorithm, the cost function and the gradient
are computed summing over a mini-batch subset of n training examples randomly chosen from
the entire dataset. The learning parameters are therefore updated using only the examples of the
mini-batch for each gradient descent iteration step. The learning parameters updating rules of Eqs.
(5.16) are then expressed as follows:
wk→ w′k = wk−
η
n
n
∑
i=1
∂Jxi
∂wk
bl → b′l = bl−
η
n
n
∑
i=1
∂Jxi
∂bl
(5.20)
Here, the index i goes from 1 to the number of the mini-batch training examples n and the term
Jxi is the contribution of each mini-batch inputs to the cost function. Since less training examples
are used at each iteration of the learning process, mini-batch gradient descent is more efficient
than batch gradient descent in terms of computational and time resources. Once the parameters are
updated, the NN uses a different subset for the next updating step and so on until the subsets run
out. An epoch is then completed iteratively repeating the learning process using all the subset of
the dataset.
The mini-batch gradient descent model can be further improved considering mini-batch training
examples of n=1 input example, as happens for the stochastic gradient descent. Mainly using for
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online recommendation systems, in the stochastic gradient descent the cost function and the gra-
dient are indeed computed using a single training example. The learning parameters are therefore
updated using a single training example for each gradient descent iteration step. Once the learning
parameters are updated, the epoch is then completed iteratively repeating the learning process in-
dividually using all the training inputs of the dataset.
5.2.6 Back-propagation algorithm
Introduced in 1986 [137], the back-propagation algorithm computes the expression of the par-
tial derivatives ∂J/∂w, ∂J/∂b of the cost function J respect to the learning parameters w and b,
expressing how quickly the cost function changes with the weights. We now describe the back-
propagation algorithm using the following notation.
With reference to the four layers NN of Fig. 5.9, the leftmost layer of the NN is called input layer
and it contains the input neurons. The two middle layers are called hidden layers and the rightmost
layer containing the output neurons is called output layer.
We denote the term wljk of the NN as the weight connecting the j-th neuron of the l− 1-th layer
to the k-th neuron of the l-th layer. According to this notation, the weight w334 connects the third
neuron of the second layer to the forth neuron of the third layer.
We use a similar notation for the biases parameters blj identifying the bias of the j-th neuron in the
l-th layer.
We then define the quantity alj as the output of the layer l with input x as follows:
alj = σ
(
∑
k
wljka
l−1
k +b
l
j
)
(5.21)
where the sum is defined over the k neurons of the (l-1)-th layer. The previous equation expresses
the relation between the output alj of the j-th neuron of the l-th layer and the k-th output a
l−1
k of
the previous layer. The previous equation can then be expressed as the activation function of the
weighted input zlj as follows:
alj = σ(z
l
j) (5.22)
where the weighted input
zlj =
(
∑
k
wljka
l−1
k +b
l
j
)
(5.23)
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is indeed the input of the activation function alj for the learning parameters w and b. Considering
Eqs. (5.21)-(5.23), we rewrite the activation array al and the weighted input array zl for the l-th
layer in the following matrix form
al = σ(wlal−1+bl) zl = wlal−1+bl (5.24)
where wl is the weight matrix of the l-th layer whose element in the j-th row and k-th column is
the weight wljk and b
l is the vector containing all the biases of the l-th layer.
Using the notation introduced so far, we discuss the back-propagation algorithm used to apply
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Figure 5.9: Graphical representation of a network of multi-layer perceptron. The first column
containing the input neurons is called input layer. The two middle layers are called hidden layers
and the rightmost layer containing the output neurons is called output layer. The notation wljk
denotes the weight connecting the k-th neuron in the l−1 layer with the j-th neuron in the layer l.
In this case the weight w334 connects the third neuron of the second layer with the forth neuron of
the third layer.
gradient descent and update the learning parameters at each iteration.
The purpose of the back-propagation algorithm is to calculate the derivatives ∂J/∂w, ∂J/∂b of
the cost function J respect to the learning parameters w and b. We then introduce the error δ lj in
the j-th neuron state in the l-th layer as
δ lj =
∂J
∂ zlj
(5.25)
where J is the quadratic cost function described in Eq. (5.5)
J =
1
2m∑x
(‖y(x)−aL(x)‖2)
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where x and y are respectively the ensemble of the training inputs and the corresponding ground
truth. Considering δ l as the vector of the errors associated with the l-th layer, the back-propagation
algorithm provides a method to compute the error δ l for each layer and relate the error to the
derivatives ∂J/∂w and ∂J/∂b.
Considering a NN of L layers, the error δL over the last layer is:
δLj =
∂J
∂aLj
σ ′(zLj ) (5.26)
Considering ∇aJ as the gradient vector whose component are the partial derivatives ∂J/∂alJ , the
previous formula can be rewritten as
δL = ∇aJσ ′(zL) (5.27)
where the operator  represents the elementwise product between two vectors. Considering the
quadratic cost function of Eq. (5.5), we then obtain
δL = (aL− y)σ ′(zL) (5.28)
Considering Eq. (5.25), the error δ l on the neurons of the l-th layer is then related to the error δ l+1
of the neurons in the (l+1)-th layer:
δ l = ((wl+1)Tδ l+1)σ ′(zl) (5.29)
where (wl+1)T is the transpose of the matrix wl+1.
The previous formula expresses how the error on a given layer propagates backwards through the
network to the error of the previous layer. Applying the formula backwards through the layers of
the network, it is possible to compute the error on all the layers of the network from the error δL
on the last layer combining Eq. (5.26) and Eq. (5.29).
Once we compute the errors δ l for all the layers of the NN, the partial derivatives of the cost
function J respect to the learning parameters are:
∂J
∂blj
= δ lj
∂J
∂wljk
= al−1k δ
l
j (5.30)
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The second equation of (5.30), can be rewritten as
∂J
∂w
= ain×δout (5.31)
where the quantity ain is the activation of the neuron input to the weight w and δout is the error on
the neuron output from the weight w.
Considering the sigmoid function of Eq. (5.3) as the activation function σ , the term σ ′(zl) in the
Eqs. (5.27)-(5.29) is close to zero for very low or very high values of zl , as happens for the error δ l
and the updating terms ∂J/∂w, ∂J/∂b. In this case, the neuron has saturated or stopped learning
and any weight in input to a saturated neuron is learning slowly. Take into account Eq. (5.31), a
similar consideration can be obtained for low activation ain of the input neurons.
Since the learning process is slow when the input neuron has a low activation ain or the output
neuron has saturated, we can then design the activation functions of the NN accordingly to the
desired learning properties.
The training process of NNs can then be summarized in the following steps:
1. Weights and biases: initialize the weights w and the biases b to random numbers according
to a given distribution.
2. Activation functions: set the activation functions for each layer of the NN
3. Feedforward: Apply the feed-forward algorithm to find the weighted inputs zl =wlal−1+bl
and the activations al = σ(zl) for each layer l = 2,3, ...L
4. Output of the error: compute the error vector δL = ∇aJσ ′(zL) on the last layer
5. Back-propagation error: Compute the error δ l = ((wl+1)Tδ l+1)σ ′(zl) on each l = L−
1,L−2, ..,2 layer
6. Gradient of the cost function: compute the gradient of the cost function ∂J∂blj
= δ lj and
∂J
∂wljk
= al−1k δ
l
j in order to update the learning parameters.
7. Update the learning parameters: Update the learning parameters according to the updating
rules in Eq. (5.20).
8. Iterations: Repeat steps 3-7 until the cost function converges to its minimum.
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Additionally, the data are usually feature-scaled and randomized in a pre-processing stage. In-
deed, the observed data used during the training and the testing are composed by many features
identifying a specific characteristic of the data. Since different features can cover a wide range of
values at different scale, the observed data are usually normalized in pre-processing in order to be
comparable and obtain an accurate prediction. Moreover the features-scaling reduces the amount
of time required by the NN to minimize the cost function during the training process.
In order to prevent the over-fitting and obtain a general solution of the problem to be solved,
the observed dataset is generally split in three subsets of training, validation and testing data of
respectively the 60%, 20% and 20% of the overall available data. As discussed before, the training
data are indeed used to update the learning parameter in the training process, the testing data are
used to test the correctness of the solution provided by the NN and the validation data are used to
evaluate the hyper-parameters such as the number of epochs, the learning rate and the best network
architecture.
We now describe how NNs and data-driven approaches have been used in science and in particular
in physics, drastically changing the interpretation of the observed data and the scientific research
approach.
5.3 Data-driven approach in physics
NNs and data-driven approaches are a current methodology of investigation in most research fields
with applications in traffic monitoring, speech and face recognition [138–140]. Deep learning ap-
proaches can indeed be applied in computational biology, biomedicine and genomics to identify
hidden structures in molecules and genes [141–144].
The application of convolutional and recurrent NNs has been widely demonstrated in 3D imaging
microscopy and high-content screening technologies to improve the spatial resolution over a large
field of view and depth [145–147]. Moreover the unsupervised learning approach can be used to
identify clusters and extract information about the galaxies morphology analysing the data of the
emission spectrum [148, 149].
Due to the increasing progress in big data analytics and computing hardware, NNs and data-driven
approaches can be efficiently applied for solving complex problems in many fields of physics such
as Bose-Einstein condensates [132], many bodies problems [130] and quantum state tomogra-
phy [131].
Particle Physics benefits from the application of NNs to isolate the signal of interest from a wide
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range of signals generated by many different background particles. As happens for high-energy
particles collisions, the classification of specific particles is particularly difficult due to the low sig-
nal to background ratio. ANN approaches and deep learning techniques are often applied to better
discriminate the signal from background classes by more complex functions [150]. Additionally,
machine learning and deep learning techniques have proven useful application in new rare particles
decay [151–153], jet classification [154], fast simulation by generative adversarial networks [155]
and tracking reconstruction algorithms [156]. Thanks to the considerable amount of data analysed
by data-driven approaches, deep learning techniques have also been applied in gravitational waves
studies for real-time detection [157], noise transient classification [158] and gravitational wave
signal denoising [159]. For the purpose of this thesis, the primary focus here is the application of
the NN approach in Optics and in particular in CI.
Due to the recent advances in mathematical optimization and computing hardware, the data-
driven approach has been widely used in CI imaging applications for solving ill-posed problems
or noise affected measurements [160].
Most of the imaging problems solved using an ANN approach usually rely on a target image to be
retrieved, an illumination system, a collecting system such as single-photon detectors or conven-
tional intensity recording cameras, and the retrieval algorithm based on a NN model.
Using single images or multiple video frames in inputs, spatio-temporal convolution and deep NNs
improve the quality of images limited by the undersampling of the detection systems [161, 162].
As proposed in [163], data-driven approaches can be further used to solve phase retrieval and
lensless imaging problem where the relation between the amplitude and the intensity image at the
output of the optical medium is highly nonlinear. Additionally, machine learning and data-driven
approaches have been demonstrated to be efficient even with extremely low level of photons [164]
for ghost imaging of hand-written digits recognition [165].
Data-driven approaches can also be used for the investigation of NLOS scenes. Recent results
demonstrated the identification and the 2D tracking of people hidden behind a corner combining a
convolutional ANN with the return temporal profile [94]. However, the application of data-driven
approaches of hidden scenes are currently impractical due to the finite temporal resolution of the
single-photon, time-resolving detectors and to the limited amount of training data. Since ToF tech-
niques require expensive single-photon, time resolving detectors and pulsed light sources, recent
results proposed a convolutional NN approach for NLOS 3D localization and objects classification
by a conventional 2D camera [166, 167]. In this case [167], an adaptive lighting algorithm iden-
tifying the optimal illumination scene patches has been applied in order to maximize the NLOS
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return signal. Furthermore, NNs can locate, classify and reconstruct the hidden scene by using
conventional cameras [161, 168].
Deep learning approach provides crucial benefits also in imaging through scattering media with
applications in non-invasive imaging through human body and autonomous vehicles in foggy en-
vironment. The propagation of the light through highly scattering media such as fibres or diffusers
is indeed characterized by a strong beam-medium interference effect. As a consequence, the light
intensity at the exit plane of the medium is apparently random. Recent results demonstrated the ap-
plication of a deep learning approach on time resolved measurements in imaging through complex
media such as a diffuser [169] and opaque walls [170] [171]. Finally, recent results demonstrated
the classification and retrieval of handwritten digits input images propagating through up to a 1
Km fiber from the intensity images of the output speckle patterns [133, 172, 173].
Thanks to the infinite model architectures and to the wide range of activation functions, machine
learning algorithms can be used to model infinite systems. Moreover the wide range of available
layers makes NNs suitable for simulating highly non linear or ill-posed problem where finding the
transformation function mapping the input into the output is computationally demanding.
The problem to be addressed in this thesis is the 3D retrieval of the scene from the return temporal
histogram acquired with a single-pixel, time-resolving detector. Due to the lack of information
about the scene to be imaged, the removal of any spatial structure imprinted either in detection
or in illumination requires solving a very ill-posed inverse problem. Employing a data-driven ap-
proach to provide the prior knowledge on the scene, we provide a statistical representation of the
possible scenes to be imaged on the basis of which a machine learning algorithm can be trained.
In the next chapter we describe the main current technologies used to retrieve the 3D information
of LOS scenes and we discuss their advantages and limitations. We then introduce a new concept
of data-driven 3D imaging based on arrival-time measurements with single-pixel, time resolving
detector.
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Chapter 6
3D imaging via artificial neural
networks with a single pixel
detector: theory
In this chapter we introduce the concept of Intelligent Lidar (ILidar), an innovative 3D imaging
paradigm that allows the 3D recovery of LOS scenes using only the arrival-time measurement of
the return photons acquired with a single-pixel, time-resolving detector.
We introduce the main current technologies used to retrieve the 3D information of LOS scenes,
discussing their advantages and limitations. We then explain how a supervised-learning data-driven
approach can be used to retrieve the 3D image of a scene by arrival-time measurements. The
imaging challenges to be addressed by the proposed approach are the compactness, the fastness
and the amount of measurements and data required to obtain the 3D image of a scene.
6.1 Introduction to 3D imaging of LOS scenes
The ability to reproduce 3D images of direct scenes has always been a crucial task since 1500’s
when Leonardo Da Vinci realized the first example of a 3D scene. Indeed recent results [174]
demonstrated that the Gioconda and one of its copies simultaneously realized, differ slightly in
perspective. Since the difference between both paintings simulates the human binocular perspec-
tive vision, the two Mona Lisa together represent the first stereoscopic image in the world history.
In recent years, the constant progresses in computing, sensing and technology [175] allowed the
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development of 3D imaging technologies with a variety of applications in medical and biomedical
imaging [176–178], microscopy [144], autonomous vehicles, ranging [179–181] and facial recog-
nition [182, 183].
The most familiar example of 3D imaging is the visual perception of the human eyes where the 3D
information is inferred combining the two different perspectives simultaneously seen by our eyes
set slightly apart in space. The brain can indeed combine the two 2D images seen by each retina
from two different lines of sight and extrapolate a 3D image of the scene.
In the last decades, various types of 3D imaging technologies have been developed, addressing
different needs and requirements. Most of the promising approaches for the 3D retrieval of direct
LOS scenes are usually based on stereo-vision (SV), holography or ToF techniques.
As the eyes of humans and many predators, the stereo-vision technique infers the 3D information
of the scene combining the images collected from two slightly different prospective by two sensors
spatially separated [184, 185].
In conventional 3D optical holography, the 3D information of the scene is retrieved from the in-
terference pattern produced by a reference beam and a probe beam scattered back from the ob-
ject [175, 186, 187]. In order to capture the interference pattern on the recording medium, con-
ventional holography usually uses photographic media [188, 189]. Digital holography instead,
employs digital cameras such as charge-coupled devices (CCD) or Complementary Metal Oxide
Semiconductor (CMOS) sensors [190, 191]. Used in a wide range of applications [105, 192], ToF
approaches retrieve the depth information by measuring the arrival-time of the return signal. The
ToF information of the return beam can be measured using either a frequency modulated contin-
uous wave (FMCW) light beam or a pulsed light source [193]. In more details, the sensors based
on FMCW, infer the depth information from the difference in phase between the emitted and the
received signal [75, 194]. The pulsed light ToF approach infers the depth information from the
difference between the return arrival-time and a reference signal [69, 195].
ToF approaches retrieve the 3D information by scanning the scene or by structured illumi-
nation and/or detection. In the scanning technology a laser spot scans the scene, while a time-
resolving single-photon sensitive, single-pixel detector confocally collects the return photons. As
happens for LiDAR and Velodyne LiDAR systems [55], the arrival-time and the spatial infor-
mation provided by the scanning, are then combined to provide the 3D information. Scanning
systems require as many consecutive measurements as the transverse spatial resolution of the re-
trieval. Moreover this techniques requires the use of moving parts such as galvo-mirrors or rotat-
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ing systems [196]. Imaging algorithms such as compressive sensing allow to reduce the number
of measurements required to obtain an image, without affecting the image reconstruction quality.
Recent results demonstrated the recovery of a continuous real-time 3D image with a frame-rate up
to 12 Hz [69, 197]. Instead, structured detection technology flash-illuminates the whole scene and
acquires the return signal by a spatial resolved (or multi-pixel) detector simultaneously collecting
the return signal from different points [196]. Pixelated detection requires as many detectors as the
spatial resolution of the image and multiple simultaneous acquisitions.
The current 3D imaging technologies aim to improve the depth resolution of the retrieval and the
range distance [198, 199]. Indeed recent results demonstrated an hybrid approach for 3D scenes
reconstruction with velocity detection and centimetres depth resolution at 1 Hz of frame rate com-
bining multi-view cameras and scanless Lidar [181]. Combining ghost imaging via sparsity con-
straint (GISC) technique with time-resolved measurements, this technique can be further improved
enabling the 3D recovery of a scene up to 1.0 km range [200].
In order to retrieve the spatial information of the transverse plane, current ToF technologies
require the use of spatially resolving (many pixels) sensors or structured illumination, providing
prior knowledge about the illuminated transverse plane portion of the scene at each acquisition.
Indeed, standard 2D imaging techniques recover 3D images projecting structured patterns onto the
scene and detecting only the total intensity of the back-scattered light, for which a single pixel
is sufficient, as demonstrated with single-pixel cameras [7, 201]. The transverse information is
retrieved summing over all the illumination patterns weighted by the corresponding measured in-
tensity. After obtaining the 2D image reconstruction, each 2D pixel is assigned a the temporal
histogram of the return signal collected at the corresponding transverse portion of the FoV. The
depth information is then inferred by the ToF information of the temporal histograms, providing a
3D retrieval of the investigated scene.
Exploiting the prior information provided by the structured illumination, the recovery of a 3D
scene is then a well-posed problem and widely demonstrated in literature [57, 69]. In contrast, the
3D recovery of a LOS scene using a time-resolving single-pixel detector with no prior knowledge
about the scene is a ill-posed problem and the current 3D imaging systems are limited by the many
pixels requirement.
The necessity of having a spatially resolving sensor is well understood considering the temporal
histogram of the return acquired by single-pixel detector that collects the light from the entire FoV.
Indeed, all the possible locations (x,y,z) of the contributions at a given time bin t lay on the surface
of the sphere defined by the equation ct =
√
x2+ y2+ z2 where c in the speed of light. Removing
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the prior knowledge about the scene (in this case the coordinates (x,y)), all the spatial points laying
of the sphere contribute with equal probability to the same time bin of the histogram and it is not
possible to univocally retrieve the 3D image of the scene.
Here, we introduce a new paradigm for 3D imaging of direct scenes using a time-resolving
single-pixel detector applying a data-driven approach to recover the spatial information lost using
a single-pixel. In more details, we demonstrate a 3D imaging approach called intelligent-Lidar
(ILidar), in which a pulsed laser source flood illuminates the whole scene and a time-resolving,
single-pixel detector records the temporal histogram of the return from the whole scene. The 3D
image of the scene is then recovered from the acquired temporal histogram using a data-driven al-
gorithm based on deep learning approach. Once the NN is trained, the discussed method provides
a scanless 3D imaging approach from the return signal of the entire 3D scene.
The proposed approach represents a new concept of 3D imaging obtained from a temporal trace
so far unexplored. The proposed method demonstrates the possibility of achieving a scanless and
compact single-pixel Lidar system for real-time 3D imaging and pattern recognition from a single
temporal trace.
Since the suggested approach needs the acquisition of a single temporal trace, the system requires a
single measurement as opposed to many consecutive measurements of any other scanning system.
It provides a 3D image of the scene at potentially kHz frame rates limited only by the acquisition
time of the temporal histogram. The proposed method can additionally operate in a cross-modality
mode, as demonstrated testing the system on a different platform such as a radio-frequency an-
tenna.
In this chapter we describe the current optical 3D imaging technologies for LOS scenes and in
more details, the systems based on ToF information. Considering the requirement of pixelated
sensors of the current ToF systems, we then introduce the concept of ILidar. We finally describe
the NN and the algorithm used to retrieve the 3D image of the investigated scene from the temporal
trace of the return collected with the single-pixel sensor.
6.1.1 State of the art
In the last decades various technological principles have been exploited to retrieve the 3D image of
direct LOS scenes. The most promising approaches are based on stereo-vision, holography or ToF
techniques, providing a better depth resolution when the three approaches are combined [202].
As demonstrated for medical imaging [203], underwater 3D reconstruction [67] and urban traf-
fic [185], the stereo-vision 3D imaging is based on combining two 2D images seen from a different
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Figure 6.1: Schematic of stereovision approach for 3D imaging. a) Since the human eyes are
spatially separated, the brain extrapolates the 3D information of the scene combining the 2D im-
ages simultaneously seen from two different prospectives by the left and the right eye (b-c) by a
triangulation process.
prospective by two sensors spatially separated. In more details, this approach relies on computing
the disparity map D(xr,xl) given by the difference of the image coordinates between two corre-
sponding pixels xr and xl of the left and of the right image [204]. Figure 6.1 shows the holographic
approach.
Widely demonstrated in 3D microscopy [205], 3D scenes visualization [175] and retrieval of large
scale objects [206], 3D holography is based on recovering the 3D image of the scene by the inter-
ference pattern of a reference and a probe beam scattered from the object [186, 187]. In this case
the 3D information of the scene is encoded in the phase of the intensity hologram captured using a
Charged Coupled Device (CCD) or a Complementary Metal Oxide Semiconductor (CMOS) sen-
sor. Figure 6.2 shows the holographic approach .
Widely investigated in radar imaging systems [207], recent results demonstrated the 3D recov-
ery of LOS and NLOS scenes exploiting the ToF information of the return. Known as LiDAR,
this approach combines the temporal information provided by the ToF of the return and the spa-
tial information provided either using a pixelated sensor or scanning the scene. Each pixel of the
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Figure 6.2: Schematic of holography approach for 3D imaging. A beam splitter (BS) divides
the light beam in two separated beams, known as the object beam and the reference beam. The
two beams are then expanded and the object beam illuminates the object to be retrieved. The light
scattered by the object travels towards a recording medium where the reference and the object
beam are recombined in an interference pattern. In digital holography, the hologram produced by
the interference of the two beams is then recorded and stored by a CCD or CMOS sensor rather
than a photographic film, as happens for classical holography.
sensor collects the return signal scattered back from a specific (x-y) portion of the transverse plan,
encoding the (x-y) information of the scene. At the same time, the depth information is inferred
by the time the light takes to go from the laser source to the target and then back to the sensor.
A single-pixel is instead used in the scanning approach. Here, a laser spot scans the investigated
scene and a single-pixel detector confocally collects the return signal.
The current 3D imaging technologies based on the ToF information rely on either a pulsed or con-
tinuous wave (CW) modulated illumination. As reported in Fig. 6.3, the pulsed light approach
recovers the ToF information measuring the temporal difference between the arrival-time of the
return signal and the arrival-time of a reference. In the CW modulation approach, the ToF infor-
mation is instead recovered measuring the phase difference between the emitted and the received
signal, as discussed in Chapter 3. The current CW modulation ToF cameras technologies available
on the market can reach a rate of 120 frames per second with a centimetre resolution and a distance
range between 0.5 and 10 metres [208].
Due to the recent advances in single photon detection and TCSPC techniques [2], the pulsed
modulation ToF approach is one of the most common method used to retrieve the full 3D im-
age of LOS and NLOS scenes, providing a better depth resolution when combined with the other
suggested approaches [202]. This approach can be further improved exploiting the advantage of
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Figure 6.3: Schematic of ToF approach for optical 3D imaging by pulsed light modulation. In
order to recover the 3D image of a scene, a pulsed light source flood illuminates the scene to be
recovered. A single-photon sensitive camera operating in time-correlated single-photon counting
(TCSPC) mode collects the return signal scattered back from the objects. The depth of the scene
is then inferred by the ToF of the return.
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Figure 6.4: Schematic of ToF approach for optical 3D imaging by CW modulation. In order to
recover the 3D image of a scene, an infra-red sinusoidal modulated beam is flood illuminating the
scene to be recovered. A pixelated CMOS sensor collects the return signal. The phase difference is
then obtained measuring the amount of light reflected at four points m0,m1,m2,m3 equally disposed
within the modulation period.
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using a single-pixel camera [57,69]. The current 3D imaging technologies can be further improved
applying deep learning techniques, as demonstrated in 3D microscopy [144], super-resolved fluo-
rescence microscopy [209] and lensless imaging [163].
Despite the recent advances in computational imaging algorithms and single-photon sensitive de-
tectors, the ToF approach requires either many consecutive measurements as it happens for scan-
ning systems, or the use of a pixelated sensor in order to recover the spatial information on the
transverse plane, providing prior knowledge about the scene to be recovered. Therefore, the cur-
rent 3D imaging sensors are usually made by many-pixels or require a scanning imaging system
not compatible with compact and portable systems for remote sensing applications. Moreover,
the 3D retrieval of a scene requires as many consecutive measurements as the transverse spatial
resolution of the image, leading to lower data acquisition and data transfer rate. We describe the
ToF detection methods that can be used to retrieve the 3D image of scenes by pulsed illumination,
focusing the attention on pixelated detector systems.
6.2 Time-of-flight imaging detection techniques
Current ToF technologies require the use of pixelated detectors to retrieve the spatial information
of the transverse plane of the investigated scene. Commonly referred to as cameras or detector ar-
ray, this technique requires as many single-photon sensitive detectors (or pixels) as the transverse
spatial resolution of the image. Indeed, each pixel of the sensor collects the light from a specific
portion of the transverse plane of the scene, encoding the (x-y) spatial information of the scene to
be imaged, as reported in Fig. 6.5. The depth is then inferred by the ToF information of the return
signal collected by each pixel. The 3D image of the scene can then be retrieved combining the 2D
information encoded by each pixel and the ToF information.
The spatially resolved single-photon sensor approach can be further improved using a single-pixel
camera, representing a cheaper alternative to the spatially resolved single-photon sensor approach.
In order to retrieve the 3D image of the investigated scene, a single-pixel camera technology com-
bines a time-resolving, single-pixel detector and a DMD. Applying a series of spatially resolved
illumination patterns, the transverse spatial information of the scene is inferred by the DMD, while
the corresponding return signal is acquired with a single-photon sensitive, time-resolving detector
with no spatial resolution. As discussed in Chapter 2, the transverse spatial information can be
retrieved using the DMD either in projection or in detection. Figure 6.6 shows the 3D imaging
single-pixel camera approach.
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Figure 6.5: Schematic of pulsed ToF approach for optical 3D imaging by a many pixels sensor.
In order to recover the 3D image of a scene, a pulsed light beam flood illuminates the scene. A
single-photon sensitive detector array (cameras) operating in time-correlating single-photon count-
ing mode, collects the return signal. Each pixel of the sensor encodes the transverse spatial in-
formation of the scene, meanwhile the depth is inferred by the ToF information of the temporal
histogram of the return signal collected by each pixel.
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3D scene
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Figure 6.6: Pulsed ToF approach for optical 3D imaging by a single-pixel camera. In order
to retrieve the 3D image of the investigated scene, the single-pixel camera combines a SLM and a
time-resolving single-pixel detector, as opposed to the pixelated sensor approach. Applying struc-
tured patterns, the DMD encodes the spatial information of the transverse plane, while the time
resolved single-pixel detector collects the back-scattered signal. The 3D scene is then retrieved
combining the 2D information provided by the spatially resolved patterns with the corresponding
temporal histogram of the return signal.
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Since the 3D imaging retrieval of scenes relies on the temporal and on the spatial information,
the use of pixelated sensors is a necessary requirement. Indeed the recovery of the 3D image of
a scene using a single-pixel, time-resolving detector is a highly unconstrained inverse problem, as
discussed in the next section.
6.3 Pixelated sensor requirement
Here, we report the inverse light transport model used to retrieve the 3D image of a LOS scene
from the temporal histogram collected with the single-pixel time-resolving detector.
With reference to Fig. 6.7, we consider a typical 3D imaging scenario where a pulsed laser source
flash-illuminates the 3D scene and a single-photon sensitive, single-pixel detector collects the re-
turn photons from the whole scene in a temporal histogram form. According to the forward imag-
ing algorithm discussed in Chapter 4 for NLOS scenes [105, 107], the target patch i located at
coordinates (xi,yi,zi) contributes to return signal collected by the single-point detector at a time ti.
Considering the detector position as the origin O(x= 0;y= 0;z= 0) of our frame of reference, the
time ti is described by the well-known ToF formula
ti =
rlaser−ob j(xi,yi,zi)+ rob j−det(xi,yi,zi,x`,y`,z`)
c
(6.1)
Here, c is the speed of light, rlaser−ob j =
√
(xi− xl)2+(yi− yl)2+(zi− zl)2 is the distance between
the laser and the target patch i and rob j−det =
√
x2i + y
2
i + z
2
i is the distance between the target patch
and the detector.
With reference to the terminology used in Chapter 4.3, the recovery of the ToF information and
of the temporal histogram b(t) for a given scene s(xi,yi,zi) is a well-posed problem with a unique
temporal solution encoding information about the scene. Indeed, the temporal histogram b(t) of
the back-scattering of a scene with spatial distribution s(xi,yi,zi) is described as:
b = F(s) (6.2)
where F is the light transport function.
We then solve the inverse light transport model in order to retrieve the 3D information of the
scene from the temporal histogram of the return photons scattered back by the scene. We neglect
the laser position (x`,y`,z`) for simplicity.
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Figure 6.7: 3D imaging by ToF approach with time-resolving sensors. A pulsed light source
flash-illuminates the scene and a time-resolving detector collects the return photons. Applying
the standard ToF formula in Eq. (6.1), the target located at coordinates (xi,yi,zi) contributes to
the number of photons collected at a unique solution time ti. On the contrary, the solution of the
inverse light transport model with no prior knowledge about the scene is a highly unconstrained
and remarkably ill-posed problem.
Since the temporal histogram recorded by the time-resolving detector contains information about
the 3D scene, it is possible to infer information about the 3D scene from the temporal histogram
of the return photons. Indeed, the 3D image of the investigated scene can be uniquely recovered
correlating the ToF information and the (xi,yi) spatial information provided either by the scanning
or by the pixelated sensor. The depth information is then inferred by the temporal histogram
recorded with the time-resolving detector as follows:
zi =
tic
2
(6.3)
where ti is the arrival-time of the contribution to the return signal produced by a target located at
coordinates (xi,yi,zi).
However, the 3D recovery of scenes using only the temporal histogram of the return photons col-
lected with a single pixel, time-resolving detector is a highly unconstrained and remarkably ill-
posed problem. If no prior knowledge about the transverse spatial information (xi,yi) of the scene
is available, there are multiple solutions (xi,yi,zi) verifying Eq. (6.1) and the 3D retrieval is
not unique. In this case, all the scene patches (xi,yi,zi) located along the surface of the sphere
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described by the formula
ti =
√
x2i + y
2
i + z
2
i
c
, (6.4)
contribute with equal probability to the same time bin ti of the recorded histogram. Therefore, it is
not possible to univocally retrieve the 3D information of the investigated scene. Considering then
the return photons collected at a time ti by the single-pixel sensor, it is possible to retrieve only the
surface of the corresponding sphere and not the unique solution of the actual scene. The solution
of the inverse problem is therefore remarkably ill-posed and all the patches laying on the surface
of the sphere contribute with equal probability to the return signal collected with the single-pixel
detector.
Based on the considerations discussed so far, it is not possible to univocally retrieve the 3D image
of a scene using only the temporal information provided by the temporal histogram of the return
photons detected with a time-resolving, single-pixel detector. If no prior information about the
scene is provided, the lack of constraints on the scene usually provided by a structure illumination,
makes the inverse light-transport model highly ill-posed and multiple equally distributed solutions
are retrieved. Here, we introduce a new 3D imaging approach for direct LOS scenes based on
single-pixel, time-resolving detector providing the necessary scene constraints by a data-driven
approach.
6.4 Intelligent Lidar approach
As demonstrated in Section 6.3, the temporal histogram of the return signal acquired with a time-
resolving detector, contains information about the 3D scene. However, the temporal histogram
information is not sufficient to univocally describe the inverse light transport model. Prior knowl-
edge on the transverse spatial information has to be provided in order to recover the 3D image of
the scene by a single-pixel, time-resolving detector.
Here, we introduce a 3D imaging paradigm for LOS scenes by single-pixel, time resolving detec-
tor, providing the required prior knowledge about the scene by a data-driven approach. Referred to
as ILidar, the suggested approach represents a scanless and compact single-pixel LIDAR system
for real-time 3D imaging and pattern recognition using only the temporal histogram of the return
from the whole scene. The ILidar 3D imaging modality is depicted in Fig. 6.8. Here (Fig. (a)), a
pulsed light source flash-illuminates the scene and a single-pixel, time-resolving detector collects
the return from the whole scene in a temporal histogram.
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Figure 6.8: Intelligent Lidar approach: 3D imaging by single-pixel, time resolving sensor. (a)
A pulsed laser source flash-illuminates the scene and a time-resolving, single pixel detector col-
lects the return photons from the whole scene, while a standard 3D ToF camera records intensity-
encoded depth 2D images of the scene. (b) Data-driven approach used to recover the 3D image
of the investigated scene by arrival-time measurements. The temporal histograms are the input
of the NN, while the intensity-encoded depth 2D images are the output of the NN. Training the
ANN on pairs of temporal histogram and corresponding 3D image, we find the transformation
F−1 mapping the temporal histogram into the corresponding 3D image by a supervised artificial
neural-network algorithm of fully-connected layers. After the algorithm is trained, it is fed with
single-point temporal histograms to retrieve 3D images in a single recording.
In order to retrieve the 3D image of the scene from the corresponding return temporal his-
togram, we provide a statistical representation of all the possible scenes to be imaged on the basis
of which a machine learning algorithm can be trained. The aim of the NN is to find the inverse
transformation F−1 (see Eq. (6.2)) mapping the temporal histogram b of the return photons into
the spatial distribution s(~r) of the targets by a supervised training approach. The image recovery
neural-network is depicted in Fig. 6.8 (b). In order to train the NN, we include a standard 3D ToF
camera that provides intensity-encoded depth 2D images of the scene. For each acquisition we then
acquire the temporal histogram of the return photons provided by the single-pixel, time-resolving
detector and the corresponding 3D image of the scene provided by the ToF camera.
Using a supervised-learning approach, the ANN is then fed using temporal histogram-3D image
pairs in order to find the mapping function F−1. The temporal histogram acquired by the SPAD is
102
the input layer of the ANN, while the intensity-encoded depth 2D image acquired by the ToF 3D
camera is the output layer. Section 6.5 discusses the NN algorithm.
After the algorithm is trained, the proposed approach is able to retrieve the 3D information with
just the arrival-time of return and the 3D image recovery algorithm. We then test the discussed
approach with series of four different 3D scenes composed by objects freely moving in a room, as
described in Section 7.1. However, the proposed approach is affected by some limitations such as
the degeneracy problem due to the spatial symmetry of the experimental conditions. Indeed, 3D
scenes that are ToF symmetrical produce the same temporal histogram, generating an ambiguity in
the 3D image predicted by the NN.
6.4.1 The degeneracy problem
The proposed 3D imaging paradigm is affected by some limitations due to the spatial symmetry
of the problem to be addressed. We consider the spatial symmetry of the experimental conditions
depicted in Fig. 6.9 (a) where a macroscopic target is freely moving within an uniform background
scene. In these experimental conditions, multiple 3D scenes that are ToF symmetrical produce the
same temporal histogram, generating an ambiguity in the 3D imaging recovery predicted by the
NN.
With reference to Fig. 6.9 and neglecting the laser-targets distance, all the point targets placed on
the surface of the sphere {xi,yi,zi} verifying the equation
ti = c−1
√
x2i + y
2
i + z
2
i , (6.5)
contribute to the same temporal return signal acquired by the single-pixel sensor at the time bin ti.
Since no spatial structure is imprinted at any stage, multiple 3D reconstructions are therefore com-
patible with the same temporal histogram, as reported in Fig. 6.9 (b-e). Here, a target placed in
the left side of the FoV and a target placed in the right side of the FoV at the same ToF distance
(yellow crosses in Fig. 6.9 (a)), produce exactly the same return temporal histogram. Since the
same temporal histogram can be attributed to multiple ToF symmetrical 3D images, the proposed
approach is affected by a spatial degeneracy. The spatial degeneracy produces a spatial ambiguities
in the corresponding 3D image retrieval. Experimental evidence of the spatial degeneracy of ToF
symmetric 3D images is shown in Section 7.5 where two symmetrical 3D images are retrieved
from a single-point temporal histogram. The spatial degeneracy induced by the spatial symmetry
of the problem is totally removed when information about the spatial structure of the scene is con-
sidered in the retrieval process, as it happens for multi-pixel detectors or for single-pixel cameras.
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Figure 6.9: Spatial degeneracy of ToF symmetric 3D scenes. (a) A pulsed laser source flood
illuminates an uniform background scene while a single-pixel, time-resolving detector collects
the return scattered back by the entire scene. Due to the spatial symmetry of the problem, all the
targets located at the surface of the ellipsoid (or a sphere when neglecting the laser-targets distance)
defined by the ToF Eq. (6.5) contribute to the same temporal histogram. Therefore, two isolated
targets placed either in the left (b) or in the right (d) side of the FoV have the same return signal
(c,e), inducing a spatial ambiguity in retrieval. Here, the red line represents the ellipsoid of all the
possible 3D scenes having the same return photons signal. The yellow crosses indicate two ToF
symmetric 3D locations of the target.
We now describe the NN algorithm used to retrieve the 3D information of the scene from a single
single-point temporal histogram. The aim of the NN is to retrieve the transformation mapping the
temporal histogram of the return photons into the corresponding 3D image formerly training the
NN with experimental data of 3D image-temporal histogram pairs from the scene.
6.5 3D image retrieval neural network algorithm
In order to infer the inverse light transport function F−1, we use a fully-connected multi-layer
NN with feed-forward training approach. Figure 6.10 shows the ANN architecture. The ANN is
composed by five sequential layers implemented in TensorFlow [210].
With reference to the terminology introduced in Chapter 5, the mapping transformation F−1 can
be expressed by the learning parameters w and b as follows:
y = f (wx+b) (6.6)
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Here, the input x is the temporal histogram, the output y is the corresponding 3D image of the
scene and f is a generic non-linear function.
In the experimental conditions reported in Chapter 7, the temporal histograms are composed by
1800 time bins, whereas the colour-encoded depth 2D images are 2D matrices of 64×64 = 4096
elements. The 64x64 pixels images are reshaped into a 1D array of 4096 entries in order to train
the NN. The input layer is then composed by 1800 neurons corresponding to the dimension of the
input vector x, while the output layer has 4096 neurons corresponding to the dimension of the out-
put vector y. The hidden layers are composed by three dense layers of 1024, 512 and 256 neurons
for a total of 3553024 trainable parameters, as shown in Fig. 6.10.
The hyperbolic tangent shown in Fig. 5.3 has been used as the activation function of the percep-
trons for each layer. The cost function minimized during the learning process is the mean square,
defined as
J(w,b) =
1
m
i=m
∑
i=1
‖y(xi)− f (xi,w,b)‖2 (6.7)
where f (xi,w,b) is the predicted output array of the i-th input examples xi and y(xi) is the corre-
sponding ground truth. Here, the index i goes from 1 to the total number of the training data m.
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Figure 6.10: Graphic representation of the ANN. The ANN is composed by five sequential layers
in total. The input layer is made by 1800 neurons corresponding to the experimental temporal
histogram dimension. The output layer is composed by 64x46=4096 neurons corresponding to
the experimental 3D images dimension. The hidden layers are composed by three dense layers of
1024, 512 and 256 neurons respectively. Using a dense layer, each input neuron is connected to
each output neuron by a linear combination of real-values weights w, biases b and a non-linear
activation function f .
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During the learning process, the weights are iteratively updated using the ADAM optimization
algorithm. Finally, the initial random weights are tensors initialized to zero. Further details about
the NN model are provided in Appendix D. Once the system has been trained, we obtain the set of
learning parameters w and b defining the transformation F−1 and a 3D retrieval of the investigated
scene can be obtained from the return photons temporal histogram.
The concept of Intelligent Lidar represents an innovative 3D imaging paradigm able to retrieve
the 3D information of the scene using only the time-arrival information. The suggested approach
represents a compact and fast 3D imaging approach leading to a new concept of image made by
a temporal profile. Since no scanning system or multiple measurements are required after the
training, the complete 3D image can indeed be retrieved by the acquisition of a single temporal
histogram on a standard laptop, reducing the memory and the time required for the data storage,
handling and transfer with considerable profits for remote sensing applications. Additionally, the
proposed 3D imaging paradigm can be extended and applied to completely different platforms,
provided that an optical system based training is formerly performed to provide the statistical rep-
resentation of the possible scenes to be imaged.
Now that this 3D imaging approach has been explained, we test it under experimental conditions.
The next chapter (Chapt. 7) will experimentally demonstrate how the proposed paradigm can be
used to recover the 3D spatial information from temporal data.
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Chapter 7
3D imaging via artificial neural
network with a single-pixel detector:
experimental results
We now test the ILidar approach in experimental conditions recovering 3D images of various dy-
namic scenes from the temporal histogram of the return photons by the suggested data-driven ap-
proach. The proposed approach represents a new paradigm to recover the 3D image of a scene from
arrival-time measurements, paving the way to an innovative, fast and cross-modality 3D imaging
technique. In this Chapter we report the experimental setup and the results obtained testing the
proposed approach on four different scenarios composed by targets of different shapes and dimen-
sions freely moving within a room.
We test the proposed approach in two distinct cases. In the first case, we test the proposed
approach training the NN with 3D image-temporal histogram pairs of the four investigated sce-
narios separately. In the second case, we train the NN jointly using input-output data of the four
investigated scenarios. In both cases, the proposed approach is able to accurately retrieve the 3D
image of the investigated scene without requiring any spatial structure either in illumination or in
detection.
However, the limited temporal resolution of the experimental detection system affects the perfor-
mance of the proposed 3D imaging paradigm. Since the proposed approach recovers the 3D image
by arrival-time measurements, the algorithm struggles to correctly identify the details of object
whose size is comparable with the transverse spatial resolution induced by the temporal resolution
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of the detection system. This is more evident in a multi-scene training scenario where diversified
scene objects are included in the same learning process, as discussed in Section 7.3.2. Additionally,
the spatial degeneracy of ToF symmetric 3D scenes affects the retrieval and limits the accuracy and
the performance of the suggested method, as discussed in Section 7.5.
Since the 3D image of a scene is recovered by arrival-time measures, the suggested 3D imaging
paradigm can be employed in a completely different platform. The proposed approach can in-
deed recover the 3D information of LOS scenes using a Radio Detection And Ranging (RADAR)
transmitter-receiver chip, provided that the system has been previously trained by a 3D imaging
optical system.
7.1 Experimental setup
We now experimentally test the suggested 3D imaging paradigm using the experimental setup
in Fig. 7.1 (a). Here, a pulsed light source flood-illuminates the whole 2.15x2.15x4 m3 scene
and a single-pixel, time-resolving SPAD detector operating in TCSPC mode collects the return
photons from the entire scene. We use a pulsed supercontinuum white-light laser ((SuperK EX-
TREME/FIANIUM, NKT Photonics) producing ∼ 75 ps pulses of 13 nJ with a repetition rate of
19.5 MHz and an average power of 250 mW. Since the laser emits in the all visible spectrum and
the sensor has an improved PDE of 70% at 550 nm wavelength , we select the wavelength by a
band-pass spectral filter (omitted in the figure) centred at 550 nm with 40 nm bandwidth. The
laser source passes through a 10x microscope objective (Olympus plan achromatic, omitted in the
figure) with 0.25 numerical aperture, 18 mm focal length and 10.6 mm working distance to flash
illuminate the whole scene. The objective has an opening angle of ≈ 30◦ producing a circular
illumination pattern of 2.15 m of diameter at a 4 m distance.
Using a 40x microscope objective (Nikon plan fluor, NA=0.75, WD=0.66 mm, omitted in the fig-
ure), the return signal is collected with a 50x50µm2 active area single-pixel, single photon sensi-
tive SPAD detector [2] characterized in the section 3.1.1. The SPAD detector operates in a TCSPC
mode and the arrival-time of the return photons is acquired in a temporal histogram form. The
return temporal histogram has 1800 time bins of 12.8 ps each with an acquisition time of 250 ms
per each histogram. The corresponding 3D images of the scene are acquired with the standard 3D
ToF camera (CamBoard pico flexx PDM Technologies) producing 64x64 pixels 2D images of the
investigated scene with intensity-encoded depth of centimetres resolution.
We test the suggested approach on four different scenes composed by either people or objects freely
moving in a 2.5x3x4 m3 room. The investigated scenes are a single person, two people, a square
108
and the letter "T" shown in Fig. 7.1 (b). In the (b-c) cases, the targets wear a white vest of non
retroreflective material (spunbond meltblown spunbond, SMS), while the "T" and the square (d-e)
are covered by white paper. In order to evaluate the role of the background, we test the proposed
3D imaging paradigm on three different backgrounds composed either by a static square object on
the left, a square object on the right or by an uniform background .
We collect 10000 temporal histogram-3D image pairs for each scenario for a total of 40000
measurements. We then apply a supervised learning data-driven approach to retrieve the transfor-
mation F−1 mapping the return temporal histogram into the corresponding 3D image.
We split the ten thousands measurements acquired for each scenario in 9000 and 1000 examples
respectively used for the learning and for testing of the NN retrieval algorithm. In the training
process, 630 examples are used for validating, corresponding to 0.07% of the training examples.
We reshape the 64x64 pixels images into a 1D array of 64x64=4096 entries to train the NN with
1D array in input and in output. The temporal histograms produced by the single-photons detector
are already arranged in a 1D array. The input of the NN is a 1D array of 1800 entries corresponding
to the 1800 time bins temporal histograms. The output of the NN is a 1D array of 64×64 = 4096
entries corresponding to the depth encoded 3D images.
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Figure 7.1: Intelligent Lidar experimental setup. (a) A pulsed light source of 550 ± 40 nm
wavelength and 19.5 MHz repetition rate flash-illuminates the entire scene. A time-resolving,
single-pixel SPAD detector collects the return signal, while a 3D ToF camera acquires the 3D
image of the scene in colour-encoded depth 2D image. (b) 3D images of the four investigated
scenes. The scenes we use to test the proposed approach are composed by a person, two people, a
letter "T" and a square object (b-e respectively) freely moving within of 2.5x3x4 m3 room.
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The NN is trained using a mini-batch gradient descent algorithm with a batch size of 64 input-
output pairs of training examples performed on a desktop computer equipped with an Intel Core
i7 Eight Core Processor i7-7820X at 3:6 GHz and a NVIDIA GeForce RTX 2080 Ti with 11Gb
of memory. The examples are usually normalized and randomized before the training process to
generalize the predicted solution and compare features covering a wide range of values at different
scale. The total number of epochs used to train the NN is 200 and each epoch requires 5 seconds
of training for an overall training time of 17 minutes. As discussed in the previous chapter, the
number of the epochs has been chosen accordingly to the trend of the Mean Square Error as a
function of the number of iterations.
After the NN has been trained using the training data, we obtain the set of learning parameters
w and b defining the transformation F−1. The 3D image of the investigated scene can be retrieved
using only the temporal histogram of the return photons and the learning algorithm recovered with
the NN. We evaluate the performance of the learning algorithm testing the predicted solution on
the testing dataset never seen by the learning algorithm during the training process. Using the
proposed 3D imaging paradigm, the 3D retrieval of the investigated scene can be obtained from
a single acquisition return photons temporal histogram in 30 µs, leading to a maximum frame-
recovery rate of 33 kHz.
7.2 Spatial resolution
Since the proposed approach recovers the 3D image of scenes using only arrival-time measure-
ments, the temporal resolution of the detection system strongly affects the transverse and depth
spatial resolution of the 3D retrieval. We therefore consider the temporal resolution of the detec-
tion system under the experimental conditions in Fig. 7.1. Figure 7.2 shows the temporal IRF
measured collecting the return signal of a round target of 2 cm diameter. The temporal resolution
of the detection system is 250 ps, measured as the FWHM of the return signal.
In order to evaluate the transverse spatial resolution of the suggested approach, we now consider
the experimental conditions depicted in Fig. 7.3 where a light source flood illuminates the scene to
be retrieved. We then calculate the minimum spatial difference that can be resolved by the detector
relating the temporal resolution of the detection system with the spatial resolution on the transverse
plane. We then consider two isolated points A and B spatially separated by a distance δ on the
transverse plane and respectively located at a distance d and D from the sensor. With reference to
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Fig. 7.3, the difference ∆t in the Tof of the two targets is:
∆t =
D−d
c
(7.1)
where c is the speed of light. Since the system composed by the two targets and the sensor create
a right triangle, the spatial distance δ and the ToF difference ∆T are related as follows:
δ =
√
D2−d2 =
√
(d+ c∆t)2−d2 = c∆t
√
2d
c∆t
+1 (7.2)
Since the experimental setup has a temporal resolution ∆t of 250 ps, the spatial resolution of the
system is 78 cm at 4 metre distance on the transverse plane. The depth resolution δz = c∆t of 7.5
cm is instead directly obtain by the temporal resolution.
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Figure 7.2: Temporal IRF of the detection system. The temporal resolution of the experimental
setup is 250 ps measured as the full width at half maximum (FWHM) of the temporal return signal
scattered back by a centimetre dimension round target.
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Figure 7.3: Geometry of the spatial resolution of the single-pixel 3D imaging system. In order
to evaluate the spatial resolution of the retrieval, we consider the temporal resolution of the detec-
tion system in Fig. 7.1. Considering the geometry of two targets A and B spatially separated by a
distance δ along the transverse dimension, we obtain a depth resolution of 7.5 cm and a transverse
resolution of 78 cm at 4 metre distance.
7.3 Experimental results
We now report the experimental results for the four different dynamic scenarios composed by a
person, two people, a square object and a letter "T" freely moving in a room with static objects
in the background. We test the proposed 3D imaging paradigm on three different backgrounds
composed by either a static square object on the left, a square object on the right or by an uniform
background.
We then acquire ten thousand pairs of the temporal histogram of the return photons and the corre-
sponding 3D image for each investigated scenario for a total of four thousand 3D image-temporal
histogram examples. We then train the NN using the temporal histogram and the correspond-
ing 3D images data in order to recover the transformation mapping the return photons into the
corresponding 3D scene. Once the network has been trained, the ground truth 3D images of the
scene are used for comparison to evaluate the retrieval obtained using only the temporal histogram.
We test the proposed approach in two distinct cases. In the first case we treat each investigated
scenario separately and we train and test the NN using data specific of the scene. Referred to as
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"specific-scene data", the NN training data and the NN testing data belong to the same specific
scene. In the one person specific-scene data, we train the NN using only the one person data and
we test the recovery algorithm only on the one person data and so on for each scenario. Treating
each scene separately, we test the 3D recovery on scene-specific data for each of the investigated
scenario, as discussed in Section 7.3.1.
In the second case the data of the four investigated scenes are not treated as separate. Referred to
as "multi-scene data", the data of the four scenes are joint and used in the same training process. In
the multi-scene data, the NN retrieval algorithm is tested on data of the four scenarios, generalizing
the 3D retrieval to more realistic scenes containing objects of different shapes and sizes.
As demonstrated in the experimental results in Sections 7.3.1-7.3.2, the scene-specific data ap-
proach is less complex and recovers more details than the multi-scene counterpart. At the same
time, the scene-specific data training can recover only objects of the same type of those used in
the training dataset and the retrieval is limited to the specific scene used in the training. On the
contrary, the multi-scene data is more general and complex than the scene-specific data counterpart
at the cost of a 3D image reconstruction poorer in details.
7.3.1 Training with scene-specific data
We now test the 3D imaging paradigm treating each of the four investigated scenes separately.
Therefore, we train and test the learning algorithm using scene-specific data for each scenario.
Figures 7.4-7.7 show the experimental results for the four separate scenarios respectively composed
by a person (Fig. 7.4), two people (Fig. 7.5), a square object of 1.2x1.2 m2 (Fig. 7.6) and a 40x40
cm2 letter "T" target (Fig. 7.7). Each row ((a)-(d)) represents an input-output example of the same
investigated scene.
The first column represents the temporal histogram of the return photons acquired with the single-
pixel, time-resolving SPAD sensor. The second column represents the 3D image predicted by the
NN from the temporal histogram of the return photons. Finally, the third column is the ground
truth 3D image of the corresponding scene used only to evaluate the predicted 3D reconstruction.
The 3D retrieval and the corresponding 3D image are colour-encoded depth images.
As shown in the temporal histogram in the first column of Figs. 7.4 and 7.7, two peaks appear in
the arrival-time measurements, referred to as peak 1 and peak 2 in the figures. The first peak is due
to the target freely moving within the scene, in this case the person and the letter "T" shape object.
The second peak is the return signal produced by the static square object in the background, as
shown in the ground truth image. Thus, the suggested approach provides an accurate 3D retrieval
for dynamic and static scenarios, as demonstrated by the 3D recovery of the person freely moving
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(peak 1) and of the square object in the background (peak 2). Full movies with the targets freely
moving within the investigated scene are shown in the links in the Appendix E.
As demonstrated comparing the second and the third column of the figures, the proposed approach
provides a precise 3D image of the investigated scenes for dynamic and static scenarios using
only the return arrival-time measurements recorded with a single-pixel time-resolving detector.
The results highlight the accurate 3D retrieval of the investigated scene in the depth and in the
transverse dimension.
Additionally, the suggested paradigm can be applied on completely different platforms provided
that a prior training is performed using optical systems such as a conventional ToF 3D camera.
Since the temporal resolution of the experimental setup is 250 ps (Fig. 7.2), the system has a spatial
resolution of 7.5 cm and 78 cm along the transverse and depth direction at 4 m depth distance. The
limited temporal resolution of the experimental conditions leads to the loss of the details in the 3D
retrieval. The 3D retrieval algorithm indeed do not recover well-defined targets and people shapes.
The specific-scene data training provides 3D images of a limited statistics of scenes. Indeed, it
can only recover objects of the same type of those used in the training dataset and the retrieval is
limited to the specific scene used in the training. In order to evaluate the ability of the model to
generalize and predict correct 3D image for diversified scenarios, we now join the datasets of the
four investigated scenarios and we train the NN on multi-scene data. We then test the multi-scene
3D retrieval algorithm on each scene.
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Figure 7.4: 3D image of one person scene specific data with single-pixel, time-resolving detec-
tor. Each row ((a)-(e)) is an input-predicted output example of the one person scene, training the
NN only on one person scene data. The first column is the return of the entire scene and acquired
with the time-resolving, single-pixel detector. The second column is the 3D retrieval predicted by
the learning algorithm from the corresponding arrival-time measurement in the first column. The
third column is the ground truth of the scene acquired by a standard ToF camera to evaluate the
accuracy of the proposed approach. The depth dimension covers a 4 metres range and is encoded
in the colour scale of the 2D images. The white scale bar shown in the second column corresponds
to a spatial distance of 1 metre at 4 metres depth distance.
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Figure 7.5: 3D image of two people scene specific data with single-pixel, time-resolving detec-
tor. Each row ((a)-(e)) is an input-predicted output example of the two people scene, training the
NN only on two people scene data. The first column is the return signal acquired with the time-
resolving, single-pixel detector. The second column is the 3D retrieval predicted by the learning
algorithm from the corresponding arrival-time measurement in the first column. The third column
is the ground truth of the scene acquired with a standard ToF camera to evaluate the accuracy of
the proposed approach. The depth dimension covers a 4 metres range and is encoded by the colour
scale of the 2D images. The white scale bar shown in the second column corresponds to a spatial
distance of 1 metre at 4 metres depth distance.
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Figure 7.6: 3D image of square object scene specific data with single-pixel, time-resolving
detector. Each row ((a)-(e)) is an input-predicted output example of the 1.2x1.2 m2 square object
scene, training the NN only on square object scene data. The first column is the return acquired
with the time-resolving, single-pixel detector. The second column is the 3D retrieval predicted by
the learning algorithm from the corresponding arrival-time measurement in the first column. The
third column is the ground truth of the scene acquired with a standard ToF camera to evaluate the
accuracy of the proposed approach. The depth dimension covers a 4 metres range and is encoded
by the colour scale of the 2D images. The white scale bar shown in the second column corresponds
to a spatial distance of 1 metre at 4 metres depth distance.
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Figure 7.7: 3D image of letter "T" object scene specific data with single-pixel, time-resolving
detector. Each row ((a)-(e)) is an input-predicted output example of the 40x40 cm2 letter "T"
scene, training the NN only on letter "T" scene data. The first column is the return acquired
with the time-resolving, single-pixel detector. The second column is the 3D retrieval predicted by
the learning algorithm from the corresponding arrival-time measurement in the first column. The
third column is the ground truth of the scene acquired with a standard ToF camera to evaluate the
accuracy of the proposed approach. The depth dimension covers a 4 metres range and is encoded
by the colour scale of the 2D images. The white scale bar shown in the second column corresponds
to a spatial distance of 1 metre at 4 metres depth distance.
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7.3.2 Training with multi-scene data
In order to test the performance of the proposed 3D imaging approach on a more general and re-
alistic scenario, we now test the 3D imaging paradigm joining the data of the four investigated
scenes and training the NN using data of multiple scenes. We then test the 3D retrieval algorithm
on multi-scene data.
As in the previous case, the scene to be recovered is composed by static and dynamic targets freely
moving within a 2.5x3x4 m3 room. Training the NN on dataset including multi-scene, the sug-
gested approach provides the 3D recovery of more realistic and generalized scenes at the cost of a
retrieval algorithm more complex than the scene-specific data counterpart.
We train the NN on multi-scene data using the same learning model of the specific-scene counter-
part (Fig. 6.10). The training dataset is composed by 9500 temporal histogram- 3D image pairs
of each scene for a total of 38000 training examples. Here, 2.660 examples corresponding to the
0.07 % of the training examples are used for validating. The remaining 2000 examples (500 for
each scene) are used for testing the NN retrieval algorithm. As in the scene-specific counterpart,
each input and output example is composed by a 1D vector of 1800 and 64×64 = 4096 entries
respectively. The total number of epochs used to train the NN is 400 and each epoch requires 28
seconds of training for an overall training time of 3 hours.
Figures 7.8-7.11 show the predicted experimental results obtained training the learning algo-
rithm with multi-scene data and testing the retrieval algorithm respectively on the one person,
the two people, the square object and the letter "T" scene. As in the previous results, the first col-
umn represents the return arrival-time measurements collected with the single-pixel, time-resolving
SPAD detector. The second column is the 3D image of the scene predicted by the ANN and ob-
tained using only the photon arrival-time signal scattered by the entire scene. The third column
is the ground truth 3D image of the investigated scene used only for comparison to evaluate the
3D retrieval predicted by the NN. Full movies of the targets freely moving within the scene are
shown in Appendix E. As a clarification, the 3D retrieval of the example in the column (d) of Fig.
7.9, predicts only one person since the second person is out of the FoV of the SPAD detector, as
demonstrated by the single peak of the corresponding return temporal histogram.
As in the scene-specific data counterpart, the proposed approach correctly recovers the 3D image
of the investigated scene using only the arrival-time measurement of the return signal. However,
the 3D retrieval is strongly affected by the spatial resolution of the experimental apparatus, deter-
mining the minimum resolvable feature and leading to the loss of some details in Figs. 7.8-7.11.
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Figure 7.8: 3D image of a person scene from temporal histogram with single-pixel, time-
resolving detector by multi-scene training. Each row ((a)-(e)) is an input-predicted output ex-
ample of the one person scene, training the NN on joint data of the four scenes. The first column
represents the return acquired with the time-resolving, single-pixel detector. The second column is
the 3D retrieval predicted by the learning algorithm from the arrival-time measurements in the first
column. The third column is the ground truth of the scene acquired with a standard ToF camera.
The depth dimension covers a 4 metres range and is encoded by the colour scale of the 2D images.
The white scale bar shown in the second column corresponds to a spatial distance of 1 metres at 4
metres depth distance.
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Figure 7.9: 3D image of two people scene from temporal histogram with single-pixel, time-
resolving detector by multi-scene training. Each row ((a)-(e)) is an input-predicted output ex-
ample of the two people scene, training the NN on joint data of the four scenes. The first column
represents the return acquired with the time-resolving, single-pixel detector. The second column is
the 3D retrieval predicted by the learning algorithm from the arrival-time measurements in the first
column. The third column is the ground truth of the scene acquired with a standard ToF camera.
The depth dimension covers a 4 metres range and is encoded by the colour scale of the 2D images.
The white scale bar shown in the second column corresponds to a spatial distance of 1 metres at 4
metres depth distance.
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Figure 7.10: 3D image of square object scene from temporal histogram with single-pixel,
time-resolving detector by multi-scene training. Each row ((a)-(e)) is an input-predicted output
example of the square object scene, training the NN on joint data of the four scenes. The first
column represents the return acquired by the time-resolving, single-pixel detector. The second
column is the 3D retrieval predicted by the learning algorithm from the arrival-time measurements
in the first column. The third column is the ground truth of the scene acquired with a standard ToF
camera. The depth dimension covers a 4 metres range and is encoded by the colour scale of the
2D images. The white scale bar shown in the second column corresponds to a spatial distance of 1
metres at 4 metres depth distance.
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Figure 7.11: 3D image of letter "T" scene from temporal histogram with single-pixel, time-
resolving detector by multi-scene training. Each row ((a)-(e)) is an input-predicted output ex-
ample of the letter "T" scene, training the NN on joint data of the four scenes. The first column
represents the return acquired with the time-resolving, single-pixel detector. The second column is
the 3D retrieval predicted by the learning algorithm from the arrival-time measurements in the first
column. The third column is the ground truth of the scene acquired with a standard ToF camera.
The depth dimension covers a 4 metres range and is encoded by the colour scale of the 2D images.
The white scale bar shown in the second column corresponds to a spatial distance of 1 metres at 4
metres depth distance.
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The multi-scene training results demonstrate the ability of the suggested 3D imaging approach
to generalize and predict correct output samples for multiple scenes. Therefore the suggested 3D
imaging approach guarantees the generality of the predicted 3D solution adding more complex and
variegate scenes in the training process as in the multi-scene training.
However, the NN algorithm struggles to retrieve the correct shape and is not able to clearly dis-
tinguish the shape of different targets due to the limited 78 cm transverse resolution of the ex-
perimental conditions and to the generalized training. The limitation induced by the finite spatial
resolution is clearly visible in the 3D retrieval of the letter "T" in the rows (d)-(e) of Fig. 7.11.
Since the letter "T" has dimension of a 40x40 cm2, the learning algorithm is not able to clearly
distinguish between the person and the object.
Since the 3D image of a scene is recovered by arrival-time measures, the suggested 3D imaging
paradigm can be employed in a completely different platform. This leads the way to cross-modality
3D imaging that can be extended to a wider range of compact sensors outside the optical domain
such as acoustic or radio waves. We now demonstrate the cross-modality of the approach by a
radio-frequency RADAR sensor used as a full 3D imaging device.
7.4 Cross-modality optical 3D imaging with Radar
We now test the system substituting the laser and the single-photon detector with a radio-frequency
impulse RADAR transceiver to demonstrate the cross-modality of the proposed 3D imaging ap-
proach. Figure 7.12 shows the experimental setup. The cross-modality of the proposed 3D imaging
paradigm opens new routes to 3D imaging platforms using a wider range of sensors such as acous-
tic or radio waves.
In this case the RADAR chip (Novelda XeThruX4) is a single transmitter and receiver channel
operating at 7:29 GHz frequency with a bandwidth of 1.4 GHz and pulse duration of 670 ps with a
sampling rate of 23x109 samples/s. The radar chip emits RADAR pulses towards the investigated
scene and collects the return signal in a temporal histogram form, while the conventional ToF 3D
camera synchronously acquires the corresponding 3D image. We then train the NN using the same
NN model discussed in Section 6.5. The RADAR return signal is the input of the NN, while the
3D is the output of the NN. We acquire 6500 temporal histogram-3D image pairs of which 5580,
420 and 500 examples are respectively used in the training, validating and testing process. Once
the ANN has been trained using pairs of the return signal and of the corresponding 3D image, we
test the retrieval algorithm using only the temporal return data. The return signal is collected in a
temporal histogram of 91 time bins of 293 ps each. As in the optical equivalent, the ToF camera is
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acquiring 64x64 pixels images of the scene by a colour-encoded depth map. The data are normal-
ized and randomized to guarantee the generality of the predicted solution and to compare features
covering a wide range of values at different scale.
The RADAR transceiver has a frequency bandwidth of 1.4 GHz and a pulse duration of 670 ps
measured as the temporal IRF of the RADAR emission. The IRF (Fig. 7.13) has been measured
as the FWHM of the temporal return signal of a centimetre-dimension target. According to the
formula in Eq. (7.2), the temporal resolution of the chip induces a spatial resolution of 20 cm
and 90 cm at 2 metres of distance along the depth and the transverse spatial dimension. Since the
system has a lower temporal resolution than the optical equivalent, the quality of the 3D retrieval
is poorer than the previous optical counterpart.
Figure 7.14 shows the obtained experimental 3D images predicted from the NN using the return
RADAR signal. In this case the scene to be recovered is composed by an isolated person moving
back and forward within the investigated scene. The first column represents the temporal trace of
the return RADAR signal produced by the person moving in the scene for five investigated ex-
amples ((a)-(e)). The second column is the 3D image predicted by the learning algorithm from
the temporal trace in the first column. The third column represents the 3D image ground truth to
evaluate the performance of the 3D retrieval. Since the experimental setup is affected by the spatial
ambiguities produced by the transit-time symmetry of the system, in this case the target is moving
only along the z axis dimension of a 3x3x4 m3 scene. A full video of the 3D retrieval is available
in the Appendix E.
Although the quality of the 3D retrieval is lower than the optical equivalent, the suggested ap-
proach is still able to recover the 3D location of the target along the depth and the transverse
dimensions. Using a data-driven approach, the proposed method represents a compact 3D imaging
paradigm from a temporal trace and an optical trained ANN algorithm, transforming an ubiquitous
RADAR sensor into a 3D imaging device.
The suggested approach is therefore able to recover the 3D image in cross-modality beyond the op-
tical domain. However, the suggested approach is affected by some limitations such as the spatial
degeneracy of the temporal symmetrical 3D scene as discussed in the next section.
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Figure 7.12: Cross-modality 3D imaging experimental setup by a RADAR chip. We test the
paradigm using a RADAR transmitter-receiver chip and a conventional 3D camera to demonstrate
the cross-modality 3D imaging of the proposed method. The RADAR chip emits RADAR pulses
towards the scene and collects the return RADAR signal. The 3D camera simultaneously acquires
the corresponding 3D image of the scene. Synchronizing the chip and the ToF camera acquisition,
we then apply the same learning approach used in the optical equivalent scenario. The entire
system is mounted on a 21x9 cm2 breadboard.
time (ns)
co
un
ts
 (a
.u
.)
670 ps
0 6 12 2418 32
1
2
3
4
10-3
Figure 7.13: Temporal IRF of the RADAR transceiver. The temporal resolution of the RADAR
transceiver is measured as the FWHM of the temporal signal scattered from a centimetre dimension
target.
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Figure 7.14: Cross-modality optical 3D imaging with Radar. Each row ((a)-(e)) represents an
input-predicted output example of a person moving back and forward within a 3x3x4 m3 scene.
The first column represents the return RADAR signal from the entire scene and acquired by the
RADAR transceiver at 7.29 GHz radiation. The second column is the 3D retrieval predicted by the
learning algorithm from the RADAR return in the first column. The third column represents the
ground truth of the scene acquired with a standard ToF camera. Due to the wide pulsed duration
of the RADAR emitter of 670 ps, the 3D retrieval of the scene has a poorer reconstruction quality
than the optical equivalent.
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7.5 Limitations of ILidar approach.
The main limitation affecting the proposed 3D imaging paradigm is the spatial degeneracy induced
by the symmetry of the problem. We now provide the experimental evidence of the spatial degen-
eracy of ToF symmetric 3D images theoretically discussed in Section 6.4.1.
We now repeat the experimental measurements discussed in Sections 7.1-7.3 testing the proposed
3D imaging approach on a scene composed by a macroscopic target freely moving within an uni-
form background scene. Figure 7.15 shows the experimental results obtained using the same pro-
cedure and the same NN model of the results discussed in 7.3.1. We acquire 10000 3D image-
temporal histogram pairs. The results have been obtained training the NN with 9000 input-output
examples and testing the retrieval algorithm on 1000 input examples.
Figure 7.15 shows the effect of the spatial symmetry for five input-output experimental exam-
ples (a-e) of an isolated person freely moving within an uniform background scenario. Full movies
with the targets freely moving within the investigated scene are shown in the links in the Appendix
E. As in the previous cases, the first column represents the temporal histogram of the return pho-
tons, whereas the second column is the 3D image predicted by the NN algorithm. Finally, the third
column represents the ground truth 3D image to evaluate the 3D recovery in the second column.
In this case, the NN algorithm struggles to identify the correct 3D retrieval since multiple 3D im-
ages are both compatible with the same temporal histogram. Considering a target standing either
in the right side or in left side of an uniform FoV, the NN algorithm recovers the target in both
sides since both configurations are compatible with the same temporal trace.
The spatial degeneracy affects the 3D retrieval in every symmetrical direction of the investigated
scenario. The experimental results present only the left-right side ambiguities since the NN has
been trained only on vertical objects examples. Due to the spatial symmetry of the experimental
geometry, all the isolated targets placed on ToF symmetrical positions respect to the detector lo-
cation, produce the same return signal. As a consequence, multiple symmetrical 3D images are
assigned to the same temporal histogram and symmetrical ambiguities both compatible with the
temporal histogram are simultaneously retrieved. However, the background of the investigated 3D
scene plays a crucial role in removing the spatial ambiguity produced by the spatial degeneracy
of the problem. Introducing a non uniform background in the investigated scene, we can indeed
remove the spatial degeneracy and univocally define a temporal histogram-3D image correspon-
dence.
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As an example of the key role played by a non uniform background, we now consider the
scenario reported in Fig. 7.4 where a person is freely moving within a non uniform background
scene. In this case, the presence of a background target placed in locations of the FoV non left-
right symmetrical, removes the left-right symmetry and the spatial ambiguities in the 3D retrieval.
Considering a background object asymmetrically placed in the background, the person silhouette
subtracts signal from the background return peak according to the relative location of the person
respect to the background object. As a consequence, if the person is standing in the left side of the
FoV as shown in column (a), the return signal collected by the detector contains both the return
signals generated by either the person and the background object. On the contrary, if the person
is standing in the right side of the FoV as shown in column (b), the person is partially covering
the return signal produced by the background target and the temporal histogram contains only
partially the return signal of the background object. Since the signal produced by the background
object varies according to the location of the person, the left-right spatial ambiguity is removed.
Therefore, only the corresponding 3D reconstruction is compatible with the temporal histogram,
as reported in the previous experimental results.
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Figure 7.15: 3D image of a person freely moving in an uniform background scene with single-
pixel, time-resolving detector. Each row ((a)-(e)) is an input-predicted output example of the
investigated scenario composed by a person freely moving within an uniform background. The
first column is the arrival-time of the return. The second column is the 3D retrieval predicted by
the learning algorithm from the arrival-time measurement in the first column. The third column is
the ground truth of the scene acquired with a standard ToF camera. Due to the spatial symmetry of
the problem, all the targets located in ToF symmetrical positions have the same temporal histogram.
Considering the spatial symmetry of the experimental conditions, two isolated targets placed either
in the left or in the right side of the FoV have the same arrival-time and the NN predicts both the
configurations compatible with the temporal histogram.
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7.6 Conclusions
Real-time 3D imaging of LOS scenes represents a crucial task with many applications in real-
life scenarios such as self-driving cars, remote sensing and machine vision. The most common 3D
technologies are based on 3D holography, stereo-vision and ToF 3D imaging. The ToF 3D imaging
technology is based on illuminating the investigated scene with CW or pulsed light sources and
collecting the return signal. Known as LiDAR, this approach combines the ToF information and the
spatial information provided either by scanning the scene, or using a pixelated sensor or structured
illumination.
In order to retrieve the full 3D information of the scene by the temporal return signal, current ToF
imaging techniques are affected by some limitations such as moving parts, scanning systems or
pixelated sensor requirement. It is indeed not possible to retrieve an unique 3D image of the scene
exclusively using a single temporal histogram of the return photons since multiple target locations
are compatible with the arrival-time measurement. The recovery of the 3D image of a direct scene
is therefore a strong ill-posed problem when no spatial information about the scene is provided, as
happens in a single-acquisition of arrival-time measurements with a single-pixel sensor.
Here, we demonstrated a new 3D imaging paradigm of LOS scenes by arrival-time measure-
ments acquired by a single-pixel, time-resolving detector. In order to retrieve the 3D image of
the investigated scene from the corresponding return temporal histogram, the suggested method
employs a data-driven approach to provide the prior knowledge about the scene lost using a single-
pixel detector. Employing the suggested approach, we provide a statistical representation of all the
possible scenes to be imaged on the basis of which a machine learning algorithm can be trained.
The suggested method represents a 3D imaging paradigm obtained from a single temporal profile,
paving the way to new forms of 3D imaging. Since no scanning system or multiple measurements
are required, the proposed 3D imaging approach can additionally provide a 3D image of the in-
vestigated scene at potentially kHz or even MHz frame rate faster and more compact than any
other single-pixel ToF imaging technology. Once the NN is trained, a complete 3D image can be
retrieved by the acquisition of a single temporal histogram in 30 µs on a standard laptop, reducing
the memory and the time required for the data storage, handling and transfer with considerable
profits for remote sensing applications.
As demonstrated training the NN on scene-specific data and multi-scene data, the experimental
results demonstrate the versatility and the ability of the proposed 3D imaging approach to general-
ize and predict correct output samples for variegate multiple scenes. Fully exploiting the benefits
of using a data-driven approach, the results can be further improved including more complex and
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variegate scenes in the training process. However, the suggested approach is affected by some
limitations such as the ambiguities in the 3D retrieval of uniform background scenes, as demon-
strated in the experimental results. The suggested approach represents a cross-modality 3D imag-
ing methodology. Once an optical based training has been performed, the suggested method can
then be extended to a wide range of compact platforms and devices such as proximity or acoustic
sensors, paving the way to a new form of 3D imaging obtained from a single temporal histogram.
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Chapter 8
Conclusions and future perspectives
In this thesis we investigated the 3D retrieval of Line-Of-Sight (LOS) and Non-Line-Of-Sight
(NLOS) scenes with a single-pixel, single-photon sensitive detector. The use of single-pixel detec-
tors simplifies the hardware complexity of the current Time-Of-Flight (ToF) 3D imaging technolo-
gies.
In the first part of this thesis, we investigated the 3D recovery of a LOS scene combining a lock-
in amplifier and a single-pixel camera. The single-pixel camera acquires the return light and the
lock-in amplifier extracts the amplitude and the phase of the signal. The amplitude of the beam
provides the x-y information, whereas the phase encodes the depth information. As reported in
the experimental results, the proposed method recovers the retrieval of direct scenes with a depth
resolution of 5 mm.
However, some limitations affect the suggested approach. The temporal resources required for
high-resolution images are indeed impractical and not compatible with the real-time frame-rates of
commercial ToF 3D cameras. Moreover, the combination of a digital-micromirror-device (DMD),
a single-pixel detector and a lock-in amplifier results in a bulky device. On the contrary, conven-
tional ToF cameras offer a compact and portable 3D imaging system.
Despite these limitations, the proposed approach offers a tunable depth range. Indeed, the ambiguity-
free range distance varies according to the modulation frequency of the reference beam. Moreover,
the proposed approach provides the recovery of direct scenes without employing any short pulsed
illumination or picosecond temporal resolution sensors.
The second part of the current thesis is dedicated to the 3D imaging of NLOS scenes with a
time-resolving, single-pixel camera. As typical NLOS imaging systems, the proposed technique
exploits the arrival-time information of the light back-scattered from the hidden targets. The 3D
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information is then recovered applying the back-scattered imaging algorithm that models the prop-
agation of the light from the target to the detector. Other computational imaging algorithms for
looking around corners employ the frequency-wavenumber (f-k) migrations and the Phasor-Field
(PF) approach.
However, the multiply back-scattered signal is typically weak and it decreases with the inverse of
the square distance. Therefore, the proposed approach requires high dynamic range and picosec-
ond time-gated, single-photon sensitive detectors. Moreover the 3D image reconstruction requires
complex imaging algorithms. The recovery of NLOS scenes is then an interdisciplinary field of
research in continuous progress.
The experimental results reported in this thesis demonstrated the 3D recovery of NLOS scenes by
single-photon sensitive, high temporal resolution single-pixel camera. The single-pixel camera ap-
proach allows more freedom in choosing the optimal single-pixel detector and offers the advantage
of imaging with no moving scanning parts.
In this thesis we experimentally investigated the recovery of hidden scenes by testing different
scenarios and different single-pixel detectors. We demonstrated the full colour retrieval of a Red-
Green-Blue (RGB) coloured targets by using a super-continuum laser to illuminate the scene. The
use of a high photon detection efficiency (PDE) SPAD allows the recovery of a NLOS scene with
sub-second acquisition times, as demonstrated in the experimental results.
In the last and most interesting part of this thesis, we introduce the Intelligent Lidar (ILidar),
a 3D imaging approach by time-resolving, single-pixel sensor. The ILidar paradigm allows the
recovery of the 3D information of LOS scenes using only the arrival-time information of the return
photons. By combining arrival-time measurements and a neural network (NN) retrieval algorithm,
the proposed methodology represents an innovative concept of depth image obtained from a single
temporal profile.
The ILidar approach overcomes the limitations of the current ToF imaging systems. In order to ob-
tain the transverse spatial information, standard ToF technologies indeed require either a scanning
system with moving parts, or a pixelated sensor. The current 3D imaging technologies are then
characterized by many measurements and large amount of data scaling with the transverse spatial
resolution of the retrieval.
The suggested ILidar approach produces a 3D image from a single temporal histogram without
requiring any scanning system, moving part or pixelated sensor. The retrieval of the scene can be
obtained from a single acquisition of the return photons temporal histogram in 30 µs, potentially
leading to a maximum frame-recovery rate of 33 kHz.
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Since the computational resources are used uniquely in the NN training process, the suggested 3D
imaging approach is also efficient in terms of computational resources. After the retrieval algo-
rithm has been trained, the suggested approach recovers the depth image by using just one single
temporal trace, requiring less amount of data transferring, storage and handling than scanning or
pixelated ToF techniques.
As demonstrated by the experimental results in this thesis, the ILidar approach is suitable for cross-
modality 3D imaging. Since the 3D image of a scene is recovered by arrival-time measurements
, the suggested 3D imaging paradigm can indeed be employed in a completely different platform
provided that the system has been previously trained by a 3D imaging optical system. This leads
the way to cross-modality 3D imaging that can be extended to a wider range of compact sensors
outside the optical domain such as acoustic or radio waves.
According to the simulation in Chapter 3, the lock-in amplifier approach provides a depth reso-
lution one order of magnitude better than the CW modulated 3D cameras approach. However,
the experimental results demonstrated a comparable depth resolution. Future studies will investi-
gate the discrepancies between the theoretical and the experimental depth resolution of the lock-in
single-pixel camera.
The application of Computational Imaging (CI) algorithms such as compressive sensing, allows
to fully exploit the capabilities of a single-pixel camera. Compressive sensing is a CI algorithm
that allows to reconstruct a NxN pixels image using a reduced number of measurements down
to a log2(N). A future hardware implementation of the proposed NLOS 3D imaging approach
is the application of compressive sensing techniques to select the number of acquisitions without
compromising the quality of the reconstruction. The proposed 3D imaging system combined with
compressive sensing techniques, may in future offer a practical solution for the 3D imaging of
NLOS dynamic scenes at real-time.
Another 3D imaging algorithm for NLOS is the f-k migration method. This computational imaging
method describes the NLOS scene in terms of a wave-equation and analytically solves the NLOS
wave equation in order to retrieve the 3D image. Recent experimental results demonstrated that the
f-k migration method is easy to implement, fast and efficient in terms of memory, computational
resources and resiliency to noise measurements. The f-k migration approach allows high quality
3D recovery of NLOS retroreflective scenes at real-time with a better image quality than NLOS
algorithms such as back-propagation or light-cone transform.
In a future computational implementation of the results shown in this thesis, the f-k migration
method could be applied to the NLOS measurements discussed in Chapter 4.
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In a future implementation, we will evaluate the ILidar performances on a more generalized sce-
nario including more variegate targets of everyday life. The depth range of the 3D ToF camera and
the space of the laboratory limit the current 3D imaging retrieval to a 5 metres depth. We will test
the ILidar approach on long depth-range scenarios using a longer depth range ToF cameras outside
the laboratory.
As discussed in Section 7.2, the temporal resolution of the detector strongly affects the retrieval
of details such as arms or legs. A further implementation is to use a single-photon detector with
higher temporal resolution.
The ILidar approach can be converted in a eye-safe 3D imaging device by changing the illumina-
tion wavelength. In a future implementation, the suggested ILidar approach can be installed in a
compact and portable device, as demonstrated by the RADAR cross-modality results. This will
allow to test the ILidar approach outside the laboratory in order to evaluate the effects of more
variegate scenarios not under the controlled laboratory conditions. The ultimate goal of the ILidar
approach is to use the distance sensors already present in the current vehicles to obtain a 3D image
of the surrounding area.
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Appendix A
Back-projection algorithm for 3D
Non-Line-of-Sight Imaging
In this section we provide the pseudo-code used to retrieve the 3D shape of the hidden scenes by
back-projection algorithm proposed in [30, 107].
1. Load the dataset:
• Ensemble of the temporal histograms s(pm) of the return photons collected at a pixel
pm of the 20x20 pixels field of view.
• Laser spot chosen a the origin O(x = 0,y = 0,z = 0) of our frame of reference
• Positions pm of the 20x20 pixels of the field of view with m=1,..,400.
2. Define the 3D voxels space V (x,y,z) made of 106 voxels
3. Initialize the likelihood b of the voxels space to zero:
• bk = 0 for k=1,.. 106 where the index k indicates the k-th voxel vk
4. Calculate the likelihood bk of each voxel vk
for k=1,...,106:
• Define voxels coordinates (x,y,z)k
• Calculate the distances d(vk,O) between the voxel vk and the laser spot O
• for each pixel pm of the field of view with m=1,...,400:
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(a) Calculate the distance d(pm,vk) between the voxel vk and the pixel pm
(b) Calculate the time of arrival t = (d(pm,vk)+d(vk,O))/c of the contribution of the
voxel k to the return signal collected at the m-th pixel
(c) Calculate the coefficient βkm including the Lambertian reflectance and the dis-
tances factor
(d) Calculate the likelihood of the k-th voxel: bk = bk +βkms(pm,O, t)
5. Apply a Laplacian filter along the z direction of the likelihood map
6. Apply a threshold along the z direction of the likelihood map
138
Appendix B
Hadamard masks pseudo-code
In this section we provide the pseudo-code used to generate the Hadamard patterns, one binary
mask and its negative, to acquire the return signal passing across the filed of view.
1. Define the number of pixels np of the Hadamard patterns along the x and y direction
2. Create the n2pxn
2
p pixels Hadamard matrix with entries ±1 and mutually orthogonal rows.
3. for each row i=1,2,..,n2p of the Hadamard matrix
• Reshape the i-th row in a npxnp matrix to create the i-th binary mask Maski
• Create the complementary by multiplying the entries by -1
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Appendix C
Non-line-of-sight 3D imaging with a
single-pixel camera video.
The videos referred to in this thesis in Chapter 4 have been made available online at the following
links:
1. Back-scattered photons produced by an hidden target:
Back-scattered signal
140
Appendix D
Artificial neural network model
In this section we provide the pseudo-code used to built the artificial neural network model.
• Load the dataset used in the training and in the validating process of the neural network:
1. Set of 3D images of the investigated scenes in colour-encoded depth map with dimen-
sion pxxpy.
2. Set of temporal histograms of the return photons scattered back by the targets in the
scene made by ntbins=1800 and 91 time bins respectively for the optical and radar return
signal
• Flatten the colour-encoded depth images (with dimension pxxpy) in a one-dimensional array
with pxxpy entries
• Normalize and randomize the dataset to make the features comparable and to guarantee the
generality of the prediction
• Define the architecture of the neural network model as described in section 6.5:
1. Define input layer made by ntbins input neurons
2. Define the hidden layers
3. Define the output layer made by pxxpy output neurons
• Train and validate the neural network using temporal histogram-3D image pairs of the inves-
tigated scenarios
• Save the neural network model
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• Test the neural network model on histogram-3D image pairs of the investigated scenarios not
seen during the learning process
• Compare the prediction with the ground truth 3D image
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Appendix E
3D imaging via artificial neural
network with a single-pixel detector
videos
The videos referred to in this thesis have been made available online at the following links:
1. Training with scene-specific data:
(a) One person scenario.
(b) Two people scenario.
(c) Square object scenario.
(d) Letter T scenario.
(e) Cross- modality 3D imaging with Radar.
2. Training with multi-scene data:
(a) Training with joint data.
3. Spatial degeneracy of time-of-flight symmetrical 3D scenes.
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