The problem of estimating the variance parameter robustly in a heteroscedatic linear model is considered. The situation where the variance is a function of the explanatory variables is treated. To estimate the variance robustly in this case, it is necessary to guard against the influence of outliers in the design as well as outliers in the response.
Introduction
Heteroscedastic linear models occur frequently in practice, in such fields as radioimmunoassay (Finney (1976) and Rodbard and Frazier (1975) ), chemical kinetics (Box and Hill (1974) ), and econometrics (Hildreth and Houck (1968) ). A number of recent papers are concerned with modeling the variance as a parametric function either of the mean response or the independent variables; see, for example, Box and Hill (1974) , Carroll and Ruppert (1982) , and Dent and Hildreth (1977) .
Modeling the heteroscedasticity not only allows the statistician to understand better the nature of the statistical variability in the data, but also to estimate the mean response more efficiently by using estimated variances as weights.
In this paper we introduce outlier-resistant (or "bounded-influence") estimation methods for such hctcroscedastic linear models. Outlier-resistant methods are, of course, useful when the error distribution is non-normal, but they are of benefit as well for other types of deviations from the ideal model. For example, the model for the mean response or for the variance may be adequate only over a restricted region of the design space. At the extreme points of the design these parametric models may break down; this is a particularly dangerous situation since these so-called high-leverage points are extremely influential in determining the values of the estimators unless "bounded-influence" estimators are used. Also, an occasional value of an independent variable may be grossly in error, for example, due to a recording error, though otherwise the x-variables are assumed to be without error -we are not thinking of the errors-in-variables problem where the in- Here, again, the use of traditional, unbounded-influence estimators is risky sjnce a disastrously wrong x-value is likely to have high leverage.
The preceeding motivation for using bounded-influence methods is as compelling for homoscedastic models as for heteroscedastit models, and Mallows (1975) , Hampel (1978) , and Krasker and Welsch (1982) have already begun the development of outlier-resistant methodologies for the homoscedastic case.
Here we extend the work of Mallows (1975) and K~asker and Welsch (1982) to heteroscedastic models. We begin by considering an example, reported by Leurgans in the Biostatistics Casebook (1980) . The data are concerned with the comparison of a test method and a reference method for measuring glucose concentration in blood, and consist of 46 pairs of measurements (x. ,y.), x being the reference and y the test method. A scatter plot of y 1 1 against x for these data reveals a pronounced linear trend. However, a plot of the least squares residuals against the independent variable, x, gives a clear indication of heteroscedasticity, the variances tending to increase with the value of x.
On encountering such heterogeneity of variance in the data, there are we modelled the variance in the following way:
somewhat analogous to a model used by Box and Hill (1974) , although in their model, the variance is a function of the mean.
A number of estimation procedures have been proposed for models similar to that described by (1.3). Typically, a preliminary estimate of~is obtained, and the residuals from this preliminary fit are used to gain infor-mation about the variances. This information is then used to obtain a more efficient estimate of 8. For example, Box and Hill (1974) • When applied to the data set in our example, this generalized least squares estimation procedure yielded a value of .52 for the estimate of A.
In her analysis of the log-transformed data, Leurgans identified observation #31 (the point with the lowest x-and y-value) as a massive outlier, and deleted it from her analysis. On deletion of this point from the data set, the GLS estimation procedure above gave a value of .86 for the estimate of A. A change of this size in the parameter estimate, on deletion of a single point, is disturbing and indicates an undesirable sensitivity of the maximum likelihood method to a small fraction of the data.
In the homoscedastic regression case, two general approaches to this kind of problem have been considered:
(i) the influence approach, where the focus is on identifying those points in the data set which have a large influence on inferences drawn from the data; see Belsley, Kuh and Welsch (1980) and Cook and Weisberg (1983) .
(ii) developing new estimation techniques which automatically limit the influence of any small subset of the data on parameter estimates.
In our experience, the two approaches complement rather than compete with one another. Surprisingly little has been done to make the two approaches applicable for heteroscedastic regression. We shall pursue the second approach by developing bounded influence estimators for the variance parameter 0 in heteroscedastic models. We emphasize that we are not interested in developing a "black-box" estimation procedure -we would like our estimators to provide diagnostic information about influential points, and to add to our understanding of the structure of the data.
e
In Section 2 we show, by considering the influence function, why the MLE for the variance parameter is so sensitive to outliers, and we describe an estimator which partially alleviates this sensitivity. We see that, analogously to the homoscedastic regression case, it is not just outliers in the response which exert a large influence, but also outliers in the design, or high leverage points.
In Sections 3 and 4 we consider two classes of estimators for the variance parameter which alleviate the sensitivity of the estimation procedure to extreme data points. In Section 5 the performance of these estimators is evaluated on a number of data sets, and their computation is discussed in the appendix.
The model
In what follows we consider the heteroscedastic linear model y. = x.'B+a.c.; i=l, ... ,n (1983) . For brevity, we shall discuss only the first model in this article.
We shall be concerned with obtaining bounded influence estimates of the variance parameter e.
To do this, it proves helpful to investigate why the maximum likelihood estimator of e described above is so sensitive to outliers. Under a normal error assumption, if S were known, the MLE of e would solve the equation
The influence function 1968 , 1974 for the maximum likelihood estimator is proportional to (E: 2 -1)h(x), where E:= (y-x'S)exp [-h'(x) 8], and is thus unbounded. Since the influence function for the MLE is quadratic in the residual E:, in theory a point with a sufficiently large residual can have an arbitrarily large effect on the maximum likelihood estimate of 8. Carroll and Ruppert (1982) suggest guarding against this by replacing the term in braces in (2.4) by a bounded function X(E:). In practice, one would also replace x 1 ' 'S by x. 'S in (2.4); that is, they suggest solving
to obtain 8. They suggest a choice of X which generalizes the classical Huber Proposal 2 for the homoscedsatic case. Implementation of this technique with the glucose data gave estimates of A as 0.72 and 0.87 based on the full and reduced data sets respectively. Bounding the effect of a large residual certainly narrows the gap, but not by as much as one might like.
Examination of the influence function for this estimation method reveals why this is the case -it is proportional to X(E:)h(x). Choice of a bounded to obtain efficient bounded influence estimates of (3 (e.g. Mallows, 1975; Maronna, Bustos and Yohai, 1979; Krasker, 1980; Krasker and Welsch, 1982) .
Extension of these methods to the problem of estimating e is discussed in Giltinan (1983) . In this article we focus on estimates of the type proposed by Mallows (1975) and by Krasker and Welsch (1982) ;
and Welsch also discusses Mallows estimators. We remark that the methods generalize easily to cover the case of bounding Y I or Y Z ' see e.g. Giltinan (1983) .
Our success when estimating E:l with methods that bound Y3 lead us to conjecture that bounding Y3 should be tried in other problems as well, e.g. homoscedastic regression. This may possibly lead to progress on the "masking problem" where two or more highly influential points mask each other.
3. Joint influence estimates be useful to treat the design points {x.} as if they were a sample from a 1 distribution function H and independent of the disturbancffi{E.}. In practice, 1 our estimators are equally appropriate for fixed and random {x.}, but theor-1 etical properties are more easily discussed for random design vectors.
In the homoscedastic case, Krasker and Welsch (1982) where w(y,x) is a non-negative bounded continuous weight function which depends on y only through the absolute residual, Irl = ly-x'SI/a, and therefore for symmetrically distributed E gives fisher consistency at the normal model for' each x in IR P :
The influence function for the estimator solving will downweight an observation which has a large residy-x' As discussed in the last section, for fixed I---e-I Thus, for this class of estimators of e,
By analogy to the homoscedastic regression case, if one wishes to choose w subject to a bound a 3 on Y 3 , then a reasonable choice of w is as follows: The methods suggested above may be combined into a single estimation procedure, the details for which are given in the appendix. Since the goal has been to bound influence simultaneously over the design and the residuals, we call this a joint influence estimate. For the power model (1.1) applied to the glucose data, the joint influence estimate of A changed only from 0.84 to 0.87 with the deletion of observation 31. If observation 31 is included, then its weight (3.6) equals 0.07, strongly supporting Leurgans' deletion of the point.
Separate influence estimates
A second approach which we have found useful in estimating e is to handIe high leverage points and outliers separately. We do this by adapting an idea of Mallows, see Krasker and Welsch (1982) . Specifically, if the mean T. = x~B were known, then a Mallows-type estimator for e would solve The choice of tuning constants "a" in (4.2) and "c" in (4.4) is up to the user. We generally vary these constants, using smaller values for diagnostic purposes and larger values for inference. In this paper, to save space, we have chosen fixed values which represent a compromise between the two goals.
Examples
(1) Glucose data: for the full data, with the outlier included, they are probably better than the optimistic GLS estimates.
Since predicting Y from X is a primary concern for these data, the widths of prediction intervals are of interest. We therefore computed such prediction intervals for a mean at various values in the range of~, using each of the four methods, and investigated the change upon deleting observation #31. The results are summarized in Table 5 .2, which gives ratios of confidence interval lengths for different values of X for the respective estimation methods.
Again, the gain in stability by using hounded influence methods is obvious from Table 5 .2 The stahility is obtained at a cost -the prediction interval lengths for the joint and separate influence methods show an increase typically of about 10-16% over those obtained by maximum likelihood methods, when operating on the reduced data. This is, of course, in agreement with what is known to happen exactly at the normal error model.
Both the joint and separate influence procedures downweighted observation #31 considerably in the full data set. In this example, our attention had already been drawn to the point; however, sometimes the weights provided by the bounded influence methods are a useful diagnostic tool in drawing our attention to previously unsuspected influential points. This is illustrated by our next example.
(2) Gas vapor data: Our second example is taken from Weisberg (1980, page 146) . The data are concerned with the amount of gas vapor emitted into the atmosphere when gasoline is pumped into a tank. In a laboratory experiment to investigate this, a sequence of 32 experimental fills was carried out. Four variables were thought to be relevant for predicting Y, the quan- adding 0.5 to make x Si + 0.5~0 in all observations, and analyzed the data using our three-stage estimation procedure. We employed the same four estimation techniques as in the previous example. All the discussion will focus on estimation of A, although the estimation of B after appropriate weighting is interesting and nontrivial. to full weight to all other data (see Table 5 .3). This suggests that these two points, observation #1 in particular, exert considerable influence in determining the estimate of A. This is borne out by Table 5 .3; the generalized least squares estimate, which makes no attempt to control the influence of observations #1 and #2 in the full data set, changes considerably on their deletion. 'Dle bounded influence techniques, on the other hand, control their influence in the full data set and are relatively insensitive to their deletion.
Again, we find that the bounded influence methods provide credible, stable estimates at the price of some loss of efficiency. This example illustrates their use also as a diagnostic method for locating influential points. We stress that an influential observation is not necessarily 'bad' -it may, in fact, be highly informative. We do feel, however, that it is of value to be able to identify points which are highly influential. The methods proposed in this article provide one way of doing this, while at the same time providing the possibility of inference based on the well-known ideas of M-estimation. It is not clear how best to adapt our techniques to the model (5.2), and some care will be necessary. This data set is actually quite a difficult one for model (5.2). A generalized least squares estimate gives very large weight to the first two observations, while the likelihood appears to be unbounded.
Conclusion
We have introduced new methods of estimation for heteroscedastic linear models when the variances are a power of the mean or a single predictor.
These methods are simple adaptations of the ideas of bounded influence regression. The estimation methods should serve as a complement to influence techniques such as the graphs of Cook and Weisberg (1983) or the deletion diagnostic ideas of Cook (1985) .
• For the three-stage separate influence procedure, the estimating equations are as follows:
.,
simultaneously for B p ' M l and aI' where~is a nondecreasing odd function and X is an even function EX(£) = O. In our applications we used a Huber psi-function in (A.l) and X as in Huber's proposal 2 in (A.3) of an iteratively reweighted least squares algorithm similar to that described in Huber (1981, pages 183-186) . The equation (A.S) may be solved in a manner similar to (A.Z), and estimated weights for the second stage computed.
In solving (A.4) we used subroutine ZXGSN in the IMSL library and assumed that A was in the interval (-2,Z).
The truncation values aI' a 2 and a 3 in the estimating equations still -compare with Carroll and Ruppert (1982), or Huber (1981. page 173) .
Another approach to computing standard errors might be to use the bootstrap. While this is a reasonable possibility, at this point it is not clear how best to implement bootstrapping in the presence of outliers and high leverage points. Future work in this area is clearly needed.
The influence function for e is given by . and thus e has asymptotic covariance matrix given by 
"-
• This may be estimated in a fashion quite analogous to that used to estimate the asymptotic covariance matrix of S. Full details may be found in Gi1tinan (1983) •
