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I. Introduction
The long, drawn-out and expensive acquisition process in the military is a serious problem at any time, but especially so in these times of tight and declining budgets. Many times the Department of Defense (DOD) has been criticized for the manner by which it procures new weapons systems. Recent articles in the Washington Post 1,2 and Defense News 3 review the Army acquisition process, presenting an analysis of some $38 billion spent on systems that were terminated for high costs and lengthy development times. Two cases in point that failed: the Crusader artillery system which foundered, in part, on the failure of a new propellant system, high costs, and a too-long development cycle, and the Comanche stealth helicopter, again terminated because of cost overruns and slippage of schedules. The available funding for the Comanche was redirected into buying and upgrading existing helicopter programs where the procurement risks were reduced. A question is how much of this problem is due to technical inefficiencies, and how much is due to other factors such as the requirements process, Defense acquisitions regulations, and the complexity of the lengthy budgeting process or changes in the governing political system. We seek to show how one factor, the expanded use of high performance computing, can contribute to improving the design and production of weapons systems. This would contribute to a more responsive, more economical acquisition process.
In the dictionary, the term "manufacturing" means the production process of converting raw materials, labor, and capital into finished products. However, in the discussions of the use of high performance computing, "manufacturing" has been applied more broadly to the part of the innovation process that includes both developing the design of the product in research and development and production on the factory floor. HPC has been used, on occasion, by the military and some large companies to speed the design process by using computer modeling and computer experimentation in place of the much longer and more expensive traditional process of building prototypes, testing, redesigning, building more prototypes, and more testing, until the design is final. While the Army has used HPC for some of its work, the use has historically been modeling the design of devices and components, for example, munitions (see the history provided in Chapter III). We note also that in the Army, the design process is often shared with contractors and production is usually done in the private sector. This requires close collaboration between the Army and its suppliers.
"High performance computing, HPC" generally refers to the use of the latest, most powerful supercomputers or clusters of computers to solve the largest and most demanding computational problems. In the past, the use of HPC has been mostly in research at the frontiers of certain fields of physics, chemistry, materials, and engineering. More recently HPC has been used in many other aspects of technology, such as modeling for design, for managing complex production processes, for handling large data sets, and so on.
The wars in Iraq and Afghanistan focused the need for rapid fielding of systems not based on radically new technologies. (Even so, HPC was, and still is, useful in such cases as well as in the design of components and upgrades of existing designs.) Thus, the Stryker medium-armored combat vehicle and the mine-resistant, ambushed-protected (MRAP) vehicle were developed in this way -the Stryker to provide more survivability than the high-mobility, multipurpose wheeled vehicle (HUMMV) but less than the main battle tanks and the MRAP to protect against the improvised explosive devices (IEDs) that were wreaking havoc in Iraq and in Afghanistan. The Stryker vehicle weighs about 18 tons and has a unit cost considerably less than the Abrams tank. The Stryker is based on an existing General Dynamics Canada vehicle. Initially called for by the Army Chief of Staff in 1999, the first fielding was in 2003. The MRAP is based on an earlier design from the late 1970s. The U.S. program was initiated in 2006 and first deliveries were taken in 2007. The MRAP has a specially designed V-shaped bottom to deflect the blast and fragments from IEDs. The vehicle is large (14-25 tons) and costs from $500,000 to $1M. It is difficult to handle on narrow dirt roads and has a tendency to roll over in certain situations (high center of gravity). The Pentagon has ordered more than 10,000. The MRAPs look like trucks and are basically replacement for the HMMWV and various military light trucks. Both the Stryker and the MRAP are built largely from off-the-shelf technology and are based on previously vetted designs.
Recent articles (see footnotes 1 and 2) of the views of the Secretary of Defense and the incoming Chairman of the Joint Chiefs of Staff suggest that emphasis in future procurements is likely to be on improvements to successful existing systems rather than trying to build new and more complex systems. There are several factors that contribute. One is the requirements process itself; it is subject to continuing changes in what the warfighter wants -in the middle of an acquisition cycle such changes create havoc in terms of delays, recycling of the research and development effort, and attendant cost increases. Another factor is the nature of the research and development (R&D) process as it has been traditionally conducted. As noted above, experimental research leads to building a prototype that is then subjected to developmental testing. These take time and money --sometimes significant amounts of both. The bugs revealed in the testing are corrected in further R&D to produce a second prototype for testing, and so on through many cycles, each of which is time-consuming and expensive. Subsequently there may be design competitions for the private sector, competitions that may cause the military to alter the requirements. There may also be interventions by the Congress that change the basic assumptions of the program. The combination of changing requirements and repetitive cycles of laboratory experiments, prototype building, developmental testing, and external factors has led to very long acquisition times.
An example is the Abrams main battle tank. 4 In 1963, the Army mounted a joint program with the Federal Republic of Germany to create a new main battle tank, but the initial estimates of cost were deemed too expensive and the work was terminated. In 1971, a new set of requirements was established. Only in 1980 was the first Abrams, the M1, produced. It took nine years from the reset and seventeen years from the original first efforts. Such long time lags cannot be tolerated -the product, whether an entirely new system or a major upgrade to an existing one, will be obsolete before it is fielded. A better way must be found. One way is to make full use of computational science in the design of the system and in computer-controlled production or factory automation.
The history of computing in modeling and simulation of products and systems parallels the evolution of the modern computer. There are many kinds of models and simulations. In this paper, we focus on computer models based on the physics, chemistry, behavior of materials, and engineering, taken together in the finished product or system. Early models could simulate the behavior of components, but could not model a complete system. This was because the computers could not run such a program in any acceptable length of time. However, with developments in HPC, such modeling is now possible. With a successful computer model of the proposed product or system, one can then build prototypes on the computer and study the effects on the performance of changing the many variables. Thus, the cycle of experiment, prototype building and developmental testing can be run on the computer. Many such cycles can be run very quickly until the optimum is located. Then, this optimal design can be built and tested to verify the computed performance. In examples discussed below, this part of the acquisition cycle has been reduced roughly by a factor of three.
The military has been doing scientific modeling and simulation (M&S) for many years, largely in research and engineering as opposed to production processes. The Army has used HCP in developing weapons platforms such as the modeling of a projectile striking an Abrams tank 5 , the interaction between the rotor wash of the Apache attack helicopter and its horizontal stabilator, and various aspects of the Stinger and Javelin missile systems including flight simulation. 6 These are just a few examples.
We took note of an Army forecasting effort, known as STAR 21 (Strategic Technology for the Army in the Twenty-first Century), published in the early 1990s. 7 The STAR 21 study complemented a newly-issued Army Tech Base Master Plan to bring focus to Army science and technology programs. The goal for the National Academy of Sciences' STAR 21 study was "to assist the Army in improving its ability to incorporate advanced technologies into weapons, equipment, and doctrine." Key among the objectives was to identify the advanced technologies most likely to be important to ground warfare in the next century.
The technology forecast on manufacturing contained in the STAR 21 study did not predict the potential value of advanced computing in the Army acquisition process. Since the time of that study, modeling and simulation in designing new weapons and their performance has made many advances. Recent National Defense University (NDU) publications have discussed an anticipated new Army technology forecasting effort. 8, 9, 10 Our reviewers felt that the predictions rated only a "D", the lowest in the assessment. One intent of this paper is to re-evaluate the advanced manufacturing area in light of the many recent developments in computational capability and availability. These topics are addressed in the next chapter.
With the above in mind, we begin with a discussion of the growth and trends in HPC. We then discuss how the Army has utilized HPC in research. Included here is the Army's exploration of the possibilities for design and production of new systems. Turning to manufacturing-related topics, we then discuss how industry has advanced the use of HPC and include several case histories. Next we present some contributions to HPC advancement in several current programs being conducted by other government agencies. The paper concludes with closing comments and recommendations for strengthening Army acquisition using advanced computer technology.
II. The Computer Revolution and HPC
Among the underlying building blocks of science and engineering are the computational tools that are needed to develop an understanding of scientific principles, to solve problems, and to make advances. While we take many capabilities for granted today, they all encountered some suspicion, trepidation, and many times required a long learning curve. Looking for the first use of a computing tool takes us to the abacus, a tool found in Babylon in 2400BC. This can be considered as the first computer. From this beginning, there has been one revolution after another, each of which advanced our computational capability. Moving from the abacus, to the early Antikythera (150-100BC) used to calculate astronomical positions, to mechanical analog devices, to the difference engine, to the analytical engine, to devices such as planimeters and nomographs, the quest has been to develop capabilities which would help with our understanding of science, physics, and engineering. If we fast-forward to the 20 th and 21 st centuries, the tools are more easily understood and recognizable. Many of us today can remember our days at the university when the only devices used for solving homework or test problems were analog devices, such as the slide rule, a mechanical analog computer, which is now rarely found except perhaps in museums. We have moved on to calculators, digital mainframe computers, minicomputers, personal computers, workstations, and multiple hand-held devices, but only a relatively small number of scientists and engineers, mostly in research, have realized that high performance computers are the modern-day tool of choice.
The development and use of HPC has an important and impressive legacy, especially within the Army, going back to the ENIAC (Electronic Numerical Integrator and Calculator) in 1946. Its need was born, as with many new discoveries, from DOD requirements for the need for speed in producing artillery firing tables. Continuing into today, we still have the need for speed and are fortunate to have the increasing processing power being made available to us by the likes of Intel, AMD, and supercomputer companies such as Cray, IBM, SGI, etc. Given the current trends of moving to exa-flop (10 18 floating point operations per second) computing, which will be available around 2017 (see Figure 1) , and the natural trend to have slightly less powerful systems readily available to the engineering community, the capability of physics-based modeling and simulation is very encouraging. Basically, today's supercomputers will be tomorrow's laptops. At the time that individual workstations and, later, personal or desktop computers were being introduced, the most advanced computers were central machines such as the Control Data Corporation's 6600 (in 1964) and 7600 . Additionally, the creation of a packetswitched network, Advanced Research Projects Agency Network (ARPANET), in the 1960s by DARPA, changed the way computer interactions occurred. The Department of Energy created a network of T-1 bandwidth (1.5megabits per second) to connect a few of its machines. At about this time, local area networks began to appear, mostly based on information packets circulating with collision avoidance techniques. Computers in the laboratory began as laboratory automation, for example, mass spectrometers with databases included so that the spectra would be read by the machine and the most likely candidates printed out. A little bit later the first personal computers (PCs) came on the market, mostly as curiosities. The operating systems were either ms-dos or cp/m. The machines were programmed in a simple language called "basic" and were generally difficult to use. But soon, IBM (the IBM PC came on the market in 1981) and, later, Apple offered friendlier PCs beginning with Apple's LISA (based on the GIU or graphical interface). With the advent of Windows 95, the use of PCs increased very rapidly and eventually PCs became the ubiquitous workstation we see today. Office secretaries turned in their IBM Selectrics and similar machines for PCs. With the local area networks, typed documents could be circulated for critique and review. Bench scientists began to draft papers and reports on their PCs rather than writing them by hand.
Then Control Data's designer Seymour Cray formed his own company and built the CRAY series of supercomputers (the CRAY 1 appeared in 1976). Previously insoluble problems could be computed quickly (in terms of machine time) and economically. As the network spread, scientists who previously had to mail their programs and data to the few advanced computing centers, particularly at Department of Energy (DOE) sites, now could accomplish this electronically. Meanwhile, back at the laboratory very capable mini-computers such as the DEC VAX were being installed to serve one or a few labs. These machines were sufficiently userfriendly that there appeared to be no need to hire computer specialists to operate and maintain them. (This was a time when many duties now reserved to people trained in computer science and engineering were carried out by research scientists and engineers.) Now there developed a dichotomy between the need for compute power and the need for accessibility. Soon a tendency developed for research staff to hold out for a dedicated (under their control) mini-computer rather than to use a central computer (sometimes a supercomputer) either at the laboratory or on the network. The supercomputers were not always available -one had to wait in a queue. Software was difficult to transition from the local minis to the supers; the software wasn't always scalable and the languages might be different and, as an aside, it was fun to "fiddle" with your "own" system. Nonetheless, the most difficult problems justified the need for the continued development of ever more powerful supercomputers. As each generation of machines appeared, the Federal government not only funded their development and early testing, but also purchased a number of machines and made them available to all comers. DOE, the National Aeronautics and Space Administration, the National Security Agency, the National Science Foundation, and DOD were some of the major players in the development and use of these HPC systems.
The DOE has a compelling rationale for obtaining the most powerful computers, namely the need to model the design and behavior of nuclear weapons. Thus the DOE National Laboratories nearly always have had the most advanced systems. Similarly NASA's requirements for increased capability with the space race provided a need for the most advanced computer systems and computational software. Computer codes in, for example, computational fluid dynamics (CFD), were adopted by the Army research community for use in modeling various phenomena for arms and armaments systems. Collaborations between Army labs, Livermore, Los Alamos, NASA Ames and others have been very fruitful. Each new generation of supercomputers was quickly adopted by researchers as they realized that problems they needed to address, but couldn't be run on earlier machines, could now be handled. Thus new opportunities opened up in many fields. The cost and small number of such machines in the past kept the use of these systems to only a relatively small subset of researchers DOD had also recognized in the early 1990s that high performance computing was an essential enabling technology that was facing a critical juncture in the United States. The current systems on hand were aging fast (life time of a supercomputer is < 4 years); European and Asian interest was increasing; new technology was around the corner -parallel computing and the development of the World Wide Web for collaboration. However, the Services could not, within existing budgets, independently afford the latest supercomputers. Out of this need, a Working Group with members from each Service, and directed by the DOD Director for Defense Research and Engineering (DDR&E), developed the HPC Modernization Plan in March 1992 which was then submitted to Congress. This plan called for the organization of the High Performance Computing Modernization Program with the vision that an HPC capability comprised of the most advanced systems, scientific and visualization workstations, special purposed systems and high-speed networking be built for direct support to the DOD Research, Development, Test and Evaluation (RDT&E) community. The program has made great progress 13 and continues today.
A recent report from the National Research Council 14 discusses the use of HPC (termed high-end capability computing (HECC) in the report to refer to the very latest HPC machines) at the frontiers of four scientific and engineering disciplines, pushing the limits of what can be done. The definition used in the committee's report is:
"…[HECC] means advanced computing that pushes the bounds of what is computationally feasible...whatever sort of advanced non-routine computing system is needed to push the computational science or engineering of a given field." By this definition, the power of the HPC computer needed will vary depending on the field of use. For some problems, such as meteorology or astrophysics, the most powerful systems may still fall short of what is needed.
The NRC report discusses the requirements for effective use of such computing power. One needs "models, algorithms, software, hardware, facilities, education and training, and a community of researchers attuned to its special needs." In other words, it is not enough simply to have available a supercomputer, the area of science must be "ready." Each of the fields discussed in the NRC report generates vast amounts of data, much of which must be added to large existing files to update the models in use. For example, in atmospheric science and meteorology, data are collected daily or hourly and fed into worldwide weather models to update forecasts. Doing research on the weather requires being able to include all past data. This in turn means the ability to warehouse, search, and manipulate many years worth of information. The same is true in astrophysics, which keeps adding volumes of new data from the many telescopes searching the sky. The size of these data sets requires the power of the latest in high performance computers.
III. Army Use of Computing in R&D and Systems Development
The use of HPC has been recognized by the Army's Ballistic Research Laboratory (BRL) as an absolute need and enabler for getting its mission completed since the construction of the ENIAC in 1946. The need to develop firing tables for Army artillery during World War II led to the birth of the computer age with its insatiable need for greater and greater computing power. As Army technology evolved and research and development faced even greater challenges, the use of HPC was becoming an indispensible tool. While there was limited and difficult access to supercomputers of the day (the ARPANET was in its infancy), an important missing piece was the application software. An extremely beneficial exchange program was established between the BRL and NASA Ames Research Center in Mountain View, California.
While the collaboration with NASA Ames continues to today, the most active timeframe was from the late 1970s into the mid-1980s. Through this program, scientists from BRL spent from 4 months to 1 year at NASA and worked with some of the early pioneers in Computational Fluid Dynamics. This early connection to one of the world's premier research centers jump-started the computational efforts and in-house capability by at least five years. The association lasted well into the 2000s, with the last major connection being the NASA partnership with Stanford University in the latter's selection as the new home for the Army High Performance Computing Research Center. In 1946, using the ENIAC, it would take skilled technicians weeks to change programs, moving large cables from one area of the machine to the other. Figure 2 shows some of the first programmers, who were mostly women, getting the ENIAC ready for one of its runs. Armed with developed application software and access to some of the most capable machines of the time -the CDC 7600, Cray 2 and Cray XMP -the BRL exploited this capability on projects like the transonic and supersonic magnus coefficients, base flow research, the XM829A1 silver bullet, and Sense and Destroy Armor Munitions (SADARM). Early work in developing the advanced numerical techniques (it was not yet called CFD) was begun to develop both the experimental and computational capabilities to help understand the unexpected flight stability of longer projectiles. This work was the beginning of a long and successful effort in bringing the capability of HPC to bear on the understanding of complex projectile aerodynamics. In fact, the name of the Branch was changed from the "Wind Tunnel Branch" to the "Computational Aerodynamics Branch," signifying the acceptance by the community that computational work was a force to be reckoned with. Work by this team led to some significant accomplishments and represented some pioneering efforts in the ability to compute projectile aerodynamic behavior that had not been done before. More information on the accomplishments of the Computational Aerodynamics Branch and the cost savings from the computational approach to a severe problem in the development of SADARM is given in Appendix A.
A more recent example in the successful application of HPC in projectile aerodynamics is the development of the Digital Virtual Aerodynamics Range (DVAR). Prior to having a fully-integrated computational capability, the aerodynamic characteristics of new projectile configurations had to be determined from actual range tests (Figure 3 ). This meant that after a concept was initialized, the design would have to be completed, fabrication of the prototype would have to take place, and finally the tests would be completed. If there was a failure or if slight changes in the concept needed to be made, this process would have to be repeated from scratch. With the advent of the DVAR, the design, development, and production cycle of new projectiles can be dramatically reduced. The DVAR is the result of a multidiscipline approach to simulating the flight of a projectile using a supercomputer and physicsbased modeling and simulation techniques. Through the integrated solution of the Navier-Stokes equations coupled with the rigid body, six-degree of freedom equations, a projectile concept (Figure 4 ) can be virtually flown in the computer and one can accurately determine the flight trajectory and characteristics. Additionally, with the computational solution there is a complete numerical and visual history of the entire flight pattern, which is not available through traditional range testing. While a simulation of this type for 100 meters still takes a significant time to complete computationally (three days, running 24 hours, on multiple processors), it is still much cheaper and faster than the traditional approach. Also, with the advent of multiple-core electronic chips, the time to solution will significantly decrease. Multiple-core technologies reduce supercomputing process costs and will improve access from users' desktops. 
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In the mid 1960s, the physical modeling of rivers, bays, and estuaries was reaching a peak, while at the same time, the digital computer was making its presence known. Early discussion of the potential application of computational techniques and HPC of the time for modeling flood routing and reservoir releases was met with comments such as "It is not considered that electronic computers as such will ever be an alternate or substitute for hydraulic models except in special cases," and that "The computer is merely a means of solving more readily analytical problems that might otherwise be too laborious on account of the volume of computations." Nonetheless, the Corps' Waterways Experiment Station (now ERDC) began to use computational models to calculate currents in the Narragansett Bay and the effects of hurricane barriers in the Galveston Bay. Efforts to recruit and train engineers in the new computer technology and a strong management commitment were the keys to success. The ERDC continues its long history and tradition today in developing, applying, and advocating the use of HPC as a key ingredient of fundamental research and development.
We have also witnessed a very successful buildup of a computational capability where little existed before in the Medical Research and Materiel Command of the Army Medical Command, where they are now using HPC in computational biology. This field is a mixture of the physical sciences, computer science, and the life sciences of biology, physiology and medicine. The start of this capability came from funding from the DOD High Performance Computing Modernization Program (HPCMP) to create a DOD Biotechnology HPC Software Applications Institute. The institute began six years ago with the vision and dedication of a few people who realized that computational biology would be a significant research capability within the DOD. With the support of the HPCMP, the institute, which started with just 4 people, now has a staff of 40, 75% of which hold PhDs. The team has developed 12 codes that run on HPCMP assets and take advantage of the multi-core systems. This has allowed researchers to save countless hours when searching for DNA matches unique to an organism. Additionally, it has allowed for calculations that would have taken nine years to complete on serial systems to be completed in nine weeks using the newly-developed computational techniques. The HPC Institute resides within the Army Medical Command's Telemedicine and Advanced Technology Center. Its creation and continued success is a direct result of a strong management commitment, acceptance of HPC as a necessary tool for research, and development of a strong interdisciplinary team. This same success can be achieved in many areas within the Army RDT&E community.
These and similar stories illustrate that some significant DOD work could not have been done without the capabilities of high performance computers. These projects also depended on a dedicated and knowledgeable staff that was willing to travel to where the computers were located and to remain there for extended periods. Supportive upper management, funding, and training were critical factors. To move forward, we need to make HPC systems more accessible and more user-friendly. The advent of the World Wide Web and fiber optic links is making desktop HPC access possible. The Army should leverage the HPC developments in industry and other government agencies as discussed in the next two sections.
There are currently a number of research centers with a mission related to the design and development of ground vehicles. The work ongoing at these Centers is key to advancing vehicle design and development and, coupled with an increase use of HPC, can help transform the current work within the Army. While there is direct involvement by the Army in the ARC and the NAC, the Army would benefit from a close working relationship with the CAVS. ASAALT has decided to have the ERDC take on the management of the HPCMO for all users across DOD.
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IV. Advancing the Industrial Use of HPC and Some Case Studies
There is renewed interest in manufacturing as a key factor in economic competitiveness. This is made the more urgent given the current poor performance of the U.S. economy. The Council on Competitiveness, the Manufacturing Institute (of the National Association of Manufacturers), the National Center for Manufacturing Sciences, the Alliance for High Performance Digital Manufacturing, the National Academy of Engineering, DARPA, and the HPCMO are all working on the challenge. The use of HPC in the design and production of parts, components, and finished systems holds promise to speed up the process and reduce the cost of going from research to ultimate fielding. New programs have been emerging over the past few years to engage the mid-sized subcontractors that make up the "missing middle" described below. One example comes from a leading DOE HPC Center at Oak Ridge National Laboratory where they have developed an industrial partnership program providing American companies with access to some of the most powerful supercomputers in the world. The program also provides access to the expertise necessary to take full advantage of the supercomputer's power. A significant problem that has been identified lies with small businesses that may lack the resources or expertise to utilize advanced technology. This has been called the "missing middle." On the one hand, you have a firm with a cadre of computer engineers with access to a supercomputer and a well-equipped factory floor with highly capable production engineers. On the other hand, you have small businesses in the supply chain with access, at best, to PCs and workstations in the office and a factory floor with some computer-aided machines perhaps managed with a local area network. The question then is how to bridge this gap, how to fill the "missing middle" so as to enable the use of high performance computing all up and down the supply chain. Looking back at reference 1 we see what is needed: hardware, software, and welltrained engineers capable of dealing with the results of designs built on supercomputers.
As we will see in the next section on government programs, an extension program has been established in the Department of Commerce to provide technical assistance in the use of computer-based systems to small companies. This program could be enhanced to include the opportunities presented by HPC.
Currently only a few companies, mostly very large but some mid-sized ones, have the ability to buy and staff high performance computers. Some of these Fortune 20 and 200 firms are using HPC in the manner indicated above. The Council on Competitiveness has published several case studies of which four are discussed briefly below.
AAI. AAI develops aerospace and defense technologies for the Army and the Marine Corps, especially in unmanned aircraft such as the Shadow. The company uses HPC in applying computational fluid dynamics (CFD) in the design of the landing gear and in fuselage design both to reduce drag and to funnel cooling air to the rear-mounted engines. They also design the propeller blades for optimum performance using HPC CFD. If the customer changes the type and weight of the payload, the HPC system can quickly alter the design to accommodate the shift in weight. Michael Guterres, AAI's Director of Engineering, says "the use of high performance computing and advanced CFD software allows us to keep our customers happy, be more competitive and maintain our position as a premier supplier of tactical unmanned aircraft systems."
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Ford. Ford has long used supercomputers in its engineering work. In a recent case study, Ford described work on a new EcoBoost engine using turbo charging and direct fuel injection. The new engine is said to be 15-20% better in fuel economy. The case study also discussed development of several safety features, work on noise and vibration, and the use of computational fluid dynamics to improve the external body shape. Ford's executives say "The flexibility and speed made possible by HPC lets us simulate a wider range of scenarios, component combinations and associated trade-offs than would have been possible with physical testing." 18 They used computer simulation for some of their road testing and for wind tunnel experiments. The computer work reduced the amount of physical prototyping.
Whirlpool. Tom Gielda, Whirlpool's Global Director of Mechanical Structures and Systems, says HPC "allows the Whirlpool engineers to run more complex simulations and do them faster. In addition, engineers are now beginning to run stochastic models in order to better predict how a product or material will function."
19 Whirlpool models appliances such as washing machines or refrigerators with all the components and functions in one HPC model. It even models the packaging used in shipping. They experiment with the model on the HPC system, thereby reducing the number of prototypes needed for validation. They save both time and money on the path to market.
Goodyear. Goodyear technical staff was challenged to develop an entirely new tire to help pull the company out of a financial slump. The competitive situation was severe and time was of the essence. The objective was "optimizing tire handling on dry, wet, icy or snowy surfaces, we also had to make major improvements in tread wear, noise reduction and vehicle handling. So, in a sense, we were going beyond optimization, beyond creating a tire that was quiet, rode well and handled well. We were chartered with creating something new; a tire that would perform better than any other tire in history. And we were under severe time pressures to come up with the new design." 20 The tire had at least 18 different components/materials that had to be factored into the physics-and materials-based computer model to provide all the desired characteristics and to meet requirements for production at affordable costs. The work was modeled on Goodyear's own HPC system with collaborative advice from experts in HPC at Sandia National Laboratory. They modeled the product and then conducted experiments on the HPC, making changes in the variables and evaluating the performance, all in computer simulation. The project was successful. The new award-winning tire, the Assurance, was on the market in just one-third the time Goodyear traditionally needed.
V. Some Government Programs to Advance the Use of Computers in Design and Manufacturing
An early government research effort on using computers in manufacturing was the Automated Manufacturing Research Facility (AMRF) at the National Bureau of Standards. Beginning in 1979 and 1980, the Bureau began assembling hardware, software and highly-skilled research scientists and engineers to build what became, according to American Machinist magazine,
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"the free world's largest and most advanced public research facility for the study of automated manufacturing." This project grew out of research on computer correction of errors in coordinate measuring machines. The technique was soon applied to correcting errors in machine tools which led to attempting to use computers, sensors, new software and architectures, and robots to produce, automatically, batches of machined parts of unparalleled precision and accuracy. The AMRF consisted of several workstations for horizontal and vertical machining, turning, deburring, and post-production inspection. These were supported by robot carts carrying materials and feeding the metal blanks into the machine tools. All were connected by a computer network. Control of the system was done by computer by decomposing tasks into a hierarchy of layers, each describing a portion of the work. This approach became known as the RCS -the Real-Time Control System -now the basis for much of automated control of computer-driven systems.
A key aspect of the AMRF was a set of standards for the many factors in computer control. The AMRF was constructed from machine tools, robots, and computers from disparate manufacturers, each with its own proprietary software. So a neutral data interface standard was necessary so these machines could talk to each other and to the central controller. Standards for describing parts, for factory architecture, and for describing various machines were developed and proposed to standards bodies for adoption.
After about six years of research and development, the AMRF was demonstrated to a large audience of people from industry and universities as well as senior government officials. The single operator sat at a computer terminal deciding what parts to make.
The AMRF program was staffed by NIST employees augmented by about 50 visiting researchers from industry and people from nearly 40 universities. Much of the financial support came from the Navy's Manufacturing Technology program. In some cases, a company could conduct its own research at the facility as long as it shared non-proprietary data.
An important point is the need, in using high performance computers, to have skilled computer engineers working with subject matter experts to carry out the design development and then to transfer it to a receiving group in the manufacturing department. The design model will have to be converted to specific tasks on the manufacturing floor, much as was done in the early applications of CAD/CAM (computer-aided design/ computer-aided manufacturing) for making simple parts. Large companies should be able to develop this expertise fairly easily, but small and medium-sized companies will have greater difficulty. When the Commerce Department wanted to transfer to industry new technology on automated manufacturing in the late 1980s, it found that smaller firms could not handle the technology for lack of computer expertise. As a result Congress approved a program called the Manufacturing Extension Partnership (MEP) 22 to work with the states to provide information and assistance to small businesses (up to 500 employees). Modeled after the agricultural extension services to farmers, the MEP quickly learned that many of the smaller companies had no computer knowledge nor did they even have a PC in the office. So the early task was to educate the clients in the fundamentals. Usually the MEP centers had access to demonstration facilities where small businesses could try out some of the computer-based technologies. Starting with three centers in 1991 the MEP program now operates 59 centers spread over some 400 sites covering every state in the country. A similar exercise would be needed to introduce high performance computing to small businesses. Since many of these companies are supplying large companies, much of the work of technology transfer would logically be done by the large companies. Perhaps the MEP would work on this as a logical extension of the current program. The National Center for Manufacturing Sciences 23 is proposing a national network of Predictive Information Centers that seems similar to the MEPs, but focused on HPC.
The military has long needed to decrease the time it takes to move new technology from the laboratory to the warfighter. Part of the time is spent on developing designs, building prototypes, running development testing, and then repeating this cycle many times (owing in part to unforeseen design flaws) until the desired result is achieved. In the early use of computers to design products, the designs were primarily two-and three-dimensional drawings of solid parts, typically for machining. This did not involve evaluating, within the computer models, performance of the design, such as heat transfer, shock resistance, flow around the object, or energy efficiency. The advent of very fast and very capable supercomputers, together with interdisciplinary computational techniques, has made possible the formulation of models based on physics, chemistry, and material properties and experimenting with all the variables on the computer, leaving actual field testing as final validation of the resulting models. One can evaluate the effect of changing variables on ultimate performance of the product by use of the computer, thereby saving large blocks of development time -factors of three and more. This is a long step beyond the computer-aided designs of mechanical drawings that are in use in many small machine shops today.
We turn now to current DOD programs designed to promote the use of HPC in manufacturing.
The HPCMO conducts a program called CREATE (Computational Research and Engineering Acquisition Tools and Environments) to focus on improved designed as opposed to production. The objective is "developing and deploying scalable mutiphysics-based computational engineering tools to design and analyze DOD weapons system performance."
24 The program's goals include the following 25 :
• Prevent defects and design flaws early in the acquisition process • Reduce rework thereby enabling faster system deployment • Reduce experimental testing time and effort through analysis of virtual prototypes
The CREATE program consists of four project areas: Ships, Aircraft, RF Antennas (integrated with platforms), and Mesh & Geometry. The CREATE Air Vehicle tools are focused on aerodynamics, structural mechanics, control, and propulsion. The Ships tools address shock hydrodynamics to assess vulnerability, hydrodynamics to assess resistance, seaway loads and sea keeping, and ship configuration optimization including hull-form optimization and compartment lay-out. The RF Antennas tools are focused on the electromagnetic performance of antenna systems, including co-site interference effects from adjacent antennas and platform features. The Mesh and Geometry tools will enable designers to generate and repair the numerical representations of the weapons systems. The CREATE effort consists of teams of governmental technical experts and defense contractors and academicians who are developing and testing software for use by DOD and Defense industry engineers in developing weapons systems. The selected topics resulted from a call to the services requesting large problems where a computational engineering approach could make a significant difference. The intent is to significantly reduce acquisition costs early in the development cycle to minimize the number of expensive re-designs inherent in most large DOD acquisition systems. In CREATE software models, the computational designs would include not only the physical shape and type of materials, but also calculate the projected performance of the result. The simulated design is then used, in lieu of building prototypes, for experimentation on the computer. Actual experiments are used only for validation of the models. The models should also be useful in preparing and updating training and maintenance manuals. For the program to be successful, industry must be engaged since it also consumes time and expense in perfecting the new product design and preparation for production.
It is unclear how these software models might be useful in designing implementation of the computer models on the factory floor. The leader of the CREATE program says that beginning studies on the application to the factory floor are a year or two away. (However, the product design models from CREATE should enable the construction of computer-aided design models that can form the basis of instructions for machine tools and other manufacturing processes.) There is some discussion in the literature of the use of HPC on the factory floor. An early report 26 describes the use of supercomputing in chemical processes. Through studying various reaction pathways and changing reactants on the supercomputer, pilot plants and interim production facilities were no longer needed. This would be a good saving in time and money. There is some use of HPC in managing factories in areas such as production planning, design of tooling and of how the tools are used, inventory management, product assembly, energy management, data management, and quality control. Many of these functions can be handled by workstations and would only require HPC for a very complex system There are ten individual CREATE projects. Two are of special interest here. One is Project Helios that is modeling the fluid dynamics around rotorcraft rotors and the frame. This is being done with and for the Aeroflightdynamics Directorate of the Aviation and Missile Research and Development Center co-located with NASA at Ames, California. The software is now in its second release. The Army's Chief Design Engineer at Ames told us during a July 13, 2011 teleconference that "the HPC model in Helios makes it practical for the first time to model the rotor wake back to the tail of the helicopter. Use of the model reduces, but probably does not eliminate, problems that will show up in flight tests. But it is a significant reduction in problems."
In Project SENTRI, HPC will make it easier to calculate multiple antenna arrays for small-and large-scale systems. This is a long-standing problem for any platform that has many antennas. The Communications and Electronics Research, Development, and Engineering Center of RDECOM is interested in, and is monitoring, this project. SENTRI's focus, however, is on the Navy and Air Force.
ARPA has several programs that relate to this discussion. One, iFAB, proposes to perform manufacturing in a central foundry-like facility where customers submit design software and the iFAB produces the desired product. The iFAB vision 27 is "to move away from wrapping a capital-intensive manufacturing facility around a single defense product, and toward the creation of a flexible, programmable, potentially distributed production capability able to accommodate a wide range of systems and system variants with extremely rapid reconfiguration timescales." 26 The proposal is modeled on the silicon chip foundries in the electronics industry today. This approach, for complex systems, likely will need HPC in some form.
A second DARPA effort is the ubiquitous high-performance computing program or UHPC. The objective of the UHPC is:
"to provide the revolutionary technology needed to meet the steadily increasing demands of DOD applications -from embedded to command center and expandable to high performance computing systems. This may be accomplished by developing highly parallel processing systems with significantly increased power efficiency enabling ease of programming application development for the user; resilient execution through all modes of system failure."
This program holds the promise of facilitating the use of HPC systems and extending their use from the research arena to more applied subjects and making HPC use easier for the nonspecialist.
The program goals are in the referenced solicitation. 28 A new DARPA program, Adaptive Vehicle Make (AVM), is directly aligned with the comments and recommendations being made in this report, i.e. the need to shorten the acquisition process and bring new weapon systems to our armed forces faster, cheaper, and fully capable. It is clear that HPC will make a significant impact when used in the AVM program. AVM is a portfolio of programs that is looking to revolutionize the design, development and acquisition of complex DOD systems including ground vehicles. The AVM portfolio consists of three primary programs: 1. META, a $60M program to build a high-level meta-language for the development, verification and validation of designs using a component model library; 2. iFAB, see above, and 3. FANG (the Fast, Adaptive, Next-Generation Ground Combat Vehicle) that seeks to develop an infrastructure, conduct design challenges based on open sources, and generate the next infantry fighting vehicle. The use of Vehicleforge and Manufacturing Experimentation and Outreach (MENTOR) are also part of the FANG program. Contracts have already been awarded to Vanderbilt University to develop and operate vehicleforge.mil for development of an open source environment and the University of Pennsylvania for a credentialing and verification scheme. A previous award was made to Carnegie Mellon for providing drive-train cooling system models using META. These major DARPA initiatives must be fully considered by the Army as new tools that can be coupled with the existing HPC capability to modernize the vehicle development process. If successful, they can provide a fundamental change to the way ground vehicles are designed, prototyped, built and tested. Working across institutional lines is now possible by using software that allows various players to work on a design package simultaneously, thereby avoiding the need to send the package back and forth repeatedly. To reap the benefits, design engineers must be able to access the high performance computer from their desktops. Past experience shows that designers will be reluctant to use HPC if it means going somewhere other than their own offices and if it is cumbersome to access and utilize.
VI. Summary and Recommendations
High performance computing has enabled the use of physics-based models for design and manufacturing of very complex systems such as military platforms The evolution in computer technology is transforming supercomputing from a very complex, expensive, and limited tool to one that now provides HPC capacity, available remotely via the Internet, at the desktop. This means a program of continual upgrades in machines, software, and personnel capability must be pursued if one wishes to be in a position of leadership in materiel acquisition. This evolution must be pressed forward by management at all levels.
Most of the HPC work in the Army has been primarily by users in the research and development laboratories. This is only the front end of the acquisition cycle. To reap the advantages fully, HPC must become a routine factor in the entire process. This will involve close collaboration among the research, development, and engineering laboratories, the program executive officers (PEOs) and program managers (PMs), and the contractors. Only when the commitment is made by the Army to involve all participants in acquisition will the full benefits of physics-based modeling on high performance computers be realized.
Given that the Army's manufacture of materiel is carried out by industry contractors, it is important that these industry partners participate fully in using the latest in HPC. Some firms will be ahead of us in this regard but most, especially those smaller firms in the supply chain, will need help. One way is to encourage these firms to use the DOD's HPC centers. Existing policy provides for private sector use of government experimental facilities under certain conditions. Government expertise can be made available as needed. This idea has been advanced independently by the National Center for Manufacturing Sciences. 30 They propose a national network of Predictive Information Centers that would assist companies in using HPC systems.
To help ensure that the Army gains the benefits of using HPC in all aspects of acquisition, we present a set of recommendations for actions by the ASAALT and the Army S&T community at large to establish an Army program on the use of HPC in the acquisition community for design and manufacturing: 
