lim n→∞ x n = 0}.
Introduction and the Main Theorem
For a space X, let USC(X) and C(X) be the sets of all upper semi-continuous maps and of all continuous maps from X to I = [0, 1], respectively. For every function f : X → I, define ↓f = {(x, t) ∈ X × I : t ≤ f (x)}.
✩ This paper was supported by the National Natural Science Foundation of China (No. 11471202).
The subset ↓f of the product space X × I is called the hypograph of f . It is easy to see that f ∈ USC(X) if and only if ↓f is closed in the product space X × I.
Let ↓USC(X) = {↓f : f ∈ USC(X)}, ↓C(X) = {↓f : f ∈ C(X)}. We use Cld F (Y ) to denote Cld(Y ) with the Fell topology. Also, the notations ↓USC F (X) and ↓C F (X) mean that the sets ↓USC(X) and ↓C(X) inherit the topology from Cld F (X × I).
Then ↓C(X) ⊂ ↓USC(X)
As usual, denote cl Y and int Y to be the closure operator and the interior operator on a topological space Y , respectively. We omit the subscription if no confusion is caused. Let N denote all natural numbers (except 0).
Let [11] , the authors proved that (Q, c 0 ) ≈ (Q u , c 1 ).
In [10] [11] [12] [13] [14] 16] , the authors gave the complete topological classification for metrizable function space ↓C F (X) when the underlying space X is also metrizable.
Theorem 1. For a metrizable space X, the function space ↓C F (X) is metrizable if and only if X is locally compact and separable. Moreover, then,
where X 0 is the set of all isolated points in X.
But there are also many non-metrizable spaces X such that ↓C F (X) are metrizable, see [6, 9] and [13] . In fact, when underlying spaces come to non-metrizable case, the problem of the topological classification of metrizable function spaces ↓C F (X) is much more complicated than the one with metrizable underlying spaces. Fortunately, in [6] , cf. [13] , McCoy and Ntantu presented a sufficient and necessary condition for ↓C F (X) being metrizable. That is,
Theorem 2. The space ↓C F (X) is metrizable if and only if X is a weakly locally compact and hemicompact
The concepts mentioned in Theorem 2 will be defined in the next section. In [15] , the authors gave the topological structure of the metrizable function space ↓C F (X) where X is a k-space without a dense set of isolated points. That is:
Theorem 3. For a k-space X, the following statements are equivalent:
is metrizable but not Baire; (c) X is a weakly locally compact and hemicompact ℵ 0 -space without a dense set of isolated points.
In the present paper, we show the following Main Theorem.
Main Theorem. Let X be a space satisfying the following conditions:
(i) X is a weakly locally compact and hemicompact ℵ 0 -space;
Preliminaries and known results
In this section, we first give some concepts and techniques on general topology and infinite-dimensional topology. For more details, please refer to [3, 7, 8] . Then we introduce some known results.
We use Z(M ) to denote the family of all Z-sets in M . A Z-embedding is an embedding with Z-set image. A Z σ -set in a space X is a subset which is a countable union of Z-sets in X.
Denote M 0 to be the class of all compacta. For a topological class C, let (M 0 , C) be the class of pairs (Z, C) such that Z ∈ M 0 , C ∈ C and C is a subspace of Z. 
Definition 3. Let M be a copy of the Hilbert cube Q. We say that a subspace Z of M is called a C-absorber in M provided that:
Recall that a separable metrizable space Y is called an absolute F σδ -space if it is an F σδ -set in any metrizable space which contains Y as a subspace. Let F σδ be the class of all absolute F σδ -spaces. In [2] , cf. [11] , it has been proved that c 0 is an F σδ -absorber in Q and hence c 1 is an F σδ -absorber in Q u .
The concept of homotopy dense is very important in infinite-dimensional topology.
Definition 4.
A subset A of a space Y is called homotopy dense in Y provided that there exists a homotopy
Next, we introduce some important concepts of this paper. A space X is called a k-space provided for every subset A of X, A is closed in X if and only if A ∩ C is closed in C for every compact subspace C of X. It is well known that a space is a k-space if and only if it is a quotient space of a locally compact space, see, for example, [3, Theorem 3.3.18] .
A space X is called weakly locally compact if for every compact set K in X, there exists an open set U in X such that K ⊂ cl U and cl U is compact. Apparently, every locally compact space is weakly locally compact, but the converse is not true. For example, the sequential fan S ω (see [5] ) is weakly locally compact but not locally compact. A space X is called hemicompact if there exists a countable family K of compact sets in X such that every compact set in X is contained in some element of K. A family K of sets in a space X is called a k-network if, for every compact set C and every open set U in X with U ⊃ C, there exists
From now to the end of Section 5, we fix a space X and assume that X is at least a weakly locally compact and hemicompact ℵ 0 -space.
In [13] , the authors constructed a countable k-network {C n : n ∈ N} for X consisting of compact metrizable subsets of X such that every non-empty open set in some C n has a non-empty interior in X, that is, every C n is a compact and regular closed in X. We fix the above k-network. As the proof of [13, Theorem 3] , let
It is trivial that the set K n is compact metrizable and regular closed in X. Let
Then M n is compact metrizable space and M is a locally compact separable metrizable space. Let r : M → X be the natural map, that is, for every (
Then r is compact-covering and weakly open. The map induces a map r # : USC F (X) → USC F (M ) as follows:
Therefore, we can obtain a map ↓r
In [13] , the following theorem was proved: To give our main tool, we introduce some related concepts.
Definition 5. Let ρ be an admissible metric on the Hilbert cube Q, a subset A in Q is called a capset in Q if A can be represented as the union of a tower {A i } i which consists of Z-sets in Q and satisfies: for every ε > 0, n ≥ 1, and K ∈ Z(Q), there exist m > n and a homeomorphism h : Q → Q such that: 
(ii) B can be represented as the union of the tower {B n } n≥1 such that:
To use Theorem 5 to prove the Main Theorem, we construct a triple (A(X), B(X), D(X)) and show that it satisfies the conditions (i) and (ii) in Theorem 5 if X satisfies the conditions in the Main Theorem. This
The remainder of this paper is arranged as follows: Let X satisfy all conditions in the Main Theorem. It follows from Theorem 4 that A(X) satisfies (i) in Theorem 5. In the next section, a metric on the function space ↓C F (X) is defined. Moreover, some technological lemmas are given. In Section 4, we shall define a sequence of spaces {B n (X)} n and verify that it satisfies (ii)(a) and (ii)(c) in Theorem 5. In Section 5, we shall define a space D(X) and show that D(X) and {B n (X)} n satisfy ( 
Submetrizable space, the induced metric and some technological lemmas
In the first part of this section, we focus on discussing a metric on the function space ↓C F (X) which induced by a submetric on the underlying space X. 
Using [4, Corollary 2.9 and Theorem 2.13], the following theorem can be proved.
Theorem 6. For a hemicompact space Y , Y is an ℵ 0 -space if and only if it is a submetrizable space.
Hence the space (X, T ) that we have early fixed is a submetrizable space.
Remark 2. Note that the topology T w may not be uniquely determined by the original topology on our space X, and therefore the metric d w is not unique either.
Then (X, T ) satisfies the conditions (i)-(iii) in the Main Theorem. We can consider a metrizable topology T w1 on the set X such that (X, T w1 ) is a sequence converging to x ∞ . And, we can take another metrizable topology T w2 on the set X such that all points except x ∞ are isolated-points and {U n } is a neighborhood base at x ∞ , where
where N is the discrete space. Then (Y, T 1 ) satisfies all conditions (i)-(iv) in the Main Theorem with two weaker metrizable topologies.
In the following, we define a metric in the space ↓C F (X) using a weak admissible metric of the space X. First of all, we fix a weak admissible metric d w of the space X. Note that there exists no weaker Hausdorff topology than a compact topology. Particularly, for every compact subset K n defined in Section 2, d w | K n is an admissible metric of the subspace K n of X. In the rest of this paper, the metric on K n is assumed to
Fix a point x 0 ∈ K 1 . We define an admissible metric on M as follows, for every (a, i),
It is easy to verify that the metric d M is compatible with the original topology on M and all bounded closed sets in (M, d M ) are compact. This metric induces a metric on M × I:
Secondly, we define an admissible metric on ↓USC F (M ). To this end, let 
for every f, g ∈ C(X).
In the second part of this section, we show some technological lemmas.
Remark 3. In [15] , the authors gave an example to show that ↓∧ :
may not be continuous in general case. Moreover, the following example shows that the above lemma is not true if the assumption f ∈ C(Y ) is replaced by f ∈ USC(Y ).
Consider g ≡ 1 and g n is the segment line function connecting points (0, 0), ( Proof.
Then G is continuous and G(0, y) = 0 for every y ∈ Y . It follows that 
and M is locally compact, there exists γ 0 (z) > 0 such that
is compact and
G(z)(m) < k(z).
Choose l(z) such that
It follows from the continuity of ↓G :
for every z ∈ V (z). Take a locally finite partition of unity {f s : s ∈ S} of Z subordinated the open cover
and let
It is not hard to verify that γ :
Let (S, T ) be a submetrizable space and d w a weak admissible metric on (S, T ), u ∈ S. Define a continuous map J : (0, +∞) × I × (S, T ) → I as follows
We have the following lemma. 
where,
Then the map ↓F
and
Furthermore, if the function space ↓USC F (S) is metrizable, then, for every continuous function
for every y ∈ Y and f ∈ C(S). 
Then (V × (a, 1])
− is a neighborhood of ↓f 0 and
Take r 1 ∈ (0, r 0 ). Then for every r ∈ [0, r 1 ), y ∈ Y and ↓g ∈ (V × (a, 1]) − , we have
In fact, in this case, α(r, x) = 1 and hence F q (r, y, ↓g)(x) = g(x) for every x ∈ V . It follows that, for every y ∈ Y , F q (r, y, ↓g)(x) = g(x) > a for some x ∈ V . We are done.
Case ( Hence, for every 0 ≤ r < 1, y ∈ W and ↓g ∈ (A × [a, 1]) * , we have
For a canonical compact set
for every x ∈ A. That is
Then t 1 > 0 since A is also compact in the space (S, d w ). Therefore for every 0 ≤ r < t 1 , y ∈ Y, ↓g ∈ (A × [a, 1]) * , we have
We have proved the continuity of
Moreover, it is trivial to verify that the two formulae hold.
At last, suppose that the function space ↓USC F (S) is metrizable. Then Y × ↓C F (S) is also metrizable. Hence, using Lemma 4, there exists a continuous function γ :
for every y ∈ Y and f ∈ C(S). 2 Lemma 6 plays an important role in proving the strong universality of a pair in Section 5. Note that it still holds if we replace C(S) by {f ∈ USC(S) : f is continuous at u}.
Z-sets and capsets in function spaces
At first, we can identify the spaces ∞ n=1 ↓C F (K n × {n}) and ↓C F (M ). Then every ↓f ∈ ↓C F (M ) can be represent as
where f n ∈ C(K n × {n}). Moreover, it follows from Lemma 2 that the following lemma holds.
Lemma 7. If X is a k-space, then r : M → X is a quotient map and hence
Now we define a sequence {B n (X)} n of spaces and some subspaces of A(X). For n = 1, 2, 3, · · · , let
Moreover, let
Then we have the following lemma.
Proof. To show that ↓C 0 (X) ⊂ ↓r # (↓C F (X)), assume that f ∈ C 0 (X). Then f is continuous on M since the value of f on every non-isolated point is 0 and f ∈ USC(M ). Moreover, suppose ↓f = lim k→∞ ↓r(g k ), where g k ∈ C(X). Then, for every n and every isolated point
Hence,
If x is a non-isolated point in K n , it is trivial that the above formula holds. By Lemma 7, ↓f ∈ ↓r # (↓C F (X)).
For the second conclusion, the right side is obvious contained in the left side. Now, for ↓f ∈ A(X) \↓C 0 (X),
an upper semi-continuous function on M , ↓f ∈ A(X) and r(x, m) = r(x, k). That is, ↓f ∈ B k (X). Both cases show that ↓f belongs to
Secondly, we prove the sequence {B n (X)} n satisfies (ii)(a). 
Lemma 9. If X is a k-space and cl
It follows from Lemma 3 that ↓ψ 1 is continuous. For the compact metric space M l with a dense set of isolated points, by [11, Lemma 3.3] , there exists a continuous map ↓φ :
Therefore we can extend φ(h(f )|M l ) to M by the following formula:
Then for every i ∈ N,
is a finite set of isolated points and hence ψ(f ) is continuous on
It follows from the definition of ψ and Lemma 7 that
At last, for every ↓f ∈ A(X), we have
It is easy to verify that
is well-defined and
Finally, by the same methods as the ones in the proofs of corresponding results in [11] , we can prove the following lemma which shows that {B n (X)} n satisfies (ii)(c) in Theorem 5.
Lemma 10. For every n ∈ N, we have
Remark 4. The assumption (iv) in the Main Theorem was not used in the proof of any lemma in this section. That means, even the underlying space X does not have the property (iv) in the Main Theorem, the triple (A(X), B(X), D(X)) still satisfies the assumptions (i), (ii)(a) and (ii)(c) in Theorem 5.
Strongly universality of the function space ↓C n (X)
At first, we deduce a sequential property on the space X with cl X 0 = X.
Proof. Since X is a weakly locally compact space, there exists an open set U in X, such that x 0 ∈ cl X U and cl X U is compact. By the fact that X 0 is dense and open in X, we have
Moreover, cl X (U ∩ X 0 ) = cl X U ⊂ X is compact and hence is metrizable, see [9] . Thus there exists a sequence of points {x k } k in U ∩ X 0 converging to x 0 . 2 Remark 5. We do not know whether X is a Fréchet space or not if X is a weakly locally compact hemicompact ℵ 0 -space and a k-space. Here, a Fréchet space is a topological space such that for every set A in X, each accumulated point x of A is the limit of a sequence in A.
Theorem 7. If the space X satisfies all conditions (i)-(iv) in the Main
Proof. At first, by Lemma 8,
Let Y be a compact metrizable space and C, K an F σδ -set and a closed set in Y , respectively. For an arbitrary ε ∈ (0, 1) and every continuous map ↓Φ : Y → B n (X), while its restriction ↓Φ| K is a Z-embedding, we shall define a continuous map ↓Ψ : Y → B n (X) such that
The proof of this theorem is divided into two parts. We construct a map Ψ in Part I and verify that the map Ψ satisfies (1)- (4) in Part II.
PART I:
By the Mapping Replacement Theorem [8, Theorem 5.3 .11], we can assume that
Define a continuous function δ :
Then by (5), y ∈ K if and only if δ(y) = 0. For each k ∈ N, let
By [8, Proposition 4.1.7] and Lemma 10(2), there exists a homotopy H : B n (X) × I → B n (X) such that
for every ↓f ∈ B n (X) and t ∈ (0, 1]. Let
It is obvious that ↓Ψ 0 is continuous on Y and
To construct a desired map Ψ : Y → USC(M ), we shall adjust the map Ψ 0 . By the condition (iv) of the Main Theorem, we can choose two distinct non-isolated points u, v ∈ X \ K n and μ ∈ (0, 1) such that
Also, by Lemma 11, there exists a sequence {u k } k of isolated points converging to u. Trivially, we can assume that {u k } k consists of distinct points and
Step One: Change Ψ 0 (y) at some neighborhood of the points r −1 (u).
As our assumptions, r
for every i ≥ n + 1. Therefore, using Lemma 6, we can define the continuous map
as follows
is well-defined and continuous. And
o t h e r w i s e .
Moreover, using Lemmas 6 and 7, it is not hard to verify that
Therefore, by (10) and Lemma 4, there exists a continuous function β :
By (8)- (12), it is not hard to verify that
satisfies the following requirements:
Step Two: Change the values of Ψ 1 (y) at the points {(u k , i)} k , i ≥ n + 1.
Using it, we can define
Then the function γ : Y \ K → (0, 1] is well-defined and continuous. Since γ(y) ≤ γ 0 (y) for every y ∈ Y \ K, by (17), we have
It follows from (19) that Moreover, since q(y) ≡ 0 in using Lemma 6, by (26), (32), we have (33) for every y ∈ Y \ K, the continuous points of Ψ 3 (y) and ones of Ψ 2 (y) are the same on M .
At last, we can define
Then by (27) and (31), we can immediately deduce that
PART II:
We shall show that the map Ψ defined above satisfies (1)- (4). Apparently, by the definition of Ψ, (2) holds. Proof. If y ∈ K, then ↓Ψ(y) = ↓Φ(y) ∈ B n (X). If y ∈ Y \ K, then Ψ 0 (y) ∈ C n (X), and therefore there exists one point z ∈ M n ∩ M such that Ψ 0 (y)(z) ≥ 1 n . By (24) and (32), we have
↓Ψ(y) ∈ A(X) and Ψ(y) is continuous on M if and only if
Hence, ↓Ψ(y) ∈ B n (X). 2
By Lemmas 12 and 13 we know that Ψ(y) satisfies (3). (6) and (34), we have
It follows from the continuities of the maps ↓Φ and δ that Therefore, we have Ψ(y 1 ) = Ψ(y 2 ).
As a conclusion, we have proved that Ψ is an injective. 2 In [15, Proposition 2], the authors showed that ↓C F (X) is an absolute F σδ -space if X is a k-space and ↓C F (X) is metrizable. In [13] , the authors gave many examples to show that ↓C F (X) are not an absolute F σδ -spaces when the spaces X are not k-spaces. Hence, we can put the following open problem.
Open Problem. For a space X with metrizable function space ↓C F (X), is it true that X is a k-space if ↓C F (X) is an absolute F σδ -space?
