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Abstract
We formulate a discrete optimization problem that leads to a simple and informative derivation of a widely used class of spectral
clustering algorithms. Regarding the algorithms as attempting to bi-partition a weighted graph with N vertices, our derivation
indicates that they are inherently tuned to tolerate all partitions into two non-empty sets, independently of the cardinality of the two
sets. This approach also helps to explain the difference in behaviour observed between methods based on the unnormalized and
normalized graph Laplacian.We also give a direct explanation of why Laplacian eigenvectors beyond the Fiedler vector may contain
ﬁne-detail information of relevance to clustering. We show numerical results on synthetic data to support the analysis. Further, we
provide examples where normalized and unnormalized spectral clustering is applied to microarray data—here the graph summarizes
similarity of gene activity across different tissue samples, and accurate clustering of samples is a key task in bioinformatics.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Suppose we are given a set of objects, labelled 1, 2, 3, . . . , N , and a set of pairwise similarity weights, {wij }Ni,j=1,
with wij = wji0 and (for convenience) wii = 0. A large weight wij indicates that objects i and j are very similar.
The associated clustering problem is to bundle the objects into groups so that objects within each group are similar
and objects in distinct groups are dissimilar. Key application areas include computer imaging, pattern recognition,
high-performance scientiﬁc computing, sparse matrix computation, multicasting, graph layout, datamining and bioin-
formatics [1,3,5,7,11,15,21–24,26,27].
Here we focus on one general approach, spectral clustering, that has been invented and re-invented in a number of dis-
ciplines, and has been implemented in publically available software, [10].We begin with some deﬁnitions and notation.
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Let W ∈ RN×N denote the symmetric weight matrix, and let the diagonal matrix D ∈ RN×N have di :=∑Nj=1 wij
as its ith diagonal entry. We refer to the matrix D − W as the Laplacian, and the matrix D−1/2(D − W)D−1/2 as the
normalized Laplacian. We also take the standard viewpoint of regarding the objects as vertices of an undirected graph,
whose edges are weighted according to W.
The Laplacian is symmetric positive semi-deﬁnite with smallest eigenvalue 0 and corresponding eigenvector 1, the
vector with all elements equal to one. We suppose that the graph is connected (in the sense that any pair of vertices
may be connected by a path along non-zero weighted edges). This implies that all other eigenvalues of the Laplacian
are positive; see, for example, [5,24]. We also suppose that there is a unique smallest positive eigenvalue. We will
order the eigenvalues so that 0 = 1 < 2 < 3 · · · N with corresponding mutually orthonormal eigenvectors
v[1], v[2], . . . , v[N ], whence v[1] = 1/√N .
Similarly, the normalized Laplacian is symmetric positive semi-deﬁnitewith smallest eigenvalue 0 and corresponding
eigenvector D1/21. We suppose the eigenvalues may be ordered so that 0= 1 < 2 < 3 · · · N with correspond-
ing mutually orthonormal eigenvectors w[1],w[2], . . . ,w[N ], giving w[1] = D1/21/‖D1/21‖2. The eigenvalues of the
normalized Laplacian satisfy 0i2; see, for example, [24].
We refer to v[2] as the Fiedler vector of the Laplacian and to D−1/2w[2] as the normalized Fiedler vector of the
normalized Laplacian. Note that the normalized Laplacian is similar to the matrix D−1(D − W) that arises when
the Laplacian is diagonally scaled so that the sum of the absolute values across each row is uniform. The normalized
Fiedler vector corresponds to the second eigenvector of this matrix. We will be careful to distinguish between un-
normalized/normalized versions of the Laplacian and Fiedler vector—across different references in the graph theory
literature there is no consistency in the use of the unqualiﬁed phrases.
In the unnormalized case, the idea behind spectral clustering is to compute the second eigenvector of the Laplacian,
v[2], and perhaps other small eigenvectors, v[3], v[4], . . . . In the normalized case, the scaled eigenvectors D−1/2w[2],
D−1/2w[3], D−1/2w[4], . . . of the normalized Laplacian are used. The information in the eigenvectors then forms the
basis for the clustering decisions. The ﬁne details of how the eigenvector information is used vary across the clustering
literature—see [2,21,24] for examples—but they are not important for this work.We are interested in the broad question
ofwhat the eigenvectorsmay tell us.We alsomention that the Fiedler vector computation itself presents some interesting
research issues. The recent code HSL_MC73, [14], implements an efﬁcient multilevel algorithm for approximating the
Fiedler vector of a very large graph.
To illustrate the spectral approach, we generated the data in Fig. 1. Here, the 100 points in the x, y plane are the objects
to be clustered, and the weight wij is taken to be the reciprocal of the Euclidean distance between the ith and jth points.
The ﬁrst 50 points, marked ‘∗’, were generated by adding Normal(0, 1) perturbations to the point (5, 5). Similarly, the
next 35 points, marked ‘◦’, were formed by adding Normal(0, 1) perturbations to (1, 1) and the ﬁnal 15 points, marked
‘×’, are Normal(0, 1) shifts about (−4,−4). The three types of marker thus indicate the three ‘natural’ clusters in
this artiﬁcially generated data. In Fig. 2 we plot the eigenvectors v[2] and v[3] and the scaled, normalized eigenvectors
D−1/2w[2] and D−1/2w[3]. We have used marking consistent with that of the original data: the ﬁrst 50 components
of each vector are marked ‘∗’, the next 35 are marked ‘◦’ and the ﬁnal 15 are marked ‘×’. It is clear from the ﬁgure
that (a) the eigenvectors do carry information about the existence of clusters, and (b) the unnormalized and normalized
versions present this information quite differently. (An explanation of these differences will be given in Section 5.)
Because spectral partitioning has such a diverse range of applications, it is difﬁcult to give a chronological history
of its development. The Fiedler vector is so-called because its key properties were identiﬁed in [6]. An early reference
from a numerical analysis/matrix reordering perspective is [3], which advocated the use of the unnormalized Fiedler
vector. The normalized version was proposed in [24]. The computer science/graph theory perspective is represented in
[2,16,19,21,23,26]. Clustering is a hard discrete optimization problem, and analysis that backs up spectral clustering
is typically limited to
(1) semi-heuristic arguments that justify and help to explain the performance of the algorithm, [3,21,24],
(2) theoretical error analysis that guarantees good results if the data are “sufﬁciently clusterable”, [2,16,19,23,26].
Ourwork contributes to 1, with emphasis on the effect of normalization, and also gives practical results on an application
in bioinformatics.
The main aims of this work are as follows. Sections 2 and 3 present a simple, uniﬁed derivation of the spectral
algorithms that shows naturally how the normalized and unnormalized versions arise, and explains differences in their
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Fig. 1. Data points used for Fig. 2. Pairwise similarity weight is taken to be the reciprocal of the Euclidean distance.
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Fig. 2. Components of the second and third eigenvectors for the data from Fig. 1. Left unnormalized. Right normalized.
performance. The basic idea that we use, relaxing from a hard discrete problem to a tractable continuous one, is not
new, but we believe that our particular viewpoint has merit in terms of simplicity and insight. Section 4 gives a direct
argument that explains why further spectral information is relevant to the task of clustering into multiple groups.
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Section 5 presents illustrative numerical experiments on artiﬁcially generated data. Section 6 applies spectral clustering
to microarray datasets published by cancer researchers.
2. Discrete formulation
Suppose we partition the vertices into two disjoint sets, A and B. We will use the indicator vector y to denote such
a partition by setting yi = − 12 if vertex i is in A and yi = 12 if vertex i is in B. A reasonable starting point for ﬁnding a
good partitioning is to specify the following problem:
min
yi∈{− 12 , 12 }
∑
i,j
(yi − yj )2wij . (1)
The objective function in (1) contains twice the total weight of edges that span the sets A and B. The edges that
span the two sets form what is known as the cut of the partition. As it stands, problem (1) is unsuitable because it is
solved by assigning all vertices into a single cluster. Shi and Malik [21] proposed to remedy this difﬁculty by altering
the objective function (1). We will take the alternative approach of adding an extra constraint. Such a modiﬁcation
has been proposed before, see, for example, [2,24], but the idea of using it to derive a spectral algorithm appears
to be new.
Our next step is thus to introduce a balancing threshold  and consider the problem
min
yi∈{− 12 , 12 }
|yT1|
∑
i,j
(yi − yj )2wij . (2)
The quantity 2yT1 counts the difference between the number of vertices assigned to A and B and hence the constraint
|yT1| dictates how uneven the sizes may be. The choice  = 12 forces the closest possible match. At the other
extreme,  = N/2 allows all bi-partitions, including those that involve an empty set, bringing us back to (1).
An alternative to (2) is
min
yi∈{− 12 , 12 }
|yTD1|
∑
i,j
(yi − yj )2wij . (3)
In this case the extra constraint, |yTD1|, controls the difference between the total weight in the two clusters—we
are balancing the centre of mass. In general, the discrete problems (2) and (3) will be very sensitive to the choice
of balancing threshold . We will ﬁnd, however, that natural relaxation of these problems leads to solutions that are
extremely insensitive to . In a sense, the relaxed versions will look for an appropriate balance at the same time as
ﬁnding a small cut size.
3. Relaxation
To make problems (2) and (3) tractable we follow the widely used procedure of relaxation. More precisely, we
weaken the constraint yi ∈ {− 12 , 12 } to yi ∈ R. This produces a solution y ∈ RN that must be identiﬁed with an
indicator vector. The idea is that the components of y should fall into distinct bands, so that a clustering emerges; as
was observed in Fig. 2.
In moving from yi ∈ {− 12 , 12 } to yi ∈ R, however, we must take care of a scaling issue. Without further constraints,
the objective function∑i,j (yi − yj )2wij could be made arbitrarily small by scaling all components of y: yi → yi .
Hence, we must normalize the size of y. The original formulation yi ∈ {− 12 , 12 } in (2) leads to yTy = N/4, producing
the problem
min
y∈RN
|yT1|
yTy=N/4
∑
i,j
(yi − yj )2wij .
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We ﬁnd it neater to scale each yi by 2/
√
N and hence re-write this as
min
y∈RN
|yT1|2/√N
yTy=1
∑
i,j
(yi − yj )2wij . (4)
For the alternative discrete problem (3) it is natural to add a constraint yTDy = N , where  is some constant. This
may be interpreted as follows. If a particular vertex i has a large overall weight, di , then, since we are minimizing∑
(yi − yj )2wij , it is likely to have a large inﬂuence over the location of other yj values. To mitigate the effect of one
or two highly weighted nodes inﬂuencing the result too strongly, ﬁxing yTDy encourages yi to be close to zero when
di is large (in other words, we avoid committing vertex i strongly to either cluster). On the other hand, if a particular
vertex, i, has an unusually small overall weight, di , then problem (4) is likely to have a solution that takes advantage
of this—making yj small for j 	= i and making yi = O(1), so that all terms in∑ (yi − yj )2wij are small. This type
of solution is unbalanced because it separates the single “outlier” i from the rest of the pack. Replacing yTy = 1 by
yTDy= N makes such a solution infeasible. Another viewpoint is that whilst |yTD1| controls the centre of mass,
yTDy = N normalizes the energy—if particles of mass di are located at points yi on a massless rod with centre of
gravity at the origin, which is then rotated around its origin, then the energy in the system is proportional to yTDy.
After rescaling, the resulting problem is
min
y∈RN
|yTD1|/√N
yTDy=1
∑
i,j
(yi − yj )2wij . (5)
Our discussion above suggests that, compared with (4), this normalized version should be less susceptible to the
inﬂuence of “poorly calibrated” vertices that have abnormally large or small weights.
Problems (4) and (5) may be solved via the following theorem, which is a variation of the Rayleigh–Ritz Theorem,
[13, Theorem 4.2.2]. For completeness, we give a proof.
Theorem 3.1. Let A ∈ RN×N be a symmetric matrix with eigenvalues ordered 1 < 2 · · · N and corresponding
mutually orthonormal eigenvectors x[1], x[2], . . . , x[N ]. Then, for ﬁxed 0< 1, the problem
min
y∈RN
|yTx[1]|
yTy=1
yTAy
is solved by y = x[1] + √1 − 2x[2].
Proof. We may write A = X	XT, where 	= diag(i ) and X has jth column x[j ] with XTX = I . Setting z = XTy, we
can rewrite the problem as
min
z∈RN
|zTXTx[1]|
zTz=1
zT	z,
which simpliﬁes to
min
z∈RN|z1|
zTz=1
N∑
i=1
iz
2
i .
This problem is clearly solved by taking z1 = , z2 =
√
1 − 2 and zi = 0 for i > 2. This corresponds to y = x[1] +√
1 − 2x[2]. 
The following corollary is immediate.
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Corollary 1. For 0<N/2 the relaxed problem (4) has solution
y = 2
N
√
N
1 +
√
1 − 4 
2
N2
v[2]
and for 0<√N‖D1/21‖2 the relaxed problem (5) has solution
y = √
N‖D1/21‖22
1 +
√
1 − 
2
N‖D1/21‖22
D−1/2w[2].
Both solutions in Corollary 1 contain a term that is a multiple of 1. These terms have no relevance to the clustering
issue, they simply shift all components uniformly. Hence, for the purpose of using y as a basis for clustering, the relaxed
problem reduces to using v[2] or D−1/2w[2] in the unnormalized and normalized cases, respectively.
In the unnormalized case, the corollary shows that effectively the same solution arises for all values 0<N/2
of the balancing threshold. Now, recall that in the original discrete formulation (2), taking  just less than N/2 cor-
responds to allowing all possible bi-partitions except the pathological case where one set is empty. We conclude that,
after relaxation, the algorithm is completely insensitive to the particular choice of  in (2)—it is willing to tolerate all
non-trivial cluster sizes.
4. Third eigenvector
It is natural to expect that the eigenvectors corresponding to larger eigenvalues of the Laplacian may have some
relevance for clustering. One way to see this is to note that, for example, minimizing
∑
i,j (yi − yj )2wij over y ∈
RN subject to yTy = 1, |yTv[1]|1 and |yTv[2]|2, with 21 + 22 < 1, produces the vector 11/
√
N + 2v[2] +√
1 − 21 − 22v[3]. (This can be proved along the lines of the proof of Theorem 3.1.) In this sense, v[3] is the “next best
direction, after the Fiedler vector,” in which to search.
However, a more intuitive reasoning is possible. To see this, we begin with the following lemma.
Lemma 4.1. If the weights are altered so that
wij → wij − v[2]i v[2]j , (6)
for any ﬁxed > 3 − 2, then the new weight matrix has Fiedler vector v[3]. Similarly, if
wij → wij − 
√
diw
[2]
i
√
djw
[2]
j , (7)
for any ﬁxed > 3 − 2, then the new weight matrix has normalized Fiedler vector D−1/2w[3].
Proof. Perturbation (6) does not change the diagonal matrixD. The new LaplacianD−W +v[2]v[2]T has eigenvalues
1, 2 + , 3, . . . , N and corresponding eigenvectors v[1], v[2], . . . , v[N ]. By construction, 3 is now the second
smallest eigenvalue, so v[3] is the Fiedler vector.
The normalized case may be proved similarly. 
To interpret the lemma in the unnormalized case, recall that the original Fiedler vector, v[2], may be regarded as an
attempt to split the vertices into two sets. Since, |yT1|2/√N in (4), we would expect v[2]i and v[2]j to have
• the same sign if i and j are assigned to the same cluster,
• opposite signs if i and j are assigned to different clusters.
Perturbation (6) then
• decreases the weight wij if i and j were placed in the same cluster by v[2],
• increases the weight wij if i and j were placed in different clusters by v[2].
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Hence, we may regard v[3] as solving a new problem where we have attempted to remove the automatic bias toward
bi-partition. Thus v[3] may reveal some of the ﬁner structure in the pairwise afﬁnity data.
The idea in Lemma 4.1 extends to higher eigenvalues. Generally, subtracting sufﬁciently large multiples of v[2]v[2]T,
v[3]v[3]T, . . . , v[k−1]v[k−1]T promotes v[k] to the position of Fiedler vector.
Similar arguments apply in the normalized case. In (7) the perturbation also takes account of the total weight of each
node.
We also remark that perturbations (6) and (7) will, in general, introduce negative weights. This does not invalidate
the arguments in Sections 2 and 3. Making wij more negative corresponds to specifying that i and j are more dissimilar
and encourages yi and yj to be placed further apart in the minimization of the objective function∑i,j (yi − yj )2wij .
5. Numerical illustrations
We now examine the behaviour of the algorithms in practice, in the light of the preceding analysis.
To begin, we return to the example in Section 1. In the top left picture of Fig. 2 we see that the unnormalized Fiedler
vector, v[2], is able to identify the three natural clusters. The smallest cluster of 15 ‘×’ points gives rise to the largest
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Fig. 3. Top row: three datasets. Similarity weights are given by the reciprocal of the Euclidean distance. In the top left picture, the ﬁrst 50 points,
marked ‘∗’, form one obvious cluster and the second 50, marked ‘◦’, form another. In the middle picture the ﬁnal (100th) point is moved away, and
in the right picture it is moved further away. Second row: components of v[2] for the unnormalized Laplacian. First 50 components are marked ‘∗’
and second 50 components are marked ‘◦’. Third row: components of D−1/2w[2] for the normalized Laplacian. Fourth row: components of v[3] for
the unnormalized Laplacian. Fifth row: components of D−1/2w[3] for the normalized Laplacian.
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Fig. 4. Zoom in of the second and third pictures on the second row of Fig. 3. This shows the ﬁrst 99 components of v[2] for the unnormalized
Laplacian with the Dataset 2 (upper picture) and Dataset 3 (lower picture).
components |v[2]i |. This can be understood from an extension of the argument in Section 3 concerning outliers. The
‘×’ data produces relatively small weights and hence the two-sum ∑ij (yi − yj )2wij can be minimized subject to
yTy = 1 and |yT1|2/√N by assigning quite large values to the corresponding yi components and small values,
with opposite sign, to the ‘◦’ and ‘∗’ data points. Further evidence of this phenomenon is seen by the stand-out value of
≈ −0.45 assigned to the 94th data point. This point is the ‘×’ towards the lower left corner of Fig. 1 with coordinates
(x, y) ≈ (−7.6,−4.1). This “outlier within the outlier group” has been given special prominence. Because v[2] was
able to separate the three main clusters, the third eigenvector, v[3], gives no further information in that respect—instead
it focuses on the outlying point.
By contrast, the top right picture in Fig. 2 shows that the normalized Fiedler vector, D−1/2w[2], separates the data
into two clusters, bundling together the ‘×’ and ‘◦’ points so that the clusters are of equal size. From the point of view
of Section 3, this makes sense because the normalized version is insensitive to the relatively small weights present in
the ‘×’ set. The third scaled eigenvector of the normalized Laplacian, D−1/2w[3], successfully breaks down the ‘◦’ and
‘×’ points, as we would expect from Section 4.
Overall, although both algorithms correctly identify the three main clusters, it is interesting to note from Fig. 2 that
only the unnormalized case was able to highlight the unplanned outlier that turned up. Whether this extra information
is of value depends, of course, on the opinion of the user and the context in which the algorithm is applied.
In Fig. 3 we illustrate further the outlier effect. The top left picture shows Dataset 1, given by 50 clustered ‘∗’ points
and 50 ‘◦’ points. As before, similarity weights are given by the reciprocal of the Euclidean distance. For Dataset 2,
shown in the upper middle picture, we move the 100th data point away from its cluster, and in Dataset 3 we move
it further away. For each dataset, the unnormalized Fiedler vector, v[2], is shown in the second row. We see that for
Dataset 1, v[2] perfectly separates the two clusters, whereas for Datasets 2 and 3, it appears that v[2] has distinguished
only between the outlier and the rest of the pack. Fig. 4 zooms in on components 1–99 of v[2] for Datasets 2 and
3. It shows that, for Dataset 2, a generous observer may regard v[2] as revealing the two large clusters, but for the
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Fig. 5. Top row: the dataset. Similarity weights are given by the reciprocal of the Euclidean distance, with the exception that the weight between the
50th and 51st objects has been re-set. (These two points are marked with large crosses and joined by a dashed line.) Left column uses w50,51 = 102,
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components of D−1/2w[2] for the normalized Laplacian. Fourth row: components of v[3] for the unnormalized Laplacian. Fifth row: components
of D−1/2w[3] for the normalized Laplacian.
Dataset 3 all information has been lost. For Datasets 2 and 3, the fourth row of Fig. 3 shows that, as we would expect
from Section 4, the third eigenvector of the unnormalized Laplacian, v[3], is able to distinguish between the ‘∗’ set and
the non-outlying ‘◦’ points—these were regarded as a single set by v[2].
The third row in Fig. 3 shows the normalized Fiedler vector,D−1/2w[2]. Here, as wewould expect from the discussion
in Section 3, the results are relatively insensitive to the presence of the outlier. For Datasets 2 and 3, D−1/2w[2] clearly
separates the two big clusters and also isolates the outlying point. Because the second eigenvector has captured all
relevant information, the third eigenvector, D−1/2w[3], shown in the ﬁfth row, gives no added value.
Fig. 3 shows what happens when a node is given relatively small weights. In Fig. 5 we create an opposite effect. The
data are displayed at the top of Fig. 5. As in Fig. 3, there are two clusters of 50 points, marked ‘◦’ and ‘∗’. However, the
weight w50,51 that associates the ﬁnal ‘◦’with the ﬁrst ‘∗’ is artiﬁcially inﬂated. The left column uses w50,51 = 102, the
middle column uses w50,51 = 103 and the right column uses w50,51 = 104. (The maximum weight wij over all other i
and j was 12.1.) In all three cases, the unnormalized Fiedler vector, v[2], was able to distinguish the two large clusters
(1–49 and 51–100) and isolate the extra points (50 and 51). Here, because i, j ∈ {50, 51} have large weights in the
two-sum
∑
ij (yi − yj )2wij , the optimal solution is likely to have y50 ≈ y51. To maintain |yT1|2/
√
N , y50 and y51
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are placed near the origin and the remaining yi values split into two groups of opposite sign. Because v[2] has captured
the tri-partition, the third eigenvector, v[3], adds no further information.
The normalized Fiedler vector, D−1/2w[2], behaves differently according to the size of w50,51. For w50,51 = 102, the
algorithm is similar to the unnormalized version. For w50,51 =103, D−1/2w[2], creates a bi-partition where the {50, 51}
pair are split from the rest, but no further information is provided about the existence of two large clusters. Here, the
constraint |yTD1|/√N , which balances the centre of mass, is strongly inﬂuenced by the extra large w50,51 value.
For w50,51 = 104, we see the effect mentioned in Section 3 where the nodes 50 and 51 have yi values close to zero. For
bothw50,51=103 andw50,51=104, the third eigenvector,D−1/2w[3], completes the picture by revealing an appropriate
bi-partition of the data points that were lumped together by D−1/2w[2].
As a ﬁnal comment, we note that the examples support the general implication from Section 3 that the spectral
algorithms are searching over all bi-partitions into two non-empty sets, and hence any solution between the extremes
of evenly sized and disparately sized clusters may emerge.
6. Tests with microarray data
To illustrate the performance of the spectral algorithms on real-world data we have used results from threeAffymetrix
oligonucleotide microarray experiments involving leukaemia [4,9], brain tumours [20] and lymphoma [17]. In each
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Fig. 6. Leukaemia: ALL-B (circles), ALL-T (squares), AML (stars). Upper line: scatter plots of the second versus third eigenvectors. Middle line:
components of the second singular vectors. Lower line: components of the third singular vectors.
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Fig. 7. Central nervous system: medulloblastoma (circles), malignant glioma (squares), normal cerebella (crosses), primitive neuro-ectodermal
tumour (stars), rhabdoid (triangles). Upper line: scatter plots of the second versus third eigenvectors. Middle line: components of the second singular
vectors. Lower line: components of the third singular vectors.
case the data of interest can be regarded as an array A ∈ RM×N , where aij records the activity of the ith gene in the jth
sample. We focus here on clustering the samples, and hence we form the weight matrix W = ATA and regard wij as a
measure of similarity between samples i and j. (Comparable results were obtained when we formedW as a correlation
matrix.) For these datasets a breakdown of the samples into subcategories is available, and hence the clustering results
can be judged. However, an ultimate goal in this area is to use clustering methods to discover new information, for
example to classify a new patient’s tumour.We remark that the related problem of simultaneously clustering genes and
samples is considered in, for example, [12,18].
A general conclusion from our tests on microarray data is that the normalized spectral algorithm is far superior to the
unnormalized version at revealing biologically relevant information. This phenomenon can be attributed to the wide
range of entries in the similarity weight matrix and the relative insensitivity of the normalized algorithm. Hence, in
presenting results we display output from both algorithms, but focus on describing the normalized case.
The initial leukaemia dataset [9] has bone marrow samples fromN =38 patients. Here, 27 samples are categorized as
ALL and 11 are categorized asAML, withALL being further subdivided into B and T cell types. Expression intensities
are given for M = 7129 genes. We have used a post-processed version of the data as published in [4], which involves
M = 5000 genes. All expression intensities smaller than 20 were changed to 20. We remark that several methods have
been tested on this data [4,8,18,25].
Fig. 6 shows the performance of the two spectral algorithms: the ﬁrst two columns correspond to the unnormalized
version (the second column zooms in on the ﬁrst one) and the third column corresponds to the normalized version of
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Fig. 8. Lymphoma: B-CLL (biopsy/puriﬁed) (circles), B-CLL (biopsy) (dots), GC B-cell (stars), non-GC B-cell (squares), cord blood B-cell
(diamonds), DLCL (biopsy/puriﬁed) (triangles right), DLCL (cell line) (triangles up), BL-Burkitt (cell line) (triangles down), BL (biopsy/puriﬁed)
(pluses), FL (crosses). Upper line: scatter plots of the second versus third eigenvectors. Lower line: components of the second singular vectors.
the algorithm. The top row shows scatter plots of the second versus third eigenvectors. The second and the third rows
show components of the second and the third eigenvectors, respectively.
The normalized scatter plot (top right) exhibits a good separation of the samples into the three known clusters.
The second normalized eigenvector alone did a good job of distinguishing all three clusters and the third normalized
eigenvector separated ALL-B from the rest of the samples. The unnormalized version only separated the three outliers
with smallest overall expression levels.
We next analysed the dataset A1 of [20], consisting of expression values of M = 7129 genes measured in 40 brain
tumour samples: 10 medulloblastomas (MD), 10 malignant gliomas (Mglio), 4 normal cerebellas (Ncer), 6 primitive
neuro-ectodermal tumours (PNET) and 10 rhabdoids (Rhab). We changed allexpression intensities smaller than 20 to
20 and then removed the genes with constant expression 20 across all samples.
In Fig. 7 we see that overlapping of the brain tumour subgroups is slightly larger than in case of leukaemia. This
indicates that tumour subclasses may share some of the active genes. MD (circles) and Rhab (triangles) were separated
from the Ncer (crosses) and Mglio (squares) by the second normalized eigenvector. Strong correlation of Ncer and
Mglio was alsomentioned in [25]. The third normalized eigenvector separated theMD (circles) and Ncer (crosses) from
the group of the Rhab (triangles) and Mglio (squares). In general, two normalized eigenvectors were able to separate
four out of the ﬁve brain tumour subgroups.
Data from [17] included ﬁve cell types: B cell-derived chronic lymphocytic leukaemia (B-CLL), normal B cell
subpopulations (B-cell), diffuse large cell lymphoma (DLCL), Burkitt lymphoma (BL), and follicular lymphoma (FL).
The authors in [17] draw a few conclusions from comparison of gene expression proﬁles of CLL to those of B cell
subsets: GC (centroblasts and centrocytes), non-GC (naive and memory) and GC-independent cord blood B cells. First,
they recognized puriﬁed and non-puriﬁed cases of B-CLL as different. In Fig. 8 these are clearly distinguished by the
second normalized singular vector. Note that the dots, the only non-puriﬁed biopsy in the dataset, are situated far right
in the scatter plot (top of the D−1/2w[2] plot). Moreover, two groups of cell lines DLCL and BL are situated together
on the left-hand side of the scatter plot (bottom of the D−1/2w[2] plot). There is clear separation of puriﬁed biopsy
DLCL from cell line DLCL but only marginal separation of these subgroups in case of BL. Second, in [17] CLL is
identiﬁed as signiﬁcantly more related to non-GC than to GC. This is in agreement with our result: the second (and
the third) normalized singular vector placed non-GC closer to B-CLL than GC. Finally, [17] found that CLL is more
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related to non-GC than to GC-independent cord blood B cells. In Fig. 8 cord blood B cells are closer to B-CLL than
GC or non-GC.
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