Abstract Hidden Markov Models have many applications in signal processing and pattern recognition, but their convergence-based training algorithms are known to suffer from over-sensitivity to the initial random model choice. This paper describes the boundary between regions in which ensemble learning is superior to Rabiner's multiple-sequence Baum-Welch training method, and proposes techniques for determining the best method in any arbitrary situation. It also studies the suitability of the training methods using the condition number, a recently proposed diagnostic tool for testing the quality of the model. A new method for training Hidden Markov Models called the Viterbi Path Counting algorithm is introduced and is found to produce significantly better performance than current methods in a range of trials.
Introduction
Hidden Markov Models (HMM) have applications in many areas from speech recognition [1] [2] [3] [4] , to computer vision including gesture recognition [5] , face recognition [6] and handwriting recognition [7] .
Previous studies [8] [9] [10] by the authors have shown that ensemble learning is superior to Rabiner's multiplesequence learning method [1] when applied to a 5-state model involving short observation sequences and leftright models, which are of particular interest in speech recognition applications. However, it was noticed in some trials that when training on a single sequence, Rabiner's method was superior to ensemble learning, and no benefits were to be found by forming an ensemble of models, each initialized randomly and trained on a copy of that single sequence.
This suggested that there may be a boundary in parameter space separating regions in which Rabiner's method was superior to ensemble learning. The purpose of this paper is to investigate the general shape and location of this boundary, and to suggest a procedure for determining which method to use in a given situation.
Recently McCane and Caelli [11] introduced techniques for understanding the general quality of the structure of any HMM based upon the rank of the combined transition and emission matrices. This paper also includes a comparison of this methodology with the well-established technique of train-and-test for determining the effectiveness of different training algorithms.
A theme of this paper is that there are essentially three different ways of training an HMM from multiple training sequences irrespective of the update equations. These are as follows:
ț Each iterative update takes into account all of the training data in a single step (e.g., Rabiner and Juang's multi-sequence training method [2] , implemented in the Bayes Net Toolbox [12] ). ț Training is done separately on separate models for each sequence, and then the models are combined (e.g., Mackay's [13] ensemble methods as examined in [8] [9] [10] ). ț Separate training sequences are alternately used by the training algorithm, and a common underlying model is updated with each presented sequence (e.g., Viterbi Path Counting algorithm as described in this paper).
In order to study the mechanism of HMM training, this paper focuses upon established training mechanisms (Baum-Welch and Ensemble Averaging) as well as an algorithm called Viterbi Path Counting (which is related to Stolcke and Omohundro's Best-First model merging algorithm [14] , which merges models using Viterbi's algorithm to form sequence counts) to represent these three distinct methods. These are investigated in terms of their relative performance in different regions of the para-meter space for the model size, model structure, the length of the sequences, and the number of distinct sequences.
The paper concludes with a study showing the relationship between the inverse condition number of the initial generating model and the inverse condition number of the models produced by each of the three methods: BaumWelch, Ensemble Averaging, and Viterbi Path Counting. The results of a gesture recognition trial using these three methods are also mentioned briefly.
Background and notation
A hidden Markov model [2] consists of a set of N nodes, each of which is associated with a set of M possible observations. The parameters of the model include (1) 
with elements b im denoting the probability of observing symbol m [1, M] given that the system is in state i [1, N] . Rabiner and Juang denote the HMM model parameter set by λ = (A, B, ) . The model order pair (N, M) together with additional restrictions on allowed transitions and emissions defines the structure of the model (see Fig. 1 for an illustration of two different transition structures). The Baum-Welch algorithm is an "iterative update" algorithm which re-estimates parameters of a given hidden Markov model to produce a new model which has a higher probability of generating the given observation sequence. This re-estimation procedure is continued until no more significant improvement in probability can be obtained and the local maximum is thus found. Alternatively, in some applications a fixed number of iterations is used to prevent over-fitting to the training data. This paper focuses upon the stopping criteria rather than a fixed number of iterations. The re-estimation procedure is initiated with a random set of HMM parameters that match the known structural constraints on the HMM (using Left-Right models only). This guarantees that every step of the convergence generates a left-right model. However similar results are often obtained when no transition constraints are placed upon the initial model.
For example, if it is known that the model is left-right and always starts in state 1, set = [1, 0, 0, %, 0]
T and A to upper-triangular. Other elements of A and B are then set to random values with the constraint that the row sums must equal unity to ensure that rows can be treated as probability mass functions. Note that elements of the matrices A and B that are set to zero will remain zero after re-estimation due to the nature of the algorithm. Hence the structure is preserved throughout the procedure. If the starting node is not known, then initially the elements of can be set randomly with the constraint that the sum must equal unity as before. After the re-estimation runs to completion, one element, j say, will be close to unity and all other elements will be negligible. The index j would then represent an estimate of the starting node for this sequence.
Rabiner and Juang multiple sequence method
Now consider the case where K observation sequences are known to be generated by the same HMM and the objective is to determine the HMM parameters that yield high probability of generating all K observed sequences.
Rabiner and Juang [2] proposed just such a multisequence training algorithm using the K observation sequences at each stage of the Baum-Welch re-estimation to iteratively update a single HMM parameter set. The reestimation formula for this type of iterative update method is as follows (reproduced from [2] ):
where
is the inverse of the prob-ability of the current model estimate generating training sequence k, evaluated using the forward algorithm [2] . The Forward and Backward algorithms are used to calculate ␣ k t (i) and ␤ k t (i) using the observation substrings O(1 % t) and O(t + 1 % T) respectively.
The form of the re-estimation relation for depends upon the model structure and is trivial in the case of leftright models (the only case covered in [2] ), where = [1, 0, 0, % 0]
T by assumption. For other models, such as cyclic (see Fig. 1 ), one method is to run the Baum-Welch re-estimation procedure to completion on each of the K observations to estimate the starting node as above and take a simple average of the starting node distribution over all sequences. (Note that if the source model were known, it would be simple to use the Viterbi algorithm [2] to estimate the starting node.)
A well known problem with this method is that it only finds a locally optimal solution. Thus methods capable of broader analysis of the search space are sought.
Ensemble averaging methods
The second approach described here is a special case of the method suggested by Mackay [13] where an ensemble of models is trained. In this paper, one model is estimated for each of the K observation sequences (other approaches are possible but are not considered here). This enables the formation of K independent model estimates from the training sequences. From these, the next step is to examine the efficacy of combining the independent parameter estimates using a range of simple averaging techniques of the following form:
where W k is the weighting factor for each sequence and
). The quality of all model estimates is judged by the probability of that model generating an unseen set of test sequences from the same source as the K training sequences as described below.
The intention is to improve on Rabiner and Juang's method described above using a weighted combination of an ensemble of learnt models to avoid local minima traps as much as possible. Although each sequence is matched to the structure of each model, structure is not incorporated in the averaging step itself. It therefore places a limited reliance upon structure information. This paper only focuses upon uniform weighting methods in the search for the best model. For an evaluation of other weighting schemes see [8] .
Viterbi path method
The Viterbi-path training algorithm is as follows. For a vector of training sequences o i (t) for time t [1, T] (where T is the sequence length and i is the sequence index) and a specified HMM model structure we perform the following training procedure:
loops, numFseq)
Initialisation: 1. Create counter matrices A c , B c , c by setting their elements to be 0 if the corresponding element in A, B, respectively is zero, and set them to a user-specified initial seed c 0 otherwise as defined by (6) .
Recursion: 2. Iterate as follows:
for i←1 to loops do for j ← 1 to numFseq do 2.1. Define temporary HMM matrices AЈ, BЈ, Ј to be a function of the normalized counter matrices as defined by (7)- (9). These are used to locate the best path estimate for the current training sequence and incorporate additional randomness to help avoid local minima traps. 
Termination:
3. Return the final estimate A n , B n , n of the model parameters to be the normalized counter matrices, where the subscript n is a label denoting normalization. The parameter loops is a fixed number of iterations chosen by the user. Other means of determining the stopping point of the algorithm exist including measures quality of fit to the training data. However this method of determining the stopping point is simple and has produced reliable results on the trials to-date. The parameter numFseq is the number of training sequences in the training set.
The parameter
may be adjusted to improve the performance. Increasing initialFval assigns a higher weight to the initial count values than to the new data. The term recurrentFfrac describes a factor used for a randomizing term that is added to the ongoing estimates AЈ, BЈ, Ј of the model parameters in order to help avoid local maxima traps during the training process. This does not alter the counter matrices, but it does allow the selection of the best path some more flexibility. The usage is as follows:
where modelFstructure is a binary mask which determines whether the model is left-right, cyclic, or any other structure. This is determined at the start of the training process from the non-zero elements of the initial seed model. The term rand(N, N) is an N ϫ N-dimensional matrix of random numbers in the interval [0, 1] which is designed to reduce the likelihood of local maxima traps during convergence.
This method simplifies the training process because it simply counts states and transitions, and estimates the model parameters from those total counts. The hard work of finding the best path is hidden within the call to the Viterbi algorithm. In addition, the dependence upon the initial model is minimized because the model starts out in a maximum entropy state. It should be compared to the Best-First model merging method of Stolcke and Omohundro [14] but instead of merging models, it iteratively inserts the training sequences into a single fixed model structure using Viterbi's algorithm to select the path to be incremented.
In contrast, Rabiner and Juang's method relies on complex re-estimation formulae which make it difficult to find globally optimal solutions and there is a high degree of dependence upon the initial seed value.
There are three parameters which may be adjusted in this algorithm. The number of iterations is an important parameter. The initial counter values of the matrices may be adjusted by the initialFval parameter. Finally, the choice of path may be selected using models other than the counter models -for example, a random model could be added to the counter model to slow down the rate of convergence and perhaps avoid local maxima traps (this third option is implemented in this paper using the recurrentFfrac parameter, which contributes a specified multiple of a random model with the correct transition structure to the current estimate A c before normalization).
Note that the method is not a standard EM-type training algorithm because the up-date rule depends upon local counts of the number of modifications of each branch of the model. In contrast, EM algorithms operate upon the probabilities from the previous iteration alone. Another difference from standard EM-type methods is that the sequences are presented individually in turn, rather than simultaneously.
It is also interesting to note that the Viterbi path counting method depends upon the order of the training sequences, unlike the other methods investigated in this paper. The question of whether sequence ordering makes a significant difference to learning will be the subject of future research. The EM algorithm also has another property which the Viterbi Path Counting algorithm doesn't have; the joint probability of the training patterns is guaranteed to increase with each iteration.
HMM diagnostics
McCane and Caelli [11] proposed a set of methods for ascertaining the characteristics of a given HMM based upon its parameters in terms of three key indicators: (1) The HMM Condition Number, (2) Residual Sum Vector, and (3) Conditional Information Content.
These measures provide an indication of the contributions of the different parts of the HMM to the properties of the model in terms of predicting observation and state sequences. The condition number is calculated from the concatenation of the A and B matrices, and indicates the likelihood of generating the correct state sequences using row independence on the augmented matrix of A and B as the measure. The residual sum matrix identifies which states or observation sequences need to be refined or removed from the model to improve it. The last measure is based on Mutual Information and identifies if the HMM is likely to perform better than a simple Bayesian classifier (trained with Maximum Likelihood techniques) using the B matrix alone. This paper focuses upon the condition number and compares it with the standard measures of model quality based on the train and test methodology.
Train and test methodology
For each parameter set, seed models were generated (the Initial Generating Models, or IGMs), and used to generate ensembles of sequences. Ensemble learning and Rabiner and Juang's method were compared using the train-andtest paradigm [8] . The method of model quality evaluation for a model M using a test sequence set S was to evaluate the model quality, given by
for sequence probabilities p(s|M). In other words Q(M) represents the joint probability of all test sequences S being generated by model M.
The methods were compared over a range of parameters. The range was selected to correspond with situations that arise most commonly in the use of HMMs. Only left-right models were investigated. The training set contains trials samples, where a maximum of mcfrac samples are really different, and the rest are duplications of the mcfrac samples. The test set contains unseenFtrial samples. The whole process of training and testing is repeated nFrepetitions times for each model. There were 10 initial generating models created randomly for each parameter setting. This is a relatively small number but we believe that the number was sufficient given the consistency of results and overall large number of parameter sets studied.
The test process used exactly the same number of trials as the training process, so trials = unseenFtrials.
In all experiments, the number of loops for Viterbi Path Counting was loops = 10, the initial value parameter for Viterbi Path Counting was initialFval = 5 and the recurrent fraction was recurrentFfrac = 1.25.
Two classes of trial were conducted, involving the variable pairs (N, mcfrac) and (M, seqFlength) respectively, keeping all other variables fixed. Tables 1 and 2 show the parameters used in each trial.
Results and discussion
The relative training method quality indicator is defined as the average quality of ensemble learning minus the 
The results were scaled to improve the comparison by dividing the log probability differences P d by the number of sequences and by the sequence length to form a new normalised parameter P which describes the per-symbol difference in a way which treats all parameter combinations on an equal footing. The results are shown in Figs 2-4.
The analysis gives an indication of the boundary between regions in which ensemble learning is superior to Rabiner's method, and vice versa. These results spanned a broad range of parameters and are sufficiently consistent to suggest that a general trend has been found with this technique.
In general, for arbitrary left-right models, it is best to use Rabiner's method when the number of sequences is less than or equal to 2, and use ensemble learning for 3 or more sequences. However the boundary is quite irregular, and depends also upon all parameters, so for between 2 and 5 sequences it seems wise to run preliminary trials to determine which method will be best with the particular model structure in question as the best method seems to depend upon the model size. The figure provided could be used to select the best method, or else the methods could be compared on test cases as was done in this paper and the most appropriate method for the particular model geometry could be used for specific situations. This gives a simple way of discriminating between the alternative training methods, based on the train-and-test paradigm. As a general rule, if there are two or more training sequences then ensemble averaging will outperform Rabiner's method for the models investigated in this paper.
HMM condition number methodology
McCane and Caelli [11] have investigated methods for determining the type of an HMM using three indicators of redundancy in the A and B matrix structure. The Residual Sum Vector and Conditional Information Content measures were beyond the scope of this paper. However the HMM Condition Number measure was evaluated on the initial generating models and on the corresponding trained models. From these calculations, two issues were checked:
1. That both the IGMs and the trained models satisfy the criteria for being a well-conditioned HMM. 2. That the quality and condition number indicators correlate with each other.
From these observations we would expect to conclude that respectively either 1. Our trial is appropriate for the evaluation of HMM learning methods (from the IGM indicator functions), or
Our trial is inappropriate for the evaluation of HMM learning methods (from the IGM indicator functions).
Additionally, either ț The methods train well (with some more confidence from the correlations in the indicator functions between the IGM and the trained models), or ț The methods don't train well (as measured by the correlation between the IGM and the trained model condition number values) even if the sequence families do appear to overlap.
In practice, the inverse condition number (ICN) is used for analysis because it is lies in the convenient range [0, 1]. In [11] , it has been conjectured that the best performing HMMs should be those for which the rows of the A and B matrices are nearly linearly independent (i.e., large values of ICN) as this enables maximum discrimination between the state and observation symbols. To calculate the ICN, we form the row augmented matrix C = A͉B and perform singular value decomposition on C. The more independent the rows of C, the less ambiguous the HMM is. We therefore define the inverse condition number by
where min , max are the minimum and maximum singular values respectively. A value of 1 indicates a high degree of independence, and a value of 0 indicates a low degree of independence. It is important to note that because only the largest and smallest singular values are included, there is potential for a significant portion of A and B to have no effect upon the condition number. Table 3 shows the parameters used in the trial. The following quantities were evaluated for these parameters with Rabiner's method, the Ensemble Learning method, and the Viterbi Path Counting method:
ț Average inverse condition number of initial generating models. ț Average inverse condition number of trained models. ț Average model quality on unseen samples.
Results and discussion
The trials were repeated 10 times for left-right models and the results are shown in Table 4 . We found that the ensemble learning method and the Viterbi Path counting produced results with lower inverse condition number than the Rabiner method. Despite this, better quality models (as measured by the fit to the unseen sequence set) were produced as was reported in previous papers [8] . Although the inverse condition number is a guide to how predictive or specific the model is (see Caelli and McCane [1] ), from our trial we can conclude that it does not give an indication of the quality of fit to unseen data. Figure 5 shows the relationship between IGM and the trained models, measured using the inverse condition number on left-right models. Figure 5 provides some insight into the behaviour of learning in HMMs. Despite the disparity in quality, the condition numbers Note that the superior Viterbi path counting method produced a more even range of condition numbers. The results suggest that most HMM training from observation sequences has so little structural information to work from that there is no way the model can be correctly deduced from the sequence set. Figure 5 illustrates this pointeven for the best method with high quality of prediction the amount of information in unused nodes tends to make the condition number measure a poor indicator of model quality. The figure does however show that path counting has a very even condition number spread, which makes good sense from this perspective as this method concentrates upon improving what is known about a very small set of critical nodes at the expense of the bulk of the other nodes which play almost no part in defining the characteristics of the model.
These results display a different characteristic pattern. Whilst all inverse condition numbers are very low, ensemble averaging now produces better-conditioned models than Viterbi Path Counting, which retains the same inverse condition number values. This is despite the fact that Viterbi Path Counting produces better quality models. This confirms the hypothesis that large parts of the model play little part in determining the performance of the model in classification, yet they still affect the condition number.
This in turn suggests that a measure of the quality of conditioning of the HMM should be defined to remove this problem of high sensitivity to nodes which don't play a large part in the model's performance. This should take into account the model structure so that low-probability paths are ignored.
From these results we observe that Viterbi Path Counting does not produce a wide range of condition numbers compared with the other two methods.
Model quality study
For each parameter set, seed models were generated (the Initial Generating Models, or IGMs), and used to generate ensembles of sequences. Ensemble learning, Viterbi path counting and Rabiner's multi-sequence (singleconvergence) method were compared using the train-andtest method [8] . The method of model quality evaluation for a model M using a test sequence set S was to evaluate the model quality, given by
The methods were compared over two sets of parameters. The parameters were selected to correspond with situations that arise most commonly in the use of Hidden Markov Models. Only left-right models were investigated. Table 5 shows the combinations of parameters tested. The main variable of interest was the number of distinct training sequences, which was set to 1 and 5.
The test process used exactly the same number of trials as the training process. Averages were formed using 5 models for each parameter set. Seed models were generated randomly. Test and training sequences were then generated from the seed models. 
Results and discussion
We see that when training from five distinct observation sequences (no duplication), the Viterbi-Path method performs as well as the ensemble learning method, and both outperform Rabiner's method (see Table 6 ). For multiple copies of a single training sequence, an even better result for Viterbi Path was obtained, shown in Table 7 . The Viterbi Path method also produced models with better quality standard deviation. Similar results were obtained using larger numbers of sequences, both distinct and duplicates. Table 9 shows the relative performance and execution times using the classification performance (measured in terms of the number of correct models) using Left-Right models. The parameters used in this trial are shown in Table 8 . It also shows the algorithm execution times for each method.
In an attempt to confirm the simulated data performance results on real-data, we developed a video gesture recognition system which could recognize 26 gestures corresponding to the letters of the alphabet. There were 20 training samples and 10 test samples for each distinct gesture; so there were 780 gesture videos in the database in total. After trajectory estimation and smoothing, the angle of movement of the center of the hand was broken into discretized into 1 of 18 directions over the 25 frames of video to form the discrete observation sequences.
The performance of HMMs obtained via Baum-Welch, Ensemble Averaging, and Viterbi Path training methods were compared using this video dataset. Surprisingly all three methods yielded quite high (80-90%) average recognition rates υ there were no significant performance differences between the three methods.
This suggests that the real data being generated is being distinguished primarily using B-matrix information (i.e., observation statistics), and thus it is not a particularly effective test of A-matrix learning ability (i.e., a-priori knowledge of structure). This is consistent with the design of the three algorithms, since they each have different approaches to learning structure, and similar approaches to symbol statistics estimation. To investigate this hypothesis the authors intend to explore a diverse range of real datasets in an attempt to construct more demanding tests of structurelearning ability.
Conclusions
The observation that Ensemble averaging lies between Viterbi Path and Rabiner's method reflects the fact that the method takes partial account of structure in learning (as each model is trained using Baum-Welch but the averaging step does not incorporate structure). There appears to be a complicated boundary defining the region in which Rabiner's method is superior to the ensemble learning method for small numbers of observation sequences.
The surprisingly good performance of the Ensemble averaging method (which ignores node alignment) can be attributed to the high level of randomness in the structure of the initial generating models. For more than 3 observation sequences, the Viterbi Path counting learning method is generally the best method, followed by Ensemble averaging and Viterbi learning, and for fewer than 3 sequences, Rabiner's method is generally best. Viterbi Path Counting outperforms ensemble averaging in nearly all situations.
These results demonstrate that the size and structure of an HMM, and the training set size and sequence length determine the HMM's training characteristics and they also determine the choice of the best training method in a fairly complex way which can only be ascertained by comparative studies such as the one presented in this paper, or preferably analytic results where available.
The path counting algorithm was the best method on nearly all parameters tested (with the exception of singlesequence datasets in which case Rabiner's method was best). This suggests that the principles incorporated into its design are important. These will be studied in more detail in future work, which may include a study of the algorithms on continuous HMMs as well as a study of their effectiveness on real applications such as speech or handwriting recognition. The Viterbi Path method has recently been compared with Baum-Welch on a hand gesture recognition system and produced superior results which will be reported in future work.
For initial generating models (IGMs) with higher inverse condition numbers, then all three methods produce very low inverse condition numbers. The inverse condition number does not provide a guide to model qualitya poorly conditioned model may fit the training data better than a well-conditioned model if both are trained on the same set of training data.
We observed that the Viterbi Path Counting algorithm produces a small range of inverse condition numbers. In contrast, Baum-Welch and Ensemble Averaging produce a wider range of condition numbers, suggesting that they are less efficient at learning. The Viterbi Path Counting algorithm produced models of the highest quality and classification accuracy in the shortest time, which also suggests that it makes the most efficient use of the data.
A test on a gesture recognition system currently under development was conducted. Although we had expected methods such as VPC to perform significantly better than Baum-Welch estimation, it turned out that similar levels of high recognition accuracy were obtained for all three estimation methods. This may be because this particular recognition task is relatively easy, so all methods do quite well. This result is however consistent with the idea that averaging takes 'partial' account of the structure information. Since there appears to not be much structure information in the gesture data, additional tests on a wider range of methods would help confirm this. It was encouraging that the newer methods performed no worse than the commonly used Baum-Welch method.
Further refinements to the algorithm itself, such as the use of a range of alternative path-selection techniques, the introduction of variable rates of learning, and adapting the implementation according to the model structure and training data set are currently being investigated.
