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Abstract
A well-known technique in estimating probabilities of rare events in general and in
information theory in particular (used, e.g., in the sphere–packing bound), is that of finding
a reference probability measure under which the event of interest has probability of order
one and estimating the probability in question by means of the Kullback-Leibler divergence.
A method has recently been proposed in [2], that can be viewed as an extension of this idea
in which the probability under the reference measure may itself be decaying exponentially,
and the Re´nyi divergence is used instead. The purpose of this paper is to demonstrate
the usefulness of this approach in various information–theoretic settings. For the problem
of channel coding, we provide a general methodology for obtaining matched, mismatched
and robust error exponent bounds, as well as new results in a variety of particular channel
models. Other applications we address include rate-distortion coding and the problem of
guessing.
Index Terms: change-of-measure, error exponent, mismatch, Re´nyi divergence.
1 Introduction
A key approach to obtaining lower bounds on probabilities of rare events is based on the idea
of a change of measure. In this approach, the underlying probability measure is replaced by
a reference probability measure under which the probability of the event in question does not
decay exponentially, and the exponent of the bound is given by the Kullback–Leibler (KL)
divergence between the two probability measures. One then optimizes the estimate over all
reference measures having the property alluded to above. This idea is standard for deriving
lower bounds in large deviations theory (see, e.g., [5, p. 32]), where it is sometimes referred to
as tilting. In the context of information theory it has been used in applications including (i)
∗Research supported in part by the ISF (Grant 1315/12).
†Research supported in part by the ISF (Grant 412/12).
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the derivation of the sphere–packing bound for discrete memoryless channels (DMC’s), using
Csisza´r and Ko¨rner’s method [4, Theorem 5.3]; (ii) Marton’s converse theorem on the source
coding exponent [13]. In the former, the resulting exponential error bound is tight at least in
some range of high coding rates. In the latter, it is virtually always tight (for finite–alphabet
memoryless sources), as there exists a matching upper bound.
In [2], Atar, Chowdhary and Dupuis presented what may be viewed as an extension of this
approach to situations where the probability of the event of interest may also decay exponen-
tially under the reference measure. The estimate is then given in terms of the corresponding
Re´nyi divergence. At the heart of the approach lies the logarithmic probability comparison
bounds (LPCB) that compare the probability of an event under two measures at a logarithmic
scale in terms of the respective Re´nyi divergence. Specifically, if P and Q are probability
measures on a measurable space and A is an event on it then
1
α− 1 lnP (A) ≤
1
α
lnQ(A) +Dα(P‖Q) (1)
for α > 1, where Dα denotes Re´nyi divergence of order α (see definition and details in Section
2). This bound is tight in the sense that, given P and A, one can find Q for which it holds
as equality. Thus if {Pn} and {Qn} are sequences of probability measures and we denote by
EP = − lim supn→∞ n−1 lnPn(A) the exponential decay rate of the probability under Pn and
by EQ that under Qn, then with ∆α = lim supn→∞ n−1Dα(Pn‖Qn), one obtains
EP ≥ α− 1
α
EQ − (α− 1)∆α, α > 1. (2)
This gives a lower bound on the decay rate EP under a sequence of measures of interest in
terms of that under reference measures, EQ. By switching the roles of {Pn} and {Qn} one
obtains an analogous upper bound. One natural use of (2) is when Q is a model for which we
have information on the decay rate (exactly or as a bound), whereas P is harder to analyze. In
this case, a key step is to provide a useful estimate of the divergence term ∆α. Another way to
view (2) is as what is often called a robust bound, where one attempts to obtain performance
bounds on a whole family of true models P , and Q serves in defining this family. For example,
the family of true models might consist of all P for which the divergence from Q does not
exceed a certain bound, in the sense that ∆α ≤ ǫ(α), some ǫ(·). Then it is immediate from (2)
that for all P in the family,
EP ≥ α− 1
α
EQ − (α− 1)ǫ(α). (3)
While the latter has been the main motivation in [2], both viewpoints will be addressed in this
paper. Some benefits of the approach include: (i) the ability to compare, not only probabilities
of a given event, but also expectations of a given function under the two (sequences of) measures
(this relies on a more general inequality than (1); see Section 2), (ii) the presence of the free
parameter α, that can be optimized over in order to tighten the bound, and (iii) the possibility
to derive both upper and lower bounds by the same method.
The objective of this paper is to present the LPCB and the aforementioned method to
the Information Theory audience and to demonstrate its power and usefulness as a tool for
deriving upper and lower bounds in a variety of applications, including both source coding
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and channel coding scenarios. Because it compares two probability measures, the bound is
especially natural to apply in situations of mismatch between the true underlying model and
the one to which the coding–decoding schemes are tailored. Also, as will be seen in the sequel,
in most of these applications, the setting is sufficiently general that no alternative bounds
are available to the best knowledge of the authors, such as, for example, coding for channels
with additive interference of unlimited memory and mismatch. In some of these scenarios, the
exponential bounds obtained are tight in the sense that they are attained at least for some
instance of the problem.
Our main contributions are summarized as follows.
• Highlighting the relevance of the approach to information theory;
• Developing general upper and lower bounds on channel coding error exponents for the
matched, mismatched and robust settings based on the LPCB;
• Using the approach to derive new bounds on error exponents for a host of particular
channel models including Gaussian channels with long memory interference, the inter-
symbol interference channel, the fading channel, and the binary erasure channel;
• Obtaining new bounds for source coding and the problem of guessing.
The outline of the remaining part of this paper is as follows. In Section 2, we present the
LPCB. In Section 3, we explain its use in estimating probabilities of rare events. We also
present a corollary regarding small perturbations between reference and true models. Section
4 is devoted to the channel coding framework. Finally, Section 5 provides further application
examples.
Notation. A vector (deterministic or random) of the form (x1, x2, . . . , xn) will be written
as xn. When the dimension n is understood from the context, the vector will sometimes be
written as the corresponding bold font letter, x. The probability law of a random variable
X under a probability measure P is denoted by PX , and the conditional law of Y given X
under P by PY |X(·|·). When there is no room for ambiguity, these subscripts will be omitted.
Expectation with respect to a probability measure P will be denoted by EP {·}. Again, the
subscript will be omitted if the underlying probability distribution is clear from the context.
The entropy of a distribution Q will be denoted by H(Q).
2 Re´nyi divergence and the LPCB
Let a measurable space (S,F) be given, and denote by P the set of all probability measures
on it. For α > 1 and P,Q ∈ P, the Re´nyi divergence of degree α of Q from P is defined by1
Dα(Q‖P ) =


1
α(α − 1) ln
∫ (dQ
dP
)α
dP if Q≪ P,
+∞ otherwise,
(4)
1Some authors use the factor 1
α−1
rather than 1
α(α−1)
. By choosing the latter we follow the notation used in
[12].
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where Q≪ P denotes absolute continuity of Q with respect to P , and dQdP denotes the Radon-
Nikodym derivative. For α = 1 one extends this definition by letting D1 = D be the KL
divergence, namely
D(Q‖P ) =


∫ (
ln
dQ
dP
)
dQ if Q≪ P,
+∞ otherwise.
(5)
For Q and P fixed, α 7→ αDα(Q‖P ) is nondecreasing as a map from [1,∞) to [0,∞]. Moreover,
if α¯ := sup{α : Dα(Q‖P ) < ∞} and α¯ > 1 then Dα(Q‖P ) is finite and continuous on [1, α¯).
For extension to α ∈ R and many other useful properties of the divergence, see [9], [12], [17]
and [18].
The well-known convex duality between exponential integrals and KL divergence [6] states
that for any bounded measurable function g : S → R, and every Q ∈ P,
ln
∫
egdQ = sup
P∈P
[ ∫
gdP −D(P‖Q)
]
. (6)
It has recently been shown (in [2]; earlier related calculations appeared in [7]) that
1
α
ln
∫
eαgdQ = sup
P∈P
[ 1
α− 1 ln
∫
e(α−1)gdP −Dα(P‖Q)
]
, α > 1. (7)
Formally, one can recover (6) from (7) by taking the limit α→ 1 and using D1 in place of the
limit of Dα as α → 1. Now, as a consequence of (7) one obtains for α > 1 and P,Q ∈ P the
bound
1
α− 1 ln
∫
e(α−1)gdP ≤ 1
α
ln
∫
eαgdQ+Dα(P‖Q). (8)
Given an event A ∈ F , one can take g to assume the values 0 and −M onA and its complement,
respectively, and on taking the limit M →∞, deduce from the above that
1
α− 1 lnP (A) ≤
1
α
lnQ(A) +Dα(P‖Q) (9)
(see [2] for the details). Inequalities (8) and (9) are referred to in [2] as the risk-sensitive
functionals comparison bound and logarithmic probability comparison bound, respectively. It is
important to mention that both inequalities are tight in the sense that given Q and g, there
exists a (unique) measure, namely dP = eαgdQ/Z, Z =
∫
eαgdQ, for which (8) holds with
equality. And given Q [resp., P ] and A for which Q(A) > 0 [resp., P (A) > 0], there exists a
(unique) measure, namely Q(·|A) [resp., P (·|A)] for which (9) holds with equality. Another
useful fact is that both also give lower bound in addition to an upper bound, by interchanging
the roles of the measures. Thus
1
α
lnP (A) ≥ 1
α− 1 lnQ(A)−Dα(Q‖P ). (10)
3 Implications on exponential rate of decay
It is well known that (6) can be used to obtain estimates on probabilities of rare events (see
[6]). By an approach developed in [2], the representation (7) also leads to such estimates, by
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appealing to (8) and (9). We now present this approach. Consider first the simple case where
a sequence of real valued random variables X1,X2, . . . defined on the given measurable space is
i.i.d. under both probability measures P andQ. Denote by Pn andQn the respective probability
laws of the vector Xn = (X1, . . . ,Xn). It is a simple fact that the Re´nyi divergence scales as
Dα(Pn‖Qn) = nDα(P1‖Q1). Thus for n ∈ N and any event An measurable on the sigma-field
generated by (X1, . . . ,Xn), that is, for some Borel subset Bn of R
n, An = {Xn ∈ Bn}, one has
lim sup
n→∞
1
n
lnP (An) ≤ α
α− 1 lim supn→∞
1
n
lnQ(An) + αDα(P1‖Q1). (11)
This gives a comparison of the exponential rates involving only the Re´nyi divergence between
the two marginals. In greater generality, when Xn are not necessarily i.i.d. under the measures
P and Q, with Pn and Qn still denoting the respective probability laws of (X1, . . . ,Xn),
for n ∈ N, let Gn and An be a bounded, measurable function and an event, that are both
measurable on the sigma-field generated by that vector. Then again, from (8) and (9),
1
(α− 1)n lnEP [e
(α−1)Gn(Xn)] ≤ 1
αn
lnEQ[e
αGn(Xn)] +
1
n
Dα(Pn‖Qn), (12)
1
(α− 1)n lnP (An) ≤
1
αn
lnQ(An) + 1
n
Dα(Pn‖Qn). (13)
Denote
E∗(Pˆ ) = − lim sup
n→∞
1
n
ln Pˆ (An), E∗(Pˆ ) = − lim inf
n→∞
1
n
ln Pˆ (An), for Pˆ ∈ P, (14)
and
∆Pˆ ,Qˆα = lim sup
n→∞
1
n
Dα(Pˆn‖Qˆn) for (Pˆ , Qˆ) ∈ P2. (15)
Then
1
α− 1E∗(P ) ≥
1
α
E∗(Q)−∆P,Qα . (16)
Combining this with the bound obtained by interchanging P and Q, one obtains the two-sided
bound on the exponential decay rate under P in terms of that under Q:
α− 1
α
E∗(Q)− (α− 1)∆P,Qα ≤ E∗(P ) ≤ E∗(P ) ≤
α
α− 1E
∗(Q) + α∆Q,Pα . (17)
Note that upper and a lower bounds analogous to (17) can be deduced from (12) for limits of
the left-hand side of (12). In the sequel, when the limits exist, we write E∗(·) and E∗(·) as
E(·). We will usually take P to be the model of interest, or the ‘true’ model, and Q will be
the reference model.
It is instructive to note that inequalities (12) and (13), that are valid for each n, provide
some information that is lost when passing to the limit, as for example in the i.i.d. case alluded
to above, where the divergence term n−1Dα(Pn‖Qn) = Dα(P1‖Q1) is given explicitly. This
viewpoint of the approach has been further developed in [2]. However, in this paper, we will
use the bounds exclusively in their limit forms, given by (17).
To relate (17) to the standard change of measure technique, consider the upper bound on
E∗(P ) (which corresponds to a lower bound on probabilities) in the case where the probabilities
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of the event of interest are order 1 at the logarithmic scale, namely E∗(Q) = 0. Then one can
take α → 1. Since the divergence term converges (formally) to that given in terms of the KL
divergence, the standard change of measure method recovers.
The bounds (17) are useful when for a given model of interest P , one can find a reference
model Q for which the exponents are known or can be bounded, and at the same time, one
can efficiently estimate the divergence term. This is demonstrated in this article several times.
Whereas the case alluded to above, in which both P and Q have i.i.d. structure, is most
instructive, we will apply the bounds (17) in scenarios that go far beyond that. In fact, the
bound we develop are more effective in situations where the model of interest P has long
memory properties (such as, in the setting of channel coding, models that have interference,
fading or erasure with long range correlations).
Second moment bounds
A useful framework is when the true model consists of a small perturbation of the reference
model. Here we analyze a simple case where the alphabet is finite, and obtain a bound involving
the second moment of the perturbation size. While the proof of the result is simple, it is an
archetype of the argument used several times in the sequel for more complicated models in
which the noise is dominant. These include the very noisy channel (see p. 155, eq. (3.4.23)
of [20]) P (y|x) = Q(y)[1 + ǫ(x, y)] and, in the same spirit, the weak interference channel
P (yt|xn−1, yt−1) = Q(yt|xt)[1 + ǫ(xn, yt)].
Let a vector Xn take values in Yn where Y is a finite set, and assume that the vector is i.i.d.
under both the measures P and Q. Denote by Pn and Qn the respective probability laws of
the vector. Denoting p = P1 and q = Q1, assume that p(y) = q(y)[1+ǫ(y)] for all y ∈ Y, where∑
y q(y)ǫ(y) = 0. Assuming q charges all of Y, so does P , provided that ‖ǫ‖ := maxy |ǫ(y)| is
small. Let An be any sequence of events of the form An = {Xn ∈ Bn}, where Bn is a Borel
subset of Rn and use the notation (14) for E∗(P ) and E∗(Q).
Proposition 3.1 Denote ǫ2 =
∑
y∈Y q(y)ǫ
2(y). Then
E∗(P ) ≤

√E∗(Q) +
√
ǫ2
2


2
+ o(‖ǫ‖2). (18)
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Proof: One has
Dα(q‖p) = 1
α(α − 1) ln
[∑
y
qα(y)p1−α(y)
]
(19)
=
1
α(α − 1) ln
[∑
y
q(y)[1 + ǫ(y)]1−α
]
(20)
≤ 1
α(α − 1) ln
[∑
y
q(y)[1 + (1− α)ǫ(y) + 1
2
α(α− 1)ǫ2(y)] + c(α)‖ǫ‖3
]
(21)
=
1
2
∑
y
q(y)ǫ2(y) + c˜(α)‖ǫ‖3 (22)
=
1
2
ǫ2 + c˜(α)‖ǫ‖3, (23)
for suitable c(α) and c˜(α). Now, by the assumed i.i.d. structure, Dα(Qn‖Pn) = nDα(q‖p).
Thus by (17), for every α > 1,
E∗(P ) ≤ α
α− 1E
∗(Q) + α∆Q,Pα ≤
α
α− 1E
∗(Q) + α
[1
2
ǫ2 + c˜(α)‖ǫ‖3
]
. (24)
The function α 7→ α(α− 1)−1u+αv, α ∈ (1,∞), u, v > 0 attains minimum at α∗ =√u/v+ 1
and the minimum is given by (
√
u+
√
v)2. Therefore
E∗(P ) ≤

√E∗(Q) +
√
ǫ2
2


2
+ α∗c˜(α∗)‖ǫ‖3 =

√E∗(Q) +
√
ǫ2
2


2
+O(‖ǫ‖3). (25)
✷
Remark 3.1 A more general setting is discussed in a recent paper [19] (specifically eq. (50)
therein) where for a parametric family {Pθ, θ ∈ Θ}, one has
lim
θ′→θ
Dα(Pθ‖Pθ′)
(θ′ − θ)2 =
J(θ)
2
, (26)
where J(θ) is the Fisher information. In this case, the bound (18) is valid with
√
ǫ2
2 replaced
by
√
J(θ)/2 · |θ′ − θ|.
4 Applications to channel coding
This section addresses the use of the lower and upper bounds (17) in the context of channel
coding. We begin by considering, in Subsection 4.1, a general framework where we describe
the relevance of the bounds in three contexts: (1) Bounds on performance for a given channel
in terms of a reference channel; (2) Bounds for mismatched decoding; (3) Robust bounds. In
Subsections 4.2–4.5, we consider several specific channel models of interest, where our meth-
ods yield new bounds. These include interference with long range dependence, discrete and
continuous time Gaussian (and non-Gaussian) channels with fading, and the binary channel
with erasure.
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4.1 Generalities
Setting and main estimates
In channel coding, messages are encoded, transmitted over a noisy channel and decoded. The
precise setting that we shall use is as follows. A message m from a set of M = enR messages,
M = {0, 1, . . . ,M − 1}, is encoded into a codeword xm = (xm,1, . . . , xm,n) of length n, whose
coordinates all take on values in a space X , that for the purposes of this paper may be either
finite or a Euclidean space Rk (some k ≥ 1). Here, R > 0 is the coding rate in nats per
channel use. We let Cn = {x0,x1, . . . ,xM−1} denote the codebook. Our analysis allows for
the codebook to be either deterministic or random, settings which we refer to as deterministic
and random coding, respectively. When a codeword xm ∈ Cn is transmitted over a channel, a
channel output y = (y1, . . . , yn) ∈ Yn is produced, where again Y is either a given finite set or
R
ℓ (some ℓ ≥ 1). The decoder observes the vector y and produces an estimate mˆ ∈ M using
a metric decoder, i.e.,
mˆ = argminm∈Mdn(xm,y) (27)
where ties are broken by an arbitrary deterministic rule, and dn(x,y) is an additive decoding
metric function, that is, it takes the form
dn(x,y) =
n∑
i=1
d(xi, yi), (28)
where d : X × Y → [0,∞) is a given Borel measurable function. To describe the model
probabilistically, we consider now the input and output of the channel as random variables,
and write them as X and Y . The message and estimated message are also random now but
still denoted m and mˆ, respectively. The collection of these random variables (for all values of
n), as well as the codebooks (in the case of random coding) are defined on a probability space
(Ω,F , P ). The probabilistic elements and assumptions of the model are as follows:
(i) m is uniformly distributed overM. Consequently (assuming throughout that all codewords
are distinct),
Π(x)
△
= P (X = x) =
{
1
M x ∈ Cn
0 elsewhere,
(29)
for deterministic coding, and
Π(x)
△
= P (X = x| Cn) =
{
1
M x ∈ Cn
0 elsewhere,
(30)
in the case of random coding.
(ii) The model for the channel is described by the conditional distribution of Y given X. This
conditional distribution is denoted by
P (y|x) △= P{Y = y|X = x}. (31)
If we denote by En = {mˆ 6= m} the error event then the error probability is given by P (En). In
the case of random coding, this can be written as P (En) = EP [P (En|Cn)], which is interpreted
as the mean probability of error when averaged over codes. The decoding metric dn is not
8
assumed to be matched to the channel (as is the case, for example, when P (y|x) takes the
product form
∏n
i=1 p(yi|xi) and d(x, y) is proportional to − ln p(y|x)). We will sometimes
assume (without essential loss of generality) that the given code Cn = {x0,x1, . . . ,xM−1} is a
constant composition code (CCC), that is, all codewords have the same empirical distribution,
which converges to a given probability distribution µ = {µ(x), x ∈ X} as n→∞.
A reference channel is another probability measure, Q, on (Ω,F), which models a (possibly)
different channel. In this work, we will always assume that, under Q, the distribution of the
codes (in the case of random coding) as well as the probability of each codeword, is the same
as under P ; specifically, (29) and (30) are valid with P replaced by Q.
For deterministic coding, let Pn and Qn denote the joint distribution of the two n-vectors
(X ,Y ) under P and Q, respectively. It will be assumed that, given n, the correspondence
between m and X is one-to-one. As a result, the error event is measurable with respect to the
σ-field generated by (X,Y ). In the case of random coding, it is not natural to assume that the
correspondence alluded to above is always one-to-one. In this case we use the same notation,
Pn and Qn, to denote the respective distributions of the quadruple (Cn,m,X,Y ). The error
event is then measurable with respect to the σ-field of this quadruple. Thus by (13), we have
for every n and every α > 1, the lower bound
1
n
lnP (En) ≥ α
n(α− 1) lnQ(En)−
α
n
Dα(Qn‖Pn), (32)
and the upper bound
1
n
lnP (En) ≤ α− 1
nα
lnQ(En) + α− 1
n
Dα(Pn‖Qn). (33)
Adapting the notation (14) to the present setting, we write
E∗(R, Pˆ , d) = − lim sup
n→∞
1
n
ln Pˆ (En), E∗(R, Pˆ , d) = − lim inf
n→∞
1
n
ln Pˆ (En), (34)
where Pˆ ∈ P is any channel model, and we emphasize the dependence on the rate R and on
the metric d (however, in the sequel, we sometimes suppress the dependence on R and d when
there is no room for confusion). The notation ∆α from (15) will be used here with Pˆn and Qˆn
again denoting the respective joint distribution of the n-vectors (X,Y ). We thus obtain from
(17), for every α > 1, the bounds
α− 1
α
E∗(R,Q, d) − (α− 1)∆P,Qα ≤ E∗(R,P, d)
≤ E∗(R,P, d) ≤ α
α− 1E
∗(R,Q, d) + α∆Q,Pα . (35)
Three interpretations of the bounds
We identify three ways in which the above bounds can be used. In all cases, we think of P as
the true channel model and Q as a reference.
(i) Bounds on performance of the true channel in terms of a reference channel.
One can obtain lower [upper] bounds on error exponents for true channel models by means
of a lower [resp., upper] bound for a reference model. Suppose that d and a reference channel
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Q are given, where d is matched to Q. More generally, suppose that a parametric family {Qθ}
is given such that a given, fixed metric d is matched to each member of the family. Assume
further that one knows a lower bound, EL(R,Qθ, d) on the error exponent E(R,Qθ, d). Then
for a metric dP that is matched to P , we obtain
E∗(R,P, dP ) ≥ E∗(R,P, d) ≥ sup
α>1
sup
θ
[α− 1
α
EL(R,Qθ, d)− (α− 1)∆P,Qθα
]
. (36)
Similarly, an upper bound is possible for given P and d, when for reference channels Q one
knows an upper bound EU (R,Q, d) on E(R,Q, d) (when d is not necessarily matched to Q)
and then
E∗(R,P, d) ≤ inf
α>1
inf
θ
[ α
α− 1EU (R,Q, d) + α∆
Qθ,P
α
]
. (37)
(ii) Bounds on performance of mismatched decoding.
When d is matched to a reference channel Q, or a parametric family thereof, the second
inequality in (36) serves as an upper bound on the mismatched error exponent (of using d with
the true channel P ) in terms of matched error exponent bounds (of using d with the reference
channels Qθ to which it is matched). A similar statement is valid for the upper bound (37). To
recapitulate, the above inequalities give bounds on the error exponents under the true channel,
operating with a decoder that is matched to another channel in terms of error exponents of
the latter.
(iii) Robust bounds.
Consider a family F of true channels. As a performance criterion for the decoder, it is of
interest to study the minimum error exponent within the family, namely
E(R,F, d) := inf
P∈F
E(R,P, d). (38)
Optimizing over decoders gives
E(R,F ) := sup
d
E(R,F, d). (39)
Thus E(R,F ) is the best possible guarantee on the performance of all channels within the
family when the communication system operates with a single decoder d (where ‘best’ refers
to the selection of d). We can take advantage of the fact that the aforementioned bounds for
a fixed channel model, P , are independent of P for P ∈ F , in order to obtain information on
E(R,F ). To this end, fix a reference channel Q, and assume that it is a member of the family
F . Then automatically, E(R,F ) ≤ E(R,Q, dQ), where dQ is matched to Q. As far as a lower
bound is concerned, recall that for P ∈ F , and fixed α,
E(R,P, d) ≥ α− 1
α
E(R,Q, d) − (α− 1)∆P,Qα . (40)
Let r(α) = (α− 1) supP∈F ∆P,Qα . Then, for α > 1,
E(R,F ) ≥ α− 1
α
sup
d
E(R,Q, d) − r(α). (41)
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Whereas the max-min problem posed by (39) is typically notoriously hard, the optimization
problem that now appears in the bound is easy to handle, since the optimal decoder for Q is
the one matched to it. Thus we have
sup
α>1
[α− 1
α
E(R,Q, dQ)− r(α)
]
≤ E(R,F ) ≤ E(R,Q, dQ). (42)
The points of view (i)–(iii) presented above will be further explored and demonstrated for
the specific models to be considered.
Implications on general memoryless channels
Here we consider the mismatched channel problem where both P and Q are memoryless. For
simplicity, we assume that X and Y are discrete. Given a metric d, it is natural to consider as
a parametric family of reference channels Q = Qθ,ψ given by
Q(y|x) =
n∏
i=1
q(yi|xi), (43)
where
q(y|x) = qθ,ψ(y|x) = ψ(y) · e
−θd(x,y)∑
y′∈Y ψ(y′)e−θd(x,y
′)
, x ∈ X , y ∈ Y, (44)
and θ ≥ 0 and ψ(y) ≥ 0, y ∈ Y, are the parameters of the channel. Then the decoding metric
d is matched to each of these channels, namely d is the maximum likelihood (ML) decoding
metric for Qθ,ψ for each θ and ψ. It is instructive to note that, as θ → 0, the channel becomes
“noisier”, i.e., the output becomes proportional to ψ(y), independently of the input. Assume
a constant composition code. Then, for Q = Qθ,ψ, we can calculate the divergence term as
α
n
Dα(Qn‖Pn) = 1
n(α− 1) ln

∑
x∈Cn
∑
y∈Yn
[Π(x)Q(y|x)]α[Π(x)P (y|x)]1−α

 (45)
=
1
n(α− 1) ln

∑
x∈Cn
Π(x)
∑
y∈Yn
n∏
i=1
[qα(yi|xi)p1−α(yi|xi)]

 (46)
=
1
n(α− 1) ln

∑
x∈Cn
Π(x)
n∏
i=1

∑
y∈Y
qα(y|xi)p1−α(y|xi)



 (47)
=
1
n(α− 1) ln

∑
x∈Cn
Π(x)
∏
x¯∈X

∑
y∈Y
qα(y|x¯)p1−α(y|x¯)


nµ(x¯)

 (48)
=
1
(α− 1)
∑
x∈X
µ(x) ln

∑
y∈Y
qα(y|x)p1−α(y|x)

 (49)
= α
∑
x∈X
µ(x)Dα(q(·|x)‖p(·|x)). (50)
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Thus the term reduces to one that involves Re´nyi divergence at the single-letter conditional
marginals. Substituting in (35), we obtain
E(R,P, d) ≤ α
α− 1E(R,Q, d) + α
∑
x∈X
µ(x)Dα(q(·|x)‖p(·|x)). (51)
Now, E(R,Q, d) is an error exponent for matched decoding for the channel Q, and is therefore
upper bounded by any upper bound on the reliability function, such as the well-known straight–
line bound Esl(R,Q) (cf. Sections 3.6–3.8 of [20]). Thus, we have
E(R,P, d) ≤ inf
ψ,θ
inf
α>1
[
α
α− 1Esl(R,Qθ,ψ) + α
∑
x∈X
µ(x)Dα(qθ,ψ(·|x)‖p(·|x))
]
. (52)
Remark 4.2 To put (52) in the context of known results, let I(µ,Q) denote the single–letter
mutual information between X and Y , induced by the joint distribution µ×Q, that is,
I(µ,Q) =
∑
x∈X
µ(x)
∑
y∈X
q(y|x) ln
[
q(y|x)∑
x′∈X µ(x′)q(y|x′)
]
. (53)
In is known [4] that
E(R,P ) ≤ sup
µ
inf
Q:I(µ,Q)≤R
D(Q‖P |µ). (54)
Let us show that (52) if fact reduces to (54). Given R, and a random coding distribution µ,
consider Q for which I(µ,Q) ≤ R. Then Esl(R,Q) = 0, and so eq. (52) is further upper
bounded by
E(R,P, d) ≤ inf
α>1
α
∑
x∈X
µ(x)Dα(q(·|x)‖p(·|x)). (55)
Now, αDα(q(·|x)‖p(·|x)) is a monotonically non–decreasing as a function of α, and taking the
limit α ↓ 1 results in ∑x∈X µ(x)D(q(·|x)‖p(·|x)), which recovers (54) by minimizing over Q
and maximizing over µ.
Iterated use of the LPCB
Recall the general upper bound (33)
1
n
lnP (En) ≤ α− 1
nα
lnQ(En) + α− 1
n
Dα(Pn‖Qn), (56)
which holds for any pair of channel models P and Q and every α > 1. We can iterate this
estimate so as to compare another model, Pˆ , to Q by relating it first to P and P to Q. This
may be useful in situations when estimating the divergence of P from Q and that of Pˆ from
P is easier than estimating the divergence of Pˆ from Q. Indeed, expressing relation (56) for Qˆ
and P gives, for any β > 1,
1
n
ln Pˆ (En) ≤ β − 1
nβ
lnP (En) + β − 1
n
Dβ(Pˆn‖Pn). (57)
Consequently, for any α > 1 and β > 1,
1
n
ln Pˆ (En) ≤ (α− 1)(β − 1)
nαβ
lnQ(En) + (α− 1)(β − 1)
nβ
Dα(Pn‖Qn) + β − 1
n
Dβ(Pˆn‖Pn). (58)
We use this approach in one of the results of Subsection 4.2.
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4.2 Interference with long range dependence
In this section we are interested in a channel of the form
Yt = Xt + gt(X
n, Y t−1) +Wt, (59)
for a generic sequence of functions gt : R
n × Rt−1 → R. Here {Wt} is an i.i.d. N (0, σ2) noise
(although we will also address a more general i.i.d. noise in the sequel). The main assumption is
that the interference functions gt are bounded. However, no assumption is made about gt that
limits the range of correlations of the interference signal. We let P be a probability measure
under which {Wt} is as described above, and {Xt} and {Wt} are mutually independent. This
model will be studied via the reference channel Q, under which
Yt = Xt + W˜t, (60)
where {W˜t} are i.i.d. N (0, σ2/s) (s > 0 being a parameter), independent of {Xt}. Thus under
the true channel,
P (y|x) = (2πσ2)−n/2 exp
{
− 1
2σ2
n∑
t=1
[yt − xt − gt(xn, yt−1)]2
}
, (61)
while under Q = Qs,
Q(y|x) =
(2πσ2
s
)−n/2
exp
{
− s
2σ2
n∑
t=1
(yt − xt)2
}
. (62)
Theorem 4.1 Denote by Esl(R,Qs) the straight–line (upper) bound on E(R,Qs). Assume
that for every n, and t,
max
xn,yt−1
|gt(xn, yt−1)| ≤ Γt, (63)
and
∑n
t=1 Γ
2
t ≤ nΓ 2 for constants {Γt} and Γ . Then, for any sequence of codes and any
decoder,
E(R,P ) ≤ inf
α>1
inf
s>1−1/α
{αEsl(R,Qs)
α− 1 +
α ln s
2(α− 1)
− ln[1 + α(s − 1)]
2(α− 1) +
αsΓ 2
2σ2[1 + α(s− 1)]
}
. (64)
The proof of this result, that appears in the appendix, uses the following identity in esti-
mating the Re´nyi divergence. For any real u, v, a and b such that a+ b > 0,∫ +∞
−∞
dy exp{−a(y − u)2 − b(y − v)2} =
√
π
a+ b
· exp
{
−ab(u− v)
2
a+ b
}
. (65)
This identity is used, in addition, in several other proofs in the sequel.
We emphasize that for the model under consideration, the authors are not aware of any
other alternative bound on the error exponents.
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Consider now the choice s = 1 in (64). In this case, the expression simplifies to
E(R,P ) ≤ inf
α>1
{
αEsl(R,Q1)
α− 1 +
αΓ 2
2σ2
}
. (66)
The optimal α is easily found to be
α∗ = 1 +
σ
√
2Esl(R,Q1)
Γ
, (67)
which yields
E(R,P ) ≤ EU (R) △=
(√
Esl(R,Q1) +
Γ√
2σ
)2
. (68)
The structure of the above bound is reminiscent of the bound from Proposition 3.1. How-
ever, the bound above is valid not only for weak interference. Results of similar structure
appear several times in the sequel.
Note that the above bound has a clear weakness of having a floor of Γ 2/2σ2 independent
of the rate R. This is an inherent limitation stemming from the way the we apply the bound.
However, one may apply additional considerations to address this difficulty. Specifically, one
can use the idea of the straight–line bound (c.f. Theorem 3.8.1 in [20]2), to improve the bound
using the smallest straight–line function that touches the curve EU (R), passing through the
point (C, 0), where C is the capacity of the true channel. The latter is upper bounded by
C ≤ 12 ln[1 + (
√
S + Γ )2/σ2], where S is an upper bound on the average power of X. In what
follows we will denote this improved bound by E1(R).
Very noisy channel
We now focus on the case of a very noisy channel, where bounds can be computed explicitly
and insight can be obtained. We thus study the implication of Theorem 4.1, specifically of
(68), to the case where σ2 ≫ S+Γ 2, where {Xt} satisfies
∑n
t=1X
2
t ≤ nS a.s., for a given power
limitation S > 0. In this case, the capacity of the reference channel (with s = 1) is about
CQ = S/2σ
2 and the capacity of the true channel is (upper bounded by) C = (
√
S + Γ )2/2σ2.
The error exponent is given by (see p. 157, eq. (3.4.33) of [20])
E(R,Q) =


CQ/2 −R R < CQ/4(√
CQ −
√
R
)2
CQ/4 ≤ R < CQ
0 R > CQ.
(69)
2This theorem requires, in principle, the sphere–packing bound for list decoders, and for such a general
channel, we don’t know the sphere–packing bound. Nonetheless, one can still use the theorem when the higher
rate is the capacity since the probability of list error is bounded away from zero, for any codebook of size
M = en(C+λ+ǫ) and list of size eλn, as can easily be shown by a simple extension of Fano’s inequality for list
decoding. This is done by using the fact that H(X|Y , no list error) ≤ nλ (unlike the case of ordinary decoding
where H(X|Y , no error) = 0).
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Now, accordingly,
EU (R) =


[√
CQ/2−R+ Γ/(
√
2σ)
]2
R < CQ/4[√
CQ + Γ/(
√
2σ)−√R
]2
CQ/4 ≤ R < CQ
Γ 2/(2σ2) R > CQ
=


[√
CQ/2−R+ Γ/(
√
2σ)
]2
R < CQ/4(√
C −√R
)2
CQ/4 ≤ R < CQ
Γ 2/(2σ2) R > CQ.
(70)
Note that at least in the intermediate range, between CQ/4 and CQ, the bound is tight
in the sense that there exists an interference signal that achieves it. It corresponds to the
coherent sum of the desired signal and the interference, which is the case when gt(x
n, yt−1) is
proportional to xt.
The improvement at high rates is provided by the straight–line that passes through the
points (CQ, Γ
2/2σ2) and (C, 0). The result we thus obtain for the very noisy channel is
E(R,P ) ≤ E1(R) △=


[√
CQ/2−R+ Γ/(
√
2σ)
]2
R < CQ/4(√
C −√R
)2
CQ/4 ≤ R < CQ
Γ 2(C−R)
2σ2(C−CQ) CQ ≤ R < C.
(71)
Remark 4.3 At rate zero (and general SNR), the bound one obtains from the discussion above,
by selecting s = 1, is
E1(0) =
(√
Eex(0, Q) +
Γ√
2σ
)2
=
(√CQ
2
+
Γ√
2σ
)2
=
(
√
S + Γ
√
2)2
4σ2
. (72)
It turns out that for R = 0 one can solve the full optimization problem (64), including the
minimization over the parameter s. In fact, one can even solve an extended problem, in which
the reference model has one additional free parameter, namely a gain factor φ: Instead of (62),
one considers Q = Qθ,φ of the form
∏n
t=1Q(yt|xt), where
Q(y|x) =
( s
2πσ2
)1/2
exp
{
− s
2σ2
(y − φx)2
}
, s > 0, φ > 0. (73)
However, the bound one obtains is exactly (72).
Lower bound on the exponent
We can also derive a lower bound by appealing to (37). In this context, it is more natural to
consider the setting of random coding because existing bounds for reference models are of this
type. Denoting the sequence of random codes by {Cn}, the relevant divergence term for using
(37) is
Dα(Pn‖Qn) = 1
α(α − 1) lnEQ
[(P (Cn,m,X,Y )
Q(Cn,m,X ,Y )
)α]
. (74)
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Recalling our assumption that under the true model P and under the reference model Q the
distribution of the codes is equal, we have
Dα(Pn‖Qn) = 1
α(α− 1) lnEQ
[(P (X,Y |Cn,m)
Q(X,Y |Cn,m)
)α]
. (75)
Now, the estimate on the divergence term appearing in the proof of Theorem 4.1 can be carried
out for the above in a similar manner, and one obtains the same bound (A.19) regardless of
the code Cn. For simplicity, we can specialize to s = 1, which gives
E(R,P ) ≥ EL(R,P ) △= sup
α>1
[
α− 1
α
E(R,Q1)− (α− 1)Γ
2
2σ2
]
, (76)
the solution of which is
EL(R,P ) =
{ (√
E(R,Q1)− Γ√2σ
)2
E(R,Q1) ≥ Γ 2/2σ2
0 elsewhere.
(77)
One can use the above bound to estimate the capacity of the the channel P . It is bounded
below by the rate R at which E(R,Q1) =
Γ 2
2σ2 . For the example of the very noisy channel,
this gives CP ≥ (
√
S − Γ )2/2σ2. This bound is attained by the interference signal that is
anti–coherent with the desired signal, i.e., gt(x
t, yt−1) = −Γxt/
√
S.
Robust bound interpretation
All three interpretations mentioned in Subsection 4.1 are relevant for the results of this section.
Specifically, the bounds of Theorem 4.1 and (77) are valid whether d is matched to P or not.
Next, to demonstrate the robust bounds interpretation in the context of these results, let
Q = Q1 denote the reference channel (with s = 1) and for a fixed Γ , denote by F the
family of true channels P for which gt are all bounded by Γ . Then by (42) and the bound
r(α) = (α − 1) supP∈F ∆P,Qα ≤ (α − 1)Γ 2/(2σ2) that follows from the previous paragraph, we
have (√
E(R,Q1)− Γ√
2σ
)2
≤ sup
d
inf
P∈F
E(R,P, d) ≤ E(R,Q1). (78)
Specifically, the performance of a single decoder, namely the one matched to Q1, is bounded
by the above two bounds whenever the interference signal is bounded by the constant Γ .
Non Gaussian noise
Here we use the idea of iterating the bound, as presented in Subsection 4.1, in order address
non-Gaussian i.i.d. noise. Going back to the general setting of Theorem 4.1, recall from (59)
and (60) that under P and Q, respectively, we have the models
Yt = Xt + gt(X
n, Y t−1) +Wt, (79)
Yt = Xt + W˜t, (80)
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where {Wt} and {W˜t} are i.i.d. N (0, σ2), independent of {Xt}. Consider now an additional
model Pˆ described by
Yt = Xt + gt(X
n, Y t−1) + Wˆt, (81)
where {Wˆt} are i.i.d. but need not be Gaussian. The main point is that estimating the di-
vergence of Pˆ from P is simple, whereas the estimates on the divergence of P from Q have
already been established, thus by appealing to (58), one can relate Pˆ to Q by combining the
two estimates.
Denote by δ(β) = Dβ(LPˆ (Wˆ1)‖LP (W1)) the single–letter Re´nyi divergence, where for a
measure µ and r.v. U , Lµ(U) denotes the probability law of U under µ. Since both {Wˆt} and
{Wt} are i.i.d., we can make use of the simple fact that
Dβ(LPˆ (Wˆ n)‖LP (W n)) = nDβ(LPˆ (Wˆ1)‖LP (W1)) = nδ(β). (82)
Moreover, since under both Pˆ and P , the noise sequence is independent of the signal {Xt} and
the latter has the same law, it follows that
Dβ(LPˆ (Xn, Wˆ n)‖LP (Xn,W n)) = nδ(β). (83)
Now, denote by Pˆn and Pn the respective laws of (X
n, Y n) under Pˆ and P . Note by (79)
and (81) that (Xn, Y n) = Fn(X
n,W n) and (Xn, Y n) = Gn(X
n, Wˆ n) for suitable deterministic
functions Fn and Gn. As a result, the data processing inequality (see Theorem 9 of [18]) gives
Dβ(Pˆn‖Pn) ≤ Dβ(LPˆ (Xn, Wˆ n)‖LP (Xn,W n)). Hence
Dβ(Pˆn‖Pn) ≤ nδ(β). (84)
Using (84) in (58) gives
E(R, Pˆ ) ≥ (α− 1)(β − 1)
αβ
E(R,Q) − (α− 1)(β − 1)
β
∆P,Qα − (β − 1)δ(β). (85)
We use our previous results that estimate ∆P,Qα and optimize over α. With EL given by (77),
we have
E(R, Pˆ ) ≥ (β − 1)
β
EL(R,P )− (β − 1)δ(β). (86)
An analogous estimate can be established for an upper bound on the exponent, as well as for
all other channel models that we treat in the sequel.
Example 4.1 Consider truncated Gaussian noise distribution for Wˆ1, namely, for a given
constant u, assume fWˆ1(w) = z
−1f(w)1[−u,u](w), where f(w) = (2π)−1/2e−w
2/2 is the standard
normal density, and z =
∫ u
−u f(w)dw. Assume W1 is standard normal. It is easy to see that
δ(β) = Dβ(Wˆ1‖W1) = ln(1/z)
β
. (87)
Thus using (86) and taking the limit β →∞,
E(R, Pˆ ) ≥ EL(R,P ) + ln z. (88)
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Robust bounds for the ISI channel
We next study the Gaussian intersymbol interference (ISI) channel model, denoted by P , given
by
Yt = Xt +
k∑
i=1
hixt−i +Wt, (89)
where {Wt} is i.i.d. N (0, σ2), independent of {Xt}, and h = (h1, . . . , hk)T is given. While the
proposed method yields new results for interference with unlimited correlation length (Theorem
4.1), an analogous treatment of the model (89) turns out not to be useful, as it leads to bounds
that are inferior to existing bounds, for both matched and mismatched decoding. However, as
we now demonstrate, the robust bound interpretation discussed in Subsection 4.1 gives rise to
new results for this model.
Note that the model is a special case of the main model studied in this section. Because of
the special structure of the interference (89) and some further assumptions we make regarding
the correlation structure, the bounds that we are able to provide are much more explicit than
those given by Theorem 4.1.
The following will be assumed. The rate is R = 0, and the channel is very noisy, that is,
σ ≫ √S. The decoder uses the mismatched decoding metric d(x, y) = (x− y)2. All codewords
have energy
n∑
t=1
x2t = nS (90)
and a fixed empirical autocorrelation structure
n∑
t=i+1
xtxt−i = nciS. i = 1, 2, . . . , k. (91)
Denote c = (c1, . . . , ck)
T and C = [c|i−j|]ki,j=1 and let r1 = h
T c and r2 = h
TCh. Then r1 and
r2 are related to the empirical correlation between signal and interference gt :=
∑k
i=1 hixt−i
and interference power, respectively. Specifically,
n∑
t=1
xtgt = nSr1,
n∑
t=1
g2t = nSr2. (92)
Note that always r2 ≥ r21.
Theorem 4.2 Consider a sequence of codes satisfying (90) and (91) for a specific vector c.
Denote by F the family of true models P of the form (89), where h varies over all vectors
having fixed r1 and r2. Denote a = r2 − r21 and b = (1 + r1)2. If a < b then
S
4σ2
(
√
b−√a)2 ≤ sup
d
inf
P∈F
E(0, P, d) ≤ S
4σ2
(
√
b+
√
a)2. (93)
The proof appears in the appendix.
18
4.3 Discrete time Gaussian channel with fading
We consider the channel
Yt = (1 + θt)Xt +Wt, (94)
where {Wt} is an additive noise process and {θt} is a fading process. We let P be a probability
measure under which the processes {θt}, {Wt} and {Xt} are mutually independent, and {Wt}
is i.i.d. N (0, σ2). Also, {Xt} is assumed to satisfy the constraint |Xt| ≤ A for all t. As a
reference, consider a channel with no fading. That is, consider a probability measure Q under
which
Yt = Xt + W˜t, (95)
where the law of triplet (X, θ, W˜ ) under Q is the same as that of (X, θ,W ) under P . In
particular, under Q, {W˜t} are i.i.d. N (0, σ2), and the three processes {Xt}, {θt} and {W˜t} are
mutually independent.
We assume that {θt} is a stationary, zero-mean Gaussian process and that rk = E[θ0θk]
are absolutely summable. Let Σθ denote the spectral density of θ, namely
Σθ(ω) =
∞∑
k=−∞
rke
−ikω. (96)
Theorem 4.3 Let P and Q stand for the discrete-time Gaussian noise channel with and,
respectively, without fading, described above. Denote c = c(α) = α(α − 1)A2/(2σ2). Then for
any α > 1 such that 2c supω Σθ(ω) < 1,
E(P ) ≤ α
α− 1E(Q)−
1
4π(α − 1)
∫ 2π
0
ln[1− 2cΣθ(ω)]dω, (97)
E(P ) ≥ α− 1
α
E(Q) +
1
4πα
∫ 2π
0
ln[1− 2cΣθ(ω)]dω. (98)
See the appendix for a proof.
Note that for fixed α, the gap between the upper and lower bound increases with Σθ. This
occurs due to the fact that the distance between the model P and the reference model Q, as
measured in terms of the divergence, increases by strengthening the fading. When Σθ ≡ 0, the
models P and Q agree, and then so do the upper and lower bounds (upon optimizing over α).
While it is difficult to optimize over α in general, in the next paragraph we consider special
cases where the results are more explicit.
AR fading model
Consider the case of {θt} given by the autoregressive (AR) model
θt = aθt−1 + bWˆt, (99)
where {Wˆt} are i.i.d. N (0, 1), |a| < 1 and {θt} is stationary. We have rk = r0a|k|, r0 =
b2/(1 − a2), and
Σθ(ω) =
b2
1− 2a cos(ω) + a2 . (100)
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Thus f(ω)
△
= 1− 2c(α)Σθ(ω) gives
f(ω) =
1− 2a cos(ω) + a2 − 2cb2
1− 2a cos(ω) + a2 , (101)
and so, whenever f is bounded away from zero, which holds iff
(1− |a|)2 > 2c(α)b2, (102)
one has
E(P ) ≤ α
α− 1E(Q)−
1
4π(α− 1)
∫ 2π
0
ln f(ω)dω. (103)
We next further develop (103) based on the residue theorem, by which one has
∫ 2π
0 ln(1 +
reiω)dω = 0 whenever |r| < 1 for the complex logarithmic function ln(·). Specifically, if we
express f as
f(ω) = k
(1− re−iω)(1− reiω)
(1− ae−iω)(1− aeiω) , (104)
for a real r with |r| < 1, and k > 0, then ∫ 2π0 ln f(ω)dω = 2π ln k. To calculate r and k, write
for z ∈ C,
(1− az)(1 − az−1)− 2cb2 = k(1− rz)(1− rz−1). (105)
The solution to this is k = a/r,
r1,2 =
ξ(α)±√ξ(α)2 − 4a2
2a
. (106)
where
ξ(α) = 1− 2c(α)b2 + a2. (107)
Under (102), the discriminant is positive, and therefore r1,2 and k are real numbers. Also, one
checks that under (102), r1 > 1 hence not to be considered. As for r2, we have |r2| < 1 under
that condition. Thus k = a/r2, and we have
E(P ) ≤ α
α− 1E(Q)−
2π ln k
4π(α − 1) (108)
=
α
α− 1E(Q) +
1
2(α − 1) ln
ξ(α) −√ξ2(α)− 4a2
2a2
. (109)
The limit case b→ 0: This is when the fading amplitude goes to zero, we have the bound
converging to α/(α − 1)E(Q), and optimizing over α gives E(Q), that is the best possible
bound under the circumstances.
Using the lower bound gives the following bound, complementing (103), namely
E(P ) ≥ α− 1
α
E(Q) +
1
4πα
∫ 2π
0
ln[1− 2cΣθ(ω)]dω (110)
=
α− 1
α
E(Q)− 1
2α
ln
ξ(α)−√ξ2(α) − 4a2
2a2
, (111)
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Figure 1: Plots of the upper bound (109) (blue) and lower bound (111) (red) on E(P ) as function of
α. The five graphs correspond to E(Q) = 1, 2, 3, 4 and 5, with a = 0.2 and A2/(2σ2) = 0.1, where in
plot (a), b = 0.02, and in plot (b), b = 0.08.
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for all α > 1 satisfying (102).
Figure 1 depicts the above bound as a function of α for various values of E(Q). Note that
the range of the parameter α is of the form (1, α∗), where α∗ is the smallest α which violates
condition (102). The right end of the graphs in Figures 1(a) and 1(b) correspond to α∗.
We comment that the bounds are tight in the small fading limit. Namely, as the amplitude
of the fading perturbation goes to zero, the optimal bounds (obtained by choosing α suitably)
converge to E(Q). Indeed, as b→ 0, the argument of the logarithmic function converges to 1,
by which that follows.
Note that one can treat the small fading limit in greater generality (beyond the AR process).
Denote Σmax = supω Σθ(ω). Fix 0 < δ < 1 and assume 2cΣmax ≤ δ. Denote κ = 12(1−δ)2 .
Using the bound ln(1 + x) ≥ x− κx2 for all x s.t. |x| < δ in Theorem 4.3 gives, for every fixed
α > 1,
E(P ) ≤ α
α− 1E(Q) +
1
4π(α − 1)
∫ 2π
0
[2cΣθ(ω) + κδ
2]dω (112)
=
α
α− 1E(Q) +
αA2r0
2σ2
+
κδ2
2(α− 1) . (113)
Optimizing over the parameter α in the range {α > 1} ∩ {2c(α)Σmax ≤ δ} can now be carried
out easily (in a manner similar to that in Proposition 3.1).
4.4 Continuous–time white noise with fading
A standard model for a white Gaussian channel in continuous time is given by
Yt =
∫ t
0
Xsds+ σWt, (114)
where {Wt} is a Brownian motion. Let Q be a probability measure under which {Wt} is a
standard Brownian motion, and let {Xt} and {θt} be real-valued processes such that the three
processes {Wt}, {Xt} and {θt} are mutually independent. Assume that {Xt} satisfies the
amplitude constraint |Xt| ≤ A for all t, Q-a.s., where A is a constant. One can obtain from Q
a model for a channel with fading, in which θ is the fading process, by means of a change of
measure. To this end, consider the filtration
Ft = σ{Xs, θs,Ws : s ∈ [0, t]}, (115)
and let
Zt = exp
[ 1
σ
∫ t
0
θsXsdWs − 1
2σ2
∫ t
0
(θsXs)
2ds
]
, t ≥ 0. (116)
It is assumed throughout that, for every T > 0,
EQ exp
{ A2
2σ2
∫ T
0
θ2sds
}
<∞. (117)
We later provide a sufficient condition for this to hold. Note that, as a result, one has
EQ exp
{
1
2σ2
∫ T
0 (Xsθs)
2ds
}
<∞, and so Novikov’s condition for {Zt} to be an {Ft}-martingale
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under Q is satisfied (see Corollary 3.5.13 of [11]). For T > 0, let QT and PT be probability
measures on FT , defined by
QT (A) = Q(A), PT (A) = EQ[1AZT ], A ∈ FT , (118)
where 1A denotes the indicator function of A. Then dPTdQT = ZT , and by Girsanov’s theorem
(Theorem 3.5.1 of [11]) one has
Yt =
∫ t
0
(1 + θs)Xsds+ σW˜t, (119)
where, under PT , the triplet (θt,Xt, W˜t, t ∈ [0, T ]) has the same law as that of (θt,Xt,Wt, t ∈
[0, T ]) under QT (thus under Q). In particular, under the measure PT , {W˜t} is a standard
Brownian motion, and the three processes {Wt}, {Xt} and {θt} are mutually independent. As
a result, PT is a model for an additive white Gaussian noise channel with a fading process {θt}.
It is assumed that {θt} is a separable, zero-mean stationary Gaussian process (under QT ;
equivalently under PT ). The spectral density of {θt}, that is, the function Σθ for which
E[θ0θt] =
∫∞
−∞ e
itωΣθ(ω)dω, is assumed to satisfy Σmax := ess supΣθ <∞.
The following, that can be seen as a continuous-time analogue of Theorem 4.3, is the main
result of this subsection.
Theorem 4.4 Let P and Q stand for the continuous time white noise channel models with
and without fading, described above. Assume p := A2/(2σ2) < 1/(4πΣmax). Then (117) holds.
Moreover, with c(α) = α(α− 1)p, for any α > 1 such that c(α) < 1/(4πΣmax),
E(P ) ≤ α
α− 1E(Q) −
1
4π(α − 1)
∫ ∞
−∞
ln[1− 4πc(α)Σθ(ω)]dω (120)
E(P ) ≥ α− 1
α
E(Q) +
1
4πα
∫ ∞
−∞
ln[1− 4πc(α)Σθ(ω)]dω. (121)
See the appendix for a proof.
For an encoder/decoder optimized for Q, an expression for E(R,Q) is well known (see
Section 8.2 of [8]), namely, with C = A2/(2σ2),
E(R,Q) =


C/2−R R < C/4
(
√
C −√R)2 C/4 ≤ R < C
0 R ≥ C.
(122)
As a result, (120) and (121) give bounds on the mismatched error exponents for the model
with fading, when the encoder and decoder are matched to Q. The lower bound (121) appears
to be new even for the matched channel exponent, that is, when the right-hand side of (121)
serves as a lower bound on the error exponent for an encoder/decoder that are matched to P .
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Low frequency fading
The expression in (A.66) is simple when Σθ is constant on its support. Specifically, consider
the case Σθ(ω) = Σ0 on the interval [−B,B]. Then
α− 1
α
E(Q)− 1
α
r(α) ≤ E(P ) ≤ α
α− 1E(Q) +
1
α− 1r(α), (123)
where
r(α) = −2B
4π
ln[1− 4πα(α − 1)pΣ0], (124)
provided max{α(α − 1), 1} < 1/(4πpΣ0).
Ornstein-Uhlenbeck fading
Next consider a model where the fading process takes the form of a stationary Ornstein-
Uhlenbeck process, namely
dθt = −aθtdt+ bdWˆt, (125)
where Wˆ is a standard Brownian motion and a > 0 and b > 0 are constants. Then the spectral
density is given by Σθ(ω) = (1/π)b
2/(a2+ω2), and by a calculation from p. 130 of [3], one has
− 1
4π
∫ ∞
−∞
ln[1− 4πcΣθ(ω)]dω = 1
2
a− 1
2
√
a2 − 4b2c (126)
provided c < a2/(4b2). Thus
α− 1
α
E(Q)− 1
α
r(α) ≤ E(P ) ≤ α
α− 1E(Q) +
1
α− 1r(α) (127)
where
r(α) =
1
2
a− 1
2
√
a2 − 4b2pα(α− 1), (128)
provided c(α) = pα(α− 1) < a2/(4b2) and p < a2/(4b2).
While it is hard to optimize over α, it is possible to do so if we bound r from above by
r¯(α) =
1
2
a− 1
2
√
a2 − 4b2pα2 (129)
and assume pα2 ≤ a2/(4b2). That is, α ∈ (1, a/(2b√p)). In particular, we must assume
a > 2b
√
p. We therefore have from (127)
E(P ) ≤ EU (α) := α
α− 1E(Q) +
1
α− 1 r¯(α). (130)
The minimum of this upper bound over all α in that range can be computed. Indeed, note
that, as α→ 1 from the right, EU (α)→∞. Moreover, the derivative of EU , that is given by
E′U (α) = −
E(Q)
(α− 1)2 −
1
(α− 1)2
[1
2
a− 1
2
√
a2 − 4b2pα2
]
+
1
α− 1
2b2pα√
a2 − 4b2pα2 , (131)
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tends to ∞ as α → a/(2b√p) from the left. As a result, and since the equation E′U (α) = 0
turns out to have a unique root α∗ in that range, the minimizing α must be equal to α∗. This
unique root is given by
α∗ =
a2γ2 + aγ1
√
γ21 + γ
2
2 − a2
γ2(γ21 + γ
2
2)
, (132)
where
γ1 = a+ 2E(Q), γ2 = 2b
√
p. (133)
With this notation, the optimal upper bound of the form (130) is given by
EU = EU (α
∗) =
2α∗E(Q) + a−
√
a2 − γ22(α∗)2
2(α∗ − 1) . (134)
As b → 0, we have α∗ → ∞ and as a consequence EU → E(Q). That is, we recover the
exponent E(Q) as the fading intensity tends to zero.
As for a corresponding lower bound, we have
E(P ) ≥ EL(α) := α− 1
α
E(Q)− 1
α
r¯(α). (135)
A calculation shows that the maximizing α is
αˆ =
√( a
γ2
)2 − ( a2
γ1γ2
)2
(136)
and so
EL = EL(αˆ) =
2γ1(αˆ− 1)E(Q) − aγ1 + a2
2γ1αˆ
. (137)
As b→ 0 we have αˆ→∞ and so EL → E(Q).
4.5 Binary channel with erasure
We next consider the channel
Yt = (atXt)⊕Nt, (138)
where Nt is i.i.d. noise whereas at is an erasure process. Here, at, Xt and Nt take values
in {0, 1} and ⊕ denotes addition modulo 2. It is assumed that {at} and {Nt} are mutually
independent. We let p = P (N1 = 1) and assume p ≤ 1/2. The first model we examine for {at}
is a hidden Markov model (an additional model appears afterwards). Specifically, we let {At}
be a stationary Markov process on the state space {1, . . . , d} (independent of ({Xt}, {Nt}))
with a given transition probability matrix Π, assumed to be irreducible. For a given function
f{1, . . . , d} → {0, 1}, a is given by at = f(At), t = 1, . . . , n. Denote by P the probability
measure induced by the above processes. Let Q denote a reference probability measure, under
which
Yt = Xt ⊕ N˜t, (139)
where, for each n, the law of the triplet (X ,a, N˜ ) is the same as that of (X ,a,N ) under P
(in particular, the three are mutually independent under Q).
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To calculate the Re´nyi divergence, note that
P (X,Y ,A) = P (Y |X ,A)P (X)P (A) =
[ n∏
t=1
P (Yt|atXt)
]
P (X)P (A), (140)
where for (x, y) ∈ {0, 1}2, P (y|x) = p if y 6= x and P (y|x) = 1− p if y = x. Also,
Q(X,Y ,A) =
[ n∏
t=1
P (Yt|Xt)
]
P (X)P (A). (141)
Denoting by Pn and Qn the respective laws of (X ,Y ,A), we have
α
n
Dα(Qn‖Pn) = 1
n(α− 1) lnEP
[( n∏
t=1
P (Yt|Xt)
P (Yt|atXt)
)α]
(142)
=
1
n(α− 1) lnEP
[ ∏
t:at=0,Xt=1
( P (Yt|Xt)
P (Yt|atXt)
)α]
(143)
=
1
n(α− 1) lnEP
∏
t:at=0,Xt=1
[
p
(1− p
p
)α
+ (1− p)
( p
1− p
)α]
(144)
≤ 1
n(α− 1) lnEP
∏
t:at=0
δ(α) (145)
=
1
n(α− 1) lnEP
[
δ(α)n−
∑n
t=1 at
]
, (146)
where we use the fact that δ(α) := p(1−pp )
α+(1−p)( p1−p )α ≥ 1. Let f¯(i) = 1−f(i), i = 1, . . . , d,
and denote by
Zn =
1
n
n∑
t=1
1{at=0} =
1
n
n∑
t=1
f¯(At) (147)
the frequency of times t when at = 0. Then we can write the above as
α
n
Dα(Qn‖Pn) ≤ 1
n(α− 1) lnEP [e
nZn ln δ(α)]. (148)
By similar considerations one obtains
α− 1
n
Dα(Pn‖Qn) ≤ 1
nα
lnEP [e
nZn ln δ(α)]. (149)
For λ ∈ R, let Πλ = (πλ(i, j)), where
πλ(i, j) = π(i, j)e
λf¯ (j), i, j ∈ {1, . . . , d}. (150)
Then Πλ is an irreducible matrix for every λ and, by the Perron-Frobenius theorem, has a real
positive eigenvalue, denoted by ρ(Πλ), that dominates all eigenvalues in absolute value. It is
known that the random variables Zn satisfy the large deviation principle with the good rate
function I : R→ [0,∞], defined as
I(x) = sup
λ∈R
{λx− ln ρ(Πλ)} (151)
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(for the terminology see [5]; for the above result see Theorem 3.1.2 therein). Thus by Varad-
han’s lemma (Theorem 4.3.1 of [5]), it follows that
lim
n→∞
1
n
lnEP [e
nZn ln δ(α)] = sup
x∈R
[x ln δ(α) − I(x)]. (152)
We thus have
Theorem 4.5 For Q the binary channel and P the binary channel with erasure described
above, for every α > 1,
E(P ) ≤ α
α− 1E(Q) +
1
α− 1 supx∈R
[x ln δ(α) − I(x)], (153)
and
E(P ) ≥ α− 1
α
E(Q)− 1
α
sup
x∈R
[x ln δ(α) − I(x)]. (154)
Bounded fraction of erasures
We now examine another model for the erasure process {at}. In this model, the erasure
process satisfies a single hard constraint, namely that the relative number of erasures Zn =
1
n
∑n
t=1 1{at=0} is a.s.-bounded. Specifically, for some constant z ∈ [0, 1], it is assumed that
Zn ≤ z a.s., for every n. To relate this to the previous model, note that this may occur when
the (stationary, Markov) process At taking values in {1, . . . , d} is cyclic, and where the subset
S ⊂ {1, . . . , d} of states corresponding to erasure has cardinality k with k/d ≤ z. Of course,
the class of processes a satisfying the current assumption is much broader.
Note that (148) and (149) are valid. As a result, we obtain in this case, for α > 1,
α− 1
α
E(Q)− 1
α
z ln δ(α) ≤ E(P ) ≤ α
α− 1E(Q) +
1
α− 1z ln δ(α). (155)
Clearly, this model has a property analogous to that established for the channel with fading,
namely that as z → 0, both bounds converge (upon optimization with respect to α) to E(Q).
5 Other applications
5.1 Rate–distortion coding
Consider the problem of rate–distortion coding of a source sequence Y1, Y2, . . . given by
Yt = Xt + Zt, (156)
where, under the probability measure P , {Xt} is an i.i.d., N (0, σ2) process and {Zt} is a process
that is independent of {Xt}. For simplicity, assume the random vector Z = (Z1, . . . , Zn) has
density, denoted fZ . Each source sequence y = (y1, . . . , yn) is compressed to a string of nR
nats, from which the decoder reconstructs an approximated sequence yˆ = (yˆ1, . . . , yˆn). We are
interested in a lower bound on
P (En,d), En,d :=
{ n∑
t=1
(Yt − Yˆt)2 > nd
}
, (157)
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where d is large enough so that this probability decays exponentially.
The joint density of (Y ,Z) under P is thus given by g(y − z)fZ(z), where g is the i.i.d.
N (0, σ2)) density. We consider a reference measure Q, under which the joint density of (Y ,Z)
is g(y)fZ(z). Since the event En,d is measurable on the sigma-field of Y , and under Q, Y and
Z are mutually, independent, the law of Z is irrelevant for the estimation of Q(En,d), in the
sense that Q(En,d) = G(En,d), where we denote by G the law of Y under Q (equivalently, that
of X under P ). In the appendix, we show that
lim inf
n→∞
lnG(En,d)
n
≥ −Φ[R−RG(d)], (158)
where RG(d) =
1
2 ln
σ2
d is the rate–distortion function of the Gaussian source {Xt} and
Φ(u)
△
=
e2u − 1
2
− u. (159)
We now calculate the divergence term. With Pn and Qn denoting the respective laws of
(Y ,Z),
α
n
Dα(Qn‖Pn) = 1
n(α− 1) ln
[∫
IRn
dzfZ(z)
∫
IRn
dy · gα(y)g1−α(y − z)
]
=
1
n(α− 1) ln
[∫
IRn
dzfZ(z) exp
{
α(α− 1)‖z‖2
2σ2
}]
, (160)
where the second step follows by appealing to identity (65). The usefulness of the bound will
now depend on estimating the last expression. Obviously, for this expression to be finite, the
tails of fZ must decay faster than those of a Gaussian.
Consider the, for example, the case where
∑n
t=1 Z
2
t ≤ nA2 almost surely. In this case, the
right-hand side of (160) is bounded by αA
2
2σ2
. Using this bound together with (158) in (17) gives
E(R,P ) ≤ inf
α≥1
[
αΦ[R −RG(d)]
α− 1 +
αA2
2σ2
]
=
(√
Φ[R−RG(d)] + A√
2σ
)2
. (161)
In a similar way, one obtains
E(R,P ) ≥
(√
Φ[R−RG(d)] − A√
2σ
)2
. (162)
An analogous derivation can be made for the case where {Xt} is a binary memoryless source
with parameter p, {Zt} is a binary interference with normalized Hamming weight limited by
A, and Yt = Xt ⊕ Zt. We then end up with
E(R) ≤ inf
α>1
[
αF (R,D)
α− 1 +
A ln[pα(1− p)1−α + (1− p)αp1−α]
α− 1
]
, (163)
where F (R,D) is the source coding error exponent [13] associated with {Xt}.
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5.2 Extension to a pair of sources
A possible extension of this example is associated with the problem of separate encodings and
joint decoding of correlated sources. Let {(Xi, Yi)}ni=1 be n independent copies of a random
pair (X,Y ) distributed according to PXY (x, y), x ∈ X , y ∈ Y. The sequences {Xi} and
{Yi} are compressed separately by two encoders (that do not cooperate) at rates Rx and Ry,
respectively. The respective compressed bit–streams are both fed into a joint decoder that
produces reconstructions {Xˆi} and {Yˆi}, whose components take on values in alphabets Xˆ and
Yˆ, respectively. Let ρx : X × Xˆ → IR and ρy : Y × Yˆ → IR be given distortion functions. We
are interested in a lower bound on
P
{
n∑
i=1
ρx(Xi, Xˆi) ≥ ndx,
n∑
i=1
ρy(Yi, Yˆi) ≥ ndy
}
(164)
for some prescribed distortion levels dx and dy. We wish to pass to a reference source for which
{Xi} and {Yi} are statistically independent, that is, QXY (x, y) = QX(x)QY (y). Under Q, the
probability of the above event decays exponentially at rate FQx (Rx, dx) + F
Q
y (Ry, dy), where
FQx and F
Q
y are the source coding exponents of the separate reference sources, QX and QY ,
respectively. Thus, our upper bound on the exponent is given by
E(Rx, Ry, dx, dy)
≤ inf
α>1
inf
QX ,QY
{
α
α− 1[F
Q
x (Rx, dx) + F
Q
y (Ry, dy)] + αDα(QX ×QY ‖PXY )
}
. (165)
In this setting, to the best of our knowledge, there does not exist any competing bound in the
literature.
5.3 The problem of guessing
Let Y = (Y1, . . . , Yn) be a random vector with a given distribution. Let Yˆ 1, Yˆ 2, . . . be a
sequence of ‘guesses’ of the random vector Y that is generated without observing Y . within
distortion d from y, Denoting by ρ the Hamming distance and fixing a distortion level d ≥ 0,
let Γ (Y ) denote the number of trials it takes to correctly guess Y within distortion level d,
i.e.,
Γ (Y ) = min{i : ρ(Y , Yˆ i) ≤ nd}. (166)
In [1], it was shown that for a given discrete memoryless source Q and a given parameter λ > 0,
lim inf
n→∞
1
n
lnEQ{Γ (Y )λ} ≥ sup
Qˆ1
[λR(d, Qˆ1)−D(Qˆ1‖Q1)], (167)
where Q1 denotes the marginal of Q, R(·, Qˆ1) denotes the rate–distortion function of the source
Qˆ1, and the supremum is over Qˆ in the set of probability measures over the alphabet of Y1.
Using the comparison bounds, we can estimate this quantity for a more general model.
Specifically, consider the model discussed at the end of Subsection 5.1. Namely, Yt is binary
and takes the form Yt = Xt ⊕ Zt, where, under a probability measure P , {Xt} and {Zt} are
mutually independent, and Xt are i.i.d. with parameter p. Assuming that the normalized
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number of times t when Zt = 1 is bounded by a constant A, the Re´nyi divergence term is
bounded by
α
n
Dα(Qn‖Pn) ≤ A
α− 1 ln[p
α(1− p)1−α + (1− p)αp1−α], (168)
where as before, Pn and Qn are the respective laws of (Y ,Z). We can now appeal to (12).
Using this inequality (with the roles of P and Q interchanged), we have for arbitrary α > 1
and denoting s = (α− 1)/α,
1
n
lnEP {Γ (Y )ρ} ≥ α
n(α− 1) lnEQ{Γ (Y )
sρ} − α
n
Dα(Qn‖Pn). (169)
Using (167) and (168) in (169) gives
lim inf
n→∞
1
n
lnEP{Γ (Y )ρ}
≥ sup
α>1
{
sup
Qˆ1
[
ρR(d, Qˆ1)− α
α− 1D(Qˆ1‖Q1)
]
− A
α− 1 ln[p
α(1− p)1−α + (1− p)αp1−α]
}
. (170)
A Appendix
A.1 Proof of the LPCB in a simple case
Here we prove the LPCB is the case where the support is a finite set (see [2] for the general
setting). Let X be a finite set, let {Pi}i∈X and {Qi}i∈X be two probability distributions defined
on it and let G : X → [0,∞) be a given function.
Proposition A.1 Assume
∑
i∈X GiPi > 0 and
∑
i∈X GiQi > 0. Then for all α > 1
1
α− 1 ln
∑
i
Gα−1i Pi ≤
1
α
ln
∑
i
Gαi Qi +Dα(P‖Q). (A.1)
Moreover, given P , G and α as above, there exists Q for which (A.1) holds with equality.
Proof: When one does not have P ≪ Q, the divergence term above equals +∞ by definition,
and there is nothing to prove. Hence assume P ≪ Q. Denote by SP , SQ and SG the support
of P , Q and G, respectively. Let S = SQ ∩ SG. Using Ho¨lder’s inequality with the exponents
α and α/(α − 1) and measure {Qi}i∈S ,
∑
S
Gα−1i Pi =
∑
S
Pi
Qi
Gα−1i Qi (A.2)
≤
(∑
S
(Pi
Qi
)α
Qi
)1/α(∑
S
(
Gα−1i
)α/(α−1)
Qi
)(α−1)/α
(A.3)
=
(∑
S
(Pi
Qi
)α
Qi
)1/α(∑
S
Gαi Qi
)(α−1)/α
. (A.4)
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Thus (∑
S
Gα−1i Pi
)α(∑
S
Gαi Qi
)(1−α) ≤∑
S
(Pi
Qi
)α
Qi (A.5)
≤
∑
SQ
(Pi
Qi
)α
Qi. (A.6)
For i not in S, Gαi Qi = 0, and because P ≪ Q, also Gα−1i Pi = 0. Thus, on the left-hand
side, the summation can be performed over all of X . As a result, taking logarithms and
dividing by α(α − 1), using the definition of the divergence (4) gives the inequality (A.1).
To show the final assertion set Qi = G
−1
i Pi/Z for i ∈ SP ∩ SG and 0 off of that set. Here,
Z =
∑
i∈SP∩SG G
−1
i Pi > 0 by assumption. Substituting in (A.1) gives equality by a direct
calculation. ✷
A.2 Proof of Theorem 4.1
A bound on the divergence between any two univariate Gaussians is deduced from identity
(65) as follows. Given x ∈ R, ξ ∈ R such that |ξ| ≤ Γ , and any α > 1 and s > 1− 1/α,
Dα(N (x, σ2/s)‖N (x + ξ, σ2))
=
1
α(α− 1) ln
[
sα/2√
1 + α(s− 1) · exp
{
− α(1 − α)sξ
2
2σ2[1 + α(s − 1)]
}]
=
1
α(α− 1)
{
α ln s
2
− ln[1 + α(s − 1)]
2
+
α(α − 1)sξ2
2σ2[1 + α(s− 1)]
}
=
ln s
2(α− 1) −
ln[1 + α(s− 1)]
2α(α − 1) +
sξ2
2σ2[1 + α(s − 1)]
≤ ln s
2(α− 1) −
ln[1 + α(s− 1)]
2α(α − 1) +
sΓ 2
2σ2[1 + α(s − 1)] . (A.7)
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Let Pn and Qn denote the respective probability laws of (X ,Y ). Then
Dα(Qn‖Pn) = 1
α(α− 1) lnEP
[(Q(X,Y )
P (X ,Y )
)α]
(A.8)
=
1
α(α− 1) ln
∑
x
∫
dy
(Q(y|x)
P (y|x)
)α
P (y|x)Π(x) (A.9)
=
1
α(α− 1) ln
∑
x
Π(x)
[∫
IRn
dy(2πσ2/s)−αn/2(2πσ2)−(1−α)n/2×
exp
{
− sα
2σ2
n∑
t=1
(yt − xt)2
}
· exp
{
−1− α
2σ2
n∑
t=1
[yt − xt − gt(xn, yt−1)]2
}]
=
n ln s
2(α− 1) −
n ln(2πσ2)
2α(α − 1) +
1
α(α− 1) ln
∑
x
Π(x)
[∫
IRn
dy×
exp
{
−
n∑
t=1
(
sα
2σ2
[yt − xt]2 + 1− α
2σ2
[yt − xt − gt(xn, yt−1)]2
)}]
(A.10)
△
=
n ln s
2(α− 1) −
n ln(2πσ2)
2α(α − 1) +
1
α(α− 1) · Zn (A.11)
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Let us focus on the expression of Zn. For t ∈ {1, . . . , n} let Π(ξt) =
∑
xn:xt=ξt Π(x
n). Then
Zn = ln
∑
x
Π(x)
[∫
IRn−1
dyn−1×
exp
{
−
n−1∑
t=1
(
sα
2σ2
[yt − xt]2 + 1− α
2σ2
[yt − xt − gt(xn, yt−1)]2
)}
×
∫
IR
dyn exp
{
−
(
sα
2σ2
(yn − xn)2 + 1− α
2σ2
[yn − xn − gn(xn, yn−1)]2
)}]
(A.12)
= ln
∑
x
Π(x)
[∫
IRn−1
dyn−1×
exp
{
−
n−1∑
t=1
(
sα
2σ2
[yt − xt]2 + 1− α
2σ2
[yt − xt − gt(xn, yt−1)]2
)}
×
√
2πσ2
1 + α(s− 1) exp
{
sα(α− 1)g2n(xn, yn−1)
2σ2[1 + α(s − 1)]
}]
(A.13)
≤ ln
∑
xn−1
Π(xn−1)
[∫
IRn−1
dyn−1×
exp
{
−
n−1∑
t=1
(
sα
2σ2
[yt − xt]2 + 1− α
2σ2
[yt − xt − gt(xn, yt−1)]2
)}]
+
1
2
ln
[
2πσ2
1 + α(s − 1)
]
+
sα(α − 1)maxxn,yn−1 g2n(xn, yn−1)
2σ2[1 + α(s− 1)] (A.14)
≤ Zn−1 + 1
2
ln
[
2πσ2
1 + α(s − 1)
]
+
sα(α− 1)Γ 2n
2σ2[1 + α(s− 1)] . (A.15)
From this recursion on Zn, we have
Zn ≤ n
2
ln
[
2πσ2
1 + α(s − 1)
]
+
sα(α− 1)∑nt=1 Γ 2t
2σ2[1 + α(s − 1)] (A.16)
≤ n
2
ln
[
2πσ2
1 + α(s − 1)
]
+
nsα(α− 1)Γ 2
2σ2[1 + α(s− 1)] . (A.17)
Therefore
Dα(Qn‖Pn) (A.18)
=
n ln s
2(α − 1) −
n ln(2πσ2)
2α(α− 1) +
1
α(α − 1) · Zn
≤ n ln s
2(α − 1) −
n ln(2πσ2)
2α(α− 1) +
1
α(α − 1)
{
n
2
ln
[
2πσ2
1 + α(s− 1)
]
+
nsα(α− 1)Γ 2
2σ2[1 + α(s − 1)]
}
=
n ln s
2(α − 1) −
n ln[1 + α(s − 1)]
2α(α − 1) +
nsΓ 2
2σ2[1 + α(s− 1)] . (A.19)
Substituting in (35), using the bound E(R,Qs, d) ≤ Esl(R,Qs) for every d, and finally opti-
mizing over s and α, yields (64). ✷
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A.3 Proof of Theorem 4.2
As a reference, we will use the models Q = Qφ,θ, under which
Yt = φXt + W˜t, (A.20)
where {W˜t} are i.i.d. N (0, θ), independent of {Xt}. Here, φ > 0 and θ > 0 are parameters.
Note that, for each of the models Q, d is the optimal decoding metric. One has
P (y|x) = (2πσ2)−n/2
n∏
t=1
exp

− 12σ2
(
yt − xt −
k∑
i=1
hixt−1
)2
 , (A.21)
and Q(y|x) =∏nt=1Q(yt|xt), where Q(y|x) is given by
Q(y|x) =
√
θ
π
· exp{−θ(y − φx)2}, θ > 0, φ > 0. (A.22)
In order to calculate the Re´nyi divergence, we use the identity (65) with the assignments:
a = α/(2σ2), b = (1− α)θ, u = xt +
∑k
i=1 hkxt−i and v = φxt, to get, under the assumption
a+ b =
α
2σ2
+ (1− α)θ > 0, (A.23)
∫
IRn
dy ·
n∏
t=1
exp

− α2σ2
(
yt − xt −
k∑
i=1
hixt−i
)2
− (1− α)θ(yt − φxt)2

 (A.24)
=
[
π
(1− α)θ + α/2σ2
]n/2
· exp

−
α(1 − α)θ∑t [(1− φ)xt +∑ki=1 hixt−i]2
α+ 2(1 − α)θσ2

(A.25)
=
[
2πσ2
α+ 2(1− α)θσ2
]n/2
· exp
{
−nα(1− α)θS[(1− φ)
2 + 2(1 − φ)r1 + r2]
α+ 2(1− α)θσ2
}
. (A.26)
Therefore
1
n
Dα(Pn‖Qn)
=
1
nα(α− 1) ln
[(
θ
π
)n(1−α)/2
(2πσ2)−nα/2
(
2πσ2
α+ 2(1 − α)θσ2
)n/2
× exp
{
−nα(1− α)θS[(1− φ)
2 + 2(1− φ)r1 + r2]
α+ 2(1 − α)θσ2
}]
=
1
nα(α− 1) ln
[
(2θσ2)n(1−α)/2
(α+ 2(1− α)θσ2)n/2 · exp
{
−nα(1− α)θS[(1 − φ)
2 + 2(1− φ)r1 + r2]
α+ 2(1− α)θσ2
}]
= − ln(2θσ
2)
2α
− ln(α+ 2(1 − α)θσ
2)
2α(α − 1) +
θS[(1− φ)2 + 2(1 − φ)r1 + r2]
α+ 2(1− α)θσ2 . (A.27)
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For a code of rate zero operating over the reference channel Q, the best achievable exponent
is known to be
E(0, Q, d) =
Sθφ2
2
, (A.28)
where we have used an extension of the zero–rate lower bound of [15], [16] that applies to codes
with a given composition µ (see Sections 2 and 4 of [14]). Then we have a lower bound from
(35), for α > 1,
E(0, P, d) ≥ α− 1
α
E(0, Q, d) − (α− 1)∆P,Qα . (A.29)
Thus
E(0, P, d) ≥ sup
(α,θ,φ)∈S
[
(α− 1)Sθφ2
2α
+
(α− 1) ln(2θσ2) + ln(α+ 2(1− α)θσ2)
2α
−(α− 1)θS[(1− φ)
2 + 2(1 − φ)r1 + r2]
α+ 2(1 − α)θσ2
]
, (A.30)
where
S =
{
(α, θ, φ) : α > 1, θ <
α
2(α − 1)σ2 , φ > 0
}
.
The maximization over φ is simple since the objective is quadratic in φ. In particular, the part
that depends on φ is of the form Aφ2 +Bφ, where
A = −θS(α− 1)(α+ 2(α − 1)θσ
2)
2α(α + 2(1 − α)θσ2) < 0, (A.31)
and
B =
2θS(α− 1)(1 + r1)
α+ 2(1− α)θσ2 . (A.32)
The maximum of Aφ2 +Bφ is
− B
2
4A
= −2θα(α− 1)S(1 + r1)
2
4(α − 1)2θ2σ4 − α2 , (A.33)
and our lower bound becomes,
(α− 1) ln(2θσ2) + ln(α+ 2(1 − α)θσ2)
2α
− (α− 1)θS[1 + 2r1 + r2]
α+ 2(1 − α)θσ2
− 2θα(α− 1)S(1 + r1)
2
4(α− 1)2θ2σ4 − α2 . (A.34)
It would be more convenient to define θ = τα/[2(α − 1)σ2], τ ∈ (0, 1), and to transform the
parameter set from (α, θ) to (α, τ). Denoting
Φ(α, τ) :=
(α− 1) ln[τα/(α − 1)] + ln[α(1 − τ)]
2α
, (A.35)
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the expression is then
Φ(α, τ) +
Sτ
2σ2
[
− 1 + 2r1 + r2
1− τ +
2(1 + r1)
2
1− τ2
]
= Φ(α, τ) +
S
2σ2
[
− τ
1− τ (r2 − r
2
1) +
τ
1 + τ
(1 + r1)
2
]
, (A.36)
to be maximized over (τ, α) ∈ (0, 1)× (1,∞). Now the function Φ(α, τ) is always non–positive
(the maximum over τ ∈ (0, 1) for a given α is zero) and it vanishes for α = 1/(1 − τ) (hence
this is the optimum choice of α). Thus, we are left with maximizing the second term of (A.36)
over τ . Recall that r2 ≥ r21, and that a = r2 − r21 ≥ 0 and b = (1 + r1)2. The maximum is
given by
E(0, P ) ≥
{
S
4σ2
(
√
b−√a)2 = S
4σ2
[|1 + r1| −
√
r2 − r21]2 a ≤ b,
0 otherwise.
(A.37)
This establishes the first inequality in (93).
In the case a < b, the maximizing τ is given by (
√
b−√a)2/(b− a) ∈ (0, 1). If we use this
in the expression for the optimal α and θ, we obtain that the optimal θ is 1/(2σ2) and the
optimal φ2 is given by φ2 = (
√
b+
√
a)2. Thus under the selected reference model,
E(0, Q, d) =
Sθφ2
2
=
S
4σ2
(
√
b+
√
a)2. (A.38)
By virtue of (42), this gives namely
sup
d
inf
P∈F
E(0, P, d) ≤ S
4σ2
(
√
b+
√
a)2. (A.39)
✷
A.4 Proof of Theorem 4.3
To work with the upper bound, we compute the Re´nyi divergence term,
α
n
Dα(Qn‖Pn) = 1
n(α− 1) lnEP
[(Q(X ,Y ,θ)
P (X ,Y ,θ)
)α]
. (A.40)
We have
P (X,Y ,θ) = P (Y |X,θ)P (X)P (θ) =
[ n∏
t=1
g(Yt|(1 + θt)Xt)
]
P (X)P (θ), (A.41)
where g(y|x) = (2πσ2)−1/2e−(y−x)2/(2σ2), and
Q(X,Y ,θ) =
[ n∏
t=1
g(Yt|Xt)
]
P (X)P (θ). (A.42)
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Thus
α
n
Dα(Qn‖Pn) = 1
n(α− 1) lnEP
[( n∏
t=1
g(Yt|Xt)
g(Yt|(1 + θt)Xt)
)α]
(A.43)
=
1
n(α− 1) lnEP
[
exp
{ α
2σ2
n∑
t=1
[θ2tX
2
t − 2θtXt(Yt −Xt)]
}]
(A.44)
=
1
n(α− 1) lnEP
[
exp
{ α
2σ2
n∑
t=1
[−θ2tX2t − 2θtXtWt]
}]
(A.45)
=
1
n(α− 1) lnEP
[
exp
{α(α− 1)
2σ2
n∑
t=1
θ2tX
2
t
}]
(A.46)
≤ 1
n(α− 1) lnEP
[
exp
{α(α− 1)A2
2σ2
n∑
t=1
θ2t
}]
, (A.47)
where in the last line we have used the assumption |Xt| ≤ A.
We have assumed that θ is a stationary, zero-mean Gaussian process. Thus the limit
lim
n→∞
1
n
lnEP
{
exp
(
c
n∑
t=1
θ2t
)}
(A.48)
can be computed using Szego’s theorem (see [10]). To this end, note first that the exponential
moment is given by
EP
{
exp
(
c
n∑
t=1
θ2t
)}
= det(I − 2cVn)−1/2, (A.49)
where Vn is the covariance matrix of θt, t = 1, . . . , n. Next, if Tn is a sequence of Hermitian
Toeplitz matrices of the form Tn = [tk−j; k, j = 0, 1, 2, . . . , n − 1], where tk are absolutely
summable, and their spectral density f(ω) =
∑∞
k=−∞ tke
−ikω, ω ∈ R, satisfies f(ω) ≥ m > 0,
ω ∈ R, one has by Theorem 13 of [10], that
lim
n→∞
1
n
ln det(Tn) =
1
2π
∫ 2π
0
ln f(ω)dω. (A.50)
Recall that we assume that rk are absolutely summable. Then, with c = c(α) = α(α −
1)A2/(2σ2), we obtain the bound
lim sup
n→∞
α
n
Dα(Qn‖Pn) ≤ lim sup
n→∞
− 1
2(α− 1)n ln det(I − 2cVn) (A.51)
= − 1
4π(α− 1)
∫ 2π
0
ln(1− 2cΣθ(ω))dω, (A.52)
assuming 2c supω Σθ(ω) < 1. As for the lower bound, a calculation similar to that of (A.43)–
(A.47) gives
α− 1
n
Dα(Pn‖Qn) = 1
nα
lnEQ
[
exp
α(α − 1)
2σ2
n∑
t=1
θ2tX
2
t
]
(A.53)
≤ 1
nα
lnEQ
[
exp
α(α − 1)A2
2σ2
n∑
t=1
θ2t
]
. (A.54)
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Using the same considerations as before gives
lim sup
n→∞
α− 1
n
Dα(Pn‖Qn) ≤ − 1
4πα
∫ 2π
0
ln(1− 2cΣθ(ω))dω, (A.55)
where again we assume that {Σθ} satisfies 2c supω Σθ(ω) < 1. ✷
A.5 Proof of Theorem 4.4
Our estimates of the Re´nyi divergence are based on large deviation results from [3]. We first
note that the divergence is given by
Dα(QT ‖PT ) = 1
α(α− 1) lnEPT [(ZT )
−α] (A.56)
=
1
α(α− 1) lnEPT exp
[
− α
σ
∫ t
0
θsXsdWs +
α
2σ2
∫ t
0
(θsXs)
2ds
]
. (A.57)
Note by (114) and (119) that
σWt =
∫ t
0
θsXsds+ σW˜t, (A.58)
and so ∫ t
0
θsXsdWs = σ
−1
∫ t
0
(θsXs)
2ds+
∫ t
0
θsXsdW˜s. (A.59)
Thus
Dα(QT ‖PT ) = 1
α(α− 1) lnEPT exp
[
− α
σ
∫ t
0
θsXsdW˜s − α
2σ2
∫ t
0
(θsXs)
2ds
]
. (A.60)
Under PT , conditioned on (θs,Xs, s ∈ [0, t]), the integral
∫ t
0 θsXsdW˜s is a Gaussian random
variable with mean zero and variance
∫ t
0 (θsXs)
2ds. Thus
Dα(QT ‖PT ) = 1
α(α − 1) lnEPT exp
[α(α − 1)
2σ2
∫ t
0
(θsXs)
2ds
]
. (A.61)
A similar calculation for
Dα(PT ‖QT ) = 1
α(α− 1) lnEQT [(ZT )
α] (A.62)
=
1
α(α− 1) lnEQT exp
[α
σ
∫ t
0
θsXsdWs − α
2σ2
∫ t
0
(θsXs)
2ds
]
(A.63)
gives
Dα(PT ‖QT ) = 1
α(α − 1) lnEQT exp
[α(α − 1)
2σ2
∫ t
0
(θsXs)
2ds
]
. (A.64)
As a result, the two divergences are equal, and using |Xt| ≤ A, we can bound them as follows:
Dα(QT ‖PT ) = Dα(PT ‖QT ) ≤ 1
α(α − 1) lnEQT exp
[α(α − 1)A2
2σ2
∫ T
0
θ2t dt
]
. (A.65)
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It is shown in Lemma 3 of [3] that
lim
T→∞
1
T
lnEQT exp
[
c
∫ T
0
θ2t dt
]
= − 1
4π
∫ ∞
−∞
ln[1− 4πcΣθ(ω)]dω, (A.66)
provided that c < 1/(4πM). Specifically, (117) holds since we have assumed that p :=
A2/(2σ2) < 1/(4πM). Moreover, with c(α) = α(α − 1)p, for any α > 1 such that c(α) <
1/(4πM), we obtain from (9) and (10) (by a derivation analogous to that of (17))
E(P ) ≤ α
α− 1E(Q) −
1
4π(α − 1)
∫ ∞
−∞
ln[1− 4πc(α)Σθ(ω)]dω (A.67)
E(P ) ≥ α− 1
α
E(Q) +
1
4πα
∫ ∞
−∞
ln[1− 4πc(α)Σθ(ω)]dω. (A.68)
✷
A.6 Proof of (158)
To prove (158), we follow the main steps of [13], with a little twist since in our case the
distortion measure (which is quadratic) is unbounded. Consider an arbitrary rate–distortion
code C = {yˆ1, . . . , yˆM}, M = enR, R being the coding rate. Let us denote the event under
discussion by
E =
{
y : min
m
n∑
t=1
(yt − yˆm,t)2 > nd
}
, (A.69)
where yˆm,t is the t–th component of the reproduction word yˆm. Let RG(d, σ˜
2) = 12 ln
σ˜2
d denote
the rate–distortion function of the Gaussian memoryless source G˜ with variance σ˜2. We first
show that under the assumption that RG(d, σ˜
2) > R, there exists a constant α(σ˜2, d,R) > 0
such that G˜(E) ≥ α(σ˜2, d,R) for all sufficiently large n. Let
d˜(C) △= 1
n
E˜{min
m
‖Y − Yˆ m‖2}, (A.70)
where E˜ denotes expectation under G˜. Let d1 = σ˜
2e−2R denote the optimum distortion of G˜
at rate R. Then, obviously,
RG(d, σ˜
2) > R = RG(d1, σ˜
2) ≥ RG(d˜(C), σ˜2), (A.71)
where the first inequality is by our assumption. the equality is by definition of d1 and the
second inequality is due to the fact that C may not be optimal for G˜. Since RG(·, σ˜2) is
monotonically decreasing, then
d < d1 ≤ d˜(C). (A.72)
Now, let us denote δ(y) = minm ‖y − yˆm‖2/n and let d0 > d1 be an arbitrary large distortion
level. Then, assuming, without loss of generality, that the zero–vector belongs to C, and so,
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δ(y) ≤ ‖y‖2/n, we have:
d˜(C) ≤ [1− G˜(E)] · d+
∫
y: δ(y)≥d
G˜(y)δ(y)dy
= [1− G˜(E)] · d+
∫
y: d≤δ(y)≤d0
G˜(y)δ(y)dy ++
∫
y: δ(y)≥d0
G˜(y)δ(y)dy
≤ [1− G˜(E)] · d+ G˜(E) · d0 + 1
n
∫
y: ‖y‖2≥nd0
G˜(y) · ‖y‖2dy (A.73)
Now, the last term, which is
δn
△
=
1
n
· (2πσ˜2)−n/2
∫
‖y‖2≥nd0
‖y‖2 · exp{−‖y‖2/2σ˜2}dy, (A.74)
is easily shown3 to decrease exponentially provided that d0 > σ˜
2. Thus, we have
G˜(E) ≥ d˜(C)− d− δn
d0 − d ≥
d1 − d− δn
d0 − d , (A.75)
which is positive for n large enough. For example, beyond a certain n0, it exceeds
d1−d
2(d0−d) , which
we take to be α(σ˜2, d,R). Now, for a given ǫ > 0, let Tǫ = {y : | ln G˜(y)G(y) − nD(G˜‖G)| ≤ nǫ}.
Then, by the weak law of large numbers, G˜(Tǫ) ≥ 1− α(σ˜2, d,R)/2 for all large n. Thus,
G(E) ≥
∫
E∩Tǫ
G(y)dy (A.76)
=
∫
E∩Tǫ
G˜(y)e− ln[G˜(y)/G(y)]dy (A.77)
≥ G˜(E ∩ Tǫ) · exp{−n[D(G˜‖G) + ǫ]} (A.78)
≥ [G˜(E)− G˜(T cǫ )] · exp{−n[D(G˜‖G) + ǫ]} (A.79)
≥ [α(σ˜2, d,R)− 1
2
α(σ˜2, d,R)] · exp{−n[D(G˜‖G) + ǫ]} (A.80)
=
1
2
α(σ˜2, d,R) · exp{−n[D(G˜‖G) + ǫ]}. (A.81)
Since this is true for all σ˜2 with RG(d, σ˜
2) > R, the tightest bound is obtained by minimizing
D(G˜‖G) = 1
2
[
σ˜2
σ2
− ln σ˜
2
σ2
− 1
]
, (A.82)
in the range σ˜2 ≥ de2R, which is attained at σ˜2 = de2R, yielding the following upper bound on
the exponent:
E(R) ≤ 1
2
[
de2R
σ2
− ln de
2R
σ2
− 1
]
= Φ[R−RG(d)]. (A.83)
✷
3Apply the Chernoff bound and use the fact that ‖y‖2e−s‖y‖
2
is the negative derivative of e−s‖y‖
2
w.r.t. s.
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