S U M M A R Y W e analyse statistically the long-term properties of several instrumental earthquake catalogues. Complete catalogues exhibit both short-and long-term clustering for earthquakes of all depth ranges. After accounting for the effect of short-term clustering, we find that in residual (declustered) catalogues, long-term clustering, not periodicity, characterizes the occurrence of all earthquakes-shallow, intermediate, and deep. T h e degree of clustering in residual catalogues is the same for earthquakes in different depth ranges. Circumstantial evidence indicates that the long-term v,ariation of seismicity is governed by a power-law temporal distribution; as in short-term clustering, it is scale invariant. T h e fractal dimension of an earthquake set on the time axis is of the order of 0.8-0.9. Therefore, mainshock occurrence is closer t o a stationary Poisson process than standard aftershock sequences of shallow earthquakes.
INTRODUCTION
Investigating long-term properties of seismicity is much more difficult than similar studies of short-and intermediate-term variations of earthquake occurrence rates. One of the reasons is obvious: we lack welldocumented, uniform long duration catalogues of earthquakes. Available historical catalogues are strongly inhomogeneous both in time and space (see Lee, Meyers & Shimazaki 1988) . Although palaeoseismology studies provide an important insight into seismicity variation on the scale from centuries to thousands of years, their data are also highly heterogeneous. Instrumental catalogues of earthquakes available at present span less than one hundred years (Abe 1981; Bath & Duda 1979) . Even with such extensive instrumental catalogues, the problem of uniformity and homogeneity is still vexing, because these catalogues might be seriously contaminated by man-made variations of magnitude levels, location and other errors (see, for example, Perez & Scholz 1984; Habermann 1987 Habermann , 1988 , and references therein).
The major difficulty in analysing the temporal structure of earthquake occurrence is existence of two time-scales present in catalogues: the short-term time-scale of foreshocks and aftershocks, and the long-term scale of mainshock occurrence. The short-term clustering is significantly stronger than its long-term counterpart, especially for small-and medium-size shallow earthquakes. Thus, we are trying to distinguish a relatively weak long-term effect on a stronger background of short-term clustering.
Another difficulty in analysing long-term variations of seismicity is lack of an obvious model for such variations.
On a short time-scale, the clustering of events is the major feature of sequences of shallow earthquakes, the most evident manifestation of the clustering being aftershocks of strong earthquakes. Similar but less energetic aftershock sequences follow intermediate and deep earthquakes (Kagan & Knopoff 1980b; Prozorov & Dziewonski 1982; Frohlich 1987) . Starting with Omori's (1894) paper, many studies specify the rate of occurrence of aftershocks and foreshocks, so basic paradigms for the short-term clustering are known. Among the most recent statistical studies of this phenomenon are those by Prozorov & Dziewonski (1982) , Reasenberg (1985) , Jones (1985) , Kagan & Knopoff (1987b) , and Ogata (1988) . All these investigations relied on the model of a Poisson cluster process where earthquake occurrence is represented as a random field of earthquake sequences. Usually, the strongest event in the sequence is considered a cluster centre or main event. The mainshock occurrence is taken as a stationary Poisson process with a uniform rate over time. Within each sequence, dependent events (aftershocks and foreshocks) are distributed according to some probabilistic law, and parameters of the distribution are estimated by an appropriate statistical procedure.
The long-term behaviour of mainshocks is not presently understood. In principle, they might be quasi-periodic, Poissonian (Gardner & Knopoff 1974) , or clustered. Quasi-periodicity and clustering are opposing models for random events. We define a coefficient of variation (C,) of earthquake interoccurrence time (T) as a ratio of the standard deviation (uT) to the average time ( T ) . A completely random Poisson occurrence has the coefficient of variation equal to one, whereas quasi-periodicity yields a coefficient of less than one, and the coefficient is larger than one for clustered earthquakes (Fig. 1 ). Periodic models would usually predict enhanced probability of an event after a long period of diminished seismic activity while clustering models would predict lower than the Poissonian probability in this case. Considerable interest has been focused recently on a new class of models, i.e., fractal or scale-invariant distributions of time intervals (Mandelbrot 1983; Kagan & Knopoff 1987a, b , and references therein). The time distribution of earthquakes and especially aftershocks has a clear scale-invariant property as noted by several investigators (Kagan & .Knopoff 1981; Hirata 1987; Rykunov et al. 1987; Smalley et al. 1987) . For power-law (fractal) distributions the mean interoccurrence time, the standard deviation, as well as the coefficient of variation, tends to infinity as the observation time increases (see Fig. 1 ). Thus, the clustering takes an extreme form. For such clustering we use here the term fractal clustering, as opposed to a regular clustering with m > C , > 1.0.
Statistical studies of historical earthquakes (for example, Ambraseys 1971 Ambraseys , 1989 Lee & Brillinger 1979; Ambraseys & Melville 1982, p. 154; Vere-Jones & Ozaki 1982; Ogata 1988) point to clustering of strong earthquakes, as the major factor of seismicity for long time intervals (tens of years, centuries). Analysing a long instrumental catalogue Kagan & Knopoff (1976) suggest that even the strongest earthquakes (with magnitude equal to or exceeding 8.0) are likely in places of earlier large events during the few years following the previous shock, again pointing to clustering of plate-rupturing events. There are some qualitative indications that earthquake clustering may still be prevalent on time scales of thousands to tens of thousands of years (Wallace 1987; Crone & Omdahl 1988) . In the early sixties it became clear that major earthquakes are caused by plate tectonics. One hypothesis of this dependence is a quasi-periodic release of accumulated tectonic energy through seismic events which rupture the whole depth of a plate boundary. A standard explanation for the quasi-periodicity is that the stresses which cause earthquakes slowly build up due to plate movements after each event (Shimazaki & Nakata 1980; Nishenko & McCann 1981, p. 21) . Until the stress or deformational energy reaches a critical value, a new strong earthquake is less probable. However, the existence of large aftershocks shows that even the largest mainshocks do not reduce the stress to a safe level. While some would combine foreshocks, mainshocks, and aftershocks into one 'sequence,' this is simply a recognition of strong short-term correlation.
The quasi-periodic or recurrence hypothesis forms the 
DATA
Several instrumental catalogues have been used in these investigations (Table 1) . Two of these worldwide catalogues are data compilations by Bath & Duda (1979) and by Abe (1981) from the beginning of the instrumental era. The catalogues are relatively homogeneous only for the strongest earthquakes (M 2 7.0); one should expect their uniformity and homogeneity to be significantly degraded during the early years of this century (Perez & Scholz 1984) .
Although the PDE list (Rinehart, Meyers & von Hake 1985) goes back a few centuries, the more homogeneous data with uniform reporting of the body-wave magnitude starts from 1965; later, other magnitudes (M, and ML) have been added to the catalogue (Perez & Scholz 1984) . The available catalogue ends on 1988 June 24. To take into account saturation of magnitude scales as well as to average all the reported magnitudes, we used the magnitude averaging procedure described in Kagan & Knopoff (1980b, equations 1,2) . To ensure catalogue uniformity, all earthquakes with magnitude less than 5.3 have been removed.
The HARVARD catalogue of seismic moment tensor solutions (Dziewonski et al. 1989 , and references therein) seems most accurate in determining earthquake size and position. Unfortunately, the catalogue's relatively short span makes it less useful in studying long-term variations of seismicity. The available catalogue ends on 1988 February 29. Since the yearly number of earthquakes stabilizes after 1983, we used the 1984-88 section for our analysis. equivalent to assigning zero weight to the event. For a 1-D process (time-only dependence), this scheme is equivalent to that of Ogata (1988) , but can be used for multidimensional processes as well.
To study temporal properties of earthquake catalogues, we calculate the conditional time-distance moment by counting the total number of earthquakes above a certain magnitude cut-off in the spatial and temporal neighbourhood of each earthquake. To illustrate the method we display in Table 2 all pairs of shallow earthquakes in the HARVARD catalogue of seismic moment solutions (Dziewonski et al. 1989 ) for which centroid positions were separated by less than 30 km. The magnitude cut-off is taken Mw=6.5. Thus, the sampling of events is reasonably complete even in the time span 1977-1988 , and these shocks are large enough to be plate-rupturing. There are 35 pairs of earthquakes, from a total of 371 events; therefore, another large event follows about 10 per cent of these strong earthquakes in the first 11 yr. As Fig. 2 testifies, these pairs are not concentrated in any particular part of the world or in any particular geological province.
In Table 3 we combine results from Table 2 and compare the pair numbers with the numbers of events expected in the same neighbourhood if earthquakes follow the Poisson distribution, i.e., occur completely randomly. The expected value n p of event pairs in time interval t is estimated as follows:
The above catalogues characterize worldwide seismicity and list shallow, intermediate, and deep earthquakes. For comparison we also used the CALNET local catalogue of shallow earthquakes in central California (Marks & Lester 1980 , and references therein).
SECOND-ORDER TIME-DISTANCE STATISTICAL MOMENT
In this paper we use the term 'moment' in two ways: the seismic moment tensor and the statistical moment function of earthquake catalogues. Therefore, care needs to be exercised to avoid confusing them.
We want our method to be as formal and universal as possible: independent of arbitrary regionalization of seismic provinces and any a priori model of earthquake interaction. Since we suspect that temporal distribution of earthquakes may well be fractal, the method should not be confined to 'well-behaved' distributions. It should also be robust in interpreting relatively small amounts of data. Statistical moment methods are well suited to these requirements. Actually these methods have been used in analysing seismicity since Vere-Jones (1970) evaluated the variance/mean ratio for New Zealand's shallow and deep earthquakes. Ogata (1988) measured the same ratio for the Japanese catalogue. These investigations indicated that clustering prevails for earthquakes in different depth ranges. Kagan & Knopoff (1976) , Vere-Jones (1978) , Prozorov & Dziewonski (1982), and Reasenberg (1985) evaluated time-distance second-order moments for several earthquake catalogues. These measurements indicated that short-term shallow earthquake clustering (mainly aftershocks) dominates all these moments. Thus, we need appropriate methods to account for the short-term variations. We want to show that earthquakes exhibit long-term clustering even after the well-known short-term clustering has been accounted for. One possible method is to remove aftershocks from an earthquake catalogue; a declustering procedure extensively used (see, for example, Gardner & Knopoff 1974; Reasenberg 1985) . Unfortunately, this method leaves 'holes' in the catalogue in place of aftershock sequences. Each event, even an unambiguous aftershock, has a small but finite probability of being an independent event which falls into an aftershock window incidentally. Another drawback of these methods is that the window size is not selected by some optimization procedure. Ogata (1988) proposed a scheme which first estimates parameters of seismicity by a likelihood optimization procedure, and thereafter uses these parameters to create a 'residual' catalogue. This method allows for the possible independence of an earthquake. The residual catalogue should be free of effects from short-term clustering. Unfortunately, Ogata's method is only appropriate for 1-D processes.
In this work we use the declustering method first applied by Kagan & Knopoff (1980a, p. 314) ; in this procedure each earthquake is assigned a weight equal to the probability of the event's independence. The probability is evaluated by a likelihood analysis of the earthquake catalogue. When we count the number of pairs while calculating the second-order moment, we use the product of weights for each pair of events. Removing an aftershock from a catalogue is
where NT is the total number of pairs of hypocentres separated by less than 30 km, and T is the total duration of the catalogue (see Cox & Lewis 1966, equation 5.4.21) .
The numbers of pairs in column 3 of Table 3 are approximately the same, whereas the time intervals (column 2) increase logarithmically. Therefore the normalized number of pairs should decrease with time according to a power law. For small time intervals the ratios Jp/jp and Np/np (last two columns in Table 3 ) decay in time approximately as t-o.8. For time intervals approaching the time length of the catalogue, the actual number of pairs is smaller than the expected value (compare columns 3, 5 and 7). This compensates for large count of pairs immediately after an earthquake. The temporal density of pairs both measured and calculated seems equal for time value of several hundred days (see the seventh column of Table 3 ). To investigate whether this break-even time interval depends on catalogue or distance range, we present in Table  4 the ratio Jp/jp obtained for three catalogues of different time spans. In all these cases the ratio approaches unity for time interval values approximately 10 per cent of the total time span (see Table 1 or the last item in second column for each catalogue). Thus, most probably the size of this time interval is a statistical artifact.
RESULTS
Here we discuss the behaviour of normalized pairs as they depend on distance and time intervals between earthquakes.
In Fig. 3 we display the ratio Np/np, hereafter referred to as a '(time-distance statistical) moment', for shallow fluctuations, so that regularities are easier to display even for small catalogues, and second, the cumulative ratios do not depend on the size of time intervals used to calculate the time-distance distributions.
In Fig. 3 we use earthquakes from 1984-1988, since in that period the catalogue is complete for events with 1 V~z 6 . 0 .
The upper symbol in Fig. 3 means, for example, that the total number of events closer than 25.6 km to the reference event, and separated by less than 0.17 days, is almost 700 times larger than the number of pairs corresponding to the Poisson occurrence. In our plots we only display symbols for those time-distance intervals for which the number of pairs equals or exceeds 10. In all between earthquakes, rather than epicentral distance.
If I is small compared to T for the Poisson occurrence of events, n p in (1) is distributed approximately according to the Poisson distribution (Cox & Lewis 1966, chapter 5.4) . If the count of pairs, Np, exceeds np plus two times the earthquakes of the HARVARD catalogue in a doubly standard deviation (2a), the curves for the HARVARD, logarithmic format. In the plot we normalize the cumulative DUDA and ABE catalogues are accompanied by large size number of events. The cumulative plots have two symbols. Otherwise the size of the symbol is reduced. For advantages. First, they are less subject to statistical the PDE and CALNET catalogues we use a 3a rule. The time l
i s t e d i n "Time" column i s t h e u p p e r l i m i t for t h e i n t e r v a l ; t h e l o w e r l i m i t is t h e item a b o v e . For t h e f i r s t row t h e lower l i m i t i s zero. A d a s h means t h a t t h e c o u n t of p a i r s i s less t h a n 5 .
s t a n c e t e r u a I The general characteristics of the catalogue can be judged directly from plots such as Fig. 3 . If earthquakes were Poissonian, then of course the ratio of observed to predicted counts would be 1.0, and each curve would be a horizontal line along the bottom of the graph. Any value greater than one implies that the observed count exceeds the predicted number suggesting that events are clustered in time, at least within the hypocentral range specified. Some models assume that there should be a quiet period after a large event, since accumulated stress is released, and a certain time period is needed to store up the tectonic stress necessary to produce a new earthquake (Shimazaki & Nakata 1980; Nishenko & McCann 1981) . Tables 2-4 seem to contradict this assumption. Quasi-periodic behaviour would result in a deficit of pairs with short interval times, so that curves would lie below the line Nplnp = 1. All cumulative curves must go to Np/np = 1 for range T, because the Poisson rate is estimated from the total number of event pairs in the particular distance range.
In Fig. 3 there are no obvious curve changes for distances comparable to the focal size of an earthquake with cut-off magnitude 6.0; curves obtained for cut-off magnitude 6.5 behave the same. If, for example, plate-rupturing events should exhaust all the available deformation energy in the focal zone, we would have a deficit of strong earthquakes in that area. One assumption of the quasi-periodic (recurrence) models is that a large earthquake reduces stress on the rupture zone below that required for additional strong events (Shimazaki & Nakata 1980) . If this were true, we should expect a deficit of pairs of close events compared t o pairs of distant events. For the H A R V A R D catalogue, with a magnitude threshold of 6.0 or 6.5, the rupture zone is about 20-40 km long. For most earthquake catalogues, the
expected deficit might be partly hidden by a tendency of hypocentres to be near the rupture zone boundary, so that two events with distinct rupture zones could still have nearby hypocentres. But this condition does not occur in the HARVARD catalogue, because the location of an event is determined as the centroid of the moment tensor. For this catalogue, proximity implies overlap of rupture zones, and still we observe no deficit of nearby pairs.
The time span of the HARVARD catalogue is relatively small, so Fig. 3 displays short-term seismicity which could be significantly modified when time intervals comparable to recurrence times of strong earthquakes are considered. In
Figs 3-7 we display time-distance moments for all catalogues of shallow earthquakes listed in Table 1 . All these moments have a similar form: starting from small time intervals, curves exhibit the power-law form m ( t ) t*.
(2) Mandelbrot (1983, p. 289) shows that 6 has meaning as a fractal dimension.
The value of 6 equal to zero in (2) corresponds to all events concentrated in one point, i.e., to a very clustered distribution, whereas 6 = 1 means that the cumulative number of events is proportional to time (Fig. 8) , hence is not clustered. For 1-D processes (time only) 6 cannot exceed 1.0. If 6 = 1 over all time periods from zero to infinity, the process is Poissonian (Fig. 8) . On the other hand, if (2) is not satisfied for small time intervals, but is satisfied asymptotically for long time intervals with 6 = 1, the process is not scale invariant, its coefficient of variation (see Fig. 1 ) is finite. In such a case, depending on the value of the coefficient of variation, the process can be either quasi-periodic or regularly clustered. If 6 is not equal to 0 l i s t a n c e The curves corresponding to small distance intervals are sampling of aftershocks after large earthquakes, as was often indistinguishable. This is caused, in our opinion, by discussed earlier (Kagan Kc Knopoff 1980b) location errors for the CALNET catalogue are about 0.5 km, the vertical error is usually larger than 1.0km (Marks 19 Lester 1980). In Fig. 5 the curves corresponding to distances less than 0.5 km almost overlap, whereas the 'long-range' curves significantly differ as distance increases beyond the range of location errors. Figs 4 , 6 and 7 display similar behaviour: of course, the distance intervals where overlapping occurs are different for each of these plots, corresponding roughly to known location errors for these catalogues. Power-law dependence similar to (2), is observed for a temporal decay of aftershock sequences (Omori law). However, in the study of the Omori law only sequences with many aftershocks are usually selected. Thus, the sample is biased. In Tables 2-4 , as well as in determining the moment, all earthquake pairs are used. Hence, we conclude that after any earthquake, seismicity levels decay according to a power law (2). This law can be used to predict future activity in an appropriate neighbourhood of any event.
Only a few events are located close to the reference hypocentre, and these events most probably occur near the time of the reference event. N, should be constant for large time intervals. Therefore, the normalized cumulative moment should decay with time close to l / t for very small distance intervals. This decay corresponds to fractal dimension 0.0. Since we normalized the moments, the slope of the curves in all the plots is equal to 6 -1. O n the other hand, for very large distance intervals, the earthquakes should be independent and distributed uniformly in time. Hence, the number of pairs is approximately equal to the Poisson value in (l), and their dimension is close to 1.0. The Poisson process should yield a horizontal line at ordinate 1.0 on our plots. Any clustering of earthquakes reveals itself on the plot as ratio values larger than 1.0; power-law or fractal distributions (clustering) should display a linear relation in our log-log plot.
O n the other hand, if earthquakes were periodic, the moments' values should dip below 1.0. Using Table 3 we can illustrate a possible shape of the moments for quasi-periodic type models. In column 3 there should be very few pairs of events until the recurrence time is reached, and at that time a sharp peak should be observed. If earthquakes on different fault segments were to exhibit various intervals of periodicity, then the distribution's peak would be more broad. Still, the count number for small time intervals should be much smaller than the Poissonian value.
Actually, in Tables 3 and 4 we d o not see any increase of the ratio Jp/jp as time approaches the time span of a catalogue: the pair count continues to decrease.
The observed behaviour of the curves in all the plots is markedly different from that predicted by the quasi-periodic models (Shimazaki & Nakata 1980; Nishenko 8c McCann 1981) : the observed curves are linear in a log-log display, hence they exhibit scale-invariant or fractal features. The fractal dimension in all these plots (Figs 3 to 7) ranges from close to 0.0 for very small distance intervals to 1.0 for large distances. One may argue that the Clustering is demonstr-ated in Figs 3-7 only for time intervals less than a few decades; for longer times the clustering might be replaced by a quasi-periodic behaviour. However, we see no break-down of the power-law dependence in our plots. The clustering of large and very large events on time-scales of decades clearly contradicts the idea that these earthquakes deplete deformational energy.
It is often believed (see, for example, Kelleher, Sykes & Oliver 1973) that clustering may be the property of complex earthquake zones such as continental collision areas, etc., whereas simple plate boundaries which are common along the circum-Pacific belt, should exhibit quasi-periodic behaviour. However, most of the Earth seismicity is concentrated in the circum-Pacific belt (cf. Fig. 2 ), therefore our results indicate that the clustering is a property of simple as well as complex interplate boundaries.
The results above suggest that the probability of an earthquake is highest immediately after a previous large earthquake and continues to decline with time. Our observations appear to preclude quasi-periodic or even Poissonian behaviour of earthquakes in a given place. But could it be that quasi-periodic behaviour of local faults could lead to apparently fractal behaviour of a global catalogue? After all, given the highly random character of-seismicity, heavy averaging is required to determine reliably the systematic behaviour of earthquake occurrence. In principle, such averaging might hide periodicity on particular fault segments by, for example, mixing data from regions with different periods and/or phases. But, as we mentioned above, the temporal correlation is especially strong for nearby pairs of events. Thus, a periodic processes on particular segments could lead to the observed behaviour only if neighbouring segments were closely coupled. We tried unsuccessfully to invent a hypothetical periodic process which would reproduce even qualitatively the observed time-distance moment curves. We invite proponents of seismic periodicity to have a try. Any rules for data selection should be objective and well defined, and any simulation should account for the observed long-term clustering in several types of different catalogues of large and great earthquakes.
The catalogues used in Figs 3-7 are compiled under very different conditions; several types of magnitudes as well as scalar seismic moment are used in our analysis. We would expect that the catalogues' heterogeneities discussed earlier are largely uncorrelated. Since all of the plots exhibit the same scale-invariant features, this gives us assurance that the heterogeneities d o not significantly influence our results. Moreover, the use of heavy averaging over time and space should suppress the influence of catalogue inhomogeneities on the reported results.
We compare the moments for shallow seismicity with those obtained for intermediate and deep earthquakes in catalogues PDE and D U D A (Figs 9-11) . Plots for the ABE catalogue are very similar to that for the D U D A list, and for brevity's sake are not shown. There are several obvious differences between these results. First, as should be expected, intermediate and deep events exhibit much less clustering: the maximum values of the normalized moments are measured in tens compared to thousands for shallow earthquakes. These moments, especially those for intermediate events, seem to consist of two types of curves. On the left side of the graphs, the curves resemble moments for shallow earthquakes, with a slope comparable to that in Figs 3-7 for respective distances, but the slope of curves on the right-hand side is much smaller. For most of the catalogues, To explain the composite form of the moments for intermediate and deep earthquakes, we propose that a crustal slab of cold material subducts into the mantle and initially is still cold enough to yield, although at a much smaller rate, aftershocks characteristic for a brittle fracture.
Deeper in the mantle, where temperature and plasticity are high enough, such aftershock activity should discontinue. The first column of values for each depth range is the dimension for the original catalogue; the second column is calculated for a residual catalogue.
The above hypothesis is supported by the results of the residual (declustered) catalogue analysis. As we. explained earlier, in processing these catalogues, we took the probability of an earthquake being independent as its weight. In principle, if the Poisson cluster process with a uniform rate of cluster centres is a proper model of earthquake occurrence, the moments of a residual catalogue should be equal to a constant. In reality, our likelihood model is not perfect; in Kagan (1990) we discuss various approximations and possible errors which may contaminate our estimates of event independence. Thus the moments of a residual catalogue should show both defects of our likelihood model approximation and other influences which have not been properly modelled in the likelihood procedure.
In Tables 5 and 6 we display the results of fitting a linear regression line to the linear part of curves. This linear part is taken to be between the eighth point of the curve and the point corresponding to a time period of one tenth of the time span of a catalogue (see Table 4 ) or less. The value after f sign is the standard deviation, it shows the degree of non-linearity of a curve; not the actual error in determination of the dimension. The first set of values for each depth range is the dimension for the original catalogue, the latter set is calculated for a residual catalogue.
Several conclusions can be drawn from Tables 5 and 6 : (a) the slope of the curves or fractal dimension increases with increase of depth and distance; (b) the dimension for residual catalogues generally increases compared to that for original catalogues, the dimension becomes largely independent from depth for residual catalogues; (c) for intermediate and deep events the standard deviation is A dash means that the number of points is less than five. If two columns of values are given for one depth interval, the first column is the dimension for the complete catalogue; the second column is calculated for a residual catalogue. smaller for residual catalogues, thus the curves are more linear for these catalogues. The dimension for the residual DUDA catalogue of shallow earthquakes shows relatively little improvement compared to the original catalogues (see Table 6 ). The improvement is small because of a high rate of various errors in the catalogue (location errors, uncertainties in magnitude determination, etc.) which should be especially large in the older parts of the catalogue. Another factor is a low rate of interaction between very strong earthquakes, most of which are independent (Kagan 1990 ).
To investigate the interaction between the strongest earthquakes we calculated the normalized moment for two catalogues DUDA and ABE for events with magnitude M , 2 7.5 and M, 2 8.0 (Table 7) . There are 329 earthquakes with M s r 7 . 5 and 99 earthquakes with M,28.0 in the DUDA catalogue; the numbers for the ABE catalogue are 250 and 53, respectively. From the Table 7 it is clear that the large events ( M , 2 7.5) exhibit the same scale-invariant behaviour as earthquakes with M, 2 7.0; earthquakes with magnitude more than 8.0 do not show a clear pattern of interaction. Previous results by Kagan & Knopoff (1976) indicate that these events are also clustered.
For the residual PDE catalogue the moment is about 500 times smaller than that (Fig. 12) for the original catalogue (Fig. 4) . This signifies that most aftershocks are being taken into account. None of the moments for residual catalogues drops significantly below 1.0, indicating a tendency to periodicity. Moreover, the moments for residual catalogues still exhibit power-law features, as in the original catalogues. Therefore, seismicity continues to decrease in a power-law fashion after the traditionally defined aftershock sequences have expired. The statistical tests, described in the first section, confirm that the observed regularities are statistically significant. Ogata (1988, Fig. 13 ) also finds that a residual catalogue of strong shallow Japanese earthquakes still exhibits clustering properties, as shown by a larger than 1.0 ratio of variance/mean.
The moments for the residual catalogue of intermediate and deep earthquakes (Figs 13 and 14) show features similar to those for shallow earthquakes. Comparing these moments with those obtained from the original catalogues (Figs 10 and l l ) , we see that the former are better approximated by a straight line. It means that we have successfully taken into account the usual fore-/aftershocks, and the remaining scale-invariant features are now common to all earthquakes: shallow, intermediate, and deep. Actually the curves for the residual catalogue of shallow earthquakes (Fig. 12) are similar to the curves for intermediate events (Fig. 13) , hence mainshock seismicity of shallow and intermediate events has nearly identical behaviour. Kagan & Knopoff (1981) simulated the short-term D i s t a n c e I n t e r u a I clustering of earthquakes by employing the memory dimension of 8 (Mandelbrot 1983; p. 289) ; the dimensions influence function with a density in (2) and (3) are equivalent under these conditions. Heuristically, this seemingly counterintuitive equivalence, (3) may be explained by the presence of long time intervals if 8
where 1 is the time elapsed since the last event, and 8 is a in (3) is small. These long intervals separate clusters of memory parameter. For a 1-D renewal (Cox & Lewis 1966) events and therefore yield a lower dimension 6 in (2). process the function (3) defines a random set with a fractal Earthquake rupture propagation is better modelled by a (Kagan & Knopoff 1980b; Frohlich 1987) . The power-law temporal distribution implies that there is no characteristic time-scale of earthquake occurrence, or earthquake periodicity is impossible. We want to evaluate the temporal fractal dimension of the residual catalogue, i.e., to describe temporal properties of mainshock sequences, but it is not clear how. The dimension computed from (2) is dependent on distance, and is not an intrinsic property of the sequences. As a temporary solution, we might compare the moment curves for shallow seismicity which, according to Kagan & Knopoff (1981) , is governed by a fractal dimension 0.5, with the curves for residual catalogues. For example, comparing the curve for 204.8 km in Fig. 4 , which yields an exponent value close to 0.5 (see also Table 5 ) with the corresponding curve in Fig. 12 , we obtain the value of exponent 6 -0.8. The curve in Fig. 13 which displays moments for intermediate earthquakes, has a similar value of 6 (-0.8) . Curves for deep earthquakes (Fig.   14) do not have a clear linear part; however, the value of the exponent seems to be close to 0.9 for the same distance interval (204.8 km).
If we identify fractal dimensions 6 and 8 in (2) and (3), both short-term and long-term properties of earthquake occurrence at different depth ranges, are scale invariant. These temporal properties can be expressed in terms of fractal distributions having the same values of exponents both for short and long time intervals: 1/2 for shallow seismicity and 0.8-0.9 for intermediate and deep earthquakes (see Fig. 8 ).
DISCUSSION
If we analyse the criteria used for long-term prediction of earthquakes in the algorithm developed by the Keilis-Borok group (Keilis-Borok & Rotwain 1990, and references therein), we see that almost all criteria point to an increased seismic activity as a precursor to future large earthquakes. Thus, the algorithm coincides with our idea that periods of seismic activation (or 'times of increased probability-TIPS' in Keilis-Borok & Rotwain 1990), which may be of arbitrary time length, are followed by similar periods of lowered seismic activity. This interpretation explains a very long-distance influence of one earthquake upon another in the Keilis-Borok group's scheme: in reality both events are caused by the increased deformation rate of the mantle. Long-term prediction should locate where in the cycle of activation-deactivation the region under consideration is located.
We see another confirmation of our results in our statistical tests (Kagan & Jackson 1990) of the predictions based on the quasi-periodicity or seismic gap hypothesis. As we explained in the manuscript (Kagan & Jackson 1990) , standard statistical tests cannot be employed to verify such a hypothesis, since the number of degrees of freedom in the model is comparable with the number of data points. Nevertheless, the predictions based on these models can be tested statistically; these tests indicate that the regions of recent high seismic activity have a larger than usual chance of producing new strong earthquakes. The areas of long-term absence of large earthquakes, contrary to expectation in the quasi-periodic model, have a smaller than usual probability of earthquake occurrence. Furthermore, our results indicate a gradual decrease of seismic activity in the wake of a strong plate-rupturing event. The quasi-periodic hypothesis predicts, on the other hand, an abrupt fall in the earthquake rate in such case.
That the value of the exponent 8 (or 6, see equation 2) is close to 1.0 is clear from the likelihood analysis of earthquake sequences at various depth intervals (Kagan 1990) . In the likelihood optimization we approximate the memory function by (3). The value of 8 is found to be between 0.0 and 0.5 for shallow and intermediate earthquakes, but is close to 1.0 for deep earthquakes. This means that foreshocks and aftershocks of deep earthquakes are on average closer in time to the main event than dependent events of shallow earthquakes. The number of dependent events first decreases steadily as depth increases; for a depth range AH=141-280km the number of aftershocks reaches the minimum. However, for deep events (AH = 281-700 km) the number of dependent events increases once more. Combined with a sudden change in the 8 value, this increase of aftershock activity suggests that deep seismicity should be explained by a physical mechanism different from that of shallow earthquakes. Frohlich (1987 Frohlich ( , 1989 ) has arrived at similar conclusions.
In our recent paper (Davis et nl. 1989) we asked the following question: is it true that 'The longer it has been since the last earthquake, the longer the expected time till the next?'. The answer has been affirmative on the basis of formal statistical procedures: as time passes without a strong earthquake, our estimate of the interoccurrence time interval necessarily must increase. In this study we see that the answer to the above question should also be affirmative given the long-term clustering property of earthquake occurrence: the longer the time since the last strong event, the higher the probability that we are entering a quieter seismic period-there is no compensation for a long seismic silence.
Earthquake prediction has been subdivided into three subproblems: short-, intermediate-, and long-term prediction (Wallace, Davis & McNally 1984) . This subdivision is based on rather arbitrary time units connected mostly to time-scales of earthquake mitigation measures. We prefer to classify earthquake prediction on the base of the physics of earthquake preparation or earthquake rupture process. Three separate stress loading regimes leading to earthquakes, each with its specific time-scale or time exponent can be suggested: (1) dynamic loading due to propagation of rupture; (2) inelastic stress redistribution in the crust responsible for foreshocks and aftershocks; (3) stress propagation in the lower crust and mantle which is the cause of mainshock seismicity.
The earthquake rupture propagation is characterized by a velocity from 3 to 4.5 krn s-l (surface-wave velocity). Predicting future rupture events on this time-scale requires an extremely rapid response-seconds or tens of seconds. Such computerized prediction has been proposed by Heaton (1985) . Even in this case, unavoidable uncertainties in gathering data and interpreting them, as well as time delays caused by the finite velocity of wave propagation and processing of the data will make prediction a largely statistical problem.
A short-term fractal clustering of shallow earthquakes can be explained by random variations of stresses due to past earthquakes (Kagan & Knopoff 1987a) . These random variations in their turn may be caused by the appearance and migration of defects in rocks of the earthquake focal area. A similiar mechanism for the power-law distribution of the dielectric relaxation time based on diffusion of random defects has been invoked by Shlesinger & Montroll (1984) . The prediction based on foreshock-aftershock clustering of shallow earthquakes has a time-scale of the order of minutes to several years (Kagan & Knopoff 1987b) . Shallow seismicity is distinguished by a strong temporal clustering of events. The quantitative measure of this strong clustering is a fractal temporal dimension of 0.5 (see Fig. 8 ) which characterizes the shallow earthquake occurrence (Kagan & Knopoff 1987a) .
Finally, we propose that long-term prediction be based on plastic deformation in the Earth's lower crust and mantle which controls slow variations in the underlying, background rate of seismic activity over decades, and, possibly, thousands of years and longer. Like the short-term clustering of shallow earthquakes, the long-term clustering appears to be governed by a scale-invariant distribution with the exponent of the order 0.8 to 0.9: mantle dynamics seems to be also fractal. This value of fractal dimension signifies that both short-term clustering of deep and intermediate earthquakes (Kagan & Knopoff 1981) and long-term clustering of all earthquakes explored in this work can be explained by a similar scale-invariant mechanism. That mechanism yields the same value for fractal dimension (0 = 6 = 0.8-0.9, see equations 2 and 3). Contrary to our interpretation of the short-term clustering for shallow earthquakes, we know of no appropriate physical model to explain the above value (0.8-0.9) of the fractal dimension. Moreover, the evidence of fractal properties of the long-term earthquake clustering is less strong than that for shallow seismicity; this makes our conclusions for long-term seismicity patterns more tentative.
The value of 6 equal to 0.8-0.9 means that the rate of seismic activity is changing very slowly over time. Using (2) we obtain for the change of rate of earthquake occurrence in time r ( t ) e-. t*-'.
Then for 6 = 0.9, the rate function (4) is nearly independent of time, approximating a Poisson process. For example, from (4) the seismicity rate would decrease by one order of magnitude between two times t , and t2 only after t , = 10"t,. Therefore, such clustering produces very drawn-out groups of events. Below equation (3) we discussed how to reconcile the apparent contradiction between the above statement and the close concentration of events equation (3) requires, for
Thus, only for very long time periods of the order of centuries or thousand years and more, should the forecasted estimate of future seismic activity significantly differ from a 'naive' assignment of the recent earthquake rate to the future. This argument justifies a usual practice of extrapolating recent rate of seismic activity to future times as a simple, uniform, Poisson process. However, if we want to extrapolate a cluster of strong earthquakes which occurred during several centuries and thereafter there were no significant events for, say, several thousands years, we need to apply the scale-invariant clustering model to evaluate future earthquake hazard. The long-term clustering of earthquakes, of course, needs additional investigation for the practical forecasts of future large earthquakes.
McCann et al. (1979) subdivided the Circum-Pacific earthquake zone into many segments to which they assigned potential for large earthquakes (with magnitude M z 7.0). This potential depends on the amount of time elapsed since the last large event on a particular segment. In particular, McCann et al. (1979) identified the areas which have not ruptured during more than 100yr as the most dangerous (red) zones. Zones which had strong earthquakes from 30 to 100yr ago are assigned medium risk (orange areas); and segments where large earthquakes have occurred less than 30yr ago, are defined as low potential (green zones). After comparing seismic activity in all of these zones, Kagan & Jackson (1990) found that during the 1979-1988 period green or orange zones have twice as many large earthquakes compared to red zones, whereas no statistically significant change in seismicity rate is found for green versus orange zones. In contrast to the interpretation of McCann et al. (1979) our present results suggest that red zones should have the lowest seismicity level among all areas, whereas the green zones should be more dangerous than orange.
Suppose we take an average time since the last strong earthquake to be 15,65 and 150 yr for green, orange, and red segments, respectively (McCann et al. 1979) . Comparing, for example, the seismicity changes for red versus green zones and taking the fractal dimension to be 0.8, we obtain for the ratio of earthquake occurrence rates (see equation 4):
(150/15)".2 i= 1.6.
(5)
Comparing occurrence rates of orange versus green segments, we obtain similarly (65/15)'., = 1.3.
(6) These values are close to the ratios of about 2.0 and 1.0 obtained in Kagan & Jackson (1990) and discussed above. A tentative interpretation of our results is as follows: since long-term clustering is a property of earthquakes belonging to all depth ranges, it is due to dynamic processes in the Earth's mantle. As a conjecture we propose that the value of fractal dimension 0 equal to 0.5 corresponds to temporal clustering of events during a fracture of brittle solid materials. As we mentioned earlier (Kagan & Knopoff 1981) , this value of 0 yields a highly discontinuous release of seismic energy, usually interpreted as fore-, main-, and aftershock sequences. The value 0 between 0.5 and 1.0, on the other hand, should correspond to a plastic flow of materials and instabilities accompanying that flow (see Fig.  8 ). For ideal fluids with zero viscosity, the value of 0 should be 1.0, corresponding to a continuous flow. According to this hypothesis, the mantle deformation outside a subducting slab should be characterized by a fractal dimension larger than 0.9 (and close to 1.0). This deformation would lead to discontinuous instabilities of the motion too small to excite significant seismic waves.
CONCLUSIONS
We statistically analyse long-term properties of several instrumental earthquake catalogues. We find no evidence of mainshock sequence periodicity for strong shallow, intermediate, or deep earthquakes; no evidence is found even for decreased seismic activity after a strong earthquake. Conversely, analysis of time-distance statistical moments points to clustering as a major long-term feature of the seismic process. After a large earthquake this clustering manifests itself in an increase of the rate of large events for several decades. After we take into account the effect of short-term clustering (aftershocks), the degree of clustering in residual catalogues is the same for earthquakes in different depth ranges. These results were obtained for all the earthquake catalogues analysed, so that bias due to catalogue deficiencies is greatly reduced.
Therefore, time-space clustering of earthquakes is a universal phenomenon which has two genera: (1) a short-term, strong clustering of shallow earthquakes responsible for foreshock-mainshock-aftershock sequences, and (2) long-term, weak clustering which characterizes all the mainshock earthquakes-shallow, intermediate, and
deep. There is circumstantial evidence that long-term variations of seismicity like short-term clustering, are governed by a power-law temporal distribution, i.e., they are fractal. The fractal dimension of the set of earthquakes on the time axis is of the order of 0.8 to 0.9; mainshock occurrence is much closer to a stationary Poisson process than standard aftershock sequences of shallow earthquakes.
