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Abstract: The automorphism groups AutAn and AutWn of the polynomial algebra An =
C[x1, x2, · · · , xn] and the rank n Witt algebra Wn = DerAn are studied in this paper. It is
well-known that AutAn for n ≥ 3 and AutWn for n ≥ 2 are open. In the present paper, by char-
acterizing the semigroup EndWn\{0} of nonzero endomorphisms of Wn via the semigroup of the
so-called Jacobi tuples, we establish an isomorphism between AutAn and AutWn for any positive
integer n. In particular, this enables us to work out the automorphism group AutW2 of W2.
Key words: polynomial algebra, Witt algebra, automorphism, Jacobi conjecture, Jacobi tuple.
Mathematics Subject Classification (2010): 17B40, 16S50.
1 Introduction
With a history of 100 years [1], the (one-sided rank n) Witt algebras Wn = DerAn (the
derivation algebras of the polynomial algebras An := C[x1, ..., xn] of n variables for all n ≥
1) are the first known examples of infinite-dimensional simple Lie algebras. However, the
determination of automorphism groups AutWn of Wn is a long outstanding open problem
(even for case n = 2). It is well-known (e.g., [4, 11–17]) that automorphism groups of Lie
algebras constitute an important part in the structure theory of Lie algebras. For the case of
the two-sided Witt algebra W±n = DerA
±
n (the derivation algebra of the Laurent polynomial
algebra A±n := C[x
±1
1 , ..., x
±1
n ]), the problem of determining the automorphism group AutW
±
n
of W±n is much easier (e.g., [2, 12–14, 22]), as any automorphism σ ∈ AutW
±
n must fix the
set FW±n of the ad-locally finite elements of W
±
n and in this case FW±n turns out to be the
vector space FW±n = ⊕
n
i=1Cxi
∂
∂xi
. In sharp contrast to W±n , the set FWn of the ad-locally
finite elements of Wn is unachievable.
The distinguished Jacobi conjecture posed by Keller in 1939 says that if f1, f2, ..., fn∈An
are n polynomials on n variables such that the corresponding Jacobi determinant J(f1, ..., fn)
:= Det
(
∂fi
∂xj
)
1≤i,j≤n ∈ C
× := C\{0} is a nonzero complex number (in this case, the n-tuple
(f1, ..., fn) is referred to as a Jacobi tuple in the present paper), then f1, f2, ..., fn are gen-
erators of An, namely, An = C[f1, f2, ..., fn]. Many interesting results would follow if this
conjecture holds. Unfortunately, over seven decades’ endeavor made by many mathemati-
cians (e.g., [3, 5, 7, 10, 18–21]), it is still an open problem. Obviously, the Jacobi conjecture
is equivalent to the statement that every endomorphism of An sending the generating tuple
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(x1, ..., xn) to a Jacobi tuple is an automorphism. Thus the Jacobi conjecture is closely re-
lated to the automorphism group AutAn of An. The group AutAn is clear in case n ≤ 2
(cf. [6]), but for n ≥ 3 this is yet undetermined. Obviously, there are three types automor-
phisms: si, τa, ψp for 1 ≤ i ≤ n − 1, a ∈ C
×, p ∈ Z≥0, where si is the automorphism which
switches xi and xi+1 and fixes other xj ’s, while τa is the automorphism which sends x1 to
ax1 and fixes other xj ’s, and ψp is the automorphism which sends x2 to x2 + x
p
1 and fixes
other xj ’s. The subgroup TaAn of AutAn generated by these three types automorphisms is
the group of tame automorphisms, and the elements of AutAn\TaAn are called wild auto-
morphisms. It is well-known that there are no wild automorphisms of A2. The first example
of a wild automorphism is the Nagata automorphism σ1 of A3 given in [6] (and proved to be
wild in [8, 9]) as follows:
σ1(x1)=x1−2(x
2
2+x1x3)x2−(x
2
2+x1x3)
2x3, σ1(x2)=x2+(x
2
2+x1x3)x3, σ1(x3)=x3.
The Jacobi conjecture is also closely related to another conjecture posed in [22, Conjec-
ture 1] (referred to as the Witt algebra’s conjecture for easy reference) which states that
any nonzero endomorphism of Wn is an automorphism (or equivalently, any nonzero en-
domorphism of Wn is surjective), namely, AutWn = EndWn\{0}. In fact, it was proved
in [22, Theorem 4.1] that the Witt algebra’s conjecture implies the Jacobi conjecture. From
this, one can expect that the determination of AutWn is a highly nontrivial problem.
In the present paper, by embedding the Witt algebraWn for any n ≥ 1 into the derivation
algebra W¯n = Der A¯n of the field A¯n = C(x1, ..., xn) of rational functions in n variables
(regarding A¯n as an algebra over C), we characterize the semigroup EndWn\{0} via the set
JTn of Jacobi tuples of An. This provides us a way to prove an equivalence between the Jacobi
conjecture and the Witt algebra’s conjecture, and to establish an isomorphism between
AutWn and AutAn. The later result in turn enables us to work out the automorphism
group AutW2 of W2.
To summarize our main results, we first give a semigroup structure on JTn by defining
for f = (f1, ..., fn), g = (g1, ..., gn) ∈ JTn,
f · g = h, where h = (h1, ..., hn) with hi = gi(f1, ..., fn) for 1 ≤ i ≤ n, (1.1)
where gi(f1, ..., fn) = gi|(x1,··· ,xn)=(f1,··· ,fn). By the chain rule of partial derivatives, we see that
the resulting tuple h is indeed in JTn, and obtain a semigroup JTn under the multiplication
“ · ” defined in (1.1).
Let f = (f1, f2, · · · , fn) ∈ JTn be a Jacobi tuple, and assume J(f1, f2, · · · , fn) = c ∈ C
×.
Let σf be the linear map of Wn by defining for ki ∈ Z
≥0 and 1 ≤ j ≤ n,
σf (x
k1
1 x
k2
2 · · ·x
kn
n ∂j) = f
k1
1 f
k2
2 · · · f
kn
n θj , where ∂j =
∂
∂xj
, θj =
1
c
n∑
l=1
Mlj∂l, (1.2)
2
and Mlj is the (l, j)-cofactor of the Jacobi matrix M :=
(
∂fi
∂xj
)
1≤i,j≤n. One can easily verify
that θj(fi) = δi,j for 1 ≤ i, j ≤ n, from this it is easy to check that σf is a nonzero
endomorphism of the Lie algebra Wn. Thus we obtain a semigroup homomorphism
ξ : JTn → EndWn\{0} sending f 7→ σf . (1.3)
Let τ ∈ AutAn. Then we have a Jacobi tuple fτ := (τ(x1), ..., τ(xn)) ∈ JTn, thus τ
corresponds to a nonzero endomorphism σfτ ∈ EndWn\{0}, and we obtain a semigroup
homomorphism
ζ : AutAn → EndWn\{0} sending τ 7→ σfτ . (1.4)
Now we can summarize our main results as follows.
Theorem 1.1. (1) The Jacobi conjecture is equivalent to the Witt algebra’s conjecture.
(2) The map in (1.3) is a semigroup isomorphism ξ : JTn ∼= EndWn\{0}.
(3) The map in (1.4) induces a group isomorphism ζ : AutAn ∼= AutWn.
(4) The group AutW2 is generated by s, τa, ψp for a ∈ C
×, p ∈ Z≥0, where,
s(xi1x
j
2∂1 + x
k
1x
l
2∂2) = x
i
2x
j
1∂2 + x
k
2x
l
1∂1,
τa(x
i
1x
j
2∂1 + x
k
1x
l
2∂2) = a
ixi1x
j
2∂1 + a
kxk1x
l
2∂2,
ψp(x
i
1x
j
2∂1 + x
k
1x
l
2∂2) = x
i
1(x2 + x
p
1)
j(∂1 − x
p−1
1 ∂2) + x
k
1(x2 + x
p
1)
l∂2,
for i, j, k, l ∈ Z≥0.
Finally we remark that the isomorphism in Theorem 1.1 (3) may provide a possible way
to study automorphisms of An using the theory of Lie algebras. This is also our goal in a
sequel.
2 Some lemmas
Let n be a positive integer (we assume n ≥ 2). Denote by n, Z≥0 and C× the set {1, 2, · · · , n},
the set of all non-negative integers and the set of non-zero complex numbers, respectively. Let
An = C[x1, x2, · · · , xn] be the polynomial algebra of n variables x1, x2, · · · , xn over complex
field C. Denote Wn = DerAn, the derivation algebra of An.
It is well known that Wn is the free An-module of rank n with basis {∂i | i ∈ n}:
Wn = ⊕
i∈n
An∂i =
{
n∑
i=1
Pi∂i
∣∣∣∣ Pi ∈ An
}
, where ∂i =
∂
∂xi
.
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Let A¯n = C(x1, x2, · · · , xn) be the quotient field of An, and W¯n = Der A¯n the corresponding
derivation algebra of A¯n (regarding A¯n as a C-algebra). Then obviously, W¯n is the n-
dimensional A¯n-vector space with basis {∂i | i ∈ n}:
W¯n = ⊕
i∈n
A¯n∂i =
{
n∑
i=1
Pi∂i
∣∣∣∣ Pi ∈ A¯n
}
, and Wn ⊂ W¯n.
Note that the space W¯n⊕ A¯n is a Lie subalgebra of the Weyl type Lie algebra W¯n, where
W¯n is the Lie algebra consisting of all differential operators on A¯n. In particular, for any
a1, a2 ∈ A¯n, D1, D2 ∈ W¯n, one has
[a1D1, a2D2] = [a1D1, a2]D2+a2[a1D1, D2] = a1D1(a2)D2−a2D2(a1)D1+a1a2[D1, D2]. (2.1)
Let σ ∈ EndWn\{0} (the set of nonzero endomorphisms of the Lie algebra Wn). Then
Ker σ = 0 as the ideal generated by a single nonzero element in Ker σ would be Wn itself.
Denote
θi = σ(∂i) ∈ Wn for i ∈ n. (2.2)
The following is the technical lemma in obtaining our main results.
Lemma 2.1. The elements θ1, ..., θn are A¯n-linear independent.
Proof. Suppose conversely that there exists I0 ( n such that {θi | i ∈ I0} forms a maximal
A¯n-linearly independent subset of {θi | i ∈ n}. Choose any i1 ∈ n\I0, and assume that
θi1 =
∑
j∈I0
bjθj for some bj ∈ A¯n. (2.3)
Let k ∈ Z≥0 and denote Dk =
1
k+2
σ(xk+2i1 ∂i1). We have
[θj , Dk] = σ
([
∂j ,
1
k + 2
xk+2i1 ∂i1
])
= 0 for any j ∈ I0. (2.4)
Applying σ to xk+1i1 ∂i1 = [∂i1 ,
1
k+2
xk+2i1 ∂i1 ], by (2.1)–(2.4), we obtain
σ(xk+1i1 ∂i1) = [θi1 , Dk] =
∑
j∈I0
[bjθj , Dk] =
∑
j∈I0
cjkθj , where cjk = −Dk(bj) ∈ A¯n. (2.5)
Using this and the fact that [θi, θj ] = 0 for i, j ∈ n, we have
0 = σ([∂l, x
k+1
i1
∂i1 ]) =
∑
j∈I0
[θl, cjkθj ] =
∑
j∈I0
θl(cjk)θj for any l ∈ I0. (2.6)
This together with the A¯n-linear independence of {θi | i ∈ I0} implies that θl(cjk) = 0 for all
j, l ∈ I0 and k ∈ Z
≥0. From this and (2.1), we obtain
(k2 − k1)σ(x
k1+k2+1
i1
∂i1) = [σ(x
k1+1
i1
∂i1), σ(x
k2+1
i1
∂i1)] = 0 for any k1, k2 ∈ Z
≥0,
contradicting the fact that Kerσ = 0.
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Lemma 2.2. For any i, j ∈ n and k = 1, 2, there exists ai ∈ A¯n such that σ(x
k
i ∂j) = a
k
i θj .
Proof. For any k ∈ Z≥0, assume that σ(xki ∂j) =
∑n
l=1 a
(k)
ijl θl for some a
(k)
ijl ∈ A¯n. For i, j,m ∈
n and 1 ≤ k ∈ Z≥0, we have
−δi,m
n∑
l=1
ka
(k−1)
ijl θl = −δi,mkσ(x
k−1
i ∂j) = σ([x
k
i ∂j , ∂m])
= [σ(xki ∂j), σ(∂m)] =
n∑
l=1
[a
(k)
ijl θl, θm]
= −
n∑
l=1
θm(a
(k)
ijl )θl
by (2.1) and [θi, θj] = 0 for i, j ∈ n. Hence by Lemma 2.1,
θm(a
(k)
ijl ) = δimka
(k−1)
ijl for all i, j, l,m ∈ n and 1 ≤ k ∈ Z
≥0. (2.7)
In particular,
θm(a
(1)
ijl ) = δimδjl for all i, j, l,m ∈ n, (2.8)
since a
(0)
ijl = δjl (the Kronecker delta). For simplicity, denote aijl = a
(1)
ijl for any i, j, l ∈ n.
Claim 1. We have σ(xi∂j) = aiθj and θj(ai) = δij for i, j ∈ n, where ai = aill for all l ∈ n.
Using (2.1) and (2.8), for arbitrary i1, i2, j1, j2 ∈ n we have
n∑
l=1
(δj1i2ai1j2l − δj2i1ai2j1l)θl
= δj1i2σ(xi1∂j2)− δj2i1σ(xi2∂j1) = σ([xi1∂j1 , xi2∂j2 ])
= [σ(xi1∂j1), σ(xi2∂j2)] =
n∑
l1,l2=1
[ai1j1l1θl1 , ai2j2l2θl2 ]
=
n∑
l1,l2=1
(
ai1j1l1θl1(ai2j2l2)θl2 − ai2j2l2θl2(ai1j1l1)θl1
)
=
n∑
l1,l2=1
(δl1i2δj2l2ai1j1l1θl2 − δl2i1δj1l1ai2j2l2θl1)
= ai1j1i2θj2 − ai2j2i1θj1.
By Lemma 2.1 again,
δj1i2ai1j2l − δj2i1ai2j1l = δj2lai1j1i2 − δj1lai2j2i1 for any i1, i2, j1, j2, l ∈ n. (2.9)
Setting j1 = j2 = j in (2.9), one has
δji2ai1jl − δji1ai2jl = δjl(ai1ji2 − ai2ji1) for any i1, i2, j, l ∈ n,
5
which is equivalent to
δji2ai1jl − δji1ai2jl = 0 for any i1, i2, j 6= l ∈ n (2.10)
and
δji2ai1jj − δji1ai2jj = ai1ji2 − ai2ji1 for any i1, i2, j ∈ n. (2.11)
Taking i2 = j in (2.10) gives ai1jl = 0 for i1 6= j and l 6= j; taking i1 = j in (2.11) gives
ajji2 = 0 for i2 6= j. It follows that
aijl = 0 for any i, j 6= l ∈ n. (2.12)
On the other hand, it follows from (2.9) for the case l = j2 6= j1 that
δj1i2ai1j2j2 − δj2i1ai2j1j2 = ai1j1i2 , (2.13)
which together with (2.12) gives
ai1j1j1 = ai1j2j2 for i, j1 6= j2 ∈ n. (2.14)
Hence by (2.12) and (2.14), the expression of σ(xi∂j) can be rewritten as
σ(xi∂j) = aiθj , where ai = aij1j1 for any j1 ∈ n, (2.15)
and whence (2.8) becomes
θj(ai) = δij for any i, j ∈ n. (2.16)
So the Claim 1 is true.
Claim 2. We have σ(x2i ∂j) = a
2
i θj for all i, j ∈ n.
By (2.7) and (2.15),
θm(a
(2)
ijl ) = 2δimδjlai for all i, j, l,m ∈ n. (2.17)
It follows from (2.1) and (2.15)–(2.17) that
a
(2)
ij1i
θj2 − 2δj2ia
2
i θj1
=
n∑
l=1
(
a
(2)
ij1l
θl(ai)θj2 − aiθj2(a
(2)
ij1l
)θl
)
=
n∑
l=1
[a
(2)
ij1l1
θl, aiθj2]
= [σ(x2i ∂j1), σ(xi∂j2)] = σ([x
2
i∂j1 , xi∂j2]) = δj1iσ(x
2
i ∂j2)− 2δj2iσ(x
2
i ∂j1)
=
n∑
l=1
(δj1ia
(2)
ij2l
− 2δj2ia
(2)
ij1l
)θl.
Then by Lemma 2.1,
δj1ia
(2)
ij2l
− 2δj2ia
(2)
ij1l
= δj2la
(2)
ij1i
− 2δj1lδj2,ia
2
i for all i, j1, j2, l ∈ n. (2.18)
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Thus for l 6= j2 and l 6= j1, we have δj1ia
(2)
ij2l
−2δj2,ia
(2)
ij1l
= 0, which implies a
(2)
j1j2l
= 2δj2j1a
(2)
j1j1l
.
Hence,
a
(2)
j1j2l
= 0 for l 6= j1 and l 6= j2. (2.19)
In case j1 = j2 = j, by (2.18) we have −δjia
(2)
ijl = δjl(a
(2)
iji − 2δjia
2
i ), which gives rise to
a
(2)
iji = 0 for i 6= j, (2.20)
and
a
(2)
iii = a
2
i for any i. (2.21)
It follows from taking l = j1 6= j2 in (2.18) that
δj1ia
(2)
ij2j1
− 2δj2ia
(2)
ij1j1
= −2δj2ia
2
i ,
from which by setting i = j2 we obtain
a
(2)
j2j1j1
= a2j2 for j1 6= j2. (2.22)
Now let us collect some useful datum to deduce the relation promised in Claim 2. By
(2.19) and (2.20) one can see that
a
(2)
ijl = 0 for all i, j 6= l ∈ n. (2.23)
It immediately follows from (2.21) and (2.22) that
a
(2)
ijj = a
2
i for all i, j ∈ n. (2.24)
Combining the above two equations gives a
(2)
ijl = δjla
2
i , and therefore
σ(x2i∂j) = a
2
i θj for all i, j ∈ n. (2.25)
This completes the proofs of Claim 2 and the lemma.
Lemma 2.3. Let ai be as in Lemma 2.2. We have in fact ai ∈ An for all i ∈ n, and
σ(xk11 x
k2
2 · · ·x
kn
n ∂j) = a
k1
1 a
k2
2 · · · a
kn
n θj for any j ∈ n, ki ∈ Z
≥0.
Proof. First we assert σ(xki ∂j) = a
k
i θj for any i, j ∈ n and k ∈ Z
≥0. We proceed by induction
on k. By Lemma 2.2, this is true for k ≤ 2. In particular, by (2.1), (2.7) and (2.16) we have
σ(xlxi∂i) =
1
2
σ([xl∂i, x
2
i ∂i]) =
1
2
[alθi, a
2
i θi] = alaiθi for any l 6= i ∈ n. (2.26)
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Suppose that this assertion holds for the case k. Let us see the case k + 1. By inductive
assumption, we have
σ(xk+1i ∂j) =
1
2
σ([xki ∂i, x
2
i ∂j ]) =
1
2
[aki θi, a
2
i θj ] =
1
2
aki θi(a
2
i )θj = a
k+1
i θj for i 6= j,
and in case i = j, we can always choose l 6= i (since we assume n ≥ 2) such that
σ(xk+1i ∂i) = σ([x
k
i ∂l, xlxi∂i] + k[x
k
i ∂i, xixl∂l])
= [aki θl, alaiθi] + k[a
k
i θi, aialθl] = a
k+1
i θi
by (2.26). So in either case we have proved σ(xk+1i ∂j) = a
k+1
i θj for any i, j ∈ n, i.e., the
assertion also holds for the case k + 1.
Now we are going to show that ai ∈ An for all i ∈ n. Since θi ∈ Wn, we can assume that
θi =
∑
j∈n bji∂j for some bji ∈ An. Write ai =
pi
qi
for some coprime polynomials pi, qi ∈ An.
Then noting from σ(xki ∂i) = a
k
i θi =
∑
j∈n
pki
qki
bji∂i ∈ Wn, we obtain that q
k
i |bji for any k ∈ Z
≥0.
The only possibility for this is that qi ∈ C
×. This shows ai ∈ An.
Next by induction on r we prove σ(x
ki1
i1
x
ki2
i2
· · ·x
kir
ir
∂j) = a
ki1
i1
a
ki2
i2
· · · a
kir
ir
θj for any j, il ∈ n
and kil ∈ Z
≥0. By the first paragraph, this statement holds for r = 1. Suppose this holds
for 1 ≤ r < n. Without loss of generality, we show that
σ(xk11 x
k2
2 · · ·x
kn
n ∂j) = a
k1
1 a
k2
2 · · · a
kn
n θj (2.27)
provided that σ(xk11 x
k2
2 · · ·x
kn−1
n−1 ∂j) = a
k1
1 a
k2
2 · · · a
kn−1
n−1 θj holds. By inductive assumption, we
have
σ(xk11 x
k2
2 · · ·x
kn
n ∂j)
= −
(−1)δnj
kn+δnj−1 + 1
σ([xk11 x
k2
2 · · ·x
kn−1+1−δnj
n−1 ∂j , x
kn+δnj
n ∂n+δnj−1])
= −
(−1)δnj
kn+δnj−1 + 1
[ak11 a
k2
2 · · · a
kn−1+1−δnj
n−1 θj , a
kn+δnj
n θn+δnj−1]
= ak11 a
k2
2 · · · a
kn
n θj .
That is, the formula (2.27) holds. This completes the proof.
3 Proof of Theorem 1.1
Recall that an n-tuple (f1, f2, · · · , fn) of elements in An is called a Jacobi tuple if the Jacobi
determination J(f1, f2, · · · , fn) = Det(∂jfi)1≤i,j≤n ∈ C
×.
Before beginning to prove Theorem 1.1, we also need to present the following result.
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Proposition 3.1. Any nonzero endomorphism of Wn is uniquely determined by a Jacobi
tuple.
Proof. Let 0 6= σ ∈ EndWn. Then by Lemmas 2.2 and 2.3, there exist fi ∈ A and θi ∈ Wn
such that
σ(xk11 x
k2
2 · · ·x
kn
n ∂j) = f
k1
1 f
k2
2 · · · f
kn
n θj for all j ∈ n, ki ∈ Z
≥0
and
θj(fi) = δij for any i, j ∈ n. (3.1)
For j ∈ n, assume that θj =
∑
k∈n ajk∂k for some ajk ∈ An. Then (3.1) is equivalent to∑
k∈n ajk∂k(fi) = δij , or in terms of matrix,
(ajk)j,k∈n (∂kfi)k,i∈n = In (the n× n identity matrix).
In particular, J(f1, f2, · · · , fn) = Det (∂kfi)k,i∈n ∈ C
× and as the inverse matrix of (∂kfi)k,i∈n,
(ajk)j,k∈n is uniquely determined by (f1, f2, · · · , fn). This shows that σ is uniquely deter-
mined by the Jacobi tuple (f1, f2, · · · , fn).
Proof of Theorem 1.1 Note that the injectivity and the surjection of ξ follow respectively
from the definition (1.3) of ξ and Proposition 3.1, proving (2).
To prove (3), we only need to show that Im ζ ⊆ AutWn. Since if this is true, then it is easy
to see that ζ is a bijective map from AutAn onto AutWn. Note that any nonzero element of
EndWn is injective (cf. Section 1). So it is enough to show that for any given τ ∈ AutAn, the
image σfτ of τ under the map ζ is surjective in EndWn. Assume J(τ(x1), τ(x2), · · · , τ(xn)) =
c ∈ C×. Let M∗ be the adjoint matrix of M =
(
∂τ(xi)
∂xj
)
1≤i,j≤n. Define θj ∈ Wn for j ∈ n in
the following way
(θ1, θ2, · · · , θn)
T =
1
c
M∗(∂1, ∂2, · · · , ∂n)
T .
Here the symbol T stands for the transpose. Then by the definition of σfτ (cf. (1.2)), we
have
σfτ (h∂j) = τ(h)θj for all j ∈ n and h ∈ An. (3.2)
Since M is non-degenerate, so is M∗ and thereby each ∂i is an An-linear combination of θj ’s,
say,
∂i =
∑
j∈n
bjiθj (3.3)
for some bji ∈ An. Thus, ∂i = σfτ
(∑
j∈n τ
−1(bji)∂j
)
∈ Im σfτ ⊆Wn for any i ∈ n.
On the other hand, by (3.2) and (3.3) one can see that
σfτ
(
τ−1(x2i )
∑
k∈n
τ−1(bkj)∂k
)
= x2i
∑
k∈n
bkjθk = x
2
i ∂j .
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In particular, x2i ∂j ∈ Im σfτ ⊆Wn for any i, j ∈ n. Thus we have obtained
{x2i∂j , ∂j | i, j ∈ n} ⊆ Im σfτ ⊆Wn.
This forces Wn = Im σfτ since {x
2
i∂j , ∂j | i, j ∈ n} is a generating set of the Lie algebra Wn
(recall that we assume n ≥ 2, cf. Lemma 2.3). This shows the surjection of σfτ .
As we have mentioned, the Jacobi conjecture following from the Witt algebra’s conjecture
was proved in [22, Theorem 4.1], so for (1) it remains to show that the Jacobi conjecture
implies the Witt algebra’s conjecture. Let φ ∈ EndWn\{0}. We have to show φ ∈ AutWn.
By (2), φ corresponds to a Jacobi tuple, say, ξ−1(φ) = fφ = (fφ1, fφ2, · · · , fφn). This Jacobi
tuple induces an endomorphism τ of An defined by
τ(xk11 x
k2
2 · · ·x
kn
n ) = f
k1
φ1f
k2
φ2 · · ·f
kn
φn for any kl ∈ Z
≥0.
Now it follows from the equivalent statement of the Jacobi conjecture as remarked in Section
1 that τ ∈ AutAn. So by (3), σfτ = ζ(τ) ∈ AutWn, where fτ = fφ. Then it follows from
(2) that φ = σfφ = σfτ ∈ AutWn, as desired.
Note that (4) follows immediately from (3) and the fact that AutA2 is generated by
s = s1, τa (for a ∈ C
×) and ψp (for p ∈ Z
≥0) (cf. Section 1 and [6]). This completes the
proof Theorem 1.1.
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