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El objetivo del presente trabajo, es el análisis de la
problemática de congestión de los sistemas hospitalarios bajo
la óptica de la teoría de colas, en concreto del sistema
hospitalario gallego y para ser más exactos, el correspondiente
al área de influencia de la ciudad de La Coruña. Se trata de
buscar la aplicabilidad de la teoría de colas, como herramienta
válida para realizar predicciones correctas eñ el entorno de
los problemas de congestión hospitalarios.
De acuerdo.a lo anterior, la teoría de colas deberá ser capaz
de orientar la construcción de un modelo base que permita
planificar y facilitar soluciones al problema de la congestión
del sistema, utilizando la herramienta de la simulación.
Una de las primeras necesidades para controlar la congestión en
los sistemas es describir su comportamiento, con el fin de
buscar el modelo al que mejor se ajuste., o bien, el modelo
teórico más cercano, para así facilitar un mejor conocimiento
del sistema analizado. Esta necesidad, es el objetivo que
persigue la teoría de colas: la descripción del objeto
analizado.
Con todo, el marco de referencia se circunscribe, en principio,
al campo del conocimiento de la teoría de colas, sus distintos
modelos y campos de aplicación. Lo que se ha perseguido es una
recopilación del marco teórico existente lo más acorde con la
actualidad y las necesidades, y se desarrolla en el primer
capítulo.
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Superado el marco teórico, se hizo conveniente introducir
conceptos y métodos de aplicación de gestión, como es la
simulación. La razón de la utilización de la simulación es que
se ha demostrado que es una herramienta válida, en los casos,
como el que nos ocupa, en que la resolución analítica del
problema es imposible . Una de las ventaj as de la simulación es
no tener que recurrir al modelo real, lo cual facilita el
trabajo con entidades complejas y que necesitarían de unos
recursos mucho mayores en comparación con la simulación.
Además, trato de centrar en el segundo capítulo, el campo de
aplicación de la simulación, así como sus distintas opciones.
Una vez centrado el marco de referencia teórico de las colas y
el entorno de la simulación, el trabajo se concentra en la
captación de datos, su descripción y depuración. Los datos han
sido facilitados por el complej o hospitalario Juan Canalej o,
que describiré en mayor detalle en el tercer capítulo. Los
datos facilitados, se centran entre los años 1992 y 1996, ambos
incluidos. En ellos se describen los niveles de servicio por
departamento y área de especialización, tanto en lo que
respecta a los servicios prestados, como en las demandas
recibidas (1995).
Todo el tercer capítulo, se centra en la depuración, análisis,
comentario, clasificación y tratamiento de la información. En
el mismo se van perf ilando las ideas que subyacen en la lectura
de los distintos tratamientos estadísticos, que dado el
carácter y espíritu que se trata de dar al trabajo, puede
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parecer parco, pero que pretende ser un marco de referencia
para posteriores investigaciones sobre el mismo campo.
En el cuarto capítulo he condensado las conclusiones obtenidas
en el presente trabaj o. Se perf ila y describe como se comporta
el sistema. Se apuntan las limitaciones del mismo. Se indican
posibles soluciones. Se justifica la simulación como elemento
válido de trabajo en este tipo de entes complejos. Se indi ĉan
cuales son las principales aportaciones teóricas y prácticas
actuales, etc..
He refundido las principales aportaciones al campo de la teoría
de colas de los distintos expertos en el quinto capítulo,
denominándolo el estado del arte, para terminar el presente
trabajo con la bibliografía y los anexos. Destaca el escaso
número de publicaciones del entorno sanitario para dar
soluciones al problema de la congestión, o cuando menos, el
escaso número de publicaciones desde el punto de vista de la




EL .^lMB2TO TEORI CO
1.1.- INTRODIICCIÓN1: TEORÍA DE COLAS
Una de las áreas más importantes de la dirección de cualquier
tipo de operaciones es la de conocer las líneas de espera y
aprender a administrarlas de manera óptima.
Es necesario recordar que la moderna teoría de colas está
basada en los estudios realizados por el ingeniero danés
ERLANG, A.K. al que, a principios de este siglo XX le
preocuparon las capacidades y aplicaciones de la conmutación
telefónica automática.
Indistintamente en el presente trabajo utilizaremos el término
'cola' o'línea de espera' o'fenómeno de espera'. A diario se
producen fenómenos de espera, o colas, de los cuáles ni nos
apercibimos por estar totalmente familiarizados. Debemos formar
una cola ante la ventanilla de un banco, conducir nuestro
automóvil para acceder a nuestro puesto de trabajo, comprar
pan, acceder a un avión, pagar en el terminal de un
supermercado. También existen colas en las ^fábricas: trabajos
que esperan en cola para ser realizados por distiritas máquinas,
y la propia máquina que debe esperar para ser reparada. Así
mismo, en el campo de las empresas de servicios se producen
fenómenos de espera o colas, producto de que se deberá esperar
a que se termine de atender al precedente con el f in de acceder
al servicio.
18fiD091 pp 1 a 32, CIL093 pp 1, GKP092 pp 12, KAL094 pp 5, KL8075 pp 3, PgA089 pp 19 a 33,
ROB pp 1, TIJ094 pp 1.
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^Cuál es el origen de las colas de espera2? . Siempre que existe
más de un usuario de un recurso limitado, existe una cola o
línea de espera. Este fenómeno de atraso se presenta en muchas
actividades y afecta a diferente tipo de usuarios y recursos.
Cuando la cola se compone de objetos inanimados - como
materiales, componentes, impulsos eléctricos - que esperan
algún tipo de procesamiento el problema es, básicamente,
económico: cuál es la longitud óptima de la cola, cuál es el
nivel de inventario para atenderla, qué equipo habrá de
realizar la tarea y en qué número, o preguntas de similar
índole. Pero cuando la cola está formada por personas que
esperan un servicio, el problema se agudiza pues no solamente
los aspectos económicos son los relevantes, ahora se han de
tener en cuenta los otros aspectos humanos (psicológicos3,
etc) . El siguiente cuadro trata de representar los elementos de





Los 'clientes o demandantes,' de una 'población' o'fuente' que
accede al sistema para recibir un determinado tipo de servicio,
el ritmo de acceso o llegadas al sistema, determinará el
denominado 'tráfico de llegadas'. Otro elemento del sistema es
el 'servidor', algunas veces denominado 'canal', que se
encargará de atender al demandante. La 'capacidad de servicio'
o'tasa de servicio' de un fenómeno de espera puede tener uno
o más ' servidores' . A1 ' servidor' o' canal' lo def iniremos como
una entidad capaz de atender a un cliente. En el caso de que
cuando el cliente acceda al sistema y todos los servidores
estén ocupados, deberá esperar en la cola hasta que un servidor
quede libre.
De manera sintética podemos indicar que el fenómeno de colas
se compone básicamente de seis elementos principales: la fuente
de población, la manera en que llegan los clientes a la
instalación de servicio, la cola o línea de espera en si misma,
el modo en el que se seleccionan los clientes de la cola, las
características de la instalación de servicio, y la condición
de salida del sistema por parte de un cliente.
i ^ ii ^ iu iv ^ v
Pobbcion
vi
Ll^gaaos ^ ^arocl^nstka, ^I ^ns+alaciOn; ^
; SN^ccle^ . ^ ^ ^ Sa^bo
^^^ i i ^^►
. ^ ^ da sanicb ^ ^
rlsicos
Marco pora observar situaciones de colas
ó
En cualquier tipo de sistema que pueda ser tratado por los
sistemas de colas habrá una serie de características a tener en
cuenta. Si el servicio del sistema está sobredimensionado de
manera que rara vez se producen colas, estará ocioso parte del
tiempo por lo que su capacidad estará infrautilizada. Por
contra, si la mayor parte de los clientes deben formar colas,
y los servidores rara vez están ociosos, existirá un grupo de
clientes insatisfechos, con el consiguiente peligro de pérdida
de clientela. La teoría de colas, en muchas ocasiones, lo que
proporciona es la herramienta necesaria para diseñar el nivel
apropiado de servicio en términos de tiempo de respuesta
requerido, o tiempo en el sistema, como la suma de los tiempos
que el cliente está en la cola y el tiempo que está siendo
atendido, a la par que se evitan excesivos costes económicos.
E1 diseñador del sistema, puede por tanto, considerar distintas
alternativas de sistemas y evaluarlas mediante el uso de
modelos analíticos de teoría de colas.
El ^principal problema en casi todas las situaciones de colas es
una decisión de compromiso. Quien diseñe el sistema debe
comparar el incremento de coste al proporcionar servicio más
rápido (más servidores) frente al coste de la espera. La
condición de la línea de espera puede surgir cuando hay
servidores más que suficientes para atender el flujo, cuando
las instalaciones están subcargadas. Pensemos que en muchas
instalaciones la capacidad de servicio está basada en el
' promedio' de llegadas en un momento determinado y en el tiempo
9
'promedio' necesario para atender a cada cliente. Aún así, los
clientes, en la práctica, acceden al sistema de forma
aleatoria, dependiendo de la situaci^ón del tráfico, y el tiempo
requerido por cada cliente varía con las características del
servicio que demande. Muchas veces es sencillo llegar^a un
compromiso en términos de coste. Por ejemplo, si analizamos el
tiempo total que el personal de determinado centro pierde en
realizar fotocopias, podemos llegar a la conclusión de que se
hace necesaria la instalación de una segunda copiadora.
Por otra parte, supongamos que nuestro problema de colas se
refiere a la demanda de camas en un hospital. Podemos realizar
los cálculos necesarios para determinar el coste de las camas
adicionales, incluidos los costes de la edificación nueva, los
de los equipos necesarios adicionales y los referentes al
mantenimiento del mismo, ^pero que hay del otro lado de la
escala?. Nos enfrentaremos a un problema de tratar de asignar
un valor monetario a la necesidad que tiene un paciente de una
cama de hospital que no está disponible. Aquí podemos
establecer la pérdida de ingresos para el hospital, si bien no
podremos determinar el coste humano por no poder facilitar esta
cama.
E1 objetivo del análisis de colas es lograr niveles aceptables
en la capacidad de servicio y en lo referente a costes de
tiempos de espera de los clientes. En principio, con la
capacidad de servicio mínima, el coste de la cola de espera
está en su punto máximo. A medida que se aumenta el servicio,
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se produce una disminución del número de clientes en la cola y
en sus tiempos de espera (así como de los costes por pérdidas
de ingresos de los clientes derivados por su permanencia en la
cola), lo que da como resultado una reducción el coste de la
cola.
La representación4 más usual de la variación de esta función
es la de una curva exponencial negativa: el coste de la
capacidad de servicio e ŝ una función lineal creciente, como
tóda representación de coste variable : y el coste total o coste
agregado se representará como una parábola que tendrá su mínimo
en la intersección entre costes de la cola y costes del
servicio.










Coste de la cola
4
CHA094, páginas 141 y sgts
Capacidad óptima Capacidad del servicio
número de servidores
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1.2.- NOTACIÓN BÁSICA DEL FENÓMENO DE COLASS
Variable Definición
c Número de servidores del un mismo tipo.
L Número medio esperado de clientes en el
sistema, E [N] .
Lq Número medio esperado de clientes en la cola,
E [Nq] .
Ls Número medio esperado de clientes que están
siendo atendidos, E [Ng] .
^ Tasa media de llegadas de clientes al sistema,
por unidad de tiempo.
Tasa media de servicio por servidor, como
número promedio de servicios realizados por un
servidor en T. Donde T, es el tiempo total de
atención a clientes por parte de un servidor.
N(t) Número medio de clientes en el sistema en t.
N Número medio de clientes en el sistema.
Nq(t) Número medio de clientes en la cola en t.
Nq Número medio de clientes en la cola.
N9(t) Número medio de clientes que están siendo
atendidos en t.
Ns Número medio de clientes que están siendo
atendidos.
Pn(t) ^ Probabilidad de que existan 'n' clientes en el
sistema en el momento t, partiendo de que en el
momento '0' ya existían clientes en el sistema.
pn Probabilidad de que existan 'n' clientes en el
sistema.
q Variable aleatoria que describe el tiempo que
un cliente permanece en la cola. (Tiempo medio
que un cliente debe permanecer en la cola en
espera de ser atendido).
58SS093 pp 79 a 82, GKP092 pp 20 a 28, HAL091 pp 18/20 a 22, HAL191 pp 3 a 11, KAL094 pp 16 a 53,
KLB075 19 a 25, ROB090 pp 15 a 39, TIJ094 pp 84 a 90.
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p Utilización de un servidor =^/cµ; media de
tiempo que un servidor está ocupado, ó la
probabilidad de que un servidor esté ocupado.
s Variable aleatoria que describe el tiempo que
dura el servicio. (Tiempo medio del servicio, ó
duración media del servicio).
T Variable aleatoria que describe el tiempo que
transcurre entre dos llegadas consecutivas.
w Variable aleatoria que describe el tiempo total
que un cliente permanece en el sistema,
incluyendo el tiempo que permanece en la cola y
el tiempo que está siendo atendido; c^=q+s.
(Tiempo medio en el sistema).
W Tiempo medio esperado en el sistema;
E [c,.^] =E [q] +E [s] .
Wq Tiempo medio esperado en la cola; E[q] =W-E [s] .


















Grado de utilización de un servidor:




N(t) Número medio de clientes en el sistema en t,
como suma del número medio de clientes en la
cola en t, y el número medio de clientes que
están siendo atendidos en t:
N( t) =Nq( t) +NS( t) (5)
N Número medio de clientes en el sistema, como
suma del número medio de clientes en la cola y
el número medio de clientes que están siendo
atendidos:
N=NQ+NS (6)
E[N] Número medio esperado de clientes en el
sistema, como suma del número medio esperado de
clientes en la cola, y el número medio esperado
de clientes que están siendo atendidos:
E [N] =E [Nq] +E [NS] (7 )
L Número medio esperado de clientes en el
sistema, como suma del número medio esperado de
clientes en la cola, y el número medio esperado
de clientes que están siendo atendidos:
L=Lq+Ls .( 8 )
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w Tiempo medio en el sistema, como suma del
tiempo medio en cola, y el tiempo medio siendo
atendido:
w= q+ s ( 9 )
E[w] = W Tiempo medio esperado en el sistema, como suma
de los tiempos medios esperados en cola y
siendo atendido:
E[w] =E[q] +E[s)
Ñ^= Ñ^q+ Ñ^s (10)
En el conjunto de variables definidas anteriormente, suponemos
que el sistema de colas, o fenómeno de espera, posee la
condición de independencia, esto es; es independiente del
momento del tiempo que estemos analizando. Evidentemente cuando
se arranca un sistema, en los instantes inmediatos a su
apertura el número de elementos en la cola y siendo atendidos
depende enormemente de las condiciones iniciales y desde cuando
lleva el sistema operando. En este sentido lo definiremos como
transitorio. Sin embargo, después de que el sistema esté
operando durante un.período de tiempo, las influencias de los
estados iniciales han sido amortiguadas, por lo que, el número
de clientes en el sistema y en la cola son independientes del
momento de tiempo que analicemos - el sistema es independiente
de t. No obstante, N, Nq y Ns son variables aleatorias, no son
constantes pero tienen distribución en términos de
probabilidad.
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1.3.- CARACTERÍSTICAS DEL FENÓMENO DE ESPERA
Algunos de los términos del fenómeno de colas, que son de
origen inglés, tienen un significado y aplicación específica.
En concreto, cuando nos referimos al nivel de paciencia de los
clientes, aquellos que rechazan el sistema por que la cola es
demasiado larga, producen lo que se denomina un 'rechazo',
mientras que si el sujeto abandona la línea por llevar un
tiempo excesivo esperando recibe el nombre de ' abandono' . Y por
último 'tramposo6i aquel cliente que estando en el sistema
cambia de una a otra cola que es de menor longitud, en la
creencia que por el mero hecho del cambio de línea llegará a
ser servido antes que el resto.
6balking-rechazado (frUStrado), reneged-abandonado (traidor), jockey-tramposo.
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1.3.1.- Población ó Fuente
La fuente o población de clientes potenciales puede ser
' f inita' o' inf inita' .
Población infinita: un sistema con población infinita es a
menudo más fácil de describir matemáticamente que un sistema
con población finita. La razón es, que en un sistema con
población finita, el número de clientes del sistema afecta a la
tasa de llegadas; por tanto, si cada cliente potencial del
sistema está esperando a ser servido, la tasa de llegadas debe.
ser cero. En este sentido, una población infinita es aquella
con el tamaño suficiente, en comparación con el sistema de
servicio, para que los cambios en el tamaño de la población,
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ocasionados por disminuciones o adiciones de la población no
afectan de manera sustancial las probabilidades del sistema.
Población finita: una población finita es un grupo limitado de
clientes, en comparación con el tamaño del servicio del
sistema, que representa la fuente que utilizará el servicio y
que en ocasiones forma cola . La razón de la importancia de esta
clasificación finita es que, cuando un cliente deja su posición
como miembro de la población de usuarios, se reduce en una
unidad el tamaño la población, lo cual reduce la probabilidad
de que se produzcan demandas de servicio. En este sentido, la
determinación del sistema en términos matemáticos es de mayor
complej idad .
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1.3.2.- Características de las llegadas'
La capacidad de un sistema de proporcionar servicio a un flujo
de llegadas, depende no solo del ritmo de las llegadas ^, sino
también de las características8, o del patrón, en que estas se
produzcan: estructura, tamaño, distribución, paciencia.
Las llegadas a los sistemas, en cuanto a su estructura, son
mucho más controlables de lo que en principio podría suponerse
y, en determinados casos se dispone de cierto poder de
modificación. Incluso en el caso de que las llegadas sean
incontrolables, como lo son las llegadas a los servicios de
urgencia hospitalarios, estas se pueden controlar, al menos se
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Caracterfsticas de las Ilegadas en un sistema de colas
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7BAR092 pp 93, BSD091 pp 74 a 94, CZL093 pp 31 a 36, HAL091 pp 11, KAL094 pp 59, KLB075 pp 10/99,




El tamaño de las llegadas 'único' se refiere a que acceden al
sistema de manera unitaria; y por lotes, en el sentido de que
acceden en cierto número múltiplo de la unidad. En cuanto a la
distribución, la formulación de colas requiere generalmente una
' tasa de llegadas' , definida como el número de unidades que
acceden al sistema por período de tiempo, determinada
previamente mediante el cálculo del tiempo entre llegadas, o el
tiempo medio que transcurre entre dos llegadas consecutivas.
En este sentido, podemos indicar que una distribución
constante, es periódica, y por tanto transcurre exactamente el
mismo tiempo, h, entre dos llegadas sucesivas. De esta manera,
el servicio se puede realizar mejor que si se produjesen las
llegadas de forma agrupada. Por tanto asumiendo que los
clientes llegan en los momentos:
O^tO^tl^t2^...^t^^... (11)
Las variables aleatorias Tk = tk - tk_1, k=1, 2, 3..., son las que
definen los tiempos entre llegadas . Indicando que T1, T2, T3,
... , son una secuencia de variables aleatorias de distribución
independiente idéntica, por tanto podremos utilizar el término
T para cualquier intervalo de tiempo.
E1 método usual para especificar el comportamiento de las
llegadas es identificar la función de distribución, A( •), de
tiempos entre llegadas, que es;
A(t) =P[t^t] (12)
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Las llegadas a un sistema de servicio, se puede estudiar desde
dos perspectivas. Podemos analizar el tiempo que media entre
dos llegadas consecutivas para tratar de determinar que tipo de
distribución estadística siguen, ó bien establecer un período
de tiempo (T) y tratar de determinar cual es el número de
llegadas que se producen en ese intervalo de tiempo T al
sistema. Los patrones que aparecen con mayor asiduidad en los
modelos de teoría de colas9 son del tipo exponencial negatíva,
de Poisson, o de Erlang-k, veamos la formulación para el caso
de una distribución exponencial;
A( t) =1-e-^t
siendo T= tiempo medio entre llegadas10
(13)
Debido a las especiales propiedades de la distribución
exponencial, si el intervalo de tiempo que ocurre entre dos
llegadas a un sistema de colas sigue una distribución
exponencial, decimos que el patrón es de llegadas Poissonianas
(de acuerdo a una distribución de Poisson) o un modelo de
llegadas aleatorias. Otros modelos comúnmente estudiados son
los que se asocian a las llegadas que producen de manera
constante, los de tipo Erlang-k, y los ^denominados
hiperexponenciales.
Del tipo de nivel de paciencia, ya mencionamos al inicio de
este epígrafe los comportamientos que desde el punto de vista
9Fundamentalmente por las especiales propiedades matemáticas. (ALL078 pp 154).
10T se calcula mediante muestreo, tomando los tiempos entre dos llegadas consecutivas, tomando la
duración media de esos intervalos.
Ĝ l
de las colas son más relevantes, como el de 'rechazo' o
' impaciente que llega, ve y se va' , de ' abandono' o' impaciente
que espera un poco en la cola, y se va', y por último el
paciente que aunque aparentemente se comporte de modo
impaciente, permanecerá en la línea hasta que sea atendido.
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1.3.3.- Distribución de la tasa de servicio
La distribución exponencial es a menudo utilizada para
describir la tasa de servicio (tiempo de servicio) con base en
la propiedad de la distribución de Markov, de ser una
distribución 'sin memoria', en el sentido que el servidor no
verá afectado su nivel de servicio en función del anterior o
anteriores servidos, ni este servicio afectará al posterior o
posteriores. En este caso, si la tasa de servicio es
exponencial, el tiempo esperado para completar un servicio a un
cliente es independiente del servicio inmediato anterior.
Suponiendo ahora que el sistema dispone de varios servidores
idénticos, cada uno de ellos con una tasa de servicio
exponencial de parámetro µ, y que n de los servidores están en
este momento ocupados. Denominando Ti el tiempo que falta por
prestar de servicio por cada servidor i(i=1,2,..,n).
Con base en la propiedadii de que cada Ti tiene una
distribución exponencial de parámetro µ. T, el tiempo que
transcurre hasta que se completa el próximo servicio, será el
menor de { Ti , T2 , . . . , T„ } .
De aquí que, T siga una distribución exponencial con parámetro
nµ; el sistema se representa como un sistema de servidor único
con servicio exponencial de tasa de servicio nµ. En teoría de
colas, el tiempo (tasa) de distribución de servicio exponencial
iiMarkov.
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se le denomina ' servicio al azar, ó puramente aleatorio' , y la
función de distribución, W9(t), será:
WS(t) =P[s<_tj = 1-e-µ` (14)





pudiéndose definir como el tiempo medio que un servidor tardará
en atender a un cliente, ó bien, como el tiempo medio de
servicios realizados durante el tiempo total de los mismos (no
incluyendo los tiempos de desocupación) . Esta definición de la
tasa de servicio es válida para cualquier tipo de distribución.
Otros tipos comunes de distribuciones de tasa de servicio son
las Erlang-k, constante, e hiperexponencial, si bien esta
última se utiliza para describir una tasa de servicio con
varianza alta respecto de la media.
E1 cuadrado del coef iciente de variación12 , CX2 , def inido por
una variable aleatoria X:
CZ__ Var [X] (16)X E,[X^ 2
es un parámetro útil para medir el carácter de las
distribuciones de probabilidad utilizadas para representar el
tiempo de servicio o el tiempo entre servicios.
12
BAR092 pp 84 a 89.
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Si X13 es una variable aleatoria constante, CX2=0; si X sigue
una distribución exponencial, CX2=1; si X sigue una distribución
Erlang-k, CX2=1/k; y si X sigue una hiperexponencial de grado
k, CX2z1.
En conclusión, aplicándolo a los servicios, si Cg2^0, la tasa
de servicio será constante; si Cg2^1, la tasa de servicio es
exponencial; si C92^1/k, siendo k entero y positivo, la tasa de
servicio 's' es aproximadamente una distribución Erlang-k:
finalmente si Cs2>1, la tasa de servicio 's' es probablemente
aproximada a una hiperexponencial de grado 'k' teniendo un gran
índice de variabilidad.
Análogamente; si C,2^0, las llegadas se producen de forma
constante, espaciadas; si C,Z^1, las llegadas se producen de
forma casi exponencial, poissonianas; y si C,2>1, las llegadas
se producen de forma hiperexponencial, agrupadas.
13
O<C'<0'7 Llegadas Bspaciadas; 0'7<C`<1'3 Llegadas Poisson; 1'3<C' Llegadas Agrupadas.
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1.3.4.- Características físicas de las colas
En algunos sistemas se asume que la longitud de la cola, es
infinita, esto es, todo cliente que accede al sistema deberá
esperar a que sea atendido. Desde el punto de vista práctico
una cola inf inita es muy larga, superior, en comparación con la
capacidad del sistema de servicio, o lo que es lo mismo del
número de servidores.
Física de las colas
Longitud




Otros sistemas se denominan de capacidad limitada, sistemas de
pérdida, o de pérdida de clientes, por tener una capacidad de
cola nula. En este sentido, si un cliente accede a un sistema
con capacidad limitada, y éste está totalmente ocupado, el
cliente no espera, perdiéndose por tanto respecto del sistema.
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Existen sistemas que por determinadas restricciones de tipo
f ísico, legal , u otro, son de capacidad limitada . Esto complica
el problema, no sólo desde el punto de vista del cálculo del
uso del sistema y de cálculo de las colas, sino desde el punto
de vista del cálculo de la distribución de las llegadas.
Cualquier llegada que se desviase a causa de que en el sistema
no existiera espacio, podría volver a formar parte de la
población en espera de un intento posterior, ó buscar un
servicio en otro sistema: en este sentido, la acción resultante
distorsionaría el cálculo, y sería un caso distinto para una
población finita.
En cuanto al número de las colas podemos hablar de sistemas de
cola única, que evidentemente es de una sola línea. Cuando
hablamos de colas múltiples nos referimos a las formadas ante
dos o más servidores, ó bien las múltiples colas que se forman
ante un redistribuidor de servicio. E1 inconveniente de las
colas múltiples que convergen en centros de amplia actividad es
que los clientes cambian con frecuencia de cola si varios
servicios se reducen en duración, o si parece que los clientes
de otras colas requieren de un tiempo de servicio más corto.
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1.3.5.- Número de servidores
E1 sistema más simple de colas, es aquel que dispone de un
'único servidor' que puede atender solamente un cliente de cada
vez, esto es, simultáneamente.
Un sistema 'multiservidor' dispone de 'c'14 idénticós
servidores que atienden a'c' clientes, simultáneamente.
Y en un sistema de 'infinitos servidores15' se atenderá
inmediatamente, por parte de un servidor, cada llegada que se
produzca.
14c = número de servidores de un mismo tipo.
15Respecto del tamaño de la población.
Ĝ S
1.3.6.- Estación de servicio
A la hora de analizar el sistema de colas se ha de tener en
cuenta cual es la relación entre el tipo de llegadas y el tipo
de servicios que se presta en la estación del sistema. Por
tanto podemos hablar que se producen flujos al sistema por una
cola única, o múltiple, ó por una combinación de ambas. Así
mismo, se ha de tener en cuenta del tipo de servicio que se
























Un canal - una fase : estructura de una cola, a un solo
servicio. Un claro ejemplo es un quiosco de venta de
cupones de la once. Es de fácil solución matemática
mediante aplicación de distribuciones normales, caso de no
ser este el comportamiento, existen soluciones vía
simulación para solventar el problema.
Un canal - multifase: el ejemplo gráfico que podemos dar
es el de una cadena de montaje de automóviles. Mientras
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que la cola es única, el servicio es realizado por
diferentes servidores, por lo que el tiempo medio de
servicio se puede ver alterado al existir 'subcolas'
dentro del sistema . La peor situación que se puede dar, es
la de no permitir que formen estas subcolas. En este caso
el uso de toda la instalación de servicio dependerá de la
probabilidad de que uno de los servidores del sistema
necesite más tiempo para realizar el servicio.
Multicanal - una fase: de diferente tipo de demanda que
accede a un sistema con un solo servidor, como puede ser
una ventanilla de un banco o una caja pago de un
supermercado. El problema ahora radica en que el distinto
formato del cliente, obliga a distintos tiempos de
servicio, por lo que el flujo y velocidad de las colas es
desigual. En este sentido, la disciplina de la cola se ve
alterada, incluso los clientes con menor nivel de
paciencia cambian de cola por entender que otras son más
rápidas. E1 problema se resuelve de manera que exista una
sola cola y cuando un servidor quede libre se atenderá al
primero de la cola. Una solución, que alivia en algunos
casos, es la de facilitar un número de orden a las
llegadas.
Multicanal - multifase: caso semejante al anterior, pero
con la variante de que ahora se realizan más de un
servicio simultáneamente. La admisión de pacientes en un
hospital, es un ejemplo, ya que se sigue una secuencia
determinada; contacto con el departamento de admisiones,
presentación de documentación, cobertura de formularios,
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identificadores, asignación de habitación, etc.. Es
posible procesar más de un cliente simultáneamente ya que
existe más de un servidor disponible.
Mixta - de varios canales a uno: que es el caso en el que
varias colas convergen en una sola; como puede ser la
concentración de carriles de una autopista ante la salida
regulada por un peaj e, ante una sola fase, ó bien el caso
de la convergencia de distintas líneas de montaj e hacia la
línea principal, para el caso del servicio multifase.
Mixta - de rutas alternativas: esta estructura no tiene
restricciones de flujo, por lo que los clientes que
acceden al sistema pueden obtener los servicios que
requieran en cualquier orden. Éste sería el ejemplo del
taller, en el cual, el problema de programación del mismo
se convierte en complejo.
31
1.3.7.- Disciplina de la cola
Definiremos la disciplina de la cola como la regla, o conjunto
de reglas, que se establecen en el sistema con el fin: de
determinar el orden de atención a los clientes . De esta manera,
las reglas elegidas puede tener un reflej o signif icativo sobre
el rendimiento global del sistema; el tiempo medio en la cola,
el número medio de clientes en cola, el número medio de
clientes en el sistema, etc..
En general, las reglas de común aplicación a la disciplina de
colas son:
FCFS: First-Come-First-Service 'primero en entrar, prirnero
en atender'. La atención se realiza en orden cronológico
de llegadas sin otro condicionante.
LCFS: Last-Come-First-Out 'último en entrar, primero en
atender'.
RSS: Random-Selection-for-Service 'servicio de selección
aleatoria' (o 'servicio en orden aleatorio', 'Service-In-
Random-Order', SIRO), significando que cualquier pa ĉiente
de la cola tiene la misma probabilidad de ser elegido para
ser atendido.
PRI: PRIority service 'servicio prioritario' en el
sentido de que determinados clientes tienen un trato
preferencial, por lo que serán atendidos con anterioridad
a los ya existentes en el sistema.
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1.3.8.- Notación identificadora de los modelos de colasló
Una notación 'taquigráfica', la denominada notación KENDALL,
por haber sido David Kendall su precursor, se ha desarrollado
para describir los sistemas de colas de la siguiente manera:
A/B/c/K/m/Z
siendo:
A función de distribución de tiempos entre llegadas.
B función de distribución de tiempos de servicio.
c número de servidores.
K capacidad del sistema (como expresión del máximo
número de clientes permitidos en el sistema).
m tamaño de la población ó fuente.
Z disciplina de la cola.
Normalmente se suele utilizar la forma abreviada de la notación
Kendall del siguiente modo:
A/B/c
por lo que se asume que no hay límite para el tamaño de la cola
(K=oo) , que la población es infinita (m=oo) y que la disciplina
de la cola es 'primero en entrar primero en atender' (FCFS).
Simbología y terminología usual:
Para A y B:
GI distribución de tipo independiente.
G distribución de tipo general (cualquier otra distinta
de las mencionadas a continuación).
Hk distribución hiperexponencial grado k.
16^094 pp 5 a 9, KLfi175 pp 8.
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Ek distribución Erlang-k.
M distribución de tipo exponencial.
D distribución determinista (constante).
Para c:
c donde Oscsoo, es indicativo del número de servidores.
Para R:
k donde Osksoo, indicativo del número máximo que el
sistema puede soportar, como suma de los clientes que
están siendo atendidos, 'c', más el número de
clientes que están esperando en la cola 'k-c'.
Para m:
00 indicativo de que la población es de carácter
ilimitado, ó infinito, en comparación con el número
de servidores, ó bien por que los clientes vuelven al
sistema como futuros nuevos demandantes de servicio.
x indicativo de un número concreto de clientes de la
población. (ó bien con base en que no vuelven al
sistema a demandar cualquier otro servicio).
Para Z:
FCFS first-come, first service: primero en acceder al
sistema, primero en ser atendido.
FIFO first-in, first-out: primero en llegar, primero en^
salir. ^
LIFO last-in, first-out: último en llegar, primero en
salir.
NIFO next-in, first-out: próximo en llegar, primero en
salir.
LCFS last-come, first-out: último en acceder al sistema,
primero en ser atendido.
RSS random selection-for-service: servicio de selección
aleatoria.
SIRO service-in-random-order: servicio en orden aleatorio.
PRI priority-service: servicio prioritario, trato
preferencial a determinado tipo de clientes.
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En relación a lo expuesto anteriormente podemos indicar que,
cuando denominamos un sistema como 'M/G/1' (A=M=distribución de
las llegadas exponencial, B=G=distribución del servicio del
tipo general, c=1=un solo servidor), indicamos que tiene una
tasa de distribución llegadas de tipo exponencial, que la
distribución de servicio es de tipo general, y que posee un
único servidor, de lo que podemos inferir que las ecuaciones
que definamos para construir el modelo, son válidas para muchos
de los sistemas que tengan una tasa de servicio de carácter
general. Asumiendo además, determinadas restricciones de la
tasa de servicio, podemos extrapolar las ecuaciones del modelo
M/G/1 a los sistemas M/M/1 (Tasas de llegada y servicio
exponencial, con un solo servidor) . Sin embargo, las ecuaciones
definidas para los sistemas M/M/1, aportan un mayor grado de
información que las ecuaciones generales desarrolladas para los
modelos M/G/1, en concreto podremos decir que los modelos
M/G/1, son un caso particular de los modelos M/M/1.
Tomemos el siguiente ejemplo de notación KENDALL:
M/E5/4/25 /oo/SIRO (RSS)
1°) M: indica que se trata de un sistema con 'tasa de
llegadas' de carácter exponencial,
2°) E5: que sus servidores poseen idéntica 'tasa de
servicio' Erlang-5,
3°) 4: que posee de 4 servidores (con idéntica tasa de
servicio Erlang-5),
4°) 25: que es un sistema con 'capacidad' limitada a 25
unidades (4 atendiéndose y 21 en cola), ^
5°) ^: con un 'tamaño de población' infinita,
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y 6°) SIRO (RSS): que la 'disciplina de la cola' es del
tipo de servicio en orden aleatorio (service-in-random-
order SIRO) o que la selección para ser atendido es de
carácter aleatorio (RSS).
En la notación KENDALL se suponen conocidas determinadas
variables y comportamientos, así como, determinados parámetros.
En concreto, es usual admitir que la tasa de llegadas ^ y la
tasa de servicio µ, son conocidas y determinables. Además, se
admite que también son conocidas (ó determinables)
desviaciones medias y standard (de ^ y µ).
sus
Una de las magnitudes fundamentales de la representación de los




donde E[s] es el tiempo medio de servicio por servidor,
mientras que E[T] es el tiempo medio entre llegadas de todos
los clientes que han accedido al sistema, y no de aquellos
clientes que utilizan un servidor concreto (salvo que se trate
de un sistema con un solo servidor).
36
1.3.9.- Distribución de las llegadas
La tasa de llegadas de los clientes a un centro de servicio
puede producirse de dos modos: a intervalos regulares de
tiempo, o bien, de forma irregular (aleatoria). Con carácter
general se puede enunciar que el tráfico de llegadas puede
describirse matemáticamente mediante una distribución de
probabilidad. Esta, a su vez, puede estudiarse de dos maneras:
distribución de las llegadas en un período de tiempo
determinado, o bien, distribución de los intervalos de tiempo
entre dos llegadas consecutivas.
La técnica más común, consiste en realizar un muestreo de el
número de llegadas en un intervalo de tiempo determinado, fijo
(p . e.: ' t' segundos) , e intentar determinar la probabilidad de
que se produzcan exactamente 'k' llegadas en ese espacio de
tiempo, para todos los valores de k; dk, Osksoo: Pk(t).
Las funciones de distribución comúnmente estudiadas las
reflejamos en el siguiente gráfico en la siguiente página;
Erlang (2, 3 y 4)i', Exponencial, Hiperexponencial H2 y
Poisson:
i^Se omite Brlang-i por ser idéntica a la Bxponencial: si k=1; Brlang-i y Bxponencial tienen los
mismoa parámetros, como veremos más adelante; media = 1/^ y varianza 1/^2.




1.3.9.a.- Distribución de Poisson; llegadas Poissonianas1e
La función de distribución de las llegadas más usual en Teoría
de Colas, es la de Poisson19. De acuerdo a este planteamiento
deberemos recordar las tres restricciones del modelo:
1.- La carga del tráfico debe ser independiente del
tiempo. Es decir, Pk(T), la probabilidad de que se
realicen 'k' llegadas en 'T' período de tiempo, dependerá
de la amplitud del intervalo, no del instante inicial del
mismo, ni del de finalización; el fenómeno ha de ser
homogéneo en el tiempo o estacionario. Esto es, las
llegadas se han de producir de forma constante, con
determinada cadencia, no siendo de aplicación la
distribución de Poisson a aquellos eventos con marcada
estacionalidad, u'horas punta', para definir la totalidad
del fenómeno, pero sí para aplicarlo a los períodos de
tiempo con idénticas características.
2.- La llegada de un cliente debe ser independiente de
llegadas anteriores, y esta a su vez, no influenciará a
las futuras llegadas. Esto limita los casos de las
llegadas a intervalos regulares. Con base en esto, las
llegadas del tipo poissonianas, se les denomina
'aleatorias o al azar'.
3.- Considerando un espacio de tiempo T y dividiéndolo en
m intervalos suficientemente pequeños Ot: T= m•ot, la
18
BAR092 pp 171 a 190, TIJ094 pp 18 a 27
19
'Ley casi general de las llegadas al azar'. KAUFMAN, L.
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probabilidad de que se produzcan simultáneamente dos
llegadas en un intervalo de tiempo ^t es tan débil que se
considera despreciable. La probabilidad de que se produzca
una llegada en ^t, elegido en cualquier momento, será:
1lOt+^(Ot) (18)
^ es la tasa media de llegadas: (p.e.: ^=a/t, siendo
a el número de llegadas en el intervalo de tiempo T) .
^(^t) es un valor de orden infinitesimal, y por lo
tanto, despreciable, que reflejará la probabilidad de
más de una llegada en ^t. Por lo que, despreciando
^ ( ^t ) , tenemos ;
Pr(1 llegada en ^t) . . . . . . . . . P1(^t) _^ ^t
Pr(0 llegadas en ^t) . . . . . . Po(^t) = 1 - ^ ^t
Es decir, dos estados alternativos excluyentes que se definen
mediante una variable aleatoria dicotómica. Considerando ahora
la probabilidad de k llegadas en m intervalos Ot (m•ot=T),
tendremos que el valor k se define por una variable aleatoria
que es suma de m dicotómicas (abarca m realizaciones).
En este sentido indicar que esta última variable es una
binomial, pues la realización del suceso (llegada) en cada ^t
es independiente de los demás, es decir, las variables
dicotómicas son independientes. Aplicando la función de.cuantía
de la binomial, tendremos:
Pk(T) _' k)(^I,OT)k(1-110 t)m-1c ^ (19)
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con base en que Ot es suficientemente pequeño como para ser
considerado tendente a cero, entonces m= T/^t tiende a oo, por
1 o que :
P(^ _lim m! lim( ^T) k(1_ 1lT)^-k_
k m^^ k! (m-k) ! m~°° m m
_ (AT) lim m! lim (1-11T/m)m=
- k! m^^ m k (m-k) ! m^°° (1-^LT/m) ir
_ (A t) k e-ac
k!
(20)
que es la 'Ley de Poisson' de parámetros20: media m=^t y
varianza ^2 = ^t
Zo
lim m! _lim m(m-1)(m-2)•(m-k+^) _
m^°° m
k(m-k) : m^°° m k




m•-,,,(1- m ) =1
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1.3.9.b.- Distribución Exponencia121
La segunda manera de expresar el tráfico de llegadas es hacer
referencia a los intervalos de tiempo entre cada dos llegadas.
Se trata de expresar la probabilidad de que habiéndose
producido una llegada, no se produzca otra en el intervalo t
inmediatamente siguiente;
Pr (0 llegadas en T) . . . . . . . P° (T) _ (^t) °/0 !
Pr (0 llegadas en ^t) . . . . P° (^t) _ (^^t) °/0 ! •
, e-^,t = e-^,t
e-a°t = e-^,°t
1_e-^,°t
Pr(al menos 1 llegada en Ot) _(1-e-^°t) ; .. lim
°c^o ^ t
Consecuentemente, la probabilidad de que se produzca al menos
una llegada en ^t no se produzca ninguna en el intervalo T
inmediatamente siguiente, será: •
Pr(al menos 1 llegada en ^t) Pr(0 llegadas en T) _^ e-^T
que es la denominada distribución exponencial de parámetros:
media 1/^ y varianza Q2 = 1/^2.
21 BAR092 pp 236 a 238
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La función de distribución correspondiente será:




Pr(intervalo entre llegadas s T) .
Pr(intervalo entre llegadas > T) .
(21^
De lo anteriormente expuesto se puede observar que la Ley
Exponencial, es continua, mientras que la de Poisson es
discreta. Dado que ambas distribuciones facilitan similar
información para el sistema, la utilización de una u otra se
hará en función de las conveniencias de cálculo, en cada caso.
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1.3.9.c.- Distribución Erlang-k22
Análogamente a los dos casos anteriores, podemos obtener una
ley de carácter más general que las anteriores y es la
denominada Ley de Erlang de pará,metro k, o simplemente Erlang-
k, o Ek, donde lsksoo. Esta ley, tiene la característica de que
su coeficiente de variación al cuadrado oscila entre 0 y 1;
OsC2s1.
Se dice que una variable aleatoria T, es una variable aleatoria
Erlang-k de parámetro ^, o que tiene una distribución Erlang-k
de parametros k y^, si T es una variable aleatoria gamma cuya
función de densidad vendrá determinada por;
f(x) _ Jlk ( 7lkx) k-^ e -xx^^ pz:,^^ )
(k-1) !
(22)
Suponiendo que cada servidor posee un estado independiente de
valor k, con distribución exponencial de tiempo de servicio, el
tiempo de servicio, T, para un sistema con k estados, puede ser
determinado como la suma de k variables aleatorias
exponenciales, de parámetro ^k. Siendo por tanto su media
E[T] =1/ñ y su varianza Var [T] =Q2=1/k^2=É [T] 2/k, por lo que; ^
t t a k-i ( 2 3)F( t) =P[T^t] = 1-eY 1+ Y + (Y ) +...+ (Yt)
1 ! 2 ! (k-1) !
22
ALL078 pp 80 a 110, KLB075 pp 119 a 126.
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donde; y = ^k, queda;
^.kt (^.kt) 2 (^.kt) k-^
F( t) =P[T^ t] =1-e^k 1+ + +•••+
1! 2! (k-1) !
Conociendo que;
E[Tn] =k(k+1) ... (k+1)
(k^) n
donde, para el caso en que n=2 y n=3;
E[7-,z] _ (k+l) (E[T] ) 2
k





La probabilidad de que el tiempo entre servicios sea menor que
un intervalo determinado t, será:
m-1 k
Pz ^ ts< tJ =Fm ^ t) =1-e -D^ D^k^a k .
(27 )
donde; D =^mt/T9 (siendo m; entero, positivo y distinto de 0).
Podremos obtener, la ley de distribución:
f( x) _^,k (^.kx) k-^ e-xx^, x>a( Xso )
(k-1) !
generalizando;
f ( T) _ ^,k (1lkT) x-^ e -xkT
(k-1) !
siendo T20




En el caso de que m=1 (E1), la distribución Erlang-1, se
convierte en la Exponencial que se ha visto anteriormente, de
media 1/^ y varianza 1/^2. En el caso de que m=oo (E^) , su
varianza será nula, por lo que las llegadas se producirán de
forma periódica o regular, con un intervalo constante 1/^.
Gráficamente, podemos ver el comportamiento de las funciones de
distribución Erlang-k, con valores en el presente ejemplo







E3, E4 ) ;
46
1.3.9.d.- Distribución Hiperexponencial Hx; Exponencial mixta23
Existen situaciones en la práctica, en las que la distribución
del tiempo de servicio puede ser representada mediante una
mezcla de distribuciones exponenciales.
Supongamos el siguiente modelo, en el cual existen dos estados
exponenciales de servicio. E1 primero posee un servicio
exponencial de parámetro µl, y el segundo estado dispone de un
servicio exponencial de parámetro µ2.
Cualquier cliente que acceda al sistema, encuentra dos
opciones, la primera con probabilidad de al, o la segunda con
probabilidad de a2, donde al + a2 = 1. E1 cliente dejará el
sistema después de ser atendido por el servidor elegido por el
cliente, siguiendo el tiempo de servicio una distribución
exponencial con una tasa media de servicio de µi (tiempo medio
de servicio 1/µi).
23ALL078 pp 100 a 102, BAR092 pp 237 y 238, KOB078 pp 112 y 113.
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Suponiendo que no se permita el acceso al sistema antes de que
el cliente que está siendo atendido termine de serlo, la





WS=E[s] = al + a2
µl µ2
y además;
2a 2aE[S21 = 1 + 2
J µl µ2
de donde podremos obtener que;
2a 2a a a 2
Var [s] =E[s2] -E[s] 2= 1+ 2- 1+ 2




De donde la función de distribución del tiempo de servicio de
dos estados hiperexponenciales puede ser determinada mediante
integración de la inicial función de densidad fs(t);
WS ( t) =P[s^ t] =1-ale-µ^t-a2e µ2t (34)
Análogamente, la función del tiempo de servicio, ^is(•), será;
^S (6) = a^µ^ + a2µ2
µl-e µ2-e
siendo 9<µ, y B<µ,
(35)
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Igualmente, mediante la transformación de Laplace-Stieltjes,
W9' ( 9 ) , quedará;
WS. (6) = alµl + aZµ2µl+e µa+e
siendo 9<µ, y B<µ,
y por último;





Partiendo de la función de distribución de dos estados
hiperexponenciales, podremos generalizar para k estados enteros•
cualesquiera mayor que dos (kz2). En este caso, el cliente que
accede al sistema puede seleccionar de entre 'i' estados
( i=1, 2.. k) , de probabilidad ai, donde al+a2+ ...+ak=1 . De acuerdo
al modelo de dos elementos, el cliente recibe un servicio que
se comporta de acuerdo a un tiempo medio de servicio de 1/µi,
y cualquier nuevo cliente que acceda al sistema no podrá ser
atendido mientras el existente en el sistema no haya recibido
su atención completa. Por tanto, la distribución de los k-
estados hiperexponenciales vendrá determinada por;
k
















De manera similar a la del caso anterior, determinamos el
tercer momento E [s3] ;
^1 `^ ^ ^ E[S3] =6 k^
^_^
ai
La función de distribución, Ws(t);
k
WS ( t) =P [ s^ t] =1-^ aie µit
^_^
para tx0




para Bsµ„ siendo i=1,2,3...k
(43)
(44)







Supongamos que existen k tipos de clientes:
-
que cada tipo o evento ocurre con una probabilidad
determinada ni (lsisk) ,
- y que a cada cliente tipo ' i' le corresponde una tasa de
distribución de servicio exponencial con media 1/µ.
Con base en ello, la función de distribución del tiempo de
servicio se puede representar mediante la siguiente expresión,
que es el sumatorio de las distribuciones exponenciales
parciales:
k k
F,S(x) _^ ns (1_e-µ`x) =1_^ ^le-µ'X
1=1 lal
y su función de densidad, será:
k




Gráficamente, las funciones de distribución del tipo











Esta función 'exponencial mixta', se le denomina a menudo como
función de distribución hiperexponencial de grado 'k', cuya
media es 1/µ y su varianza:
a
02= 2+^i ^ n n 1- 1 (48)
^ 1 ^ µi µ^µ
isisk, isjsk






De la formulación anterior, se deduce que, la igualdad solo se
alcanzará en el caso de que µi=µ, `di .
En general, pueden estudiarse comportamientos de tráfico de
llegadas de cualquier otro tipo, entre los que podemos
enunciar;
- Ll egadas independí en tes general i zadas (una di s tribuci ón
cualquiera) .
- Llegadas regulares, aleatorizadas por la impuntualidad.
- Ll egadas en grupos .
- Llegadas en tiempos discretos.
- Ll egadas en fl u j os con tinuos .
-
Llegadas correlacionadas con otros aspectos del sistema.
24Coeficiente de Variación; cociente entre desviación típica y media. C„' = a„2 / µ„'
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Evidentemente uno de los principales problemas es el de ajustar
a un determinado ritmo de llegadas la distribución más
adecuada. Una norma práctica, sumamente útil, es la basada en
el coeficiente de variación al cuadrado;
2
a _ Var [X] __ a2 _ Qx
cX E[X] 2 m2 µX
Acotando por valores aproximados podremos enunciar que:
(50)
X es una variable aleatoria constante, si ... CX2=0.
X sigue una distribución exponencial, si .... CX2=1.
X sigue una distribución Erlang-k, si .... CX2=1/k.
X sigue una hiperexponencial de grado k, si .. CX2z1.
En relación con las llegadas poissonianas, podremos hacer la
siguiente aproximación, de carácter eminentemente práctico, que
habremos de garantizar de forma científica realizando un test
estadístico mediante 'X2';
si OsCX2s0'7 las llegadas tienden a ser igualmente espaciadas
si 0'7sCx2s1'3 . las llegadas se ajustan a la Ley de Poisson
si CX2Z1'3 ...... las llegadas tienden a formar grupos
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1.4.- MODELOS DE COLAS DE PROCESO: 'NACIMIENTO-MIIERTE25'
(birth-and-death)
Un número importante de modelos de teoría de colas, son los
denominados de nacimiento-y-muerte. Un sistema de colas basado
en un proceso de nacimiento-muerte, es definido como de grado
Ea en el momento t si el número de clientes es el sistema es n,
N(t)=n. Definimos 'nacimiento' a la llegada de un cliente al
sistema, y la 'muerte' acontece cuando el cliente abandona el
sistema una vez que ha recibido completamente el servicio.
Consideramos solamente soluciones de tipo estable para los
modelos de colas. Por tanto, definiendo el índice de




Cn = ^o^l...^n-1 (52)
µlµ2...µn
podremos calcular la probabilidad de 0 clientes en el sistema:
1 (53)po = S,
y por tanto, la expresión generalizada, para n=1,2,3..., será:
pn=P (N=ri] =CnPo ( 54 )
a partir de lo anterior, podremos generar medidas de
operatividad de los sistemas de colas.
25ALL078 pp 180 a 196, KAL094 pp 274 a 280, KLB075 pp 53 a 80, KLB175 pp 20 a 23.
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1.4.1.- Sistemas de colas M/M/126
Este sistema de colas, según notación Kendall, se refiere a
unas llegadas con función de distribución de tipo exponencial
y en concreto Poissoniana (A=M), un servicio de tipo
exponencial (B=M) y un solo servidor (c=1). Así mismo, por
omisión, se asume que el número máximo de clientes en el
sistema es ilimitado (k=oo) , que la población es infinita (m=oo)
y la disciplina de la cola es primero-en-llegar-primero-en-ser-
atendido (Z=FCFS). En resumen; llegadas Poissonianas, servicio
exponencial, y un solo servidor. En este sentido, recordar que
la tasa de llegadas es independiente del número de clientes en
el sistema y, la probabilidad de que se produzca una llegada en
un intervalo de tiempo h>0, viene determinada por;
e-^h (1lh) =11h [1-^lh+ ( 2h) 2 _ ( 3h) 3 +...^ _
=71h- (1lh) a+ (%lh) 3 _...+ ( _1) n,l (Ah) n =
2 ! (n-1) !
=^.h+^ (h)
Por lo que tenemos que, para n=0,1,2,3,••
(55)
(56)
Por tanto, siendo tz0, la distribución del tiempo de servicio
será;
WS( t) =P[s^t] =1-e-µt (57)
Análogamente, en el caso de que un cliente esté siendo
atendido, la probabilidad de que se produzca una finalización
de servicio (muerte) en un intervalo suficientemente corto de
26HAL091 140 a 153, 167 y 168, HAL191 pp 30, KAL094 pp 47, 271 y 292, KLB075 pp 95 a 97, ROB00 pp
39 a 43 y 46, TZJ094 pp 287.
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tiempo h>0, vendrá determinada por27;
1-e -µh=1- 1-µh--^h 2^ - ^-^ =µh+^ ( h)
2!




En la siguiente gráf ica se representa la evolución del tráf ico
para un sistema M/M/1 (M/M/1/oo/oo/FCFS) , siendo u=^/µ, y
p=^/lµ=^/µ, donde Cn=pn ,`dn, quedará, siendo p<128
s=1+p+p2+...+pn= 1 = 1






^ ^ ^ ^ ^ ^
^y ► ^^ ^^--► ^^
O^.^O♦..^^0^-^O^^O♦^




1 2 ; 3 4
(60)
Podremos inferir la probabilidad de que existan n clientes en
el sistema, siendo n=0,1,2,3..
pn=P [N=ri] ( 1-p ) pn (61)
27Solo es posible ai se tiene en cuenta la propiedad de 'perdida de memoria' de la distribución
exponencial, siendo indiferente respecto del último servicio realizado.
28^
x" = 1+ x+ x2 +... = 1/(1-x) ixi<1




Con base en ello, podremos obtener los cuatro parámetros
básicos para medir el grado de realización de un sistema de
colas; tiempo medio en el sistema, tiempo medio en la cola,
número medio de clientes en el sistema y número medio de
clientes en la cola (W, Wq, L y Lq, respectivamente) , así como,
la probabilidad de que existan 'n' clientes en el sistema pn.
El número medio de clientes en el sistema, siendo 'p=1-p' y
'q=p', quedará;





Con base en la fórmula de Little30, obtenemos el tiempo medio
esperado que un cliente permanecerá en el sistema, será;





L.... = número de unidades esperadas en el sistema,
W.... = tiempo esperado de permanencia de una unidad en el sistema y
1/^... = tiempo esperado entre dos llegadas consecutivas.
Primer Teorema: 'si, en un aistema de colas, ( 1) cada uno de los procesos estocásticos nt, w^ y r,
(número de unidades en el sistema eaperadoa en t, tiempo de permanencia esperado en el sistema de la unidad
r-eaima, y, tiempo esperado entre dos llegadas consecutivas r y r+l, respectivamente) son estrictamente
eatacionarias de media finita, y (2) el proceso r, es métricamente transitivo de media Tal/^>0, y, haciendo;
L(w) =1i[n^.e 1/t Jo°n, ( w) ds, W(w) =1imm_. 1/m ^,m w^ (w) , T(w) =1imm_^ i/m ^,m^^ (w) ; luego, con probabilidad=l, los
límites existen en lae tres ecuaciones anteriorea, son finitos, y satiafacen que;
W(w)=T(w)L(w), o lo que es lo mismo W=TL'.
Segundo Teorema: 'haciendo, L=B{no}, W=B{wo}, T=S{To}, y además, bajo la hipótesis del primer
Teorema, W=TL, operando, llegamos a que T(w)=T, por lo que W(w)=TL(w) con probabilidad=l, que integrando
nos lleva a la primera definición de que W=TL'.
De donde se puede obtener;
L^=^W^; número medio de elementos en la cola, en función de la tasa media de llegadas y el tiempo
medio de permanencia en la cola.
L:=^,W;; i=1,2,...,p, número medio de elementos en el sistema anteriores a i, en función de la tasa
media de llegadas 1/^, de los i elementos existentea en el sistema, y W, el tiempo medio
de permanencia en el sistema de los i elementos precedentea.
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donde p=^E [s] , por lo que, el tiempo medio esperado de un
cliente en la cola, será;
pE[s] _ 1 ^_
WQ=E [ q] =W-E [ s] _ -(1-p) A (1-p)
(65)
Podremos hacer una segunda lectura de Wq, e interpretarlo como
la probabilidad de que se produzca una concentración en t=0,
por lo que podremos obtener;




W= Wq+ WS ( 6 7)
Siguiendo la fórmula de Little, podremos obtener el número





L =E[N ] =^,W - P (69)S S S- (1-p)
Y ►
L=Lq+Ls ( 7 0 )
De acuerdo a lo anteriormente expuesto - pn=P [N=n] _ (1- p) pn -
podremos obtener la probabilidad de que un servidor esté
ocupado;
P[N=0] (1-p) p°=1-P




entendiéndolo como media del tiempo que un servidor está
ocupado, y por lo tanto, grado de utilización de un servidor.
Extrapolando podremos obtener los siguientes eventos: que el
número de elementos en el sistema sea menor que uno
determinado, ó que sea menor o igual, ó que sea mayor, ó que
sea mayor o igual, ó que el número de elementos en la cola sea
uno determinado:
k-1
Pr [n•en•el•sistema<k] =Pr [n<k] _^ Pi=[1-pk]
i=o
Pr [n•en•e1•sistema<_k] =Pr [n<_k] =Pr [n< (k+l) ] =[1-pk+l)
. (73 )
Pr [n•en•e1•sistema>k] =PZ [n>k] =1-Pr [n^k] =1- (1-pk+l) =[pk+^]
PZ [n•en•el •sistema}k] =PZ [n}k] =1-P [n<k] =1- (1-pk) =[pk]
Pr [n•en•Ia•cola] =Pz [n] q=Pr [ (n+1) en•sistema] =PI [n+l] =[pn`1]
En el caso de que se produzca una llegada, y no encuentre nadie
en el sistema (N=0), no tendrá que esperar ningún tiempo para
ser atendido, ya que Lq = 0, y por tanto el tiempo medio de
servicio será;
WQ(0) =P[q=0] =P[N=0] =1-p (74)
Sin embargo, si cuando un cliente accede a un sistema y se
encuentra con que existen 'n' clientes esperando para ser
atendidos, deberá esperar 'n' tiempos de servicio exponencial,
ó lo que es lo mismo, el tiempo de espera en la cola vendrá
determinada por los 'n' clientes que existen en el sistema;
q=sl+s2+s3+...+sn (75)
siendo si, la variable aleatoria que describe el tiempo que
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dura un determinado servicio i, de idéntica e independiente
distribución exponencial con idéntico valor 1/µ. Por tanto, la
distribución con parámetros n- µ, que es la función de
densidad condicional de q, vendrá determinada por;









Con base en la Ley Total de Probabilidad para lsnsoo, queda;
P[ q^ Liq> 0]_^ [ q^ tiN=n] P[N=n]
Sustituyendo, la siguiente ecuación;
pn=P [N=n] _ 1- P ) P °-^1- F+ ^1 1► 'n
(78)
(79)
en P [qst ; N=n] , quedará;
°° t µnXn-^ e
-µn í^. Ĵl
^ 1-- dx=
o (n-1) ! µ ^ µ0
r
n-1
= f^. e_ µ 1_ ñ. ^(^ x) dx=
o µ (n-1) ^
t
= f 1l e-µ 1- ^ e^X dx=
o µ
t
= f ñ, 1- ^ e -xcµ-x^ ^_
o µ
t






Por lo tanto, tendremos que el tiempo medio en la cola será;
WQ( t) =P[q<_t] =P[q=0] +P[o<q<_t]
WQ( t) =1_p+p [1_e-µc^-p^cJ
_t
WQ( t) =1-pe `^
(81)
Si bien, q es una variable discreta en el origen (q=0) y
continua para cualquier valor positivo distinto de cero (q>0),
la anterior formulación es válida para cualquier valor de t.
Otra medida es el tiempo medio de permanencia en la cola, que
podremos obtener del siguiente modo;
Wq=E[q] =P[q=0] E[Qiq>0] _
=P[9^4=^J +P[q>^J E[9i4>OJ =
_ (1-p) O+pE[9^q>0] _
=PE[9^9'>^J
donde
E[9^q>0] = EPqJ =E[s] (1-p) =W
(82)
(83)
Con base en esto, el tiempo medio de permanencia en el sistema
(W) es la suma de las esperanzas de permanencia en la cola y de
permanencia siendo atendido (E [q] +E (s] ). Lo que en ^términos de
medias significa que, los clientes que deben esperar, esperan
un servicio medio más que los clientes que están esperando. La
derivada de la función de distribución de tiempo total en el
sistema es semejante a la del tiempo medio de^espera en la cola
Wq.
En el caso de que un cliente acceda al sistema cuando ya hay n
clientes, el tiempo total de permanencia en el sistema es de
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n+l variables exponenciales aleatorias independientes, de media
1/µ, siendo su función de densidad;
- µn.i
t nE,-µt
fw^ t^ drzo- n,
(84)
Con base en la ley de los grandes números, podremos obtener;
W( t)=P [ w^ t] _^ P[ w^ t{N=n] P[N=n] _
0
„ c r
n+1X ng -µx^ Á, n _^, a, X n^,n
-^^ µ n! 1 µ) [1 µ]^=^µe-µ
1- µ^ n^ dx=
(85)0 0 0
t ^ Ax t
-µ(1- µ )x
= f µe-µ 1-- e dx= f µ 1- ^ e dx=
o µ o µ
c
=1-e-µ(1-P) t_[1_e- w
lo cual indica que w tiene una distribución exponencial, y que;
W=E[w] = 1 (1-p) = E[S]
µ P
y además;





1.4.2.- Sistemas de colas M/M/1/K31
Un sistema M/M/1/K, no es más que un sistema M/M/1, en el cual
se ha limitado la capacidad de permanencia en el mismo a'K'
elementos.• Cuando el sistema ya dispone de 'K' elementos,
cualquier nuevo acceso al mismo es rechazado. Por lo tanto,






Luego la probabilidad asociada será;
^ n









en el caso de que ^^µ, tendremos;
_ (1-u)
po- (1_uK.l)
31ROB090 pp 62 a 65, KLB pp 103 y 104, KLS175 pp 28.













Teniendo en cuenta que nunca podrán coexistir. más de K
elementos en el sistema, será un sistema de estado estable para
cualquier valor de ^ y µ. Con base en ello, no es necesaria la
suposición de que ^<µ para estos sistemas, y si se diese el
caso de que ^=µ, implicaría u=1 por lo que;
po= K+1 -pn (94)
Con base en ello, podremos recordar que la probabilidad de ^
estados estables es;
(i-uf u°
c^-u^.^^ ^Q.^,µ.o.o.^.^.-,,^pn= [ 1
(x+i^ ^a•x^^.ono.^.z....,^
(95)
Evidentemente para valores de ^<µ, siendo K-^oo, cada pn tiene un
valor aproximado a p„=P [N=n] _ (1- p) p", para valores de
n=0,1,2• • •,K.
En el caso de que ^^µ, tendremos que;
K U (K+1) uK''
L=E [N] _^ np - -
° 1-u 1-ux`1n-o
(96)
Para el caso de que ^<µ, el número de elementos esperados en el
sistema, L, es siempre menor que para el caso de una longitud
de cola ilimitada (donde L=u/(1-u)).
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En el caso de que ^=µ, entonces u=1, por lo que;
K
L=E [11^ _^ nPn= 2
n-0
Por lo que podremos resumir;
(1-U) U °R.^
L- [ (1-U ) pera•lrµ.n=0,1.3.-,R
_K




E [Ns] =P [N=0 ] •E [N^IV=O ] +P [n> 0 ] •E [N^1V> 0 ] _





En este sentido, todo el tráfico que accede al sistema, no
entra en el mismo, ya que no se permiten más admisiones a
partir del momento en que haya K elementos en el sistema, o lo
que es lo mismo, pk. Por tanto, si ^a es el índice medio de
clientes dentro del sistema;
Aa=a, (i'pk) (101)
aplicando la fórmula de Little, podremos obtener;
w=E [ wj = 
a^
y además;





La verdadera medida de utilización de un servidor p, que es lo
mismo que la probabilidad de que un servidor esté ocupado en el
momento en el que accedemos al sistema, vendrá determinada por;
p=ilaE[S] =^(1-pk)E[s] =(1-pk) u (104)
La derivada de la función de distribución de q y w, es más
compleja para el caso de sistemas M/M/1/K, que para sistemas
M/M/1. Para n=0,1,2•••,K-1, q„ será la probabilidad de que
existan n elementos en el sistema antes de que se produzca una
nueva llegada. Por tanto, q„^pn, ya que no se producirá una
nueva entrada si existen K elementos en el sistema, ya que qK=O
y además ^oK-lpn^l . Si hacemos qn=kp,,, n=0, 1, 2••• K-1, podremos
obtener que;
__ pn
9'n í 1 _PK) para•nm0, 1 , 2, •••, K-1
(1051
Análogamente a la obtención del modelo M/M/1, podremos obtener;
x-i












1.4.3.- Sistemas de colas M/M/c/ao33
En este tipo de sistemas, se supone que existen 'c' servidores
que actúan en paralelo ante los demandantes o clientes del
sistema. Los tiempos entre llegadas se definen mediante una
variable aleatoria de tipo exponencial (M/), tasa de servicio
(tiempo medio de servicio) de tipo exponencial (/M/) idéntica
para cada uno de los 'c' servidores. Por tanto las variables
definitorias del modelo serán;
^ _^•para•n=0, 1, 2, •••
n
µn_cµpara•nzc
µ n =nµpara •0 sas^
^ZQÓ)
Gráficamente podemos representar el flujo de llegadas, el
número de eventos o elementos, y nivel de servicio del sistema
para cada evento, del siguiente modo;
^.__^^_0 . . . ^-^^._-0 . . ^




Como en los gráficos anteriores identificamos el nivel de
servicio del sistema en función de los elementos presentes en
el mismo. '
En este caso, al existir solamente 'c' servidores, la tasa
máxima de servicio del sistema será 'cµ' a partir de que
existan 'c' o más clientes en el sistema.
33^L078 pp 167, HAL091 pp 204, KAL095 pp 287, KL6075 pp 109 a 111, KOB078 134 a 151, PAR062 pp 54,
ROB092 pp 74.
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Partiendo de que C„= (^o^l • • • ^^_1) / (µlµ2 • • • µ„) , para lsnsoo,
u=^/µ, y p=u/c, podremos obtener;
^^
_ [ II[ [paraOsnsc]
Cn L ^ [Para•ntc(n=c, c+^, ...) 1




Si consideramos el caso de que p<1, signif icará que estamos
ante un estado estable, por lo que;
2 c-1 c
S= 1=1+u+ u+...+ u + u l+u _
P° 2! íc-1) ! c! u a.^+( ^) + . (110)
c-1 ^ c-1
u c n c=L^ n + u L.^ n-L^ u + una0 n! C ! nII0 p n_0 11 ! C! (1 - p)
Por consiguiente, despejando p0, obtendremos;
c-1 u n u c
p0= ^ +
^=o n! c! (1-P^
^,
ñ ^ Pó o sas^l
Pn = [ c [ntcl
c ^^ ) i ^ I°-°pp
(112)
Con base en ello, podremos obtener las tasas de realización del
sistema, Lq (número medio de clientes en la cola), Wq (tiempo
medio de permanencia en la cola), L(número medio de clientes
en el sistema), y W(tiempo medio de permanencia en el
sistema);
^ ^
LQ=E[Nq] _^ (n-c) pn=^ kp^,k=^ ^^ pkp0=
. n=c ka0 k=0
=P0 u ^^ kp k=p0 u ^ (0+1p+2 pa+...) _
CI k_0 CI
-p0 c! PI dP I(1+p+pa+...)
_p0 c!
pf dP I (11p) _
=L =q c, (1_p) a
(113 )
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De donde podremos obtener que;
L
WQ= ^




Siendo la media de elementos en el sistema N, y los valores
medios esperados de las variables aleatorias comportándose con
distribuciones w y q, podremos obtener que;
c-1 cii ^ u n
WQ=P[q=0] =P[NS (C-1) ] _^ pn=po^ n!
n-0 n 0
teniendo en cuent^a que;
c-^ u n po u c
1=po ^ +
n=U 11! C! (1 P)
operando queda;
c-1 u n po u c
Po ^ n, -1 c, (1_P)
n-o
por lo que tendremos que;
_ Pou ^ P^





Suponiendo que el número de elementos en el sistema, cuando un
nuevo cliente accede al mismo, es N=nac. Todos los servidores
estarán ocupados (son c servidores), el tiempo transcurrido
entre dos terminaciones de servicios seguirá una distribución
exponencial de media '1/cµ'. Por tanto, habrá 'c' clientes
siendo atendidos, y'n-c' clientes en la cola, la siguiente
llegada deberá esperar durante 'n-c+l' tiempos de servicios
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antes de ser atendido . Con base en ello, el tiempo de espera en
la cola será la suma de 'n-c+l' variables exponenciales
aleatorias independientes, cada una de ellas de media '1/cµ';
que es, una distribución ' gamma' de parámetros ' n-c+l' y' cµ'
( Q y m) . Con base en ello, siendo t>0, quedará I' (n-c+l) _(n-c) !,
por lo que;
m




Evidentemente, la formulación anterior coincidirá para el caso
de que 'c=1', por lo que pasará a ser.un sistema M/M/1, en
lugar de un M/M/c. La expresión p^/ (1-p) , es la probabilidad de
que al llegar un cliente al sistema deba esperar. Es conocida
como fórmula C de Erlang, que podremos expresar;
u° c^
1Z0)p0 c-^ (c! (1-p)
un u^(1-p) ^ n^ + c, (1-p)
Con base en ello, la probabilidad de que cuando acceda un
cliente al sistema, este deba esperar, será;
^ c-^
pc
^ pn=1-^ pn=1-WQ ( 0 ) = 1-p
nac n=0
(121)
Podríamos indicarlo en función de la fórmula C de Erlang, lo
cual quedaría;
wQ( t) =[1-P[a1•1legar•un•cliente, •deba•espezar] e-^µrc^-P^]=
=[1-C(c, u) e-cµcc^-P^] (122)
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También podremos hacer el siguiente cambio de notación en la
formulación del tiempo medio de espera en la cola, Wq=Lq/^;
,
Wq=E[4^ = c(1_P)
lo cual es, en el caso de c=1, queda;
WQ=E[9'j =W-E[s] = PE[S^(1-p)
(123)
(124)
que resulta ser la formulación general del tiempo medio de
espera en la cola para el caso M/M/1.
La formulación de la distribución del tiempo de espera en el
sistema W, se determinará;
para el caso de que u^c-1;
W( t) = 1+ u-c+Wa(^) e-µc+ C(c, u) e-^ccl-v>
c-1-u c-1-u
^^
y páru---^l caso de que u=c -1;
(125)
W(t) =1-[1+C(c, u) µt] e-µt (126)
Por último, hacer una indicación de lo apuntado por Parzen34,
en el sentido de que es posible determinar un índice que nos
permita medir el grado, o la pérdida de clientes R,
definiéndolo como el cociente;
R__ tiempomedio•empleadopor•un•cliente•esperando•a•ser•atendido^






Lo cual es lo mismo que ;
E[g^ - Wq (128)R= E^S^ - WS





1.4.4.- Sistemas de colas M/M/c/c35
También denominados ' sistemas con pérdida M/M/c' , debido a que
los clientes que acceden al sistema cuando en el mismo todos
los servidores están ocupados, al cliente (c+l) no se le
permite permancer en el sistema - ya que el número máximo de
clientes en el sistema es ' c' , A/B/c/k, donde k=c - por lo cual
desde el punto de vista del sistema, se pierde el cliente








Lo cual significa que no pueden coexistir más que ' c' clientes
en el sistema, los que superen esta cuantía, se perderán, desde



















u2 u ^l+u+ +...+
2 ! n! Hn=i,z,...,c
(133)
La expresión anterior es denominada distribución de Poisson
truncada, con base a que 'c' es un elemento realmente bajo.
La probabilidad de que, en un sistema M/M/c/c, todos los




u2 u ^1 +u+ +...+
2 ! c!
=B(c, u) (134)
donde B(c, u) es la denominada fórmula B de Erlang, o, fórmula
de pérdida de Erlang. De acuerdo a lo indicado para los
sistemas M/M/1/K, la tasa de llegadas del presente caso
M/M/c/c, que denominaremos ^a será menor que la tasa de
llegadas general ^, ya que algunas llegadas son rechazadas. Por
lo que tendremos;
1la=Jl [1-B(c, u) ] (135)
Teniendo en cuenta que ningún cliente puede esperar a ser
atendido, los tiempos medios de espera en la cola Wq y el
número medio de clientes en la cola Lq serán cero en ambos
casos.
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Sin embargo, el número medio de clientes en el sistema L, será;
c c n c-1 n
ll LlL=E [N] _ ^ npn = po^ n ^ = npo^ ^ _
n=o a=1 n. Q=o n.
=L=u[1-B(c, u) ]





Que es lo mismo que indicar que el tiempo medio en el sistema
es el tiempo medio siendo atendido, ya que no existe espera
posible, ya que el número máximo de elementos en el sistema
coincide con el número de servidores, por lo que no hay lugar
a esperas.
Con base en que c^ tiene la misma función de distribución que s,
podremos obtener;
-t
W( t) =P[w<t] =1-e'µc=[1_e s S (138)
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1.4.5.- Sistemas de colas M/M/oo36
Desde el punto de vista crítico, este tipo de sistemas no se
pueden dar en la realidad, ya que supondría la existencia de
infinitos servidores. Desde el punto de vista teórico,
significa que se dispone de un servidor ante cada llegada de
cliente demandando servicio, ó lo que es lo mismo, no existen
tiempos de esperas, ni colas, lo cual podríamos reflejar de
manera real con el ej emplo de el servicio de urgencias de un
centro sanitario, en donde ante cada llegada 'urgente' el






^f._^ . . .
( n + 1) ^(.,^
2 n n+1
Evidentemente, cualquier cliente que acceda al sistema será
atendido, y podremos obtener que:





S= 1 =^ u ^ =e "
p0 n=0 n '
Y también, para n=0,1,2,3,•••••;
u n
pn=e" n^





La anterior expresión resulta ser una distribución de Poisson,




siendo además el número medio de servidores ocupados con
varianza Var [N] =u. Los modelos M/M/oo se pueden utilizar para
determinar el número de líneas que se están utilizando de una
red de comunicaciones, o bien, como primera y tosca estimación
de valores para sistemas M/M/c ó M/M/c/c, cuando
elevado.
37
p.e.; M/M/15/15, u=7, p15= 0.00332 § e"' 7"/15! = 0.00331
i C37 i es
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1.4.6.- Sistemas de colas M/M/1/K/K38
Este tipo de sistema, también denominado de reparación de
maquinaria con un solo servidor (centro de reparaciones con un
solo servidor) , es un modelo en el que existen un número f inito
de clientes (K clientes) que acceden de manera aleatoria al
sistema frente a un único servidor.
Es uno de los sistemas de teoría de colas más utilizado, cuyo
origen se debe a al industria Sueca, cuyo el fin fue en
principio el de determinar cuantas máquinas (clientes) puede
atender un técnico (servidor) sin necesidad de esperar largos
períodos de tiempo, debido a que varias máquinas necesitan
reparación al mismo tiempo.






Tlempo en cob Tlempo reparonEa
Cola I Servidor
Nq Ns




Namem de mOqulnas averlcdaa
ALL078 pp 187,'KLB075 pp 103, 104 y 108, ROB090 pp 39, 62 y 70.
39ALL078, página 187
^% ó
Como en los casos anteriores, podremos representar gráficamente












Con base en ello, la población potencial de este sistema de
colas asciende a K elementos idénticos, siendo O las unidades
de tiempo que transcurren entre cada dos averías, siguiendo una
distribución exponencial de media 1/a. E1 único servidor
realiza su trabajo de razón exponencial, con un tiempo medio de
reparación de 1/µ unidades de tiempo. Este tipo de sistema, así
definido, alcanza un estado estable ya que no pueden coexistir
más de K clientes en el sistema (un cliente siendo atendido y
K-1 en espera).
En el caso de que ' n' elementos demanden servicio, K-n de ellos
permanecerán operativos y el tiempo hasta que el siguiente
elemento demande atención, será de un mínimo de K-n
distribuciones exponenciales idénticas, con parámetro (K-n)a.
Por lo tanto, podemos inferir que;
Pn= ^kKn^ ^ l ^ ^ nPo -




^ ^ nPo- ^ ^K ^) , ( ;^ )
n-0
(144)
Por lo que podremos obtener el grado de utilización del







Dado que p depende únicamente de K y del cociente E[ s] /E [ OJ ,
que es igual a a/µ, podemos realizar la siguiente
simplificación mediante un cambio de variable, z;






donde B(K, z) es la fórmula B de Erlang, o fórmula de pérdida de
Erlang.
Sabiendo que, p=^E(s], podremos calcular la tasa media de




Para determinar el tiempo medio de espera en la cola Wq, que
deberá permanecer una máquina, seguiremos el ciclo completo,
consistente en un tiempo de funcionamiento correcto, seguido de
un tiempo de espera de reparación y un tiempo de reparación.
Teniendo en cuenta que la tasa media de llegadas para
cualquiera de las K máquinas, esto es, para que accedan al




Wq= ^ -E[O] -E[s]
(149)
(150)
Utilizando la formulación de Little, Lq=^Wq, para realizar el
cálculo, tendremos;
W=Wq+E [ s] =1 ^) -E [ O]
y además, L=^W.
(151)
Habiendo definido W como el tiempo medio que el elemento
permanece averiado (desde el momento en que se avería hasta que
vuelve a estar operativo), podremos calcular la probabilidad de
que cualquier máquina 'n' se averíe, como el cociente
siguiente;




1.4.7.- Sistemas de colas M/M/c/R/R4o
Este tipo de sistemas es idéntico al anterior, en su concepción
básica, con la salvedad de que el número de servidores es de
'c', siendo csK. La espera se deberá realizar en el caso de que
los 'c' servidores estén ocupados, en caso contrario, si se da
la existencia de algún (algunos) servidor (servidores) están
disponibles, cualquier llegada aleatoria que se produzca
encontrará un servidor disponible. Gráficamente podremos
visualizar el comportamiento de este tipo de servicios:
Con base en lo anterior, podremos obtener la probabilidad de
que existan 'n' elementos en el sistema:
pncva=o, i. i. ^. ^^ -^ n^^ i+^ ^ np0
Pntv^n=^.i. ^.xt C C1 n-c ( n^1 i= ^ nP^
40
ALL078 pp 188, HAL091 pp 168, KLfi075 pp 107, ROB090 pp 70.
(153)
Ó Ĝ
De donde, siendo E[O] =1/a y E[s] =1/µ, podremos inferir po;
-^
P0-LÍ n)Í µ)n+^Í nl( µ'°o c 1
(154)
Igual que en casos anteriores, podremos visualizar gráficamente


















Para determinar el tiempo medio de espera en la cola wq, que
deberá permanecer una máquina, veremos el ciclo completo
consistente en un tiempo de funcionamiento correcto, seguido de
un tiempo de espera de reparación y un tiempo de reparación.
Teniendo en cuenta que la tasa media de"llegadas para
cualquiera de las K máquinas, esto es, para que accedan al
sistema (se averíen), está determinada por ^, y con base en la
c+,
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formulación de Little, obtendremos;
xA= E[^^ +W9+E[S] (156)
por tanto, si Lq=^Wq;
WQ= ^ =^E [ O] + WQ+E [ s ] ^ K
de donde;





1.4.8.- Sistemas de colas M/G/141
Este tipo de sistema de colas posee un proceso de llegadas de
tipo Poissoniano (de acuerdo a una distribución de Poisson) con
media ^ y el proceso del servicio se desarrolla de acuerdo a
una distribución de tipo General.
En este sentido los diferentes clientes disponen de una tasa de
servicio diferente. Otra restricción del modelo, en cuanto al
tiempo de servicio, se manifiesta al calcular; L=E [N] , W=E [c^] ,
Lq=E [Nq] y Wq=E [q] , en este sentido, el primer y segundo evento
en cuanto a tiempo de servicio deben existir, y serán E[s] y
E[s2]. Con base en ello, la desviación standard de cada una de
las variables aleatorias primarias, E[s3], debe existir y
además ser conocida.
Debemos recordar la formula 'Pollaczek-Khintchine42' para este
tipo de sistemas de colas, donde las llegadas siguen una
distribución de Poisson, existe un único servidor, y el tiempo
de duración del servicio vendrá determinado por una
distribución del tiempo de servicio que es indeperidiente del
estado del sistema y del tiempo entre llegadas.
Con todo, lo que necesitamos determinar es el número medio
esperado de clientes en la cola, que de acuerdo a'Pollaczek-
41^091 pp 151 a 156, KAL094 pp 83 y 84, 92, 123 a 125, 203 a 236, KLS075 pp 191 a 226, ROB090 pp





L = P 1 +C2 ( S)qlp<1) 1-P Ĝ
(159)
Con base en ello podremos obtener el resto de los valores
necesarios, que serán;
Número medio de clientes en el sistema;
LS=E [NS] = p + P 1+CZ ( S)
1-p 2
Tiempo medio en la cola;
WS=^ 1)+^ 1 P 1+C2 (S) =E[s]
µ ^ 1-P 2
Tiempo medio en el sistema;




Denominando {Z (t) , siendo tz0} como el número de clientes en el
sistema en el momento t, y haciendo que 0<tl<t2<•••<tn<••• que
representará los sucesivos tiempos de servicios en los cuales
los clientes completarán su servicio, podremos denotar por
{ Z( tn) } que representará en forma discreta el tiempo de proceso
{Xn} , que será X„) Z(tn) , siendo n=1, 2,••• Xn, la salida del
enésimo cliente. Podremos inferir que {Xn} es una cadena de
Markov.
86




donde 'A' es el número de clientes que llegan al sistema
mientras se está atendiendo al cliente (n+l). E1 tiempo de
servicio, s, del cliente (n+l) es independiente del tiempo de
servicio de otro cliente cualquiera, y además independiente del
numero de clientes del sistema . Hay que recordar en este punto,
que el proceso de las llegadas Poissonianas es estacionario.
Se ha de tener en cuenta que ' A' depende únicamente de ' s' y no
del momento en que se ha dado comienzo al servicio, ni de la
longitud de la cola. Por lo tanto, si partimos de que Xn+l
depende únicamente del valor de Xn y de la variable
independiente A; y no dé Xn_1, etc ., se puede inferir deXn-2 ^
que se trata de un proceso Markoviano.
En este sentido el proceso de las llegadas sigue una
distribución de Poisson, pero la duración del tiempo de
servicio es una variable aleatoria, por lo que 'A' no es una
variable aleatoria que sigue una distribución de Poisson. En
este sentido podremos denotar;
^
P[A=n] = f(P [A=n^s= t] dWs ( t) ) c^so, i, a, •••1
0
(164)
de acuerdo a la Ley de probabilidad total, donde la integral se
comporta de manera idéntica a la indicada por una integral
Stieltjes con función de distribución del tiempo de servicio
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Wg(t), podremos realizar el siguiente cambio;
P[A=t1^s=tJ =
e-eac(^t) c
n ^ (n-0, 1, 2, •••)
por tanto;
P,^=P[Xn+1=j[Xn=í] =P[A=j-i+lJ =
=1 P[A=j-i+1ls=t] dW ( t) _ (ecuación-166aJ S ecuación•166b
0
(166a) para valores de: jzi-1 é izl;
^-i•i
p. .- re-ext [(!l t) J dW ( t)
'^ Jo ( j_í+l) , S






Con base en la anterior ecuación, podremos determinar Pi^ para
valores de ia1, lo cual nos limita el cálculo a la hora de
determinar el primer renglón de valores de la matriz, o lo que
es lo mismo, la evolución en términos de evolución de el estado
' 0' de la naturaleza del problema. Se infiere que en el caso de
que el sistema esté vacío cuando un cliente termina el servicio
y abandona el mismo, la siguiente evolución del sistema
acontece cuando el nuevo cliente termina.
Por tanto, la evolución del estado del sistema en términos de
probabilidad para el caso de ' i=0' es idéntico que para el caso
de que ' i=1' , con base en ello, la primera y segunda f ila de la






=P [A=n] =^e -exc í ñ^ t) n dWsc
n!
o ^nao, l, Z, -••^
tenemos:
(169)
ko kl k2 k3 k4 ...'
ko kl k2 k3 k4 ...
0 0 ko kl k2 •••
P= 0 0 0 ko kl ••• (170)
0 0 0 0 ko •••
Podremos inferir de la anterior matriz que el sistema de colas
será estacionario, si y solo si, el número medio de clientes
que acceden al sistema durante un período de servicio es menor
que la unidad, esto es, E[A] <1.
Ahora bien, desarrollando la anterior expresión43;
^
E[A] _^ nk„=fe-^c n(^ t) c dWs ( t) _
o n!0
^
_^, f tdWs ( t) =^.E [s] =A µ =u=p
0
(171)
Donde p es el número medio de clientes que acceden al sistema
durante un período de servicio.




obtener la ley de distribución, por lo que;
P„= f P[n^llegadas^durante^un^tiempo^wlw=t] dW8( t) (172)
0
donde W(t) es la función de distribución del tiempo de espera











Resumiendo, podremos obtener las formulas necesarias del modelo
partiendo del Teorema de recurrencia de Takács44;
] _ ^lE[s2]E[ q 2 (1-p) (175)
Pollaczek-Khintchine
E[q2] =2E[9r] 2+ ^E[s3] (176)
3 (1-p)
E[w] =E[q] +E[s] (177)
E[wa] =E[q2] + E[s2] (178)
1-p
44
ALL078 pp 202, KLB075 pp 226 a 228.
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Con base en lo anterior, podremos obtener45;
Número medio de clientes en la cola;
_ _ p 1+C2 (S)
Lq^o«^ E ^Nq^ 1- 2P
Número medio de clientes en el sistema;
LS=E [NS] = p+ P 1+C2 ( S)
1-p 2
Tiempo medio en la cola;
WS=E[s] = 1 l+l 1 P 1+C2 (S)( µl `JL 1-p 2
Tiempo medio en el sistema;
Wq=W-E [ s] =E [ q] = 1 P 1+C2 ( S)
^ 1-p 2






1.4.9.- Sistemas de colas GI/M/146
Este sistema, con llegadas de tipo independiente, servicio
exponencial y un solo servidor, es un tipo de modelo importante
en base a que a través de las técnicas de las cadenas de
Markov, podremos obtener resultados satisfactorios. Asumiendo
que los tiempos entre llegadas son independientes, y además con
idéntica función de distribución de variables aleatorias, con
un denominado tipo de llegadas de 'renovación del proceso'.
Este modelo se representa, en el momento inicial, mediante un
número determinado de clientes accediendo al mismo, por tanto,
este tipo de proceso estocástico {X„}, donde X„ es el número de
clientes en el sistema cuando accede al mismo el enésimo
cl iente . De acuerdo a los desarrollos de las cadenas de Markov,
podemos obtener {X„}, y para el caso de que p<1, siendo por
tanto una distribución en términos de probabilidad de un estado
estable {nn}, existe donde;
nn=P[a1 producirse•una•1legada•encuentra•^n^•clientes•en•e1•sistema^183 )
(tln=0, 1, 2, •••)
por lo que47 ;
1Ln=?LO ( 1-1Lo) n (184)
siendo los valores de n=0,1,2,•••, y donde no es la
probabilidad de que al producirse una nueva llegada, el cliente
se encuentre el sistema vacío. Así mismo, no es la única
solución de la ecuación 1-no=A* (µno) , para valores de no, 0<no<1.
46
KAL094 pp 93, 99, 101, 127, 161, 201, KLfi075 pp 252, KLF175 pp 126, TIJ094 pp 312 a 314.
47KLB075, pp 251 y 252, GHA074 pp 176.
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En esta última ecuación, A* ( 6) es una transformada de Laplace-
Stieltjes48 de tiempo medio entre llegadas T, siendo µ el
tiempo medio de servicio.
Denominando ' X' , al número de clientes con los que se encuentra





Siguiendo el esquema desarrollado en el modelo M/M/1,
obtendremos que;
















Por tanto, el sistema podrá obtenerse siguiendo el mismo tipo
de desarrollo diferencial que el seguido en el modelo M/M/1,
4SKL6075 pp 251, GHA074 pp 176.
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resultando que;







Podremos obtener, así mismo, la función de densidad de q.,fq;
f =
e` -noc1
(1-^0) ^o E[s] J
q(c>ol E [ S^
(192)
Lo que significa que la función de densidad del tiempo que se
debe esperar en la cola, denominándolo como q', y siendo t>0,
será;
fg ( t) _ f4 ( t) e^ w)
f( t) = P[q>o] - 1-no W
(193)







En conclusión, q' es una exponencial que cumple;
E[q^] =E[qiq>0] =W (195)
Y49 ,








1.4.10.- Sistemas de colas M/G/1/PRISo
La característica diferenciadora de este tipo de sistema, es el
establecimiento de 'prioridades' a la hora de atender a los
clientes. Por tanto, los clientes tienen un trato diferencial,
en el sentido de que no serán tratados por igual. En notación
Kendall, la nomenclatura empleada para determinarlos es; BIFO
(biggest - in- f irst - out ) el mayor en entrar es el primero en ser
atendido, FISH (first-in-still-here) primero el que esté
quieto, WINO (whenever-in-never-out) siempre que venga no se le
atenderá, y todas las clasificaciones que queramos añadir, y de
las cuales en alguna ocasión hemos sufrido sus consecuencias.
Otra de las características, es que en todos los sistemas
con prioridad, clasificamos a los clientes numerándolos
desde 1 hasta n, en donde la prioridad se establece en
función de la mayor numeración del individuo; esto es, los
clientes con prioridad 'i' son atendidos antes que los
clientes con prioridad ' j', siempre que i>j . En el caso de
presentarse clientes con idéntico nivel de prioridad,
estos serán atendidos siguiendo un criterio FCFS51
En este sentido, destacar las dos políticas de control para
resolver los problemas en el caso de que cuando acceda un
cliente tipo 'i' encuentre un cliente tipo 'j' atendiéndose,
siendo i<j , denominando colas ' preferentes' y' no-preferentes' .
50^091 pp 157, KLB075 pp 223 a 226, ROB090 pp 97, TIJ094 pp 275.
51
FCFS; first come first service = PIFO.
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En el caso de que una cola sea del tipo 'preferente', el
servicio se interrumpirá y será atendido el cliente que ha
accedido al mismo y que posee un mayor nivel de preferencia. E1
cliente que estaba siendo atendido, vuelve a la cabeza de la
cola de los 'j'.
Un refinamiento de este tipo de colas es el denominado
'preferente resumido', en el cual el cliente 'j' retoma el
servicio en el punto en el que lo dej o, sin necesidad de volver
a empezar desde el principio del servicio.
Existen otro tipo de refinamientos a la hora de tratar las
prioridades, como puede ser ' preferente repetido' en el cual el
cliente que deja su lugar ante una preferencia, reinicia la
totalidad del servicio cuando el preferente ha terminado, etc.
En el caso de colas 'no prioritarias o preferentes' el cliente
que accede y que posee un nivel prioritario superior al del
usuario del servicio, se posiciona como primero en la cola
existente, pero espera a la finalización del servicio que se
está prestando, que en notación kendall seria un servicio HOL.
En general, los tipos de colas con sistemas de atención
prioritario HOL y los sistemas no prefenentes, suelen
referirse a la formulación general del modelo M/G/1. En
ambos casos se admite que las llegadas son del tipo
poissonianas con media de llegada ^i, y tipo de servicio
general independiente de acuerdo a una distribución
general independiente de valor E[si] =1/µi . Por tanto, la
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tasa media total de llegadas al sistema seguirá también
una distribución de Poisson de media:
^, =^.1+^2 +...+^n
Su tiempo medio de servicio, y momento total, serán;
E[S] _ ^i E[Sl] + ^2 E[S2] +...+ ^n E[S„]
Efs2] _ ^lE[Si] {. ^2E[,SZ] +...+ ^nE[Sn]
(197)
(.198)
E1 resto de la formulación general52 es de aplicación en este







1.5.- SISTEMAS DE COLAS MARKOVIANOS53
En los puntos anteriores se ha recopilado el estudio de las
soluciones a los procesos de nacimiento muerte (birth-death),
cuya solución en términos de equilibrio, la probabilidad
como expresión de la probabilidad Po, siendo k=0, 1, 2, 3, .
queda54 : "
k-1




^ La comodidad de esta ecuación radica no solo en su simplicidad,
sino en su múltiple aplicación a los sistemas de colas.
Modificando el anterior espectro de procesos de nacimiento y
muerte al más general de procesos Markovianos, nos encontramos
con que la aplicabilidad no es tan extensa como desearíamos, si
bien nos ofrece la posibilidad de encontrar soluciones
factibles a los problemas puramente Markovianos.
Partiendo de la siguiente expresión:
qZj1L j+ ^ qk^nk=O
k*j
(2^1)
que podemos resumir de forma matricial como "nQ=O", donde n es
un vector fila de probabilidades en condiciones de equilibrio
del sistema (n={no, ^1, ^2, ^3, . . . } ) , y Q es la matriz generador
infinitesimal cuyos elementos son los índices de transición
53B^092 pp 135 y 136, KAL094 pp 103 a 105, KLB075 pp 28, 115 a 147, 174 a 191, TIJ094 pp 94 a 116.
54 KLB075 pp 115 a 119.
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infinitesimales de el proceso Markov. Adoptando la nomenclatura
al uso, y siguiendo el esquema anterior, reemplazaremos el
vector 'n' por 'p' cuyos 'k' elementos representan la
probabilidad en condiciones de equilibrio pk de encontrar el
sistema en su estado Ek. Por tanto:
pp=0
(202 )
Supongamos el siguiente ej emplo aclaratorio del modelo, para el
caso de una simple cadena markoviana de tres estados Eo-^E2, el
cual no es un proceso nacimiento-muerte:
2 ^Po - µPl
( ^ +µ ) p1=^Po +µP2
I^
µPa =1 2 ^Po +^Pl
(203 )
que corresponden a la transición de los estados Eo, E1 y EZ
respectivamente. Hay que apuntar que la tercera ecuación es la
suma de las dos primeras, o lo que es lo mismo, en una cadena
markoviana finita, existe siempre una ecuación que es
redundante con las demás (es combinación lineal de las
anteriores). Además existe la condición adicional de que:
Po+Pi+Pa=1
Con base en lo anterior, podemos obtener la siguientes
ecuaciones:
A 3 A 2 -1po=(1+2-+-(-, J
l 2
Pi ' 3 ^ Po2` µ)
( 1 ^. 3 ( ^. 1
pZ -l 2 µ+ 2 1 µ/^°
(204)
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Como en los puntos anteriores, asumimos la posibilidad de
determinar la probabilidad del evento k-esimo:
pk=[limP [N( t) =k] ]
c^
(205 )
Debemos interpretar la expresión anterior como la proporción de
tiempo que el sistema destina al estado Ek. Podremos, realizar
el cálculo estimado de esta probabilidad, midiendo la
frecuencia del sistema conteniendo 'k' elementos y comparándolo
con el total de tiempo contemplado. Otro de los elementos
importantes del sistema, es la determinación de la probabilidad
de que ante la llegada de un cliente al sistema, este se
encuentre en un estado Ek. La expresión rk =P[llegada cliente
sistema en estado Ek]. Si bien es fácil su expresión, esto no
es generalmente cierto. Si consideramos un sistema D/D/1 en el
cual las llegadas son uniformemente espaciadas en el tiempo,
produciéndose una llegada cada 't'S5 segundos exactamente; el
tiempo de servicio requerido para cada uno de los clientes es
idéntico e igual a'x' segundos.
Para que el sistema sea consistente, se deberá producir que
x<t. Esto significa que para que se mantenga el equilibrio,
consistencia del sistema, no podrá producirse ninguna llegada
mientras se esté realizando un servicio, o lo que es lo mismo
que decir, la no existencia de tiempos de espera, por tanto
ro=1, rk=0, siendo k=1, 2, 3, ... .
SS t= tiempo medio entre llegadas, x= duración media del servicio.
1^^
Siguiendo este esquema de trabajo, significa que el tiempo de
servicio será p=x/t, y que el sistema deberá permanecer vacío,





con lo que hemos encontrado un ejemplo en el que pk^rk.
(206)
Sin embargo, como suele ser habitual, existe una gran cantidad
de sistemas de colas en los que pk=rk, `dk, como son los sistemas
con llegadas poissonianas. En este sentido, en un sistema con
llegadas poissonianas, tendremos que:
Pk ( t) =Rk ( t) (207)
donde Pk(t) es la probabilidad de que el sistema se encuentre
en un estado Ek en el momento 't', y Rk(t) es la probabilidad
de que al producirse una llegada de un cliente al sistema en el
momento 't' el sistema se encuentre en estado Ek. Definimos el
evento A(t,t+^t), para un sistema de llegadas poissonianas,
como el evento de que una llegada se produzca en (t,t+Ot),
obteniendose la siguiente expresión56:
Rk( t) ^limP[N( t) =k{A( t, t+0 t) ]
e c^o
Rk ( t) -li P[N( t) =k, A( t, t+0 t) ] ^
e t-o p[A ( t, t+^ t) ]
=1 i p LA ( t, t+0 t) lN( t) P[N( t) =k]
e t-o P[A ( t, t+t^ t) ]
56
KLfi075 pp 118. GHA074 pp 151.
(208)
1^1
Con base a la propiedad de pérdida de memoria, cada uno de los
eventos A( t, t+^t ) debe ser independiente del número de cl ientes
en el sistema en 't' , P[A(t, t+^t) ;N(t) =k] = P[A(t, t+^t) ] por lo
que la ecuación anterior quedará;
Rk( t) =1imP[N( t) =k] =PK( t)
s c-o
(209)
Por tantoS7, la probabilidad dependiente del tiempo de que al
producirse una llegada se encuentre el sistema en un estado Ek
es exactamente igual a la probabilidad dependiente del tiempo
de que el sistema esté en un estado Ek. Evidentemente, se
aplica para el caso de equilibrio en términos probabilisticos
rk de que una llegada encuentre 'k' clientes en el sistema y,





l. 5.1. - Sistema de colas M/Er/158
Tomemos la siguiente notación inicia159:
a ( t) =^.e-xr
( tzo )
^,L ( rµx) r-1 e -rµxb ( x) = r (r-1) !
(x}o)
(210)
donde a( t) se def ine como bA ( t)/ bt , por lo que ak será el
momento k-esimo de a(t) , y b(x) ^se define como óB (x) /óx, por lo
que bk será el momento k-esimo de b(x) , siendo x la variable
que define el tiempo entre servicios.
En particular, si tomamos el estado en un momento del tiempo en
que el sistema contiene ' k' clientes y cuando el i-esimo estado
de servicio contiene clientes atendiendose, podemos determinar
cual es el número de estado que contiene el total del sistema:
j=número•de•estados•de1•sistema= (k-1) r+ (r-i+1)
j=rk-i+l
(211)
Definiendo pk como la condición de equilibrio de probabilidad
de 'k' número de clientes en el sistema, por lo que la





siendo los valores de k enteros, positivos y distinto de cero.
58
KLfi075 pp 126, 129, 331, 397, KAL094 pp 151, TZJ094 pp 152 a 161.
59KLfi075 pp 126. KAL094 pp 151.
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Teniendo en cuenta que cualquier estado E^, posee una tasa
media de llegadas^^ y una tasa media de serviucio rµ, podremos
obtener la probabilidad de cualquier estado 'j' en cualquier
momento del tiempo del siguiente modo:
ñ.Po=rµP1
(a,+Iµ) P^=iIP^-r+rµP^+^
para valores de j=1,2,3,..
(213 )
Utilizando el método transformación-z60, para resolver
ecuaciones diferenciales, tendremos;
m
P ( z) _^ P^z ^
^=o
rµPo (1-z)








En este tipo de sistemas la tasa media de llegadas es ^ y la
tasa media de servicio independiente de r es 1/µ, por lo que




60KLH075 pp 397. TZJ094 pp 152 a 161.
(215)
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En el caso de que 'r' sea la unidad (r=1) el sistema coincide






Para valores arbitrarios r distintos de la unidad, habrá que
realizar la consiguiente transformación de la expresión
anterior, utilizando en el denominador (1-z) [rµ-^ (z+z2+• • •+zr) ] ;
P(z) = 1 p













Invirtiendo la anterior expresión6l, obtendremos lá expresión
final de^la distribución de el número de estados del sistema;
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para valores de j=1,2,•••,r.
(2ió Ĵ
De lo expuesto anteriormente, se puede inferir que en los
sistemas M/Er/1, la función de distribución que explica los
estados del sistema, es una expresión suma de distribuc.iones
geométricas.
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1. 5.2 .- Sistemas de colas Ek/M/162
Tomemos la siguiente notación inicia163:





donde a( t) se def ine como bA ( t)/ b t, por lo que ak será el
momento k-esimo de a(t) , y b(x) se define como óB (x) /bx, por lo
que bk será el momento k-esimo de b(x) ,
que define el tiempo entre servicios.
siendo x la variable
Analogamente al desarrollo anterior, nos interesa obtener las
ecuaciones de equilibrio que permitan inducir cualquier 'r
estado del sistema, por tanto64. Siguiendo el desarrollo de un
sistema irreductible de cadenas de Markov ergódicas, por lo que
el sistema cuando un cliente abandona el servicio, devuelve al
mismo a los 'r' estados iniciales, donde podremos obtener las







KLB075 pp 129, 131, 133, KAL094 pp 151, TIJ094 pp 93 a 120.
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Sabiendo que p=^/µ, que z=1 y que z=zo, podremos resumir:
r-^




(1_Z r) [^` p^Z7
^J=Jo
rp zr+l - (1 +rp ) z r+1





por • tan t o





Operando y simplificando, podremos obtener65:
1 (1-zo'-1; (Osr<r)
p^ = r
p (Zor-1) Zorki (^zr)
(223 )
Por lo que aplicando la relación existente entre pk y P;,
podremos obtener la expresión que resume la función de
distribución del número de clientes en el sistema:
_ 1-p;k=0
pk p( Zor-1) Z^ rk; k> 0






2.1.- SIMULACIÓN: Introducción y conceptos base
Se ha definido la simulación de manera muy diversa, y por tanto
existen variado tipo de definición de simulación, así como de
los distintos tipos de la misma. Siguiendo diversos autores, se
ha denominado la simulación, como un método de experimentación
indirecta, pero concretando, podemos definirla como el proceso
mediante el cual se desarrolla un modelo aplícable a un
problema concreto, el cual -el modelo- es capaz de estimar las
medidas de comportamiento del problema, mediante técnicas
muestrales. Se ha de hacer hincapié en la diferencia existente
entre el enfoque de índole analítico y el de simulación. En la
mayoría de los casos las soluciones analíticas -a través de
modelos matemáticos- tienen forma de algoritmos capaces de
facilitar una solución óptima, o cuando menos, una aproximación
al óptimo . Por contra, la simulación, es un proceso descriptivo
de planteamiento de modelos en contraste de un modelo de
carácter normativo. El proceso de modelización asociado a la
simulación implica una recopilación de datos que describan los
factores de entrada y los operativos, con el fin de poder ser
capaces de definir las interrelaciones existentes entre ellos,
entradas y demás variables del problema objeto de estudio. Por
contra a los modelos de corte normativo, la simulación facilita
en su salida una descripción del comportamiento, pero no una
guía de acción, o norma de aplicación.
Podemos resumir las diferencias entre ambos conceptos, enfoque
analítico y enfoque de la simulación, del siguiente modo:
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el enfoc,^ue analítico parte de la construcción de un modelo
matemático tratando de resolver el problema objeto de
estudio, continua con la elaboración de un algoritmo que
permita obtener una solución, genera solución aplicando el
algoritmo, optimiza los resultados y por fin facilita una
solución o norma de actuación.
el enfoque de la simulación realiza una recopilación de
los datos descriptivos del problema definiendo las
relaciones entre sus componentes con el f in de identif icar
submodelos, elabora un modelo de simulación, se aplica la
simulación, se obtienen los resultados descriptivos que
nos apuntan la forma en que el problema se desarrolla.
De manera resumida gráfica, tenemos;
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Podemos utilizar la técnica de la simulación cuando nos
encontramos con modelos cuya resolución práctica de manera
analítica es imposible, como es el caso de los modelos de
colas. Si bien hemos apuntado la naturaleza descriptiva de la
simulación, podemos incluir una rutina de búsqueda que nos
permita obtener soluciones óptimas, o al menos cercanas al
óptimo (movimiento de analítico a simulación a través de las
líneas 1 y 2).
E1 segundo punto, ya tomando como base de partida que
necesitaremos de las técnicas de simulación para poder tratar
de aplicar los modelos de la teoria de colas, es el proceso que
se va a seguir a la hora de su puesta en práctica. Las etapas
que deberemos distinguir son66;
1.- i den ti fi caci ón del probl ema : 1 abor de campo,
recopilando datos que describan las di feren tes variables
defini torias de las entradas (tipo de llegadas, tipo de
servicio, etc) identificando los límites del sistema,
definición de los componentes del sistema, y sus
interrelaciones.
2.- pl an teami en to de1 model o: cons tru cci ón de un model o de
simulación y definición de los parámetros y técnicas
estadísticas que se utilizarán, representando de modo
simplificado las variables definitorias del sistema,
asegurarse que desde el punto de vísta estadísti co el
problema se aborda de manera adecuada (suficientes cuantía




3. - validación: conseguir que las entradas del modelo sean
adecuadas, y que el modelo se comporte con ellas de manera
idéntica a como se comporta el sistema real. Esta etapa la
real i zaremos con j un tando 1 a experimen taci ón, 1 a pues ta en
práctica de la simulación, obtención de resultados de
carácter estadístico que reflejen el comportamiento del
sistema, y tras un sistema de depuración de los resul tados
obtenidos y/o la modificación de las reglas de decisión
del modelo, ser capaces de inferir conclusiones con base











nsayar el modelo lo suficient












BASE EN LOS DATOS DE LAS SIMULACION
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Tal y como se ref lej a en el gráf ico anterior67 , se ha de
verificar la validez del modelo de simulación mediante el
contraste de saber si se ha ensayado el modelo el suficiente
número de veces de acuerdo a los parámetros def initorios de las
condíciones del problema, si se han estudiado las distintas
condiciones con las que nos podemos enfrentar en el sistema
real y caso de ser negativo lo anterior, realizar las
modificaciones necesarias tanto en las reglas de decisión, como
en los parámetros del modelo, o en la estructura del sistema.
La simulación68, hace posible el estudio sistemático de
problemas, cuando las soluciones analíticas no son posibles y
la experimentación en los sistemas actuales es imposible, o no
practicable. Los modelos de simulación describen la operativa
del sistema relacionando las ocurrencias individuales de cada
uno de los elementos que forman parte del sistema. Las
interrelaciones de los elementos se definirán en la
construcción del modelo, con el fin de que el mismo sea capaz
de describir las acciones de cada uno dentro de su diseño
dinámico.
Una vez que se ha construido el modelo de simulación, hemos de
generar los datos de entrada necesarios -vía métodos
probabilísticos o Monte Carlo- o nutrirse de datos
representativos - determinísticos o simulación condicionada -





Existen, según tratadistas69, ciertas fases de resolución de
los problemas vía simulación:
n formulación del modelo de simulación
n instrumentalización del modelo
n diseño de pruebas de la simulación ^
n validación del modelo
n ejecución de las pruebas de simulación y análisis de los
datos obtenidos.
En la mayoría de las ocasiones, la Simulación, está dominada
por la formulación del modelo y su instrumentalización, dej ando
poco espacio temporal para desarrollar las demás fases.
La simulación, como metodología de validación de las
conclusiones obtenidas, se puede realizar de dos modos
distintos: el primer modo, lo denominaremos simulación-
autoniática, y el segundo simulación-dirigida . La diferencia
radica en la fuente de los datos primarios a tratar. Mientras
que en el primer modo es el propio sistema el que genera
números aleatorios como fuente de entrada, mientras que en el
segundo modo, el sistema se nutre con datos reales. Como punto
de partida el sistema tiene que disponer de los parámetros
básicos del tipo de fenómeno de colas, que serán, siguiendo la
notación Kendall; función de distribución de los tiempos entre
llegadas, ídem de servicio, número de servidores, capacidad del
sistema, tamaño de la población y disciplina de la cola
(A/B/c/K/m/Z). Normalmente, para tratar de facilitar la labor
69KOB078, PP 222.
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de diseño, el número de servidores es unitario, lo que es lo





























con un solo servidor
Tal y como puede observarse en las dos gráf icas anteriores71,
la diferencia fundamental radica en la fuente de datos que
alimenta al sistema simulador. En el primer modo, es el propio
70Si bien se considera que los tiempos de servicio son distintos, la desviación respecto de la media





sistema el que se auto-alimenta, mientras que en el segundo el
sistema es alimentado desde el exterior, a través de datos
reales obtenidos, que evidentemente han de depurarse utilizando
las herramientas estadísticas necesarias.
En nuestro caso, partiremos de los datos recopilados de la
fuente real para poder construir un modelo de comportamiento
definitorio del sistema real, que permita obtener un modelo
descriptivo del comportamiento del sistema, y con base en ello,
realizar las inferencias necesarias, utilizando la Simulación
Dirigida para contrastar los sistemas real y simulado, de cara
a la mejora del modelo y la posible toma de decisiones que
conduzcan a la optimización del propio sistema real.
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CAPÍTULO 3
EL S I S TEMA REAL
3.1.- SISTEMA R$AL
Partiremos del organigrama que define las líneas maestras de
actuación, y nos centraremos en los problemas de colas que son
responsabilidad directa de determinado departamento. El
Servicio Sanitario Gallego emana directamente de la Xunta de
Galicia y más concretamente del SERGAS (Servicio Galego de
Saude). De este organismo depende la totalidad del servicio
público de salud en Galicia. En concreto, el objetivo de
nuestro análisis, se centra en el Complejo Sanitario de La
Coruña, que a 31/12/96 está compuesto por los hospitales Juan
Canalejo, Materno Infantil y Oza, además de los centros de
especialidades de La Coruña, Carballo y Betanzos. Todos ellos
dependen de la Gerencia (ubicada en Hs.Juan Canalejo) de la
cual depende la Coordinación de Admisiones; Admisión, Consultas
Externas y Archivos. Nuestro estudio se centra, entre los años
1991 a 1996, tomando datos de los años 1992 a 1996.
ORGANIGRAMA
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Una segunda esfera que debemos tener presente es la composición
de los servicios que ofrece cada centro. Estos son,
Hospitalización, Consultas Externas y Urgencias. En
siguiente cuadro podemos ver como se llevan a cabo.
^onsultas
Hospitalización Eact^rnas
HS.Juan Canalejo HS.Juan Canalejo













Como se puede observar, nuestro trabajo se centrará en el
Hospital Juan Canalejo y Hospital Materno Infantil, por ser los
que ofrecen mayor diversidad de servicios, ser la concentración
de mayor volumen de servicios realizados, y ser este el lugar
en donde se concentran todas las acciones de la dirección
hospitalaria.
Con base en las apreciaciones que se observen, simularemos para
tratar de ver si el patrón que sigue este segundo hospital
Materno Infantil es idéntico al diseñado, o por contra
necesitará de ajustes.
En el anexo I se muestra la tabla resumen del comportamiento de
los distintos departamentos analizados. Cada columna del mismo
refleja el siguiente contenido:
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Departamento / tipo: se desglosa la actividad realizada
por departamento ó servicio realizado, y el tipo refleja
si la fuente de los datos es llegada (solicitud de cita o
demanda de servicio) 'nD' al sistema en primera consulta,
en segunda, otro tipo de demanda, y total de las demandas .
Caso de ser la fuente una salida (o servicio realizado)
'nmS', ya sea en su vertiente de primera consulta, en
segunda, total, (m), y el centro que lo ha realizado (n)
ya sea uno de los dos centros de atención o el total de
los servicios realizados.
VAR [x] representa la varianza de la variable analizada, ya
sea en su vertiente de demanda de servicio o salida del
sistema.
VAR= nu X 2-^ X^2
n2
(225 )
E[x] representa el valor medio (media aritmética) de las
realizaciones ya sean servicios o demandas.
CV^=V/E2 indica el coef iciente de variación al cuadrado,
como cociente entre la varianza y el cuadrado de la media
o esperanza de la variable.
CV2 = VARE ( x) 2 (226)
Distribución: muestra el tipo de distribución que siguen
las distintas variables de manera que si el valor del
121
coeficiente de variación al cuadrado está comprendido
entre cero y no llega a la unidad, la variable sigue una
distribución del tipo Erlang, si es cercano a la unidad el
servicio será casi Exponencial, y caso de que sea superior
a la unidad el servicio será Hiperexponencial. Todos estos
valores no son taxativos, sino que hacemos especial
hincapié en el patrón de medida es Erlang, 'casi'
Exponencial o Hiperexponencial72.
k=1/CV2 representativo del grado de la distribución
Erlang-k ó Hiperexponencial. Recordemos que en el caso de
que la función Erlang-k sea del grado k=1, es Exponencial.
Dt[x] representativo de la desviación típica de la
variable analizada, desviación típica utilizando el método
insesgado o "N-1".
n x2 -^ x^2
n2(n-1)
(227)
72 Para valorea tal que: O<CV'<0'7 BRLANG, 0'7<CVZ<1'3 casi 6XPONBNCIAL, Bxponencial pura si CV==1
y CV2>1'3 HIPBRBXPONBNCIRL.
ZĜĜ
3.1.1.- Análisis de datos
Se ha desglosado el análisis en dos grandes grupos. E1 primero
de ellos refleja el comportamiento de cada uno de los dos
centros estudiados, así como del agregado de ambos, y en todos
los casos se ha diferenciado entre servicios realizados o
salidas del sistema (S) y demandas de servicio o llegadas al
sistema (D). E1 segundo grupo de estudio se ha centrado en los
distintos departamentos o áreas de servicio específico, tales
como Alergia, Cardiología, etc. hasta un total de 36 áreas, ya
se haya realizado en cualquiera de los dos macro-centros o en
cualquiera de los centros de atención primaria.
E1 análisis, en cuanto al tipo de comportamiento del tipo de
distribución que siguen, indica lo siguiente73:
.- ERLANG: 199 casos de los 213, lo cual representa un
índice del 93' 4%, afectando a la totalidad de las áreas ya
sea en su vertiente de servicios o llegadas, lo cual
indica el carácter azaroso del comportamiento del sistema.
.- casi EXPONENCIAL: 9 casos de los 213, todos ellos
afectan a llegadas al sistema, siendo en este caso un
índice el 4'2^ (CPI1D, HOD, NeumOD, OftOD, Onc1D, ORLOD,
SM1, SM2D , SMTD ) .
.- HIPEREXPONENCIAL: 5 casos de 213, con un índice del
2' 3 ^, en todos los casos demandas solicitadas como "otras"
(AlOD, CirVasOD, DermOD, EndoOD, TraumOD).
73
B1 comportamiento de las series de datos correspondientes a los servicios, se comporta de
idéntica manera tanto en la aerie completa (años 92 a 96) como en la serie parcial (año 95) correspondiente
a los últimos 12 meses.
123
3.l.l.a.-- Llegadas y salidas del sistema74
Demandas/Llegadas - Totales/área:
Totales ( 4 ) :
En la totalidad (4) de las llegadas totales al sistema, el
comportamiento es de tipo Erlang75. La media de la serie
es inferior a su desviación típica, C<l, k>1.
Por área de servicio (116):
Ciento dos casos de ciento dieciséis, en los que las
llegadas al servicio se producen siguiendo una
distribución del tipo Erlang, de media superior a
desviación típica, por tanto C<1, k>1.
- Nueve casos en los que es 'casi Exponencia176', de
media 'casi' igual a desviación típica, C=1, k=1.
- Y cinco casos de comportamiento Hiperexponecia177, de
media inferior a desviación típica, C>1, k<1.
Servicios/Salidas - totales/área:
Totales (18 ) :
Las salidas del sistema, o servicios realizados, siguen un
comportamiento en la totalidad de los casos (18)
distribuciones del tipo Erlang, C<1, k>1.
74
ANBXO I: analizando separadamente llegadas y salidas del siatema.
75
Primeras iDT, Segundas 2DT, Otras ODT y Totale8 TD llegadas al sistema.
76 Hematología OD C=0'703, Neurocirugía 2D y TD C=(0'77, 0'73), Oncología 1D C=1'18, y Salud Mental
1D, 2D y TD C=(0'B5, 1'24, 1'14). Llegadas Poissonianas.
77
Cirugía Plástica Infantil 1D, Dermatología OD, óndocrinología OD, Neumología OD, Oftalmología
OD, ORL OD, y Traumatología OD. Llegadas 'agrupadas'.
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Por área de servicio (89):
- En la totalidad de los casos de servicio, ochenta y
nueve, el comportamiento es de tipo Erlang, C<1, k>1.
- En ningún caso se detectan comportamientos de servicio
tipo casi Exponencial.
- Ídem caso Hiperexponencial.
Demandas de servicio (121)
ERLANG . . . . . . . . . 107 casos de 121 88'4^
Casi EXPONENCIAL ..... 9 casos de 121 7'4^
HIPEREXPONENCIAL ..... 5 casos de 121 4'1^
Servicios realizados (92)
ERLANG . . . . . .
Casi EXPONENCIAL .
HIPEREXPONENCIAL .
. 92 casos de 92 100^
.. 0 casos de 92 0^
.: 0 casos de 92 0^
SISTEMA
ERLANG . . . .
Casi EXPONENCIAL
HIPEREXPONENCIAL
. 199 de 213 93'4^
. . 9 de 213 4'2%
. . 5 de 213 2'3^
Coeficiente de Variación al Cuadrado:
Tipo ERLANG Medio . . . . . . . . . . . . . 0'1925
Tipo ERLANG Máximo . . . . . . . . . . . . 0'6806
Tipo ERLANG Mínimo . . . . . . . . . . . . 0'0042
Tipo EXPONENCIAL Medio . . . . . . . . . . 1'0559
Tipo EXPONENCIAL Máximo . . . . . . . . . . 1'1716
Tipo EXPONENCIAL Mínimo . . . . . . . . . . 0'7853
Tipo HIPEREXPONENCIAL Medio . . . . . . . . 5'4067
Tipo HIPEREXPONENCIAL Máximo . . . . . . . 12'0002
Tipo HIPEREXPONENCIAL Mínimo . . . . . . . 1'8384
Inverso Coeficiente de Variación al Cuadrado = Grado k:
Tipo ERLANG Medio . . . . . . . . . . . . . 18'9755
Tipo ERLANG Máximo . . . . . . . . . . . 239'5533
Tipo ERLANG Mínimo . . . . . . . . . . . . 1'4693
Tipo EXPONENCIAL Medio . . . . 1'0075
Tipo EXPONENCIAL Máximo . . . . 1'2733
Tipo EXPONENCIAL Mínimo . . . . 0'8535
Tipo HIPEREXPONENCIAL Medio . . 0'2843
Tipo HIPEREXPONENCIAL Máximo . 0' 5440
Tipo HIPEREXPONENCIAL Mínimo . 0' 0833
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3.l.l.b.- Pezmanencia en la cola
Se han realizado tres tomas de muestras de la permanencia en la
cola78, y cuarenta datos
(3.l.l.c) para acceder
resultado:
Permanencia en la cola:





muestra un comportamiento del
sistema en Agosto, que es congestionado, y en donde el tiempo
medio de permanencia en la cola (hora de cita a consulta) , a la
espera de recibir servicio, oscila entorno a los 10 minutos,









< 3 576 24'82 24'8
< 5 242 10' 51 35'3
< 7 196 8' 71 44'0
< 8 89 3'88 47' 9
< 9 87 3'S3 51'4
< 10 95 3'92 55'4
< 15 409 17' 31 72'7
> 20 601 27' 32 100
Permanencia media en la cola
Menos de 10 minutos Más de 10 minutos
<10 en M1 64'74 ^ >10 en M1 35'26 ó
<10 en M2 47'70 ^ >10 en M2 52'30 ^
<10 en M3 53'66 % >10 en M3 046' 34 %
<10 en TT 55'37 % >10 en TT 044' 63 %
7s






De ser extrapolable a todo el sistema esta muestra de Agosto,
solamente la cuarta parte de los clientes analizados en los
días objeto de la muestra deben esperar como máximo 3 minutos.
Un segundo dato de la muestra, entre los 5 y 10 minutos,
corresponde casi el 30^ de los clientes. En un 18% deben
esperar entre 10 y 15 minutos. Y por último más de otra cuarta
parte de los clientes deben esperar más de 20 minutos para ser
atendidos.
Es de notar que no se está teniendo en cuenta el tiempo de
duración del servicio, por lo que el tiempo medio en el sistema
es superior al reflejado en la tabla anterior. Siguiendo esta
línea, indicar que no se ha tenido en cuenta el momento en que
se llega al sistema, ya que en principio el cliente tiene hora
y lugar preestablecido apriori , por lo que los datos anteriores
reflejan la desviación entre la hora de consulta establecida y
la hora real de entrada en la consulta, desconociéndose por
tanto el adelanto o retraso en la llegada a la consulta.
Tampoco se han tenido en cuenta las no realizaciones de
consultas debidas a la no comparecencia del paciente, que-
podría redundar en un incremento de la duración media de
permanencia en la cola pendiente de servicio.
Por tanto, al menos un 55' 4 ^ de los clientes analizados durante
esos días del mes de Agosto esperaron como máximo 10 minutos,
siendo el 44'6% de la población analizada la que debió esperar
más de 10 minutos para ser atendidos. Este indicador no tiene
significado en si mismo si no lo comparamos con los objetivos
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establecidos por el centro (p . e. que un ' ^' de los pacientes no
-.espe-ren más de 'n' minutos para recibir consulta), o con otros
obj etivos externos, tales como los costes en los que se incurre
debido a la desocupación del puesto de trabajo, costes de
espera, etc..
Desde el punto de vista crítico, y teniendo en cuenta que este
indicador solamente es válido para meses de baja intensidad, se
entiende que es un índice medio-bajo, ya que solamente un
44'63^ de la población consultada deba esperar más de 10
minutos.
En este punto cabe recordar el comentario que por parte de la
población médica se repite ante el apunte económico de
incremento de productividad "la medicina no se puede aplicar
con prisa".
Posiblemente sea cierto que la medicina no se puede aplicar con
prisa y que las medidas de productividad sean de difícil
aplicación, pero lo que entonces si es cierto, es que las citas
previstas tienen un desfase de al menos 10 minutos en un 44' 63 á
de los casos, que tienen un desfase de al menos 20 minutos en
un 27'32^ de los casos, lo cual es un error de previsión, es
decir, más de la cuarta parte de los pacientes previstos tienen
que esperar más de 20 minutos para recibir consulta. La
pregunta es donde está el error: ^en la planificación o en la
ejecución de la consulta?.
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En esta misma línea de pensamiento, debemos indicar la segunda
lectura que se debe hacer de este tipo de comportamiento: 'el
tiempo de espera de los pacientes no tiene coste (coste=0) , y
por contra, el tiempo de inactividad del facul tativo tiene un
coste infini to (dado que el otro es nulo, cualquier valor de
este úl timo lo convierte en prohibi tivo) '. Esta es la razón que
podemos aducir como una de las principales causas de las
desviaciones entre las citas y las consultas reales, explicando
la permanencia en lá cola de los pacientes, y la no ociosidad
de los facultativos, si bien sugiero la idea de que los mismos
o no dedican el 100^ del tiempo al servicio, al 100^ de su
capacidad, o no están disponibles en el momento requerido, o no
disponen de los historiales completos, etc.. Aunque sean datos
ciertos, no dispongo de cuantificadores contrastados, que
puedan aportar la importancia relativa a cada una de las líneas
de pensamiento que pueden explicar la desviación entre cita
prevista y cita real.
El mes objeto de la muestra ha sido el mes de Agosto, es desde
el punto de vista estadístico de un nivel de servicios y de un
nivel de demandas inferior a la media, por lo que los tiempos
medios de espera a lo largo del año, son superiores. Hay que
indicar que los clientes acceden al sistema con cita previa,
lugar y hora, por lo que la tabla anterior refleja la
desviación media entre el momento de la consulta ' teórico' y el
'real' de la 'cita'.
^ E1 tiempo medio de permanencia en el sistema se establece
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contabilizando el momento en que el cliente accede al sistema
para ser atendido, momento en que se le asigna cita (agenda) y
el momento en que abandona el sistema una vez es atendido.
Siguiendo esta línea y de acuerdo a los datos aportados por la
simulación81, un cliente por término medio está en los
departamentos analizados, de total de su permanencia en el
sistema, el 96,53% de su tiempo en la cola, y el 3,47^ siendo
atendido (corrobora la pequeña validez de la muestra del mes de
Agosto de los tiempos medios en la cola).
Haciendo el mismo ejercicio de simulación respecto del total
del sistema los datos que aporta, indican que el cliente
permanece por término medio en el sistema el 96,33^ de su
tiempo en la cola y el 3,67^ restante, siendo atendido.
En cualquier caso el tiempo medio de dedicación al cliente
aportado por la simulación no supera el 4^ de su tiempo de
permanencia en el sistema.
81ANBX0 VIII.
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3.l.l.c.- Tiempo de respuesta telefónica
El sistema que mide el tiempo de respuesta telefónica realiza
su tarea del siguiente modo; posee un contador que detecta el
número de llamadas recibidas, anotándolas en un registro, ya
sean atendidas o no atendidas. Así mismo, este contador dispone
de campos adicionales, en los que se reflejan si la llamada ha
sido atendida, por lo que anota la hora de inicio de la
conversación, la hora de finalización, y por diferencia, el
tiempo de conversación. E1 mismo contador anota las llamadas
que se están recibiendo mientras transcurren las conversaciones
por las líneas dispuestas, y que el sistema rechaza por estar
ocupadas las líneas . A1 no poder detectar el cliente potencial
(nominalmente) que demanda línea, desconocemos si el mismo
realiza la llamada posteriormente, y de ser así, en que
momento.
Analizando cuarenta datos muestrales82 con representación
estadística de una de las centralitas que más carga de trabaj o
soporta, y siendo los datos comprendidos entre el 21/Nov/94
el 17/Feb/95, se puede resumir lo siguiente:
Atendidas No atendidas Duración media
Máximo 841 ( 84 ^) 925 ( 60 ^) 4' 55"
Mínimo 332 (79%) 69 (14) 2'S4"
Medio 656 (75%) 235 (25 ^) 3' 48"
Máx ^ 87^ (534) 60% (925)
Mín % 40^ (628) 13% (81)
Medio % 75 ^ (656) 25% (235)
En el cuadro anterior se ref lej an los valores máximos , mínimos




duración media de la solicitud de cita. E1 valor máximo 0
mínimo en número no tiene por que coincidir con el máximo 0
mínimo en tanto por ciento. Solamente coinciden en cuantía y
porcentaje el valor del máximo de no atenciones,
correspondientes al día 23/11/94 en donde se atendieron 628
llamadas no atendiéndose 925 llamadas.
Hay que significar en este sentido, que desconocemos el número
de llamadas duplicadas, esto es, el número de clientes que no
habiendo podido ser atendidos en su primer intento han
desistido y cuantos han insistido hasta conseguir comunicar.
Podemos expresar lo anterior indicando que desconocemos el
número de intentos realizados por los clientes antes de ser
atendidos. Por tanto, en la anterior tabla deberemos hacer la
siguiente matización; donde dice "llamadas no atendídas" debe
decir "Ilamadas no atendidas en primera instancia", haciendo
especial hincapié en que desconocemos el nivel de 'pérdida' de
clientes.
Un segundo punto de interés radica en la concentración horaria
de las llamadas. Del ANEXO IV, podemos destacar los siguientes
datos relevantes, respecto de su dispersión ó concentración
horaria.
Hay que indicar que por término medio, las atenciones son 678
y las no atenciones 219, con porcentajes del 77% y 23ó
respectivamente, y de media de duración de la atención de
3'21", datos similares a los reflejados en el ANEXO III.
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Frente al resumen anterior hay que destacar lo siguiente de la
concentración/dispersión de las llamadas entre las 08.00 horas
y las 21.00 horas de finalización del servicio83:
Distribución de las Llamadas recibidas
8 9 10 11 12 13 14 15 16 17 18 19 20
4^ 10$ 12% 10^ 11^ 10^ 8^ 6^ 7^ 7^ 7^ 5^ 3^
El 53^ de las llamadas recibidas, se centra en la franja
horaria que comprenden las 09.00 y las 14.00 horas, y en un 8^
se centra a primera y última hora de la jornada, el resto de
las llamadas se distribuyen uniformemente, durante el resto del
día.
Llamadas atendidas en ^ por hora
8 9 10 11 12 13 14 15 16 17 18 19 20
61$ 76$ 77$ 75$ ?0$ 79$ 75$ 84$ 83$ 82$ 77$ 80$ 79$
Atendidas / No Atendidas (distribución diaria)
A A A A A A A A A A A A A
3$ 9$ 12$ 10$ 10$ 11$ 8$ 7$ 8$ 8$ 7$ 5$ 3$
NA NA NA NA NA NA NA NA NA NA NA NA NA
7$ 10$ 12$ 10$ 13$ 9$ 8$ 5$ 6$ 5$ 6$ 5$ 3$
El número medio de llamadas atendidas, se eleva al 77^. En
cuanto a las recibidas y atendidas el 52^, y el 54^ de las no
atendidas, se concentran entre las 09.00 a las 15.00 horas.
Sería interesante poder determinar la cuantía de llamadas
pérdidas por estar la línea ocupada durante estas horas, el
número de intentos fallidos, los duplicados y el número de
llamadas que realiza el paciente, para conocer realmente cual
es el comportamiento de las solicitudes de citas y poder




3.2.- VALOR.ACIÓN DE DATOS
De los datos y comentarios relacionados anteriormente podemos
resumir lo siguiente:
- E1 comportamiento del sistema es 'aleatorio' e incluso
errático, lo cual sería lógico y comprensible para el caso
de las llegadas, pero no así para los servicios realizados
por el sistema. La lógica indica que el comportamiento del
servicio debe ser 'previsible', o cuando menos
'estableB4'. Esto puede indicar una improvisación del
sistema, un exceso de capacidad del mismo85, lo que
explicaría que el sistema realice sus atenciones en
función del servicio primordialmente, y en secundariamente
en función de la demanda.
- Se ha encontrado 'estacionalidacI8ó' en las series. No
para ciertos casos (p.e.: alergias) que podrían tener un
carácter marcadamente centrado en ciertas épocas del año,
no existiendo datos contrastables ya que este tipo de
incidencias discurren por la vía de urgencia. No está
demostrada, por no disponer de datos contrastables, la
influencia de elementos externos en el comportamiento de
la demanda. En el caso de analizar las series de Junio a
Septiembre, respecto de su media, se ve una marcada
84 Constante, o cuando menos con desviaciones mínimas.
85 Bste comentario ya ha sido apuntado por facultativos del centro, y explicaría por que en los
meaes de Julio y Agosto, baje la productividad al 60^ de la media en algunos servicios (gráficos anexos).
86 Series, Anexo XI, Anexo de datos ( BCWS), Gráficas Bvolución Bstival.
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evolución ciclica de las mismas, con crestas en Junio y
Septiembre, y valles en Julio y Agosto, que corrobora la
estacionalidad.
- E1 único carácter de las series totalmente constrastable
es su 'tendencia' creciente en el tiempo. Ésta se debe
posiblemente a la creciente concentración de servicios de
lo que podemos definir como 'Macro-Hospital', que se ha
convertido en marco de referencia regional, ya sea por la
concentración de la población, por la creciente área de
influencia de la ciudad sobre el sistema hospitalario, o
por el ser punto de referencia en ciertas especialidades.
Esta tendencia se evidencia en que el 86% de las series
tienen una pendiente positiva, siendo la del sistema de un
5,13%fl7, creciendo más las demandas que los servicios. La
pendiente media de los servicios es 4,89^ y la de las
demandas es 5,32^.
- Se ha demostrado que las series son homocedásticas88 89
90 A1 principio del presente trabajo se han considerado
como homocedásticas por def inición pues en los estudios de
series temporales no suele presentarse heterocedasticidad
ya que lo más probable es que los cambios experimentados
por la variable dependi.ente y los experimentados por una
a7
Anexo X.
Pendlents^ n^^^^Y)n^ ^t^ ^^
BeAnexo de datos.
B9BViews, ficonometrics Views,veraión 2.0 for Windows and the Machintosh, QMS, Quantitative Micro
Software Zrvine, California.
90 Con índice de probabilidad menor a 0,5: Cirugía Cardíaca, General A, General I, Plástica Znfantil
y Vascular. Dermatología, Hematología, Medicina Interna B e I, Nefrología y Salud Mental. Resto índices
cercano a 1(86,8^ de los casos). Bn la casi la totalidad (96,7^), t<2.
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o más variables independientes sean del mismo orden de
magnitud9l
- El coeficiente de correlación92 nos indicará la
existencia o no de relación, o el grado de influencia
entre las series. De este modo, tal y como se muestra en
el Anexo el comportamiento de las series interanualmente,
es de correlación moderada positiva:
Podemos afirmar que existe correlación entre las
series interanuales, ya que; C^1 9^, C>0,75 25^,
C>0, 5 27%, C>0, 25 20 ^, C^0 12 ^, C>-0, 25 5 ^, y C>-0, 5
2 ^. La correlación aunque moderada, ocurre en un 52 ^
de los casos, siendo perfecta en un 9^. De otra
parte, la incorrelación ocurre en un 12^ de los
casos, siendo el 7^ restante correlación negativa,
casi incorrelación.
- La correlación entre las series, analizando su relación
entre las primeras y las sucesivas consultas, apunta que
también existe correlación:
Existe correlación positiva en el mismo año entre las
primeras y las sucesivas consultas ya que; C^1 37^,
C>0,75 28^, C>0,5 16^, C>0,25 11^, C^0 4^, C>-0,25
3^, y C>-0,5 1^. La correlación ocurre en un 44^, si
bien en el 37 ^ es casi perfecta, siendo nula en un 4 ^
y negativa (moderada) en un 4^.
En cuanto al apuntamiento o achatamiento de las
91






funciones de distribución93 respecto de la normal, su
curtosis, evidencia que son relativamente planas.
Analizando las series de datos en los años 1992 a 1996,
encontramos que de los 97 casos, en 60 de ellos (63^) la
curtosis es negativa, esto es una distribución plana
respecto de la Normal. Los valores de la curtosis oscilan
entre 7 y-1, siendo la media 0, 124 , y tal y como se puede
apreciar en el anexo X, los valores están muy cercanos a
0. Analizando el mismo comportamiento respecto de los años
96 para los servicios y el año 95 para las demandas,
ocurre que en 89 casos es de curtosis negativa y en 87 es
positiva, siendo su media de 0,460, y como en el caso
anterior, valores muy centrados en el 0. Por tanto, aunque
la curtosis en general es negativa, este achatamiento es
moderado.
- El coeficiente de Asimetría94 de las series, indicará
su grado respecto de su media. La asimetría positiva
indicará una distribución unilateral que se extiende hacia
valores más positivos. En el 60^ de los casos, esta
asimetría de la distribución respecto de su media es
positiva, siendo la media de las asimetrías de 0, 078 . Esto





Ctutoele ^(a•1) ^r x^-^c^ Ĵ- ) (a-1)'
(n-llln-2I n-D) l s ) (n-7 (n-7
94
Anexo X.
C.Aelmetria^ a ^1 ^^-Rl,(n-llln-2) \ s
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3.3.- LISTAS DE ESPER.A DE HOSPITALIZACIÓN
En el Anexo V, se refleja el comportamiento de las listas de
espera de hospitalización. Esto es, aquellas áreas del servicio
que requiere 'camas', ya sea por realizaciones quirúrgicas o
por que el paciente necesita de una atención en el centro. En
la terminología al uso se denomina Ingresos.
E1 total de camas demandadas acumulado a 31/12/95, asciende a
2.590, frente a las demandadas al mes de Enero 96 que ha
ascendido a 2.811, lo que significa un crecimiento del 8,5^.
La distribución temporal es la siguiente:
Tiempo
espera < 1 < 2m < 3m < 4m < 5m < 6m < 12m > 12m
meses
Total 19^ 28^ 18^ 11^ 6^ 6^ 12^ 0^
Agregado 19^ 47^ 65^ 76^ 82^ 88% 100^ 100^
De acuerdo a la tabla anterior95 se puede observar, que casi
el 50^ (47^) de los pacientes que están en lista de espera son
atendidos en menos de dos (2) meses. Para obtener valores
realmente importantes desde el punto de vista del servicio,
hemos de llegar a los seis (6) meses y obtener un valor de que
el 88^ son atendidos antes de ese espacio temporal. Realmente,
se puede inferir que un paciente tiene solamente un 19^ de




Analizando la mayor concentración de pacientes que deben
esperar para ser atendidos, en este caso, hospitalizados, este
es el siguiente:
Servicio <1 m <2 m <3 m <4 m <5 m <6 m <12 m
C Vascular 0,97$ 2,51$ 3,59$ 4,52$ 5,10$ 5,68$ 8,49$
Traumatología 2,39$ 5,79$ 7,99$ 10,12$ 10,69$ 11,35$ 14,36$
Urología 2,12$ 5,33$ 7,57$ 9,88$ 10,31$ 11,47$ 12,90$
C.G.A. 1,58$ 4,32$ 6,64$ 7,84$ 8,07$ 8,76$ 9,34$
C.G.B. 1,81$ 4,25$ 5,37$ 5,95$ 6,10$ 6,68$ 6,83$
Oftalmología 2,82$ 5,87$ 6,83$ 7,41$ 8,22$ 8,49$ 8,57$
Ginecología 2,36$ 4,56$ 5,56$ 5,83$ 5,83$ 5,83$ 5,83$
Cardiología 1,6$ 3,4$ 5,0$ 6,3$ 7,0$ 7,4$ 7,8$
AGRBGADO 15,64$ 35,98$ 48,57$ 57,80$ 61,31$ 65,64$ 74,17$
TOTAL 19,50$ 47,18$ 65,29$ 76,41$ 81,93$ 87,64$ 100,0$
AGR/TOTAL 80,2$ 76,3$ 74,4$ 75,6$ 74,8$ 74,9$ 74,2$
Como se puede observar en la tabla anterior96 en el año 95,
ocho ( 8) áreas de servicio de las diecisiete (17 ), ocupan el
80^ de las listas de espera de hospitalización menor a un mes,
hasta el 74^ del total de las mismas listas de espera
inferiores a un año. Los anteriores departamentos, tienen un
volumen de espera, y unos niveles medios mensuales de servicios
y demandas de:
en Espera Servicios Demandas
C. Vascular 220 336 406
Traumatología 372 5.251 4.320
Urología 337 1.999 2.174
Cir General 221 + 203 2.405 2.431
Oftalmología 222 4.179 3.739
Ginecología 151 3.093 3.060




3.4.- LISTAS DE ESPERA DE CONSIILTA
E1 ANEXO VI refleja el comportamiento de las listas de espera
de consulta, con datos fiables a 31/O1/96, ya que a 31/12^`95
faltan departamentos con datos.
En el mismo se pueden observar los siguientes, distinguiendo
entre Consultas y Hospitalización:
- Totales de las listas de espera, de las que tenemos
conocimiento, a f inales de Enero97 1996 .
-
Demora media de los clientes a fecha de Enero 1996, como
tiempo medio que un paciente deberá esperar desde su
inclusión en la lista, hasta recibir servicio.
-
Tiempo de espera, distinguiendo entre el número de
clientes que esperan menos de seis meses, o más de seis
meses para ser hospitalizados.
De una parte, por término medio en cuanto a Consultas, la
demora media del sistema asciende a 32'5 días, habiendo un
total a Enero del 96 de 11.145 clientes incluidos en lista de
espera pendientes de consulta. En cúanto a la hospitalización,
la demora media asciende a 77'1 días, el número medio de
clientes que esperan menos de seis meses 2.504 clientes, lo que
representa un 89 ^ de un total de 2. 811, y más de seis meses 307
clientes, lo que representa el 11^ restante.
Tal y como se refleja en el anexo VI, podemos observar cuales
97
No se tiene en cuenta la lista a Diciembre 1995, por faltar datos de departamentos con listas
de espera a Bnero del 96.
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son las parcelas con problemas de listas de espera. En este
sentido observamos los servicios realizados por término medio
y las demandas recibidas por término medio. La media de
servicios durante el año 95 ascendió a 38.004 clientes,
teniendo una demanda media en ese mismo año de 30 . 330 clientes .
Tomando así mismo la cuantía de la lista de espera a Enero del
96, tenemos lo siguiente: la ratio entre demandas 95 y
servicios 95, asciende a un 80^, y la ratio entre la lista de
espera a Enero 96 y las demandas 95, es de un 37%.
La lectura del primer dato parece apuntar a que el 80^ de los
servicios tienen correspondencia mensual directa con las
demandas, el resto, se correspondería con atrasos, post-
posiciones de consultas, repeticiones y espacios opacos en el
servicio. Se hace conveniente que recordar los datos que por
término medio en cada línea ascienden a lo siguiente:
1992 a 1996 Media mes Media año TOTAL
Ingresos 2.946 35.356 176.780
Estancia en días 10,87
Clientes en espera 3.302 39.620 198.102
Primeras consultas 12.331 147.971 739.856
Sucesivas consultas 29.425 353.098 1.765.493
Int. Quirúrgicas 1.250 15.060 75.299 ^
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3.5.- SIMIILACIÓN CON LOS DATOS OBTENIDOS
Retomando lo indicado en el capítulo 2, hemos procedidó a
realizar una simulación con los datos obtenidos utilizando el
programa QBS9B. En este sentido, utilizando la función "Queuing
System Simulation", hemos facilitado a la misma los siguientes
datos: unidad de tiempo de referencia (mes, día, hora, etc..),
número de servidores, duración media del servicio, tipo de
distribución del servicio (exponencial, erlang (indicar k),
uniforme, normal, constante), número de líneas de espera,
capacidad máxima del sistema (el programa admite de 0 a 100
como máximo), disciplina de la cola (FIFO, LIFO, Random),
tiempo medio entre llegadas, tipo de distribución de^ las
llegadas y por último grado de la función en el caso de ser
Erlang, como es el caso.
De acuerdo a los datos ref lej ados en los anexos I y VI I I, se ha
procedido a procesar este sistema de simulación de la siguiente
manera:
Unidad de medida del tiempo; un mes (1), ya que los datos
están expresados en esta unidad, simulando durante 12,
para obtener datos de la simulación suficientemente
válidos.
Número de servidores; uno (1), ya que disponemos del dato
a nivel departamental no pudiendo determinar exactamente
98
The Quantitative Business System, V.1.2. Yih-Long Chang & Robert S. Sullivan, Copyright by
Prentice Hall, Znc. 1985.
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cuál es el número de servidores que existe en cada uno de
ellos, implicando la simplificación de que son idénticos.
Duración media del servicio; n' nnnn meses, de acuerdo a lo
reflejado en el Anexo VIII.
Tipo distribución servicio; Erlang, ya que como se ha
apuntado en páginas anteriores en más de un 93.^ son de
este tipo, tal y como se indica en el Anexo I.
Grado de la función de distribución; k, tal y como se
refleja en el Anexo I.
Número de colas; una (1), tal y como se indica en lo
referente al número de servidores, y por simplificación.
Capacidad máxima del sistema; 100 elementos, el programa
admite hasta un máximo de 100 elementos como máximo en el
sistema, por lo que contempla la única posibilidad de que
el sistema dispone de una 'capacidad limitada'. En este
sentido no puede haber más de 100 elementos en la cola, y
podremos analizar la posible pérdida de clientes ante la
falta de atención, o por estar excesivamente saturada la
cola.
Disciplina de la cola; FIFO, ya que como se ha apuntado
anteriormente, el sistema hospitalario tiene este
comportamiento, si bien 'sospechamos' que existe un número
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indeterminado de elementos que acceden al sistema con
carácter 'prioritario', pero debido a la falta de datos
contrastables, hemos de suponer todos FIFO.
Tiempo medio entre llegadas; n'nnnnnn mes, tal y como se
indica en el Anexo VIII.
Tipo distribución llegadas; Erlang, en este caso 'todas'
las llegadas se comportan de acuerdo a una función de
distribución del tipo Erlang-k, tal y como se puede
observar en el Anexo I.
Grado de la función de distribución; k, tal y como se
refleja en el Anexo I.
Del análisis del anexo VIII, podemos resaltar lo siguiente;
- E1 grado 'k' de la función de distribución que explica el
comportamiento de las llegadas es significativamente alto
respecto del comportamiento de las llegadas. El grado de casi
todas las llegadas oscila entre 2 y 10 (0' 5<C^2<0' 1) 99 mientras
que el del servicio oscila entre 6 y 91 (0' 16<C^2<0' 01098) . En
términos globales, el sistema se comporta en cuanto a llegadas
como una función Erlang-7 mientras que el servicio lo hace de
acuerdo a una función Erlang-32.
- E1 grado de utilización obtenido, tras la simulación de los
99
Sxisten dos casos con valores de k=1,08 y k=22, altamente dispares con respecto del resto.
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treinta y tres departamentos durante un período de tiempo
equivalente a un año, indica que al menos veintiuno de ellos
está saturado, esto es, su grado de utilización es cercano al
100^ (95^<°U<100^). Podemos obtener la media ponderada del
sistema como expresión del grado de utilización de cada
departamento relacionado con el número de observaciones
realizadas de ese departamento respecto del total de
observaciones, obteniendo un valor de 90,36^. Este dato en sí
mismo indica la saturación del sistema, ya que una carga en un
solo mes del 90^, significa que en el siguiente mes se saturará
más, superando este nivel.
La formulación para la obtención de la media ponderada antes
mencionada, es la reflejada en la siguiente expresión.
^ U•O •
M= ^=1 >>= 330 . 284 =90, 36 ó
R ^, 365 . 525
^L=1
(228)
El índice obtenido es significativamente alto, y es
suficientemente válido (se ha llegado a un valor de
observaciones de 365.525 en 12 meses) lo cual corrobora la
saturación del sistema. A nivel global, la simulación arroja
una utilización del 99,84^.
En cuanto los tiempos medios de permanencia en la cola y en el
sistema, los valores obtenidos se ref ieren a' partes' de mes en
la cola o en el sistema, por término medio. Esto es, en el
primer caso, Alergia, Wq=O'1482 u.t., W=0'1501 u.t., habrá que
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multiplicar por el número de horas o minutos que durante un mes
está disponible el departamento. O podemos leerlo como que cada
cliente, permanece en la cola 14,82 centésimas de mes y, en el
sistema 15,01. Expresado en términos medios, significa que los
pacientes gastan un 96,53^ de su tiempo en el sistema
permaneciendo en la 'cola' ^y, el 3,47^ restante siendo
' atendidos' . La simulación de todo el sistema arroj a una cifra
similar del 96,33^ del tiempo en cola y del 3,67^ restante en
servicio.
Respecto de los números medios de elementos en la cola o en el
sistema, el programa de simulación ha arrojado un valor global
de 1.125 clientes en^cola y de 1.154 en el sistema por término
medio, siendo la cola máxima que se puede formar de 1.553
pacientes. O lo que es lo mismo que decir que tomando una
muestra del sistema en cualquier momento, de la simulación,
podremos tener una media de presencia en cola o en sistema de
esos valores.
Otro de los valores que aporta la simulación, es el número de
elementos máximo en la cola. Recordando que el programa está
diseñado para contemplar la incidencia de que el sistema está
limitado en cuanto a la capacidad del mismo, no puede superarse
los 100 clientes esperando al mismo tiempo en la cola para ser
atendidos. Por tanto, todo valor que supere los 100 clientes,
indica la pérdida de clientes. Esto es, en terminología de
Teoría de Colas es un ' balking' o renegado, que no espera a ser
atendido por el alto volumen de clientes esperando a serlo, por
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lo que se pierde como elemento del sistema. Es una manera de
explicar el cliente que 've espera y se va' porque su nivel de
paciencia es bajo. Analizando desde este punto de vista los
resultados, obtenemos que en al menos ocho casos, existe
'pérdida' de clientes, y en otros dos alta posibilidad de
pérdida de clientes. Los datos globales obtenidos ascienden a
una cola máxima de 1.566 clientes, lo que representa una cola
máxima de 47.000 clientes en un mes.
En conclusión, y salvo error en la toma de datos, el sistema
hospitalario necesita una reorganización. Esta puede provenir
del incremento de la tasa de servicio, y tal y como se hace en
otros países, e incluso de manera puntual en el nuestro,
subcontratar los servicios hospitalarios a otros privados, para
dar soluciones a problemas puntuales, pero nunca de manera
continuada. ^
La anterior afirmación se sostiene indicando que los propios
facultativos o los intereses hospitalarios probados podrían
forzar o primar este tipo de subcontrataciones. Esta idea, que
no es nueva, ya que se ha puesto en práctica en el Reino Unido,
Canadá y los Estados Unidos, no solventa el problema de base
que es la insuficiente infraestructura del sistema.
Otra de las opciones que los pacientes suelen realizar para
huir del sistema público, las colas, o los largos tiempos de
espera, es la contratación de seguros privados sanitarios. Esta
última opción, no soluciona el problema del sistema público, ya
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que en la mayoría de los casos se duplica la asistencia al
permanecer el paciente en los dos sistemas, no dándose de baja
el paciente del sistema público.
La idea que subyace en el modelo hospitalario, es el
tratamiento que dan los facultativos a sus pacientes, esto es,
tratan las colas bajo la óptica de la gestión de almacenes.
Parece que el primer obj etivo al aliviar el sistema es el de
mantener niveles de satisfacción aceptables para los dirigentes
hospitalarios y en segundo lugar a los pacientes. Por tanto
prevalece el modelo de Almacenes frente al de Colas.
Algunos autoresloo apuntan como solución el que se les
facilite la gestión de sus pacientes a los facultativos,
disponiendo de autogestión de recursos financieros, materiales
y humanos. Con ello, sería el facultativo el que planificaría
su trabajo y no el sistema, si bien en el Reino Unido tuvo un
resultado negativo.
Existe la sospecha de que el sistema está sobredimensionado ya
que su comportamiento es errático. Si bien las medias de los
datos del sistema total intermensual101 son bajas, no son así










SERIE TOTAL MÍNIMO MÁXIMO
ESPERA -9,62^ +10,45%





Parece no haber justificación al alto nivel de oscilaciones en
Intervenciones Quirúrgicas, Primeras y Segundas, ya que son
actuaciones planificadas con base en el sistema de 'agendas'.
Esto se explicaría si admitimos que o bien la agenda contiene
errores de diseño, o se concentran actuaciones, o está viciada,
o existen tensiones internas que no permiten una estable
gestión del modelo.
En otros términos, los volúmenes de pacientes a nivel total, en
Espera se mueven entre el 90% y 110^ del mes anterior, la
Estancia Media entre el 85ó y el 115^, los Ingresos entre el
80^ y el 120^, Intervenciones Quirúrgicas entre el 60^ y el
140^, Primeras entre el 75% y el 125%, y Segundas entre el 75^
y 125$loz
Todo lo anterior, parece apuntar a que existe una capacidad
superior a la aportada por la simulación. La simulación
realizada indica que el sistema está saturado. Pero los índices
de evolución comparativa apuntan a una capacidad más que




sistema, o a que el sistema está trabaj ando por debaj o de su
nivel máximo u óptimo de productividad (a determinar).
Por último apuntar una de las paradojas del sistemal°3:
durante los meses Julio y Agosto, baja considerablemente el
ritmo de servicio respecto de la media (Ingresos, I.Q.,
Primeras, Segundas), tal y como se puede apreciar en los
Gráficos de Total Centros, Centro n°1 y Centro n°2. En
cualquiera de los tres gráficos, se observa la bajada durante
los meses de Julio y Agosto, siendo considerablemente superior
los niveles de desarrollo en Junio y Septiembre. En este
sentido, cabe volver realizarse la pregunta de si no estaremos
ante un sistema sobredimensonado ya que es capaz de realizar
este tipo de actuaciones, o si este tipo de comportamiento no
ratifica su sobredimensionamiento.
103Gráficos de Svolución estival respecto del valor medio.
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CAPÍTULO 4
C ONCL US I ONES
4.1.- CONCLIISION$S
1104 • Analizados los datos procedentes del complejo
Hospitalario, se observa un comportamiento 'aleatorio' de las
series, tanto en las llegadas. como en los servicios,
comportándose como un sistema 'Multicanal-Una fase'.
Si bien en las llegadas al sistema este comportamiento
aleatorio sería lógico, no debería de ser así en los
servicios, ya que estos son planificados y previsibles a
través del sistema de 'Agendas' debiendo tener unas
desviaciones menores.
E1 sistema es multicanal-una fase, ya que el paciente
accede con variada problemática a solicitar consulta
(multicanal) al sistema (admisiones: una fase), terminada
° la consulta deberá solicitar cita, o dejar el sistema.
2105 Se observa ' estacionalidadlo6' en las series, además con
un elemento definitorio característico de las mismas que es su
'tendencia' creciente.
Si existe estacionalidad, moderada y concentrada en
determinados meses, dependiendo de cada área y servicio,
siendo más marcada en los meses de Julio y Agosto.
E1 84^ las series analizadas presentan un evolución
creciente, siendo el valor medio global del crecimiento
del sistema del 5,46^.
104
Series, Anexos Z al X. Incierto, aleatorio, no homogéneo.
105
Series, Anexo X, Anexo XI.
106
Anexo XZ, 6CWS datos.
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Así mismo, se observa un comportamiento de las funciones
de distribución de las series relativamente achatadas en
el 60% de los casos, si bien el apuntamiento del 40^
restante es significativo.
La asimetría es notable, ya que presentan valores
positivos en casi el 70^ de los casos, lo cual significa
una distribución unilateral hacia valores más positivo ŝ ,
lo que es lo mismo que decir que existe mayor probabilidad
de valores mayores que la media, elemento que corrobora la
tendencia creciente.
3107. Existe 'homocedasticidad' en las series de acuerdo a los
datos obtenidos (EViews) ya que en casi la totalidad de las
series analizadas se obtienen valores que lo corroboran: t<2,
p>0 , 85 .
La homocedasticidad, en la mayoría de los análisis, se da
por existente, pero como se puede apreciar en los anexos
del presente trabajo se demuestra su existencia.
Con base en ella, podemos af irmar que las predicciones que
realicemos a través de los mejores ajustes, tienen un alto
índice de éxito.
4108. Existe 'correlación moderada' en las series. La
correlación existente se produce en las series de datos en su
comportamiento interanual y, en su comportamiento primeras-






La correlación existente en las series analizadas con
carácter interanual es: C^1 9%, C>0,75 25^, C>0,5 27^,
C>0,25 20^, C^0 12^, C>-0,25 5^, y C>-0,5 2^. Esta
correlación moderada, ocurre en un 52^ de los casos,
siendo casi perfecta en un 9 ^. Incorrelación en un 12 ^ de
los casos, siendo el 7^ restante correlación negativa,
casi incorrelación.
La correlación entre las series de carácter anual primeras
y sucesivas consultas es: C^1 37^, C>0,75 28^, C>0,5 16ó,
C>0, 25 11^, C^0 4^, C>-0, 25 3 ^, y C>-0, 5 1^ . La
correlación ocurre en un 44^, si bien en el 37^ es casi
perfecta, nula en un 4^ y negativa en un 4^, casi
incorrelación.
5109 Se puede afirmar, que la función de distribución que
explica el comportamiento de las series y del sistema, es del
tipo 'Erlang-k'.
Én 199 de las 213 series analizadas, lo que supone el
93,4^ de los casos, la función de distribución se explica
de acuerdo a una función 'Erlang-k', cuyo valor de 'k' es
la inversa del coeficiente de variación al cuadrado.
En 9 series, el 4,2^ de los casos, la función de
distribución tiene un carácter 'casi Exponencial', siempre
en demandas de servicio, esto es, llegadas al sistema.
En 5 series, el 2,3^ de los casos, la función de
distribución es de carácter 'Hiperexponencial', que al
igual que en el caso anterior, se presenta en las llegadas
109
Anexo I y VII.
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al sistema.
En la totalidad de los servicios, el sistema se comporta
de acuerdo a una función de distribución 'Erlang-k'.
Mientras que el grado de la función Erlang-k de los
servicios es por término medio 32, siendo el de las
demandas de 6.
6110 He definido el número de servidores que posee el sistema
idéntico al número de departamentos analizados que en este caso
asciende a 33 , y no en función de los facultativos existentes .
La anterior definición se sustenta en que cada uno de
ellos está compuesto por un número variable de
facultativos, que de acuerdo a los responsables del
centro, tienen idéntica tasa de servicio, que a nivel
departamental viene explicada por el tiempo medio de
servicio del mismo.
7111 E1 comportamiento del sistema, siguiendo el patrón de
conducta de asignar citas mediante el método de 'Agendas',
implica que tiene una capacidad limitada, siendo el tamaño de
la fuente de población infinito.
El sistema dispone de recursos limitados a la hora de
asignar cita tanto a nivel espacial como temporal, de ahí
que el sistema sea de capacidad limitada.
E1 tamaño de la fuente es infinito en comparación con el






(excepto exitus) toda vez que ha sido atendido vuelve al
sistema y es susceptible de ser demandante del mismo u
otro servicio.
8112 La disciplina de la cola del sistema, en cuanto a lo
referente a la asignación de fecha y a la atención de las
demandas del sistema a través de la vía telefónica, es del tipo
'Primero en Entrar Primero en ser Atendido' (FIFO).
Se mantiene la sospecha de que existen excepciones en el
sistema y por tanto que existe un sistema de selección con
'prioridades', pero por carecer de datos contrastables
para reafirmar o desmentirlo, esta consideración no puede
ser tenida en cuenta.
9113 Siguiendo la terminología Kendall y de acuerdo a las
conclusiones 5, 6, 7 y 8, podemos definir el sistema como:
Ek/Ek/1/n8/inf/FIFO: sistema global.
Ek/Ek/33/na/inf/FIFO: expresión de las 33 áreas médicas.
10114 E1 sistema, con base en los tiempos medios de
permanencia en la cola de Agosto 95, muestra su estado de
'congestión'.
En el 25,09^ de los casos, los pacientes han sido
atendidos con una diferencia menor a 3 minutos respecto de








minutos.Siguiendo este planteamiento, la probabilidad de
permanecer en la cola menos de 10 minutos respecto de la
hora prevista, es del 55, 99 ^, siendo el 44, O1 ^ restante la
probabilidad de permanecer por término medio más de 10
minutos.
Con esto, se puede apreciar la desviación entre la cita o
consulta teórica y la consulta real.
11115 El tiempo medio de duración del servicio de solicitud
de cita previa telefónica asciende a 3'48" (228 segundos),
siendo el número medio de clientes atendidos, del 75^ de las
llamadas.
De lo anterior, cabe destacar la importancia de analizar
el número de servidores telefónicos, ya que se pierde por
término medio el 25^ de las llamadas recibidas y se
desconoce cual es la presión en las líneas, ya que se
carece de información referente al número de intentos
realizados para solicitar cita, el número de personas que
han desistido, etc..
12116 El número de personas que estaban pendientes de
Consulta a Enero de 1996, ascendía a 11.145 personas, con una
media de demora de atención de 32,5 días.
El número de personas pendientes de Hospitalización a
Enero de 1996, ascendía a 2.811 personas con una demora






una demora media inferior a 6 meses, y 307 (10, 92 ^) las
que tenían una demora media superior a 6 meses.
13117. El sistema está 'saturado' ya que por término medio a
nivel global es superior el número medio de demandas que el
número medio de servicios realizados y a nivel departamental se
alcanza el 89^ de utilización.
De acuerdo con los datos de que se dispone en 21
departamentos se supera el 90^ de utilización, teniendo
una demanda media por departamento de 1.060 y un servicio
medio de 1.194, lo que explica el 89^ como grado de
utilización de estas 33 áreas (35.007 demandas medias,
frente a los 39.414 servicios medios totales).
Siguiendo esta línea, a nivel del complejo hospitalario
supone grado de utilización del 110^ ya que se demandan
46.273 servicios y se realizan 41.756, lo que significa
que el 90,2^ de los pacientes son atendidos, y el 9,8^
restante de los pacientes se retrasa o son rechazados del
sistema.
14118 Los datos obtenidos a través de la simulación se
corroboran la saturación del sistema ya que el índice de
utilización del mismo alcanza un valor del 99^, siendo el
número de departamentos saturados 21 de los 33 analizados:.
El número de servicios realizados por el simulador






34.195 siendo estos valores muy próximos a los reales
mediosil9 E1 número de departamentos que presentan
pérdida de pacientes es de 10 de los 33, significando en
número 27.359, como consecuencia de que sobrepasan el
número. de pacientes que pueden permanecer en el sistema
(100 por área) pendientes de ser atendidos.
La Simulación, se muestra como herramienta válida en el
fenómeno hospitalario, ya que el número de artículos es
significativo, respecto de los publicados. En ellos, se
analizan elementos puntuales del fenómeno hospitalario que
van desde la determinación del número mínimo de servidores
a la circulación interna de los pacientes en un centro
hospitalario.
15120. E1 tiempo medio de permanencia en la cola, de acuerdo
con la simulación, respecto del tiempo total en el sistema por
áreas es del 96 , 53 ^ y del 3, 47 ^ el tiempo medio de atención . E1
mismo concepto pero respecto del total de los centros, es de
96,33^ y 3,67^ respectivamente.
En un 15^ de los casos (5/33) el tiempo de espera es casi
nulo y el paciente es atendido en el momento de acceder al
sistema, ya que la tasa media de llegadas es
significativamente menor que la de servicio.
Por contra, en el 57 ^ de los casos (19/33 ) el tiempo medio
de espera en la cola supera el 80^ del tiempo de
permanencia en el sistema.
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Servicios realizados 39.414, Demandas recibidas 35.007 (33 áreas).
Anexo VII y VIII.
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16121. E1 sistema de asignación de citas, instaurado por
primera vez en el Reino Unido, viene siendo discutido por
distintos autores para dar salida al conflicto122 en aras de
una mejor gestión.
Si bien no ha suf rido grandes modificaciones desde su
puesta en práctica, ha pasado por pequeñas variaciones que
en la década de los 70, en el Reino Unido, llevó a
incentivar a aquellos facultativos ahorradores de
presupuesto. Hasta este momento es el método de asignación
más eficiente de los puestos en práctica.
17123 . Los modelos de colas generados para el entorno
hospitalario, son abundantes124 pero con una antigúedad
significativa, siendo generalmente modificaciones de los
modelos teóricos generales, o aplicaciones a elementos
concretos del fenómeno hospitalario.
18125. Se evidencia la preocupación, tanto desde el punto de
vista clínico, como del teórico, de la huida de los paciente ŝ
del sistema público hacia el privado126, siendo el propio




OKS085, WOR087, GFC083, AGT091, BAB091.
123
Capítulo 5.
124 KAT081, ROL077, JOS088, BRI081, SCW081, GLN083, KCKO85, MUJ085, MUL085, SCL086, WOR088, FAH089,




PRI081, ORR085, KOT091, BSK092, NAY093, GRC086, NfiU091.
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determinado grupo de pacientes en conflicto.
En general, la subcontratación es con carácter puntual, y
no soluciona problemas estructurales del sistema, además
de dispersar esfuerzos y hacer al sistema público cautivo
del privado.
Otra de las salidas apuntadas, y ya aplicadas en la
actualidad, es la hospitalización domiciliaria, con lo que
se incrementa el número de camas disponibles.
19127. En todo el entorno hospitalario, se presupone que el
coste de espera de los pacientes es nulol2a y solamente en uno
de los trabajos recopilados se cuestiona esta nulidad.
Aunque posteriormente129 se crítica este punto y se
apunta el valor de coste de espera de los pacientes, se
cuestiona la cuantificación, o cuando menos la validez del
valor como elemento generalizable.
El concepto que subyace en todo lo anterior, es que el
coste de espera del facultativo (su inactividad) tiene un
valor infinito. Esto es lo que explicaría el desfase que
se produce entre la cita teórica y la atención real. Es
infinito también para cualquier valor de la inactividad









20130 En el sistema, y por tanto los facultativos, de acuerdo
con lo realizado por el entorno, y de acuerdo con lo
publicado131, prevalece el modelo de gestión de almacenes
frente al modelo de gestión de colas.
Este enfoque trata de mantener niveles de satisfacción del
sistema aceptables para los servidores, lo cual no es un
nivel satisfactorio para los demandantes del servicio.
Se trata por tanto de dar satisfacción al sistema de
atención médica y no a los pacientes que desean recibir
atención, o cuando menos, no se tiene en cuenta como
primer elemento definitorio la satisfacción propia de los
pacientes.
21132. E1 mayor divulgador de la teoría de colas aplicable al
sistema hospitalario es 'Worthington, D. J.^133^ abarcando la
divulgación de la teoría, la aplicabilidad de los modelos, la
modificación de los patrones de medida, o la modificación del
sistema de agendas.
Para terminar, conviene retomar una idea que por falta de
elementos más consistentes solo se puede exponer como un
axioma;








WOR087, WOR088, WOR091, WOR191, WOR093.
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sistema está sobredimensionado: hay un exceso de capacidad
productiva.
Esta sobredimensión explicaría esa capacidad de reacción
del sistema en ciertos momentos del tiempo ante
variaciones signif icativas de la demanda.
Caso de que esta idea no sea cierta se abre una pregunta
quizás más inquietante: ^por qué entonces las variaciones
intermensuales de las primeras consultas, segundas
consultas e intervenciones quirúrgicas toman estos
valores?
SERIE TOTAL MÍNIMO MÁXIMO
ESPERA -9,62^ +10,45^













^ ^ ^ ^ ^ ^
Eapera Eat. media ingresoa [.Q. Primeras Segundas
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CAPÍTULO 5
ES TAD O DEL AR TE
5.1.- ESTADO DEL ARTE
En los siguientes cuadros, se resumen las ideas fundamentales
relacionadas con la teoría de colas y sus distintas
aplicaciones prácticas.
Artículo Año Clave 1 Clave 2
Descripción
OKE085 1985 Colas Agendas
Revisión del sistema de agendas, para la asignación de citas y
gestión de listas de espera.
KAT081 1981 Colas Aplicación
Formula de pérdida de Erlang, como integral de pérdida Normal.
LIF084 1984 Colas Costes
Gestión de listas de espera, bajo el supuesto de que el coste
de la espera es nulo.
PR0090 1990 Colas Costes
Crítica al artículo anterior (LIF084), aportando el valor del
coste de los pacientes. Los costes que aportan, son
cuestionables, en cuanto a su cuantificación.
PRI081 1981 Colas Discusión
Evolución de la huida del sistema público de salud, hacia el
privado. Cuantificaciones y motivaciones. ^
SHI081 1981 Colas Discusión
Aplicabilidad de los modelos de colas al sistema hospitalario,
solución a través de modelos analíticos para la determinación
del mínimo de farmacia hospitalaria.
SHA082 1982 Colas Discusión
Aplicabilidad de los modelos de colas al sistema hospitalario.
Los médicos utilizan la gestión de almacenes. ,
ORR085 1985 Colas Discusión
E1 contrato de salud privado, como huida de las colas del
sistema público.
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KOT091 1991 Colas Discusión
Incremento de la capacidad canadiense a través de EE.W..
BSK092 1992 Colas Discusión
Puenteo de las listas de espera en Canadá. No a la contención
del gasto sanitario.
NAY093 1993 Colas Discusión
Crítica a lo apuntado en KOT091, Canadá vía EE.W..
WOR087 1987 Colas Divulgación
Gestión de las listas de espera, a través del sistema de
agendas . Aplicabilidad de la teoría de colas para la mej ora del
sistema de agendas.
WAY090 1990 Colas Divulgación
Modelos de colas aplicables al entorno de la gestión y la
seguridad de las redes de datos hospitalarios, y sus costes.
WOR191 1991 Colas Divulgación
Modelos de colas aplicables al entorno hospitalario,
garantizadores de reducciones en los tiempos de espera.
GFC083 1983 Colas Eficiencia
Para dar solución a las listas de espera, se precisa
incrementar el volumen de medios disponibles.
GRC086 1986 Colas Eficiencia
Como solución al problema de la falta de camas, hospitalización
domiciliaria.
FMZ090 1990 Colas Eficiencia
Educación en medicina rutinaria, al personal no médico, con lo
que se consigue una reducción de los tiempos de espera.
NEU091 1991 Colas Eficiencia
Incremento de productividad en Londres, a través de acuerdos
con centros externos al sistema público.
ROL077 1977 Colas Modelo
Modelo general de colas, destinado a minimizar el tiempo de
espera del paciente.
JOS088 1988 Colas Modelo
Aplicación de modelos M/M/1, M/M/n, en la planificación
hospitalaria.
BRI081 1981 Colas Modelo
Modelo M/M/2; distribución de la cola.
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SCW081 1981 Colas Modelo
Modelo M/G/c; determinación del número mínimo de unidades de
telemetría.
GLN083 1983 Colas Modelo
Modelo M/G/k, para aplicación a grupos de pacientes no crónicos
de salud mental.
KCK085 1985 Colas Modelo
Modelo general con dos (2) servidores y distintos niveles de
prioridad.
MUJ085 1985 Colas Modelo
Modelo simplificado de JOS080, M/M/s, para la gestión de camas
hospitalarias.
MUL085 1985 Colas Modelo
Modelo M/M/1/k/k, propio de los centros de reparaciones,
aplicable a la gestión hospitalaria. ,
SCL086 1986 Colas Modelo
Modelo general, con prioridades, destinado a determinar el
número mínimo de servidores.
WOR088 1988 Colas Modelo
Modificación del modelo M/G/s/n como M(^Q) , lo que signi^fica
una modificación del tamaño de la población,
modelo general.
FAH089 1989 Colas Modelo
simplificando el
Reducción de los tiempos de espera en un 20%, e incremento de
la carga del sistema (tasa de servicio) en un 18^.
AGT091 1991 Colas Modelo
Citas centralizadas, Reducción de tiempos y mejora del sistema
en términos de productividad.
BOT091 1991 Colas Modelo
Modelo explicativo del comportamiento de los pacientes que se
autodesvian a urgencias, con la consiguiente congestión de esta
unidad.
WOR091 1991 Colas Modelo
Modelo de colas, con variable tiempo, para la aplicación
práctica en un hospital, y por sus gestores.
DES093 1993 Colas Modelo
Gestión de la circulación de elementos hospitalarios,
minimizando los tiempos de espera.
KHC093 1993 Colas Modelo
Modelos M/M/s, M/M/1, para la determinación del servicio de
laboratorio hospitalario.
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MAC094 1994 Colas Modelo
Modelo M/G/c/c, destinado a la gestión de la circulación de
pacientes.
LAT078 1978 Colas Simulación
Determinación del número básico de camas en el servicio de
urgencias, simulando el comportamiento con un modelo general.
MAR078 1978 Colas Simulación
Simulación, utilizando PERT, del servicio hospitalario.
STA079 1979 Colas Simulación
Simulación, del modelo general, para la determinación del nivel
de servicio mínimo en consultas externas.
HWC081 1981 Colas Simulación
Simulación de la saturación de un sistema; formula de pérdida
de Erlang.
PAV084 1984 Colas Simulación
Simulación de un sistema GI/G/M/(t), IHFF/N/inf, para
determinar los niveles de servicio.
SEI084 1984 Colas Simulación
Simulación del modelo G/M/n/ALE/FIFO, para la determinación del
coeficiente de variación al cuadrado del tiempo de espera.
HAG087 1987 Colas Simulación
Simulación, en FORTRAN, de la hospitalización domiciliaria, con
posibilidad de retorno al sistema hospitalario.
WEC087 1987 Colas Simulación
Simulación, en términos de colas, de los denominados 'días
administrativos' de los pacientes.
WIG089 1989 Colas Simulación
Obtención, vía simulación, de número necesario de servidores
hospitalarios.
CER090 1990 Colas Simulación
Modelo de colas para la distribución de la circulación interna
de pacientes.
RA0090 1990 Colas Simulación
Simulación, de un servicio casi Pois.soniano, para determinar
las causa de los retrasos.
BAB091 1991 Colas Simulación
Modelo, 'no' exacto de colas, para asignar el momento de la
consulta. ^
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LWG091 1991 Colas Simulación
Establecimiento del protocolo de actuación, bajo un modelo de
Markov, de la gestión de historiales.
LIT061 1961 Colas Teoría
Obtención de la formula de Little, básica en colas: L=^W.
JAS089 1989 Técnico Comunicación
Sistema de archivo masivo de historiales en red, bajo al visión
de colas.
DEL093 1993 Técnico Divulgación
Comunicación y distribución de historiales bajo redes LAN.
MCB093 1993 Técnico Divulgación
Modelo de gestión de archivos, aplicable a colas, con la
consiguiente reducción de costes.
BOW088 1988 Técnico Eficiencia
Central telefónica para voz y datos, bajo entorno de colas.
DAN089 1989 Técnico Eficiencia
Sistema automático de voz, para asignación de servicios
médicos.
KOP090 1990 Técnico Eficiencia
Gestión de pacientes, comunicaciones, costes operativos.
Gestión hospitalaria.
ACC091 1991 Técnico Eficiencia
Reducción del tiempo de espera, a través de la distribución
automática de llamadas.
SW0093 1993 Técnico Eficiencia
Gestión de colas para los servicios de enfermos terminales.
TAS085 1985 Técnico Simulación
Simulación de la evacuación de una planta UCI; rutas, cuellos
de botella, alternativas de escape, etc..
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ACC091 ACD solution fosters call processing efficiency.
(automatic call distribution)
Telecommunications v25, n8 (August, 1991) :pag 57.
Solución ACD (distribución automática de consultas)
para fomen tar un proceso de consul tas efi ci en te .
El plan dental del estado de Nueva Jersey (DDPNJ Del ta Dental
Pl an of New Jersey EE . W.), desarrol l ado por 1 a Del ta Den tal
Plan Association DDPA (Asociación Plan Dental Del ta) que opera
como organización a nivel estatal, prepagando la utilización de
los servicios dentales y la gestión de la salud dental, a cerca
de ocho millones de miembros.
En 1978 instalaron el primer sistema automático de llamadas con
el fin de secuenci ar el servi ci o. Es te primer servi ci o no
obtuvo las medidas de productividad esperadas para atender y
dar servício de consul ta en horas punta, por lo que en 1988 se
sustituyó por un nuevo sistema Telecom ECD-4000EX, el cual era
capaz de realízar correctamente la distribución de llamadas.
Este nuevo sistema es capaz de soportar 800 demandas de
servicio (llamadas) diarias, dando soporte a 96 terminales, y
96 líneas. El sistema de respuesta encadenado mediante voz
(Voice Response System VRS) facilita información a pacientes y
dentistas desde las 08.00 horas a las 21.00 horas durante cinco
días semanales, de lunes a viernes. Con ello se ha reducido el
' tiempo de permanencia en la cola (telefónica) ' de los 4' S
minutos iniciales a solamente 1'S minutos por llamada,
reduciendo el índice de pérdidas de llamadas, ' abandonos' , a
solamente un 10 ó del total de llamadas .
El sistema se ha amortizado, su coste, en los 12 meses
inmediatos a su instalación, reduciendo significativamente el
coste por minuto, ^ íncrementando e1 volumen de llamadas, por
tanto incrementándose el nivel de servicio, dando por resultado
una mayor capacidad del servicio
AGT091 Agnihothri, Saligrama R.; Taylor, Patricia F.
Staffing a Centralized Appointment Scheduling
Department in Lourdes Hospital.
Interfaces v21, n5 (Sep/Oct 1991):pag 1-11.
Departamento de concertación de citas centralizadas
en el Hospi tal de Lourdes .
E1 hospital de Lourdes utiliza un sistema centralizado de
selección planificada, concertación de cita centralízada,
mediante un servicio telefónico para los pacíentes externos,
pacientes internos, y otros servicios ambulatorios demandados
por los médicos, eI staff, el personal del centro y los
pacientes. Los reconocimientos de pacientes así como las quejas
de los mismos, revelan un incremento en la tardanza en el
tiempo de respuesta. Han utilizado un modelo de colas en aras
de encontrar e1 nivel óptimo del staff que permita manejar las
variaciones en las llamadas diarias. El problema se solventó
reasignando los ni vel es de trabaj o, sin necesí dad de
incrementar la plantilla. Se ha determinado que una
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aproximación a un modelo de colas M/M/c era e1 apropiado.
A la hora de recopilar datos diarios, se ha visto que el número
de llamadas díarías no dependía de el día de la semana en que
estas se produjeran, por lo que las demandas, o llegadas, son
aleatorias. E1 número medio de llamadas de las producidas
durante 21 días, registradas a intervalos de 15 mínutos, indicó
que el proceso de llegadas era 'no-estacionario' y dependiente
de la hora del día, teniendo dos máximos o concentraciones; el
primero entre las 09.00 y 11.30, y el segundo entre las 14.00
y las 15.45 horas. Se simplificó el modelo de colas y en lugar
de utilizar modelos no estacionarios de llegadas se agrupó los
intervalos de llegadas con similar media, analizando cual era
su comportamiento, encontrándose que si bien no llegaba a ser
to talmen te una di s tribuci ón exponencí al , si era muy cercana a
este tipo de comportamíento, que corroboró como buena la
simplificación a la hora de utilizar modelos M/M/c.
De acuerdo a este planteamiento, se determinaron las siguientes
bases de trabajo: 1) el número medio de 1lamadas diario no
dependía del día de la semana en que se producía, 2) el
intervalo entre demandas, o llamadas, dentro del mismo grupo
temporal se comporta de acuerdo a una distribución exponencial,
3) e1 tiempo de servicio se comporta de acuerdo a una
distribución exponencial. Una vez determinado la tasa de
llegadas y la de servicios el problema se centra en determinar
cual es el número de servidores 'c' en un model o M/M/c, siendo
un sistema estable. ^
Para aclarar las tablas de Seelen, Tijms y Van Hoorn (STV085),
se ha denominado a la tasa de llegadas ^, y tasa de servicio µ.
Para valores dados de c y C92, las tablas muestran valores de
Pw (probabilidad de espera, demora, pérdida o dilación) para
una tasa de servicio RHO (^/cm) . Ya que se ha calculado r de
acuerdo a una PW=O'1, es necesario realizar una interpolación.
Se ha utilizado una interpolación polinomial de grado 3
(STV085) . Por tanto, 1=cmRHO. Para cada c, se ha calculado m
para C92=0' S y 0' 75 y utilizado interpolación lineal para
determinar el valor de ^ correspondi en te a un C92= 0' 663 8. Cuando
0<C92<1, el límite para la exacta probabilidad de pérdida,
denotándose PW (M/G/c) (TIJ085, pp. 354) ;
^
^ e_r rJ (M/G/c) Pw(M/M/c)
.i=^ ^'pw
(226)
La anterior expresión es una conjetura basada en evidencias
numéricas. Existen numerosas evidencias numéricas para creer
que cuando el nivel del servicio es mayor la exacta
probabilidad de pérdida es más cercana al límite superior que
del inferior. Por consiguiente, la formula de pérdida de Erlang
es una excelente aproximación de la exacta probabilidad de
pérdida. Sin embargo, para obtener la sensibilidad de la
desviación, se ha tabulado el límite inferior de la
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probabilidad de pérdida utilizando (7) o equivalente,
obteniendo el límite superior para el servicio en la tabla 3
(AGT091, pp 9) . En cuanto las diferencias entre los dos
Iími tes, son pequeñas, y se puede afirmar que la aproximación
es buena. El nivel de ejecución del servicio, es siempre mayor
o igual al nivel de servicio requeri do.
BAB091 Babes, Malika; Sarma, G. V.
Out-Patient Queues at the Ibn-Rochd Health Centre.
Journal of the Operational Research Society v42, n10
(Oct 1991):pag 845-855.
Colas de pacientes externos en el Centro de Salud
Ibn-Rochd.
La fi jación de manera arbi traria del número `fí jo ' de pacientes
para fechas especificadas, sin determinar el momento exacto, es
la causa de la generación de largas colas y dilatados tiempos
de espera en determinados departamentos, así como desocupación
de ci értos servi ci os médi cos del Cen tro de Sal ud Ibn -Rochd
Argel ino . Después de el anál i si s de 1 a probl emá ti ca se ha
llegado a la concl usión de que el sistema se comporta de
acuerdo a unos patrones de tamaño de la población `fini ta ', el
número y el comportamiento de los pacientes sigue un patrón
`al ea tori o', presen tándose en el cen tro de manera `agrupada ',
la función de distribución que explica el comportamiento del
servicio es de carácter `no exponencial ', y demás
característi cas del sistema, obli gan a no expli carlo con
modelos equivalentes teóricos exactos.
Aplicando como solucíón al problema la simulación en aras de
obtener una explicación del sistema más adecuada, se logra
asignar correctamente los tiempos, la hora de comienzo y
finalización, de la atención a pacientes y facul tativos . Se ha
fi jado N, como tiempo de simulación y momento ^de terminación
del servicio. E1 comienzo del servicio a pacientes son 1as
08.00 horas, siendo la finalización las 12.00 horas. Las
llegadas se comportan de forma Poissoniana, en grupos de
distribucíón geométrica. E1 resultado final, es el análisis de
sensibilidad de los patrones que defínen el modelo, que se
comporta de forma errática.
BOT091 Bindman, Andrew B. and others.
Consequences of queuing for care at a public hospital
emergency department.
JAMA, The Journal of the American Medical Association
v266, n8 (August 28, 1991):pag 1091-1097.
Las consecuencías de hacer cola en el servi^cio de
emergencias de un Hospital.
EI servicio de emergencia, es el único recurso médico en muchas
naciones para el conj unto de la población indigente, o para
aquellos que carecen de seguro. Algunos hospitales privados han
cerrado sus puertas a la vía de la emergencia en prevención del
acceso de gente de estos nichos sociales, por lo que el
servi cio se ha transferi do a los hospi tales públ i cos . Como
resultado, se ha visto el incremento de este servicio durante
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la úl tima década . Este incremento en el número de pacientes ha
producido un incremento en los tiempos de espera de este
servicio. Además, se ha visto que también se ha incrementado el
número de pacientes que abandonan el servicio de
hospi talización después de ser visí tado por el facul tativo .
E1 estudio se enfócó tratando de determinar la dimensión del
problema y las consecuencias sobre la salud del paciente que
abandona prematuramente el servicio de urgencias.
En este trabajo, se ha tratado de determinar como la longitud
de 1 a col a de ` Urgen ci a s' en un hospi tal públ i co
estadounidense, en concreto el servicio de Urgencias del
`General Hospi ta1 ' de San Francísco, está asociado al
incremento de esperanza de vida de los pacientes, procedentes
del servi cio general , que abandonan el mi smo sin reconocimíen to
posterior facultativo, o si por el contrario este servicio
dependía de la adversidad en materia de salud de los pacientes
que consecuentemente necesi taban de este servicío urgente.
Se analizó este servicio durante una semana en el mes de Julio
de 1990, persiguiendo su evolución durante los siguientes siete
y catorce días, a un total de 700 de los 882 pacientes que se
acercaron al sistema de urgencias. La respuesta de los
pacientes que abandonaron el servicio sin atención fue
comparada con los que sí habían recibido atención. La muestra
determinó que el 85 ó de los pacientes recibieron atención y tan
sol o un 15 ó no .
Los resultados del análisis, índicaron que los pacientes
estaban más dispuestos a abandonar el sistema si el tiempo de
espera se incrementaba. El número de pacientes que abandonaron
el sistema fue el doble de los que recibieron atención o se les
envió a recibir servicio en función de la gravedad de su
dolencia .
Los tiempos medios de espera en la cola fue de tres horas,
siendo el tiempo máximo en la cola de diecisiete horas. E1
tiempo medio en el sistema de los pacientes que abandonaron sin
recibir atención, ascendió a 52 minutos .
Solo el 4^ de los pacientes que abandonaron el servicio sin
a ten ci ón vol vi eron por necesi tar realmen te hospi tal i zaci ón , y
otro 27 ^ de los que abandonaron el sistema volvieron al
servicio de urgencias.
La mayor parte de los pacíentes fueron capaces de determinar si
su dol encia era realmen te urgen te indi cando a1 terna ti vas de
servicio de cara a aliviar las colas, pero la salud de ciertos
pacientes es realmente un riesgo para la longi tud de las colas
en e1 servicio de emergencia.
BOW088 Bowman, Rex.
PacBell unveils CO-based voice-data LAN service.
(Central Office) (product announcement)
Network World v5, n18 (May 2, 1988):pag 11.
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Anuncio de productos de PacBell, destinados al
tra tami en to de voz y da tos , para servi dores LA1V .
En el artículo de referencia, se anuncia por parte de Pacific
Bell una central de oficina local que en servi cio de red es
capaz de simul tanear la transferencia de voz y datos a través
de líneas Centrex. Las características fundamentales de este
servicío son; la autoconexión, la privacidad y restricción del
acceso mediante password (palabra clave), núcleos de usuarios
cerrados, conservación de las sesiones, seguimíento de grupos
round-robin, sesiones y terminales autobaud. Todo ello está
diseñado para centros hospi talarios, y grandes construcciones,
ya que se puede incluir dispositivos para atender el servicio
y distribución de colas. Es capaz de soportar 896 líneas como
servidor remoto de terminales, ya sean estos líneas
telefónicas, impresoras u ordenadores personales.
BRI081 Brill, P. H.; Posner, M. J. M.
A Two Server Queue with Nonwaiting Customers
Receiving Specialized Service.
Management Science v27, n8 (Aug 1981):pag 914-925.
Recepcíón de servicio especialízado en un sistema de
colas con dos servi dores con cl i en tes que no pueden
esperar.
Las di s tribuci ones es taci onari as que expl i can el comportami en to
de los tiempos de espera y del número de elemen tos en el
sístema, son una variante derivada de un sistema de colas en
las que los clientes que no esperan reciben una tasa de
servicio (índice de atención) distinto de la que reciben los
clientes que esperan, que en nomenclatura Kendall será un
sistema M/M/2. Tal situación de sistema de colas puede
producirse en; terminales bancarios, personal de servicio de
reparacíones, sístemas de oficina destinadas a la copia,
equipos de emergencia de hospitales y puertas automáticas de
aparcami en tos . En es te trabaj o se anal i za 1 as apl i caci ones del
modelo y las características de sus soluciones, generalizando
la solución a sistemas con un número de servidores finíto,
utilizando la mísma técnica. El análisís utilízando esta nueva
técnica (SP System Point) para determinar que tipo de colas es
susceptible de tener dos servidores para una cola que debe
realizar un servicio especíalizado a aquellos clien tes que no
pueden esperar. Este método se desarrolla mediante la
utilización de 1a relación existente entre la funcíón negativa
que muestra el tiempo virtual de espera y el crecimiento de
cruces de nivel (prioridades) , j unto con la función de densidad
de probabilidad del tiempo virtual de espera en cada nivel. En
el mísmo se incluyen breves descripciones deI sistema SP y de
las teorías relevantes.
BSK092 Berger, Thomas J.; Surman, Owen S.; Katz, Steven;
Mizgala, Henry F.; and others.
Queuing in Canada. (waiting lists for medical care)
JAMA, The Journal of the American Medical Association
v267, n2 (Jan 8, 1992):pag 234.
Colas en Canada (1 i s tas de espera en el servi ci o
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médico). Carta abierta
Una comunicación especial del Dr. Thomas J. Berger a la carta
abierta; `KATZ, SJ. Mizgala, HF. , sobre el envío de pacientes
de Gran Bretaña a Canadá para ser atendidos de urgencias
coronarias, evitando las colas del sistema canadiense', incluso
sabiendo positivamen te que exis te lista de espera para este
tipo de dolencias en Canadá que superan los diez meses, y
además por estos retrasos se han producido más de una docena de
fallecimientos por este retraso del sistema. En contestación a
esta se abre el debate de que este tipo de conductas en lugar
de plantear soluciones práctícas, produce movimientos
emocionales por parte de Ios facul tativos .
Poniendo de manifiesto que mientras que el impacto de las colas
en los sistemas médicos es desconocido, y si el impacto
personal en los mismos, Ilegando a afirmar que para 1os médicos
son las condiciones externas Ias que limítan el nivel de
servicio. La discusión se centra en el modelo canadiense de
servicio públíco sanitario, y de sus acciones de carácter
impositivo, más que en la búsqueda de una solución por parte de
1os facultativos inmersos en el problema. En otros países, se
ci ta que, desarrollan model os de con trol de1 gas to médi co
basado en que este ha evolucionado rápidamente, por lo que se
han instaurado medidas de control de dicho gasto utilizando
limites globales de presupuesto. Se llega a cuestionar que
debi do al con trol de1 gas to públ i co sani tario, 1 a ca1 i dad del
servicio se ve mermada, indicando la catástrofe de1 sistema
estadounidense de sanidad, que trabajan con costes contenidos,
con una evi denci a de compromi so con 1 a cal í dad .
CER090 Ceric, Vlatko. ^
Simulation Study of an Automated Guided-Vehicle
System in a Yugoslav Hospital.
Journal of the Operational Research Society v41, n4
(Apr 1990):pag 299-310.
Estudio de simulación de un sistema de vehículo
automático en un hospital yugoslavo
Este estudio de simulación se fundamentó en la creación de un
sistema de automatizado para vehículos, conectado a un sistema
automático de transporte vertical en un gran hospital. En el
estudio se trató de determinar la ubicación y el tamaño de la
s uperfi ci e des t ínada al almacenami en to de 1 os vehí cul os , el
número mínimo de vehículos necesarios, el acoplamiento a la red
de transporte, su incidencia en Ia red, las tablas de tiempos
y horarios, así como los niveles de las colas en el sistema.
Se realizó la simulación emulando su ^ comportamiento en el
transporte interno del nuevo hospi tal universi tario de Zagreb.
EI caso de estudio demostró que la utilización en esta
simulación, de herramientas y modelos discretos de
comportamiento, eran los correctos, o lo que lo mismo que decir
que el sistema se explíca con una ley de distribución discreta.
Con esto, se puede valídar el modelo, y su aplicabilidad a
hospitales de mayor tamaño.
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La validez del modelo es tal, que se han aceptado 1os
resultados de esta simulación, y se han incorporado a la
documentación básica de construcción de otros centros
hospitalarios, en lo referente a automatización, control y
diseño de redes para el transporte interno automatizado.
DAN089 Daniels, Richard.
Automating Customer Service.
Insurance Software Review v14, n4 (Aug/Sep 1989):pag
60-62.
Automatización del servicio al cliente
La tecnología de respuesta de voz, es una de las sol uciones al
problema de las compañías de seguros, en lo referente a la
simul tanei dad de reducci ón de cos tes e incremen to del servi ci o
al cliente. Se presentan tres tipos de tecnología posibles; 1
respuesta interactiva de voz, 2 audio texto y 3 grabación de
mensajes. En función de como se instalen los sístemas, los
demandantes de servicio son orientados y se orientan hacia la
información requerida a través de menús de opciones,
comunicando la información mediante voz. Este mismo sistema
facilita fechas de visita, asignando los técnicos cualificados
al tipo de consul ta realizada . Algunos sistemas permi ten la
salida de los mensajes hacia un departamento concreto para su
transcripción y acción inmediata.
Además de la aplicación particular al campo de los seguros,
este se puede ampliar hacia los hospitales, servicios médicos,
farmacías, y demás proveedores del sistema sanitario, así como
utilizar el mismo como agente de ventas, facili tando la
verificación de beneficios, cobertura, en cualquier momento y
desde cualquier terminal telefónico.
DEL093 Deng, Robert H.; Shu, Renben.
LAN-based medical visualizationcommunication system.
(local area network) (Technical)
Computer Communications v16, n8 (August, 1993):pag
518-526.
Sistema de comunicación visual médica - LAN.
En este artículo, se presenta el desarrollo de una red token-
ring bajo LAN, para la comunicación visual médíca. El sistema
se desarrol l a ba j o una col a cerrada en en torno de red múl t i pl e.
Los tiempos de respuesta del sistema se utiliza como base para
resol ver los tiempos de permanencia en la cola de la red,
utilizando un simple algori tmo de i teración . El modelo se
inícia con un úníco servidor, transformándolo para el caso de
existencia de mul tiservidores .
Si bien este tipo de sistema visual de imágenes 3D, está aún en
desarrollo, está ya instalado con carácter experimental^ en el
Hospi tal Nacional Universi tario de Singapur.
DES093 Dershin, Harvey; Schaik, Michael S.
Quality improvement for a hospital patient
transportation system. Hospital & Health Services
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Administration v38, nl (Spring 1993):pag 111-119.
Si s tema de 1 a me j ora de 1 a cal i dad del movimi en to de
pacientes hospitalarios.
Como consecuencia del aumento de la presión por parte de los
demandan tes de sal ud públ i ca en aras de incremen tar (acel erar)
el cuidado de los internados, y poder incrementar la base de
pacientes externos, los hospi tales deben mejorar la eficiencia
de todos sus activos, reduciendo el número de rotaciones e
incrementando el número de salidas. De importancia particular
es la transferencia de información , materiales, suministros y
paci en tes, en tre departamen tos . En el trabaj o se describe cual
debe ser el método de organización y contratación del tamaño
hospitalario para el movimiento de pacien tes. Mediante este
método, se minimiza el tiempo de espera de los pacientes,
generando un model o de mej ora de 1 a cal i dad hospi tal ari a. El
modelo incluye; un sistema^ de comunicación centralízado, un
modelo de colas para determinar las necesidades de contratación
y, un sistema de captura de datos y control del sistema.
FAH089 Fandel, Gunter; Hegemann, Holger.
Capacity Planning of Diagnosis Systems in Hospitals.
Engineering Costs & Production Economics v17, nl-4
(Aug 1989):pag 205-221.
Sistemas de capacidad de planificación y diagnóstico
en hospitales.
Se ha desarrollado un sistema de colas para describir la
estructura de un sistema de diagnóstico y el proceso de
diagnosis utilizando e1 flujo de pacientes tan cercano a la
realidad como sea posible. El modelo propuesto de planificación
puede utilizarse para determinar Ios patrones de nuevas
construcciones, o el crecimiento de antiguas instalaciones de
di agnós ti co cl íni co en hospi tal es . El model o indi ca 1 as
desviaciones entre los sistemas en activo por e1 tiempo que un
pacíente debe permanecer en una cola, índicando la carga en
grados que es to represen ta para el si s tema (carga indi ca ti va
del número de pacientes que están siendo atendidos) .
Extendiendo la teoría de colas a través de elementos de redes
estocásticas, esta técnica se puede aplicar en la planificación
de las capacidades de los sistemas de diagnosis en el sistema
hospitalario. E1 modelo se ha aplicado en el Hospital General
de la ciudad de Hagen (Alemania) , en concreto en el sistema de
diagnóstico. Se demostró que las medidas de organización
simples en lo concerniente al aspecto demográfico y fusión de
diagnosis, puede reducir la espera promedio de un paciente en
un 20 ó permi tiendo el aumento de un 18 ó el grado de carga en el
sistema.
FMZ090 Finlay, William; Mutran, Elizabeth J.; Zeitler,
Rodney R.; Randall, Christina S.
Queues and care: how medical residents organize their
work in a busy clinic.
Journal Health & Social Behavior v31, n3 (Sept,
1990):pag 292-306.
Salud y colas; de como los médicos residentes pueden
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organizar su trabajo en una clínica saturada.
Como 1 os médi cos resi den tes pueden reorgani zar su trabaj o en un
escenario en el que la colas son elevadas y los recursos
limitados. Bajo tales condiciones la teoría de colas apuntaría
que e1 servi cí o de sa1 ud es indi feren te al cl i en te, o que se
logre atender al mayor número de clientes a la mayor brevedad.
En el estudio del caso de ciertos médicos residen tes en una
cl íni ca de consul tas externas de veteranos , se demos tró que el
traba jo es taba caracteri zado por un al to ní vel de compromi so
profesional ; proveyendo de exámenes médí cos compl e tos además de
intentar acelerar e1 servicio al cliente. Se atendió a la ética
profesional del servicio para facilitar oportunidades al resto
del personal admini s tra ti vo de la cl íni ca, de manera que
aprendieron los métodos de la medicina de rutina, y se les hizo
responsables del cuidado de pacientes. Dando como resultado más
personal dedí cado al servi ci o médi co, y 1 os facul ta ti vos
dedi cados a un trabaj o más probl emá ti co .
GFC083 George, J. A.; Fox, D. R.; Canvin, R. W. A
Hospital Throughput Model in the Context of Long
Waiting Lists.
Journal of the Operational Research Society v34, nl
(Jan 1983):pag 27-35.
E1 model o de fl u j o de un hospi tal den tro de un marco
de largas listas de espera
En el Reino unído, las listas de espera de admísión
hospi talaria resul tantes de 1a demanda del servicio de salud,
crecen más rápidamente de lo que las cápacídad de los
hospitales para resolverlo. Mientras que la referencia práctica
es más efi ci en te, y más efi caz el tra tami en to de 1 as 1 i s tas de
espera reduciéndolas, el problema es que la entrada de
pacientes en el hospital no puede mejorarse a menos que se
me j ore el fl u j o de paci en tes en el mi smo . Se desarrol l o un
model o de pol í ti ca de ges ti ón óptima del fl u j o hospí tal ari o en
los siguientes campos; 1) urgencía y diagnóstico del paciente,
2) disponibilidad y utilización de recursos. E1 modelo
utilizado en dos centros hospitalarios de gestión del
departamento de círugía general, demostró que para ser
efectivos se debían incrementar los medios con los que se
contaba para mejorar el impacto potencial en el flujo.
GLN083 Graves, Stephen C.; Leff, H. Stephen; Natkins,
Judith; Senger, Michael.
A Simple Stochastic Model for Facility Planning in a
Mental Health Care System.
Interfaces v13, n5 (Oct 1983):pag 101-110.
Un modelo estocástíco simple para la planificación en
un Si s tema Públ i co de Sal ud Men tal .
Cada vez más se utilizan las unidades de psiquiatría, en los
hospitales generales (GH), como alternativas a los hospitales
especí fi cos de sal ud men tal públ i cos (PH) . Un model o para
predecir el impacto de la apertura en los hospitales generales
de dichas unidades psiquiatricas sobre los niveles del censo en
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los hospitales públicos con base en las técnicas standard de
colas. En el análisis preliminar del sistema se encontraron
excesivas desviaciones, ya que se ignoraron aspectos
fundamentales de las estructura del sistema. Se desarrollo un
modelo mediante la generación de un número de reglas
sufi ci en tes que pudi eran gobernar 1 as operaciones del si s tema
con dos servi dores (GH-PH) , generando un model o M/G/k,







En ellos se indica la interacción crítica de los factores
clínicos, orgánicos, y fiscales. Las simplificaciones al modelo
general , se real í zaron sobre el s upues to de que el model o serí a
insensible a estos aspectos. Esta suposícíón - simplificación -
debe de ser analizada para los casos en los que el sistema sea
más complejo. E1 modelo desarrollado, se mostró sensible para
los casos de pacientes crónicos con tratamiento a largo plazo,
por lo que se recomendó realizar un nuevo diseño para los
mismos.
GRC086 Grimaldi, Paul L.; Cook, Michael H.
Reserving Nursing Home Beds: Evaluating the
Feasibility for the Hospital and Long-Term Care
Facility.
Healthcare Financial Management v40, n2 (Feb
1986):pag 34-46.
Reserva de hospitalización a domicilio; Evaluación y
víabilidad para el hospital en casos de cuidados a
largo plazo.
La pregunta es si la hospitalización a domicilio no es posible
para casos de pacientes agudos, que están más tiempo en el
hospital de lo que necesítan. Un modelo que permita gestionar
las reservas de camas hospitalarias y las necesidades de
enfermería a largo plazo, reduciría sensiblemente los costes,
incrementando sus ingresos . El modelo presente no plantea la
gestión de las colas de hospi talización, por fal ta de camas,
sino que plantea el análisis de la reducción de los costes caso
de trasladar a1 paciente a su domicilío, siendo allí atendido
por personal de enfermería. La teoría de colas, en este caso,
se puede utilizar para determinar el número de camas que el
sistema necesita, y los beneficios en términos de coste
(ahorro) que produciría. Con ello, se plantea el análisis, no
del coste directo, sino del costes marginal o incremento de
coste. E1 desarrollo de este modelo incluye el análisís
financiero necesario para llevar a cabo una hospitalización a
domicilio, incluyendo los servicíos de enfermería necesarios
para dicha cobertura. Advierten, así mismo, sobre el peligro de
un defi ci en te desarrol l o del model o, que puede 11 egar a en trar
en conflicto con las leyes locales (EE. UU. , federales o
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es ta ta1 es ) .
HAG087 Hannan, Edward L.; Gimbrone, Christopher J.
Predicting the Impact of Instituting a Priority
Readmission Policy in Nursing Homes.
Computers & Operations Research v14, n6 (1987):pag
493-505.
Predicciones del impacto de la institución de
establecimiento de una política de prioridades para
la readmisión en el tratamiento a domicilío.
El estado de Nueva York, y otros más, mantienen una política de
hospi tal i zaci ón a domi ci 1 i o para pa ci en tes del s ervi ci o médi co .
'Medi cai d'. Es ta pol í ti ca es tá reservada para pa ci en tes que
deben permanecer en instituciones públicas por poco período de
tiempo, garantizándoles la vuel ta a1 domicilio inmediatamente
después de ser atendidos en el hospi tal, y la atención en el
propi o domi ci 1 i o. Se ha s imul ado el model o con 1 engua j e FORTAN
para predecir e1 ímpacto de un cambio en la política de
hospitalización domiciliaria con respecto a la reserva
necesaria de camas hospi talarias, enviando pacientes al
hospítal durante un período de tiempo de veínte días. E1 modelo
con templ aba 1 a desapari ci ón de 1 a pol í ti ca domi cí 1 i ari a, por 10
que la pol í ti ca de reserva de camas para es te tipo de paci en tes
desaparecería, con lo que los pacientes estarían buscando
entrada en el modelo general hospitalario con carácter de ser
pacientes priorítarios. El resultado obtenido reflejó como
variables primarias y fundamentales; 1) tiempo medio de espera
en el hospi tal pendi en tes de vol ver a 1 a hospi tal i zaci ón
domiciliaria, 2) número medio de elementos esperando, y 3)
número máximo de días que los clien tes deben esperar.
HWC081 Hershey, John C.; Weiss, Elliott N.; Cohen, Morris A.
A Stochastic Service Network Model with Application
to Hospital Facilities.
Operations Research v29, nl (Jan/Feb 1981):pag 1-22.
Modelo de red de servicio estocástico aplicable a
servicios hospitalarios.
En este modelo, se revisa la metodología que mide el nivel
esperado de servicio y utilización, para un tipo de servicios
de red en entorno estocástico. En la aplicación a servicios
hospitalarios, un proceso `semi-Markov', es utilizado para el
caso de que una de las unidades de servicio tengan capacidad
finita y no se permita la congestión en el sistema, esto es, no
se produzcan colas. E1 resultado obtenido es que el nivel
esperado de utilización y servicío puede medirse a través de
una relación líneal simple con base en; 1) el índice de
llegadas en equilibrio de cada unidad de servicio está asociado
con el caso de capacidad infini ta, 2) los tiempos medios de
espera de cada unidad y 3) 1a probabili dad de que 1a unidad, de
capacidad finita, esté saturada (su capacidad al límite) . El
modelo parte de la suposición de una capacidad de flujo
infini ta, para llegar a demostrar la aplicación en el caso de
un fl u j o de paci en tes fini to . En un segundo es tadi o, se cal cul a
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la probabílidad de que el sistema con capacídad limitada se
sa ture, indi cando que toda vez que el pacien te es a tendi do,
este no puede volver a demandar servicio, o bien para el caso
de que pueda volver, y la solución exacta, en términos de
probabilidad, para el caso de total ocupación con tiempos de
espera exponenciales. Todo ello se ha tabulado y tratado a
través de ordenador suponiendo dos servidores, concluyendo con
la demostración de dos teoremas básicos. La formula de pérdida
de Erlang, se utiliza para medir; a) la probabilidad de que se
llegue a1 nivel máximo de capacidad, b) indicar en que
ocasiones se produce para dos servidores, y c) modo de
utilízación para el caso general.
JAS089 Janson, Jennifer L.; Sorensen, Kristiina.
Hierarchical storage remedies data overload.
(DR Strategies/Mass Storage)
Digital Review v6, n45 (Nov 13, 1989):pag 49.
El almacenami en to j erarqui zado, de información
médica, soluciona problemas de sobrecarga.
Estrategias médicas / Almacenamiento masivo.
Las tecnologías de 1os microprocesadores han avanzado más allá
de1 almacenami en to masi vo, y 1 os ^ admini s tradores de si s temas se
interesan cada vez más por las colas producidas en las entradas
/ salidas (I/Os QIOs) de disco, el tiempo medio de acceso y los
índices de transferencia. Relata el ejemplo de un cliente que
dispone de sesenta puestos remotos, conectados en red, que
cedieron la confianza de sus archivos a los `archivos masivos'
centrales, con los consiguientes trastornos por los fallos en
los discos, y los más que considerables tiempos ociosos de las
CPU's. Aunque la inversión inicial de la sustitución del
sistema en hardware y software fue considerable, los ahorros
producídos en el sistema hospitalario fueron más que
suficientes como para justificar el cambio de sistema de
archi vo .
JOS080 Joskow, Paul L.
The Effects of Competition and Regulation on Hospital
Bed Supply and the Reservation Quality of the
Hospital.
Bell Journal of Economics vll, n2 (Autumn.1980):pag
421-447.
Los efectos de la competencia y la regulación del
suministro de camas hospitalarias, y 1a calidad de
las reservas hospítalarias. ^
El artículo utiliza un simple modelo de colas para examinar
varios de los factores que afectan a la decisión de suministro
de camas y la calidad de las reservas en un hospital. E1 modelo
toma como da tos caracterí s ti cos del en torno; 1 a demanda
íncierta, la organización hospi talaria interna, 1a no
competencia en términos de precios entre hospi tales, y la
regulacíón legal en materia. hospitalaria. E1 trabaj o empírico
pone de relieve que la variación en las tasas de reserva es
di rec tamen t e proporci onal al exceden te de compe ten ci a en tre
hospi tales, e inversamente proporcional a la intensidad del
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control hospitalario. Las estimaciones del modelo sobres la
calidad de las reservas de hospitales muestran su dependencia
crítica con la organizacíón interna del hospital, y de la
manera que evolucione la demanda a lo largo del año.
La discusión se centra en el cumplimiento y desarrollo
hospitalario en los EE.W., buscando soluciones al
abas tecimi en to de camas hospi tal ari as, y con base en 1 a tasa de
ocupación del hospital. Se examinan las características de las
camas, para planificar la solución al problema, mediante el uso
de un modelo símple de colas (M/M/1, M/M/n) . El modelo inicia
el anál i si s de cual qui er hospi tal indi vi dual , en cuan to a
necesidades de camas y la calidad de Ias reservas, con las
siguientes características; 1) demanda incierta, 2)
organización interna del hospital, 3) no competen cia de precio
entre hospítales, y 4) regulación legal vigente.
KAT081 Kao, Edward P. C.; Tung, Grace G.
Bed Allocation in a Public Health Care Delivery
System.
Management Science v27, n5 (May 1981):pag 507-520.
Asignación de camas en un sistema público de salud.
El presente artículo analiza las consecuencias de1 cambio de la
carga de pacíentes y de los patrones de demanda en el tiempo,
y de que se ha convertído en periódico el problema de
asignación de complementos necesarios al servicio de
hospitalización. El modelo de asignación de camas en el sistema
públ i co de sal ud, ha de enfocar el momen to presen te, para que
periódicamente se reubiquen las camas disponibles, minimizando
las expectativas de saturación. Mediante la utilización de un
modelo de colas que explique el comportamiento de Ia población
de pacientes para cada servicio, la posibilidad de encontrar
saturación en cada configuración del sistema, se tratará
utilizando una integral de pérdida Normal. La asignación de
camas, se realiza en dos fases . El modelo propuesto necesi ta
solamente una can tidad pequeña de cál culos ya que se ha
simplificado considerablemente, comprobando que tales
simplificaciones no ocasionan ninguna distorsión. Para
servicios más extensos, los datos empíricos se utilizaron para
evaluar una representación de una tasa de llegadas de acuerdo
a una distribución de Poisson `no-homogenea ', y mediante
simulación se analizaron las desviaciones derivadas de ignorar
los efectos que sobre la tasa de servicio tenían los diferentes
días de la semana. Se obtuvieron resultados por parte de este
estudio que sugieren que el modelo es relativamente fuerte con
respecto al caso en que se ha consíderado.
KCK085 Kapadia, Asha Seth; Chiang, Yu Kun; Kazmi, Mohammad
Fasihullah.
Finite Capacity Priority Queues with Potential Health
Applications.
Computers & Operations Research v12, n4 (1985):pag
411-420.
Sistema de colas con capacidad limi tada y servicio
prioritario, como potencialmente validas de
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aplicación hospitalaria.
Se discute la validez de aplicación de sistemas de colas con
servicio prioritario, donde no se respeta el derecho a la
prioridad, centrando la atención en un servicio en que existen
múl tipl es servi dores y una 1 ínea de espera con dos ni ve1 es de
prioridad. Cada llegada que se produce es atendida, si por lo
menos exi s te un servi dor desocupado, caso con trari o, se produce
una cola limi tada donde los clientes son atendidos con base en
una disciplína de selección priori tario, con distintos niveles
de prioridad. Si llega al sistema un paciente con bajo nivel de
prioridad y encuentra la cola completa, no se' le permite
acceder a1 sistema quedando bloqueado. En el primer modelo, si
se produce una 11 egada de un cl i en te de al ta pri ori dad, es te
despl aza a o tro de ba j a pri ori dad, o puede quedar bl oqueado si
la cola está formada únicamente por clientes de alta prioridad.
En el segundo model o, el cl i en te de al ta priori dad puede
desplazar a otro de baja prioridad de una cola completa, pero
no quedará bloqueado y podrá esperar fuera del sístema si este
está completo. Se han obtenido las expresiones analíticas para
ambos casos, dando casos de aplicación y muestras numéricas de
ejemplos.
KHC093 Khan, M Riaz; Callahan, Barbara B.
Planning laboratory staffing with a queueing model.
European Journal of Operational Research v67, n3 (Jun
25, 1993):pag 321-331.
Planificación de la organización del personal de
laboratorio mediante un modelo de colas.
Los servicios de organización se preparan para el crecimiento
en un entorno competi tivo, lo que dificul ta su capacidad de
planificación. El tamaño adecuado que proporciona calidad de
servi ci o con un cos te óptimo es crí ti co para garan t i zar el
éxito y la viabilidad del departamento. E1 proceso mediante el
cual se obtiene el nivel de capacidad deseado debe incluir e1
impacto que producirían dístintas alternativas de niveles de
competencia y de los niveles de demanda previstos para un
servicio de calidad rentable. Los problemas de determínación
del modelo adecuado de colas incluye el diseño de necesidades
de servício, decisiones de contratación, y los problemas
derivados de la limítación física del sistema. La teoría de
colas es útil para analizar muchos de los problemas asociados
al diseño de la capacidad del servicio. Los modelos analíticos
de colas se pueden utilizar para obtener una primera
aproxímación al problema, en términos de colas, o conseguír
reducir los niveles de coste. La, confianza que se puede
deposi tar en los resul tados y conceptos estadísticos de la
técníca de colas resumidos en este trabajo, propone una
estructura para una situación en la que el paciente externo
pendiente de una especialidad de laboratorio, diseñando la
configuración `óptima' del sistema en cuanto a capacidad,
volumen de trabajo en el que la estructura de los ingresos son
máximos.
Se tomo un ejemplo práctico en el cual se analizaron los datos
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históricos para un servicio hospitalario que dispone de 200
camas . La aproximaci ón al comportami en to del si s tema ha si do de
que el mismo es del tipo M/M/s. Se centró el estudio en el
problema de los costes versus beneficio. Se modifica la
formulación clásica de modelos M/M/1, obteniendo lo siguiente:
Probabilidad de cero (0) clientes en el sistema:
a. 1 n /^. 1 s ^-^
s-1 (-'Po = ^ ^
n=o n •




medio de pacientes en la cola
^ ^ s
_ µ^ µ ^L - (P )q (S,_1) ^ (S,µ_^) 2 0
Número medio de pacientes en el sistema
L=Lq+ ^
µ
Ti empo medi o de perman en ci a en col a
Lq
Wq= ^









Mediante la utilización de datos reales del sistema real se han
obtenido los diversos niveles de beneficio que se obtendrían si
se aplicaran determínados niveles de estructura del sistema,
1legando a una conclusión de configuración óptima, que está
justificada por los datos obtenidos.
KOP090 Koponen, Libby.
Brigham and Women's Hospital plans large MUMPS-based
PC network. (in Boston, MA)
Computers in Healthcare vll, nSPEISS (June 15,
1990):pag 20-25.
Planifícación hospitalaria basada en red de
ordenadores personales.
En el presente artículo, se plantea el uso mayor de las redes
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de PC en el entorno hospitalario, centrándose el estudio en un
hospital de Boston, USA, que tiene un nivel de ingresados de
35.000 pacientes, con una población dependiente de el mismo de
900. 000 _ pacientes potenciales . Presenta la capacidad del
sistema, proponiendo los ahorros que producirían la gestión con
base en este diseño. No es un artículo propiamente de teoría de
colas, si bíen apunta hacia soluciones parciales de gestión de
pacientes, mejorando comunicaciones, costes, evi tando
redundancias, etc..
KOT091 Katz, Steven J. and others.
British Columbia sends patients to Seattle for
coronary artery surgery: bypassing the queue in
Canada.
JAMA, Journal of the American Medical Association
v266, n8 (August 28, 1991):pag 1108-1112.
La Col umbia Bri táni ca (Canadá) envía pacien tes a
Seattle (EE. W. ) para su intervención coronaria,
evitando las colas existentes en Canadá.
Es te artí cul o, es una crí ti ca al si s tema hospi tal ari o y médi co
del norte de Améri ca . Es el pi e de 1 a con tes taci ón refl e j ada en
el artí culo an teri ormen te ci tado BSK092 .
En con tras te con Es tados Uni dos , e1 Canadá posee un programa de
seguros de salud con carácter universal. Y mientras los dos
países se observan para adoptar soluciones prácticas, es Canadá
la que envía a Estados Unidos pacientes evi tando Ias colas que
tiene en su propio país. El problema se centra en Ia estructura
de un sistema de cirugía con dísciplina de cola con distintos
niveles de priorídad. En principio para ser susceptible de ser
atendído en e1 servicio coronario, se estableció una disciplina
de cola FIFO, manteniendo a los demandantes en cola pendientes
de ser atendidos tan pronto como fuera posible. La longi tud de
la misma llego a niveles tan al tos, que se sugirió que era
debido al racionamiento del sistema. Se estableció un acuerdo
con cua tro hospi tal es de Sea t tl e, ya que 1 a provinci a de 1 a
Col umbi a, es tá en 1 a cos ta Oes te de Canadá , cerca de Sea t tl e,
Washington, para poder atender a 200 pacientes anuales.
La investigación demostró que la causas de esta desviación no
era la incapacidad del servicio canadiense, para mantener los
ni vel es de servi ci o de acuerdo a 1 os ni vel es de demanda . Más
bien, éra que los hospitales no estaban dispuestos a absorber
un incremento de demandantes de este servicio, lo que
repercutiría en las instalaciones, ya que este tipo de clientes
no solo demandan un determinado servicio, sino que requerían de
otros servicios como unidades de cuidados intensivos Io cual
implicaría una menor disponibilidad de camas. Así mismo, en
determinados momentos del tiempo, existían carencias de
enfermería de servicios de cuidados intensivos, y de personal
especializado en las técnicas cardíacas.
La situación muestra que los problemas no son financieros,
respecto de procedimientos quirúrgicos, siéndolo de inversión
en capi tal y de expansión de las instalaciones fi jas . Aflora
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otro problema derivado de la tensión subyacente entre médicos
y cirujanos, para determinar quien es el que debe ser
retribuido por quien (quien tiene el control del paciente) .
Los médicos ven las colas como la demanda pendiente de atender,
mientras exista habrá trabajo (stock) , mientras que 1os
hospi tal es ven 1 as mi smas desde 1 a óp t i ca de que 1 os médí cos
realizaran más envíos a1 sistema, por lo que su problemática se
centra en determinar los Iímites de capacidad de sus
instalaciones y las necesidades financieras.
LAT078 Ladany, Shaul P.; Truban, Efraim.
A Simulation of Emergency Rooms.
Computers & Operations Research v5, n2 (1978):pag
89-100.
Simulación de alojamientos de Emergencia.
Se presenta el problema de optimización del alojamiento de
urgencias, y se planifica su estructura y contratación de
habitaciones de urgencia. E1 problema se centra en determinar
cual es e1 número óptimo de unidades que deben disponer para un
servicio de urgencias normal, y la cuantía para situaciones
críticas. Mediante la utílización de modelos de cola de
carácter general, se obtienen resultados que dan cobertura al
servicio incurríendo en costes aceptables, o asumíbles. Los
resul tados aportados indican que con la estructura óptima, los
pacientes tendían que esperar en si tuaciones realmente crí ticas
de demanda muy alta. También se demuestra que los costes de
espera de los pacientes están subestimados o descuidados por
parte del sistema hospitalario.
E1 sistema cree que todas las demandas de plazas de urgencias
son idénticas, si bien no 1o son, por lo que deben de ser
flexibles y adaptables a las variaciones que se presenten.
LIF084 Lindsay, Cotton M.; Feigenbaum, Bernard.
Rationing by Waiting Lists.
American Economic Review v74, n3 (Jun 1984):pag
404-417.
Racionamiento de las listas de espera.
E1 modelo analizado es tal que las listas de espera actúan de
acuerdo a un proceso de racionamiento, lo cual ha producido
implicaciones empíricas que lo díferencian del modelo estándar
en su tiempo medio de espera, así como también desde las
numerosas expl i caciones `ad hoc ' de el aspecto y comportami en to
de colas. La vísión de los implicados es que no ocasiona ningún
cos te adi ci onal , que 1 as 1 i s tas de espera se pueden con trol ar
en razón única a la influencia del retraso en la atención
(demora) sobre la tasa de servicio. El modelo presentado se ha
probado en los datos de listas de espera de admisión al
servicio nacional de salud (National Health Service) en
hospi tal es del Reino Uni do en 1974 . La impl i cación teóri ca
respecto del agregado de las ratios, indica que será
dírectamente proporcional a la demora esperada e inversamente
proporcional a la tasa a la cual la demanda de servicio
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disminuya a l0 largo del tiempo. E1 tipo de servi cio se supone
que será capaz de atender positivamente la demanda prevista.
Ambas implicaciones teóricas anteriores se han extrapolado a
través de Ia estimación estadística de dos ecuaciones
estructurales. Se buscó y determinó la tasa de retraso o demora
en 1as colas, demostrándose la validez del modelo propuesto,
respecto de las hipótesis concernientes a las magnitudes
relativas. Entienden, en el presente trabajo, que el coste para
el paciente que permanece en la cola es `nulo' .
LIT061 Little, J.D.C.
A proof of the Queueing Formula L=^W.
Operation Research, v9, (1961):pag 383-387.
Demos traci ón de 1 a val i dez de 1 a formul a L=^ W, para
los sistemas de colas.
Denominando; ` 1/^ ` como el tiempo medi o en tre dos 11 egadas
consecutivas, `L' el número medio de clientes en el sistema, y
`W' el tiempo medio de permanencia en el sistema. Siendo estas
medi das defini das an teriormen te fini tas y el correspondi en te
proceso estocástico estrictamente estacionario. Y, si el
proceso de 11 egadas es metri camen te transi ti vo con media
distinta de cero; entonces L=^W.
LWG091 Liu, Chih-Ming; Wang, Kuo-Ming; Guh, Yuh-Yuan.
A Markov Chain Model for Medical Record Analysis.
Journal of the Operational Research
Society v42, n5 (May 1991):pag 357-364.
Un modelo Markoviano para el análisis de historiales
médi cos .
Se propone un modelo de cadena de Markov para e1 estudio del
comportami en to dinámi co de 1 as revi si ones médi cas en el
hospi tal . El mismo, facili ta información útil sobre el
comportami en to de 1 os hí s tori al es médi cos de paci en tes , y
facilita los medios para la planificación a largo plazo del
almacenamien to de los mismos. Los antecedentes tomados como
muestra del departamento médico de historiales, se utilizan
para estimar todos los parámetros de1 modelo, facilitando un
análisis conciso y práctico. Son comparadas las necesidades de
espacio de almacenamiento para los cinco y síete úl timos años,
con las previsiones para los próximos diez años. E1 coste de
los protocolos (procedimientos) de simulación y disposición, se
pueden íntroducir en el modelo analítico, en aras de obtener
una solución al problema en términos de optimización. Se
integra en el modelo de optimización e1 tiempo de permanencia
en la cola, el tiempo medio de cada secuen cia (en términos de
actividad), como se registra, recupera, prepara, y transporta,
procediéndose a emitir un protocolo o procedimiento que
garantice la minimízación de tiempo por parte del responsable
médico de cada historial.
MAC094 MacGregor Smith, J.
Application of state-dependent queues to
^ pedestrian/vehicular network design.
Operations Research v42, n3 (May/Jun 1994):pag
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414-427.
Aplicación de un modelo estado-dependiente de colas
para el diseño de las rutas de peatones/vehículos.
Los model os de col as es tado - dependi en tes en un en torno de redes
de capacidad limi tada, es una de las herramientas importantes
para la realización de un diseño topográfico de las
instalaciones, las rutas a seguir por los pacientes, y la
ubicación de los recursos para que se acomoden a Ias
necesidades del tráfico de los pacientes. Las claves de este
model o de col as M/G/C/C, y 1 as apl i caci ones en 1 a
planifícación, se muestran detalladamente. La inclusión de
estos conceptos, herramientas y técnicas, es importante para
los responsables de la planificación, ya que, unifican, generan
metodología en el sistema, en aras de ser capaces de diseñar
sistemas complejos, analizando e1 comportamiento del tráfico de
los pacientes en instalaciones de gran tamaño con distinto tipo
de escenarios. E1 alcance y limi taciones del modelo propuesto
se pone de manifiesto al ponerlo en práctica en un hospital
regi onal de una ci udad uni versi tari a.
MAR079 Marchal, William G.
Three Management Theories and the Business Office.
Hospital Financial Management v33, n8 (Aug. 1979):pag
54-57.
Tres teorías de Dirección y Oficina de Negocio.
Las técnicas de la ciencia de la administración pueden ser de
gran val or cuando se apl i can al traba j o di ari o de un hospi tal .
La reducción en un día en el proceso anual, en el caso de un
hospi tal , puede signi fi car una reducción en términos de cos te
de 375.000 pts. El Program Evaluatíon Revíew Techinque (Técnica
de Evaluación y Revisión de Programas; PERT) se aplicó para
tra tar de resol ver el probl ema de 1 os caminos crí ti cos en el
proceso hospi talari o. El prímer paso, fue i den ti fi car el
proceso, en términos de enumeración 1os eventos y tiempos
medi os en tre el l os . El informe el aborado permi te vi s ual i zar,
mediante diagramas, la red de dependencias, con el animo de
estimar el tiempo mínimo de terminación de tareas. Se
detectaron todas aquellas tareas cuyo cumplimiento no podía
demorarse, a fin de acortar la realización de las críticas. La
utilización en términos de colas, basada en su comportamiento
medio y la probabilidad asociada, es válida para el entorno
hospitalario, viendo el compromiso en costes del incremento de
personal. La simulación se utiliza, por fin, para realizar la
proyección del comportamiento del sistema, y analizar los
cambios in troducidos en el mismo, todos ellos basados en el
comportamiento histórico del sistema. Por último, la simulación
se utiliza para medir el impacto de los cambios de días
1 aborabl es del en torno .
MCB093 McBride, John.
Memorial Sloan-Kettering cures paperwork problems
with document imaging.
Computers in Healthcare v14, n13 (Dec, 1993):pag 38-
39.
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Presentación del documento de trabajo del Memorial
Sloan-Kettering.
Se presenta, la modernización en los registros del hospital
ci tado, en cuanto a historiales de pacíentes mediante
documentos ópticos, procesados mediante un sistema y una base
de datos que vincula los datos con las redes de áreas locales
de seguro. Se describe el sistema de software utilizado, que
permi te que la inversión se recupere en solamente veintidós
(22) meses desde su instalación. Con ello las reducciones más
importantes en términos de coste de explotación, son los
41.250.000 de pesetas en personal, 17.500.000 pts en
microfilmación de expedientes, y los 14.375.000 pts en coste
del espaci o necesari o para el archi vo . Desde el pun to de vi s ta
de la productividad, esta ha aumentado en un 20 ^, y las
relacíones con los pacientes han mejorado notablemente. La
capacidad de almacenamiento del sistema, está ocupada solamente
en su 14^ por historiales médicos. De otra parte, es capaz de
administrar las rutas, las colas y las prioridades del sistema,
facilitando un acceso rápido al sistema, dándose mejor servicio
a los clientes.
MUJ085 Mulligan, James G.; Joskow, Paul L.
The Stochastic Determinants of Hospital-Bed
Supply/Reply.
Journal of Health Economics v4, n2 (Jun 1985):pag
177-185.
Los determínantes estocásticos de suministro y
reposición de camas hospitalarias.
Se ha utilizado el modelo simplificado de Joskow (JOS080) para
determinar la especificación estocástica de abastecimiento de
camas hospitalarias, demostrándose que muchas de las
simplificaciones realizadas no son necesarias. De acuerdo al
mismo, se puede calcular directamente la probabilidad de ser
rechazado de un hospi tal . Además, se puede obtener un indi cador
más realista de 1a calidad de las admisiones del hospital, a
través del tiempo medio de espera en la cola . Joskow, es tá de
acuerdo en la sensatez y mejor estimación, del uso de
probabilidades exactas, en lugar de Ias aproximaciones
utilizadas por él. Sin embargo, mejores y más datos, son
necesarios para avanzar en el entendimiento de los ^efectos de
la competencia y reglamentación, del comportamiento
hospitalario.
MUL085 Mulligan, James G.
A Stochastic Production Function for Machine Repair.
Applied Economics v17, n3 (Jun 1985):pag 559-566.
Función de producción estocástica en la reparación de
máquinas.
Se demuestra, que las propiedades de los a menudo citados
problemas de los centros de reparación, pueden ser
completamente determinados mediante el calculo numérico de las
probabi 1 i dades es tado dependi en tes de un model o de col as . Los
intentos por determinar la verdadera naturaleza de este
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proceso, han demostrado la reducción de la información obtenida
sobre las propiedades de las funciones de producción. En lugar
de 1as generalizaciones y acercamientos, las formas funcionales
flexibles pueden servir al propósito de estudio ya que los
modelos teóricos se han mostrado ineficientes en este fin, los
antedichos deberían utilizarse con cuidado cuando se están
modelando procesos de acuerdo a un modelo estructural ya
existente. En el estudio, se demuestra como las propiedades de
los centros de reparación, sus características en términos de
colas, pueden obtenerse directamente sin necesidad de un
acercamiento `ad hoc' . La generalización de este tipo de
procesos, centro de reparaciones, se puede utilizar en los
mismos términos, en las operaciones hospitalarias y en el
sistema educativo.
NAY093 Naylor, C. and others.
Queueing for coronary surgery during severe
supply-demand mismatch in a Canadian referral centre :
a case study of implicit rationing.
Social Science & Medicine v37, nl (July, 1993):pag
61-68.
Las colas en un servicío de cirugía coronaria,
durante desigual abastecimiento-demanda, en un centro
Canadiense: caso de estudio de las razones
impl í ci tas .
Las colas que soportan los paciente de cirugía, son comunes a
todos los sistemas hospitalarios. Los facul tativos y
hospitales, administran estas listas de espera con criterios
informales sobre las prioridades de los pacientes, por lo que
debe existir alguna razón implícita. Se analizó durante los
años 1987 y 1988 el comportamiento de las listas de espera de
este tipo de demandas, ya que e1 abastecimiento se vio
desbordado por las demandas. Para dar solución al probl ema de
desigualdad del sistema, se aumento el volumen de financiación
y de otra parte se adoptó, con carácter generalizado, un índice
multifactorial clínico para establecer las prioridades de los
pacientes, es tabl ecido por un panel de expertos durante el año
1989. Los autores del artículo, revisaron los mapas de
acci den tal i dad sel ecci onados de paci en tes que experimen taron
cierto tipo de actuación coronaria en Toronto, durante la etapa
de crisis ci tada, calculando la urgencia (prioridad) de acuerdo
a los índices multifactoriales establecidos. De los 413
propuestos, eligieron 193 pacientes que realizaron el proceso
coronario necesario. Los tiempos de espera de los pacientes
estaban correlacionados con el índice de urgencia. Sin embargo,
apuntaron que existía una desviación en términos de tiempo de
hasta ocho semanas de espera entre hospitales. Demostraron que
el control mediante este tipo de índíces, era mejor que el
sistema de prioridades estadounídenses. Sin embargo,
encontraron puntos en los que la generalizacíón de este tipo de
hallazgos no es extrapolable; salvo las necesarias actuaciones
de perfeccionamien to de gestión de la cola con recursos
escasos, ya que se modifica el escenario inícial.
NEU091 Neuburg, Paul. Operation Opt-Out: London on Sick
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List.
Business-London (Mar 1991):pag 90-95.
Londres opta por operaciones fuera: Londres en lista
de espera.
Tras un deba te pol í ti co sobre el es tado de 1 a sani dad públ i ca
inglesa, y después de tratar de separar los defectos
estructurales, se analiza el estado de la misma, llegando a la
conclusión de que para superar 1as listas de espera se debe de
real i zar una di spersi ón del negoci o hospi tal ari o de 1 a ci udad .
Con ello se saltarían 1as listas de demandas hospitalarias,
hacia 1os servicios de salud alej ados de la capital.
OKE085 O' Keefe, Robert M.
Investigating Outpatient Departments: Implementable
Policies and Qualitative Approaches.
Journal of the Operational Research Society v36, n8
(Aug 1985):pag 705-712.
Investigación de departamentos de consul tas externas :
impl an taci ón de enfoques pol í ti cos y cual i ta ti vos .
En la investigación se trató de analizar los departamentos de
consul tas externas, en un intento de llegar a una sensata e
implan tabl e pol í ti ca de ci tas, que redu j era el ti empo de
espera. En 1983 se contrata los servicios de la Universidad de
Kent, para realizar el estudío en tres departamentos de
consul tas externas de un hospi tal . Se cen tró en real i zar cua tro
rondas de observación, en las que se solici taron a los
pacientes Ia cobertura de un cuestionario, con el siguiente
resultado: 1) normalmente los médicos comenzaban sus consultas
con retraso sobre el horario previsto, 2) a los mismos se les
estaba constantemente distrayendo con otras actuaciones no
médi cas, 3) se formaron grupos de espera en cada ini cio de cada
observación, y 4) las citas estaban mal programadas. Ante este
panorama se discutió los cursos de acción a tomar, llegando a
la conclusión de instaurar un sistema de gestíón de las colas,
la preparación del personal en política de recepción, y
controlando que la ejecución de cualquier política se llevaba
a cabo tal y como se había diseñado. En el estudio se compara
brevemente con los enfoques cualitativos y de diseño de1
sistema.
ORR085 Orros, George C.
Group Medical Expenses in the United Kingdom.
Benefits & Compensation International v14, nll (May
1985):pag 21-28.
Concen tración de gas tos médi cos en e1 Reino Uni do .
Los trabajadores del Reino Unído pueden solicitar la cobertura
del gasto médico en sus planes de beneficios, como un
compl emen to a 1 os servi ci os previ s tos en el man tenimi en to
naci onal de sal ud (NHS) . Se es tá vi endo que 1 os trabaj adores de
UK, rehuyen el si s tema públ i co de sal ud, para con tra tar un
servicio médico particular, a través de pólizas de seguro de
estos servicios. Los recursos disponibles del NHS son
demasiados limitados como para encontrar expectativas de
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servicio al volumen de demandantes, que tienen un crecimiento
continuo. Cada vez un mayor número de trabajadores en UK
con tra ta un seguro parti cul ar de sal ud con base en : 1) evi tar
las colas del servicio nacíonal de salud, 2) escoger médicos,
hospi tales y duración del tratamiento, y 3) obtener un trato
di gno y respe t uoso . Un gran grupo de con tra tos médi cos se es tán
desplazando Ientamente hacia el auto abastecimiento; sin
embargo, gran parte del mercado de seguros médi cos, con tinua
si endo no especial i zado, en cuan to al tipo de servi ci o de
salud. Como consecuencía del incremento de los costes de la
salud pública, en todo e1 mundo, se ha incrementado el esfuerzo
en contencíón de gasto, y en el futuro se muestra como un
mercado orientado a productos. En los últímos años se ha visto
el creciente interés de la gente por el autoseguro, que ofrece
todo típo de beneficios, como de flexibilidad y bajo coste,
junto con las posibleŝ desventajas de los grandes gastos y
problemas internos de gestión.
PAV084 Panayiotopoulos, J.-C.; Vassilacopoulos, G.
Simulating Hospital Emergency Departments Queuing
Systems : (GI/G/m/ ( ( t ) ) : ( IHFF/N/ Inf inity) .
European Journal of Operational Research v18 ,^ n2 (Nov
1984):pag 250-258.
Simulación de sístemas de colas de departamentos de
urgencia de hospi tal , del típo (GI/G/m/ ((t) ) .
( I HFF/N/oo ) .
El modelo que se presenta y simula, tiene las siguientes
características; 1) población demandante, infinita, 2)
distribución de los intervalos entre llegadas, independiente,
3) capacidad del sistema, limitado (espera) , 4) el número de
servi dores es de terminado, 5) di s tribuci ón del ti empo de
servicio, general, 6) se atiende a los pacientes de^ uno en uno,
y 7) e1 servicio se presta de acuerdo al nivel de príoridad del
paciente, permitiendose 1a elevación del nivel de prioridad si
el paciente muestra sintomas de empeoramíento. Se propone una
herramienta de simulación que permita medirl el sistema de
acuerdo a las características apuntadas. De acuerdo a1 enfoque
propuesto por el simulador, se detectan los cambíos necesarios
en los patrones del departamento de urgencias, las necesidades
de equípo médico, y la determinación de los métodos de
provisión de servicio.
PRI081 Private Insurance Seen as Cure for NHS Queues.
Employee Benef it Plan Review v35 , n10 (Apr 1981) : pag
58-59.
El seguro privado como remedio a las colas del
servi cío nacional de sal ud .
El comunicado, más que artículo teórico de colas, muestra la
huida de los trabajadores del Reino Unido, hacia el servicio
privado de salud, a través de compañias de seguro privadas. En
este sentido en 1980, se apuntan, entre las tres grandes
compañias del Reino Unido, más de 1'S millones de usuarios. Con
el l 0 1 a demos traci ón del enpan tanami en to del si s tema públ i co .
El probl ema se pal an tea cuando un traba j ador debe esperar 1 argo
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ti empo an tes de acceder al servi cio públ i co, desde el momen to
en que se encuen tra enfermo, y por tan to de baj a 1 aboral . En
este sentido, se apuntaba ya en 1980, que el servício público
necesi taba una reforma profunda, que a largo plazo acortara las
diferencias con eI servicio privado.
PR0090 Propper, Carol.
Contingent valuation of time spent on NHS waiting
lists. (National Health Service)
Economic Journal v100, n400 (March 15, 1990 ): pag 193 -
200.
Condiciones para la valoración del tiempo perdido en
las listas de espera del sistema nacional de salud
(NHS) .
Las colas y las listas de espera son utilizadas, a menudo, como
indicador de los servicios médicos, y en particular en los
sistemas de salud en los que el precio del dinero carece de
importancia relativa. Se acepta que la permanencia en la cola,
supone un coste para el paciente, frente a la posición de
"Lindsay y Feigenbaum (LIF084) " que proponen que el tiempo de
permanencia en la cola no tíene coste.
Teni endo en cuen ta que 1 a espera de un servi ci o médi co no es
previ sibl e, necesariamen te, por parte del paci en te, tan to
trabajador como ocíoso, existen características de las listas
de espera que pueden no parecer relacionadas con el
decrecimi en to de1 índi ce de servi ci o. En primer 1 ugar, 1 os
paci en tes en espera es tán en peores condi ci ones de sal ud, que
en situaciones normales. En segundo lugar, todo individuo
incl ui do en una 1 i s ta de espera, desconoce cuando se 1 e
atenderá, o lo que es lo mismo, el tiempo que permanecerá en la
ci tada 1 i s ta . En tercer 1 ugar, el pacien te en espera, es tá
ansioso por conocer el tratamiento a seguír, y el resul tado del
mismo. En este punto, los autores derivan una estimación de la
compensación monetaria que debe percibir un paciente en lista
de espera en condiciones de gradiente cero de decrecimiento de
la lista, por lo que debería, cuando menos, contemplarse dos de
los costes anteriores. E1 modelo de trabajo requiere el
establecimiento de los patrones para las posibles variaciones
y la aplicabilidad del modelo a listas de espera. Los datos
resultantes, deben tomarse con la debida cautela, de acuerdo a
las valoraciones económicas del sistema de salud. Se llega a
determínar cual es el coste que soporta el paciente incluido en
una 1 í s ta de espera, incl uyendo 1 a crí tí ca de que deberí a de
extenderse a todo el sistema de salud, para poder obtener
patrones de coste más representativos.
RA0090 Rao, B.M.
On the departure process of the split and match
queue. ( technical)
Computers & Operations Research v17, n4 (July,
1990):pag 349-358.
Sobre el proceso de ruptura de salídas y colas.
Un sístema constituido por dos colas paralelas, formado por
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Ilegadas que se dividen en dos, que hacen cola para el servicio
en dos subsistemas independientes, y en que cada uno dispone de
un servidor único de espacio limitado. E1 modelo evidencia su
aplicabilidad en los sistemas de ordenador de servicio
paralelo, en donde las operaciones básicas son separadas en sus
componen tes con e1 fin de ser a tendi das por los departamen tos
especial i zados, con ordenes de proceso real i zadas por di s tin tos
departamentos, como el procesado de pasajeros y equipaje en los
aeropuertos, e1 tra tami en to de paci en tes en un hospi tal , e tc .
Se demuestra que el proceso de salidas (servicio) se comporta
como Poissoniano; se utiliza un modelo de simulación para
analizar las causas que producen el retraso (lístas de espera) ,
con el fin de poder ser aplicado al sistema, que lo confirmará.
ROL077 Rousseau, Jean-Marc; Laporte, Gilbert.
A Practical Optimization Technique for A Queueing
System.
Operational Research Quarterly v28, N1,I (1977):pag
33-35.
Técnica práctica de optimización para sistemas de
colas.
E1 estudio se centra en la programación de una clínica de
pacientes destinada a la consulta externa, donde el número de
emergencías es relativamente nulo, por lo que no tiene
incidencia en el funcionamiento normal de la clínica.
Ini ci almen te se pl an tea el probl ema en términos de un model o
simple de colas, que tratará de minimizar el tiempo medio de
espera de 1os pacientes, mediante un modelo `no' de
programación lineal, y resuelto mediante la apli cación del
modelo Kuhn Tucker. Los resal tados obtenidos, facili tan 1a toma
de decisiones por parte del gestor del sistema de ci tas, con el
fin de facilitar 1as fechas de cita a los pacientes
demandantes, de acuerdo a los distintos tipos de prioridad. En
caso de que las condiciones de las llegadas de los pacientes se
modifiquen, realizando nuevamente la resolución del modelo
propues to, se puede obtener una nueva sol ución al nuevo
problema planteado.
SCL086 Schaack, Christian; Larson, Richard C.
An N-Server Cutoff Priority Queue.
Operations Research v34, n2 (Mar/Apr 1986):pag
257-266.
Sistema, N-servidores de colas, con selección por
pri ori dad .
Con frecuencia, en servicios con tipos concretos de disciplina,
como servicio de policía, asignación de ambulancias, gestión de
camas hospi talarias, y asignación de canales de comunicación,
es necesario rebajar los niveles de prioridad de los clientes
que esperan, con el fin de dar cobertura median te un numero de
servidores diseñado para razones de más alta prioridad. Un
sistema mul ti priorídades (cola asignada a nivel de prioridad) ,
no priori tario, mul ti servidor, es la solución a la gestión del
problema. En este tipo de sistemas, los clientes son
regi s trados de acuerdo a su ni vel de priori dad, a tendi éndoseles
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inmediatamente si el número de servidores dependientes de
prioridad es mayor que el número de pacientes esperando. En
caso de no ser atendido por estar ocupados, se les asigna a una
lista de espera (cartera de pedidos) en la ^ cola correspondiente
al mi smo ni vel de pri ori dad, que se a ti enden con cri terio FIFO .
El servicio mide el tiempo de espera de cada clase, incluyendo;
1) tipo de priorídad, 2) si es su segundo movimiento, y 3) su
distribución. Se ha considerado que los sistemas en los cuales
existen subsistemas de niveles de prioridad, pueden desbordar
1 mismo, o crear una demanda infini ta del sistema .
SCW081 Scott, Tom; Hailey, William A.
Queue Modeling Aids Economic Analysis at Health
Center.
Industrial Engineering v13, n2 (Feb 1981):pag 56-61.
Modelo de colas para el análisis económico de un
cen tro de sal ud .
La siguiente aplicación de colas representa un esfuerzo en el
análisis del sistema de telemetría del hospital comunitario
Wesley Long, de Carolína, y la comparación el modelo actual del
sistema con los sistemas que incluyen unidades adicionales. Se
utilizó como base de partida para comparar el sistema actual,
el modelo general M/M/c . El si s tema tel emé tri co anal i zado es
totalmente autónomo, inalámbrico, y dispone de un monitor,
siendo todos los elementos del sistema Ios que se han tenído en
cuen ta en el análisis, que en total ascienden a 16 uni dades
telemétricas. El objetivo a alcanzar, era establecer una
función económica que permitiera asumir el coste del sistema
telemétrico y el coste asociado a la espera de cada paciente,
en términos de equilibrio. Además se trata de diseñar la
cuantía de elementos servidores necesarios del sistema, así
como la reducción en término de tiempo medio de espera en el
sistema, por cada uno de e11os incluidos. De otra parte, se
tra ta de determinar cual es el cos te, o pérdi da po tenci al de
ingresos, por no disponer del número de elementos (servídores)
en el sistema adecuados a la demanda del servicío. E1 resumen
úl tímo, es que mediante este modelo, se puede conocer el número
de unidades adicionales necesarias, y por tanto, obtener una
decisión más eficiente incurriendo en un coste mínimo.
SEI084 Seila, Andrew F.
On Waiting Times for a Queue in Which Customers
Require Simultaneous Service from a Random Number of
Servers.
Operations Research v32, n5 (Sep/Oct 1984):pag
1181-1184.
Tíempo medio de permanencia en la cola por pacientes
que requieren servicio simultáneo de un número de
servidores aleatorio.
Se presen tó en 19 8 0, un trabaj o en el que el servi ci o era
multipuesto, con llegadas Poissonianas, demanda simultánea,
número de servi dores al ea tori o, con tasa de servi ci o i dén ti ca ,
y disciplina de Ia cola FIFO. E1 modelo presente, se centra en
el análisis del mismo aplicado a; un servício de urgencias,
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muelles de carga, o mantenimiento de sistemas, además de
demostrar su seguridad en los métodos de estimación. La
expresión formal apuntada, es expresión de un modelo de colas
estacionario, y concretamente en su segundo estadío, ofreciendo
así mismo, las tablas correspondíentes. Los resultados
obtenidos, demuestran que el coeficiente de variación de1
tiempo de permanencia en la cola es siempre mayor que la
unidad, y decreciente a medida que se incrementa la congestión
del sistema.
SHA082 Stano, Miron; Horwitz, Ronald M.; Aten, Ralph.
Reductions in Hospital Capacity: Physicians' Behavior
and the Administrators' Challenge.
Hospital Financial Management v36, n2 (Feb 1982):pag
14-20.
Reducciones de capacidad hospitalaria: comportamiento
médíco y rechazo administrativo.
El rápi do crecimi en to de 1 os gas tos naci onal es en ma teri a de
salud pública, es uno de los puntos de mayor preocupación, y de
debate político. En el estado de Washinton, se centro el
probl ema en tra tar de obtener un so1 u ci ón opera ti va al probl ema
del coste e ineficacias del sistema, además de dar cabida al
problema, local, de 1a saturación del mismo. Algunos apuntan,
que la saturación del sistema, exceso de demanda, ayudaría a
soportar los costes de1 sistema. Otros apuntan a que la
reducción de costes, repercutiría en una reducción en la
capacidad del sistema, y por tanto que debería existir una
solución más factible. La revisión de los modelos de gestión
hospi tal ari a indi can que cual qui er forma de regul a cí ón no es tá
acorde con el alto grado de control que poseen los médicos en
materia de decisión hospitalaria, por lo que serían ineficaces
las regulaciones, y se propone la utilización de modelos de
colas para tratar de mejorar los niveles del sistema. En este
sen ti do, apun tar que exi s ten un gran n úmero de ven taj as
potenciales que dan pie para aplícar los modelos de colas en el
sistema hospitalario.
SHI081 Shimshak, Daniel G.; Gropp Damico, Dru; Burden, Hope
D.
A Priority Queuing Model of a Hospital Pharmacy Unit .
European Journal of Operational Research v7, n4 (Aug
1981):pag 350-354.
Modelo de gestión de colas, con disciplina
prioritaria, aplicado a unídades de farmacia
hospi talaria .
Existen distintas alternativas de diseño para determinar el
modelo aplicabl e a la determinacíón del personal necesario que
cubra con eficíencia las necesidades de farmacia en un
hospital. Se utilizaron varios modelos de colas con este fin,
pero debido a la complejidad del problema, se proponen
distintas alternativas analíticas. Se realiza por tanto, un
cuadro que sumini s tra al ges tor del hospi tal un cuadro cl aro
del impacto del número de personal en referencia al servicio y
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los tiempos asocíados al mismo, en distin to tipo de
condi ci ones . Por tan to, se propone medir tres procedimi en tos
dístintos midiendo el grado de abastecimiento de la unidad de
farmacia. Los mismos son los siguien tes; 1) modelo de servidor
múltiple sin niveles de prioridad, 2) modelo con niveles de
pri ori dad, y 3) model o de co1 as con di s ci pl ina pri ori tari a y
servi ci o que garan ti ce Ias pri ori dades . Así mi smo, se ha
contemplado en el diseño de los modelos, los gastos en que se
incurre, así como, el cumpl imi en to en términos de ti empos
medios de servicio con el fin de determinar el nivel óptimo de
personal.
STA079 Stafford, Edward F., Jr.; Aggarwal, Sumer C.
Managerial Analysis and Decision-Making in Outpatient
Health Clinics.
Journal of the Operational Research Society v30, n10
(Oct. 1979) :pag 905-915.
Adopción de medidas y análisis administrativo de
clínicas de consultas externas.
Se aporta un modelo expl i ca ti vo de una cl íni ca de consul tas
externas, que duplíque la mayor parte de las condiciones
reales, tales como los distintos tipos de instalaciones, el
número de servidores, rutas de los pacientes, etc. Las pruebas
de validez del modelo aportado, mostraron que lo datos
obtenidos por la simulación, no se alejan de los que se
obtienen de 1a clínica tomada como contraste, por lo que se
mues tra evi den te 1 a opera ti ví dad del mi smo . El model o
propuesto, es extrapolable a más escenarios hospitalarios,
sistemas de gestión de acceso hospitalario, servicio de
urgencias, etc.
SW0093 Swoben, Jim.
M-based case-management system helps coordinate care
for AIDS patients.
Computers in Healthcare, M Technology Special Edition
(Jun 1993):pag 12-13.
Gestión mediante un sistema M-base para el cuidado de
pacientes de SIDA.
Se aporta un paquete de software destinado, con carácter
generalizado, a Ia utilización del mismo por organizaciones de
servicios humanitaríos. Los usuarios pueden personalizar el
registro, elegibilidad, cuotas y planificación de servicio. En
este caso se ha adoptado para la gestión y dirección de un tipo
concreto de pacientes, esto es, pacientes de SIDA. E1 sistema,
oríentado a la gestión de bases de datos y comunícaciones,
permite gestionar las colas generadas por el sistema, así como
gestionar 1as transferencias de registros, historiales, a
distintos tipos de ubicaciones.
TAS085 Talebi, Kayhan; Smith, James MacGregor.
Stochastic Network Evacuation Models.
Computers & Operations Research v12, n6 (1985):pag
559-577.
Modelos de evacuación (purga) de redes es tocás ti cas .
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Los modelos de purga de redes estocásticas, son cruciales para
la evacuación segura de Ios ocupantes de un edíficio. El modelo
se simula, para ver el comportamiento de la evacuación concreta
de un hospi ta1 . El estudio se fundamenta en un análisis de
casos prácticos centrados en el Centro Médico Universitario de
Massachusetts al centro de Worcester, Massachusetts. E1
problema se cen tra en el estudio del tercer piso del hospital,
duran te un turno nocturno . En el ci tado pi so, se ubi can todos
los pacientes de cuidados intensivos y de cirugía, apuntando
los tiempos de evacuación, los cuellos de botella, las rutas
óptimas de evacuación, así como el personal asignable a la
evacuación, de manera experimental. E1 modelo propuesto,
facilita mayor informacíón que los anteriores, siendo
sígnificativamente más eficaz en costes y menos complejo. Los
resul tados apuntan a que el modelo analí tico de la red, era una
herramienta muy efectiva para gestionar la cola, más flexible
y más económica para el análisis óptimo de las salidas.
WAY090 Wayner, Peter.
Distributed applications with vision. (designing
distributed systems)
UNIX Review v8, n6 (June, 1990):pag 58-63.
Aplicaciones distribuidas visualmente.
Sobre la seguridad de las redes de datos, comparando los costes
de las redes LAN frente a las redes UNIX, gestíonándolas desde
los modelos de colas, y la adecuación del concepto y de sus
costes al entorno hospitalario.
WEC087 Weiss, Elliott N.; McClain, John O.
Administrative Days in Acute Care Facilities: A
Queueing-Analytic Approach.
Operations Research v35, nl (Jan/Feb 1987) :pag 35-44.
Los días administrativos en unidades de cuidados
intensivos. El enfoque analítico de colas.
Después de la estadía de un paciente en la unidad de cuidados
intensivos, precisa una estancia en el centro, pendíente de su
hospitalización domiciliaria, o su internamiento en otra
sección. Este período de espera se le denomina "los días
administrativos", pues es una estancia no por motivos médicos.
E1 enfoque analítico del problema en términos de colas es una
de las soluciones aportadas, desde e1 punto de vista de la
descripción del fenómeno de colas. Comparando 1 os resultados
obtenidos vía analítica y los que aportan siete hospitales del
estado de Nueva York, se muestra la valídez, tanto práctica
como pol í ti ca . .
WIG089 Wilt, Allison; Goddin, Drew. (
Health care case study : simulating staf f ing needs and
work flow in an outpatient diagnostic center.
(Osteopathic Med. Center Philadelphia)
Industrial Engineering v21, n5 (May, 1989 ): pag 22 -27 .
Casos prácticos de salud pública; Simulación de las
necesidades de contratación y de las condiciones de
trabajo de un centro de consul tas externas .
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Se realiza el estudio del caso práctico del dentro médico
osteopático de Filadelfia, como centro de consultas externas.
El estudio se centra en las necesidades de personal a contratar
(servidores) de acuerdo al trabajo actual (demanda, flujo de
entrada). Se utilizó cierto paquete de software, ya que
permitía la simulación de los datos estadísticos y por su
flexibilidad partiendo de datos en formato Lotus 1-2-3 . En
concreto los parámetros que se podían controlar son; 1) tipo de
consulta, 2) condiciones del sistema, 3) tipo de distribución
del tiempo de servicío, y 4) condiciones al inicio de la
consulta. De acuerdo a los patrones marcados por la estadística
conoci da, da tos hi s tóri cos , se de terminó que el ti empo medi o
necesario para realizar la simulación de cualquier día del
centro no debía superar los cuatro minutos de duración. Con
base en los resul tados de Ia simulación realizada, se diseño la
plantilla necesaria para las demandas conocidas y estimadas del
centro, así como los demás niveles que garan tizasen el buen
f un ci onami en to del cen tro .
WOR087 Worthington, D. J.
Queueing Models for Hospital Waiting Lists.
Journal of the Operational Research Society v38, n5
(May 1987):pag 413-422.
Modelos de colas, para listas de espera
hospitalarias.
Las listas de espera hospitalarias, han sído uno de los
principales males de la salud pública británica desde 1948. A
través de los años, las mencionadas listas han si do centro de
debate político y médico, así como un gran negocio para la
investigación científica . El resul tado que mayor éxi to ha
tenido para controlarlas, son el sistema de "agendas", en el
cual, a los pacientes se les facili ta la fecha de 1a consul ta,
en orden prioritario de acuerdo a su estancia en las
mencionadas listas. En el trabajo, se aportan las conclusiones
sobre las aplicaciones de colas que facilíten a la dirección de
los centros las implicaciones que tiene el efecto de la
retroalimentación de las listas. El centro de las discusiones
es el informe aportado por el colegio médico (1984) , en el que
pacientes y médicos, urgen a díscutir las distintas
alternativas a1 fenómeno de las listas de espera. E1 análisis
sugiere que el efecto de la retroalimentación de las lístas, es
un factor importante en su crecimiento. por lo que las
conclusiones van hacia la linea de mantene4r una combinación de
pacientes que esperan entrar en el sistema y a la vez esperan
no estar ubicados en una lista de espera poco estable. Las
aportaciones del colegio médico no son del todo beneficiosas
para el sistema y las listas de espera.
WOR088 Worthington, David.
A Normal Approximat ion f or the M(^Q )/G/ S//N Queue ing
Model.
Journal of the Operational Research Society v39, n10
(Oct 1988):pag 973-976.
Aproxima ción a la Normal del modelo de colas
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M (^Q) /G/S/ /N
Cierto estudio (en 1988) índicaba que se estaba utilizando para
construir modelos de colas de listas de espera, un modelo de
colas con variable de distribución exponencial fini ta . En el
estudio se utilizó una aproximación a la Normal, indicando que
era vál i do, en caso de al tas in tensi dades de tráfí co . Se
fundamenta Io anterior en un trabajo empírico, en el que el
cumplimiento de la aproximación, se comparó en el caso de
determinadas causas y para el caso de que los resultados que se
obtuvieran fuesen exactos . La expresión de la aproximación a la
Normal, demuestra la importancia de la función de distribución
deI tiempo de servicío, y del coeficiente de variación. En el
presen te trabaj o, demues tra que 1 a aproximaci ón a 1 a Normal , es
más conveni en te que el traba j o numéri co in tensi vo el cual
requiere resultados exactos. En el presente trabajo se modifica
el planteamiento inicial del modelo, haciendo un cambio de
variable. Partiendo de una situación en el que el modelo de
cálculo se convierte en excesivamente complicado, por la
característica de ser población finita, redenominandolo en
función de la variable ^Q expresión del tráfico de llegadas de
las listas de espera.
WOR091 Worthington, D. J.;Brahimi, M.
Queueing Models for Out-Patient Appointment Systems
- A Case Study.
Journal of the Operational Research Society v42, n9
(Sep 1991):pag 733-746.
^ Modelo de ^colas para sistemas de pacientes externos:
Caso práctico.
Desarrolla un modelo de colas con variable tiempo, dependiente,
para la aplicacíón práctica en un hospital, susceptible de
mejorar su sistema de citas para pacientes de consultas
externas. El enfoque de la reducción de las listas de espera
hospitalaria, es distinto a los clásicos, requiriendo un
enfoque a mayor ni vel, o incluso desarrollar un modelo más
de tallado a j us tado al probl ema . El enfoque propues to es
facilitar una herramienta a los gestores, que deberían tener a
su disposición ante problemas de este tipo. La fortaleza del
modelo, radi ca en 1 a capaci dad que ti ene para expl i car, con un
modelo básico, el comportamiento del sistema de citas, de
manera convincente y conveniente. La experiencia obtenida en
este caso práctico, demuestra que es necesario seguir
investigando en los modelos de gestión de consul tas externas,
concertación de ci tas, etc. El modelo propuesto es sencillo,
con lo que se puede convencer a los gestores hospitalario de su
utilización para optímizar el servicio. '
WOR191 Worthington, David.
Hospital Waiting List Management Models.
Journal of the Operational Research Society v42, n10
(Oct 1991):pag 833-843.
Model o de ges ti ón de 1 i s tas de espera hospi tal ari as .
En el Reino Unido son un problema importante, Ias listas de
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espera hospi tal arias que posee el servi ci o públ i co de sal ud . De
una parte se hacen necesarias Ias listas de espera, ya que
tra tan de evi tar todo aquel s u j e to que no necesi ta realmen te
1os servicios de salud, disponiendo de los servicios para los
pacientes que realmente lo necesiten, sin embargo, existe un
desequilibrio entre los demandantes y oferentes de servicios
sani taríos muy ampl i o. Duran te cua tro años se trabaj ó j un to con
nueve asesores para dar respuesta a las listas de espera, así
como las soluciones alternativas propuestas. El objetivo era
lograr al gún modelo computerizado que pudiera dar una
respuesta, a las preguntas de los asesores. En todos los casos
anal i zados , el servi ci o públ i co di o un soporte vá1 i do a todo el
proceso, que determino la validez de los modelos de colas, como
herramientas útiles de discusión constructiva de los problemas
encargados, tanto para asesores, como para gestores
hospitalarios.
WOR093 Worthington, David; Brahimi, Mammar.
Improving out-patient appointment systems.
International Journal of Health Care Quality
Assurance v6, nl (1993):pag 18-23.
Mejoras en los sístemas de cí tas de pacientes
externos.
Se describe, en el artículo, Za aplicación de dirección de
operaciones, que ha tenido éxito en la Real Enfermería del
Hospital de Lancaster, en el Reino Unido. Las clínicas
especificas analizadas, tenían que verifícar el progreso de los
pací en tes tra tados con an teri ori dad por el servi ci o de
Urgencias. En todos los casos estudiados, se poseían un nivel
de conges tión al to, en el que 1 os paci en tes esperaban medi a
hora, para recibir consulta de dos, o tres, minutos. La
dirección hospitalaria, deseaba dos líneas de investigación; 1)
rediseñar el sístema de citas, y 2) las causas del número
excesivo de repeticiones de visita. Se trató de enfocar el
problema bajo el prisma de los modelos de colas, en aras de
poder abarcar el mayor número de escenarios posibles, así como,
ser capaces de real i zar pronós ti cos del comportami en to di ario
de ci tas, y para los si s temas al terna ti vos de ci tas . Los
resultados obtenidos, demostraron que se puede realizar un
avance significativo en la reducción de las listás de espera,
mediante el uso de modelos simples de colas, además de
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Departamento / T'ipo Var(xJ E(xJ CV2=V/E2 Distribución k=1^V2 Dt(x]
Ingresos T TS 70.957,99 2.946, 33 0,01 Erlang 122,3 266,38
Estancia Media T TS 0, 49 10, 87 0, 00 Erlang 239, 6 0, 70
En Espera T TS 236.052, 60 3.301, 70 0, 02 Erlang 46, 2 485. 85
Prineras T 1 TS 5.388.698,00 12.330, 93 0, 04 Erlang 28, 2 2.321, 36
Prineras T 1 TD 17.907.378, 00 11.966, 83 0,13 Erlang 8, 0 4.231, 71
Segundas T 2TS 20.205.818, 00 29.424, 88 0, 02 Erfang 42, 9 4.495, 09
SegundasT 2TD 79.934.513,00 22.451,00 0,16 Erlang 6,3 8.940,61
Otras T OTD 25.626. 746, 00 11.855, 25 0,18 Eriang 5, 5 5.062, 29
Total Demandas T TD 316.841.780,00 46.273,08 0,15 Erlang 6,8 17.800,05
IQ T TS 163.530, 90 1.254, 98 0,10 Erlang 9, 6 404, 39
Ingresos 1 1 S 33.621, 09 1. 754, 08 0, 01 Erlang 91, 5 183, 36
Estancia Media 1 1 S 2, 69 13, 59 0, 01 Erlang 68, 7 1, 64
En Espera 1 1 S 164. 444, 60 2.391, 40 0, 03 Erlang 34, 8 405, 52
Prim eras 1 11 S 1.060.271, 00 5.959, 58 0, 03 Erlang 33, 5 1.029, 69
Segundas 1 21S 4.169.254,00 15.883,65 0,02 Erlang 60,5 2.041,88
IQ 1 1 S 61.832, 54 702, 85 0,13 Erlang 8, 0 248, 66
Ingresos 2 2S 10. 702, 54 1.170, 73 0, 01 Erlang 128,1 103, 45
Estancia Media 2 2S 0, 46 5, 84 0, 01 Erlang 75, 0 0, 67
En Espera 2 2S 27.165,11 905, 85 0, 03 Erlang 30, 2 164, 82
Prim eras 2 21 S 1.420.145, 00 6.180, 68 0, 04 Erlang 26, 9 1.191, 70
Segundas 2 22S 7.214.207, 00 12.857, 30 0, 04 Erlang 22, 9 2.685, 93
IQ 2 2S 31.810, 06 556, 65 0,10 Ertang 9, 7 178, 35
Alergia 1S 1.312,00 113,12 0,10 Erlang 9, 8 36,22
Alergia 2S 22.067,14 430, 75 0,12 Erlang 8, 4 148,55
Alergia 1 D 3.421, 30 93, 25 0, 39 Erlang 2, 5 58, 49
Alergia 2D 53.269, 54 371, 42 0, 39 Erlang 2, 6 230, 80
Alergia OD 19.189,24 102,17 1,84 Hiperexponencial 0,5 138,53
Alergia ^ TD 148.140, 70 566, 83 0, 46 Erlang 2, 2 384, 89
Cardiología 1S 8.888,09 550,25 0,03 Erlang 34,1 94,28
Cardiología 2S 84.452, 61 1.553,12 0, 04 Erlang 28, 6 290, 61
Cardiología 1 D 23.351,17 281, 58 0, 29 Erlang 3, 4 152, 81
Cardiología 2D 115.853,50 505,92 0,45 Erlang 2,2 340,37
Cardiología OD 58.296, 27 414, 42 0, 34 Erlang 2, 9 241, 45
Cardiología TD 458.825, 00 1.201,92 0,32 Erlang 3,1 677,37
Cirugía Cardíaca 1 S 21, 72 5, 65 0, 68 Erlang 1, 5 4, 66
Cirugía Cardíaca 2S 2.140, 42 77, 87 0, 35 Erlang 2, 8 4fi, 26
Cirugía Cardíaca 1 D 14, 27 7, 42 0, 26 Erlang 3, 9 3, 78
Cirugía Cardíaca 2D 2. 743, 36 93, 42 0, 31 Erlang 3, 2 52, 38
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Cirugía Cardíaca TD 3.007, 79 100, 83 0, 30 Erlang 3, 4 54, 84
Cirugía General 1 S 24.127, 45 925, 85 0, 03 Erlang 35, 5 155, 33
Cirugía General 2S 50.745, 95 1.480, 44 0, 02 Ertang 43, 2 225, 27
Cirugía General 1 D 85.071, 80 952, 00 0, 09 Erlang 10, 7 291, 67
Cirugía General 2D 343.329, 00 1.479, 25 0,16 Erlang 6, 4 585, 94
Cirugía General OD
Cirugía General TD 745.139, 00 2.431, 25 0,13 Eriang 7, 9 863, 21
Cirugía Plast. Inf. 1 S 15, 89 8,15 0, 24 Erlang 4, 2 3, 99
Cirugía Plast. Inf. 2S 281, 36 40, 28 0,17 Erlang 5, 8 16, 77
Cirugía Plast. Inf. 1 D 60, 45 7, 50 1, 07 casí Exponencial 0, 9 7, 78
Cirugía Plast. Inf. 2D 329,17 36,42 0,25 Erlang 4,0 18,14
Cirugía Plast. lnf. OD
Cirugía Plast. Inf. TD 596, 63 43, 92 0, 31 Erlang 3, 2 24, 43
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Cirugía Plástica 1S 905, 79 145,15 0,04 Erlang 23,3 30,10
Cirugía Plástica 2S 21.510, 20 632, 85 0, 05 Erlang 18, 6 146, 66
Cirugía Plástica 1D 6.467,52 170,67 0,22 Erlang 4,5 80,42
Cirugía Plástica 2D 105.037, 00 585, 50 0, 31 Erlang 3, 3 324, 09
Cirugía Plástica OD
Cirugía Plástica TD 144.127,00 756,17 0, 25 Erlang 4,0 379, 64
Cirugía Torácica 1 S 49, 88 13, 59 0, 27 Erlang 3, 7 7, 06
Cirugía Torácica 2S 354,18 63, 50 0, 09 Erlang 11, 4 18, 82
Cirugía Torácica 1 D 48, 57 14, 75 0, 22 Erlang 4, 5 6, 97
Cirugía Torácica 2D 1.116,45 67,50 0,25 Erlang 4,1 33, 41
Cirugía Torácica OD
Cirugía Torácica TD 1.456, 75 82, 25 0, 22 Erlang 4, 6 38,17
Cirugía Vascular 1 S 2.408, 97 124, 75 0,15 Erlang 6, 5 49, 08
Cirugía Vascular 2S 5.926,18 212, 70 0,13 Erlang 7, 6 76, 98
Cirugía Vascular 1 D 11.032, 60 158, 75 0, 44 Erlang 2, 3 105, 04
Cirugía Vascular 2D 17.177,10 242, 75 0, 29 Erlang 3, 4 131, 06
Cirugía Vascular OD 143,00 4,50 7,06 Hiperexponencial 0,1 11,96
Cirugía Vascular TD 48.455, 60 406, 00 0, 29 Erlang 3, 4 220,13
Dennatología 1 S 94.572, 54 866, 97 0,13 Erlang 7, 9 307, 53
Dennatología 2S 71.616,73 707,33 0,14 Erlang 7,0 267,61
Dermatología 1D 225.006,00 880,67 0,29 Erlang 3,4 474,35
Dermatología 2D 243.013, 00 997, 08 0, 24 Erlang 4,1 492, 96
Dermatología OD 3.877,90 35,08 3,15 Hiperexponencial 0,3 62,27
Dermatología TD 970.000, 00 1.912, 83 0, 27 Erlang 3, 8 984, 89
Digestivo 1 S 5.115, 79 510,15 0, 02 Erlang 50, 9 71, 52
Digestivo 2S 24.990, 55 942, 30 0, 03 Erlang 35, 5 158, 08
Digestivo 1 D 39.992, 80 572, 75 0,12 Erlang 8, 2 199, 98
Digestivo 2D 174.495, 00 997, 75 0,18 Ertang 5, 7 417, 73
Digestivo OD 58.494, 70 293,17 0, 68 Erlang 1, 5 241, 86
Digestlvo TD 702.109, 00 1.863, 6 7 0, 20 Erlang 4, 9 837, 92
Endocrinología 1 S 5.027, 83 286, 07 0, 06 Erlang 16, 3 70, 91
Endocrinología 2S 78.607, 53 1.168, 40 0, 06 Erlang 17, 4 280, 37
Endocrinología 1 D 17.004, 20 257, 67 0, 26 Erlang 3, 9 130, 40
Endocrinología 2D 181.783,00 717,50 0,35 Erlang 2,8 426,36
Endocrinología OD 4.287, 90 37, 92 2, 98 Hiperexponencial 0, 3 65, 48
Endocrinología TD 360.240,00 1.013,08 0,35 Erlang 2,8 600,20
Ginecología 1 S 63.665,15 846, 32 0, 09 Erlang 11, 3 252, 32
Ginecología 2S 368.366,12 2.247,19 0,07 Erlang 13, 7 606, 93
Ginecología 1D 107.509,00 729,75 0,20 Erlang 5,0 327,89
Ginecología ^ 2D 761.860, 00 1.634,17 0,29 Erlang 3,5 872,85
Ginecología OD 100.934, 00 696, 33 0, 21 Erlang 4, 8 317, 70
Ginecología TD 2.064.400, 00 3.060, 25 0, 22 Erlang 4, 5 1. 436, 80
Hem atología 1 S 836, 51 52, 73 0, 30 Erlang 3, 3 28, 92
Hematología 2S 317.183,13 910, 70 0, 38 Erlang 2, 6 563,19
Hem atotogía 1 D 652, 57 53, 75 0, 23 Erlang 4, 4 25, 55
Hem atología 2D 42.542, 20 519, 33 0,16 Erlang 6, 3 206, 26
Hematología OD 3.258, 81 64, 42 0, 79 casi Exponencial 1, 3 57, 09
Hematología TD 66.707, 90 637,50 0,16 Erlang 6,1 258, 28
Medicina Interna A 1 S 5.988, 42 226, 96 0,12 Erlang 8, 6 77, 38
Medicina Interna A 2S 6.812,59 449,96 0,03 Ertang 29, 7 82,54
Medicina Interna A 1 D 67, 79 14,17 0, 34 Erlang 3, 0 8, 23
Medicina Interna A 2D 5.674,36 133,00 0,32 Erlang 3,1 75,33
Medicina Interna A OD
Medicina Interna A TD 6. 733, 24 147,17 0, 31 Erlang 3, 2 82,06
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Medicina Interna B 1S 493,71 39,05 0,32 Erlang 3,1 22.22
Medicina Interna B 2S 11.020, 68 250, 78 0,18 Eriang 5, 7 104, 98
Medicina Interna B 1 D 40, 63 13, 58 0, 22 Eriang 4, 5 6, 37
Medicina Interna B 2D 614,27 52,50 0,22 Erlang 4,5 24, 78
Medicina Interna B OD
Medicina Interna B TD 837,36 66,08 0,19 Erlang 5,2 28,94
Medicina Interna C 1 S 48, 39 17, 48 0,16 Erlang 6, 3 6, 96
Medicina Interna C 2S 623,11 96, 25 0, 07 Erlang 14, 9 24, 96
Mediclna Interna C 1 D 66, 45 20, 92 0,15 Erlang 6, 6 8,15
Medicina Intema C 2D 1.821, 79 88, 83 0,23 Erlang 4, 3 42, 68
Medfcina Interna C OD
Medicina Interna C TD 2.418,20 109,75 0,20 Eilang 5,0 49,18
Medicina Interna I 1S 15,77 7,58 0,27 Erlang 3,6 3,97
Medicina Interna I 2S 478, 90 54, 50 0,16 Erlang 6, 2 21, 88
Medicina Interna 1 1 D 28, 27 8, 58 0, 38 Erlang 2, 6 5, 32
Medicina Interna I 2D 1.170, 63 57, 08 0, 36 Erlang 2, 8 34, 21
Medicina Interna I OD
Medicina Interna I TD 1.513, 70 65, 67 0, 35 Erlang 2, 8 38, 91
Neirología 1 S 204, 49 30, 87 0, 21 Erlang 4, 7 14, 30
Nefrología 2S 14.626, 97 316, 52 0,15 Erlang 6, 8 120, 94
Nefrología 1 D 143, 06 30, 83 0,15 Erlang 6, 6 11, 96
Neirología 2D 23.043, 70 306, 33 0, 25 Erlang 4,1 151, 80
Nefrología OD
Nefrología TD 24.382, 90 337,17 0, 21 Erlang 4, 7 156,15
Neumología 1 S 3.589, 68 519, 42 0, 01 Erlang 75, 2 59, 91
Neumología 2S 13.990,26 1.204,17 0,01 Erlang 103,6 118,28
Neumología 1 D 12.823,10 260, 83 0,19 Erlang 5, 3 113, 24
Neumología 2D 116.700,00 702,17 0,24 Erlang 4,2 341,61
Neumología OD 33.886,20 173,33 1,13 casi Exponencial 0,9 184,08
Neumología TD 302. 773, 00 1.136, 33 0, 23 Erlang 4, 3 550, 25
Neurocirugía 1S 539, 74 56, 77 0,17 Erlang 6,0 23,23
Neurocirugía 2S 1.389, 60 115, 58 0,10 Erlang 9, 6 37, 28
Neurocirugía 1 D 1.249, 66 44, 25 0, 64 Erlang 1, 6 35, 35
Neurocirugía 2D 5.444, 45 97, 08 0, 58 Erlang 1, 7 73, 79
Neurocirugía OD
Neurocirugía TD 11.445, 90 141, 33 0, 57 Erlang 1, 7 106, 99
Neurología 1S 1.133,68 160,50 0,04 Erlang 22,7 33,67
Neurología 2S 8.887,58 341,13 0,08 Erlang 13,1 94,27
Neurología 1 D 13.276, 60 184, 67 0, 39 Erlang 2, 6 115, 22
Neurología 2D 44.610, 40 315, 08 0, 45 Erlang 2, 2 211, 21
Neurología OD
Neurología TD 90.188, 80 499, 75 0, 36 Erlang 2, 8 300, 31
Obstetricia 1 S 2.297, 78 207,18 0, 05 Erlang 18, 7 47, 94
Obstetricia 2S 38. 412, 35 889,17 0, 05 Erlang 20, 6 195, 99
Obstetricia 3S 776, 76 250, 42 0, 01 Erlang 80, 7 27, 87
Obstetricia 1 D 4.694, 61 205, 33 0,11 Erlang 9, 0 68, 52
Obstetricia 2D 26.939,40 607,08 0,07 Erlang 13,7 164,13
Obstetricia OD 47.332, 30 351,17 0, 38 Erlang 2, 6 217, 56
Obstetricia TD 160.078, 00 1.163, 58 0,12 Erlang 8, 5 400,10
Oftatm ología 1 S 75.679, 37 1.496, 82 0, 03 Erlang 29, 6 275,10
Oftatm ología 2S 80. 963, 33 2.683, 42 0, 01 Erlang 88, 9 284, 54
Oftatrnología 1 D 292.790,00 1.623, 75 0,11 Erlang 9,0 541,10
Oftalmología 2D 371.860,00 1.969,17 0,10 Erlang 10,4 609,80
Oftalmología OD 25.259, 40 146, 83 1,17 casi Exponencial 0, 9 158, 93
Oftatfnología TD 1.420.820,00 3.739,75 0,10 Erlang 9,8 1.191, 98
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Oncología 1 S 183,13 31, 23 0,19 Erlang 5, 3 13, 53
Oncología 2S 23.820,19 357,67 0,19 Erlang 5, 4 154,34
Oncología 1 D 247, 97 17,17 0, 84 casi Exponencial 1, 2 15, 75
Oncología 2D 51.533, 90 501, 42 0, 20 Erlang 4, 9 227, 01
Oncología OD 198.797,00 824,08 0,29 Erlang 3,4 445,87
Oncología TD 452.240,00 1.342,67 0,25 Erlang 4,0 672,49
ORL 1S 29.289, 74 1.086,00 0,02 Erlang 40,3 171,14
ORL 2S 66. 758, 72 1.518, 88 0, 03 Erlang 34, 6 258, 38
ORL 1D 181.962,00 1.221,25 0,12 Ertang 8,2 426,57
ORL 2D 422.818, 00 1.563, 75 0,17 Erlang 5, 8 650, 24
ORL OD 3.698, 45 57,08 1,14 casi Exponencial 0, 9 60, 81
ORL TD 1.140.327,00 2.842,08 0,14 Erlang 7,1 1.067,86
Pediatría 1 S 3.571, 98 235, 32 0, 06 Erlang 15, 5 59, 77
Pediatría 2S 55. 745, 06 924,17 0, 07 Erlang 15, 3 236,10
Pediatría 1 D 14.000, 60 231, 67 0, 26 Erlang 3, 8 118, 32
Pediatría 2D 280.440,00 871,83 0,37 Erlang 2,7 529,57
Pediatría OD 15.652,30 184,50 0,46 Erlang 2,2 125,11
Pediatría TD 555.085, 00 1.288, 00 0, 33 Erlang 3, 0 745, 04
Psiquiatría 1S 4.741,13 330,92 0,04 Erlang 23,1 68,86
Psiquiatría 2S 22.980, 20 692, 03 0, 05 Erlang 20, 8 151, 59
Psiquiatría 1 D 6.396, 00 166, 00 0, 23 Erlang 4, 3 79, 97
Psiquiatría 2D 63.607, 40 470, 92 0, 29 Erlang 3, 5 252, 21
Psiquiatría OD 6.059,17 139, 58 0, 31 Erlang 3, 2 77, 84
Psiquiatría TD 160. 428, 00 776, 50 0, 27 Erlang 3, 8 400, 53
Quem ados 1 S 52,15 17, 92 0,16 Erlang 6, 2 7, 22
Quemados 2S 459, 91 60, 02 0,13 Erlang 7, 8 21, 45
Quemados 1 D 49,17 17, 58 0,16 Ertang 6, 3 7, 01
Quemados 2D 212,24 71,67 0,04 Erlang 24,2 14,57
Quemados OD
Quem ados TD 363, 48 89, 25 0, 05 Erlang 21, 9 19, 07
Reumatología 1S 1.711,10 111,45 0,14 Erlang 7,3 41,37
Reumatología 2S 19.370, 46 429, 82 0,10 Erlang 9, 5 139,18
Reum atología 1 D 8.689, 64 132, 00 0, 50 Erlang 2, 0 93, 22
Reum atología 2D 83. 447, 20 385, 33 0, 56 Erlang 1, 8 288, 87
Reumatología OD
Reumatología TD 140.988,00 517,33 0,53 Erlang 1,9 375,48
Salud Mental 1 S 35.217, 36 316, 83 0, 35 Erlang 2, 9 187, 66
Salud Mental 2S 1.279.974, 61 1.639, 62 0, 48 Erlang 2,1 1.131, 36
Salud Mental 1D 302,63 17,08 1,04 casi Exponencial 1,0 17,40
Salud Mental 2D 5.645, 54 75, 42 0, 99 casi Exponencial 1, 0 75,14
Salud Mental OD
Salud Mental TD 8.374, 82 95, 20 0, 92 casi Exponencial 1,1 91, 51
Traumatología 1 S 134.269, 47 1.651, 98 0, 05 Erlang 20, 3 366, 43
Traumatología 2S 251.978,62 3.600,17 0,02 Erlang 51,4 501,97
Traumatología 1 D 298.323,00 1.710, 75 0,10 Erlang 9, 8 546,19
Traumatología 2D 770.729, 00 2.605,75 0,11 Erlang 8,8 877,91
Traumatología OD 154,08 3,58 12,00 Hiperexponencial 0,1 12,41
Traumatología TD 2.012.437, 00 4.320, 08 0,11 Erlang 9, 3 1.418, 60
UCI Ing 261,17 136, 53 0, 01 Erlang 71, 4 16,16
UCI EM 0, 59 5, 88 0, 02 Erlang 59, 2 0, 76
UCI 1995 1D 150, 99 140, 92 0, O1 Erlang 131,5 12, 29
ULM 1S 29, 51 8, 53 0, 41 Erlang 2, 5 5, 43
ULM 2S 586, 46 71, 3^ 0,12 Erlang 8, 7 24, 22
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ULM 1D 11,48 5,75 0,35 Erlang 2,9 3,39
ULM 2D 1.906,64 72,50 0,36 Erlang 2,8 43,67
ULM OD
U LM TD 2.164, 20 78, 50 0, 35 Erlang 2, 8 46, 52
Urgencias Dia 875,72 376,93 0,01 Erlang 162,2 29,59
Urgencias Mes 1.022.353, 00 11.476, 90 0, 01 Erlang 128, 8 1.011,11
Urgencias Ing 21.704,04 1.876,08 0,01 Erlang 162,2 147,32
Urgencias Prs 0, 00420 64, 23% 0, 01 Ertang 98, 3 0, 06
Urgencias Tasa 0,00052 17,04% 0,02 Eriang 56,2 0,02
Urología 1S 16.413,22 538,03 0,06 Eriang 17,6 128,11
Urología 2S 49.454, 66 1.461, 87 0, 02 Erlang 43, 2 222, 38
Urología 1 D 75.501, 50 656, 33 0,18 Erlang 5, 7 274, 78
Urología 2D 527.109,00 1.293,25 0,32 Eriang 3,2 726,02
Urología OD 33.688, 80 224, 92 0, 67 Erlang 1, 5 183, 55
Urología TD 1.285.519,00 2.174,50 0,27 Ertang 3,7 1.133,81
• Tlpo ERLANG 199 93,4%
T'ipo casi EXPONENCIAL 9 4,2%
Tlpo HIPEREXPONENCIAL 5 2,3%
Total datos I 213,00 100%
Cce^ciente de variación al cuadrado
Máximo Mínímo Medio
Tipo ERLANG 0,6806 0,0042 0,1925
Tipo casi EXPONENCIAL 1,1716 0, 7853 1,0100
Tipo HIPEREXPONENCIAL 12,0002 1,8384 5,4067
Inversa C.V.C. = Grado
Máxlmo Mín/mo Medlo
Tipo ERLANG 239, 5533 1, 4693 18, 9755
Tipo casi EXPONENCUIL 1,2733 0,8535 1,0075
Tipo HIPEREXPONENCIAL 0,5440 0,0833 0,2843
Llamadas atendidas 14.116,46 656,18 0, 03 Erlang 30, 5 118,81
Lamadas no atendidas 21.666, 84 235, 93 0, 39 Erlang 2, 6 147, 20
Llamadas total 45.455, 78 982,10 0, 05 Erlang 21, 2 213, 20
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ANEXO I!
Análisis de la pennancencia en la cola pendiente de servicio^ en tres centros de asistencia primaria.
Minutos Muestra 1 % Muestra 2 % Muestra 3 % Media °^6 medio
<3 855 30, 30°.6 502 19, 69% 371 24, 46% 576 24, 82°^
^ 358 12, 69% 205 8, 04% 164 10, 81 °.6 242 10, 51 %
-7 261 9, 25°.6 178 6, 98% 150 9, 89°^ 196 8, 71 %
-8 109 3, 86% 101 3, 96% 58 3, 82% 89 3, 88°^
-9 117 4,15% 112 4,39% 31 2,04% 87 3,53°^
-10 127 4, 50°^ 118 4, 63% 40 2, 64% 96 3, 92°.6
-15 533 18, 89°^ 478 18, 75% 217 14, 30% 409 17, 31 %
>20 462 16,37% 855 33,54% 486 32,04°.6 601 27,32%
2822 1517
Total Total °^6
menos de 3 1.728 25,09°^
de 3 a 5 727 10, 55°^
de 5 a 7 589 8, 55°^
de 7 a 8 268 3, 89°.6
de 8 a 9 260 3, 77°^
de 9 a 10 285 4,14°^
de 10 a 15 1.228 17, 83%
más de 20 1.803 26,18%
Pr (menos de 10') M1 64, 74%
Pr (menos de 10') M2 47, 70°r6
Pr (menos de 10') M3 53,66%
Pr (menos de 10') Total 56,00%
Permanencia media en minutos
más de 20 menos de 3
26°^ .......... ^::: 24°^
2.296
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ANEXO III
Análisis de las Ilamadas recibidas, atendidas y no atendidas en 40 días de servicio.
Dia Atendidas No Atend Atendidas No Atendidas T med
1 737 471 61 % 39°^6 4:29
2 747 414 64°^6 36°6 4:06
3 628 925 40°^ 6fl°6 3:56
4 638 351 65°^6 35% 3:40
5 573 162 78°^ 22% 3:15
6 714 2a6 78°^ 22% 3:38
7 6fl8 119 84°^ 16% 3:33
8 534 81 87°^ 13°^ 3:16
9 525 106 83°6 17% 3:22
10 428 72 86°^ 14°^6 3:25
11 562 190 74°^6 26°^6 4:11
12 569 203 73°^6 27°^ 3:47
13 560 122 82°^6 18% 3:19
14 508 115 82°^6 18°^ 3:21
15 419 69 86°^ 14°^6 3:18
16 799 293 73°^6 27°^6 3:37
17 737 274 73°,6 27°^6 3:36
18 723 245 75°^ 25°^6 4:00
19 721 215 77°^6 23°,6 3:38
20 597 267 69°,6 31 °^6 3:39
21 716 312 70°^ 30°^ 4:32
22 637 357 64°^ 36°^6 4:46
23 641 339 65°,6 35°,6 3:38
24 612 324 65°^6 35°,6 4:18
25 642 201 76% 24°i6 4:00
26 748 318 70°^6 30°^ 4:55
27 819 229 78°^ 71°^ 4:06
28 783 190 80°^6 20°^ 3:57
29 660 177 79°^6 21 °^6 4:31
30 706 127 85% 15°^6 3:37
31 818 196 81 °^6 19°^ 3:56
32 784 272 74°^6 26°^ 4:08
33 790 160 83°^ 17°^6 3:42
34 785 221 78°^ 22°^ 4:08
35 717 117 86% 14°^ 3:25
36 841 163 84°^ 16°^6 3:42
37 332 88 79°^6 21 °^ 3:45
38 706 268 72°^6 28°^ 3:39
39 638 212 75% 25°,6 3:27
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Análisis citas telefónicas. dispersióNconcentración horaria.
Día analizado Atendidas Totai Media
H ora 13 14 15 16 17 20 21 22 23 24
8 27 26 15 18 11 21 29 18 17 20 202 20,2
9 74 51 SA 56 59 6A 69 72 50 58 617 61,7
10 81 62 82 70 79 81 92 96 67 75 784 78,4
11 66 0 63 77 72 86 87 82 80 76 689 68,9
12 77 0 84 71 56 85 79 79 79 74 683 68,3
13 93 0 75 72 80 102 94 87 75 86 764 76,4
14 79 0 54 ^ 38 78 86 81 43 51 559 55,9
15 67 0 69 53 32 57 63 50 62 47 500 50
16 70 39 56 47 43 53 52 54 51 45 509 50,9
17 76 57 43 32 40 63 53 50 39 36 489 48,9
18 68 49 52 40 28 57 46 37 38 36 451 45,1
19 39 33 33 38 22 46 44 32 41 23 351 35,1
20 23 15 21 15 17 24 21 15 17 15 183 18,3
840 332 705 638 576 822 815 752 659 642 6781 678,1
Día analizado No Atendidas Total Media
Hora 13 14 15 16 17 20 21 22 23 24
8 6 19 15 10 14 33 2 6 39 6 150 15
9 10 24 31 26 10 22 13 12 47 5 200 20
10 20 25 23 23 23 31 21 21 44 10 241 24,1
11 16 0 25 15 46 18 19 14 79 23 255 25,5
12 10 0 22 28 53 42 20 22 87 36 319 31,9
13 21 0 26 34 11 16 17 22 50 13 210 21
14 26 0 36 26 17 10 22 10 22 10 179 17,9
15 9 0 22 8 12 0 19 14 14 4 102 10,2
16 13 5 12 6 25 7 10 9 5 20 112 11,2
17 9 5 4 9 19 7 6 7 21 20 107 10,7
18 9 2 23 10 9 11 2 36 14 23 139 13,9
19 5 6 22 5 1 16 7 28 0 10 100 10
20 5 0 6 0 25 6 3 29 0 2 76 7,6
159 86 267 200 265 219 161 230 422 181 2190 219
Día analizado TOTAL Total Media
Hora 13 14 15 16 17 20 21 22 23 24
8 33 45 30 28 25 54 31 24 56 26 352 35,2
9 84 75 90 82 69 91 82 84 97 63 817 81,7
10 101 87 105 93 102 112 113 116 111 85 1025 102,5
11 82 0 88 92 118 104 106 96 159 99 944 94,4
12 87 0 106 99 108 127 99 101 166 109 1002 100,2
13 114 0 101 106 91 118 111 108 125 99 974 97,4
14 106 0 90 75 55 88 108 91 65 61 738 73,8
15 76 0 91 61 44 57 82 64 76 51 602 60,2
16 83 44 67 53 .68 60 62 63 56 ^ 621 62,1
17 85 62 47 41 59 70 59 57 60 56 596 59,6
18 77 51 75 50 37 68 4$ 73 52 SA 590 59
19 44 39 56 43 23 62 51 60 41 33 451 45,1
20 28 15 27 15 42 30 24 44 17 17 259 25,9
999 418 972 838 841 1041 976 982 1081 823 8971 897,1
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Anexo IV
Día analizado Atendidas °^6 respecto del total Ilamadas Media
Hora 13 14 15 16 17 20 21 22 23 24
8 82% 58°^ 50% 64°^ 44°^6 39% 94°^ 75% 30°^ 77% 61 °^6
9 88°^ 68% 66% 68% 86% 76% 84% 86% 52% 9296 76%
10 80°^ 71 %^ 78% 75% 77% 72% 81 % 82% 60% 88% TT%

























































































































67°,6 80% 78% 48% 68% 70%,










































































































Día analizado Atendidas Duración media del servicio
Hora 13 14 15 16 17 20 21 22 23 24
8 3:22 3:45 4:40 4:37 3:22 3:54 3:31 3:13 5:30 4:12
9 3:22 5:55 4:06 4:12 2:27 3:22 4:02 3:11 3:11 3:06
10 4:23 5:16 3:31 3:24 2:20 3:40 3:15 3:23 3:23 4:02
11 5:13 4:52 3:24 3:13 3:40 4:29 4:17 3:03 4:13
12 4:53 4:22 4:17 4:18 3:42 4:19 4:11 3:27 4:26
13 4:10 4:21 3:39 2:10 3:24 3:49 3:45 2:56 3:15
14 4:13 4:47 4:28 2:27 2:42 3:25 3:28 1:42 3:00
15 2:38 2:47 2:39 2:47 2:Q5 3:01 3:16 3:02 0:56
16 2:49 4:10 2:29 1:57 3:12 3:10 2:25 2:52 2:37 3:20
17 2:50 2:23 2:24 3:26 3:36 2:46 2:38 2:54 4:04 5:42
18 2:16 2:06 3:01 2:38 2:25 3:48 2:12 4:02 3:27 4:15
19 2:35 2:57 2:30 3:10 2:25 3:31 2:27 3:23 2:10 3:15
20 3:Z0 1:35 2:09 2:15 4:33 3:57 2:57 1:22 2:03 2:02









































Día analizado Atendidas °^6 respecto del total diario
Hora 13 14 15 16 17 20 21 22 23 24
8 3% 8°^ 2% 3°^6 2°^ 3°^6 4°^ 2% 3% 3°^
9 9°6 15°^6 ^ 8°^6 9°6 10°6 8°^6 8°^6 1096 8% 9°r6
10 1096 19°6 12% 11 % 14% 10°6 11 % 1396 1096 12%
11 8% 0°6 996 12% 13% 10°^ 11 % 11 % 12% 1296
12 9°16 0°^ 12°6 11 % 10°6 10°6 10°6 11 % 12% 12°^6
13 11 % 096 11 % 11 % 14% 12°^6 12% 1296 11 % 13%
14 9°^6 0°^ 8% 8°^ 7°^6 9°6 11 °^ 11 % 7% 8%
15 8% O°b 10°^ 8% 6°^ 7°^ 8% 7% 9% 7°^
16 8°^6 12°^ 8°^6 7°^ 7°^6 6°,6 6°^ 7!6 8% 7°6
17 9°^ 17°^ 6% 5°^ 7°^ 8% 7°^ 7°^6 8°6 6°^6
18 8°^ 15% 7°^ 6°6 5°^6 7°^6 6°^ 5% 6°,6 6°^
19 5°^6 10% 5°^ 6°^6 4°,6 6°^6 5°^6 4°^6 6°^6 4°^6
20 3°^ 5°^ 3°^ 2°^6 3°^6 3°,6 3°,6 2°^ 3°^ 2°^6
Día analízado No Atendidas °^6 respecto del total diario
Hora 13 14 15 16 17 20 21 22 23 24
8 4°^ 22°^6 6°^ 5°^ 5°^ 15°^ 1°^6 3°^ 9°^ 3°^
9 6°^6 28°^6 12°,6 13°^ 4°^6 10°^6 8°,6 5°^6 11 °^ 3°^
10 13°^ 29°,6 9°^ 12°,6 9°^ 14°^6 13°,6 9°,6 10°^ 6°^6
11 10°^6 0°^ 9°^ 8°^ 17°^6 8°^6 12°^6 6°^ 19°,6 13°^6
12 6°,6 0°6 8% 14°^ 20°^6 19°^ 12°^ 10°^ 21 °^6 19°^6
13 13°^6 0°^6 1096 17°^ 4% 7% 11 °^6 10°^6 12% 7°^6
14 16°^6 0°^ 13°^ 13% 6°^6 5% 14°^6 4°^6 5% 6°^ó
15 6% 0°6 8% 4% 5% 0°6 12°^ 696 3°^ 2%
16 8% 696 4% 3% 9% 3% 6°6 4% 1% 11 °^
17 6°6 6°6 1% 5% 7°6 3% 4°^ 396 5% 11 °^
18 6°^ 2% 9°6 5°^6 3°^6 5°^ 1°^ 16°6 3% 13°^
19 3% 7°^ 8°^6 3°^ 0°^6 7°^ 4% 12°^ 0°^6 8°^
20 3°^ 0°^6 2°^ 0°^6 9°^6 3°^6 2°^ 13% 0°^ 1°^
Día analizado TOTAL °k respecto del total diario
Hora 13 14 15 16 17 20 21 22 23 24
8 3°^ 11 °^ 3°^O 3°^ 3°^ 5°,6 3°^6 2°^ 5°^6 3°^6
9 8°^6 18°^6 9°Ao 10°^6 8°^ 9°^ 8°^6 9°^ 9°^ 8°,6
10 10°^6 21 °^6 11 °^ 11 °^ 12°^ 11 °^6 12°^6 12°^ 10°^ 10°,6
11 8°i6 0°i6 9°i6 11 °i6 14°i6 10°i6 11 °i6 10°Ao 15°Ao 12°^fo
12 9°^6 0°^6 11 °^6 12°^6 13°^6 12°^6 10°^6 10°^ 15°^ 13°^
13 11 °^6 0°^6 10°^6 13°^6 11 °^6 11 °^6 11 °^ 11 °^ 12°^ 12°^6
14 11 °^6 0°^6 9°r6 9°^ 7°^6 8°i6 11 °^6 9°^6 6°^ 7°^6
15 8°^6 0°^6 9°^6 7°^O 5% 5°^ 8°^6 7°^ 7°6 6°^6
16 8% 11 °^ 7°^6 6°6 8°^ 6°^6 6°^6 6°6 5% 8°^6
17 9°6 15% 5% 5°^6 7% 7°^ 6°^ 6°^6 6°^ 7°^
18 8°^6 12% 8°^6 6°^ 4°^ 7°^ 5% 7°^6 5% 7%
19 4°^ 9°^ 6°^6 5°^6 3°^ 6°^6 5°^6 6°^6 4°^ 4°^













































Día analizado Atendidas °^6 respecto del tota l semanal
Hora 13 14 15 16 17 20 21 22 23 24
8 13% 13% 7°^ 9°^6 5°^ 10°^6 14°^ 9°6 8% 10°6
9 12% 8°^ 10°,6 9°^6 10% 11 °^ 11 °^ 12% 8% 9°^ó
10 10°6 8°^ 10°^6 9°6 10°6 10°^ 12% 12°6 9°6 10%
11 10°16 0°6 996 11 % 10°^6 12% 1396 1296 1296 11 %
12 11 % 0°6 12% 1096 8% 12°^ 12°6 1296 12% 11 %
13 12°6 096 10°^6 9°^6 10°r6 13°^6 12°^6 11 % 10°6 11 °^6
14 14% 0% 10°6 9°6 7°^6 14% 15°^6 14% 8°^ 996
15 13% 096 14% 11 % 6°6 11 % 13°^ 1096 1296 9°6
16 14% 8°^, 11 °^ 9°^6 8% 1096 10°^ 11 °^ 10°6 9°^
17 16°6 12°^ 9°^6 7% 8°^6 13°,6 11 % 10°^ 8% 7°^
18 15% 11 °^6 12°^ 9°^6 6°^6 13°^ 10°6 8°^6 8°^6 8°^
19 11 °^6 9°^6 9°^6 11 °^6 6°^6 13°^6 13°^6 9°,6 12% 7°^
20 13°^6 8°^ 11 °^6 8°^ 9°^6 13°^6 11 °^6 8°^ 9°^6 8°^
13°^6 6°^6 10°^6 9°^6 8°^6 12°^6 12°^6 11°^6 10°^6 9°^6 Media
Día analizado No Atendidas °^6 respecto del tota l semanal
Hora 13 14 15 16 17 20 21 22 23 24
8 4°i6 13°i(o 10°i6 7°i6 9°do 22°do 1°i(n 4% 26°do 4°i6
9 5°^6 12°^ 16°,6 13°^ 5°^ 11 °^6 7°Ao 6°^6 24°^ 3°^
10 8°i6 10°i6 10°,6 10°i6 10°i6 13°i6 9% 9°i6 18°i6 4°,6
11 6°i(o 0°i6 10°i(o 6°i6 18°i(o 7°do 7°i6 5°i(o 31 % 9°i6
12 3% 096 7% 9°6 17°^ 13°^ 6°^6 7°^6 27°^ 11 %
13 10°6 0°^ 12°^6 16°^ 5°^6 8% 8°^6 10°^ 24°^ 6°^6
14 15% 0°^ 2096 15% 9°^6 6°6 12% 6°6 12°^ 6°^
15 9°6 0°^ 22°^6 8°^ 12°^6 0% 19°^6 14% 14°^ 4°^
16 12% 4°^6 11 % 5% 22°6 6°6 996 8% 4% 18°^
17 8% 5% 4% 8% 18% 7% 6°6 7°^ 20°,6 19°6
18 6°6 1°^ 17% 7°^ 6°^6 8°^ 1°^ 26°^ 10°^ 17°^
19 5% 6°^ 22°^6 5°^ 1°^ 16°^ 7°^ 28°^ O°6 10°^
20 7°^ 0°^6 8°^6 0°^6 33°^ 8°^6 4°^6 38°^ 0°6 3°,6
8°^6 4°^6 ^ 13°^6 8°^6 13°^6 10°^6 7°^6 13°^6 16°^6 9°^6 Media
Día analizado TOTAL °^ó respecto del tota l semanal
Hora 13 14 15 16 17 20 21 22 23 24
8 9°do 13°i6 9% 8°i6 7°,6 15°i6 9°i6 7°i6 16% 7°i(o
9 10°do 9°ib 11 °i6 10°i6 8°i6 11 °i6 10°i6 10°i6 12°!0 8°i6
10 10°^6 8°^ 10°^ 9°^6 10°^6 11 °^ 11 °^6 11 °^6 11 °AO 8°,6
11 9°^ 0°^6 9°^6 10°^6 13°^ 11 °^ 11 °^6 10°^ 17°^ 10°^
12 9°^6 0°^ 11 °^ 10°^6 11 °^6 13°^ 10°^6 10°^ 17°^ 11 °^6
13 12°^ 0°^6 10°^ 11 °^6 9°^6 12°^ 11 °^6 11 °^ 13°^ ^ 10°^
14 14°^6 0°^6 12°6 10°^6 7°^ 12°^6 15°^6 1 ĉ^ 9°AO 8°^6
15 13°^6 0°6 15% 10°^6 7°^6 9°^ 14°^6 11 % 13% 8%
16 13°^ 7% 11 % 9°6 11 °^ 10°^6 10°^ 10% 9°^ 10°^6
17 14% 10°^ 8% 7°^ 10% 12°6 10°^ 10°^ 10°^ 9°^6
18 13°^ 9°6 13°^ 8°^6 6°^6 12°^6 8°^ 12% 9°^ 10%
19 10°6 9°^6 12°^ 10°^6 5% 14°^6 11 °^6 13°^ 9°^ 7°^6
20 11 °^ 6°^ 10°^6 6°^ 16°^6 12°^ 9°^ 17°,6 7°^ 7°^6




Listas de Espera de hospitalización a 31/12195
Servicio < 1 m < 2 m < 3 m < 4 m < 5 m < 6 m < 12 m < 12 m Total 1r1/96 /ncr
C Vascular 25 40 28 24 15 15 73 0 220 249 29
Traumatología 62 88 57 56 15 17 78 0 372 370 -2
Neurocirugía 27 19 15 1 2 8 26 0 98 97 -1
C Plástica 6 41 27 11 8 11 40 0 144 184 40
Urología 56 83 58 60 11 30 37 0 334 337 3
C.GA. 41 71 _ 60 31 6 18 15 0 242 221 -21
C.G.B. 47 63 29 15 4 15 4 0 177 Z03 26
C Cardíaca 20 13 20 9 11 12 25 0 110 112 2
Urol. Jerarq. 4 8 9 2 3 2 8 0 36 32 ^
C Torácica 7 2 0 0 1 1 0 0 11 14 3
.TOTA L C 1 294 428 303 208 76 129 306 0 1744 1819 75
O.R.L. 10 66 30 13 17 0 0 0 136 162 Zó
Oftalmología 73 79 25 15 21 7 2 0 222 228 6
Ginecología 61 57 26 7 0 0 0 0 151 180 29
C Pediátrica 21 12 29 5 2 1 0 0 70 117 47
Otorrino Inf. 0 19 11 8 7 1 0 0 46 61 15
Trauma.lnf. 5 10 2 0 1 0 0 0 18 25 7
TOTAL C2 170 243 123 48 48 9 2 0 643 773 130
Cardiología 41 46 43 32 19j 10^ 12^ 0^ 203^ 219^ 16
TOTAL GENERAL Í 5051 717^ 469^ 288^ 143^ 148^ 320^ 0^ 2590
Servicio <1m <2m <3m <4m <5m <6m <12m <12m Total
C Vascular 9% 9% 9% 12% 20% 12% 24% 0% 13q6
Traumatología 21 % 21 % 19% 26°^ 20°6 13% 25% 0% 21 °^6
Neurocirugía 996 4°^ 5°^6 0% 3°^ 6°^6 8°^6 0% 6°^6
C Plástica 2°^6 10°^6 9°^ 5% 11 °^6 9°^6 13°^ 0°^6 8°^6
Urología 19°^ 19°^6 19% 29°6 14°^ 23°^ 12°^ 0% 190^6
C.G.A. 14°^ 17% 20°^ 15°^6 8°^6 14°^6 5% 0°^ 14°i6
C.G.B. 16°i6 15°i(o 10% 7°i6 5°i(o 12°i(o 1°i(o 0°i(u 10°^6
C Cardíaca 7°^ 3°^6 7°^6 4°^6 14°^6 9°^ 8°^ 0°^ 6°^6
Urol. Jerarq. 1°^6 2°^ 3°^ 1°^6 4°r6 2°^ 3°^ 0°^ 2°^6
C Torácica 2°^ 0°^ 0°^6 0°^6 1°^ 1°^ 0°^ 0°^6 10^6
O. R. L. 6°^6 27°^ 24°^ 27°^6 35°^6 0°^ 0°^6 0°^6 21 °^
Oftatrnología 43°^6 33°^6 20°^ 31°^6 44°^6 78°^6 100°^ 0°^ 35°^6
Ginecología 36°^6 23°^ 21 °^ 15°^6 0°^ 0°^ 0°^ 0°^6 23°^,
C Pediátrica 12°^6 5°^ 24°^ 10°^ 4°^ 11°^ 0°^ 0°^6 11°^6
Otorrino Inf. 0°^6 8°^6 9°r6 17°^ 15°^ 11 °^ 0°^6 0°^ 7°^6
Trauma.lnf. 3°^ 4°^ 2°^6 0% 2°^6 0°^ 0°^ 0°6 3°A
Cardiología 20°^6 23°^6 21°^6 16°^, 9^6 5°^6 6°^6 096




Análisis de los aareaados
Servicio <1m <2m <3m <4m <5m <6m <12m
C Vascular 25 65 93 117 132 147 220
Traumatología 62 150 207 262 277 294 372
Neurocirugía 27 46 61 62 64 72 98
C Plástica 6 47 74 85 93 104 144
Urología 56 138 196 256 267 297 334
C.GA. 41 112 172 20Ci 208 227 242
C.G.B. 47 110 139 154 158 173 177
C Cardíaca 20 33 53 62 73 85 110
Urol. Jerarq. 4 12 21 23 26 28 36
C Torácica 7 9 9 9 10 11 11
TOTAL C1 2,94 722 1025 1233 1309 1438 1744
O.R.L. 10 76 106 119 136 136 136
Oftaanología 73 152 177 192 213 220 222
Ginecología 61 118 144 151 151 151 151
C Pediátrica 21 33 62 67 69 70 70
Otorrino Inf. 0 19 30 38 45 46 46
Trauma. Inf. 5 15 17 17 18 18 18
TOTAL C2 170 413 536 584 632 641 643
Cardiología I 41 87 130 162 181 191 203
TOTAL GENERAL 505 1222 1691 1979 2122 2270 2590
Servicio <1m <2m <3m <4m <5m <6m <12m
C Vascular 1% 4°^ 5°^ 7°^6 8°^ 8°^ 13%
Traumatología 4°^6 9% 12°^ 15°^ 16% 17°^ 21 °^6
Neurocirugía 2% 3°^ 3°^ 4% 4% 4% 6%
C Plástica 0°^6 3°^6 4°^ 5°^6 5°^ 6°^6 8°^6
Urología 3% 8% 11 % 15% 15% 17% 19°6
C.GA. 2% 6°^0 10% 12% 12% 13°6 14°i6
C.G.B. 3% 6°^6 8°^6 996 9°^ 10% 10°^6
C Cardíaca 1°^6 2°^ 3°^ 4°^ 4°^ 5% 6%
Urol. Jerarq. 0°^6 1°^ 1°^6 1°^ 1°^ 2°^ 2°^
C Torácica Q°i6 1 oió 1 odo 1 oib 1 oi6 1 oi6 1 oió
TOTA L C 1 17°^6 41 °^6 59°^6 71 °^6 75°^6 82°i6 100°^6
O.R.L. 2°^6 12°^ 16°^6 19°^6 21 °^6 21 °^6 21 °^
Oftaknología 11°du 240,6 280^ ^o^ ^o^ 3,qo^ ^o^
Ginecología 9°^6 180,^ ^o,^ ^o,^ ^o,^ ^o,^ ^o,^
C Pediátrica 3°^6 5°^6 10°^6 10°^6 11 °^6 11 °^6 11 °^6
Otorrino Inf. 0°^ 3°^6 5°^6 6°^6 70^ 7°^6 7°^6
Trauma.lnf. 1°^ 2°^6 3°^ 3°^ 3°^6 3°^6 3°,6
TOTA L C 1 26°^6 64°^6 83°^6 91 °^6 98°^6 100°^6 100°^6
Cardiología 20°^6 43°^6 64°^ 80°^6 89°^6 94°^6 100°^6
TOTAL GENERAL 19°^6 47°^(0 65oA 760^ ^o^ ggoA 1^0^
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Anexo V
C Vascular 5°^6 6°^6 6°^6 8°^6 10°^6 10°^6 23% 0°^
Traumatología 12°^ 12°^6 12°^6 19°^ 10°^6 11°^6 24°^6 0%
Neuroctrugía 5% 3% 3°^6 0°^6 1% 5% 8% 0°^6
C Plástica 1% 6% 6°^6 4°^G 6°^6 7% 13% 0%
Urología 11% 12°^6 12% 21°^6 8°^, 20°^ 12% 0°^6
C.GA. 8% 10% 13°^6 11% 4% 12% 5% 0%
C.G.B. 9°^6 9% 6% 5% 3% 10% 1% 0°^6
C Cardíaca 4% 2°^ 4°^6 3°^6 8°^ 8°^6 8°^6 0%
Urol. Jerarq. 1% 1°^ 2°^6 1°^6 2°^6 1°^6 3% 0%
C Torácica 1% 0°A 0°^6 0°^6 1°^6 1°^ 0% 0%
O.R.L. 2°^6 9% 6°^6 5°^6 12°^6 0°^6 0°^6 0°^
OftaYnología 14% 11°^ 5°^6 5°^6 15°^6 5°^6 1°^, 0°^6
Ginecología 12°^ 8°^6 6°^6 2°^6 0°^6 0°^6 0°^6 0°^6
C Pediátrica 4°i6 2oi6 6o^fo 2oi6 10^6 10/6 Oo^6 po^
Otorrino Inf. 0°^6 3°^ 2°^6 3°^6 5°^6 1°^6 0% 0°^6
Trauma.lnf. 1% 1°^6 0°^ 0°^6 1°^6 0°^6 0°^6 0°^
Cardiología 8°^ 6°^6 9°^6 11°^6 13°^ 7°^6 40^ po^
TOTAL 100°^6 100% 100°ib 100°^6 100°Ao 100°i6 100°^6 0°^fo
C Vascular 1,0°^6 1,5°^6 1,1°k 0,9°k 0,6°^6 0,6% 2,8°Ao 0°AO
Traumatología 2,4°^6 3,40^6 2,20^ 2,1°^6 0,60^ 0,70^6 3,0°^6 0°^
Neurocirugía 1,0°^ 0,7°^6 0,6°^6 0,0°^6 0,1°^ 0,3°^6 1,0°^6 0°^6
C Plástica 0,2°^6 1,6°^, 1,0°^6 0,4°^6 0,3°^6 0,4°A 1,5°^6 0°^,
Urología 2,1% 3,2% 2,2°^ 2,3% 0,4°^6 1,2°^6 1,4°^6 0%
C.GA. 1,6% 2,7% 2,3°^6 1,2°^6 0,2% 0,7% 0,6°^6 0°4
C.G.B. 1,8% 2,4°^6 1,1°^6 0,6°^6 0,2% 0,6°^6 0,2% 0°^O
C Cardíaca 0,8% 0,5% 0,8°^ 0,3°^6 0,4% 0,5% 1,0% 0%
Urol. Jerarq. 0,2% 0,3°^G 0,3°^6 0,1% 0,1°^6 0,1% 0,3% 0°^6
C Torácica 0,3% 0,1°^6 0,0% 0,0% 0,0°^6 0,0°^6 0,0% 0%
O.R.L. 0,4°^6 2,5°^6 1,2°A 0,5% 0,7% 0,0% 0,0°^6 0°^6
Oftaimología 2,8% 3,1°^6 1,0°^6 0,6°^G 0,8°^6 0,3°^ 0,1°^ 0°^6
Ginecología 2,4°^G 2,2°^, 1,0°^6 0,3°^6 0,0°^6 0,0°^ 0,0°^6 0°^6
C Pediátrica 0,8°^6 0,5°^6 1,1°^6 0,2°^6 0,1°^6 0,0°^6 0,0°^6 0°^6
Otorrino Inf. 0,0°^6 0,7°^6 0,4°^6 0,3°^6 0,3°^6 0,0°^ 0,0°^6 0°^6
Trauma.lnf. 0,2°^6 0,4°^6 0,1°^6 0,0°^6 0,0°^6 0,0°^6 0,0°^6 0°^6
Cardiología 1,6°^6 1,8°k 1,7°^6 1,2°^6 0,7°^6 0,4°^6 0,5°^ 0°^6
TOTAL 19,5°i6 27,7°16 18,1°i6 11,1°i6 5,5°^6 5,7°^6 12,4% 0°^6 100°i6
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Anexo V
C Vascular 25 65 93 117 132 147 220
Traumatología 62 150 207 262 277 294 372
Neurocirugía 27 46 61 62 64 72 98
C Plástica 6 47 74 85 93 104 144
Urolagía 56 138 196 256 267 297 334
C.GA. 41 112 172 2ai 209 227 242
C.G.B. 47 110 139 154 158 173 177
C Cardíaca 20 33 53 62 73 85 110
Urol. Jerarq. 4 12 21 23 26 28 36
C Torácica 7 9 9 9 10 11 11
O.R.L. 10 76 106 119 136 136 136
Oftatnología 73 152 177 192 213 220 222
Ginecología 61 118 144 151 151 151 151
C Pediátrica 21 33 62 67 69 70 70
Otorrino Inf. 0 19 30 38 45 46 46
Trauma. lnf. 5 15 17 17 18 18 18
Cardiología 41 87 130 162 181 191 203
TOTAL 505 1222 1691 1979 2122 2270 2590
C Vascular 1,0% 2,5°^6 3,6% 4,5% 5,1 °^ 5,7°^ 8,5°^
Traumatología 2,4°^ 5,8°^6 8,0°^6 10,1°^ 10,7°^6 11,4°^ 14,4°^6
Neurocirugía 1,0°,G 1,8°^ 2,4°^6 2,4°^6 2,5°^ 2,8°^ 3,8°^
C Plástica 0,2°^ 1,8°r6 2,9°^ 3,3°^ 3,6°^ 4,0°^6 5,6°^
Urología 2,1 °^6 5,3°^6 7,6°^6 9,9°^ 10,3°^ 11,5°^6 12,9°^
C.G.A. 1,6°^ 4,3°^ 6,6°^ 7,8°^(O 8,1 °^ 8,8°^6 9,3°^
C.G.B. 1,8% 4,2°^6 5,4°^6 5,9°^6 6,1 °^6 6,7°^ 6,8%
C Cardíaca 0,8°^ 1,3°^6 2,0% 2,4°^ 2,8°^ 3,3°^ 4,2%
Urol. Jerarq. 0,2°^ 0,5% 0,8°^ 0,9°^ 1,0°^ 1,1 °^ 1,4°^
C Torácica 0,3°^ 0,3°r6 0,3% 0,3°^6 0,4% 0,4% 0,4%
O.R.L. 0,4% 2,996 4,1 °^ 4,6% 5,3°^ 5,3% 5,3%
Oftalmología 2,8% • 5,9°^6 6,8% 7,4% 8,2% 8,5% 8,6%
Ginecología 2,4% 4,6% 5,6% 5,8% 5,8% 5,8% 5,8%
C Pediátrica 0,8% 1,3°6 2,4% 2,6°^ 2,7°^ 2,7°^ 2,7%
Otorrino Inf. 0,0°^ 0,7°^ 1,2°^ 1,5°^ 1,7°^ 1,8°^6 1,8%
Trauma. lnf. 0,2°^ 0,6°^ 0,7% 0,7°^ 0,7°^ 0,7°^ 0,7°^
Cardiología 1,6°^ 3,4°^6 5,0°^ 6,3°^ 7,0°^ 7,4°^ 7,8°^6
TOTAL 19°^6 47°^6 65°^6 76°^6 82°^6 88°^6 100°^6
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Anexo V
Servicio I mes 1 2 3 4 5 6 7 8 9 10 11 12
C Vascular 249 296 311 307 324 328 338 338 368 429 266 160
Traumatología 370 40Ci 428 421 431 385 421 436 467 443 440 445
Neurocirugía 97 117 142 147 156 14 148 147 153 127 88 90
C PlásUca 184 182 172 199 191 181 211 243 210 20Ci 177 157
Urología 337 367 378 401 426 446 511 496 532 484 462 478
C.GA. 2'11 225 219 261 283 278 274 287 282 223 188 249
C.G.B. 20Ci 184 197 206 215 196 223 252 302 247 238 244
C Cardíaca 112 133 141 146 137 143 125 129 165 142 109 97
Urol. Jerarq.
C Torácica 14 16 17 23 22 17 37 43 44 41 33 23
TOTAL C1 1787 1913 2005 2111 2184 1988 2288 2370 2513 2339 2000 1943
O.R.L. 162 164 166 167 179 214 260 227 290 338 296 332
Oftalmología 228 196 176 179 113 118 191 219 271 286 275 292
Ginecología 180 141 173 162 153 173 188 129 129 141 160 181
C Pediátrica 117 79 74 73 76 65 83 62 82 72 91 96
Otorrino Inf. 61 61 76 83 87 78 86 87 77 64 63 58
Trauma.lnf. 25 22 23 21 12 9 11 8 11 11 10 12
TOTAL C2 773 663 688 685 620 657 819 732 860 912 895 971
Cardiología
TOTAL GENERAL 2560 2576 2693 2796 2804 2645 3107 3102 3373 3251 2895 2914














































Servicio , a^ u1 c^p 2'c^^3 Y" ^„4 5 6 7 8 9 10 11 12


































































C.G.B. 796 796 796 8% 8% 7% 8% 996 11 % 996 9% 996
C Cardíaca 7°6 8% 9% 996 9°6 996 8% 8% 10% 9°6 7% 6°6
Urol. Jerarq.
C Torácica 4% 5% 5°^ 796 7°^ 5% 11 % 13°6 13°6 12°6 10°^ 7°^
TOTAL C1 7°6 8% 8% 8% 9°6 8% 9°6 9°6 10°^ 9°6 8% 8°^6



























C Pediátrica 12°^6 8% 8°^ 8°^ 8°^ 7% 9°^6 6°^ 8°^ 7°^ 0°^ 10°^
Otorrino Inf. 7% 7°^ 9°^ 9°^ 10°^6 9°^ 10°^6 10°^ 9°^ 7°^ 7°^6 7°^
Trauma.lnf. 14°^ 13°r6 13°^6 12°^6 7°^6 5°^6 6°^ 5% 6°^ 6°^ 6°^ 7°^6
TOTAL C2 8°^ 7°^ 7°^ 7°^ 7°^ 7°^6 9°^6 8°^ 9°^ 10°^ 10°^6 10°^6
Cardiología
TOTAL GENERAL 7°^ 7°^ 8°^ 8°,6 8°^ 8°^ 9°^ 9°6 10°^ 9°6 8°^ 8°^
Evolución lista de espera, año 1996, en °^6 sobre el total de cada servicio




Nímero de pacientes en Lista de Espera
CONSULTA HOSPITALIZACION
l.h.^a ^sp^a D^m^a Lism ^sp^re 6^mora Yi^mpo fl^ as^ra
SERVICIO ale^ó ^a^s m^aia a^e-es ^n^-st m^dte < s m > s m
lergia 348 368 1
Cardiología 1100 43 2^ 219 87 201 18
Cirugía Cardíaca 3 3 8 110 112 119 83 29
Cirugía General A 180 7 242 221 70 21 7
Cirugía General B 188 7 177 20Ci 70 192 11
Cirugía Pediátrica 73 77 12 70 117 33 116 1
Cirugía Plast. Inf. 2 3 9
Cirugía Plástica 401 390 77 144 1 112 1 40
Cirugía Torácica 6 2 45 11 1 13 1 0
Cirugía Vascular 410 10 220 249 136 168 81
Dermatología 6$7 1
Digestivo 432 23
Endocrinología 410 48 ^
Ginecología 1184 40 151 180 36 180 0
Hematología 92 88 66
Medicina Interna A 8 6 14
Medicina Interna B 38 56 78
Medicina Interna C 8 5 15
Medicina Interna I 3 5 11
Nefrología 14 15 15
Neumología 246 43
Neurocirugía 237 223 105 98 97 106 75 22
Neurología 390 56
ORL 609 17 136 162 59 162 0
Obstetricia 100 1
Oftaónología 1218 22 222 228 58 228 0
Oncología 40H 49
ORL Infantil 11 13 15 46 61 66 60 1
Pediatría 86 96 12
Reumatología 296 72
Traumatología 760 21 372 370 107 315 56
Traumatología Inf. 18 15 18 25 43 25 0
U.L.M. 4 4 11
Urología Jer. 570 2 36 32 107 30 2
Urología 58 24 334 337 91 297 40
CONSULTA HOSPITALIZACIÓN
Llsta espera Demora Lista espera Demora Tiempo de espera
dic-95 ene-96 media dic^5 ene-96 media < 6 m > 6 m
TOTALES 1363 11145 32,5 25A0 2811 77,1 307
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Anexo VI
Medias en 1995 Ratios
SERVICIO Ene 96 Servicios Demandas Le961Dem Dem/Serv
Alergia 368 ^0 456 6,7% 82,9%
Cardiología 1100 2107 971 9,4% 46,1 %
Cirugía Cardíaca 3 9Ci 0,394► 90,396
Ctrugía General A 180 23fi6 21 0,796 90,296
Ctrugía General B 188
Cirugía Pediátrica 77 380
Cirugía Plast. Inf. 3 52 40 0,6°^ 76,9°^6
Clrugía Plástica 39Ci 740 637 5,1 % 86,1 %
Cirugía Torácica 2 73 62 0,3% 84,9%
Cirugía Vascular 410 331 343 10,0°^ 10Ci,6°6
Dermatología 687 1391 1586 3,6°^6 114,0%
Digestivo 432 1456 1579 2,3°^ 108,4°^
Endocrinología 410 1467 808 4,2% 56,1%
Ginecología 11 2912 2821 3,5°^ 96,9°^
Hematología 88 1066 579 1,3°^ 54,4%
Medicina Interna A 6 128 0,4% 19,3°^
Medicina Interna B 56 66 58 8,0°^ 89,2°^
Medicina Interna C 5 113 93 0,4°^ 82,3°^6
Medicina Interna I 5 62 56 0,7°^ 90,3%
Nefrología 15 363 307 0,4°^6 84,6°6
Neumología 246 1690 992 2,1 °^ 58,7°^
Neurocirugía 223 175 118 15,7°^ 67,4°^6
Neurología 390 418 7,8°^ 84,6°^
ORL 609 25G6 2496 2,0°^ 97,3°^
Obstetricia 100 1111 1053 0,8°^ 94,8%
Oftatnología 1218 4072 3454 2,9% 84,8%
Oncología 409 340 1131 3,0% 332,6°6
ORL Infantil 13
Pediatría 96 1133 1062 0,8% 9Ci,7%
Psiquiatría 1046 0,0°^ 60,6%
Quemados 72 89 0,0°6 123,6°6
Reumatología 296 130 39Ci 6,3°^ 302,3%
Salud Mental 1662 63 0,0°^6 3,8°^
Traumatología 760 5270 1,6°6 73,1 %
Traumatología Inf. 15
U.L.M. 4 79 66 0,5°^ 83,5°^6
Urología Jer. 570
Urología 584 1924 1766 2,8°r6 91,7°^
Medias en 1995 Ratios
ene^ó Servicios Demandas Le961Dem Dem/Serv




Nímero medio de servicios y demandas
1 TS 2TS OTS TTS 1 TD 2TD OTD TTD Dem/Serv
S S 2s vs Ts 1 d 2d Od Td DemlServ
Alergia 113,12 430,75 543,87 93,Zb 371,42 10Z17 566,83 104,2%'
Cardiología 660,Z5 1.553,12 2.103,37 Z81,68 605,92 414,42 1.^t,92 57,196
Cirugía Cardíaca 5,65 77,87 83,52 7,42 93,42 0,00 100,83 120,7°^6
Cirugía General 925,85 1.480,44 2.406,29 95z00 1.479,Z5 0,00 2431,Z5 101,0°^
Cirugía Plast. Inf. 8,15 40,28 48,43 7,50 36,42 0,00 43,92 90,T96
Cirugía Plástica 145,15 63Z85 778,00 170,67 585,50 0,00 756,17 97,2°^6
Cirugía Torácica 13,59 63,50 77,09 14,75 87,50 0,00 8zZ5 106,7°^6
Cirugía Vascular 124,75 Z12,70 337,45 158,75 24Z75 4,50 406,00 120,3g6
Dennatología 866,97 707,33 1.574,30 880,67 997,08 35,08 1.91Z83 121,5°^
Digestivo 510,15 94Z30 1.452,45 572,75 997,75 293,17 1.883,67 128,3°^b
Endocrinología 286,07 1.168,40 1.454,47 Z57,67 717,50 37,92 1.013,08 69,7°^
Ginecología 846,32 2247,19 3.093,51 729,75 1.634,17 696,33 3.060,25 98,9°^b
Hematología 52,73 910,70 963,43 53,75 519,33 64,42 637,50 66,2°^
Medicina Interna A ZĉB,96 449,96 676,92 14,17 133,00 0,00 147,17 21,7°^
Medicina Interna B 39,05 Z50,78 289,83 13,58 52,50 0,00 66,08 22,8°^4
Medicina Interna C 17,48 96,Z5 113,73 Z0,92 88,83 0,00 109,75 96,5°k
Medicina Interna 1 7,58 54,50 62,08 8,58 57,08 0,00 65,6^7 105,8°^
Nefrología 30,87 316,52 347,38 30,83 306,33 0,00 337,17 97,1°^
Neumología 519,42 1.204,17 1.723,58 260,83 702,17 173,33 1.136,33 65,9°^i
Neurocirugía 56,77 115,58 172,35 44,Z5 97,08 0,00 141,33 82,0°^i
Neurología 160,50 341,13 501,63 184,67 315,08 0,00 499,75 99,6°^i
Obstetricia 207,18 889,l7 Z50,42 1.346,77 205,33 6+07,08 351,17 1.163,58 86,4°^i
Oftafinología 1.496,82 2683,42 4.180,23 1.623,75 1.969,17 146,83 3.739,75 89,5°^
Oncología 31,23 367,67 388,90 17,17 501,42 82t,08 1.34z67 345,2°^I
ORL 1.086,00 1.518,88 2.604,88 1.2Z'f,ZS 1.563,75 57,08 284z08 109,1°^
Pediatría 235,32 924,17 1.159,48 231,67 871,83 184,50 1.288,00 111,1°^
Psiquiatría 330,92 692,03 1.022,95 166,00 470,92 139,58 776,50 75,9°i
Quemados 17,92 60,02 77,93 17,58 71,67 0,00 89,Z5 114,59^
Reumatología 111,45 429,82 541,27 132,00 386,33 0,00 517,33 95,69
Salud Mental 316,83 1.639,62 1.956,45 17,08 75,42 0,00 95,20 4,9°
Traumatología t.651,98 3.600,17 5.252,15 1.710,75 2605,75 3,58 4.320,08 82,3°
ULM 8,53 71,33 79,87 5,75 7z50 0,00 78,50 98,3°
Urología 538,03 1.461,87 1.999,90 656,33 1.Z93,25 22á,92 2174,50 108,7^
M EDIA 1 350 837 250 1.194 326 621 __ 114 1.061 88,8'
TOTAL ÁREAS I 11.540 27.624 250 39.414 10.763 20.488 3.753 35.004 88,8'
Centro 1 5.960 15.884 21.843
Centro 2 6.181 12.857 19.038
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Ts Td kS kD
Alergia 543,87 566,83 9 2 ^^
Cardiología 2.103,37 1.201,92 30 3
Cirugía Cardíaca 83,52 100,83 3 3
Cirugía General 2.406,29 2.431,25 40 8
C:r.:y6a P:a^. :r.f. 48,43 43,92 6 3
Clrugía Plástica 778,00 756,17 19 4
Cfrugía Torácica 77,09 82,25 10 5
Cirugía Vascular 337,45 406,00 7 3
Dertnatología 1.574,30 1.912,83 8 4
^s^
Digestivo 1.452,45 1.863,67 41 5
Endocrinología 1.454,47 1.013,08 17 3
Ginecología 3.093,51 3.060,25 13 5
Hematología 963,43 637,50 3 6
Medicina Interna A 676,92 147,17 23 3 r-,
Medicina Interna B 289,83 66,08 5 5 !
I
^
Medicina Interna C 113,73 109,75 14 5 ^Td j
Medlcina Interna I 62,08 65,67 6 3 I
Nefrología 347,38 337,17 7 3 so^ ^ i,
Neumología 1.723,58 1.136,33 95 4 ' oTg ;
Neurocirugía 172,35 141,33 8 2 ! :
^
Neurología 501,63 499,75 16 3 ^ ^
Obstetricia 1.346,77 1.163,58 20 8
Ofta4nología 4.180,23 3.739,75 68 10
Oncología 388,90 1.342,67 5 4
ORL 2.604,88 2.842,08 37 7
Pediatría 1.159,48 1.288,00 15 3
Psiquiatría 1.022,95 776,50 22 4
2s^
Quemados 77,93 89,25 7 22
Reumatología 541,27 517,33 9 2
Salud Mentat 1.956,45 95,20 2 1
Traunatología 5.252,15 4.320,08 42 9
ULM 79,87 78,50 8 3
Urología 1.999,90 2.174,50 36 4
TOTAL CENTROS 41.755,81 46.273,08 39 7
6MEDIA 1.194,38 1.060,82 32 0^
MEDIA DE MEDIAS 1.060,82 35.004,25 ^
^ kS ;
^ _ _. ^ i









sev med dem med servicio demanda ° utilizac observ. nivel uso
Alergia 543,87 566,83 0,001838^ 0,00176419 99,9096 6.562 Saturado
Cardiología 2.103,37 1.Z01,92 0,00047543 0,000832 v7,23% 14•469
Cirugía Cardíaca 83,52 100,83 0,011973Ei6 0,00891736 99,92% 1.007 Saturado
Cirugía General 2.406,29 2.431,25 0,00041568 0,00041131 99,94% 28.828 Saturado
Cirugía Plast. Inf. 48,43 43,92 0,0'20G4694 0,02277038 89,38% 512 Saturado
Cirugía Plástica 778,00 756,17 0,001285.i6 0,00132246 97,00% 9.107 Saturado
Cirugía Torácica 77,09 82,25 0,01297197 0,01215806 99,68% 920 Saturado
Cirugía Vascular 337,45 406,00 0,0029634 0,00246306 99,98% 4.074 Saturado
Dermatología 1.574,30 1.912,83 0,0006352 0,00052279 99,98°^6 18.9Ci8 Saturado
Digestivo 1.452,45 1.863,67 0,00068849 0,0005.^^8 99,99°^6 17.436 Saturado
Endocrinología 1.454,47 1.013,08 0,00068754 0,00098708 68,98°^6 12.108
Ginecología 3.08Ci,51 3.060,25 0,00032326 0,00032677 99,10°^6 36.760 Saturado
Hematología 963,43 637,50 0,0010Ci795 0,00156863 66,04°^6 7.680
Medicina Interna A 676,92 147,17 0,00147729 0,006795 21,54°^6 1.763
Medicina Interna B 289,83 66,08 0,0034502G 0,01513242 23,09°^ 794
Medicina Interna C 113,73 109,75 0,0087925 0,00911162 96,48°^6 1.311 Saturado
Medicina Interna I 62,08 65,67 0,01610738 0,01522842 99,88°^6 729 Saturado
Nefrología 347,38 337,17 0,00287866 0,00296b89 96,34°ib 4.066 Saturado
Neumología 1.723,58 1.136,33 O,OOOr.^8019 0,00088003 66,24°^6 13.668
Neurocirugía 172,36 141,33 0,00680215 0,00707549 79,71°^6 1.645
Neurología 501,63 489,75 0,00199349 0,002001 99,84°^6 6.014 Saturado
Obstetricia 1.346,77 1.163,58 0,00074252 0,0008.5942 86,42°^6 14.015 Saturado
Oftalmología 4.180,23 3.739,75 0,0002382'Z 0,0002674 89,46% 44.764 Saturado
Oncología 388,90 1.342,67 0,00257136 0,00074478 99,99% 4.685 Saturado
ORL 2.604,88 2.842,08 O,OOOCi8389 0,00035185 99,99% 31.257 Saturado
Pediatría 1.15A,48 1.288,00 0,0008624.5 0,0007764 99,99% 13.976 Saturado
Psiquiatria 1.022,96 776,50 0,00097756 0,00128783 75,85% 9.342
Quemados 77,93 89,25 0,01283148 0,01120448 99,93% 936 Saturado
Reumatología 541,27 517,33 0,00184752 0,0019Ci299 95,86°^6 6.250 Saturado
Salud Mental 1.966,45 95,20 0,00061113 0,0106042 4,90°^6 1.129
Traumatología 5.252,15 4.320,0^8 0,0001904 0,00023148 82,20°^6 25.883
ULM 79,87 78,50 0,01252087 0,0127'.388.5 97,64°^6 928 Saturado
Urología 1.999,90 2.174,50 O,OOOE0003 0,0004.5988 99,99°^6 23.979 Saturado
ÍNDICES 39.414 35.007 0,00397587 0,00473121
Total Centros 41.756 46.273 2,3949E-06 2,1611 E-06 99,84°^6 498.000 Saturado
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Anexo VIII
permanencia hnes n° medio elementos
cola sistetna cola sistema cola perdida lista
1Ma W Lq L máxima clientes espera 95 nivel uso
Alergia 0,1482 0,1501 81,80 82,80 100 161 368 Saturado
Cardlología 0,0001 0,0005 0,10 0,66 3 1.100
Cirugía Cardíaca 0,7697 0,7817 69,80 70,80 100 80 3 Saturado
Cirugía General 0,0348 0,0352 83,66 84,66 100 216 368 Saturado
Cirugía Plast. Inf. 0,0322 0,0531 1,37 2,27 7 80 Saturado
Cirugía Plástica 0,0058 0,0071 4,39 5,36 23 39Ci Saturado
Cirugía Torácica 0,3943 0,4073 32,76 33,76 71 2 Saturado
Cirugía Vascular 0,2666 0,2695 91,62 92,62 100 729 410 Saturado
Dermatología 0,0618 0,0625 97,82 98,82 100 3.981 687 Saturado
Digestivo 0,0675 0,0682 98,36 99,36 100 4.839 432 Saturado
Endocrinología 0,0002 0,0009 0,23 0,92 5 410
Ginecología 0,0056 0,0062 17,15 19,12 71 1.184 Saturado
Hematología 0,0003 0,0014 0,22 0,88 6 ^
Medicina Interna A 0 0,0015 0,00 0,22 1 6
Medicina Interna B 0,00001 0,0035 0,00 0,23 1 ^
Medicina Interna C 0,0199 0,0288 2,18 3,15 8 5 Saturado
Medicina Interna I 0,5152 0,5317 33,30 34,30 61 5 Saturado
Nefrología 0,0179 0,0208 6,07 7,03 22 15 Saturado
Neumología 0,0001 0,0007 0,10 0,76 4 246
Neurocirugía 0,0067 0,0125 0,92 1,71 7 223
Neurología 0,0746 0,0766 37,75 38,75 74 390 Saturado
Obstetricia 0,0003 0,001 0,35 1,21 4 100 Saturado
Oftaanología 0,0001 0,0003 0,33 1,23 4 1.218 Saturado
Oncología 0,2519 0,2544 99,37 100,37 100 11.307 409 Saturado
ORL 0,0371 0,0375 96,78 97,78 100 2.604 622 Saturado
Pediatría 0,0809 0,0817 94,53 95,53 100 1.432 96 Saturado
Psiquiatria 0,0003 0,0013 0,25 1,01 5
Quemados 0,7396 0,7524 62,65 63,65 100 39 Saturado
Reumatología 0,0166 0,0184 8,65 9,61 49 296 Saturado
Salud Mental 0 0,0005 0,00 0,05 2
Traumatología 0 0,0002 0,16 0,98 4 775
ULM 0,087 0,0997 6,75 7,72 21 4 Saturado
Urología 0,0476 0,0481 95,29 96,29 100 1.971 1.154 Saturado
INDICES 0,02687745 0,028(^4^ 1.124,71 ^ 1.153,621 1.5531 27.35A^ 11.145









Clrugía Cardíaca 0,7697 0,7817
Cirugía General 0,0348 0,0352
Cirugía Plast. lnf. 0,0322 0,0531
Cirugía Plástica 0,0058 0,0071
Clrugía Torácica 0,3943 0,4073






Medicina Interna A 0 0,0015
Medicina Interna B 0,00001 0,0035
Medicina Interna C 0,0199 0,0288
Medicina Interna I 0,5152 0,5317
Neirología 0,0179 0,0208






























































0 °^ en atención























92l91 93192 94193 95/94 96l95
Ingresos Totales 0,27 0,56 0,79 0,43 0,75
Estancia Media T 0,12 0,58 0,25 -0,19 0,46
Espera Total 0,40 0,33 -0,06 0,32 -0,42
Primeras Total 0,38 0,59 0,56 0,63 0,56
Segundas Total 0,21 0,77 0,82 0,69 0,74
Primeras Segundas T
I.Gl. Total 0,71 0,26 0,86 0,63 0,62
Ingresos C.1 0,37 0,33 0,42 0,21 0,73
Estancia Media C 1 0,33 0,64 0,27 -0,31 0,38
Espera C 1 0,37 0,28 0,15 -0,21 -0,23
Primeras C 1 0,31 0,68 0,^ 0,53 0,28
Segundas C 1 0,08 0,73 0,78 0,64 0,74
Primeras Segundas C 1
I. Q. C 1 0,65 0,13 0,62 0,48 0,61
Ingresos C.2 0,43 0,66 0,81 0,66 0,80
Estancia Media C 2 -0,17 0,04 -0,53 0,23 -0,34
Espera C 2 -0,57 -0,54 0,71 0,02 0,27
Primeras C 2 0,29 0,56 0,33 0,66 0,44
Segundas C 2 0,43 0,75 0,79 0,75 0,42
Primeras Segundas C 2
I. Q. C 2 0,78 0,69 0,9Ci 0,73 0,63
Alergia 1 0,50 0,64 0,13 0,54
Alergia 2 0,55 0,77 0,52 0,68
Alergia 1 2
Cardiología E^G 1 0,70 0,56 0,62 0,58
Cardiología E^Q 2 0,66 0,69 0,80 0,67
Cardiología E^á 1 2
Cardiología Jer 1 -0,07 0,24 0,83
Cardiología Jer 2 0,10 -0,07 0,40
Cardiología Jer 1 2
Cardiología Cup 1 -0,04 0,08 0,44
Cardiología Cup 2 0,58 0,46 0,48
Cardiología Cup 1 2
Cardiología Total 1 0,19 0,23 0,80 0,22
Cardiología Total 2 0,72 0,11 0,56 0,57
Cardiología Total 1 2
Cirugía Cardíaca 1 -0,25 0,14 0,06 0,01
Cirugía Cardíaca 2 0,22 0,76 0,82 0,66
Cirugía Cardíaca 1 2
Cirugía General A 1 -0,45 0,42 0,07 -0,11
Cirugía General A 2 0,41 0,75 0,56 0,68
Cirugía General A 1 2
Cirugía General B 1 -0,20 0,42 0,26 0,33
Cirugía General B 2 0,76 0,84 0,61 0,81



















































0,83 0,34 0,57 0,75 0,56 0,61
0,33
0,14
0,19 0,17 0,72 0,79 0,85 0,54
0,16
0,51
0,48 0,47 0,61 0,80 0,72 0,62
0,36
0,49












0,11 0,72 0,51 0,22^ 0,49 0,41
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Anexo IX
Cirugía General Jer 1 -0,38 -0,33 0,09
Cirugía General Jer 2 -0,25 0,38 0,06
Cirugía General Jer 1 2
Cirugía General Cup 1 0,06 0,66 0,48
Cirugía General Cup 2 0,15 0,35 0,06
Cirugía General Cup 1 2
Cirugía General Total 1 -0,33 0,58 0,13 0,38
Cirugía General Total 2 0,50 0,54 0,57 0,58
Cirugía General Total 1 2
Cir.Plástica Infantil 1 0,17 0,41 0,32 0,42
Cir.Plástica Infantil 2 0,28 0,46 0,70 0,66
Cir.Plástica Infantil 1 2
Cirugía Plástica 1 -0,09 -0,02 -0,07 0,08
Cirugía Plástica 2 0,68 0,40 0,00 0,57
Cirugía Plástica 1 2
Cirugía Torácica 1 0,22 0,01 0,46 0,04
Cirugía Torácica 2 0,47 0,14 -0,17 0,48
Cirugía Torácica 1 2
Cirugía Vascular 1 0, 77 0,50 0,55 0,54
Cirugía Vascular 2 0,33 0, 79 0,47 0,53
Cirugía Vascular 1 2
Dermatología Total 1 0,03 -0,06 -0,27 0,30
Dermatología Total 2 0,10 0,11 0,38 0,45
Dermatología Total 1 2
Digestivo E^Q 1 0,57 0,79 0,23 0,78
Digestivo E^ 2 0,71 0,96 0,56 0,70
Digestiw E^Q 1 2
Digesfiro Jer 1 -0,73 0,00 0,73 0,14
Digestivo Jer 2 -0,53 0,58 0,40 0,11
Digestivo Jer 1 2
Digestiw Cup 1 0,37 0,50 0,53 0,42
Digestiv^o Cup 2 0,25 0,45 0,74 0,56
Digestiw Cup 1 2
Digestiw Total 1 0,10 0,24 0,73 0,38
Digestiw Total 2 0,22 0,62 0,70 0,57
Digestivv Total 1 2
Endocrinología E^ 1 -0,41 0,43 0,36 0,18
Endocrinología E^Q 2 0,18 0,94 0,43 0,50
Endocrinología E^Q 1 2
Endocrinología Jer 1 -0,23 0,29 -0,23 0,66
Endocrinología Jer 2 -0,02 -0,23 -0,13 0,64
Endocrinología Jer 1 2
Endocrinología Cup 1 -0,18 -0,26 -0,02 -0,19
Endocrinología Cup 2 -0,35 -0,56 0,37 0,32
Endocrinología Cup 1 2
Endocrinología Total 1 -0,44 0,28 -0,10 0,10
Endocrinotogía Total 2 0,45 0,49 0,52 0,45
Endocrinología Total 1 2
Ginecología E^ 1 0,31 0,66 0,01 0,54
Ginecología E^Q 2 0,78 0,89 0,43 0,78
Ginecología E^Q 1 2
Ginecología Jer 1 -0,60 -0,20 -0,11 0,57
Ginecología Jer 2 -0,22 0,09 0,23 0,63




0,69 0,51 0,82 0,31 0,58
0,40
0,19
-0,^ 0,32 0,64 0,75 0,34
0,19
0,56




















0,67 -0,41 -0,43 0,59 0,68 I_ 0^^
0,59
0, 73
0,22 0,79 0,96 0,75 0,85 0,72
0,03
0,14
1,00 0,68 0,92 0,86 0,91 0,87
0,68 0,85 0,52 0,33 0,72 0,62
0,66 0,78 0,84 0,80 0,76 0,77
0,14
0,51
0,97 0,75 0,78 0,74 0,97 0,84
0,12
0,07
0,92 0,24 0,80 0,86 0,93 0,75
-0,16
-0,OS
0,48 -0,06 0,78 0,39 0,56 0,43
-0,04
0,48




0,51 0,9Ci 0,44 0,84 0,82 0, 71
-0,09
0,18
^ 0,73 _ 0,37 0,86 0,78 0,96 0, 74
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Ginecología Cup 1 -0,39 -0,17 0,47 0,35
Ginecología Cup 2 -0,50 -0,04 -0,42 0,28
Ginecología Cup 1 2
Ginecología Total 1 0,14 -0,13 0,23 0,58
Ginecología Total 2 0,72 0,47 0,41 0,78












Medicina Int A Ext 1 0,00 0,34 0,54 0,45
Medicina Int A F,Q 2 0,51 0,73 0,85 0,71
Medicina Int A E^Q 1 2
Medicina Int A Jer 1 0,16 -0,15 0,23
Medicina Int A Jer 2 ^ -0,57 0,56 -0,32
Medicina Int A Jer 1 2
Medicina Int A Total 1 0,20 -0,17 0,23
Medicina Int A Total 2 -0,37 0,64 0,15
Medicina Int A Total 1 2
Medicina Int B 1 -0,^ -0,12 -0,OS 0,32
Medicina Int B 2 0,06 0,48 0,42 o,n
Medicina Int B 1 2
Medicina Int C 1 -0,46 -0, 21 0,1 4 -0,16
Medicina Int C 2 0,04 0,24 0,17 0,60
Medicina Int C 1 2
Medicina Int I 1 -0,04 -0,18 0,33 0,60
Medicina Int I 2 0,48 0,08 0,67 0,62
Medicina IM I 1 2
Nefrología 1 -0,27 -0,OS 0,13 0,33
Nefrología 2 0,14 0,35 0,76 0,70
Nefrología 1 2
Neumología F^d 1 0,65 0,34 0,68 0,80
Neumología E^Q 2 0,64 0,88 0,72 0,97
Neumología E^G 1 2
Neumología Jer 1 0,38 0,38 -0,07 0,40
Neumología Jer 2 0,79 0,19 -0,11 0,47
Neumología Jer 1 2
Neumología Cup 1 0,44 -0,07
Neumología Cup 2 0,48 0,28
Neumología Cup 1 2
Neumología Total 1 0,24 0,45
Neumología Total 2 0,50 0,65
Neumología Total 1 2
Neurocirugía 1 0,78 0,39 0,61 0, 77
Neurocirugía 2 0,07 -0,06 0,56 0,81
Neurocirugía 1 2
Neurología E^ 1 0,39 0,68 0,31 0,47
Neurotogía E^ 2 O,SA 0,85 0,31 0,82
Neurología E^d 1 2
Neurología Jer 1 -0,30 0,48 0,07 0,40
Neurología Jer 2 0,12 0,59 0,25 0,45












0,04 -0,06 -0,45 0,81 0,79 L 0^^
0,33
0, 70
0,19 0,56 0,78 0,37 0,77 0,54
0,08
-0,11
0,13 -0,13 -0,09 0,13 0,01
0,09
0,14
0,28 0,09 0,06 0,45 0,22










0,44 0,65 0,57 0,67 0,41 0,55
O,OCi
0,49
^ 0,51 0,38 0,78 0,76 r0,6tJ 0,63
0,62
0,80
0,18 0,38 0,68 0,75 0,60 0,52
0,27
0,33
0,54 0,57 0,80 0,85 0,83 0,72
0,19
0,38
0, 77 0,80 0, 72 0, 76
0,34
0,58
0,82 0,87 0,88 0,86
0,61 0,39 0,88 0,77 ^ 0,76
0,54 0,54 0,97 0,9CiT 0,45












Neurología Total 1 0,08 0,43 0,17 0,56
Neurología Total 2 0,38 0,79 0,30 0,75
Neurotogía Total 1 2
Obstetricia E^Q 1 -0,37 0,28 0,09 0,31
Obstetricia E^ 2 0,68 0,56 -0,08 0,43
Obstetricia E^Q 1 2
Obstetricia Jer 1 -0,27 -0,62 -0,08 0,01
Obstetricia Jer 2 -0,20 -0,28 0,08 0,32
Obstetricia Jer 1 2
Obstetricia Cup 1 -0,21 -0,23 -0,18 0,44
Obstetricia Cup 2 0,60 0,02 -0,13 0,23
Obstetricia Cup 1 2
Obstetricia Total 1 -0,34 0,15 0,12 0,26
Obstetricia Total 2 0,53 0,46 0,05 0,25
Obstetricia Total 1 2
Obstetricia Partos 0,09 0,38 -0,01 0,16
Obstetricia Cesareas 0,22 -0,32 0,10 -0,08
Obstetricia P C
Oftalmología F,Q 1 0,46 0,79 0,45 0,25
Oftalmología E^Q 2 0,22 0,45 -0,01 0,05
Oftalmología E^á 1 2
Oftalmología Jer 1 -0,36 0,39 0,12 0,30
Oftalmología Jer 2 -0,11 0,00 0,10 0,36
Oftalmología Jer 1 2
Oftalmología Cup 1 0,10 0,54 0,43 0,49
Oftalmología Cup 2 0,77 0,67 0,42 0,66
Oftalmología Cup 1 2
Oftalmología Total 1 0,16 0,11 0,52 0,38
Oftalmología Total 2 0,66 0,63 0,21 0,06












ORL E^ 1 -0,23 -0,OCi 0,62 0,47
ORL E^Q 2 0,99 0,69 0,33 0,53
ORLE^12
ORL Jer 1 0,19 0,43 0,14 0,31
ORL Jer 2 0,53 0,03 0,50 0,49
ORL Jer 1 2
ORL Cup 1 0,84 0,43 0,22 0,42
ORL Cup 2 0,74 0,67 0,64 0,52
ORL Cup 1 2
ORL Total 1 0,69 0,52 0,33 0,22
ORL Total 2 0,97 0,61 0,50 0,53
ORL Total 1 2
Pediatría E^d 1 0,67 0, 77 0,49 0,70
Pediatría E^d 2 0,96 0,87 0,64 0,80
Pediatría E>d 1 2
Psiquiatría E^Q 1 0,20 0,15 0,56 -0,22
Psiquiatría E^Q 2 0,44 0,64 0,23 0,01
Psiquiatría E^á 1 2
Psiquiatría Cup 1 -0,01 -0,01 -0,OS 0,48
Psiquiatría Cup 2 0,80 0,62 0,32 0,48
Psiquiatría Cup 1 2
Anexo IX






0,63 0,56 -0,28 0,32 0,41 0,32
-0,24
-0,02
0,80 0,27 0,77 0,81 0,27 0,58
-0,04
0,18
0,97 -0,43 0,03 0,64 0,22 0,29
0,05
0,32
0,43 -0,14 0,18 0,70 0,33 0,30






0,87 0,52 0,25 0,64 -0,24 0,41
0,11
0,09
0,35 -0,36 0,89 0,90 0,82 0,52
0,39
0,62
0,78 0,58 0,61 0,66 0,73 0,67
0,29
0,39
0,76 0,57 0,53 0,82 0,25 0,59






-0,23 0,46 0,49 0,06 0,10 0,18
0,26
0,39
0,08 -0,01 0,35 0,97 0,91 0,46
0,48
0,64
0,64 0,52 0,14 0,87 0,97 0,63
0, 44
0,65








0,58 0,38 -0,10 0,83 1 0,78 0,49
0,10
0,56
^ 0,72 -0,38 0,32 0,66 0,47 0,36
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Psiquiatría Total 1 0,07 O,OCi 0,04 0,30
Psiquiatría Total 2 0,24 0,64 0,40 0,09
Psiquiatría Total 1 2
Quemados 1 0,22 0,06 0,25 -0,09
Quemados 2 -0,42 -0,11 0,10 0,39
^uemados 1 2
Reumatología 1 -0,11 0,27 0,61 -0,06
Reumatología 2 0,83 0,83 0,60 0,32
Reumatología 1 2
Salud Mentat 1 -0,32 0,12 0,48 0,44
Salud Merrtal 2 0,75 o,ss o,n 0,22
Salud Mental 1 2
Traumatología E^Q 1 0,03 0,36 0,06 0,30
Traumatología E^d 2 0,73 0,67 0,37 0,43
Traumatología E^ 1 2
Traumatología Jer 1 0,11 0,20 0,01 0,35
Traumatología Jer 2 -0,17 0,64 -0,14 0,49
Traumatología Jer 1 2
Traumatología Cup 1 -0,53 -0,06 -0,27 0,62
Traumatología Cup 2 0,76 0,42 -0,06 0,56
Traumatología Cup 1 2
Traumatología Total 1 -0,22 0,48 0,0^3 0,52
Traumatología Total 2 0,75 0,67 0,28 0,67
Traumatología Total 1 2
U.L.M.1 0,03 -0,24 -0,56 -0,28
U.L.M.2 0,21 0,20 0,16 0,63
U.L.M. 1 2
Urología Jer 1 -0,06 -0,18 0,16 0,27
Urología Jer 2 0,46 0,22 -0,01 0,43
Urología Jer 1 2
Urología E^Q 1 -0,06 -0,28 0,42 0,42
Urología E^á 2 0,41 0,48 0,41 0,90
Urología E^d 1 2
Urología Cup 1 0,40 0,22 0,80 0,63
Urología Cup 2 0,52 0,16 0,32 0,56
Urología Cup 1 2
Urología Total 1 0,59 0,36 0,60 0,41
Urología Total 2 0,57 0,43 0,53 0,62





0,90 -0,03 0,03 _ 0,83 _ 0,39 0,42
0,11
-0,01




0,52 0,39 0,90 0,96 0,84 0, 72
0,18
0,57
f 0,47 0,26 _ 0,56 0,69 0,39 0,47
0,19
0,56
0,46 0,74 0,82 0,98 0,89 0,78
0,17
0,20
-0,64 0,51 0,68 0,78 0,71 0,41
-0,06
0,42
0,56 0,00 0,58 0,98 0,83 0,59
0,20
0,59
0,42 0,53 0,63 0,95 0,77 0,66
-0,26
0,30
-0,06 0,62 -0,26 0,58 0,23 0,22
0,06
0, 27
0,51 -0,28 0,22 0,87 0,85 0,43
0,13
0,55
0,71 0,53 0,59 0,83 0,84 0,70
0,51
0,39
0,74 -0,01 0,51 0,67 0,19 0,42
0,49
0,54






Coeficiente de Correlación: valor m^edio
Distribución de los oeficier^tes de correlación
















-0,s 1 6 4 1 1 Z 14
-0,2S 16 7 6 4 7 5 45
0 1 21 25 24 9 ^ ^ 2 3 ^ 96
O,ZS 3 36 32 36 2s ]a 9 10 4 ^ 172
O,s 10 24 40 46 s9 1 11 18 9 7 1^ 241
0, 75 2 36 32 4s 51 ^ ^ ^ ^ 18 ] 5 272
1 1 17 22 8 14 17 10 30 4s 38 Z02
Total datos 18 1s4 162 166 162 3 71 75 77 7^ 77 1042
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Anexo IX
-1 -1 -0,75 -0,5 -0,2^
Frecuencias interanuales departamento 0 0 12 J 33
0, 75
25%


































Departamento I Tlpo E(xJ Pendlente Pendte/E(xJ 92 a 96 96S 95D 92 a 96 96S 95D
613%
Ingresos T TS 2. 946, 33 113, 21 3, 84% -0, 335 -0, 461 0, 554 -0, 466
Estancia Medla T TS 10, 87 -0, 30 -2, 80°^ -0, 631 -0, 453 0, 014 0,115
En Espera T TS 3.301, 70 -74, 60 -2, 26°^ -1, 020 -0, 030 0, 043 0, 511
Pr^n eras T 1 TS 12.330, 93 1303, 22 10, 57°^ -0, 846 0, 391 0, 545 -1,137
Prin eras T 1 TD 11.966, 83 605,19 5, 06 °rb 0,117 0, 238
Segundas T 2TS 29.424, 88 1132, 33 3, 85°^ -0, 548 1, 871 0, 089 -1, 489
Segundas T 2TD 22.451, 00 800, 59 3, 57°^ -0, 918 0, 360
Otras T OTD 11.855,25 667,87 5,63°.6 -0,671 0,534
Total Dem andas T TD 46.273, 08 2073, 65 4, 48°^ -0, 484 0, 409
IQ T TS 1.254, 98 220,16 17, 54°^ -0, 621 0,138 0, 264 -0, 056
Ingresos 1 1S 1.754,08 97,90 5,58°^ -0,340 0,044 0, 456 -0,476
Estancia Media 1 1 S 13, 59 -0, 95 -6, 95°^ -0, 758 0, 639 0, 518 -0, 043
En Espera 1 1S 2.391,40 -19,32 -0,81°^ -1,072 -0,239 0,081 0,374
Prin eras 1 11 S 5. 959, 58 534, 29 8, 97 % -0, 679 0, 433 0, 377 -0,178
Segundas 1 21 S 15.883, 65 -165, 42 -1, 04°.6 -0, 034 2, 801 -0, 708 -1, 484
IQ 1 1 S 702, 85 139, 43 19, 84°^6 -0, 960 0, 999 0,123 -0, 787
Ingresos2 2S 1.170,73 6,55 0,56°.6 -0,713 -1,216 0,016 -0,621
Estancia Media 2 2S 5, 84 -0, 05 -0, 80°^ 1, 489 6, 259 -0, 549 2, 269
En Espera 2 2S 905, 85 -07, 00 -6, 29% -0, 888 -1, 284 0, 247 0, 362
Prim eras 2 21 S 6.180, 68 580, 92 9, 40% -0,190 0,152 0, 784 -0, 478
Segundas 2 2ZS 12.857, 30 597, 66 4, 65% 0, 683 0, 361 0, 804 0, 088
IQ 2 2S 556,65 76,22 13,69% -0,370 -1,024 0,284 -0,290
Alergia 1 S 113,12 3, 29 2, 90% 2, 863 0, 683 -1, 388 -1, 385
Alergia 2S 430, 75 45, 76 10, 62°^ 1, 824 -0, 419 -1, 035 -0, 860
Alergia 1 D 93, 25 4, 09 4, 38°.6 -0, 799 0, 502
Alergia 2D 371, 42 6, 44 1, 73 % -1, 516 0, 242
Alergia OD 102,17 13,66 13,37°^ 1,099 -1,285
Alergia TD 566, 83 24,19 4, 27°^ -1, 285 0, 697
Cardiología 1 S 550, 25 2, 64 0, 48°^ 0, 448 -0, 376
Cardiología 2S 1.553,12 16, 44 1, 06°^ 0, 473 0, 532
Cardiología• 1 D 281, 58 21, 05 7, 47°^ -0, 002 0, 215
Cardiología 20 505,92 32,23 6,37°^ -0,261 0,835
Cardiología OD 414,42 6,10 1,47°^ -1,006 0,290
Cardiología TD 1.201, 92 59, 38 4, 94°.6 -0, 716 0, 658
Cirugía Cardíaca 1S 5,65 1,21 21,45% -0, 750 -0,634 0,530 0,534
Cirugía Cardíaca 2S 77, 87 15, 64 20, 09% -0, 445 2, 868 -0, 039 -0, 021
Cirugía Cardíaca 1 D 7, 42 0, 79 10, 61 % -0, 760 0, 486
Cirugía Cardíaca 2D 93, 42 3, 25 3, 48% 1, 650 1, 240
Cirugía Cardíaca OD




^ Deoartamento / Tibo ^ Elxl ^ Pendiente Pendte/E[x] _ 92 a 96 96S 95D 92 a 96 r 96S 95D I
Cirugía General 1 S 925, 85 76, 29 8, 24% -1, 031 -0, 075
Cirugía General 2S 1.480, 44 78, 31 5, 29% -0, 207 -0, 040
CirugíaGeneral 1D 952,00 58,06 6,10°^ 1,864 -0,564
Cirugía Generat 2D 1.479, 25 103, 51 7, 00°,6 0, 771 0, 849
Cirugía General OD
Cirugía General TD 2.431, 25 161, 57 6, 65% ^ 0, 941 0.^
Cirugía Plast. Inf. 1S 8,15 -0,96 -11,79°.6 0,203 0,920 -0,065 -1,206
Cirugía Plast. Inf. 2S 40, 28 -2, 00 -4, 95°.G 0, 504 0, 245 -0, 718 -1,135
Cirugía Plast. Inf. 1 D 7, 50 -0,15 -1, 96°^ 2, 620 1, 467
Cirugía Plast. Inf. 2D 36, 42 0,13 0, 36% 0,146 -0, 472
Cirugía Plast. Inf. OD
Cirugía Plast. Inf. TD 43, 92 -0, 02 -0, 04°.6 0, 458 0,196
Cirugía Plástica 1 S 145,15 2, 86 1, 97°r6 3,191 -0, 798 0, 063 -0, 054
Cirugía Plástica 2S 632, 85 65,10 10, 29°^ -0, 411 -0, 451 0, 202 -0, 052
Cirugía Plástica 1 D 170, 67 5, 29 3,10°^ -0, 220 0, 355
Cirugía Plástica 2D 585, 50 45, 40 7, 75% -0, 299 0, 775
Cirugía Plástica OD
Cirugía Plástica TD 756,17 50, 69 6, 70°^6 -0,577 0, 762
Cirugía Torácica 1 S 13, 59 3, 65 26, 83°^ -0, 008 •-0, 019 0, 334 -0,169
Cirugía Torácica 2S 63, 50 6, 46 10,17°^ 0, 076 0, 879 0, 447 -0,126
Cirugía Torácica 1 D 14, 75 0, 89 6,04°^ -1,232 -1, 232
Cirugía Torácica 2D 67, 50 2, 45 3, 64°^ -0, 538 -0, 538
Cirugía Torácica OD
Clrugía Torácica TD 82, 25 3, 35 4, 07°^6 -0, 809 -0, 809
Cirugía Vascular 1 S 124, 75 7, 24 5, 80% 2, 436 0, 234 0, 925 -0, 856
Cirugía Vascular 2S 212, 70 21, 54 10,12°^ 0,181 0, 474 0,184 -0, 740
Cirugía Vascular 1 D 158, 75 10, 98 6, 91 °^ -1, 291 0, 593
Cirugía Vascular 2D 242, 75 8, 88 3, 66°.6 -0, 875 0, 639
Cirugía Vascular OD 4,50 2,08 46,20°^ 12,000 3.464
Cirugía Vascular TD 406,00 21, 93 5, 40°^ -0, 804 0, 653
Dermatología 1 S 866, 97 172, 75 19, 93% -0, 860 0, 320
Dennatología 2S 707,33 153,45 21,69°^ -0,625 0,257
Dertn atología 1 D 880, 67 84, 88 9, 64°^6 0, 362 0, 780
Dertnatología 2D 997,08 88,21 8,85°i6 -0,307 0,555
Dertnatología OD 35,08 13,53 38,56°^ 3,077 1,883
Dermatología TD 1.912, 83 186, 62 9, 76°^ 0,511 0, 876
Digestivo 1 S 510,15 16, 08 3,15% -0, 085 -0, 397
Digestivo 2S 942, 30 ^3, 24 -5, 65% 0, 203 -0,117
Digestivo 10 572, 75 38, 07 6, 65% 1,194 0, 370
Digestivo 2D 997, 75 60, 00 6, 01 % 0, 046 0, 754
Digestivo OD 293,17 25, 64 8, 75°r6 -0, 529 0, 925




Departamento / Tipo Ejx] Pendlente Pendte/EjxJ 92 a 96 96S 95D 92 a 96 96S 95D
Endocrinología 1S 286,07 29,67 10,37°^ -0,622 -0,457
Endocrinología 2S 1.168,40 -19,81 -1,70°^ 2,513 1,523
Endocrinología 1 D 257, 67 12, 69 4, 92°^ -0, 331 0, 497
Endocrinología 2D 717,50 22,17 3,09% -0,569 0,546
Endocxinología 00 37,92 9,58 25,26% 3,075 1,864
Endocrinología TD 1.013, 08 44, 43 4, 39°^ -0, 374 0, 703
Ginecología 1 S 846, 32 129, 51 15, 30°.6 -1,174 0, 412
Ginecología 2S 2.247,19 178, 60 7, 95°^ -0, 961 0,135
Ginecología 1 D 729, 75 13, 47 1, 85°.6 -1,005 -0, 553
Ginecología 2D 1.634,17 -13,06 -0,80°.6 -1,043 0,363
Ginecología OD 696,33 24,79 3,56°.6 -0,689 0,000
Ginecología TD 3.060,25 25,20 0,82°^ -1,221 0,109
Hematología 1 S 52, 73 0, 77 1, 47% 6, 468 -0, 230 2, 457 -0, 878
Hematología 2S 910,70 -306,43 -33,65% -1,267 -1,006 0,626 -0,047
Hem atología 1 D 53, 75 1, 79 3, 34% 0, 249 0, 568
Hematología 2D 519,33 16,55 3,19°^ -0,902 0,568
Hematología OD 64, 42 -9, 09 -14,11 °^ 2, 918 1, 565
Hematología TD 637,50 9,25 1,45°^ -1,309 0,436
Medicina Interna A 1 S 226, 96 2, 62 1,15°^ 0, 306 -0, 685
Medicina Interna A 2S 449, 96 32, 77 7, 28°.G 3, 479 -0, 962
Medicina Interna A 1 D 14,17 1, 44 10,17% -0,019 0, 442
Medicina Interna A 2D 133, 00 5, 25 3, 95°.6 -0, 780 -0, 046
Medicina Interna A OD
Medicina Interna A TD 147,17 6, 69 4, 55°.6 -0, 647 -0, 024
Medicina Interna B 1 S 39, 05 -1, 90 -4, 87°r6 1, 218 -1, 492 0, 964 -0,139
Medicina Interna B 2S 250, 78 47, 89 19,10°^ 0, 472 -0, 607 -0, 446 0, 315
Medicina Interna B 1 D 13, 58 0, 57 4, 20°^ -0, 655 0, 729
Medicina Interna B 2D 52,50 1,88 3,58°^ 0,043 0,997
Medicina Interna B OD
Medicina Interna B TD 66, 08 2, 45 3, 71 % -0, 752 0, 755
Medicina Interna C 1 S 17, 48 2,19 12, 53°^ -0, 351 2, 314 0, 076 0, 639
Medicina Interna C 2S 96, 25 3, 59 3, 73°^ -0, 439 1,169 -0, 299 -1, 209
Medicina Interna C 1 D 20, 92 1, 64 7, 84% 0, 704 0, 715
Medicina Interna C 2D 88, 83 3, 73 4, 20°^ 0, 416 0, 864
Medicina Interna C OD
Medicina Interna C TD 109, 75 5, 37 4, 89°^ 0, 826 1, 006
Medicina Interna I 1 S 7, 58 0, 75 9, 90% 0, 311 0, 471 0, 547 0, 228
Mediclna Interna 1 2S 54,50 4,11 7,54% -0,193 -0,068 0,151 0, 450
Medicina Interna I 1 D 8, 58 0, 20 2, 32% -0, 721 0, 623
Medicina Interna I 2D 57, 08 1,57 2, 75% -0, 853 ^ 0, 604
Medicina Interna I OD
Medicina Interna I TD 65, 67 1, 77 2, 69°^ -0, 811 0, 619
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Anexo X
Departamento / Tipo E(xj ^ Pendiente ^ PendtelE(xj
Curtosis
92 a 96 96S 95D
Asímetría
92 a 96 96S 95D
Nefrología 1S 30,87 2,38 7,69% 0,039 0,501 -0,217 -0,939
Nefrología 2S 316, 52 15, 71 4, 96°^6 0,129 5, 979 -0, 721 -2, 224
Nefrología 1 D 30, 83 0, 07 0, 23% 1,179 -0, 494
Nefrología 2D 306, 33 -2, 52 -0, 82% -1, 462 -0, 085
Nefrología OD
Nefrología TD 337,17 -2,45 -0, 73% -1,514 -0,040
Neumología 1S 519,42 35,62 6,86% -0,841 -0,097
Neumología 2S 1.204,17 1, 79 0,15% 0, 525 -0, 608
Neum ología 1 D 260, 83 • 17, 29 6, 63% 0, 260 0, 622
Neumología 2D 702,17 22, 43 3,19°^6 -0, 641 0, 571
Neumología OD 173, 33 -10, 91 -6, 29°.6 11,085 3, 274
Neumología TD 1.136, 33 28, 80 2, 53% -0, 546 0, 799
Neurocirugía 1 S 56, 77 1, 35 2, 38°^ 0,175 0,133 -0,116 -0, 291
Neurocirugía 2S 115, 58 -0, 91 -0, 79% 0, 448 0, 612 -0, 802 -1,157
Neurocirugía 1 D 44, 25 2, 94 6, 65% 0, 014 1,100
Neurocirugía 2D 97, 08 1, 30 1, 34°.6 1, 834 1,177
Neurocirugía OD
Neurocirugía TD 141, 33 4, 24 3, 00°^ 0, 964 1,1, 4589
Neurología 1S 160,50 7,23 4,50% 0,717 -0,737
Neurología 2S 341,13 15,56 4,56% 1,549 -0,034
Neurología 1 D 184, 67 17,15 9, 29% 0, 235 0, 791
Neurología 2D 315, 08 12, 31 3, 91 % -1, 526 0, 436
Neurología OD
Neurología TD 499, 75 29, 47 5, 90% -1, 321 0, 449
Obstetricia 1 S 207,18 19, 93 9, 62°^6 0, 257 0,168
Obstetricia 2S 889,17 -39, 58 -4, 45°r6 -0, 379 0, 664
Obstetricia Partos 3S 250, 42 -14, 35 -5, 73°^ -0, 604 0,135
Obstetricia Partos Nat 203, 20 -12, 64 -6, 22% -0, 371 0,165
Obstetricia Partos Ces 47,12 -1, 71 -3, 63°.6 -0, 357 0, 255
Obstetricia 1 D 205, 33 6, 82 3, 32% -0,129 0, 377
Obstetricia 2D 607, 08 9, 77 1, 61 °^ 0, 976 -1, 041
Obstetricia OD 351,17 20,61 5,87°.6 -0,184 0,410
Obstetricia TD 1.163, 58 37, 20 3, 20°.6 -0, 426 -0, 095
Oftalmología 1 S 1.496, 82 161, 82 10, 81 % -0, 575 0, 410
OftaYnología 2S 2.683, 42 -40, 33 -1, 50°.6 -0, 431 -0,197
Oftatnología 1 D 1.623, 75 88,37 5, 44°^ 0, 797 -0,272
ORaimología 2D 1.969,17 31,17 1,58°.6 -0,371 -0,204
ORatnología OD 146,83 -6,14 -4,18% 10,269 3,134
ORatrnología TD 3. 739, 75 113, 40 3, 03% -0, 018 -0, 269
Oncología 1 S 31, 23 0, 71 2, 26°^ -0, 414 -0, 926 -0, 048 -0, 050
Oncología 2S 357, 67 79, 62 22, 26°.6 -0, 683 1,162 0, 092 -0, 394
Oncología 1 D 17,17 -0,14 -0, 81 °^6 -1, 327 0, 594
Oncología 2D 501, 42 40, 37 8, 05°^ 2, 904 1, 057
Oncología OD 824,08 54, 93 6, 67% 1, 600 0, 924
Oncología TD 1.342,67 95,15 7,09°r6 2,111 1,053
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Anexo X
Departamento I Tipo E(xJ ^ Pendiente ^ PendtelE(xJ
Curtosis
92 a 96 96S 95D
Aslmetría
92 a 96 96S 95D
ORL 1 S 1.086, 00 38, 05 3, 50% 0, 236 0,103
ORL 2S 1.518, 88 -28, 46 -1, 87% -0, 712 -0, 326
ORL 1 D 1.221, 25 58, 70 4, 81 % 0, 855 -0,177
ORL 2D 1.563, 75 90,19 5, 77% 0, 514 0, 780
ORL OD 57,08 2,97 5,20% 9,818 3,017
ORL TD 2.842, 08 151, 86 5, 34% 0, 693 0, 419
Pediatría 1S 235,32 14,34 6,09% -0,673 -0,057
Pediatría 2S 924,17 56,28 6,09% -0,123 0,415
Pediatría 1D 231,67 9,06 3,91°^ 0,019 -0,296
Pediatría 2D 871,83 31,04 3,56°^ -0,564 0,215
Pediatría OD 184, 50 2, 34 1, 27°^ -0, 448 0, 324
Pediatría TD 1.288, 00 42, 43 3, 29°^ -0, 563 0,134
Psiquiatría 1 S 330, 92 25, 09 7, 58% 7, 071 -1, 779
Psiquiatria 2S 692, 03 -60,14 -8, 69% 3, 379 -0, 903
Psiquiatría 1 D 166, 00 11,11 6, 69°^ 0, 459 1, 015
Psiquiatría 2D 470, 92 41, 66 8, 85°.6 3,179 1, 416
Psiquiatría OD 139, 58 15, 91 11, 40°.6 ^ 0, 323 0, 496
Psiquiatria TD 776, 50 68, 69 8, 85°^ 2,151 1,176
Quem ados 1 S 17, 92 0, 51 2, 82°^ 0,185 1, 069 0, 234 1, 226
Quemados 2S 60,02 10,12 16,86°^ -0,544 -0,574 0,272 0,359
Quemados 1 D 17, 58 0, 47 2, 64°rb 0, 598 0, 596
Quemados 2D 71,67 1,34 1,87% -1,589 -0,066
Quemados OD
Quemados TD 89,25 1,81 2,03% -1,419 -0,040
Reumatología 1S 111,45 -0,07 -0,06% 0,846 1,918 -0,492 -1,554
Reum atología 2S 429, 82 20,12 4, 68% 2, 315 -0, 533 -1,152 -0,146
Reumatología 1 D 132, 00 7, 30 5, 53% -0, 989 0, 379
Reumatología 2D 385,33 27,86 7,23% -0,531 0,637
Reumatología OD
Reumatología TD 517,33 35,16 6,80% -0,716 0,555
Salud Mental 1 S 316, 83 109, 69 34, 62% -1, 381 -0, 356 0, 517 -0, 634
Salud Mental 2S 1.639, 62 646, 92 39, 46°^ -1, 088 0, 398 0, 646 -0, 443
Salud Mental 1 D 17, 08 3, 75 21, 96% 0,130 0, 937
Salud Mental 2D 75, 42 13, 41 17, 78°^ -1, 480 0, 438
Salud Mental OD
Salud Mental TD 95, 20 17,16 18, 03°^ -1, 209 0, 502
Traum atología 1 S 1.651, 98 204, 76 12, 39°.6 -1, 059 0,181
Traumatología 2S 3.600,17 -176,15 -4,89% -0,231 -0,235
Traum atología 1 D 1.710, 75 82, 41 4, 82°^ 0, 544 0, 014
Traumatología 2D 2.605,75 135,44 5,20% 1,095 0,447
Traumatología OD 3,58 -1,05 -29,37°^ 12,000 3,464
Traum atología TD 4.320, 08 216, 80 5, 02% 0, 833 0, 260
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Anexo X
partamento / Tipo Pendlente ^ Pendte/E(xJ
Curtosis
92 a 96 96S 95D
Asimetr^a
92 a 96 96S 95D
UCI Ing 136,53 3,91 2,86% 0,452 0,007 0,619 0,968
UCI EM 5,88 0,10 1,62% -0,514 0,123 0,339 -0,881
UCI 1D 140,92 -1,31 -0,93oi6 -0,985 0,402
ULM 1S 8,53 -1,97 -23,14% -0,981 -1,147 0,246 0,168
ULM 2S 71,33 3,01 4,22% 1,106 4,406 -0,363 -1,410
U LM 1 D 5, 75 0, 35 6, 02 % -0, 735 0,140
ULM 2D 72,50 1,92 2,65% -1,027 0,584
ULM OD
ULM TD 78,50 2,27 2,89°^6 -1,079 0,607
Urgencias Oia 376, 93 15, 33 4, 07°.6 -0, 490 -0, 433 0, 226 0, 404
Urgencias Mes 11.476,90 474, 78 4,14°r6 -0,539 -0,394 0,204 0,154
Urgencias Ing 1.876, 08 8, 31 0, 44°r6 -0,195 0, 518 0, 651 0, 653
Urgencias Prs 64, 23 % -2, 4°.6 -3, 74°^ 0, 387 0, 005 0, 735 1,135
Urgencias Tasa 17, 04°^ -1, 2% -6, 83 % -0, 291 -0, 375 0, 801 -0, 383
Urología 1 S 538, 03 74, 30 13, 81 % -0, 750 0, 636
Urología 2S 1.461, 87 60, 37 4,13°^ -0, 591 -0, 070
Urología 1 D 656, 33 54, 92 8, 37°^ 0, 887 0, 926
Urología 2D 1.293, 25 88, 35 6, 83°^6 -0, 294 0, 857
Urología OD 224, 92 24, 33 10, 82 % -0, 777 0, 595
Urología TD 2.174, 50 167, 60 7, 71 °.6 0,181 0, 998
Gradiente de evolución (Pendiente/E[x])
I I ^-r^_ (
^ , ^ ^ a ^






















Estacionalidad: HoR Winter (MuRiplicativo)
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Ene Feb Mar Abr May Jun Jul Ago Sep Od Nov Dic
1,00 1,02 0,98 0,98 0,98 0,99 0,99 1,04 1,06 1,02 0,98 0,96
1,02 0,94 0,98 0,99 0,88 0,79 0,99 1,00 1,11 1,07 1,06 1,05
1,01 1,00 0,98 0,98 0,95 0,97 0,99 1,03 1,07 1,03 1,00 1,00
+ + + + +
+ + + ^ + +
+ + + + + +
0,98 1,00 1,02 1,02 1,06 0,96 0,99 1,04 0,96 0,97 0,96 1,06
1,00 1,00 0,97 1,04 1,01 0,99 0,96 1,02 1,00 1,00 0,99 1,01
0,99 1,00 1,01 1,03 1,04 0,97 1,00 1,02 0,97 0,97 0,96 1,04
+ + + + +
+ + + + +
+ + + + + + +
1,06 0,99 1,07 0,98 1,02 1,05 0,96 0,89 0,96 1,03 1,05 0,94
1,03 1,01 1,12 0,96 1,06 1,06 0,86 0,90 0,92 1,04 1,05 o,s8
1,48 0,99 1,09 0,97 1,04 1,05 0,92 0,89 0,94 1,03 1,04 0,95
+ + + + + +
+ + + + + + ^
+ + + + + +
o,9s 1,07 1,20 0,98 1,os 1,1a o,86s o,s2 o,9s 1,10 1,1s o,8s
1,os 1,22 1,31 0,96 1,10 1,18 0,64 0,65 0,83 1,09 1,17 0,81
1,01 1,15 0,27 0,99 1,09 1,12 0,77 0,63 0,90 1,09 1,16 0,83
+ + + + + +
+ + + + + + +
+ + + + + +
1,02 1,01 1,13 1,01 1,03 1,08 0,92 0,82 1,03 1,01 1,07 0,86
1,04 1,03 1,15 1,02 1,02 1,10 0,89 0,87 1,00 0,99 1,05 0,84
1,02 1,03 1,16 1,02 1,01 1,09 0,91 0,85 1,01 1,00 1,06 0,84
+ + + + + + + + +
+ + + + + + +
+ + + + + + + +
0,98 0,98 1,12 0,99 1,02 1,15 0,90 0,75 1,04 1,08 1,11 0,88
1,03 1,03 1,18 1,02 1,06 1,16 0,82 0,76 0,98 1,03 1,07 0,85
0,99 1,02 1,16 1,01 1,04 1,15 0,87 0, 75 1,01 1,04 1,09 0,86
+ + + + + +
+ ^ + + + + + +
+ + + + + + + +
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RESPECTO DEL VALOR MEDIO
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^ross Corre^ogram of TOTALPRiMERAS and TOTALSEGUNDAS
.^ -.--- ----`-_--• Dete: 07r04/97 Time 11 13
, Sample 1992'01 t996.t2
^ InGuded observanons. 60
' Correlat^ons are asymptotically consistent approwmations
TOTALPRIMERAS,TOTAL TOTALPRIMERAS,TOTAL ^ lag
^
lead
^I 0 1 0000 1 0000 i
^ 1 0.6431 0.6431 j
^ 2 0.5633 0 5633 ^
^ j 3 0.5188 0.5188 !'
(^9 ; 4 0 5753 0.5753 ^
^ i 5 0.5538 0.5538 ^
Johansen Comtegration Test
Date.09/13/97 Time:12:04
^ Sample. 1992:01 1996:12
Included observations: 58
Test assumpUOn' Lmear detertninisUC trend m the data
Senes: TOTALPRIMERAS TOTALSEGUNDAS
Lags mterval^ 1 to 1
Likelihood 5 Percent 1 Percent Hypothesized
Eigenvalue Ratio Cn6cal Value Cntical Value No. of CE(s)
0 417987 34 74849 15.41
0 056209 3 355303 3 76
^ ; 0 0.8484 0.8464 ^I
^ ^ 1 0.4849 0.4890 i
'(") denotes relection ot lhe hypothesis at 5%(1%) significance level
L R. test ^ndicates 1 comtegrating equation(s) at 5% signrficance level
Unnortnalized Comtegrating Coefficients:
i TOTALPRIMER TOTALSEGUNDAS
^ -4 03E•05 S.OOE-05
8.77E-OS -2.28E-OS
, Nonnalized Comtegrating Coefficients^ 1 Cointegrating Equation(s)
^ _ -
: TOTALPRIMER TOTAISEGUN C
! 1.000000 - 1 2a2004 24188 87
; (0 33102)
j^ Log likelihood -960.3345
Cross Correlogram of C2PRIMERAS and C2SEGUNDAS
II Date: 07l04/97 Time: 11:10
^ Sample: 1992:011998:12
' InGuded observations: 80
'I Cortelations are asymptotically cansistent approximations
r-











8 0.4977 0.4977 I.
' 7 0.5436 0.5436 ^
^ 8 0.4842 0.4842 '^
9 0.3854 0.3854 i
10 0.3592 0.3582
11 0.3341 0.3341
I 12 0.4885 0.4885 ^
20 04 None "
6.65 At most 1
2 0.3808 0.4030 ,I
3 0.3999 0.3737
4 0.4391 0.4010 ,^
^ 5 0 4128 0.3104 j
^ 6 0.2743 0.2210 ;
E^ 7 0.3119 0.3484 ;I
^ B 0.2592 0.2715 ;i
b • ^ 9 0.1952 0.1688 !
^ ' 10 0.1949 0.1313 '
b^ 11 0 1984 0.0788 ^
^ ^ 12 0.3287 0.2190 ^,
Johansen Cointegration Test
^ Oate: 07/04/97 Time: 11:11
Sample: 1992:01 1998:12
il InGuded observations: 58 ^
' Test assumption: Linear detertninistic Vend in the data
II Series: C2PRIMERAS C2SEGUNDAS ^
l^gs interval: 1 to 1 i
Í ,
Likelihood 5 Percent 1 Percent Hypothesized ^
Eigenvalue Ratio Critical Value Critical Value No. of CE(s) ;
; 0.201878 18.48085 15.41 20.04 None ' I
i 0.088850 5.398759 3.78 8.65 At most 1• i
•('•) denotes rejection of the hypothesis at 5%(1%) significance level
^ !II L.R. test indicates 2 owntegrating equation(s) at 5% significance level i







^ Nonnalized Cointegrating Coeffiuents: 1 Cantegrating Equation(s) ^
!
i C2PRIMERAS C2SEGUNDAS C
, t .000000 -0.719818 3078.491
il (0.18782)
^.^
j Log likelihood -902.8083
Cross Cortelogram of CIPRIMERAS and CISEGUNDAS
^ Date:07l04/97 Time. 1t:09
^ Sample 1992:01 1996.12
• InGuded observaUOns: 60
^ Cortelations are asymptoucally cons^stent approximations
CIPRIMERAS,CISEGUNDCIPRIMERAS,CISEGUND i lag lead
® ^ 0 0.4358 0 4358 ^
















^ 8 -0.1301 -0.0302 j
^ 7 -0.0738 0.0233 '
^ B -0.0811 0.0121
^ 9 -0.1703 -0.1340
t 0 -0.1789 -0.1694




Sample: 1992:01 1996:12 ĵ
InGuded observations: 58
Test assumption: Linear deterministic trend in the data ^
^Series: CIPRIMERAS CISEGUNOAS
i lags interval: t to 1 I
I Likelihood 5 Percent 1 Percent Hypothesized ^^
i Eigenvalue Ratio Critical Value Critical Vatue No. of CE(s) j
I 0.551219 49.22991 15.41 20.04 None ^ !I
! 0.046457 2.759102 3.78 8.65 At most 1 ,i
j'(•') denotes rejection ot the hypothesis at 5%(1%) significance level ^
L.R. test indicates 1 caintegrating equation(s) at 5% significance level ^I
;I
Unnormalized Cointegrating Coeffiŭents: i
I CIPRIMERAS CISEGUNDAS
2.85E-05 8.23E-05 i
^ 0.000147 -3.81 E-05 I
^(I
I (
; Nonnalized Cointegrating Ccefficients: 1 Cointegrating Equation(s) ;
j CIPRIMERAS CISEGUNDAS C ;i
^ ,.000000 2.99„27 -5,924.59 1i
i (1.92701) ;
I Log likelihood -884.3487




Correlations are asymptoticaly consistent approximations
ALERGIAI,ALERGIA2(-i) ALERGIAI,ALERGIA2(*i) lag lead
^ I 0 0.6861 0.6861 I^
^ ^ , 1 -0.0487 0.0692 ^
bp
d' ^ 2 -0.2168 -0.0731 i
3 -0.1734 -0.1084 I
; 4 -0.0379 0.0933 ^;
^ 5 -0.1344 0.11G_ I
^ 8 -0.1,.21 -0.0553 ;
7 0.0301 -0.0788 '
I 8 0.1019 -0.0681 ^,
' 9 0.0458 -0.0857 ;i
^ 10 -0.0573 -0.1540 'I
t 11 0.1740 0.11 B8 ;





Test assumption: Linear detertninistic trend in the data
Series: ALERGIAI ALERGIA2
Lags interval: 1 to 1
Eigenvalue
Likelitaod 5 Percent 1 Percent Hypothesized
Ratio Critical Value Critical Value No. of CE(s)
0.381855 33.89733 15.41 20.04 None " 1
0.123483 7.844327 3.78 8.85 At most 1•• i
'(") denotes rejection of the hypothesis at 5%(1%) significance level j
'I L.R. test indicates 2 cointegrating equation(s) at 5% significance level
i Unnonnalized Cointegrating Ccefficients:
ALERGIAI AIERGIA2 ;^
0.002970 0.000580
j -0.004937 0.001240 '
i
^ Í
i Nonnalized Cointegrating Coeffiŭents: 1 Cointegrating Equa6on(s) ^
I ALERGIAI ALERGIA2 C i
; 1.000000 0.188638 -194.9954 Í
ÍI (0.12745)
i
' Log likelihood -571 8707 ^^
,^
►_. _.. .,_......,ti ., ... .. ..,"."i.•.v. a„u ^.,nvci^crvw^c
,^ Date: 07/04/97 Time: 11:25
! Sample: 1992:01 1998:12 ^
Induded observa0ons: 60
Comelations are asymptodcaly consistent approximations
CIRGENERALAI,CIRGEN CIRGENERALAI,CIRGEN i lag lead
' I ' 0 0.8770 0.8770
' t ' 1 0.4118 0.4728
' ' ' 2 0.2112 0.3539
' ' 3 0.2802 0.5370
' ' 4 0.4/73 0.5712
' ' S 0.3388 0.5094
' ' 8 0.2532 0.5054
' ' 7 0.2323 0.5184
' ' ' 8 0.1741 0.4588
' ' ' 9 0.1188 0.4070
' ' ' 10 -0.0351 0.4014
' ' ' 11 0.0091 0.4488





Test assumption: Linear detenninistic tn3rá in the data
Series: CIRGENERALAI CIRGENERALA2
Lags interval: 1 to 1
LikeGtwod 5 Percent 1 Percent HypoMlesized
Eigenvalue Ratio Critical Velue Critical Value No. ot CE(s)
0.213344 18.19570 15.41 20.04 None '
0.071100 4.277759 3.78 8.85 At most 1•
'(") denotes rejection of the hypoCresis at 5%(1%) significance level





Nom^atized Cointegnsfing Coetficients: 1 Cointegrating Equation(s)
CIRGENERALACIRGENERALA C
1.000000 -0.884750 208.4520 I
(0.88858)
Log likelitwod -531.8855




Cortelations ere asymPtolieeflY oonsistent eppro^ámations
CARDIOIOGIATI,CARDIOCARDIOLOGIATI,CARDlO i lag lead
' ' 0 0.6827 0.6827
' ' ' 1 0.2055 0.2470
' ' ' ' 2 0.1754 0.1278
' ' ' ' ' 3 0.1789 0.0880
^ '
I
; ' 4 0.2802 0.2154
'
I
' S 0.0488 0.1917
' ' I 8 0.0357 0.1613I ;
^
i




9 -0.0195 0.0835 I
' ' ' ' 10 -0.0278 -0.0077
' ' ' •
I
11 -0.0882 0.0348





Test assumption: Linear detertninistic trend in the data
Series: CAROIOLOGIATI CARDIOLOGIAT2
Lags interval: 1 to 1
Likebhood 5 Pervern 1 Pereertt Hypothesized
Eigenvelue Ratio Critical Value Critical Velue No. of CE(s)
0.288238 31.42428 15.41 20.04 None ^
0.207238 13.48934 3.78 8.85 At most 1^
'(") denotes rejeetion of the hypothesis at 5%(1%) signiñcance level
L.R. tast indicates 2 cointegrating equation(s) at 5% significance level ^





Nonnalized Cointegnstinp Coefficienta: 1 Cointegnsting Equation(s) '
CARDIOLOGIA CARDIOLOGIA C '
1.000000 -0.207234 -231.0332 i
(0.05180) ^
^
Log likelihood ^ó87.8759 !I




Conetations are asymptoticaly consistent approximations
CIRGENERALBI,CIRGEN CIRGENERALBI,CIRGEN i lag lead
, , 0 0.3835 0.3835
, , , , 1 0.0887 0.1515
, , ^ 2 -0.0130 0.2971
, , , 3 0.0308 0.3457
, , ^ , 4 0.0439 0.1709
, , ^ , 5 0.0083 0.0957
, , , 8 -0.0508 0.2995
, , , 7 • 0.1347 0 ^809
, ^ 8 ^.2479 O.1534
, , ^ ^ 9 -0.0931 0.1827
, , ^ 10 -0.1097 0.2492
, , ^ 11 -0.0819 0.2859





Test assumption: L.irroar detenninistic trend 'm the data
Series: CIRGENERAL81 CIRGENERALB2
Lags interval: 1 to 1
LikeGhood 5 Pen^nt 1 Percent Hypothesized
Eigenvalue Ratio Critical Value Critical Value No. of CE(s)
0.208803 24.80799 15.41 20.04 None ^
0.178151 11.23654 3.78 8.85 At most 1^
•(^) denotes rejection of the hypothesis at 5%(1%) significance level






Nonnalized Cointegrating Coefficients: 1 Cointegnsting Equation(s)
^
CIRGENERALBCIRGENERALB C ^
1.000000 -0.521500 75.92582 Í
(0.38385) 1
Log likelitwod ^94.1379




Corteletions are esyrt^óy oonsistent appro^timations
CIRCARDIACAI,CIRCARDCIRCARDIACAI,CIRCARO i lag lead
^ ^ 0 0.4191 0.4191
^ ^ ^ 1 0.1980 0.2882
, ^ ^ ^ 2 0.0442 0.1103
^ ^ ^ 3 0.1858 0.0781
^ ^ ^ ^ 4 0.2117 0.2318
^ ^ ^ ^ 5 0.0882 -0 ^232
^ ^ ^ ^ 8 0.2005 0.1736 ^
^ ^ ^ ^ 7 0.1820 0.1484
^ ^ ^ ^ 8 0.1599 0.0324
^ , ^ ^ 9 -0.0004 0.1227
^ ^ ^ ^ 10 0.1387 0.0729
^ ^ ^^ ^ 11 0.1819 0.0823





Test aswmption: l^near detertninistic trertd 'm the deta
Series: CIRCARDIACAI CIRCARDIACA2
l.eps irrtervat: 1 to 1
Ukelihood 5 Panxrtt 1 Penxnt Hypotl,esized
Eigenvalus Ratio Critical Vatue Critical Velus No. ot CE(s)
0.341257 42.84005 15.41 20.04 None ^
0.272217 18.42983 3.78 8.85 At most 1^
'(^) denotea rejection of the hypothesis at 5%(1%) significance level











rDate 07i04i97 Time 11 31
Sample• 1992•O1 1996 12
Included observauons. 60
Cortelahons are asymptotically consistent approximations
DIGESTIVOTI,DIGESTIVODIGESTIV0TI,DIGESTIVO i lag lead ^i
d d
Johansen Cointegration Test
'i Date: 07/04/97 Time: 11:31
^^ Sample: 1992:01 1996:12
•; Induded observations: 58
^ Test assumption: Linear detertninistic trend in the data
I^ Series: DIGESTIV0T1 DIGESTIV0T2
: Lags interval: 1 to 1
0 0.5294 0.5294 j.
1 -0.2646 -0.0559 'Í
2 -0.3279 -0.0068 ^Í
3 -0.1208 -0.1762 !^
4 -0.2015 -0.1462 i
5 -0.0259 -0.1800 ,^
8 -0.2484 -0.1742 ^
7 -0.1814 -0.0019 ^
8 -0.1021 0.0682 ^
9 -0.0138 0.0505 ;
10 0 0921 -0.1774 ;
11 0.1031 0.0244 I
12 0.3282 0.2928 i^
,^ Likelihood 5 Percent 1 Percent
^
Hypothesized
; Eigenvalue Ratio Critical Value Critical Value No. of CE(s)
0 442888 42.76668 15.41 20.04 None "
0.141327 8.837275 3.76 6.65 At most 1••
I'(") denotes rejection of the hypothesis at 5%(1%) significance level
;; L.R. test indicates 2 cointegrating equation(s) at 5% significance level
,i




;I Nonnalized Co^ntegrating Coeftiuents 1 Cointegrating Equation(s)
'^ DIGESTIVOTI DIGESTIVOT2 C
,^ 1.000000 0.267933 -764.3736
^i (0.11407)
^I Log likelihood -020.8654 ^
^'
Cross Correlogram of CVASCULARI and CVASCULAR2
il Oate: U7/04/97 Tim^: 11:30
^ Sample: t992:01 1996:12
'i Induded observatic is: 60
I^ Conelations are asymptotically consistent approximations
i
, Date: 07/04/97 Time: t 1:33
^^ Sample: 1992:01 1998:12
Induded observations: 60 '
I Comelations are asymptoticaly consistent appnoximations
i
ENDOCRINOTI,ENDOCRI ENDOCRINOTI,ENDOCRI i lag lead
I , I ^ ^ I 0 0.2582 0.2582
, , ^ ^ ►^  1 1-0.0529 0.1085i




, , I ^ ^ 4 -0.2158 -0.0022
^ ^ ^ 5 -0.3453 -0.0193
, ^ ^ 6 -0.a590 0.0229 I
, ^ ^ 7 -J.5384 -0.0241
, ^ ^ 8 -0.5185 0.0251
, ^ ^ 9 -0.5726 0.0541
, ^ ^ 10 -0.5143 0.0027
, ^ ^ 11 -0.4874 -0.0384
, ^ ^ 12 -0.3828 0.0918
Johansen Cointegration Test
Date:07/04/97 Time:11:33
Sample: 1992:01 1998:12 i
Induded observations: 58 :,
Test assumption: Linear detenninistic trend in the data II
Series: ENDOCRINOTI ENDOCRINOT2 •I
^ ^Lags interval: 1 to 1
Likelihood 5 Percent 1 Percent Hypothesized ;III
Eigenvalue Ratio Critical Value Critical Value No. of CE(s) I
I ^^
j 0.176903 15.99594 15.41 20.04 None ' ,
I
^ 0.077908 4.70441 B 3.76 6.65 At most 1• 1
•(•') denotes rejection of the hypothesis at 5%(1%) significance level
L.R. test indicates 2 cointegrating equation(s) at 5% significance level iI





Nonnalized Cointegrating CoeKcients: 1 Cointegrating Equation(s) i
i ENDOCRINOTI ENDOCRIN0T2 C
(^ 1.000000 0.493598 -856.4579
(0.41627)
II Log likelihood -622.3586 !
;^ CVASCULARI,CVASCULACVASCULARI,CVASCULA i lag lead ^
^ 0 0 0.6978 0.6978 ei
^ b 1 0.0347 0.0504 ;
^ O 2 -0.1531 -0.2682 i;
0 I 3 -0.0468 -0.0048 !
^ 0 4 0 1249 0 0686 •^
D u• 5 0.1203
.
0.0533 ;
d q 6 -0.0774 -0.1043 ^; (^
a ^ 7 0 1636 0.1712 'j
ID O 8 0.0663 Í0.1153 ^^
( 9 0.0130 -0.0209 ,i
^ I 10 -0 1515 -0.0070 Íi
'I
^ O 11 0.0632 0.1877 !I
f^ c 12 o 2se1 ^^o asel ;.
Johansen Cointegration Test
Date^ 07/04/97 Time: 11 30
Sample: 1992:01 1996 12
Induded observations: 58
• Test assumption: Linear detenninistic trend in the data
^• Senes• CVASCULARI CVASCULAR2
; Lags interval: 1 to 1
Likelihood 5 Percent 1 Pen^nt Hypothesized
Eigenvalue Ratio Critical Value Critical Vatue No. ot CE(s)
0 448433 37 87007 15 41 20.04 None "
0 056455 3.370477 3.76 6.65 At most 1
^__ -
•^ '(") denotes re)ecnon of the hypothes^s at 5%(1%) significance level





0 000827 0 001830
-0 003952 0 001989
^ Normal¢ed ComtegraUng Coeffiuents 1 Cointegratmg Equation(s)
CVASCULARI CVASCULAR2 C
1.000000 2 212303 -602 4535
(1 89673)
log likelihood -529 4089
^
Johansen Cointegration Test
0 0.7777 0.7777 i^
1 0.6458 0.6835 ;^
2 0.6715 0.6873 ;j
3 0.6175 0.8516 ^j
4 0.5933 0.4807 •;
s o.sa3a o.a77a :;
6 0.5196 0.3985 ^I
7 0 5474 0.3816 „
8 0 4287 0.3534 :;
9 0.3994 0.2083 '^
10 0.3203 0.1882 ^^
11 0.2678 (' 1535 i;
12 o.264s o.2o,s ,;
,
^ Date:07/04/97 Time: 11:31
^ Sample:1992:011996:12 ;I
Induded observations: 58 ^
Test assumption: Linear detertninistic trend in the data ;i
Series: DERMATOLOGIAI DERMATOLOGIA2
Lags interval: 1 to 1
Likelihood 5 Percent 1 Percent Hypofhesized
Eigenvalue Rabo Critical Value Critical Value No. of CE(s)
0.374457 30.25846 15.41 20.04 None "
^ 0.051208 3.048862 3.78 8.65 At most 1
I
'(") derrotes rejedion of the hypothesis at 5%(1%) significance level
L.R. test indicates 1 cointegrating equation(s) at 5% significance level
^




I^ Normalized Cointegrating Coefficients: 1 Cointegrating Equatio^i(s) I
I
^ DERMATOLOG DERMATOLOG C
^ 1.000000 -1.199253 •21.80254
fI (0.12417)
ii
,^ Log likelihood -691.9400 ^




Correlations are asymptoticalty consistent approximations
DERMATOLOGIAI,DERM DERMATOLOGIAI,DERM i lag lead ;^
^ross Correiogram of MEDINTERNFt?t and MEDINTERNA62
Date 09^13^97 Time 12 20
Sample 1992 O1 1996 12
Included observations 60
Correlat^ons are asymptot^cally cons^stent approximations
MEDINTERNA8I.MEDINT MEDINT ĉRNA81,MEDINT i lag lead
;^ 0 0 3233 0.3233 ;
J iĴ 1 0 0889 0.1160
^ i 2 0 0289 -0 0227 ^t
I 3 3 -0 0012 -0 0282 ^
1 9 4 0 0309 -0 0403 ;
7 Cl 5 -0 0401 -0.0880 ^
0 0 6 -0 0650 -0.1939 `^
I q 7 0.0184 -0.1375 ;
0 a 8 -0 0436 -0.0272 ^I
q ^ 9 -0 1490 -0.1858 i
^ ^ 10 -0.2432 -0 2510 '0 a ^ .11 -0.2179 -0.0474 ^
q q 12 -o.lsso o.1s67 :!
Johansen Comtegration Test
: Date: 07/04/97 Time: 11:37
Sample: 1992:01 1996:12
. Induded observations: 58
^ Test assump0on: Linear deterministic trend in the data
Series: MEDINTERNABI MEDtNTERNA82










0.223130 20.61979 15.41 20.04 None "
ii
0 097901 5.975823 3.78 8.85 At most 1 ' i
'(") denotes rejection of the hypothesis at 59'0(1%) significance level





^ Nonnalized Cointegrating Coeffiaents: t Cointegrating Equation(s)
' MEDINTERNABMEDINTERNAl3 C
1 000000 0 082099 -54.49960
(0 08853)
Log likelihood -520.8856
Cross Correlogram of GINECOLOGIATI and GINECOLOGIAT2
;; Date: o7/oa/97 Time: ,1:34
; Sample: 1992:01 1998:12
" InGuded observations: 59
Correlations are asymptotiwlly consistent approximations
GINECOLOGIATI,GINECOGINECOLOGIATI.GINECO ^ lag lead i
^
0 o.7e7s o.7e7s ':
0 ^7 1 0 4223 0.4423 ,
(^ 0 2 0.2125 02926 ^
^ CO 3 01572 0.2597 ^
^ 1^ 4 0.1895 0.2920 ;
^ ú 5 01944 01683 .
^ ^ 6 0.0815 0 1166 :
q C,=t 7 0.1081 0.2559 .
D © 8 0 0835 0 2384 ^
Q 9 0 0042 0.1174 ;
( d . 10 -0 0167 0 1419 '.
ŭ r^ 11 0 0985 0 2770 ^
^ ^ 12 0 2551 0 4076 :
Johansen Comtegrauon Test
Date 071O4i97 T^me 11 34
Sample 1992.01 1996.12
InGuded observations 57
Test assumptron: Lmear determm^strc trend in the data
Series GINECOLOGIATI GINECOLOGIAT2










0 284447 27 38672 t 5.41 20.04 None '•
0 t 35340 8 288881 3 76 6 65 At most 1••
'(") denotes re)ection of the hypothesis at 5%(1%) significance level




-0 000613 0 000403
0 000707 -7 31 E-OS
Nonnal¢ed Comtegratmg Cceffic^ents 1 Co^ntegratmq Equat^onts)
GINECOLOGIA GINECOLOGIA C
1 000000 -0 657043 622 8304
(0 t3413)
Log I^kekhood -733 4565
Cross Correlogram of MEDINTERNACI and MEDINTERNAC2
I
I Date: 07/04/97 Time: 11:38 ^
^ Sample: 1992:01 1996:12
' Induded obs^rvalions: 60 ^
Cortelations are asymptotically consistent approximations
MEDINTERNACI,MEDIN7 MEDINTERNACI,MEDINT i lag lead
^ , ^ ^ I 0 C.6939 0.8939
, ^ ^ 1 0.1519 0.3525
, ; ^ , 2 o.1an o.2125
, , ^ ^ 3 0.1269 0.0958
, ^ ^ 4 0.1850 0.1947
, ^ 5 0.2882 0.1432
, , , ^ 6 0.1381 0.1028
, , 7 0.2095 0.2802
, , ^ ^ 8 0.1873 0.0892
, , ^ ^ 9 0.0791 -0.0473
, , ^ ^ 10 -0.0195 0.0150
, - , ^ ^ 11 0.1278 0.0475




Inauded obsarvations: 58 I
Test assumption: Linear detenninistic trend in the data
Series: MEDINTERNACI MEDINTERNAC2 ^
, Lags interval: 1 to 1 i^
I Likelihood 5 Percent 1 Percent Hypothesized ^
^ Eigenvalue Ratio Critical Value Critical Value No. ol CE(s)
^ 0.475537 44.87564 15.41 20.04 None " ^
I ^ I
, 0.120443 7.443544 3.78 6.65 At most 1" 1
^'(^) denotes rejection of the hypothesis at 5%(1%) significance level i
I L.R. test indicates 2 urntegreting equation(s) at 5% sign^cance level !




^I Nonnalized Cointegrating Cceifiŭents: 1 Cointegrating Equation(s) II
f „^









Correlations are asymptotically consistent approximations








! o -o.24sa -0.2484 ^^
; 1 -o.26aa -o.287s .
2 -0.2854 -0.2341 ;)
, 3 -0.2716 -0.2415 il
^ 4 -0.2433 -0.1945 ;)
^ 5 -0 1868 -0.2120 '
^ 6 -0.0779 -0.1830 !
^ 7 0.^455 -0.2? ^4 i^
^ 8 0 ^895 -0.2^^9 ^^
; 9 0 s231 -0.2306 ^
• 10 0.4168 -0.2447 ^
j 11 0.4040 -0.2749 ^
^ 12 0.4149 -0.2115 ;
Date:07/04/97 Time:11:35 ^
Sample: 1992:01 1996:12
InGuded observations: 58 !,
I Test assumption: Linear detenninistic trend in the data !
I Series: HEMATOLOGIAI HEMATOLOGIA2 I
^ Lags interval: 1 to 1
^
I likeGhood 5 Percent 1 Percent Hypothesized
Eigenvalue Ratio Critical Value Critical Vatue No. of CE(s)
0.185212 11.70823 15.41 20.04 None
0.02 ^J64 1.234780 3.76 8.85 At most 1
I'(•') denotes rejection of the hypothesis at 5%(1%) significance level
^ L.R. rejects any cointegration at 5% significance level





!i Nonnalized Cointegrattng Coeffiúents: 1 Cointegrating Equation(s) I
^! HEMATOLOGIAHEMATOLOGIA C
^ 1.000000 0.015179 -66.73398
(0.01391)
i? log hkelihood -597 7877
Cross Co^eiogram ol ^/EUMOLOGIA'1 and NEUMOIOGIA?2
Date 07+04.97 T^me 11 39
Sample 1992 O1 1996 t2
Included observaUOns 36








Date 07/04/97 Time: 11.39
Sample: t992:01 1998.12
Induded observations: 34
Test assumpLOn: Linear detertnmistic trend in the data
Senes^ NEUMOIOGIATI NEUMOLOGIAT2
Lags mterval. 1 to 1
Likelihood 5 Percent 1 Percent Hypothesized .i
6genvalue Ratio Cntical Value Criucal value No ot CE(s) ^
0 398643 22.81182 15 41
0 144858 5 320573 3.76
1
'(") denotes rejection o1 the hypothesis at 5%11%) signiticance level
L.R test mdicates 2 comtegrating equauon(s) at 5% signdicance level




Nonnahzed Co^ntegrating Coeffiuents 1 ComtegraUng EquaUOn(s)
NEUMOLOGIA NEUMOLOGIA C
1000000 1 091535 - 1842 138
( 1 10200)
Log likelihood -343.6727















0 0 7388 0 7388
1 0 0128 -0 2401
2 0 0792 -0.0788 .^
3 -0 1740 -0 1441 .
4 0.2308 0 1193 ?
5 -0.2425 -0 1848 ,I
6 -0 0473 0 0071 '
7 -0 1614 -0 2887 `
8 0 1327 0.0723 ;i
9 -0.2357 -0.1195 '^^
10 0.0637 0.0835 ^i
11 -0 2057 -0. t 439 ;
12 0 1441 0.3842 ^
20 04 None "
6.65 At most 1 •
]
lag lead
0 0 5674 0.5674
1 •0.2004 0 2226
2 -0 1534 -0.1272
3 0.1451 0 1463
4 0 1877 -0.0527
5 0 0302 -0.0584
6 •0 0654 -0 0816
7 0 0538 0.0873
8 0 0040 0 0879
9 0 1329 0 0073
10 0 0003 -0 1425
11 0 2901 0 0175
12 o z72e o 17ss
Johansen Cointegration Test
Date 07/04/97 Time 11 38
Samp+e 1992 01 1996 12
Induded observahons 58
Test assumption. Linear detertninistic trend in the data
Senes MEDINTERNAI^ MEDINTERNA12
Lags intervaP 1 to 1
Likelihood 5 Percent 1 Percent Hypothesized ^i
Eigenvalue RaLo Crit+cal Vawe Crittcal Value No. of CE(s) ;
0 374397 40 97160 15 41 20 04 None " ^^
0 211299 13 76732 3 76 6.65 At most 1•• ,
'(") denotes reledion of the nypothes+s at 5%(1qo) sign+ficance level
L R test md^cates 2 comtegrating equat+on+s) at 5% s+gndicance level
Unnortnal+zed Comtegratmg CoeH^uents
MEOINTERNAI MEOINTERNA12
0 026177 0 004950
-0 05341 t 0 008375
Nortnal+zed Comtegrat^ng CoeHiuents 1 Cointegratmg Equation^sl
MEDINTERNAI MEDINTERNAI C
1 000000 0 189105 •18 1375t
t0 11960)
Cross Correlogram of NEUROCIRUGIAI and NEUROCIRUGIA2
Date.07/04197 Time:11:39
.i Sample: 1992:01 1996:12
i Induded observations: 60





0 0.5534 0.5534 ^I







4 -0.1708 0.0864 i^
5 -0.2300 0.0772 I^
6 -0.2881 -0.1127 '
7 -0.l)B85 -0.0842 I
8 0.0405 0.1157 ,
9 -0.0040 -0.0722 !
10 -0.2890 -0.0823
11 -0.0195 0.2527 I
12 0.2689 0.4982
l
il Date: 07/04/97 Time: 11:41 ;Ir
Ii Sample: 1992:01 1996:12 .^
+ Induded observations: 58
,i
II Test assump6on: Linear detenninisGc ttend in the data
Series: NEUROCIRUGIAI NEUROCIRUGIA2
;, Lags interval: 1 to 1
'Í
Likelihood 5 Percent 1 Percent Hypothestzed
Eigenvalue Ratio Critical Value Critical Value No. of CE(s)
0.402239 39.98467 15 41 20.04 None •'
0.160397 10.13994 3.76 6.65 At most 1'•
;^ '(") denotes rejection ot the hypothesis at 5%(1%) significance level
^ L.R. test indicates 2 co+ntegrating equation(s) at 5% s+gnificance level








!! Log likelihood -478.7430
Cross Correlogram of NEFROLOGIAI and NEFROLOGIA2
^`I Date: 07/04/97 Time: 11:38
!1
Sample: 1992:01 1996:12
! Induded observations: 80
^^ Cortelations are asymptotically consistent approximations
^

















0 0.5557 0.5557 ii
1 0.0586 0.2074 ^
Johansen Cointegration Test
; Oate: 07/04/97 Time t 1•39
.^ Sample. 1992:01 1996:12
i Induded observations. 58
' Test assumption: Lmear detertmnistic trend in the data
;^ Series: NEFROLOGIAI NEFROLOGIA2
,i Lags interval: 1 to 1
2 -0.1041 0.0073
3 -0 1639 0 1236
4 0.1342 0 2184
5 0 0628 0.0461
6 -0.1012 0 1859
7 -0 1705 0.2932
8 0.0549 0.1562
9 -0 0992 -0.0162
10 -o ,007 -o.osel
11 0.1805 0.0338
12 0 2435 0 1909
j1 Likelihood 5 Percent 1 Percent Hypothesized
'^ Eigenvalue Ratio Critical Value Critical Value No. oi CE(s) II
0.335928 40.34417 15.41 20.04 None " ^I
0.248906 16 60098 3.76 8 65 At most 1•• ,
I
^i •(••) denotes re)ection oi the hypothesis at 5%(1%) significance level




0 016113 -0 001067




Log hkei^hood •354 2t67 Log hkekhood •527 4828
Cross Cor*eiograr* o! Cg$TE'RICIATC antl OBSTETRICIATP
Date 07^04;97 T^me 11 42
Sample 1992 01 1996 12
Inctudetl observatlon^ 60
Conelations are asymptotlcally cons^stent approximations
OBSTETRICIATC.OBSTETOBSTETRICIATC.OBSTET i lag lead
Johansen Cointegration Test
Date 07I04/97 Time: 11:43
Sample^ 1992.01 1998 12
Induded observations: 58
Test assumptlon^ Linear detennmistic trend m the data
Series OBSTETRICIATC OBSTETRICIATP
Lags mterval 1 to 1
E^genvalue
Llkelihood
0 0 2109 0.2109 ^
1 0 1201 0 2656 '
2 0 3153 0.1637 'I
3 0.2621 0.1007
4 0.2531 0.1315 ,;
5 0 1205 0.3656 '^
6 0.0965 0.3119 „
7 0 1591 0.2434 ^^
8 0.1231 0.1617 '!
, 9 0.1623 0.2204 ^;
10 0.0531 0.0975 !;
11 0.3235 0.1563 '
; 12 0.1317 0.0078 ^^
5 Percent 1 Percent Hypothesized .
Ratio Critical Value Cntical Value No of CE(s)
0 415214 34.35455 15 41
0 054282 3 237028 3 76
20.04 None "
6.65 At most 1
'(") denotes re)edlon of the hypothesls at 59'0(1%) slgmiicance Ievel










Cross Cortelogram of NEUROLOGIATI and NEUROLOGIAT2
Date 07l04l97 Time 1 t.41
Sample: 1992:01 1998• 12
Induded observations^ 80




0 o nss o.nss
1 o.o7so 01ao1
2 -0 1052 -0 1058
3 -0 0155 -0 0142
4 0 t 171 0.2050
5 -0 0678 0 1281
6 0 0156 -0 0557
7 0 1005 0 0591
a o 1zo7 0 o27z
9 0 0048 0 0228
10 -0 0285 -0 151B
11 -0 0339 0.0595
12 0 3161 0 3789
Johansen Co^ntegration Test
Date 07r04i97 T^me 11 42
Sample 1992 01 1996 12
InUuded observations. 58
Test assumption: Linear detertn^n^st^c trend m the data
Senes NEUROLOGIATI NEUROLOGIAT2
i_ags mterval 1 to 1
Likel^tiood 5 Percent 1 Percent Hypothesized
Eigenvalue Ratw Cntical Value Critical Value No ot CE(s)
0 442169 52 81895 15 41 20.04 None "
0 278896 18.96438 3 76 6.65 At most 1"
'(") denotes re)ecbon of the hypothes^s at 59^o(tqo) s^gndicance level
L R test ind^cates 2 cointegrahng equation(s) at 59'o sigmfiwnce level
Unnormahzed Comtegrating Cceff^aents
NEUROIOGIATNEUROLOGIAT2
-0 003488 0 002739
0 008047 •0 001587
Normal^zed Co^ntegratmg CoeN^uenis t Comtegraung Equat^onis^
NEUROLOGIATNEUROlOG1AT C
t 000000 -0 785160 ^07 67 t t
(0 20007i
Cross Cortelogram of OFTALMOLOGIATi and OFTALMOLOGIAT2
•; Date: 07I04/97 Time 11:43
:^ Sample: 1992:01 1996:12
I Induded observatlons: 60
!i Cortelations are asymptobcally consistent approximations
il
n
OFTALMOLOGIATI,OFTA OFTALMOLOGIATI,OFTA I^i lag lead ,I
---y,




I 2 -0.2764 -0.1835 ^
3 •0.2635 -0.1998 ;IQ
• I ' tl Í 4 -0.0185 -0.0486 ?I5 -0.1720 -0.2297'
^
I 6 -0.2018 -0.1781 ^I
'97 -0.2182 -0.12
i^ ; 9 -0."?98 -0.00 1
^ Í y -0.. 168 -0.1689
^ ^ ^ 10 -0.2734 -0.0730
^ , i 11 -0.2661 -0.1309 '
, ^ ^ 12 -0.0728 0.0710 Í
Johansen Cointegration Test
DatÓ7 04/97 Time: 11:44
II Sample: 1992:01 t996:12
I Induded observations: 58
I, Test assumption: Linear detertninistic trend in the data
;I Series:OFTALMOLOGIATI OFTALMOLOGIAT2
^ Lags interval: 1 to 1
'f Likelihood 5 Percent 1 Percent Hypothesized













on of the hypothesis at 5%(1%) significance level ;;







' 0.000241 0.000573 I^
^! 0.000464 -0.000234 ^,'
.^ Nonnalized Cointegrating Coefficients: 1 Cointegrating Equation(s)
O FTALMOLOG I OFTALMOLOGI
;i 1.000000 2.379982 -7886.939
,^ (1.08112)
Log likelihood -726.7874
Cross Cortelogram of OBSTETRICIATI and OBSTETRICIAT2
Íi Date:07/04/97 Time: 11:42
^Í Sample: 1992:01 1996:12
il Induded observa6ons: 60











2 0.0270 -0 1810
3 -0.0457 -0.2081
4 -0.0052 -0 2967
5 -0.0652 -0 3357
6 -0.1668 -0.4719
7 0.0111 -0.3765
8 -0 0368 -0.4573
9 0.1378 -0 4501
10 0.0121 -0.3684
' 11 0 0973 -0 3837
12 0 0328 -0.3178
Johansen Colntegration Test
^ Date: 07l04/97 Time: 11 42
i! Sample: 1992 01 1996 12
in
,
;` Induded observations: 58 ;I
;I Test assumption: Linear detertninistic Vend in the d
i' Series: OBSTETRICIATI OBSTETRICIAT2
ata
•i
^^ Lags interval: 1 to 1 I
I
!
Likelihood 5 Percent 1 Percent Hypothesized ÍI
i^ I Eigenvalue Ratio Critícal Value Critical Value











1?Í '(") denotes refedion of the hypothesis at 5%(1%) significance level i Í





0 002460 0.000594 II
'
^_-
0 002205 -0 000480
Normalized Comtegraung CoeHiuents t Co^ntegraLng EquaUOn(s)
OBSTETRICIATOBSTETRICIAT C
1 000000 0 241466 •423 3625
(0 12864)
LOg hkeiihOOd •554 4645 Log hkel^hood -612 6423
Cross Correlogram of PEDIATRIAI and PEDIATRIA2 Cross Cortelogram of PSIOUTATRIATI and PSIOUTATRIAT2
Date 07/04197 T^me 11 45
Sample 1992:01 199612
Induded obsenaUOns^ 60
Correlations are asymptotically consistent approxima0ons
PEDIATRIAI,PEDIATRIA2(PEDIATRIAI.PEDIATRIA2( i lag Iead ^)1
.i
^ 0 0.7941 0.7941 ^'
^ CO 1 0.2292 0.1571 I
a 0 2 -0 0943 -0.2281 ^
^ I ^ 3 -0.0488 -0.0158 II
^ q 4 0.1931 0.1023 ;
^ 0 5 0.1845 -0.0308 j
0 I 6 0.0577 0.0205 '
I ^^ 7 0.0111 0.1853
I p 8 0.0320 0.0790
I U • s o.o2z4 -0.oas20 10 -0.157s -o.oaa2 ,
I 11 0.0301 0.0742
n:•c:.',•::1 t^-^• - 12 0 5174 0 4866 I. .
Johansen Cointegration Test
^
,I Date: 07l04/97 Time: 11:45 ^
' Sample: 1992:01 1996:12
i'` Induded observatians: 58
Test assumptíon: Linear detertninistic Vend m the data ^
! Series: PEDIATRIAI PEDIATRIA2 ^
; Lags interval: 1 to 1 i
'
^ Likelihood 5 Percent 1 Percent Hypothesized ;
; Eigenvalue Ratio Critical Value Critical Value No. of CE(s) ji
j
0 479959 50.12809 15.41 20.04 None " ^^
0.189765 12.20498 3.76 8.65 At most 1•• i)
^^ '('•) denotes rejection ot the hypothesis at 596(196) significance level , +
.i LR. test indicates 2 comtegraUng equation(s) at 596 signrficance level i;
'j Unnonnalized Cointegrating Coeffidents: II
!i PEDIATRIAI PEDIATRIA2 ^
;I -0.000907 0.000895 ^
li 0.004301 -0.000752
,i Nortnalized Cointegrating Coeffiuents: 1 Cointegrating Equation(s)
I^
PEDIATRIAI PEDIATRIA2 C






Cross Correlogram ot ONCOLOGIAI and ONCOLOGIA2
^' Date: 07l04/97 Time: 11:44 -il
i, Sample: 1992:01 1998:12 i
:i Induded observations: 60 ^
;i Cortelations are asymptotiwlly consistent approximations I
.ONCOLOGIAI,ONCOLOGIONCOLOGIAI.ONCOLOGI i lag lead
I
^ ^ 0 0.2463 0.2463 ^^
^ ^^ 1 0 1233 0.2167 .'




7 0 4 0 0752 0.2489 '
^ ^ 5 -0.0350 0.1654 ^
I i] 6 -0 0128 0.1338 •'
B 7 7 -0.0285 0.0699 ^
I CJ 8 -0.0089 0 1363 ^'
I 3 9 -0 0021 0.0672 '•'.
1 q 10 -0.0094 -0.1258 ,i
I B 11 -0.0008 0.0363 i!
^ I 12 0 0508 0.0203 i
Johansen Comtegration Test
Oate 07/04197 Time 11 44
Sample 1992:01 199612
Induded observaUOns: 58
Test assumption: Linear detertninistic trend m the data
Senes: ONCOLOGIA 1 ONCOLOGIA2
Lags interval^ t to 1
:
Likelihood 5 Percent 1 Percent Hypotfiesized ^
^ Eigenvalue RaUo
0.226883 18.58083
'i Oate: 07/04/97 Time: 11:45
Sample: 1992:01 1996:12
Induded observations: 60
Comelations are asymptotically consistent approximations
PSIOUTATRIATI,PSIOUTATPSIQUTATRWTI,PSIQUTAT i lag lead
0 0.1639 0.1839 ^^
• 1 -0.3179 -0.3451
I 2 -0.2530 -0.3oa3
I 3 -0.2931 -0.2902










Date:07l04/97 Time:11:48 I I
Sample: 1992:01 1998:12
^ Included observabons: 58 ^
I Test assumption: Linear detertninistic trend in the data iI
i Series: PSIOUTATRIATI PSIOUTATRIAT2 ,^
I Lags interval: 1 to 1 ;i
i '
Likelihood 5 Percent 1 Percent Hypothesizedi
)
^
^ Eigenvalue Ratio Critical Value Critical Value No. of CE(s) i
i II
' 0.331156 26.06988 15.41 20.04 None " •i
i 0.048177 2.742057 3.78 8.65 At most 1 ;j
I•(••) denotes rejection of the hypothesis at 596(196) significance level I I
i L.R. test indicates 1 cointegrating equa6on(s) at 596 sign'rficance level ;j
ÍI Unnorrnalized Cointegrating Coefficients: ;,
i
,^^i PSIQUTATRIAT PSIOUTATRIAT2 ''
'I 0.001815 0.000913 I
Í 0.001741 -0.000615 ^Í
i ^^
ji Nortnatized Cointegrating Coetficients: 1 Cointegrating Equation(s)
,^ .
^i PSIOUTATRIAT PSIQUTATRIAT C
' 1000000 0.585160 -727.5747 ,
^^ (0 18486) ;
II ;
Í log likelihood -009.8739












0 0.4558 0.4556 ^^
1 -0.0026 0.1197 •I
2 -0.0935 -0.0160 ^•
3 -0 0293 -0.1417 .
4 0.1593 -0.0669 "
! 5 -0.0150 -0.1375 i
i 6 -0 2105 -0.02L -
7 -0.^^03 o.nss
i 8 -0.3629 0.1879 'i
9 -0.3432 -0.0090 ^I
^ 10 -0.2759 -0.0647 ,
; 11 -0 1294 -0.1038 ;i
; 12 0.1050 0.0859 j
^I Date: 07/04/97 Time: 11 44 - 'i
'+;^ Sample: 1992:01 1998:12
^f Induded observations: 58 il




i( Lags interval: 1 to 1 Í
Likelihood 5 Perc.ent 1 Percent Hypothesized^
Eigenvalue Ratio Crilical Value Critical Value No. of CE(s)
I 0.358792 37.34728 15.41 20.04 None •' Í
^ 0.180874 11.57202 3.78 6.65 At most 1•'
j•(••) denotes rejection of the hypothesis at 596(196) sign^cance level
^i L.R test mdicates 2 cointegrating equation(s) at 596 significance level





; Normalized Cointegrating Cceffidents 1 Comtegrating Equation(s)
ORLT1 ORLT2 C
; 1000000 7116734 - 109312.0
(1417.21)
^ Log likelihood •715 4787
Johansen Cointegration Test
.IORLTI,ORLT2(+i) i lag lead '^
Johansen Cointegration Test
Critical Value Critical Value No. of CE(s) ?
15 41 20.04 None '
0 061358 3.672472 3 76 6 65 At most 1 !^
•'(") denotes re(edion of the hypothes^s at 5%(196) s^gnificance level
L R test indicates 1 cointegrating equation(s) at 596 sigmficance level
^ Unnomwl^zed ComtegraUng Coeffiaents
ONCOLOGIA 1 ONCOLOGIA2
0 014144 -0 000107
-0 003138 0 000941
Nortnelized ComtegraUng CceHic^ents 1 Co^ntegraung EquaUOn(st
ONCOIOGIAI ONCOLOGIA2 C
1 000000 -0 007580 - 29 232d 1
10 01572)
Log IikelihOOd -514 1420
Cross Correlogram of SALUDMENTALI and SALUDMENTAL2
Date 07i04/97 T^me 11 49
Sample 1992:01 1996.12
Induded observahons: 60








! 4 0.7458 0.6998
I 5 0.7110 0.8555








^. Sample: 1992:01 1998:12 ^
!. Induded observations: 58 I
i Test assumption: Linear detenninistic trend in lhe data
' Series: SALUDMENTALI SALUDMENTAL2 I
,^ Lags interval. 1 to 1 Í
^^ Likelihood 5 Percent 1 Percent Hypothesized I
; Eigenvalue Ratio Critical Value Critical Value No. of CE(s) Í)
. 0.089942 7.429183 15.41 20.04 None ^Í
;; 0.033278 1.982654 3.76 8.85 At most 1 II
^' '(•') denotes rejection of the hypothesis at 5%(1%) sign^cance level i
•I L.R. rejects any cointegration at 5% significance level I
'^
^^ Unnonnalized Cointegrating CcefFicients: ^
;^ SAIUDMENTA SALUDMENTAL2 Í
-0.002407 0.000418 ;
I( 0.000933 -3.43E-05 ^
,! I;
^I Normalized Cointegrating Ccefficients 1 Cointegrating Equation(s ► ;i
Ii
^j SALUDMENTA SALUDMENTA C ;III
II 1•^0 -0.172771 -32.28841
^i (0.02202) i
! Log likelihood -874.8033 ÍI
Cross Correlogram of pUEMA00S1 and QUEMADOS2
IÍ Offie: 07/04/97 Time: ^ 1:47
!j Sample: 1992:01 1998:12
i Induded observatáns. 80
i^ Comzlations are asymptoticafly consistent approzimations
li
;l '^














Oate.07/04/97 Time 11 47
Sample: 1992:01 1998:12
; Induded observations: 58
^ Test assumption: Linear detennimstic trend in the data
Series: O U EMAOOS 1 OUEMA DOS2
Lags interval: 1 to 1
I
0 0.1307 0.1307 ';^
• 1 0.0841 0.1469 ,Í
; 2 0.1223 0.0300 !:
3 -0.0193 0.2920 ^
4 0.0279 0.1126 I
5 -0.0099 0.2293 '^
6 -0.0496 0.0808 ^,
^ 7 0.0089 0.2186 ^:
8 -0 0828 0.0444 !;
' s o.0272 0.0749 '
10 -o.lase o.o3ss ;i
; 11 -0.0244 0.0282 ;^
12 -0.0547 0.1544 ^^
Likelihood 5 Percent 1 Percent Hypothesized ^
Eigenvalue Ratio Critical Value Critical Value No. of CE(s) I
0.483625 41.57047 15.41
0.089544 5.440958 3 76
20.04 None " ^
6.85 At most 1• ^
^^ '(") denotes rejection of the hypothesis at 5%(1%) significance level





Normalized Comtegraung Ccetfipents 1 Co^ntegratmg Equation(s)
OUEMADOSI OUEMADOS2 C
1 000000 -0 055995 -14 45452
(0 03476)
, Log likelihood -383 8458
Cross Correlogram of TRAUMATOIOGIATI and TRAUMATOLOGIAT2
^! Date: 07/04/97 Time: 11:49 j
Sample: 1992:01 1996:12 ilInduded observations: 60
Cortelations are asymptotically consistent approximations
TRAUMATOIOGIATI,TRA TRAUMATOLOGIATI,TRA i lag (ead
, , ^ ^ 0 -0.1031 -0.1031
, ^ 1 -0.4212 -0.3844
, ^ 2 -0.4048 -0.4022
, ^ 3 -0.4371 -0.4480
, ^ 4 -0.3065 -0.4401
, ^ 5 -0.2345 -0.4402
, ^ 8 -0.2602 -0.3735
, ^ 7 -0.2583 -0.3071
, ^ 8 -0.2921 -0.3927
, , ^ 9 -0.2182 -0.4187
, , ^ 10 -0.1803 -0.4101
, , ^ 11 -0.1442 -0.3880





Test aswmption: Lirtear detetministic trend in the data
Series: TRAUMATOLOGIATI TRAUMATOLOGIAT2
Lags interval: 1 to 1
Likelihood 5 Pervent 1 Percent Hypothesized
Eigenvalue Ratio Critical Value Critical Value No. of CE(s)
I
0.350892 28.41030 15.41 20.04 None " I
0.023228 1.383093 3.76 8.65 At most 1 ;
•(••) denotes rejedion of the hypothesis at 5%(1%) significance level !
L.R. test indicates 1 cointegrating equation(s) at 5% sign^cance level Íi
I
Unnonnalized Cointegrating Coeffidents: I
TRAUMATOLO TRAUMATOLOGIAT2 !
0.000237 0.000333 I
0.000327 -9.91 E-05 ^
i
Normalized Cointegrating Coetricients: 1 Cointegrating Equation(s) ^^^
!1
TRAUMATOLO TRAUMATOLO C ;,
I 1.000000 1.405892 -8725.885
(0.42155) I
Log I(kelihood -748.9814 i




Cortelations are asymptoticaly consistent appropmations
REUMATOLOGIAI,REUM REUMATOLOGIAI,REUM i lag lead !I
, ^ i ; ^ i 0 0.7259 0.7259 !









; 2 0.0410 0.0599 ;'
; 3 -0.1310 -0.0673 ;I
' 4 -0.1480 -0 0743 ;+
; 5 -0.0521 0.0897 I
i 6 0.0216 0.0757 :^
^ 7 0 0931 0.0701 ^j
^ 8 -0.1339 -0.0707 ;I
9 -0.0927 -0.0946 ^'
! 10 -o.12as -o.ossl !
; 11 -0.0067 0.063^
i 12 0.1581 0.2267 ^;
; Date:07/04/97 Time: 11:48 !
Sample: 1992:01 1998:12 J)
Induded observations: 58 !'
Test assumption: Linear detenninistic trend in the data I
Series: REUMATOLOGIAI REUMATOLOGIA2
Lags interval: 1 to 1
Likelihood 5 Percem 1 Percent Hypothesized
Eigenvalue Ratio Critical Value Critical Value No. of CE(s)
0.289237 32.21452 15.41 20.04 None ••
^ 0.214752 14.02185 3.78 6.85 At most 1••
Í•(••) denotes rejection of the hypothesis at 5%(1%) significance level
! L.R. test indicates 2 cointegrating equation(s) at 5% significance level
!I Unnonnalized Cointegrating Coeffiúents:IÍ 1
I
^FREUMATOLOGREUMATOLOGIA2 I




'i Nonnalized Cointegrating Coefficients: 1 Cointegrating Equation(s)
!^ REUMATOLOG REUMATOLOG C
j^ 1.000000 2.420990 -1152.850
;^ (7.20864)
d
^; Log likelihood -578 5684
Cross Correlogram of URGENCIASIU and URGENCIASMES
Date 07/04/97 T^me 11 51
Sample: t992:01 1996.12
Induded observations 60
Correlations are asymptobcally cons^stent approzimations
URGENCIASIU.URGENCI URGENCIASI'.' ?GENCI nlag lead ;^







j 3 -0.3789 -0.5112 ^
^ ^ ^ 4 -0.3524
-0.5088 •d ^ Í s -0.284s -0.s1ee ^
^ ^ 8 -0.1775 -0.37d4




I ^ 9.^ 1 2 -0.2 08 -0.50
Johansen Cointegratiort Test
•• Date: 07l04197 Time: 11:51
^^ Sample: 1992:01 1996:12
;Í Induded observations: 58
j^ Test assumption: Unear detertninistic trend in the data ^
i' Series: URGENCIASIU URGENCIASMES Í
Lags interval: 1 to 1 ^
i
^j Likelihood 5 Percent 1 Percent Hypothesized ÍEi envalue R ig1^ at o Critical Value Critical Value No, ot CE(s) 'i
•i 0.150802 14.81882 15.41 20.04 None ^iF 0.087891 5.335788 3.78 8.85 At most 1• ^
^I '(^) denotes rejedion of the hypothesia at 5%(1%) significance level ^I
?^ L.R. rejeds any coimegration at 5% significance level ^
^; Unnonnalized Cointegrating Coeffidents: Í
^j URGENCIASIU URGENCIASMES Í
^^ 5.852842 0.000255
'^ 8.818701 9.25E-05 j
I
I^
;I Nonnalized Cointegrating Coettidents: 1 Cointegrating Equation(s) ^
,^ URGENCIASIU URGENCIASM C `





Cross Cortak^gram of UCIEM and UCIINGRESOS
IÍ Date: 07/04197 Time: 11:49
I^ Sample: 1992:01 1998:12
^I Induded observations: 60
Cortelatwns are asymptotically consistent approximations
i
^i UCIEM.UCIINGRESOS(-i) UCIEM,UCIINGRESOS(+i) i lag lead
^






-0 1311 -0.0735 ^^
^ 0 3 -0.1860 -0.0474 •I
.^ © 4 -0.2238 -0.1162 '
^ ^ 5 -0.4194 -0.2135 jf
^ O 6 -0.2411 -0.1367 ^i
^
q
7 •0 1542 0.0598 ^^
^ 8 -0.0879 0.1119 ^i
b 9 0.0862 0.1372 ;'
0 ' 10 -0.0053 0.1516 ;,
I I 11 -0.0052 0.0324 ^'
I b 12 0.0089 0.0441 ^I
Johansen Cointegration Test
Date 07/04/97 Time: 11 50
Sample 1992:01 1996.12
Induded observations: 58
Test assumption: Lmear deterministic trend m the data
Senes: UCIEM UCIINGRESOS























At most 1•• ^I
•(") denotes retecUOn of the hypothesis at 59'0(1%) signiticance Ieve1
'. L R test ^ndicates 2 comtegrating equation(s) at 5% significance level
Unnonnalaed Cointegratmg Ccefficients
UCIEM UCIINGRESOS
-0 005270 -0 009992
0 287891 0 010054




Log hkel^hood -211 9778
_^;
__- --_,'
C^ss Cortelogram of UROLOGIATI and UROLOGIAT2
^ '
Date: 07/04197 Time: 11:51 ^I
!I Sample: 199t:Ot 1998:12 !I
' Induded obs^rvations: 80
•I Con'elations are asymptoticaly consistent approximations Ij
Ii UROLOGIATI,UROLOGIA UROLOGIATI,UROLOGIA i ag lead !
' 0 0.6259 0.6259 '
I 1 0.2297 0.2322 ^i
I
;
^ ^ 2 0.1588 0.2045
^ ^ I 3 0.1408 0.2193 ^
Í ^ . ^ 4 0.2574 0.2387I






^ ^ ^ 7 0.2272 0.2377
, ^ B 0.2825 0.2588
, ^ ^ ^ 9 0.2267 0.1416
, , , , 10 o.1no o.oeoa
, , ^ ^ 11 o.1a8s o.oasd




^Induded observations: 58 ^
Test assumption: Linear detertninistic trend in the data ^
Series: UROLOGIATt UROLOGIAT2 ,j
Lags intervat: 1 to 1 ;IÍ
Likelihood 5 Percent 1 Percent Hypothesized ;I
Eigenvalue Ratio Critical Value Critical Value No. of CE(s) II
^ 0.403324 30.33383 15.41 20.04 None ••
0.008594 0.383738 3.76 8.65 At most 1 '^
1;
''(^) denotes rejedion of the hypothesis at 5%(1%) significance level ^
L.R. test indicates 1 cointegrating equation(s) at 5% significance level ;i






I Nortnalized Cointegrating CoefTicients: 1 Cointegrating Equation(s) :j
UROLOGIATI UROLOGIAT2 C I^
'^' 1.000000 -1.807909 2113.411
^I(0.88115) ^i
Log likelihood -841.4322 ^I




Correlations are asymptoticalh consistent approzimations
ULM1,UlJ^A2(-i) ULMI,ULM2(+i) lag lead ^
0 0.0773 0.0773 ;4
^
1 -0.1470 -0.2017 :i
^ . 2 -0.1006 -0.1184 ^
^ 3 -0.1843 -0.0093 •!
^ d ' 4 0.0198 -0.0851 !
. b , 5 -0.1093 0.0415 .^
IÍ 'd 6 -0 1999 -0 1309 •
^7 -0 1192 -0.0024
I
^ ' 8 -0.1f 60 -0.065














Sample: 1992:01 1996:12 ^
Induded observations: 58 ^
Test assumption: Unear detertninistic trend in the data ^I
Series: ULM1 ULM2 .l,
Lags interval: 1 to 1 Í
i Likelihood 5 Pen;ent 1 Perr.ent Hypothesized
Eigenvalue Retio Critical Velue Critical Value No. of CE(s) (
0.410083 37.50002 15.41 20.04 None •• ^
0.112028 8.891117 3.78 8.65 At most 1•• i
'(••) denotes rejection ot the hypothesis at 5%(1%) significance level
^i L.R. test indicates 2 cointegrating equation(s) at 5% significance level ^
^.^
'^ Unnortnalized Cointegrating Coefficients: j
^ ULM1 ULM2 I
^^ 0.008371 0.007229
0 028927 -0.001847 ^
i
;I Nortnalized Cointegrating Coeifidents: 1 Cointegrating Equation(s)
I
ULM1 ULM2 C
';^ 1.000000 0.883636 -70.17320 ^
i^ (0.50100) ;I
i Log likelihood -378.9244 - ^
d1
ARCM •^ Dependent Vanabie ^s TOTALPRIMERAS ARCH Ir Dependent Vanable is C1INGRESOS
Date 06!02i97 T^me 17 13 , Date: O6l04197 Time: 07:47 '
Sample 1992 Ot 1996 12 Sample. 1992:01 1996:12
I^cluded observations 60 Inŭuded observations: 60







S E. of regression
Sum squared restd
Log likekhood









0 151496 0 8801 ••
-0 033132 0.9737 I
-28.69506 Mean dependent var
-29 73700 S.D dependent var
12869 83 Akaike info cnterion
9 44E+09 Schwarz uiterion
^50 6177 Durbin-Watson stat
ARCH !! Oependent Vanable is TOTALSEGUNDAS
Date 07!29197 Time 11 09
Sample 1992 O1 1996 12
Included observat^ons 60













5 76E+08 8 39E+09 0 090128
0 475016 3.294330 0 144192
-0 127276 7 207261
-0.017659
-43 57649 Mean dependent var
-45 14058 S.D. dependent var
30533.72 Akaike info criterion
5 31 E+10 Schwarz cntenon
-703.0253 Durbin-Watson stat
'• ARCH ll ^ependent Va^able is TOTALINGRESOS
Date:08/02197 Time:17•03
Sample: 1992:01 199F 12
• InGuded observations' 60















Vanable Coetfic^ent Std Ertor t-Statistic Prob
Vanance Equat^on
1'
C 5687926 2 11 E+OB 0.026922 0 9786
ARCH(1) 0 439100 12.32213 0 035635 0 9717
GARCH(1) -0 086872 24 49082 -0 003547 0.9972 ,
R-sauared -12a a118 Mean dependent var 2946.333
Adjusted R•squared -128 8122 S.0 dependent var 266.3794 ,
S E of regress^on 3034 999 Akaike info cnterion 16.08464
Sum squared res^d 5 25E+08 Schwarz cnterion 16.18936 •
Log i^kel^hood -564 5652 Durb^n-Watson stat 0 008035 ^
ARCH I/ Dependent Variable is 70TALESTMEDIA
Date O6/02/97 Time 17 06
Sample 1992•01199612
InGuded observat^ons 60
Convergence achieved after 100 ^terations
Vanable CceHiaent Std Error t-Statisuc Prob
Vanance EquaUOn
C 75 70988 5534 137 0 013681 0 9891
ARCH(t) 0488053 2t 70619 0022485 09821
GARCHtt l -0 127539 50 47201 -0 002527 0 9980
R•squareo •243 6135 Mean dependent var 10 86800
' Ad;usted R-squared -252 1964 S D dependent var 0 702180 '
S E of regression 11 17319 Akaike info cntenon 4 875742
Sum squared res^0 7 t 15 896 Schwarz cntenon a 980459
Log likel^hood •228 3373 Ourbm-Watson stat 0 003611
Variable Coefficient Std. Ertor t-Statistic Prob- i
Variance Equation
C 2020544. 54435113 0.037118 0.9705 ,I
ARCH(1) 0.544492 10.4121^ 0.052294 0.9585 ^






-93.0653t Mean dependent var ^754.083
-98.36584 S.D. dependent var 183.3808
1809.294 Akaike info aiterion 15.05009
, .97E+08 schwat: critaricn , s., s481
-533.4118 Ourbin-Watson stat 0.007708
^ ARCH ll Dependent Vahable is CIESTMEDIA
.
Date. 06!04l97 Time: 07 50
; Sample: 1992:01 1996:12
: InGuded observations: 60













',^ R-squared -69.86169 Mean dependent var 13.59283 !!
•i Adjusted R-squared -72.34807 S.D. dependent var 1.639986 ^!
' S.E. of regression 14.04541 Akaike into critenon 5.333298 'I
.^ Sum squared resid 11244.59 Schwarz chterion 5.438015 ^^
,^ Log likelihood -241.5698 Durbin-Watson stat 0.005355 ^;
I ARCH ll Oependent Variable is TOTALESPERA
Date:08/02/97 Time:17:07
^ Sample: 1992:01 1998:12
; InGuded observations: 80






















; S E. of regression


















-46.96407 Mean dependent var
-48.64702 S.D. dependent var
3423 347 Akaike info criterion
6.68E+08 Schwarz criterion
-570.9432 Durbin-Watson stat
;^ ARCH !/ Dependent Variable is TOTALIO
I Date: 06/04/97 Time: 07:45
. Sample: 1992:01 1996.12
:• Inŭuded observations: 60
', Convergence achieved aRer 100 iterations
;p











1084725. 2507442. 0.424626 0.6727
0.848346 1.564833 0.542132 0.5898
-0.438414 1 277785 -0 343104 0.7328
I
-9.794344 Mean dependent var 1254.983 ^^
-10.17309 S.D.dependentvar 404.3895
1351 720 Akaike info uitehon 14.46697
1.04E+08 Schwarz criterion 14 57169 II
-513.3079 Durbm-Watson stat 0.054678 i
ARCH . Dependent VanaDle a C2INGRESOS ^ ARCH H Dep ^ndent Vanable ^s C2ESPERA
Date 06^09^97 T,me 1 t 10 Date: O6l09157 Time: 11 15
Sample 1992 01 1996 12 • Sample: 199^ 01 1996:12
InUuded observauons 60 i InUuded observations^ 60
Convergence ach,eved aker 100 ^terat^ons ^ Convergence not achieved aker 100 iterations






0 144625 9 128C.-









S E of regression
Sum squared resW
Log likelihood
-130 2352 Mean deFandentvar
•134.8399 S.D dependentvar
1205.750 Akaike mfo cntenon
82888442 Schwarz criterion
-509 2818 Durbm-Watson stat
ARCH rr Dependent Vanable is C2ESTMEDIA
Date 08/09/97 Time 11 13
Sample 1992 01 1996 12
Included observations: 60
















5 383685 366.9064 0 014673
0 469548 6.570334 0.071465
0 373316 12 49511 0.029877
-76 27316 Mean dependent var
-78 98450 S D. dependent var
6 035339 Akaike info criterion
2076 243 Schwarz cntenon









ARCH I/ Dependent Variable is CIESPERA
' Date 06/09/97 Time: 10:48
Sample ^ 1992.01 1998 ' 2
Included observations' 80
Convergence achieved aker 100 iterations
Vanable Coekiuent Std Error t•StaLSt,c Prob.
Vanance Equat^on
C 3817093 39043701 0 097765 0 9225
ARCHt t i 0 932177 6 270111 0 112716 0 9107
GARCH(1) -0 591016 6 366258 •0.092836 0.9264
R•squared - 35 36585 Mean depentlent var 2391 400
Adlusted R•squared -36 64184 S D dependent var 405 5177
S E of regression 2487 97 t Akaike mfo cntenon 15 68715
Sum squared resid 3 53E+08 Schwarz cntenon 15 79187 •
Log I,kel,hood - 551 5395 Durb^n-Watson stat 0 003453
ARCH u Dependent Vanable is C11Q .^
Date O6/09/97 T,me 11^00
Sample. 1992'01 1996 12 '
InUuded observations. 60




vanable Coek^uent Std Error t•StaLSt,c Prob. .
Vanance Equat,on
C 360618 B 683338 7 0 527731 0 5997
ARCH(1) 0 816157 1 564465 0 521684 0 6039
GARCH( t t •0 435975 1 262742 •0 345260 0 7312
R•squared ^ 8 124703 Mean dependent var 702 8500
Adtusted R•squared -8 a4a868 S D dependent var 248 6615
S E ot regress^on 764 1990 Aka^ke ^nfo cntenon 13 32636
Sum squared res^d 33288007 Schwarz cntenon 13 43108
Log likelihood •478 7045 Durb^n-Watson stat 0 058058
t
Vanable Coefficient Std. Error
Variance Equation
t-Statistic
C 523992.3 4883372. 0.107301 0.9149 ^'
ARCH(1) 0.835350 5.851580 0.147809 0.8830 )
GARCH(t) -0.455567 6.191487 -0.073580 0.9416I
^ R.sq -30.71852 Mean dependent var
905.8500
II Adjusted R-squared -31.83145 S.D. depetWerri var 164•8184
; S.E. oi regression 944.3887 Akaike info criterion
13.74978
II Sum squared resid ^^^^
^a W^ ^t 030098 0Log likelitwod
:^ ARCH ll Dependent Variable is C21Q
,i Date: O6/09/97 Time. 11:25
,^. Sample: 1992.01 1996' 12
InUuded observations: 60
^^ Convergenu3 ach^eved aker 49 iterations










:i S.E. of regression









-9.908019 Mean dependent var
•t0.28868 S.D.dependentvar
599.2444 Akaike info uiterion
20468347 Schwarz criterion
-465.1271 Ourbin-Watson stat
i ARC^H /I Dependent Variable is CIPRIMERAS
^^ Date: O6/09l97 Time: 10:50
i^ Sample: 1992:01 1996:12
^; InUuded observations: 60
i^ Convergenu3 achieved aker 7a iterations








^ S.E. of regression
^ Sum squared resid
Log tikelihood
23763502 2.16E+08 0.110165 0 9127 ,^
0.436421 3.854638 0.1 t 3220 0 9103
•0 080158 6.586291 -0 012170 0.9903 'i
-34.06544 Mean dependentvar
•35.29581 S.D. dependent var












; ARCH /I Dependent Variable is CISEGUNDAS
Date:09/12/97 Time:17:01
Samp,,: 1992:01 1996:12
^I InUuded observations: 60
i Convergence achieved aker 21 iterations
^---- -










- C 1 67E+08 3.23E+09` 0 051585 0.9590 :+
ARCH(1) -0 251823 5 092237 -0 049452 0 9607 •^
GARCH(1) __0.602246 _ 11.47952 0052463 _ 0.9583 ^i
• R-squared ' -61 53773 Mean dependent var 15883.85 II
Adjusted R•squared -63 73204 S D. dependent var 2041.875 I,
S E of regression 16428.16 Akaike mfo cnterion 19.46221 i)
Sum squared res^d 1 54E+10 Schwarz aiterion 19.56693 •
Log likelihood -665 9790 Durbin-Watson stat_ _ 0 029163J
^ ?CH ' Depenoent Vanable ^s CARDtOLOGIATt
Date 07 : 2 97 T^me '6 55
Sampie - •92 O1 t996 12
inuuded c^servauons 60
Convergence acn^eved after t00 ^terauons
Vanabte Coeffiuent Std Error t-Statisuc Prob.
Vanance Equation
C 206566 8 2168015 0 095279 0 9244 ''
ARCH(1) 0 356290 3 276795 0 108731 0 9138 •
GARCH(1) -0 021936 8 434683 -0.002601 0 9979 :
--.--- )
R-squared -34 64263 Mean dependent var 550.2500 I^
Ad)usted R•squared -35.89325 S.D dependent var 94.27668 '!
S E. of regression 572.6347 Aka^ke info criterion 12.74920 ;t
Sum squared resid 18690901 Schwarz criterion t2.85392 ',^
Log likelihood -464.4288 Durbin-Watson stat 0.037760 i;
ARCH /I Dependent Variable ^s CARDIOLOGIAT2
Date 07/02/97 Time^ 16 57
Sample 1992 01 1996 12
Included observanons 60







S E. of regression
Sum squared resid
Log likelihood
Cceitiaent Std Error t•Statist^c
Vanance Equation
1619373 14187709 0.114139
0.377611 3 006775 0.125587
-0.029363 6 818826 -0.004307
-29 04653 Mean dependent var
-30 10079 S D dependent var
1620 661 Akaike mfo cnterion
1 50E*OS Schwarz cntenon
-526 5360 Durbin-Watson stat
ARCH N Dependent Vanable is C2PRIMERAS
Date 09/12/97 Time 17:27
Sample 1992.01 1996:12
Included observauons. 60
Convergence achieved after 100 ^teraUOns












C 25737747 t93E+08 0 13326t 0 8945
ARCH(1) 0489423 3 t64912 0154640 08777
GARCH(11 •0 t34179 4288679 •0.031287 09752
R•squared •27 35518 Mean oependent var 6180 683
Adtusted R-squared •28 35009 S D dependent var 1191 698
S E of regress^on 6456 113 Aka^ke mfo cntenon 17 59427
Sum squared res^d 2 38E*09 Schwarz cntenon 17 69899
log hkehhootl -609 2512 Durbm-Watson stat 0 026678
ARCH li Dependent Vanable is C2SEGUNDAS
Date 08/09/97 Time• 11 23
Samnle 1992•01 199612 ^
tnuuded observations. 60
Convergence ach^eved after 55 iterations
Vanable CoeN^uent Std Error t-Statistic Prob
Vanance Equation
C t 12E+08 7 28E+08 0 153830 0 8783
ARCH(1) 0 584395 2 324233 0 251436 0 8024
GARCH(1 t - 0 233019 3 594912
-0 064819 0 9485


























^,I R-squared -1.494441 Mean dependent vc- 5.650000 (
^! Adjusted R-squared - 1.581965 S.O. dependent var 4•660781
;^ S.E. of regression 7.489173 Akaike info criterion 4.075624
!j Sum squared resid 3197.000 Schwarz chterion 4.180341
!^ Log likelihood -202.9535 Durbin-Watson stat O.B42978 I
^-_ _
^ ARCH ll Dependent Variable is ALERGIAi
;; Date: 06/18/97 Time: 09:13
I' Sample: 1992:01 1996:12
'^ InGuded observations: 60
'^ Convergence achieved after t00 iterations

















R-sauared •9 917851 Mean dependent var 113 1167
Ad)usted R-squared -10.30093 S.D. dependent var 36.22158 :
S.E. of regression 121.7656 Akaike info criterion 9 652902
,; Sum squared resid 845131 0 Schwarz cntenon 9 757620 ^:
. Log likelihood -371.5541 Durbin-Watson stat 0 150439 ^
'i ARCH // Dependent Variable is ALERGIA2
^^ Date 06/18/97 Time:09:15
;I Sample: 1992:01 1996:12
!t InGuded observations: 60
^ Convergence achieved after 100 iterations
Vanable Coefficient Std. Error
Variance Equation
t-Statistic Prob
C 155813.0 629718 5 0 247433
ARCH(1) 0323500 1099194 0.294307













-23 3029t Mean dependent var 12857 30 R-squared -8.550741 Mean dependent var 430.7500
Ad)usted R•squared
-24 15564 S D dependent var 2685 928 ' Ad)usted R-squared -8.885855 S.0 dependent var 148.5501
S E of regress^on t 3471 38 Aka^ke mfo cntenon 79 06535 S E of regression 467.0680 Akaike mfo critenon 12.34166 ^
Sum squared res^d 1 03E+t0 Scnwarz cntenon 19 17007 Sum squared resid 12434695 Schwarz chtenon 12.44837 ^
Log I^kelihcod •653 2815 Durb^n•Watson stat 0 034797 Log hkelihood -451 9038 Durbm-Watson stat 0.156021'
aRCH Depender.t vanaole is CIRGENERALTI
Date 0- ^2^97 T^me t 7 OB
Sampie ' 992 01 1996 12
inuudec ^oservat^ons 60
Convergence ach^eved aRer 33 ^terauons
Vanable CoeH^uent Std Error t-Stansbc Prob
Vanance Equal^on
C 458381 6 386840.5 1 184937 0 2410
P.RCH(1)
GARCH(1)
0 9^2002 160?3a^ '76235 0 5468
-0 453359 0 818451 -0 553923 0 5818 `^
R•squared -3 985258 Mean depende^t var 750.8333 ^:
Adlusted R-squared -4 160180 S.D. dependent var 379.2843 ^
S E of regression 881 5834 Aka^ke mfo crrtenon 13 58625 ^
Sum squared resid 42312582 Schwarz cnteñon 13.67097 ^`
Log likelihood •484 1685 Durbm-Watson stat 0.034419 '.
ARCH r/ Dependent Vanable is CIRGENERALT2
Date 07/02/97 Time 17 09
Sample t992 01 t996 t2
InGuded observations 60
Convergence ach^eved after 60 ^terations
Vanable CoeHiuent Std Error t-Statis6c Prob •
Vanance Equauon
C 1149589 1313849 0.874978 0.3853 ^
ARCH(1) 0 931655 t 539336 0 605232 0 5474 '•
GARCH(1) -0471722 1045927 •0451009 0.6537
R-squared -6 627653 Mean dependent var 1258.117
Ad(usted R-squared -6 895290 S D dependent var 492 8227 '
S E of regress^on 1384 761 Akaike info cntenon t4 51527
Sum squared resid 1 09E^08 Schwarz cntenon 14.61999
Log likelihood -513 8323 Durbin-Watson stat 0 041488
ARCH / I Dependent Vanable ^s CIRGENERALAI
Date 07/02/97 Time: 17:00
Sample: 1992:01 1996 12
Inúuded observations: 60
Convergence ach^eved after 95 rterations
Vanable CoeHicient Std Error t-StatisUC Prob.
Vanance EquaUon
C 166 5229 561 2435 0 296703 0 7678
ARCH(1 I 0 404866 0 652137 0 620829 0 5372
GARCHI 1) 0.575003 0 705347 0 815205 0 4183
^R•squared 4 621210 Mean dependent var 60 95000
Ad(usted R•squared -4 818446 S D. dependent var 26 59206
S E of regress^on 68 96821 Aka^ke info cntenon 8 515998
Sum squared resid 27 t 127 0 Schwarz cntenon 8 620715
Log likehhood -330 9750 Ourb^n-Watson stat 0 113474
ARCH N Dependent Vanable ^s CIRGENERALA2
Date 07/02/97 Time 17 01
Sample 1992 01 t996 12
inc^uded observabons. 60
Convergence achieved after 100 ^teraUOns
Vanable CoeH^uent Std Error t-StaUStic Prob
Var^ance EquaUOn
C 5943a 79 53500 66 1 297831 0 1996
ARCH11 t 0 746464 t t09395 0 672856 0 5038
GARCHI t t •0 4226a0 0 636t 73 •0 664348 0 5091
R-squared -^ 668a75 Mean dependent var 303 8833
4dlusted R-squared •7 972632 S D dependent var t 10 6629
S E ot regress^on 331 4835 Aka^ke ^nfo cntenon 11 65586
Sum squared res^d 6253235 Schwarz cntenon 11 76058
Log Iikehhoo0 •430 1913 Durbm-'Natson stat 0 110157
ARCH H Dependent Vañable is CPINFANTILI
Date 07/02/97 Time: 17:11
Sample 1992 01 1996:12
Included observations: 60
Convergence not achieved after 100 ^terations









-0.863122 0 ^917 ^;
GARCH(1) 1.088280 0.182429 5.985486 0.0000 !I
;^ R-squared -4.250360 Mean dependent var 8.150000
^ Adjusted R-squared -4.434583 S.D. dependent var 3.986524
^i S.E. of regression 9.293481 Akaike info uiterion 4.507329
'^ Sum squared resid 4923.000 Schwarz aiteñon 4.812048
^^ Log likelihood -214.5158 Durbin-Watson stat 0.337599
ARCH I/ Dependent Variable is CPINFANTIL2
.^ Date 07l02/97 Time: 17:12
: Sample 1992:01 1996:12
^ Included observations: 60
^^ Convergence not achieved after 100 rterations
Vanabte CoeHicient Std. Ertor t-Statistic Prob.
C
Vañance Equation
517 7870 1367.905 0.378526 0.7064 ;'.
ARCH(1) -0.145827 0.443739 -0.328633 0.7436 ;
GARCH(1) 0.862143 0 779241 1.106388 0.2732 .
R-squared •5.865286 Mean dependent var
Adjusted R-squared -6.106173 S.D dependent var
^ S.E of regression 44.71449 Akaike info uitenon
Sum squared res^d 113965 0 Schwarz criteñon
Log likelihood -311.0526 Durbm-Watson stat
i^ ARCH // Dependent Vañable is CIRGENERALBI
'; Date: 07l02/97 Time: 17:03
; Sample: 1992:01 1996:12
'; InGuded observations: 80
.: Convergence achieved after 68 iterations









0 379593 0.7057 ^














-3 866357 Mean dependent var
-4.037106 S.D dependent var
32.57434 Akaike ^nfo criterion
60482.00 Schwarz cnteñon






^ ARCH I/ Dependent Vañable is CIRGENERALB2
i
^
' Date: 07/02/97 Time: 17:05
Sample: 1992:01 1996:12
^ Inúuded observations: 60
^













^ C 29621.01 38597 02 0 767443 0.4460 j!
ARCH(1) 0 757219 1.034662 0 731852 0.4873 i




R-squared -7 033301 Mean dependent var 199.7500 I
Adlusted R•squared -7 315171 S.D. dependent var 75.95508
S E of regression 219 0244 Akaike ^nfo cñtenon 10.82707
Sum squared resid 2734385 Schwarz uiteñon 10.93179
Log hkelihood -404 7387 Durbm-Watson stat 0.115181
ARCn ' Dependent Vanable ^s DERMATOLOGIAI
Date 07%02%97 T^me 17 30
Sampie 1992 O1 1996 12
Included observations 60
Convergence acn;eved arier 31 ^terat^ons











549007 4 95608B 4 0 574222 0 5681 ^
0 773762 1 707814 0 453072 0 6522 ,^
-0.390848 1.098524 -0 355794 0.7233 ^^
-8 082375 Mean dependent var
•8 401054 S.D. dependent var
942 9112 Akaike info uitenon
50677652 Schwarz criteñon
-491 0506 Durbin-Watson stat
ARCH // Gependent Vañable is DERMATOLOGIA2
Date 07102/97 Time: 17 32
Sample 1992 01 1996 t2
Included observations: 60
Convergence achieved after 100 iterat;ons























-7 104491 Mean dependent var
-7 388859 S D dependent var
775 1017 Akaike info cnterion
34244614 Schwa2 cntenon
-479 4431 Durbm-Watson stat




Convergence ach;eved after 39 rterauons












C 14273 47 233372 4 0 061162 0.9514
ARCH(1) 016885a 1955200 0086362 09315
GARCH(1) 0182019 1054330 0017264 0.9863
R•squared
-23 65404 Mean dependent var 145 1500 .
Adiusted R-squared •24 51910 S D. dependent var 30 09636
S E of regress^on 152 0361 Akaike ^nfo cñtenon 10 09694 .
Sum squared res^d 1317553 Schwarz cñteñon 10.20166 i
Log I;kelihood
-384 9730 Durbin-Watson stat 0.067339 .
ARCH !I Dependent Vanable ;s CPLASTICA2
Date 07/02197 Time 17 14
Sample 1992 01 1996 12
Included obsenations 60
Convergence achieved after 100 iterations
Vanable CoeH^uent Std Error t•StaUSUc
Var^ance Equauon
Prob
C 322139 t 727554 6 0 442770 0 6596
ARCH(1 t 0 7032ay t g74687 0 356132 0 7231
GARCH(1) •0 467068 t 478293 -0 315951 0 7532
R•squared • t8 93461 Mean dependent var 632 8500
Adlusted R•squared • 19 63407 S D dependent var 146 6636
S E of regress^on 666 2154 Akaike ^nfo cntenon 13 05193
S^m squared resid 25299049 Schwarz cntenon t3 15665
Log likeiihood ^472 8562 Durbm-Watson stat 0 050129
ARCH /I Dependent Vañable is DIGESTIV0T1
Date 07/02/97 Time: 17:36
Sample: 1992:01 1996 12
^ InGuded observations: 60











R-squared -51.73473 Mean dependent var
Adjusted R-squared -53.58508 S.O. dependent var
S.E. of regression 528.4372 Akaike info aiteñon
Sum squared resid 15917013 Schwarz cñterion
Log likelihood ^59.7913 Durbin-Watson Stet
! ARCH ll Dependent Vañable is DIGESTIV0T2
^^ Date: 07/02/97 Time: 17:37
;^ Sample. 1992:01 1996:12
•^ InGuded observations: 80
'i Convergence achieved after 100 iterations








^ S.E. of regression





















-37.43571 S D. dependent var
980.0662 Akaike info criteñon
54750200 Schwarz criteñon
-496.7222 Dubin-Watson stat
i^ ARCH // Dependent Vañable is CVASCULARI
; Date:07102/97 Time: 17:25
: Sample: 1992:01 1996:12
^I InGuded observations: 60








S E. of regression




11333.28 15882 56 0 713568
0.549672 0.658923 O.B34197
-0.134469 0.938628 -0.143262
-6.569751 Mean dependent var
-6.835356 S.D. dependent var
137.3888 Akaike info criteñon
1075883 Schwarz criteñon
-377.8582 Durbin-Watson stat
ii ARCH // Dependent Variable is CVASCULAR2
;^ Date. 07/02/97 Time: 17:29
;j Sampte: 1992:01 1996:12
^ InGuded observations: 60
i Convergence achieved aiter 29 iterations































^ _-_ -_ -__- -
^i
C^ 33190.86 41275.71 0.804121 0 4247 ^
ARCH(1) 0.660830 0.863738 0.765082 0.4474 ^I
GARCH(1) -0.269718 0.771799 -0349467 0.7280II
R-squared -7 763533 Mean dependent var 212.7000 ,
' Adjusted R-squared -8.071025 S.D. dependent var 76.98188 I
S E of regress^on 231.8545 Akaike info cnteñon 10.94093
Sum squared res;d 3064122 Schwarz cntenon 11.04564 I
Log I;kelihood -409 1423 Dubin-Watson stat 0.169729 ^
ARCH ^ ^ependent Va^ able is HEMATOLOGIAI ^
Date 07i02197 T^me 17 42
Sample t992 01 1996 t2
Included oDServations 60
Convergence achieveti after 60 iteraUOns
i ARCH // Dependent Vañable is MEDINTERNAAI
^ Date: 07/02/97 Time: 17:44
:^ Sample(adjusted). 1993:01 1996:12
,^ InGuded observations: 48 after adjusting endpoints
!I Convergence achieved after 100 iterations





C 1473 336 2499.718 0 589401 0.5579 ,
ARCH(1) 0.726184 0.557^81 1.301450 0.1983 !^




-3.387045 Mean dependent var 52
^
.78333 !) ^I
Ad)usted R•squared -3 540976 S.D.dependentvar 28 .92251 ^^
' S E. of regresswn
'
61 63261 Akaike info uiter(on 8.291089 ^^
I
Sum squered resid 216519.0 Schwarz criterion 8.395806 '
^ Log likelihood -323 2977 Durbin•Watson stat 0.
I
130201 ^ I
^ ARCH ll Dependent Vanable ^s HEMATOLOGIA2
Oate. 07/02/97 Time: 17 43
Sample 1992:01 199612
^ InGuded obsenations: 60


















-2 659132 Mean dependent var
-2.787522 S D. dependent var
1096 O56 Akaike info criteñon
68476274 Schwarz criteñon
-494 7589 Durbm-Watson stat
^ ARCH ll Dependent Vañable is ENDOCRIN0T1
' Oate. 07/02/97 Time: 17.38
, Sample: 1992:01 1996:12
InGuded observations: 60











Coefficient Std Enor t-StaUStic Prob
Vanance Equation
C 56355 85 259623 0 0 217068 0 8289
ARCH(1) 0 427267 1 549837 0 275685 0 7838
GARCH(1) -0 068621 3 111798 -0 022052 0 9825
R-squared - 16 55211 Mean dependent var 286 0667
Adiusted R-squared -17 16797 S D. dependent var 70 90716
S.E of regress^on 302 2341 Akaike ^nfo criterion 11 47111 ^
Sum squared resid 5206690. Schwarz criteñon 11.57583
Log likelihood -425 4925 Durbm-Watson stat 0.052997 ;
^ ARCM /! Oependent Vanable is ENDOCRINOT2
Oate 07/04/97 Time: 11 33
^ Sample^ 1992:01 1998:12
Inctuded observetions 80
^ Convergence achieved after 100 iteraUOns
Vanable CoeHiuent Std Enor t-StatisUc
Vanance Equat^on
Prob
C 910438 2 4285854 0 212429 0 8325
ARCH(1) 0 541092 2 28672t 0 236623 0 8138 '
GARCH(1)
-0 188276 3 674796
-0 051234 0 9593
.^-<-_--•-- == --__ '- --+
R•squared -17 66111 Mean dependent var 1168.400 ,
Ad)usted R-squared -18 31589 S D dependent var 280.3703 ^
! S E of regression 1232 223 Aka^ke ^nfo cntenon 14 28186
Sum squared res^d 865a7358 Schwarz cntenon 14 38657












37396.57 81233.35 0.460380 0.8475 ;
0.603158 1.125813 0.535751 0.5948 '
-0.263869 1.688959 -0.158104 0.8751 I
t-Statistic Prob. ;I
-8.784623 Mean dependent var
-9.219495 S.D. dependent var
247.3838 Akaike info criterion
2753940. Sctlwarz afterion
•330.0008 Durbin-Watson stat
^; ARCH ll Dependent Vahable is MEDINTERNAA2
^^ Date 07/02l97 Time: 17:45
.' Sample(adjusted): 1993:01 1996:12
: InGuded observations: 48 after adjusting endpoints


























^ R-squared -30 35117 Mean dependent var 449.9583 ''
! Adjusted R-squared -31 74455 S.D dependent var 92.53844
^ S E of regression 472.3086 Akaike info uiteñon 12.37573 _
^i Sum squared resid 10038392 Schwarz uitenon 12.49268 ',
„ Log likelihood - 361.8870 Ourbin-Watson stat 0.041156 ,;
r--
j ARCH // Dependent Vañable is GINECOLOGIATI
I Date:07102/97 Time: 17:39
: Sample(adjusted): 1992:021996:12
Í InGuded observations: 59 after adjusting endpoints
i^ Convergence achieved after 100 iterations
'F
:!
444388 3 1484914. 0 299269 0 7658
ARCH(1) 0.654759 1.616389 0.405075 0.6870
GARCH(1) -0.213526 2.003464 -0.106579 0.9155 •+
.r-
; R-squared - 11.44441 Mean dependent var 846.3220 '
, Adjusted R-squared - 11.88885 S.D. dependent var 252.3195 •
' S.E. of regression 905.8538 Akaike info critenon 13.66726 •i
" Sum squared resid 45951977 Schwarz uiteñon 13.77290 ^
^I Log likelihood -482.0660 Durbin-Watson stat 0.058093 "
i__
ARCH ll Dependent Variable is GINECOLOGIAT2 I
' Date: 07l02/97 Time: 17:40
Í Sampte(adjusted): 1992:02 1996:12 Í
1 InGuded observaCOns: 59 after adjusting endpoints
' Convergence achieved after 38 iterations ;
Vañable Coefficient Std. Enor t-Statistic Prob. '
Y Vañance Equation !
C 3517780. 10205739 0 344886 0.7316 i
ARCH(1) 0.638901 1.611987 0.396344 0.6934I
GARCH(1) -0.269691 1 772891 -0 152119 0.8798 !
^ R-squared - 13.94512 Mean dependent var 2247.186 II
^ Adjusted R-squared - 14.47888 S.D. dependent var 608.9317 ^,
S E of regression 2387 864 Akaike info critenon 15.80582
(Sum squared resid 3 t9E+08 Schwarz aiteñon 15.71146
Log likelíhood _540 0341 Durbin-Watson stat 0.O66as31^
Variable CoeHicient Std. Ertor t-Statistic Prob ;
Vañance Equation ^
C
ARCH ^ Dependent Vanaole ^s MEDWTERNAII
Date 07'02'97 Time t7 55
Sample 1992 01 199E t2
Inuudea observauons 60







S E. of regression
Sum squared resid
• Log likelihood





-3 707800 Mean dependent var
-3.872986 S.D. dependent var
8 768964 Akaike mfo criterion
4381 000 Schwarz cnterion
-21 t 4323 Durbm-Watson stat
2 071850 1 384901 0 1715
0 175995 -0 783979 0.4363 ^
0 142319 7 712788 0.0000 ^
ARCH ll Dependent Vanable is MEDINTERNAI2
Date 07/02/97 Time: 17 56
Sample 1992 01 1996.12
InGuded observations: 60
Convergence ach^eved after 100 derahons







C 627 2022 1133 449 0.553357 0.5822 :
ARCM(1) -0.130551 0.246881 -0.528802 0.5990
GARCH(1) 0 958603 0 363945 2.633920 0.0108 ''
R-squared -6 307379 Mean dependentvar 54 50000
Ad)usted R-squared -6 563778 S.D dependent var 21.88375 .
S E. of regression 80.18539 Akaike info criterion 8 243566 ^
^ Sum squared resid 206470.0 Schwarz cnterion 8.348283
Log likelihood -328 5844 Durom-Watson stat 0.230958 '
ARCH ll Dependent Vanable is MEDINTERNABI
Date 07/02/97 Time: 17:46
Sample. 1992:01 1996:12
Included observations: 60
Convergence achieved after 44 iterations
Vanable
C
CoeHicient Std Ercor t-Statisbc Prob
Variance Equation
426 6019 494 0150 0 863540 0.3915
ARCH(1) 0 467406 0 501162 0 932644 0 3549
GARCH(1) 0 288046 0.531638 0 541808 0.5901
R•squared -3 141015 Mean dependent var 39 05000 •
Adlusted R-squared -3.286314 S D. dependent var 22.21957 •
S E of regressron 46 00210 Akaike mfo cntenon 7 706081
Sum squared resid 120623.0 Schwarz criterion 7 810798
Log I^kelihood -307 7390 Durbm-Watson stat 0 193985
ARCH :^ Dependent Vanable ^s MEDINTERNAB2
Date• 07/02/97 T^me 17:47
Sample 1992 01 t996 12
InGuded observations. 60
Convergence achieved after 100 ^terahons
Vanable CoeHiuent Std Ercor t-Stahshc
Vanance Equahon
Prob
C 20926 56 49634 93 0 421610 0 6749
ARCHt 1 I 0 5299aa 0 709215 0 747226 0 4580
GARCHII) 0 212842 0 994117 0 214102 0 8312
R-squared •5 803475 Mean dependent var 250 7833
Ad)usted R-squared •6 042194 S D dependent var t04 9794
S E of regression 278 5853 Akaike ^nfo cntenon 11 30816
Sum squared res^d aa23757 Schwarz cmenon 1 t a 1287
Log likelihood •418 7193 Ourb^n•Watson stat 0 134020
ARCH ll Dependent Vanable ^s NEFROLOGIAI
Date:07102/97 Time 17:57
^ Sample 1992:01 1996:12
i InGuded observations: 60
^ Convergence achieved after 100 iterauons









;^ R-squared -4.738117 Mean deperttient var
!I Adjusted R-squared ^.939455 S.D. dependent var
^Il S.E. of regression 34.85058 Akaike info criterion
i Sum squared resid t39230.00 Schwarz uiterion
;I Log likelihood -294.7168 Ourbin•Watson stat
i ARCH ll Dependent Variable is NEFROLOGIA2
I Oate:07102l97 Time:17:58
; Sample: 1992:01 1996.12
! InGuded observations: 60








^ S E. of regression







^.965273 Mean dependent var
-7 244757 S.D.dependentvar



















163569.1 0.455271 0.6506 ?
0.735756 0.499755 0.6192:;
1 374983 -0.016943 0.9885 ^
;^ ARCH ll Dependent Variable is MEDINTERNACI
:I Date: 07/02/97 Time: 17:50
; Sample: 1992:01 1996:12
^ InGuded observations: 60











Vanable Coeffiŭent Std. Ertor t-StatisUC Prob.
Vanance Equation
C 16.97012 52.12948 0 325538 0 7460 .
ARCH(1) 0 153468 0 485149 0.316332 0 7529
GARCH(1) 0813739 0.595639 1386162 0.1773
; R-squared -6.423861 Mean dependent var 17 48333
• Ad)usted R-squared -6.684348 S.D. dependent var 6.956260
' S E of regression 19.28321 Akaike info cntenon 5.967176
^ Sum squared resid 21195.00 Schwarz criterion 6.071893 ;
, Log likelihood -257.8320 Durbin-Watson stat 0 146497
^^ ARCH l1 Dependent Variable is MEDINTERNAC2
ij Date: 07/02/97 Time: 17:53
` Sample: 1992:01 1998:12
.I InGuded observations: 60
: Convergence not achieved after 100 iterations
Vanable Coefticient Std. Error t-Statistic Prob
Variance Equation
C 8918.003 38440.25 0.231996 0.8174 !I
ARCH(1) 0.236959 1.143539 0.207216 0.8366 E
GARCH(1) -0.144372 4.088278 -0.035314 0.9720 i'
. R-squared -15 11954 Mean dependent var 98.25000 (I
; Adjusted R-squared -15.68514 S D. dependent var 24.96209 ;^
S E of regression 101 9638 Akaike inio uiterion 9.297942 ^
Sum squared resid 592607 0 Schwarz criterion 9.402659 !
Log likelihood -360 9192 Durbin-Watson stat 0 099241 ^I
ARCH . r pependent Vanabie is NEUROIOGIATt
Date 07102^97 Time t808
Sample t992 O1 1996 12
Included observabons 60
Convergence achieved after 62 iterations
Vanable Coefficient Std Error
Vanance EquaUon
C 17468 76 296248.2
ARCH(1) 0.126066 1.949675
GARCH(1) 0.226605 11.90896
R-squared -23.10785 Mean dependent var 160.5000 ^I
Aa(usted R•squared -23.95374 S.D. dependent var 33.67013 ';I
^ S.E. of regression 168 1949 Akaike info criterion 10.29895 •
Sum squared resW 1812502. Schwarz criterion 10.40387 ^^
^ log likelihood -391 0403 Durbin-Watson stat 0.072489 :^ I
t-Statistic Prob.
0 058987 0.9532 ;
0.064660 0.9487 ,
0 019028 0.9849 :I
^ ARCH ll Dependent Variable is NEUROLOGIAT2
Date 07I02/97 Time 1811
, Sample. 1992:01 1996.12
^ InGuded observations: 60
^ Convergence not achieved after 100 ^terations
C








927353.8 0.135858 0.8924 .;
1.288246 0.147911 0.8829 ^^
7.410919 -0.029482 0.9766.^
'' R-squared -13 31570 Mean dependent var 341.1333 '^
^^ Adlusted R-squared -13.81801 S.D. dependent var 94.27394 ^^
^ S.E. of regression 362.8997 Akaike into criterion 11 83696 '!
Sum squared res^d 7506684 Schwarz cntenon t 1.94 t68
Log likelihood -437 1851 Durbin-Watson stat 0 127275 '
ARCH ll Dependent Variable is NEUMOLOGIATI
' Date 07/02/97 Time: 18:03
Sample(adlusted): 1994:01 1996:12
InUuded observations 38 after adjustmg endpomts
Convergence not achieved aNer 100 iterations
Vanable Coeffiuent Std. Error t-Statistic Prob
Vanance Equat,on
C 177634 4 10098324 0.017590 0.9861
ARCH(11 0.156619 7 037754 0 022254 0 9824 :
GARCH(1) 0 196506 39.38619 0.004989 0.9960 ^
R-squared
-77 30554 Mean dependent var 519.4167 ,
Adlusted R-squared
-82.05133 S.D dependent var 59 91393
S E. of regression 546.0106 Akaike info cnterion 12.68493 •
Sum squared resid 9838211 Schwarz cnterion 12.81689 •:
Log I,kel,hood -276 3887 Durbin-Watson stat 0 021085 .'
ARCH I/ pependent Vanable is NEUMOLOGIAT2
Date:07/02/97 Time: 18•04
; Sample(adjusted): 19^4•O1 1996 12
Included observations: 36 after adjusting endpoints
Convergenu3 achieved after 18 ^terations
__`Vanable Coeffiuent-M1Std Error t-Statistic Prob
Vanance Equauon
C 951352 3 67413512 0 014112 0 9888
ARCH(t l -0 189817 12 66186 • 0 014991 0 9881
GARCM( t) 0 540969 38 67642 0 013987 0 9889
R•squared
-106 6060 Mean dependent var 1204 167
Adlusted R-squared • t 13 1276 S D dependent var 118 2804 •
S E of regress^on 1263 596 Aka^ke mfo cntenon 14 36309
Sum squared res^d 52690284 Schwarz cntenon 14 49505
Log hkelihood -306 6090 Durbm-Watson stat 0 021642 ^
, ARCH // Dependent Variable is OBSTETRICIATI
Date:07/02/97 Time:18:12
.! c.,.....,... .ee^.n^ ^ooR-^^
..^r.^. .
;^ InGuded observations: 60 ^
;I Convergenu3 achieved after 100 iterations il
;^ Variable
'




C 29318.95 208717.0 0.140472 0.8888 ,i
I 8 ^Z0 IGARCH(1)^ 0.05121 4858 0.0 015.047 0.9919
i R-squared -18.99787 Mean dependent ver 207.1833
i Adjusted R-squared -19.69935 S.D. depertdent var 47.93516 ^
i S.E. of regression 218.0884 Akaike info criterion 10•81851 Í
^^ Sum squared resid 2711065. Schwert criterion 10.923220578950jl Log likelihood ^08.2393 Durbin•Watson stat .
'; ARCH // Dependent Variable is OBSTETRICIAT2
^ Date: 07/02/97 Time: 18:13
^ Sample: 1992:01 1996:12
,^ InGuded observations: 60
^^ Convergence achieved after t00 iterations







'^ S E. of regression




494088.5 3512124. 0.140681 0.8888 ;
0.479284 1.998656 0.240044 0.8112 ;
-0.073528 3.439391 -0.021378 0.9830 ;^
-20.93123 Mean dependent var 889.1867 ^ 1
-21.70074 S.D. dependent var 195.9907 ;I
933 8035 Akaike info uiterion 13.72724 i
49703370 Schwarz criterion 13.83196 ^j
-493.0895 Durbin-Watson stat 0.039066 iI
^! AR /HC I Depertdent Variable is NEUROCIRUGIAI
Date:07/02197 Time:18:08
^I Sample: 1992:01 1998:12
' InUuded observations: 80
4 Convergenu3 achieved after 78 iterations
Vanable Ccefficient Std. Error t-Statistic Prob i
Variance Equation
C 3348.309 4631255 0.722981 0 4726
ARCH(1) 0.321721 o.721ze1 o adso4l 0 6573
GARCH(1) -0.210871 1.393755 -0151297 0.8803
'^ R-squared -6.071562 Mean dependent var 56.76667 ^
i Adjusted R-squared ^.319687 S.D.dependentvar 23.23233
.^ S.E of regression 62.85489 Akaike info cntenon 8.330364 ^
.^ Sum squared resid 225192.0 Schwa2 uiterion 8.435081 ;^
,^Log likelihood -331.4741 Durbin-Watson stat 0 190580 •'
ARCH /! Dependent Variable is NEUROCIRUGIA2 ,
Date:07/02/97 Time:18:07 ^
Sampte: 1992:01 1996:12 ^
Induded observations: 60 !
Convergence not achieved after 100 iterations







C 11496.70 33351.51 0.344713 0.7316 ^
ARCH(11 0.351239 1.058241 0 332537 0.7407 ,
GARCH(1) -0.139534 2.436563 -0.057267 0.9545I
; R-squared -9.776849 Mean dependent var 115.5833
+ Adlusted R-squared - 10.15498 S.D. dependent var 37.27738 I
'S E of regression 124 5030 Akaike info uiterion 9.697387 i ^
' Sum squared resid 883557 0 Schware urtenon 9.802084 I
; Log likelihood -372 7276 Durbin-Watson siat 0.130839 Í
ARCH ^i Dependent Vanable ^s ONCOLOGIAI
Date 07102!97 T^me 18 20
Sample t992 01 1996 12
InUuded observations. 60
Convergence achieved after 93 iterations
Vanable Coeffiuent Std Error
Vanance Equation






R-squared -5 417188 Mean dependent var 31.23333 ^
Adtusted R•squared -5 842352 S.D. dependent var 13.53259 :;
^ S E of regressron 34.87723 Akaike info critehon 7 152375 i
Sum squared resid 69336.00 Schwarz uiterion 7.257092 I^
; Log likelihood -295.8840 Durbin-Watson stat 0.289860 ^I
ARCH I/ Dependent Vanable ^s ONCOLOGIA2
Date 07/02/97 Time 18:21
Sample^ 1992:01 1998:12
• InGuded observabons 60

















„ R-squared -5 461487 Mean dependent var 357.6667 ^
'^ Adjusted R-squared -5.688208 S.D dependent var 154.3379 ;I
^ S.E. of regression 399 1420 Akaike info uñerion 12.02734 ^I
'. Sum squared resid 9080918 Schwarz cnterion 12.13206 ^'
•, Log likelihood -438 0168 Durbin-Watson stat 0.065537 ,I
,: ARCH h Oependent V^riable is OBSTETRICIAPART
' Date: 07/02/97 Time: 18:14
': Sample: 1992:01 19P3:12
' InGuded observations. 60























-66 46155 Mean dependent var
-68 82862 S.D dependent var
210 1447 Akaike info critenon
2517166 Schwarz critenon
-404 3001 Durbin-Watson stat
ARCH // Dependent Vanable is OBSTETRICIACESAR
Date 07/02/97 Time: 1816
Sample. 1992 01 1996 12
InGuded observations. 60
Convergence achieved after 100 iterations
VanaDle Coeffiuent Std Error t-Statisbc
Vanance Equat^on
C 1482 165 19959 39 0 074259 0 9411
ARCH(1) 0 224201 3 376322 0 066404 0 9473
GARCH(1) 0 t23223 9 755200 0 012631 0 9900
R-squared -36 83408 Mean dependent var 47 11667
Adjusted R-squared •38 /8160 S 0 dependent var
S E of regresswn 48 99248 Aka^ke ^nfo cntenon
Sum squared resid t 36815 0 Schwarz cntenon













i ARCH ll Dependent Variable is ORLT1 ,Í
^ Date: 07102/97 Time: 18:22
Sample: 1992:01 1996:12
'^ Included observations: 80
I Convergence achieved after 100 iterations
i^
i^ Variable Coefflcient Std. Error t-Statistic ProD i
I Variance Equation
I
i C 788323.5 10118750 0.077907 0.9382 ^
^ ARCH(1) 0.329857 3.329783 0.099083 0.9214
i GARCH(1) 0.019173 8.982380 0.002135 0.9983
^ R-squared ^ 1.15791 Mean depertdent var
1088.787
Adjusted R-squared -42.63713 S.D. dependent var 171.1425 '
of regression 1130.540ES Akaike info criterion
14•10961
..
^ Sum squared resid 72852886 Schwarz u+terkxt
14.21433
Log likelihood -505.2378 Durbin-Watson stat 0.029247
', ARC DeH /l^pendent Vanable is ORLT2
,j Date: 07/02/97 Time: 18:23
';) Sample: 1992:01 1996:12
! Induded observations: 60
Í^ Convergence achieved after 100 iterations























^^ S.E. of regression
+ Sum squared resid
i^ Log likelihood
i^
-35.14310 Mean dependent var
-36.41128 S.D. dependent var
1580.357 Akaike info uiterion
1 42E+08 Schwarz uiterion
-525.4349 Durbin-Watson stat
ARCH // Dependent Varieble is OFTALMOLOGIATI
Date:07102/97 Time:18:17
Sa m p le: 1992:01 1998:12
InGuded observations: 80







'i S.E. of regression
'; Sum squared resid
; Log likelihood




































^ ARCH /1 Oependent Variable is OFTALMOLOGIAT2 (
(^ Date: 07/02/97 Time: 18:18
Sample: 1992:Ot 1998:12 I
i InGuded observations: 80
^^ Convergence not achieved after 100 iterations
Í
;i Vahable Coefficient Std. Enoril t-Statistic Prob. ^
', Variance Equation ^
,-
^ C 4732220. 4.38E+08 0.010800 0.9914 ,
, ARCH(1) 0.105809 6.250380 0.018928 0.9866I
GARCH(1) 0.244311 82.80005 0 003890 0.9969 ^
F_ _«
•:, R-squared -90.44552 Mean dependent var 2683.417
7 828872 : Adjusted R-squared -93.65414 S.D. dependent var 284.540t' '
7 832040 : S E of regression 2768.305 Akaike info uiterion 15.90085 '
7 936758 ` i Sum squared resid 4 37E+08 Schwarz criterion 16.00541 I
0 040208 ; Log likelihood -559 14&2 Durbin-Watson stat 0.019539 ^
ARCH ^ Dependent Vanable ^s QUEMAD051 Y
Date 07r02'97 T^me 18 29
Sample 1992 01 1996 12
Indudeo observations 60
Converqence achieved after 45 ^terauons
Vanable CoeHident ^td Error t-Stabstic
Vanance Equation
C 244 3668 1296 738 0 188447
ARCH(1) -0 126855 0 493396 -0 257106
GARCH(1) 0.489830 3189609 0.147300
' R-squared -6 280327 Mean dependent var
Ad)usted R•squared -6 515075 S 0 dependent var
^ S E. of regression 19 79589 Akai^e info uitenon
Sum squared resid 22337.00 Schwarz criterion
, Log likelihood -262 5452 Durbm-Watson stat
• ARCH ll Dependent Variable ^s OUEMADOS2
Date^ 07/02/97 Time: 18:30
^ Sample 1992:01 1996• 12
Induded observations: 60





















175.3432 1378.924 0.127159 0.8993 ^^
0.311658 0.679262 0.458818 0.8481 I
0 663041 0.870538 0 761647 0.4494 .j
-7 964627 Mean dependent var
-8.279175 S D. dependent var
65.32711 Akaike info criterion
243255 0 Schwarz cnterion
-331 0787 Durbin-Watson stat
, ARCH !/ Dependent Variable is PEDIATRIAI
i. Date• 07/02/97 Time: 18:24
• Sample: 1992:01 19°6:12
Included observations: 80







Vanable CoeHiuent Std Error t-Statistic Prob.
Vanance Equation
C 38819 56 t25562 3 0 309166 0 7583
ARCH(1) 0429434 1429633 0.300381 0.7650
GARCH(1) -0090217 2.548893 -0.035395 0.9719 :
R-squared -15 76504 Mean dependent var 235.3167
• Ad)usted R-squared -16 35329 S.D dependent var 59.7t^607 ^
S E of regression 248 9692 Akaike info critenon 11.08337 ,
Sum squared resid 3533183 Schwarz cnterion 11.18808 ;
Log I^kelihood -d14 2684 Durb^n-Watson stat 0 080525 :
ARCH 1/ Dependent Vanable is PEDIATRIA2
Oate.07/02/97 Time:18:26
Sample. 1992.01 1996 12
Included observations. 60
Convergence achieveti after 100 ^terabons
Vanable Coeffiuent Std Ennr t-Statistic
Vanance Equation
Prob
C 59661t 5 5279138 0.113013 0 9104
ARCH(1) 01587t5 1 192889 0133051 08946
GARCH(1) Ot84723 5890543 0031359 09751
R-squared -t5 58093 Mean dependent var 924 1667 •
Ad)usted R-squared -16 16272 S D dependent var 236 1039 +
S E ol regression 978 1293 Akaike mfo cntenon 13 81999 ''
Sum squared res^d 54534000 Schwarz crrtenon 13 92471 ,
, Log Iikelihood -496 6636 Durbm-Watson stat 0 096162 :
; ARCH r, Dependent Variable is REUMATOLOGIAI
, Date: 07/02197 Time: 18:32
:i Sampte 1992:01 1996:12
^ ^^^u^^^..,.,^o,.o,...,,.,.....
^' Converg ^nce achieved after 67 iterations
.i
I^i Variable CoeHicient Std. Emor t-Statistic Prob.
^^ Variance Equation
i C 10254.04 17203.B2 0.596033 0.5535
!^ ARCH(1) 0.528245 0.823034 0.641826 0.5236
^I GARCH(1) -0.248945 1.341454 -0.184088 0.8546
I R•squared -7.382173 Mean dependertt var 111.4500
Adjusted R-squared -7.878284 S.D. dependent var 41.38543,
I S.E. of regression 121.8441 Akaike info criterion 9.654191
Sum squared resid 848221.0 Schwarz criterion 9.758908
^ Log likelittood -370.5552 Durbin-Watson stat 0.129278




Convergence achieved after 41 iterations




C 132463.5 176733.8 0.749508 0.4568 i
ARCH(1) 0.697212 1.128325 0.617917 0.5391 ;^
GARCH(1) -0.314953 1.013371 -0.310798 0.7571 ^j
`,^, R-squared -9.698976 Mean dependent var 429.8167 il
:I Adjusted R-squared -10.07437 S.D. dependent var 139.1778 I
^^ S.E. of regression 463.1585 Akaike info eriterion 12.32485 i^
j Sum squared resid 12227399 Schwarz criterion 12.42956 I
yi Log likelihood -451.1738 Durbin-Watson stat 0.101549 ;









Coeffident Std. Error t-Statistic Prob.
0.058970 0.9532 ;

















-22.82897 Mean dependent var
-23.68507 S.D. dependent var








;I ARCH ll Dependent Variable is PSIpUTATRIAT2 1'
Date: 07/02/97 Time: 18:28^ II
' Sample: 1992:01 1998:12
^I Induded observations: 60
I
j! Coi,+ergence achieved atter t00 íterations
i
Variable Coeffident Std. Enor t-Statistic Prob.
!^ Variance Equation
^
•^ C 271957.4 2363388. 0.115071 0.9088
ARCH(1) 0.332456 1.711646 0.194232 0.8467 ;
GARCH(1) 0.123441 4.685370 0.028346 0.9791
t-
• R•squared - 21.19334 Mean dependent var 692.0333
^ Adjusted R-squared -21.97205 S.O. dependent var 151.5922
'i S.E of regresswn 726.5690 Akaike info uiterion 13.22537 I
; Sum squared res^d 30090440 Schwarz cnterion 13.33009 1
'^ Log likelihood -478.3959 Durbin-Watson stat 0.083085 I
ARCH • „ependent Vanable ^s UCIINGRESOS
Date 07%02^97 T^me tB 42
Sdmple '992 O1 1996 12
Included : ^servat;ons 60
Converge• ce ach^eved after 68 rterauons
, ARCH I! Dependent Vanable is UIMt
' Date 07/02r97 Time: 18:46
^ Sample: 19^2:01 1996:12
; InGuded observations. 60
^j Convergence achieved aiter 26 itera6ons
Vanable Coeffiuent Std Ertor t-StaliSUc Prob. •
Vanance Equation
C 12283 80 373626.2 0.032877 0 9739 ^
ARCH(1) 0 377683 6 499440 0 058110 0.9539 i
GARCH(1) -0 025417 20 94895 -0 001213 0 9990 ^
if
R•squared
-72 58653 Mean dependent var 138.5333 ^;
Adjusted R-squared -75.16851 S D. dependent var 18.16070 i
S E of regression 141 0419 Akaike info critenon 9 948820 ;^
Sum squared res^d 1133890 Schwarz criterion 10.05154 ,
Log I^kelihood •380.3944 Durbin-Watson stat 0.015378 ji
ARCH N Dependent Variable is UCIEM
Oate 07r02/97 Time: 18 41
Sample. 1992 Ot 1996.12
Included observaUOns: 60






















-60 17282 Mean dependent var
-62.31924 S.D. dependent var
8 087330 Akaike mfo criterion
21t2.t68 Schwarzcntenon
-191 7105 Durbm-Watson stat
^ ARCH r/ Dependent Variable is SALUOMENTALI
^ Date• 07/02I97 Time: 18:39
" Sample: 1992:01 1998:12
, InUuded observations• 60
Convergence achieved after 100 ^terations











87452.22 74748 53 1 169952 0.2469 .
0 814792 1 217135 0 669435 0.5059 '
-0 368621 0 390215 •0 944661 0.3488
R-squared -2 898706 Mean dependent var 316 8333
Ad)usted R-squared -3 035503 S D. dependent var 187 6629 ;
S E of regression 376 9877 Akaike ^nto cnterion 11 91313
Sum squared resid 8100826. Schwarz cnterion 12.01785 !
Log kkehhood -430 4160 Ourbin-Watson stat 0.056895 ^^
ARCH /I Dependent Vanable is SALUDMENTAl2
Date' 07r02/97 Time 18:39
Sample 1992:01 1996^ 12
Included observaUOns: 60
Co^ ergence ach;eved after 31 ^terabons
Vanable Coeffiuent Std. Error
Vanance EquaUOn
t-StaUStic Prob ^
C ^ 2565538 1693025 1.515357 0 1352
ARCH(t) 1199206 1507393 0795550 04296
GARCHI t) -0 73t 726 0 281377 -2 600520 0 0118
R-squared -2 135908 Mean dependent var 1639 617
Adlusted R-squared •2 245940 S D dependent var 1131 360
S E of regresswn 2038 313 Aka^ke ^nfo cntenon 15 28846 '
Sum squared res^d 2 37E•OB Schwarz cntenon 15 39318
Log likel,hood •526 1828 Durb^n-Watson stat 0 037092





C 1.732902 5.986809 0.289453 0.7733
ARCH(1) 0.206047 0.312209 0.659963 0.5119
GARCH(1) 0.749759 0.332584 2.254343 0.0280
R-squared -2.509812 Mean dependent var 8.533333 ^
Adjusted R•squared -2.832756 S.O. dependent var 5.432066 I
S.E. of regression 10.35340 Akaike info viterion 4.723337 '
Sum squared resid 6110.000 Schwarz criterion 4.828055
Log liketihood -217.0118 Durbin-Watson stat 0.362884
^ ARCH ll Dependent Variable is ULM2
;^ Date 07/02/97 Time: 18:43
^^ Sample: 1992:01 1996:12
^ Included observations: 60
i Convergence achieved after 34 iterations






C 3682.314 168937.9 0.021797 0.9827 tl
ARCH(1) 0.020001 0.707394 0.028274 0.9775 !!
GARCH(1) 0.331917 29.85197 0.011119 0.99121'
!I R-squared -8.823552 Mean dependent var 71.33333 '
'^ Ad)usted R-squared -9.168238 S.D. dependent var 24.217C^ ;
^! S.E. of regression 77.22239 Akaike info criterion 8.742086 ^
^^ Sum squared resid 339908.0 Schwarz criterion 8.846803 ;f
,^ Log likelihood -344.3893 Durbin-Watson stat 0.185318 j^
ARCH // Dependent Variable is TRAUMATOLOGIATI
i Date:07/02/97 Time: 18:40
, Sample: 1992:011996:12
^ InGuded observations: 60
^^ onvergence achieved after 100 iterations
„






'^ S E. of regression


















-20.66965 Mean dependent var
-21.42999 S.D. dependent var
















, Convergence achieved after 66 iterations





C 8585836 1.88E*08 0.045781 0.9838
ARCH(1) 0.295555 4645570 0.083621 0.9495
GARCH(1) 0052356 15.29878 0.003422 0.9973
^ R-squared -52 30952 Mean dependent var 3600.167
^ Adjusted R-squared -54.t8003
^
S.D dependent var 501.9747
841 ^S E. of regression 3728 832 Akaike info aiterion 16.49
^ Sum squared resid 7 93E*08 Schwarz criterion 18.80112 ^





ARCH Depentlent Vanable +s URGENCIASIU
Date 07I02!97 T+me 18 ae
Sample t992 O1 1996 12
Includec observauons 60






CoeHiuent Std E••• t-StaUsUC Prob.
Vanance Equation
0 003269 0 158614 0 020612 0.9836 ^
0 450360 19.78632 0.022761 0.9819 ••
0 a34464 22 07710 ' ^19879 0.9844 •^
R•squared
-57 12026 Mean dependent var 0.170392 ^^
► Adlusted R•squared -59 15956 S.D dependent var 0.022735 'I
^ S E ot regression 0.176342 Akaike info critenon - 3.421956 ^
Sum squared res^d 1.772496 Schwa2 Critenon -3.317238 ^^





ARCH // Dependent Vanable ^s URGENCIASMES
Date:07/02/97 Time:18•48
Sample 1992 01 1996:12
InGuded observaLOns. 60





CoeH^uent Std. Error t-Statistic Prob.
Vanance Equation
86270956 3.40E*09 0 025359
0.342264 14.68957 0.023300




; ARCH /I Dependent Vanable is UROLOG^A t 1
i Oate 07102/97 Time: 18:49 'i
: Sample 1992:01 1996:12
^ Induded observations: 60 "
;I Convergence not achieved after t00 iterations ^i
^ Variable Ccefficient Std. Error t-Statistic Prob I
,• Variance Equation i




^ GARCH(1) 0.298781 3.534297 0.084538 09329
I R-squared - 17.93592 Mean dependent var 538.0333
^ Adjusted R-squared - 18.60034 S.D. dependent var 128.1141
j S.E. of regression 567.1902 Akaike info uiterion 12.73010
; Sum squared resid 18337172 Schwarz uiterion 12.83481
' Log likelihood -482.2849 Durbin-Watson stat 0.032525
:( ARCH ll Dependent Variable is UROLOGIAT2
:I Date:07/02/97 Time: 18:50
Sample 1992:01 1996:12
^^ Included observations: 60
^i Convergence achieved after 100 iterations
k




















-131 0230 Mean dependent var !j R-squared -43.94480 Mean dependent var 1461.887 ^^11476.90 ,( Adjusted R-squared
-135 6554 S D dependent var ^ Adjusted R-squared ^5.52181 S.D. dependent var 222.3840 ;^1011.115 i
; S E. ot regression t t819 90 Aka+ke mfo cntenon '^ S.E. of regression 1516.813 Akaike info criterion 14.69744 j^18 80379 '( Sum squared resid 7 96E+09 Schwarz cntenon j Sum squared resid 1 31 E+08 Schwarz criterion 14 80216 'i18 90850
Log likelihood
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Clase Frec Clase Frec
92/96 1996 92196 1996
Media 2946,333 3236,75 2527 1 2742 1
Mediana 2905,5 3280,5 2625 3 2820 0
^a 2900 2723 12 2899 0
Desviación Típica 266,3794 259,9277 2821 5 2977 1
Coet. Cuad. de Variación 0,008174 0,006449 2919 11 3055 0
Varianza 70957,99 67562,39 3017 5 3134 3
Curtosis -0,33502 -0,46109 3114 9 3212 0
Coef de Asimetría 0,563574 -0,46568 3212 4 3291 2
Mínimo 2527 2742 3310 3 33^ 1
^^ 3604 3604 3408 2 3447 1
Rango 1077 862 3506 3 3526 2
Número de datos 60 12 3604 2 36^ 1
Total m b en n+1
Estimación Lineal 9,070909 2669,671 3222,996







Clase Frec Clase Frec
92/96 1996 92^96 1^
Media 10,868 10,4325 9,27 1 9,61 1
Mediana 10,94 10,46 9,54 0 9,77 0
Moda 10,63 9,81 2 9,92 1
Deaviación Tipica 0,70218 0,496371 10,08 5 10,08 1
Coef. Cuad. de Variación 0,004174 0,002264 10,35 8 10,24 2
Varianza 0,493057 0,246384 10,62 5 10,39 0
Curtosis -0,63109 -0,45301 10,88 8 10,55 2
Coef de Asimetría 0,013635 0,114752 11,15 8 10,70 2
Mínimo 9,27 9,81 11,42 9 10,86 1
(y^d^ 12,23 11,33 11,69 5 11,02 1
Rango 2,96 1,72 11,96 5 11,17 0
Número de datos 60 12 12,23 4 11,33 1
Total m b en n+1
Estimación Lineal -0,02577 11,65386 10,08214





































































































































ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° o o ^-
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^     r-  .-    ^ ^ r-  ^ ^ ^-  .-
^ ^ ^ CO u7 N a0 N N O^ m ch
N ^A ^ O ch ^O 00 ^ ^ C^ ^ N
Cn ^ ^ O O O O ^ ^ ^ ^ N
^ ^ ^ ^
Clase Frec Clase Frec
92/96 1996 92/96 1996
Media 3301,7 2920,667 2428 1 2592 1
Mediana 3263 2880,5 2598 4 2666 1
Moda 4096 2769 4 2740 1
Desviación Típica 485,8524 238,3005 2939 8 2813 0
Coe(. Cuad. de Variación 0,021654 0,006657 3110 5 2887 3
Varianza 236052,6 56787,15 3280 9 2961 2
Curtosis -101999 0,030438 3451 4 3035 0
Coei de Asimetría 0,042602 0,511006 3621 7 3109 1
Minimo 2428 2592 3792 7 3183 2
Má^timo 4303 3404 3962 6 3256 0
Rango 1875 812 4133 4 3330 0
Número de datos 60 12 4303 1 3404 1
Total m b en ^+1
Estimación lineal -5,54554 3470,839 3132,561


































































































































































































































Clase Frec Clase Frec
92/96 1996 92/96 1996
Media 12330,93 14880,25 8419 1 11126 1
Mediana 11811 15344 9239 1 11627 0
^a 10058 5 12128 0
Desviación Típica 2321,357 1754,675 10878 15 12629 1
Coef. Cuad. de Variación 0,03544 0,013905 11698 7 13130 0
Varian2a 5388698 3078886 12518 9 13631 1
Curtosis -0,84612 0,39072 13337 4 14131 0
Coef de Asimetria 0,544566 -1,13745 1415T 3 14632 0
Minimo 8419 11126 14977 4 15133 3
Máximo 17436 16636 15797 3 15634 0
Rango 9017 5510 16616 6 16135 3
Número de datos 60 12 17436 2 16636 3
Total m b en n+1
Estimacibn Lineal 102,4495 9206,223 15455,64
Estimación Logarítmica 1,008233 9442,058 15569,82
Realizado 1l97 15^
de toda la serie
Pronostico para 01/97 16168,92
Pendiente 92J96 1303,22
® 92/96
Página 1 de 5
Clase Frec Clase Frec
92/96 1996 92/96 1996
Media 29424,88 32298,17 20302 1 20928 1
Mediana 29158 33812,5 22042 2 22364 0
Moda 23782 5 23801 0
Desviación Típica 4495,088 4733,182 25522 3 25237 0
Coet. Cuad. de Variación 0,023337 0,021476 27262 7 26673 0
Varianza 20205818 22403015 29002 12 28109 2
Curtosis -0,54792 1,870542 30742 8 2954G 0
Coef de Asimetrta 0,089241 -1,48881 32482 7 30982 0
Mínimo 20302 20928 34222 6 32418 1
Máximo 39442 36727 35962 3 33854 2
Rango 19140 15799 37702 5 35291 2




















































































































































^ ^ ^ ^ ^ ^ Ŝi^ ^ ^ ^ ^ ^ ^
® 92/96
Pá'igir^a 2 d^ 5
"°^°"°°'^ Lineal (SEGUNDAS)
° ó ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
N N N N N N N N N N N N
O et 00 N ^O O ^ Q7 N ^ O ^
Ó o ti un N O ti d' N tT f^ ^N ^ tf') ^ sT O N ^ ^ ^ Cn


































































































Clase Frec Clase Frec
91/96 96 91/96 1996
Media 1254,983 1730,083 460 1 1146 1
Mediana 1222 1755 616 1 1240 0
Moda 1701 772 4 1333 0
Desvixión Típica 404,3895 290,1835 928 8 1427 1
Coef. Cuad. de Variación 0,10383 0,028133 1084 7 1521 1
Varianza 163530,9 84206,45 1240 11 1614 0
Curtosis -0,62095 0,138174 1396 8 1708 3
Coef de Asimetria 0,264162 -0,564 1552 6 1801 0
Mfnimo 460 1146 1708 6 1895 3
Máximo 2176 2176 1864 2 1989 0
Rango 1716 1030 2020 5 2082 2
Número de datos 60 12 2176 1 2176 1
Total m b en n+1
Estimacibn Lineal 17,66154 716,3062 1793,66
Estimación Logarítmica 1,014888 756,9257 1864,47
Realizado 1/97 1763
de tada la serie
























1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 4314 11169 15383 10173 10715 14770 10112 11338 10434 7931 17593 19670
undas 91^ 23415 30159 21774 20053 31500 17404 18227 15423 13275 32861 38182
Otras 4278 10460 17827 10308 9739 12706 7990 8521 13317 7297 19388 20432
Total 17731 45044 63389 42256 40607 5^76 35506 38086 39174 28503 6,98^42 78284
1 2 O T C F C F C F C F
ia 11966,83 22451 11855,25 46273,08 1 2 O T
iana 10942 20913,5 10384 41381 4314 1 9139 1 4278 1 17731 1
^ Moda 7385 0 14948 1 7509 1 29842 1
viación Tf 4231,711 8940,81 5062,287 17800,05 10458 4 20756 4 10740 5 41952 4
.C.Variaciót^ 0,125047 0,158585 0,182336 0,147974 13528 3 26565 2 13970 2 54063 2
arianza 17907378 79934513 25828748 3,17E+08 16599 2 32373 2 17201 0 66173 2
urtosis 0,117417 -0,91778 -0,871235 -0,483513 19870 2 38182 2 20432 3 78284 2
^ciente Asimetria 0,237087 0,359984 0,533616 0,409213
ínimo 4314 9139 4278 17731
mo 19670 38182 20432 78284
Ran o 15358 29043 16154 60553 Coe/.Correlación Demandas 95 Servicios 1 95 0,215769
umero Datos 12 12 12 12 Coef.Correlación Demandas 95 Servicios 2 95 0,315993
stimació^ 15900,56 27654,88 16196,41 59751,83
iente 605,1888 800,5944 667,8706 2073,654
stimación Lineal 1 605,1888 8033,106
Estimación Lineal 2 800,5944 17247,14
Estimación Lineal O 667,8706 7514,091





















1 2 3 4 5 6 7
8
8
Estimación L arítmica 1 1,057756 7778,87
Estimación l.ogarítmica 2 1,035878 16515,83
Estimación Logarítmica O 1,060934 7387,951













1 2 3 4 5 6 7
otras




1 2 3 4 5 6 7
8 9 10 11 12




































































INC^ INGRESOS CENTRO 1
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 1754,083 1978 1384 1 1667 1
tiAediana 1715 1990 1458 1 1716 0
Moda 1628 1533 2 1764 0
Desviación Típica 183,3606 152,7476 1607 12 1813 0
Coef. Cuad. de Variación 0,010927 0,005963 168Z 11 1862 1
Varianza 33621,09 23331,82 1756 7 1911 2
Curtosis -0,34028 0,044433 1831 5 1959 1
Coef` de Asimetría 0,456173 -0,47593 1905 9 2008 1
Mínimo 1384 1667 1980 4 2057 2
Nláutimo 2203 2203 2054 4 2106 1
Ra 819 536 2129 2 2154 2
Número de datos 60 12 2203 2 2203 1
Total m b en n+1
Estimación Lineal 7,783468 1516,688 1991,479
Estimación Logarítmica 1,004381 1527,034 1993,735
Realizado 1/97 2270
de toda la serie
Pronostico para 01/97 2042,392
Pendierde 92P96 97,89763





























































EMC 1 EST. MED/A CENTRO 1
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 13,59283 12,225 10,90 1 10,90 1
Mediana 12,995 12,35 11,46 3 11,15 0
Moda 16,8 12,02 6 11,41 2
Desviación Típica 1,63998G 0,799403 12,57 10 11,66 0
Coef. Cuad. de Variacibn 0,014557 0,004276 13,13 12 11,91 1
Varianza 2,689653 0,639045 13,69 3 12,16 1
Curtosis -0,75839 -0,3708 14,25 3 12,42 1
Coef de Asimelria 0,517968 -0,04298 14,81 8 12,67 3
Mínimo 10,9 10,9 15,37 4 12,92 1
Nléximo 17,04 13,68 15,92 3 13,17 1
Rango 6,14 2,78 16,48 2 13,43 0
Número de datos 60 12 17,04 5 13,68 1
Total m b en n+1
Estimación Lineal -0,0785 15,98713 11,19854
Estimación Logarítmica 0,994333 16,05306 11,35025
Realizado 1/97 11,46
de toda la serie
Pronostico para 01/97 10,80976
Peudier^te 92/96 -0,94502
® 92/96
Página Z da 3
^ Lineal (EMC1)
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 2391,4 2147,667 1741 1 1819 1
Mediana 2394,5 2159 1874 7 1885 0
iy^a 2152 2007 5 1951 1
Desviación Típica 405,5177 209,3242 2139 5 2017 2
Coef. Cuad. de Variación 0,028755 0,0095 2272 7 2083 1
Varianra 164444,6 43816,61 2406 5 2149 0
Curtosis -1,07159 -0,23883 2538 6 2214 3
Coef de Asimetría 0,080873 0,37404 2671 8 2280 1
Mínimo 1741 1819 2804 5 2346 1
Má^timo 3202 2544 2936 5 2412 0
{^^0 1461 725 3069 3 2478 1
Número de datos 60 12 3202 3 2544 1
Total m b er^ n+1
Estimación Lineal -1,35043 2432,588 2350,212
Estimación Logarítmica 0,999608 2385,552 2329,204
Realizado 1/97 2157
de toda la serie







































































































































Página 3 de 3
°^ Lineal (ESC1)
^ ^ ^ o ^ $ ^ ° ó ^ ó ° ó ^ ó ° ó ó ó °O O ^ O O
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^          .         
^ ^ ti O) N tf'^ CO ^ ^t m ^ N
d ^ O ^ f` O M f^ O co ^O O
ti CO O ^ N ^ v7 ^ ^ ^ O N




































































PC 1 PR/MERAS CENTRO 1
Clase Frec Clase Frec
92l96 96 92/96 1996
Media 5959,583 6900,583 3884 1 5251 1
Mediana 5fi60 6943,5 4307 1 5550 0
Moda 4731 2 5849 1
Desviac^n Típic^a 1029,695 887,0373 5154 11 6149 0
Coet. Cuad. de Variación 0,029853 0,01fi524 5578 12 6448 1
Varianra 1060271 786835,2 6001 8 6747 1
Curtosis -0,678t38 0,432533 6425 4 7046 2
Coef de Asimetrfa 0,37694 -0,17832 6848 7 7345 3
Minimo 3884 5251 7272 7 7644 1
Máximo 8542 8542 7^5 4 7944 1
Rango 4656 3291 8119 2 8243 0
Número de datos 60 12 8542 1 8542 1
Total m b en n+1
Estimacibn Lineal 42,14335 4674,211 7244,955
Estimación Logaritmica 1,007125 4730,03 7293,734
Realizado 1197 6996
de toda la serie
Pronostico para 01/97 7533,061
Pendiente 92/96 534,2878
® 92/96
Paígina 1 da 3
^ ^ ^ ^ 00 ^ ^ 00 N v7 O) N
^ O ^ ^ ti O N ^ f` O) ^ ^t
00 c^ ^ .- v7 O d' 00 N m ^ N
M ^ ^ ^ v7 ^ ^ ea f` ^ 00 CO
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 15883,65 15890,08 10357 1 10357 1
Mediana 16228 16174,5 11167,18 1 11085 0
^a 11977,36 1 11814 0
Desviación Típica 2041,875 2204,335 12787,55 2 12542 0
Coef. Cuad. de Variación 0,016526 0,019244 13597,73 4 13270 0
Varianza 4169254 4859093 14407,91 5 13999 0
Curtosis -0,03364 2,801141 15218,09 3 14727 2
Coef de Asimetrfa -0,70831 -1,4844 16028,27 12 15456 0
Minimo 10357 10357 16838,45 8 16184 3
M^^ 192b^ 18389 17648,64 10 1^12 1
Rango 8912 8012 18458,82 9 17641 2


































































































































Página 2 cba 3






Clase Frec Clase Frec
92/96 96 92/'96 1996
Media 702,85 949,9167 259 1 579 1
Mediana 687 979,5 345 3 636 0
Moda 1007 431 6 t^:i 0
Desviación Típica 248,6615 168,1322 517 7 750 0
Coet. Cuad. de Variación 0,125168 0,031328 603 5 807 2
Varianza 61832,54 28268,45 689 8 864 0
Curtosis -0,96046 0,998668 776 5 921 1
Coef de Asimetría 0,123065 -0,78697 862 8 978 2
Mínimo 259 579 948 5 1035 3
^0 1206 1206 1034 6 1092 1
Rango 947 627 1120 3 1149 1
Número de datos t30 12 1206 3 1206 1
Total m b en n+1
Estimación Line^al 11,3304 357,2729 1048,427
Estimación Logarítmica 1,017536 386,2027 1115,174
Realizado 1l97 ^
de toda la serie
































































































































Página 3 de 3
^-°°^°°°" Lineal (IQ1)
200
ó ^ ó ° ó ^ ó ° ó ^ ó ^ ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^.- ^ ^ ^ ^ ^ ^ ^ ^ ^
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 1170,733 1186 960 1 1017 1
Mediana 1184,5 1228,5 1000 1 1043 1
Moda 1073 ^N/A 1040 4 10^ 1
Desviación Tipica 103,4531 107,0344 1080 10 1096 0
Coef. Cuad. de Variación 0,007809 0,008145 1120 5 1121 0
Varianza 10702,54 11456,36 1160 6 1147 1
Curtosis -0,81262 -1.21557 1201 8 1173 1
Coef de AsimeUfa 0,01618 -0,62144 1241 8 1199 0
Mínimo 960 1017 1281 7 1225 1
Nlaintimo 1401 1303 1321 7 1251 1
Rango 441 286 1361 2 1277 3
Número de datos 60 12 1401 1 13«i 2
Total m b en n+1
Estimación Lineal 0,333648 1160,557 1180,91
Estimación Logaritmica 1,000252 1157,288 1175,209
Realizado 1/97 1345
de toda la serie

























































































































1C2 1NGRESOS CENTRO 2
Página 1 da 3
Clase Frec C1ase Frec
92f96 96 92/'^96 1996
Media 5,844333 5,14 3,42 1 4,83 1
Mediana 5,905 5,09 3,77 0 4,94 1
Moda 5,4 5,1 4,11 0 5,04 2
Desviación Tipica 0,674837 0,308427 4,46 0 5,15 5
Coef. Cuad. de Variación 0,013333 0,003601 4,80 0 5,26 1
Varianza 0,455405 0,095127 5,15 9 5,37 1
Curtosis 1,488568 6,258911 5,49 8 5,47 0
Coef de Asimetria -0,54904 2,269394 5,84 10 5,58 0
Mínimo 3,42 4,83 6,18 13 5,6r9 0
Má^timo 7,22 6,01 6,53 9 5,80 0
Rango 3,8 1,18 6,87 7 5,90 0

























































































































EMC2 EST. MEDIA CENTRO 2
EMC2




4,l)0 ._ ....................................... ....
3 50 .... . ...... ...... . ..... ...... ...
3,00
ó ^ ó ° ó ^ o •- ^ o ^ ^ o ^ ^ o
^ o r- o ^ o ^ o ^ o •- o ^ o ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ r- ^ ^ ^ r- ^ ^ ^ r- ^ ^- ^ ^- ^ r- ^ ^ ^ ^
r
Total m b en n+1
Estimación Lineal -0,00409 5,9^13 5,719537
Estimación Logaritmica 0,999214 5,943972 5,665719
Realizado 1/97 5,12
de toda la serie




































































EC2 ESPERA CENTRO 2
Clase Frec Clase Frec
92/96 96 92/'96 1996
Media 905,85 773 620 1 620 1
Mediana 894 752,5 675 3 652 0
Moda 895 #WA 731 5 684 2
Desviación Típica 164,8184 116,20Z8 786 7 716 2
Coei. Cuad. de Variación 0,033106 0,022598 841 9 748 1
Varianza 2716ó,11 13503,09 896 7 780 1
Curtosis -0,88773 -1,28398 952 4 811 0
Coef de Asimetrfa 0,246965 0,361853 1007 6 843 1
Mínimo 620 620 1062 7 875 1
Má^timo 1228 971 1117 2 907 1
Rango 608 351 1173 3 939 1
Número de datos 60 12 1228 6 971 1
Total m b en n+1
Estimación Lineal ^4,39625 1039,936 771,7644
Estimación Logarítmica 0,995147 1033,708 768,2764
Realizado 1/97 963
de toda la serie





ó ^ ó o ^ g ^ o ^- ^ ó ° ó ^ ó ^ ó0 0 ^ o ó °































































































PC2 PRI MERAS CENTRO 2
Clase Frec Clase Frec
92/96 96 92f96 1996
Media 6180,683 7057,75 3965 1 5100 1
Mediana 5882 7208 4439 0 5437 0
Moda #N/A #N/A 4912 3 5773 0
Desviación Típica 1191,698 1023,83 5386 13 6110 2
Coet. Cuad. de Variacibn 0,037176 0,021044 5860 13 6447 0
Varianza 1420145 1048229 6333 8 6783 0
Curtosis -0,18967 0,152097 6807 5 7120 1
Coef de Asimetría 0,7836 -0,47786 7280 5 7456 4
Minimo 39^ 5100 7754 4 7793 2
Máximo 9175 8803 8228 3 8130 1
Rango 5210 3703 8701 2 8466 0
Número de datos 60 12 9175 3 8803 1
Total m b en n+1
Estimación Lineal 44,90028 4811,225 7550,142
Estimación Logarítmica 1,007125 4892,085 7543,554
Realizado 1/97 7416
de toda la serie
Pronostico para 01J97 7891,493
Pendiente 92/97 580,9202
® 92/96
Págína 2 ds 3
V7 ^ N m O ch ^ O ^ ^ ^ v7
c^ ch ^ GO c^ ch O 00 un N O t^
Cn ^ ^ ch 00 c^ 00 N ti N ^ ^



























































































SC2 SEGUNDAS CENTRO 2
Página 2 de 3
Clase Frec Clase Frec
92J96 96 92/96 1996
Media 12857,3 12879,75 8707 1 8707 1
Mediana 12620 13292,5 9749,364 6 9517 1
Moda ^NlA lI;N/A 10791,73 8 10327 0
Desviación Típica 2685,928 2460,073 11834,09 5 11137 1
Coef. Cuad. de Variación 0,04364 0,036482 12876,45 13 11947 0
Varianza 7214207 6051957 13918,82 10 12757 2
Curtosis O,t^83227 0,361374 14961,18 8 13568 2
Coe/deAsimetrfa 0,804424 -0,08845 16003,55 3 14378 2
Mínimo 8707 8707 17045,91 1 15188 2
Máximo 20173 17618 18088,27 1 15998 0
Rango 11466 8911 19130,64 1 16$OS 0
Número de datos 60 12 20173 3 17618 1
Total m b en n+1
Estimación Lineal 42,17949 11570,83 14143,77
Estimación Logarítmica 1,002949 11514,8 13780,79
Realizado 1/97 13665
de toda la serie






Clase Frec Clase Frec
92/96 96 92/96 1996
Media 556,65 780,1667 201 1 567 1
Mediana 552 801 271 1 604 1
Moda 681 #N/A 341 4 640 0
Desviación Típiq 178,3538 133,8927 411 10 677 1
Coef. Cuad. de Variación 0,10266 0,029454 481 5 714 1
Varianza 31810,06 17927,24 551 9 750 1
Curtosis -0,37018 -1,02427 620 9 787 0
Coef de Asimetría 0,284283 -0,29048 690 10 823 2
Mlnimo 201 567 760 3 860 1
Má^timo 970 970 830 3 897 2
Rango 769 403 900 3 933 0
Número de datos 60 12 970 2 970 2
Total m b en n+1
Estimación Lineal 5,963684 374,7576 738,5424
Estimación Logarítmica 1,010768 380,2658 730,8442
Realizado 1/97 857
de toda la serie



























































































































































































, 996,,, , 34
199s,12 102
ALERGIA 1
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 113,1167 124,5833 0 3 65 1
Mediana 116 133,5 17 0 73 0
Moda 104 147 33 0 80 1
Oesviación Típica 36,22158 28,96537 50 0 88 0
Coef. Cuad. de Variación 0,102537 0,054055 67 1 96 0
Varianza 1312,003 838,9924 83 5 103 1
Curtosis 2,863288 0,682622 100 6 111 0
Coef de Asimetría -1,38825 -1,38455 116 15 118 0
Mínimo 0 65 133 9 126 0
Má^timo 183 149 150 18 134 3
Rango 183 84 166 2 141 2
Número de datos 60 12 183 1 149 4
9/93 a 12/96 m b en n+1
Estimación Lineal 0,211864 106,6548 110,2565
Estimación Logarítmica
Realizado 1/97
de toda la serie
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^ r` o ^ ti o ^ ^ o ó ^ ó ° ó ^ ó °0 0 ^ o o ^ o ^ o ^
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07
CO
Página 1 do 4
1
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Clase Frec Clase Frec
92/96 96 92/96 1996
Media 430,75 531,5 0 3 249 1
Mediana 451,5 574,5 62 0 288 0
IVbda 346 ^N/A 123 0 327 0
Desviación Típica 148,5501 141,0947 185 1 366 1
Coef. Cuad. de Variación 0,118931 0,070472 246 0 405 1
Varianza 22067,14 19907,73 308 5 444 0
Curtosis 1,824136 -0,41855 369 9 482 1
Coet de Asimetría -1,03483 -0,85963 431 10 521 0
Mínimo 0 249 492 10 560 2
Má^timo 677 677 554 11 599 0
Rango 677 428 615 5 638 2
Número de datos 60 12 677 6 677 4













Paígina 2 ds 4
D^emandaa
F C F ^F C F
1 2 O T
12 1 70 1 0 3 172 1
47 1 200 3 78 5 368 4
82 4 330 1 156 1 S64 3





590^^ 0 311 0 957 1
18i^ 3 720 4 389 2 1153 3
Aler ia
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 53 98 110 73 78 165 83 52 12 25 188 182
Segundas 142 381 861 394 334 625 239 184 110 70 720 607
Otras 0 0 389 0 21 59 2 40 95 77 179 364















1 2 O T C
93,25 371,4167 102,1667 566,8333
80,5 357,5 49,5 450
0
58,49184 230,8019 138,525Z 384,8905
0,393453 0,38615 1,838397 0,481067
3421,295 532t^,54 19189,24 148140,7




12 70 0 172
188 720 389 1153
176 650 389 981
12 12 12 12
119,8182 413,303 190,9394 724,0606
4,087413 6,44405Gf 13,65734 24,18881
m en n+1
Estimación Lineal 1 4,087413 66,6$182 119,8
Estimación Line^al 2 6,444056 329,5303 413,3
Estimación Lineal O 13,6b734 13,39394 190,9





Coef.Correlación Demandas 1 95 Servicios 1 95 0,06915
Coet.Correlación Demandas 2 95 Servicios 2 95 0,22826
Coet.Con^elación Demandas T 95 Servicios 1 95 0,16173
Coet.Correlación Demandas T 95 Servicios 2 95 0,22342
m
Página 3 da 4
en n+1
Estimación L arítmica 1 0,993489 76,40592 70,2
Estimación Logarítmica 2 0,989456 315,6952 275,1
Estimación Logaritmica O
Estimación Logarftmica T 1,026488 383,242 538,4


























1 2 3 4 5 6 7 8 9 10 11 12
Total









330 460 590 720
páyins 4 d^ 4
J CARDIOLOGÍA ^
CAírtD10LOGÍA 1
1992,01 540 57 74 409
1992,02 565 66 111 378 Total E J C Totat Total Clase Frec
1992,03 668 82 105 481 Media 550,25 48,93333^ 171,0833 330,2333 Clase Frec 1996 Cani1
1992,041 670' 621 98 510 Mediana 544 55 145 303,5 305 1 305 1
1992,051 726
^
73 114 539 Moda 593 0 111 272 345 1 331 0
1992,06 749
^
80 671 602! Desviación Típica 94,27666 35,4515 72,11909 82,76153 386 2 357 0
1992 07 593 s7 11a a12 de variaciancoel cuad 0293550 s2a88o 1 ns9s0 0,062808 426 0 384 0,












1992,09 666 59 128 479 Curtosis 0,447985 1,321161 -0,39849 1,353714 507 s a3s 0
1992,10 635 74 115 446 Coef de Asimetría -0,37603 0,871283 0,290896 1,136953 547 14 462 0
1992,11 586 56 157 373 Mínimo 305 0 0 185 588 11 488 0
1992,12 479 54 135 290 Máotimo 749 163 345 602 628 4 514 3
1993,01 543 81 108 354 Ran^o 444 1 163 345 417 668 7 541 4
1993,02 590 p 140 387 Número de datos 60 60 60 709 5 567 1
1993,03 677 96 132 449 749 593 3
1993,04 572 59 113 400 Total m I b l en n+1
1993,05 515 59 123 333 Estimación Lineal -0,02025 ^ 533,2252 Í 532,2332
1993,06 587 157 147 283 Estimación Logarítmica 1,000214 521,7427 527,2388
1993,07 434 47 144 243
1993,08 306 1 100 205 Estimación para 01/97 539,1915 -4,44538 278,4286 265,2082
1993,09 473 92 109 272 Pendiente tramo 2,643064 -20,615 37,93092 -14,6728
1993,10^ 356^ 60^ 111^ 185
1993,11 466 59 146 261
1993,12 545 56 115 374
1994,01 497 53 113 331
1994,02 528 72 127 329
1994,03 645 163 144 338
1994,04 525 80 103 342
1994,05 616 92 133 391
1994,06 651 85 195 371
1994,07 368 68 0 300
1994,08 434 0 137 297
1994,09 694 79 260 355
1994,10'^ 645 79 230 336
1994,11 673 90 260 323
1994,12 447 64 116 267
1995,01 507 2 213 292
1995,02 499 20 202 277
1995,03 571 22 236 313
1995,04 503 13 237 253
1995,05 520 14 232 274
1995,06 689 31 345 313
1995,07 493 20 201 272
1995,08 488 0 194 294
1995,09 587^ 19 302 266
1995,10 582 16 287 279
1995,11 632 28 332 272
1995,12 465 16 225 224
1996,01 558 17 240 301
1996,02 508 28 225 255
1996,03 580 22 259 299
1996,04 539 20 220 299
1996,05 593 33 254 306
1996,06 535 24 221 290
1996,07 571 15 237 319
1996,08 305 55 250
1996,09 512 24 226 262
1996,10 517 25 232 260
, 996,,, 532 24 247 26,
1996,12 498 ,8 185 295
Página 1 da 6
^° Lineal (CARDIOLOGÍA 1)
.- h O ^ 1^ O ^ r^ O ^ e^ I^ O ^ ^ ^ O
O ^ O ^ O ^ O .- O ^ O ^ O O O ^ O































































































1993,07 1668 278 220 1160
1993,08 1307 0 253 1054 Estimación para 01/97 1512,426 381,608 684,0045 446,8135







































































































































































































PágLna 3 de 6
1993,10^ 1247^ 17s^ 170^ 901
1993,11 14891 283 232 974
1993,12 12151 183 239 793
1994,01 11911 153 253 785
1994,02 12211 186 238 797
1994,03 1437t 249 314 874
1994,04 14201 271 274 875
1994,05 15811 313 310
1994,06 17521 368 428 956
1994,07 1071! 259 0 812
1994,08 1293 0 304 989
1994,09 1445! 327 276 842
1994,10 14601 325 799
1994,11 15481 461 312 775
1994,12 11n1 271 231 620
1995,01 12921 223 429 640
1996,02 13851 313 477 595
1995,03 16631 362 563 738
1995,04 12861 238 467 581
1996,05 12541 287 337 630
1995,06 15971 350 574 i 673
1995,07 13121 252 430 630
1995,08 10951 73 354 668
1996,09 16741 395 603 676
.
1995,10 16871 408 ^623 656
1995,11 1651 I 360 628 663
1995,12 12211 250 409 562
1996,01 1 W01 340 597 703
1996,02 13981 309 510 579
1996,03 20091 s87 sa5 sn
Total Total Ctase Frec
Ciase Frec 1995 Card2
946!^ 1 946 1
1079 1 1043 0
1212 3 1139 0
1345 10 1236 0
1478 10 1333 0
1611 12 1429 1
1744 10 1526 2
18n s 1622 3
2010 2 1719 3
2143 4 1816 1




































































































Da^aadas PáQina 5 cis 6
Cardiolo ía
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 111 311 353 232 13 401 243 224 225 215 498 553
Segundas 294 651 444 606 124 704 388 231 278 133 1137 1081
Otras 140 416 809 446 437 486 339 21Z 172 79 738 699















1 2 O T C
281,5833 506,9167 414,4167 1201,917
237,5 416 426,5 1127 13
121
152,8109 340,3726 241,4462 677,3662 229
0,29450G 0,452638 0,339443 0,317613 337
23351,17 115853,5 58296,27 458825 445
-0,00196 -0,26095 -1,00633 -0,71574 553
0,215168 0,834868 0,289905 0,658419
13 124 J 427
553 1137 809 2373




418,3788 715,4394 454,0758 1587,894
21,045451 32,23427 6,101399 59,38112
m
Estimación Lineal 1 21,04545 144,7879 418,4
Estimacibn Lineal 2 32,23427 296,3939 715,4
Estimación Lineal O 6,101399 374,7576 454,1









F ^ F C F C^ F
1 2 O T
1 124 1L 79 427 1
1 327 4 225 3 816 4
3 529 2 371 1 1205 1
3 732 3 517 4 1595 3
2 934 0 óái 0^ 1984 1
2 1137 2 3 2373
Coef.Correlación Oemandas 1 95 Servicios 1 95 0,26839
Coef.Correlación Demandas 2 95 Servicios 2 95 0,08528
Caef.CoRelación Oemandas T 95 Servicios 1 95 0,19585
Coeí.Correlación Demandas T 95 Servicios 2 95 0,15236
m en n+1
Estimación Logarítmica 1 1,096382 119,1202 394,0
Estimación Logarítmica 2 1,029365 333,8292 486,3
Estimacián Logarítmic;a O 0,997446 343,9853 332,7































327 529 732 934 1137







































































































Clase Frec Clase Frec
92/96 96 92/96 1996
Media 5,65 7,5 0 11 0 1
Mediana 5 6,5 1 4 1 0
^a 0 5 3 3 3 1
Desviación Típica 4,6607812 5,09009734 4 10 4 1
Coei. Cuad. de Variación 0,6804881 0,46060f'^ 06 6 5 6 2
Varianza 21,7228814 25,9090909 7 8 7 2
Curtosis -0,7495772 -0,6339034 9 3 9 2
Coef de Asimetria 0,53015358 0,53354372 10 5 10 0
Minimo 0 0 12 2 12 0
^^ 16 16 13 4 13 0
Rango 16 16 15 3 15 1
Número de datos 60 12 16 2 16 2
m b en n+1
Estimación Lineal 0,09938872 2,61864407 3,811309
Estimación Logarítmica
de toda la serie









Ñ (V c^ ch
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
0 1 3 4
C CARD 1
r` o ^ v








9 10 12 13
Página 1 de 4
15 16




o^i ^ ^ ^ ^ ^ ifí áí ^








































































































de toda la serie
Clase Frec Clase Frec
92l96 96 92/96 1996
Media 77,8666667 90,3333333 0 8 0 1
Mediana 79 84,5 16 1 16 0
^a 0 70 33 0 33 0
l^esviación Típica 46,2647014 41,5086701 49 5 49 0
Coef. Cuad. de Variación 0,3530176 0,21114537 65 7 65 0
Varianza 2140,4226 1722,9697 81 12 81 4
Curtosis -0,4445565 2,8679655 98 8 98 3
Coef de Asimetría -0,0385811 -0,0212622 114 8 114 2
Minimo 0 0 130 2 130 1
Máximo 179 179 146 4 146 0
Rango 179 179 163 3 163 0













Págiaa 2 de 4
en n+1
54,39187
33 49 65 81 98 114 130 146 163 179
C CARD 2
o r- o o ^ o o ^ o o ^ o o ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^g o -
^°^ Lineal (C CARD 2)
I^ O ^ ^ I^1^ O ^ et h O ^I^ O r-
C Card
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primer•as 4 2 8 4 6 11 5 5 9 S 13 14
Segundas 58 92 142 93 81 124 55 50 45 37 126 218
ara$ o 0 0 0 0 0 0 0 0 0 0 0















1 2 O T C
7,416667 93,41667 100,8333
7 86,5 90,5 2
4 >MUA 8N/A 4
3,776.924 52,37706 54,8433 7
0,25933^4 0,314364 0,295828 9
14,26515 2743,356 3007,788 12









Estimación Lineal 1 0,786713 2,30303 12,5
Estimación Lineal 2 3,248252 72,30303 114,5
Estimación Lineal O 0 0 0,0
Estimación lJneat Total 4,034966 74,80606 127,1
Total Primeras
Estimación rítmica 1 1,123663 3,039435 13,8
Estimación Logarítmica 2 1,007337 77,95059 85,7
Estimación Logarítmica O













^ I1 ^ ^ ^ ÍT^^ T






















3 4 5 6 7 8 9 10 11 12
i
F C __L F C F ` 1 F
1 2 O T
1 37 1 0 12 45 1
2 73 4 0 0 82 4
3 109 3 0 0 120 3
3 146 3 0 0 157 3
1 182 0 0 0 195 0
2 218 1 0 0 232
Coef.Correlación Demandas 1 95 Servicios 1 95 0,260113
Coef.Correlación Demandas 2 95 Servicios 2 95 -0,02763
Coef.Carelación iJemandas T 95 Servicios 1 95 -0,21225










0 0 0 0 0
Página 4 ^ 4
1993,04 716 34 20 278 384 Total m b en n+1
1993,05 689 32 29 288 340 Estimación Lineal 5,9986431 778,887411 1000,8372




























































































































































































































































































C GEN 1 ^^°°°° Lineal (C GEN 1)
^ h O ^
Ó ^ Ó ^ Ó ^ Ó ^ Ó ^ Ó ^ O O ^ O
^^^^^^^^^^^^^^^^^
1993,07^ 713^ 19 81 2821
Página 1 de 6
^ ó ^
1992,11 ZO 21 Minimo 648^ 18^ 8 1901 314 10031_^ 5
1992,12 18 9 Má^timo 1206 1 119 1 71 4981 626 1054 3
1993,01 648 21 13 270 344 Rango 558 101 1 63 308 1 312 1105 8
1993,02^ 649^ 19^ 14^ 288^ 328^Número de datos 48 60 60 48 1 48 1155
1206 4
o^ ^ ^ O r- N N c^ ^ v7 N ^O
^ O^ ^ O V7 O ^ O ^ O v7 O
^O VO ti 00 00 ^ ^ O O ^ ^ N






























378 Estimación para 01197 1112,3796 87,33155 27,110187 448,41273 549,52514














































































































































150 Total A B J C Total Total
1992,03
^_
252 172 Media 1480,4375 303,8833333 199,75 267,854167 675,25 Clase Frec
1992,04 216 121 Mediana 1482 290,5 195 263 658 1031 1
1992,05 259 126 Moda 1565 370 171 206 640 1112 3
1992,06 276 180 Desviación Tipica 225,268625 110,6628858 75,955077 58,8911689 109,701626 1193 1
1992,07 148 108 Coef.Cuad. de Variación 0,02315375 0,132614258 0,14459059 0,04833965 0,0263935 1275 3
1992,08 96 78
^I
Varianra 50745,9535 12246,27429 5769,17373 34s8,1^n 1203414466 1356 6
1992,09 273 159 Curtosis -0,207086 -0,83727864 -0,5438442 -0,6410179 -0,5233245 1437 7
1992,10 268 125 Coef de Asimetría -0,0402483 0,289005579 0,437266ó6 -0,1164384 0,44875208 1518j ^
1992,11 282 178 Minimo 1031 96 60 134 486 1599 5
1992,12 170 134'' Máximo 1924 535 368 384 909 1680 10
1993,01 1179 142L 131
^
700 Rango 1 893 439 308 250 423 1762 2
1993,02 1316 174 138 240 764 Número de datos 48 60 60 48 48 1843 0
143 266 848 19241 4
1993,04 1390 151 127 254 858 Total m b en n+1
1993,05 1444 196 132 244 872 Estimación Lineal 6,1861159 1328,87766 1557,7639
1993,06 1632 293 170 260 909 Estimación Logarítmica 1,0040944 1323,76874 1539,8187
1993,07 1317 176 60 206
1993,0B 1341 171 104 238
1993,09 1481 249 156 244
1993,10 1327 231 122 206
1993,11 1583 301 212 202
1993,12 1068 227 171 162
1994,01 1266 257 192 220
1994,02 1272 248 190 ^ 177
1994,03 1507 288 209 288
1994,04 1385 312 225 182
1994,05 1405 313 236 197
1994,06 1537 420 256 192
1994,07 10441^ 1^ 94 206
1994,08 1031 170 96 279
1994,09 1484 348 237 250
1994,10 1406 323 199 244
1994,11 1641 362 280 324
1994,12 1391 314 199 250
1995,01 1603 330 319 323
1995,02 1628 413 261 315
1995,03 1924 464 343 384
1995,04 1483 363 230 282
1995,05 1196 204 171 134
1995,06 1902 488 327 331
1995,07 1565 370 198 318
1995,08 1304 222 128 313
1995,09 1744 493 279 294
1995,10 1917 462 353 296
1995,11 1900 4661 368 336
^
1995,12 1410 334 231 262
1996,01 1637 393 222 3821
1996,02 1565 377 253 353
1996,03 1655 424 298 317
1996,04 15381^ 370 228 327
1998,05
_
1675 436 247 324
^-
1996,08 1638 489 318 308
1996,07 1433 306 218 300
1996,08 1046 159 136 221
1996,09 1679 510 258 339
1996,10 1728 356 261
1996,11 1658 468 286 336




























































1995 1 2 3 4 5 6 7 8 9 10 11
12
Primeras 288 808 1101 797 886 1150 854 931 989 893 1308 1441
Segundas 536 1423 1565 1178 1187 1852 1315 1116 1319 1177 2422 2661
Otras
Total 824 2229 2666 1975 2053 3002 2169 2047 2308 2070 3730 4102
1 2 O T C
Media 952^ 1479,25 2431,25
Mediana 912 1317 2199 288
Moda 519
peaviación Típica 291,6707 585,9426 863,2144 749
Coe1.C.Variación 0,093867 0,156901 0,12606 980
Varianza 85071,82 343328,8 745139,1 1210
Curtosis 1,863938 0,77099 0,941335 1441
Coelldente Asimetria -0,563695 0,848599 0,444391
Mínimo 288 536 824
Má^timo 1441 2661 4102
Rar 1153 2125 3278
Numero Datos 12 12 12
Estimación 1329,364 2152,091 3481,455
PendieMe 58,05594 103,51^ 161,5699
m en n+1
Estimación Lineal 1 58,05594 574,6364 1329,4
Estimación Lineal 2 103,514 806,4091 2152,1
Estimación Lineal O
Estimación Lineal Total 161,5699 1381,045 3481,5
F C _ F C F ^_ F
1 2 O T
1 536 0 0 824 1
0 961 0 0 0 1480
0 1386 6 0 0 2135 4
6 1811 2 0 0 2791 4
3 2236 1 0 0 3446 1
2 2661 0 0 4102
Coef.Correiación Demandas 1 95 Servicios 1 95 -0,18256
Coe(.Correlación Demandas 2 95 Servicios 2 95 0,2105^
Coef.Correlación Demandas T 95 Servicios 1 95 -0,29436
Coef.Correiación Demandas T 95 Servicias 2 95 0,211913
m
Página 5 d^ 6
en n+1
Estimación Logarítmica 1 1,078457 548,5177 1464,3
Estimación Logarítmica 2 1,074142 863,3321 2187,7
Estimación L ritmica O
Estimación Logaritmic;a T 1,076062 1413,504 3665,5
Primeras
1 2 3 4 5 6 7 8 9 10 11 12 I
0












824 1480 2135 2791 3446 4102
^
m b en n+1
Estimación Lineal -0,1821339 45,8384181 34,72825
Estimación Logarítmica
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 40,2833333 35,9166667 0 4 0 2
Mediana 43 41,5 7 0 5 0
Moda 49 0 13 1 10 0
Desviación Típica 16,7737604 19,1712774 20 0 15 0
Coei. Cuad. de Variación 0,17338442 0,28491155 26 6 20 0
Varianza 281,35904 387,537879 33 6 25 0
Curtosis 0,50409978 0,2451238 39 10 29 2
Coef de Asimetria -0,7181538 -1,1350423 46 7 34 0
Minimo 0 0 52 13 39 2
Má^timo 72 54 59 4 44 1
Rango 72 54 65 7 49 1





















































































































0 7 13 20 26 33 39 46 52 59 65 72
CPINF2
® 92/96
Página 2 d^ 4
^ Lineal (C P INF 2)
ó ^ o ^ r o ^ r^ o ^ r^ o ^ ^ oo ^ o ^ o ^ o ^ o r- o ^ o ^ o ^ o ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal -0,0836066 10,7 5,6
Estimación Logarítmica
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 8,15 7,16666667 0 4 0 2
Mediana 8 8 2 1 1 0
Moda 10 8 3 3 2 0
Desviación Tipica 3,98652391 3,71320331 5 0 3 0
Coei. Cuad. de Variación 0,23926189 0,26844978 6 9 4 0
Varianza 15,8923729 13,7878788 8 7 5 0
Curtosis 0,20342865 0,92006279 9 16 7 1
Coet de Asimetrfa -0,064523 -1,2057952 11 8 8 2
(Ninimo 0 0 1Z 4 9 2
Máximo 17 12 14 2 10 2
Rango 17 12 15 2 11 2
































































































































O O O r- O
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
5
® 92/96
6 8 9 11
f^ O ^ ^ I^ O ^
O r- O O ^ O
^ ^ ^ ^ ^ ^ ^ ^
Págíaa 1 ds d
12 14 15 17
Lineal (C P INF 1)
1^ O ^ ^ r^ O
O ^ O O ^
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
De^mandas
C P INF
1995 1 2 3 4 5 6 7 8 9 10 11 12
i'rimeras 2 11 27 2 1 8 2 11 0 2 12 12
S undas 15 45 65 37 39 44 28 23 0 33 54 54
aras o 0 0 0 0 0 0 0 0 0 0 0
Total 17 56 92 39 40 52 30 34 0 35 66 &6








Moda 2 54 66
Desvtación Típica 7,775252 18,14316 24,425®9
Coet.C.Variación 1,074747 0,248214 0,309;i47
',Varianza 60,45455 329,1742 596,6288
Curtosis 2^ '62021 0,1463b9 0,457841
Coeficiente Asimettia 1,467003 -0,472329 0,196423
Minimo 0 0 0




Numero Datos 12 12 12
Estimación 6,545455 37,25758 43,80303
Pendiente -0,146853 0,129371^ -0,017483
m
Estimacxón Uneal 1 -0,14ó853 8,454545 6,5
Estimación Lineal 2 0,129371 35,57576 37,3
Estimacián Line®1 O
Estimación Uneal Ta4al -0,017483 44,0303 43,8
en n+1
Tdai
C_^ F C F
-
C F C F
1 2 O T
0 1 0 1 0 12 0 1
5 5 13 0 0 0 18 1
11 1 26 2 0 0 37 3
16J 4 39 4 0 0 55 3
22 0!
.^
52 2 0 0 74 3
27 1 65 J 0 0 92 1
Coef.Correlación Demandas 1 95 Servicios 1 95 0,76148
Coef.Correlación f^emandas 2 95 Servicios 2 95 0,471977
Coe(.Comelación Demandas T 95 Servicios 1 96 0,569368
Coef.Correlación Demandas T 95 Servicios 2 95 0,509979
m
Páqina 3 d^ 1
en n+1
Estimación L.ogarítmica 1




















o ^ ;- ^;
1 2 3 4 5 6 7 8 9 10 11 12

































































































Página 2 de 4
Clase Frec Ctase Frec
92/'96 96 92/96 1996
Media 145,15 145,25 71 1 125 2
Mediana 148,5 147,5 88 3 129 0
Moda 144 154 105 1 133 0
Desviación Típica 30,0963566 13,6589964 122 5 137 2
Coef. Cuad. de Variación 0,04299261 0,00884312 139 8 141 1
Varianra 905,790678 186,568182 156 23 145 1
Curtosis 3,19103224 -0,7977692 172 13 149 0
Coef de Asimetría O,a6266848 -0,063965 189 4 153 1
Mfnimo 71 125 206 1 157 4
Má^mo 257 169 223 0 161 0
Rango 186 44 240 0 165 0
Número de datos 60 12 257 1 169 1
m b en n+1
Estimación Lineal 0,20380661 138,933898 151,3661












71 88 105 122 139 156 172 189 206 223 240 257
^ 1^ O ^ e^ f^ O ^ ^ f^ O ^- 1^ O ^ 1^ OO O ^ O O O ^ O O O ^ O ^ O ^ O ^ O .-




















































































Págiaa 2 ds 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 632,85 782,25 304 1 582 1
Mediana 610,5 795 363 1 616 0
Moda 470 422 1 649 0
Desviacibn Tipica 146,663552 111,952202 480 6 683 1
Coef. Cuad. de Variación 0,05370848 0,02048208 539 7 716 2
Varianza 21510,1975 12533,2966 598 12 750 1
Curtosis -0,411496b -0,451222 657 8 783 0
Co^ de Asimetría 0,20190001 -0,0515687 716 6 817 4
Minimo 304 582 775 5 850 0
Má^timo 951 951 833 7 884 1
Rango 647 3b^J 892 4 917 0
Número de datos 60 12 951 2 951 2
m b en n+1
Estimación Lineal 5,30833565 470,945763 794,7542






304 363 422 480 539 598 657 716 775 833 892 951
C PLA
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 77 181 188 103 188 325 129 179 124 47 242 265
S undas 205 537 956 379 212 756 352 391 494 553 958 1233
aras
Total 282 718 1144 482 400 1081 481 570 818 600 1200 1498
1 2 O T C
Media 170,6667 585,5 756,1667
Mediana 180 515,5 609 47
Moda 188 ^IV/A S^UA 103
Desviación Típica 80,42086 324,0947 379,6412 158
Coef.C.Variacíón 0,222045 0,306401 0,252064 214
Varianza 6467,515 105037,4 144127,4 269
Curtosis -0,22o2za -0,29s3s -o,s77z91 325
Coetkiante AsJmecria 0,355235 0,77541 o,7s1so2
Minimo 47 205 282
Nláximo 325 1233 1498
^ 278 1028 1216
Numero Datos 12 12 12
Estimación 205,0303 880,5909 1085,621
PendieMe 5,286713 45,39861 50,68531
m en n+1
Estimación Lineaf 1 5,286713 136,303 205,0
Estimación Lineal 2 45,3986 290,4091 880,6
Estimacib^n Lineal O































































Co^.Correlación Oemandas 1 95 Servicios 1 95 -0,23186
Coet.Correlactión Demandas 2 95 Servicios 2 95 0,539745
Coef.Correlación Dernandas T 95 Servicios 1 95 0,071017
Coef.Correlación Demandas T 95 Servicios 2 95 0,458099
m en n+1
Estimación arítmica 1 1,022493 130,811 174,7
Estimación Logarítmica 2 1,08568 296,7366 864,0
Estimación rítmica O
Estimación Logarítmic;a T 1,072321 428,2391 1061,5
9 10 11 12











































103 158 214 269 325
O 0 0 0 0 0 0
de 8/^J2 a 12/98 m b en n+1
Estimación Lineal 0,24848485 6,84242424 21,00608
Estimación Logarítmica 1,02254159 8,22907581 22,1942
Clase Frec Clase Frec
92/96 98 92/96 1996
Media 13,5892857 18,9166667 2 3 3 1
Mediana 14 17 5 5 8 0
Moda 17 17 7 4 8 0
Desviación Típica 7,06277511 8,22919783 10 6 11 0
Coet. Cuad. de Variación 0,27012047 0,1892458 13 8 14 1
Varianza 49,8827922 87,719^7 18 7 18 3
Curtosis -0,0083787 -0,1869811 18 13 19 2
Coef de Asimetria 0,33402777 -0,1b^J2831 21 4 21 1
Mínimo 2 3 24 1 24 0
Má^timo 32 32 27 1 27 1
Rango 30 29 29 3 29 2





























































































































0 ' - -
Págína 1 de 4
^ o ^ r- o .- ^ o ^ r^ o .- r^ó o ^ o ^ o ^ o ^ o ^ o ó o ^ o ^ o o.-






























































Página 2 do 4
Clase Frec Clase Frec
92/96 96 92l96 1996
Media 63,5 73,4166667 29 1 37 1
Mediana 64 71 36 3 43 0
Moda 67 67 44 6 49 0
Desviación Tipica 18,8197189 17,^15919 51 4 55 0
Coet. Cuad. de Variación 0,08783727 0,05806902 59 8 61 0
Var'ranza 364,181818 312,992424 66 10 67 3
Curtosis 0,07618077 0,87891139 74 8 72 2
Coet de Asimetría 0,446^J0893 -0,1256039 81 9 78 2
Mínimo 29 37 89 1 84 2
AM^timo 111 102 96 2 90 0
Rango 82 65 104 2 96 0
Número de datos 56 12 111 2 102 2
de 6i92 a 12/96 m b en n+1
Estimación Lineal 0,5478355 48,2242424 79,45087
Estimación Logaritmica 1,00853427 47,8814405 77,72036




29 36 44 51
® 92/96
59 66 74 81 89 96 104 111
C TOR
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 5 ^ 17 18 10 8 16 19 5 22 10 26 21
S undas 21 67 96 47 57 130 60 39 39 48 115 91
a^s








































Estimación Lineal 1 0,891608 8,964545 20,5
Estimacián Lineal 2 2,454545 51,54545 83,5
Estimacibn Lineal O















1 2 3 4 5 6 7 8






5 2 21 1 0 0 26 1
9 43 2 0 0 50 1
13!^ 2 66 4 0 0 74 4
18 2 86 1 0 0 98 2
22 3 108 2 0 0 122
21
^
130UJ J 01 146 2
Coef.Careiación Oemandas 1 95 Servicios 1 95 0,066349
Coef.Carelactión Demandas 2 95 Servic^os 2 95 0,4^722
Coef.Correlación Oemandas T 95 Senricios 1 95 -0,2449
Coef.Correlación DBmandas T 96 Senricios 2 96 0,467022
m en n+1
Estimación Logarítmica 1 1,065703 8,566465 19,6
Estimación Logaritmica 2 1,047584 44,31833 81,1
Estimación Logarífmica O
Estimación ritmica T 1,05219 53,02955 102,7














































































































Páqtna 1 a. a
Clase Frec Clase Frec
92/96 96 92/96 1996
AAedia 124,75 124,583333 53 2 54 1
Mediana 123 131 77 11 65 0
iybda 53 131 101 7 75 1
Desviación Tipica 49,0812626 36,0642314 125 10 86 0
Coef. Cuad. de Variación 0,15479265 0,08379796 149 12 97 0
Varianza 2408,97034 1300,82879 173 9 108 1
Cur<osis 2,43594949 0,23388473 197 7 118 2
Coef de Asimetría 0,9250013 -0,85b5147 221 1 129 0
Mínimo 53 54 245 0 140 3
Nlá^timo 317 172 269 0 151 1
Rango 264 118 293 0 161 1
Número de datos 60 12 317 1 172 2
m b en n+1
Estimación Lineal 0,58457905 106,920339 142,5797

















Lineal (C VASC 1)
^ ^ o ^ ^ o ^- ti o r- ^ o ^ n o
o ^ o r- o o ^ o ^ o ^ o o r- o o ^
- - - - - - - - - - - - - -
- - - -
- -
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal 1,79177549 158,050847 267,3492
Estimación Logarítmica 1,00998488 145,293731 266,3509
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 212,7 237,833333 44 1 109 1
Mediana 210 243,5 78 1 130 1
Moda 123 112 4 152 0
^esviación Típica 76,9816839 67,5463926 146 6 173 0
Coel. Cuad. de Variación 0,13099061 0,08066012 180 7 194 0
Varianza 5926,17966 4562,51515 214 12 215 1
Curtosis 0,18062509 0,47446439 247 13 237 2
Coef de Asimetrfa 0,18394057 -0,7396151 281 7 258 2
Minimo 44 109 315 3 279 2
Máximo 417 343 349 4 300 1
Rango 373 234 383 0 322 1





























































































































Págiaa 2 de 4
C VASC
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 71 155 118 132 92 2^ 67 333 70 32 260 308
Segundas 100 249 303 238 196 477 169 121 93 148 39:i 426
Otras 0 0 0 0 0 0 0 0 0 0 0 54















1 2 O T C
^^ y
158,75 242,75 4,5 406
125 217 0 387 32
0 92
105,036 131,0815 15,58846 220,1264 152
0,437773 0,2914A5 12 0,293963 213
11032,57 17177,11 243 a8455,sa 273
.1,290g68 -0,874735 12 -0,804014 333
0,592509 0,63.9289 3,464102 0,6ó3403
32 93 0 163
_^
333 477 54 786
301 384 5d 623
12 12 12 ^I
230,0909 300,4545 18 548,54^
10,97552 8,877622 2,076923 21,93007
m en n+1
Estimación Lineal 1 10,97552 87,40909 230,1
Estimación lineal 2 8,877622 185,0455 300,5
Estimación Llneal O 2,076923 -9 18,0
Estimació^ lineal Tatal 21,93007 263,4545 548,5
Total
F C I- F C^ C_ F
1 2 O T
1 93 1 0 11 163 1
4 170 4 11 0 288 3
2 247 2 22 0 412 3
1 323 2 32 0 537 2
2 400 1 43 0 661
2 477 2 sa 1 786
Coef.Correlación Demandas 1 95 Servicios 1 95 0,17875
Coef.Correlación Demandas 2 95 Senicias 2 95 0,429939
Coef.Correlación Demandas T 95 Servicios 1 95 0,380189
Coef.Correlación Demandas T 95 Servicios 2 95 0,200813
m en n+1
Estimación Logarítmica 1 1,038804 98,80627 162,1
Estimación l.ogarítmica 2 1,02783 176,7515 252.5
Estimación Loparítmica O











1 2 3 4 5
.
























1 2 3 4 5
,










1993,04 851 79 851 Total m b en n+1
1993,05 710 91 710 Estimación Lineal 14,153376 435,288701 1298,6446









866,98667 ^ 116,807692 ^ 866,96667^



















































1993,OZ^ 822^ 90^ 8ZZ


























Tot•al I E J
r
-0,8603834 ^ 1,02149457 ^ -0,860383
0,3195896 ^ -0,5487632 ^ 0,3196896
323 323
60 26
1463 ^ _- 207L 14ĉ3^





















































































































































1 °^°' Lineal (DERMATOLOGÍA 1)
O Q ^ Q O 0 ^ ^ O 0 ^ ^ O
^^^^^^^^^^^^^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Página 1 de 6
C
^
Total Total Clase Frec
301,8 Clase Fn^c ^ 1996 Dertnl ^
346,5 3231^ 1 1081 1
^N/A 427' 4 1116 0
152,72619 530 1 1150
0,25608761 634 7 1185 0
23325,289 738 12 ^ 1220
-0,8748602 841 8 1255 0
-0,6978164 945 4 1289 2
24 1048 6 1324 1
454 1152 4 1359
430 1256 2 1394 1^







































































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primer^as 192 593 591 440 512 677 451 504 531 551 864 967
S undas 377 973 1217 843 849 1368 865 658 818 794 1568 1847
Otraa 54 188 446 191 230 627 53 133 181 95 764 556





















572,75 997,75 293,1667 1863,667
541 846 189,5 1560,5
199,9819 422,4868 241,8568 837,9196
0,121913 0,179301 0,680593 0,202147
38992,75^ 178495,1 58494,7 702109,3
1,194103 0,046078 -0,529349 -0,348662
0,370447 0,753948 0,92525 0,^3878
192 377
=1 6231
967 1847 764 337D
775 1470 711 2747
12 12 12 12
820,2273 1387,727 459,8485 2667,803
38,07343 59,99^ 25,64336 123,7133
m
Estimación lineal 1 38,07343 325,2727 820,2
Estimación Uneal 2 59,9965 607,7727 1387,7
Estimación Uneal O 25,84336 126,4848 459,8






















1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8
C T F





192 1 377 1 ^ 1 623
347 0 671 2 196 6 1172 I
502 2 966 4 337^ 1 1722 I5.
6ó7 6 1259 2 480 1 2271
812 1 1553 1
n






Coe(.Correlación Demar►das 1 96 Servictioa 1 95 0,189612
Coef.Corre^ión Demandas 2 96 Servicios 2 96 0,422759
Coef.Correlación Demandas T 95 Servicios 1 95 0,320555
Co^.Correlación Demandas T 95 Servicios 2 95 0,445756
m en n+1
Estimxión rftmica 1 1,076818 331,6^95 868,2
Estimación rítmica 2 1,061765 621,8005 1355,3
Estimación ritmica O 1,083973 122,9368 350,7
Eslimación Logaritmica T 1,070827 1084,918 2640,9
,
9 10 11 12









































286,06667 ^ 70,05 ^ 42,816667
1992.oa1 3381 1101 1201 1o81a^diana ^ zss,s I 7s ^ 43,s
1s92,os1 4031 1381 12s^ 14o^^da ^ ^ I o 1 0
1051 01 0
1992,06^ 360^ 93^ 136^ 131^Desviación Tipica ^ 70,907165 ^ 33,1603321 ^ 29,987281 ^ 41,727851
1992,071 2431 111 1031 129^coef.cuad. de variacibn ^_ o,os143sz2^ 0,22408947s^ 0,49o51os7^ o,os80a38s
1992,08^ Z02^ 5^ 0^ 197^Varianza ^ 5027,826 ^ 1099,60763 ^ 899,23701 ^ 1741,2138
1992.091 2251 241 01 2o11curtosis ^-0,6221743 ^-0,14524561 ^ 1,95757os ^-0s14o838
1992,101 1421 231 0^ 119^CoeAideAsimetría ^-_0.456596 I-0,4o8b0147 ^ 1,1301871 ^-0.3985084
19A2,11 207 37 0 170 Minimo
1992,12 105 14 0 91 Má^timo
1993,011 1n^ 2s^ _ oL 148 Ra
1993,02^ 190^ 51 ^ 8^ 131 ^Número de datos
199Ci,03 224 51 26 147





1993,04 190 50 33 107 Total m b en n+1
1993,05 192 40 18 134 Estimación Lineal 1,506863 240,107345 332,02599
1993,06 240 62 33 145 Estimación Logarítmica 1,0062042 228,601692 333,37484
1993,07 199 101 16
1993,08 168 0 20
1993,09 321 94 94
1993,10 211 88 25
1893,11 212 84 15
1993,12 333 67 51
19sa,o1 221 n ^1
1994,02 326 82 52
1994,03 359 102 48
1994,04 364 91 55
1994,05 380 97 55
1994,06 388 86 52
1994,07 297 66 30
1994,08 271 0 54
1994,09 394 123 52
1994,10 286 52 45
1994,11 308 74 50
1994,12 281 74 48
1995,01 323 76 42
1995,02 298 75 40
1995,03 358 98 48
1995,04 278 66 43
1995,05 255 50 17
1995,06 285 63 39
1995,07 255 39 32
1995,08 296 52 19
1995,09 296 79 32
1995,10 317 83 45
1995,11 299 81 34
1996,12 245 56 30
1996,01 341 77 57
1996,02 284 58 44
1996,03 360 86 54
1996,04 354 84 56
1996,05 360 96 44
1996,06 346 100 51
1996,07 348 98 53
1996,08 174 0 0
^-^
360 76 56
1996,10 381 102 53
1996,11 352 89 a7











































































Paígina 1 de 6
Total
Frec

































^ r o ^ ^ o ^ r o ^ r^ o r- r o
o ^ o ^ o ^ o .- o ^ o ^ o o ^ o o ^
- - - - - - -
- - - - - - - - - - - - -
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
















































•Pági.aa 3 ^e 6
T E J C END O 2
1992,01 1979 819 444 716
1gg2,02 18pp 712 421 667 Total E J C Total Total Clase Frec
1992,03 1845 625 537 683 Media 1168,4 290,866667 187,83333 689,7 Clase Frec 1996 Endo2
1992,04 1775 600 522 653 Mediana 1140,5 264,5 169,5 fi53,5 609 1 609 1
1992,05 1849 680 513 656 Moda 1150 0 0 666 737 0 663 0
1992,06 2014 653 557 804 Desvisción Típica 280,37035 158,358472 135,55813 132,32309 864 2 718 0
1992,07 1622 245 594 783 Coef.Cuad. de Variación 0,0035667 0,00631479 0,0073769 0,0075573 992 11 772 0
1992,08 1113 75 0 1038 Varianza 78607,532 25077,4056 18376,006 17509,4 1120 12 827 0
1992,09 1218 154 0 1064 Curtosis 2,5134315 2,75521082 2,M74699 2,5405093 1248 25 881 0
1992,10 1301 208 0 109Ci Coef de Asimetrfa 1,5227772 1,29124233 1,4706284 1,683077 1375 2 936 0
1992,11 1234 198 0 1036 Mínimo 609 0 0 522 1503 0 990 1
1992,12 1041 89 0 952 Má^mo 2014 819 594 10A3 1631 1 1045 2
1993,01 1157 164 0 993 Ra 1405 819 594 571 1759 0 1099 1
1993,02 1144 212 119 813 Número de datos 60 60 60 60 1886 4 1154 3
1993,03 1240 264 220 756 2014 2 1208 4
1993,04 1129 234 170 725 Total m b en n+1
1993,05 1022 249 131 642 Estimación Lineal -9,3558211 1453,75254 883,04746
1993,06 1255 289 204 762 Estimación Logarítmica 0,9929438 1414,65616 918,44817
1993,07 1246 231 243 772
1993,08 879 0 143 736 Estimación para 01l97 1020,5967 315,980767 147,17775 557,43819
1993,Q9 1181 271 161 749 Pendiente tramo -19,805369 23,6288072 -10,17936 -38,172859
1993,10 1108 254 202 652
1993,11 1231 304 210 717
1993.12 1021 220 158 s43 ® FreC
1994,01 910 216 172 522
1994,02 95s 2ss 1s1 532 25
1994,03 1093 259 202 s32
1994,04 1115 297 185 633 20
1994,06 1157 295 183 679
199a os 1150 2sa 1eo 7os,
199e,o7 95s 279 s1 s1s
15
199a o8 828 0 198 s3o,
1994.09 1150 273 193 684
10
1ssa.lo loas 2ss 17s sos
1994,11 1167 311 190 666
5
1994,12 991 235 161 595
1995,01 945 212 142 591 ^
^ N O 00 tn M •-- O) (C ^





















1995,03 1204 330 198 676 ^ ^ ^ ^ ^ `- ^ N
71995,04 957 257 173 52
1995,05 836 149 72 615
1995,06 1135 337 195 603 2^ ENDO 2 "-^'° Uneal (ENDO 2^ ^
1995,07 919 201 173 545
1995,08 872 168 93 611
1995,09 1125 305 168 652 2000 ..................... ......._.... .............._................._-........_.. ....................................... ....................-.............. .............................._... ...----.........-......- .............-.......... .......-..... ......._.................
1995,10 1147 362 180 605
1995,11 1191 366 160 666
1996,12 957 237 125 596 1500 ....... ....._.....----... .-_.. ........_....._.._......._ ................-- -...................._......---....... ....................---......--- -....._.._.............. ----... .._.-._........._...._..-........_........... .........-_. ......_......-............
1996,01 1038 261 151 626
1996,02 947 273 146 528
1996,03 1137 342 187 608 1 ^00 ............................ ._..-. ......_.......---...............---....--- . . _.......-- --.... . ^.....----- ---. ..----.... _.... ....... _._. . ...... ......_ `......._ _... ._..
1996,04 1043 278 163 602
1996,05 1178 355 153 670
1996.06 1181 397 164 620 c^ .....--- ... ............... ........................_..................--. ............................_..... _..--..._........._......._ ......._.......................... ......__............... .---......_._......._ ............ .........-...................
1996,07 1199 366 203 630
1996,08 609 0 0 609
1996 09 1150 327 185 658,
1996,10 1208 377 191 640
p
ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °
1996,11 1147 324 169 654 ^i ^i ^i ^ ^ ^i ^i ^ ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i
1998,12 1049 257 126 66s ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
ENDO 2
Páqina 4 da 6
® F e E Clase Frec. Egpp r c.
0 3























































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 90 248 407 208 231 257 263 193 198 67 443 491
Segundas 416 787 1162 632 758 650 640 368 239 123 1384 1451
Otras 9 0 36 0 0 0 101 0 0 0 205 104
Total 515 1035 1605 838 989 . 907 1004 561 435 190 2032 2046
1 2 O T C
y
!Media 257,8667 717,5 37,91667 1013,083
Mediana 239,5 645 0 948 67
^Moda 0 152
Desviación Tf ica 130,4003 426,3602 65,48207 600,1997 237
Coef.C.Variación 0,256118 0,35311 2,982528 0,350995 321
Varianza 17004,24 181783 4287,902 360239,7 406
Curtosis -0,331442 -0,5^028 3,075147 -0,373685 491
Coeticiente Asimetria 0,498529 0,5458 1,864268 0,703302
Minimo 67 123 0 190
^
Máudmo 491 1451 205 2046
Rango 424 1328 205 1856
Numeno Datos 12 12 12 12
Estimación 340,1212 861,5909 100,1667 1301,879
Pendiente 12,685311 22,16783 9,57692^ 44,43007
m b en n+1
Estimación Lineal 1 12,68531 175,2121 340,1
Estimación Lineal 2 22,16783 573,4091 861,6
Estimación Lineal O 9,576923 -24,33333 100,2
Estimación Linesl Tatal 44,43007 724,2879 1301,9
Total
C F C_-^ C F
1 2 O T
1 123 1 0 7 190 1
1 389 2 41 2 561 3
4 654 4 82 0 932 2
3j _ 920 2j_ 123 2 1304 3
0 1185 1 164 0 1675 1
3 1451 2 205 1 2046 2
Coef.Correlación Demandas 1 95 Seniicios 1 95 -0,19234
Coei.Carelación Demandas 2 95 Servicios 2 95 0,157215
Coe(.Correlación Demandas T 95 Servicios 1 95 -0,17966
Coef.Correlación Demandas T 95 Senricios 2 95 0,18902
m en n+1
Estimación Logarítmica 1 1,037361 176,6205 284,5
Estimación L ritmica 2 0,98631 641,167 536,0
Eslimación Logaritmica O
Estimación Logaritmica T 1,005017 813,6934 868,4
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^ 2 3 4 5 6 7 8 9 10 11 1^ 2
Endocrinolo ía Frecuencias
Página 1 do 6
T E J C G/NE 9
1992,01 315 190
1992,02 689 395 83 211 Total E J C Total Total Clase Frec
1992,03 633 329 90 214 Media 848,32203 172,116687 470,94915 205,41667 Clase Frec 1996 Gine1
1992,04 543 Z99 62 182 Mediana 778 133 417 200 505 2 589 1
1992,05 505 217 62 226 Moda 505 86 62 211 578 7 655 0
1992,06 646 367 68 211 Desviación Típir,a 252,31955 112,202464 277,75936 55,378908 651 10 720 0
1992,07 546 338 82 126 Coef.Cuad. de Variacibn 0,08888541 0,424970648 0,34784786 0,07268042 725 5 786 0
1942,08 566 314 124 118 Varíanza 63665,153 12589,3929 77150,256 306G,8234 798 7 851 1
1992,09 556 287 127 142 Curtosis -1,17368^ -0,96017189 -1,31491 -0,3220407 871 3 917 0
1992,10 566 277 14a 13a CoeldeAsimetrfa o,a115393 0,50686381 0.1709355 0,5352639 944 5 982 1
1992,11 799 300 325 174 Minimo 505 4 62 115 1017 3 1048 0
1992,12 602 273 Z00 129 Má^mo 1310 433 957 330 1090 2 1113 0
1993,01 505 236 154 115 Ra 805 429 895 215 1164 7 1179 5
199Ci,02 807 326 335 146 Número de datos 59 60 59 60 1237 3 1244 1
1993,03 1016 433 417 166 1310 5 1310 3
1993,04 742 313 287 142 Total m b en n+1
1993,05 770 310 319 141 Estimación Lineal 10,374752 535,079486 1157,5646
1993,06 938 357 405 176 Estimación Logarítmica 1,0123761 560,310016 1172,0369
1993,07 690 205 316 169
199Ci,08 628 151 302 175 Estimación para 01l'97 1223,2313 -3,885.90671 933,15968 291,65096
1993,09 524 132 215 177 Pendiente tramo 129,51455 -59,7631828 158,82598 29,281595
1993,10 614 223 265 126
1993,11 605 239 228 138
1993,12 684 182 264 238 ® Frec
1994,01 594 212 213 169
^ ^1994,02 627 224 213 190 ^
91994,03 71 s 273 2^ 177
199 oa 707 13a 0 8a, 38 193
051994 907 4o s71 196 7,
1ss4,os 79s 5s s54 ,8s g
1ssa,o7 s38 2s 3zo 1ss 5
1994,08 649 28 398 223 4
1994,09 778 38 527 213 3
1894,10 1042 64 774 204
1994,11 1205 62 930 213
2
1994,12 893 26 698 169 ^
1995,01 914 81 621 212 ^



















1995,03 1309 115 955 239










1995,04 999 92 728 179
1995,05 895 118 558 219
1995,06 1295 121 957 217 1 GINE 1 ^Lineal (GINE 1)
1995,07 740 4 540 196
^
1995,08 769 86 441 242
1995,09 1059 126 700 233
1200 .... .. ............_.... .... .... . .......................................... ......... ............._........ .............................. .. ............. ... ........ ---.........._.... .---........... .. ... . ..................... .
1995,10 1145 167 767 211
1995,11 1092 147 736 209 1000
......................_........... ........................._ ........_.......... ......---........_...._.......... .............................. _..:. _._. ........... .... .._ ......... .. ._.......... ............ ....---.. ............
1995,12 748 90 506 152
1996,01 1285 93 884 308 800 ---- .........................._..... ........ ...----.... ...... ... ..... ._................----......... _. .... ............. .._ _.... .........._................ ...... .... ---........ ..... ............--- -.........._ .... .... ...............
1996,02 1133 86 801 246
1996,03 1218 90 823 305 ^ ......... ......... . ... ..... ...... __ ............................ .... ..... ._.... ....... ..............._. . -- ....... .................................... .................._..... .---......._............ ............. ......... ..................
1998,04 1123 96 733 294
1996,05 1273 109 844 320 400 .................................... ......................---... ............... ............................._...... ....................---......... ........._........................ ..._.................... _._......._......... ......._.... ........._.................
1996,06 1147 110 741 296
1996,07 833 64 439 330 2QQ .............................. ........ ........................... .................................... ................................._.................................. ...............---....._.........._.......... ..........._. .................._........
1986,08 589 36 276 277
1996,09 1129 73 755 301 ^
1996,10 1158 94 748 316 ^ ^o o o ^ ^ o ^^ o ^ o ^ o ^ o .-^ o ^ o ^ ^ o ^o ^- o ^ r^ oo r-
1996,11 1310 145 883 282
_
^i ^i ^i ^i ^i ^i ^ ^ ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i
1996,12 975 86 655 234 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
GINE 1


























































Página 3 de 6
011992 1561 569,
1992,02 2506 1900 98 508 Total E J C Total Total Clase Frec
1992,03 2459' 1855 98
^..-
506 'Media 2247,1864 1059,8 800,86441 397,91667 Ciase Fn^c 1996 ' Gine2
1992,04 Z005 13^ 98 538 Mediana 2234 1106,5^_ 758^_ 388 1101
1 1379 1
1992,05 1880 1258 98 524 Moda 8N/A 1205 98__ 336-_ 1313 1 1565
0
1992,06 2618 1960 51 607 Desviación Tipica 606,93173 447,738491 464,44099 72,554898 1524 5 1752 1
1992,07 1559 288 403 Coef.Cuad. de Variación
^
0,0016476 0,00223345 0,0021531 0,0137827 1736 8 1938 0
1992,08 1300 765 216
^
319 Varianza 368386,12 200489,756 215705,43 5264,2133 1947 6 2124 0
1992,09 1780 1110 264 406 Curtosis -0,9609027 -0,52883715 -1,246369 0,6682882 2159 7 2310
0
1992,10 1988 1205 362 419 Coef de Asimetrfa 0,1352so5 0,1053575s 0,1861537 o,nsos3s 2370 4 2497 0
19®2,11 2251 1475 351 425 Minimo 1101 21 51 253 2582 8 2683 2
199Z,12 1821 1160 325 336 Máotimo 3428 1960 1609 607 2793 6 28^ 4
1993,01 1993 11 80
I^
398 Ran^ 2327 193.9 1558 354 3005 6 3055 l
1993,02' 2535 I 1747 I 398 390 Número de datos 59 j 60 59 ^ 3216 2 3242 0
3428 5 3428 3
_,^
1993,04 2561 1566 557 438 Total m b en n+1
1993,05 2537 1661 438 438 Estimación Lineal 13,024781 1856,44302 2637,9299
1993,08 2921 1883 597 441 Estimación Logarítmica 1,0052404 1849,88359 2531,2881
1993,07 1617 768 391
1993,08 1an 594 442
1993,09 136YJ 567 354
1993,10 1801 743 529
1993,11 1554 720 417
1993,12 1515 433 541
1994,01 1638 656 578
1994,02 1621 745 615
1994,03 2159 1148 758
1994,04 2135 1154 588
1994,05 2391 1128 856
1994,06 2478 1073 1000
1994,07 1572 400 786
1994,08 1717 518 768
1994,09 1899 431 1053
1994,10 1808 569 923
1994,11 2261 559 1320
1994,12 2on 507 1180
1995,01 2713 1011 1317
1995,02 2792 1205 1227
1996,03 3230 1356 1482
1995,04 2403 941 1125
1995,06 2141 995 798
1996,06 3005 1102 1543
1995,07 1101 21 740
1995,08 1331 425 549
1995,09 2067 814 911
1995,10 3203 1458 1366




1996,01 2950 1140 1437
1996,02 2800 119Z 1302
199s.o3 3zs7 lazs 147s
1998,04 2653 1131 1193
1996,05 3428 1456 1609
1996,06 2805 1165 1319
1996,07 1647 534 774
1996,08 1379 437 606
1996,09 28M 1103 1408
1996,10 2753 972 1426
1996,11 3386 1sn 1482
1996,12 z5s2 9sz 1256
458
Estimación para 01/97 2766,9341 825,852878 1623,7661 301,594fi4










































.- ^ ^ o r- ^ ^ o ^ g ^ o r- ^ ^ o r- ^ ^ o
O O ^ O O ^ O O ^ O O ^ O O ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
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1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 268 816 1038 701 701 1027 665 873 286 19S 1045 1142
S undas 451 2288 2759 1913 1008 3180 1028 1130 855 1008 1980 2212
Otras 235 669 930 651 542 1196 528 660 625 188 1059 1073
















1 2 O T C _
729,75 1634,167 696,3333 3060,25
758,5 1521,5 656,5 2984 195
y
701 1008 384
327,8856 872,8459 317,7004 1436,802 574
0,201881 0,285287 0,208162 0,220435 763
107508,9 761860 100933,5 2064400 953
-1,005417 -1,043402 -0,689065 -1,220565 1142
-0,55253 0,363109 0,000474 0,109075
195 451 188 954
1142 3180 1196 5403
947 2729 1008 4449
12 12 12 12
817,3182 1549,258 857,4697 322a,oa5
13.a72oa l -13,06294 24,79021 25,1993
m en n+1
Estimación Lineal 1 13,47203 642,1818 817,3
Estimacibn Lineal 2 -13,06294 1719,076 1549,3
Estimación Lineai O 24,T9021 535,197 857,5




































































Coef.Correiación i^emandas 1 95 Servicios 1 95 0,064279
Co^.Correiación Demandas 2 95 Servicios 2 95 0,473492
Coei.Correlación Demandas T 95 Servicios 195 0,417087
Coef.Correlación Demandas T 95 Servicios 2 95 0,349174
m en n+1
Estimación arítmica 1 1,00775 605,4017 669,3
Estimación Logarítmica 2 1,010527 1311,348 1502,6
Estimación tmica O 1,032752 497,9685 757,1
Estimación Logarítmica T 1,017542 2420,78 3034,9
Otras






















































































P^,a i as a
Clase Frec Clase Frec
g2/g6 96 92i96 1996
Media 52,7833333 46,75 15 1 27 1
Mediana 45 50,5 29 4 30 0
(ybda 43 52 42 15 33 1
Desviacibn Típica 28,92251 10,1634371 56 25 36 0
Coef. Cuad. de Variación 0,30024676 0,04726264 69 7 39 0
Varianza 838,511582 103,296456 83 3 42 2
Curtosis 6,46764494 -0,2304939 96 1 44 0
Coef de AsimeMa 2,45682955 -0,8775 110 0 47 1
Mínimo 15 27 123 0 50 1
Má^timo 164 59 137 1 53 3
Rango 149 32 150 1 56 2
Número de datos 60 12 164 2 59 1
Total m b en n+1
Estimación Lineal 0,06098916 50,9231638 54,6435






15 29 42 56 69 83 96 110 123 137 150 164
.- r^ o ^ r^ o ^ n o ^ ti o ^ ti o
o ^ o ^ o ^ o ^ o ^ o r- o ^ o ^ o o ^








































































Página 2 d^ 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 910,7 509,5 303 1 391 1
Mediana 561 508,5 463 13 413 1
Moda 432 ^N/A 623 21 434 0
Desviación Típica 563,190136 77,9644441 783 1 456 1
Coef. Cuad. de Variación 0,38243656 0,02341557 943 0 478 1
Varianza 317183,129 6078,45456 1103 1 500 2
Curtosis -1,2672035 -1,0030318 1264 2 521 1
Coef de Asimetría 0,62586522 -0,0471742 1424 5 543 1
Mínimo 303 391 1584 5 .`#i 1
Má^timo 2064 630 1744 4 587 0
Rango 1761 239 1904 5 608 2
Número de datas 60 12 2064 2 630 1
Total m b en n+1
Estimación Lineal -24,454793 1656,57119 164,8288














































E T 2 ^°"°H MA Lineal (HEMAT 2)
^ r^ o ^ ^ o .-0 0 ^ o ^ o ^ o ^ ó ° s ^ ĉ ° ĉ $ ĉ °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^
Hematolo ía
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 26 63 70 48 61 63 39 35 36 16 81 107
S undas 251 548 703 439 449 781 443 360 329 327 706 897
Otras 51 121 208 47 53 105 65 37 0 25 8 53
































































Estimación Uneal 1 1,793706 42,09091 65,4
Eatimación Uneal 2 16,54545 411,7879 626,9
Estimación Uneal O -9,087413 123,4848 5,3





C F C--^-F C^ C F
1 2 O T
161 11 251 1 0 1 328 1
34^  1 + 380 3 42 3 474 3
521 41 509 3 83 5 620 3
71 41 639 1 125 2 765 1
89^ ^ 768 2 166 0 911
107 1 897 2 208 1 ,057 3
m en n+1
Estimación rítmica 1 1,013758 43,78472 52,3
Estimación Logarítmica 2 1,029256 400,511 582,7
Estimación ritmica O













1 2 3 4 5 6
'


















Coef.Carrelaciór^ Demandas 1 95 Servicios 1 95 0,191654
Coe(.Cotrelaciá^ Demaredas 2 95 Servicios 2 95 0,25,442
Cod.Correlación Demandas T 95 Servicios 1 95 0,342248






1 2 3 4 5 6 7 8 9 10 11 12 Í
C+tras
1 2 3 4 5 6 7 8 9 10 11 12
Hemato lo ía Frecuencias
1993,04 324 15 309 T^al m b en n+1
1993,05 331 20 311 Estimación Lineal -0,3572514 235,710993 218,20567
1993,06 173 17 156 Estimación Logarítmica 1,0012584 199,066443 211,71903



































































































































1993,07 200 13 187
neal (M.INT A 1)
Páqina 1 ^ 6
O^ N ^
N M c")
o ^ o o .-
1992,01 21
^




1992,03 27 Media 226,95833 20 212,46809 Clase Frec 1996 MIA1




1992,05 17 Moda 200 18 287 45 0 80 0
1992,06 7 Desviacibn Tipica n,38aso7 7,86539Z98 ^,293584 76 2 107 0
1992,07 29 Coef.Cuad. de Variación 0,11625731 0,154661017 0,10636601 ^ 107 1 135 0
1992,08 23l Varianza 5988,4238 61,8644068 4801,6022 138 2 163
1992,09 25 Curtosis 0,3063682 1,98573932 -0,363723 1tŝ9 3 190 0
1992,10 38 Coe^ de Asimetrfa -0,ss4^n 1,10133682 -0,422187 201 7 218. 2
.
1992,11 46 Mínimo 14 6 44 232 9 245 1
y
1992,12 20 Máwmo 358 46 331 263 7 273 2
1993,01 307 20 287^ 342 40 287 294 4 301 1
1993,02 314 19 295 Número de datos 48 60 47 325 8 I 328




































































0 0 0 0 0 0 0 0
Páçrí.na 2 do 6
Págias 3 de 6
T E J C M.INTA2
1992,01 107
1gg2,p2 86 Total E J C Total Total Clase Frec
1992,03 115 Media 449,95833 133,716667 314,0625 Clase Frec 1996 MlA2
1992,04 162 Mediana 450,5 140,5 313 131 1 374 1
1992,05 156 Moda 360 115 336 176 0 392 0
1992,06 157 Desviación Tipica 82,538439 45,6126252 71,608096 221 0 410 0
1992,07 63 Coef.Cuad. de Variación 0,0121156 0,02192375 0,0139649 266 0 429 0
1992,08 23 Varianza 6812,594 2080,51158 5127,7194 311 0 417 1
1992,09 120 Curtosis 3,478828 1,55130524 6,7858789 356 1 466 0
1992,10 282 Coef de AsimeMa -0,8619638 -0,1174907 -1,589853 400 11 483 1
19®2,11 131 Mínimo 131 ZO 0 445 10 501 1
1992,12 98 Má^timo 625 282 452 490 10 519 3
1993,01 376 85 291 Ra o 494 262 452 535 11 538 4
1993,02 415 119 296 Número de datos 48 60 48 580 3 556 0
1993,03 3tí^0 142 218 625 1 574 1
1993,04 396 114 282 Total m b en n^ 1
1993,05 413 181 252 Estimación Lineal 2,4224924 390,60727 509,3094
1993,06 574 150 424 Estimación Logaritmica 1,0062613 377,80754 512,97825
1993,07 449 113 336
1993,08 3fi9 20 349 Estimacibn ra 01l'96 530,08609 157,574499 365,393
1993,09 131 131 0 Pendiente tramo 32,772091 8,10113141 20,9940^
1993,10 327 117 210
1993,11 428 128 300
1993,12 477 b^J 408 ® Frec
1994,01 481 111 370
1994,02 416 133 283 ^ 2 i
1994,03 490 159 331
1994,04 400 141 259 ^ Q
1994,os a17 140 277
^994.os so9 ^70 339
8
1994,07 379 125 254 g
1994,08 396 59 337
1994,09 5za 115 409 4
1994,1o s1o 163 347
1994 11 a7s 2os 270 2,
1994,12 382 123 259
015 420 116 304 Q199 ,















1995,03 568 206 362 ^ ^ N N e^ ch ^ V^ ^ ^ ^ c^
891996,04 442 153 2
1995,05 413 159 254
t995,06 473 183 290 ^pp M.INT A 2 °°^ Lineat (M.INT A 2^
1995,07 402 142 260
1995,08 370 69 301
1995,09 452 94 358
600 ....... ...... .......... . ...... . . ....... ..................... ...... ........ . . ....... .. ........ ................. .... ........ ............. ....... ......_.. _ ...._...............................-......
. .
1995,10 625 173 452
1995,11 479 180 299
500 ............._.. .. ...... ........... .. ................... .....-............. ... .... ....-.........---... ...-.............. ........... ............ ..... ................ ...... . ......................... ..... ...... ......... .. ........... .
1995,12 360 95 265
1996.01 574 169 405 400
..........._ .......................... ...................... ..._. ............. ........._......_.. .. ..__..... . ........... .... ._.................._.... ._. .......-.. -.... ............... ...-_..... _ . ................_._
1996,02 533 143 390
1996,03 502 178 324 ^
....................................... .................................................... ... .................--....._... .........._....---.............. ...._.............................._.................._.. _...._.._......_..... ...._...... ..---.........................
1996,04 528 146 382
1996.06 532 1^ 363 20iJ ............................... ......................_....................... ..... ...............-_......._-.............._............_. ..........................-----......---........._.......... ........-................. ....._..... .._.
1996,06 506 170 338
1996,07 479 179 300 100 ....................... ..... ................. ............................ ......._......................... .............................-..... ................_....................._......_.._......_.........----......_.... ............. ..........._............_.
1996,08 374 37 337
091996 433 144 289,








^ ó ° ó ó ó ° ó





1996.11 s2s 183 366 ^i ^i ^i ^ ^i ^i ^ ^i ^i ^ ^i ^i ^i ^i ^i ^i ^i ^i ^i ^i
1996,12 s1s 13a 382 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^




























































o s 0 0
o s ^
,
, o,s 0 0
0 4 0 0, 0,4
0 3 ^ 0 0, 0,3
0 2 0 00,2 ,
0 1 0 00,1 ,
0 0 00 0 0 0 0 0 0 0 0
1 2 O T C
',Media 14,16667 133 147,1667
IMediana 12 122 134 0
^
Moda 11 6
Desviación Tí ^ica 8,233339 75,32837 82,05634 12
Coe(.C.Variación o,33ns7 0.32o7as 0,310889 17
Varianza 67,78788 5674,364 6733,242 23
Curtosis -0,019148 -0,780488 -0,647368 29
Coeficiente Asirteelria 0,44235 -0,046209 -0,023834
M(nimo 0 0 0
Má^timo 29 245 274
^ 29 245 274
Numero Datos 12 12 12
Estimación 23,5303 167,1384 190,6667
Pendiente 1,440559 5,251748j 6,692308
F
M.INTERNA A
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 0 8 23 9 11 14 16 11 10 13 29 26
Segundas 0 136 224 150 102 220 108 50 88 84 245 189
ar^
Total 0 144 247 159 113 234 124 61 98 97 274 215
m
Estimación Lineal 1 1,440559 4,80303 23,5
Estimación ^ineal 2 5,251748 98,86364 167,1
Estimación Lineal O






























0 . . , .
1 2 3 4 5 6 7 8 9 10 11 12



























0 ^- --- --- -^ r--^-i--t- ^- --, ^ ^;
^ 1 2 3 4 5 6 7 8 9 10 11 12
L-- - - - -
C F
Página 5 de 6
C _- L_ F
1 2 O T
1 0 1 0 0 0 1
0 49 0 0 0 55 0
5 98 3 0 0 110 3
3 147 3 0 0 164 4
1 196 2 0 219 1
2 245 3 0 0 274 3
Coef.Correlaciá^ Demandas 1 95 Servicios 1 95 -0,43285
Coeí.Correlaciót^ Demandas 2 95 Serv^ros 2 95 0,236239
Coef.CorreFaciórt Oemandas T 96 Servicios 1 95 -0,18137





0 0 0 0 0










































































M. !NT 8 ^
Pdq^a i d^ a
Clase Frec Clase Frec
92/96 96 921'96 1996
Media 39,05 34,0833333 0 1 19 3
Mediana 33,5 36 10 4 22 0
^a 19 19 19 5 Z5 0
Desviación Tipica 22,2195707 11,5637233 29 8 28 2
Coef. Cuad. de Variación 0,32376452 0,11510962 38 16 31 0
Varianza 493,709322 133,719897 48 10 34 0
Curtosis 1,21781617 -1,4918292 57 7 36 1
Coef cie Asimetrfa 0,9641935b -0,1388938 67 3 39 1
Mínimo 0 19 76 0 42 . 1
M^d^ 105 51 86 3 45 2
Rango 105 32 95 1 48 1
Número de datos 60 12 105 2 51 1
m b en n+1
Estimación Lineal -0,2175882 45,6864407 32,41356














































































































M. INT 8 2
p^^.na z as a
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 250,783333 316,416667 9 1 226 1
Mediana 254,5 308,5 53 4 246 2
Moda 130 98 1 266 0
Desviación Típica 104,979432 68,7372578 142 3 285 0
Coef. Cuad. de Variacibn 0,17523106 0,04719171 186 2 305 2
Varianza 11020,6811 4724,81081 230 11 325 3
Curtosis 0,47158055 -0,60706j66 275 12 345 0
Coef de Nsimetría -0,4462934 0,31468596 319 13 365 0
Mínimo 9 226 363 4 385 2
Niáotimo 496 444 407 6 404 1
Rango 487 218 452 2 424 0
Número de datos 60 12 496 1 444 1
m b en n+1
Estimación Lineal 3,73973326 136,7214^ 364,8452






142 186 230 275 319 363 407 452 496
M.INT B 2 °^ Lin^l (M.INT B 2)
^ ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °0
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ r- ^ ^ ^ ^ ^ ^- .- r-  .-      .- ^ ^
M.INTERNA B
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primen3s 9 11 24 14 7 12 11 5 11 13 23 23
S undas 24 58 61 43 43 101 38 32 30 38 68 94
aras o 0 0 0 0 0 0 0 0 0 0 0















1 2 O T C
13,58333 52,5 66.08333
11,5 43 54 5
11 43 !i•!/A 9
8,374072 24,78453 28,93711 13
0,220202 0,222865 0,191746 16
40,62879 614,2727 837,3561 20









Estimación Lineal 1 0,56993 9,878788 17,3
Estimación Lineal 2 1,881119 40,27273 64,7
Estimación Uneal O













C F C __ F
1 2 O T
1 24 1 0 12 33 1
1 39 4 0 0 50 Ĵ
55 2 0 0 67 3
2 70 3 0 0 83 1
0 86 0 0 0 100 2
3 101 2 J 0 117 2
Cod.Correlación Demandas 1 95 Servicios 1 95 -0,2834
Coef.Correlación Demandas 2 95 Servicios 2 95 0,574515
Coef.Correiación Demandas T 95 Servicios 1 95 0,006687
Coef.Correlación Demandas T 95 Servicios 2 95 0,528921
m en n+1
Estimación Logarítmica 1 1,03^07 9,693358 15,5
Estimación Logarítmica 2 1,033674 38,50177 59,2
Estimación Logaritmica O
Estimación l.ogaritmic;a T 1,033598 48,98977 75,3
9 10 11 12 j
i
Primeras
1 2 3 4 65
Otras
1 2 3 4 5 6 7 8 9 10 11 12
7 8 9 10 11 12
J





























































M. !NT C 1
PáQina 1 d,a d
Clase Frec Clase Frec
92/'96 96 92/'96 1996
Media 17,4833333 18,4166667 3 1 10 1
Mediana 17,5 18 6 2 12 0
Moda 15 17 8 2 13 0
Desviación Típica 6,95625963 4,60154783 11 9 15 2
Coef. Cuad. de Variación 0,158.i0808 0,06242892 14 2 17 0
Varianza 48,389648 21,1742424 17 11 19 4
Curtosis -0,3512758 2,31413238 19 8 20 2
Caef de Asimetría 0,07649229 0,63929644 22 13 22 2
Mínimo 3 10 25 4 24 0
Nláudmo 33 29 28 1 26 0
Rango 30 19 30 5 27 0
Número de datos 60 12 33 2 29 1
Total m b en n+1
Estimación Lineal 0,17602112 12,1146893 22,85198







ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °
- - - - - - - - - - - - - - - - - - - -






























































Páqiaa 2 ^a 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 96,25 99,6GG6667 31 1 31 1
Mediana 93 105 41 0 40 0
Moda 114 50 1 50 0
Desviación Típica 24,9620899 30,5028563 60 3 59 1
Coef. Cuad. de Variación 0,06726066 0,09366b82 70 4 68 0
Varianza 623,105ACi2 930,424242 79 5 77 0
Curtasi8 -0,4392122 1,16875662 89 10 87 0
Coef de Asimetría -0,2987296 -1,2093111 98 9 96 3
Minimo 31 31 108 4 105 1
Má^timo 137 133 118 10 114 2
Rango 106 102 127 6 124 1
Número de datas 60 12 137 7 133 3
Total m b en n+1
Estimación Lineal 0,28549597 87,5423729 104,9576
Estimación Logarítmica 1,00198529 87,135077 98,34112





31 41 50 60 70 79 89 98 108 118 127 137
M.INT C 2 °°°°^°°^ Lineal (M.INT C 2)
o ^ o .- r` o ^ ^ o .- ^ o
^ o ^ ó o ^ o o ^ o ^ o ^ o ^ o ^




1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 8 15 25 16 14 22 19 23 22 17 38 32
Segundas 47 117 95 81 77 108 47 60 76 35 180 143
a^
Total 55 132 120 97 91 130 66 83 98 52 218 175
1 2 O T C
.
Medie 20,91667 88,83333 109,75
Mediana 20,5 79 97,5
Moda 22 47 :wa
^Desviación Típica 8,151501 42,68241 49,17524
^




Curtosis 0,704187 0,416247 0,825586
Caef^te Asim^ria 0,714541 0,863678 1,006179
Mlnimo 8 35 52
Má^mo 38 180 218,
^
Rar^o 30 145 166
Numero Datas 12 12 12
Estimación 31,57576 113,0606 144,6364
Pendiente 1,63986 3,727273 5,367133
m en n+1
Estimación Lineal 1 1,63986 10,25758 31,6
Estimación Lineal 2 3,727273 64,60606 113,1
Estimación Lineal O
Estimación Lineal Total 5,367133 74,86364 144,6
Total
Paíqiaa 3 c!^ 4
C F
1 2 O T
8 1 35 1 0 0 52 1
14 1 64 3 0 0 85 3
20 4 93 3 0 0 118 3
26 4 122 0 0 152 3
32 1 151 1 0 0 185 ^
^ J 180 11 Oj J 2181 1
Coef.Correlació^ Demandas 1 95 Servicios 1 95 0,359375
Coef.Carelación Demandas 2 95 Servicios 2 95 0,436628
Coet.Correlación Demandas T 95 Servictios 1 95 0,427481
Coef.Corretación Demandas T 95 Servicios 2 95 0,411864
m en n+1
Estimacián L arítmica 1 1,086969 11,31345 33,5
Estimación Logarítmica 2 1,025595 67,81651 94,2
Estimación Logarítmica O












0 ^-;--F ^ ^ !- -
I
































































I O ^ .
1 2 3 4 5 6 7 8 9 10 11 12


































































Página 1 ds 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 7,58333333 8,75 0 2 0 1
Mediana 7 9 2 0 2 0
Moda 7 11 3 8 3 1
Desviacibn Típica 3,97147314 5,10124762 5 10 5 1
Coef. Cuad. de Variación 0.27427294 0,33988866 7 1 7 0
Varianza 15,7725989 26,0227273 9 15 9 2
Curto^is 0,31109336 0,4710226 10 12 10 2
Coet de Asimetrfa 0,54654112 0,2283541 12 4 12 3
Minimo 0 0 14 3 14 0
Má^timo 19 19 16 3 16 1
Rango 19 19 17 1 17 0
Número de datos 60 12 19 1 19 1
m b en n+1







0 2 3 5
M.INT I 1
7
^^" Lineal (M.INT I 1)
9 10 12 14 16 17 19
ó ° ó ^ ó ° ó ^ ó ° ĉ ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal 0,30808558 45,1033898 63,89661
Estimación Logarítmica 1,00202972 50,652801 57,32185
Ctase Frec Clase Frec
92/96 96 92/96 1996
Media 54,5 60,4166667 0 1 36 1
AAediana 52 60 9 0 41 1
^a 52 52 19 1 47 1
Desviación Típica 21,8837452 17,6607337 28 1 52 2
Coet. Cuad. de Variación 0,16123165 0,08544841 37 12 58 0
Varianza 478,898305 311,901515 46 10 63 2
Curtoais -0,1932746 -0,0684219 56 8 69 1
Coef de Asimetría 0,150583p 0,44951076 65 6 74 2
Mínimo 0 36 74 11 80 1
M^^ 102 96 83 2 85 0
^^ 102 6p 93 4 91 0







































































































































Páqina 2 do 4
9 19 28 37 46 56 65 74 83 93 102
^^°° Lineal (M.INT I 2)
0
^ ^ ^ o ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
DemRnclas
M.INTERNA I
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primerae 1 18 15 5 8 11 8 4 5 7 9 18
S undas 23 78 88 64 31 91 29 28 27 27 79 124
Cdras

















C F ^ F
Página 3 da 4
C F
1 2 O T
1 1 23 1 0 0 24 1
4 1 43 5 0 0 48 5
8 5 63 0 0 0 71 1
11 2 84 3 0 0 95 2
15 0 104 2 0 0 118 2
18 3 124 1 0 0 142 1
Co^.Correlación f3emandas 1 95 Servicios 1 95 0,529175
Coef.Correiació^ f^emandas 2 95 Servicios 2 95 0,626964
Coet.Correlación Demar^das T 95 Servicios 1 95 0,441928
Coaf.Correlación Demardas T 95 Servicias 2 95 0,622534

















Estimacióri Lineal 1 0,199301 7,287879 9,9
Estimació^ Lineal 2 1,56993 48,87879 67,3
Estimació^ Lineal O



















Estimación ritmica 1 1,070404 4,405381 10,7
Estimació^ Logarítmica 2 1,0163 43,21038 53,3
Estimación rítmica O
























































1 2 3 4 5 6 7 8 9 10 11 12






0 0 0 0 0


















































































































Pígina 1 de 4
Clase Frec Clase Frec
92/'96 96 92/96 1996
Media 30,86G6667 31,5 0 3 0 1
Mediarra 32 32,5 5 2 5 0
Moda 32 32 11 1 9 1
Desviación Típica 14,3000138 15,7335773 16 1 14 0
Coef. Cuad. de Variación 0,2146315 0,24947892 21 6 19 0
Varianza 204,490395 247,54545b 26 9 23 0
Curtosis O,ai868062 0,50089021 32 7 28 1
Coef de Asimetría -0,2170067 -0,9394403 37 12 32 3
Mínimo 0 0 42 8 37 2
AAáximo 58 51 47 3 42 1
Rango 58 51 53 3 46 0
Número de datos 60 12 58 5 51 3
m b en n+1












































































Página 2 de 4
Clase Frec Clase Frec
92/'96 96 92/96 1996
Media 316,516667 310,416667 0 2 50 1
Mediana 335,5 334 46 0 82 0
Moda 400 93 1 114 0
Desviación Típica 120,941994 92,8835618 139 1 145 0
Coef. Cuad. de Variación 0,14600276 0,08953393 186 6 177 0
Varianza 14626,9658 8627,35606 232 6 209 0
Curtosis 0,12920169 5,9794699 279 4 241 0
Coef de Asimetría -0,7210961 -2,2236231 325 5 273 2
Mlnimo 0 50 372 11 305 1
Má^timo 511 400 418 12 336 2
Ra 511 350 465 7 368 3
Número de datos 60 12 511 5 400 3
m b en n+1







0 46 93 139 186 232 279 325 372 418 465 511
NEFRO 2 ^ Lineal (NEFRO 2)
ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó




1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 5 30 52 38 38 38 22 22 32 40 30 23
Segundas 152 436 516 326 261 414 259 170 146 68 434 494
Otras




































Estimación Lineal 1 0,06993 30,37879 31,3
Estimación Lineal 2 -2,517483 322,697 290,0
Estimación Lineal O







Páyina 3 de 4
C _ F
5 1 68 1 0 0 108 1
14 0 158 2 0 0 200 3
24 3 247 1 0 0 292 1
33 3 337 3 0 0 384 2
43 4 426 1 0 0 476 3
52 1 j 516 4 0 J
Cod.Correlación Demandas 1 95 Servicios 1 95 0,542816
Coef.Correlación f^emandas 2 95 Servicios 2 95 0,279168
Coef.Correlación Demandas T 95 Servicias 1 95 0,182993
Coef.Correlación Demandas T 95 Servicios 2 95 0,329268
m en n+1
Estimación L rítmica 1 1,042503 20,9424 36,0
Estimación Logarítmica 2 0,975705 309,3738 224,7
Estimación Logarítmica O



















































-^ 1---^-i-II a ^0 r-1 I -r-












^ 0 . ^ f- ^ F ^ ^---F--^--f--+--^i






0 0 0 0 0
Estimación para
Pendiente tramo














































































































































































































Total ^ E ^ J
Media 519,41667 37,15 ^ 136,9
Mediana 519 37,5 109,5




















01l97 588,69004 42,561281 280,06048 249,16777












































700 ^ NEUMOLOGfA 1 -^°^-^°- Lineal (NEUMOIOGÍA 1)
^ ^ o r- ti o .- ^ o ^ g ^ ° ó ^ ó °o ^ o ^ o ^ o ^ o ^ o ^ o 0
^^^^^^^^^^^^^^^^^^^^^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^
NEUMOLOGÍA ^
























































PáQina 3 do 6
T E J ^ NEUMOLOGIA 2
1992,01 101 93
1992,02 98 100 Total E J C Total Total Clase Frec
1992,03 107 118 Media 1204,1667 117,166sfi7 276,86667 710,55556 Clase Frec 1996 H^z
1992,04 77 92 Mediana 122s 11s 217,s s72 866 1 1o1s 1
1992,05 77 126 Moda 1351 0 117 630 916 0 1051 0
1992,06 163 117 Desviación Tí ' 118,28042 50,7059207 142,08406 107,45589 966 0 1084 1
1992,07 102 102 Coe(.Cuad. de Variación 0,0084545 0,01972156 0,0070381 0,0093061 1016 1 1116 0
1992,08 0 155 Varianza 13990,257 2571,0904 20187,88 11546,768 1066 2 1148 0
1992,09 114 186 Curtosis 0,5250435 0,41424407 -1,295711 -0,1527321 1116 3 1180 1
1992,10 112 141 Coef de Asimelria -0,6078806 -0,45923474 0,495909 0,8839011 1167 8 1213 1
1992,11 77 164 Minimo 866 0 92 562 1217 3 1245 2
1992,12 81 117 Má^timo 1417 235 519 958 1267 6 1277 3
1993,01 54 150 Rango 551 235 427 396 1317 6 1309 1
1993,02 118 139 Número de datos 36 60 60 36 1367 4 1342 0
1993,03 84 172 1417 2 1374 2
1993,04 73 159 de 1/94 a 12/96 m b en n+1
1993,05 83 136 Estimación Lineal -0,7287001 1217,s4762 1190,6857
1993,06 119 166 Estimación Logarítmica 0,9993275 1213,22527 1183,3978
1993,07 104 181
1993,08 0 210 Estimación para 01/97 1207,6428 138,560879 536,87746 537,97866
1993,09 141 208 Pendientetramo 1,787222 7,26458819 88,288895 -88,728481
1993,10 134 177
1993,11 155 212
1993,12 109 168 ® F^
1994,01 1107 104 218 785
81994,02 1151 152 202 797
1994 03 1265 165 226 874 7,
1994,04 1270 . 177 218 875
1994,05 1351 176 217 958
g
51994,06 132s 180 190 966
1994,07 1148 142 195 812 4
19®4,08 1136 25 213 898
1994,os 1238 17s 220 842 3
0 21994.1 1243 21s 229 799
1994,11 1288 235 278 775 ^
1994,12 1129 173 336 620
1995,01 1163 127 396 640 ^












1996,03 1417 166 513 738
O







1995,04 1094 101 412 581 ^
1995,05 1135 87 418 630
t995,OS 1351 1s2 51s s73 NEUMOLOGÍA 2 ^°--°^ Lineal (NEUMOLOGÍA 2)
1995,07 1162 76 456 630
1^
1995,08 866 0 198 668 1^
.............. ......... . .... ....... ........ ................... .......... . . . ... ....................................... ........._.... . ................. .................... ...--- ..... ...-.................. .. ...... ........ .. ................... ........... ........ . ... ^
1995,09 1287 128 483 676
1995,10 1016 133 227 656 í Zpp ................................. ........._........................ ..-.........._.. ....-...........--............ ... ............... ....... .
1995,11 1307 156 488 663
1995,12 1026 109 355 562 1000 ................................. ........_............_..._...........-............. ....................................... .-......---.................---
1996,01 1374 168 503 703
1996,02 1206 148 479 579 ^ .........._......----....._ . ............................._-....................... ........._................_........- -..-----.......................... .. . ...----- ...................... .._..........---.... ._. ............_... ................-.. ..................-...... ..
1996,03 1351 166 508 677
1996,04 1275 101 519 655 600
.................................. ........---...... ...._.......--- ....-----. ..._.... .................._.........---....... ......... ....-................... _.........._................_..... ...---... ..........- ..........--.-... ..............---... ......-.........---......._
1996,05 1289 87 518 684
1996,08 1264 162 477 625
^
.... .... ..... ... .... ....... .. ...... ................ ..... . ...... ....... ...... ... ...... ........................_ ................................. . ........ ....... _.. ...... ...-.......................... ...................-....._
1996,07 1235 76 437 722 ^
..... . ....... ..... . . ...... .......... ...... . . . . ..... . . .. .......
1996,08 1019 0 351 668
.. . . ..... . ...... .... . ... .. ................. ..............._ -.... ... _...... ........ ......... .......... ......... .... .................. ..---............ ........-. . ..... .. ...
1996,09 1174 128 375 671 ^
1996,10 1215 133 436 646 ó ^ ó ^ ó ^ ó ^ ó ^ ó ^ ó ^ ó ^ ó Ó ó ^
1996,11 1250 156 473 621 ^i ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^





























































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 72 210 383 217 222 294 191 227 234 188 409 483
S undas 366 858 1012 680 633 806 488 258 441 382 1156 1346
Cdras 52 137 749 119 122 153 95 85 124 122 162 160















1 2 O T C
260,8333 702,1667 173,3333 1136,333
224,5 656,5 123 996,5
122
113,239 341,6135 184,0822 550,2483
0,18848 0,236695 1,12787 0,23448
12823,06 116699,8 33886,24 302773,2
0,259905 -0,64147 11,08459 -0,545757
0,622489 0,570787 3,273925 0,798846
72 258 52 490
483 1346 749 2144
411 1088 697 1654
12 12 12 12
373,197 847,9394 102,4242 1323,561
17,2867^ 22,4265^ -10,90909^ 28,8042
m en n+1
Estimación lineal 1 17,28671 148,4697 373,2
Estimación lineal 2 22,42657 556,3939 847,9
Estimación Lineal O -10,90909 244,2424 102,4
Estimación Lineal Total 28,8042 949,1061 1323,6
Total
en n+1
Estimación Logarítmip 1 1,079837 143,fs608 389,9
Estimación L arítmica 2 1,017026 561,1591 698,9
Estimación Lo^ritmica O 0,999349 135,842 134,7












































Coef.Correlación f^emandas 1 95 Senricios 1 95 0,044869
Coef.Correlación Demandas 2 95 Servicios 2 95 0,376449
Coef.Cotrelación f^emandas T 95 Servicios 1 95 0,278931





















0 ; , : ^ ^ ^
1 2 3 4 5 6 7 8 9
^i 5p=
^ ; ; ; ^ ^ + ^^ -7- i































154 236 319 401 as3
m b en n+1
Estimación Lineal 0,09335927 53,919209 59,61412
Estimación Logaritmica
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 56,7666667 66 0 2 21 1
Mediana 56 66 10 0 29 1
^a 48 ^/q 20 0 37 0
Desviación Típica 23,2323318 26,2020124 30 6 46 0
Coef. Cuad. de Variación 0,16749383 0,15760915 40 7 •`^4 0
Varianza 539.741243 686,545455 50 7 62 3
Curtoais 0,17527745 0,1334.5886 61 12 70 2
Coer de Asimetría -0,1159701 -0,291089 71 11 78 1
Mínimo 0 21 81 6 ^ 2
^^ 111 111 91 4 95 1
Rango 111 90 101 3 103 0









































































































































página 1 ^a 4
0 10 20 30 40 50 61 71 81 91 101 111
NEUROC 1 ^^ Lin^l (NEUROC 1)
^ ^ ^ o ^ ^ ^ o
^ ó ° ó ^ ó ° ó ^ ó ° o o ^ o o ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^. ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal -0,1473465 120,077401 111,0893
Estimación Logarítmica
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 115,583333 115,166667 0 1 35 1
Mediana 123 122 16 0 46 1
Moda 123 aMllA 32 0 58 0
Desviación Típica 37,2773806 40,5817544 48 2 69 0
Coef. Cuad. de Variacibn 0,10401605 0,12416753 64 3 80 0
Varianza 1389,60311 1646,87879 80 5 91 0
Curtosis 0,44766466 0,61211427 95 5 103 0
Coef de Asimetría -0,8017605 -1,1569442 111 7 114 2
Mínimo 0 35 127 13 125 3
N^mo 175 159 143 8 136 1
Rango 175 124 159 12 148 1











































































































































0 16 32 48 64 80 95 111 127 143 159 175
NEUROC 2
Página 2 d^ 4
°°°° Lin^l (NEUROC 2)
r- ti o ^ ^ o .-0 0 ^- o ^ o ^ o ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Neuroci ru ía
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 24 47 15 44 34 107 35 10 15 14 111 75
S undas 57 96 95 92 85 271 84 44 12 5 181 143
Cdras























0,014369 '^ 1.834394 0,964073








Estimación Lineal 1 2,940559 25,136:i6 63,4
Estimación Lineal 2 1,297203 88,65152 105,5
Estimacibn Lineal O
Estlmación Lineai Total 4,237762 113,7879 168,9
Tafal
F C F ^F C ^ F
1 2 O T
10 1 5 1 0 0 19 1
30 4 58 3 0 0 91 3
50 4 111 5 0 0 163 5
71 0 165 1 0 0 234 1
91 1 218 1 0 0 306 1
111 2 271 1 0 378 1
Caef.Correlación Demandas 1 95 Serrricios 1 95 0,237199
Coef.Correlación O^emandas 2 95 Servicios 2 95 0,020136
Coef.Correlación Demandas T 95 Servicios 1 95 0,193353
Coei.Correlación Demandas T 95 Servictios 2 95 -0,01253
m en n+1
Estimación arítmica 1 1,034193 26,50767 41,0
Estimación Logaritmic^ 2 0,938618 98,98447 43,4
Estimación Logaritmica O








































































1993,04 123 50 73 Total m b en n+1
1993,05 188 54 134 Estimación Lineal 0,5567658 143,518644 177,48136
1993,06 193 62 131 Estimación Logarítmica 1,002859 143,190313 170,42991
NEUROLOGIA 1
ao
1992,01 130 49 81
.__
1992,02 163 90 73 Total I E 1 J C Total Total Clase Frec
^
1992,03 117' 54 p Media 160,5 48,55 111,95 Clase Frec 1996 xÉVAi
1992,04 121 44 77 Mediana 164,5 50,5 118 47 1 47 ^ 1
1992,05 35 58 77 Moda 159 I ^ I 77 62 0 61 0
1992,06 142 62 80 Oesviación Típica
+
33,670135 ^ 20^261997 j 30,436054 77^, 0 76
^19H2,07 114 58 56 Coaf.Cuad. de Variactión 0,04400881^ 0,173560188^ 0,07391431 93 0 90 0^
199Z,0B 99 24 75 Varianza 1133,678 ^ 408,099153 j 926,35339 108 2 105
^^
1992,09 199' 94 105 Curtosis 0,716824 ^ 0,32566826 ^ -0,954096 123 6 119 0
^
1992,10 1881 75 91 Coef de AsimeMa -0,7366686 j -0,18348478 ^ -0,147998 138 7 134 0
1992,11 182I 85 n Minimo 47 0 1 47 153 6 148 1
^
1992,12^ 133^ 571 7s^ ^Ntá^mo 21a 170 168 10 163 0
1993,01 ^ 171 I^I ^I I^^ 167 9a 123 184 10 1n 2
19s3,o21 1421 ^1 n Número de da^s so so 60 199 10 192
1993,03^ 159^ 66^ 93 214 8 206 ^2
1993,07^ 149^ 28^ 121
1993,08 135 30 105
19J3,09 155 65 90
1993,10^ 121 55 66









199a,o21 157 s3 1oa
199a,o31 190 s9 131
1994,04^ 187 67 120
1994,05^ 192 66 126
1994,061 199 67 132
1994,07^ 116 0 116













































































^- r^ o ^ r^ o ^ r^ o ^ ^0 0 ^ o ^ o ^ o ^ o ^ o
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^





ó ° ó ^ ó °
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
NEUROLOGÍA 1












































0 6 0^7 0 0
0 5 0,6, 0 0
0 4 ^ 4 0 0, ;
0 3 0 0,
0 2
0 3
0 2 0 0, ,
10 0 00,1 ,
0 0 0
0 ......... ................................................ . o 0 0 0 0 0 0 0
1993,04 294 198 96 Total m b en n+1
1993,05 342 213 129 Estimación Lineal 1,1717144 305,396045 376,87062
1993,06 403 278 125 Estimacibn Logarítmica 1,0020602 305,519909 346,38806
T I E I J NEUROLOGÍA 2










































































































































































1^ O ^ ^ f^ OO ^ O O ^
1992,01 3171 2121 105
1992,02 3421 2641 78 Total E J C I Total Total I Clase I Frec
1992,03 2971 2291 68 Media 341,13333 208,266667 132,86667 Clase F 1996 Ixevn2
1992,04 282 187 95 Mediana 342 211,5 128,5 73 1 73 1
1992,05 237 154 83 Moda 342 229 137 124 1 124 0
1992,06 312 ZZO 92 Desviación Tfoi 94,273937 77,8398762 38,609065 175 0 175 0
1992,07 276 171 105 Coef.Cuad. de Variaciór^ 0,0106074 0,01284689 0,0259007 225 2 225 0
1992,08 250 167 83 Varianza 8887,5751 6059,04633 1490,6599 276 9 276 0
1992,09 295 197 98 Curtosis 1,5487856 1,3392463 -0,648638 327 14 327 3
1992,10 347 262 85 Coef de Asimetría -0,0336029 -0,10030812 0,3380334 378 11 378 3
1992,11 336 237 99 M(nimo 73 0 68 429 16 429 4
1992,12 z29 130 99 Má^mo s32 a32 n7 480 3 480 0
1993,01 240 151 a9 Rango 559 a32 159 s3o 2 s3o 0
1993,02 318 233 85 Número de datos 60 60 60 581 0 581 0
1993.03 370 254 116 632 632
ch ^ ^ u7 V^ ^ CO ^ O O ^ N
r` N ^ N r• N r` N 00 ch 00 ch
^ ^ N N c^ ch ^ ^ ^ v7 C^
139
158 Estimación para 01/96 386,96875 198,587311 188,38144













































































































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 72 140 96 153 182 302 132 227 146 21 321 424
S undas 60 154 361 647 295 590 217 161 112 116 508 560
. Otras






























Estimación lirteal 1 17,15385 73,16667 296,2
Estimación Lineal 2 12,31119 235,0606 395,1
Estimadón Lineal O











C ^_ F C ^ F ^ __F C I F
1 2 O T
21 1 60 1 0 0 132 1
102 2 177 4 0 0 302 3
182 5 295 1 0 0 473
^
263 1 412 2 0 0 643 1
343 2 530
^
0 0 814 1
424 ?1 647 3 0 0
Co^.Corretación Demandas 1 95 Servicios 1 95 -0,19233
Coe^.Correlación Demandas 2 95 Servicios 2 95 0,036674
Coef.Correlación Demandas T 95 Servicios 195 0,055684
Coef.Correlación Demandas T 95 Servicios 2 9S -0,13179
m en n+1
Estimación arítmica 1 1,057295 102,3339 211,1
Estimación Logaritmica 2 1,056718 171,6804 351,7
Estimación L ritmica O
Estimación t.ogaritmica T 1,056717 287,496 589,0
0 -^---;--^--T ^---r + ^-i
















































0 ^ ! !


















0 0 0 0 0
1993,04 144 25 64 55 Total m b en n+1
1993,05 141 27 76 38 Estimación lineal 1,5741873 159,170621 255,19605
1993,06 163 68 62 33 Estimación Logarítmica 1,0081987 157,081224 258,4862
i






















































































































































OBSTETRICIA 1 -^-` Lineai
ó ^ ó ^ ó ^ Ó ^ ó ^ Ó ° Ó
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^








t^ O r- 1^ O
O ^ O ^ O ^
1992,01^ 1551 18 137
1992,02^ 1761 17 159 Total I E I J I C Total Total Clase Frec
1992,03 214 32 182 Media 207,18333 35,5166887 109,2037 73,383333 Clase Frec 1996 OBST1
1992,04 206 20 186 Mediana 212,5 29 107 63 106 207 1
1992,06 211 24 187 Moda 224 18 57 55 128 2 215
^
1992,06 211 11 200 Desviació^n Típica 47,935158 23,8615297 45,818913 37,629817 151^i 5 223
__...
11
1992,07 115 21 3 91 Cosf.Cuad. de Variacibn 0,05353018 0,451369453 0,17604141 0,26294768 173 8 230 1
1992,08 106 18 23 67 Varianza 2297,7794 569,372599 2099,3728 1416,0031 195 9 238^ 2
1992,09 140 35 32 73 Curtosis 0,2569818 1,82506787 -0,904116 4,4911816 218 8 246 1
1992,10^ 1n^ 12 ^ 74 Coef de Asimetria 0,188241 1,52198672 -0,096825 2,1491743 240 13 254 2
1992,111 156 33 57 68 Mínimo 106 9 3 17 283 9 262 2
^^
1992,12 136 12 71 53 Má^timo 352 104 189 Z00 285 3 270 0
1993,01 246 98 81 67 Rar^o 246 95 186 183 307 1 277 1
1990,02 188 37 87 64 Número de datos 60 60 54 60 330 0 285
1993,031 174 38 81 55 352 293 1^
91 731 86
102 s9 55 Estimación para 01/97 265,8892 27,5950418 189,24787 40,538789



































200 ® Frec C Clase 1 Frec C
17 1














^ í^ a^ ^ íñ a^
^- ^ ^ 200 3






















Media 889,16t367 367,933333 240,87037 304,45 Clase
Mediana 845,5 269 230,5 245,5 554
^ 8N/A 246 175 250 629
'pesviación Tf ' 195,99067 196,093532 72,738624 128,35246 703





























































































































































































































































































































Total ^ E ^ J ^ C 1 Total
Total
Estimación Lineai
m b en n+1
-2,8587941 ^ s7s,359887 (_so1,97345
Estimación Logarítmica _ ^ 0,9968063 ^ 958,113615 ^ 788,26722
Estimación para 01/97 772,60136 285,8$7644 347,27812 109,10686





















































Ó ^ Ó ^ Ó ^ ó ^ ó ^ Ó ^ Ó ^ ó ^ ó ^ Ó ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^





























































































1993,04 268 222 47 17% Total m b en n+1
1993,05 281 233 48 17% Estimación Lineal -1,1532926 285,59209 215,24124
1993,06 283 230 53 19% Estimacíón Logarítmica 0,9953893 286,563222 216,16866
1993,07^ 261
Páqi,na 5 cia 8
























































































































































































































ó ° ó ^ ó °ó ^ ó ° ó ^ ó ° ó ^ ó ° ó
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^°°~~^ Lineal (OBSTETRICIA 3^
1992,01 289 228 61 21%
1992,02 237 193
^
44 19% Total Partos Cesareas Ces/Par Total Total Clase Frec
1992,03 278 234 44 16% Media
*






199,5 47 ; 0,1864666 197 2 197 2
1992,05'^^ 289 226 63 22% Moda 256 208 44 208 202 0
1992,06 267 213 54 20% Desviación Tipica 27,870336 25,1479015 7,8288724 0,0285934 219 2 206 0
1992,07 288 244 44 15% Coeí.Cuad. de Variación 0,o1238sn 0,015301315 0,02760891 0,02292919 231 13 211 1
1992,08 283 , 216 49 18% Varianza 776,75665 632,416949 61,291243 0,0008176 242 4 216 1
1992,09 276 227 49 18% Curtosis -0,6035175 -0,37118376 -0,357416 -0,6710626 253 10 221 0
1992,10 320 268 52 16% Coe^ de Asimetria 0,1349828 0,16537576 0,2552437 0,3694322 264 6 225 3
^ 1992,11 268 223 45 17% Minimo 197 147 32 0,1402878 275 7 230 2
199Z,12 298 247 51 17% Máodmo 320 268 64 0,2538071 286 7 235 0
199Ci,01 295 247 16% Rar^ 123 121 32 0,1135193 298 5 240 0
19AC^,02 240 184 56 23% Número de datos 60 60 60 60 309 1 244 1
1993,03^ 278 ^ 239 ^ 39 ^ 14% 320 1 1 I 249 I 2
r` ao rn ^ N ch ^t ^ ^O CO O^ O
^ O ^ ^ ^ ^ ^ ti ^ ^ O N
^ N N N N N N N N N ch e^
Estimación para 01/97 208,15913 166,081179 42,077952 0,200477
Pendiente tramo -14,348909 -12,6379699 -1,710939 0,0039548
OBSTETRICIA 3















































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 92 187 263 175 221 295 179 190 138 152 238 334
Segundas 241 613 823 592 644 739 650 685 415 456 657 770
Otras 177 379 507 293 350 366 152 174 0 384 716 716
















1 2 O T C
206 3333 607 0833
---,













4694,606 2f^939,36 47332,33 160077,9 286
-0,128895 0,976234 -0,18443 -0,426169 334
0,377429 -1,040867^ 0,410182 -0,094768
92 241 0 510
334 823 716 1820
242 582 716 1310
12 12 12 12
249,6515 670,6081 485,1212 1405,379
6,818182 9,772727 20,80839 37,1993
m en n+1
Estimación Lineal 1 6,818182 161,0152 249,7
Estimación Lineal 2 9,772727 543,5606 670,6
Estimación Lineal O 20,60839 217,2121 485,1























C _ F C F C F
1 2 O T
1 241 1 0 1 510 1
1 357 0 143 0 772 1
4 474 2 286 3 1034 2
2 590 0 430 5 1296 4
2 707 6 573 1 1558 1
2 ^ 823 3 716 2 1820 3
Coef.Correlación Demandas 1 95 Servicios 1 95 -0,14563
Coef.Correlación Demarulas 2 95 Servicios 2 96 0,197677
Coef.Corretación Demandas T 95 Servicios 1 96 -0,10081
Coef.CorreFación Demandas T 95 Servicios 2 95 0,255613
m en n+1
Estimación arítmica 1 1,036941 153,6286 246,2
Estimación Logarítmica 2 1,026746 488,8668 689,0
Estimación ritmica O
Estimación Logarkmica T 1,033552 880,7504 1352,6
9 10 11 12














^ -^- F- ^T- ;
1 2 3 4 5 6 7 8 9 10 11 12 ^
Otras
Obstetricia Frecuencias
1993,04 1296 246 201 849 Total m b en n+1
1993,05 1340 281 300 759 Estimación Lineal 13,012976 1099,9209 1893,7124



































































































1993,07 1348 241 307 800
















































































































































































































ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^
^^^^^^^^^^^^^^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
(OFTALMOLOGÍA 1)
ti o ^ g ^ o
o ^ o o ^
^ ^ iíí bí ^í iíí
^ ^ ^ ^ ^ ^
1992,10 1188 131 238 819 Coe^f de Aeimetría 0,4102062 0,20947867 0,276892 0,4370473 1572 10 1825 2
1992,11 1419 267 267 885
.
Minimo 929 107 170 609 1679 4 1881 1
1992,12 929 150 170 609 AAá^timo 2108 338 791 1084 1786 7 1938 1
1993,01 1182 220 202 760 Ran^o 1179 231 621 475 1894 4 1995 1
1993,02 1314 281 223 810 Número de datos 60 ®0 60 60 2001 3 2061 1











260 814 Desviación Tipica
215 802 Coet.Cuad. de Variación ^
270 670 Varianza
2n 789 c^^
Esiimación para 01/97 1973,3872 203,223471 776,16468 993,99909



































































Páqiaa 3 dr 6
011992 2735 452 462 1821,
1992,02 2675 571 379 1725 Total E J C Total Total Clase Frec
1992,03' 2846 602 422 1822 Media 2s83,a1e7 na,alsee7
___
606,96667 1302,0333 Clase Fn3c 1996 ORa2











603 462 1714 Moda 571 850 1361
-
2190 2 2179^ 0






1880 Coef.Cuad. de Variación 0,0035144 0,0041975
-
0,0o59o3a o,oo2n7 2410 7 2376 1
199z,o8 2612 5s3 500 1549 verianza 80963,332 56756.7896 2s^a,sn 129670,2 2520 2 2474
^
1992,09 2814 472 541 1801 Curtasis -0,4314179 -0,02924248 -1,24o4a2 -1,4263252 2ái0 6 2573 °^
1992,10 2531 305 463 1763 Coef Ae Asimetria -0,1988068 -0,15129869^- 0,374998 0,3410392^_ 2740
8 2671 31^




2850 1s 2no 21^




2980 4 2868 2
1993,01 Z^8 534 490 1634 Rar^ 1210 1129 584 1178 3070 6 2967
1993,02 2827 681 460 1686 Númeno de datos 60 60 60 ^ 3180 2 3066 1
3290 2 3164 1
1993,04 2788 645 422 1721 Total m b en n+1
1993,05 2762 626 375 1761 Estimación Lineal -3,7675188 2798,32599 2568,5073
1993,06 3040 818 442 1780 Estimación rítmica 0,9985468 2789,22594 2552,4466
1993,07^ 2887^ 721^ 42s^
1993,08 2385 515 428
1993,09 2997 ^a 464
1993,10 2626 692 473
1993.11 2e2z 689 506
1993,12 2365 626 378
1994,01 2382 536 436
1994,02 'L 2133 474 384
1994,03 3102 1207 548
1994,04 2575 883 424
1994,06 2783 1096 464
1994,06 2710 1076 500
1994,07 2560 1075 516
1984,08 2473 1000 728
1994,09 2785 926 660
1994,10 2518 888 606




1996,01 2524 670 782
1995,02 2776 1077 7571
.^
1995,03 2774 819 867
1996,04 2202 735 646
1995,05 2258 774 560
1995,06 2890 1087 748
1996,07 2248 776 542
1995,08 2128 642 642
1996,09 2356 542 793
1995,10 2796 928 762
1996,11 2837 1020 773
1995,12 2408 839 682
1996,01 2711 775 850
1996,02 2815 1072 832
1996,03 3164 1181 959
1996,04 2866 1036 881
19A6,06 3026 1165 850
1996,06 2921 1160 811
1998,07 2768 941 792
1996,08 2349 8U4 714
1996,09 2652 840 733
1996,10 2080 78 936
,996,,, 2668 ^ s^













































2564,632 ^ 1004,78958 ^ 897,31669 ^ 662,52575
-40,334342 ^ 7s,2250993 ^ 98,59064 ^ -217,15028
ó^ ó° ó^ ó° ó
^^^^^^^^^^^^^^^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^^ ^
^ o ^- g ti o




















































































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 510 1603 1915 1418 1371 1817 1477 1687 1735 1057 2457 2460
Segundas 818 2129 2892 1808 1900 2656 1787 1738 1579 1278 2417 2649
Otras 53 111 637 89 70 85 87 80 97 101 183 169















1 2 O T C





541,1009 609,8031 158,9321 1191,982 1290
0,11105 0,096899 1,171586 0,1015®1 1680
292790,2 371859,8 25259,42 1420820 2070
0,797489 -0,371178 10,28904 -0,018238 2460
-0,272094 -0,203795 3,134218 -0,26916
510 818 53 1381
2460 2892 637
1950 2074 584 4063
12 12 12 12
2198,136 2171,803 108,9242 4476,864
88,36713 31,17483 -ĉ,139861 113,4021
m b en n+1
Estimación Lineal 1 88,36713 1049,364 2198,1
Estimación Lineal 2 31,17483 1766,53 2171,8
Estimación Lineal O -6,13986 186,7424 106,9




0 T ^ { iT^







1 2 3 4 5 6 7 8
F C^ C - I -F
^
C F
1 2 O T
1 818 1 53 1 1381 1
^
0 1233 0 170 9 2194 0









2anl 2 520 0 46311
2 2892 3 637 1 5444
Coet.Correlación Demandas 1 95 Servicios 1 95 0,219034
Coef.Correlación Demar>^s 2 95 Servicios 2 95 0,04118
Coe(.Correlación Demandas 95 Servicias 1 0,326684
Coet.Correlación Demandas 95 Servic:ias 2 -0,02835
m en n+1
Estimación rítmica 1 1,066403 1000,056 2306,8
Estimación Logarftmica 2 1,024776 1594,55 2191,9
Estimación ritmica O 1,018412 100,0701 126,9
Estimación arítmica T 1,041208 2715,599 4590,3
9 10 11 12










II O I ^ ^ ^
-r-r- ^{-'T-iT










































































































Páqina 1 d^ 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 31,2333333 33,5833333 0 1 6 1
Mediana 31 35 5 0 11 0
^a 31 11 4 16 1
Desviación Típica 13,532593 16,9354836 16 6 21 1
Coet. Cuad. de Variación 0,18772641 0,25430073 22 3 26 1
Varianza 183,131073 286,810606 27 7 31 1
Curtosis -0,4141184 -0,9256051 33 13 35 1
Coef de Asimetría -0,0478136 -0,0500502 38 7 40 2
Minimo 0 6 44 8 45 1
M^^ 60 60 49 5 50 1
Rango 60 54 55 3 55 0
Número de datos 60 12 60 3 60 2
m b en n+1







0 5 11 16 22 27 33 38
ONCOLOGÍA 1
10
ó ^ ó ° ó ^ ó ° ó ^ ó ° ó
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
44 49 55 60
°°^^ Lineal (ONCOLOGÍA 1)
ó ° ó ^ ó °
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal 6,46179494 160,581921 554,7514
Estimación Logarítmica
Clase Frec Clase Frec
92/96 96 92N96 1996
AAedia 357,t^666ĉ7 548,416667 0 1 389 1
AAediana 324,5 576,5 63 0 417 0
Moda 292 512 127 4 445 0
Desviación Típica 154,337915 78,3250318 190 2 473 1
Coef. Cuad. de Variación 0,18620371 0,02039764 253 9 501 0
Varianza 23820,1921 6134,81061 316 13 529 2
Curtosis -0,6825137 1,15220686 380 6 566 1
Coet de Asimetría 0,08189871 -0,3936701 443 6 584 3
Mfnimo 0 389 506 5 612 3
f1A^Cimo 696 696 5^ 5 640 0
Rargo ^6 307 633 8 868 0
































































































































Páyiria 2 d^ 4
ONCOLOGÍA 2 °-^°°^ Lineal (ONCOLOGÍA 2)
0 63 127 190 253 316 380 443 506 569 633 696
0 ` '
^ v r o ^ r^ o ^ v ^ o .- v r o ^ v ^ o0 0 0 ^- o o r- o 0 0 ^ o 0 0 ^ o 0 0 .-
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Oncolo ía
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 9 36 44 14 7 1 8 2 16 0 35 34
Segundas 109 399 642 467 438 492 374 458 448 419 724 1049
Otras 192 584 1273 709 919 827 552 847 746 284 1105 1851
















1 2 O T C
17,16667 501,4167 824,0833 1342,667
11,5 452 786,5 1257,5 0
9
15,74705 n7,olos 445,867 672,4876 18
0,841447 O,Za4972 0,292731 o,2so8s 26
__^
247,9687 51533,9 198797,4 452239,5 35
-1,327041 2,so379 1,59953 2,111331 4a
o,s94238 1,056742 0,923553 1,05263
0 109 192 310
44 1049 1851 2934
44 940 1659 2624
12 12 12 12
16,25758 763,803 1181,106 1961,167
-0,13986 40,36713 54,926571 95,15385
m en n+1
Estimación Lineal 1 -0,13986 18,07576 16,3
Eatimación l.ineal 2 40,36713 239,0303 763,8
Estlmación Lineal O 54,92657 467,0606 1181,1







F C F ^F C ^
1 2 O T
1 109 1 192 1 310 1
4 297 0 524 1 835 1
3 485 7 856 6 1360
^
0^_ _ 673 ^ 1187 2 1884 2
2 861 1 1519 1 ^ 2409 1
2 1049 1 1851 1 2934 1
Co^.Correlacibn Demandas 1 95 Servicios 1 95 0,26828
Coet.Correlación Demandas 2 95 Servicios 2 95 0,17884
Coe(.Correiación Demandas T 95 Servicios 1 95 -0,15459
Coef.Correiación Demandas T 95 Servicios 2 95 0,13876
m en n+1
Estimación L rítmica 1
Estimación L arítmica 2 1,098702 243,8698 829,1
Estimación rftmica O 1,07156.9 451,0845 1107,9
Estimación Logaritmica T 1,082188 708,0^226 1976,8
0 ^ ^ I^^T^-TTI ^ ^































1 2 3 4 5 6 7 8 9 10 11 12
Oncolo ía Frecuencias
1993,04 1007 61 233 713 Total m b en n+1
1993,05 1044 64 253 727 Estimación Lineal 2,5629897 1010,59548 1166,9379






















































































































ORL 1 ^°^° Lineal (ORL 1)
^ 1^ O ^ h O .- a I^ O .- r^ O ^ ^ ^ O
O ^ O ^ O O .- O O O ^ O O ^ O
- - - -
- - - - - - - - - -
- - - - - -
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^











1992,01 1058 79 260 719
1992,02 1097
^





781 Media 1088,7687 79,0833333 349,25 660,43333 Clase Frec 1996 ORl.1
1992,04 1105 74 285 746 Mediana 1086 77 283 694 631 1 812 1
1992,05 1087 63 227 797 Moda 1087 74 260 748 707 0 872 1
1992,06 1087 50 246 791 Desviación Típica 171,14246 25,7242823 147,1375 116,9903 784 0 932 0
1992,07 1267 108 281 878 Coef.Cuad. de Variac^lm 0,02470847 0,105807536 0,17749002 0,03246124 880 4 992 1
1992,081 10951 93^ 2431 759lvarianza ^ 29289,741 ^ 661,738701 ^ 21649.445 14158,69 937 8 1052 ^
-^
1992,091 10361 a11 2121 7831curtosis I 0,2363567 I-0.246^9303 1 -0,443001 ^-0,3991999 1013 4 1112 0
1992.101 10781 941 2621 7221Coet de Asimetría ^ 0,1034271 ^ o,37s72443 Lo.9268923 ^-0,567547s 1090'^ 15 1172 2
1992,11^ 948^ 89^ 220^ 8391Mínimo 631 I 30 1 157 349 1166 11 1232
1992,12^ 631^ 30^ 157^ 444^Ma^mo 1472 I 142 I 681 878 1243 6 1292 2
1993,01 ^ 1015^ 63^ 256^ ^6^Rar^go 841 112 I 524 529 1319 5 1352 0
19®3,02^ 1062^ 73^ 280^ 729^Número de datos 60 60 60 60 1396 2 1412 1
1993.031 10671 731 2491 745 1472 4 1472 3
1993,07^ 1057^ 50^ 238^
1993,08 1068 36 280
1993,09 1029 101 242
1993,10 874 105 165
1993,11 931 117 199
1993,12 843 83 202
1994,01 812 42 227
1994,02 882 72 243
1994,03 1190 142 300
1994,04 1148 87 270
1994,05 1124 93 272
1994,06 1338 120 389
1994,07 1186 98 342
1994,08 1279 127 348
1994,09 1241 102 316
1994.10 1011 s1 273
1994,11 1090 ^^ 286
1994,12 s1s s2 203
Estimación Qara 01/97 1200,8104 76,2935037 593,31294 531,20397




























































1993,04 1811 650 281 880 Total m b en n+1
1993,05 1695 626 245 824 Estimactión Lineal -2,78135b9 1603,71469 1434,052
1993,06 1793 743 Z00 850 Estimación Logarftmica 0,9981755 1581,55995 1414,8413
1993,07 1415 445 168 802

















































































































































































































ORL 2 - u^i ^oRL 2^
0
.- ^ o ^ ^ o ^o ^ o ^ o ^ o ^ o ^ ó ° ó ó ° ó ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
011992 1602 495 239,
1992,02 1730 656 221 853 Tolal E J C Total Total Clase Frec
1992,03 2001 847 242 912 Media 1518,8833 645,633333 255,11667 618,13333 Clase Frec 1996 C^RL2
.
1992,04 1656 650 191 815 Mediana 1587,5 650 228 599 950 1 1031 1
1992,05 1722 626 214 882 Moda 1800 650 221 674 1048 1 1106 0
1992,06 1807 743 215 849 Desvieción T^ 258,37708 149,79364 86,174457 173,78951 1146 5 1180 0
1992.07 1445 445 193 807 Coei.Cuad. de Variactión 0,0038703 0,00667585 0,0116044 0,0057541 1244 3 1255 0
1992,08 1090 273 143 674 Varianza 66758,715 22438,1345 7426,037 30202,795 1342 8 1329 1
19®2,09 1796 890 202 904 Curtosis -0,7115406 0,2529ZG44 -0,504055 -1,0577271 1440 3 1404 1
1992,10 1609 590 175 844 Coef de Asimetría -0,3260916 -0,3691566Z 0,6980733 0,10®9374 1538 8 1478 1
1992,11 1644 644 199 801 Minimo 950 273 120 293 1638 8 1563 1
1992,12 1282 496 171 615 Má^mo 2028 972 441 912 1734 10 1627 2
1993,01 1474 57'9 186 709 Rar^go 1078 698 321 619 1832 10 1702 0
19^,02 1704 sss ', 221 827 Ph;mero ae aatos 60 60 60 so 1930 1 1ns
2028 2 18^51
Estimación para 01/97 1435,0571 749,900042 373,61704 311,54002















































































1995 1 Z 3 4 5 6 7 8 9 10 11 12
Primen^s 3^ 1201 1555 1093 1175 1397 1069 1180 1197 719 1699
2001
undas 561 1573 1962 1283 1378 1992 1232 1079 1259 1122 2393
2931
Otras 11 53 28 27 37 62 243 36 44 24 54
66
Total 941 2827 3545 2403 2590 3451 2544 2295 2500 1865 4146 4998
1 2 O T C
^ ^
Media 1221,25 1563,75 57,08333 2842,083
Mediana 1188,5 1330,5 40,5 2567 369
i'Moda 695
Desviación Típica 426,5703 650,2449 60,81486 1067,881 1022
Co^.C.Variación 0,122003 0,17291 1,135013 0,1__. 1348
Varianza 181962,2 422818,4 3698,447 1140327 1675
Curtosls 0,854941 0,513633 9,818013 0,692879 2001
Coeficiente Asimetria
r-
-0,1768 0,780126 3,017467 0,418923




Ra^ 1632 2370 232 4057
Numero Datos 12 12
^
12 12
Estimación 8181602 2149 955 3787976 3829,152, ,
.
,
Pendiente 58,7028 90,18531 I 2,96i53^ 151,8566
m en n+1
Estimación Lineal 1 58,7028 839,6818 1602,8
Estimación Lineal 2 90,18531 977,5455 2150,0
Estimación Lineal O 2,968531 37,78788 76,4
Estimación Lineal Total 151,8566 1855,015 3829,2
F C F C^ F C _ F
1 2 O T
1 561 1 11 1 941 1
0 1035 0 57 8 1752 0
1 1509 6 104 2 2564 5
6 1983 2 150 0 3375 2
2 2457 2 197 0 4187 3
2 2931 1 243 1 4998 1
Coef.Correlación Demandas 1 95 Servicios 1 95 0,185733
Coe(.Correlación Demandas 2 95 Servicios 2 95 0,221597
Coe{.Correlación Demandas T 95 Servicios 1 95 0,131873
Coei.CoRelación Demandas T 95 Servicios 2 95 0,145371
m en n+1
Estimación Logaritmica 1 1,059458 779,6423 1651,9
Estimación Loparitmica 2 1,060288 985,09 2108,6
Estimación L rítmica O 1,08194 25,38273 70,7
Estimación aritmica T 1,060682 1799,638 3870,7
Total






0 ^ +-; + + +
1 2 3 4 5 6 7 8 9 10 11 12
0 T-^ ^ ^--^-;











l 1 2 3 4 5 6 7 8 9 10 11 12
ORL Frecuencias
Paíqina 1 ds 6
T E J C PED/ATRíA 1
1992,01 183 183
1992,02 196 196 Total E J C Total Total Clase Frec
1992,03 194 194 Media 235,31667 235,316667 25,074074 Clase Frec 1996 PED1
1992,04 187 187 Mediana 240 240 26 108 1 158 1
1992,06 241 241 Moda 241 241 30 130 1 174 0
1l^92,06 243 243 Oesviación Típica 59,7f^6067 59,766067 10,647954 152 3 191 0
1992,07 108 108 Coef.Cuad. de Variacibn 0,06450657 0,064506574 0,18033603 174 5 207 1
1992,08 134 134 Varianza 3671,9828 3571,98277 113,37892 196 7 223 1
1992,OH 164 164 Curtosis -0,6725624 -0,67256242 0,9104164 218 6 239 2
199Z,10 156 156 Coef de Asimetria -0,0571861 -0,05718607 -0,9533291 240 7 256 2
1992,11 261 261 Minimo 108 108 0 262 12 272 2
1992,12 130 130 Má^timo 350 350 43 284 6 288 1
1993,01 176 176 Ra 242 242 43 306 3 304 1
1993,02 222 222 Ntímero de datos 60 60 27 328 5 321 0
1993,03 278 278 350 4 337 1
1993,04 213 213 Total m b en n+1
1993,06 277 277 Estimación Lineal 1,0^1581 202,707345 267,92599
1993,06 310 310 Estimación Logaritmica 1,0051872 194,102137 266,1306
1993,07 220 220
199,3,08 131 131 Estimación ra 01/97 277,5482 277,548204 33,932105
1993,09 245 245 Pendiente tramo 14,340081 14,3400807 5,5132971
1993,10 218 218
1993,11 254 254











1994,09 324 324 4
1994,10 261 281 6
1994,11 300 300 22 2
1994,12 193 193 15
1995 01 239 239 30 0,
1995,02 246 246 23 Ó ^ Ñ ^ ^ ^ ^ ^ ^ Ó Ñ ^
1996,03 307 307 34 `- ^ ^ ^
Ci
^ N N N N ch ch M I
1995,04 241 241 29
1995,05 189 189 14
1995,os 281 281 30 ^ pEpiATRíA 1 ^"'°^ Li e l PEDIATRíA 1
1995,07 235 235 0
n (a ^
1996,08 156 156 36
1996,09 206 206 26
300 . ..... ................... ........ .. ....... ........ ................... ...... .......... ............_.... ............. ..... ....._... .... . ................. ........... ....._.............. . .................................. ......... ._.. .... ...
1995,10 319 319 25
1995-',1 272 272 32
250 ......................._................ _.... ............... _ ... ....... ._ ......- -..... ...... .._............... ._.... ......... ..---. ... ----. ..._ ....... .- - -- ..._ .... ......... ..... ..._......... ...........
15. ,.,12 207 207 22
^,^ .. ^,01/ ; 258 258 30 ^









25 15Q ......................_.. ...._ ... ----..... ......._.._.............._..... . _.._.....---......_.......-----..... .---......_ ......... ......_.._......._......---.... ............_........... __....---.......----......._.... ...-----....................
1996,04 283 283 25
1996,06 254 254 24 100 .... ................................ ........................_.........._. ......_. ................._....._...... _......... .................... ..... .................................. ..__......_.......... _......---......................... ...__......_........._
1996,06 220 220 31
1996,07 233 233 0 sp ..... .._ ...................... ..............._........................_.... ..........................._................ ......................... _......__......._......._._.... ...._........---.....----...................---............. ............_.............
1996,08 158 158 33
1996,09 197 197 40 ^
1996,10 337 337 27 ^ ti0 0 o ^ ^ o ^^ o ^ o .- o ^ ^ o ^o ^ o ^ ^ oo ._ ^o ^ ^ oo ^
1996,11 297 297 43 ^i ^ ^i ^i ^ ^ ^i ^i ^i ^i ^i ^i ^i `^i `^i `^i ^i ^i ^i ^i






























0 0 0 0 0 0
® Frec C


























































































Oesvisción Típica _ _l 236,10391 ^ 236,10391
Coe^f.Cuad. de Variación I 0,0042354 ^ 0,00423542
Varianza ^ 55745,056 ^ 56745,0565
Curtosis ^ -0,1229182 ^ -0,12291816





Total I E I J




106,25926 Clase Frec 1996 PED2
118 375' 1 628
_^
1
0 465 2 6%
45,359752 555 2 762 1^
0,022046 645 3 829 1^
2057,5071 736 4 896 0
0,9366214 825 8 963
^
-1,2598892 916 6 1031 0,
0 1006 14 1098 11
158 1096 4 11^ 4
.
158 1186 7 1232 0
27 1276 5 1299 1





1993,04 920 920 Total m b en n+1
1993,05 1001 1001 Estimación Lineal 4,4328425 788,964972 1059,3684


















1994,10 1051 1051 10








1995,03 1283 1283 i 148
1995,04 914 914 117




1995,07 959 959 0
1995,08 484 484 140




1995,11 1238 1238 118
1995,12 762 762 88
1996,01 1115 1115 111,
1996,02 1067 1067 114
1996,03 1155 1155 136
1996,04 908 908 114
1996,05 1119 1119 125
1996,06 1115 1115 151
1996,07 708 708 0
1996,08 628 628 133
1996,091 944 944 144
1996,10 13bó 1366 144
1996,11 1za2 1242 158
1996,12 819 8191 157
Estimación para 01I'97 1089,8972 1089,89719 156,5719
Pendiente tramo 56,275219 56,2752194 31,314922
PEDIATRíA 2
t^ t0 t^ tG
C^ o0i I` t0
O r- N e7
^-^°- Lineal (PEDIATRíA 2)
0
^ ^ ^ o ^ ^ ^ o ^ ^ n o ^ ^ ^ o .- g ^ o
O O r- O O ^ O O .- O O ^ O O ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^






























































































ps^ a a. 6
Pediatría
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 91 205 357 238 251 279 171 178 0 216 397 397
Segundas 448 911 1278 784 797 1242 740 571 0 287 1702 1702
Otras 92 182 386 167 129 222 207 112 0 83 317 317
















1 2 O T `
231,6667 871,8333 184,5 1288
227 790,5 174,5 1183




0,260867 0,368954 0,371686 0,334601
1 14000,61 280439,6 12652,27 -555084,5
0,018809 -0,584101 -0,447801 -0,563371
-0,296092 0,214931 0,323704 0,133782
0 0 0 0
397 1702 386 2416
397 1702 386 2416
12 12 12 12
290,5303 1073,561 199,6818 1563,773
9,055944 31,03497j 2.33^ 42,42657
m en n+1
Estimación Lineal 1 9,055944 172,803 290,5
Estimación Lineal 2 31,03497 670,1061 1073,6
Estimación Lineal O 2,335664 169,3182 199,7
Estimación Lineal Total 42,42657 1012,227 1563,8
Tdal
1 F C F `_^ F C^
1 2 O T
0 1 0 1 0 1 0
7s 0 340 1 77 0 4s3 °J
159 1 681 2 154 4 966 J
823 5 1021 4 232 4 1450 4^
318 ? ,362 2 3os 0 ,933
397 3 1702 2 ^ 3 2416 3
Cosf.Correlación Demandas 1 95 Servicios 1 95 0,329927
Coef.Correlación Demandas 2 95 Servicios 2 95 0,172252
Coef.Correlación l^emandas T 95 Servicios 1 95 0,248901











































0 79 159 238 318 397
Páqiaa 6 d^ 6
199C3,04 355 64 291 Total m b en n+1
1993,05 286 75 211 Estimación Lineal 1,9615171 271,090395 390,74294
199^3,06 294 80 214 Estimac^ón rítmica 1,0096499 232,146244 417,04271
Páqina 1 c!^ 6










































































































































































PSK2UTATRÍA 1 -^°- Lineal (PSIQUTATRÍl11)
•- ^ ^ o ^ ^ r^ o ^ ^0 0 ^ o o ^ o ó ° ó ^ ó ° ó ^ ó °








1992,01 269 54 215




1992,03 331 47 284 IMedia 330,91667 67,2333333 263_ 33 Clase Frec 1996 PSI^1
1992,04 307 57 250 IMediana
T





1992,05 256 8 248 IModa 386 57 211 48 0 215 0
1992,06 364 86 279 Oesviación Tfpica 68,856853 19,248039 59,318014 89 0 233 0
1892,07 7 7 0 ^Coef.Cuad. de Variació^ ^ 0,04329667 0,081960329 0,05060668 131 0 252 0
1992,OB 252 57 195 IVarianza 4741,1285 370,487006 3518,G268 172 0 270 01
_^




213 288 , 0^





-1,6103049 254 3 306
1992,11 277 ^ 212 IMfrrimo 7 7 0 ^ 1z ^ 3z4 ^2^




19AC3,01 293 61 232 Ra
r
453 98 381 378 20 361 2
1993.02^ 261 ^ 73 188 I Phímero de datos 60 60 60 ^ 419^ 11 ^ 379 ^ 4
1993,03^ 346^ 87 259 4601 3 1 397
224
^_
216 Estimación para 01/97 404,80037 76,4135639 328,3868





0 0 0 0 0 0


















































Páqina 3 cbe 6
T E J C PSIQUTATRfA 2
1992,01 864 131 733
1992,02 907 210 697 Total E J C Total Total Clase Frec
1992,03 927 212 715 Media 692,03333 158,3 533,73333 Clase Fn^c 1996 PSIQ2
1992,04 874 178 696 Mediana 670 158,5 522 70 1 486 1
1992,05 797 56 741 Moda 5b9 226 715 155 0 502 0
1992,06 1002 174 828 Oesviación Típica 151,59222 62,369946 117,03742 239 0 518 0
1992,07 70 70 0 Coe(.Cuad. de Variación 0,006b966 0,01603336 0,0085443 324 0 534 1
1992,08 722 76 646 Varianza 22980,20Z 3890,01017 13^7,758 409 0 550 1
1992,09 881 166 715 Curbosis 3,379484 -1,12465791 6,6745019 494 2 566 3
1992,10 767 175 5AZ Coef de Asimetría -0,90Z8898 -0,03481859 -1,06ó5847 578 10 583 0
1992,11 868 202 666 Minimo 70 44 0 663 16 599 1
1992,12 706 18$ 518 M^timo 1002 272 828 748 9 615 1
199CŜ,01 798 246 552 Rango 932 228 828 833 10 631 1
199Ci,02 842 267 575 Número de datos 60 60 60 917 10 647 1
1993,03 907 272 635 1002 2 663 2
1993,04 716 177 539 Total m b en n+1
1993,06 809 233 576 Estimación Lineal -4,9706029 843,636723 540,42994
1993,06 858 231 627 Estimación Logarítmica 0,9947708 780,504912 566,86432
1993,07 797 220 577
1993,08 632 77 556 Estimaciór^ para 01/97 514,92888 102,128144 412,80074
1993,09 868 249 619 Pendierrte tramo -60,137335 -19,0736353 -d1,0637
1993,10 731 198 533
1993,11 781 216 565
1993,12 717 231 486 ® Frec ^
1994,01 6ĉ5 198 467 ^
1994,02 675 226 449 16 I
^1994 03 774 214 560 ^ 4,
1994,04 771 211
^
1994,05 7so 23s saz 12
101994,06 ss2 2s7 625
1994,07 662 182 480 a
199a,o8 583 7s so8
1994,09 823 226 597
6
4199a,1o 7az rzs s1s
1994,11 7os 178 s28 2
1994,12 583 109 474
1995,01 574 83 491 ^

















1995,03 661 135 526 ^ I
041995 531 112 419 ^,
1995,05 529 53 476 (
1995,06 630 139 491 ^ PSKIUTATRÍA 2 ^ Lineal (PSIQUTATRÍA 2) ^
1995,07 5^59 124 435
^
^
1995,08 625 97 528 ^
1995.09 625 153 472 1000 ........_.._ ................... ............................_......................... ........................._........._...... ......................... .........._..................... .... ...... .----.. .._ ..............._............._..... .. _..... ......._.... ,(^
1995,10 656 152 504
1995,11 617 143 474 800 ................. .... .... --- ......_.. _. ........ . ........................_...._......... ... ......... .... ........---.. ..................... ..._................... .........._.........---............. . ................. ....
1995,12 482 98 384
1996,01 635 143 492
1996,02 519 143 376 600 ---.. .---.... _. ..... .......---......._..........._ ..................... .....----......---..................._..... .-----...... ...._.... ...... _........ .. ......... . ... .._._......- -._......---.. _ .. ......... ..
1996,03 486 44 442
1996.04 550 105 445 ^
....................... .. .. ....................................................... ............................................... ......-......._.......... .................................... ..._.........----........ ..........._......_.---........... ...........................
1996,05 584 87 497
1996.06 569 95 464
1996,07 6ó6 164 492 200 .............. ...._ .... .. ....... --.... ...... ....... ....... .. ...... ....... ................ . ............._.........__...._..._..............-- ^ ---......._........ ............... .......... ...... ...----......_.......--
1996,08 566 57 508
1996 09 619 106 514 0,
1996,10 663 130 533 ó ^^ o o ^ ^ o ^r- o o ^ o ^ r^ o ^o ^ o ^ r oo ^ ^o ^ oo r-
1996,11 607 110 497
- - -
^i ^ ^i
- - - - - - -
^ ^i ^ ^ ^ ^i ^
- - - -







1996.12 559 126 433 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
























































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 50 130 273 140 132 154 144 118 123 135 261 332
Segundas 98 333 565 446 491 493 389 321 346 334 732 1103
Otras 18 46 160 123 158 158 107 76 149 134 259 289










Deaviación Tf ica 79,975 252,205 77,8407 400,5341 163
Coef.C.Variación 0,232109 0,286826 0,31099 0,26607 219
Varianza 6396 63607,36 6059,174 160427,5 276
Curtosis 0,459135 3,179495 0,322723 2,151103 332






Máximo 332 1103 289 1724
Rango 282 1005 271 1558
Numero Datos 12 12 12 12
Estimación 238,2273 741,7121 243,0152 1222,955
Pendiente 11,11189 41,66084 15,91259 68,68531
m en n+1
Estimación Lineal 1 11,11189 93,77273 238,2
Estimación Lineal 2 41,66084 200,1212 741,7
Estimación Lineal O 15,91259 36,15152 243,0









1 2 3 4 5 6 7 8 9 10 11 12
1
C F C F C F
2 O T
1 98 1 18 1 166
0 299 0 72 1 478 0
8 500 8 126 3 789 7
0 701 1 181 5 1101 2
2 902 1 235 0 1412 1
1 1103 1 289 2 1724 1
Coef.Correlación Demandas 1 95 Servicios 1 95 0,032426
Coef.Correlación i7emandas 2 95 Servicios 2 95 -0,35954
Coef.Correlación i3^nandas T 95 Servicios 1 95 -0,1908
Coel.Correlación i^emandas T 95 Servicios 2 95 " -0,27241
m en n+1
Estimación arítmica 1 1,07663 92,44119 241,4
Estimacibn Logarítmica 2 1,099992 221,1805 763,5
Estimación Logarítmica O 1,163197 42,72006 304,9
Estimación tmica T 1,103453 359,1003 1291,3
0
1 2 3 4 5 6 7 8 9 10 11 12











Págiaa 6 d^ 6
m b en n+1
Estimación Lineal 0,03881634 16,7327684 19,10056
Estimación logarítmica
Clase Frec Clase Frec
92/'96 96 92/96 1996
Media 17,9166667 18,5833333 0 1 10 1
Mediana 17 17,5 3 0 12 1
Moda 17 17 7 2 14 1
Desviacibn Típica 7,22118274 6,94731254 10 4 16 1
Coef. Cuad. de Variación 0,16244346 0,13976114 13 8 18 4
Varianza 52,1454802 48,2651515 16 8 20 2
Curtosis 0,18527177 1,06875157 20 16 23 0
Caet de Asirtietría 0,23394377 1,22572463 23 8 25 0
Mínimo 0 10 26 5 27 0
Máximo 36 33 29 3 29 0
Rango 36 23 33 3 31 0





















































































































7 10 13 16 20 23 26 29 33 36
Páyiua 1 c!s 4
°'^ Lineal (QUEMADOS 1)
5 ..... _ ...... ......... ..._ ...... ....... ...... ..... _.... ......... . ... .............. ............. ..... . ........ ... ..... . ....... ......... .._... .. ......................-----.............. ........ ..----...... .
0 .
ó ^ ó ° ó $ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °






























































Página 2 de 4
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 60,0166667 81,4166667 14 1 80 1
Mediana 55,5 79,5 23 0 65 2
Moda 49 64 32 3 69 0
Desviación Tipica 21,4456283 15,541489 40 6 74 1
Coef. Cuad. de Variación 0,12768321 0,03643834 49 11 79 1
Varianza 459,914972 241,537879 58 10 83 2
Curtosis -0,5444395 -0,5737612 67 7 88 0
Coef de Asimetrfa 0,27159168 0,358874 76 7 92 2
Mínimo 14 60 85 4 97 1
Má^timo 111 111 93 7 102 1
Rango 97 51 102 3 106 0
Número de datoe 60 12 111 1 111 1
m b en n+1
Estimación Lineal 0,8237566 34,8920904 85,14124






14 23 32 40 49 58 67 76 85 93 102 111
ó ^ ó ° ó ó ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °-r
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Quemados
1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 17 14 19 18 10 17 15 31 6 29 21 16
Sepundas 81 49 89 62 60 75 55 67 60 91 85 86
Otras














1 2 O T C

















Estimación Lineal 1 0,465035 14,56061 20,6
Estimación Lineal 2 1,342657 62,93939 80,4
Estimación Lineal O
Estimación Lineal Total 1,807692 77,5 101,0
Tatal
^F C ^ F C I-F C F
1 2 O T
6 1 49 1
^
0 J ^! 1
11J 1 57 1 01 0 74
16 4 66^ 3 0 0 ss 1
21'^ 4 74^ 1 01^ 97 1
2s ^_s3 2 0 0 109 s
31 91 4 0 0 120 1
Coef.Corrslación Demandas 1 95 Servicios 1 95 1
Coef.Correlación Demandas 2 95 Servicios 2 95 1
Coef.Carelación Demandas T 95 Servicios 1 95 0,749514
Coef.Correlación Demandas T 95 Servicios 2 95 0,947875
m en n+1
Estimación L arítmica 1 1,015174 14,7177 17,9
Estimación Logaritmica 2 1,019876 61,83151 79,9
Estimación Logarítmica O


















































































































































































Clase Frec Clase Frec
92/96 96 92/96 1996
Media 111,45 127,416667 0 2 45 1
Mediana 113 134 18 1 56 0
^a g1 38 0 66 0
Desviación Típica 41,3G54343 35,Z870265 54 3 77 1
Coef. Cuad. de Variación 0,13775743 0,07669687 72 2 87 0
Varianza 1711,09915 1245,17424 90 8 98 0
Curtosis 0,84G:i304 1,91752829 109 13 108 0
Coe( de Asimetrfa -0,492118 -1,5635609 127 10 119 0
Mínimo 0 45 145 10 129 4
^^ 199 161 163 7 140 0
Ra 199 116 181 0 150 3
Número de datos 60 12 199 4 161 3
m b en n+1




0 18 36 54 72 90 109 127 145 163 181
REUMATOLOGÍA 1
ó ^ ó °




ó^i ^ á i^^ ^
PáQina 1 ds 4
199
°-° Lineal (REUMATOLOGIA 1)
° ó ^ ó ° ó ^ ó ° ó ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
m b en n+1
Estimación Lineal 2,12834121 364,90226 494,7311
Estimación Logarítmica
Clase Frec Clase Frec
92/96 96 92/96 1996
Media 429,816667 522,333333 0 2 363 1
Mediana 441 521 59 1 389 0
^a 570 117 0 414 0
Desviación Típica 139,17779 84,5634064 176 0 440 0
Coef. Cuad. de Variación 0,10485119 0,02621015 234 0 465 2
Varianza 19370,4573 7150,9^7 293 3 491 2
Curtosis 2,3148204 -0,5326851 351 6 516 0
Coef de Asimetría -1,1522226 -0,1459345 410 1Z 542 3
Mfnimo 0 363 468 11 567 0
^^ 644 644 527 12 593 0
^^ 644 281 585 6 618 2







































































































































PáQina 2 d^ 4
0 59 117 176 234 293 351 410 4ó8 527 585 644
REUMATOLOGÍA 2 ^ Lin^l (REUMATOLOGÍA 2)
^ ^ o ^ ^ o ^ ^ o ^ ^ o ^ r^ o
o ^ o ^ o ^ o ^ o ^ o .- o ^ o .- o ^ o .-
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^





1996 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 61 122 217 186 0 181 58 65 109 38 297 250
undas 180 439 442 430 0 662 248 263 125 108 805 922
ar^s
































Estimacibn Uneal 1 7,300699 84,54545 179,5
Estimación Uneal 2 27,86014 204,2424 566,4
Estimación Uneal O







































Coe(.Correlación Deman^s 195 Servicios 1 95 0,32547
Coel.Correlación Demandas 2 95 Servicios 2 95 0,41377
Coef.Correlac^ón DemarMas T 95 Servic^os 1 95 0,234665


















1 2 3 4 5 6 7 8 9 10 11 12
Segundas




























































































































































( 1996,12 ^ 497 ^
SAL UD MENTAL 1
Págína 1 cte 4
Ciase Frec Clase Frec
92P96 96 92/'96 1996
Media 316,833333 535,75 76 1 414 1
Mediana 211,5 559,5 132 3 431 0
Moda 168 188 18 449 0
Desviación Tipiq 187,662893 60,0819516 244 12 466 0
Coef. Cuad. de Variación 0,35082868 0,01257661 300 2 483 1
Varianza 35217,3616 3609,84091 356 0 501 3
Curtosis -1,3807299 -0,3561175 412 2 518 0
Coei de Asimetría 0,5166842 -0,6339833 468 2 536 0
Mínimo 76 414 524 6 553 0
Má^mo 692 605 580 8 570 4
Rango 616 191 636 4 588 0
Número de datos 60 12 692 2 605 3
Total m b en n+1
Estimación Lineal 8,78177271 48,9892655 584,6774




n n : n n






















































































páç^ina 2 da 4
Clase Fn3c Clase Frec
92l96 96 92/'96 1996
Media 1639,61667 2634,58333 376 1 1831 1
Mediana 955,5 2709,5 714 13 1967 0
Moda 2774 2774 1052 18 2102 0
Desviación Típica 1131,35963 402,481046 1389 2 2238 1
Coef. Cuad. de Variación 0,47612031 0,02333818 1727 2 2373 1
Varianza 1279974,61 161990,992 206b 1 2509 1
Curtosis -1,0884553 0,39774286 2403 3 2644 1
Coef de Asimetría 0,64565015 -0,4428161 2741 6 2780 3
Mínimo 376 1831 3079 7 2915 1
Má^mo 4092 3322 3416 2 3051 2
Rango 3716 1491 3754 3 3186 0












Total m b en n+1
Estimación Lineal 52,s004168 35,3039648 3243,929





^°°°^ Lineal (SALUD MENTAL 2)SALUD MENTAL 2
ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Salud Mental
1996 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 0 0 0 12 20 21 12 18 0 24 49 49
Segundas 0 0 0 44 146 143 23 91 0 80 189 189
Ohas


































41,4697 1^ 62,5758 204,0455
3,751748 13,40909 17,16084
m en n+1
Estimación Lineai 1 3,751748 -7,30303 41,5
Estimación Lineal 2 13,40909 -11,74242 162,6
Estimación Lineal O
Estimaclón Lineal Total 17,1G084 -19,04545 204,0
Tdal
I F C _F C -^ F C F
1 2 O T
0 4 0 4 0 0 0 4
10 0 38 1 0 0 48 1
20 3 76 1 0 0 95 1
29 3 113 2 0^ J 143 2
39 0 151 2 0 0 190 2
4^ J 189 ^ 0 238
Coef.Correiación Demandas 1 95 Servicios 1 95 -0,08018
Coef.Correlación Oemandas 2 95 Setvicios 2 95 0,495353
Coef.Correiación Demandas T 95 Servicios 1 95 0,017045
Coef.Correlación Demandas T 95 Servicias 2 95 0,493448
m en n+1
Estimación Logarítmica 1 '
Estimación L rítmica 2













































































0 0 0 0 0
?áQína d da 4
J TRAUMATOLOGÍA 1
1000 ^
1992,01 1265 59 266 940







908 IMedia 1651,9833 105,05 659,3 887,633.33 Clase Frec 1996 TRA
1992,04 1122 38 264 820 Mediana 1653 105 649 859 978 1 1593 1
1992,05
_.
1315 131 339 845 50 331 820 1118 0 1646 0
1992,06 1260 65 831 Dasviación Típica 366,42799 54,9640409 275,15766 139,00115 1257 6 1699 0
1992,07 1372 48 478 ^ Coei.Cuad. de Variación 0,0492001 0,273f^T372 0,17417951 0,024522n 1397 15 1751 1
1992,08 1293 47 409 837 Varianza 1342^,47 3019,94661 75711,739 19321,321 1536 4 1804 1
1992,09 1390 54 405 931 Curtosis
.
-1,0590096 -0,85861757 -1,385445 1,5383578 1676 5 1857 1
1992,10 1162 84 300 n8 Coef de Asimetría 0,1807621 -0,01139374 0,2130946 0,7968298 1815 7 1910
1992,11 1201 50 363 788 Minimo 978 0 264 572 1956 s 1963 2
1992,12 978 46 360 572 Má^mo 2513 218 1208 1315 2094 6 2016 0
1993,01 1136 66 370 700 Rango 1535 218 94a 743 n3a 9 2068 0
1993,02 1206 409 747 Número de datos 60 60 60 60 2373 0 2121 1
2513 1 2174 4
1993,04 1291 82 429 780 Total m b en n+1
1993,05 1271 90 348 833 Estimación Lineal 16,350959 1153,2791 2150,6876
1993,06 1368 120 418 830 Estimacibn logaritmica 1,0103334 1177,91482 2205,2697
1993,07^ 1358^ 56^ 492^
1993,08 1125 44 331
1993,09 1457 218 398
1993,10 1306 141 478
1993,11 1396 158 443
1993,12 1462 s8 a1s
1994,01 1352 112 337
1994,02 1as4 156
,s94,o3 ,652 ,7, s3s
1994,04 1781 170 607
1994,05 1779 142 663
1994,06 1976 138 sss
1994,07 1688 81 559
1994,08 1872 81 713
1994,09 2114 175 624
1994,10 1909^ 105 772
1994,11 2198 13s 9ss
1994,12 1664 13 82s
1995,01 2085 0 1018
1995,02 2095 0 1041
1995,03 2513 0 1208
1995,04 1937 161 762
1995,05 1704 q 722
1995,06 2048 147 992
1995,07I 1548 66 803
1995,08 1765 65 956
199S,09 1959 188 805




1995,12 1604 108 750
1996,01 2149 167 1058
1996,02 1912 1371^ 955
1996,03 2174 164 1048
^-
1996,04 2105 132 1034
1996,06 21 t33 155 1041
1996,06 1793 152 850
1996,07 1835 93 904
1996,08 1741 81 889
1996,OA 1863 213 776
1996,10 2135 189 1008
































Estimación para 01/97 2255,0043 151,785195 1161,0494 942,16973










cO a0 ^ ti c^ t0 ^ ^ ^ ^ ch ch
ti ^ ^ O) ch t' ^ ^ O^ ch ^ ^
























Páqina 1 ds 6
® Frec




° ó ^ ó ° ó ^ ó ° ó ^
^^^^^^^^^^^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
r^ o r- ^ ^ o
o ^ o o ^
^ ^ ^ ^ ^ iíí^ ^ ^ ^ ^ ^
TRAUMATOLOGÍA 1


















































JPáqina 3 ds 6
1992,01 4001 605 944 2452
1992,02 3804 605 828 ^371 Total E J C Tolal Total Clase Frec
^ r.^^
1992,03 4506 Ó27 911 I 2968 Media 3600,1667 560,8GG667 1222,3167 1816,9833 Clase Frec 1996 TRA
1992,a1 35121 4561 879^ 2178^Mediana ^ 358os I __ so9 ^ 115os 1798,5 2326 1 2326
-1
1992,051 3a7o1 6a91 s97^ z32a^Moda ^ 3870 ^ so5 ^ 1519 lzsa 2531 0 2462 0
1992,os^ a249^ 736^ 884^ 2629jDesviación Típica _ ^ 501,97472 ^ 21os88578 ^ 3so.71349 ^ 550,2oa17 273s 3 25A8 0
1992,071 36141 4901 n1 ^ 2353^coar.c^. ^ var;a^ia, ^ 0,oo199z1 ^ o.ooa74634 I o,oo262ss ^ o,oo1a175 2940 3 2734 1
1992.081 32551 3451 820^ 2090^Varianza ^ 251978,62 ^ 44389s768 I 144942.7s ^ 3o272as3 3144 3 2870 0^
1992,09^ 4111^ 763^ 813^ 2535^CuRosis ^-0,2308288 ^ 0,8584944 ^ 2,6665488 ^-1,3998323 3349 s 3oos 1
1992,101 4007^ 756^ ^4^ 23581Cosf de Asime^trla ^-0,235^993 ^-1,1473861a ^ 1,3171s81 ^ 0.148625s 3553 12 3141 0
1992,11^ 3775^ 553^ 767^ 2456^Minimo 232s I o I ^ 966 3758 9 3277 3
1992,12^ 3262^ 511^ 713^ 2038^Má^timo 4576 1 856 1 2674 2968 3962 6 3413 1
1993,01^ 3607^ 5so^ ^a^ 231a^Rango 2250 I 856 1 1976 2013 4167 9 3549 2
1993,02^ 3549^ 474^ 83$^ 2239^Número de datos 60 60 60 60 4371 4 3sss z
1993.031 45761 8181 10661 2702 4576 4 382^
1993,04 4107 598 1087 2422 Total m b en n+1
1993,05 4049 628 1023 2398 Estimación Lineal -14,813393 4051,97514 3148,3582












































































































































^ Lineal (TRAUMATOLOGÍA 2)
0
ó ^ ó ° ó ^ ó ° ó ó ó ° ó ^ ó ° ó ^ ó °
- - - - - - - - - - - - -
- - - - - - -
^ ^ ^ Ŝ^  ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^




















































































1995 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 634 1604 2198 1535 1634 1888 1431 1479 1743 1259 2465 2659
Segundas 1009 2528 3004 2632 2401 2903 1999 2189 2536 1899 3758 4411
Otras 0 0 43 0 0 0 0 0 0 0 0 0














1 2 O T
1710,75 2605,75 3,583333 4320,083
1819 2532 0 4149,5
8N/A ^NA 0 8N/A^
546,1896 877,9119 12,41303 1418,604
0,101933 0,113511 12 0,10783




0,014067 0,447111 3,464102 0,260227





2025 3402 43 5427
J 12 12 12
n4s,4o9 3486,136 -3,257576 5729,288
8z,4o9o9 13s,4441 -1,o5244S 21s,8oo7
en n+1
Estimación Lineal 1 82,4090A 1175,091 2246,4
Estimación Lineal 2 135,4441 1725,364 3486,1
Estimadón Lineal O -1,052448 10,42424 -3,3











De®anQas Página 5 ^ 6
m en n+1
Estimación Logaritmica 1 1,056785 1130,056 2317,0
Estimación Logaritmica 2 1,056608 1719,836 3518,6
Estimación L arítmica O
Estimación ítmica T 1,OS6427 2857,628 5833,3
C F
1 2 O T
634 1 1009 1 0 11 1G43 1
1039 0
..
1689 0 9 0 2728 0
1444 2 2370 3 17 0 3814 3
1849 5 3050 6 26 0 4899 5
2254 2 3731 0 34 0 5985I
_^
1
2669 2 4411 J 1 70701 2
Coef.Correlación Demandas 1 95 Servicios 1 95 0,081079
Coet.Correiación Demandas 2 95 Servicios 2 95 0,007297
Coet.Correlación D^nandas T 95 Servicios 1 95 0,037863



































































































Páqina 1 de 4
INGRESOS UCI
Clase Frec Clase Frec
92198 96 92/96 1996
Media 136,533333 137,583333 104 1 116 1
Mediana 135,5 132,5 111 1 121 1
Moda 127 t*N/A 118 4 127 3
Desviación Tipica 16,1607042 18,9518928 124 5 132 1
Coef. Cuad. de Variación 0,01401016 0,01897464 131 16 137 0
Varianza 261,168362 359,174242 138 7 142 2
Curtosis 0,45208475 0,006789^33 145 10 148 1
Coet de Asimetría 0,61861701 0,96805532 152 6 153 1
Mfnimo 104 116 159 5 158 0
Máximo 179 174 165 1 163 0
Rango 75 58 172 1 169 0
Número de datos 60 12 179 3 174 2
Total m b en n+1
Estimación Lineal 0,34448458 126,026554 147,0401







104 111 118 124 131 138 145 152 159 165 172 179
147
Total m b en n+1
Estirnación Lineal 0,00792637 5,64274576 6,126254
Estimación L ritmica 1,00120001 5,62662213 6,053677
Clase Frec Clase Frec
92/'^96 96 92/96 1996
Media 5,8845 6,54416667 4,31 1 4,84 1
Mediana 5,83 6,745 4,62 0 5,10 0
Moda 6,41 8N/A 4,92 4 5,36 1
Oesviación Típica 0,76499568 0,85917993 5,23 9 5,62 0
Coet. Cuad. de Variacibn 0,01690047 0,01723692 5,54 9 5,88 0
Varianza 0,58521839 0,73819015 5,85 7 6,14 1
Curtosis -0,5141789 0,12283832 6,15 10 6,39 1
Coe1 de Asimetría 0,33917684 -0,88fl8289 6,46 8 6,66 1
Minimo 4,31 4,84 6,77 2 6,91 2
Máximo 7,69 7,^ 7,08 5 7,17 3
Rango 3,38 2,85 7,38 3 7,43 1




































































































































EST.MEDIA °^ Lineal (EST.MEDIA)
® 92/96
Páyina 2 de 4
Estimación Lineal 1 -1,311189 149,4394
Estimación lineal 2
Estimación Lineal O
Eadmación Llrreal Total -1,3111^ 149,4394
PáQiaa 3 de 4
U.C.^.
1995 1 2 3 4 5 6 7 8 9 10 11 12




Total 145 125 153 158 163 144 136 131 134 130 147
127
1 2 O T C F C F C F C F
Media 140,9167 140,9167 1 2 O T
^^^ 140 140 125 1 0 0 0 0 125 1
^a 133 3 0 0 0 0 133 3
Desviactión Tí ' 12,2879 12,2879 140 2 0 0 0 0 140 2
Coe(.C.Variación 0,007604 0,007604 148 3 0 0 0 0 148 3
Varian2a 150,9924 150,9924 156 1 0 0 0 0 155 1
Curtosis -0,984776 -0,984776 163 2 0 0 0 0 163 2
Coe(iciente Asimetria 0,401833 0,401833
Mínimo 125 125
Má^mo 163 163
Ra 38 38 Coef.Carelación Darnandas 96 Senricios 1 95 1





Estimación arítmica 1 0,990908 149,0224
Estimación Logarítmica 2
Estlmación Logarítmica O




















































1 2 3 4 5 6 7 8 9 10 11 12
























































































ULM1 Páqina 1 de 4
Clase Frec Clase Frec
92/96 96 92/96 1998
Media 8,533333 3,5 0 4 0 3
Mediana 8 3 2 2 1 0
^a 3 3 3 7 1 0
Desviación Típica 5,432066 2,779797 5 8 2 1
Coei. Cuad. de Variación 0,405222 0,630798 7 4 3 0
Varianza 29,50734 7,727273 9 9 4 3
Curtosis -0,98131 -1,14694 10 3 4 1
Coef de Asimetrfa 0,245843 0,187598 12 8 5 0
Mínimo 0 0 14 2 8 0
^mo 19 8 18 4 7 2
^ 19 8 17 5 7 1
Núrtrero de datos 60 12 19 4 8 1
Total m b en n+1





















ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^^ ^ ^
12 14 16 17 19






























































Clase Frec Clase Frec
92/96 96 92/96 1996
Media 71,33333 80,58333 0 1 0 1
Mediana 73,5 81 12 1 12 0
11Aoda 68 80 23 0 23 0
Desviación Típica 24,217 30,86469 35 2 35 0
Coei. Cuad. de Variación 0,115254 0,146701 47 5 47 0
Varianza 586,4633 952,6288 59 6 59 0
Curtosis 1,10558 4,405866 70 12 70 2
Coef de Asimetrta -0,36255 -1,40994 82 18 82 4
Mínimo 0 0 94 5 94 2
Má^mo 129 129 106 6 106 1
Ra 129 129 117 2 117 1
Número de datos 60 12 129 2 129 1
Total m b en n+1






















1996 1 2 3 4 5 6 7 8 9 10 11 12
Primeras 0 5 10 5 2 11 4 4 6 4 8 10
undas 44 86 108 60 53 132 28 29 47 22 110 151
Otras
Total 44 91 118 65 55 143 32 33 53 26 118 161
1 2 O T C
Media 5,75 72'S 78,25
^Aediana s ^ so^
Moda 4 9N/A 118




Variarve 11,4773 1906,64 2164,2
Curtosis -0, 7348 •1,0267 -1,079
Coeticie^te Asimetria 0,139931 0_58^1 I 0,6072
M(nimo 0 22 26
Máotimo 11 151 161
Rango 11 129 135
Numero Datos 12 12 12
Estimación 8 85 93
PendieMe 0,34615 1,9230i^ 2,26923
m
Estimación Lineal 1 0,34615 3,5 8,0
Estimación Lineat 2 1,92308 60 85,0
Estimación Lineal O
Eatimación Lineal Tatal 2,26^23 63,5 93,0
en n+1
Total
L _F C F C _^ F
.
C^
1 2 O T
o^ 1 22 1 0 0 26 1
2 1 48 4 0 0 53 4
4 3 74 2 0 0 80 2
^I 3 t^ 1 0 0 107 1
9 1 125 2 0 134 2
11 3 151 21 0 J 161 2
Coe(.Correlación Oemandas 1 95 Servicios 1 95 0,0616
Coef.Correlar^ón Dertrandas 2 96 Servicios 2 95 0,4992
Coef.Correlación Demandas T 95 Servicios 1 95 -0,0974
Coef.Correlación Demandas T 95 Servicios 2 95 0,5024
m en n+1
Estimacibn L rítmica 1
Estimación logarítmica 2 1,00021 60,3902 60,6
Estimación Logaritmica O












0 i !---r- ^ + ^^^- + , ^ - ^ , ^


















i + ^-^ T + { -T ^-- -^-1 .






























2 4 6 7 8 9 10 11 12 ^
I




0 0 0 0 0
Total m b en n+1
Estimación Lineal 1,254904 338,6.588 415,2079
Estimación logarítmica 1,003341 339,4427 416,0461
Ctase Frec Clase Frec
92/96 96 92/96 1996
Media 376,9333 401,5 321 1 364 1
Mediana 377 400 332 3 372 0
^a 347 382 344 3 379 0
Desviación Típica 29,59264 24,10017 35b 9 387 3
Caet. Cuad. de Variación 0,006164 0,0036a3 367 8 ^ 1
Varianza 875,7243 580,8182 378 8 402 2
Curtosis -0,48988 -0.43298 390 9 409 1
Coef de Asimetria 0,226364 0,403941 401 7 417 1
Minimo 321 364 413 3 424 0
^^ 447 447 424 5 432 2
Rar^o 126 83 436 2 439 0
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1996,, 2 , 387,
Total m b en n+1
Estimación Lineal 39,69953 10266,06 12687,74
Estimación Logarítmica 1,003473 10286,05 12708,51
Clase Frec Clase Fn3c
92/96 96 9Z^ 1^
Media 11476,9 12252,25 9601,00 1 10927,00 1
Mediana 11394 12197,5 9989,18 4 11194,64 1
^a 11079 >^UA 10377,36 4 11462,27 1
Desviación Típica 1011,115 874,5536 10765,55 8 11729,91 0
Coef. Cuad. de Variación 0,007762 0,006095 11153,73 7 11997,55 1
Varianza 1022353 764844 11541,91 8 12266,18 2
Curtosis -0,53871 -0,39384 11930,09 8 12532,82 1
Coef de Asimetria 0,204023 0,154301 12318,27 7 12800,45 2
Minimo 9601 10927 12706,45 5 13068.09 1
^mo 13871 13871 13094,64 4 1333ó,73 1
^^ a27o 2944 13482,82 2 13t^3,36 0

















































































































Páqina 2 d^ 5











^ ^ o ^
O O ^ O
^ ^ ^ ^ ^
^ ^ ^ ^ ^
MES ^ Lineal (MES)
D
^ ti o .- ^ ^ o •- g r o •- ^ ^ o
O ^ O O ^ O O ^ O O ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
Total m b en n+1
Estimación Lineal 0,64015 1856,559 1895,608
Estimación Logarítmica 1,00033 1851,836 1889,449
Clase Frec Clase Frec
92/96 96 92i96 1996
Media 1876,083 2002,667 1594 1 1827 1
Mediana 1835,5 1989 16b9 0 1871 2
Moda 1770 2080 1723 6 1914 0
Desviación Típica 147,3229 140,1106 1788 14 1958 2
Coe(. Cuad. de Variación 0,006166 0,004896 1853 13 2001 1
Varianza 21704,04 19630,97 1918 5 2045 1
Curtosis -0,19536 0,517562 1982 5 Z088 3
Coeí de AsimeRrfa 0,6609 3i2 0,6ó3363 2047 5 2132 1
Mfnimo 1594 1827 2112 8 2175 0
Nf^timo 2306 2306 2177 2 2219 0
Rango 712 479 2241 0 2282 0
















































































































































^ v ^ o ^ r o ^ ^ o ^ g ó ° ó ^ ó °0 0 0 •- o ^ o ^ o ^ o r- o
- - - - -
- - - - - - - - - -
- - - - -
^^^^^^ ŝ^ ^^^^^^^^^^^^^^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ CA ch 00 ^ 00 N f^ N ti ^ t^
CA ^ N 00 ^ ^-- 00 ^ ^ ^ `^ O
^ ^ ^ ^ 00 O^ O) O ^ ^ N ch
^ ^ r- ^ ^ ^ e- N N N N N
Total m b en n+1
Esiimación Liraral -0,00187 0,^9149 0,585368
Estimaciórt Logarítmica 0,997208 0,696056 0,586915
Clase Frec Clase Frec
92196 96 92/96 1996
Media 0,642258 0,623667 0,534 1 0,582 1
Mediana 0,6315 0,6105 0,560 5 0,599 4
Moda 0,61 0,611 0,586 7 0,616 3
Desviación Típica 0,064782 0,040271 0,612 11 0,633 1
Coef. Cuad. de Variación 0,010174 0,00417 0,638 8 0,650 0
Varianza 0,004197 0,001822 0,664 6 0,687 0
Curtosis 0,387283 0,004771 0,690 7 0,683 2
CoeTdeAsimetrfa 0,734811 1,135004 0,716 9 0,700 0
Minimo 0,5335 0,562 0,742 2 0,717 1
Máximo 0,82 0,706 0,768 1 0,734 0
Ra 0,2865 0,124 0,794 1 0,751 0
































































































































Páqiaa 4 c1o 5
5096 ' - -
^ g ^ o ^ g r^ o ^ ^ r^ o r- r^ o ^ ^ ó 00 0 ^ o o ^ o o ^ o ^ o ^ o
^^^^^^^^^^^^^^^^^^^^
Total m b en n+1
Estimación Lineal -0,00096 0,199743 0,14104
Estimación Logarítmica 0,994629 0,199143 0,143383
Clase Frec Clase Frec
92/96 96 92!'96 1996
Media 0,170392 0,16125 13,75% 1 14,50% 1
Mediana 0,16325 0,163 14,59% 5 14,79% 1
Moda 0,2 0,163 15,43% 11 15,08% 0
Desviación Típica 0,022735 0,009459 16,27% 11 15,37% 1
Coef. Cuad. de Variación 0,017804 0,003441 17,11% 9 15,66% 0
Varianza 0,000517 8,95E-OS 17,95% 4 15,95% 1
Curtosis -0,29085 -0,37477 18,80% 4 16,25% 1
Coef de Asimetría 0,800718 -0,38276 19,64% 4 16,54% 2
Minimo 0,1375 0,145 20,48% 4 16,83% 3
Má^mo 0,23 0,177 21,32% 3 17,12% 1
Rango 0,0925 0,032 22,16% 3 17,41% 0




















































































































ó ^ ó ° ó ^ ó
^ ^ ^ ^ ^ ^ ^
® 92/96
P^íqina 5 d,a 5
Lineal (TASA-ING)
^
° ó ^ ó ° ó ^ ó ° ó ^ ó °
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
\0 ^ ^ ó ó ^ ^ \0 ^0 \°0 ^0 ^
^ ^ v7 t0 f^ CO Ch O O ^ N ch
^ e- ^ ^ ^ ^ ^ N N N N N
1993,04 473 57 272 144 Total m b en n+1
1993,05 414 75 198 141 Estimaciótt Lineal 5,9462073 356,674011 719,39266










1992,03^ 418^ 100 I 186 I
1992,04^ 423^ 88 ^ 195 ^
1992.06^ 4351 86 I 203 I
1992,06^ 448^ 92 ^ 225 ^
1992.07^ 4881 21 I 284 1
1992,os^ 3so1 44 ^ 190 ^
1992,09^ 429^ 61 ^ 211 ^
1992,10^ 383^ 58 ^ 231
19s2,11 ^ s24^ 7a ^ zsa ^ 18s ^Minimo
1992,12^ 337^ 44 ^ 167 ^ 12s ^Má^timo
UROLOGIA 1
94 ICoeF de Asimetrfa
337
81s






































































































































































































































ó ^ ó ° ó ^ ó ° ó ^ ó ° ó ^
^^^^^^^^^^^^^^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^
1





Páyina 1 ds 6
N
ó ° ó ^ ó ^
^ ^ ^ ^ ^ ^
^ ^ ^ ^ ^ ^
1993,01 ^ 4sa^ 8s Í 24s ^ 132 ^Rar^o 478 123 330 231 728 2 770 3
199C3.o2^ a1s^ 72 ^ 198 ^ 148 ^Número de datos 60 !^ 60 60 772 5 793 0
1993 .03 I 445 I 83 1 202 I 160 815 3 81s 1^
152
158 Total E J C
132 ^Media 538,03333 ^ 57,9833333 ^ 288,81667 Í 191,23333
140 ^Mediana 489 57 243 186
146 ^Moda 524 44 202 158
131 ^Desviación Tipica 128,11409 ^ 30,3407159 ^ 102,58779 ^ 52,323105
181 ^Coef.cuad. de variación 0,0566991 0,273807489Í o,1261s73Í o,o748s173
12s ^varianza 16413,219 Í 920,56904 Í 10524,254 ^ 2737,7073










57 Estimación para 01/97 756,84849 16,9435651 460,16401 279,74092



























































T I E I J
1992,01^ 12921 5631 393
1992,02^ 1373^ 629^ 386
«
1992,03 1412 626 407
1992,04 1088 424 314
1992,05 1386 628 384
1992,08 1480 882 4031
1992,07 1263 373 476
1992,08 1260 445 479'
1992,09 1282 435 a1s
1992,10 1416 641 456
1992,11 1443 576 438
1992,12 1079 380 393
1993,01 1312 544 382
1993,02 1371 568 435
1993,03 1587 641 526
1993,04^ 1365^ 578^ 413
1993,05^ 1461^ 620^ 456
1993,06^ 1642^ 740^ 518
1993,07 1620 658 557
1993,08 1426 578 444
1993,09 1603 G50 514
1993,10^ 1384^ 577^ 450
1993,11^ 1494^ 648^ 484
1993,12^ 1157^ 407^ 396
1994,01^ 1326^ 519^ 450
1994,02^ 1209^ 577^ 274
1994,03^ 1597^ 719^ 502
1994,04^ 1543^ 736^ 428
1994,06^ 1639^ 787^ 462
1994,06^ 1762^ 901^ 427
1994,07^ 1215^ 412^ 419
^ 1994,08^ 1221, 420^ 461
1994,09^ 1620^ 741^ 415
1994,10^ 1419^ 620^ 402
1994,11^ 1800^ 710^ 476
1994,12^ 1378^ 585^ 404
1996,01^ 1423^ 149^ 934
1995,02^ 1600^ 161^ 1083
1995,03^ 1930^ 251^ 1278
1995,04^ 1406^ 160^ 946
1995,05^ 1138^ 113^ 714
1995,os^ 1s88^ 230^ 1107
1995,07^ 1150^ 234^ 581
1995.o8I s3ol o^ ss1
1995,09^ 1776^ 258^ 1148
1995,10^ 1673^ 258^ 1068
1995,11^ 1782^ 239^ 1178
1995,12^ 1219^ 153^ 792
1998,01^ 1619^ 232^ 991
1996,02^ 1627^ 257^ 903
1996,03^ 1810^ 292^ 1138
1996,04^ 1641 ^ 281' 1021
1996,05! 1811j 240! 1148
1996,06^ 1836^ 341 ^ 1137
1996,07^ 1490^ z71^ 7971
1996,08^ 1124^ 41 ^ 763
1996,09^ 1457^ 302^ 752
1996,10^ 1749^ 293^ 1093
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370,83333 Clase Frec 1995 UR02
1434,5 429,5 481,5 372 930 1 1124 1
1620 641 393
-_
358 1021 0 1189
^















1385 8 1448 0
-0,0898845 -0,05384535 0,7572759
-
-0,4819845 _ 1475^ 10 1512 2
930 0 232 156ó 4 1sn 0





1748 3 1707 0^
60 60 60 60 1839 7 1771
1930 1 1836
m b en n+1
4,6368436 1320,44294 1603,2904
1,0029628 1320,07906 1581,1557
1639,6564 155,827843 1127,4669 356.36164























UROLOGÍA 2 --^ unea^ ^URO^oGiA z^
r- f^ O r- ^ I^ O r- ^ I^ O ^ g I^ O ^ g 1^ O
O ^ O ^ O O ^ O O ^ O O ^ O O ^
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^











































































































1995 1 2 3 4 5 6 7 8 9 10 11 12
Prime^as 213 613 507 545 546 838 588 583 586 526 1136 1195
undas 531 1205 973 1400 1233 2054 944 876 826 381 2454 2642
aras o 0 458 220 180 3os 143 139 165 69 a65 551

























274,7754 726,0229 183,5451 1133,807
0,17527 0,315163 0,66b951 0,271869







213 381 0 744
1195 2642 551 4388
982 2261 551 3644
12 12 12 12
1013,333 1867,5 383,0758 32ó3,909
54,92308 88,346151 24,33217 167,6014
m
Estimación Lineal 1 54,92308 299,3333 1013,3
Estimación Lineal 2 88,34615 719 1867,5
Estimación Lineal O 24,33217 66,75758 383,1












C F C F C F
1 2 O T
213 1 381 1 0 2 744 1
409 0 833 2 110 1 1473 1
ĉ06 7 1285 J 220 5 2202 7
802 1 1738 1 331 1 2930 0
999 1 2190 1 I
r
441 0 3659 1
11951 2J 2842 2 561 3 4388 2
en n+1
Coet.Correiación Demandas 1 95 Servicios 1 95 0,187577
Coef.CorreiaciGn Demandas 2 95 Servicios 2 95 0,035377
Coef.Correiación Demandas T 95 Servicios 1 95 0,165809
Coef.Correiación Demandas T 95 Servicios 2 95 0,072675
m en n+1
Estimación L ritmic^ 1 1,091291 342,4379 1066,1
Estimación Logarítmica 2 1,046675 829,4944 1500,9
Estimación ritmica O
Estimación rítmica T 1,0690d7 1248.024 2972,9
.





































1992 1993 1994 1995 1996
I - CARDIOLOGIATI ------ HPTRENDI ^
200
1992 1993 1994 1995







1992 1993 1994 1995 1996

















( - CIRGENERALAI ------ HPTRENDI I
- CIRCARDIACAI ------ HPTRENDI i
.......... ..























1992 1993 1994 1995 1996








1993 1994 1995 1996
- CIRGENERALT2 ----- HPTRENDI
1992 1993 1994 1995 1996
' - CIRGENERAL61 -----^ HPTRENDI












, - CPINFANTILI - ----- HPTRENDI
,
1992 1993 1994 1995 1996














- CPINFANTIL2 ------ HPTRENDI
- CPLASTICA2 ------ HPTRENDI
^ - CVASCULARI ------ HPTRENDI `
1992
- CVASCULAR2 ------ HPTRENDI
1993 1994 1995 1996










1992 1993 1994 1995 1996
Í









'992 1993 1994 1995 1996
600^
400 ^,-,.,^
1992 1993 1994 1995 1996
^- DIGESTIVOT2 ------ HPTRENDI +
1392 1993 1994 1995 1996
^ -- DERMATOLOGIAI -----^ HPTRENDI












1992 1993 1994 1995 1996
- GINECOLOGIATI -----^ HPTRENDI ,
^ ^^
----=^
^ ;^ ; i ;




---.._: --_^}- r--------------- ; ^ ,^ I^
'^, , n 11 L.
I
1992 1993 1994 1995 1996








1992 1993 1994 1995 1996^
^ - GINECOLOGIAT2 ------ HPTRENDI ^
400 19961992 1993 1994 1995














- MEDINTERNAAI ------ HPTRENDI ^
1992 1993 1994 ^' ^ 1995 1996
^ - HEMATOLOGIAI ------ HPTRENDI ;
1994 1995 1996







1992 1993 1994 1995 1996











0 ^.T^^^,^^^ rr,, , ,
1992 1993 1994




^--r, ^. . , , ,
1995 1996
- MEDINTERNAC2 ------ HPTRENDI
500
300 ;









1993 1994 1995 1996 ^









1992 1993 1994 1595 1996






1992 1993 1994 1995 1996
- NEFROLOGIA2 ------ HPTRENDI
120
1992 1993 1994 1995 1996






1992 1993 1994 1995 1996









1992 1993 1994 1995 1996





1992 1993 1994 1995 91 96








800 ,,. ,,..,, ,,,,.,












1992 1993 1994^ 1995 1996







1992 1993 1994 1995 1996








1992 1993 1994 1995 1996
! - NEUROLOGIATI -----^ HPTRENDI j










1992 1993 1994 1996
..
1995
( - OBSTETRICIATP ----- OBSTETRICIATC









1992 1993 1994 1995 1996







1992 1993 1994 1995 1996
^- OBSTETRICIAPART ------ HPTRENDI ^






1992 1993 1994 1995 1996
^ - ONCOLOGIA2 ------ HPTRENDI
- OFTALMOLOGIAT2 -----^ HPTRENDI ^
- ORLT1 ------ HPTRENDI











- PEDIATRIA2 ------ HPTRENDI ^
400







- PSIQUTATRIATI ------ HPTRENDI
1992 1993 1994 1995 1996








1992 1993 1994 1995 1996
- GIUEMADOS2 ------ HPTRENDI
1





















^ - QUEMADOSI ------ HPTRENDI







1992 1993 1994 1995
^,..,,
1996
- TRAUMATOLOGIATI ------ HPTRENDI




140 ^ ^ ^ - - - - ---- - --- -----^-----1^--- --- 10 -
120








1993 1994 1995 1996
- UCIINGRESOS ------ HPTRENDI
f ^ U^ ^; _ . , ^^^ ^I 1
-t- -r __ _ _ ^, ^ ^^, ^ ^ -- - _^-_-^ .-_- ^ íl ^




1992 1993 1994 1995 1996
- ULM1 ------ HPTRENDI
2000 4^
1992 1993 1994 1995 1996
1992 1993 1994 1995 1996
I - TRAUMATOLOGIAT2 -----^ HPTRENDI









1992 1993 1994 1995 1996
i - URGENCIASMES -----^ HPTRENDI
















1993 1994 1995 1996
- UROLOGIATI ------ HPTRENDI
1992 1993 1994 1995 1996












I i n ii^u^ miui^ i i i
