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Kurzfassung
Der Erfolg von Informationssystemen für Interessengemeinschaften (Communities) hängt
von der sorgfältigen Auswahl der Werkzeuge zur Unterstützung von Kommunikation und
Kollaboration mit Medien ab. Insbesondere in den Kulturwissenschaften ist es erforderlich,
die hypermediale Wissensorganisation und -vermittlung mit einer flexibel anpassbaren
Community-Plattform zu unterstützen. Dazu muss die Arbeitsweise der Community reflek-
tiert und durch geeignete Konstellationen von Zeichnungen, Photos, Video, Text etc. mit
dem Informationssystem unterstützt werden.
Die Informationssystemarchitektur ATLAS (Architektur für Transkriptions-, Lokalisierungs-,
and Adressierungs-Systeme) basiert auf der informatischen Formalisierung einer Integration
aus einer operativen Medientheorie und einer wirtschaftsinformatischen Theorie des Wis-
sensmanagements. Der im Rahmen der Arbeit entwickelte Lightweight Application Server
(LAS) bietet eine Infrastruktur zur Unterstützung dieser Formalisierung. LAS bietet dedizier-
te Multimediadienste, die das medienzentrierte Arbeiten in Communities auf Grundlage
des MPEG-7-Standards (Multimedia Content Description Interface) ermöglichen. Neben
einer weitgehenden Multimedia-Unterstützung bietet der LAS Erweiterbarkeit zur Laufzeit
und rollenbasierte Sicherheitskonzepte. Die entwickelten Modelle und der LAS wurden in
unterschiedlichen Anwendungssystemen für Communities in der kulturwissenschaftlichen
Forschung und Lehre validiert.
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Abstract
The success of community information systems depends on a careful design of the digital
media, and on the related tools for communication and collaboration. Particularly for the
cultural sciences the community engine should be capable of supporting the discursive pro-
cesses of hypermedia knowledge management and sharing. Information systems therefore
need to reflect the underlying community processes through well adapted media sets of
drawings, animations, pictures, digital video, text etc.
The information system architecture ATLAS (Architecture for Transcription, Localization,
and Addressing Systems) is based on a formalization of an operational media-theory and
knowledge management theory for information systems. My work introduces the Light-
weight Application Server (LAS), which is an infrastructure to support this formalization.
LAS offers dedicated multimedia services for media centric work in communities on the basis
of the multimedia content description interface MPEG-7. Besides its advanced multimedia
support LAS offers extending and reloading of services at runtime, as well a role-based secu-
rity concept. The introduced theory and the LAS have been evaluated in different information
systems for cultural science communities in research and education.
v
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Die Situation ist aussichtslos, aber
nicht kritisch.
Stefan Effenberg
Kapitel 1
Einleitung und Überblick
Die fortschreitende Informatisierung und Vernetzung der Gesellschaft hat inzwischen nahe-
zu alle Bereiche des täglichen Lebens erfasst. So zeichnet sich in zahlreichen beruflichen,
wissenschaftlichen, kommerziellen oder gar Freizeitbeschäftigungen ein Trend zur Digitali-
sierung und Web-basierten Kollaboration ab. Beispiele dafür sind:
• CiteSeer, eine digitale Bibliothek für wissenschaftliche Artikel
• eBay, einer der größten sowie leistungs- und besucherstärksten Online-Marktplätze
• MySpace, eine Web-Gemeinschaft zum Austausch von Photos, Artikeln und Interes-
sen unter Gleichgesinnten
• YouTube, eine Plattform für den Austausch von Amateurvideos aller Art
• XING, ein Webportal zur Pflege von Geschäftskontakten.
Diese und andere Aktivitäten haben dazu geführt, dass es zu einem Wandel der vorherr-
schenden Arbeitsweisen gekommen ist. In ähnlicher Weise zeichnet sich ebenfalls in fast
allen wissenschaftlichen Disziplinen eine medieninformatische Revolution ab, die einen
Umbruch bei der Wissensvermittlung mit sich bringt – weg von der Papier-basierten Do-
kumentenerstellung Einzelner hin zur kollaborativen Erstellung hypermedialer Inhalte im
Internet.
Die erfolgreiche Umstellung der wissenschaftlichen Arbeitspraxen vom Papier-basierten,
individuellen Arbeiten hin zu hypermedial vernetzten, kollaborativen Interessengemeinschaf-
ten (Communities) im Allgemeinen und Praxisgemeinschaften (Communities of Practice
[Weng98]) im Speziellen, ist jedoch keineswegs trivial und erfordert einen der Anwendungs-
domäne angepassten Gestaltungsprozess. Daher ist es für jede Gemeinschaft erforderlich,
ihre spezifische Anforderungen an die Funktionalitäten zur Kooperationsunterstützung
bereits beim Entwurf multimedial vernetzter Informationssysteme zu berücksichtigen. Ins-
besondere gilt es, Vorgänge wie etwa sozial akzeptierte „Teilnahme am Rande“ (legitimate
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peripheral participation), Gruppenwissen und situiertes Lernen (vgl. auch [LaWe91]) im
Entwicklungsprozess des Informationssystems zu berücksichtigen. Für die dabei stattfinden-
den Erkenntnisprozesse bedeutet dies zudem, dass Lernen nicht ein simpler Wissenstransfer
von einer Person auf eine andere ist, sondern vielmehr eine Kombination aus interner
Wahrnehmung mit dem situationsbezogenem Kontext eines Nutzers erfordert. Für die In-
formationssystementwicklung bedeutet dies, ebenfalls die sozialen Lernprozesse und den
dabei vorliegenden Bearbeitungskontext zu berücksichtigen. Weiterhin stellt die mediale
Ausgestaltung des Informationssystems einen gleichermaßen zentralen wie kritischen Faktor
für den späteren Erfolg des realisierten Informationssystems dar. Wie empirische Studien
gezeigt haben [DaLe86, GrKl00], existieren erhebliche Unterschiede im Wahrnehmungs-
prozess in Abhängigkeit von dem der Kommunikation zugrunde liegenden Medium. Andere
Studien belegen zudem, dass nicht ein einzelnes Medium für die elektronische vermittelte
Kommunikation in Communities optimal einsetzbar ist, sondern dass vielmehr ein möglichst
frei konfigurierbarer Medienmix besser geeignet ist [Nohr02, Schw01]. Aus diesem Grund
wird der Rolle der Medien im Erkenntnisprozess eine ebenso zentrale Stellung zuteil wie
dem Kontext der Medienwahrnehmung.
Eine zentrale Fragestellung im Informationssystementwicklungsprozess aus informatischer
Sicht ist: Wie lassen sich Communities aus unterschiedlichen Anwendungsdomänen effi-
zient und effektiv unterstützen? Beziehungsweise vom sozio-technischem Standpunkt her
gesehen: Wie können (real stattfindende) soziale Lernprozesse in Communities mittels sich
schnell ändernder Multimediatechnologien in Informationssystemen abgebildet werden?
In der vorliegenden Arbeit wird eine reflektive Informationssystemarchitektur vorgestellt, die
eine partizipative Entwicklung hypermedialer Community-Informationssysteme zusammen
mit den späteren Anwendern ermöglicht. Am Beispiel kultur- und geisteswissenschaftlicher
Communities wird exemplarisch dargelegt, wie domänenspezifische Mechanismen des
Lernprozesses effizient durch die hier entwickelte reflektive Informationssystemarchitektur
unterstützt werden können. Im Folgenden wird daher zunächst die Problemstellung einer
Unterstützung kultur- und geisteswissenschaftlichen Arbeitens durch informatische Metho-
den verdeutlicht. Anschließend wird das Umfeld der Arbeit vorgestellt und abschließend
die Struktur vorgestellt.
1.1 Problemstellung
Die Gestaltung von Community-Informationssystemen in den Wirtschafts-, Ingenieur- oder
aber Kultur- und Geisteswissenschaften setzt ein hohes Maß an Domänenwissen voraus.
In einer vergleichenden Studie wurden im Rahmen des SFB/FK 427 „Medien und kul-
turelle Kommunikation“ (vgl. www.fk-427.de) die Auswirkungen multimedial vernetzter
Informationssysteme auf die Kooperation undWissensorganisation in ingenieur- bzw. kultur-
wissenschaftlichen Projekten betrachtet. Dazu wurden die verwendeten Informationssysteme
anhand struktureller und statistischer Eigenschaften untersucht sowie eine empirische Nut-
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zerbefragung zu Art und Intensität der Benutzung des Internet als Informationsquelle in
kultur- und geisteswissenschaftlichen Arbeitspraktiken durchgeführt [Hess03]. Dabei hat
sich speziell für die Kultur- und Geisteswissenschaften eine besondere Notwendigkeit
gezeigt, die kollaborativen Prozesse der Wissensorganisation und -vermittlung in Com-
munities möglichst detailgetreu im Informationssystem wiederzugeben [KSJa05b]. Eine
wesentliche Erkenntnis dieser Studie war, dass kultur- und geisteswissenschaftliche Ar-
beitspraktiken sich vor allem durch ihren stark diskursorientierten Charakter auszeichnen,
wohingegen ein eher strukturierter Projektbegriff eher unzutreffend ist. Demnach gilt es für
die Informationssystementwicklung den Diskurs (im Allgemeinen) auf eher grobgranularer
Ebene zu unterstützen. Konkret bedeutet dies, den Diskurscharakter in den Kultur- und
Geisteswissenschaften als kontinuierliches Wechselspiel zwischen Material und Theorie
mit informatischen Methoden zu unterstützen (vgl. Abbildung 1.1). Daraus resultiert die
Frage: Wie lassen sich Informationssysteme entwickeln, die der diskursorientierten Natur
des Arbeitens in kultur- und geisteswissenschaftlichen Communities gerecht werden und
gleichzeitig Möglichkeiten zur genaueren Messung bis hin zur Simulation der durch digitale
Medien unterstützten Prozesse in solchen Communities bieten?
 Material 
Theorie 
Material 
Theorie 
… 
… 
Abbildung 1.1: Diskurscharakter in den Kultur- und Geisteswissenschaften: Kontinuierliches Wechselspiel
zwischen Material und Theorie
Für die Informationssystementwicklung birgt dies eine Reihe von Problemen, die mit der
Anforderungsspezifikation durch die zu unterstützende Community beginnt. So ist es für
nicht-informatische, aber insbesondere für nicht-technische, Praxisgemeinschaften zumeist
nicht oder nur schwer möglich, eine präzise Spezifikation des zu entwickelnden Informa-
tionssystems zu formulieren. In Konsequenz führt dies oftmals zu sich stark ändernden
Anforderungen im Entwicklungsprozess. Daher bedarf die Ausgestaltung des Informations-
systems zahlreicher Iterationsschritte und eines hohen Maßes an Flexibilität. Dies macht
den Entwicklungsprozess sehr komplex, wobei zudem der Zugriff auf die im System ge-
speicherten Inhalte anhand deren Metadaten zu jedem Zeitpunkt sicher gestellt sein muss.
Weiterhin gilt es, das Verhältnis der Medien in einem hypermedialen Zusammenhang zu
betrachten und dies als Teil des Diskurses zu berücksichtigen.
Um dennoch für alle Beteiligten (Systementwickler und Anwendercommunities) einen
effizienten und erfolgreichen Entwicklungsprozess zu gewährleisten, bedarf es einer par-
tizipativen, reflexiven Softwareentwicklungsmethodik. Von zentraler Bedeutung ist dabei
die adäquate Prozessierung der dem Community-Diskurs zugrunde liegenden medialen
Artefakte samt zugehörigen Metadaten. Aus informatischer Sicht ergeben sich aus den
zuvor genannten Anforderungen bei der Entwicklung kollaborativer Informationssysteme
für kultur- und geisteswissenschaftliche Communities (mindestens) drei Aspekte, die es zu
berücksichtigen und integrieren gilt:
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• Metadatenmanagementstrategien für Multimedia-Archive
• Unterstützung hypermedialer Mediendiskurse in der Community
• individuell anpassbare Kategorisierungen für multimediale Referenzkollektionen.
Aufgrund der zuvor genannten Punkte zeigt sich die unbedingte Notwendigkeit einer
medienadäquaten Verarbeitung multimedialer Inhalte innerhalb des Informationssystems.
Aus Gründen der Interoperabilität und Skalierbarkeit von Informationssystemen ist daher ein
Rückgriff auf standardkonforme Verarbeitung der Inhalte unabdingbar. Für die Speicherung,
Prozessierung und Darstellung der multimedialen Inhalte ist die Wahl eines geeigneten und
flexiblen Standards ebenso entscheidend wie die Ausgestaltung des Informationssystems an
sich.
Im folgenden Abschnitt wird das Umfeld der Arbeit beschrieben. Die dort genannten
Communities stellen einen Großteil der Anwender dar, die am Entwicklungsprozess der für
sie gestalteten Informationssysteme mitgewirkt haben.
1.2 Umfeld der Arbeit und Hauptergebnisse
Diese Arbeit ist als Ergebnis interdisziplinärer Kooperationen und Projektarbeit im Rah-
men des kulturwissenschaftlichen Forschungskollegs SFB/FK 427 „Medien und kulturelle
Kommunikation“ entstanden. Das kulturwissenschaftliche Forschungskolleg ist ein von
der Deutschen Forschungsgemeinschaft seit 1999 geförderter Sonderforschungsbereich mit
Sitz in Köln. In seiner Konzeption ist das Forschungskolleg eine heterogene, interdiszipli-
näre und auf die RWTH Aachen, die Ruhr Universität Bochum, die Universität Bonn, die
Kunsthochschule für Medien sowie die Universität Köln verteilte kulturwissenschaftliche
Community. Die Arbeit ist auch ein Beitrag zum Teilprojekt „Auswirkungen multimedial
vernetzter Informationssysteme auf Kooperation und Wissensorganisation in kulturwissen-
schaftlichen Communities“ (2002-2004) sowie ab 2005 „Handlungsfähigkeit in digitalen
sozialen Netzwerken durch Sichtbarmachung von multidimensionalen Störungsmustern“.
Die zentrale Forschungsfrage dieser Arbeit beschäftigt mit der systematischen Unterstützung
bei der (Selbst)-Gestaltung von bedarfsgerechten Informationssystemen für operative Com-
munities in den Kultur- und Geisteswissenschaften. Grundlage dessen sind die empirisch-
qualitativen und quantitativen Forschungsergebnisse der ersten Projektphase (1999-2001),
in der die sozio-technische (Selbst)-Beobachtungsumgebung MAVIS entstand und durch
die Rückschlüsse auf die Struktur kulturwissenschaftlicher Communities getroffen werden
konnten. In interdisziplinären Kooperationen inner- und außerhalb des Kollegs sind im
Verlauf dieser Arbeit Informationssysteme entstanden, die ein breites Spektrum kultur- und
geisteswissenschaftlicher Arbeitsfelder abdecken. Die in so unterschiedlichen Domänen
wie Film- und Medienwissenschaften, Sprach- und Kommunikationswissenschaften, Nar-
ratologie bis hin zur Stadtbaugeschichte entstandenen Anwendungen demonstrieren die
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Flexibilität der zugrunde liegenden Informationssystemarchitektur. Auf diese Weise lässt
sich belegen, dass Konzeption und in der Systemarchitektur enthaltene Basisdienste eine
flexible und medienadäquate Diskursorganisation von Communities unterschiedlichster Art
individuell und effizient unterstützen.
Der folgende Abschnitt gibt einen Überblick über die weitere Struktur der vorliegenden
Arbeit. Dabei wird deutlich, dass die Ergebnisse positiv durch die interdisziplinären Koope-
rationen im Rahmen des Kollegs beeinflusst worden sind.
1.3 Struktur der Arbeit
Es werden nun die Schwerpunkte der einzelnen Unterkapitel vorgestellt und eine kurze
Zusammenfassung über ihren Inhalt gegeben.
Das Kapitel 2 befasst sich mit dem Stand der Forschung der Informatik-Technologien für die
Entwicklung Web-basierter Informationssysteme. Neben der Vorstellung der Technologien
wird auch deren Bedeutung für die Entwicklung Web-basierter, kollaborativer Informations-
systeme erläutert. Dabei wird der Fokus auf den Beitrag der Technologien zu Adaptivität,
Diskursivität und Multimediainteroperabilität gerichtet.
Fragestellungen, die spezifisch für die medienzentrierte Wissensorganisation und -vermitt-
lung sind, werden in Kapitel 3 vorgestellt. Dazu werden zunächst unterschiedliche Ansätze
des Wissensmanagement aus verschiedenen wissenschaftlichen Disziplinen erörtert und
die zentrale Bedeutung der Medien für die Wissensorganisation und -vermittlung in den
Kultur- und Geisteswissenschaften verdeutlicht. Weiterhin werden die dabei stattfindenden
Medienoperationen beschrieben und Ansätze kollaborativer Software für das Arbeiten mit
Medien eingeführt.
Im Kapitel 4 werden verwandte Arbeiten vorgestellt und bewertet. Dies ist dreistufig auf-
gebaut. In einem ersten Schritt werden grundsätzlich anwendbare Arbeiten vorgestellt,
auch wenn diese nicht spezifisch auf Wissensorganisation und -vermittlung ausgerichtet
sind. Daraufhin werden Ansätze untersucht, die speziell auf die Unterstützung des wissen-
schaftlichen Arbeitens hin ausgerichtet sind, jedoch keinen direkten Bezug zu den Kultur-
und Geisteswissenschaften haben. Abschließend werden dann speziell für kultur- und gei-
steswissenschaftlichen Communities entwickelte Informationssysteme aufgeführt. Es wird
verdeutlicht, dass und warum keiner der Ansätze sowohl interoperabel, skalierbar und
multimediafähig zugleich ist.
Die Übertragung kultur- und geisteswissenschaftlicher Medienoperationen in informatische
Konzepte wird in Kapitel 5 beschrieben, das die informatische Unterstützung medienzen-
trierten Arbeitens beschreibt. Dabei werden ebenfalls die zur medienadäquaten Verarbeitung
in Frage kommenden Multimedia-Metadatenstandards vorgestellt und bewertet. Mit der sich
daraus ergebenden Spezifikation medienadäquater und interoperabler Informationssysteme
endet das Kapitel.
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Kapitel 6 widmet sich der reflexiven Methodik bei der Gestaltung hypermedialer Commu-
nity-Informationssystementwicklung mit ATLAS. Dazu wird der Lightweight Application
Server (LAS), der die Grundlage der partizipativen und reflexiven Softwareentwicklungsme-
thodik von ATLAS darstellt, in seinen zentralen Komponenten beschrieben. Dabei werden
insbesondere die Aspekte der Service-Orientierung sowie des feingranularen Rechtemana-
gements des LAS hervorgehoben.
Am Beispiel zweier Informationssysteme für Communities mit stark unterschiedlichen
Anforderungen wird in Kapitel 7 die Flexibilität der Community-Informationssystement-
wicklung basierend auf ATLAS belegt. Es handelt sich dabei um eine Anwendung zum
kollaborativen Sichten und Klassifizieren multimedialer Inhalte in einer film- und me-
dienwissenschaftlichen Community, sowie eine Plattform zum Schutz des afghanischen
Kulturerbes. Die dort im Detail beschriebenen Systeme sind in interdisziplinärer Kooperati-
on entstanden und wurden von Anwendern innerhalb und außerhalb des Forschungskollegs
benutzt und evaluiert.
Kapitel 8 fasst die Ergebnisse dieser Arbeit zusammen. Es beginnt mit einem Rückblick
auf die interdisziplinäre Forschungsarbeit im Rahmen des Forschungskolleg SFB/FK 427
„Medien und kulturelle Kommunikation“. Daraufhin wird auf die Sicherung und den Trans-
fer der hier erzielten Ergebnisse eingegangen. Abschließend werden die Einzelbeiträge
der Arbeit in Kurzform zusammengefasst und ein Ausblick auf offene Forschungsfragen
gegeben.
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Dieses Kapitel befasst sich mit dem aktuellen Forschungsstand im Bereich Web-basierter,
kollaborativer Informationssysteme. Die hier vorgestellten Technologien stellen Ansätze
und (Teil)-Lösungen für die Informationssystementwicklung zur Verfügung. Es werden
sowohl generalistische Ansätze zur Problemlösung im Großen (z.B. das Semantic Web und
das Web 2.0) als auch solche Technologien, die Teilaspekte der Adaptivität, Diskursivität
und Multimediainteroperabilität betreffen (z.B. Hypermedia-Technologien, Repository-
Technologien oder Klassifikationssysteme), eingeführt. Die Betrachtung findet dabei jeweils
vor dem Hintergrund Web-basierter, kollaborativer Informationssysteme und den damit
verbundenen Anforderungen statt.
2.1 Hypermedia-Technologien
Hypermedia wird oft mit Hypertext gleichgesetzt, jedoch steht der Begriff korrekterweise
für eine Kombination aus Hypertext und Multimedia [Stei00]. Aus der Namensgebung
wird deutlich, dass Hypermedia eine besondere Form des Hypertexts ist, der multimedia-
le Inhalt enthält. Der Hypertext an sich stellt ein sehr altes Konzept dar, das sogar bis
zum babylonischen Talmud [Poru94] zurückführt. Aus informatischer Sicht wird der Hy-
pertextbegriff maßgeblich durch Bushs Vision vernetzter Datenbanken [Bush45] aus den
40er Jahren, sowie durch Nelsons Idee der Verknüpfung von natürlicher Sprache mit der
computergestützten, interaktiven Verlinkung im daraus hervorgegangenen Xanadu-Projekt
(http://xanadu.com) geprägt [Nels65, Nels67]. Multimedia hingegen ist ein vergleichsweise
neuer Begriff, der die Kombination von zwei oder mehr Medien bezeichnet, von denen
mindestens eines kontinuierlich und ein anderes diskret (z.B. Video kombiniert mit Text)
ist [StNa04a, StNa04b]. Die Verbindung multimedialer Inhalte mit nichtlinearen Verknüp-
fungen ergibt somit einen flexiblen Ansatz zur Dokumentenerstellung und -erschließung.
Erste Forschungsansätze führen in die 80er Jahre zurück, etwa im EU-Projekt MULTOS
(Multimedia Office Server) [BRTh88]. Die Bedeutung von Hypermedia-Technologien für
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die Informationssystementwicklung wird auch durch das wohl bekannteste und größte
Hypermedium deutlich, das World Wide Web.
Die aktuellen (Weiter)-Entwicklungen im Bereich der Hypermedia-Technologien zielen dar-
auf ab, die Adaptivität der Informationssystementwicklung zu verbessern, um diese besser
an die Bedürfnisse der Nutzer anpassen zu können [BrMa02]. Um dieses Ziel zu erreichen,
wird eine verbesserte Multimediaintegration und -darstellung in der Hyperlinkstruktur ange-
strebt. Grundlage dieser Technologien sind Beschreibungssprachen zur Spezifikation von
Dokumentstrukturen. Um die Struktur und Daten eines Dokuments portabel und flexibel
wiedergeben zu können wurde mit SGML ein ISO-Standard entwickelt [ISO86b], durch
den Beschreibungssprachen spezifiziert werden können [Rieg95]. Neben den Bestrebungen
der W3C zu einer Verbesserung der Hypertext Markup Language (HTML) existieren auch
Sprachzusätze für HTML. Die wohl prominenteste Ergänzung ist Adaptive Hypermedia
for All (AHA) (vgl. http://aha.win.tue.nl), bei der zusätzliche Tags in Webseiten integriert
werden können, um damit die Darstellung von Inhalten an bestimmte Bedingungen (z.B.
Nutzerpräferenzen, Vorbedingungen etc.) anpassen zu können. Die Darstellung erfordert
dann allerdings eine spezielle AHA!-Software (vgl. Abschnitt 4.1.4), mit der die Inhalte
gemäß den zusätzlichen Informationen aufbereitet wird [BrRu01]. Eine Weiterentwicklung
der HTML an sich wird durch die W3C angestrebt. Dazu sind von der W3C Varianten
der eXtensible HyperText Markup Language (XHTML) zur Verabschiedung empfohlen
worden. Die Verbesserungen in der XHTML-Sprachfamilie zielen auf eine Steigerung der
Flexibilität bei der Inhaltsgestaltung und -darstellung durch eine verstärkte Modularisierung
ab, welche im Folgenden kurz erläutert wird.
XHTML 1.0 [Pemb02] ist eine auf der eXtensible Markup Language (XML) [BPS*06]
basierende Neufassung von HTML, die auf drei Dokumenttypen (Strict, Transitional und
Frameset) beruht. Mit XHTML 1.0 wird eine verbesserte Validierung der Dokumente ge-
mäß der Syntax von XML möglich, wobei die Kompatibilität mit älteren HTML-Browsern
erhalten bleibt. In XHTML 1.1 hingegen findet eine Modularisierung von XHMTL statt
und es wird nur noch ein Dokumenttyp zugelassen [AlCa01]. Dieser Dokumenttyp basiert
weitestgehend auf XHTML 1.0 Strict, jedoch ergänzt um zusätzliche Elemente für Ruby
(vgl. www.ruby-lang.org). Allerdings fallen auch Komponenten aus XHTML 1.0 Transi-
tional und Frameset weg, die zur Darstellung des Dokuments dienen, da diese nun besser
durch Stylesheets o.ä. verarbeitet werden sollen. Damit werden die Dokumente „sauberer“,
jedoch ist die Kompatibilität zu älteren Browsern nicht mehr gegeben. Aufgrund der Modu-
larisierung in der XHTML-Sprachfamilie sind auch Mischformen von XHTML möglich,
wie z.B. XHTML 1.1 kombiniert mit MathML [CIMP03] zur verbesserten Darstellung
mathematischer Formeln. Letztendlich existiert auch noch XHTML Basic [BIM*06], das
speziell auf die Inhaltsdarstellung bei mobilen Endgeräten mit technischen Einschränkun-
gen (z.B. Bildschirmgröße, fehlende oder eingeschränkte Interaktionsmöglichkeiten) hin
abzielt. Zu diesem Zweck stellt XHTML Basic eine eingeschränkte Basissprache für die
Inhaltsaufbereitung zur Verfügung, die um Client-spezifische Module erweitert werden kann.
Abbildung 2.1 stellt die Zusammenhänge zwischen den zuvor genannten standardisierten
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Beschreibungssprachen in einer schematischen Abbildung dar.
HTML
XHTML
SGML
XML
SVG, MathML, …
Abbildung 2.1: Zusammenhang zwischen den standardisierten Beschreibungssprachen
Insgesamt sind Hypermedia-Technologien ein umfangreiches Werkzeug zur Administration
und Darstellung von Webinhalten. Bei XHTML handelt es sich zudem um eine umfang-
reiche und modular erweiterbare Sprachfamilie. Durch die vorgenommene Ausrichtung
auf XML werden ebenfalls verbesserte Validierungsmöglichkeiten gemäß der XML-Syntax
ermöglicht. Problematisch bleibt jedoch weiterhin die mediengerechte Darstellung und
Interoperabilität multimedialer Inhalte. Dabei lassen sich mindestens zwei Kernprobleme
rein auf XHTML beruhender Webinhalte herauskristallisieren: Zum einen erfordert die
zeitliche Dimension multimedialer Inhalte ein besondere Berücksichtigung bei der Darstel-
lung hypermedialer Beziehungen (z.B. Darstellung der Kommentarverhältnisse zwischen
Medien, Synchronisationsaspekte, Medienschnitte etc.), zum anderen besteht zur kontext-
bezogenen Inhaltsdarstellung die Notwendigkeit für eine medienneutrale Speicherung der
Metadaten. Beide Aspekte sind für kultur- und geisteswissenschaftliches Arbeiten, das
sich durch eine diskursive und darstellungsorientierte Wissensvermittlung auszeichnet, von
zentraler Bedeutung. Demnach eignen sich Hypermedia-Technologien in ihrer Konzeption
zwar grundsätzlich hervorragend zur Unterstützung kultur- und geisteswissenschaftlicher
Communities, jedoch muss die dabei stattfindende Sinngenerierung ebenfalls im Informa-
tionssystem vollzogen werden können. Dies ist jedoch nicht per se gegeben, da der hier
stattfindende hermeneutischen Erkenntnisprozess selbstreflexive Schleifen des Interpre-
tierens und Darstellens der Inhalte erfordert. Dazu ist es notwendig, eine kontinuierliche
Verfeinerung im Zusammenspiel von Material (der multimediale Inhalt) und zugrunde
liegender Theorie (die Terminologie und Verlinkungsstruktur) mit informatischen Methoden
zu unterstützen.
2.2 Web-Services
Einen aktuellen Trend bei der Entwicklung modularer, Web-basierter Informationssysteme
stellen die so genannten Web-Services dar. Obwohl der Begriff Web-Service oftmals in
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unterschiedlichen Anwendungskontexten verwendet wird und dabei auch mit unterschiedli-
cher Bedeutung behaftet ist, lassen sich die darunter liegenden Konzepte doch eindeutig
identifizieren und spezifizieren [ACKM04]. Eine ganz grundsätzliche Definition versteht
einen Web-Service als eine Anwendung, die für andere Anwendungen über das Web zu-
greifbar ist. Diese Definition ist jedoch unspezifisch und interpretiert de facto jede über
eine URL erreichbare Webanwendung als Web-Service. Das UDDI-Konsortium (Universal
Description, Discovery, and Integration), das einen Verzeichnisdienst für Web-Services zur
Verfügung stellt, gibt eine wesentlich konkretere informatische Spezifikation eines Web-
Service an. Darin wird ein Web-Service als eine eigenständige, modulare Geschäftsan-
wendung verstandenen, die über offene, standardisierte Schnittstellen über das Internet
zugänglich ist [UDDI01]. Noch konkreter wird das W3C-Konsortium, das über die zuvor
genannten Aspekte hinaus ebenfalls die Zugriffsaspekte und Schnittstellendefinitionen von
Web-Services spezifiziert [ABFG04]. Dabei wird ein Web-Service als ein durch eine URI
identifizierbare Softwareanwendung definiert, die öffentliche Schnittstellen und Anbin-
dungen auf Grundlage von XML bietet. Eine wesentliche Eigenschaft eines Web-Service
besteht darin, von anderen (autonomen) Softwareanwendungen erkannt und aufgerufen zu
werden. Der Kommunikation der Services liegt dabei ein vordefiniertes, standardisiertes
Protokoll, basierend auf XML zugrunde. Insgesamt lassen sich Web-Services damit als
Softwareanwendungen verstehen, die über eine URI identifizierbar sind und die sich über
XML-basierte Schnittstellendefinitionen und Protokolle zu komplexen, verteilten Anwen-
dungen kombinieren lassen.
 
 
SOAP-Umschlag 
SOAP-Dateikopf 
 
(optional) 
SOAP-Rumpf 
Abbildung 2.2: Aufbau einer Mitteilung in SOAP
Die Spezifikation der abstrakten Web-Service-Funktionalität sowie der konkreten Anga-
ben zu den Service-Beschreibungen werden mit der Web-Services Description Language
(WSDL) vorgenommen [CMRW06]. Dazu wird der Web-Service sowohl abstrakt als auch
konkret spezifiziert. Auf abstrakter Ebene werden in der WSDL die Nachrichten definiert,
die ein Web-Service sendet und empfängt. Die Beschreibung der Nachrichten erfolgt dabei
typischer Weise in einem Beschreibungsformat basierend auf XML-Schema. Darüber hinaus
können Operationen spezifiziert werden, die eine Sequenz für den Nachrichtenaustausch de-
finieren und über die Schnittstelle des Web-Service zugänglich gemacht werden können. Auf
konkreter Ebene bietet die WSDL die Möglichkeiten zur Festlegung des Datenaustauschfor-
mats von einer oder mehreren Schnittstellen. Auf Grundlage dieses Datenaustauschformats
kommt dann das Simple Object Access Protocol (SOAP) zum Einsatz, das Format und
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Kapselung der in den Mitteilungen zu übertragenden Information spezifiziert (vgl. Abbil-
dung 2.2) [GHM*93]. Abschließend werden in einem Service die Netzwerkadressen, die
für den Datentransfer über die Schnittstellen vorgesehen sind, als Schnittstelle nach außen
definiert. Abbildung 2.3 zeigt die Bestandteile einer WSDL-Spezifikation nochmals in einer
schematischen Darstellung.
 
 
Abstrakter Teil 
WSDL-Spezifikation 
Typen 
Mitteilungen 
Operationen 
Port-Typen 
 
Konkreter Teil 
Einbindungen 
Dienste & Ports 
Abbildung 2.3: WSDL-Spezifikation zur Dienstbeschreibung (modifiziert von [ACKM04])
Web-Services ermöglichen eine modulare Gestaltung von Webanwendung mittels frei
zusammenstellbarer Dienste basierend auf standardisierten Schnittstellen und Datenaus-
tauschformaten. Sie können damit dazu verwendet werden, konventionelle Middleware-
Plattformen zu kapseln und diese als solche über die Web-Service-Ebene zugänglich zu
machen. Damit wird ein hohes Maß an Flexibilität geboten, wodurch die Eignung von
Web-Services für den Einsatz in der Daten- und Geschäftsprozessintegration deutlich wird.
Dabei interagieren drei Parteien miteinander: Klient-(Programm), Dienst-Anbieter und
Dienst-Verzeichnis. Über das Dienstverzeichnis beschreiben die Dienstanbieter die von
ihnen zur Verfügung gestellten Dienste (in etwa vergleichbar mit einem Telefon- bzw.
Branchenverzeichnis). Den Klientprogrammen ist anhand dieser Beschreibung möglich,
den für sie passenden Dienst zu wählen. Auf Grundlage der in der Dienstbeschreibung
spezifizierten Protokolldetails kann der Klient dann, die entsprechenden Methoden aufrufen
und damit den Dienst in Anspruch nehmen. Die Funktionsweise von Web-Services und die
Zusammenhänge zwischen Dienst-Anbietern, Dienst-Nutzern und Dienst-Verzeichnis ist
schematisch in Abbildung 2.4 dargestellt.
Insgesamt eignet sich die Konzeption der Web-Services für eine Vielzahl Web-basierter
Informationssysteme. Ihr modularer Aufbau erlaubt es, nahezu beliebige Dienste zur Ver-
fügung zu stellen und miteinander zu kombinieren. Damit ist es ebenfalls grundsätzlich
möglich, Community-spezifische Dienste zur Verfügung zu stellen, die speziell auf die
Anforderungen kultur- und geisteswissenschaftlichen Arbeitens hin ausgerichtet sind. Ein
durchaus kritischer Aspekt im Einsatz von Web-Services ist jedoch das dem Dienstanbieter
entgegenzubringende Vertrauen. Insbesondere in solchen Communities, in denen der Wille
zur Kooperation nur eingeschränkt vorhanden bzw. bereits gestört ist, erfordert der Einsatz
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einbinden
(SOAP)
Dienst-NutzerDienst-Anbieter
Dienst-Verzeichnis
registrieren
(SOAP/HTTPS)
suchen & finden
(SOAP/HTTP)
Abbildung 2.4: Funktionsweise von Web-Services
von Web-Services ein gesteigertes Maß an vertrauensbildenden Maßnahmen. Dies betrifft
dabei nicht nur die Sicherung der Kommunikationskanäle, sondern ebenfalls Aspekte der
Datensicherheit. Auf Datenebene geht es dabei primär darum die Vertrauenswürdigkeit
des Dienstanbieters (an sich) sicherzustellen, wohingegen auf Kommunikationsebene die
Verwendung von Verschlüsselungstechnologien einen solchen Sicherungsmechanismus
darstellt. Zur diskursiven und darstellungsorientierten Wissensvermittlung in den Kultur-
und Geisteswissenschaften können Web-Services ebenfalls nur bedingt beitragen. Das
Hauptproblem im Einsatz von Web-Services liegt jedoch darin, dass die Dienste an sich
kein Mittel der Selbstreflexion im Wissensvermittlungsprozess bieten. So bleiben die Aus-
wirkungen des eigenen Handelns durch Verwendung der Dienste ohne Berücksichtigung
des Gesamtkontexts verborgen. Weiterhin wird der Kollaborationsaspekt durch Verwendung
autonom agierender Dienste per se nicht gefördert.
2.3 Informationssystemarchitekturen
Für die Entwicklung Web-basierter Informationssysteme hat die zugrunde liegende In-
formationssystemarchitektur eine zentrale Bedeutung für das Zusammenspiel zwischen
Präsentations-, Logik- und Datenbankschicht. Je nach Wahl des Entwurfansatzes ergeben
sich daraus Rückwirkungen auf Leistungsfähigkeit, Modifizierbarkeit oder aber Sicher-
heitsaspekte des daraus resultierenden Informationssystems [SrRa05]. Dieser Abschnitt
fasst aktuelle Ansätze in der Entwicklung von Informationssystemarchitekturen zusammen
und zeigt ihre Charakteristika auf. Abbildung 2.5 zeigt die im Folgenden aufgeführten
Informationssystemarchitekturen in einer diagrammatischen Übersicht unter Angabe ihrer
charakteristischen Merkmale.
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Abbildung 2.5: Entwurfsansätze von Informationssystemarchitekturen
2.3.1 Ereignisbasierte Architekturen (EBA)
Ereignisbasierte Architekturen (EBA) stellen einen Entwurfsansatz dar, der speziell auf
die dynamischen Abläufe in Informationssystemen hin abzielt [SLMD03]. Es handelt sich
dabei um einen „Push“-Dienst basierten Ansatz. Er ist von besonderer Bedeutung für ver-
teilte Systeme mit einer stark wachsenden Zahl an Serviceabonnenten in einer heterogenen
Informationssysteminfrastruktur. Ziel von EBAs ist es, die Agilität und Effizienz des Pro-
zessablaufs durch autonome Reaktionen der Dienste auf die stattfindenden Ereignisse zu
erhöhen. Die Kommunikation der Dienste untereinander basiert in EBAs auf asynchronen
Ergeinismitteilungen, die per „Bus-Prinzip“ an alle registrierten Dienste übermittelt werden.
Damit wird (bzw. muss) es dem Serviceanfordernden egal sein, von welchem Service und
insbesondere von welchem Dienstanbieter (!) die Anfrage bearbeitet wird. Zudem kann
die Zuverlässigkeit und Qualität von Dienstanfragen nicht immer gewährleistet werden.
Für die Steuerung von Geschäftsprozessen in EBAs ist daher, aufgrund der asynchronen
Kommunikation, ein zusätzlicher Koordinationsaufwand erforderlich.
Von zentraler Bedeutung für die Kommunikation der Dienste untereinander sind dabei die
Ereignisse. Mitteilungen in EBAs werden, anders als in „klassischen“ serviceorientierten
Architekturen, durch Ereignisse ausgelöst, die Anfragen nicht an einen speziellen Dienst
richten, sondern per „Bus-Prinzip“ an alle zur Verfügung stehenden Dienste stellen. Dadurch
wird gegebenenfalls eine parallele Prozessbearbeitung ermöglicht. Was zunächst als eine
wesentliche Beschleunigung des Bearbeitungsprozesses angesehen werden kann, erfordert
allerdings erweiterte Mechanismen zur Synchronisation von sequentiellen Prozessabläufen
sowie für das Zurücksetzen im Falle missglückter Transaktionen. Eine Transaktion gilt als
gescheitert, wenn ein in den Prozess involvierter Dienst eine Fehlermeldung sendet. Dies ist
im Fall langandauernder Transaktionen ein nicht zu unterschätzendes Problem, da in der
Zwischenzeit bereits neue Ereignisse eingetroffen oder initiiert worden sein können. Daher
wird beim Zurücksetzen versucht, geeignete Korrekturmitteilungen zu versenden statt ein
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globales Zurücksetzen anzufordern [LSMG03]. Dies geht aber zu Lasten der Performanz,
da zusätzliche Transaktionsmechanismen erforderlich sind.
Der von EBAs verfolgte Ansatz eignet sich damit insbesondere für Informationssysteme
mit einer Vielzahl von (autonomen) Agenten, die über asynchrone Mitteilungen miteinander
kommunizieren. Weiterhin setzen EBAs ein gewisses Maß an gegenseitigem Vertrauen
voraus, da es durch das „Push“-Prinzip nicht von vorneherein klar ist, wer die Informationen
zur Verfügung stellt bzw. durch wen Informationen bearbeitet werden. Für das Arbeiten
in kultur- und geisteswissenschaftlichen Communities ist es allerdings nicht zwangsläufig
so, dass der Wille zur Kooperation und damit das gegenseitige Vertrauen vorausgesetzt
werden kann. Insbesondere gilt es, wissenschaftliche und multimediale Inhalte nur vertrau-
enswürdigen Mitgliedern einer Community zugänglich zu machen, anstelle diese global
zur Verfügung zu stellen. Weiterhin stellt die Asynchronität ein weiteres Problem für die
Verwendung von EBAs dar. So ist es für die hochspezialisierten Anforderungen der An-
wendercommunity zwingend erforderlich, Informationssysteme dauerhaft mit einer hoher
Zuverlässigkeit zur Verfügung zu stellen, was zum gegenwärtigen Zeitpunkt mit EBAs nicht
oder nur mit erheblichem Mehraufwand zu realisieren ist.
2.3.2 Serviceorientierte Architekturen (SOA)
Ein weit verbreiteter Entwurfsansatz von Informationssystemarchitekturen sind die Ser-
viceorientierten Architekturen (SOA). Ein Grundgedanke von SOA ist es, komplexe In-
formationssysteme in kleinere, austauschbare Dienste zu zerlegen, um diese nach Bedarf
zu größeren Informationssystemen zusammenstellen zu können [Erl05]. Damit ähneln
SOA grundsätzlich „beliebigen“ verteilten Informationssystemen, jedoch basieren SOA
auf autonomen, lose gekoppelten und zumeist auch verteilten Diensten (Services), die
mittels standardisierter Protokolle miteinander kommunizieren. Durch die so entstehende
Modularisierung soll erreicht werden, dass Informationssysteme schneller an sich ändernde
Anforderungen angepasst werden können und der Entwicklungsaufwand insgesamt sinkt.
Die Programmlogik des Informationssystems verbirgt sich bei SOA nicht in einem einzelnen
Programm, sondern erstreckt sich über mehrere Dienste, die ihrerseits wieder miteinander
rekombiniert werden können. Zu diesem Zweck enthalten die Dienste eine ID, Schnittstel-
lenbeschreibung und Dienstbeschreibung, so dass diese autonom miteinander interagieren
können. Prinzipiell können die Dienste einer SOA auf Grundlage einer beliebigen dienst-
basierten Technologie (z.B. CORBA vgl. www.omg.org/corba) beruhen, jedoch ist es aus
Gründen der Interoperabilität sinnvoll, auf die für Web-Services (vgl. Abschnitt 2.2) eta-
blierten Standards zurückzugreifen.
Der Einsatz von SOA stellt einen flexiblen Architekturansatz für Informationssysteme dar.
Aufgrund ihrer Konzeption eignen sich SOA für den Einsatz in kultur- und geisteswissen-
schaftlichen Communities. Wie schon im Fall der Web-Services (im allgemeinen) setzt
eine SOA ebenfalls ein hohes Maß an die Vertrauenswürdigkeit und Zuverlässigkeit der
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involvierten Dienstanbieter voraus. Daher ist ein Einsatz von SOA ohne zusätzliche Siche-
rungsmechanismen der im Informationssystem enthaltenen Daten undenkbar. Weiterhin
erfordert die Dienstkomposition ein hohes Maß an informatischem Fachwissen, das in
den Nutzercommunities in aller Regel nicht vorhanden ist. Problematisch beim Einsatz
von SOA in kultur- und geisteswissenschaftlichen Arbeitspraktiken ist allerdings, dass
die rekombinierten Dienste keine Selbstreflexionsmöglichkeiten bieten. Daher bleiben die
Auswirkungen durch die Inanspruchnahme der jeweiligen Dienste auf die Kollaboration
innerhalb der Community verborgen und lassen sich nur durch Erfolg/Misserfolg nach-
weisen. Es ist erforderlich, SOA so anzupassen, dass die Auswirkungen des eigenen bzw.
autonomen (bezogen auf die Dienste) Handelns schon im Entwurfsprozess abgeschätzt
werden können.
2.3.3 Modellgetriebene Architekturen (MDA)
Modellgetriebene Architekturen (Model Driven Architectures; MDA) zielen darauf ab, den
Softwareentwicklungsprozess durch Metamodellierungsansätze zu flexibilisieren und damit
zu beschleunigen. Es wird dabei angestrebt, das Abstraktionsniveau soweit anzuheben, dass
das entwickelte Informationssystem nicht nur für eine spezifische Anwendung und System-
konfiguration einsetzbar ist, sondern ggf. mit leichten Modifikationen auf Modellebene in
andere Informationssysteme übertragen werden kann [MSUW04]. Durch die mit Hilfe des
Abstraktionsschritts vorgenommene Trennung der Systemfunktionalitäten von den jeweili-
gen Software- und Hardwareeigenschaften des Systems soll es den Entwicklern ermöglicht
werden, ein Modell zu entwickeln, ohne sich in implementierungstechnischen Details zu
verlieren. Die von der Object Management Group (OMG) entwickelte MDA stellt dazu
ein Hilfsmittel dar, das eine herstellerneutrale Spezifikationen von Informationssystemen
erlaubt [MiMu03]. Dazu bedienen sich MDA der MetaObject Facility (MOF) [OMG03],
einer Spezifikation zur Modellierung von Metamodellen. Zwar bietet MOF in seiner aktuel-
len Form, durch das Fehlen graphischer Notation oder Use-Cases, weniger Möglichkeiten
als UML, jedoch wird durch MDA die Interoperabilität beliebiger Metamodelle (z.B. in
UML) gewährleistet. Für den standardisierten Austausch der Modelle wird dabei zumeist
auf das XML Metadata Interchange Format (XMI) zurück gegriffen [OMG05], das als
XML-basiertes Austauschformat für die Modelle dient.
Die Modellierung von MDA beruht auf einer 4-schichtigen Architektur, in der die Trennung
der implementierungsspezifischen Details vom konzeptuellen Modell vorgenommen wird.
Die vier Ebenen gliedern sich dabei (von konkret bis abstrakt) wie folgt:
M0 Instanzen der Laufzeitumgebung
M1 Anwendungsspezifische Elemente der Modellierungsebene
M2 Metamodell (z.B. in UML)
M3 Meta-Metamodell beschrieben mit dem MOF.
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Die Entwicklung eines MDA-basierten Informationssystems stellt, wie üblich, einen iterati-
ven und inkrementellen Prozess dar. Dazu werden die Anforderungen spezifiziert, Konzepte
identifiziert und diese in einem Modell formalisiert. Daraufhin wird das Modell getestet,
was üblicherweise durch automatisierte Testfälle stattfinden sollte, um eine mühsame, ma-
nuelle Überprüfung zu vermeiden. Dabei soll festgestellt werden, ob die Anforderungen der
Nutzercommunity an das Informationssystem erfüllt werden.
In einem weiteren Schritt wird nun das ursprüngliche Modell auf das Zielmodell abgebildet.
Dazu wird eine Abbildung definiert, die zur Konstruktion und Synchronisierung der Modelle
eingesetzt wird und somit eine reproduzierbare Designentscheidung ist. Auf diese Weise
kann überprüft werden, ob das Zielsystem den Anforderungen der Anwendungsdomäne
entspricht. Die bis zu diesem Schritt vorgenommenen Aktivitäten können solange iteriert
werden, bis das Zielsystem den Anforderungen der Usercommunity gerecht wird.
Eine besondere Eigenschaft von MDA ist die Unterscheidung der bei der Informations-
systemerstellung vorgenommenen Transformationen. Dabei differenziert man zwischen
Modell- und Codetransformationen. Bei der Modelltransformation wird typischerweise
der Weg von der abstrakten Beschreibung hin zur konkreten Ausprägung modifiziert. Die
Codetransformation hingegen ist die abschließende Umwandlung des Modells in einen
Code, der auf die systemspezifischen Anforderungen der Zielplattform abgestimmt ist.
Insgesamt ergibt sich somit ein flexibles Rahmenwerk, das ebenfalls für die Entwicklung
Web-basierter Informationssysteme in kultur- und geisteswissenschaftlichen Communities
geeignet ist. Problematisch ist jedoch, dass den Anwendern dieser Nutzercommunities zu
Beginn des Softwareeentwicklungsprozess die Spezifikation des späteren Informationssy-
stems, selbst auf abstraktem Niveau, aufgrund mangelnder fachinformatischer Erfahrung
nur schwer oder gar nicht möglich ist. Aus diesem Grund sind die (an sich schon in der
MDA vorgesehenen) Iterationen insbesondere für diese Communities zwingend erforderlich.
Problematisch ist weiterhin, dass die Community-Mitglieder die Auswirkungen ihrer ab-
strakten Designentscheidungen auf das spätere Informationssystem nicht abschätzen können.
Es fehlt somit eine weitere Reflexionsebene, die über das „Trial& Error“-Verfahren hinaus
geht. Abschließend ist zu bemerken, dass MDA nur teilweise auf interoperablen Standards
basieren. So hilft der Rückgriff auf UML und MOF zwar zur standardisierten Modellie-
rung des Informationssystems, jedoch bleiben die eigentlichen Inhalte davon unberührt.
In Bezug auf kultur- und geisteswissenschaftliche Arbeitspraktiken ist jedoch gerade die
Interoperabilität multimedialer Inhalte eine unabdingbare Grundvoraussetzung.
2.4 Klassifikationssysteme
Dieser Abschnitt befasst sich mit Mechanismen, die den Zugang zu den Inhalten eines
Informationssystems ermöglichen. Es werden an dieser Stelle mehrere zentrale Verfahren
vorgestellt, die auf Grundlage von abstrakten, zum Teil hierarchischen Klassifikationssy-
stemen operieren. Die dem Klassifikationssystem zugrunde liegenden Begriffe werden
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dann dazu eingesetzt, den Nutzern des Informationssystem einen schnelleren und vor allen
Dingen strukturierteren Zugriff auf die verwalteten Objekte zu verschaffen.
2.4.1 Taxonomien
Der Begriff Taxonomie stammt ursprünglich aus der Biologie, wo er zur hierarchischen
Beschreibung der Tier- und Pflanzenwelt eingesetzt wurde. Im Kontext von Informationssy-
stemen wird der Begriff als ein hierarchisches Klassifikationsschema zur Inhaltsverwaltung
verstanden [Boik01]. Anders als bei einem flachen Index ist es bei Taxonomien möglich,
die Klassifikation der Objekte mittels Termen einer einfachen Hierarchie (zumeist als
Baumstruktur mit Klassen, Unterklassen usw.) vorzunehmen. Auf diese Weise entsteht
eine Semantik, die zur Klassifikation der Inhalte dient. Die tiefer liegenden Inhaltsbeschrei-
bungen der Taxonomie sind Spezialisierungen der Oberbegriffe und bezeichnen somit
spezifischeres Wissen (vgl. Abbildung 2.6).
Taxonomien in Informationssystemen werden zumeist eingesetzt, um den Nutzern ein
effizienteren Zugriff auf dessen Inhalte zu bieten [Ricc06]. Für den Systementwickler ist
dabei von zentraler Bedeutung, die Begriffe der Hierarchie präzise und unmissverständlich
für die Nutzer des Informationssystems zu wählen. Ein wesentlicher Vorteil beim Einsatz
einer Taxonomie ist die Möglichkeit, semantisch ähnliche Inhalte durch Kategorisierung
mit den gleichen Termen zu gruppieren und wieder auffindbar zu machen [Gars04].
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Abbildung 2.6: Stark vereinfachte Taxonomie zur Klassifikation wissenschaftlicher Disziplinen
Die für die Klassifikation zugrunde liegende Terminologie stellt ebenfalls eines der Haupt-
probleme im Einsatz von Taxonomien dar. Insbesondere für kultur- und geisteswissenschaft-
liche Communities bedeutet die Begriffsarbeit einen zentralen Aspekt im wissenschaftlichen
Arbeiten. Das Hauptproblem liegt darin, dass im hermeneutischen Erkenntnisprozess die
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Terminologie selbst Bestandteil des kontinuierlichem Diskurses der Wissensvermittlung
und -erzeugung ist. Aus diesem Grund ist es nahezu ausgeschlossen, a-priori eine allgemein
verständliche und dauerhaft verwendbare Terminologie zu definieren. Zudem sind die Fach-
begriffe für die Nutzer anderer Unterdisziplinen nur schwer verständlich oder sogar völlig
unverständlich. Damit bietet die Taxonomie Konfliktpotential und Machtstellung zugleich.
Für den Einsatz von Taxonomien in kultur- und geisteswissenschaftlichen Communities
ist es daher erforderlich, die verwendete Terminologie an den jeweiligen Nutzungskontext
anpassbar zu gestalten.
2.4.2 Thesauri
Ein Thesaurus wird ähnlich wie eine Taxonomie (vgl. Abschnitt 2.4.1) dazu verwendet,
Inhalte anhand eines Klassifikationsschemas zu beschreiben und zugänglich zu machen
[Gars04]. Anders als bei Taxonomien kann jedoch hier eine detailliertere Beschreibung der
Hierarchiebeziehungen vorgenommen werden. Über die Unterscheidungen zwischen Ober-
und Unterklassen in Taxonomien hinaus, bietet ein Thesaurus feingranularere Klassifika-
tionsmöglichkeiten wie z.B. Äquivalenz- und Assoziationsrelationen oder Abkürzungen.
Weiterhin kann ein Thesaurus eine polyhierarchische Struktur besitzen. Zur Spezifikati-
on der Relationen kommen „Typisierungen“ zum Einsatz, mit deren Hilfe die Beziehung
zwischen den jeweiligen Konzepten ausgedrückt werden (vgl. Abbildung 2.7).
Grundlage eines Thesaurus ist zumeist eine Taxonomie, deren hierarchische Konzeptbezie-
hungen genauer spezifiziert werden können und um Äquivalenz- und Assoziationsrelationen
ergänzt werden. Um einer Beliebigkeit bei der Spezifikation der Relationen entgegenzu-
wirken, hat die ISO Standards verabschiedet, die vordefinierte Typen für den Aufbau der
Relationen im Thesaurus vorschreibt. So gibt es sowohl für mehrsprachige [ISO85], als
auch einsprachige Thesauri [ISO86a] ein standardisiertes Vokabular zur Festlegung der
verfügbaren Relationstypen. Insgesamt bietet ein Thesaurus damit ein umfangreicheres und
leistungsfähigeres Werkzeug bei der Klassifikation und dem Wiederauffinden von Objekten.
Ähnlich wie schon im Fall der Taxonomien stellt die kontinuierliche Begriffsarbeit im
Erkenntnisprozess der Kultur- und Geisteswissenschaften das Hauptproblem für die Ver-
wendung von Thesauri in Web-basierten Informationssystemen dar. Zwar lassen sich einige
der durch die Verwendung von Fachterminologie auftretenden Probleme entschärfen (etwa
durch die Synonym-Relation „ist ähnlich“), jedoch ist es unabdingbar, den Thesaurus an
den aktuell vorliegenden Nutzungskontext anzupassen. Aus diesem Grund ist ein Thesaurus
allein und ohne weitreichende Kontextualisierungsmöglichkeiten nicht oder kaum sinnvoll
für kultur- und geisteswissenschaftliche Communities einsetzbar.
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Abbildung 2.7: Beispiel eines Thesaurus zur Beschreibung wissenschaftlicher Disziplinen
2.4.3 Ontologien
Der Begriff Ontologie entstammt ursprünglich einer philosophischen Disziplin, die sich
mit der Lehre vom Sein und von den Ordnungs-, Begriffs- bzw. Wesensbestimmungen des
Seienden beschäftigt. In der Informatik versteht man unter dem Begriff Ontologie ein for-
males Modell komplexer Abhängigkeiten im Bereich wissensbasierter Informationssysteme
[StSt04]. Eine Ontologie setzt sich aus Konzepten und Relationen zusammen, für die zudem
Inferenz- und Integritätsregeln definiert werden können. Die wohl bekannteste Definition
einer Ontologie stammt von Tom Gruber, der eine Ontologie als (aus dem Englischen
übersetzt) „formal explizierte Spezifikation einer gemeinsamen Konzeptualisierung in einer
Interessensdomäne [Grub93]“ definiert hat.
Anders als Taxonomien (vgl. Abschnitt 2.4.1) bestehen Ontologien aus Konzepten und In-
stanzen samt komplexen Abhängigkeitsbeziehungen (vgl. Abbildung 2.8). Ein wesentlicher
Unterschied liegt insbesondere darin, nicht nur das deklarative Wissen in Informationssy-
stemen zugänglich zu machen, sondern auch implizites Wissen herleiten zu können. Dazu
werden Verfahren des automatische Schließens auf Grundlage der logischen Relationen
zwischen den Konzepten eingesetzt. So wird es möglich, komplexe Anfragen auf Grundlage
des (verteilten) impliziten Wissens mittels logischer Regelsysteme herzuleiten und dies mit
automatisierten Verfahren zu unterstützen.
Ein weiterer Anwendungsbereich von Ontologien liegt im Bereich der Strukturierung und
Modellierung komplexer Informationssysteme. Hier haben sich einerseits u.a. so genannte
Top-Level-Domänen etabliert, die je nach Anwendungsdomäne an die Charakteristika des
jeweiligen Einsatzzwecks angepasst werden. Andererseits existieren maschinelle Verfahren,
die einen maschinellen Abgleich der Ontologien zulassen. Allerdings ist es derzeit mit
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Abbildung 2.8: Wissenschaftliche Disziplinen in einer stark vereinfachten Ontologie (Beispiel)
keinem dieser Verfahren möglich, ohne manuelle Modifikationen und ein hinreichendes
Wissen über die Anwendungsdomäne eine für den Einsatz in einem Informationssystem
brauchbare Ontologie(n) zu erzeugen. Als die eigentliche Killer-Applikation für den Einsatz
von Ontologien wird jedoch das von Tim Berners-Lee propagierte „SemanticWeb“ postuliert
[BHLa01], dem im Folgenden ein eigener Abschnitt gewidmet ist (siehe Abschnitt 2.5).
Ontologien stellen somit ein sehr ausdrucksstarkes und dementsprechend mächtiges Werk-
zeug für Informationssystemen dar. Über die bereits in den vorigen Abschnitten eingeführten
der Inhaltstrukturierung mittels Taxonomien (vgl. Abschnitt 2.4.1) und die feingranulareren
Klassifikationsmöglichkeiten eines Thesaurus (vgl. Abschnitt 2.4.2) hinaus, kommen nun
noch Verfahren des automatischen Schließens hinzu. Damit bieten Ontologien zusätzliche
Möglichkeiten für die Wissenserschließung und -vermittlung, jedoch zielt ihre Konzepti-
on stärker auf die Bedürfnisse in klar explizierbaren Anwendungsdomänen wie etwa den
Ingenieurwissenschaften oder der Medizin ab. Für den Einsatz in kultur- und geisteswis-
senschaftlichen Communities ist dagegen praktisch unvorstellbar, eine dementsprechende
Modellierung vorzunehmen. Zudem sind kontinuierliche Anpassungen der Ontologie und
der Terminologie an den individuellen Nutzungskontext eine Grundvoraussetzung für die
praktische Einsetzbarkeit in den Kultur- und Geisteswissenschaften. Das erforderliche Wis-
sen zur Erstellung, Verwendung und Modifikation einer Ontologie ist zudem eine meist
unüberwindbare Barriere für Anwender ohne fachinformatischen Hintergrund.
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2.4.4 Folksonomien
Eine Folksonomie ist wörtlich genommen als eine Kombination aus „Folk“ und „Taxono-
mie“ zu verstehen [Math04]. Dies trifft die Beschreibung einer Folksonomie auch recht
genau, abgesehen davon, dass die hierarchische Struktur in Taxonomien (vgl. Abschnitt
2.4.1) nicht bzw. nur indirekt zur Geltung kommt. Folksonomien sind das Resultat des
gemeinschaftlichen Indexierens mittels sozialer Software. Die sozialer Software zugrunde
liegende Philosophie zielt darauf ab, die sozialen Aspekt der Online-Kommunikation in
Communities durch kollaborative Softwarelösungen zu fördern [Brya03]. Im Gegensatz
zu klassischen, den „top-down“ Entwurfsansatz verfolgenden, Informationssystemen, ba-
siert soziale Software auf einfacher zu handhabenden und flexibleren Softwarelösungen
mit dezentralen Wissensspeichern [Avra06]. Anwendungen sozialer Software finden sich
im Internet bereits in zahlreichen Informationssystemen, deren Grundprinzip im Wesent-
lichem gleich ist und auf kollaborativem Indexieren beruht (z.B. del.icio.us: Annotation
von Webseiten mit sozialen Lesezeichen, vgl. http://del.icio.us; CiteULike: Community
zur gemeinschaftlichen Verwaltung wissenschaftlicher Beiträge, vgl. www.citeulike.org;
Flickr: gemeinschaftliches Annotieren von Bildern, vgl. www.flickr.com; Friend of a Friend:
Interessengemeinschaft und soziales Netzwerk, vgl. www.foaf-project.org; etc.).
Anders als die zuvor vorgestellten Ansätze ist ein weiteres Grundprinzip der Folksonomien
deren Offenheit. Das gemeinschaftliche Indexieren durch Nutzergruppen erfolgt durch An-
wender, die (in aller Regel) gleichberechtigt Annotationen an den Web-Inhalten vornehmen
können. Somit ergibt sich ein Pool von Termen (vgl. Abbildung 2.9), der mit den Inhalten
assoziiert und in einer flachen Struktur gespeichert ist [Math04]. Naturgemäß führt dies
zu einem gewissen Maß an Unordnung und kreativem Chaos, das sich aber – anders als
die strikte und sehr formale Vorgehensweise bei der Erstellung von Ontologien – gut für
die Generierung neuer Ideen eignet. Bemerkenswert ist auch, dass sich bei den Annotation
innerhalb der Nutzercommunities Konventionen entwickeln, mit deren Hilfe Hierarchien
in den Annotationen nachgeahmt werden [HHLS05]. In eine ähnliche Richtung führen
auch solche Techniken, die Annotationscluster über Meta-Annotationen zugänglich machen.
Zwar gibt es hier noch keine allgemein gültigen Konventionen oder gar Standards, jedoch
lässt sich ein Bestreben nach einem gewissen (wenn auch geringen) Grad an Strukturierung
im Anwenderverhalten feststellen.
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Abbildung 2.9: Beispiel einer Folksonomie zur Beschreibung wissenschaftlicher Disziplinen
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Die in Folksonomien verwaltete Terminologie besteht somit aus einem offenen und konti-
nuierlich erweiterbaren Vokabular. Das in der Offenheit liegende Risiko, dass die Systeme
durch bösartige Nutzer unterwandert und missbraucht werden könnten, wird bis dato in
Kauf genommen. Es wird davon ausgegangen, dass dieses Phänomen durch die bloße
Anzahl der konstruktiven Nutzer außer Acht gelassen werden kann. Es bestehen jedoch
keine grundsätzlichen Hindernisse, die zuvor genannten Systeme mit zusätzlichen Siche-
rungsmechanismen zu versehen. Insgesamt entsteht beim gemeinschaftlichen Indexieren
ein Begriffsverzeichnis, das für das Wiederauffinden der im Informationssystem enthaltenen
Inhalte verwendet werden kann. Zur Steigerung der Effizienz beim Wiederauffinden ist es
daher üblich, reguläre Ausdrücke über beliebige Terme als Suchanfragen zu formulieren.
In ihrer Konzeption eines eher unscharfen, wenig strukturierten und kontinuierlichen Klassi-
fizierens entsprechen Folksonomien im Wesentlichen den Anforderungen, die Anwender
in den Kultur- und Geisteswissenschaften an Web-basierte Informationssysteme stellen.
So findet mit dem gemeinschaftlichen Indexieren ein Prozess statt, der sehr stark dem
Rezensieren ähnelt, das in einer Nutzerbefragung unter den Mitarbeiten des kulturwissen-
schaftlichen Forschungskollegs „Medien und kulturelle Kommunikation“ als eine zentrale
Anforderung an Web-basierte Informationssysteme genannt wurde [Hess03]. Weiterhin
fördert das Indexieren einen Diskurs bei der Begriffsarbeit, der zum Erkenntnisprozess
beiträgt. Problematisch ist, dass das Annotieren nur den Teil des wissenschaftlichen Ar-
beitens abdeckt, der sich auf das Kommentieren und Kritisieren beschränkt. Allerdings
wird das gemeinschaftliche Erstellen gänzlich neuer multimedialer Inhalte nur insoweit
unterstützt als dass neue Medien (z.B. Webseiten oder Bilder je nach System) zwar hinzu-
gefügt, jedoch nicht (weiter)-bearbeitet werden können. Zudem sind Kontextualisierung
zwar grundsätzlich mittels nutzerspezifische Suchanfragen möglich, allerdings sind diese
jeweils ad-hoc vorzunehmen. Ein weiteres Problem liegt in der Offenheit von Folksonomien
insbesondere für solche Communities, in denen der Wille zur Kooperation kaum vorhan-
den oder gestört ist. Zwar bieten die meisten sozialen Softwarewerkzeuge Mechanismen
separate (also zugangsbeschränkte) Kollektionen anzulegen, jedoch fehlen hier feingranu-
lare Zugriffsmechanismen den Zugang zu speziellen Inhalten explizit zuzulassen oder zu
verbieten.
2.5 Semantic Web
Der Begriff des Semantic Web wird maßgeblich durch Tim Berners-Lees Vision maschi-
nenlesbarer und interpretierbarer Inhalte als Erweiterung des World Wide Webs (WWW)
geprägt [BHLa01]. Anders als beim WWW und dessen uniformer Verlinkung der Inhalte
soll beim Semantic Web der Inhalt durch formale Beschreibungen semantisch erschlossen
werden können. Auf diese Weise soll es Computern und Softwareagenten ermöglicht werden,
die Bedeutung der Inhalte „verstehen“ zu können. Dazu wird auf Beschreibungssprachen
wie RDF (vgl. Abschnitt 5.2.2) zurückgegriffen, mit der – im Gegensatz zu HTML – Eigen-
schaften von Webinhalten durch Graphen aus Knoten und beschrifteten, gerichteten Kanten
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beschrieben werden können. In Verbindung mit dem in einer Ontologiesprache wie etwa
OWL (vgl. Abschnitt 5.2.2) modellierten Domänenwissen entsteht so das Semantic Web als
Kombination aus formalisiertem menschlichem Wissen und maschineller Bearbeitbarkeit
[FeMu01].
UmWebinhalte trotz semantischer Heterogenität erschließen zu können kommen Ontologien
(vgl. Abschnitt 2.4.3) zum Einsatz, die zur Interpretation der Inhalte auch über Domänen-
grenzen hinweg dienen. Dabei ist es ebenfalls erforderlich, zwischen den unterschiedliche
Beschreibungen des gleichen Inhalts in unterschiedlichen Ontologien mittels Werkzeugen
zu vermitteln [DFHa03]. Durch Rückgriff auf Standards wie RDF und OWL steigt ebenfalls
die Interoperabilität der Webinhalte und somit die Verwendbarkeit des Semantic Web für
Geschäftsanwendungen [CaSh06].
Wahrscheinlich wegen der zum Teil hohen (oder gar überzogenen) Erwartungen sind in
letzter Zeit auch kritische Stimmen bezüglich des Semantic Web in der Informatik laut ge-
worden. Diese stammen zumeist aus dem Datenbankumfeld und resultieren zu einem großen
Teil auf den seit Jahrzehnten unerreichten Erwartungen an die künstliche Intelligenz. Ein
wesentlicher Kritikpunkt ist u.a., dass auch ohne formale Regelsysteme höherwertige seman-
tische Informationen erhältlich sind, wie es etwa die Suchmaschine www.google.deGoogle
schon jetzt beweist. Dieser und weitere Aspekte werden durch Sheth und Ramakrishnan in
[ShRa03] aufgeführt und dahingehend abgemildert, dass Semantic Web nicht als Lösung
aller Probleme der künstlichen Intelligenz zu verstehen ist, sondern vielmehr als Aufforde-
rung zur „Öffnung“ des Semantic Web für weniger (d.h. semi)-formale Regelsysteme. Die
Kontroverse innerhalb der Informatik zeigt jedoch deutlich, dass das Semantic Web über
einige wenige Spezialanwendungen kaum Relevanz erlangt hat.
Aus Sicht kultur- und geisteswissenschaftlicher Communities ist das Semantic Web aktuell
eine rein visionäre Vorstellung. An sich bietet das Semantic Web Konzepte zur Unter-
stützung kollaborativer, hypermedialer Informationssysteme in den unterschiedlichsten
Anwendungsfeldern, was insbesondere durch die semantischen Verlinkungen der Inhalte
untereinander deutlich wird. Jedoch entsprechen strikte Formalismen der Arbeitspraxis
dieser Communities, mit eher „unscharfer“ Zuordnen von Inhalten und sich kontinuierlich
verändernder Begrifflichkeiten, nur unzureichend. Insbesondere bleibt anzumerken, dass
der Einsatz von Ontologien, die eine zentrale Bedeutung für das Semantic Web haben,
eine beinahe unüberwindbare Barriere für die meisten Anwender ohne fachinformatischen
Hintergrund darstellt.
2.6 Web 2.0
Unter Web 2.0 wird nicht eine spezifische neue Technologie verstanden, sondern es handelt
es um einen Oberbegriff für einen neue Denkweise in Bezug auf die Kollaboration im Inter-
net. So werden mit demWeb 2.0 solche Technologien assoziiert, die für Serviceorientierung,
soziale Interaktion, Vertrauen und verteilte Intelligenz stehen. Dabei handelt es sich bei den
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das Web 2.0 formenden Technologien auch eher um leichtgewichtige und flexible Tech-
nologien, die ohne feste Veröffentlichungstermine kontinuierlich weiterentwickelt werden
und (sofern möglich) zur Laufzeit ausgetauscht werden können. Anders als im klassischen
WWW zielt das Web 2.0 somit auch auf die partizipative Gestaltung der Medien im Internet
nicht nur durch eine kleine Minderheit von Technikexperten, sondern durch die Vielzahl der
bisher passiven Webnutzer, ab [Orei05]. Kerntechnologien des Web 2.0 sind z.B.:
• Abonnement-Dienste wie RSS (Really Simple Syndication, vgl. auch
www.rssboard.org)
• Benachrichtungsfunktionalität mittels Permalinks (ein erster Schritt zum „demokrati-
schen“ Internet wie im Xanadu-Projekt seinerzeit vorgesehen)
• Web-Service Technologien (zur losen Kopplung von Informationssystemen und Re-
kombination von Inhalten zum Erzielen eines Mehrwerts als so genannte „Mash-ups“)
• Soziale Software (wie etwa Blogs oder Wikis).
Die oben genannten Technologien tragen aufgrund ihrer niedrigen Eintrittsbarriere zur
Demokratisierung des Internet bei. Durch ihre Verwendung entsteht eine in sich chaotische
und sich selbstorganisierende Informationssystemlandschaft, die selbst technisch unbedarf-
ten Nutzern ermöglicht, Inhalte im Netz zur Verfügung zu stellen, anstelle lediglich zu
konsumieren. Das wohl prominenteste Beispiel dafür sind Blogs, die der Vision des von Tim
Berners-Lee vorausgesagten „lese- und schreibbaren“ Netz am nächsten kommen [Gill04].
Blogs erlauben sowohl das (kollaborative) Publizieren auf dem Netz nahezu ohne technische
Vorkenntnisse, zudem nutzen sie weitere Web 2.0 Technologien zur Aufmerksamkeits-
steurung. Anders als beim klassischen Web hat der Nutzer hier die volle Kontrolle über
die Aufmerksamkeitssteuerung zu Informationen, über die er in Kenntnis gesetzt werden
möchte.
Zwar gab es auch schon im klassischen Web Inhalte, die zwischen Webseiten ausgetauscht
wurden, doch zeichnet sich das Web 2.0 durch einen viel höheren Grad an Offenheit
und Flexibilität aus. Insbesondere die Bidirektionalität des Informationsflusses im Web
2.0 (z.B. durch Permalinks) werden durch den Austausch so genannter „Mikroinhalte“
dynamisch voran getrieben. Mikroinhalte werden quasi autonom zwischen den einzelnen
Anwendungen kommuniziert und bilden in sich die Grundlage für ein größeres Ganzes,
das Web 2.0 [Alex06]. Technisch gesehen fällt dabei auch die Trennung zwischen lokaler
und zentraler Datenhaltung weg, da bei Web-2.0-Anwendungen sowohl auf Inhalte des
eigenen PC (z.B. Peer2Peer-Anwendungen) als auch im Internet (z.B. Wikis) zugegriffen
wird. In gleicher Weise ändern sich damit auch die Anwendungen selbst, die sich stärker
als zuvor durch ihre Serviceorientierung auszeichnen (vgl. Abschnitt 2.3.2), um ebenfalls
der zunehmenden Dynamik und Selbstorganisation gerecht werden zu können. Daraus
resultieren ebenfalls die zuvor genannten Mash-ups, die durch die (Re)-Kombination von
Diensten zu neuen, einen Mehrwert bietenden, Anwendungen werden.
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Insgesamt erhöhen sich durch den Einsatz von Web-2.0-Technologien die Datenmengen
und die Anzahl der Datenquellen deutlich, was ebenfalls die Skalierbarkeit der Informa-
tionssysteme beeinflusst. Durch die starke Zunahme der Schreibzugriffe im Web 2.0 im
Vergleich zu den fast ausschließlich stattfindenden Lesezugriffen im klassischen Web sind
daher auch zusätzliche Mechanismen zur Transaktionskontrolle erforderlich. Dies führt
ebenfalls dazu, dass erfolgreiche Web-2.0-Informationssysteme auf zusätzliche Techniken
zum Lastausgleich zurückgreifen müssen, um der hohen Zahl an sowohl lesenden als auch
schreibenden Zugriffen Rechnung tragen zu können. Weiterhin wird durch den Einsatz von
Web 2.0 wieder ein Großteil der Geschäftslogik vom Server auf die Klienten ausgelagert,
so dass diese wieder erheblich schwergewichtiger werden. Hier liegt ein wesentlicher Kri-
tikpunkt, der von Skeptikern des Web 2.0 aufgeführt wird und aktuell nur unzureichend
widerlegt werden kann.
Web-2.0-Technologien und soziale Software bergen insgesamt ein enormes, wenn auch
noch nicht tückenfreies, Potential für die Wissensorganisation und -vermittlung [PTDo07].
Für kultur- und geisteswissenschaftliche Communities bieten Web-2.0-Technologien viele
Anwendungsmöglichkeiten, vom Austausch von Lesezeichen in del.icio.us bis hin zum
gemeinschaftlichen Bildarchiv in flickr.com. Wie schon zuvor erläutert, ist das Web 2.0 zwar
keine einzelne Technologie, sondern vielmehr eine „Grundeinstellung“. In seiner Konzepti-
on bieten Web-2.0-Technologien jedoch zahlreiche Ansätze, die den Arbeitspraktiken in den
Kultur- und Geisteswissenschaften nahe kommen. Insbesondere die Möglichkeiten zur Er-
stellung von hypermedialen Webinhalten ohne (ernstzunehmende) technische Vorkenntnisse,
etwa in Blogs, sind ein wesentlicher Pluspunkt. Weiterhin spiegeln die Referenzierungs-
möglichkeiten durch Permalinks und Kommentarfunktionalitäten im Allgemeinen den
Arbeitsprozess des Rezensierens wider. Durch die nahezu unbegrenzte Flexibilität in der
Erstellung von Mash-ups können neue Mehrwertdienste ebenfalls schnell entwickelt und an
die Bedürfnisse angepasst werden. Dadurch ist grundsätzlich auch möglich, Dienste und
Inhalte an den lokalen Nutzungskontext der Communities anzupassen. Ein wesentliches
Problem beim Einsatz von Web-2.0-Technologien in den Kultur- und Geisteswissenschaften
liegt jedoch in der Grundannahme, dass in allen Communities ein wechselseitiges Vertrau-
ensverhältnis unter allen Nutzern gewährleistet ist. Insbesondere in solchen Communities,
in den der Wille zur Kooperation nur eingeschränkt vorhanden ist, erweisen sich Lösungen,
die auf einer Aufteilung der Inhalte auf verschiedene Klienten beruhen, oft als unzurei-
chend. Aus diesem Grund sind zusätzliche Sicherungsmechanismen zum Schutz der im
Informationssystem enthaltenen Daten unabdingbar.
2.7 Repository-Technologien
Mit einem Repository wird ein gemeinsamer (Arbeits)-Bereich bezeichnet, in dem digitale
Inhalte verwaltet werden [HaLe93]. Die Motivation beim Einsatz von Repositories in Com-
munities, Arbeitsgruppen oder gar Unternehmen ist es, den Informationsfluss durch eine
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allen Beteiligten zugängliche Verzeichnisstruktur zu verbessern. Über die von Datenbanken
bekannten Funktionalitäten der strukturierten Datenverwaltung versteht man unter einem
Repository weitreichende Funktionalitäten, insbesondere der (Meta)-Metadatenverwaltung
[HeAn05]. Grundsätzlich ist ein Repository damit ebenfalls eine verteilte Datenbank, aller-
dings ist es hier grundsätzlich auch möglich, verschiedene Datenspeicher (z.B. verschiedene
Datenbanken und Dateisystem) strukturiert zusammenzufassen.
Um den Zugriff und die Interoperabilität einer Vielzahl heterogener Datenquellen überhaupt
zu ermöglichen, ist das Repository-Management von besonderer Bedeutung. Neben den
klassischen Funktionalitäten der Datenmodellierung, d.h. Zugriffssteuerung und Transak-
tionskontrolle in verteilten Datenbanksystemen, kommt hier jedoch noch der Aspekt der
Interoperabilität hinzu. Dazu ist es nicht nur erforderlich, die Modelle innerhalb eines Repo-
sitories ineinander abbilden zu können, sondern ebenfalls zwischen Repositories vermitteln
zu können. Dazu kommen Techniken der Metamodellierung zum Einsatz, zwischen deren
Modellen Abbildungen definiert (oder ad hoc generiert) werden müssen, die eben diese
Transformationen ermöglichen [BeDa94]. Dies umfasst ein eigenes Forschungsfeld des
Modellmanagement im Bereich der Data-Warehouse-Technologien (vgl. z.B. [Bern03] oder
[Meln05]), auf das hier nicht explizit eingegangen wird.
Eine zentrale Bedeutung von Repositories besteht im Bereich der Softwareentwicklung.
Hier ist das Ziel, die Wiederverwendbarkeit von Inhalten und (Software)-Komponenten
zu erhöhen, um damit die Effizienz im Entwicklungsprozess zu steigern [LKSh03]. Vor
einem ähnlichen Hintergrund werden Repositories auch in Quellcodeverwaltungssystemen
eingesetzt, wobei hier jedoch der Fokus auf der Versionskontrolle und der Unterstützung
des Arbeitens in Teams liegt.
Insgesamt bieten Repository-Technologien einen Ansatz, der die Kollaboration in Commu-
nities über das Web unterstützt. Insbesondere der Zugriff auf räumlich verteilte Daten und
die Integration von Inhalten unterschiedlicher Formate sind Techniken, die ebenfalls für
kultur- und geisteswissenschaftliche Communities von zentraler Bedeutung sind. Dadurch
lassen sich etwa multimediale Inhalte und deren Beschreibungen in nahezu beliebiger Weise
hypermedial kombinieren, wodurch der Diskurs gefördert wird. Ein wesentliches Problem
besteht allerdings im Bereich der (Meta)-Datenmodellierung, die ein hohes informatisches
Fachwissen erfordert. Um die Interoperabilität der Inhalte ohne einen allzu großen Model-
lierungsaufwand bewerkstelligen zu können, erhalten die Semantik der Metadaten einen
besonderen Stellenwert. Es ist daher notwendig, die in den Metadaten enthaltene Semantik
des lokalen Nutzerkontexts möglichst umfassend auswerten zu können. Zur Steigerung der
Interoperabilität ist dazu jedoch der Rückgriff auf (Metadaten)-Standards, insbesondere aus
dem Multimedia-Bereich, unabdingbar. Zusammenfassend ist zu bemerken, dass Reposi-
tory-Technologien für den Einsatz in geistes- und kulturwissenschaftlichen Communities
geeignet sind, jedoch um Aspekte zur Verbesserung der Interoperabilität multimedialer
Inhalte erweitert werden müssen.
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2.8 Zusammenfassung
In diesem Kapitel wurde ein Überblick über informatische Technologien im Bereich Web-
basierter, kollaborativer Informationssysteme gegeben. Die Technologien wurden vor dem
Hintergrund betrachtet, in Informationssystemen für kultur- und geisteswissenschaftliche
Communities verwendet zu werden. Dabei wurde verdeutlicht, welche Vor- und Nach-
teile im Einsatz dieser Technologien in Communities mit zum Teil nur eingeschränkten
fachinformatischen Kenntnissen zu erwarten sind.
Es lässt sich feststellen, dass es aktuell keine informatische Technologie gibt, die losgelöst
von anderen Ansätzen den komplexen Anforderungen an Kollaboration und medienad-
äquater Diskursunterstützung in kultur- und geisteswissenschaftlichen Arbeitspraktiken
gerecht wird. Vielmehr verspricht ein Ansatz, der ein hypermediales Informationssystem
vor dem Hintergrund eines oder mehrerer „losen“ Klassifikationssysteme im Stile des Web
2.0 verbindet, den größtmöglichen Nutzen für geistes- und kulturwissenschaftliche Commu-
nities. Ziel muss es sein, eine Informationssystemarchitektur zu entwickeln, in der die sich
kontinuierlich ändernden Anforderungen der Nutzercommunity reflektiert und möglichst
effizient realisiert werden können. Um der zentralen Wichtigkeit der in den Informationssy-
stemen verwalteten Medien gerecht zu werden und deren Interoperabilität zu verbessern, ist
weiterhin ein Rückgriff auf Metadatenstandards erforderlich. Die Auswahl eines geeigneten
Metadatenstandards ist ebenfalls stark vom Anwendungskontext abhängig und wird daher
in Kapitel 5 im Zusammenhang der Übertragung von Medienoperationen in informatische
Konzepte diskutiert.
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Für mich gibt es nur entweder -
oder. Also entweder voll oder ganz.
Toni Polster
Kapitel 3
Medienzentrierte Wissensorganisation
und -vermittlung
Dieses Kapitel stellt Ansätze der Wissensorganisation und -vermittlung vor. Aufbauend auf
den allgemeinen Grundlagen, werden insbesondere die Spezifika der Wissensorganisation
und -vermittlung im kultur- und geisteswissenschaftlichen Kontext erörtert. Dazu werden
zunächst einige für die Wissensorganisation und -vermittlung grundlegende Begriffe einge-
führt. Danach werden zwei für die medienzentrierte Wissensorganisation und -vermittlung
zentrale Theorien beschrieben. Vor dem Hintergrund der Medien als zentralem Betrachtungs-
gegenstand zur Vermittlung des Expertenwissens in den Kultur- und Geisteswissenschaften
wird im Anschluss daran eine Zusammenführung der beiden Ansätze vorgenommen, wobei
die für eine informatische Unterstützung notwendigen Prozesse hervorgehoben werden.
Abschließend werden unterschiedliche Softwareansätze für das kollaborative Arbeiten mit
Medien vorgestellt und daraus die Anforderungen an das zu entwickelnde Informationssys-
tem abgeleitet.
3.1 Grundlagen derWissensorganisation und -vermittlung
Dieser Abschnitt befasst sich mit grundlegenden Begriffen der kollaborativen Wissensorga-
nisation und -vermittlung. Insbesondere wird auf die dabei stattfindenden (Lern)-Prozesse
im Kontext des Wissensmanagement eingegangen und eine Abgrenzung zwischen den
Spezifika des Einzel- und Organisations-Lernens vorgenommen. Die hier aufgeführten
Aspekte werden dazu vor dem Hintergrund kultur- und geisteswissenschaftlicher Communi-
ties betrachtet, für die spezielle Anforderungen gelten. So haben sich zum Beispiel in einer
vergleichenden Studie grundsätzliche Unterschiede zwischen Communities aus den Kultur-
wissenschaften und solchen aus den Ingenieurwissenschaften herauskristallisiert [KlJa99].
Ingenieurwissenschaftliche Communities weisen zumeist einen wesentlich stärkeren Pro-
jektbezug auf, was sich daneben auch in einer strafferen Organisation und Kommunikation
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der Beteiligten untereinander widerspiegelt. Dies zeigt sich auch in einem geordneteren
Projektablauf, der Fristen für zu erstellende Produkte umfasst. Im Gegensatz dazu weisen
kultur- und geisteswissenschaftliche Communities eine wesentlich höhere Eigendynamik
auf, da es keinen Druck zur Erstellung von Produkten gibt und das Ergebnis zumeist nicht
vorhersehbar ist. In ähnlicher Weise findet die Kommunikation hier auch häufig asynchron
statt, da es weniger Abstimmungsbedarf aus Gründen der Projektkoordination gibt und auch
Externen die Teilnahme am Rande möglich ist.
3.1.1 Typen der Wissensorganisation und -vermittlung
Eine grundsätzliche Frage im Wissensmanagement beruht darauf, wie das zu vermittelnde
Wissen gespeichert und anschließend wieder dargestellt werden soll. In diesem Zusammen-
hang gilt es deshalb, den Kontext der Wissensorganisation und -vermittlung zu berücksichti-
gen. Im vorliegenden Fall der Unterstützung kultur- und geisteswissenschaftlichen Arbeitens
geht es demnach insbesondere darum, die diskursiven Formationen in kollaborativen Ar-
beits- und Lernprozessen zu erkennen und auf historische wie für aktuelle Konstellationen
kultur- und geisteswissenschaftlichen Arbeitens abzubilden. Daher ist zu untersuchen, wie
die zuvor genannten Prozesse in kultur- und geisteswissenschaftlichen Communities erfasst
und in Informationssystemen abgebildet werden können.
Eine grundlegende Unterscheidung geht auf Snow zurück, der zwei Typen der Wissenser-
zeugung und -vermittlung in der disziplinären Ordnung der Wissenschaft trennt [Snow59],
nämlich „lineare“ und „nichtlineare“ Wissensorganisation und -vermittlung. Beim „linearen
Fall“ handelt es sich um eine zielorientierte und übermittlungsbezogene Vermittlung. Dieser
Typ wird dadurch gekennzeichnet, dass altes Wissen im Archiv verschwindet, wenn es
durch neu publiziertes Wissen obsolet geworden ist. Es geht also primär darum, Wissen zu
„transportieren“. Dieses Vorgehen spiegelt im wesentlichen eine ingenieur- bzw. naturwissen-
schaftliche Arbeitspraxis wider. Hier führen Innovationen dazu, dass altes Wissen archiviert
wird und damit zitierfähig bleibt, allerdings als primärer Betrachtungsgegenstand entfällt.
Im Gegensatz dazu, erkennt Snow den „nichtlinearen“ Fall. Hier hat sich altes Wissen
nicht erledigt, sondern unterliegt weiterhin einer disziplinären Dynamik und kann jederzeit
wieder in den Diskurs eingebracht werden. Zu diesem Zweck wird das Wissen in dynamisch
disziplinären Archiven abgelegt, wo es für einen kontextbezogen Vermittlungsprozess vor-
gehalten wird. In seiner Vermittlung liegt der Fokus in diesem Fall nicht auf dem Transport
von Wissen, sondern auf dessen Darstellung. Eine geeignete mediale Organisationsform
für geisteswissenschaftliche Diskursivität dazu das Modell des multimedialen Hypertextes.
Dabei ist der Darstellungsprozess an sich in das Erzeugen von Wissen miteinbezogen und
stellt seinerseits ein mediales Problem dar. Der dabei stattfindende hermeneutische Prozess
wird durchzogen von selbstreflexiven Schleifen des Erkennens und Vermittelns.
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3.1.2 Lernen in Organisationen & Organisationsgedächtnisse
Der Begriff des Lernens wird allgemein als eine individuelle Tätigkeit verstanden, jedoch
lässt sich der dabei stattfindende Prozess nicht abgekoppelt von jedweder sozialer Interakti-
on betrachten. Deshalb wird zwischen dem individuellen, sozialen Lernen und dem Lernen
einer Gruppe oder Gemeinschaft unterschieden [ArSc96]. In einer zunehmend vernetzten
(Arbeits)-Welt kommt insbesondere dem Lernen in Organisationen eine gesteigerte Bedeu-
tung zu [Toch04]. Das Lernen in Organisationen zeichnet sich dabei als einen kollektiven
Lernprozess vor einem Organisationshintergrund aus. Um den Prozess des Lernens in Orga-
nisationen nachvollziehen zu können, wird die Organisation als nicht-menschliche Entitität
betrachtet, deren kollektives Wissen sich aus dem seiner Angehörigen speist. Es ist dabei
jedoch keineswegs so, dass sich die kollektive „Intelligenz“ die Gesamtheit des Wissens
seiner Mitglieder umfasst. Vielmehr ist es so, dass neues Wissen eines Einzelnen nicht zum
kollektiven Wissen der Organisation hinzugerechnet werden kann, da die Strukturen der
Organisation dafür nicht zugänglich sind. Daher sind es Formen des Meta-Lernens, die
durch Selbstreflexion zu einem Lernprozess durch Anpassung an neue Umweltbedingungen
führen.
Von zentraler Bedeutung im Lernprozess sind dabei ebenfalls die wahrgenommen Störungen
in den Geschäftsprozessen der Organisationen. Diese sind keineswegs ausschließlich negativ
zu bewerten, da sie ebenfalls zu neuen Einsichten und damit neuem Wissen führen können.
Wesentlich wichtiger jedoch ist, wie die Organisation auf die vorliegende Störung reagiert.
Hier unterscheidet man zwischen einfachen (engl. „single-loop“) und zweifachen (engl.
„double-loop“) Regelprozessen [HaGr99]. Ein einfacher Regelprozess „bekämpft“ die vor-
liegende Störung im Rahmen der bekannten Mechanismen mit veränderten Stellgrößen,
wohingegen es beim zweifachen Regelprozess zu einer gänzlich veränderten Herangehens-
weise an das Problem kommt. Der Erfolg einer Organisation spiegelt sich daher vor allem
darin wider, wie flexibel auf Störungen reagiert werden kann und neue Mechanismen in die
Organsisationsstruktur integriert werden können.
Einen wesentlichen Beitrag zur Störungsbeseitigung liefern die so genannten Organisations-
gedächtnisse. In ihnen werden die Erfahrungen der Einzelnen gesammelt und in allgemein
zugängliches Wissen übertragen. Neben handschriftlichen Dokumentationen kommen hier
auch verstärkt Informationssysteme zum Einsatz. Problematisch ist jedoch, dass das Expli-
zit-Machen eigenen Wissens mit einem gewissen Aufwand verbunden ist. Vor allem stellt
die Formalisierung des Regelprozesses ein großes Akzeptanzproblem dar [ABH*98]. Um
dem entgegenzuwirken, existieren Ansätze, die mittels Meta-Modellierungstechniken eine
bessere Darstellung der Abhängigkeiten zwischen den Lernprozessen der Individuen und
den Geschäftsprozessen zu bieten versuchen [KlSc00]. Damit wird ein Mechanismus zur
Verfügung gestellt, der einen hohen Grad an Abstraktion und an (Selbst)-Reflektion bietet.
Insgesamt eignet sich der Einsatz eines informationssystemgestützten Organisationsge-
dächtnisses primär für solche (Arbeits)-Gemeinschaften, die über eine wohldefinierte Or-
ganisationsstruktur samt dazugehöriger Geschäftsprozesse verfügen. Im Falle kultur- und
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geisteswissenschaftlicher Communities existieren klar (vor)-definierte Geschäftsprozesse
jedoch nicht in dem Umfang, die den Einsatz eines regelbasierten Informationssystems recht-
fertigen würden. Vielmehr unterliegt die Wissensorganisation und -vermittlung eher einer
(wie in Abschnitt 3.1.1 beschrieben) disziplinären Dynamik. Daher existiert ein Zielkonflikt
bezüglich der Formalisierung von Wissen für die Verwendung in einem regelbasierten
Organisationsgedächtnis, für das ein fachinformatisches Grundverständnis erforderlich ist.
Dennoch bietet der Archivcharakter eines Organisationsgedächtnis großes Potential für den
hermeneutischen (Selbst)-Erkenntnisprozess. Aus diesem Grund ist es für solche Gemein-
schaften erforderlich, mediale Artefakte in Form eines „offenen“ Archivs abspeicherbar und
kontextbezogen abrufbar zu machen.
3.1.3 Informelles Lernen & Communities of Practice (CoP)
Mit informellem Lernen bezeichnet man individuelle und kollektive Lernprozesse, die in
informell miteinander verbundenen praxisbezogenen Arbeitsgemeinschaften stattfinden.
Anders als beim formalen Lernen, das etwa in Bildungsinstitutionen stattfindet und nach
einem vorgegebenen Schema zu einem geprüften Abschluss führt, wird informelles Lernen
weder durch einen Bildungsträger geleitet noch führt es (bis auf Ausnahmefälle) zu einem
zertifizierten Abschluss [Euro01]. Informelles kann aber dennoch auf ein bestimmtes Thema
hin ausgerichtet sein, findet aber in aller Regel beiläufig statt. Besonderes repräsentative
Vertreter für das informelle Lernen sind die so genannten Communities of Practice (CoP).
CoP handeln weitestgehend selbstorganisiert und werden von einem gemeinsamen Interesse
getrieben, ein Anliegen (z.B. ein Problem) kollaborativ zu lösen [Weng98]. Anders als
beim Lernen in Organisationen (vgl. Abschnitt 3.1.2) ist es hier nicht erforderlich, dass
die Mitglieder der CoP über eine Organisation miteinander in Beziehung stehen. Dennoch
können CoP ebenfalls in Organisationen existieren, jedoch ist ihr Zusammenhalt nicht an die
Strukturen der Organisation gebunden. Ebenso ist die Mitgliedschaft in einer CoP freiwillig
und die aktive Teilnahme lediglich durch das eigene Interesse bestimmt. In ähnlicher Weise
ist die Aktivität und die Lebensdauer einer CoP nicht von vornherein bestimmt, sondern
definiert sich über das gemeinsame Engagement, Wissen mit anderen Mitgliedern zu teilen.
In einer CoP findet ein Wissens- und Erfahrungsaustausch statt, durch den eine soziale
Identität gebildet wird. Ein wichtiger Faktor für den Erfolg einer CoP ist dabei das Entstehen
einer Struktur, die sowohl globale Beziehungen erlaubt als auch lokale Anpassungen bietet
[WDSn02]. Anders als auf einem anonym Marktplatz entsteht in einer CoP ein Gefühl der
Zugehörigkeit durch wechselseitiges Geben und Nehmen, dem sozialen Kapital. Weiterhin
entwickeln die Mitglieder gemeinsame Normen und ein (Sprach)-Verständnis, wobei sich
ebenfalls deren Rollen innerhalb der CoP heraus kristallisieren. Kennzeichnend für CoP
ist ebenfalls die Teilnahme am Rande, mit der die Wissensvermittlung an neue Mitglieder
durch die Community bezeichnet wird.
Aufgrund der rein inhaltlichen Festlegung auf einen thematischen Schwerpunkt ist es für
CoP nicht erforderlich, sich durch eine räumliche Zusammengehörigkeit zu konstituieren.
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Vielmehr liefert die Informations- und Kommunikationstechnik (IuK) und damit eben-
falls die Web-basierten Informationssysteme einen Beitrag zur Unterstützung von CoP
[HWWu03]. Daher wird im Folgenden explizit auf diese virtuellen Communities eingegan-
gen, bevor die spezifischen Anforderungen an eine informatische Unterstützung von CoP in
den Kultur- und Geisteswissenschaften erläutert werden.
Virtuelle Communities & Online-Communities (of Practice)
Virtuelle Communities bezeichnen Gruppen, deren Zusammenhalt durch den Einsatz von
Kommunikationstechnologien gewährleistet wird. Bei der verbreitetsten Form handelt es ich
um Online-Communities, die primär über das Internet kommunizieren. Diese Communities
durchdringen alle Schichten des gesellschaftlichen Lebens (Handel, Politik, Wissenschaft,
etc.), wobei die jeweilige Ausgestaltung der Kommunikationsplattform von den Anforderun-
gen der jeweiligen Community abhängt [WeMo01]. Von zentraler Bedeutung ist es, soziale
Interaktionsmöglichkeiten und Benutzerfreundlichkeit miteinander zu verbinden [Pree00].
Eine „Spezialform“ stellen online CoP dar, die sich durch die im vorigen Abschnitt geschil-
derten Aspekte von „einfachen“ Online-Communities hervorheben. Für das Funktionieren
dieser Communities stellt eine auf ihre Bedürfnisse angepasste (bzw. anpassbare) Kom-
munikationsplattform eine unabdingbare Grundvoraussetzung dar. Dabei ist es zumeist
nicht ausreichend nur auf eine Technologie zurück zu greifen, sondern eine adäquate Me-
dienkonstellation zur Verfügung zu stellen. Da dies sehr stark durch die vorherrschende
Arbeitsweise der Anwendungsdomäne geprägt ist, befasst sich der nächste Abschnitt mit
Online CoP in den Kultur- und Geisteswissenschaften.
Online CoP in den Kultur- und Geisteswissenschaften
Eine informatische Unterstützung für kultur- und geisteswissenschaftliche Online-Com-
munities erfordert – über die Anforderungen an die individuelle Gestaltbarkeit der Kom-
munikationsplattformen im Allgemeinen – eine besondere Berücksichtigung der in die
Wissensvermittlung einbezogenen Medien(-konstellation). Stärker als in anderen Anwen-
dungsdomänen gilt es hier, die Darstellung von Wissen und den Diskurs über Medien zu
fördern. Zudem gilt es, die technischen Eintrittsbarrieren so gering wie möglich zu halten.
Die in den Kultur- und Geisteswissenschaften vorherrschende Praxis, Wissen durch die
Darstellung vom Medien im Kontext zu vermitteln, bedeutet ein mediales Problem be-
zogen auf eine medienadäquate Darstellung der Inhalte. Von zentraler Bedeutung für die
medienzentrierte Wissensvermittlung ist dabei der Zusammenhang zwischen medialen Arte-
fakten und der aktuell zugrunde liegenden Theorie. Im hermeneutischen Erkenntnisprozess
ist dieses Verhältnis kontinuierlichen Verfeinerungen unterzogen, was ebenso durch eine
Kommunikationsplattform gewährleistet sein muss. Aus diesem Grund ist es notwendig,
die medialen Abläufe bei der Wissenvermittlung zu identifizieren und diese durch das
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Informationssystem zu unterstützen. Abschnitt 3.2 untersucht daher Theorien der medien-
zentrierten Wissensorganisation und -vermittlung und nimmt eine Informatisierung der dort
beschriebenen Prozesse vor.
3.2 Theorien der medienzentrierten Wissensorganisation
und -vermittlung
Dieser Abschnitt befasst sich mit zwei zentralen Theorien der medienzentrierten Wissens-
organisation und -vermittlung. Zunächst wird in Abschnitt 3.2.1 eine von Ludwig Jäger
formulierte operationale Medientheorie eingeführt, durch die der Prozess bei der Erzeugung
einer kulturellen Semantik beschrieben wird. Danach wird in Abschnitt 3.2.2 die von Ikujiro¯
Nonaka und Hirotaka Takeuchi entwickelte Theorie der Wissenserzeugung in Organisatio-
nen eingeführt. Im Anschluss an die Vorstellung der beiden Theorien wird erläutert, dass
nur mit einer Kombination beider Ansätze die disziplinäre Dynamik in den Wechselwirkun-
gen zwischen medialen Artefakt und der zugrunde liegenden Theorie adäquat beschrieben
werden kann. In Abschnitt 3.3 werden daher die in der Transkriptivitätstheorie entwickelten
medialen Prozesse mit dem Modell der Wissenserzeugung und -vermittlung in Organisa-
tionen durch eine informatische Beschreibung in Verbindung gesetzt. Das Kapitel schließt
mit einer vergleichenden Bewertung der beiden Theorien und den daraus resultierenden
Implikationen für die Informationssystementwicklung.
3.2.1 Die Transkriptivitätstheorie nach Jäger
Im Rahmen des Forschungskollegs „Medien und kulturelle Kommunikation“ wurde von
Ludwig Jäger die Transkriptivitätstheorie (vgl. [JaSt02]) entwickelt, die ein mediales Verfah-
ren zur Erzeugung und Weiterentwicklung einer kulturellen Semantik mittels symbolischer
Mittel beschreibt. Diese Theorie umfasst die drei Verfahren der Medien: Transkribieren,
Adressieren und Lokalisieren. Im Folgenden werden die Begriffe vorgestellt und ihre Funk-
tionsweise in der Wissensvermittlung beschrieben.
Transkribieren
Das Transkribieren beschreibt ein Verfahren der Bedeutungsgenerierung und Lesbarma-
chung, bei dem aus Prä-Texten ein (Tran)-Skript entsteht. Ausgehend von den in einer
gewissen Hinsicht unlesbar gewordenen Prä-Texten, sowohl in Form real existierender Texte
als auch gelebter Erfahrungen eines Individuums, entsteht durch den Prozess der Transkrip-
tion die Fokussierung auf einen bestimmten Ausschnitt, wodurch ihm ein Semantik gegeben
wird. Beim Transkribieren unterscheidet man zwischen einem intra- bzw. intermedialen
Vorgang. Im „intra-medialen“ Fall handelt es sich um einen Prozess, der auf dem gleichen
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Symbolsystem von Prä-Text und Transkript beruht, wohingegen der „inter-mediale“ Fall
mindestens ein weiteres Kommunikationssystem erfordert [Jaeg04]. Weiterhin ist zu berück-
sichtigen, dass Skripte in diesem Zusammenhang nicht ausschließlich als Texte zu verstehen
sind, sondern dass deren Realisierung ebenfalls in nonliteralen Symbolsystemen, wie z.B.
Informationssystemen, zulässig ist.
 
 
Prä-Texte   Transkript 
inter- bzw. intra-mediale Transkription 
verstehen  
&  
kritisieren 
Abbildung 3.1: Schematische Darstellung des Prinzips der Transkriptivität nach [Jaeg04]
Abbildung 3.1 stellt den Vorgang der Transkriptivität schematisch dar. Zu bemerken ist
insbesondere die bereits im Prozess der Erzeugung eines Transkripts vorhandene „Rück-
kopplung“ auf das spätere Transkript. Hierbei handelt es sich um einen selbst-reflexiven
Erkenntnisprozess, vergleichbar mit einer Selbstlektüre. Bei der Transkription handelt es
sich demnach nicht um eine schlichte Transformationen bereits existierender Dokumente,
sondern um die Erzeugung einer autonomen Bewertungsinstanz, die ihrerseits wieder als
Grundlage für weitere Transkripte dienen kann [Jaeg04].
Adressieren und Lokalisieren
Im vorigen Abschnitt wurde das Transkribieren als Prozess der Lesbarmachung und der
Sinngenerierung von Prä-Texten dargestellt. Der dabei stattfindende Vorgang der Erzeugung
eines Transkripts ist damit jedoch keineswegs abgeschlossen, da die eigentliche Vermittlung
des Wissens noch erfolgen muss. Daher ergibt sich ein offensichtlicher Zusammenhang
zwischen dem Transkribieren und Adressieren. Unter Adressieren versteht man einen
Prozess in dem mediale Operatoren dazu eingesetzt werden, (unadressierte) Informationen
in (adressierte) Mitteilungen zu überführen [Jaeg04]. Durch den hier beschriebenen Vorgang
ist es damit möglich, ein Individuum bzw. mehrere Individuum durch ein universelles
Kommunikationsmedium zu informieren.
In einem abschließenden Prozess geht es nun darum, die zuvor beschriebenen Adressen als
Operatoren der Lokalisierung einzusetzen. So kann der Begriff des Lokalisierens als ein
Spezialfall des Adressierens unter Bedingungen globalisierter Kommunikation verstanden
werden. Das Lokalisieren stellt dabei eine gewisse Gegenbewegung dar, die eine Anpassung
der in einem globalen Kommunikationssystem vorliegenden Inhalte an eine lokale Adressen-
ordnung ist [Stic01]. Jedoch reduziert sich damit das Verfahren des Lokalisierens nicht auf
ein formalisierbares Verfahren einer kommunikationstechnischen Adressierung. Vielmehr
beschreibt die Transkriptivitätstheorie an dieser Stelle primär einen sozialen Vorgang und
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keineswegs eine formalisierte Strukturierung von Inhalten (etwa im Sinne der Informa-
tik). Demnach bezeichnet die Lokalisierung im Sinne der Transkriptivitätstheorie solche
Vorgänge, bei denen globale Medien einen den sozialen Gebräuchen einer Community
angemessene Abwandlung erfahren. Ein Beispiel dafür ist etwa eine Videokultur im Süden
Nigerias, die eine Abwandlung der in Europa und Nordamerika vorherrschenden Kinokultur
darstellt. In Fall der nigerianischen Kassettenkultur finden – als „Reaktion“ auf die global
kursierenden medialen Artefakte – Abwandlungen in lokal gebräuchliche Horrorvideos statt
[Wend99, Wend01].
3.2.2 Das SECI-Modell nach Nonaka und Takeuchi
Ikujiro¯ Nonaka und Hirotaka Takeuchi gelten aufgrund der von ihnen formulierte Theorie
als „Urväter“ des Wissensmanagements. Ein wesentlicher Bestandteil ihrer Theorie ist
die Verknüpfung des westlichen Verständnis von Wissen (als etwas explizites, fassbares)
und dem asiatischen (im speziellen Fall: japanischen) Verständnis von Wissen (als etwas
implizites, kontextspezifisches). In der von ihnen formulierten Theorie beschreiben sie
dazu den Prozess der Wissenserzeugung in Organisationen, bei dem individuelles Wissen
auf höhere Organisationsstufen (wie Personengruppen oder das gesamte Unternehmen) in
einem spiralförmigen Prozess gehoben wird [NoTa95]. Grundlage dieses Prozesses ist dabei
die kontinuierliche Transformation von impliziten und explizitem Wissen. Im folgenden
werden zunächst die Charakteristika der Wissenserzeugung und -vermittlung beschrieben,
bevor dann die vier aufeinander folgenden Prozesse der Wissenserzeugung und -vermittlung
erläutert werden.
Charakteristika der Wissenserzeugung und -vermittlung
Eine zentrale Fragestellung für die Wissensorganisation und -vermittlung liegt darin, wie
die Erzeugung neues Wissens von statten geht. Nonaka und Takeuchi unterscheiden dazu zu-
nächst einer ontologischen (d.h. Personen und Community bezogenen) Dimension und einer
erkenntnistheoretischen (d.h. impliziten und expliziten) Dimension des Wissens [NoTa95].
Die ontologische Wissensgenerierung stellt einen Prozess dar, durch den die Verbreitung
des Wissens eines Individuums auf andere, größere Personengruppen einer Community
vollzogen wird. Ihr Ansatz beruht weiterhin darauf, dass Wissen im engeren Sinne nur von
den beteiligten Individuen erzeugt werden kann, was einen erkenntnistheoretischen Prozess
bedeutet. Dabei greifen sie auf die von Michael Polanyi vorgenommene Unterscheidung
zwischen impliziten und explizitem Wissen zurück [Pola66]. Zusammen ergibt sich dann
aus implizitem und expliziten Wissen das gesamte Wissen eines Individuums.
Mit implizitem Wissen wird dabei personengebundenes und kontextspezifisches Wissen
bezeichnet, das nur schwer formalisierbar und kommunizierbar ist. Dies umfasst sowohl
kognitive Elemente (mentale Modelle und subjektive Wahrnehmungen) als auch technische
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Abbildung 3.2: Dimensionen der Wissenserzeugung und -vermittlung in Communities (adaptiert von
[NoTa95])
Aspekte (z.B. praktische Fertigkeiten). Als explizites Wissens hingegen bezeichnet kodi-
fiziertes Wissen, das in einer formalisierbaren, systematischen Sprache beschrieben und
kommuniziert werden kann (z.B. wissenschaftliche Veröffentlichungen). Auf diese Weise
kann explizites Wissen in unterschiedlichen Medien gespeichert werden und eignet sich da-
her ebenfalls für eine informatische (Weiter)-Verarbeitung. Insgesamt entsteht neues Wissen
nach ihrer These nun dadurch, dass innerhalb einer Organisation ein kontinuierliches Wech-
selspiel von impliziten und explizitem Wissen stattfindet und das dabei erzeugte Wissen
dadurch von einem Individuum auf größere Personengruppen übertragen wird. Abbildung
3.2 stellt den Prozess der Wissenerzeugung (bezogen auf eine Community) in schemati-
scher Weise dar. Im folgenden werden die bei der Wissenstransformation stattfindenden
Übergänge beschrieben.
Die vier Phasen der Wissenstransformation
Zur Beschreibung des kontinuierlichen Oszillierens zwischen implizitem und explizitem
Wissen identifizieren Nonaka und Takeuchi vier Wissenstransformationen, die zugleich auch
Namensgeber des SECI-Modells (engl. Socialization, Externalization, Combination and
Internalization) sind. Es handelt sich dabei um die nachstehenden Prozesse unter Angabe
der jeweils stattfindenden Transformation:
Sozialisierung: implizit→ implizit
Externalisierung: implizit→ explizit
Kombination: explizit→ explizit
Internalisierung: explizit→ implizit
Im folgenden werden die jeweiligen Vorgänge einzeln vorgestellt.
Die Sozialisierung beschreibt die Transformation des impliziten Wissens einer Person
auf eine andere. Es handelt sich dabei um einen Erfahrungsaustausch, bei dem durch
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Beobachten und Nachvollziehen ein gemeinsames Verständnis über einen bestimmten
Sachverhalt entsteht. Ein typisches Beispiel dafür ist die (Lehrlings)-Ausbildung, bei der
kontextspezifisches Wissen ohne die Zuhilfenahme von Handbüchern oder Ähnlichem,
sondern durch den Umgang mit den Kollegen vermittelt wird.
Mit Externalisierung bezeichnet man einen Vorgang bei der Erstellung expliziter Konzepte
aus impliziten Wissen. Es entsteht dabei kodifiziertes Wissen in einem beliebigem Spei-
chermedium, so dass dieser Inhalt kommunizierbar wird. Die Erstellung eines technischen
Reports kann beispielhaft für einen vergleichbaren Vorgang innerhalb einer Organisation
angesehen werden.
Die systematische und formalisierte Weiterverarbeitung kodifizierten Wissens wird als
Kombination bezeichnet. Bei der hier stattfindenden Transformation von explizitem in
explizites Wissen entsteht die Neuerung durch Sortierung, Kategorisierung und/oder Re-
konfiguration der Inhalte. Aufgrund des hohen Abstraktionsgrades ist es besonders dieser
Vorgang, der per se informatisch unterstützt werden kann. Ein Beispiel dafür wäre etwa
die Erstellung eines Informationssystems in einem Unternehmen gespeist durch technische
Reports und/oder Finanzkennzahlen.
Der Begriff der Internalisierung schließlich beschreibt die Erzeugung individuellen Wis-
sens aus zuvor formalisiertem Wissen. Dabei wird das explizierte Wissen unter Berücksich-
tigung des zugehörigen Kontexts von ein oder mehreren Personen verinnerlicht. Bezogen
auf das zuvor geschilderte Beispiel wäre dies der Fall, wenn die Inhalte eines firmeninternen
Informationssystem abteilungsübergreifend von den Mitarbeitern genutzt werden.
implizites 
Wissen
explizites 
Wissen
implizites 
Wissen
explizites 
Wissen
Transformation
von
Transformation
in
Sozialisierung Externalisierung
Internalisierung Kombination
Abbildung 3.3: Die vier Phasen der Wissenstransformation (basierend auf [NoTa95])
Insgesamt entsteht durch das kontinuierliche Durchlaufen der vier zuvor genannten Vor-
gänge ein Oszillieren zwischen implizitem und explizitem Wissen. Bei der dabei stattfin-
denden Übertragung von individuellem Wissen auf Personengruppen entsteht somit eine
fortwährende „Wissensspirale“ innerhalb einer Community. Der vollständige Prozess der
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Wissenserzeugung und -vermittlung im SECI-Modell ist schematisch in Abbildung 3.3
dargestellt.
3.2.3 Vergleichende Bewertung
In den beiden vorigen Abschnitten wurden zwei renommierte Theorien der Wissensorganisa-
tion und -vermittlung vorgestellt. Zunächst wurde die Transkriptivitätstheorie als Grundlage
für die Erzeugung und Weiterentwicklung einer kulturellen Semantik in kultur- und gei-
steswissenschaftlichen Communities eingeführt. Insbesondere wurden die Verfahren des
Transkribieren, Adressieren und Lokalisieren vorgestellt, die für das Arbeiten mit Medien
erforderlich sind. Im Anschluss daran wurde dann das SECI-Modell der Wissenserzeugung
in Organisationen eingeführt und die vier im Prozess der Wissensvermittlung stattfindenden
Phasen erklärt. Die für die medienzentrierte Wissensorganisation und -vermittlung relevante
Frage ist demnach: „Wie ist es möglich, die medialen Verfahren der Transkriptivitätstheorie
für das Wissensmanagement (und das SECI-Modell im speziellen) produktiv zu machen?“
Transkriptivitätstheorie SECI-Modell Informatisierte Medientheorie
Transkribieren Externalisierung Transkription
- Kombination fomalisierte Lokalisierung
Adressieren Internalisierung Adressierung
Lokalisieren Sozialisierung praktizierte Lokalisierung
Tabelle 3.1: Eine informatisierte Medientheorie basierend auf Transkriptivitätstheorie & SECI-Modell
Das SECI-Modell liefert insgesamt eine sehr umfassende Beschreibung der betrieblichen
Wissensorganisation und -vermittlung. Aufgrund der in Abschnitt 3.1.1 beschriebenen
Unterschiede in der Wissensorganisation und -vermittlung zwischen Organisationen (vgl.
Abschnitt 3.1.2) und virtuellen Communities in den Kultur- und Geisteswissenschaften
(vgl. Abschnitt 3.1.3) ist dieser Prozess natürlich nicht 1:1 abbildbar. Das Manko besteht
darin, dass die in der Wissensdarstellung und -vermittlung stattfindenden Medienopera-
tionen unberücksichtigt bleiben. An dieser Stelle setzt jedoch die Transkriptivitätstheorie
an, da sie eben diese Verfahren der Medien beschreibt. Weiterhin zeigt sich ein deutlicher
Zusammenhang zwischen beiden Theorien. Dabei ist sowohl der Vorgang des Transkribie-
rens systematisch sehr eng mit der Externalisierung verbunden als auch das Adressieren
mit der Internalisierung. Allerdings bietet die Transkriptivitätstheorie für sich alleine ge-
stellt ebenfalls kein allumfassende Beschreibung für eine informatische Unterstützung der
medienzentrierten Wissensorganisation und -vermittlung. Das Defizit liegt darin, dass im
Prinzip der Transkriptivität gleich mehrere Operationen des Erkenntnisprozesses ineinander
verzahnt sind ohne diese jedoch hinreichend zu systematisieren. Es ist deshalb für eine
informatische Unterstützung notwendig das Transkriptivitätsprinzip in seine Subprozesse
aufzugliedern. So spricht die Transkriptivitätstheorie etwa von einer Lokalisierung durch
Anpassung an lokale Gepflogenheiten, allerdings wird dies (im Sinne des SECI-Modells)
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eher als Sozialisierung verstanden und nicht als Kombination durch eine kontextspezifische
Strukturierung medialer Artefakte. Dieser Prozess ist jedoch insbesondere für kultur- und
wissenschaftliche Communities wichtig, da gerade hier der wissenschaftliche Erkenntnispro-
zess wesentlich von den Wechselwirkungen zwischen den medialen Artefakten und der
ihnen zugrunde liegenden Theorie abhängt. An dieser Stelle ist es somit erforderlich, die
Medienoperation der Lokalisierung in zwei disjunkte Vorgänge der Wissensorganisation
und -vermittlung aufzuteilen: Einerseits in einen strukturierenden, informatisch gestützten
Vorgang (formalisierte Lokalisierung) und andererseits in eine soziale Praxis (praktizierte
Lokalisierung).
Insgesamt ergibt sich als Basis für die Wissensorganisation und -vermittlung in kultur- und
geisteswissenschaftlichen Communities eine informatisierte Medientheorie (grau unterlegt
in Tabelle 3.1) als Kombination aus Transkriptivitätstheorie und SECI-Modell. Der fol-
gende Abschnitt beschreibt, wie die Operationen der informatisierten Medientheorie in
informatische Methoden in der Informationssystementwicklung umgesetzt werden können.
3.3 Informatische Methoden für eine informatisierte Me-
dientheorie
Bei der Entwicklung von Informationssystemen für kultur- und geisteswissenschaftliche
Communities ist es erforderlich, die für die Vermittlung von Expertenwissen relevanten
Operationen für das Arbeiten mit Medien zu identifizieren und informatisch zu beschreiben.
Als Grundlage wird dazu die im vorigen Abschnitt entwickelte informatisierte Medientheorie
angewendet. Dazu werden zunächst die Anforderungen an ein Informationssystem aus den
medialen Verfahren dieser Theorie hergeleitet. Abschließend wird der gesamte Ablauf der
informationssystemgestützten, medienzentrierten Wissensorganisation und -vermittlung
beschrieben.
3.3.1 Transkription
Der Prozess der Transkription ist eng mit dem in der Transkriptivitätstheorie (vgl. Abschnitt
3.2.1) beschriebenen medialen Verfahren verknüpft. Anders als beim Transkriptivitätsprin-
zip im Ganzen (vgl. Abbildung 3.1) umfasst die Transkription im Sinne der informatisierten
Medientheorie jedoch nur das rein intra- bzw. intermediale Verfahren im Externalisierungs-
prozess, bei dem mittels symbolischer Mittel ein Prä-Text in ein Skript überführt wird. Damit
wird das Prinzip der Transkriptivität hier rein auf den Erstellungsprozess eines Transkripts
(also den Vorgang der Transkription an sich) fokussiert und von einer späteren Rückführung
(z.B. durch einen Interpretationsvorgang) abgekoppelt.
Den Gehalt eines Trankripts beeinflussende Faktoren sind etwa die Stellung eines Nutzers
innerhalb der Community oder die eigene Vorbildung [Tajf82]. Um die individuelle Inter-
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pretation von Artefakten anderen Mitgliedern der Community zu ermöglichen und damit
die Lesbarkeit zu verbessern (vgl. Anwendung und Übertragung der Transkriptivität in
andere Disziplinen [JaSt02]), bedarf es semantischer Freiheit bei der Transkription. Diese
reicht von der textuellen Beschreibung des Bearbeitungskontext eines Artefakts bis hin zum
Ausdruck der wechselseitigen Beziehungen multimedialer Artefakte. Aus informatischer
Sicht muss man folgende drei Aspekte unterstützen:
T1: Erzeugung und Verwaltung von (Multi)-Media-Metadaten
T2: Darstellung (multi)-medialer Zusammenhänge
T3: Erweiterung des Archivs um multimediale Inhalte
Prä-Texte inter- bzw. intra-mediale Transkription Transkript
Abbildung 3.4: Transkription: Aus Prä-Texten wird ein Transkript
Abbildung 3.4 verdeutlicht den Transkriptionsprozess schematisch: Nicht notwendiger Wei-
se explizites Wissen, z.B. ein erlebtes Ereignis, wird durch die Transkription in ein mediales
Artefakt (das Transkript) externalisiert. Aufgrund der in der Transkription vorgenommen
Externalisierung ist es somit möglich, ein Transkript – sofern es in einer digitalen Form
vorliegt – in einem globalen Kommunikationssystem (in diesem Fall dem Informationssys-
tem) zu verarbeiten. In Unterscheidung zu der in [JaKl02] und [JaKl05] vorgenommenen
(grob granularen) Beschreibung der „Trankriptivität als informatisches Designprinzip“ als
mehrstufigen Entwicklungsprozess handelt es sich bei dem hier beschriebenen Vorgang
lediglich um einen Einzelschritt im Sinne der informatisierten Medientheorie.
3.3.2 Formalisierte Lokalisierung
Mit der zunehmenden Anzahl von Transkriptionen (und damit auch erzeugten Transkripten)
in einem Kommunikationssystem und einer globalen Adressenordnung wächst ebenso die
Unübersichtlichkeit. Die formalisierte Lokalisierung beschreibt einen Vorgang, bei dem
Transkripte strukturiert und (re)-kombiniert werden können. Auf diese Weise wird die
globale Adressenordnung eines medialen Artefakts an einen lokalen Kontext (d.h. eine
kontextabhängige Adressenordnung) angepasst. Für die informatische Unterstützung der
formalisierten Lokalisierung sind die folgenden Punkte erforderlich:
L1: individuelleMedienkategorisierungen
L2: Erstellung und Verwaltung von Referenzkollektionen
L3: feingranulares Rechtemanagement
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informatische VerarbeitungTranskript
Abbildung 3.5: Formalisierte Lokalisierung: Kontextspezifische Datenverarbeitung
Der mediale Prozess der formalisierten Lokalisierung ist schematisch in Abbildung 3.5
abgebildet. Das in einem Transkript externalisierte Wissen wird durch die formalisierte
Lokalisierung vom globalen in einen lokalen Kontext überführt. Durch die Erstellung
eines solchen Kontexts ist es den Nutzern eines Informationssystems möglich, sich kri-
tisch mit den medialen Artefakten und der zugrunde liegenden theoretischen Einordnung
auseinanderzusetzen. So wird es zum Beispiel möglich, eine individuelle Erschließung
der multimedialen Artefakte durch deren Rekombination vorzunehmen. Daraus ergeben
sich, je nach Anwendungskontext eines Nutzers, vollkommen unterschiedliche und damit
oftmals auch sich widersprechende Interpretation eines Artefakts. Damit wird ebenfalls
deutlich, welch zentrale Bedeutung die formalisierte Lokalisierung für die Theoriebildung
im hermeneutischen Erkenntnisprozess hat.
3.3.3 Adressierung
Der Begriff der Adressierung stellt eine Operation dar, die externalisiertes Wissen (d.h. ein
Transkript) in seinem lokalisierten Kontext (etwa einer individuellen Kategorisierung eines
Informationssystems) anderen Nutzern zugänglich macht. Wichtig ist dabei ebenfalls, dass es
auch neuen Mitgliedern möglich gemacht werden muss, am Prozess der Wissensvermittlung
zu partizipieren. Um dies zu bewerkstelligen, umfasst der Adressierungsprozess eines
Transkripts die Verknüpfung von:
Daten: Die an sich zu übermittelnde Information in Form eines Transkripts.
Kontext: Die einer Mediendarstellung zugrunde liegende Adressenordnung.
Metadaten: Zusatzinformationen zur Verbesserung der Lesbarkeit von Transkripten.
Damit adressiert das Transkript eine Nutzercommunity bzw. ein Individuum, abhängig
davon, welche Adresse gewählt worden ist [DSSt01]. Aus informatischer Sicht können bei
diesem Vorgang folgende Kernpunkte erkannt werden:
A1: Darstellung (multi)-medialer Inhalte im Kontext
A2: Optionen zur legitimierten Teilnahme am Rande
A3: (asynchrone) Kooperationsunterstützung
Abbildung 3.6 stellt schematisch den Vorgang der Adressierung von Trankripten dar. Aus-
gangspunkt ist ein lokalisiertes Transkript, das in einem spezifischen Kontext dargestellt
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darstellen & vermitteln im Kontext Transkript
im
Kontext
Abbildung 3.6: Adressierung: Mediendarstellung im Kontext
wird. Aus informatischer Perspektive entspricht der Vorgang der Adressierung dem Abruf
und der Rezeption (Internalisierung) von in einem Informationssystem gespeicherten Inhal-
ten durch einen Nutzer. Die Vermittlung der Information kann dabei sowohl „aktiv“, d.h
durch den Nutzer initiiert (so genanntes „Pull“), oder aber „passiv“ (im Sinne eines „Push“)
erfolgen. Bezogen auf ein Informationssystem setzen beide Varianten eine Interaktion des
Nutzers mit dem System, mindestens aber die simple Rezeption des Transkripts, voraus.
3.3.4 Praktizierte Lokalisierung
Der letzte Schritt bei der Interpretation multimedialer Artefakte in der kultur- und geistes-
wissenschaftlichen Wissensvermittlung ist die praktizierte Lokalisierung. Dabei handelt
es sich um einen Prozess des Verstehens und Kritisierens lokalisierter Transkripte durch
einen Nutzer oder aber – etwa als Diskussion – innerhalb einer Nutzercommunity. Aus
informatischer Sicht lässt sich der dabei vorgehende hermeneutische Prozess nicht direkt
durch ein Informationssystem unterstützen, messen oder gar bewerten. Allerdings lassen
sich durch den Einsatz von Informationssystemen diese Kooperationsprozesse erheblich
beschleunigen. Als Effekt der praktizierten Lokalisierung entsteht eine gelebte Erfahrung
im Umgang mit einem Transkript, was wiederum einen Prä-Text darstellt (vgl. Abbildung
3.7). So schließt sich ein Kreis der medienzentrierten Wissensorganisation und -vermittlung
in den Kultur- und Geisteswissenschaften.
verstehen & kritisieren Prä-TexteTranskriptim
Kontext
Abbildung 3.7: Praktizierte Lokalisierung: Verstehen und kritisieren im Diskurs
Der folgende Abschnitt fast die Operationen der Transkription, formalisierten Lokalisierung,
Adressierung und praktizierten Lokalisierung in einem ganzheitlichen Wissensvermittlungs-
prozess zusammen. Dadurch werden die Anforderungen an ein Informationssystem im
kompletten Zyklus der medienzentrierten Wissensorganisation und -vermittlung spezifiziert.
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3.3.5 Die informatisierte Medientheorie als Prozess
In den Abschnitten 3.3.1 - 3.3.4 wurden vor dem Hintergrund der Medien als zentralem
Betrachtungsgegenstand zur Vermittlung des Expertenwissens in den Kultur- und Geistes-
wissenschaften die dabei stattfindenden Medienoperation eingeführt. Dabei findet gemäß der
zuvor geschilderten disziplinären Dynamik (vgl. Abschnitt 3.1.1) ein dauerhaftes „Oszillie-
ren“ zwischen Prä-Text und Transkript statt, um dadurch eine kontinuierliche Verfeinerung
von Material und zugrunde liegender Theorie vorzunehmen. Der hier beschriebene Vorgang
findet kontinuierlich statt und kann beliebig oft durchlaufen werden.
Dieser Prozess knüpft dabei eng an die in Abschnitt 3.2.2 formulierte Wissensmanage-
menttheorie von Nonaka und Takeuchi an. Allerdings werden hier zudem die in Abschnitt
3.2.1 geschilderten medialen Verfahren zur Erzeugung und Weiterentwicklung einer kultu-
rellen Semantik integriert. Auf diese Weise beschreibt die informatisierte Medientheorie
einen kombinierten Ansatz einer medienzentrierten Wissensorganisation und -vermittlung.
Abbildung 3.8 zeigt schematisch die informatisierte Medientheorie als medienzentrierten
Wissensvermittlungsprozess.
Kombination:
formalisierte Lokalisierung
Externalisierung:
Transkription
Sozialisierung:
praktizierte Lokalisierung
Internalisierung:
Adressierung
TranskriptPrä-Texte
Transkript
im
Kontext
Abbildung 3.8: Die informatisierte Medientheorie als Prozess (basierend auf [NoTa95] & [Jaeg04])
Als nächstes werden Softwareansätze vorgestellt, die das kollaborative Arbeiten mit Me-
dien ermöglichen. Dabei wird verdeutlicht, inwieweit diese Technologien geeignet sind,
die zuvor beschriebenen Medienoperationen zu unterstützen und den Anforderungen an
Wissensorganisation und -vermittlung in den Kultur- und Geisteswissenschaften gerecht zu
werden.
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3.4 Software für das kollaborative Arbeiten mit Medien
Wie bereits in den beiden vorigen Abschnitten erläutert wurde, erfordert dieWissensorganisa-
tion und -vermittlung in den Kultur- und Geisteswissenschaften eine besondere Berücksich-
tigung der im Prozess enthaltenen Medien. Von daher geht es bei der softwaretechnischen
Unterstützung darum, sowohl den disziplinären Gewohnheiten dieser Communities gerecht
zu werden als auch eine medienadäquate Verarbeitung der Inhalte zu bieten. Daher wer-
den solche Softwareansätze vorgestellt, die sowohl auf eine Communityunterstützung hin
ausgerichtet sind als auch das Arbeiten mit Medien unterstützen.
3.4.1 Groupware
Mit Groupware bezeichnet man Technologien, die eine Zusammenarbeit von Personen
mittels vernetzter Informationssysteme ermöglichen. Grundsätzlich gilt es dabei zwischen
synchroner und asynchroner Kooperationsunterstützung zu unterscheiden [BoSc00]. Im
Fall synchroner Groupware handelt es sich zumeist um solche Technologien, die auf eine
Unterstützung der Kommunikation ausgerichtet sind (z.B. Meeting- und Konferenzsyste-
me). Mit asynchroner Groupware hingegen werden Technologien bezeichnet, die sich der
Kollaboration und Kooperation der Teilnehmer in einer Gruppe widmen (z.B. gemeinsa-
me Arbeitsbereiche und Ablaufplanung). Damit bietet synchrone Groupware zwar eine
effiziente Unterstützung wissenschaftlicher Diskurse, jedoch kommen für eine nachhaltige
Kooperationsunterstützung vor allem asynchrone Technologien zum Einsatz.
Von zentraler Bedeutung für die Groupware ist die Verwaltung des gemeinsamen (Nutzungs)-
Kontexts und das Konzept des „WYSIWIS“. WYSIWIS steht für what you see is what
I see und ist Teil der Aufmerksamkeitssteuerung zur konsistenten Inhaltsdarstellung bei
Groupware. Dabei werden unterschiedlich strikte Formen des WYSIWIS unterschieden.
Diese reichen von moderaten Lösungen mit der Möglichkeit der Erstellung individueller
Inhaltsdarstellungen bis hin zu strikten Echtzeit-Lösungen samt paralleler Maussteuerung.
Daraus resultieren ebenfalls unterschiedliche Anwendungsszenarien für den Einsatz der
Groupware. Damit es nicht zu (ungewollten) „Scroll-Wars“ oder „Windows-Wars“ kommt,
ist erforderlich, dass sich die Nutzer an gewisse Konventionen halten [BoSc00]. Insgesamt
setzen die strikten Echtzeit-Lösungen eine technikbegeisterte Nutzergruppe voraus, die
zugleich sehr diszipliniert agieren muss.
Für die Wissensorganisation und -vermittlung in den Kultur- und Geisteswissenschaften
sind heute (und auch in absehbarer Zukunft) lediglich asynchrone Technologien zur Ko-
operationsunterstützung sinnvoll einsetzbar. Wesentliche Gründe dafür sind die mangelnde
Nachhaltigkeit der synchronen Technologien und das hohe Maß an fachinformatischen
Kenntnissen, die für deren Nutzung notwendig sind. Daher eignen sich besonders die mo-
deraten Formen des WYSIWIS, die zwar eine Darstellung der Informationen im Kontext
bieten, jedoch keine Echtzeitanforderungen erfordern. Für den Austausch der Informatio-
nen ist dazu ein Server als zentraler Arbeitsbereich mit dezentral arbeitenden Klienten
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ausreichend. Aus technischer Sicht erfordert die Umsetzung eines solchen Systems eine ver-
hältnismäßig einfache Zugriffskontrolle was die Echtzeitanforderungen betrifft. So kann hier
auf optimistische Mechanismen für eine versionierte Transaktionskontrolle zurückgegriffen
werden, da im kultur- und geisteswissenschaftlichen Arbeitsprozess jede Veränderung eines
medialen Artefakts einen neuen (Darstellungs)-Kontext impliziert und damit einen „neuen“,
wenn auch abgeleiteten, Inhalt bedeutet. Vor dem Hintergrund der Zugriffskontrolle sind die
Anforderungen in den Kultur- und Geisteswissenschaften mindestens ebenso strikt wie in
anderen Anwendungsdomänen. Es ist sogar so, dass einem einzelnen Dokument eine sehr
große Bedeutung zukommt. Daher braucht man zusätzliche Schutzmechanismen, die über
simple Gruppenrechte hinaus den Zugriff auf Dokumente steuern können.
3.4.2 Communityware
Communityware umfasst ebenfalls Technologien, die zur Förderung der Gruppenarbeit
dienen. Anders als bei Groupware geht es hier jedoch nicht darum, die Kommunikation
und Kollaboration in (Arbeits)-Gruppen zu optimieren, sondern eher lose miteinander ver-
bundener Mitglieder in (Interessen)-Gemeinschaften (wie in Abschnitt 3.1.3 beschrieben)
zu unterstützen [SSUn01]. Einen wesentlichen Beitrag liefern diese Technologien dabei
auch bei der eigentlichen Entstehung dieser Communities, da sie die zentrale Kommunikati-
onsplattform der Mitglieder sind. Communityware bietet somit einen virtuellen Treffpunkt
für Gleichgesinnte, die deren Mitglieder bei der Erledigung des gemeinsamen Anliegens
unterstützt. Dazu muss die Communityware flexibel an die Bedürfnisse der jeweiligen
Community anpassbar sein und nahezu beliebige Medienkonstellation zulassen. Typisch für
Communityware sind z.B. Forensoftware bzw. News-, Chat-, oder Recommender-Systeme.
Die Gestaltung der Kommunikationsplattform auf Basis der zugrunde liegenden Communi-
tyware erfordert eine möglichst enge Zusammenarbeit zwischen den Systementwicklern
und Anwendern. Im besten Fall geht dies sogar soweit, dass Spezifikation und Umsetzung
durch die Communities selbst geschieht. Im Fall kultur- und geisteswissenschaftlicher
Communities ist dies aber nur in beschränkten Umfang möglich. Hier fehlt meist dafür vor-
handene informatische Fachwissen oder die erforderlichen finanziellen Ressourcen für das
Erwerben dieses Wissens. Dennoch birgt Communityware speziell für diese Communties
ein immenses Potential. Insbesondere spiegelt sich in der Offenheit dieser Technologien die
in den Kultur- und Geisteswissenschaften oft propagierte legitimierte Teilnahme am Rande
ohne die Notwendigkeit eines organisatorischen Zusammenhangs wider. Zudem handelt es
sich bei Communityware zumeist um quellcodeoffene Entwicklungen, die eine (abgesehen
von anfallenden Hardware- und Personalkosten) kostenneutrale Technologie darstellen.
3.4.3 Digitale Medienarchive
Digitale Medienarchive sind softwaretechnisch eine spezielle Datenbankanwendung, durch
die digitale Medien auf einer höheren Abstraktionsebene zugänglich werden. Technisch
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bedeutet dies, dass digitale Medienarchive eine ganzheitliche Sicht auf die Inhalte sowie
deren Beschreibungen und Beziehungen untereinander bieten. Damit handelt es sich hierbei
um eine Anwendung der in Abschnitt 2.7 vorgestellten Repository-Technologien mit einem
Fokus auf die Verwaltung digitaler Medien. Wie bei einem Repository üblich, wird so
eine normierte Schnittstelle für andere auf die Inhalte zugreifende Informationssysteme zur
Verfügung gestellt. Von zentraler Bedeutung sind dabei die (Multimedia)-Metadaten und
deren standardisierte Beschreibung, weil dadurch die Interoperabilität der Inhalte über die
Grenzen eines Medienarchivs hinaus gewährleistet werden kann [Marc00].
Eine besondere Bedeutung haben digitale Medienarchive für das Arbeiten in den Kultur-
und Geisteswissenschaften erlangt. Hier hat sich gezeigt, dass eine „naive“ Verarbeitung von
Multimedia – dahingehend, dass multimediale Artefakte an sich und kontextunabhängig zur
Wissensvermittlung geeignet sind – unzureichend ist, da die komplexen Zusammenhänge
zwischen Medien, sowie der Bezug zur zugrunde gelegten Theorie und dem Erstellungs-
kontext verloren gehen [Mano01]. Der Einsatz von Repository-Technologien als digitale
Medienarchive stellen einen Wissensspeicher dar, der einen Zugriff auf mediale Artefakte
samt ihren Metadatenbeschreibung – also im Kontext – ermöglicht. Eine weitere unverzicht-
bare Grundlage ist dabei die Offenheit der Archive in Bezug auf Zugriff und Erweiterbarkeit,
zumal die Zusammenhänge zwischen medialen Artefakt und angewandter Theorie kontinu-
ierlichen Verfeinerungen ausgesetzt sind. In Informationssystemen abgespeicherte Artefakte
müssen aus diesem Grund individuell (re)-arrangiert sowie zwecks Kollaboration um neue
Inhalte ergänzt werden können.
Insgesamt sind digitale Medienarchive eine wichtige Grundlage für die Wissensorganisa-
tion und -vermittlung in den Kultur- und Geisteswissenschaften. Jedoch fördern sie das
diskursgestützte Arbeiten nicht per se, da dies letztendlich von den auf sie zugreifenden In-
formationssystemen abhängt. Daher gilt es die Darstellung von Wissen im Kontext etwa mit
Hilfe der Erzeugung von Referenzkollektionen zu ermöglichen. Auf diese Weise findet eine
fortlaufende Terminologiearbeit bei gleichzeitiger Verfeinerung der Beziehungen zwischen
Modell und multimedialem Artefakt statt. Weiterhin sind die Inhalte vor unberechtigtem
Zugriff zu schützen und möglichst feingranulare Zugriffsrechte erforderlich.
3.5 Zusammenfassung
Dieses Kapitel hat einen Überblick über zentrale Konzepte des Wissensmanagement (im
Allgemeinen) und deren Anwendbarkeit auf Wissensvermittlungsprozesse in kultur- und
geisteswissenschaftlichen Communities (im Speziellen) gegeben. Es wurde verdeutlicht,
dass die stattfinden Lernprozesse zumeist informeller Natur sind und nur selten vor einem
organisationellen Hintergrund durchgeführt werden. Aus diesem Grund muss es bei der
Unterstützung dieser Communities primär darum gehen, die medienzentrierten Lernprozesse
in Communities of Practice durch den Einsatz von Informationssystemen zu verbessern.
Die dabei stattfindenden Medienoperationen wurden hierzu beschrieben und die für deren
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informatische Unterstützung erforderlichen Aspekte hervorgehoben. Im Anschluss daran
wurden dann Softwareansätze vorgestellt, die auf Communityunterstützung und das Arbeiten
mit Medien hin ausgelegt sind.
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A2
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Kooperationsunterstützung + + -
Legende: + intendiert o als Erweiterung möglich - nicht vorgesehen
grau unterlegt anzustrebende Unterstützung
Tabelle 3.2: Softwareansätze zur Unterstützung kultur- und geisteswissenschaftlicher Medienoperationen
Tabelle 3.2 fasst die Anforderungen an eine informatische Unterstützung einer medien-
adäquaten Wissensdarstellung und -vermittlung zusammen und setzt diese mit aktuellen
Softwäreansätzen in Bezug. Wie man der Tabelle entnehmen kann, existiert kein für sich
alleine ausreichende Technologie zu einer umfassenden Unterstützung von Transkripti-
on, formalisierter Lokalisierung und Adressierung. Vielmehr stellt eine Kombination aus
Communityware und digitalem Medienarchiv (grau hinterlegt in 3.2) den umfassendsten An-
satz dar. Der dabei stattfindende Medienbruch vom papierbasierten Archiv zu multimedial
vernetzten Informationssystemen hat begonnen, steht aber noch am Anfang. Das folgen-
de Kapitel widmet sich solchen Informationssystemen, die im Umfeld medienzentrierten
Arbeitens zum Einsatz kommen.
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Kapitel 4
Verwandte Arbeiten
Dieses Kapitel gibt einen Überblick über verwandte Arbeiten zu Informationssystemen, die
der medienzentrierten Wissensorganisation und -vermittlung dienen. An dieser Stelle wird
zunächst zwischen drei unterschiedlichen Ansätzen unterschieden:
• quellcodeoffene Web-Informationssystemen (Abschnitt 4.1) [im Allgemeinen]
• web-basierte Communitysystemen zur Unterstützung des wissenschaftlichen Arbei-
tens (Abschnitt 4.2) [Communitybezug ohne spezifische Anwendungsdomäne]
• Informationssysteme für kultur- und geisteswissenschaftliche Communities (Ab-
schnitt 4.3) [im Speziellen].
Diese Unterscheidung trägt dem Sachverhalt Rechenschaft, dass zwar viele Communi-
tysysteme daraufhin ausgelegt sind, medienzentrierte Prozesse der Wissensorganisation
und -vermittlung zu unterstützen, jedoch – wenn überhaupt – nicht speziell auf die Kultur-
und Geisteswissenschaften hin ausgerichtet sind. Daher werden in Abschnitt 4.3 speziell
solche Ansätze vorgestellt, die für einen Einsatz in geistes- und kulturwissenschaftlichen
Arbeitspraxen entwickelt worden sind.
4.1 Quellcodeoffene Web-Informationssysteme
Der erste Abschnitt widmet sich solchen Web-Informationssystemen, die quellcodeoffen
und damit kostenfrei zur Verfügung stehen. Beide zuvor genannten Aspekte spielen für
viele Communities eine bedeutende Rolle, da sie sowohl aktiv an der Weiterentwicklung
der Informationssysteme mitwirken können, als auch mit geringen finanziellen Ressourcen
eine gemeinsame Kommunikations- und Kollaborationsplattform realisiert werden kann. Zu
diesem Zweck verfolgen die hier vorgestellten Informationssysteme einen eher generalisti-
schen Ansatz. So soll erreicht werden, dass die Technologien einer möglichst großen Menge
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potentieller Anwender zur Verfügung gestellt werden kann. Im Gegenzug fehlt zumeist eine
Ausrichtung auf eine Anwendungsdomäne hin, was aufgrund der Quellcodeoffenheit durch
die Communities selbst erreicht werden kann.
Die hier aufgeführten Systeme repräsentieren weit verbreitete quellcodeoffene Web-Infor-
mationssysteme, die für den Einsatz in wissenschaftlichen Arbeitrspraxen (im Allgemeinen)
geeignet sind bzw. verwendet werden. Aufgrund der enormen Dynamik bei quellcodeof-
fenen Projekten ist diese Auswahl auf solche Projekte fokussiert, die sowohl seit längerer
Zeit (weiter)-entwickelt und betreut werden als auch Bedeutung für wissenschaftliche
Communities erlangt haben.
4.1.1 Wikis
Wikis (oder auch WikiWikis) sind offene Content Management Systeme, durch die indivi-
duellen Nutzergruppen Webinhalte kollaborativ administrieren können. Dem eigenen Ver-
ständnis nach bezeichnen Entwicklergruppen wie etwa TikiWiki (vgl. http://de.tikiwiki.org)
ihre Software als Groupware, jedoch ist sie durchaus als „hybrid“ zu verstehen. So weisen
Tikis ebenfalls für Communityware charakteristische Züge auf, die insbesondere durch
ihren Einsatz in selbstorganisierten Anwendercommunities (z.B. KDE, Mozilla, Firefox
etc.) deutlich machen. Der NameWiki ist ähnlich „verrückt“ wie das Konzept an sich. Er
stammt vom hawaiianischen Wort „wiki-wiki“ was soviel bedeutet wie „schnell“ [Wags04].
In der Tat führt die simple, offene Konzeption von Wikis dazu, dass einer breiten Nut-
zerschicht die Bearbeitung von hypermedialen Inhalten ermöglicht wird. Die technischen
Erfordernisse reduzieren sich inWikis auf den Einsatz eines Browsers, so dass auch nicht
technisch versierte Anwender Beiträge zu Wikis beisteuern können. Damit stellen Wikis
einen Beitrag zur Demokratisierung des Internets dar, jedoch birgt die Offenheit naturgemäß
auch das Risiko, dass Inhalte durch Vandalismus zerstört oder manipuliert werden können.
Um dies zu verhindern, gibt es bei vielenWikis „Schutzmechanismen“, die zumindest eine
Registrierung vor etwaigen Änderungen vorsehen.
Ein positives Beispiel eines offenen Wiki stellt die Online-Enzyklopädie Wikipedia dar (vgl.
Abb. 4.1). Wikipedia ist der Versuch, eine freie Enzyklopädie in mehr als 100 Sprachen zu
erstellen (vgl. http://de.wikipedia.org). Auf diese Weise sind in Wikipedia seit 2001 etwa
350.000 Beiträge allein in deutscher Sprache entstanden. Problematisch ist dabei, dass die
so entstandenen Beiträge nicht immer eine hinreichende Qualität haben und dass zum Teil
auch Fehlinformationen verbreitet werden.
Aus technischer Sicht basieren Wikis, wie etwa das weit verbreitete TikiWiki [Tiki06],
zumeist auf PHP [Php06], Apache HTTP Server [Apac06a] und MySQL [Mysq06]. Damit
beruht TikiWiki auf weit verbreiteten (quellcodeoffenen) Technologien, ohne jedoch auf ein
speziell auf Content Management ausgelegtes System zurück zu greifen. Dennoch können
die Inhalte eines Wiki nicht nur „passiv“ abgerufen werden, sondern ebenfalls kollaborativ
bearbeitet werden. Die einzelnen Seiten werden daraufhin durch Hyperlinks miteinander
50
4.1. QUELLCODEOFFENE WEB-INFORMATIONSSYSTEME
Abbildung 4.1: Kollaborativ erstelltes Dokument zu Bruno Latour in Wikipedia
verknüpft, so dass sich eine komplexe Hyperlink-Struktur innerhalb desWikis ergibt, die
ebenfalls Verweise auf Webseiten beinhaltet, die nicht zumWiki selbst gehören. Desweiteren
stehen in Wikis typischer Weise zahlreiche weitere Kollaborationsfunktionalitäten wie etwa
Chat, Foren oder Mailinglisten zur Verfügung.
Insgesamt bietenWikis viele Eigenschaften, die der Unterstützung kulturwissenschaftlichen
Arbeitens dienen. Diese liegen insbesondere im Bereich der Adressierung (Teilnahme am
Rande [A2] und asynchrone Diskursunterstützung [A3]) im Bereich der Lokalisierung
(Referenzkollektionen [L2] und – mit Erweiterungen – flexibles Rechtemanagement [L3]).
Dennoch gibt es hier ebenfalls Schwächen, da die Unterstützung multimedialer Inhalte [A1]
eine Einbettung in HTML erfordert und individuelle Medienkategorisierungen [L1] nicht
unterstützt werden. Die größten Defizite liegen allerdings im Bereich der Transkriptionen,
da es hier keine Metadatenunterstützung [T1] gibt und multimediale Zusammenhänge [T2]
lediglich über die Verlinkungsstruktur ausgedrückt werden. Positiv wirkt sich jedoch die
Offenheit und Erweiterbarkeit [T3] von Wikis aus.
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4.1.2 Plone/ZOPE
Plone ist, ähnlich wie ein Wiki, ein offenes Content Management System, das Nutzern bzw.
Nutzergruppen die Administration von Webinhalten kollaborativ ermöglicht [Plon06]. Je
nach Konfiguration ist es möglich, den Anwendern individuelle Zugriffsrechte zu erteilen,
so dass diese ebenfalls „aktiv“ Inhalte in zum System beisteuern können. Die dabei ent-
stehenden Webseiten sind über Hyperlinks miteinander verknüpft, die – natürlich – auch
Verweise auf externe Webseiten beinhalten können. Weiterhin stehen zahlreiche Plugins zur
Verfügung, die typische Kollaborationsunterstützung wie etwa Chat, Foren, Bildergallerien
oder Mailingslisten unterstützen.
Technisch basiert Plone auf dem objektorientierten Applikationsserver Zope [Zope06].
Sowohl Zope als auch Plone sind in Python [Pyth06] programmiert, das als besonders lei-
stungsstark und „programmiererfreundlich“ gilt. Dennoch birgt die Kombination aus Plone
und ZOPE Risiken, da die Entwicklung der beiden Systeme nicht allzu stark aufeinander
abgestimmt ist. So kann es etwa bei der Aktualisierungen eines der Systeme zu einem er-
heblichem Konfigurationsaufwand und Treiberproblemen z.B. bei der Datenbankanbindung
kommen. Zudem ist die Konfiguration der als Plugins zur Verfügung stehenden Software kei-
neswegs unproblematisch, da es zu Versionskonflikten, mangelnder Aufwärtskompatibilität
und kurzzeitiger Nichtverfügbarkeit durch einen systembedingten Neustart kommt.
Die in Plone zur Verfügung stehenden Möglichkeiten zur Kollaborationsunterstützung ent-
sprechen weitestgehend den bereits für die Wikis beschriebenen Funktionalitäten. Ähnliches
gilt für das Aussehen und die Strukturierung der Webseiten, so dass Inhalte von Plone-
basierten Systemen denen von Wikis (und umgekehrt) oft zum verwechseln ähnlich sind.
Grundsätzlich erlaubt die Konzeption von Plone/ZOPE ebenfalls, das kulturwissenschaftli-
che Arbeiten (zumindest in Teilbereichen) zu unterstützen, wie es etwa im kulturwissen-
schaftlichen Portal GRAECULUS (vgl. www.graeculus.de) der Fall ist. Abbildung 4.2 zeigt
die Einstiegsseite von GRAECULUS, das Informationen rund um die Kulturwissenschaften
aggregiert und syndiziert. Ein großes Problem bei der Verwendung von Plone/ZOPE in
kulturwissenschaftlichen Communities (im Allgemeinen) liegt jedoch in dem zuvor beschrie-
benen erheblichen informatischen Fachwissen, dass zur Einrichtung und Administration
des Systems erforderlich ist. Zudem bedarf die Entwicklung zusätzlicher Funktionalitäten
eines Applikationsservers für den ein nicht unbeträchtliches informatisches Fachwissen
erforderlich ist. Daher müssen Communities in den Kultur- und Geisteswissenschaften in
aller Regel auf das Standardrepertoire an Plugins zurückgreifen, die jedoch nicht speziell
auf deren Bedürfnisse hin entwickelt worden sind.
Plone/ZOPE bietet für kulturwissenschaftliche Communities ein „offenes“ und erweiterba-
res Archiv [T3]. Schwachpunkte bei der Transkription sind allerdings die lediglich über die
Verlinkungsstruktur darstellbaren multimedialen Zusammenhänge [T2]. Ebenso können die
Metadatenbeschreibungen [T1] lediglich in dem für multimediale Inhalte nur eingeschränkt
nützlichen Dublin Core (vgl. Abschnitt 5.2.1) vorgenommen werden. Das Rechtemanage-
ment [L3] ist flexibel und – als Ergänzung – ist die Erstellung von Referenzkollektionen
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[L2] möglich. Medienkategorisierungen [L1] werden allerdings nicht unterstützt. Positiv
sind die Adressierungsfunktionalitäten der Teilnahme am Rande [A2] und die asynchrone
Diskursunterstützung [A3] zu bewerten. Wie bei Wikis müssen multimediale Inhalte [A1] in
HTML eingebettet werden.
Abbildung 4.2: Kulturwissenschaftliches Webportal basierend auf Plone
4.1.3 Moodle
Moodle (Modular Object-Oriented Dynamic Learning Environment) [mood05] ist das wohl
weitverbreitetste quellcodeoffene Kursmanagementsystem. Anders als die zuvor vorgestell-
ten Content-Management-Systeme ist Moodle speziell für den Einsatz als Lernplattform
konzipiert worden. Moodle eignet sich dabei sowohl für den Einsatz im Kleinen (etwa
ein Lehrer samt Schulklasse), als auch zum universitätsweiten Einsatz mit einer Vielzahl
von Lehrenden und Lernenden im Großen. Eine typischeMoodle-Anwendung im univer-
sitären Umfeld zeigt Abbildung 4.3, die als zusätzliche Plattform zur Unterstützung von
Lernveranstaltungen eingesetzt wird und durch Zugriffkontrolle geschützt ist. Weiterhin
bietet Moodle zahlreiche Plugins, die eine Integration von Modulen wie etwa Chat-, Foren-,
Blogfunktionalität etc. ermöglichen. Die eigentlichen Lerninhalte sind die so genannten
„Kurse“. Kurse können aus einer Kombinationen nahezu beliebiger digitaler Inhalte sein wie
Webseiten, Dateien unterschiedlicher Formate oder gar proprietäre Anwendungen basierend
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auf SCORM [ADL05]. Das Erstellen von Kursen und der Zugriff darauf basieren auf dem
Nutzermanagement von Moodle. Dabei wird grundsätzlich zwischen Administratoren und
der strikt hierarchischen Tutor/Lernender Rolle unterschieden. Auf Grundlage der einem
Nutzer zugewiesenen Rolle ist es daraufhin möglich, selbstständig neue (Lern)-Inhalte
in das System einzupflegen (gilt für Administratoren und Tutoren) bzw. Kursinhalte zu
bearbeiten (für Lernende).
Abbildung 4.3:Moodle-basierte Lernplattform CALP
Moodle unterstützt bei der Erstellung von Kursen unterschiedliche Formate, mit denen
die Struktur des Kurses festgelegt wird. Dabei stehen drei Basisformate zur Verfügung:
Wöchentliche, themenbasierte oder soziale Kurse. Wöchentliche und themenbasierte Kurse
sind in ihrer Struktur recht ähnlich, da sie einen sequentiellen Kursverlauf, entweder auf
wöchentlicher oder auf inhaltlicher Grundlage, vorschreiben. Der Lernende ist in beiden
Fällen dazu angehalten, der vordefinierten Struktur zu folgen und die jeweiligen Aufgaben
zu bearbeiten. Anders ist dies beim sozialen Format. Hier wird keine Struktur vorgeschrie-
ben sondern ein Forum als zentrale Konversationsplattform angelegt. Der Kurs definiert sich
beim sozialen Format über die sich beim fortschreitenden Diskurs entstehenden Fragestel-
lungen. Die durch den Lernenden zu absolvierenden Aufgaben lassen sich inMoodle anhand
vorkonfigurierter Aufgabentypen definieren. Neben „klassischen“ und wenig dynamischen
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Aufgabenstellungen wie Aufsätzen, die bis zu einem bestimmten Zeitpunkt einzureichen
sind, bietetMoodle zudem dynamische Aufgabentypen wie etwa Umfragen oder Quizze.
Ein Quiz kann im Rahmen eines Kurses ebenfalls zur automatisierten Auswertung und
Benotung des Lernfortschritts verwendet werden. Dazu stehen inMoodle unterschiedliche
Testtypen wie etwa Multiple Choice oder Ja/Nein Fragen sowie kurze Freitextantworten zur
Verfügung.
Die technische Grundlage von Moodle ist ein PHP-fähiger [Php06] Rechner sowie (typi-
scherweise) ein Apache HTTP Server [Apac06a] und eine MySQL Datenbank [Mysq06].
Damit basiert Moodle auf weit verbreiteten (quellcodeoffenen) Technologien, ohne jedoch
auf ein speziell auf Content Management ausgelegtes System zurückzugreifen. Ähnlich wie
beim Wiki-Ansatz sind die einzelnen Seiten durch Hyperlinkstruktur miteinander verknüpft,
die ebenfalls externe Verweise enthalten kann. Jedoch steht bei Moodle das klassische,
hierarchische Verhältnis zwischen Lernendem und Lehrendem im Vordergrund, so dass
die Kollaboration zwischen den Nutzern nur im durch Moodle erlaubten Rahmen (d.h.
insbesondere bezogen auf die Erstellung neuer Lerninhalte lediglich durch Tutoren oder
Systemadministratoren) zulässig ist.
Insgesamt stellt Moodle ein stark auf den Einsatz in der Lehre ausgerichtetes Content-
Management-System dar. Aufgrund der individuelle erzeugbaren Kurse ist ebenfalls eine
Unterstützung kulturwissenschaftlichen Arbeitens möglich. Allerdings ist diese Unterstüt-
zung primär auf die Unterstützung von Lehrveranstaltungen ausgelegt und weniger auf
die Kollaboration in Communities, was sich etwa in den auf E-learning ausgerichteten
Metadatenbeschreibungen [T1] in IEEE LOM zeigt. Dies betrifft auch die Teilnahme am
Rande [A2], da Moodle hierfür nicht konzipiert worden ist. Eine weitere Einschränkung
stellen die multimediale Zusammenhänge [T2] dar, die sich lediglich über Hyperlinks aus-
drücken lassen. Die Erweiterung des Archivs [T3] hingegen, ist im Rahmen der Nutzerrechte
gewährleistet, da die Rechte- und Nutzerverwaltung [L3] flexibel ist. Dahingegen können
keine individuellen Medienkategorisierungen [L1] vorgenommen werden. Die Erstellung
von Referenzkollektion [L2] ist nur als Erweiterung möglich. Multimediale Inhalte [A1]
müssen auch inMoodle in HTML eingebettet sein und asynchrone Diskursunterstützung
[A3] ist zwar erlaubt, doch auch hier liegt der Fokus eher auf Ja/Nein-Quizzes als auf
medienzentrierten Diskursen.
4.1.4 AHA-basierte Informationssysteme
Auf AHA basierende Informationssysteme und Lernumgebungen greifen auf die Spracher-
weiterungen von AHA für HTML zurück. Wie in Abschnitt 2.1 beschrieben, bieten diese
Zusätze Möglichkeiten, die Darstellung der Inhalte an einen spezifischen (Nutzungs)-Kon-
text anzupassen. Anders als bei auf „purem“ HTML basierenden Informationssystemen,
ist es hier möglich, die Inhalte dynamisch zu gestalten. AHA greift dazu auf das Konzept
der „Stabilität“ zurück, mit dessen Hilfe eine vierstufige Hierarchie definiert werden kann
[BSSt06]. Auf Grundlage des aktuellen Status wird dann berechnet, welche Inhalte prä-
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sentiert werden. Dies ist naturgemäß mit einem dementsprechenden Mehraufwand schon
bei der Gestaltung der Inhalte verbunden, da eine Vielzahl von (Vor)-Bedingungen und
Statustransitionen schon bei der Kursgestaltung definiert werden müssen.
Einen besonderen Anwendungsschwerpunkt legen die Entwickler von AHA auf die Ent-
wicklung von Kursen [BACr04]. Durch den Einsatz adaptiver Lernumgebungen ist es
insbesondere möglich, die Inhalte besser an das Niveau des Lernenden (z.B. Anfänger,
Fortgeschrittener und Experte) anpassen zu können, ohne diese in einer Vielzahl von Aus-
führungen erstellen und zur Verfügung stellen zu müssen. Hier eignen sich die Zustände
dazu, den Fortschritt des Lernenden zu modellieren. So können je nach Lernniveau, das
z.B. aus den bisherigen Zugriffen des Nutzers ermittelt wird, Inhalte und weiterführende
Verlinkungen dargestellt werden. Ein Beispiel eines mittels AHA realisierten Lehrbuchs ist
in Abbildung 4.4 dargestellt. Die dort zu sehenden Piktogramme sind dynamisch an den
bisherigen Lernprozess angepasst. An der Einfärbung bzw. Größe der Symbole ist es somit
für den Lernenden besser erkenntlich, wie sinnvoll es ist, den damit verknüpften Inhalt
abzurufen und im Lernprozess fortzufahren.
Abbildung 4.4: Anwendung von AHA als elektronisches Lehrbuch
Wie in den obigen Ausführungen beschrieben wurde, bieten AHA-basierte Informations-
systeme im Vergleich zu „purem“ HTML ein gesteigertes Maß an Adaptivität bei der
Inhaltsdarstellung. Weiterhin lassen multimediale Inhalte in den im Rahmen von HTML
gegebenen Möglichkeiten einbinden. Grundsätzlich ist es damit für jeden Nutzer möglich,
Hypergraphen mit adaptiven Inhalten zu erstellen. Problematisch ist jedoch, bereits beim
Erstellen der Dokumente den Nutzungskontext, d.h. die Transitionsbedingungen, für die
spätere Benutzung definieren zu müssen. Aus diesem Grund sind die Inhalte zwar durchaus
dynamisch generiert, aber dennoch an einen statisch vordefinierten Hypergraphen gebunden.
Damit sind individuelle Abänderungen nur in eingeschränktem Umfang möglich. Zudem
bietet AHA keine Kollaborationsunterstützung im eigentlichen Sinn. Zwar können die mit-
tels AHA erstellten Kurse einer ganzen Community zugänglich gemacht werden, jedoch
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wird die Kollaboration der Nutzer im Erstellungsprozess nicht über den simplen Austausch
von gesamten Kursen hinaus unterstützt.
Aha-basierte Informationssysteme eignen sich nur bedingt für die Unterstützung kulturwis-
senschaftlichen Arbeitens. Die größten Stärken liegen im Bereich der Transkription. Hier
sind, trotz der starken Ausrichtung auf das E-learning, vor allen Dingen die Metadatenbe-
schreibungen [T1] in IEEE LOM und IMS LRM [IMS07] und die Darstellung multimedialer
Zusammenhänge [T2] durch adaptive Hyperlinks zu nennen. Dies geht jedoch mit einer
eingeschränkten Erweiterbarkeit des Archivs [T3] einher, für das Experten oder eine Redak-
tion benötigt werden. Lokalisierungen (Medienkategorisierungen [L1], Referenzkollektion
[L2] und Rechte- und Nutzerverwaltung [L3]) sind abgesehen von Überprüfungen des
Log-In nicht unterstützt. Ebenso sind die Teilnahme am Rande [A2] und die asynchrone
Diskursunterstützung [A3] nicht möglich. Lediglich die Darstellung multimedialer Inhalte
[A1] ist eingebettet in HTML realisierbar.
4.2 Web-basierte Informationssysteme für das wissenschaft-
liche Arbeiten
In diesem Abschnitt werden Communitysysteme vorgestellt, die dazu geeignet sind, das wis-
senschaftliche Arbeiten im Internet zu unterstützen. Da es in diesem Bereich äußerst viele
(zum Teil recht ähnliche) Ansätze gibt, wird hier ein Fokus auf solche Systeme gerichtet, die
auf die Unterstützung wissenschaftlicher Arbeitspraktiken hin ausgerichtet sind. Allerdings
sind die meisten dieser Systeme nicht auf eine spezielle Anwendungsdomäne ausgerichtet
und aus diesem Grund mehr oder minder gut für den Einsatz in kultur- und geisteswis-
senschaftlichen Arbeitspraktiken geeignet. Daher werden die im folgenden vorgestellten
Systeme besonders hinsichtlich ihrer Eignung für eine medienzentrierte Wissensorganisation
und -vermittlung beschrieben.
4.2.1 Basic Support for Cooperative Work (BSCW)
Basic Support for Cooperative Work (BSCW) ist ein Groupware-System für das Internet-
basierte Projekt- und Dokumentenmanagement [Kloc00]. Zwar existieren neben BSCW
noch weitere Groupware-Systeme wie CommSy [JJPa02] oder KOLUMBUS [HeKi03],
deren Grundkonzeption sich allerdings nicht (oder nicht wesentlich) von BSCW unter-
scheidet. Zudem ist BSCW das wohl aktuell populärste System, so dass es an dieser Stelle
stellvertretend für andere Groupware-Systeme aufgeführt wird.
Der von BSCW zur Verfügung gestellte Arbeitsbereich erlaubt es dem Nutzer, Dokumente
in einer Windows-ähnlichen Struktur zu verwalten. Dabei kann jede Art von digitalem
Inhalt über den Server anderen Anwendern zugänglich gemacht werden. Daneben exi-
stieren zahlreiche Funktionen wie Versionskontrolle, automatische Notifikationen oder
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Abbildung 4.5: Arbeitsbereich in BSCW
Workflows dazu, die Inhalte zu administrieren. In seiner Grundkonzeption als kommerziel-
les Groupware-System ausgelegt, so dass es grundsätzlich eher zur Unterstützung bereits
organisierter Communities geeignet ist. Zudem reduzierte sich die Selbstgestaltung des
BSCW durch die Communities auf dessen Integration mittels XML-RPC bzw. Eingaben an
das Entwicklerteam.
Für den Einsatz in kulturwissenschaftlichen Communities eignet sich BSCW als ein offenes
und erweiterbares Archiv [T3]. Schwachpunkte bei der Transkription sind allerdings die
lediglich über die Verlinkungsstruktur darstellbaren multimedialen Zusammenhänge [T2],
die nicht über die Funktionalität normaler Hyperlinks hinaus gehen, und fehlende Metada-
tenbeschreibungen [T1]. Daher eignet sich BSCW dazu, multimediale Inhalte innerhalb einer
Community zu organisieren. Ein flexibles Rollenkonzept [L3] sorgt dafür, dass Zugriffrechte
individuell oder gruppenbezogen für beliebige Objekte belegt werden können. Damit ist es
grundsätzlich machbar, Referenzkollektionen [L2] zu erstellen. Allerdings können in BSCW
keine kontextbezogenen Sichten [L1] definiert werden, da Änderungen eines Einzelnen
auf Inhalte oder Struktur des Arbeitsbereichs ebenfalls Auswirkungen für alle anderen
Nutzer haben. Im Bereich der Adressierung bietet BSCW umfangreiche Möglichkeiten
zur asynchronen Diskursunterstützung [A3] wie etwa Kommentare und Diskussionen. Die
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Darstellung der Inhalte im Kontext [A1] sowie die Teilnahme am Rande [A2] sind jedoch
nicht zulässig.
4.2.2 Journal of Interactive Media in Education (JiME/D3E)
JiME/D3E ist ein frei zugängliches elektronisches Journal, das seit 1996 publiziert wird und
zielt im wesentlichen auf die Fachöffentlichkeit im Bildungswesen ab [BuSu01]. In diesem
Zusammenhang verfolgt JiME/D3E mehrere Strategien. Zunächst bietet JiME/D3E ein
Forum für die Fachöffentlichkeit. Weiterhin bildet das System eine Plattform für Anwender,
die gesammelten Erfahrungen im Einsatz der in JiME/D3E dokumentierten Systeme mit
anderen Nutzern zu diskutieren. Schlussendlich erhofft man sich von JiME/D3E, dass
Innovationen in einen multidisziplinären Forschungsgebiet am besten vor dem Hintergrund
unterschiedlicher Perspektiven auf einen Sachverhalt erzielt werden können. Wesentlich
sind hier insbesondere die Diskrepanzen zwischen lerntheoretischen Ansätzen und den in
den Systemen verfolgten Lernpraktiken. Daher strebt JiME/D3E an, den Diskurs zwischen
Theoretikern, Praktikern und Anwendern im Bildungssektor mittels eines Web-basierten
Informationssystems zu forcieren. Der Zugriff auf JiME/D3E ist durch einen Browser
möglich (vgl. Abb. 4.6).
Abbildung 4.6: Beitrag und dazu gehörige Diskussion in JiME
Insgesamt bietet JiME/D3E eine – grundsätzlich auch für die Kulturwissenschaften – geeig-
nete Plattform zur Veröffentlichung und Diskussion über Texte im Internet. Das Einstellen
neuer Inhalte [T3] ist allen registrierten Nutzern möglich, allerdings ist dies primär auf Texte
ausgelegt. Metadatenbeschreibungen [T1] und die Darstellung multimedialer Zusammenhän-
ge [T2] werden jedoch nicht unterstützt. Lokalisierungen (Medienkategorisierungen [L1],
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Referenzkollektion [L2] und Rechte- und Nutzerverwaltung [L3]) sind bis auf Überprüfun-
gen des Log-Ins nicht möglich. Die Adressierung multimedialer Inhalte [A1] ist nur dann
möglich, wenn sie in HTML eingebettet sind. Die Teilnahme am Rande [A2] ist möglich,
allerdings ist die asynchrone Diskursunterstützung [A3] auf das Schreiben von Rezensionen
beschränkt.
4.2.3 ScholOnto
ScholOnto ist ein Ontologie-basierter Bibliotheksserver vor dem Hintergrund, den wissen-
schaftlichen Diskurs zu fördern [BMDo00]. Das System ermöglicht es, den wissenschaftli-
chen Beitrag eines Dokuments mit Hilfe eines semantischen Netzwerks zu beschreiben und
zu diskutieren. Außerdem können die Beziehungen zu ähnlich gearteten Dokumenten durch
eine Ontologie spezifiziert werden. Technisch wird dies dadurch erzielt, dass ScholOnto eine
zusätzliche semantische Ebene zu den sonstigen Metadaten eines Dokuments einzieht. Dazu
werden aus einer Menge von Verlinkungstypen diejenigen Terme mit einem Dokument in
Beziehung gesetzt, die den Zusammenhang zwischen dem Dokument und einem Konzept
bzw. einer Behauptung ausdrücken (vgl. Abb. 4.7).
Abbildung 4.7: Verknüpfung von Konzepten in ScholOnto
Die von ScholOnto bediente Anwendungsdomäne „Wissenschaft“ zeichnet sich durch
einen weitestgehend einheitliche Struktur aus, mit der Wissenschaftler in einer Community
neue Errungenschaften in der Forschungsliteratur publizieren. Aufgrund dessen ist es für
ScholOnto möglich, ohne die Verwendung domänen-spezifischer Begrifflichkeiten eine
übergreifende Ontologie bereit zu stellen. Ein wesentlicher Vorteil besteht darin, dass diese
Ontologie persistent gehalten werden kann, ohne zu veralten oder durch die Hinzunahme
domänenspezifischer Begrifflichkeiten missverständlich zu werden. Die Ontologie wird
somit dazu verwendet, Behauptungen eines Nutzers zu einem Dokument zu externalisieren
und damit die Community zu adressieren. Diese Aussagen werden nicht als eine allgemein
gültige Wahrheit aufgefasst, sondern dienen viel mehr dazu, den Standpunkt innerhalb der
Community zu diskutieren.
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ScholOnto basiert technologisch auf Modellierungstechnologien, die erfolgreich in anderen
Anwendungsdomänen eingesetzt worden sind. Grundlage bildet die OCML Modellierungs-
sprach [Mott98], die eine Erstellung von Wissensmodellen durch die Spezifikation und
Operationalisierung von Funktionen zur Beschreibung von Beziehungen, Klassen, Instanzen
und Regeln bildet. Des weiteren beinhaltet ScholOnto Möglichkeiten zur Ontologiedefi-
nition und Problemlösungsmechnismen [BeFe98]. Neue Inhalte [T3] können durch alle
registrierten Nutzer erstellt werden. Einschränkend ist jedoch, dass Multimediale Zusam-
menhänge [T2] nur auf Grundlage der zuvor definierten Ontologie klassifiziert werden
können. Weiterhin sind Metadatenbeschreibungen [T1] verfügbar, allerdings nur proprietär.
Problematisch ist, dass die Ontologiebegriffe nur global für Medienkategorisierungen [L1]
definiert werden können und Referenzkollektion [L2] nicht erstellt werden können. Die
Rechte- und Nutzerverwaltung [L3] ist auf die Überprüfungen des Log-Ins beschränkt. Bei
der Adressierung ist ScholOnto ebenfalls stark eingeschränkt, da es keine ausio-visuellen In-
halte [A1] unterstützt und kein asynchrone Diskursunterstützung [A3] bietet. Die Teilnahme
am Rande [A2] hingegen ist grundsätzlich möglich.
4.2.4 Meta-Akad/AKLEON
AKLEON ist ein aus dem ForschungsprojektMeta-Akad hervorgegangene Gemeinschaftpro-
jekt der Universitäten Regensburg und Kaiserslautern. Das auf Meta-Akad (vgl. [Meta03])
basierende System verfolgt das Ziel, Nutzern einen einheitlichen Zugang zu einem um-
fassenden Angebot, im Internet zur Verfügung stehender Lehr- und Lernmaterialen, zu
verschaffen. So bietet AKLEON (vgl.: www.akleon.de) exemplarisch für die Fächer Mathe-
matik, Physik, Germanistik, Psychologie und Biologie spezielle Suchfunktionen, die einen
effizienten Zugriff auf die verfügbaren Dokumente ermöglicht. Die in das System einge-
pflegten Online-Lehr- bzw. Lernmaterial werden dazu in AKLEON mittels standardisierter
und materialspezifischer Meta-Daten erschlossen, die eine (semi)-automatische Bewertung
der Dokumente nach inhaltlichen und didaktischen Kriterien beinhaltet. Im Anschluss daran
können die Dokumente über die Web-Schnittstelle aus Abbildung 4.8 abgerufen und die
zugrunde liegende Kategorisierung zur Navigationshilfe genutzt werden.
Ein bedeutender Mehrwert in AKLEON ist die Möglichkeit zur Beurteilung von Online-
Inhalten durch Fachleute, womit man der zum Teil fraglichen Qualität von Dokumenten
aus dem Internet Herr werden möchte. Die Dokumente können dazu von Anwendern für
AKLEON vorgeschlagen und vorindeziert werden. Allerdings findet daran anschließend
die zuvor beschriebene redaktionelle Nachbearbeitung durch Fachleute statt. Somit bietet
AKLEON einen Mechanismus, der es zulässt Web-Inhalte für ein kollaboratives Archiv
[T3] vorzuschlagen. Die Inhalte sind dabei nicht auf bestimmte Medientypen beschränkt.
Allerdings ist die Offenheit des Archivs nur für das Abrufen der bereits in AKLEON verwal-
teten Inhalte gewährleistet, aufgrund der fachlichen Begutachtung durch eine Redaktion
jedoch nicht für das Eintragen. Bei den Metadatenbeschreibungen [T1] wird auf Dublin
Core und IMS zurückgegriffen, die sowohl automatisch als auch auf kooperativer Basis
61
Verwandte Arbeiten
Abbildung 4.8: Nutzerschnittstelle für die Expertensuche in AKLEON
zwischen Eintragendem und einer Redaktion manuell nachgearbeitet und ergänzt. Eine
Darstellung multimedialer Zusammenhänge [T2] ist allerdings nicht möglich. Weiterhin
können keine individuellen Medienkategorisierungen [L1] und Referenzkollektion [L2]
angelegt werden, die individuelle Sichten auf die administrierten Inhalte erlauben würden.
Die Rechte- und Nutzerverwaltung [L3] ist jedoch auf eine Log-In-Überprüfung beschränkt.
Wesentliche Defizite bestehen jedoch im Bereich der Adressierung, da die Darstellung
multimedialer Inhalte [A1] und asynchrone Diskursunterstützung [A3] nicht unterstützt
werden. Die Teilnahme am Rande [A2] ist zulässig.
4.3 Informationssysteme für kultur- und geisteswissenschaft-
liche Communities
Nachdem im vorigen Abschnitt ein Überblick über Web-basierte Communitysysteme zur
Unterstützung des wissenschaftlichen Arbeitens im allgemeinen gegeben wurde, befasst
sich dieser Abschnitt mit Systemen, die für spezielle Anwendungszwecke in den Kultur-
und Geisteswissenschaften entwickelt wurden. Diese Systeme sind speziell auf eine me-
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dienzentrierte Wissensorganisation und -vermittlung hin ausgerichtet. Allerdings zeigen
sich diese Einsätze als zu restriktiv, um eine effiziente Diskursunterstützung über den für
sie bestimmten Anwendungszweck hinaus leisten zu können. Aus diesem Grund ist ein
übergreifender Arbeitsprozess lediglich durch eine Kombination dieser Systeme machbar.
4.3.1 Warburg Electronic Library (WEL)
Die Warburg Electronic Library (WEL) in Hamburg ist ein interdisziplinäres Kooperati-
onsprojekt des kunstgeschichtlichen Seminars der Universität Hamburg (M. Warnke) und
des Arbeitsbereichs Softwaresysteme der Technischen Universität Hamburg-Harburg (J.W.
Schmidt). Zentraler Bestandteil des Projekts ist der „Bildindex zur politischen Ikonogra-
phie“. Der Bildindex zur politischen Ikonographie wird dabei als Werkzeug verstanden, die
sich in Abbildungen widerspiegelnden politischen Begriffe eines Fachgebiets, thematisch
zu erfassen. Die Abbildungen werden zu diesem Zweck indiziert, mit Quelleninformationen
und Zusatztexten angereichert und schließlich archiviert. Der in WEL verfolgte Ansatz
besteht nun darin, die im Bildindex zur politischen Ikonographie enthaltenen Konzepte
mittels multimedialer Informationssysteme tiefer zu erschließen. Der Mehrwert durch den
Einsatz neuer Medien in derWEL besteht insbesondere darin, auf die im System erfassten
multimedialen Inhalten online zugreifen zu können. Die WEL stellt daher aus medientheore-
tischer Betrachtung den Übergang vom traditionellen Zettelkasten zu einem hypermedialen
Informationssystem dar.
Anders als bei reinen Bild- und Multimediadatenbanken geht es bei WEL nicht darum,
eine möglichst umfangreiche Sammlung multimedialer Inhalte zu verwalten, sondern einen
Beitrag zur Vermittlung und Erforschung der Inhalte und Ideen der politischen Ikonographie
zu leisten. Damit ist eine wesentliche Intention der WEL, als Lernumgebung für Materialien
zur politischen Ikonographie zu fungieren. Die Bildauswahl geschieht dabei durch eine be-
wusste und selektive Auswahl charakteristischer Bilder, die verschlagwortet werden und die
unterschiedlichen Facetten des jeweiligen Konzepts der politischen Ikonographie verdeutli-
chen soll. Das dem Index zugrunde liegende Medienarchiv derWEL basiert auf der durch
den Kulturwissenschaftler Aby Warburg (1866-1929) erstellten Bibliothek für die Kultur-
wissenschaften. DieWEL ist geleitet von dem Versuch, die komplexen kulturgeschichtlichen
Studien in Form von Bildtafeln zu einem Bildgedächtnis der europäischen Kultur zu verdich-
ten. Der gesamte Bildindex umfasst etwa 300.000 nach Schlagwörtern geordnete Bildkarten
(Fotoreproduktionen, Kopien, Zeitungsausschnitte oder Postkarten) sowie eine ca. 9.000
Bände umfassende und mit den gleichen Schlagwörtern indizierte Bibliothek von Aufsätzen
und Sonderdrucken. Die zugrunde liegende Bildkarten der WEL sind eine Auswahl, die Bei-
spiele politischer Konzepte darstellen und von den an der WEL beteiligten Wissenschaftlern
(d.h. insbesondere M. Warnke) als repräsentativ erachtet werden. Aus Sicht der Informatik
ist der Bildindex zur politischen Ikonographie in der WEL somit eine hypermediale Ver-
knüpfung von Text und zugehöriger Abbildung. In einem konkreten Beispiel verwendete ein
kunsthistorisches Seminar die WEL und zusätzliche Materialien dazu, multimediale Erzäh-
63
Verwandte Arbeiten
lungen zu unterschiedlichen Themen wie etwa die „Isabella d’Estes Studiolo and Grotta“ zu
erstellen (vgl. www.sts.tu-harburg.de/projects/WEL/welkga/themugr.htm). Die zu diesem
Zweck erstellten Präsentationen wurden in HTML erstellt und die darin enthaltenen Bilder
dienten der virtuellen Rekonstruktion der beschriebenen Räume (vgl. Abb. 4.9).
Abbildung 4.9: Das virtuell rekonstruierte Studiolo in derWEL
Mit der WEL können ikonographische Inhalte anhand des von M. Warnke erstellten Schlag-
wortindex erforscht werden. Die Zusammenhänge der Inhalte [T2] sind dazu per Hyperlink
miteinander verknüpft. Die Beschreibung der Inhalte durch Metadaten [T1] ist ebenfalls
möglich, jedoch nicht standardisiert. Ein Hinzufügen neuer Inhalte [T3] in ein bereits beste-
hendes Archiv ist ebenfalls nicht vorgesehen, allerdings kann der Index zur Klassifikation
eines neuen Systems verwendet werden. Der Grund liegt darin, dass es aus technischen
Gründen nicht möglich war, zwischen den von M. Warnke digitalisierten und indizierten Ori-
ginalinhalten und den durch andere Anwender erstellten Medien unterscheiden zu können.
Das damit verbundene Problem der Autorschaft führte deshalb zu einer restriktiven Lösung,
die durch M. Warnke verschlagwortete Inhalte als „Status Quo“ manifestiert. So kann
lediglich der Schlagwortindex samt indizierter Inhalte als separates System [L1] entnommen
und zur Erstellung individueller Referenzkollektion [L2] verwendet werden. Ein späteres
Wiedereinfügen ist unmöglich. Eine Rechte- und Nutzerverwaltung [L3] ist ebenfalls nicht
vorhanden. Die Teilnahme am Rande [A2] ist grundsätzlich zulässig, allerdings gibt es keine
asynchrone Diskursunterstützung [A3]. Die Mediendarstellung [A1] ist auf ikonographische
Inhalte begrenzt.
4.3.2 Comprehensive Electronic Study Environment (CESE)
Die Comprehensive Electronic Study Environment (CESE) ist als interdisziplinäre Pro-
jektarbeit des Lehrstuhl Informatik 5 (RWTH Aachen) und der Abteilung für Jüdische
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Studien (Gerhard-Mercator-Universität GH Duisburg) im Rahmen des Forschungskollegs
„Medien und kulturelle Kommunikation“ entstanden. Primäres Ziel von CESE ist es dabei,
eine hypertextgestützte Archiverschließung mittels Internet-basierter Informationssyste-
me zu fördern. So sind die zugrunde liegenden Traktakte des Talmuds bereits mehrfach
Medienwechseln unterworfen worden, wie etwa beim Übergang von der Schriftrolle zum
Buch, die neue Zugriffsstrukturen auf den Text über Seitenindizes ermöglicht hat. Durch
die Entwicklung von CESE wird der Medienwechsel einer traditionellen Überlieferung von
Hypertextstrukturen reflektiert und nachempfunden.
Abbildung 4.10: Hypertextstudienumgebung für babylonische Traktate (links) und Talmud-Seite (rechts)
In der prototypischen Implementierung von CESE befinden sich Auszüge des Megilla-
Traktakts aus dem babylonischen Talmud in digitaler Form. Diese werden Server-seitig als
XML-Dokumente vorgehalten und können mittels gängiger Browser (ab Internet Explorer
5.5) abgerufen werden. Durch die Verwendung von JavaScript und XSL ermöglicht CE-
SE die dynamische Formatierung (Wechsel deutsch-hebräisch vv.), die Einblendung von
Verständnishinweisen (Tool-Tips) und Verlinkungen zu Langkommentaren mittels Web-
Browser. So ist es zum Beispiel möglich, Bibelzitate farblich hervorzuheben, wodurch neue
Zugänge zu den Prä-Texten ermöglicht werden. Erfahrungen im Einsatz des Systems haben
gezeigt, dass Studenten, die CESE benutzten im Vergleich zu anderen wesentlich schneller
komplexe Zusammenhänge in Talmud-Traktaten verstehen konnten.
Die in CESE zur Verfügung stehenden Transkriptionsmöglichkeiten der XML-basierten
Beschreibung der Inhalte [T1] und die Verlinkung von multimedialen Zusammenhängen [T2]
bieten Lernenden neue Formen der individuellen und medialen Wissensorganisation. Aller-
dings kann CESE lediglich dazu genutzt werden, Expertenwissen einer Online-Community
zur Verfügung zu stellen. Zudem können keine individuellen Hypertexte in das Archiv ein-
gepflegt werden [T3]. Lokalisierungen (Medienkategorisierungen [L1], Referenzkollektion
[L2] und Rechte- und Nutzerverwaltung [L3]) werden jedoch überhaupt nicht unterstützt.
Die jeweilige Adressierung lässt sich zwar nutzerseitig anpassen, jedoch ist es in CESE nicht
möglich, multimediale Inhalte [A1] darzustellen oder asynchrone Diskurse zu unterstützen
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[A3]. Die Lese- und Verständnishilfen dienen daher als primär dazu, neue Leserschichten
zu adressieren oder Studenten der Judaistik beim Erlernen spezifischer Sachverhalte zu
unterstützen (Teilnahme am Rande [A2]).
4.3.3 Berliner sehen
Berliner sehen ist ein multimediale Lernumgebung, die am Massachusetts Institute of
Technology (MIT) von Kurt Fendt und Ellen Crocker entwickelt wurde [Fend00]. Ziel
von Berliner sehen ist es, ausländischen Studenten deutsche Sprache und Landeskunde
möglichst authentisch nahe zu bringen. Die dem System zugrunde liegenden multimedialen
Inhalte sind hypermedial lediglich durch eine lose Kategorisierung miteinander verlinkt.
Das konstruktivistische Lernkonzept von Berliner sehen zielt darauf ab, den Nutzer zu einer
explorativen Erforschung der Inhalte anhand der nur grob vorgegebenen Leitkategorien zu
animieren und daraus individuelle Hypertexte zu bestimmten Aspekten der multimedialen
Inhalte zu erstellen. Dabei sollen die Lernenden Zusammenhänge zwischen den multime-
dialen Inhalten selber erschließen. Berliner sehen beinhaltet zu diesem Zweck insgesamt
mehr als zehn Stunden Dokumentarfilme sowie digitalisierte Zeitungsausschnitte, Photos
und sonstige Dokumente (vgl. Abb. 4.11).
Durch die offene Konzeption ist es Lernenden in Berliner sehen möglich, die eigens
erstellten hypermedialen Inhalte anderen Teilnehmern über ein zentralen Server zugänglich
zu machen. Somit kann mit dem System die Community erreicht werden, die ihrerseits die
Inhalte wieder verändern und damit den eigenen Kontext auf einen Sachverhalt darstellen
kann. Auf dem Community-Server entsteht auf diese Weise eine stetig steigende Anzahl
hypermedialer Dokumente, die nachfolgenden Nutzern beim Verständnis der in Berliner
sehen beinhalteten Informationen behilflich sein können. Die serverseitig abgespeicherten
Dokumente können von den Nutzern zudem zu individuellen Filterzwecken verwendet
werden, um die Suche auf ganz bestimmte Themenkomplexe zu personalisieren.
Berliner sehen erlaubt die Beschreibung multimedialer Zusammenhänge [T1] in Dublin Core
und ihre Zuordnung gemäß eines Klassifikationsschema, was zur Darstellung multimedialer
Zusammenhänge [T2] genutzt werden kann. Es können jedoch keine neuen Inhalte [T3]
eingestellt werden. Dies spiegelt sich unter anderem auch im Rechte- und Nutzerverwaltung
[L3] wider. Das Web-basierte System erfordert aus urheberrechtlichen Gründen zusätzlich
ein Vorhalten der Originalmedien auf einer CD. Die initial vorgegeben Kategorien sind
zwar nicht veränderbar, können aber – als Filterfunktionalität – zur Anpassung an den
lokalen Kontext [L1] dienen. Die Erstellung von Referenzkollektion [L2] und die Teilnahme
am Rande [A2] ist allen Mitgliedern der Community möglich. Diese Kollektionen kön-
nen ebenfalls zur Adressierung multimedialer Inhalte im Kontext [A1] verwendet werden.
Ebenso wird die asynchrone Diskursunterstützung [A3] durch Kommentarfunktionalitäten
unterstützt.
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Abbildung 4.11: Nutzerschnittstelle von Berliner sehen
4.3.4 e-Port/NarrPort
Der Systemkomplex e-Port/NarrPort dient der Außenrepräsentanz sowie zur internen Kom-
munikation und Kooperation der Forschergruppe Narratologie an der Universität Hamburg
(vgl.: www.narrport.uni-hamburg.de). Das Portal ist speziell auf die Erfordernisse und
Bedürfnisse netzgestützter geisteswissenschaftlicher Praxis unter den Gesichtspunkten In-
formation, Kommunikation und Kooperation hin ausgerichtet [LaSc02]. Dem System liegt
die Philosophie zugrunde, dass Technologie kein Hemmnis für die Benutzung von IT sein
darf. Aus diesem Grund sind die technischen Voraussetzungen zur Verwendung des Systems
mit Browser und Internetzugang betont niedrig gehalten.
e-Port ist eine Online-Plattform zum Computer-gestützten Lehren und Lernen. Der Zugang
und die zur Verfügung stehenden Inhalte in e-Port/NarrPort werden durch ein individuell
abgestufte Rollen- und Benutzerrechte geregelt. Diese Rechte können sowohl auf Com-
munity-Ebene ganzen Gruppen zugesprochen werden, oder aber individuell für spezielle
Inhalte definiert werden. Auf diese Weise soll die wissenschaftliche Arbeit mittels Internet-
basierter Kommunikation und Kollaboration unterstützt werden. Das System basiert auf
einer Groupware-Plattform, die ein Web-Content-Management-System (WCMS) und ein
Redaktionssystem beinhaltet. Abbildung 4.12 zeigt ein typisches Kommunikations- und
Kooperationsmodul, das in e-Port zur Organisation von Lehrveranstaltungen verwendet
wird. Hier können multimediale Inhalte unterschiedlichster Art administriert und einer
Community zur Verfügung gestellt werden. Dies reicht von Diskussionsvorlagen über die
Administration von Lehrveranstaltungen bis hin zu kollaborativ erstellten Publikation. Die
Offenheit des Systems erlaubt es, dass registrierte Nutzer ihre Inhalte in das System einspei-
sen können. Ein weiterer zentraler Bestandteil ist das integrierte Forum, das Diskussionen
zu den Inhalten des Systems ermöglicht.
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Abbildung 4.12: Organisation von Lehrmateralien mittels e-Port
Der Systemkomplex e-Port/NarrPort bietet Werkzeuge für die Organisation, Redaktion und
Vermittlung von Wissen, die speziell für den Einsatz in kultur- und geisteswissenschaft-
lichen Communities gedacht sind. Das Erstellen neuer Inhalte [T3] sowie das Verlinken
[T2] ist allen registrierten Nutzern möglich. Das Rechtemanagement [L3] ist flexibel und
als Erweiterung ist die Erstellung von Referenzkollektionen [L2] realisierbar. Allerdings
können keine individuellen Medienkategorisierungen [L1] vorgenommen werden. Positiv
sind die Adressierungsfunktionalitäten der Teilnahme am Rande [A2] und die asynchrone
Diskursunterstützung [A3] zu bewerten. Allerdings beinhaltet der Ansatz keine medienspezi-
fischen Bearbeitungsmöglichkeiten, so dass multimediale Inhalte [A1] in HTML eingebettet
sein müssen. So können zwar multimediale Inhalte innnerhalb einer Community verbreitet
und diskutiert werden, allerdings fehlt es daran, diese Medienarchive mittels kontextbe-
zogener Kategroisierungen zugänglich zu machen oder aber hypermediale Beziehungen
herauszuarbeiten.
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4.4 Beurteilung bisheriger Ansätze
In den vorigen Abschnitten wurden Web-basierte Communitysysteme vorgestellt, die der
medienzentrierten Wissensorganisation und -vermittlung dienen. Neben Web-Informations-
systemen (im Allgemeinen) wurden auch solche vorgestellt, die speziell auf eine Unter-
stützung wissenschaftlichen Arbeitens in Communities hin ausgelegt sind (mit bzw. ohne
Anwendungsdomäne „Kultur- und Geisteswissenschaften“). Im Vergleich dieser Systeme
mit den in Abschnitt 3.3 vorgestellten Operationen der Adressierung, formalisierten Lokali-
sierung und Transkription zeigt sich allerdings, dass es aktuell keine umfassende Lösung für
eine medienzentrierte Wissensorganisation und -vermittlung gibt. So zeigen insbesondere
die allgemeinen Informationssysteme meist Schwächen in der Adressierung audio-visueller
Inhalte und der formalisierten Lokalisierung von Medien (Wikis, Plone/ZOPE, Moodle,
AHA). Bei den auf das wissenschaftliche Arbeiten hin ausgerichteten Systemen liegen
die wesentlichen Defizite in nicht existierenden (JiME/D3E, BSCW) oder zu restriktiven
Lokalisierungsoptionen (ScholOnto,Meta-Akad/AKLEON). Darüber hinaus ist die Koopera-
tionsunterstützung bis auf BSCW unzureichend, das aber nicht auf Teilnahme am Rande hin
ausgelegt ist. Im Bereich der kultur- und geisteswissenschaftlichen „Spezialanwendungen“
sind die Adressierungsdefizite nur gering, wenngleich die multimediale Inhaltsdarstellung
auch hier meist eingeschränkt ist. BeiWEL, CESE und Berliner sehen liegen dahingegen
Schwächen im Bereich der Transkription, etwa in der Erweiterung der Archive sowie bei der
Benutzer- und Rechteverwaltung der Lokalisierung. Einen Ausreißer stellt e-Port/NarrPort
dar. Diesem System fehlen bei der Transkriptionsunterstützung Multimedia-Metadaten-
beschreibungen und bei der formalisierten Lokalisierung die Möglichkeiten, individuelle
Kategorisierungen vorzunehmen. Damit ähnelt die Bewertung von e-Port/NarrPort stark der
allgemein gehaltener Web-Informationssysteme. Dies beruht darauf, dass e-Port/NarrPort
aus einem solchem System entstanden ist. Tabelle 4.1 fasst die zuvor geschilderten Aspekte
komprimiert zusammen. Aus Gründen der Vergleichbarkeit sind die Charakteristika der in
Kapitel 7 vorgestellten Systeme repräsentativ für auf der ATLAS-Systemarchitektur (vgl.
Kapitel 6) basierende Informationssysteme enthalten (grau unterlegt in Tabelle 4.1).
Wie in diesem Kapitel deutlich wurde, ist es für eine umfassende Unterstützung medien-
zentrierten Arbeitens in kultur- und geisteswissenschaftlichen Communities erforderlich,
sowohl die Medienoperationen der Transkription, formalisierten Lokalisierung und Adressie-
rung in einem Informationssystem abzubilden als auch einer medienadäquaten Verarbeitung
gerecht zu werden. Dabei spielen die der Transkription zugrunde liegenden Metadatenbe-
schreibungsstandards eine zentrale Rolle, da sie maßgeblich zur weiteren Prozessierung der
durch sie beschriebenen Medien beitragen. Bei der formalisierten Lokalisierung etwa ermög-
licht ein geeignet gewählter Metadatenstandard die Anpassung der Medien an einen lokalen
Kontext. Ähnliches gilt für die Adressierung, bei der die Metadaten das Medienverständnis
durch die Darstellung der Medien im Kontext verbessern. Im folgenden Kapitel findet
daher zunächst eine informatische Formalisierung der Medienoperationen statt, ehe dann
ein Vergleich existierender Metadatenstandards für eine kontextabhängige Prozessierung
multimedialer Inhalte vorgenommen wird.
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Verwandte Arbeiten
Transkription formalisierte Lokalisierung Adressierung
T1 T2 T3 L1 L2 L3 A1 A2 A3
Wikis Nichtunterstützt Hyperlinks
Für alle
Nutzer
möglich
Nicht
unterstützt
Grund-
sätzlich
möglich
Access
Control
Lists
Nur, wenn in
HTML
eingebettet
Ja Kommentare &Diskussionen
Plone/ZOPE Dublin Core Hyperlinks
Für alle
Nutzer
möglich
Nicht
unterstützt
Grund-
sätzlich
möglich
Access
Control
Lists
Nur, wenn in
HTML
eingebettet
Ja Kommentare &Diskussionen
Moodle IEEE LOM Hyperlinks
Für alle
Nutzer
möglich
Nicht
unterstützt
Grund-
sätzlich
möglich
Access
Control
Lists
Nur, wenn in
HTML
eingebettet
Grund-
sätzlich
möglich
Kommentare &
Diskussionen
AHA-basierte
Informations-
systeme
IEEE LOM
& IMS LRM
Hyperlinks
(adaptiv)
Global
durch eine
Redaktion
Nicht
unterstützt
Nicht
unterstützt
Nur Log-In
Überprü-
fung
Nur, wenn in
HTML
eingebettet
Nein Nein
BSCW Nichtunterstützt Hyperlinks
Für alle
Nutzer
möglich
Nicht
unterstützt
Grund-
sätzlich
möglich
Access
Control
Lists
Nein Nein Kommentare &Diskussionen
JiME/D3E Nichtunterstützt
Nicht
unterstützt
Für alle
Nutzer
möglich
Nicht
unterstützt
Nicht
unterstützt
Nur Log-In
Überprü-
fung
Nur, wenn in
HTML
eingebettet
Nein Grundsätzlichmöglich
ScholOnto
Verfügbar,
kein
Standard
Ontologie-
basiert
Für alle
Nutzer
möglich
Global Nichtunterstützt
Nur Log-In
Überprü-
fung
Keine audio-
visuellen
Medien
Grund-
sätzlich
möglich
Nein
Meta-Akad/
AKLEON
Dublin Core
& IMS LOM
Nicht
unterstützt
Global
durch eine
Redaktion
Global
durch eine
Redaktion
Global
Nur Log-In
Überprü-
fung
Nein
Grund-
sätzlich
möglich
Nein
WEL
Verfügbar,
kein
Standard
Hyperlinks
(vor-
definiert)
Nein
Global
(vor-
definiert)
Lokal Nichtunterstützt
Keine audio-
visuellen
Medien
Nein Nein
CESE XML
Hyperlinks
(vor-
definiert)
Nein Nichtunterstützt
Nicht
unterstützt
Nicht
unterstützt Nein
Grund-
sätzlich
möglich
Nein
Berliner sehen Dublin Core
Schema
(vor-
definiert)
Nein
Global
(vor-
definiert)
Global &
Lokal
Nicht
unterstützt Kollektionen Ja Kommentare
e-Port/NarrPort Nichtunterstützt Hyperlinks
Für alle
Nutzer
möglich
Nicht
unterstützt
Grund-
sätzlich
möglich
Access
Control
Lists
Nur, wenn in
HTML
eingebettet
Grund-
sätzlich
möglich
Kommentare &
Diskussionen
ATLAS-basierte
Informations-
systeme
Dublin Core,
MPEG-7 &
MPEG-21
Medien-
graphen
Für alle
Nutzer
möglich
Global &
Lokal
Global &
Lokal
Access
Control
Lists
Kollektionen
& Medien-
graphen
Ja
Kommentare,
Diskussionen
& Hypermedia
Legende: T1 : Multimedia Metadaten L1 : Medienkategorisierungen A1 : Darstellung im Kontext
T2 : Multimediale Zusammenhänge L2 : Referenzkollektionen A2 : Teilnahme am Rande
T3 : Erweiterung des Archivs L3 : Rechte- und Nutzerverwaltung A3 : Kooperationsunterstützung
grau unterlegt Vorgriff auf Kapitel 6
Tabelle 4.1: Vergleich verwandter Ansätze
70
Konzepte sind Kokolores.
Erich Ribbeck
Kapitel 5
Informatische Unterstützung
medienzentrierten Arbeitens
In den beiden vorangehenden Kapiteln wurden Fragestellungen erörtert, die sich mit Aspek-
ten der medienzentrierten Wissensorganisation und -vermittlung, sowie deren Umsetzung in
konkreten Informationssystemen befasst haben. Ausgehend von den Medien als zentralem
Betrachtungsgegenstand wurde verdeutlicht, dass ein naives „Medienverständnis“ dahinge-
hend, Wissen unabhängig vom Medium durch das es prozessiert worden ist zu vermitteln,
unzureichend ist. Wie dem daraufhin durchgeführten Vergleich verwandter Ansätze ent-
nommen werden kann, gibt es aktuell keine adäquate Unterstützung durch Web-basierte
Informationssysteme. Vielmehr wurde verdeutlicht, dass ein solches Informationssystem
sowohl die Funktionalität eines Medienarchivs, als auch die Charakteristika von Communi-
tyware aufweisen müsste. Als Anforderungen an eine informatischen Unterstützung geistes-
und kulturwissenschaftliche Communities mittels kollaborativer, Web-basierter Multimedia-
Informationssysteme können demnach zwei zentrale Erfordernisse identifiziert werden:
1) Mediengerechte Informationssysteme benötigen eine informatische Formalisie-
rung von Transkription, formalisierter Lokalisierung und Adressierung.
2) (Multimedia)-Metadatenstandards spielen eine zentrale Rolle zur kontextabhän-
gigen Prozessierung multimedialer Inhalte.
Beide Aspekte werden im Folgenden vor dem Hintergrund der in Abschnitt 3.3 beschrie-
benen informatischen Methoden der Transkription (T1-T3), formalisierten Lokalisierung
(L1-L3) und Adressierung (A1-A3) im Sinne der informatisierten Medientheorie vorgestellt.
5.1 Formalisierung der informatisierten Medientheorie
In Kapitel 3 wurden verschiedene Ansätze der Wissensorganisation und -vermittlung vor-
gestellt, wobei ein Fokus auf deren Ausprägungen im Kontext der Kultur- und Geisteswis-
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senschaften gelegt wurde. Es wurde ebenfalls deutlich, dass es sich bei der Vermittlung
von Wissen um einen medialen Darstellungsprozess handelt, der ein hohes Maß an seman-
tischer Freiheit in der Beschreibung der Medien erfordert. Aus informatischer Sicht ist
es daher erforderlich, eine Formalisierung der im Prozess der Wissensvermittlung stattfin-
denden Medienoperationen vorzunehmen, um diese später in einem Informationssystem
umsetzen zu können. In den nächsten Abschnitten werden die Operationen der informati-
sierten Medientheorie (Transkription, formalisierte Lokalisierung und Adressierung) formal
beschrieben.
5.1.1 Transkription: Metadatenmanagement für offene Archive
Bei einer Transkription (vgl. Abschnitt 3.3.1) handelt es sich aus informatischer Sicht um
Operationen der Datenverarbeitung, die primär die Erzeugung von (Multi)-Media (Meta)-
Daten betrifft. Grundlage sind die für das medienzentrierte Arbeiten zentralen Prätexte
p ∈ P . Bei ihnen handelt es sich nicht nur um Inhalte, die bereits in einemMedium expliziert
worden sind, sondern sie können ebenfalls als erlebte Erfahrung eines Individuums vorliegen.
Dabei wird ein Prätext p definiert durch:
P :=
{
p
∣∣(i,m)}
bestehend aus einem Inhalt i ∈ I und einem medialen Artefaktm ∈M ∪ ∅, wobei es sich
im Fall von durch einen Nutzer erlebten Ereignisse auch um das (zunächst) leere mediale
Artefakt handeln kann.
Die jeweils verwendeten Medientypen eines medialen Artefakts werden dabei wie folgt
unterschieden:
Textuelle Beschreibungen: M„Text“
Graphische Repräsentationen: M„Bild“
Musik und gesprochene Inhalte: M„Audio“
Filmsequenzen: M„Video“
Das gesamte (Medien)-Archiv umfasst somit die MengeM der zur Verfügung stehenden
Medien wie folgt:
M ∈ {M„Text“,M„Bild“,M„Audio“,M„Video“}n ∪ {P}, n ∈ N0.
Diese Definition umfasst zweierlei Medientypen. Einerseits handelt es sich um „externalisier-
te“ mediale Artefakte (z.B. Bilder) und andererseits kann es sich um „gelebte Erfahrungen“
in Form von Prä-Texten handeln. Für die Verarbeitung medialer Artefakte mittels Informati-
onssystemen ist unabdingbar, dass diese in externalisierter Form vorliegen, d.h. dass es sich
um informatisch verarbeitbare mediale Artefakte handelt:
M\P
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Das (Medien)-Archiv Mz zum Zeitpunkt z ist im stattfindenden Arbeitsprozess kontinu-
ierlichen Erweiterungen ausgesetzt, wobei es um neue Inhalte ergänzt wird (vgl. [T3] in
Abschnitt 3.3.1):
Mz+ := Mz ∪m,mitm ∈M
Mit z+ wird dabei ein späterer Zeitpunkt bezeichnet, zu dem das Archiv möglicherweise
um diverse mediale Artefaktem erweitert worden ist. Das Entfernen von Inhalten ist aus
informatischer Sicht zwar grundsätzlich zulässig, allerdings würde das Informationssystem
dadurch dem Archiv-Charakter nicht mehr gerecht. Aus diesem Grund wird darauf an dieser
Stelle verzichtet und auf die im Rahmen der Lokalisierung stattfinden Operationen zur
Anpassungen des Darstellungskontexts verwiesen (vgl. Sektion 5.1.2).
Die Erzeugung eines medialen Artefakts ist das Ergebnis eines Transkriptionsprozess. Dabei
wird aus einem Prä-Text in Form einer Menge von gelebten Erfahrung oder eines bereits
existierenden medialen Artefakts ein Transkript erzeugt, also ein mediales Artefakt. Bei
diesem Vorgang entsteht ein mediales Artefakt, sowie dessen (multi)-mediale (Meta)-Daten
(vgl. [T1] in Abschnitt 3.3.1). Dazu wird ein Transkript wie folgt definiert:
tp := (τ(p), µ(p), ι(p)).
T :=
{
tp
}
ist die Menge aller Transkripte. Dabei ist der Transkriptionsprozess τ(p), der aus einem
Prätext p ein mediales Artefaktm macht, definiert als:
τ : P →M\P
mit
τ(p) := m.
Weiterhin gilt für die Erzeugung von manuell erzeugten, semantisch hochwertigen Metada-
ten der (Meta)-Transkriptionsprozess µ(p):
µ : P →M„Text“ ∪ ∅
mit
µ(p) := m.
Parallel dazu findet ebenfalls die automatische Erzeugung semantisch niederwertiger techni-
scher Metadaten statt. Für die automatische (Meta)-Transkription ι(p) durch das Informa-
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tionssystem gilt dabei:
ι : P →M„Text“
mit
ι(p) := m.
Der einzige Unterschied maschinell generierter Metadaten im Vergleich zu den manuell
erzeugten ist, dass die technischen Metadaten in jedem Fall erzeugt werden und damit nicht
leer sind.
Die Transkription τ(p) eines Prätexts p ist also vergleichbar mit der Externalisierung eines
Inhalts als ein mediales Artefakt m in einem Medium M . Darüber hinaus weisen die
Funktionen µ(p) und ι(p) den externalisierten Inhalten eine Menge textueller Metadaten
zu. Im Fall der manuellen Erzeugung von Metadaten µ(p) handelt es sich dabei um „high-
level“-Annotationen, die jedoch nicht immer durch die Nutzer erzeugt werden. Anders ist
dies bei den automatisch erzeugten technischen Metadaten ι(p), bei denen „low-level“-
Annotationen mit Angaben zum Transkript extrahiert werden.
Eine weitere Form der Transkription sind Kommentarverhältnisse von Medien in Form
von Mediengraphen (vgl. [T2] in Abschnitt 3.3.1). Ein Mediengraph besteht aus medialen
Artefaktenm sowie Kanten e, durch die Beziehungen zwischen den medialen Artefakten
ausgedrückt werden. Die Kanten e sind dabei definiert als Dreitupel:
e := (m,m′, θ(m,m′))
mit
m,m′ ∈M\P
und
θ(m,m′) := me ∈ {M„Text“} ∪ ∅
die optional auch durch eine textuelle Beschreibung getypt sein können. Die Menge aller
Kanten ist:
E :=
{
e
}
Ein Mediengraph g ∈ GM setzt sich somit zusammen aus einer Menge medialer Artefakte
M und den zwischen ihnen existierenden Kanten E. Demnach besteht ein Mediengraph
aus einer Menge von Medien, die über Kanten miteinander verbunden sind. Die Kanten
sind getypt und gerichtet. Sie setzen jeweils zwei mediale Artefakte über eine textuelle
Beschreibung miteinander in Relation. Aus Gründen der Vollständigkeit ist auch die leere
Beschreibung zulässig.
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5.1.2 Formalisierte Lokalisierung: Medien in dynamischen Archiven
Gemäß der in Abschnitt 3.3.2 beschriebenen Vorgänge handelt es sich bei der formalisierten
Lokalisierung um Vorgänge einer informationssystemgestützten Verarbeitung multimedialer
Inhalte in dynamischen Archiven. Bei der formalisierten Lokalisierungen werden Tran-
skripte dazu in einem spezifischen Kontext bearbeitet. Dieser ist jedoch kontinuierlichen
Veränderungen ausgesetzt und zudem von Anwender zu Anwender verschieden. Dazu ist
es erforderlich, den lokalen Kontext der Bearbeitung durch eine individuell angepassten
Kategorisierung zu beschreiben.
Zunächst muss gewährleistet werden, dass Zugriff auf und Modifikation von Transkripten
nur durch autorisierte Nutzer erfolgt (siehe [L3] in Abschnitt 3.3.2). Dazu werden zu
Transkripten so genannte Zugriffslisten (engl. Access Control Lists, ACL) definiert. Eine
ACL ist definiert durch:
ACL := (T,N erlaubt, N verboten, Cerlaubt, Cverboten, R)
wobei es sich bei
T,N erlaubt, N verboten, Cerlaubt, Cverboten
um Mengen handelt und
R
eine boolesche Funktion ist. Die Mengen N erlaubt und Cerlaubt umfassen diejenigen Nutzer
bzw. Mitglieder von Communities, die eine Zugriffserlaubnis auf das spezifizierte Transkript
t ∈ T besitzen. Die MengenN verboten undCverboten bezeichnen Nutzer, für die ein explizites
Zugriffsverbot besteht. Der Boolesche Ausdruck rt ∈ R macht eine Aussage über die
Zugriffsrechte für alle restlichen Nutzer.
Die Funktion ζACL(t, n) wertet das Zugriffsrecht auf ein Transkript t ∈ T eines Nutzers
nt ∈ N,C bzw. der globalen Zugriffsrechte rt ∈ R wie folgt aus:
ζACL(t, n) :=
{
1 (nt ∈ N erlaubt) ∨ (nt ∈ Cerlaubt ∧ nt /∈ N verboten) ∨ (rt = 1)
0 sonst
Durch die explizite Spezifikation von Zugriffsverboten wird ein zusätzlicher Schutzmecha-
nismus zur Verfügung gestellt, durch den verhindert werden kann, dass Nutzern implizit
(etwa durch Zugehörigkeit einer Community) der Zugriff auf ein Transkript möglich ist.
Der eigentliche Prozess der formalisierten Lokalisierung findet durch die Anpassung der
Transkripte an einen lokalen Kontext statt. Ausgegangen wird dabei von einem Schlagwort-
index S:
S :=
{
s
}
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S M
m1
m3
m2
md
s1
s3
s2
sc
 c,1
 1,2
 3,2
 1,d
Abbildung 5.1: Verschlagwortung als Zugriffsmechanismus auf mediale Artefakte
wobei mit s nichtleere Zeichenketten bezeichnet werden. Durch einen solchen String wird
ein Term spezifiziert, der als Beschreibung eines medialen Artefakts dient. Mittels der
Elemente des Schlagwortindex S werden somit die medialen Artefakte zugreifbar gemacht.
Dazu dient die Abbildung λi, durch die ein indizierter Zugriff auf die medialen Artefaktem
erfolgt:
λi : S → P(M)
wobei
λi(s) := m
ist und P(M) die Potenzmenge vonM , also die Menge aller Teilmengen vonM ist. Ein
String kann also mit mehreren Elementen von M in Bezug stehen. Abbildung 5.1 zeigt
das Prinzip der Verschlagwortung als Zugriffsmechanismus auf mediale Artefakte in einer
schematischen Darstellung.
Die Bezeichnungen der Strings sind nicht zwangsläufig eindeutig. So kann es etwa sein, dass
die gleichen Begriffe an unterschiedlichen Stellen auftreten (z.B. Portrait als Teil einer Bild-
beschreibung bzw. als Bezeichnung der Kameraeinstellung eines Films). Um die Begriffe
aber dennoch eindeutig referenzieren zu können, ist eine taxonomische Kategorisierung (wie
in Abschnitt 2.4.1 beschrieben) erforderlich. Eine Kategorisierung kann informatisch als ein
Baum dargestellt werden, dessen Knoten und Blätter einen strukturierten Schlagwortindex
darstellen und über einen eindeutigen Bezeichner id referenziert werden. Für id gilt dabei:
id ∈ {Ziffer,Buchstabe}∗.
ID :=
{
id
}
ist die Menge aller möglichen (eindeutigen) Bezeichner. Darauf aufbauend wird nun eine
Kategorie k definiert durch
k := (id, s)
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Abbildung 5.2: Zugriff auf mediale Artefakte über hierarchisch angeordnete Kategorien
als Kombination eines eindeutigen Bezeichners id mit einem String s, wobei
K :=
{
k
}
die Menge aller Begriffe einer KategorisierungK beschreibt. Die Anordnung der Kategorien
erfolgt dabei als Baumstruktur, wodurch ein azyklischer Kategorienbaum mit eindeutig
identifizierbaren Knoten/Blättern entsteht. Die Ordnung o der Baumelemente wird definiert
als:
o := (k, k′, κ(kid, k′id))
mit
k, k′ ∈ K
und der Nachfolgerrelation
κ(kid, k
′
id).
Dabei wird mit
OK :=
{
o
}
die zur KategorisierungK zugehörige Baumstruktur OK bezeichnet. Abschließend werden
die Kategorien (k) über einen Wurzelknoten root mit leerem Inhalt (d.h. s = ∅) zugreif-
bar gemacht, so dass auch nicht zusammenhängende Bäume über einen gemeinsamen
Wurzelknoten erreicht werden können.
Analog zum Zugriff über einen Schlagwortwortindex S erfolgt der Zugriff auf mediale
Artefaktem bei einer Kategorisierung über die Relation λk (vgl. schematische Darstellung
in Abb. 5.2), wobei:
λk : ID → P(M)
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Abbildung 5.3: Hinzufügen/entfernen (links) und umordnen (rechts) von Elementen der KategorisierungK
mit
λk(id) := m
gilt. Ausgegangen wird zunächst von einer globalen Kategorisierung Kglobal samt deren
Beziehungen untereinander (Oglobal). Mit der globalen Kategorisierung wird ein Versuch
unternommen, den kleinsten gemeinsamen Nenner einer Community-Terminologie durch
eine Kategorisierung für alle Nutzer unmissverständlich zu strukturieren. Der Zugriff auf
die medialen Artefakte erfolgt entsprechend über die Abbildung λglobal.
Die formalisierte Lokalisierung l ermöglicht es daher, die globale KategorisierungKglobal,
deren Struktur Oglobal sowie die Zugriffsmechanismen λglobal zu den medialen Artefakten an
den lokalen Kontext des Nutzers anzupassen. Im Prozess der formalisierten Lokalisierung
sind dabei drei Vorgänge zu berücksichtigen:
a) Umbenennen von Kategorien k einer Kategorisierung K:
(id, s); (id, s′)
b) Hinzufügen, entfernen oder umordnen von Elementen der Kategorisierung
K in der Ordnung OK (schematisch dargestellt in Abbildung 5.3):
κ(kid, kid′); κ(kid, ki˜d) ∧ κ(ki˜d, kid′) [hinzufügen]
κ(kid, ki˜d) ∧ κ(ki˜d, kid′); κ(kid, k′id) [entfernen]
κ(kid, k
′
id); κ(k
′
id, kid) [umordnen]
c) Anpassung des Zugriffs λk(id) auf mediale Artefakte durch Hinzufügen oder
Entfernen von Referenzen (schematisch dargestellt in Abbildung 5.4):
λk(id) : m; λk(id) : m,m
′ [hinzufügen]
λk(id) : m,m
′
; λk(id) : m [entfernen]
Die formalisierte Lokalisierung wird dazu als Dreitupel definiert mit
l := (Klokal, Olokal, λlokal)
bestehend aus lokaler Kategorisierung (Klokal), lokaler (Kategorien)-Ordnung (Olokal) und
78
5.1. FORMALISIERUNG DER INFORMATISIERTEN MEDIENTHEORIE
OK
k1
k3
k2
kc
root

ro
o
t,
1
M
m1
m3
m2
md
 c,1
 1,2
 3,2
 1,d

ro
o
t,
2

1
,3

2
,c
OK
k1
k3
k2
kc
root

ro
o
t,
1
M
m1
m3
m2
md
 c,1
 1,2
 3,2
 1,d

ro
o
t,
2

1
,3

2
,c
 2,3 entfernen
 2,3 hinzufügen
 2,3
Abbildung 5.4: Anpassung von Referenzen λk zwischen Kategorien k und medialen Artefaktenm
lokaler Zugriffsrelation (λlokal).
L :=
{
l
}
bezeichnet die Menge aller formalisierten Lokalisierungen. Die durch λk(id) definierten
Beziehungen zwischen IDs id und medialen Artefakten m drücken somit den Kontext
einer Medienbetrachtung im Kontext einer formalisierten Lokalisierung l aus. Ferner ist es
möglich, die gleichen Transkripte mittels unterschiedlicher Kategorisierungen zugänglich
zu machen, etwa dann, wenn Verfeinerungen an der Kategorisierung vorgenommen werden
sollen.
5.1.3 Adressierung & praktizierte Lokalisierung: Mediendarstellung
Unter Adressierung versteht man in kultur- und geisteswissenschaftlichen Arbeitspraktiken
die medienzentrierte Darstellung medialer Artefakte (vgl. Sektion 3.3.3). Wie schon in
Sektion 3.3.4 lässt sich die praktizierte Lokalisierung als Prozess des Verstehens und
Kritisierens nur schwer im Informationssystem darstellen. Daher wird die stattfindende
praktizierte Lokalisierung hier als „Ergebnis“ der Adressierungsleistung formalisiert.
Bei der Adressierung von Transkripten ist grundsätzlich ein Rückgriff auf die im vorigen
Abschnitt beschriebenen Sicherheitsmechanismen erforderlich, wodurch der Zugriff durch
nicht autorisierte Nutzer verhindert werden soll. In gleichem Maße geht es aber ebenfalls
darum, die legitimierte Teilnahme am Rande (siehe [A1] in Abschnitt 3.3.3) sicher zu stellen.
Eine einfache Form der Adressierung besteht darin, über ein Transkript eine Diskussion zu
führen (vgl. [A3] in Abschnitt 3.3.3). Dazu wird eine Diskussion zu einem Transkript dtp
definiert durch:
dtp := (tp, δt(tp)),
wobei für die Menge der Diskussionen
Dtp :=
{
dtp
}
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gilt. Dabei wird zu einem Transkript eine Diskussion δt definiert durch
δt : T →M„Text“
als textuelle Externalisierung δt(tp) eines Transkripts tp mit
δt(tp) := m„Text“.
Somit entsteht, zusätzlich zu den manuell erzeugbaren Metadaten µ(p) eines Prä-Texts p,
eine weitere Diskurs- und Kommentierungsmöglichkeit zu medialen Artefakten.
Ein eigenes Medium der Kollaborationsunterstützung bei der Adressierung stellen die
so genannten hypermedialen Dokumente. Hypermediale Dokumente bilden einen Medi-
enverbund, der eine Zusammenstellung von potentiell mehreren Transkripten (tp ∈ T ),
Mediengraphen (g ∈ GM ), Lokalisierungen (l ∈ L) und Diskussionen zu Transkripten
(dtp ∈ D) zusammen mit einer manuell erstellten Metadatenbeschreibung µ(h) erlaubt. Ein
hypermediales Dokument ht,g,l,d ist definiert als:
ht,g,l,d := (t
u
p , g
v, lw, dxtp , µ(h)), wobei u, v, w, x ∈ N0.
H :=
{
ht,g,l,d
}
ist die Menge aller hypermedialen Dokumente. Die Arbeitsprozesse auf Transkripten lassen
sich auf hypermediale Dokumente verallgemeinern. Eine Diskussion über ein hypermediales
Dokument dht,g,l,d wird definiert als:
dht,g,l,d := (ht,g,l,d, δh(ht,g,l,d)),
wobei die Menge der Diskussionen definiert ist durch
Dh :=
{
dht,g,l,d
}
.
Dabei wird zu einem hypermedialen Dokument eine Diskussion δh definiert durch
δh : H →M„Text“
als textuelle Externalisierung δh(ht,g,l,d) eines hypermedialen Dokuments ht,g,l,d mit
δh(ht,g,l,d) := m„Text“.
Die eigentliche Adressierung besteht darin, die der Wissensvermittlung zu Grunde liegenden
Inhalte i im Kontext ihrer Bearbeitung darzustellen (siehe [A1] in Abschnitt 3.3.3). Bei der
Adressierung αl wird den medialen Artefaktenm ein für das Verständnis eines bestimmten
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Sachverhalts erforderlicher Kontext einer Lokalisierung l zuordnet
αl : T → I
mit
αl(t) := i.
Der letzte Schritt der medienzentrierten Darstellung ist die Sozialisierung σ der Inhalte. In-
formatisch lässt sich dieser Prozess nicht durch ein explizit messbares Vorgehen (etwa durch
„richtig“ oder „falsch“) bewerten. Zudem findet dieser Prozess vielmehr in der sozialen
Interaktion der Anwender untereinander, nicht aber im Umgang mit dem Informationssys-
tem statt. Dennoch lässt sich die Sozialisierung medialer Artefaktem und hypermedialer
Dokumente h als ein Prozess des Verstehens und Kritisierens beschreiben, wobei die Inhalte
als „gelebte Erfahrung“ eines Nutzers n in Prä-Texte für spätere Transkriptionen überführt
werden. Der soziale Vorgang der praktizierten Lokalisierung σn ist definiert als:
σn : T ×H → P
bei der durch das Rezipieren eines Transkripts t oder eines hypermedialen Dokuments h
ihre Wahrnehmung als Prä-Text beim Nutzer n entsteht:
σn(t, h) := p
Durch die vorgenommene praktizierte Lokalisierung schließt sich der medienzentrierte
Darstellungsprozess und kann erneut gestartet werden. Der gesamte Prozess des Arbeitens
mit medialen Artefakten kann beliebig oft wiederholt werden. Auf diese Weise entsteht
innerhalb der Community ein kontinuierlicher Diskurs über die medialen Artefakte bei
gleichzeitiger Verfeinerung der zugrunde liegenden Theorie.
Die hier und in den vorigen Unterabschnitten vorgenommenen Formalisierungen medien-
zentrierter Arbeitsprozesse haben die zentrale Bedeutung der Medien in der Wissensorga-
nisation und -vermittlung in den Kultur- und Geisteswissenschaften untermauert. Zudem
wurde erläutert, dass der jeweilige Kontext der Medienbetrachtung für eine erfolgreiche
Wissensvermittlung notwendig ist. Als nächstes ist daher zu klären, wie die dafür erforderli-
chen (Multimedia)-Metadaten effizient verwaltet werden können, um die Interoperabilität
der mit ihnen beschriebenen Inhalte zu gewährleisten. Aus diesem Grund wird im näch-
sten Abschnitt ein Überblick über Multimedia-Beschreibungsstandards und standardisierte
(Multimedia)-Metadatenrahmenwerke gegeben.
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5.2 Multimedia-Metadaten
Multimediale Inhalte und deren Metadatenbeschreibung sind für eine medienadäquate Wis-
sensdarstellung und -vermittlung von zentraler Bedeutung. Für Vermittlungsprozesse im
Allgemeinen und solche in den Kultur- und Geisteswissenschaften im Speziellen stellt sich
die Frage, wie die Interoperabilität der Inhalte in und zwischen den Medienoperationen
gewährleistet werden kann. Wie auch in anderen Bereichen (z.B. in der Signalverarbeitung),
bieten Standards die Möglichkeit eines effizienten und interpretierbaren Informationsaus-
tauschs. Im konkreten Fall geht es darum, hochwertige semantische Informationen zu
multimedialen Inhalten aller Art innerhalb einer Nutzercommunity austauschbar zu ma-
chen. Hierzu ist es erforderlich, die in Abschnitt 3.3 eingeführten Medienoperationen als
Anforderungen an die Multimedia-Metadatenstandards zu formulieren.
Informatische Unterstützung Anforderungen an Multimedia-Metadatenstandards
Tr
an
sk
ri
pt
io
n
T1
Erzeugung und Verwaltung von
(Multi)-Media-Metadaten MT1 Deskriptoren für Multimedia
T2
Darstellung (multi)-medialer
Zusammenhänge MT2 Graphrepräsentationen
T3
Erweiterung des Archivs um
multimediale Inhalte MT3 Erweiterbarkeit von Schema & Deskriptoren
fo
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al
is
ie
rt
e
L
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al
is
ie
ru
ng
L1
individuelle
Medienkategorisierungen ML1 Klassifikationsschemata & Vokabulare
L2
Erstellung und Verwaltung von
Referenzkollektionen ML2 Multimedia-Variationen
L3
feingranulare Rechte- und
Nutzverwaltung ML3 Urheberrechtsschutz und -management
A
dr
es
si
er
un
g
A1
Darstellung (multi)-medialer
Inhalte im Kontext MA1 Endgeräteadaption
A2
Optionen zur legitimierten
Teilnahme am Rande MA2 Profile
A3
(asynchrone)
Kooperationsunterstützung MA3 Nutzerpräferenzen & Nutzungshistorie
Tabelle 5.1: Transkriptions-, Lokalisierungs- & Adressierungsanforderungen an Metadatenstandards
In Tabelle 5.1 werden nun die Vorgänge bei Transkription, formalisierter Lokalisierung
und Adressierung als Vorgänge bei der Multimedia-Metadatenverarbeitung formuliert. Auf
Grundlage der in der Tabelle grau unterlegten Anforderungen lassen sich nun die existie-
renden Multimedia-Metadatenstandards auf ihre Verwendbarkeit für die Unterstützung
der zuvor genannten Medienoperationen hin untersuchen. Dabei lassen sich Multimedia-
Metadatenstandards dabei grob in zwei Kategorien einteilen:
• Multimedia-Beschreibungsstandards
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• Standardisierte (Multimedia)-Metadatenrahmenwerke.
Unter Multimedia-Beschreibungsstandards werden solche Ansätze verstanden, die darauf-
hin abzielen, ein gemeinsames Vokabular für die Inhaltsbeschreibung in bzw. zwischen
Communities zu definieren. Die Erstellung eines solchen Vokabulars unterliegt häufig ei-
nem langwierigem Verhandlungsprozess, der die domänenspezifischen Anforderungen der
Community/ies zu berücksichtigen zu versucht. Standardisierte (Multimedia)-Metadatenrah-
menwerke hingegen stellen (medien)-übergreifende Beschreibungsmöglichkeiten basierend
auf, potentiell mehreren, Beschreibungsstandards zur Verfügung. Auf diese Weise bieten sie
die Möglichkeit, den Austausch von Medienbeschreibungen in Informationssystemen, über
die Grenze eines standardisierten Vokabulars hinaus, zu ermöglichen.
Im Folgenden werden nun zunächst Beschreibungsstandards (vgl. 5.2.1) und standardisierte
Metadaten-Rahmenwerke vorgestellt (vgl. Abschnitt 5.2.2) [WeKl03], die speziell für die
Beschreibung multimedialer Inhalte entwickelt worden sind. Im Anschluss daran werden
die Standards MPEG-7/21 präsentiert (Abschnitt 5.2.3), die ein Hybrid aus Beschreibungs-
standard und standardisiertem Metadaten-Rahmenwerk sind. Der Abschnitt endet mit einer
vergleichenden Übersicht (Abschnitt 5.2.4).
5.2.1 Multimedia-Beschreibungsstandards
Dieser Abschnitt befasst sich mit Ansätzen zur Unterstützung der Interoperabilität mul-
timedialer Inhalte mittels standardisierter Beschreibungselemente. Im Folgenden werden
Multimedia-Beschreibungsstandards vorgestellt, die für die kultur- und geisteswissenschaft-
liche Anwendungsdomäne geeignet bzw. konzipiert worden sind. An dieser Stelle werden
die Aspekte der Beschreibungselemente hervorgehoben, die durch den jeweiligen Standard
besonders detailliert beschrieben werden können.
Dublin Core
Dublin Core (kurz: DC) ist ein Metadatenbeschreibungsstandard, der von der Dublin Core
Metadata Initiative entwickelt worden ist [ANSI01]. Primäre Fragestellung bei der Ent-
wicklung des Standards war es, Beschreibungsmöglichkeiten für die Kategorisierung und
das Wiederauffinden von Webinhalten zu verbessern. Aufgrund des starken Bezugs zu
Printmedien durch die Mitglieder der Initiative, sowie textlastigen Inhalten, die für die
Beschreibung durch den Standard intendiert waren, weisen auch die Deskriptoren des Stan-
dards eine starke Ausrichtung auf die Beschreibung von Printmedien aus. Daher besteht der
Basis-Metadatensatz aus 15 Deskriptoren [DCMI04], die sich an den Erfordernissen zur
Beschreibung von Printmedien orientieren.
Obwohl andere Implementierungsstrategien denkbar sind und es nicht grundsätzlich er-
forderlich ist, Dublin Core in XML zu realisieren, wird von der Dublin Core Metadata
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Innititivate dies aus Gründen der Interoperabilität empfohlen. Dazu sollen die 15 Deskripto-
ren des Basis-Metadatensatz verwendet werden [ANSI01]:
• Contributor
• Coverage
• Creator
• Date
• Description
• Format
• Identifier
• Language
• Publisher
• Relation
• Rights
• Source
• Subject
• Title
• Type
Typisch für eine Umsetzung in XML ist es, als Bezeichner die XML-Tags zu verwenden und
deren Inhalt mit der jeweiligen Beschreibung zu versehen. Um Dublin-Core-Bezeichner als
solche in XML zu erkennen, erhalten diese ein führendes „dc:“ als Kennzeichnung, gefolgt
von dem jeweiligen Dublin-Core-Bezeichner. So lassen sich mit geringem Aufwand allge-
mein verständliche Dublin-Core-Beschreibungen multimedialer Inhalte erzeugen. Durch
die Verwendung von XML ist es ebenfalls möglich, Dublin Core mit anderen Metadaten-
Schemata zu kombinieren. Allerdings besteht hier das Risiko, dass die auf diese Weise
erstellten Metadaten nicht mehr unmissverständlich interpretierbar sind.
Aufgrund der emergenten Probleme bei der Verwendung des recht unspezifischen Basis-
Metadatensatzes bietet Dublin Core zusätzliche Bezeichner, die als Verfeinerung verwendet
werden können [DCMI06]. Dabei handelt es sich insbesondere um solche Bezeichnungsty-
pen, die das Rechtemanagement, Beziehungen der Inhalte untereinander und Kodierungen
betreffen. Um ebenfalls den Ansprüchen multimedialer Inhalte gerecht zu werden, bietet
Dublin Core ein Vokabular an Typbezeichnern. Dieses Vokabular umfasst zwölf Terme, um
die Gattung multimedialer Inhalte zutreffender beschreiben zu können. Allerdings erweisen
sich die damit zur Verfügung stehenden Beschreibungsmöglichkeiten immer noch als sehr
grob granular insbesondere dann, wenn es darum geht, die Ausprägungen multimedialer
Inhalte im Detail zu beschreiben.
SMIL
Die Synchronized Multimedia Integration Language (SMIL) ist eine W3C-Beschreibungs-
sprache für Multimedia im Web und ermöglicht die zeitliche Synchronisation von Multi-
media-Präsentationen [W3C98, BGJ*05, Jour01]. Es handelt sich dabei weniger um eine
Metadatensprache zur Inhaltsbeschreibung als um eine Beschreibung der Präsentation der
Inhalte. Aufgrund der starken Ausrichtung auf die Beschreibung von multimedialen Präsen-
tationen im Web, wird SMIL an dieser Stelle ebenfalls in den Vergleich mit aufgenommen.
SMIL ist XML-basiert und dafür konzipiert, mit anderen, ebenfalls auf XML basierenden
Standards (z.B. XLink [RMOr01]), zu interagieren. Dokumente in SMIL können an die
Bedürfnisse einzelner Benutzer und die speziellen Gegebenheiten eines Displays angepasst
werden. Für die Inhalte können etwa Zeitpunkt, Bildschirmlayout, Interaktionsoptionen und
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alternative Darstellungsmöglichkeiten abgespeichert werden. Diese Informationen werden
insbesondere dazu verwendet, die Präsentation der Inhalte möglichst genau zu beschreiben.
Das Abspielen ist mit gängigen Multimedia-Playern (z.B. dem RealPlayer) möglich. Damit
sind die Medien die zentrale Komponente einer Multimedia-Präsentation in SMIL. Die
Präsentationsabläufe in SMIL sind in die folgenden Komponenten dazu in die folgenden
zehn Module aufgeteilt, die ihrerseits wiederum aus Modulen bestehen können:
• Timing
• Time Manipulations
• Animation
• Content Control
• Layout
• Linking
• Media Objects
• Meta Information
• Structure
• Transitions
SMIL lässt sich damit ähnlich wie HTML dazu verwenden, multimediale Inhalte für das
Web zu erstellen. Das Layout der Inhalte wird über CSS definiert und können individuell
angepasst werden. Im Gegensatz zu HTML ist der wesentliche Unterschied von SMIL
allerdings, dass es eine zeitliche Komponente gibt. Zudem können in SMIL, anders als in
HTML, audiovisuelle Inhalte so in eine Präsentation eingebunden werden, dass diese mit
ein und derselben Nutzerschnittstelle betrachtet werden können. Mit Hilfe so genannter Ti-
melines lässt sich dann darauf aufbauend die Abfolge von Komponenten für die Betrachtung
spezifizieren. Bei den Komponenten in SMIL handelt es sich nicht nur um die Medien an
sich, sondern auch um Elemente, die zur Strukturierung der Präsentationsabfolge geeignet
sind. Dazu existieren die Elemente für parallele (par) und sequentielle (seq) Abläufe, die
ihrerseits wieder mit Modulen gefüllt werden können. Somit lassen sich komplexe Prä-
sentationsabläufe, die mit Hilfe der zuvor beschriebenen Elemente synchronisiert werden
können.
Daneben erlaubt es SMIL auch, komplexe Medienübergänge zu definieren. Zu diesem
Zweck können andere Elemente verlinkt werden und deren räumliche Positionierung für die
Ansicht festgelegt werden. Außerdem ist es möglich, Ausschnitte audiovisueller Medien
zu verlinken, ohne dabei ein neues, an sich eigenständiges Medium erzeugen zu müssen.
Damit lassen sich nicht nur spatiale Referenzen definieren, sondern auch temporale. Eine
weitere Eigenschaft von SMIL besteht darin, Präsentationen an bestimmte Endgeräte oder
Nutzer(-gruppen) anzupassen. Mittels so genannter Switch-Elemente können Präsentations-
alternativen a-priori definiert werden. Abhängig von den Nutzerpräferenzen wird dann der
bevorzugte Medientyp für die Präsentation verwendet. Problematisch ist allerdings, dass
diese statisch definiert werden müssen und bereits bei der Erstellung des Dokuments zu
berücksichtigen sind.
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IEEE LOM
Bei LOM (Learning Object Metadata) handelt es sich um eine von der IEEE definier-
te Beschreibungssprache, die speziell für die Beschreibung von Lerninhalten entwickelt
worden ist [IEEE04]. Ziel von LOM ist es, die Interoperabilität von Lernmaterialien in
digitaler Form durch Metadatenbeschreibungen zu unterstützen. Zu diesem Zweck werden
die Lerninhalte (von Folien bis hin zu Tests) mit Metadaten angereichert und als so genannte
„Lernobjekte“ gekapselt. Die auf diese Weise erzeugten Lernobjekte können damit effizient
verwaltet und durch LOM-kompatible Suchtechniken wieder aufgefunden werden.
LOM besteht aus neun Hauptkategorien, die ihrerseits wiederum in bis zu 100 Unterkate-
gorien verfeinert werden können. Wesentliche Aspekte des Standards beziehen sich, der
Anwendungsdomäne entsprechend, auf die Beschreibung des Lernmaterials an sich – so-
wohl aus technischen, rechtlichen, als auch inhaltlichen Gesichtspunkten. Allerdings gibt
es auch darüber hinausgehende eher verwaltungstechnische Angaben, wie etwa Beziehun-
gen zu anderen Lernobjekten, Klassifikationsmöglichkeiten und Informationen über die
Metadatenbeschreibung selbst. Die Hauptkategorien von LOM sind:
• General
• Lifecycle
• Meta-Metadata
• Technical
• Educational
• Rights
• Relation
• Annotation
• Classification
Insgesamt lassen sich Lernobjekte (und damit Medien) sowohl auf technischer als auch
auf inhaltlicher Ebene beschreiben. Durch die vorgegebenen Klassifikatoren kann die
Adressierung der Inhalte auf eine bestimmte Nutzergruppe gezielt ausgerichtet werden. Mit
den im Standard zur Verfügung stehenden Beziehungstypen ist es darüber hinaus möglich,
den Kontext von Lernobjekten zu spezifizieren. So lassen sich zum Beispiel Lernobjekte
definieren, die für das Verständnis eines anderen Nutzers als notwendig erachtet werden.
Eine Schwäche zeigt der Standard bei der Beschreibung multimedialer Inhalte. Hier ist es
nicht möglich, alternative Lernobjekte gleichen Inhalts (etwa für den Einsatz in mobilen
Endgeräten zu definieren) oder technische Angaben zum Medium, die wesentlich über die
zur Betrachtung erforderliche Software hinausgehen, zu spezifizieren.
CDWA & CDWA Lite
Die Categories for the Description of Works of Art (CDWA) sind von der Getty-Stiftung
(vgl. www.getty.edu) vorgegebene Kategorien, die für die Klassifikation von Kunstobjekten
in Datenbanken zur Verfügung stehen [BaHa06]. Es handelt sich dabei um einen „Quasi“-
Standard, der nicht nur auf die Beschreibung der Kunstgegenstände an sich beschränkt ist,
sondern ebenfalls die (u. a.) damit in Relation stehenden Beschreibungen und Bilder umfasst.
Zu diesem Zweck umfasst CDWA nicht weniger als 381 Kategorien und Subkategorien,
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wovon ein Kern von 28 Kategorien als zwingend erforderlich für die Beschreibung von
Kunstgegenständen erachtet wird. Damit ist der Hauptzweck von CDWA die Verschlagwor-
tung und das Wiederauffinden von Kunstobjekten durch eine informationssystemgestützte
Verwaltung zu optimieren.
CDWA Lite ist ein XML-Schema zur Beschreibung einer Teilmenge aller CDWA-Elemente
[Gett06]. Auf diese Weise soll CDWA Lite die Interoperabilität von Kunstobjektbeschrei-
bungen mittels digitaler Archive unterstützen. Damit leisten CDWA und CDWA Lite einen
Beitrag zu einem medienzentrierten Wissenstransfer in einem Teilbereich der Kultur- und
Geisteswissenschaften. Aufgrund des in CDWA Lite definierten Schemas könnte die Kom-
bination aus CDWA & CDWA Lite auch als Metadaten-Rahmenwerk betrachtet werden.
Allerdings ist dies nur bedingt zulässig, da CDWA Lite nur einen Bruchteil der in CDWA
zur Verfügung stehenden Beschreibungselemente abdeckt. Zudem sind CDWA und CDWA
Lite aus mehreren Gründen nicht unproblematisch. Zunächst handelt es sich um Quasi-Stan-
dards, die zwar von der recht – zumindest in den USA – einflussreichen Getty-Gesellschaft
propagiert werden, aber nicht durch ein international anerkanntes Standardisierungsgremi-
um getragen werden. Zudem fokussiert sich der Standard sehr stark auf die Verwaltung
von Kunstgegenständen, so dass ein darüber hinausgehender Einsatz in den Kultur- und
Geisteswissenschaften sehr zweifelhaft ist.
5.2.2 Standardisierte (Multimedia)-Metadatenrahmenwerke
Ziel standardisierter Metadatenrahmenwerke ist es, eine Grundlage für eine domainspe-
zifische Medienbeschreibung zu bieten. Ihr wesentlicher Vorteil liegt, im Vergleich zu
standardisierten Beschreibungselementen an sich, in der gesteigerten Interoperabilität der
Elemente untereinander. So lassen sich mit Hilfe standardisierter Metadatenrahmenwerke
generische Werkzeuge zur Verarbeitung der Daten spezifizieren, die auf beliebige, ggf. auch
unterschiedliche, Beschreibungsstandards zurück greifen können.
Resource Description Framework (RDF)
Das Resource Description Framework (RDF) ist ein Metadatenrahmenwerk der WC3, das
als eine Spezifikation zur Modellierung von Metadatenbeschreibungen verwendet wird
[Bray98, Beck04]. Das Bestreben von RDF ist es, Webinhalte nicht nur maschinenlesbar zu
verarbeiten, sondern auch maschineninterpretierbar zu machen, weshalb RDF sehr häufig in
Zusammenhang mit dem Semantic Web (vgl. Abschnitt 2.5) assoziiert wird. Daher zielt RDF
nicht auf eine spezielle Anwendungsdomäne ab, sondern versteht sich als generalisierter
Ansatz mit möglichst flexibler Anwendbarkeit. RDF kann somit als eine „Erweiterung“ von
Beschreibungsstandards, wie etwa Dublin Core (vgl. Abschnitt 5.2.1), verstanden werden.
DasModell für die Beschreibung der RDF-Metadaten sowie die Beschreibung der Metadaten
sind grundsätzlich voneinander unabhängig definierbar. Zwar wurde für RDF eine XML-
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Syntax zunächst nicht grundsätzlich vorgeschrieben [LaSw99], doch erwies es sich als
sinnvoll, die „komplementären“ Eigenschaften von RDF und XML (RDF als Modell und
XML als Beschreibungsstandard) miteinander zu kombinieren. Aus diesem Grund ist die
wohl am weitesten verbreite Serialisierung von RDF in XML, so dass es inzwischen auch
eine W3C-Empfehlung für die RDF-Serialisierung in XML gibt [KlCa04]. Die RDF/XML
Syntax spezifiziert den Aufbau der RDF-Graphen in XML [Beck04]. Ein RDF-Graph besteht
aus Knoten und beschrifteten, gerichteten Kanten. Diese Kanten setzen Knoten miteinander
in Beziehung, die ihrerseits URI-Referenzen, Literale oder leere Knoten sind. Auf diese
Weise ist es mit RDF möglich, Modelle für beliebige XML-basierte Beschreibungsstandards
zu definieren, die als allgemein verständliches Vokabular dienen.
Dies wird mit RDF-Schema erzielt, indem das Vokabular für eine bestimmte Domäne
definiert wird [BrGu04]. Hier können die Eigenschaften der RDF-Beschreibungen mittels
der im RDF-Schema vorgegebenen Begrifflichkeiten miteinander in Verbindung gesetzt
werden. Auf diese Weise ist es möglich, sowohl unterschiedliche Beschreibungsstandards
(z.B. Dublin Core und CDWA) als auch die Eigenschaften der darin beinhalteten Elemente
zu definieren (z.B. Generalisierungshierarchien für Eigenschaften und Klassen).
Insgesamt bietet RDF und die damit in Verbindung stehenden Komponenten ein umfangrei-
ches Metadatenrahmenwerk zur Modellierung und Beschreibung von Webinhalten. Auf-
grund der Trennung von Modell und Metadatenbeschreibung, bietet RDF auch die Möglich-
keit, medienzentrierte Metadatenbeschreibungsstandards einzubinden. Damit ergibt sich
grundsätzlich auch ein für die Kultur- und Geisteswissenschaften einsatzbares Metadaten-
rahmenwerk. Allerdings ist RDF an der entscheidenden Stelle (den Tags der Metadatenbe-
schreibung an sich) darauf angewiesen, die Beschreibung des Medienwissens aus einem
proprietären Standard zu beziehen. Damit ergibt sich an dieser Stelle ein deutlicher Nachteil
gegenüber reinen Multimedia-Beschreibungsstandards, die das Medienwissen explizit in
den Tags codieren.
Meta Content Framework (MCF)
Das Meta Content Framework (MCF) ist ein zur Verabschiedung vorgeschlagener W3C-
Standard [GuBr97]. MCF zielt darauf ab, semi-strukturierte XML-Dateien, die von un-
terschiedlichen Nutzern und Programmen erstellt worden sind, durch ein standardisiertes
Rahmenwerk allgemein verständlich interpretierbar zu machen. Damit ähnelt MCF in seiner
Grundkonzeption sehr stark RDF (vgl. Abschnitt 5.2.2). Das dem MCF zu Grunde liegende
Datenmodell ist ein gerichteter, getypter Graph, in dem die Beziehungen zwischen Ob-
jekten durch die Kantenbeziehungen zwischen den Objekten ausgedrückt wird, wobei die
Kanten an sich ebenfalls als Objekte verwaltet werden. Die Knoten in MCF sind daraufhin
ausgelegt sowohl (Web)-Inhalte, als auch Objekte der realen Welt zu beschreiben. Anders
als etwa in RDF wird jedoch bei MCF kein Schema verwendet, sondern auf ein standar-
disiertes Vokabular zurückgegriffen. Aufgrund der seit dem Jahr 1997 immer noch nicht
stattgefundenen Verabschiedung des Standards durch die W3C sowie dem inzwischen deut-
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lichen zurückgegangenem Einfluss der das Rahmenwerk voran treibenden Firma Netscape
(www.netscape.com) sowie der weiten Verbreitung von RDF ist davon auszugehen, dass
das MCF in Zukunft keine größere Relevanz haben wird.
Platform for Internet Content Selection (PICS)
Die Plattform für Internet Content Selection (PICS) ist ein Metadatenrahmenwerk das dazu
dient, Metadaten für Webinhalte zu verwalten [KMRT96]. Durch PICS können verschiedene
Communities auf unterschiedliche Vokabulare zugreifen, ohne dass es dabei zu Namens-
konflikten kommt. Metadatenbeschreibungen in PICS bestehen aus drei Bestandteilen:
Servicebezeichnung, Beschreibungsparameter und Bewertung. Bei der Servicebezeichnung
handelt es sich um die eindeutige URL des verwendeten Rating Systems. Die Beschrei-
bungsparameter beinhalten zusätzliche Angaben zum Dokument an sich, sowie Angaben zur
Bewertung an sich. Die eigentliche Bewertung ist der letzte Teil der Metadatenbeschreibung
und besteht aus Attribut-Wert-Paaren. Dabei ist es ebenfalls zulässig, dass ein Web-Inhalt
bezüglich mehrerer Attribut-Wert-Paare bewertet wird, wodurch unterschiedliche Aspekte
in die Bewertung einfließen können.
Die Syntax von Beschreibungen in PICS ist kompakt gehalten und greift nicht auf komple-
xere Beschreibungssprachen zurück wie etwa XML. Eine Beschreibung von Webinhalten
mit PICS ist in aller Regel nicht sinnvoll, da z.B. RDF (vgl. Abschnitt 5.2.2) ein noch
allgemeineres Metadatenrahmenwerk ist, mehr Aussagekraft bietet und zudem noch XML
basiert ist. Ein Ziel von RDF ist es daher eine Abbildung der in PICS gespeicherten Daten
leisten zu können. Eine solche Abbildung eines PICS-Vokabulars in XML/RDF wird in
[BrSw00] vorgestellt.
Web Ontology Language (OWL)
Die Web Ontology Language (OWL) ist eine Spezifikation des W3C, die als Rahmenwerk
zur Erstellung von Ontologien für das World Wide Web konzipiert worden ist [GuHa04a].
OWL setzt auf XML und RDF (vgl. Abschnitt 5.2.2) auf, um damit die Bedeutung der in den
mit RDF beschriebenen Dokumenten formal definieren zu können [GuHa04b]. Um dies zu
gewährleisten, geht OWL über die in RDF Schema verfügbaren Möglichkeiten hinaus. Die
zusätzlichen Sprachkonstrukte in OWL machen es möglich prädikatenlogische Ausdrücke
zu definieren, die eine maschinelle Interpretation der Inhalte zulassen. Aus diesem Grund
ist OWL ein bedeutender Bestandteil des Semantic Web (vgl. 2.5), da es hier darum geht
Webinhalte maschinenlesbar und interpretierbar zu machen.
OWL bietet ein erweitertes Vokabular für die Beschreibung von Eigenschaften und Klassen,
wie etwa Klassenbeziehungen oder Kardinalitäten. Um die damit einhergehende Komple-
xität in Beschreibung und Anwendbarkeit an die unterschiedlichen Anforderungen von
Nutzercommunities anzupassen, wird OWL in drei Untersprachen angeboten:
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OWL LiteOWL DLOWL Full
Abbildung 5.5: Ausdrucksmächtigkeit der OWL-Untersprachen
• OWL Lite
• OWL DL
• OWL Full
Die drei Untersprachen sind vom Umfang her hierarchisch aufgebaut, so dass OWL DL
eine Erweiterung von OWL Lite darstellt und OWL Full wiederum eine Ergänzung von
OWL DL ist (vgl. Abb. 5.5). Damit sind Aussagen, die in einer weniger umfangreichen
Sprache formuliert und gefolgert werden können, ebenfalls in einer sie umfassend Sprache
gültig. Im folgenden werden die Unterschiede der Untersprachen von OWL in Bezug auf
Ihre Ausdrucksmächtigkeit beschrieben.
OWL Lite erlaubt primär die Erstellung von Klassifikationshierarchien und einfachen
Nebenbedingungen. Die in OWL Lite definierbaren Kardinalitäten sind allerdings betont
einfach gehalten und reduzieren sich auf die Festlegung 0,1 Werte. Daneben ist es mit
OWL Lite möglich, Konjunktionen und (Un)-Gleichheitsbedingungen zu definieren so-
wie den „Wertebereich“ der Elemente zu spezifizieren. Insgesamt ergibt sich damit ein
formales Regelwerk, das eine verhältnismäßig einfache, aber strukturierte Umsetzung von
Begriffssammlungen und Taxonomien ermöglicht.
Die Verwendung des gesamten in OWL zur Verfügung stehenden Vokabulars kommt in
OWL DL zum Einsatz, wodurch weiter reichende Spezifikationen der Objekte vorgenom-
men werden können. Allerdings sind einige der Konzepte mit Einschränkungen versehen,
wie etwa Typenunterscheidung von Klassen sowie die Trennung von ObjectProperties
(Beschreibung von Beziehungen zwischen Klasseninstanzen) und DatatypeProperties (Be-
ziehungen zwischen Klasseninstanzen und RDF Literalen bzw. XML Schema Datentypen).
Als Vorteil dieser Einschränkungen ergibt sich jedoch, dass OWL DL eine entscheidbare
Untermenge der Prädikatenlogik erster Stufe ist. So können in OWL Klassen durch die
Aufzählung der Individuen beschrieben und beliebige (nicht-negative) Kardinalitäten de-
finiert werden. Daneben erlaubt es OWL DL Klassen disjunkt voneinander zu definieren
sowie boolsche Kombinationen von Klassen und Eigenschaften zu spezifizieren. Zudem
kann durch OWL DL definiert werden, dass eine Beschreibung einen bestimmten Wert hat.
Insgesamt bietet OWL DL damit – bei gleichzeitiger Gewährleistung der Entscheidbarkeit –
weitreichendere Beschreibungsmöglichkeiten als OWL Lite.
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OWL Full unterscheidet sich von OWL DL dahingehend, dass die zuvor beschriebenen
Einschränkungen nicht mehr gelten. In OWL Full ist damit ebenfalls die Reifikation (al-
so das Treffen von Aussagen über Aussagen) möglich und es können prädikatenlogische
Ausdrücke höherer Ordnung beschrieben werden. OWL Full bietet damit die maximale
Ausdrucksstärke und syntaktische Freiheit von RDF, allerdings geht hierfür die Entscheid-
barkeit verloren. Aufgrund dessen bietet lediglich OWL Full eine Unterstützung von RDF
in vollen Umfang. Für OWL DL und OWL Lite gilt dies jedoch nur bezüglich der zuvor
genannten Einschränkungen.
Bei OWL handelt es sich also um ein „high-level“ Metadaten-Rahmenwerk zur Beschrei-
bung beliebiger (Web)-Inhalte. Für die Beschreibung multimedialer Inhalte bietet OWL
in seinen drei Sprachvarianten Lite, DL und Full eine mehr oder minder (je nach gewähl-
ter Sprachvariante) umfangreiche Erweiterung von RDF. Wie es bereits bei RDF (vgl.
Abschnitt 5.2.2) der Fall war, ist es in OWL über den Umweg RDF möglich, spezielle
Metadatenbeschreibungsstandards für multimediale Inhalte einzubinden. Damit ergibt sich
– als Konsequenz der „RDF-Verwandschaft“ – ein Nachteil gegenüber der Verwendung
originärer Multimedia-Metadatenstandards, bei denen das Medienwissen explizit in die
Tags codiert ist.
5.2.3 MPEG-7 & MPEG-21
In den beiden vorigen Abschnitten (vgl. 5.2.1 und 5.2.2) sind bereits zahlreiche Metadaten-
beschreibungsstandards und Metadatenrahmenwerke vorgestellt worden. Diese Standards
und Rahmenwerke erlauben – sowohl domänenspezifisch als auch domänenunabhängig
– eine mehr oder minder detaillierte Beschreibung von (Web)-Inhalten. Wie bereits deut-
lich geworden ist, bietet jedoch keiner der Ansätze eine Kombination medienzentrierter
Metadatenbeschreibungen innerhalb eines standardisierten Rahmenwerks.
Dieses Defizit soll mit den von der Moving Pictures Expert Group (MPEG) hervorgebrachten
und im Folgenden vorgestellten Standards MPEG-7 und MPEG-21 behoben werden. Anders
als die Standards MPEG-1, MPEG-2 und MPEG-4, in denen die Kodierung von Videos
definiert wird, sowie MP3 für Audiodateien, geht es bei MPEG-7 und MPEG-21 explizit
um die Metadatenbeschreibung multimedialer Inhalte aller Art. Die Gesamtheit der MPEG-
Standards bietet somit umfangreiche Möglichkeiten der Verarbeitung und Beschreibung
multimedialer Inhalte. Sie sind als gegenseitige Ergänzung zu verstehen, anstelle miteinander
in Konkurrenz zu stehen. In ihrer Konzeption stellen MPEG-7 und MPEG-21 dabei hybride
aus Metadatenbeschreibungen (speziell) für multimediale Inhalte und zugehörigem, die
Interoperabilität unterstützenden, Rahmenwerk dar.
MPEG-7
MPEG-7 ist die Kurzbezeichnung des „Multimedia Content Description Interface (ISO/IEC
15938)“ [ISO04a]. Der MPEG-7-Standard ist ein XML-basierter Metadatenstandard der
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darauf abzielt, eine möglichst umfassende Beschreibung multimedialer Inhalte in einen
maschinenles- und -interpretierbaren Format zu bieten. Anders als die zuvor eingeführten
Multimedia-Beschreibungsstandards, ist MPEG-7 domänenunabhängig und speziell auf die
Anforderungen bei der Beschreibung multimedialer Inhalte hin konzipiert worden. Ein Ziel
von MPEG-7 ist es somit, die Indizierung multimedialer Inhalte zu homogenisieren und das
Wiederauffinden – sowohl mittels rein technischen als auch mit semantischen Suchanfragen
– zu unterstützen [KoHe03]. Der Standard umfasst zu diesem Zweck aktuell elf Unterteile,
die sich mit der gesamten Bandbreite multimedialer Beschreibungen befassen. Allerdings
definieren lediglich die ersten fünf den Standard und die weiteren sechs Teile stellen – nicht
zwingend erforderliche – Ergänzungen dar.
MPEG-7 basiert auf XML und besteht im wesentlichen aus drei Kernkomponenten, die im
Anschluss genauer beschrieben werden:
• Deskriptoren
• Schemata für (Multimedia)-Deskriptoren
• Deskriptoren Definitions- und Beschreibungssprache
Die Deskriptoren von MPEG-7 stellen ein Basisvokabular für die Metadatenbeschreibung
multimedialer Inhalte dar. Aufgrund der Fokussierung von MPEG-7 auf multimediale
Inhalte, decken sie nahezu alle Facetten im gesamten Multimedia-Lebenszyklus von der
Erzeugung, über die Speicherung bis hin zum Gebrauch ab. Die MPEG-7-Deskriptoren
umfassen zu diesem Zweck ein riesiges Repertoire zur Beschreibung „semantisch hoch-
wertiger“ Informationen als auch rein technischer und damit „semantisch niederwertiger“
Informationen. Jeder Deskriptor deckt dabei einen ganz spezifisches Merkmal eines multi-
medialen Inhalts ab [Kosc02]. So umfasst ein gesamter Unterteil des Standards dediziert die
Beschreibung von Audio [ISO02c] und ein anderer die Beschreibung von Video [ISO02b].
Um einen Informationsüberfluss durch die Vielzahl der zur Verfügung stehenden Deskrip-
toren zu vermeiden, lassen sich die von MPEG-7 bereit gestellten Deskriptoren je nach
Anwendungskontext in nahezu beliebiger Weise kombinieren.
Mit dem auf XML-Schema basierenden (Multimedia)-Deskriptoren-Schema (engl. De-
scription Scheme bzw. Multimledia Description Scheme oder abgekürzt DS bzw. MDS)
[ISO03] wird eine Bibliothek von Beschreibungsstrukturen valider MPEG-7-Beschreibun-
gen spezifiziert. Es handelt sich also hiermit weniger um eine Metadatenbeschreibung als um
ein darauf aufbauendes Rahmenwerk (ähnlich wie OWL für RDF). Wie für XML-Schema
üblich, beinhalten sie zum Beispiel Definitionen einfacher und komplexer Datentypen, sowie
Kardinalitäten. Damit ist das MDS ein – wenn nicht der – zentrale Bestandteil des MPEG-7-
Standards, der die Bedingungen für die einzelnen Deskriptoren und deren Abhängigkeiten
untereinander definiert. Dazu ist das MDS in logische Einheiten unterteilt, in denen die
Deskriptoren gemäß ihres Verwendungszwecks in Anwendungsbereiche gliedert worden
sind (vgl. Abb. 5.6). Kernstück des MDS sind die Schemata für die Inhaltsbeschreibung und
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Abbildung 5.6: Multimedia Deskriptoren in MPEG-7 (modifiziert von [ISO04a])
-verwaltung, mit denen alle wesentlichen medienzentrierten Informationen erfasst werden
können. In eingeschränktem Umfang gilt dies ebenfalls für die Schemata zur Inhaltsor-
ganisation und für Navigation & Zugriff, die jedoch mehr die administrativen Aspekte
berücksichtigen. Das Basis-Schema sowie das für Nutzerinteraktion beinhalten ebenfalls
wichtige Definitionen zur Erstellung valider MPEG-7-Dokumente, haben allerdings kaum
medienspezifische Komponenten.
Die Syntax wird durch die MPEG-7 Deskriptoren Definitions- und Beschreibungsspra-
che (engl. Description Definition Language oder kurz DDL) [ISO02a] definiert. Anders als
bei vielen anderen Standards ist es in MPEG-7 mittels der DDL möglich, die vordefinierten
Deskriptoren und Schemata zu „überschreiben“ oder um zusätzliche applikationsspezifische
erweiterungen zu ergänzen. Zwar geht dabei naturgemäß ein Teil der durch den Standard
zu erzielenden Interoperabilität verloren und sollte daher grundsätzlich auf ein Minimum
reduziert werden, jedoch ist damit eine flexible Erweiterung des Standards im Standard an
sich möglich.
Wie man den vorigen Ausführungen entnehmen kann, bietet MPEG-7 eine sehr umfas-
sende Kombination aus Metadatenbeschreibungsstandard und zugehörigem Rahmenwerk
zur Beschreibung multimedialer Inhalte. Der wesentliche Vorteil von MPEG-7 liegt darin,
dass es beides in einem Gesamtkomplex zur Verfügung stellen kann. Kritiker bemängeln
allerdings, dass der Standard aufgrund seiner Vielseitigkeit nur für Experten verständlich
und damit zu komplex für den praktischen Einsatz ist. An sich ist diese Kritik nur begrenzt
zutreffend, da es in MPEG-7 auch möglich ist sehr kompakte Beschreibungen zu definieren
und bezieht sich daher wohl eher auf den Aufwand, der mit der Auswahl der zu verwen-
denden Schemata einhergeht. Um den damit verbundenen Problemen entgegenzuwirken,
bietet MPEG-7 zahlreiche Profile für „gängige“ Anwendungsszenarien an [ISO05a]. Die
zumeist von industriellen Anwendern eingebrachten Profile bestehen aus MDS, die typische
Aspekte der Mediennutzung abdecken. Wie für MPEG-7 allgemein, ist es auch hier möglich,
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vorliegende Profile mit der DDL standardkonform zu modifizieren und zu erweitern.
MPEG-21
Das „Multimedia Framework (ISO/IEC TR 21000)“ (MPEG-21) ist der neueste Standard
der Moving Picture Expert Group [ISO04c]. MPEG-21 zielt darauf ab, multimediale Inhalte
samt deren Beschreibungen für die Verwendung auf den unterschiedlichsten (mobilen)
Endgeräten und sich daraus ergebenden neuen Geschäftsmodellen zu erschließen. Damit
versteht sich MPEG-21 als Bindeglied zwischen den MPEG-Standards (MPEG-1/2/4 für
Video, MP3 für Audio) und deren Beschreibung in MPEG-7 [Kosc03, BWH*03]. Durch
die Kombination einer digitalen Ressource und deren Beschreibung entsteht auf diese Weise
ein digitales Element, das sich für die kommerzielle Verwendung auf diversen Endgeräten
nutzen und vermarkten lässt. Daher bietet der inzwischen fast vollständig verabschiedete
MPEG-21-Standard in seinen 17 Unterteilen ein umfangreiches Rahmenwerk für die Be-
schreibung digitaler Elemente. Ähnlich wie MPEG-7 erlaubt es auch MPEG-21, lediglich
Teile des Standards für die Erstellung valider digitaler Elemente zu verwenden. Um den
zuvor genannten Anforderungen der Adaptierbarkeit und der kommerziellen Verwendung
multimedialer Inhalte gerecht zu werden, beinhaltet MPEG-21 drei Kernbestandteile, die
im Folgenden beschrieben werden:
• Beschreibungsmodell digitaler Elemente
• Adaptionsspezifikation für digitale Elemente
• Urheberrechtsschutz und -management.
Das Beschreibungsmodell digitaler Elemente (engl. Digital Item Declaration oder abge-
kürzt DID besteht aus einer Menge von Termen und Konzepten, die als ein Modell zur
Beschreibung digitaler Elemente verwendet werden können [ISO05b]. Damit ist die DID
keine Beschreibungssprache an sich, jedoch bieten die in ihr definierten Begrifflichkei-
ten die Möglichkeit der Modellierung digitaler Elemente in einer offenen und flexiblen
Weise. Damit bietet die DID Anknüpfungspunkte für höherwertige Beschreibungen (etwa
XML-Schema). Die auf Grundlage der DID definierte Beschreibungssprache digitaler
Elemente (engl. Digital Item Declaration Language oder kurz DIDL) ist eine ebensolche
Beschreibung digitaler Elemente in XML. Die DIDL stellt insgesamt zwölf Deskriptoren zur
Verfügung. Von zentraler Bedeutung für die Struktur digitaler Elemente sind die folgenden
fünf, die im folgenden genauer beschrieben werden:
• Container
• Element
• Deskriptor
• Komponente
• Ressource
Der Container ist der Rahmen digitaler Elemente. Er dient damit zur Strukturierung der in
ihm enthaltenen Elemente und Container. Ein Container darf zudem Deskriptoren zu dessen
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Abbildung 5.7: Strukturierung der Deskriptoren in der MPEG-21 DIDL (modifiziert von [BoHi02])
Beschreibung enthalten. Insgesamt stellt der Container damit einen logischen Verbund dar,
der zur Strukturierung digitaler Inhalte eingesetzt wird, ohne dabei ein digitales Element an
sich zu repräsentieren. Die eigentliche Beschreibung des digitalen Elements findet durch den
Element-Deskriptor statt. Es ist ebenfalls zulässig, dass ein Element seinerseits wiederum
aus Subelementen besteht und somit eine Zusammenstellung mehrerer digitaler Elemente
ist. Sofern dies nicht der Fall ist, spricht man, als logisch unzertrennliche Einheit, von einer
Entität. Zur Beschreibung einer solchen beinhaltet das Element Deskriptoren und Kompo-
nenten. Der Deskriptor beinhaltet Meta-Informationen zu dem im Element enthaltenen
Inhalt. Dabei kann es sich sowohl um eine textuelle als auch graphische Angabe handeln, die
auch in einem anderen, wenn auch wohl bekannten, Beschreibungsschema (zum Beispiel
MPEG-7) vorliegen können. Der eigentliche Inhalt wird durch die Komponente beschrieben.
Die Komponente verbindet den eigentlichen Inhalt (die Ressource) mit den, wiederum
in Deskriptoren beschriebenen, technischen Metadaten (etwa in MPEG-7). Die in ihnen
enthaltenen Ressourcen dienen dazu, einen digitalen Inhalt oder ein physisches Objekt
eindeutig zu identifizieren. Auf diese Weise sind die Komponenten die eigentlichen (Grund)-
Bausteine digitaler Elemente. Das Zusammenspiel der zuvor beschriebenen Deskriptoren
zur Beschreibung digitaler Elemente wird in Abbildung 5.7 schematisch gezeigt.
Ein wesentlicher Aspekt von MPEG-21 ist es, die Interoperabilität multimedialer Inhalte
über die Grenzen einzelner Netzwerke und Endgeräte hinaus zu gewährleisten. Die dabei
notwendige Anpassung der Inhalte an den jeweiligen Nutzungskontext wird durch die Ad-
aptionsspezifikation für digitale Elemente (engl. Digital Item Adaptation bzw. abgekürzt
DIA) [ISO04b] definiert. Die DIA ist in acht Kategorien unterteilt und bietet Möglichkeiten
zur Spezifikation von Nutzerpräferenzen, Geräteeigenschaften, Netzwerkeigenschaften bis
hin zu Beschreibung der Umgebung [VeTi05]. Der multimediale Inhalt wird dann gemäß
der in der DIA spezifizierten Angaben durch einen „DIA-Konverter“ angepasst. Der DIA-
Konverter ist zweistufig aufgebaut und berücksichtigt bei der Anpassung sowohl den multi-
medialen Inhalt an sich, als auch dessen Metadatenbeschreibung. Auf diese Weise, wird
das volle Potential digitaler Elemente ausgeschöpft, wofür – natürlich – eine MPEG-21
konforme Beschreibung der Inhalte erforderlich ist. Anzumerken ist, dass die DIA-Konverter
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Abbildung 5.8: Kapselung eines digitalen Elements durch das IPMP
nicht im Standard definiert werden, sondern lediglich deren Ein- bzw. Ausgabe.
Mit dem Urheberrechtsschutz und -management (engl. Intellectual Property Manage-
ment and Protection Components oder kurz IPMP) bietet MPEG-21 einen interoperablem
Mechanismus zum Schutz digitaler Inhalte innerhalb einer DID vor unberechtigtem Zugriff
[ISO06]. Das IPMP von MPEG-21 zielt aus diesem Grund darauf ab, eine Struktur zum
Austausch geschützter Inhalte und zusätzlichen Informationen zusammenzuführen. Auf
diese Weise kapselt das IPMP den zu schützenden Inhalt in einem standardisierten Rahmen,
ohne dabei Spezifikation zu Verschlüsselungstechniken und -algorithmen, unabhängigen
Dritten oder etwa Zertifikaten vorzuschreiben. Somit ist das IPMP keine Komplettlösung
für Urheberrechtsschutz und -management digitaler Inhalte, sondern unterstützt lediglich
einen, unter Einsatz flexibel einzubindender Sicherheitsmechanismen, standardisierten Da-
tenaustausch zwischen unterschiedlichen Anwendungen und Endgeräten. Abbildung 5.8
zeigt den grundsätzlichen Aufbau eines durch das IPMP gekapselten Digitalen Element.
Insgesamt bietet MPEG-21 eine umfassende Unterstützung zur Adaption und Vermarktung
digitaler Inhalte aller Art. Die Stärke des Standards liegt darin, auf bereits existierende und
etablierte Beschreibungsformate zurückzugreifen und nicht in Konkurrenz mit diesen zu
treten. Dadurch entsteht ein deutlicher Mehrwert in Bezug auf Interoperabilität und Vertrieb
multimedialer Inhalte, der trotz Rückgriff auf einen Standard ein Höchstmaß an Flexibilität
bietet.
5.2.4 Vergleichende Bewertung
In den vorigen Abschnitten wurden Ansätze zur Metadatenbeschreibung digitaler Medien
eingeführt. Diese wurden zu diesem Zweck vor dem Hintergrund einer medienadäquaten
Verarbeitung der Inhalte betrachtet. Dazu wurden die bei Transkription, formalisierter
Lokalisierung und Adressierung stattfindenden Metdatenoperationen spezifiziert und als
Grundlage des Vergleichs gewählt. Zudemwurden die hier vorgestellten Ansätze gemäß ihrer
96
5.2. MULTIMEDIA-METADATEN
Konzeption als Metadatenbeschreibungsstandard bzw. -rahmenwerk sowie – repräsentiert
von MPEG-7/21 – als „hybrid“ klassifiziert.
Beim vorgenommenen Vergleich zeigte sich, dass sowohl die rein als Multimedia-Beschrei-
bungsstandard als auch die auf ein generisches (Multimedia)-Metadatenrahmenwerk hin
ausgelegten Ansätze mit Defiziten bei der Unterstützung von Transkription, formalisierter
Lokalisierung und Adressierung behaftet sind (vgl. Tabelle 5.2). So weisen dieMultimedia-
Beschreibungsstandards grundsätzlich eine – sofern überhaupt vorhanden – eher mäßige
Unterstützung kulturwissenschaftlicher Medienoperationen aus. So liegen die Stärken von
Dublin Core in einer passablen Unterstützung der Transkription, jedoch existieren bei for-
malisierter Lokalisierung und Adressierung erhebliche Defizite. Ein ähnliches Bild zeichnet
sich bei SMIL ab, wenngleich die im Vergleich zu Dublin Core verbesserten Adressierungs-
möglichkeiten mit reduzierten Transkriptionsfähigkeiten zu Buche schlagen. Im Fall von
IEEE LOM sowie CDWA & CDWA Lite liegen die Pluspunkte hingegen primär bei der
formalisierten Lokalisierung, wobei diese bei IEEE LOM wesentlich stärker ausgeprägt
sind. Zudem weist IEEE LOM eine akzeptable Unterstützung der Adressierung auf. Anders
jedoch als die beiden zuvor genannten Ansätze, weisen IEEE LOM als auch CDWA &
CDWA Lite erhebliche Mängel bei der Transkription auf. Im Bereich der Metadatenbe-
schreibungsrahmenwerke erweist sich die „Domänenunabhängigkeit“ als deutlich Plus
bei der Transkription. So weist RDF (z.B. als „quasi“ hybrid auf Dublin Core basierend)
ein hohes Maß an Flexibilität und Erweiterbarkeit auf. Ähnliches gilt – wenn auch mit
Einschränkungen – ebenfalls für MCF und PICS. Lediglich OWL weist hier unterdurch-
schnittliche Möglichkeiten auf. Bei der formalisierten Lokalisierung eignen sich sowohl
RDF als auch MCF mit eher mittelmäßigen Leistungsmerkmalen. Die Stärken von PICS
und OWL sind auch hier kaum ausgeprägt. Bei der Transkription jedoch zeigen alle Ansätze
erhebliche Defizite, wobei lediglich OWL – mit Abstrichen – ein minimale Unterstützung
bietet.
Insgesamt zeichnet die Multimedia-Beschreibungsstandards eine unterdurchschnittliche
Unterstützung medienadäquaten Arbeitens auf. Die Defizite sind dabei jedoch, bedingt
durch die jeweilige Anwendungsdomäne, keiner Medienoperation an sich zuzuordnen. Bei
den (Multimedia)-Metadatenrahmenwerken hingegen zeichnet sich ein etwas anderes Bild
ab. Hier bieten die meisten Ansätze eine recht umfassende (und flexible) Unterstützung der
Transkription, einhergehend mit passablen Möglichkeiten der formalisierten Lokalisierung.
Allerdings erweist sich die hier gewonnene Flexibilität als Defizit bei der Adressierung
der Inhalte, die de facto gar nicht gewährleistet wird. Lediglich die „Hybridkonstruktion“
MPEG-7/21 bietet eine umfassende Unterstützung von Transkription, formaliserter Lokali-
sierung und Adressierung. Dabei kommt MPEG-7/21 besonders die Ausrichtung auf die
Beschreibung multimedialer Inhalte und die in den Standards verankerte Flexibilität (etwa
durch die Erweiterung/Anpassung des Schemas und der Deskriptoren) zu Gute.
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Transkription formalisierte Lokalisierung Adressierung
MT1
MT2
MT3
ML1
ML2
ML3
MA1
MA2
MA3
Dublin Core o / + o / + o o - - - - -
SMIL + - o - + - o - o
IEEE LOM - o - o o o - o/+ +
CDWA &
CDWA Lite o - - o - o - - -
RDF o / + + + + o o - - -
MCF + + - o o o - - -
PICS o / + o - + - - - - -
OWL - - o + - - - - / o - / o
MPEG-7 &
MPEG-21 + o / + + + + + + + +
Legende: MT1 : Deskriptoren für Multimedia ML1 : Klassifikationsschemata & MA1 : Endgeräteadaption
Vokabulare
MT2
: Graphrepräsentationen ML2 : Multimedia Variationen MA2 : Profile
MT3
: Erweiterung von Schema & ML3 : Urheberrechtsschutz & MA3 : Nutzerpräferenzen &
Deskriptoren -management Nutzungshistorie
+ : gut geeignet o : neutral - : ungeeignet
Tabelle 5.2: Metadatenbeschreibungsstandards und -rahmenwerke im Überblick
5.3 Zusammenfassung
In diesem Kapitel wurde die Unterstützung geistes- und kulturwissenschaftliche Communi-
ties mittels informatischer Methoden spezifiziert. Zu diesem Zweck wurde zunächst eine
informatische Formalisierung der in Abschnitt 3.3 eingeführten Medienoperationen vor-
genommen. Daran anschließend wurden diese Medienoperation in Informationssystempara-
digmen übersetzt und die existierenden (Multimedia)-Metadatenstandards gemäß dieser
Kriterien miteinander verglichen. Durch die Kombination der zuvor genannten Aspekte soll
im Folgenden die kontextabhängige Prozessierung multimedialer Inhalte in kollaborativen,
Web-basierten Multimedia-Informationssystemen sichergestellt werden.
Das nächste Kapitel führt auf Grundlage der in diesem Kapitel gewonnenen Erkenntnisse
eine neue Informationssystemarchitektur für die Unterstützung medienzentrierten Arbeitens
in den Kultur- und Geisteswissenschaften ein. Dem Architekturentwurf liegt dabei ein sozio-
technisches Entwurfsparadigma zugrunde. Auf diese Weise entsteht eine reflexive, Service-
orientierte Architektur, die ein kontinuierliches Wechselspiel aus Community-zentrierten
Software Engineering und Selbstbeobachtung von Mediennutzung in Communities ermög-
licht.
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Kapitel 6
ATLAS: Reflexive Community-
Informationssystementwicklung
Primäre Aufgabenstellung bei der Unterstützung des medienzentrierten Arbeitens mit
informatischen Methoden ist es, virtuellen Communities die Möglichkeit zu bieten, die für
den Diskurs erforderlichen Informationssysteme – mehr oder weniger – selbst gestalten zu
können. Die Architektur für Transkriptions-, Lokalisierungs- und Adressierungs-Systeme
(ATLAS) ist für diese Anwendungszwecke konzipiert worden. Im Gegensatz zu anderen –
kommerziellen wie open-source – Informationssystemen zur Community-Unterstützung,
verbindet ATLAS dedizierte Multimedia-Werkzeuge in einer flexiblen und an die Community-
spezifischen Bedürfnisse anpassbaren Systemarchitektur.
ATLAS basiert auf dem Lightweight Application Server (LAS), dessen Services während
der Laufzeit ausgetauscht werden können, ohne dass die Community-Aktivitäten durch
eine Aktualisierung des Systems unterbrochen werden müssen. Durch die Kombination
von (Selbst)-Beobachtungsmechanismen und Multimedia-Werkzeugen innerhalb einer In-
formationssystemarchitektur werden den Communities somit sowohl analytische als auch
gestalterische Möglichkeiten geboten. Neben dem damit steigenden Einfluss der Commu-
nities auf die Gestaltung und Funktionalitäten der Informationssysteme geht ebenfalls ein
deutliche Zeitersparnisse im Gegensatz zu konventionellen Entwicklungszyklen einher.
Zudem bietet der Rückgriff auf den MPEG-7-Multimedia-Metadatenstandard ein hohes
Maß an Interoperabilität beim Einsatz der in ATLAS zur Verfügung stehenden Multimedia-
Werkzeuge. Auf diese Weise ist es möglich, unterschiedlichste Community-Bedürfnisse
mit einer einzigen Informationssystemarchitektur zu unterstützen, was ebenfalls in den auf
ATLAS basierenden Informationssystemen in Kapitel 7 deutlich wird.
Im Folgenden wird die zugrunde liegende Methodik von ATLAS im Detail erläutert. Dazu
wird die Funktionsweise des Lightweight Application Server (LAS) beschrieben und des-
sen medienzentrierte Services beschrieben. Daran anschließend werden die analytischen
Werkzeuge für die Selbstbeobachtung der Community Aktivitäten beschrieben und ihre
Verwendung zur Simulation der künftigen Mediennutzung in Communities vorgestellt.
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6.1 Methodik
ATLAS stellt eine Basis für die (Selbst)-Gestaltung von angepassten Medien- und System-
konstellationen operativer Communities dar und bietet Basisdienste zur medienadäquaten
Diskursorganisation von Communities. Wesentlicher Aspekt von ATLAS ist dessen reflexive
Konzeption (vgl. Abbildung 6.1) [JKSp06]. So unterstützt ATLAS die sozio-technische
Informationssystementwicklung bei gleichzeitiger Messung, Analyse und Simulation der
in den Informationssystemen stattfindenden Community-Aktivitäten [SKJa06]. Zur Ver-
knüpfung von Modellierungsmethoden mit Mess- und Simulationsverfahren sind zwei
Systemansätze miteinander verschränkt: Sozio-technische Selbstbeobachtungswerkzeuge
und medien-zentrierte Community-Informationssysteme. Die sozio-technischen Selbstbeo-
bachtungswerkzeuge dienen dazu, die empirisch-qualitative und quantitative Forschung über
Community-Aktivitäten durch dynamische Analyse-, Mess- und Simulationswerkzeuge zu
unterstützen. Zu diesem Zweck bietet ATLAS Selbstbeobachtungswerkzeuge für virtuelle
Communities, die eine kontinuierliche Analyse der Community-Aktivitäten ermöglichen
[SSBK04, KSDe06, KSCJ06, KCSp07]. Auf Grundlage dieser Messungen können dann
Simulationen durchgeführt, durch die der Einfluss der Mediennutzung (im allgemeinen)
und die Auswirkungen spezifischer Werkzeuge in ATLAS-basierten multimedialen Informa-
tionssystemen (im speziellen) abgeschätzt werden können. Der Community-Server bietet
dazu ein flexibles Nutzer- und Rollenmanagement sowie zur Laufzeit austauschbare Web-
Services, mittels derer die Analysen an den jeweiligen Community-Kontext angepasst
werden können. Auf Seiten der Medien sorgt der Rückgriff auf Metadatenstandards wie
MPEG-7 für die interoperable Skalierbarkeit der Web-Services. Insgesamt schließt sich
damit der Kreis im Informationssystementwicklungsprozess mit ATLAS, der sich durch ein
kontinuierliches Wechselspiel aus Mediennutzung, Anpassung der Informationssysteme an
die Bedürfnisse der Communities und der Beobachtung der Auswirkungen dieser Systeme
auf die Communities besteht [CNOS06a].
Im Anschluss wird nun die sozio-technische Informationssystementwicklung mit ATLAS
beschrieben. Dabei wird insbesondere gezeigt, wie kulturwissenschaftliche Arbeitsweisen
in der Informationssystementwicklung von ATLAS reflektiert werden. Zudem wird erläutert,
wie Communities in den Entwicklungsprozess einbezogen werden.
6.1.1 Sozio-technische Informationssystementwicklung mit ATLAS
Ein Grundgedanke von ATLAS ist dessen reflexive Konzeption: Mit der Kombination aus
einem Community-zentrierten Software Engineering Prozess und der Selbstbeobachtung
von Community-Aktivitäten wird eine sozio-technische Informationssystementwicklung
unterstützt, in der die Anwender, bzw. die Anwendercommunities, kontinuierlich in die
Systementwicklung miteinbezogen sind (z.B. [SHKS05, SHSK06]). Dadurch stehen bei
der Informationssystementwicklung mit ATLAS, anders als selbst bei iterativen und evo-
lutionären Softwareentwicklungsmethoden wie etwa dem Agile Programming [Cock02]
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Abbildung 6.1: Die reflexive Konzeption der ATLAS Informationssystemarchitektur
oder dem eXtreme Programming [BeFo01a, JAHe01], die ständigen Wechselwirkungen
zwischen Mediennutzung und Selbstbeobachtung im Vordergrund des Designprozess. Somit
vereint ATLAS Nutzer- und Gemeinschaftsaspekte [Pree00] unterschiedlicher Disziplinen
(Informatik, Soziologie und Kulturwissenschaften) unter Anwendung der Transkriptivität
[JaSt02] als informatisches Designprinzip [Jark04].
Die Idee einer stark auf die Mediennutzung in Communities ausgerichteten Informations-
systementwicklung liegt darin, dass die Nutzer die Auswirkungen ihrer medialen Aktivi-
täten anhand vergleichbarer Vorgänge in anderen Communities besser abschätzen können
[KSJa05b]. Zu diesem Zweck können sowohl positive als auch negative Erfahrungen im
Medieneinsatz in Communities in einen Lern- und Erfahrungsprozess zur Entwicklung
und Gestaltung von multimedialen Informationssystemen einfließen. Aus einer Vielzahl
von Komponenten können die Informationssysteme je nach Bedarf der Community indi-
viduell gestaltet und erweitert werden. Diese Komponenten können einzeln ausgetauscht
und ergänzt werden, oder aber zu neuen Services (re)-kombiniert werden. Optimalerweise
steuern die Mitglieder der Communities eigene Komponenten und Services zu ATLAS bei,
ähnlich wie dies in der open-source Entwickler-Community der Fall ist [Sour06]. Im Fall
kulturwissenschaftlicher Communities ist dies allerdings nur begrenzt realistisch, so dass
ein gewisse – wenn auch durch den Einsatz von ATLAS reduzierte – fachinformatische
Unterstützung erforderlich ist. Dennoch bietet ATLAS weitreichenede Funktionalitäten zur
Community-Unterstützung, die im nächsten Abschnitt beschrieben werden.
6.1.2 Basisdienste für die ATLAS Community-Unterstützung
Aufgrund seiner Offenheit und Erweiterbarkeit ist ATLAS dazu geeignet, das weite Anforde-
rungsspektrum an multimediale Community-Informationssysteme und den darin enthaltenen
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Funktionalitäten abzudecken. Wie zuvor beschrieben, bietet ATLAS den Communities die
Möglichkeit, aktiv am Gestaltungs- und Entwicklungsprozess der Community-Informati-
onssysteme zu partizipieren. Der Community-basierte Ansatz zielt dabei darauf ab, durch
Rückgriff auf den flexiblen und vielseitig erweiterbaren LAS-Server (vgl. Abschnitt 6.2),
eine durch die Anwender selbst erweiterbare Middleware zur Verfügung zu stellen.
Aus Sicherheitsgesichtspunkten bietet LAS ein Authentifizierungsmechanismus, der den
Zugang zu den Communities über einen zentralen Server regelt. Zudem steht ein feingra-
nulares Nutzer- und Rollenmanagement in Verbindung mit Access Control Lists (ACL)
zur Verfügung, durch die der Zugriff auf die Services und Community-Inhalte (Medien)
geregelt wird (vgl. Abschnitt 6.2.5). Außerdem werden zahlreiche Basisdienste zur Verfü-
gung gestellt, die den Einstieg in die LAS-Nutzung so einfach und komfortabel wie möglich
gestalten sollen. Auf diese Weise werden ebenfalls Synergien mit bereits existierenden Com-
munity-Informationssystemen ermöglicht. So ist unter anderem eine BSCW-Integration
mittels XML-RPC, sowie ein automatisierter Medienaustausch innerhalb der Community
durch einen assoziierten FTP-Server, als Basisdienst implementiert. Aus dem Gesichtspunkt
der Datenverwaltung bietet LAS zudem Services zur Anbindung an relationale und XML-
Datenbanken. Letztere sind von besonderer Bedeutung für die Metadatenverwaltung der
Medien, die ein zentraler Aspekt in multimedialen Informationssystemen sind.
Im nächsten Abschnitt werden nun medienzentrierte Web-Services eingeführt. Anders als
Web-Services im allgemeinen erfordern medienzentrierte Web-Services eine besondere Aus-
richtung auf die Spezifika bestimmter Medien(-konstellationen). Daher wird die exponierte
Stellung der Medien im Prozess der Diskursunterstützung (insbesondere) in kultur- und
geisteswissenschaftlichen Communities motiviert.
6.1.3 Medienzentrierte Basisdienste von ATLAS
Im medienzentrierten Arbeitsprozess findet ein kontinuierlicher Dialog über die Bedeu-
tung und Interpretation multimedialer Inhalte statt. Jedoch hängt die Interpretation eines
multimedialen Inhalts sehr stark vom individuellen Nutzungskontext eines Nutzers ab,
wodurch dessen Bedeutung auch innerhalb einer Community sehr unterschiedlich und sogar
widersprüchlich sein kann [CNOS06b]. Aus diesem Grund ist eine explizite und allge-
mein verständliche Beschreibung multimedialer Inhalte in Communities nur sehr schwer
möglich. Darüber hinaus ergibt sich, dass diese Informationen sowohl manuell als auch
(semi)- automatisch sehr schwer zu bestimmen sind. Anstelle also Inhaltsbeschreibungen
und -beziehungen mittels a-priori definierter Taxonomien oder Ontologien auszudrücken
geht es vielmehr darum, die sich aus dem Diskurs in der Community ergebende Begriffs-
arbeit zur Klassifikation multimedialer Inhalte in Informationssystemen zu verwenden
[NoTa95, KSJa05a]. Die Aufgaben von Informationssystemen, und Web-Services im spezi-
ellen, müssen daher darauf hinauslaufen, das Arbeiten mit multimedialen Inhalten für die
Anwender möglichst komfortabel zu gestalten, ohne den Eindruck zu erwecken, eine Bevor-
mundung des Nutzers zu bewirken [KlSp03, KSJa03b]. Ziel ist es daher, ein Höchstmaß an
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semantischer Freiheit durch die Bereitstellung adäquater medienzentrierter Web-Services
zu erreichen.
Der Dublin Core Metadatenstandard (vgl. Abschnitt 5.2.1, [DCMI04]) ist in diesem Zu-
sammenhang ein Schritt in diese Richtung. Der ursprüngliche für die Klassifikation von
Printmedien entworfene Standard bietet eine Menge an standardisierten Beschreibungsele-
menten, die sich bewusst auf die notwendigsten Aspekte beschränken. Damit erlaubt der
Standard innerhalb dieser recht weit gefassten Bezeichner eine „lose“ Klassifikation und
Beschreibung medialer Inhalte, wobei zugleich ein hohes Maß an semantischer Freiheit ge-
boten wird. Dies ist wohl mit einer der Gründe, weshalb Dublin Core ein in den Kultur- und
Geisteswissenschaften verbreiteter und populärer Standard ist, wie sich durch die Existenz
zahlreicher Web-Anwendungen zur Erstellung von Dublin Core Metadatenbeschreibungen
belegen lässt (z.B. DescribeThis [DCS04], Nordic DC metadata creator [Dubl03] oder
DC-dot [DCDo00]). Die zuvor genannten Web-Anwendungen erlauben ihren Nutzern, DC-
konforme Metadatenbeschreibungen zu beliebigen Inhalten zu erstellen. Allerdings bieten
die Web-Anwendungen weder ihre Funktionalität als Web-Service für die Integration in
andere Anwendungen zur Verfügung, noch bieten sie die Gelegenheit des Austauschs der
Inhalte und deren Beschreibungen innerhalb der Community.
Das wahrscheinlich größte Defizit von Dublin Core liegt in den – von vielen Nutzern ge-
schätzten – „losen“ Beschreibungsmöglichkeiten für Printmedien. Diese Schwäche wird
insbesondere bei der Beschreibung audio-visueller Inhalte deutlich, da die hierfür erfor-
derlichen Bezeichner in den 15 Basiselementen des Dublin Core Standards [ANSI01]
schlichtweg nicht existieren. Zwar bieten die in Abschnitt 5.2.1 beschriebenen Erweiterun-
gen des Basis Metadatensatz von Dublin Core zusätzliche Bezeichner [DCMI06], jedoch ist
deutlich erkennbar, dass es sich dabei um ein konzeptuell wenig ausgereiften „Notbehelf“
handelt. Die medienzentrierten Web-Services von ATLAS greifen daher auf den weitaus
umfangreicheren MPEG-7-Standard zurück [ISO04a]. Um jedoch nicht durch eine Un-
menge von – für den normalen Anwender – unverständlichen Beschreibungselementen
und Beschreibungsvorgaben abzuschrecken, zielen die Web-Services von ATLAS darauf
ab, semantisch hochwertige Inhalte im Stil von „Folksonomien“ (vgl. Abschnitt 2.4.4) mit
rein technischen Metadaten auf möglichst intuitive Weise zu kombinieren und dabei einer
mediengerechten Verarbeitung Rechnung zu tragen.
Die LAS-Web-Services von ATLAS „kapseln“ zu diesem Zweck die Beschreibungsele-
mente von Dublin Core innerhalb des MPEG-7-Standards (vgl. Anhang B) und ergänzen
sie um medienspezifische Beschreibungselemente von MPEG-7. Die sich daraus ergeben-
den Abhängigkeiten zwischen den einzelnen Metadatenbeschreibungselementen der LAS-
Web-Services ist in Abbildung 6.2 skizziert. Die kursivierten Beschreibungselemente sind
solche, die dem Dublin Core Standard entstammen und gemäß der in Anhang B beschrie-
benen „Kapselung“ nach MPEG-7 abgebildet werden. Zentraler Bestandteile einer jeden
Medienbeschreibungen ist dabei die Beschreibung des „Medium“ an sich. Hier werden
insbesondere die technischen Metadaten eines Mediums in MPEG-7 mit einem Großteil
der höherwertigen, und damit nicht maschinell extrahierbaren, Metadaten von Dublin Core
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Abbildung 6.2: Medienzentrierte Metadatenbeschreibungen in ATLAS (DC-Elemente kursiviert)
zusammengeführt. Um den zusätzlichen Gesichtspunkten multimedialer Inhalte gerecht
zu werden besteht die Möglichkeit, die Inhalte mit zusätzlichen Beschreibungen zu „Ort“,
„Objekt“, „Zeit“ und „Agent“ der Handlung zu ergänzen. An dieser Stelle zeigt sich die
enorme Mächtigkeit von MPEG-7, da die damit möglichen Beschreibungen weit über die
personenbezogenen Angaben von Dublin Core (vgl. „Agent“ in Abb. 6.2) hinausgehen.
Die medienzentrierten Basisdienste von ATLAS werden schließlich durch Beschreibungen
gemäß eines „Klassifikationsschema“ komplettiert. Diese Informationen dienen als ein
mehrsprachiges Lexikon, in dem insbesondere die in einem Medium vorkommenden Rollen
definiert und spezifiziert werden können.
Angaben zur technischen Umsetzung der hier eingeführten medienzentrierten Basisdienste
finden sich in den Abschnitten 6.2.1 (LAS-Web-Services), 6.2.2 (LAS-MPEG-7-Services),
sowie 6.2.3 (LAS-MPEG-7 Binding). Nachdem nun die Konzeption von ATLAS erläutert
worden ist, wird nun der Lightweight Application Server (LAS) als technische Grundlage
von ATLAS eingeführt.
6.2 Der Lightweight Application Server (LAS)
Der Lightweight Application Server (LAS) ist eine plattformunabhängige Java-Implemen-
tierung eines Middleware-Servers [SKJa03, SKJR06]. In seiner Konzeption ist der LAS
offen und (nahezu beliebig) erweiterbar an die Bedürfnisse der Communities [Span06]. Die
von den Entwicklern implementierten Services sind zu diesem Zweck von den Communi-
ties frei (re)-kombinierbar. Eine Besonderheit (vgl. u.a. die in Kapitel 4 und insbesondere
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in Abschnitt 4.3 beschriebenen Ansätze) von LAS ist die Möglichkeit des zur Laufzeit
durchführbaren Austauschs der Services. Diese Option ermöglicht den Entwicklern ei-
ne uneingeschränkte Möglichkeit zur Verbesserung der Informationssysteme, ohne die
Produktivsysteme in ihrer Funktionalität zu beeinträchtigen.
In den nächsten Abschnitten werden nun die technischen Details des LAS beschrieben.
Neben den Sicherheitsaspekten des LAS werden ebenfalls die Spezifika der LAS-Services
erläutert. Dabei wird hervorgehoben, wie die LAS-Services dazu verwendet werden, me-
diengerechte und standardkonforme Dienste (und damit Informationssysteme) umzusetzen.
6.2.1 LAS-(Web)-Services
Die LAS-Web-Services zielen darauf ab, die Webschnittstellen der Klienten so „leichtgewich-
tig“ wie möglich zu gestalten. Dadurch wird ein Höchstmaß an Flexibilität, Erweiterbarkeit,
Kombinierbarkeit und damit letztendlich auch Effizienz angestrebt. Der wesentliche Vorteil
dieses Ansatzes – etwa im Vergleich zu neueren Entwicklungen wie AJAX [BeBo05] – liegt
darin, dass die (gleichen) Services von unterschiedlichen Frontends genutzt werden können.
So werden die Web-Services nicht notwendiger Weise nur innerhalb einer Community
eingesetzt, sondern können (und sollen) auch anderen Communities zugänglich gemacht
werden. Zur Erläuterung der Funktionsweise der Web-Services wird im Folgenden zunächst
die LAS-Java Programmierschnittstelle eingeführt und im Anschluss daran der Zugriffe auf
die LAS-Web-Services beschrieben.
Die LAS-Java-Programmierschnittstelle
Zur Erweiterung des LAS dient die zu diesem Zweck zur Verfügung gestellte Java-Program-
mierschnittstelle. Mittels dieser Schnittstelle ist es möglich, nahezu beliebige Erweiterungen
des Servers vorzunehmen. Dazu stehen drei Elementtypen zur Verfügung:
• Konnektoren
• Komponenten
• Services
Abbildung 6.3 zeigt das Zusammenspiel der zuvor genannten Elementtypen in einer verein-
fachten Darstellung. Die Konnektoren des LAS dienen zur serverseitigen Abwicklung der
Klient-Server-Kommunikation basierend auf einem standardisierten Kommunikationsproto-
koll. Zu jedem Konnektor stehen dazu Java-Klienten zur Verfügung, die einen vereinfachten
Zugriff auf die Services in LAS erlaubt. Als „Basisdienste“ bietet LAS Konnektoren für
die Kommunikation mittels HTTP und SOAP an. Die Einbindung weiterer Protokolle ist
natürlich ebenfalls möglich, zum jetzigen Zeitpunkt aber (noch) nicht realisiert. Ein weiterer
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Abbildung 6.3: Vereinfachte Darstellung der LAS-Service Architektur
Bestandteil des LAS sind die Komponenten. Eine Komponente ist die Kapselung von Web-
Services und anderen Komponenten mit häufig verwendeten Funktionalitäten. Komponenten
sind damit jedoch noch kein Web-Service insbesondere deshalb, weil sie nur innerhalb
des LAS zur Verfügung stehen. Typische Funktionalitäten, die mittels Konnektoren zusam-
mengefasst werden, sind etwa (insbesondere für das medienzentrierte Arbeiten in geistes-
und kulturwissenschaftlichen Communities) Datenbankzugriffe wie sie zum Beispiel im
Rahmen der LAS-MPEG-7-Services (vgl. Abschnitt 6.2.2) verwendet werden. Der dritte
Elementtyp in LAS sind die Services. In einem Service werden Funktionalitäten definiert,
die den Nutzern von LAS (den Klienten) zur Verfügung gestellt wird. Zu diesem Zweck wer-
den Methoden spezifiziert, auf die öffentlich von den Klient mittels einem der Konnektoren
zugegriffen werden kann. Dabei ist es ebenfalls möglich eine individuelle Konfiguration
eines Service vorzunehmen, was in einer separaten Konfigurationsdatei gespeichert wird.
Der eigentlich Zugriff auf den Service erfolgt dann durch einen externen Methodenaufruf
eines Konnektors durch einen Klient.
Nach der Einführung der LAS-Java-Programmierschnittstelle und den LAS-Elementtypen
wird nun die Verwendung der LAS-Services beschrieben. Als erstes wird dazu die Me-
chanismen beim Aufruf eines LAS-Service beschrieben, bevor die LAS-MPEG-7-Services
eingeführt werden.
Verwendung der LAS-Services
Die Verwendung der LAS-Services erfolgt über einen der zur Verfügung stehenden Kon-
nektoren (z.B. HTTP oder SOAP). Mittels der Konnektoren können dann die im Service
enthaltenen Methoden durch den Klient aufgerufen werden. Allerdings kann nicht jede
Methode von einem beliebigen Klient aufgerufen werden, da die Methoden durch die in
Abschnitt 6.2.5 beschriebenen Sicherheitsaspekte geschützt sind. Mittels dem in Abschnitt
6.2.5 beschriebenen Rollenkonzept werden die Service Methoden spezifiziert, die der Klient
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Abbildung 6.4: Ablaufdiagramm eines Methodenaufrufs eines LAS-Service
ausführen darf (globale Zugriffskontrolle, vgl. 6.2.5). Darüber hinaus greift zusätzlich die
„atomaren Zugriffskontrolle“, bei der mittels der ACL eines Sicherheitsobjekt der Zugriff
durch die Service-Methoden festgelegt wird. Weiterhin werden die Services in LAS als
autonome Agenten betrachtet, so dass sie ihrerseits ebenfalls wieder auf anderer Services
zugreifen können. Demnach ist es im Sicherheitskonzept von LAS ebenfalls möglich, den
Services – als „autonom agierende Agenten“ – dementsprechende Zugriffsrechte zuzuwei-
sen. Im Folgenden wird nun das Vorgehen beim Aufruf eines Service in LAS sowie die dabei
vorgenommen Überprüfungen beschrieben.
Zum Aufruf eines LAS-Service verbindet sich der Klient zunächst mit dem LAS über einen
der zur Verfügung stehenden Konnektoren und unter Angabe der Zugangsdaten. Dadurch
wird eine Sitzung initiiert, die zum Aufruf der Servicemethoden auf dem Server durch den
Klient verwendet wird. Dazu ist es erforderlich, die folgenden Informationen an den Server
zu übermitteln:
• die Bezeichnung des aufzurufenden Service (ein String)
• den auszuführenden Methodennamen (ein String)
• ein Datenfeld der zugehörigen Parameter (die derzeitigen LAS-Konnektoren erlauben
dazu die Verwendung einfacher Java Datentypen String, Integer, usw.).
In seiner aktuellen Implementierung unterstützt LAS damit zwar keine serialisierbaren
Objekte, jedoch ist deren Unterstützung kein grundsätzlich technisches Problem, so dass
dies in einer zukünftigen Version des LAS ebenfalls möglich sein wird. Die Erfahrungen
im Einsatz des LAS haben jedoch gezeigt, dass es sich bei einem überwiegenden Teil der
Rückgabewerte um Inhalte vom Typ String handelt. Dies ist der Tatsache geschuldet,
dass die meisten der auf LAS basierenden Informationssysteme auf Metadaten in MPEG-7
zurück greifen, die im XML-Format vorliegen.
Ein typischer Ablauf eines LAS-Servicemethodenaufrufs wird im Sequenzdiagramm von
Abbildung 6.4 gezeigt. Die AccessDeniedException ist, neben den „üblichen“ Fehler-
meldungen, von zentraler Bedeutung. Sie tritt dann auf, wenn ein Klient mit unzureichenden
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Abbildung 6.5: Erweiterung des LAS um MPEG-7-Services als Architekturdiagramm
Rechten einen Methodenaufruf startet. Der Rückgabewert einer Servicemethode ist dabei
ebenfalls (wie auch schon beim Aufruf) ein Java-Basistyp, der eine dementsprechende
Typumwandlung auf Seite des Klienten erfahren muss.
Im nächsten Abschnitt werden nun die Services eingeführt, welche für die Verarbeitung
von Metadaten auf Basis von MPEG-7 entwickelt worden sind. Diese Services sind speziell
für den Einsatz in medienzentrierten Arbeitspraktiken ausgelegt und umfassen das gesamte
Spektrum des Arbeitens mit Multimedia.
6.2.2 LAS-MPEG-7-Services
Die LAS-MPEG-7-Services stellen ein umfangreiches Repertoire zur Konfiguration mul-
timedialer Informationssysteme dar. Um den individuellen Bedürfnisse der Community
gerecht zu werden, lassen sich die Services für den Einsatz in den auf LAS basierenden
Informationssystemen anpassen und rekombinieren (z.B. für mobile Anwendungsszenarien
[KSCa06b] oder etwa bei der Verwaltung multimedialer Inhalte zu Kulturgütern [KSJ*06b]).
Zu diesem Zweck stehen in LAS-Services zur Verfügung, deren Methoden das Arbei-
ten (abrufen, erzeugen, aktualisieren und löschen) mit MPEG-7-Dokumenten unterstützt
[SKJa02a, SKJa02b, KSJa03a]. Zum Abruf der in einer XML-Datenbank serverseitig vor-
gehaltenen Inhalte unterstützen die LAS-MPEG-7-Services Anfragen mittels Ausdrücken in
XQuery [BCF*06] bzw. XPath [BBC*06]. Durch Rückgriff auf die beiden zuvor genannten
Standards besteht also in der Verarbeitung der Inhalte Standardkonformität, wodurch auch
in Bezug auf die zugrunde liegende Datenbank ein hohes Maß an Flexibilität vorliegt. Auf
diese Weise ist es ohne größeren Aufwand möglich – d.h. lediglich durch Anpassung der
Komponente(n), die den Datenbankkonnektor bereit stellt/en – eine Umstellung der die Stan-
dards unterstützenden Datenbank vorzunehmen (z.B. eXist [Meie03], IBM DB2 Version 8
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Abbildung 6.6: Funktionsweise der MPEG-7-Einbindung im LAS
[IBM06] oder Oracle 10g [Cyra05]). In gleicher Weise findet die Aktualisierung der Inhalte
mittels standardisierter XUpdate-Anfragen [LaMa00] auf den MPEG-7-Dokumenten statt,
sofern diese XUpdate-Anfragen datenbankseitig unterstützt werden. Sofern diese Unter-
stützung nicht gegeben ist, erfolgt ein komplettes Überschreiben des zu aktualisierenden
Dokuments. Unabhängig von der Vorgehensweise bei der Aktualisierung findet auch hier der
Zugriff auf die Inhalte mit dem MPEG-7-Service über den jeweiligen Datenbank-Klienten
des LAS statt. Zur standardkonformen Verarbeitung der Inhalte durch die MPEG-7-Services
kommt das Apache XMLBeans XML-Binding-Rahmenwerk [Apac06b] zum Einsatz. Mit
dessen Hilfe ist es einerseits möglich, innerhalb der Dokumente zu navigieren, sowie ande-
rerseits die Operationen auf den Daten insofern zu spezifizieren, als dass lediglich solche
Manipulationen zulässig sind, die zu validen MPEG-7-Dokumenten führen [SKJR06].
Abbildung 6.5 zeigt ein Architekturdiagramm der MPEG-7-Services als Erweiterung des
LAS. Von zentraler Wichtigkeit ist die Klasse MPEG7Service, die eine Erweiterung eines
Service des LAS ist. Alle darüber hinaus existierenden MPEG-7-Services auf höherem
inhaltlichen Level sind ebenfalls von der Klasse MPEG7Service abgeleitet. So erbt jeder
von MPEG7Service abgeleitete Service die in MPEG7Service bereits implementierten
Mechanismen zur Anbindung an die XML-Datenbank(en), die ServiceStarterMetho-
den, sowie die LAS-MPEG-7-Einbindung auf Grundlage des Apache XMLBeans Binding
Framework [Apac06b]. Im nächsten Abschnitt wird dazu das Vorgehen für die MPEG-7-
Einbindung in LAS detailliert beschrieben.
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Abbildung 6.7: Verarbeitung von MPEG-7-Dokumenten im LAS
6.2.3 LAS-MPEG-7-Einbindung
Wohl das größte Problem in der Verwendung von MPEG-7 liegt in dessen Umfang und den
damit einhergehenden Problemen in der standardkonformen Manipulation der Dokumente.
Dies betrifft nicht nur die Erzeugung neuer Dokument gemäß des Standards, sondern
ebenfalls den Zugriff und die Modifikation bereits existierender. Zu diesem Zweck bietet
LAS Mechanismen zur Unterstützung des standardkonformen Arbeitens mit MPEG-7-
Dokumenten mittels der LAS-MPEG-7-Einbindung.
Die LAS-MPEG-7-Einbindung zielt darauf ab, die Verwendung der in MPEG-7 (und da-
mit im XML-Format) vorliegenden Dokumente in den Java-basierten Services des LAS
sowohl zu vereinfachen, als auch die Validität der darin vorgenommen Operationen zu
gewährleisten. Dazu müssen die Dokumente von der XML (DOM) Repräsentation auf Java
XMLBeans (XMLObject) [Apac06b] „abgebildet“ werden. Jedoch birgt die Implementation
einer solchen „Abbildung“ durch nicht mit dem Standard vertraute Serviceentwickler das
Risiko einer unsachgemäßen Verarbeitung und Speicherung der Daten. Die LAS-MPEG-
7-Einbindung unterstützt die Serviceentwickler daher dahingehend, auf Grundlage eines
XML-Schemas, d.h. also ebenfalls einem MPEG-7-Schema, eine Einbindung einer Bin-
dungsklassenbibliothek zur standardkonformen Verarbeitung der Dokumente vorzunehmen.
Auf diese Weise können die XML-Dokumente, die eine Instanz eines XML-Schema sind,
mittels einer Bindungsklasseninstanz verarbeitet werden. Dazu wird das Dokument zunächst
deserialisiert, bevor es durch die Bindungsklasseninstanz modifiziert wird. Aufgrund der
MPEG-7-Einbindung wird dabei die Konformität der Dokumente gemäß des XML-Schemas
sicher gestellt, so dass bei der anschließenden Serialisierung des Dokuments ein valides
MPEG-7-Dokument entsteht. Abbildung 6.6 zeigt die zuvor beschriebene Funktionsweise
der MPEG-7-Einbindung nochmals in einer schematischen Übersicht.
Die Verarbeitung von MPEG-7-Dokumenten in LAS ist ein mehrstufiger Prozess, der in
Abbildung 6.7 dargestellt ist. In einem ersten Schritt, wird das MPEG-7-Dokument als
DOM-Objekt aus der Datenbank geholt. Daraufhin wird das Dokument deserialisiert und
für die weitere Verwendung in den LAS-Services als XMLBean in ein Java-XML-Objekt
transformiert. Dabei kommt es zu der im vorigen Abschnitt beschriebenen MPEG-7-Einbin-
dung des XML-Dokuments. Das so entstandene Java-XML-Objekt kann nun durch die LAS-
Services verarbeitet werden, wobei durch die MPEG-7-Einbindung eine schemakonforme
Verarbeitung gesichert ist. Der letzte Schritt besteht nun darin, die Daten wiederum in der
Datenbank abzuspeichern. Dazu wird das XML-Objekt wieder zu einem DOM-Objekt
110
6.2. DER LIGHTWEIGHT APPLICATION SERVER (LAS)
Nutzer
1
Gruppe
1
1
Gruppe
1
h
Rolle
G
1
1
Nutzer
n
Gruppe
1
Gruppe
g
Rolle
G
1
r
Link
R
G
1
1
s
Link
R
G
1
1
1
Link
G
1
g
Link
G
1
1
Link
N
1
m
Link
N
1
1
Legende:
Nutzerverzeichnis
Gruppenverzeichnis
Rollenverzeichnis
Medienverweis
Medium
Medienarchiv
Lo
gi
sc
he
 
Eb
e
ne
FT
P-
Se
rv
er
LAS-Medienverzeichnis
Abbildung 6.8: Interne Struktur des LAS-Medienverzeichnis
serialisiert und in der Datenbank gespeichert.
Durch die zuvor beschriebene Vorgehensweise bietet LAS somit eine effiziente und konsi-
stente Verarbeitung von MPEG-7-Dokumenten. Auf diese Weise kann sichergestellt werden,
dass die in den Services prozessierten Metadaten dem Standard entsprechen und demnach
interoperabel verwendet werden können. Nachdem nun die Vorgehensweise bei der Meta-
datenverarbeitung in LAS erläutert worden ist, wird im nächsten Kapitel beschrieben wie
ebenfalls die zugehörigen multimedialen Inhalte in LAS verarbeitet werden.
6.2.4 LAS-FTP-Services
Ein zentraler Bestandteil des wissenschaftlichen Arbeitens in kultur- und geisteswissen-
schaftlichen Communities ist der in Kapitel 3 beschriebene Diskurs über Medien. Ein
wichtiger Bestandteil ist dabei das Medienarchiv (vgl. Abschnitt 3.4.3), das kontinuierlichen
Veränderungen (insbesondere Erweiterungen) ausgesetzt ist. Zur Diskursunterstützung greift
LAS dabei auf einen assoziierten FTP-Server zurück. Dazu existiert in LAS ein „virtuelles“
Medienverzeichnis, das zur Organisation der Inhalte im FTP-Server dient.
Das LAS-Medienverzeichnis besteht aus zwei „Ebenen“ (vgl. Abbildung 6.8):
• logische Ebene zur Repräsentation der Nutzer-, Gruppen- und Rollenverwaltung
• FTP-Server zur physischen Verwaltung der Medien
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Abbildung 6.9: Zusammenspiel zwischen LAS- und FTP-Server beim Medienzugriff
Auf der logischen Ebene spiegelt sich zunächst die hierarchische Nutzer- und Gruppen-
struktur des LAS wider. Allerdings enthalten die dort organisierten Verzeichnisse nicht die
Medien an sich, sondern lediglich Verweise auf die Speicherstelle der Medien im FTP-Ser-
ver. Diese Verweise sind faktisch „getypt“, da sie ebenfalls die in der LAS-Zugriffskontrolle
(vgl. Abschnitt 6.2.5) spezifizierten Rechte zur Manipulation des Mediums implizieren. Die
physische Speicherung erfolgt „flach“ im Medienarchiv des FTP-Servers, da die eigentliche
Organisation durch die zuvor beschriebene logische Ebene des LAS gewährleistet wird. Um
den FTP-Server und die dort vorgehaltenen Inhalte vor unberechtigten Zugriffen, sowohl
innerhalb der LAS-Nutzergruppen, als auch von außen zu schützen, basieren die Medienser-
vices des LAS auf der im Folgenden erläuterten „tokenbasierten“ Zugriffskontrolle.
Der tokenbasierte Zugriff auf den assoziierten FTP-Server des LAS kann grob in drei Phasen
der Kommunikation klassifiziert werden:
1) Klient-LAS
2) Klient-FTP
3) FTP-LAS
In der ersten Kommunikationsphase ruft der Klient den LAS-Medienservice mit der An-
forderung auf, ein Medium auf oder vom assoziierten FTP-Server zu laden. Der LAS-
Medienservice authentifiziert daraufhin mittels des LAS-Nutzermanagement (vgl. Abschnitt
6.2.5) den Klienten und stellt fest, ob ihm der Zugriff auf das „Verzeichnis“, d.h. das sicher-
heitsrelevante Objekt (kurz: Sicherheitsobjekt s), des FTP-Servers erlaubt ist. In diesem Fall
erstellt der LAS-Medienservice ein signiertes Token, das an den Klient zurück gesendet wird.
In der zweiten Kommunikationsphase übersendet der Klient nun das Token an den FTP-Ser-
ver. Bevor die Transaktion stattfindet kommt es zur dritten Kommunikationsphase zwischen
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Abbildung 6.10: Baumartige Community-Struktur im LAS
FTP-Server und LAS. Diese Phase ist deshalb erforderlich, um zu überprüfen, ob das Token
tatsächlich valide ist und nicht etwa durch einen „bösartigen“ Klienten manipuliert worden
ist. Zu diesem Zweck sendet der FTP-Server nun das Token an den LAS. Dieser überprüft
das Token und bestätigt oder negiert dessen Gültigkeit und damit die Durchführung der
durch den Klienten angeforderten Operation. Sofern es zu einer positiven Bestätigung
kommt, wird dem Klient die Manipulation des Mediums auf dem FTP-Server gestattet und
die, durch die Überprüfung der Tokengültigkeit unterbrochene, Kommunikation zwischen
Klient und FTP abgeschlossen.
6.2.5 Sicherheitsaspekte in LAS
Die Sicherheitsmechanismen von LAS bestehen grundsätzlich aus zwei Komponenten: Ei-
nem Nutzer-, Gruppen- und Rollenmanagement, das für die Authentifizierung der Anwender
im System verantwortlich ist, sowie einem Objektmanagement, das den Zugriff auf die
Community-Inhalte durch die jeweiligen Nutzer regelt. Im Weiteren werden nun die bei-
den Komponenten und deren Aufgaben eingeführt, sowie deren Zusammenspiel bei der
Zugriffsprüfung beschrieben.
Nutzer-, Gruppen- und Rollenmanagement
Das Nutzermanagement von LAS verwaltet „Agenten“, die sowohl real existierende Perso-
nen als auch Services sein können. Diese Agenten sind in einer Gruppenhierarchie, die einer
Baumstruktur entspricht, organisiert (vgl. Abbildung 6.10). Mit zunehmender Tiefe nimmt
dabei die Spezialisierung der Community zu. Als Konsequenz der hierarchischen Struktur
der Spezialisierung ergibt sich eine Inklusionsbeziehung dergestalt, dass alle Mitglieder
einer Sub-Community ebenfalls in der darüber liegenden Community enthalten sein müssen.
Die auf diese Weise erstellte Organisationshierarchie erleichtert damit die Strukturierung
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und feingranulare Nutzerverwaltung in (Sub)-Communities. Allerdings bedingt eine Zuge-
hörigkeit eines Nutzer zu ein oder mehreren (Sub)-Communities noch nicht zwangsläufig
ein Mehr an Rechten, da dies von der Rolle des Nutzers in der jeweiligen Community
abhängt – und naturgemäß – unterschiedlich sein kann. Zu diesem Zweck existiert in LAS
ein Rollenkonzept, mit dessen Hilfe Zugriffsrechte für die in den Communities existierenden
Anwenderrollen (z.B. Administrator, Mitglied, Gast, etc.) verwaltet werden.
Eine Rolle in LAS beschreibt somit einen eindeutigen Bezeichner für ein oder mehrere
Zugriffsrechte, die Nutzern innerhalb einer Community erteilt werden. Dabei unterscheiden
sich die Rechte in Art und Umfang deutlich. So existieren auf globaler Ebene Rechte,
mit denen grundlegend die für einen Nutzer zulässigen Operationen in LAS festgelegt
werden. Rechte auf atomarer Ebene hingegen werden dazu verwendet, den Zugriff auf
einzelne Methoden bis hin zu deren Signatur zu spezifizieren. Auch hier ist es möglich,
mehrere Rechte zu „höherwertigen“ zusammenzufassen, um die Nutzbarkeit für die Service-
Entwickler zu steigern.
Insgesamt bilden das zuvor beschriebene Nutzer-, Gruppen- und Rollenmanagement von
LAS eine dreistellige Relation (vgl. Abbildung 6.11). Mittels der auf diese Weise spezifizier-
ten Rollen lassen sich die Rechte der Nutzer innerhalb der Communities – und damit in LAS
– flexibel anpassen und zuweisen. Ein dementsprechendes Zugriffsrecht auf die Inhalte des
Systems ist damit allerdings nicht verbunden. Die in LAS enthaltenen Objekte (z.B. Medien,
o.ä.) werden zu diesem Zweck von dem im Anschluss eingeführten Objektmanagement vor
unberechtigtem Zugriff geschützt.
Objektmanagement
Die Zugriffssteuerung auf die Inhalte des Systems wird durch das Objektmanagement
des LAS geregelt. Zu diesem Zweck werden die Inhalte als Sicherheitsobjekte verwaltet.
Die Sicherheitsobjekte stellen die grundlegende Einheit bei der Zugriffssteuerung dar. Sie
schützen die Inhalte vor unberechtigtem Zugriff der Nutzer und den damit verbundenen
Methodenaufrufen von Services. Dazu wird bei jedem Zugriffsversuch eines Nutzers die
von ihm aufgerufene Servicemethode auf die Berechtigung der auf dem Sicherheitsobjekt
durchzuführenden Operation hin überprüft.
Das LAS-Objektmanagement basiert auf so genannten Access Control Lists (ACL). Im
Gegensatz zu Standard-Sicherheitskonzepten, wie etwa die dreistufigen (Nutzer, Gruppe,
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Alle) Zugriffsrechte in Unix, bieten die ACLs ein wesentlich flexibleres Rechtemanagement.
So ist es zum Beispiel mit ACLs möglich, nicht nur einem Nutzer oder einer Gruppe den
Zugriff auf ein Objekt zu gestatten, sondern einer beliebigen Kombination von Nutzern und
Gruppen, was durch eine dreistufige Zugriffssteuerung wie in Unix unmöglich wäre. In
ähnlicher Weise ist es mittels ACLs möglich, einer Gruppe von Nutzern den Zugriff auf ein
Objekt zu gewähren, jedoch einem nicht vertrauenswürdigen Mitglied dieser Gruppe das
Recht auf Zugriff explizit zu entziehen.
Mittels der ACLs von LAS können auch die komplexeren, zuvor beschriebenen Fälle
bewerkstelligt werden. Dazu wird für ein Sicherheitsobjekt eine ACL vorgehalten. Die darin
enthaltenen Access Control Entries (ACE) bestehen aus zweistelligen Einträgen: Denen
für Agenten bzw. Gruppen, sowie denen für Rechte bzw. Rollen (Rollen repräsentieren
ja ihrerseits wieder eine Ansammlung von Rechten, vgl. Abschnitt 6.2.5). Anders als im
„vorwärts gerichteten“ Rechtemanagement (d.h. sofern Rechte einem größeren Nutzerkreis
zugesprochen, dann allen) von Unix, das ein Erteilen der Rechte „ganz oder gar nicht“
zulässt, können bei LAS ebenfalls Rechte „rückwärts gerichtet“ (z.B. Zugriff durch alle bis
auf Nutzer „XY“) entzogen werden. Mittels der ACL im zuvor beschriebenenMuster können
also die Zugriffsrechte der „Unix-Klassen“ nicht nur abgebildet, sondern auch flexibel
erweitert werden. Damit bietet sich der Einsatz von LAS nicht nur für solche Communities
an, in denen der Wille zur Kooperation vorausgesetzt werden kann und politische Aspekte
eine relativ geringe Rolle spielen, sondern auch dort, wo diese Annahmen nur eingeschränkt
oder gar nicht gelten. Daher wird nun das Vorgehen bei der Zugriffskontrolle auf ein
Sicherheitsobjekt s in LAS im Detail beschrieben.
Zugriffskontrolle in LAS
Um den Zugriff auf Sicherheitsobjekte zu regeln, basiert LAS auf dem zuvor beschriebenen
und flexibel einsetzbaren Objektmanagement. Mit dem Objektmanagement ist es auf unter-
schiedlicher Ebene möglich, den Zugriff auf Sicherheitsobjekte zu steuern. An dieser Stelle
werden nicht nur die Zugriffsrechte für den Service an sich, sondern ebenfalls für darin
enthaltene Servicemethoden spezifiziert. Abschließend kann sogar die Signatur der Methode
überprüft werden, womit eine Zugriffskontrolle bis auf „unterste Ebene“ durchgeführt wird.
Bei einem Zugriffsversuch eines Nutzers n auf ein beliebiges Sicherheitsobjekt s findet dazu
eine zweistufige Zugriffskontrolle („global“ und „atomar“) statt. In einem ersten Schritt fin-
det die globale Zugriffskontrolle statt. Dabei wird überprüft, ob es dem Nutzer n überhaupt
gestattet ist, den von ihm „angeforderten“ Methodenaufrufm überhaupt durchzuführen. An
dieser Stelle geht es also zunächst lediglich um eine Überprüfung der globalen Zugriffsrech-
te eines Nutzers, nicht aber um einen Zugriff auf ein bestimmtes Sicherheitsobjekt s. Dies
findet im nächsten Schritt, der „atomaren Zugriffskontrolle“ statt. Hier wird überprüft, ob
es eine Berechtigung des Nutzer n für den Zugriff auf ein Sicherheitobjekt s durch einen
Methodenaufrufmmit einer bestimmten Signatur gibt. Die dabei stattfindende Überprüfung
unterteilt sich ihrerseits in drei Unterschritte, wodurch die dreistufige Rechtehierarchie
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(Nutzer, Gruppe, Alle) berücksichtigt wird. Demnach erfolgt die Zugriffskontrolle in den
ACL auf drei Ebenen:
1) Nutzerebene
2) Gruppenebene
3) Allgemeine Ebene.
Die dabei stattfindenden Überprüfungen der ACL eines Sicherheitsobjekt s werden nun
im Detail beschrieben. Die LAS-Zugriffskontrolle folgt dabei strikt dem Grundsatz „Se-
curity First“, d.h. es wird zunächst auf die Existenz von Verboten geprüft ehe dann die
Zugriffserlaubnisse ausgewertet werden.
Auf Nutzerebene wird zunächst überprüft, ob ein Zugriffsverbot für den Nutzer n vorliegt.
Existiert ein dementsprechender ACE für s, wird dem Nutzer n der Zugriff untersagt und
die Zugriffsüberprüfung abgeschlossen. Ist dem nicht der Fall wird dann überprüft, ob im
Sicherheitsobjekt s ein Vermerk existiert, der den Zugriff von Nutzer n erlaubt. Sofern
dieser Vermerk existiert, wird der Zugriff gestattet.
Der nächste Fall ist eine Art „Hoffnungslauf“, in dem nun überprüft wird, ob der Nutzer
n durch Zugehörigkeit zu einer zugriffsberechtigten Gruppe g „implizit“ Zugang zum Si-
cherheitsobjekt s erlangen kann. Da auch hier nach dem Motto „Security First“ gehandelt
wird, werden an dieser Stelle ebenfalls die Verbote vor den Erlaubnissen ausgewertet. Diese
Überprüfung ist erforderlich, um einem Nutzer, der einer nicht zugriffsberechtigten Gruppe
angehört, nicht etwa durch Zugehörigkeit einer zugriffsberechtigten Gruppe dennoch Zu-
gang zum Sicherheitsobjekt s zu gestatten. Dazu wird für jede Gruppe g überprüft, ob es
ein Zugriffsverbot auf Sicherheitsobjekt s für die aufgerufene Methodem gibt und ob der
Nutzer n dieser Gruppe angehört. Sind beide Bedingungen erfüllt existiert ein implizites
Zugriffsverbot für Nutzer n durch Zugehörigkeit einer nicht zugriffsberechtigten Gruppe.
Falls dem nicht so ist, wird diese Überprüfung für alle weiteren in der ACE des Sicherheits-
objets s gelisteten Gruppen durchgeführt. Sofern für den Nutzer n kein dementsprechender
impliziter Sperrvermerk vorliegt findet nun die Überprüfung der Zugriffsrechte in den ACEs
des Sicherheitsobjekts s statt. Dabei wird überprüft, ob der Nutzer nMitglied der besagten
Gruppe g ist und ob der Zugriff auf das Sicherheitsobjekt s mit dem Methodenaufrufm für
diese Gruppe zulässig ist. Waren alle drei Überprüfungen erfolgreich, wird dem Nutzer n der
Zugriff erlaubt. Scheitert jedoch eine der Abfragen, wird die Zugriffsprüfung für die nächste
Gruppe solange vorgenommen, bis keine weitere Gruppe in den ACE des Sicherheitsobjekts
s existiert. Sofern für den Nutzer n keine dementsprechende implizite Zugriffserlaubnis
vorliegt findet abschließend die Überprüfung der Rechte für die restlichen Nutzer statt.
Die letzte Überprüfung im „Hoffnungslauf“ ist die Auswertung der allgemeinen Zugrif-
frechte auf Sicherheitsobket s. An dieser Stelle ist nun lediglich zu prüfen, ob die ACE von
s einen Zugriff mittels Methodenaufrufm für beliebige Nutzer (d.h. alle) erlaubt. Ist dies
der Fall, wird der Zugriff auf Sicherheitsobjekt s ebenfalls gewährt.
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Abbildung 6.12: Ablauf der Zugriffskontrolle im LAS
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Der Ablauf der globalen und lokalen Zugriffskontrolle in LAS ist nochmals diagrammatisch
in Abbildung 6.12 gezeigt. Auf atomarer Ebene wird dabei ebenfalls die Dreigliederung
(Nutzer, Gruppe, Alle) der Rechtestruktur und die – anders als beim Unix-Rechtemangement
– höhere Flexibilität durch explizit erteilbar Zugriffsverbote deutlich.
6.3 Zusammenfassung
Mittels der in diesem Kapitel vorgestellten ATLAS-Methodik und dem dazugehörigen Light-
weight Application Server (LAS) entsteht eine umfassende Informationssystemarchitektur
unter Berücksichtigung der medienspezifischen Anforderungen kultur- und geisteswissen-
schaftlicher Communities. Virtuellen Communities wird dadurch die Möglichkeit gegeben,
bei der (Mit)-Gestaltung ihrer Informationssysteme in Bezug auf deren individuelle Bedürf-
nisse aktiv teilzuhaben. Aus diesem Grund ist eine flexibel an die Community-spezifischen
Bedürfnisse anpassbare Systemarchitektur nicht nur für die Systementwickler vorteilhaft,
sondern ebenfalls für deren Nutzer. Das anschließende Kapitel befasst sich nun mit zwei
repräsentativen ATLAS-Fallstudien bei der Informationssystementwicklung in kultur- und
geisteswissenschaftlichen Communities. Dabei wird hervorgehoben, wie die medialen
Abläufe bei der Wissensvermittlung in das Informationssystem integriert worden sind.
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Kapitel 7
Auf ATLAS basierende
Community-Informationssysteme
In diesem Kapitel werden zwei hypermediale Community-Informationssysteme basierend
auf ATLAS (vgl. Kapitel 6) vorgestellt. Es handelt sich dabei um die Movie E-Learning
Categorization and Combination Application (kurz:MECCA) und die Umgebung fürMedia
Integrated Story-Telling (kurz: MIST). MECCA ist ein Informationssystem zum kollabo-
rativen Sichten und Klassifizieren multimedialer Inhalte. Dabei unterstützt MECCA mit
informatischen Methoden die diskursive Natur der Wissenserzeugung in den Kultur- und
Geisteswissenschaften, die eine fortlaufende Rekontextualisierung von medialen Artefak-
ten und der ihnen zugrunde liegenden Theorie erforderlich macht.MIST hingegen ist ein
Informationssystem das darauf abzielt, nur schwer zu formalisierendes Wissen mittels
multimedialer Erzählungen zu vermitteln. Es handelt sich dabei um eine konzeptuelle Wei-
terentwicklung von ACIS (Afghan Community Information System for Cultural Heritage
Management) [KSJ*05a, KSJ*05b, KSJ*06a, CKS*06], das zur geo-spatialen Dokumen-
tation des afghanischen Kulturerbes entwickelt wurde. Durch den Einsatz von MIST wird
angestrebt, eine für fast 25 Jahre nur eingeschränkt arbeitsfähige Wissenschaftler-Commu-
nity im Rahmen eines interdisziplinären Denkmalschutzprojekts wieder zusammenzuführen
und deren Erfahrungen zusammenzutragen.
In einer dritten Fallstudie wurde SOCRATES (Simulation of Oral Communication, Research,
Analysis and Transcription Engineering System) [SKSJ04, SSKJ04, SSKl04, SHKS05,
SKSJ06a, SHSK06] entwickelt. Aus Platzgründen wird auf eine detaillierte Einführung
dieses Systems jedoch verzichtet. Die Ausgestaltung ist, abgesehen von den jeweiligen Nut-
zerschnittstellen, allerdings der in Kapitel 6 eingeführten ATLAS-Methodik entsprechend.
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7.1 MECCA: Kollaboration & medienzentriertes
Arbeiten via Internet
Die diskursive Natur der Wissenserzeugung in den Kultur- und Geisteswissenschaften, die
eine fortlaufende Rekontextualisierung von Medien und zugrunde liegender Theorie erfor-
derlich macht, stellt eine Herausforderung aus informatischer Sicht dar: Es geht nicht darum,
ob Inhalte richtig oder falsch interpretiert und verstanden worden sind, sondern vielmehr
darum, eine jeweils geltende Meinung in einem spezifischen Kontext auszuhandeln. Daher
ist es bei der Informationssystementwicklung erforderlich, Transkription, formalisierte Lo-
kalisierung und Adressierung mit informatischen Methoden (vgl. Kapitel 5 zu unterstützen
[JKSp06, SKJa03]. Die dem System zugrunde liegenden Medienkategorisierungen haben
dabei, abhängig vom Anwendungskontext und Benutzer, unterschiedlichen Stellenwert. Die
Wissenschaftler verwenden das System als verteiltes Medienklassifikationssystem, während
es von Studenten als E-learning-System zur Videosichtung annotierter Medien verwendet
wird. Der damit verbundene Mehrwert wird deutlich, wenn man Ansätze existierender
Systeme analysiert [KSJa05a]. Auf der einen Seite gibt es die sehr restriktive Lösung, dem
Benutzer einen Export zum Bearbeiten von Artefakten zu erlauben, den Re-Import jedoch
zu blockieren. Dies resultiert darin, dass der einzelne Nutzer nur einen Status Quo lernen
kann, der zu einem bestimmten Zeitpunkt in der Datenbank gespeichert wurde. Auf der
anderen Seite gibt es „offene“ Systeme, die den Benutzern erlauben, eigene multimediale
Artefakte in den zentralen Speicher zu laden mit der möglichen Folge, unverwaltbar zu
werden. Eine weitere Form der Kontextualisierung bietet der integrierte (hypermediale)
Mediengraph-Browser, der es erlaubt Medienrelationen und Kommentarverhältnisse der
Medien untereinander darzustellen. Besondere Bedeutung hat dabei die zur Indexierung
verwendete Terminologie, da die in einem interdisziplinären Arbeitsumfeld verwende-
ten Begriffe nicht selten Irritationen bei anderen Community Mitgliedern bezüglich ihres
Verwendungskontexts hervor rufen.
Insgesamt beschreiben die zuvor genannten Punkte ein fluides Archiv. Ein fluides Archiv
wird dabei definiert als die informationssystemseitige Unterstützung den zu einem belie-
bigen Zeitpunkt vorliegenden Kenntnisstand zwischen (und über) multimediale Artefakte
eines Diskurses abbilden und verwalten zu können. Die kontextbezogene Darstellung multi-
medialer Inhalte in einem web-basierten Informationssystem stellt daher eine Grundlage für
die, dem diskursiven Charakter in den Film- und Medienwissenschaften gerecht werdende,
Wissensvermittlung in Communities dar. Daher bietetMECCA eine übergreifende Unterstüt-
zung bei der Erzeugung und Verwaltung fluider Archive, der kollaborativen Erstellung von
Dokumenten, dem Darstellen hypermedialer Zusammenhänge sowie der Versionierung von
Kategorisierungen multimedialer Inhalte [Span06]. In den folgenden Unterkapiteln werden
dazu am Beispiel von MECCA das Arbeiten mit Medien zur Unterstützung von Transkripti-
on (vgl. Abschnitt 7.1.1), formalisierter Lokalisierung durch die Erstellung individueller
Medienkategorisierungen in fluiden Archiven (vgl. Abschnitt 7.1.2) und die semantische
Freiheit der Mediendarstellung bei der Adressierung (vgl. Abschnitt 7.1.3) beschrieben.
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7.1.1 Arbeiten mit Medien - Transkription
Transkriptionen haben eine zentrale Bedeutung für medienzentrierte Arbeitspraktiken in den
Kultur- und Geisteswissenschaften. Durch Transkriptionen soll erreicht werden, dass Medien
oder etwa bestimmte Konstellationen lesbarer werden (vgl. Kapitel 3.3). Ausgangspunkt
einer Transkription ist ein mediales Artefakt – als Übertragung des Trankriptionsprinzips
(vgl. [JaSt02]) in die Informationssystemsemantik –, das entweder neu erzeugt oder durch
eine Rekontextualisierung in seiner Lesbarkeit (d.h. in seiner Interpretation durch einen
Nutzer) verbessert werden soll. Im Folgenden wird erläutert, wie MECCA Transkriptionen
durch Arbeiten mit Medienkollektionen, durch Bereitstellen von Multimedia-Metadaten
und durch Visualisierung hypermedialer Zusammenhänge unterstützt.
Medienkollektionen
Das Arbeiten mit medialen Artefakten stellt eine zentrale Grundvoraussetzung für Tran-
skriptionen dar. Zu diesem Zweck beinhaltet MECCAMechanismen, die einen Austausch
multimedialer Inhalte innerhalb einer Community über das Internet unterstützen. Die Kar-
teikarte „Ordner“ dient daher dazu, eigene Ordnersysteme zu erstellen, diese zu verwalten
und anderen Community-Mitgliedern Zugang zu deren Inhalten zu gewähren. Es ähnelt in
Struktur und Funktionalität Ordnern des Dateisystems. In Bezug auf kollaboratives Arbeiten
in film- und medienwissenschaftlichen Communities die Verwaltung folgender Objekte:
• Medienartefakte und Schnitte
• Mediengraphen
• Kategorisierungen.
Ordner und ihre Inhalte stellen innerhalb vonMECCA spezielle Sichten einzelner Nutzer
oder von Communities auf multimediale Inhalte dar. Die Ordner-Ansicht gliedert sich
deshalb in zwei Teile (vgl. Abbildung 7.1). Der obere Teil zeigt eine Ansicht der Struktur des
Ordnersystems. Hier ist es möglich, die Ordnerstruktur zu verändern und Änderungen wie
Umbennungen, Löschungen und die Erstellung neuer Unterordner vorzunehmen. Außerdem
ist es möglich, die Ordnerinhalte angezeigt zu bekommen. Zu diesem Zweck bietet der untere
Teil der Ordner-Ansicht in Abbildung 7.1 eine Miniaturvorschau der Medienartefakte und
Schnitte, die im aktuell gewählten Ordner enthalten sind. Der Austausch von Ordnerinhalten
mittelsMECCA wird durch die Import-Funktion ermöglicht. Mit dieser Funktion können
auf einen Schlag gesamte Ordnerinhalte von einem Nutzer zu einem anderen übertragen
werden. Natürlich ist es aber auch möglich, einzelne Inhalte einem Ordner hinzuzufügen,
wie es bei der Medien-Exploration erforderlich ist. Dazu können auf dem Explorations-
Fenster beliebige Medien mittels Drag&Drop in einen Ordner verschoben werden. Auf
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Abbildung 7.1: Ordnerstruktur (oben) und Miniaturvorschau auf die darin enthaltenen Inhalte (unten)
diese Art lassen sich eigene MECCA-Medienkollektionen erstellen, die zusätzlich mit
Kategorisierungen, Schnitten und Mediengraphen angereichert werden können.
Da es jedoch nicht ausreicht Artefakte, unabhängig vomMedium durch das sie kommuniziert
werden zu betrachten und zu diskutieren, werden in MECCA weiterführende Metadaten zu
multimedialen Inhalten gespeichert. Die darin erfassten Informationen und die verwendeten
Standards werden im folgenden Abschnitt beschrieben.
Multimedia-Metadaten
Zur Unterstützung des medienzentrierten Arbeitens werden in MECCAMetadaten zu multi-
medialen Artefakten verwaltet. Um eine Austauschbarkeit dieser Inhalte zu gewährleisten
und einen Import bereits annotiert vorliegender Medien zu ermöglichen, wird auf den
Einsatz von Metadatenstandards zurückgegriffen. Wie bereits der Vergleich der im Ka-
pitel 5 vorgestellten Informationssysteme gezeigt hat, bietet der MPEG-7 Standard ein
Höchstmaß an Flexibilität bei der Beschreibung multimedialer Inhalte. Aufgrund des damit
existierenden Überfluss an zur verfügenden stehenden Beschreibungsmöglichkeiten, sind
jedoch viele Anwender überfordert. Zudem ist der MPEG-7-Standard in der kultur- und
geisteswissenschaftlichen Anwendungsdomäne keineswegs so weit verbreitet wie das we-
niger umfangreiche Dublin Core. Aufgrund der hinlänglich diskutierten Schwächen von
Dublin Core bei multimedialen Inhalten wird im Folgenden eine Kapselung von Dublin
Core in MPEG-7 vorgestellt [SpKl05], wie sie auch bei MECCA zum Einsatz kommt. Der
Vorteil liegt darin, dass bereits in DC annotierte Inhalte inMECCA semi-automatisch im-
portiert werden können und um Angaben im umfangreicheren MPEG-7-Standard ergänzt
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Abbildung 7.2: Transkription mittels semantisch hochwertiger Medienannotationen
werden können. In ähnlicher Weise können in MECCA (und damit im MPEG-7-Format)
gespeicherte Inhalte vollautomatisch in Dublin Core exportiert werden. Aufgrund fehlender
Beschreibungsmöglichkeiten für Metadaten mit audiovisuellen Angaben aus dem MPEG-7-
Standard ist diese Umwandlung jedoch nicht verlustfrei durchführbar.
Zu den medienspezifischen Metadaten eines medialen Artefakts zählt zunächst eine ID, die
eine eindeutige Identifikation des medialen Artefakts im System ermöglicht. Die techni-
schen Angaben sind abhängig vom jeweiligen Medientyp und unterscheiden sich demnach
abhängig davon, ob es sich beim medialen Artefakt um einen Text, Bild oder einen audio-
visuellen Inhalt handelt. Zu diesem Zweck werden für jeden Medientyp das Dateiformat
als MIME-Typ und die Dateigröße des medialen Artefakts abgespeichert. Ausgehend von
diesen Basisangaben, wie sie etwa bei Textdateien benötigt werden, gibt es für Bilder zusätz-
liche Angaben zur Kodierung, die z.B. Angaben zur Höhe und Breite des Bildes beinhalten.
In ähnlicher Weise stehen Angaben zur Kodierung auch für audio-visuelle Medien zur
Verfügung. Allerdings stehen hier zwei Kodierungsoptionen zur Verfügung, nämlich zur
Audio- und Video-Kodierung. In der Video-Kodierung werden z.B. die Höhe, Breite und
Bildrate des Videos sowie der verwendete Video-Codec verwaltet. Im Teil, der Angaben
zur Audio-Kodierung beinhaltet, werden Informationen über die Kodierung der Tonspuren
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Abbildung 7.3: MPEG-7 basierte Speicherung des Dublin Core Basic Element Set inMECCA
eines Videos gespeichert. Dies sind Informationen wie etwa der verwendete Audio-Codec,
die Anzahl der Kanäle und die Abtastrate.
Neben den zuvor beschriebenen technischen Angaben zu Medien stehen Informationsfel-
der für höherwertige semantische Informationen zur Verfügung, die nicht abhängig vom
Medientyp sind. Die Informationsfelder basieren auf den 15 zur Verfügung stehenden Be-
schreibungsmöglichkeiten des Dublin Core Metadata Element Set. Abzüglich der bereits
zuvor erfassten technischen Angaben stehen hier neun weitere (zum Teil mehrwertige)
Felder zur Verfügung, die folgende Inhalte abdecken (vgl. Abbildung 7.2):
• Titel: Titel des medialen Artefakts.
• Personen: Personen, die an der Erstellung des medialen Artefakts maßgeblich beteiligt
waren. Dublin Core unterscheidet zwischen drei verschiedenen Personentypen, die
hier in einem Rollenkonzept als Agenten des Typs „Person“ erfasst sind: Hersteller,
Herausgeber und Mitwirkende.
• Stichworte: Zum medialen Artefakt gehörige Stichworte.
• Sprache: Die Sprache, in der das medialen Artefakt entstanden ist.
• Datum: Das Entstehungsdatum des medialen Artefakts.
• Quelle: Die ursprüngliche Quelle des medialen Artefakts, z.B. eine URL.
• Relationen: Die mit diesem medialen Artefakt in Verbindung stehenden medialen
Artefakte.
• Rechte: Inhaber der Verwertungsrechte.
• Beschreibung: Textuelle Beschreibung des medialen Artefakts.
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Abbildung 7.4: Lesbarkeit eines Artefakts verbessern: Metadaten zu einem Agenten hinzufügen
Abbildung 7.3 zeigt schematisch die Speicherstruktur der zuvor genannten Information in
MECCA. Ausgangspunkt sind Dokumente des Typs „MECCA-Medium“, die alle audio-
visuellen Angaben eines medialen Artefakts abdecken und die Dublin Core Freitextinforma-
tionen in MPEG-7 kapseln. Um auch vordefinierte Dublin Core Beschreibungen und das
feingranulare Rollenkonzept aus MPEG-7 verwalten zu können, existieren zwei weitere
Dokumenttypen. Zum einen sind dies Dokumente des TypsMECCA „Klassifikationssche-
ma“. Diese Dokumente verwalten eine Art Lexikon und werden durch Dokumente des Typs
„MECCA-Medium“ zur Bestimmung eben dieser Terme referenziert. Zum anderen existieren
Dokumente des Typs „Agent“. Auf diese Dokument wird aus einem MECCA-Medium-
Dokument verwiesen, wenn es darum geht, die an einem medialen Artefakt beteiligten
Personen zu spezifizieren. In Verbindung mit dem zuvor beschriebenen Rollenkonzept ist
es damit möglich, den im System verwalteten Person Rollen in einem medialen Artefakt
zuzuweisen (vgl. Abbildung 7.4). Ein wesentlicher Vorteil dieser Speicher- und Referenzie-
rungsstrategie ist es, Information zu Personen unabhängig von medialen Artefakt und Rolle
abspeichern zu können. So muss einerseits eine Person nur einmal im System erfasst werden
und andererseits kann eine Person je nach medialen Artefakt unterschiedliche Rollen haben
(etwa Regisseur, Schauspieler oder beides). Als Konsequenz ergibt sich für die Anwender
eine Arbeitserleichterung, wenn die mit einem Medien in Bezug stehende Person bereits im
MECCA-Datenbestand erfasst worden ist und nicht mehr neu eingetragen werden muss.
Das Ergebnis der Metadaten-Transkription ist in Abbildung 7.5 zu sehen. Sie zeigt das
„Dublin Core“-Metadatenfenster in MECCA. Die Ansicht beinhaltet eine Reihe von Zusatz-
informationen zu einem gerade im Medienspieler angezeigten medialen Artefakt. Zusätzlich
zu technischen Informationen über das mediale Artefakt wie Dateiformat, Dateigröße und
Abtastrate werden auch semantisch höherwertige Informationen wie Titel, an der Erstellung
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Abbildung 7.5: Transkriptionen: Multimedia Metadaten inMECCA
beteiligte Personen, Beschreibung usw. vorgehalten. Die Felder, die für höherwertige se-
mantische Informationen zur Verfügung stehen, sind mehrsprachig ausgelegt, so dass dem
Nutzer – sofern verfügbar – die Information nach seiner voreingestellten Sprachpräferenz
angezeigt werden.
Mit Hilfe der zuvor beschriebenen Metadaten ist es also möglich, die Lesbarkeit multi-
medialer Artefakte durch zusätzliche Informationen zu Entstehungskontext und Inhalt zu
verbessern. Allerdings kann ein solches Vorgehen lediglich dazu verwendet werden, ein me-
diales Artefakt atomar zu beschreiben. Ebenso wichtig ist, Medienkonstellationen „lesbarer“
zu machen, um etwa Kommentarverhältnisse zwischen Medien darstellen zu können. Die
Visualisierung durch Mediengraphen wird im folgenden Abschnitt beschrieben.
Mediengraphen
Mediengraphen stellen ein Werkzeug zur Modellierung von Medienrelationen dar, mit deren
Hilfe die Kommentarverhältnisse zwischen Medien verdeutlicht werden können. Dazu
besteht in MECCA die Möglichkeit, „verknüpfte Medien“ zu einem medialen Artefakt
mit Hilfe einer eigens dafür vorhandenen Karteikarte zu verwalten (vgl. Abb. 7.6). Der
Inhalt dieser Karte ist abhängig vom gerade geöffneten medialen Artefakt und enthält
eine Auflistung aller Mediengraphen, in denen das betreffende mediale Artefakt in einer
Medienrelation als Quelle oder Ziel auftaucht. Weiterhin existiert für jeden Mediengraphen
eine Auflistung von Vorschaubildern auf die mediale Artefakte, die in dem jeweiligen
Graphen mit dem aktuell betrachteten medialen Artefakt in Relation stehen. Durch Auswahl
eines durch ein Graphsymbol repräsentierten Mediengraphs ist es im nächsten Schritt
möglich, den kompletten Graph in einem eigenen Fenster zu betrachten.
Die Erstellung bzw. Veränderung von Mediengraphen hängt eng mit den eingangs beschrie-
benen Medienkollektionen zusammen. Dazu können Medien, die miteinander in Beziehung
gesetzt werden sollen, mittels Drag&Drop auf der Graphfläche positioniert werden. In einem
darauf folgenden Bearbeitungsschritt können die Medien zueinander in Relation gesetzt
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Abbildung 7.6: Medienrelationen definieren und visualisieren
werden. Mittels Pfeilen können gerichtete Abhängigkeiten der Medien untereinander darge-
stellt werden, die zudem auf Grundlage vordefinierter Relationstypen spezifiziert werden
können. Auf diese Weise entsteht ein Mediengraph, der wie jedes andere Objekt in MECCA
in einer Ordnerstruktur gespeichert werden kann, wodurch es ebenfalls möglich ist, einen
Mediengraphen der Community bzw. ein oder mehreren Subcommunities zugänglich zu
machen.
Abbildung 7.7 zeigt das Ergebnis eines Transkriptionsprozesses zur Darstellung von Me-
dienrelationen in einem Mediengraph. Die Abbildung zeigt beispielhaft die Darstellung
von drei Medienrelationen zwischen vier verschiedenen Medienartefakten. Jedes Medi-
enartefakt wird durch ein Vorschaubild repräsentiert. Wie der Graphik zu entnehmen ist,
bestehen die durch Pfeile repräsentierten Medienrelationen aus einem „Quellartefakt“, ei-
nem „Zielartefakt“ und einer Typbezeichnung, wobei Selbstreferenzen aus Gründen der
verfügbaren Begrifflichkeiten nicht zugelassen sind. Die Speicherung zyklischer oder nicht
zusammenhängender Graphen (Wald) ist zulässig.
Durch die in den vorigen Abschnitten erläuterten Konzepte zur Unterstützung medienzen-
trierten Arbeitens inMECCA ist es Anwendern möglich, Transkripte bestimmter Medien-
(konstellationen) vorzunehmen. Damit noch nicht erfasst (und somit problematisch) ist
jedoch, dass zu Grunde liegenden Kategorisierungen, die für den Zugriff auf Medien ver-
wendet werden (semantisches Browsen), ebenfalls stark vom Kontext des Nutzer abhängen.
Insbesondere die Forschungsfragestellung beim Einsatz von MECCA und der wissenschaft-
liche Werdegang des Anwenders haben erheblichen Einfluss auf das Verständnis und die
Nutzbarkeit der verwendeten Kategorien. In Zusammenhang mit einem stetig anwachsen-
den Medienarchiv, das kontinuierlichen Rekontextualisierungen ausgesetzt ist, müssen die
Kategorien ebenfalls dem aktuellen Kontext des Anwenders angepasst werden, was im
folgenden Abschnitt detailliert beschrieben wird.
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Abbildung 7.7: Medien kommentieren Medien: Mediengraphen visualisieren Medienrelationen
7.1.2 Fluide Archive - Formalisierte Lokalisierung
Eine Grundkonzeption vonMECCA ist es, multimediale Inhalte kollaborativ und diskursiv
zu erschließen. Von entscheidender Bedeutung ist es dabei, den Kontext des Anwenders
möglichst präzise erfassen zu können, um damit dessen Interpretation eines Artefakts besser
nachvollziehen zu können. Besonders deutlich wird dies am Beispiel der Nutzercommunity
von MECCA im Rahmen des Forschungskollegs „Medien und kulturelle Kommunikation“.
Diese Community vereint Anwender aus unterschiedlichen Disziplinen und unterschiedli-
cher Vorbildung. So kann es durchaus sein, dass die Bedeutung eines Artefakts aus Sicht
eines Textwissenschaftlers sich grundsätzlich von der einer Kunsthistorikerin unterscheiden
kann, ebenso wie es ähnlich geartete Differenzen zwischen Studierenden und Lehrenden
geben kann. In MECCA ist es möglich, diese kontrastierenden Perspektiven mittels indivi-
dueller Medienkategorisierungen zu erläutern und diese im Vergleich mit den Kategorien
anderer systematisch zu analysieren [SpKl04]. Der damit verbundene Kategorisierungspro-
zess in einem fluiden Archiv besteht demnach im wesentlichen aus den beiden folgenden
Tätigkeiten:
• Zuordnung von Medienartefakten zu Kategorien des Kategorienschemas
• Aufstellen bzw. Verfeinern eines kontextgebundenen Kategorienschemas.
Grundlage dieser Tätigkeiten ist dabei ein kollaborativ erstelltes Medienarchiv wie es im
vorigen Abschnitt beschrieben wurde. Im Folgenden werden nun die für eine informatische
(Weiter)-Verarbeitung relevanten Schritte des Kategorisierungsprozess eines fluiden Archivs
in MECCA beschrieben. Zunächst wird die Kategorisierung multimedialer Artefakte und
deren Speicherung anhand bereits existierender Kategorisierungen beschrieben, sowie im
Anschluss die Erstellung und Verwaltung individueller Kategorisierungen erläutert.
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Abbildung 7.8: Kategorisierung eines medialen Artefakts inMECCA
Kategorisierung von Medienartefakten
Die Kategorisierung medialer Artefakte inMECCA ist ein evolutionärer Prozess, d.h. eine
zu Beginn existierende Kategorisierung muss nicht unbedingt dauerhaft gültig bleiben. Ein
Grund dafür liegt unter anderem in der offenen Konzeption von MECCA, die es erlaubt, das
gemeinsame Medienarchiv kontinuierlich zu erweitern [KlSp04]. Naturgemäß ist es damit
ausgeschlossen, Kategorisierungen für Medien vorzunehmen, die erst zu einem späteren
Zeitpunkt durch die Anwender in MECCA hinzugefügt werden. Ebenso wie es möglich
ist, neu hinzugefügte Medien zu einem beliebigen Zeitpunkt mit Kategorien zu versehen,
können bereits existierende Kategorisierungen verfeinert werden. Das Ergebnis einer solchen
Verfeinerung ist eine lokalisierte Kategorisierung für das fluide Archiv inMECCA. Diese
Kategorisierung kann – abhängig von der Entscheidung des Nutzers – privat oder öffentlich
(etwa um innerhalb der Community bestimmte Gesichtspunkte seiner Kategorisierung zu
diskutieren) gespeichert werden.
Abbildung 7.8 stellt den Kategorisierungsvorgang eines medialen Artefakts inMECCA an
einem Beispiel dar. Zur bereits mit dem medialen Artefakt verknüpften Kategorie „Portrait“
wird hier die Kategorie „mimische Expressivität“ dem medialen Artefakt hinzugefügt. Dies
wird dadurch erreicht, dass der Nutzer das gerade im Medienspieler befindliche mediale
Artefakt von seiner Position im Auswahlkranz (farbig umrandet) auf die mit dem medialen
Artefakt zu verknüpfende Kategorie zieht. In ähnlicher Weise ist es möglich unpassende
Kategorienzuweisungen zu entfernen. Dazu muss der Anwender in der Kategorienansicht
die dementsprechende Kategorie anwählen und durch einen mit der rechten Maustaste
initiierten Dialog abwählen.
Als Resultat des individuellen Kategorisierungsprozesses entsteht nun ein individuell ver-
schlagwortetes Medienarchiv. Natürlich können die individuell kategorisierten Medien
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auch wieder der Community zugänglich gemacht werden. Damit kann die Diskussion über
Medienkategorisierungen voran getrieben werden oder etwa ein spezieller Kontext her-
ausgearbeitet werden. Dieser iterative Prozess ist jedoch nur Teil des kontextbezogenen
Arbeitens mit multimedialen Artefakten. Von mindestens ebenso großer Bedeutung ist die
Kategorisierung an sich. Zu diesem Zweck erlaubt MECCA Handapparate zu erzeugen, die
eine an den individuellen Kontext des Anwenders angepasste Kategorisierung beinhalten,
was im folgenden Abschnitt beschrieben wird.
Erstellung und Bearbeitung lokalisierter Medienkategorisierungen
Im zuvor beschriebenen Abschnitt wurde erläutert, dass Nutzer inMECCA multimediale
Inhalte individuell mit der vorgegebenen Kategorisierung des Systems in Beziehung setzen
können. Zwar ist damit schon ein wesentlicher Schritt zu einer individuellen, kontextbe-
zogen Arbeitsweise getan, jedoch stellt die Kategorisierung des Systems einen gewissen
„Status Quo“ dar. Dies ist aus mehrerer Hinsicht problematisch. Zunächst ist eine starre,
unveränderbare Kategorisierung eine nicht unerhebliche Machtposition. So führte es etwa
im Fall der Warburg Electronic Library (vgl. Abschnitt 4.3.1) dazu, dass neu hinzugefügte
Inhalte immer durch den initial festgelegten und von Ebby Warburg bestimmten Index
klassifiziert werden mussten. Es war also unmöglich, die Kategorisierung und deren Aufbau
zu diskutieren und Änderungen vorzunehmen. Ein weiteres Problem besteht darin, in einer
heterogen zusammengesetzten Nutzercommunity davon auszugehen, dass eine für alle
Anwender verständliche, über eine triviale Basisbegriffe hinausgehende, Kategorisierung
konfliktfrei erstellt werden kann. Im konkreten Fall der filmwissenschaftlichen Community
im Rahmen des Forschungskollegs zeigt sich etwa, dass es beim Term „Portrait“ zu grundle-
genden Verständnisproblemen kam, da er von grundsätzlich unterschiedlicher Bedeutung
im Kontext der Betrachtung durch einen Filmwissenschaftler oder eine Kunsthistorikerin
sein kann. Dies führte dazu, dass die konsensuell erstellte Basiskategorisierung lediglich
wenig Grundbegriffe enthalten durfte, die den kleinsten gemeinsamen Nenner der Begriffs-
arbeit in dieser Nutzercommunity darstellte. InMECCA ist es daher möglich, neben einer
individuellen Verschlagwortung von Medien auch die zugehörige Kategorisierung an den
Nutzungskontext anzupassen.
Die Erstellung und Bearbeitung lokalisierter Medienkategorisierungen wird durch ein ei-
genes Managementsystem inMECCA realisiert. Das initiale Wissen der Community wird
als solches gekennzeichnet und als Basiskategorisierung in der Datenbank gespeichert, die
als Grundlage für Mediensichtungen verwendet werden kann. Medienkategorisierungen
werden in MECCA durch Dokumente des Typs „Lokalisierung“ verwaltet als MPEG-7-
Graph gespeichert, die auf ein Zweitupel aus Dokumenten der Typen „Kategorisierung“
und „Medienreferenzen“ verweisen (vgl. Abb. 7.9). Die Knoten des Graphen werden mit
eindeutigen IDs versehen und enthalten als Beschreibung einen Term (die Kategorie). Die
Relationen definieren den Aufbau der Kategorisierung, wobei beiMECCA nur azyklische
Graphen zugelassen werden. Die Zuweisung von Medien zu Kategorien erfolgt über die
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Abbildung 7.9: Management lokalisierter Medienkategorisierungen inMECCA
MECCA-Medienreferenzen-Dokumente. In diesen Dokumenten wird ebenfalls MPEG-7-
konform eine Medienliste vorgehalten, die für jedes mediale Artefakt die Knoten einesMEC-
CA-Kategorisierung-Dokuments referenziert, die mit dem medialen Artefakt in Relation
stehen.
Die im vorigen Abschnitt beschriebenen Änderungen von Medienkategorisierungen führen
inMECCA dazu, dass lediglich medienbezogene Referenzen geändert bzw. neue hinzuge-
fügt oder gelöscht werden müssen. Ähnlich unproblematisch ist das Umbenennen einzelner
Kategorien, da die Referenz_ID auf den vomMECCA-Medienreferenzen-Dokument ver-
wiesen wird, weiterhin gültig ist und lediglich der Inhalt des Namensbezeichners verändert
werden muss. In gleicher Weise ist das Erzeugen neuer Kategorien unkritisch, da für diese
Terme noch keine Referenzen in denMECCA-Medienreferenzen-Dokumenten existieren.
Ebenso lassen sich Änderungen, welche die Struktur der Medienkategorisierung betref-
fen, nebenwirkungsfrei auf den MECCA-Kategorisierung-Dokumenten durchführen. Das
Ändern von Kanten ist bis auf den durchzuführenden Test auf Zykelfreiheit unkritisch,
da diese Operationen lediglich Auswirkungen auf Abhängigkeiten der Begriffe innerhalb
eines MECCA-Kategorisierung-Dokuments haben. Einzig Löschoperationen innerhalb der
Kategorisierung führen zu vergleichsweise großem Aufwand, da hier ebenfalls im zuge-
hörigen MECCA-Medienreferenzen-Dokument die Referenzen auf den nun nicht mehr
existierenden Knoten zu löschen sind. Allerdings ist auch hier der Aufwand selbst für große
„Medienkataloge“ vertretbar, da der Suchaufwand lediglich O(n) beträgt.
Abbildung 7.10 zeigt die Nutzerschnittstelle von MECCA für das Erstellen und Bearbeiten
lokalisierter Medienkategorisierungen im Editiermodus. Die dabei entwickelten Kategori-
sierungen können hier verwaltet werden. Als Standardeinstellung lädtMECCA beim Starten
die aktuellste Kategorisierung eines Nutzers, sofern der Nutzer eine solche erstellt hat.
Prinzipiell entsteht jede Kategorisierung aus einer anderen. Für den Fall, dass ein Nutzer
noch keine eigene Kategorisierung im „Kategorienfenster“ geladen hat, dient die Basiskate-
gorisierung der Community als Ausgangspunkt. Das Editieren der Kategorisierung erfolgt
dadurch, dass der Nutzer durch Rechtsklick auf eine Kategorie, eine Anzahl von Aktivitäten
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Abbildung 7.10: Erstellung einer individuellen Medienkategorisierung inMECCA
zur Verfügung gestellt bekommt. Die darin zur Auswahl stehenden Aktionen umfassen die
für die Änderung der Kategorisierung erforderlichen Operationen:
• Neuen Knoten einfügen: Mit dieser Funktion wird ein neuer Unterbegriff zur gewähl-
ten Kategorie erstellt.
• Knoten löschen: Diese Operation führt dazu, dass die angewählte Kategorie gelöscht
wird. Sollten Medienartefakte mit diesem Begriff in Relation stehen, werden die
zugehörigen Referenzen ebenfalls gelöscht.
• Knoten umbenennen: Durch diesen Vorgang kann der gerade ausgewählte Begriff
umbenannt werden.
• Neuen Knoten vor/nach diesem einfügen: Mit diesen Funktionen können Begriffe
auf der gleichen Kategorienebene vor bzw. nach einer gewählten Kategorie erstellt
werden.
• Knoten nach oben/unten bewegen: Diese Aktivität bewirkt, dass die Reihenfolge der
Kategorien innerhalb der gewählten Ebene nach oben bzw. unten verschoben wird.
Durch die in den vorigen Abschnitten beschriebenen Funktionalitäten inMECCA können
Nutzer multimediale Inhalte kollaborativ und diskursiv erschließen. Damit ist es ihnen
möglich, kontextbezogene Handapparate individuell zu erstellen und ihre Inhalte konti-
nuierlich zu rekontextualisieren. Der medienzentrierte Arbeitsprozess von Kultur- und
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Abbildung 7.11: Nutzerschnittstelle für Web-basierte Filmsichtungen inMECCA
Geisteswissenschaftlern wird dadurch komplettiert, Beziehungen zwischen Medien gra-
phisch zu visualisieren und kollaborativ Dokumente zu erstellen. Beide Prozesse werden im
folgenden Abschnitt erläutert.
7.1.3 Kollaborative Filmsichtungen via Internet - Adressierung
Kollaborative Filmsichtungen sind zentraler Bestandteil von Forschung und Lehre in den
Film- und Medienwissenschaften. Zwar unterscheiden sich Komplexität und Kontext des
Untersuchungsgegenstands, doch geht es in beiden Fällen darum, multimediale Inhalte
zu erschließen. So kann die Bedeutung eines Filmausschnitts zum Beispiel vor einem
politischen Hintergrund eine andere Bedeutung haben als vor einem kunsthistorischem,
oder auch sich die Interpretationen zwischen Studenten und Wissenschaftlern unterscheiden,
ohne dabei trotz gegebenenfalls existierender Widersprüche faktisch falsch zu sein. War
es bisher in den Film- und Medienwissenschaften üblich, diese Sachverhalte zu Beginn
des Semesters in stundenlangen Filmsichtungen im Hörsaal als Teil der Präsenzlehre zu
vermitteln und das analoge Videomaterial für Seminare nächtelang aufzubereiten, so ist
dies mit MECCA 24 Stunden am Tag und 7 Tage die Woche (24/7) möglich. Durch ein
Web-basiertes Informationssystem können jetzt alle Beteiligten personalisierte Kommentare
abgeben, biographische oder filmhistorische Details ergänzen, ohne auf das eigentlich im
Kontext der Filmsichtung vermittelte Wissen verzichten zu müssen, da es im System schon
mit den digitalen Medien verknüpft wurde.
Abbildung 7.11 zeigt die Nutzerschnittstelle für Web-basierte Filmsichtungen inMECCA.
Die Benutzeroberfläche ist zweigeteilt in ein Navigationsfenster (links) und ein Informa-
tionsfenster (rechts). Das Navigationsfenster ist entsprechend der Karteikasten-Metapher
organisiert und enthält die Karten Exploration und Graph. Das Informationsfenster (rechts)
ist in gleicher Weise aufgebaut und kann je nach Arbeitsschritt bis zu fünf verschiedene
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Abbildung 7.12: Kategorisierungen im MECCA Informationsfenster
Karteikarten enthalten. Die Karten Ordner, Dublin Core und Kategorien sind immer vor-
handen, die restlichen zwei Karten Verknüpfte Medien und Diskussion nur dann, wenn es zu
einem medialen Artefakt dementsprechende Inhalte gibt.
Im Folgenden werden die Funktionalitäten der Karteikarte erklärt und ihre Adressierungslei-
stung beschrieben. Dabei werden ebenfalls die Interaktionen der einzelnen Systemkompo-
nenten beleuchtet. Ein Beispiel einer solchen Interaktion ist in diesem Fall das Betrachten
eines medialen Artefakts im Navigationsfenster, woraufhin sich die Karteikarten im Infor-
mationsfenster dynamisch anpassen.
Semantisches Browsen
Die Karteikarte Kategorien dient dazu, multimediale Artefakte anhand „loser Kategorien“
explorativ zu erforschen. Die Kategorien sind dabei Filter, welche die Auswahl der mul-
timedialen Artefakte im Medienfenster auf die Inhalte einschränken, die mit einer oder
mehreren ausgewählten Kategorien verknüpft sind. Abbildung 7.12 zeigt das MECCA
Informationsfenster mit aktivierter Karteikarte Kategorien. Die Kategorien zur Filterung
sind hierarchisch aufgebaut. Die im Beispiel rot eingefärbten Kategorien „Gesichter“ und
„Portrait“ sind Kategorien, die durch den Nutzer für die Filterung aktiviert worden sind. Es
handelt sich dabei um eine logische „UND-Verknüpfung“, d.h. es wird nach solchen Medien
gefiltert, die mit beiden Kategorien verknüpft sind. Daneben können, wie auch in diesem
Beispiel (z.B. die Kategorie „Arbeitergesicht“), zusätzlich blau unterlegte Kategorien exi-
stieren. Diese Kategorien zeigen dem Nutzer, welche Kategorien dem aktuell ausgewählten
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Abbildung 7.13: Erstellung einer Basiskategorisierung im Professorenzimmer
Artefakt zusätzlich zugewiesen sind. Die Anzeige dieser Informationen ist vor allem deshalb
wichtig, um den Nutzern möglichst viele Kontextinformationen zugänglich zu machen.
Die Kategorisierung der Artefakte – und damit auch deren Adressierung – ist, abgesehen von
den „harten“ technischen Fakten, keineswegs eindeutig und somit störungsfrei. Abbildung
7.13 zeigt das Zwischenergebnis beim Versuch, eine allgemein gültige, globale Katego-
risierung zu erstellen. Das Ergebnis des mittels Whiteboard geführten Diskurs stellt eine
reduzierte Basiskategorisierung dar, die kleinster gemeinsamer Nenner für die Kategorisie-
rung multimedialer Artefakte ist. Es lässt sich erahnen, dass der Erstellungsprozess lang und
diskussionsintensiv sein kann. Allerdings deckt die darin entwickelte Kategorisierung nur
einen Bruchteil der für weiter gehende Arbeiten erforderlichen Kategorien ab. Aus diesem
Grund ist es wie zuvor beschrieben möglich, Kategorisierungen auf individueller Basis
neu zu erstellen oder aber bereits existierende Kategorisierungen anzupassen. Dies führt
konsequenterweise zu einer Koexistenz von Kategorisierungen. Zu diesem Zweck verwaltet
MECCA eine „globale“ Basiskategorisierung und beliebig vielen individuellen Kategorien.
Um dem Nutzer das schnelle Hin- und Herwechseln zwischen der Basiskategorisierung und
einer aktuell gewählten individuellen Kategorisierung zu erleichtern, enthält die Kategorien-
Karteikarte (vgl. Abb. 7.12) einen dafür vorgesehen „Schalter“.
Aufgrund der zuvor beschriebenen Differenzen, die bei einer kontextabhängigen Betrachtung
der Inhalte entstehen können reicht es daher nicht aus, die Inhalt global zu (re)-adressieren.
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Abbildung 7.14: Mediensichtungen im MECCA-Medienfenster
Aus diesem Grund kann die Karteikarte Kategorien in zwei Arbeitsmodi verwendet werden:
• Navigationsmodus
• Editiermodus.
Der Navigationsmodus wird dazu verwendet, die Inhalte anhand der vorgegebenen Katego-
rien zu erforschen. Der Editiermodus bietet die Möglichkeit, individuelle Kategorisierungen
vorzunehmen und Medien entsprechend zu kategorisieren. Da dieser Prozess eng mit der be-
reits in Kapitel 7.1.2 beschriebenen Lokalisierung von Kategorisierungen zusammenhängt,
wird hier nur die stattfindende Adressierung im Navigationsmodus beschrieben.
Beim semantischen Browsen werden die dem Nutzer zu präsentierenden Inhalte anhand
dessen Kategorienauswahl bestimmt. Zur Adressierung dieser Inhalte werden die Medien in
einer Vorschau als Kranz um den eigentlichen Medienspieler positioniert (vgl. Abb. 7.14).
Der Ring um den Anzeigebereich ist zu diesem Zweck in 20 einzelne Felder unterteilt. Er
funktioniert wie ein Rundmagazin mit 19 Vorschaubildern. Dazu werden alle Felder bis
auf das in der unteren rechten Ecke zur Medienvorschau verwendet und es wird zwischen
drei verschiedenen Typen von Medientypen (Video, Bild und Text) unterschieden. Wählt
ein Nutzer eine Kategorie, der mehr als 19 Medien zugeordnet sind, so dass der Platz
für die Medienvorschau nicht ausreicht, erfolgt die initiale Belegung randomisiert. Um
aber dennoch einen Zugriff auf in Bezug stehende, aber aktuell nicht sichtbare Medien
zuzulassen, kann auf diese über das Navigationsfeld in der unteren rechten Ecke des Kranzes
zugegriffen werden. Die Dreickstasten bestimmen, in welche Richtung die aktuelle Auswahl
verschoben wird. Durch die für den Nutzer frei wählbare Schrittweite ist festlegbar, um wie
viele Medien die Medienvorschau vorwärts bzw. rückwärts verschoben werden soll.
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Abbildung 7.15: Video imMECCA-Medienspieler
Der nächste Adressierungsschritt besteht darin, die verfügbaren Medien durch Einsatz des
Medienspielers zu konsumieren. Dazu muss ein Medienartefakt aus dem Vorschaukranz
mittels Drag&Drop in den Medienspieler gezogen werden. Sobald eine Miniaturvorschau
per Drag&Drop in den Anzeigebereich gezogen wird, öffnet sich automatisch ein dem
Medientyp entsprechender Spieler. Von besonderer Bedeutung ist dabei das in MECCA
integrierte dynamische Nachladen lokal nicht vorgehaltener Medien. Diese Funktionalität
dient dazu, einen Community-weiten Abgleich der in einem zugangsgeschützten, aber
für die Mitglieder der Community offenen Medienrepository vorgehaltenen Medien zu
automatisieren. Die Community-getriebene Konzeption von MECCA ermöglicht somit, ein
gemeinschaftliches Medienrepository im Internet zu pflegen und durch das Hinzufügen
neuer Inhalte diese innerhalb der Community zu adressieren.
Neben der Anzeige von Bild- und Text-Inhalten ist der als Implementierung des Java
Media Framework (JMF) realisierte Videospieler die ausgefeilteste Funktionalität der drei
Medienspieler. Er besitzt umfangreiche Funktionen, die speziell auf die Unterstützung von
Videosichtungen ausgelegt sind. Abbildung 7.15 zeigt den geöffneten Videospieler beim
Abspielen einer Videosequenz. Alle Komponenten, die der Kontrolle des Abspielvorgangs
und der aktuellen Position im Video dienen, sind im sog. Kontrollpult zusammengefasst. Das
Schnittpult erlaubt außerdem die Erzeugung virtueller Schnitte. Ein Schnitt besteht in der
Aufnahme einer Anfangsposition und einer Endposition, wozu zwei Schnittmarken definiert
werden. Der Schnitt heißt virtuell, weil das ursprüngliche Artefakte erhalten bleibt und
lediglich die „virtuellen“ Schnittmarken des medialen Artefakts zur weiteren Verwendung
gespeichert werden.
Welche Medien für einen Nutzer zugänglich sind, wird durch Gruppenkontext auf Grundlage
der LAS-Zugriffskontrolle (vgl. Abschnitt 6.2.5) ermittelt. Aus der (bzw. den) Gruppen-
zugehörigkeit(en) eines Nutzers ermittelt MECCA diejenigen Medienartefakte aus dem
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Abbildung 7.16: Diskussion inMECCA
gesamten Pool aller Artefakte, auf die der Nutzer Zugriffsrechte besitzt. Da die Anzahl der
einem Nutzer zugänglichen Medien sehr umfangreich und damit häufig als unüberschaubar
wahrgenommen werden kann, besteht hier eine wichtige und sehr nützliche Filterfunktion.
Die Filterung erlaubt es, die Ansicht der aktuellen sichtbaren Medien auf einen bestimmten
Kontext einzuschränken. So ist es für den Nutzer bei Bedarf möglich, durch die Veränderung
des Gruppenkontextes die Medienauswahl auf die innerhalb einer oder mehrerer Gruppen
verwendeten Inhalte einzuschränken. Dabei stellt der Vergleich der in den verschiedenen
Untergruppen verfügbaren Medien oftmals einen eigenen Untersuchungsgegenstand dar.
Insbesondere kann das Nichtvorhandensein bestimmter Medien eine Diskussionsgrundlage
darstellen. Hier kann etwa durch Hinzufügen eines medialen Artefakts in einen anderen
Gruppenkontext eine Diskussion initiiert werden, die sich mit eben diesem Sachverhalt
beschäftigt.
Diskussionen
Diskussion haben eine zentrale Bedeutung im Arbeits- und Erkenntnisprozess der Kultur-
und Geisteswissenschaften. Um diesem Sachverhalt gerecht zu werden, können in MECCA
zu jedem Objekt Diskussionen geführt werden. So ist es möglich, mit anderen Benutzern
über Medienartefakte, Schnitte, Kategorisierungen und Mediengraphen zu diskutieren.
Abhängig vom aktuell betrachteten medialen Artefakt beinhaltet die Karte „Diskussion“
den aktuellen Stand des Diskurses zu einem bestimmten medialen Artefakt. Das Laden
der Diskussionsansicht erfolgt dynamisch. Wenn zu einem medialen Artefakt noch keine
Diskussion existiert, wird die betreffende Karte nicht angezeigt.
Abbildung 7.16 zeigt ein Beispiel für eine Diskussion zu einem Video. Das Diskussions-
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Abbildung 7.17: Kollaborative Erstellung hypermedialer Dokumente inMECCA
fenster ist zweigeteilt in eine Verlaufsansicht und eine Beitragsansicht. Die Verlaufsansicht
ermöglicht es, einen Überblick über die Themen des bisherigen Diskurses zu erlangen. In der
darunter befindlichen Beitragsansicht wird der Beitrag angezeigt, der in der Verlaufsansicht
angewählt ist. Die Beitragsansicht bietet zudem die Möglichkeit, der bereits existierenden
Diskussion einen eigenen Beitrag beizusteuern oder eigene Beiträge nachträglich zu ändern.
Natürlich kann auch eine Diskussion zu einem Objekt initiiert werden, das zuvor noch nicht
diskutiert worden ist. Hierzu muss ein Objekt inMECCA ausgewählt werden, zu dem vorher
noch nie diskutiert wurde und per Rechtsklick eine neue Diskussion gestartet werden. Sofern
dies geschieht, wird im Navigationsfenster dynamisch die Diskussionsansicht für dieses
Objekt nachgeladen und mit einem neuen Diskussionsbeitrag versehen. Eine konsequente
Fortführung von Diskussionen zu Objekten aller Art sind kollaborativ erstellte hypermediale
Dokumente, die im Folgenden erläutert werden.
Kollaborative Erstellung hypermedialer Dokumente
Wie aus den vorherigen Erläuterungen zu entnehmen war, müssen auch diese Dokumente
einer kontextbezogenen Darstellung multimedialer Inhalte gerecht werden. Daher unterstützt
MECCA sowohl die Zusammenarbeit bei der Dokumentenerstellung als auch die Einbindung
beliebig vieler der zuvor beschriebenen Elemente in ein Dokument. Auf diese Weise
ist es den Anwendern möglich, gemeinschaftlich eine medienzentrierte Fragestellung zu
erarbeiten, was insbesondere für die Unterstützung filmwissenschaftlicher Lehrveranstaltung
von Bedeutung ist [SKWa05].
Abbildung 7.17 zeigt ein im Bearbeitungsmodus befindliches hypermediales Dokument. Der
Bearbeitungsmodus erlaubt es, Fragmente, d.h. beliebige inMECCA verfügbare Objekte
(also Medien, Kategorisierungen, Mediengraphen oder Diskussionen), in einem Dokument
zusammenzuführen. Kollaborativ bedeutet inMECCA, dass Anwender gemeinschaftlich
ein Dokument erstellen können, nicht jedoch gleichzeitig. Hiefür werden die Dokumente
versioniert und die darin enthaltenen Fragmente lassen sich in ihrer Abfolge variieren. Damit
kann sowohl ein Dokument als auch ein Fragment in mehreren Versionen existieren. Zudem
ist es dadurch jederzeit möglich, die vorgenommenen Änderungen durch andere Nutzer
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Abbildung 7.18: Hypermediales Dokument in MECCA
nachzuvollziehen und bei Bedarf diese rückgängig zu machen. Natürlich können auch –
wie zuvor beschrieben – Diskussionen über ein kollaboratives Dokument oder einzelne
Fragmente geführt werden.
Das Ergebnis eines zuvor beschriebenen Erstellungsprozess eines hypermedialen Doku-
ments ist in Abbildung 7.18 zu sehen. Das Dokument ist zweigeteilt, bestehend aus der
Dokumenthistorie und dem hypermedialen Dokument an sich. Die Dokumenthistorie gibt
Aufschluss über den Entstehungsprozess, den daran beteiligten Personen und ist hierar-
chisch angeordnet. Das hypermediale Dokument ist die Kombination der in den Fragmenten
enthaltenen Titel, textuellen Beschreibungen und medialen Artefakte. Die auf diese Weise
erstellten Dokumente adressieren eine (Sub)-Community der MECCA-Nutzer und können
aufs Neue in wissenschaftlichen Diskurs einfließen.
Die in den vorigen Abschnitten beschriebenen Prozesse in MECCA tragen dazu bei, die
Wissenserzeugung durch eine kontinuierliche Rekontextualisierung von Material und ange-
wendeter Theorie zu unterstützen. Die vorgestellten Funktionalitäten vonMECCA tragen
somit dazu bei, die Medienoperationen der Transkription, formalisierten Lokalisierung
und Adressierung mit informatischen Methoden zu unterstützen. Ein Desiderat besteht
jedoch dahingehend, das in MECCA kodifizierte Wissen in einem episodischen Kontext
zu vermitteln. Dazu ist es notwendig, über die Semantik multimedialer Inhalte hinaus den
(bzw. die) temporären Prozess(e) bei der Wissensvermittlung darstellen zu können. So ist
es in MECCA zwar möglich, mittels der zuvor beschriebenen Mediengraphen (vgl. Ab-
schnitt 7.1.1) die Beziehungen zwischen multimedialen Artefakten zu visualisieren, jedoch
liegt hier der Fokus darauf, den Diskurs über die Semantik multimedialer Artefakte zu
unterstützen. Aus diesem Grund wird nun mitMIST (Media Integrated Story-Telling) als
weiteres auf ATLAS basierendes Community-Informationssystem vorgestellt, das speziell
zur Vermittlung episodischen Wissens mittels multimedialer Erzählungen eingesetzt wird.
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7.2 MIST: Vermittlung episodischen Wissens mittels mul-
timedialer Erzählungen
Neben dem diskursiven Charakter der Wissensvermittlung in den Kultur- und Geistes-
wissenschaften und dem kontinuierlichen Wechselspiel aus Material und Theorie ist der
episodische Kontext ein weiterer Gesichtspunkt der medienzentrierten Wissensorganisation
und -vermittlung. Zentrale Bedeutung haben dabei multimediale Erzählungen, durch die
nur schwer zu formalisierendes Wissen im episodischen Kontext vermittelt werden können.
Dabei gilt es wie schon bei MECCA, die Operationen der informatisierten Medientheorie
(vgl. Abschnitt 3.3) durch das Informationssystem abbilden zu können. MIST (Media Inte-
grated Story-Telling) zielt daher darauf ab, die Vermittlung nur schwer zu formalisierenden
Wissens im Prozess der formalisierten Lokalisierung mittels multimedialer Erzählungen zu
unterstützen. Der Grundgedanke dabei ist, innerhalb der Community annotierte multimedia-
le Artefakte über nicht-lineare Zugriffssequenzen zugänglich zu machen. Auf diese Weise
ist es möglich, unterschiedliche Pfade entlang multimedialer Artefakte zu definieren, entlang
derer – neben den semantischen Inhaltsbeschreibungen – ebenfalls der episodische Kontext
der Inhalte vermittelt werden kann. Je nach gewählten Zugriffspfad können die Benutzer
von MIST, Erzählungen mit unterschiedlichem Ausgang rezipieren. In seiner Gesamtheit
umfasstMIST damit das kollektive Wissen einer Community gespeichert als nichtlineare
Erzählungen.
Am Beispiel eines interdisziplinären Denkmalschutzprojekts in Afghanistan wird geschil-
dert, wie eine internationale und über die gesamte Welt verstreute Community in ihrem
Bestreben zum Schutz des afghanischen Kulturerbes unterstützt wird. Es handelt sich dabei
um einen Versuch, die gelebten Erfahrungen einer für fast 25 Jahre gestörten Wissenschaft-
ler-Community wieder zugänglich zu machen.MIST erlaubt eine umfassende Unterstützung
zur Verwaltung multimedialer Inhalte bis hin zu deren Komposition und Rezeption als
multimediale Erzählungen. In den folgenden Unterkapiteln werden nun die Operationen
der informatisierten Medientheorie (vgl. Abschnitt 3.3) im Prozess der Wissensorganisation
und -vermittlung in MIST beschrieben. Dabei wird ebenfalls deutlich, dass es sich bei MIST
um keine komplette Neuentwicklung handelt, sondern lediglich um eine Adaption und
Ergänzung bereits inMECCA zur Verfügung gestellter Funktionalitäten auf Basis des LAS
(vgl. Abschnitt 6.2). Dazu werden die in MIST stattfindenden Vorgänge der kollaborati-
ven Inhaltsbeschreibung (vgl. Abschnitt 7.2.1), der Darstellung episodischen Wissens im
Kontext (vgl. Abschnitt 7.2.2) und schließlich der Vermittlung nichtlinearer multimediale
Erzählungen (vgl. Abschnitt 7.2.3) beschrieben und (soweit überlappend) mit den zuvor
beschriebenen Vorgängen in MECCA verglichen.
7.2.1 Kollaborative Inhaltsbeschreibung - Transkription
Eine zentrale Bedeutung für den Denkmalschutz weist die möglichst umfassende Doku-
mentation der zu konservierenden Kulturgüter auf. Sofern die Mitglieder der Community
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nicht direkt vor Ort – was den Optimalfall darstellt – den Zustand der Kulturgüter begutach-
ten können, kommt neuerdings der multimedialen Inhaltsbeschreibung und Analyse über
das Internet eine gesteigerte Bedeutung zu. Damit stellen auch hier Transkriptionen den
Ausgangspunkt für die medienzentrierte Wissensorganisation und -vermittlung dar (vgl.
Abschnitt 3.3). Ein wesentlicher Vorgang dabei ist, die Lesbarkeit medialer Artefakte für
andere Mitglieder der Community zu verbessern. Um den Kontext der Inhalte möglichst
detailliert beschreiben zu können, ist es daher notwendig, die zur Interpretation der multime-
dialen Artefakte erforderlichen Metadaten geeignet mitzuverarbeiten. Demnach lassen sich
im Vorgang der kollaborativen Inhaltsbeschreibung zwei ineinander verzahnte Vorgänge
identifizieren:
• Austausch multimedialer Artefakte mittels Community-weiter Medienarchive
• Terminologiearbeit durch kollaboratives Indexieren.
Die folgenden Abschnitte beschreiben die Unterstützung der beiden zuvor genannten Ar-
beitsschritte inMIST. Es wird ebenfalls erläutert, ob und inwieweit die hier stattfindenden
Vorgänge sich von den in MECCA beschriebenen Prozessen abgrenzen.
Community-weite Medienarchive
Für die medienzentrierte Wissensorganisation und -vermittlung im Bereich des Denkmal-
schutz ist ein zentrales Medienarchiv eine zentrale Grundvoraussetzung. Insbesondere im
Fall des afghanischen Kulturerbes ist es für die Mitglieder der Community wichtig, eine
multimediale Dokumentation der Kulturgüter vorzunehmen, da eine Begutachtung vor Ort
aufgrund der politischen Lage oft unmöglich oder zu unsicher ist. Ähnlich wie schon bei
MECCA enthältMIST Mechanismen [SKJR06], die den Austausch multimedialer Inhalte
innerhalb einer Community über das Internet ermöglichen. MIST greift dazu auf das Anno-
tationswerkzeug M7MT (MPEG-7 Multimedia Tagging) zu. Mittels M7MT können mediale
Artefakte auf einen zentralen FTP-Server geladen werden und ebenfalls wieder abgerufen
werden (vgl. Abschnitt 6.2.4). Zudem greifen hier die in Abschnitt 6.2.5 beschriebenen
Sicherheitsaspekte des LAS, wodurch die multimedialen Inhalte vor unberechtigtem Zugriff
geschützt werden. Naturgemäß ist das jedoch noch unzureichend um multimediale Artefakte
innerhalb einer Community zu kommunizieren. Daher bietet M7MT zudem die Möglichkeit
des kollaborativen Indexierens, was nachfolgend beschrieben wird.
Kollaboratives Indexieren
Das kollaborative Indexieren beschreibt einen Transkriptionsvorgang, durch den die Seman-
tik eines multimedialen Artefakts durch die Mitglieder einer Community beschrieben wird.
Dabei entstehen durch die textuellen Beschreibungen multimedialer Artefakte so genannte
(Text)-Marken, über die auf die Inhalte zu einem späteren Zeitpunkt wieder zugegriffen
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Abbildung 7.19: Auswahldialog bei der Erstellung einer typisierten Medienannotation in M7MT
werden kann. Insgesamt entsteht durch die Gesamtheit der von den Mitgliedern der Com-
munity erzeugten Marken eine Folksonomie (vgl. Abschnitt 2.4.4). Auf Grundlage der
so entstehenden begrifflichen Einordnung lassen sich auf diese Weise die mit dem multi-
medialen Artefakt einhergehenden Assoziationen unter den Mitgliedern der Community
austauschen. M7MT greift zur Beschreibung der Metadaten auf den MPEG-7-Standard
zurück. Dabei werden neben den rein technischen (low-level)-Metadaten auch semantisch
hochwertige Inhaltsbeschreibungen verarbeitet, die für eine präzisere Beschreibung eines
Kulturgutes im Denkmalschutz erforderlich sind. Dabei ist es inM7MT für die Mitglieder
neben Freitextannotationen ebenfalls möglich neue Begriffe auf Grundlage der im Rahmen
des MPEG-7-Standards spezifizierten Typen zu definieren (vgl. Abbildung 7.19).
Neben der Möglichkeit simpler Freitextannotation wie bei gewöhnlichen Anwendungen des
Web 2.0 (vgl. Abschnitt 2.6) ist es in M7MT ebenfalls möglich, die Begrifflichkeiten durch
Vergabe von Marken eines bestimmten Typs thematisch stärker einzugrenzen, um Verwechs-
lungen vorzubeugen. Hierzu greiftM7MT auf die in MPEG-7 verfügbaren Möglichkeiten
einer Typisierung von Termen im Sinne einer feingranulareren Inhaltsbeschreibung zurück.
Zugleich wird dadurch auch in diesem Punkt die Interoperabilität der Inhalt mit anderen
MPEG-7 kompatiblen Applikation gewährleistet. Die Mitglieder der Community können
eine Zuordnung von Termen anhand der folgenden sieben MPEG-7-Basistypen vornehmen:
• Agent
• Ereignis
• Konzept
• Objekt
• Ort
• Zeit
• Zustand
Der Typ Agent beschreibt – wie schon bei MECCA (vgl. Abschnitt 7.1.1) – eine Person,
die einem medialen Artefakt zugeordnet werden kann. Anders als inMECCA geht es bei
der Denkmalschutz-Community jedoch darum, reale Personen (etwa Mitglieder der Com-
munity) zu beschreiben (vgl. Abbildung 7.20 oben links). Daher umfasst dieses Formular
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Abbildung 7.20: Dialog bei der Beschreibung eines Agenten (links), Konzepts (rechts) und Objekts (unten)
ebenfalls Kontaktdaten, wohingegen eine feingranulare Rollenspezifikation an dieser Stelle
unerheblich ist. Eine präzisere Eingrenzung wird in MIST – sofern erforderlich – über
zusätzliche Marken anderer Typen (etwa des Typs Konzept) vorgenommen. So ist es etwa
durch den Typ Konzept möglich, einen abstrakten Begriff zu beschreiben (vgl. Abbildung
7.20 oben rechts). Über die Definition als abstrakter Begriff hinaus ist es natürlich ebenfalls
möglich, real existierende Gegenstände zu beschreiben. Dazu steht als MPEG-7-Basistyp
der Typ Objekt zur Verfügung (vgl. Abbildung 7.20 unten).
Weiterhin ist für die Beschreibung von Kulturdenkmälern notwendig, eine Eingrenzung von
Ort und Zeit vornehmen zu können. MPEG-7 stellt dazu eben diese Basistypen bereit. Der
TypOrt umfasst Angaben zu einer geographischen Position und enthält dessen Längen- und
Breitengrade, Höhe über Normalnull sowie eine Beschreibung (vgl. Abbildung 7.21 links).
Mit dem Typ Zeit kann ein Zeitintervall (z.B. eine Epoche) definiert und eine zugehörige
Beschreibung dessen abgegeben werden (vgl. Abbildung 7.21 rechts).
Abschließend stehen noch die beiden letzten MPEG-7-Basistypen Ereignis und Zustand
zur Inhaltsbeschreibung zur Verfügung. Der Typ Ereignis verknüpft die Merkmale der
Typen Ort und Zeit (vgl. Abbildung 7.22 links). Ein Ereignis umfasst zunächst (wie beim
Typ Zeit) einen Namen, dessen Beschreibung und eine Zeitspanne. Darüber hinaus werden
wie beim Typ Ort Angaben zu einer geographischen Position spezifiziert, die Längen-
und Breitengrade, Höhe über Normalnull sowie eine Beschreibung des Orts umfasst. In
ähnlicher Weise findet dieses auch beim Typ Zustand statt. Allerdings werden hier nicht
Abbildung 7.21: Dialog bei der Erstellung der Typen Ort (links) und Zeit (rechts)
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Abbildung 7.22: Dialog bei der Beschreibung eines Ereignis (links) und eines Zustands (rechts)
nur die Merkmale der TypenOrt und Zeitmiteinander verknüpft, sondern es können zusätz-
liche Parameter spezifiziert werden (vgl. Abbildung 7.22 rechts). Für den Denkmalschutz
ist das etwa dazu notwendig, den Zustand eines Denkmals oder etwa das Resultat einer
Feldforschung zu beschreiben.
7.2.2 Episodisches Wissen im Kontext - Formalisierte Lokalisierung
Die zentrale Fragestellung vonMIST befasst sich mit der zeitlichen Komponente im Pro-
zess der Wissensvermittlung. Insbesondere für den Denkmalschutz erweisen sich zeitliche
Zusammenhänge als besonders relevant, da meist nur ein schmaler Grat den Erfolg eines
Projekts von dessen Scheitern trennt. Aus diesem Grund sind die gelebten Erfahrungen der
erfahren Community-Mitglieder von unschätzbarem Wert für nachfolgende Generationen.
Anders als bei der (temporal unstrukturierten) Darstellung multimedialer Artefakte (z.B. in
individuell erstellten Referenzkollektionen) geht es hier darum, die zeitlichen Zusammen-
hänge zwischen multimedialen Artefakten mit in deren Präsentation einfließen zu lassen.
Auf diese Weise ist es möglich, aufgrund der Reihenfolge, in der die multimedialen Artefak-
te betrachtet werden, einen spezifischen Aspekt für die Wissensvermittlung hervorzuheben.
Um den Nutzern des Systems hinreichende Flexibilität bei der Gestaltung von Erzählungen
sowie in der anschließenden Interaktion zu bieten, gilt es die folgenden Aspekte bei der
formalisierten Lokalisierung in MIST zu berücksichtigen:
• Linearität und Nichtlinearität multimedialer Erzählungen
• Ein formales Modell für nichtlineare Erzählungen
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Nicht-digital Digital
Linear Buch DVD
Nichtlinear Rollenspiel MIST
Tabelle 7.1: Beispiele linearer und nichtlinearer Erzählungen
• Modellierung nichtlinearer Erzählungen im Kontext.
In den folgenden Abschnitten werden nun die bei der formalisierten Lokalisierung statt-
findenden Entwurfs- und Entwicklungsfragestellungen vonMIST erläutert. Dazu werden
zunächst Merkmale der Linearität bzw. der Nichtlinearität betrachtet und ein medienzen-
triertes Modell für die Darstellung multimedialer Erzählungen gewählt. Abschließend wird
dann der Vorgang bei der Modellierung nichtlinearer Multimedia-Erzählungen in MIST
exemplarisch vorgestellt.
Linearität und Nichtlinearität multimedialer Erzählungen
Eine Entwurfsentscheidung bei der Erstellung (multimedialer) Erzählungen besteht darin,
die der Wissensvermittlung zugrunde liegende Struktur zu wählen. Dabei lässt sich zunächst
eine Aufteilung in zwei unterschiedliche Klassen vornehmen: Lineare bzw. nichtlineare
Erzählungen. Bei linearen Erzählungen handelt es sich um eine solche Struktur, bei der dem
bzw. den Rezipienten keine Einflussmöglichkeiten gegeben werden auf den Ausgang der
Erzählung zu nehmen. Zwar wird das „Springen“ zwischen den linear angeordneten Erzäh-
leinheiten in aller Regel nicht als Bruch der Linearisierung verstanden, jedoch bleibt die
Gesamtdarstellung der Erzählung damit unverändert. Im Gegensatz dazu bieten nichtlineare
Erzählungen die Möglichkeit der Einflussnahme durch den bzw. die Rezipienten. Auf diese
Weise besteht die Möglichkeit den Ablauf der Darstellung zu beeinflussen und damit ggf.
auch die Erzählung in ihrem Ausgang zu verändern. Tabelle 7.1 fasst die unterschiedlichen
Ansätze nochmals zusammen und nennt Beispiele der jeweiligen Typen.
Für die Wissensorganisation und -vermittlung in kultur- und geisteswissenschaftlichen
Communities bietet insbesondere die Form der nichtlinearen Multimediaerzählung die
größtmögliche Freiheit bei der Darstellung der Inhalte. Dabei wird es durch die formalisierte
Lokalisierung des Wissens als Multimediaerzählung möglich, gelebte Erfahrungen in einem
temporalen Kontext darzustellen. Allerdings ist es keineswegs so, dass dies den Mitgliedern
der Community ohne „Leitfaden“ problemlos möglich ist. Aus diesem Grund wird im
nächsten Abschnitt zunächst das MIST zugrunde liegende medienzentrierte Modell für
nichtlineare Erzählungen vorgestellt.
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Legende: 
KEE: Komplexe Erzähleinheit
(B): Artefakt auf der Beginn-Position
(M): Artefakt auf der Mittel-Position
(E): Artefakt auf der End-Position
Gliederung der Erzählung
Beispielhafte Transition
Abbildung 7.23: Mögliche Transitionen zwischen Artefakten innerhalb einer KEE
Ein medienzentriertes Modell für nichtlineare Erzählungen
Ein wesentlicher Erfolgsfaktor bei der Wissenvermittlung ist das Bestreben „gute“ (d.h.
sinnvoll aufgebaute) Erzählungen zu erstellen und zu rezipieren. Allerdings ist es keineswegs
so, dass die Erstellung nichtlinearer Geschichten ein trivialer Vorgang ist. Vielmehr ist es
für den „untrainierten“ Nutzer notwendig, einen Leitfaden für die Entwicklung nichtlinearer
Erzählungen als Anwendungsempfehlung mit auf den Weg zu bekommen. InMIST wurde
dazu in Kooperation mit Prof. Nalin Sharda (Victoria Universität Melbourne, Australien)
das von ihm entwickelte Movement Oriented Design (MOD) [Shar05] als Leitfaden bei
der Entwicklung nichtlinearer Geschichten formalisiert. Grundgedanke von MOD ist es,
Ansätze aus Dramatica [PhHu01] und der aristoteleschen Poetik [Aris00] miteinander zu
verbinden, um damit die folgenden drei Facetten der medienzentrierten Wissensvermittlung
in den zu konstruierenden Erzählungen erfassen zu können:
• Motivation
• Erfordernis
• Struktur.
AlsMotivation wird die der Erzählung zugrunde liegende Problemstellung verstanden. Ziel
der Erzählung ist, das vorhandene Problem in Teilproblemen zu strukturieren. Auf diese
Weise soll der Erstellungsprozess geleitet und auf die wesentlichen Fragestellungen fokus-
siert werden. Durch die in der Erzählung integrierten multimedialen Artefakte soll weiterhin
ein der Erzählung entgegengebrachtes Erfordernis des Rezipienten erfüllt werden. Um
die Semantik der multimedialen Artefakte für die Mitglieder möglichst genau einschätzen
zu können ist es ebenfalls notwendig, einen Rückgriff auf deren Annotationen zuzulassen.
Abschließend umfasst MOD die eigentliche Struktur der nichtlinearen Erzählungen. Das
in MOD spezifizierte Modell umfasst ein klar strukturiertes Handlungsschema, das aus
den drei aufeinander folgenden Elementen Beginn (B), Mitte (M) und Ende (E) besteht.
Das Resultat ist eine Dreigliederung (inklusive Rekursion) von komplexen Erzähleinheiten
(KEE) in Beginn-, Mittel- und End-Sequenzen (kurz: B-M-E-Struktur), durch die mögliche
Transitionen im Verlauf der Geschichte vordefiniert werden können.
Für die Entwicklung von MIST wurde dazu zunächst die strukturelle Facette von MIST
formalisiert (vgl. [SKSJ06b] für eine detaillierte Beschreibung der Formalisierung). Zur
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Abbildung 7.24: Mögliche Transitionen zwischen Artefakten einer KEE mit einem kaskadierenden Ast
Sicherstellung der in MOD spezifizierten strukturellen Dreigliederung in Beginn-, Mittel-
und End-Sequenzen werden dazu die von den Nutzern spezifizierten Transitionen zwischen
den medialen Artefakten auf deren Konformität bezüglich der B-M-E-Struktur hin unter-
sucht. Aufgrund der Möglichkeit einer Zerlegung einer beliebigen Beginn-, Mittel- oder
End-Sequenz in weitere (ebenfalls die B-M-E-Struktur erfüllende Sequenzen) komplexe
Erzähleinheiten kann es hier zu einer Verschachtelung der komplexen Erzähleinheiten
kommen. Da es zudem zulässig ist mediale Artefakte für jede Beginn-, Mittel- oder End-
Sequenz zu definieren, ist hier eine Fallunterscheidung erforderlich:
Fall 1: Transitionen zwischen Artefakten innerhalb einer komplexen Erzähleinheit
Fall 2: Transitionen zwischen Artefakten bei zwei oder mehr komplexen Erzählein-
heiten (eine davon kaskadierend)
Fall 3: Transitionen zwischen Artefakten bei drei oder mehr komplexen Erzähleinhei-
ten (beide kaskadierend)
Der erste Fall beschreibt die einfachste Konstellation. Hier reduziert sich die Überprüfung
gültiger Transitionen auf solche zwischen medialen Artefakten innerhalb einer komplexen
Erzähleinheit, d.h. Transitionen des Typs B→M bzw. M→E (vgl. Abbildung 7.23). Im
zweiten Fall werden dagegen auch Transitionen innerhalb einer komplexen Erzähleinheit
betrachtet, die an einer Stelle der B-M-E-Struktur eine kaskadierende (d.h. auch potentiell
mehrfach verschachtelte) komplexe Erzähleinheit beinhaltet. Dabei ist weiterhin zu berück-
sichtigen, dass sich die kaskadierende komplexe Erzähleinheit sowohl vor als auch nach der
nicht weiter verschachtelten Beginn-, Mittel- oder End-Sequenz befinden kann. Aus diesem
Grund müssen für diesen Fall Transitionen der Typen B→B, M→B, E→M bzw. E→E auf
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Abbildung 7.25: Mögliche Transitionen zwischen Artefakten einer KEE mit zwei kaskadierenden Ästen
Korrektheit überprüft werden. Abbildung 7.24 zeigt die zulässigen Transitionen in diesem
Fall nochmals in einer schematischen Darstellung. Der letzte Fall beinhaltet abschließend
auch solche Transitionen, die sich innerhalb einer komplexen Erzähleinheit zwischen zwei
kaskadierenden komplexen Erzähleinheiten befinden (vgl. Abbildung 7.25). Hier ist zu
beachten, dass sich die kaskadieren Äste sowohl zwischen der Beginn- und Mittel-Sequenz
bzw. der Mittel- und End-Sequenz einer komplexen Erzähleinheit befinden können. In
beiden Fällen ist dabei eine Untersuchung von Transitionen des Typs E→B erforderlich.
Der folgende Abschnitt beschreibt im Detail die Erstellung von Multimedia-Erzählungen
in MIST. Dabei wird sowohl auf die anzustrebende Nichtlinearität der Erzählungen ein-
gegangen als auch die Umsetzung des hier beschriebenen medienzentrierten Modells für
nichtlineare Erzählungen beschrieben.
Modellierung nichtlinearer Multimedia-Erzählungen
Zur Berücksichtigung temporaler Zusammenhänge zwischen multimedialen Artefakten un-
terstützt MIST deren informationssystemseitige Strukturierung im Sinne der formalisierten
Lokalisierung. Dazu können die zuvor kollaborativ annotierten multimedialen Artefakte
durch die Anwender (re)-kombiniert werden. Über eine simple Sequentialisierung hinaus
bedient sich MIST zudem der Möglichkeit zur Spezifikation von nichtlinearen Transitio-
nen im Erstellungsprozess der Erzählung. Damit ist es inMIST möglich unterschiedliche
Fragestellungen des zu vermittelnden Wissens zu beleuchten und dies in den Aufbau der
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Abbildung 7.26: Erstellung nichtlinearer Erzählungen in MIST: Der Editor
Multimedia-Erzählung hineinzukodieren. Als Leitfaden für narratologisch ungeübte Nut-
zer greift MIST daher auf das im vorigen Abschnitt vorgestellte Modell zur Erstellung
nichtlinearer Erzählungen zurück.
Abbildung 7.26 zeigt die Nutzerschnittstelle zur Erstellung nichtlinearer Erzählungen in
MIST. In ihrer Dreiteilung reflektiert sie dabei das medienzentrierte Modell des MOD-
Paradigmas. Von links nach rechts angeordnet sind dies:
• Storyboard (Struktur-Facette)
• Problemhierarchie (Motivations-Facette)
• getypte Medienannotationen (Erfordernis-Facette).
Das Storyboard wird dazu verwendet, die multimedialen Artefakte einer Erzählung gemäß
der B-M-E-Struktur anzuordnen. In vertikaler Richtung findet dazu die Dreiteilung der
Erzählung in Beginn-, Mitte- und Ende-Sequenzen statt. In horizontaler Richtung ist es dann
möglich, die eigentlichen Transitionen für die anschließende Darstellung zu spezifizieren
(vgl. Abbildung 7.27). Mittels einer automatisierten Auswertung gemäß der im vorigen
Abschnitt vorgestellten MOD-konformen Transitionen wird zudem gewährleistet, dass nur
gültige Erzählungen von den Nutzern des Systems erstellt werden können. Damit wird
sichergestellt, dass die Erzählungen (zumindest strukturell) in sich geschlossen sind.
Auf inhaltlicher Ebene dienen sowohl die Problemhierarchie als auch die getypten Medie-
nannotation als qualitätssichernde Hilfsmittel bei der Erstellung von Erzählungen. Dabei
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Abbildung 7.27: Detailansicht des Storyboards in MIST
dient die Problemhierarchie als eher grobgranulare Gliederungsunterstützung. Die getyp-
ten Medienannotation hingegen dienen primär zur feingranularen Inhaltserschließung der
medialen Artefakte.
In der Problemhierarchie ist es den Nutzern möglich, ihre Motivation zur Erstellung der
Geschichte zu explizieren und systematisch aufzugliedern. Hierzu können die Nutzer die
medialen Artefakte einzelnen oder mehreren (Sub)-Problemen zuordnen. Dadurch besteht
eine zusätzlicher Querbezug zwischen den multimedialen Artefakten und dem zu vermitteln-
den Wissen. In der graphischen Baumdarstellung ist damit jederzeit ein Überblick bezüglich
der Abdeckung von (Teil)-Problemen der Problemhierarchie mit multimedialen Artefakt
gewährleistet (vgl. Abbildung 7.28). Zur Steigerung der Übersichtlichkeit sind zudem die
Referenzen des aktuell im Storyboard ausgewählten Inhalts farblich unterlegt.
Um für die Wissensvermittlung geeignete multimediale Inhalte in die Erzählung einbinden
zu können, greiftMIST auf das Community-weite Medienarchiv zu. Dazu ist es erforderlich,
die mit der Problemstellungen verbundenen Erfordernisse durch die medialen Artefakte
möglichst angemessen darzustellen. Zur semantischen Erschließung der Inhalte bietet MIST
ebenfalls eine Vorschau auf die getypten Annotationen der Inhalte. Somit kann der Ersteller
einer Erzählung ohne Ansicht des Inhalts entscheiden, ob der Inhalt für die Darstellung
angemessen erscheint. Hierzu werden sämtliche Annotationen eines medialen Artefakts mit
den sieben MPEG-7-Basistypen angezeigt. Auf der rechten Seite von Abbildung 7.28 sind
beispielhaft die Annotationen zu einem Bild als Auszug aus dem gesamten Medienarchiv
dargestellt.
Der nächste Abschnitt erläutert die Adressierung der in MIST erstellten und verwalteten
Inhalte. Dabei wird sowohl die Darstellung der Inhalte in Form multimedialer Erzählungen
beschrieben als auch das Prinzip der semantischen Multimedia-Suche vorgestellt.
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Abbildung 7.28: Problemdekomposition (links) und getypte Medienannotationen (rechts)
7.2.3 Nichtlineare multimediale Erzählungen - Adressierung
Die Darstellung nichtlinearer Multimedia-Erzählungen hat speziell für den Denkmalschutz
des hier zugrunde liegenden Anwendungszenarios einen zentralen Stellenwert. So handelt es
sich im Fall von Afghanistan um einen Versuch, das Wissen über den Zustand und Verfall des
afghanischen Kulturerbe innerhalb einer Wissenschaftler-Community zu erörtern. Durch den
Einsatz vonMIST ist möglich, auf dieses Wissen jederzeit (24/7) und überall zuzugreifen.
Bei der Adressierung der Inhalte für den Einsatz im Denkmalschutz werden dazu zwei
Ansätze verfolgt, die im Folgenden erklärt werden:
• Nichtlineare Zugriffssequenzen in multimediale Erzählungen
• Semantische Multimedia-Suche.
In den nächsten beiden Abschnitten werden nun beide zuvor genannten Adressierungen in
MIST erläutert. Dabei wird hervorgehoben, welchen Stellenwert der nichtlineare Zugriff auf
Multimediale-Erzählungen und die semantische Multimedia-Suche auf die Wissensvermitt-
lung beim Schutz von Kulturgütern hat.
Nichtlineare Zugriffssequenzen in multimediale Erzählungen
Nichtlineare Multimedia-Erzählungen spiegeln wie kein anderes Medium den schmalen
Grat zwischen Erfolg und Misserfolg im Schutz des afghanischen Kulturerbes wider. So
lassen sich durch Multimedia-Erzählungen vor allen Dingen solche Erfahrungen vermitteln,
die sich gar nicht oder nur schwer (etwa als geschriebener Erfahrungsbericht) formalisieren
lassen. Zudem liefern die in jüngster Zeit im Internet sehr populär gewordenen Podcasts (d.h.
Medienbeiträge in Form von Audio oder Video) ein schier unerschöpfliches Potential an zur
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Abbildung 7.29: Der Medienspieler von MIST (rechts) und die Vorschau auf nachfolgende Inhalte (links)
Verfügung stehendem Material. Im Fall von MIST wurden dazu von Experten Multimedia-
Erzählungen aus Bild- und Videobeiträgen (zum Teil auch aus Pods) zu nichtlinearen
Multimedia-Erzählungen (re)-kombiniert. Als inhaltlicher Schwerpunkt wurde dabei der
Schutz bzw. die Wiederherstellung der Kulturgüter des Bamiyan-Tals gewählt.
Abbildung 7.29 zeigt die Nutzerschnittstelle des Medienspielers in MIST. Auf der rechten
Seite befindet sich der Medienspieler an sich, in dem die multimedialen Inhalte dargestellt
werden. Im konkreten Fall handelt es sich hier um ein Experten-Video zu den Möglichkeiten
eines Wiederaufbaus der durch die Taliban zerstörten Buddha-Statuen im Bamiyan-Tal. Zum
besseren Verständnis des Gesamtkontexts werden im Spieler zudem die von der Community
hinzugefügten Annotation im unteren Bereich des Medienspielers angezeigt. Somit erfährt
der Rezipient neben den im multimedialen Artefakt enthaltenen Informationen ebenfalls
alle Angaben, die von der Community zur Beschreibung des Inhalts gemacht worden sind.
Dabei werden über die Schlagwortannotationen im Freitext-Stil hinaus ebenfalls die mit
dem medialen Artefakt in Verbindung gesetzten getypten Beschreibungen dargestellt.
Die Nichtlinearität in der Rezeption von Multimedia-Erzählungen in MIST kann durch die
dem Rezipienten freigestellte Wahl des nachfolgenden Mediums gesteuert werden. Dazu
befindet sich auf der linken Seite der Nutzerschnittstelle in MIST ein Vorschaubereich auf
diejenigen Artefakte, die im Erstellungsprozess als mögliche Nachfolger spezifiziert wurden
(vgl. Abbildung 7.29 links). Neben dem (manchmal nur wenig aussagekräftigen) Vorschau-
bild wird zudem – falls vorhanden – eine textuelle Kurzbeschreibung über den Inhalt
angezeigt. Somit ist es für den Rezipienten möglich, sich bei der Wahl seiner individuellen
Zugriffssequenz von den Annotationen der Community leiten zu lassen.
Neben der hier geschilderten Wissensvermittlung mittels multimedialer Erzählungen erlaubt
MIST auch den direkten Abruf multimedialer Artefakte des zentralen Medienarchivs. Dazu
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Abbildung 7.30: Darstellung multimedialer Inhalte im Kontext von „Sanctuary & Buddha“
ist es neben der „einfachen“ Suche innerhalb der Freitextbeschreibungen ebenfalls möglich,
nach getypten Beschreibungen auf Grundlage der MPEG-7-Basistypen zu suchen, was im
Folgenden erläutert wird.
Semantische Multimedia-Suche
Die semantische Multimedia-Suche in MIST greift wie schon beim Annotieren auf das An-
notationswerkzeugM7MT zu. InM7MT werden dabei zwei unterschiedliche Suchstrategien
angeboten:
• Schlüsselwortsuche mit aussagenlogischen Operatoren
• Sematische Multimedia-Suche in MPEG-7-Basistypbeschreibungen.
Bei der Schlüsselwortsuche mit aussagenlogischen Operatoren handelt es sich dabei um
eine „einfache“ Suche in den Freitextannotation zu multimedialen Artefakten. Allerdings ist
es dabei auch möglich, Suchbegriffe mittels aussagenlogischer Operatoren miteinander in
Verbindung zu setzen. Abbildung 7.30 zeigt beispielhaft das Ergebnis einer solchen Suche
zum Ausdruck „Sanctuary & Buddha“.
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Abbildung 7.31: Eingabedialog bei der semantischen Multimedia-Suche
Von wesentlich größerem Nutzen sind jedoch – sofern verfügbar – die präziseren, getypten
Annotationen. Hierzu ist es inM7MT möglich, die auf Grundlage der MPEG-7-Basistypen
spezifizierten Begriffe für die Multimedia-Suche einzusetzen. In Abbildung 7.31 ist ein
solcher Dialog beispielhaft dargestellt. Die Nutzerschnittstelle ist dazu in zwei Hälften
aufgeteilt. Die linke Hälfte wird dazu verwendet, nach möglichen Suchbegriffen aus dem
Repertoire aller zur Verfügung stehenden Begriffe auszuwählen, die als MPEG-7-Basistyp
definiert wurden. Die rechte Hälfte umfasst die Begriffe, die für die aktuelle Suche bereits
selektiert wurden.
Das Ergebnis der in Abbildung 7.31 zusammengestellten semantischen Multimedia-Suche
ist in Abbildung 7.32 zu sehen. Es handelt sich dabei um das erste von insgesamt vier me-
dialen Artefakten, das über eine Suchanfrage nach „Bamiyan Valley“ (Typ Ort), „Painting“
(TypObjekt) und „Buddha“ (TypKonzept) im Community-weiten Medienarchiv gefunden
wurde. Zur Verbesserung der Adressierungsleistung werden natürlich auch alle anderen zur
Erschließung des Kontexts zur Verfügung stehenden Metadaten im Medienspieler angezeigt.
Durch die in den vorigen Abschnitten beschriebenen Vorgänge unterstütztMIST die Wissen-
serzeugung und -vermittlung in einer sich im Wiederaufbau befindlichen Wissenschaftler-
Community. Durch die informatische Unterstützung von Transkription, formalisierter Lo-
kalisierung und Adressierung hilftMIST dabei, das Wissen einer in alle Welt zerstreuten
Community einer neuen Wissenschaftlergeneration zugänglich zu machen. Der nächste
Abschnitt bewertet abschließend die Ergebnisse von MECCA und MIST im Umfeld des
Forschungskollegs „Medien und kulturelle Kommunikation“.
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Abbildung 7.32: Suchresultat einer semantischen Multimedia-Suche
7.3 Evaluierung
MECCA wurde im Rahmen des SFB 427 in transdisziplinärer Kooperation entwickelt. Hier-
zu wurde es insbesondere durch die Beteiligten am Projekt „Gesicht im Film“ verwendet,
das von Prof. Wolfgang Beilenhoff (Institut für Medienwissenschaften, Ruhr-Universität
Bochum) geleitet wird. Dabei ging es ebenfalls darum, eine räumlich auf die Standorte Köln
und Bochum verteilte Forschergruppe – also eine multimedial vernetzte Community – in
ihrer Projektkooperation zu unterstützen. Zu diesem Zweck entwickelte die Community
zunächst eine (für alle Anwender gleichermaßen zur Verfügung stehende) Basiskategori-
sierung aus sechs Oberkategorien und 30 Unterkategorien. Wie in Abschnitt 7.1.2 bereits
beschrieben wurde, zeichnete sich – trotz der Möglichkeit individuelle Kategorisierungen
anzulegen – schon frühzeitig ein derart großes Konfliktpotential in den ursprünglich gewähl-
ten Bezeichnungen ab, so dass die Basiskategorisierung letztendlich auf fünf Kategorien
mit weiteren 28 Unterkategorien reuziert wurde. Diese Kategorisierung wurde daraufhin
dazu verwendet, einen Basismediensatz aus 46 multimedialen Inhalten zu klassifizieren und
Diskurse darüber zu führen.
In einer zweiten Evaluierungsphase wurdeMECCA als Ergänzung der Lehrveranstaltung
„Pathos & Passion“ des filmwissenschaftlichen Instituts von Prof. Wolfgang Beilenhoff im
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Sommersemester 2005 an der Ruhr-Universität Bochum eingesetzt. Dabei verwendeten
ungefähr 20 StudentenMECCA als Mediensichtungswerkzeug zusätzlich zu den klassischen
Mediensichtungen zu Beginn des Semesters. Während dieser Evaluierung entstand ebenfalls
der Wunsch zum Erstellen hypermedialer Dokumente (vgl. Abschnitt 7.1.3), der wegen
der Konzeption von ATLAS als reflexive Informationssystemarchitektur (vgl. Kapitel 6) in
kurzer Zeit integriert werden konnte.
Darüber hinaus wurde MECCA in eine ingenieurwissenschaftliche Anwendungsdomäne
transferiert. So entstand das T.ool for R.epresentation & A.nnotation of M.ultimedia Content
in P.lastics Engineering (TRAMP) zur Unterstützung kooperativer Entwicklungsprozesse in
der Kunststofftechnik [JFMS03, JMSB04, JMSB05]. Es wurden 3D-Extrudersimulationen
durch Experten kategorisiert und annotiert, um weniger erfahrenen Kollegen einen leichteren
Zugang zu den Vorgängen bei der Plastikextrusion zu geben.
Die Entwicklung von MIST wurde neben der transdisziplinärer Kooperation im Rahmen
des SFB 427 zusammen mit Prof. Nalin Sharda (Victoria Universität Melbourne, Australi-
en) und den Mitarbeitern des Lehr- und Forschungsgebiets für Stadtbaugeschichte an der
RWTH Aachen (Prof. Michael Jansen) entwickelt. Maßgeblich für die Entwicklung von
MIST waren dabei die Anforderungen einer Wissenschaftler-Community, deren Ziel die
Wiederherstellung und der Schutz der Kulturgüter im Bamiyan-Tal ist (vgl. www.bamiyan-
development.org). Als zentral erwies sich dabei das Bedürfnis, nur schwer formalisierbares
Wissen im episodischen Kontext vermitteln zu können. Im Rahmen zweier internationaler
Workshops zum Thema „Informationssystemeinsatz für den Schutz von Kulturgütern in
Afghanistan“ an der RWTH Aachen im Frühjahr und Herbst des Jahres 2006, die in Koope-
ration mit dem Aachen Center for Documentation and Conservation (ACDC) ausgerichtet
wurden, ist MIST der Fachöffentlichkeit vorgestellt worden. Fortan wurde MIST in dieser
Wissenschaftler-Community genutzt und wird derzeit im Umfeld des Exzellenzclusters
UMIC (Ultra High-Speed Mobile Information and Communication) an der RWTH für den
Einsatz in einem mobilen Anwendungskontext weiterentwickelt.
Eine weitere Anwendung derMIST-Konzeption fand im Bereich der Unternehmensgrün-
derausbildung im Virtual Entrepreneurship Lab 2.0 (VEL 2.0) statt. Der Bereich der Unter-
nehmensgründung umfasst ebenfalls sehr schwer zu formalisierendes Wissen. Dazu wurde
zunächst mit dem Virtual Entrepreneurship Lab (VEL) eine Umgebung geschaffen, durch
die multimediale Inhalte semantisch erschlossen werden konnten [KJRW03, KJWu02].
Allerdings war es im VEL unmöglich, die von den Nutzen gewählte Zugriffsequenz im
Wissensvermittlungsprozess zu berücksichtigen. Allerdings ist es in dieser Domäne so,
dass je nach Zugriffssequenz ein Erfolg bzw. Misserfolg verzeichnet werden kann. Des-
halb musste hier eine Lösung gefunden werden, diese Nichtlinearität im Wissenvermitt-
lungsprozess zu berücksichtigen. VEL 2.0 wurde dazu mit den medialen Artefakten des
Vorgängersystems gefüllt und prototypisch in der Unternehmensgründerausbildung ein-
gesetzt [KSRe06a, KSRe06b]. Eine abschließende Evaluierung von VEL 2.0 ist für die
Lehrveranstaltung „Hightech Entrepreneurship & new Media“ an der RWTH Aachen im
Wintersemster 2007/2008 vorgesehen.
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Ich habe fertig!
Giovanni Trappatoni
Kapitel 8
Zusammenfassung und Ausblick
Die Medieninformatik wandelt die Arbeitsmethoden fast aller wissenschaftlichen Diszipli-
nen in radikaler Weise. Dieser Prozess lässt auch die Kultur- und Geisteswissenschaften
nicht außen vor [JKSp06]. So werden klassische Werkzeuge wie der Videorekorder durch
digitale, Internet-taugliche Systeme ersetzt. Multimediale Internet-Datenbanken werden
zunehmend dazu eingesetzt, einen systematischen Bestand medialer Artefakte für die Wis-
senschaft verfügbar machen. Die dabei entstehenden neuen Arbeitsweisen definieren sich
durch die kollaborative Erzeugung, Bearbeitung und Begutachtung multimedialer Arte-
fakte über das Internet. Hierzu benötigen die Kultur- und Geisteswissenschaften neue
Medien hoher Präzision und hoher Leistungsfähigkeit, welche die Transkription über Me-
diengrenzen hinweg ermöglichen, um bestimmte Interessengruppen gezielt zu erreichen
oder aber sich durch Lokalisierung der eigenen Fachsprachen und Interessenprofile vor
Informationsüberflutung und vor Missbrauch zu schützen.
8.1 Zusammenfassung
Diese Arbeit hat sich der Frage gewidmet, auf welche Weise real stattfindende soziale
Lernprozesse in kultur- und geisteswissenschaftlichen Communities mittels sich schnell
verändernder Multimediatechnologien in Informationssystemen abgebildet werden kön-
nen. Ziel war es, die medialen Vorgänge der Lernprozesse in diesen Communities zu
formalisieren und mittels Informationssystemenunterstützung zu realisieren. Dabei wurden
informatische Ansätze mit medientheoretischen Erkenntnissen in Verbindung gesetzt, was
in der daraus resultierenden reflexiven Informationssystemarchitektur ATLAS (vgl. Kapitel
6) umgesetzt wurde. Durch ATLAS werden Communities unterschiedlicher Anwendungsdo-
mänen (und insbesondere den Kultur- und Geisteswissenschaften) effizient und effektiv bei
der Entwicklung von an ihre Erfordernisse angepassten Informationssystemen unterstützt.
Dazu galt es, die im Forschungskolleg SFB/FK 427 „Medien und kulturelle Kommunika-
tion“ entstandene Transkriptivitätstheorie als informatisches Entwurfsprinzip zur Unter-
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stützung diskursiven kulturwissenschaftlichen Arbeitens aufzufassen und in eine reflexive
Informationssystemarchitektur zu integrieren. Zunächst wurden die in kultur- und geistes-
wissenschaftlichen Communities stattfindenden Medienoperationen analysiert und in ATLAS
umgesetzt. Die Innovation von ATLAS im Vergleich zu bisher existierenden Informationssy-
stemarchitekturen besteht dabei in den folgenden drei Konzepten:
1) Transkription:
Unterstützung der semantischen Freiheit bei der Transkription durch hypermediale
Kommentarverhältnisse und interoperablen Austausch von Inhalten durch offene
Metadatenstandards.
2) Formalisierte Lokalisierung:
Skalierbare Repository-Technologien, die mittels dynamischer Begriffssysteme den
Zugriff auf multimediale Artefakte im Sinne der formalisierten Lokalisierung
bieten.
3) Adressierung:
Fluide Archive, deren lokale und globale Adressierungsstruktur sich durch indivi-
duelle Perspektivbildung evolutionär aus dem Diskurs heraus verändern kann.
ATLAS integriert die oben genannten Aspekte in einer komponentenbasierten Architektur,
die ein reflexives Wechselspiel von Selbstbeobachtung und Community-Arbeit ermöglicht.
Durch den Rückgriff auf Multimedia-Metadatenstandards wie MPEG-7 beziehungsweise
MPEG-21 und den Einsatz von Web-Services ist zudem ein hohes Maß an Interoperabili-
tät gewährleistet. Beleg dafür ist, dass auf ATLAS basierende Informationssysteme nicht
nur in den Kultur- und Geisteswissenschaften zum Einsatz kommen, sondern auch in der
Ausbildung von Unternehmensgründern [KSRe06a, KSRe06b] oder in den Ingenieurwis-
senschaften [JFMS03].
Die reflexive Informationssystemarchitektur ATLAS (vgl. Kapitel 6) und die darauf basieren-
den Informationssysteme sind als Ergebnis interdisziplinärer Kooperationen und Projektar-
beit im Rahmen des kulturwissenschaftlichen Forschungskolleg SFB/FK 427 „Medien und
kulturelle Kommunikation“ entstanden. Beispielhaft wurden dazu dieMovie E-Learning
Categorization and Combination Application (MECCA) [KSJa05a, SpKl05, SKWa05] und
die Umgebung für Media Integrated Story-Telling (MIST) [SKSJ06a, SKCa07a, SKCa07b]
als prototypische Realisierungen von Informationssystemen basierend auf ATLAS [SKJa03,
SKJR06, Span06] entwickelt. Gleiches gilt für die dritte Fallstudie im Rahmen des For-
schungskollegs, SOCRATES (Simulation of Oral Communication, Research, Analysis
and Transcription Engineering System) [SKSJ04, SSKJ04, SSKl04, SHKS05, SKSJ06a,
SHSK06], die aus Platzgründen hier nicht im Detail vorgestellt werden konnte. Neben der
allgemeinen Fragestellung des Kollegs bezüglich der Untersuchung der Medienevolution
in kulturwissenschaftlicher Akzentuierung ist die Arbeit auch ein Beitrag zum Teilprojekt
„Auswirkungen multimedial vernetzter Informationssysteme auf Kooperation undWissensor-
ganisation in kulturwissenschaftlichen Communities“ (sowie ab 2005 „Handlungsfähigkeit
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in digitalen sozialen Netzwerken durch Sichtbarmachung von multidimensionalen Störungs-
mustern“).
ATLAS vereinfacht die Gestaltung von Community-Informationssystemen für den Entwick-
ler erheblich. Durch die Austauschbarkeit der modularen Web-Services wird insbesondere
der Entwicklungsprozess deutlich beschleunigt. Gleichzeitig bietet ATLAS den Communi-
ties bessere Möglichkeiten, am Entwicklungsprozess mitzuwirken. Dies ist von besonderer
Bedeutung, weil es speziell für nicht-technische Praxisgemeinschaften erfahrungsgemäß
meist nicht oder nur schwer möglich ist, die Anforderungen an ein gewünschtes Informa-
tionssystem zu präzisieren. Zudem bietet das integrierte Nutzer- und Rechtemanagement
eine feingranulare Zugriffssteuerung für die unterschiedlichsten Communities.
8.2 Ergebnissicherung und -transfer
Zentrale Ergebnisse dieser Arbeit sind die zuvor vorgestellten Community-Informations-
systeme sowie die neuartige reflexive Informationssystemarchitektur ATLAS. Aufgrund
der Ausrichtung auf kultur- und geisteswissenschaftliche Communities im Rahmen des
SFB/FK 427 „Medien und kulturelle Kommunikation“ zielen die entstandenen Informations-
systeme primär auf die Unterstützung wissenschaftlichen Arbeitens. Darüber hinaus belegt
das gleichermaßen für Wissenschaftler und aphasische Nutzer (d.h. Personen mit einer
erworbenen Sprachbehinderung aufgrund einer Hirnschädigung, z.B. hervorgerufen durch
einen Schlaganfall oder nach einem Unfall) konzipierte Chat/Talk-System SOCRATES, dass
der hier vorgestellte Ansatz nicht nur unter wissenschaftlichen Laborbedingungen, sondern
gleichermaßen für den Einsatz im täglichen Gebrauch geeignet ist.
Die Verstetigung der im Rahmen dieser Arbeit erzielten Resultate findet in mehrfacher
Hinsicht statt. Zunächst werden die im Kontext des SFB/FK 427 „Medien und kulturelle
Kommunikation“ entwickelten Informationssysteme noch bis zu dessen Abschluss Ende
2008 weiterbetrieben und -entwickelt. Außerdem ist im Anschluss daran die Einrichtung
des „Zentrum für Kultur, Technik & Medien“ (kurz: ZKTM) in Planung, so dass Ansatz,
Architektur und Informationssysteme in einem neuen Kontext weiterentwickelt werden
könnten. Im Fall von SOCRATES ist beabsichtigt, das System dem Bundesverband für die
Rehabilitation der Aphasiker e.V. (vgl. www.aphasiker.de) zur Verfügung zu stellen, dessen
Mitglieder schon heute aktiv zur Gestaltung und Weiterentwicklung beitragen. Ähnliches
gilt für die Systeme MECCA und MIST, die neben ihrer Verwendung im Rahmen des
Forschungskollegs bereits jetzt von Anwendercommunities in aller Welt verwendet und
mitgestaltet werden (z.B. internationalen Experten zur Erschließung und Wiederherstel-
lung von Kulturgütern im Bamiyan Tal Afghanistans, vgl. www.bamiyan-development.org;
dem mit der UNESCO kooperierenden Zentrum für die Dokumentation und den Schutz
internationaler Kulturgüter im Oman und in Pakistan, vgl. www.acdc.rwth-aachen.de; der
School of Computer Science & Mathematics an der Victoria Universität Melbourne, vgl.
http://csm.vu.edu.au).
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Wie bereits dargestellt, wurde die Konzeption von MECCA in industrienahe Anwendun-
gen der Kunstofftechnik transferiert, deren Markteinführung im Anschluss an das Projekt
MErKoFer (Management von Erfahrungswissen in kontinuierlichen Fertigungsprozessen)
Mitte 2007 kurz bevorsteht. Weiterhin können die durchMECCA undMIST gewonnenen
Erkenntnisse nahtlos in das Ende 2006 gestartete Exzellenzcluster UMIC (www.umic.rwth-
aachen.de) übertragen werden, das sich in einem eigenen Forschungsbereich mobilen
Anwendungen und Diensten widmet. Dabei befasst sich eines der UMIC-Vorhaben insbe-
sondere mit den Erfordernissen an den Informationssystemeinsatz in Entwicklungsländern,
wobei die hier erzielten Ergebnisse einen konzeptuellen wie auch inhaltlichen Beitrag liefern.
Parallel dazu wurde die ATLAS-Informationssystemarchitektur ebenfalls für EU-Projekte
mit Schwerpunkt E-Learning genutzt [SKCa07b, SCKl07]. So konnte der hier vorgestellte
Ansatz der medienzentrierten Wissensorganisation und -vermittlung in eine generische
Architektur für web-basierte Lernumgebungen übertragen werden [SKCa07a]. Aufgrund
der noch laufenden Förderung im Rahmen des europäischen Network of Excellence (NoE)
PROLEARN (vgl. www.prolearn-project.org) sowie des TEMPUS-Projekts CUELC (Cai-
ro University E-Learning Centre, vgl. www.cuelc.eu) ist auch in diesem Kontext eine
Verstetigung der Ergebnisse gesichert.
8.3 Einzelbeiträge der Arbeit in Kurzform
Im Kontext dieser Arbeit entstanden zahlreiche Publikationen, die der informatischen bzw.
kulturwissenschaftlichen Fachöffentlickeit vorgestellt wurden. Dabei wurden primär sol-
che Konferenzen, Journale oder Bücher adressiert, die sich mit den Themen Multimedia,
Wissensorganisation, elektronischem Lernen oder Community-Forschung befassen. Die zen-
tralen Erkenntnisse dieser Publikationen werden an dieser Stelle verkürzt zusammengefasst:
• MPEG-7 eignet sich aufgrund seiner Interoperabilität und Flexibilität in idealer Weise
als Grundlage für die multimediale Wissensorganisation und für das elektronische
Lernen [SKJa02a, SKJa02b, KSJa03a]
• Interoperable (Multimedia)-Metadatenstandards sind für Wissenserzeugung und -
vermittlung in virtuellen Communities unabdingbar [SpKl05, CKS*06]
• Unterstützung virtueller Communities erfordert adäquate Analyse- und Entwick-
lungswerkzeuge, insbesondere in den Kultur- und Geisteswissenschaften [KSJa03b,
KlSp03]
• Visuelle Verfahren der „Abkürzung“ dienen als Werkzeug zur (Selbst)-Beobachtung
virtueller Communities [SSBK04, KSJa05b, SKJa06, CKSL07]
• Hypermediale Informationssysteme als Medium für das elektronische Lernen in den
Kultur- und Geisteswissenschaften [KlSp04]
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• Reflexive Informationssystementwicklung am Exempel: Gestaltung eines virtuellen
Treffpunkts für aphasische Nutzer [SSKJ04, SHSK06]
• Klassifikationssysteme in Communities sind nicht selbsterklärend für alle Community-
Mitglieder und erfordern flexible Verfahren der Übersetzung [SpKl04]
• Hypermediale Informationssysteme eröffnen neue mediale Konstellationen für die
filmwissenschaftliche Forschung und Lehre [KSJa05a, SKWa05]
• Angepasste Informationssysteme fördern Lernprozesse bei aphasischen Nutzern
[SSKl04, SKSJ04, SHKS05, SKSJ06a]
• Muster-basierte Ansätze zur Aufdeckung von Prozessen der Wissensorganisation und
-vermittlung in Communities [KSDe06, KSCJ06, KCSp07]
• Hypermediale Informationssysteme bieten eine Grundlage für das Intergenerationen-
lernen [KSJ*05a, KSJ*05b, KSJ*06a]
• „Traue keiner Statistik, die Du nicht selber gefälscht hast“: Evidenzerzeugende Ver-
fahren interdisziplinär aufgearbeitet [CNOS06a, CNOS06b]
• Internet-Kooperation verändert die Kulturwissenschaften [JKSp06]
• Informationssysteme zur Erzeugung und Rezeption nicht-linearer Erzählungen er-
möglichen die Kopplung von episodischem und semantischem Wissen [SKSJ06b]
• MPEG-7 kompatible Web-Dienste vereinfachen das Community-Hosting [SKJR06,
KSCa06a]
• Informationssysteme für mobiles Lernen und Tourismusanwendungen basierend auf
MPEG-7 und MPEG-21 [KSCa06b, CKS*06]
• Wissensvermittlung mittels nicht-linearer Erzählungen am Beispiel der Unterneh-
mensgründerausbildung [KSRe06a, KSRe06b]
• Transkription, formalisierte Lokalisierung und Adressierung mit informatischen
Methoden: Die reflexive ATLAS-Informationssystemarchitektur [SKJa03, Span06,
SCKl07]
• Medienzentrierte Dienste als generische Lernplattform imWeb 2.0 [KSCa07, SKCa07a,
SKCa07b]
Darüber hinaus hat sich in den letzten Jahren eine Community aus Wissenschaftlern und
Industrievertretern gebildet, die sich intensiv mit dem Einsatz und der Weiterentwicklung
von Multimedia-Metadatenstandards beschäftigt (vgl. www.multimedia-metadata.info).
Die Community hat zu diesem Zweck eine eigene Workshop-Serie ins Leben gerufen,
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die zweimal jährlich stattfindet. Mittelfristiges Ziel ist es, MPEG-7-Testdatensätze und
zertifizierte Referenzanwendungen zur Verfügung zu stellen, wozu ebenfalls die in dieser
Arbeit entwickelten Systeme gehören werden.
8.4 Ausblick
Die Verfahren der Transkription, formalisierten Lokalisierung und Adressierung haben sich
als fruchtbar für die Beschreibung von Prozessen der Wissensorganisation und -vermittlung
in kultur- und geisteswissenschaftlichen Communities erwiesen. In den bislang unterstützten
Communities spielten politische Aspekte eine untergeordnete Rolle und der Wille zur
Kooperation konnte weitestgehend vorausgesetzt werden. Dennoch treten auch hier durch
das Handeln bzw. Nichthandeln einzelner Personen Störungen in der Community auf. Diese
Störungen verursachen sowohl ein quantitativ (z.B. verringerte bzw. verstärkte Nutzung) als
auch qualitativ (z.B. neu erzeugen bzw. kritisieren) geändertes Nutzungsverhalten durch
die Anwender. Im Einsatz als wissenschaftliches Informationssystem ist das zunächst
keine wesentliche Beeinträchtigung, da sich die Mitglieder der Community im allgemeinen
gegenseitig kennen und der Prozess (zumindest in einem gewissen Ausmaß) das Darstellen
und Vermitteln von Wissen ähnlich wie im realen Leben widerspiegelt.
Für den Einsatz der hier vorgestellten Informationssysteme in weit größeren Communities
mit tendenziell eher geringerer wissenschaftlicher Ausrichtung ändert sich die Situation aber
erheblich. Mit zunehmendem Einsatz der Systeme ist nicht auszuschliessen oder sogar davon
auszugehen, dass eine politische Einflussnahme auf die Inhalte und die Nutzer erfolgen
wird. Beim Einsatz in (sehr) großen Netzwerken wird es nicht mehr so leicht sein, zu
erkennen, ob es sich bei der Störung um einen kritischen Eingriff in bzw. um einen Angriff
auf die Community handelt. Als Hilfsmittel dazu werden flexible Analysewerkzeuge zur
Visualisierung und Simulation von Störungen im Informationssystemeinsatz benötigt. Die
ATLAS-Informationssystemarchitektur wird daher aktuell um dafür geeignete Werkzeuge
ergänzt, deren prototypische Evaluierung am Spezialfall der Email-Kommunikation in
Communities sowie der Analyse von Web-Tagebüchern (so genannten Web-Logs oder kurz:
Blogs) stattfindet [CKSL07, KCSp07].
Generell müssen diese Hilfsmittel noch erweitert werden, um für beliebige Netzwerke und
Medienkonstellationen anwendbar zu sein. Insbesondere durch Entwicklung und Verbrei-
tung des Web 2.0 und seiner Anwendungen – nicht zuletzt der „sozialen Software“ – haben
sich die Medien des Internet weiter vermengt [KSCa07]. So ist eines der Grundkonzepte
des Web 2.0 der so genannte Mash-Up [West07]. Dabei handelt es sich um solche Anwen-
dungen, die durch Kombination von Diensten Dritter einen Mehrwert anbieten. Damit reicht
es an dieser Stelle nicht mehr aus, den Einfluss einzelner Medien oder Communities zu
analysieren, sondern es muss eine übergreifende Untersuchung erfolgen [KSCa07, SKJa06].
Weiterhin unterstützt soziale Software die „Basisdemokratie“ im Internet dadurch, dass
Netzwerkteilnehmer nicht mehr reine Konsumenten von Inhalten sind, sondern zugleich
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auch deren Erzeuger. Aus medientheoretischer Sicht müssen dazu verschiedene Agency-
und Patienthood-Theorien [CaLa03] analysiert und informatisch umgesetzt werden. Einen
Modellierungsansatz dafür stellt etwa die Aktor-Netzwerk-Theorie (ANT) zur Verfügung,
in der Menschen und Nichtmenschliches (z.B. Medien) als gleichberechtigte Akteure in
Netzwerken verstanden werden, um ein gemeinsames Ziel zu erreichen. Auf Grundlage die-
ses Modells lassen sich dann z.B. mathematische Verfahren zur Netzwerkanalyse anwenden
[BrEr05] bzw. musterbasierte Verfahren zur Diagnose von hochdimensionale Störungs-
muster einsetzen [KSCJ06, KSDe06]. Um zugleich den Netzwerkteilnehmern das eigene
Handeln vor Augen führen zu können, ist zudem eine Reduktion der fachinformatischen
Kenntnisse zur Nutzung der Systeme sinnvoll, wodurch diese für Fachfremde intuitiver ver-
ständlich und damit leichter einsetzbar werden. Insbesondere durch Simulationswerkzeuge
könnten die Anwender auf diese Weise stärker als bisher mit den möglichen Reaktionen
ihres Handelns oder Nicht-Handelns in den Netzwerken experimentieren.
Weiterhin stellt die fortschreitende Entwicklung mobiler Endgeräte (z.B. im Exzellenzcluster
UMIC) in einer global vernetzten Welt neue Anforderungen an multimediale Informations-
systeme. Dazu ist an dieser Stelle zu prüfen, welchen Einfluss interkulturelle Rahmenbe-
dingungen auf den Einsatz von Informationssystemen haben. Kulturelle Besonderheiten
sind medientheoretisch zu untersuchen und zu formalisieren, um dies in die Konzeption von
ATLAS einfließen zu lassen. Zudem ist es insbesondere für mobile Communities sinnvoll,
den spatialen Kontext der Betrachtung mit in Verarbeitung und Darstellung der Inhalte
im Informationssystem zu berücksichtigen. Auf diese Weise lässt sich dann ermitteln, ob
multimediale Informationssysteme auf einem windigen Ausgrabungsfeld in Afghanistan
genauso sicher und einfach zu bedienen sind wie in einem gut beheizten Mitarbeiter- oder
Professorenzimmer.
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Anhang B
Dublin Core gekapselt in MPEG-7
dc:contributor Referenz: /Mpeg7/Description/MultimediaContent
//CreationInformation/Creation
/Creator[Role/@href=<ROLENAME>]
/AgentRef/@href
Klassifikationsschema: urn:i5:atlas:dc:AgentRoleCS:contributor
Referenziertes Element: /Mpeg7/Description/Semantics
/SemanticBase[xsi:type="mpeg7:AgentObjectType"]
z.B. <SemanticBase xsi:type="mpeg7:AgentObjectType"
id="20060919075921163">
<Label>
<Name>Lehrstuhl Informatik 5</Name>
<Definition></Definition>
</Label>
<Agent xsi:type="mpeg7:PersonType "> ... </Agent>
</SemanticBase>
LAS verwaltet Metadaten zu Medien und Agenten in unterschiedlichen Dokumenten.
Beteiligte Personen werden mit der Rolle “Beteiligter” versehen und die Agentenbe-
schreibung aus der Medienbeschreibung referenziert. Die Rollendefinition basiert auf
einem MPEG-7 classification scheme.
dc:coverage /Mpeg7/Description/MultimediaContent//CreationInformation
/CreationCoordinates/Location/Name
/Mpeg7/Description/MultimediaContent//CreationInformation
/CreationCoordinates/Date/TimePoint
LAS verwaltet die Kombination aus Ort und Datum als Herstellungsangaben zu einem
Medium.
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Dublin Core gekapselt in MPEG-7
dc:creator Referenz: /Mpeg7/Description/MultimediaContent
//CreationInformation/Creation
/Creator[Role/@href=<ROLENAME>]
/AgentRef/@href
Klassifikationsschema: urn:i5:atlas:dc:AgentRoleCS:creator
Referenziertes Element: /Mpeg7/Description/Semantics
/SemanticBase[xsi:type="mpeg7:AgentObjectType"]
z.B. <SemanticBase xsi:type="mpeg7:AgentObjectType"
id="20060919075921163">
<Label>
<Name>Lehrstuhl Informatik 5</Name>
<Definition></Definition>
</Label>
<Agent xsi:type="mpeg7:PersonType "> ... </Agent>
</SemanticBase>
LAS verwaltet Metadaten zu Medien und Agenten in unterschiedlichen Dokumenten.
Beteiligte Personen werden mit der Rolle “Ersteller” versehen und die Agentenbe-
schreibung aus der Medienbeschreibung referenziert. Die Rollendefinition basiert auf
einem MPEG-7 classification scheme.
dc:date /Mpeg7/Description/MultimediaContent//CreationInformation
/CreationCoordinates/Date/TimePoint
MPEG-7 verwendet die gleiche Kodierung für Datumsangaben wie Dublin Core.
Demnach sind Datumsangaben kompatibel in MPEG-7 und Dublin Core.
dc:description /Mpeg7/Description/MultimediaContent//TextAnnotation/FreeTextAnnotation
LAS bietet für jedes Medium die Möglichkeit einer Freitextannotation.
dc:format Referenz zu Term /Mpeg7/Description/MultimediaContent
eines Schema: //MediaInformation/MediaProfile
/MediaFormat/FileFormat/@href
Klassifikationsschema: urn:mpeg:IPTCMimeTypeCS
z.B.: href="urn:mpeg:IPTCMimeTypeCS:image/jpeg"
Referenzierter Term /Mpeg7/ContentManagement
zum obigen Beispiel: /ClassificationScheme
[@uri="urn:mpeg:IPTCMimeTypeCS"]
/Term[termId="image/jpeg"]/Name
z.B. <Term termId="image/jpeg">
<Name xml:lang="en">image/jpeg</Name>
<Definition xml:lang="en">
JPEG Image File
</Definition>
</Term>
Medienformate sind im LAS als Referenz auf einen Term im zugehörigen, das MPEG-7
Classification Scheme beinhaltenden, Dokument gespeichert.
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Dublin Core gekapselt in MPEG-7
dc:identifier /Mpeg7/Description/MultimediaContent//MediaLocator/MediaUri
/MediaIdentification/EntityIdentifier/Mpeg7/DescriptionUnit//∗/@id
LAS benutzt zwei Bezeichner für Medien. Der erste wird, wie in Dublin Core dazu
verwendet, eine eindeutige Identifikation - sofern möglich - eines Mediums in einem
Bezeichnungsstandard wie DOI, URI oder ISBN vorzunehmen. Der zweite Bezeichner
enthält die eindeutige ID eines Mediums im LAS.
dc:language /Mpeg7/Description/MultimediaContent//CreationInformation
/Classification/Language
Mögliche Werte sind z.B. de-DE, en-US, etc.
dc:publisher Referenz: /Mpeg7/Description/MultimediaContent
//CreationInformation/Creation
/Creator[Role/@href=<ROLENAME>]
/AgentRef/@href
Klassifikationsschema: urn:i5:atlas:dc:AgentRoleCS:publisher
Referenziertes Element: /Mpeg7/Description/Semantics
/SemanticBase[xsi:type="mpeg7:AgentObjectType"]
z.B. <SemanticBase xsi:type="mpeg7:AgentObjectType"
id="20060919075921163">
<Label>
<Name>Lehrstuhl Informatik 5</Name>
<Definition></Definition>
</Label>
<Agent xsi:type="mpeg7:PersonType ">
...
</Agent>
</SemanticBase>
LAS verwaltet Metadaten zu Medien und Agenten in unterschiedlichen Dokumenten.
Herausgeber werden mit der Rolle “Publisher” versehen und die Agentenbeschrei-
bung aus der Medienbeschreibung referenziert. Die Rollendefinition basiert auf einem
MPEG-7 Classification Scheme.
dc:relation Knoten dieser /Mpeg7/DescriptionUnit/Relationships
Medienbeschreibung: /Node[./@id="THISID"...]
Zielknoten einer /Mpeg7/DescriptionUnit/Relationships
anderen Medienbeschreibung: /Node[./@id="ID"...]
Zugehörige /Mpeg7/DescriptionUnit/Relationships
Beziehung: /Relation[./@source="THIS"and ./@target="ID"
and ./@type="<SOME_RELATION>"]
Ein MPEG-7 Knoten ist als Referenz zu einem beliebigen MPEG-7 Object definiert.
Eine Beziehung in MPEG-7 besteht aus einer Medienbeschreibung dieses Knotens mit
beliebig vielen anderen Knoten, die Zielknoten dieser Beziehung sind. Die Beziehungen
sind getypt, wobei die Typdefinition auf einem MPEG-7 Classification Scheme basiert.
dc:rights /Mpeg7/Description/MultimediaContent//UsageInformation)
/Rights/RightsId
LAS beinhaltet einen eigenen Security Manager, der die Copyright-Information über
eine eindeutige ID verwaltet.
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Dublin Core gekapselt in MPEG-7
dc:source Knoten dieser /Mpeg7/DescriptionUnit/Relationships
Medienbeschreibung: /Node[./@id="THISID"...]
Zielknoten einer /Mpeg7/DescriptionUnit/Relationships
anderen Medienbeschreibung: /Node[./@id="ID"...]
Zugehörige /Mpeg7/DescriptionUnit/Relationships
Beziehung: /Relation[./@source="ID"and
./@target="THISID"and ./@type="dc:source"]
Ein MPEG-7 Knoten ist als Referenz zu einem beliebigen MPEG-7 Object definiert.
Eine Beziehung in MPEG-7 besteht aus einer Medienbeschreibung dieses Knotens mit
beliebig vielen anderen Knoten, die Zielknoten dieser Beziehung sind. Die Beziehungen
sind getypt, wobei die Typdefinition auf einem MPEG-7 Classification Scheme basiert.
dc:subject /Mpeg7/Description/MultimediaContent//TextAnnotation
/KeywordAnnotation/Keyword
dc:title /Mpeg7/Description/MultimediaContent//CreationInformation/Creation/Title/text()
LAS verwendet das xml:lang Attribut eines Titels für die Internationalisierung gemäß
i18n.
dc:type Referenz: /Mpeg7/Description/MultimediaContent
//CreationInformation/Classification
/Genre/@href
Klassifikationsschema: urn:mpeg:TVAnytime_v0.1ContentCS
z.B.: href="urn:mpeg:TVAnytime_v0.1ContentCS:1.1.1"
Referenziertes Element: /Mpeg7//ClassificationScheme
[@uri="urn:mpeg:TVAnytime_v0.1ContentCS"]
/Term[termId="1.1.1"]/Name
z.B. <Term termId="1.1.1">
<Name xml:lang="en">
Infotainment
</Name>
<Definition xml:lang="en">
Programs intended primarily to entertain,
but which also contain substantial
informative elements.
</Definition>
</Term>
Genre sind im LAS als Referenz auf einen Term im zugehörigen, das MPEG-7 Classi-
fication Scheme beinhaltenden, Dokument gespeichert. LAS verwendet das xml:lang
Attribut eines Terms für die Internationalisierung gemäß i18n.
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