Abstract-This paper is concerned with the stability problem of randomly switched systems. By using the probability analysis method, the almost surely globally asymptotical stability and almost surely exponential stability are investigated for switched systems with semi-Markovian switching, Markovian switching, and renewal process switching signals, respectively. Two examples are presented to demonstrate the effectiveness of the proposed results, in which an example of consensus of multiagent systems with nonlinear dynamics is taken into account.
cases of renewal process. Hence, the other motivation of this paper is to consider the GAS a.s. and ES a.s. for the system with renewal process switching signals.
Motivated by above discussions, in this paper, we aim to investigate the GAS a.s. and ES a.s. for randomly switched systems, where the switching signal is assumed to satisfy semi-Markovian process, Markovian process and renewal process, respectively. The contributions of this paper are summarized as follows.
1) The GAS a.s. and ES a.s. are investigated for system with Markovian and semi-Markovian switching by using the stationary distribution of the Markov and embedded Markov chain, respectively. In addition, GAS a.s. and ES a.s. are also taken into account for system with renewal process switching signals. 2) A new analysis technique is introduced here to comprehensively consider the GAS a.s. and ES a.s. of randomly switched systems by using the strong law of large number. Notations: Let R = (−∞, +∞), R + = [0, +∞), N + = 1, 2, . . ., N = 0 ∪ N + , and Γ = {1, 2, . . . , r}, where r > 0 is a finite integer. Let (Ω, F, P ) be a complete probability space with some filtration {F t } t ≥0 satisfying the usual conditions (i.e., the filtration is increasing and right continuous while F t 0 contains all P -null sets). Let C 1 denote the family of all nonnegative functions V (x, i) on R d × Γ → R + and that are once differentiable in x. For x ∈ R d , |x| denotes the Euclidean norm of x. Moreover, let K denote the class of continuous strictly increasing function κ : R + → R + with κ(0) = 0, and K ∞ be the subset of K functions that are unbounded. E denotes the expectation operator.
II. PRELIMINARIES
In this paper, we consider the following randomly switched system:
where x(t) ∈ R d ; the randomly switching signal σ(t) ∈ Γ is a piecewise constant function, which is continuous from the right, specifying the index of the active subsystem, i.e., σ(t) = i n ∈ Γ for t ∈ [τ n , τ n + 1 ), and τ n is the nth switching time instant, where n ∈ N and τ 0 = 0; the functions f i : R d → R d are locally Lipschitz and f i (0) = 0 for i ∈ Γ; the probability space (Ω, F, P ) is generated by the càdlág random process σ(t). In addition, it is assumed that there are no jumps in the state x(t) at switching instants.
Let N (t) be the occurrence number for total switching over the interval [0, t] , N i (t) be the occurrence number for the ith subsystem over the interval [0, t] and T i (t) be the total time for the switched system active on the ith subsystem over the interval [0, t]. Let s(n) = τ n − τ n −1 be the sojourn time of a subsystem for the nth visiting of σ(t) and the s i (n) be the sojourn time of the state i for the nth visiting of σ(t), where n ∈ N + . Before giving the main results, we first present the following definitions.
Definition 1 (see [19] , [20] ): The switching signal σ(t) is said to be 1) semi-Markovian switching, if let σ n = σ(t) for τ n ≤ t < τ n + 1 , n ∈ N be the embedded chain i) the discrete-time process {σ n , s(n)} is a Markovian renewal process and satisfies
ii) the distribution function of sojourn time s(n) is defined by
which depends on σ n and σ n −1 ; 2) Markovian switching, if for ∀i n ∈ Γ, n ∈ N
where 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t n ; 3) renewal process switching, if the occurrence N (t) of the switched signal σ(t) satisfies a renewal process, that is, the sojourn times {s(n), n ∈ N} are a sequence of nonnegative independent random variables with a common distribution F . Definition 2 ([2] , [21] ): The randomly switched system in (1) is said to be 1) globally asymptotically stable almost surely (GAS a.s.), if the following two properties hold simultaneously: SP1) for any ε ∈ (0, 1), there is a δ = δ(ε) > 0 such that such that when |x 0 | < δ
for all x 0 ∈ R d .
III. MAIN RESULTS
In this section, by using the probability analysis method and the strong law of large number, GAS a.s. and ES a.s. will be considered for system (1) with semi-Markovian switching, Markovian switching, and renewal process switching signals, respectively.
A. Stability of System With Semi-Markovian Switching
In the section, the switching signal σ(t) is assumed to be governed by a semi-Markovian chain. It can be got from (2) that the embedded chain {σ n , n ∈ N} is a Markov chain. Let the embedded chain have a transition probability matrix P = [p ij ] r ×r , where p ii = 0 for i ∈ Γ, and assume that it is irreducible and has a stationary distributionπ = {π 1 
First, a lemma is provided to connect the active time on each subsystem and the stationary distribution of the embedded Markov chain, which is crucial to examine the stability of system (1) with semiMarkovian switching.
Lemma 1: Let σ(t) be a semi-Markovian process with state sojourn time sequence s(n), n ∈ N, andπ be the stationary distribution of the embedded Markov chain σ n , n ∈ N. Then, for ∀i ∈ Γ lim t →∞ Proof: A brief proof has been provided in the appendix.
In the following, the GAS a.s. will be presented for system (1) with semi-Markovian switching.
Theorem 1: Assume that there exist functions κ 1 , κ 2 ∈ K ∞ , constants μ i > 1 and
Then, system (1) with semi-Markovian switching is GAS a.s. Proof: It can be derived from (H 2 ) and (
where x 0 is the initial value of system (1). Combing this with (H 1 ) implies that
It follows that
By (H 4 ), we can select a positive constant ε 1 such that
It can be got from Lemma 1 that for ∀i ∈ Γ lim t →∞
On the other hand, it can be checked by using (29) that for ∀i ∈ Γ lim t →∞
Combing (8) with (9) yields that
Thus, for ∀i ∈ Γ and the ε 1 defined in (7), there exists a positive constant
It follows that for t ≥ T (ε 1 )
It can be obtained from Lemma 1 that
Combing this with (7) follows that
which implies that
Thus, it can be checked by (11) and (13) that
To show that system (1) with the semi-Markovian switching is GAS a.s., we first let h and ε be two arbitrary positive numbers. It follows from (14) that there is a positive random variable T (h, ε ) such that
This, together with (6), implies
In other words, SP2) in Definition 2 is fulfilled. Let us now fix any ε ∈ (0, 1). It follows from (14) that
Hence, there is a positive number ρ such that
Let δ = δ(ε) be so small that κ 2 (δ) < κ 1 (ε)/ρ. Using (6), we, therefore, see that
That is, SP1) in Definition 2 is satisfied too.
Remark 1:
From the definition of semi-Markovian switching, the distribution F ij (t) should depend on i and j. Under this assumption, the stability and stabilization problems were investigated in [12] and [14] for systems with discrete-time semi-Markovian switching by using the semi-Markovian kernel approach. However, for continuous-time semiMarkovian switching, some special assumptions should be given for semi-Markovian process in [6] and [9] - [11] . For example, the distribution F ij (t) only depends on i in [6] and [9] - [11] , and satisfies the phase-type distribution in [10] and [11] . These restrictive assumptions are removed from this paper. Thus, the semi-Markovian signal considered in this paper is more general than in [6] and [9] - [11] .
As a corollary, the ES a.s. will be given for system (1) with semiMarkovian switching.
Corollary 1: Assume that there exist positive constants μ i > 1, c and
In particular, if (H 4 ) in Theorem 1 holds, then system (1) with semiMarkovian switching is ES a.s. Proof: Combining (5) with (11) yields that, for ∀i ∈ Γ and ε 1 defined in (7), there exists a corresponding constant T (ε 1 ) such that
It can be checked by using (H 1 ) and (12) that
Then, (15) follows by letting ε 1 → 0 in (16).
B. Stability of System With Markovian Switching
Here, the switching signal σ(t) is assumed to be a Markov chain, the GAS a.s. and ES a.s. will be obtained for system (1) with Markovian switching.
Let σ(t) ∈ Γ, t ≥ 0 be a right-continuous Markov chain with gen- In the following, the GAS a.s. is studied for system (1) 
where π i is the stationary distribution of the Markov chain {σ(t), t ≥ 0}. By the strong law of large number and Lemma 2, we have for
Combining (17) with (18) yields that
Then, this theorem can be proved similarly as the proof given in Theorem 1, here we omit it. The ES a.s. will be studied for system (1) 
C. Stability of System With Renewal Process Switching Signals
In this section, the switching signal σ(t) is assumed to be governed by a renewal process. Let the state sojourn time sequences s(n), n ∈ N and σ(τ n ), n ∈ N be mutually independent, and F (0) = P (s(n) = 0) < 1 for avoiding trivialities. In addition, we assume that there exists a probability distribution p i ∈ (0, 1), i ∈ Γ, such that for ∀n ∈ N P σ(τ n + 1 ) = i|σ(τ n ), . . . , σ(τ 0 ) = p i .
The GAS a.s. and ES a.s. will be investigated for system (1) with this renewal process switching signals. First, a lemma is presented for getting the main result.
Lemma 3 ( [19] ): Let N (t) be a renewal process, then
where Es(n) = θ, n ∈ N and θ is a positive constant. In the following, the GAS a.s. will be considered for system (1) with renewal process switching signals.
Theorem 3: Assume that there exist functions κ 1 , κ 2 ∈ K ∞ , constants μ > 1 and λ i ∈ R, i ∈ Γ such that
< 0. Then, system (1) with renewal process switching signals is GAS a.s. 
By using (H 2 ), (H 3 ), and (5), we can get that for ∀t ≥ 0
Then, for ∀i ∈ Γ and ε 1 defined in (20) , it can be got from Lemma 3 that there exists a positive constant T (ε 1 ) such that if t ≥ T (ε 1 )
Combining this with (21) follows that for t ≥ T (ε 1 )
By using the strong law of large number, we have for l = 0, 1
which yields that
Consequently
Combing this with (22) implies that
Then, by utilizing the proof of Theorem 1, we can similarly derive that system (1) with renewal process switching signals is GAS a.s. By the proof of Theorem 3, the ES a.s. can be obtained as a corollary. Corollary 3: Assume that there exist positive constants μ > 1, c, and , the stability can be guaranteed.
Remark 3: Though the GAS a.s. was also considered in [2] and [6] , it is worth pointing out that the system model considered in this paper is more general. In [2] , the GAS a.s. was investigated for randomly switched systems with all stable subsystems. In [6] , the GAS a.s. was considered for randomly switched systems, where the sojourn time of switched signals satisfies an exponential distribution in Theorem 3.2 and a uniform distribution in Theorem 3.4, respectively. It is well known that the sojourn times {s(n), n ∈ N} of renewal process are a sequence of nonnegative independent random variables with a common distribution F , where the distribution F may satisfy an exponential distribution or a uniform distribution. Thus, the renewal process switching signals considered in Theorem 3 contain switching signals considered in [6, Th. 3.2 and 3.4] as a special case.
Remark 4: By using the comparison principle, the moment stability was investigated for the system with Markovian switching in [8] and with semi-Markovian switching in [9] , respectively. Unfortunately, the moment stability cannot yield GAS a.s. [23] . In addition, the methods used in [8] and [9] cannot be directly applied to investigating the GAS a.s. Thus, a new analysis technique is introduced in this paper to consider the GAS a.s. and ES a.s., which has provided a uniform method to investigate the stability for systems with semi-Markovian switching, Markovian switching and renewal process switching signals, respectively.
IV. EXAMPLES
In this section, two examples are given to show the effectiveness of the main results. The first example is a switched system with both stable and unstable subsystems, and some comparisons will be given between this paper and some well-studied existing works. In the second example, it is shown that the results in this paper can be used to consider the consensus of multiagent systems with semi-Markovian switching and nonlinear dynamics.
Example 1: In this example, the switched systems contains both stable and unstable subsystems. Consider the following dynamic system:ẋ
where
In the following, it will be assumed that the switching signal σ(t) satisfies Markovian process, a renewal process and a semi-Markovian process, respectively, and shown that system (24) with the assumed switching signal is GAS a.s. and ES a.s. Consider the following three candidate Lyapunov functions:
which yields that λ 1 = −3, λ 2 = −1, and λ 3 = 2. We can select μ 1 = 2, μ 2 = 1.01, and μ 3 = 2.
Let the switching signal σ(t) be a Markov chain, and the generator of the Markov chain be
Then, we have the invariant distribution π = (0.6, 0.2, 0.2). It can be checked that i ∈Γ π i (λ i + q i ln μ i ) = −0.483 < 0. Fig. 1(a) presents the state trajectories for system (24) with Markovian switching. If the switching signal σ(t) is a renewal process, and p 1 = 0.6, p 2 = 0.2, p 3 = 0.2, then we have i ∈Γ λ i p i + ln μ θ < 0, when θ > 0.432. Fig. 1(b) shows that when θ = 1, system (24) with renew process switching signals is stable.
If the switching signal σ(t) is a semi-Markovian process, and the transition probability matrix for the embodied chain is In this example, the subsystems of switched systems can be stable and unstable. The work in [2] cannot be applied to switched systems with unstable subsystems. For renewal process, we give an easy-tocheck criterion, where the distribution of sojourn time contains the uniform distribution and exponential distribution in [6] as a special case. In addition, for switched systems with continuous-time semiMarkovian signals, the distribution F ij in this example depends on i and j. Thus, it was assumed in [9] - [11] that the distribution F ij only depends on i, which cannot be used in this example.
Example 2: In the following, A coupled dynamic system was considered in [24] and [25] 
. In addition, we assume that each G l is a matrix with zero row sum and nonnegative off diagonal entries. For any A, define RV(A) = min i,j {a ij + a j i
}} is a random variable on S G . In [24] , the consensus was considered for system (25) with independent identically distributed (i.i.d.) and Markov chains switching signals, respectively. In the following, it will be shown that system (25) achieves almost sure consensus with semi-Markovian switching signals under our results. The dynamics of each node is assumed to be a Chua's circuit
where the randomly three coupling matrices are defined as in [24] 
It has been checked in [24] 
V. CONCLUSION
In this paper, the GAS a.s. and ES a.s. have been considered for the randomly switched systems by using the probability analysis method. Three kinds of switching signals are investigated in this paper including semi-Markovian switching, Markovian switching, and renewal process switching signals. Two examples have been presented to illustrate the effectiveness of the proposed results. The sojourn time sequence and embodied chain have assumed to be mutually independent for renewal process, which limits the application of the results. Our future research topic will try to generalize this assumption.
APPENDIX PROOF OF LEMMA 1
Proof: It can be checked that
As the embedded Markov chain {σ n , n ∈ N} is an irreducible Markov chain, by using Ergodic theorem (see [22, 
On the other hand, it can be derived from (3) that for n ∈ N P (s i (n) ≤ t) = P (τ n ≤ t|σ n −1 = i) 
Substituting (29) and (28) 
