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ABSTRACT	  
 
The thesis presents three studies on the visual control of locomotion. Each 
investigates the visual behaviour of human subjects driving a car. The focus is on the 
basic visual behaviours involved in the task of negotiating bends in a road car, at 
normal road speeds. The aim was to investigate the properties of visual behaviour 
relevant to the two predominant classes of visual steering models in the literature: 
tangent point models, and future path models. 
Study I is the first on-road study where the visual projection of the future path in 
the field of view is modeled explicitly, enabling a re-evaluation of the generality of 
the tangent point hypothesis and its methodological grounds based on simple area of 
interest (AOI) measures incapable of producing decisive evidence, prompting the 
need for complementary data. Empirically and theoretically, the future path can be 
considered a “potential gaze target” that is as equally valid as the tangent point. Study 
II is the first on-road study to demonstrate optokinetic nystagmus (periodic, slow eye 
movements) in curve-driving. Combining eye-movement data with vehicle telemetry, 
we were able to show that the fixations lose their pursuit-like appearance, and are 
stable relative to real allocentric locations. Study III used these optokinetic pursuit 
movements as a means to empirically contrast the tangent point and future path 
models. We found that 1) the gaze position was typically above the tangent point, and 
displays a large horizontal variation in relation to it, being spread into the far zone 
along the future path, 2) the optokinetic pursuit had a horizontal component in the 
direction opposite to the bend and 3) the magnitude of the horizontal component of 
the pursuit movements was approximately equal to one half of the vehicle yaw rate. 
All three observations are what one would predict given the hypothesis that the 
drivers were targeting fixed target points on the future path beyond the tangent point 
and tracking them with pursuit eye movements, but difficult to reconcile with a 
tangent point strategy. 
This pattern of results in the three studies is consistent with the drivers’ targeting 
points on the future path instead of, or in addition to, the tangent point. This 
challenges the generality of the tangent point hypothesis as an account of where we 
look when we steer. 
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TIIVISTELMÄ	  
 
Väitöskirjatyö koostuu kolmesta osatutkimuksesta, joissa tutkitaan näkemiseen 
perustuvaa liikkeenohjausta autolla ajaessa. Tutkimuksessa keskitytään kuvailemaan 
visuaalisia perustoimintoja kuljettajan ajaessa läpi mutkan normaaleilla 
maantienopeuksilla. Päämääränä  oli selvittää tarkemmin visuaalisiä toimintamalleja 
joilla on teoreettista merkitystä kahden keskeisimmän kirjallisuudessa esiintyvän 
ohjausmallityypin kannalta. Nämä ovat: tangenttipisteeseen perustuvat mallit ja 
tulevaan ajolinjaan perustuvat mallit. 
Ensimmäinen osatutkimus oli ensimmäinen maantiellä tehty tutkimus jossa 
ajolinjan projektio kuljettajan näkymään mallinnettiin eksplisiittisesti. Tutkimuksessa 
arvioitiin kriittisesti tangenttipistehypoteesin yleistyvyyttä ohjausmallina. Sekä 
empiirisesti että teoreettisesti tuleva ajolinja tarjoaa yhtä hyvin perustellun 
lähtökohdan ohjauksen mallintamiseen, ja perinteiset silmänliikemenetelmät joilla 
tangenttipistehypoteesia on aiemmin tutkittu eivät kykene tarjoamaan ratkaisevaa 
todistusaineistoa suuntaan tai toiseen. 
Toinen osatutkimus osoitti ensimmäisenä, että normaalissa kaarreajossa tapahtuu 
optokineettistä nystagmusliikettä (jaksollisia hitaita silmänliikkeitä). Liittämällä 
silmänliikemittausten tulokset ajoneuvotelemetriaan onnistuttiin myös osoittamaan, 
että kooridnaatistossa jossa katseen suunta kunakin ajan hetkenä suhteutetaan 
kiinteään ulkomaailman pisteeseen liikettä ei havaita, vaan katse pysyy vakaana 
suhteessa “kiintopisteeseen”. 
Kolmannessa osatutkimuksessa löytämämäämme optokineettistä liikettä  käytettiin 
konplementäärisenä todistusaineistona joka mahdollisti aikaisempaa tutkimusta 
paremmin tangenttipiste- ja ajolinjamallien vertailuun. Keskeiset löydökset olivat että 
1) katsesuuntamittausten perusteella katse näyttää suuntautuvan tyypillisesti kohti 
ajolinjaa yli ja ohi tangenttipisteen, ja 2) optokineettinen silmänliike “fiksaation” 
aikana vastaa visuaalista virtauskuviota ajolinjalla, ja 3) on suuruusluokaltaan noin 
puolet auton pystykiertymäkulmanopeudesta. Kaikki kolme havaintoa viittaavat 
tulevan ajolinjan keskeisyyteen kuljettajan katseen kohdistumisessa, ja ovat 
ongelmallisia tangenttipisteeseen perustuvien ohjausmallien kannalta. 
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1	  INTRODUCTION	  
 
This thesis presents three studies on the visual control of locomotion. More 
specifically, it investigates eye-movement behavior of human subjects driving a car, 
and it focuses on slow (non-saccadic) eye-movements responding to coherent local 
optical flow. New analysis methods are presented, showing how slow eye movements 
can illuminate the visual steering strategies involved in curve driving. 
“Driving a car” in itself is not a phenomenon of general scientific interest. It 
involves a particular collection of behaviors peculiar to a specific mode of transport 
only available to humans at a particular point in history. But while some “traffic 
behavior” (the subject of traffic psychology) is quite specific to the environment 
encountered in the modern road system, some behaviors exhibit general properties of 
visual behavior. They do not occur only on contemporary roads, but reflect more 
general adaptations of the visual system to the constraints of vehicle-assisted 
locomotion. It is the latter which make an appropriate object for naturalistic inquiry in 
vision research. Assuming these can be identified, separated, and studied in isolation 
either in a simulator of by a judicious choice of experimental settings in the field, then 
by studying in detail the way visual strategies are adapted to a particular naturalistic 
task one may hope to discover something of general interest about the human visual 
system – and visually guided locomotion in general. 
Moving in most environments is guided by looking where you are going. Rapid 
and highly efficient mechanisms of visuomotor control, judgment and decision-
making ensure that, most of the time, the challenging task of planning and executing a 
continuous trajectory through potentially hazardous environments is carried out with 
confidence, and little apparent conscious planning. This remarkable capacity to 
quickly and automatically select a path through a complex three-dimensional scene – 
as evidenced in quick driving, downhill skiing, mountain biking, etc. – suggests that 
our brains have evolved highly efficient ways of obtaining visual information and 
integrating it with somatomotor, vestibular and auditory information to represent 
space and to control locomotion. These behaviors depend crucially, but not 
exclusively, on preview information provided by the visual system about upcoming 
path geometry and obstacles. How these visual behaviors are carried out, what 
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perceptual, attentional and motor capacities are involved, and how the brain realizes 
them, are subject matters of some general interest in visual science. 
Eye movements provide an excellent physiological means to investigate these 
behaviors. Due to inherent physiological constraints in the span and acuity of the 
visual field, it is necessary that the eyes be directed at the appropriate direction at the 
appropriate time. Eye movement studies carry the important advantage that visual 
behavior can be measured reliably and accurately in the real world, during naturalistic 
tasks. With modern mobile eye-tracking equipment, eye movements can be measured 
while the subject is engaged in locomotion, either on foot or in a vehicle. The present 
studies are based on careful measurements of elementary visual behaviors of car 
drivers during curve driving, i.e. the task of negotiating bends in a road car at normal 
road speeds.  
For nearly 20 years, “steering by the tangent point” has been the most prominent 
theoretical model of visual orientation in curve driving. It is the most common 
interpretation of the commonly observed pattern of car drivers looking through a 
bend, or at the apex of the curve. Indeed, in the visual science literature, visual 
orientation towards the inside of a bend has become known as “tangent point 
orientation”. 
The aim of these studies was to investigate properties of visual behavior relevant to 
comparing the tangent point hypothesis – which posits that we steer by monitoring the 
position of the tangent point, a salient cue on the road edge –  and the future path 
hypothesis – which posits that we steer by looking at target points on the future path 
(where we are going). In the latter case, observing “tangent point orientation” in an 
eye-movement study may result from geometrical contiguity of the future path 
reference point(s) and the tangent point. 
In Study I we studied gaze position in the visual scene in relation to a number of 
theoretically identified reference points – an approach that follows the traditional area 
of interest (AOI) method, as used in the tangent point literature. The study extended 
the state of the art in AOI analysis of on-road behavior in that it is the first study to 
present on-road data where the visual projection of the future path in the visual field 
is modeled explicitly. A Bézier-curve representation of the road, as projected into the 
forward-looking visual field, was developed to explore gaze in relation to multiple 
reference points, including for the first time future path reference points, and in more 
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detail than is possible with traditional AOI methods (labeling fixations by hand). We 
found that the future path, or appropriately chosen reference points on it, are actually 
a very good representation of the drivers’ gaze behavior, and can be considered 
equally valid “potential gaze targets” as the tangent point for analyzing gaze data 
collected from real driving. In that study we also, for the first time, quantitatively 
investigated AOI overlap – a problematic aspect of traditional AOI methods used in 
previous studies supporting tangent point orientation. We concluded that AOI 
methods are inherently inconclusive and therefore ultimately unsatisfactory in the  
tangent point vs. future path debate. Other, complementary sources of information 
beyond gaze position in relation to reference point AOIs are needed. 
In Study II, gaze stability was analyzed quantitatively at the level of individual 
fixations. We were the first to demonstrate optokinetic nystagmus during real-world 
curve driving. We found that as drivers entered bends, their “fixations to the road” 
were not stable in an egocentric (vehicle) frame of reference. Instead we observed 
clear and robust optokinetic pursuit, where the eyes rotate against in the direction 
opposite to road curvature. By combining eye-movement data with localization 
information and vehicle-rotation signals from vehicle telemetry, we were able to 
relate the gaze behavior to a fixed reference point on the future trajectory of the 
vehicle (the exit point of the curve). This showed that in a frame of reference that 
rotates in the driver’s egocentric coordinate system the fixations lose their pursuit-like 
character and maintain instead a fixed angle. That is, gaze is more stable relative to 
the allocentric world the than the vehicle/body axis (as would be expected of 
optokinetic pursuit tracking fixed allocentric locations or following regional optic 
flow). 
The idea in Study III was to use the optokinetic pursuit movements themselves as 
a means for differentiating between predictions of the tangent point and future path 
models. The argument was based on an analysis of how different hypotheses of visual 
orientation during curve driving (tangent point vs. future path) can be related to 
different optokinetic eye-movement patterns, in addition to different gaze landing 
locations. We observed that the optokinetic pursuit has a horizontal slow phase 
component in the direction opposite to the bend and that the magnitude of the 
horizontal component of the pursuit movements was found to be approximately half 
vehicle yaw rate. These observations are precisely what is predicted by the hypothesis 
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that the drivers are targeting fixed target points on the future path beyond the tangent 
point and tracking them with pursuit eye movements. In contrast, we found few 
fixations to the tangent point (during steady-state cornering), and virtually no 
evidence for optokinesis consistent with regional optic flow at the tangent point 
location. This pattern of results is consistent with the assumption that during curve 
driving drivers target points on the future path instead of, or in addition to, the tangent 
point. 
These results question the generality of the tangent point hypothesis as an account 
of where we look when we steer. The main thesis to be defended is that during curve 
negotiation car drivers tend to look at the road, specifically their anticipated 
locomotor trajectory (“future path”). This may be a special case of the more general 
principle that moving in most environments is guided by looking where you are going. 
This may sound unremarkable, intuitively obvious, even. But in fact this behavior – if 
one may here presume this phenomenon does indeed occur – has not been studied in 
detail, and hardly at all in real driving. It is not predicted by the currently dominant 
theoretical account of visual guidance in curve driving (the tangent point hypothesis). 
The thesis is organized as follows: Chapter 2 lays out some theoretical background 
on the biophysics and visual control of vehicle-assisted locomotion. General 
principles of organization of locomotor and oculomotor control are briefly reviewed. 
Also, a brief overview the concept of optic flow is given (relevant for understanding 
flow-based steering models and the stimulus properties relevant for optokinetic eye-
movements). Some definitional issues regarding different forms of optic flow and the 
classification of eye movements – in particular with regard to different frames of 
reference – are covered. This is needed in order to present and interpret the results, 
and to set up the discussion for their interpretation and significance. Chapter 3 gives 
an overview of previous studies on visual orientation in curve driving, in particular 
the tangent point and future path models addressed in the thesis. Chapter 4 
summarizes the aims of the studies, and Chapter 5 reviews the methods and results of 
Studies I-III. Chapter 6 presents the main conclusions defended in this thesis, as well 
as outlining outstanding open questions and some of the more obvious avenues of 
extending the present work. Finally, Chapter 7 discusses the present work, and the 
observed eye-movement patterns in particular, in the context of the visual control of 
locomotion more generally.  
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2	  BACKGROUND	  
 
Visual preview in high-speed self-motion an essential task performed by vision in the 
service of action. In virtually all of their everyday activities, we humans and many 
other animals routinely generate goal-directed movements towards goals, and away 
from obstacles and threats. Understanding how trajectories are planned, executed and 
how the resulting changes in vantage point are integrated into stable representations 
of space and into behavioral plans is indispensable for understanding the cognitive 
mechanisms underlying natural behavior, and the use of vision during complex 
behavior in complex 3D environments. 
Most of our everyday behavior (at least for most people in most cultures) does not 
occur stationary in one location – seated in front of a static visual scene – but instead 
humans and animals move about from one point of vantage to another. Because much 
of the information relevant in the control of locomotion is acquired through vision (at 
least in humans and most terrestrial species), the visual guidance of locomotion is an 
essential component of everyday behavior. In more extreme cases, such as hunter–
prey interaction, fighting, and some sports, survival itself may depend on accurate 
visual orientation. 
For example, where does the downhill skier’s gaze in Figure 1 fall at that particular 
moment in time? Is she looking at her projected (planned) landing point? Or is she 
looking at her desired future trajectory some constant distance (or time-headway) into 
the future (at a “travel point” which is not a single specific physical object or 
location)? Or is she not looking at any particular point at all, instead using her 
peripheral vision as much as possible to pick up relevant timing cues from all parts of 
her visual field? Despite more than 100 years of vision research, we have barely 
begun to address these questions.  
Ecological experiments in naturalistic conditions with participants performing real 
tasks in real naturalistic environments (preferably in the field)  are required to 
discover the stimulus parameters and behavioral strategies people actually use. It is 
also important to study in detail the visual orientation strategies of different forms of 
locomotion in order to differentiate general principles from task-specific strategies.  
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Figure 1. Visual guidance of high-speed steering. The ability to perform high speed goal-directed 
movement – which involves avoiding obstacles, anticipating changes in heading and predicting their 
effect on the future trajectory of self-motion – is an essential human ability, occasionally crucial for our 
very survival. These tasks depend on visual preview information. When moving through a 
geometrically complex environment at high speeds, eye-movements have to be directed to the most 
task-relevant objects and locations and made exactly at the right time. What determines the pattern of 
gaze allocation in such dynamic tasks? Is there some optimal location in the visual scene that gaze 
“should” target, and is this always the same? Or do factors such as speed or prior experience change 
the optimal strategy? Studying eye-movements in high-speed locomotion through complex, visually 
structured three-dimensional environments is an essential means for uncovering the organization of 
visually guided action in large-scale naturalistic settings and the interplay of different brain processes 
that bring about coordinated biological locomotion. Here, for example, it is essential for the skier to 
plan ahead both the time and location of landing, as well as the control actions to be performed when 
contact to the ground is re-established. The posture and muscle tension must be prepared mid-flight. 
Although successfully negotiating an entire course requires a complex sequential plan to be established 
in memory, the visual attention of the skier is probably very much focused on landing, with little time 
for “look-ahead fixations” or looking at the scenery. 
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2.1 General principles of visually guided biological 
locomotion 
 
Biological locomotion – defined as the controlled movement of organisms (humans or 
animals) through a 3D environment1 – is a fundamental property of animal behavior.  
The physical foundation of locomotion is the controlled application of Newton’s 
second law, in the sense that locomotor trajectory changes with the forces and torques 
applied. In unassisted locomotion, reaction forces proportional but opposite to these 
control forces are experienced as contact forces acting directly upon the limbs and 
body (Figure 2, top). Bipedal walking and running may be considered the “natural”, 
“evolved”, means of locomotion of mature humans. Here friction between the ground 
and the soles of our feet is providing the lateral control force that allows us to steer a 
path. Yet in both professional and recreational activity, humans display a broad 
variety of locomotor behaviors: base jumping, paragliding, flying aircraft, driving 
cars, motorcycling, bicycling, skiing, skating, surfing, swimming, diving etc. Many of 
these are made possible by mechanical devices – vehicles – which enable us to exert 
far greater control forces on the environment than our body can generate unassisted 
(Figure 2, bottom). In vehicle assisted locomotion, the control forces are not exerted 
or experienced directly, but instead mediated by contact forces at points of contact 
between the body and the vehicle. These are transformed into control forces by the 
vehicle. The reaction forces in turn are transformed into contact forces transmitted to 
the operator through the contact points. 
The physical separation of contact forces from control forces and the changes in 
control force magnitude and mechanical responses of the “extended body” (the 
vehicle-body system) require some adaptive modification on the part of the central 
nervous system. These include, but are not limited to, the following: (1) The physical 
dimensions of “the body” change. The nervous system is now “in control” not only of 
the body, but also the vehicle. The representation of personal space (the amount of 
                                                
1 Under this definition, movement of artificial agents such as autonomous robots is not biological 
locomotion – although many of the same principles apply. Vehicle-assisted locomotion in humans, on 
the other hand, is a form of biological locomotion. Locomotion in a virtual rather than physical 3D 
environment can be considered a special case, but moving in a non-3D cyberspace (e.g. web browsing) 
cannot.  
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space taken up by the body) and peripersonal space (external space “immediately” 
surrounding the body boundary, space that can be accessed by an elementary action 
such as reaching, taking one step) need to be remapped. These are probably mediated 
by changes to the body schema (as investigated in the domain of tool use) and 
compartmentalization of space.2 (2) New predictive mappings from neural motor 
commands and sensory information to behavioral outcomes must be known in order to 
select the appropriate action. For example, during ground contact a runner 
experiences centripetal (sideways) force at the soles of his feet (or training shoes – a 
vary basic type of “vehicle”). When riding a bike or a motorcycle, turning around a 
bend is not effected by pushing with the soles of the feet, but rotating the handlebars 
in the direction opposite to the desired direction of curvature of trajectory 
(countersteering). In all these cases, the centre of mass is also shifted relative to the 
ground contact points. When driving a car, the steering wheel is turned in the 
direction of the curve, but the centre of mass does not shift (weight does). (3) Some 
sources of information are lost, and new ones may be gained. For example, ground 
surface texture and solidity cannot always be directly sensed by touch when driving 
on ice, but engine note can give an auditory cue that traction is lost.  
On the other hand, certain things remain unchanged when switching from one 
mode of locomotion to another, and do not need to be re-learned or unlearned. For 
example, although the muscular commands needed to maintain posture and balance 
and to exert forward motion are different in walking, skateboarding and driving a car, 
the optical principles governing generation of visual motion cues – that is: the way the 
pattern of optic flow signals the direction and magnitude of forward motion or 
impending collision (looming) – are the same, and thus probably do not need to be re-
learned. 
To what extent perceptual processes and motor plans generalize across the modes 
of transport available to an individual is not known. It is thus an open question to 
what extent the visual strategies used in driving generalize to other environments 
(such as walking, running, skating swimming, skiing or aviation), and vice versa.  
 
                                                
2 Neural mapping of body-external space into “near”/peripersonal and “far”/extrapersonal, and the 
cognitive and neural modifications involved in changing of the boundary, has been mainly studied n 
the domain of reaching, grasping and tool use (see e.g. Berti & Frasinetti, 2000), but little investigated 
in the context of locomotor behavior (but see Trevarthen, 1968; Previc, 1998).  
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Figure 2 (opposite). Biological locomotion, here incorporating vehicle-assisted locomotion. In all 
cases, control of locomotion can be ideally characterized in terms of a simple extension of a 
biophysical schema from the study of animal locomotion (adapted from Dickinson, 2000). Top. The 
morphology, physiology and perceptual-cognitive repertoire of many animals is dictated by adaptation 
to a particular suite of locomotor behaviors in a specific habitat. Yet control of locomotion is always 
achieved by generating control forces (red) of appropriate direction and magnitude. Bottom. Humans 
are remarkably adaptable in their ability to learn a wide range of locomotor behaviors – on land, as 
well as in water and in the air – and many of the diverse forms of human locomotion are made possible 
by mechanical extensions of our body (vehicles). In vehicle-assisted locomotion the basic organization 
remains unchanged, only now the control forces are not generated or experienced directly by the body, 
but via the vehicle. Control of the vehicle is achieved by contact forces (purple), which are used to 
generate control forces, and also to provide tactile and kinesthetic feedback. Stabilizing, guidance, and 
preview information refer to information requirements of different “levels” of control or prediction (see 
Section 3.1. and the Discussion). In the case of the visual control of high-speed locomotion, these 
different levels of control have been be associated with different regions of extrapersonal space: the 
“near” extrapersonal space (usually monitored peripherally), the “far” extrapersonal space (target of 
guiding fixations and the main concern of the present studies) and ambient extrapersonal space and 
visual background (the target of look-ahead fixations, and important for spatial navigation). 
 
Nevertheless, it seems on balance unlikely that driving and other modes of self-
motion would be learned independently and from a blank slate. More likely, the brain 
adapts pre-existing (evolved and learned) mechanisms used for walking and running 
to the specific constraints and recurring prototypical structure of the particular 
environments, and the response characteristics of the vehicles. In order to establish 
empirically the relevant environmental parameters and behavioral strategies, different 
modes of locomotion need to be studied in detail (and in naturalistic contexts). This 
will, in time, differentiate the general principles from task specific sensory cues and 
motor solutions. 
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2.2 Optic flow considered as a visual stimulus available for 
the control of locomotion 
 
Optic flow or visual flow refers to the global pattern of apparent motion of objects or 
locations in a visual scene caused by self-motion (a change in the location of the 
observer in the environment). The origin of the concept is Gibson's (1958/1998, 1986) 
ecological approach to perception, and his seminal discussion of flow and control 
laws for steering that can be defined in terms of optic flow: 
"When light is many-times reflected in all directions from an array of 
surfaces-when it "fills" the environment as we say - it has the unique 
property that reflected rays will converge to any point in the medium. The 
objective environment is projected to this point. If an eye is placed at this 
point, it can register a sector of the projection by the familiar process of 
the formation of an image. The central hypothesis of the theory to be 
presented is that the patterns and the changes of pattern of this projection 
are stimuli for the control of locomotion relative to the objects of the 
environment. (T)he rays converging to this point will have different 
intensities (and frequency compositions) in different directions. They 
constitute what may be termed an optic array. ... An eye is a device which 
registers some portion of the ‘pattern’ or ‘texture’ of an optic array to a 
station point. Conversely the pattern of an array is a stimulus for an eye" 
(Gibson, 1958/1998, pp.162-163). 
The physical basis of optic flow is that we live in a visually structured (patterned) 
three-dimensional world. Images of this world can be projected onto abstract 
“observation points”, and formed onto the physical two-dimensional surfaces of the 
retinae. Movement of the observer through the world changes the image pattern in a 
systematic way, depending both on the path of the observer and the structure of the 
environment. Models based on the patterns of change in this optic array – optic flow – 
explain the use of information contained in, and recoverable from, the pattern of 
global optic flow, or the visual flow on the retina (retinal flow).  
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Figure 3. Ambient optic flow and visual flow in a forward-looking scene. Top. An optic flow field is 
created by the relative motion of texture (visual elements) surrounding an observer, which in this case 
is moving in a straight line. (Adapted ftom Gibson, 1986). Bottom. Projection of optic flow lines in a 
rectangular visual scene. Here the visual axis coincides with trajectory heading, the image is thus a 
forward-looking visual scene. The Focus of Expansion (FOE) is a singular point in the optic flow field 
which coincides with locomotor heading.  
 
 
Figure 4. Retinal flow. Optic flow of target image on a hemispheric retina, when moving towards a 
spherical visual object. 
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 Such models build on the insight that the ecological stimulus for vision is not a 
“snapshot” image of the environment. Instead, vision in its natural ecological context 
is always grounded in a constantly changing pattern of stimulation, from which 
information relevant to appropriate physical interaction with the environment can be 
derived, but which is also itself constantly changing because of this interaction.  
Optic flow can be represented as a vector flow field of visual texture (pattern, 
features) in an image – e.g. the field of view of a camera, or the physical retina – onto 
which the scene is projected3. See Figures 3 and 4 for a graphical illustration of optic 
flow and its projection into a forward-looking visual field (visual flow) and onto the 
retina (retinal flow).  
Three things should be noted about the concept of optic flow and its properties. 
First, optic flow only exists in a meaningful sense for organisms in motion. (The 
degenerate case of optic flow dynamics for a stationary organism or an organism in 
constant linear translation would hardly warrant use of the concept.) Second, the optic 
flow field as an entity is independent of the perceptual apparatus used to sample the 
field; that is, it is independent of eye structure. It represents structure of the 
environment and self-motion through it, and contains potentially useful information 
available to the organism in virtue of laws of optics coupled with the organism’s self-
motion (Figure 3, left). Of course, in order for an organism to take advantage of that 
information, it needs to register the physical flow on a physical projection surface, 
such as a retina and perform some operations on this information. But as far as the 
representation of the optic flow itself is concerned, the choice of projection is a matter 
of convenience.  
An organism can only sample the optic flow field subject to constraints imposed by 
its location and the orientation of its eyes. Often optic flow is displayed on a plane 
projection, perpendicular to either the direction of travel or to the visual axis – that is, 
the visual flow from a scene (Figure 3, right, and Figure 5). Retinal flow, the 
projection of optic flow on the projection surface of the retina, is of course the 
proximal visual stimulus available to the brain. It can be considered a channel through 
                                                
3 A visual field refers here to an image of the scene (not the visible scene locations themselves), as 
observed from a particular vantage point, looking in a particular visual direction, and assuming – 
usually tacitly – certain visual response properties (e.g. what differences in the optic array count as 
“color texture” depends on the particulars of the visual system of the observer). 
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which the information must be transmitted. 
The notion of optic flow is conceptually distinct from the notion of direct 
perception, a more controversial notion in Gibsonian ecological optics, which 
maintains that vision is use of information available to the organism in the optic array, 
rather than the product of complex computational mechanisms. One of the main 
insights of Gibson's ecological optics was that useful control laws may be defined 
directly in terms of the optic flow field. That is, successful locomotion has definite 
relations to the pattern of optic flow. The simplest case of optic flow to analyse 
involves rectilinear motion directly towards a textured wall. The flow pattern will be 
one of uniform radially symmetric expansion from a point directly in front (the focus 
of expansion). Conversely, movement away from the wall will induce a pattern of 
uniform contraction toward a single point (the focus of contraction). When moving on 
or directly above the ground, nearby ground elements will experience a higher 
magnitude of flow than ground elements further away. The sky (effectively a 
textureless plane at infinity) will correspond to an area of zero flow. 
When the scene is more complex – containing perhaps various objects of different 
shapes sizes and textures at different depths etc. – or when the trajectory of self-
motion is more complex, the optic flow field structured by the environment becomes 
more complex as well. Figure 4 schematically illustrates optic flow in a road scene 
during curvilinear motion. We can see that the optic flow pattern is rather complicated 
when compared to the simple radial optic flow emanating from a focus of expansion 
(FOE) during linear translation in the direction of the visual axis (Figure 5, inset a), or 
the homogenous horizontal optic flow during observer rotation at a stationary point of 
observation (Figure 5, inset c). In the simpler cases, the direction of motion is quite 
directly specified by the flow field: during translation the locomotor direction is at the 
focus of expansion (opposite to the focus of contraction), during rotation it is in the 
direction of global flow. When translation and rotation occur together there is no 
globally coherent flow, and the flow field is more difficult to analyse (and usually not 
stationary).  
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Figure 5. Top. (a) expansion in the optic flow field occurs due to forward motion. FOE = focus of 
expansion. (Cf. Figure 3, right). (b) contraction occurs due to backwards motion. FOC = focus of 
contraction. Inset (c) coherent image translation due to rotation. The flow is globally coherent but 
contains no singularity. Middle. A real forward-looking visual scene on a rural road, with schematic 
illustration of the complex visual flow created by a curvilinear trajectory. Bottom. Just the flow pattern. 
Note that when translation and rotation occur together in a visually complex scene, the flow field 
becomes more complex compared to the simple cases. The flow pattern provides a rich source of 
information about both the 3D structure of the environment, as well as one’s own movement relative to 
it. Although objects cannot be individuated and categorized on the basis of visual features such as 
colour or texture, surfaces and solid objects presenting potential collision hazard and contraining the 
path of motion can be inferred from discontinuities in the flow (e.g. the lamp post straight ahead or the 
vegetation blocking the view through the bend).  
!"#$!"%$
&$ '$ ($
  
 
 
25 
Every time we move ourselves, or our head, or our eyes retinal flow occurs. If the 
eye is located at the point of observation, projection of optic flow to that point 
corresponds to the flow at the retina. This proximal stimulus available to the visual 
system depends not only on changes in vantage point, but also rotation of the visual 
axes of the eyes. Because the visual axis of the eye may not be aligned with the 
locomotor axis, and because the eye may also rotate during locomotion, the 
relationship between optic flow and retinal flow is not straigthforward (Figure 5; Li & 
Warren, 2000; Kim & Turvey, 1999; Wann & Swapp, 2000; Authié & Mestre, 2013).  
This creates a potential problem in that retinal flow, especially during curvilinear 
motion with eye movements, is in a very complex relation to the optic flow field – 
which alone specifies the direction of motion “directly“ – and it may be difficult for 
the brain to analyse what was the cause of the observed flow pattern. (Here the brain 
may of course also rely on extraretinal efference copy of the oculomotor commands 
and on vestibular signals signifying accelerations relative to the external world.) Thus, 
while the pattern of optic flow is potentially useful information in that it specifies 
(instantaneous) locomotor heading, it seems like a costly solution to recover it from 
the pattern of retinal flow (although in-principle solutions are known: see Longuet-
Higgins & Pradzny, 1980).  
This problem is circumvented in the active vision approach where the flow pattern 
itself is used to control eye position: eye-movements and locomotion are coupled into 
a unified visual strategy. This approach can be contrasted to models that study the 
heuristic use of local visual features, or the recovery environmental parameters that 
require "unconscious inference" to be performed in order to recover them from the 
visual information (such as the heading of self-motion in egocentric coordinates, 
Regan & Beverley, 1982; Warren & Hannon, 1988; Lappe et al., 1999; for critical 
discussion see Wann & Land, 2000; Fajen & Warren, 2000; Wann & Land, 2001). In 
the context of curve driving, using the visual direction of the tangent point to infer 
path curvature (Land & Lee 1994, see below) is an example of such an unconscious 
heuristic. Wann & Swapp’s (2000) active gaze model is an example of an model 
based on retinal flow.  
The Wann & Swapp (ibid.) model is based on the insight (see also Kim & Turvey 
1999) that also retinal flow may be used for the steering task “directly”, without the 
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need to compute optic flow, heading, or physical parameters such as path curvature or 
distances in depth. This possibility is based on a rather remarkable geometrical 
property of the visual flow field. If the observer (who will be assumed to be on a 
linear or circular trajectory) fixates on a point on the ground which he wishes to pass 
through, and if the observer is in fact on a linear or circular trajectory which will take 
him to that point, then all the visual flow lines will be straight, rather than curved. 
What is more, all those flow lines that fall on the observer's future path will be 
vertical! If the current trajectory is either too tightly curved or too straight, the flow 
lines will be curved in the opposite direction (Kim & Turvey, 1999; Wann & Swapp, 
2000). Stated as a control law, the observer should: 1. fixate to a reference point on or 
near enough to one's intended path, and, while maintaining fixation, 2. keep the visual 
flow lines approximately straight by steering into the direction of flow line curvature. 
As Kim & Turvey (1999, p.241) summarize it: 
"… there seems to be a simple rule for identifying the path of 
locomotion regardless of its nature, that is, linear or circular: Move the 
eyes until the image trajectories on the retina are rendered linear; then you 
are looking in the direction in which you are heading, and the trajectory 
defined by the perpendicular image vectors is your path of locomotion. ... 
Note again that no a priori knowledge of the location of the objects lying 
on the path is required for the execution of this rule. A linearized retinal 
flow will signal the coincidence of gaze direction and path direction." 
There are several attractive aspects in this idea. First, a key idea in the approach is 
active gaze. Eye movement is a pervasive feature in natural locomotion and when it is 
actively controlled (with respect to environment and locomotor output) it creates a 
dynamic pattern of motion that provides a useful goal-related control signal. Second, 
dependence of retinal flow on eye-movements that is not a complication (as it would 
be in the computational task of inferring veridical heading perception from flow by 
having to overcome “indirect” access to optic flow). It is instead a means for the 
visual system to find or actively create relevant invariants in the proximal visual 
input. This is in the spirit of the gibsonian tradition of ecological optics, even if it is 
based on an analysis of the proximal, not distal, stimulus. Third, the control law is 
framed in terms of visual flow available on the sensory surfaces, not optic flow. This 
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is an advantage because, the retinal image can be used directly, rather than the control 
law requiring the organism first to compute optic flow and/or heading information. 
Fourth, curvilinear motion – which is probably the norm rather than the exception in 
natural contexts – introduces rotation into visual flow creating complex flow patterns 
but here it does not complicate matters. The same control law can be applied to both 
linear and curvilinear (albeit only circular) motion. Linear motion can be considered 
simply a limiting case. Finally, the task (and its solution) are framed in terms of future 
path, rather than instantaneous heading, which is arguably more immediately relevant 
to the task of steering. According to Kim & Turvey (1999, p.245): 
"Decomposing the retinal flow into optical and rotational flow components 
to extract information for the direction of heading is a formidable 
information processing task. When the purpose behind each specific eye 
movement (e.g., pursuit fixation, continuous rotation) is ignored, the 
ambiguity residing in retinal flow is quite perplexing. In contrast, when the 
purpose behind each specific eye movement is understood, the pattern in 
retinal flow emerges as quite unique and distinct.” 
To summarize, the basic insight is that potentially useful information in the optic 
flow field generated by moving through a complex environment can be considered a 
rich stimulus for visual control of locomotion (and/or visual perception of the 3D 
structure of the scene), and can be utilized in a particularly efficient way in an active 
vision strategy where eye movements are dynamically coupled to locomotion.  
 
2.3 Eye-movements in naturalistic tasks and in locomotion 
 
Eye movements have a dual purpose, underlying both the stability and lability of 
gaze: the direction of the visual axis is actively controlled by oculomotor commands 
from the central nervous system in order to maintain gaze on a selected visual target, 
and to stabilize it in the face of external perturbation – yet rapidly shifted to a new 
target on demand. A visual target may be a physical object (such as a fallen branch on 
a footpath), a physical location (such as the point on the path where you will stop in 
front of the branch), a visual feature present only in the geometry of the visual scene 
with no independent physical existence (such as the tangent point of a curve – this 
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point moves continually forward in the physical world as the observer’s vantage point 
changes), or even an abstract future path travel point that has no physical existence at 
the time of observation, existing only “in the mind of the observer” (such as a point in 
front of the runner a few meters, or a few seconds, ahead). 
The limited spatial range and resolution of the visual field, and the time and 
capacity limitations of spatial attention and short term memory, mean that at each 
point in time the visual target designated for high acuity foveal vision has to be 
selected to the exclusion of other potential targets. When high acuity foveal vision 
needs to be directed at multiple visual targets this requires a sequence of eye 
movements (as there is only one fovea on the retina and the location of the fovea on 
the retina is fixed).  
An understanding of the neural basis of the visual, attentional, and motor systems 
responsible for orienting of gaze, body (and the car) in anticipation of impending road 
curvature is slowly beginning to emerge from studies of eye-movements in everyday 
tasks in naturalistic conditions (Land, 2007), as well as recent brain imaging studies 
(Billington et al., 2010; Field et al., 2010; Jeong et al., 2006; Walter et al., 2001). But 
exactly what the relevant brain systems are, how they represent visual space, and what 
computations coordinate the representation(s) of space with attentional and 
oculomotor systems responsible for overt visual attention (gaze allocation in the 
dynamic scene) and the representation(s) of body state remain to be elucidated (Tatler 
& Land, 2011).  
The details of exactly how visual information is represented, and how the 
representation of space, time and self-motion are coordinated with attentional and 
motor systems, is unknown. Yet eye-movement research has, nevertheless, uncovered 
some general qualitative principles of behavioral gaze patterns in active motor 
control, mainly in the past twenty years (reviewed by Kowler, 2011; Land, 2006, 
2007; Tatler & Land, 2011; Tatler et al., 2011): 
 
1. Gaze patterns during active behavior are stereotypical within and across 
individuals. 
2. Most fixations are task governed, in the sense that they directly reflect the 
immediate need to locate relevant behavioral targets, monitor and guide ongoing 
action, and check the outcomes of behavior. Consequently, fixations are typically 
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focused on the task-relevant targets and locations (rather than the most visually 
salient ones). 
3. Individual fixations have identifiable functional roles (which, however, are 
sometimes surprising or counter-intuitive) that can be explained at a cognitive 
level of task analysis. 
4. Use of short-term memory (encoding and retrieval) is minimized, if possible 
within time limitations, information is picked up as needed, "just in time" (Ballard 
et al., 1995). Very long preview times (several seconds) are an exception, not the 
norm. This may reflect the inherent limitations of memory encoding speed and 
storage capacity (properties of the human cognitive architecture), and/or the 
randomness inherent in the task environment (consequences of our actions depend 
in part on unknown and unobservable properties of the situation). Eye movements 
are temporally coupled to the information requirement of the specific task phase. 
In these guiding fixations gaze leads action by about 1-2s, and disengages before 
completion (target switch) unless the task requires constant monitoring/tracking. 
5. Preview in skilled behavior is achieved by interleaving look-ahead fixations 
(Mennie & Hayhoe, 2007; Lehtonen et al., 2012, 2013) with guiding fixations 
(requiring short-term/working memory and executive attention).  
 
Curve driving is a case in point, where all of the above principles apply (for a 
review see Land, 2006, 2007). 
 
2.3.1 Traditional classification of eye-movements 
 
Some general background on the description of eye-movement – in traditional 
(laboratory) tasks and during locomotion – is provided here.  
Eye-movements are traditionally categorized into a small number of (more or less) 
discrete classes by which gaze control is accomplished: fixation, pursuit movement, 
vestibulo-ocular reflex, optokinetic nystagmus, saccades (Figure 6). These modes of 
oculomotor control are jointly called eye movements4.  Thus, “eye movement studies” 
                                                
4 This classification is not exhaustive, it lists the major classes of conjugate eye-movements where 
both eyes move in the same way. Subclasses are not considered here – such as microsaccades and 
glissades. Also, movement of the eyes due to head/body translation such as inducing parallax 
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are typically concerned not only with the rapid movements of the eye that select a 
new target for foveal vision (saccades), or the pursuit movements that track a target 
moving relative to the observer. In fact, more often than the movement of the eyes, it 
is gaze position in the visual scene during “fixation” that is reported in naturalistic eye 
movement studies (or more precisely the dwell time aggregated over multiple 
fixations that some target is considered to be selected). 
When locomotion is involved, analyzing gaze behavior in naturalistic 
environments forces one to consider the full range of eye movements. Natural 
behavior selects eye movements from a suite of possible movements flexibly, on-
demand, and natural settings do not come ready-partitioned into “fixation tasks”, 
“pursuit tasks” and “saccade generation tasks”. Figure 6 gives a basic categorization 
of eye movements. The elementary distinctions are made between fixation and 
(conjugate) eye movements, which themselves are divided into fast (saccadic) and 
slow. (For review, see Steinman, 2004). 
A new target is typically selected by a saccadic eye movement. These are fast 
(hundreds of degrees per second), and can be elicited voluntarily without a visual 
target. When a stationary target is present, foveation of the target is maintained by 
fixation. When a focal target moves relative to the observer, foveation requires a 
smooth pursuit eye movement, which are slow eye movements (at most tens of 
degrees per second) and require a target to track (but not necessarily a visual one, see 
below), and cannot be performed voluntarily by most people. As we will see, smooth 
pursuit eye movements are also highly similar to optokinetic reflex movements.  
As explained above, whenever an observer moves his head or body, visual 
flow/retinal flow is elicited. If a sharp retinal image is to be maintained, this requires 
that retinal flow or image slip of a targeted object’s projected image must be 
compensated for by moving of the eyes in the direction of regional flow5.  Global 
coherent image motion is a powerful stimulus for eliciting an optokinetic reflex 
following the flow (cancelling retinal drift). However, this type of stimulus is not 
                                                                                                                                      
(enhancing depth perception) by moving the head horizontally are among the repertoire available to 
humans. Vergence eye movements where the eyes rotate in opposite directions) such as when fixating 
objects at different depth planes are important in everyday behavior where three-dimensional arrays are 
viewed binocularly, because they determine the plane of fixation of zero stereo disparity. 
5 In the case of curvilinear motion in a cluttered environment there is no globally coherent flow in 
the entire flow field. Regional flow refers to optic flow in an area surrounding the point of 
regard/around the visual axis.  
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typical in moving through a cluttered environment, where the flow is only locally or 
regionally coherent (see Figure 5). 
The difference between tracking a foveated target and tracking regionally coherent 
flow is not sharp and is more functional, resembling that of “focal” vs. “ambient” 
visual processes (Trevarthen, 1968), than anatomical – and maybe cannot be 
established from the properties of the oculomotor response alone, at all. Thus it is not 
entirely clear whether the distinction can be established on physiological grounds or 
whether the distinction is more to do with classifying “pursuit targets”, rather than 
distinct modes of oculomotor control or disticnt neural mechanisms.  
 
 
Figure 6. A traditional scheme for classifying eye-movement behavior into discrete categories. Scene 
analysis and visual search are characterized by fixate-and-saccade sequences, where these overt gaze 
shifts have also been related closely to visual attention and visual working memory. In dynamic scenes 
and visual control of locomotion, slow eye movements (bottom left area in the figure) are essential. 
Note that fixation and smooth pursuit (SPEM) both stabilize a (focal) gaze target into foveal view. 
Optokinetic nystagmus and vestibulo-ocular reflex stabilize more global regions in the retinal image. 
Saccades shift gaze to a new target object or location. Vergence movements focus gaze in depth 
(adjusting foveal images of objects and locations at the distance of the point of regard to zero retinal 
disparity). 
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Additional complexity in the analysis and classification of eye movements is thus 
generated by locomotion of the subject, compared to traditional laboratory eye-
movement studies.  This is not entirely due to the difficulty of reliable measurement, 
but also due to a more conceptual issue of relativity of the physical motion of the eye 
to a frame of reference one chooses. In naturalistic locomotion, the body moves 
relative to the environment, and the head in relation to the body (both movements are 
typically absent in laboratory tasks).  
 
2.3.2 Rapid eye-movements (saccades) and fixations 
 
When looking at a static scene or an object, or reading a text, the typical eye-
movement pattern is fixations – during which the eye does not move relative to the 
head or the scene – interspersed by saccades. Fixations – as defined traditionally - are 
not strictly eye movements at all, instead but active stabilization of the eye. Saccades 
are ballistic (non-feedback dependent) rapid eye movements (REMs), that displace 
gaze to new targets within the scene. Large (>30 degrees) gaze shifts incorporate a 
saccade together with a synergistic head movement. Saccades are the fastest 
movements generated by the human body, reaching angular velocities of up to several 
hundred deg/s. The angular velocity and duration depend systematically on saccade 
amplitude (Robinson, 1964; Becker & Fuchs, 1969), which provides operational 
criteria for differentiating saccades from slow eye movements (SEMs) (Ilg, 1997).  
Fixation behavior is the most commonly reported “eye-movement” behavior. They 
are considered of interest, because 1) they stabilize gaze relative to environment 
(when there is no locomotion), which is required for higher level perceptual 
processing of complex detail, and 2) during saccades information flow in the optic 
nerve is suppressed6. Naturalistic studies of gaze behavior while people go about an 
everyday task have been mostly concerned with the question of gaze position – where 
people look and when. What is most often reported are “fixation” locations, counts, 
(cumulative) durations, and gaze position distribution in the scene (e.g. dwell times 
within “areas of interest”, AOI’s, around the object or location with respect to which 
                                                
6 Due to retinal image blur, and also active saccadic suppression wherein the oculomotor corollary 
discharge leads to inhibition the processing of the incoming signal, possibly already at the level of the 
lateral geniculate nucleus of the thalamus (Thilo et al., 2004). 
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“fixations” are defined - “fixations” being usually defined as gaze landings near the 
object or location defining the AOI). The question of what patterns of eye movements 
are behind the observed “fixation” behavior is typically not addressed. This makes 
sense insofar as the theoretical interest is in the visual sequence of foveal information 
picked up from the environment – the selection of one target over another at a 
particular point in a task – and insofar as the task environment is static and the 
“targets” are focal objects – localized and analysed by foveal vision before 
manipulation (for example a water tap when washing the hands or a sandwich when 
eating).  However, slow eye movements need to be considered when assessing eye-
movements in guidance of locomotion.  
Here the ambient “gist” of a scene is arguably as important as detailed focal 
analysis, it is not a priori clear where the “visual target” on the future path is, or 
whether the stimulus should be considered in terms of ambient flow pattern or focal 
visual features signifying reference points.  
 
2.3.3 Slow eye movements  
 
Slow eye movements are typically studied in the laboratory by presenting moving 
stimuli to stationary subjects – moving dots on a featureless background (focal 
stimuli) when studying smooth pursuit, or coherent flow (ambient stimuli) when 
studying optokinesis, or by moving the head actively or passively, when studying the 
vestibulo-ocular response. During locomotion all these types of stimulation are 
present simultaneously. Therefore, any oculomotor “schema” or locomotor plan 
coupling the movement of the eyes and body needs to integrate these sources of 
information (as well as efference copy from current oculomotor and locomotor 
control). 
The vestibulo-ocular reflex (VOR) stabilizes gaze and serves postural control by 
moving the eye in the direction opposite to head motion. The vestibular system of the 
inner ear detects linear and rotational accelerations of the head and generates sensory 
signals that enable gaze and postural stability and accurate perceptual orientation and 
a sense of movement. The eye-movement is automatic and reflexive (a three neuron 
arc at its most basic level of organization), although when integrated in natural 
behavior quite complex neural organization is involved. For example, the vestibular 
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reflex is suppressed during active movements such as during the initiation of a 
“saccadic” head/eye movement that orients gaze to a new visual target. Here the 
behavioral goal (rotating towards the target) is opposite to the reflex response 
(counterrotating the eyes). This suppression is not present during physiologically 
similar passive head rotation, indicating that the motor plan (or prediction) is essential 
in coordinating this synergistic action of the reflex response and higher level goals. 
The VOR thus displays flexible adaptation to task, due to cortical and cerebellar 
modulation (at least for slow rotations this possibly involves efference copies of 
motor commands, Herdman et al., 2001). The emergent “goal” of VOR itself  can 
therefore be characterized as to stabilize gaze relative to allocentric space under linear 
or rotational head acceleration caused by external perturbation, and also active head 
movements when these are not performed with gaze shift as the behavioral goal 
(McCrea & Gdowski 2003; Roy & Cullen 1998, 2002). 
Smooth pursuit eye movements (SPEM) follow a local visual object moving in 
relation to the head (usually against a textured background). Humans can successfully 
perform smooth pursuit to visual targets moving up to 100 deg/s. Above about 30 
deg/s, however, the SEM begins to lag behind target and (retinal slip) which is 
corrected by catch-up saccades during pursuit. In contrast to saccades, pursuit eye-
movement usually requires a focal target, and cannot be performed voluntarily. Early 
models of SPEM were reflex-models (describing a stimulus-dependent feedback 
system where pursuit is elicited and maintained by correcting retinal position error of 
the stimulus – typically a small moving spot) (for review see Lisberger et al., 1987). 
However, it has long been known that in naturalistic conditions oculomotor control of 
SPEM involves predictive information about anticipated motion (for a review of more 
recent work see Krauzlis, 2004).  
Also, dependence on the presence of a focal visual target is not as strict as 
originally envisioned. Humans are able to maintain pursuit of a target that is 
momentarily occluded (Becker & Fuchs, 1985), and generate pursuit eye-movements 
in anticipation of target motion (Barnes & Asselman, 1991; Kowler & Steinman, 
1979; Kowler, 1989). Also, when following one’s own fingertip in darkness, smooth 
pursuit can be elicited based on somatosensory information without any retinal input 
at all. Pursuit need not, therefore, always be driven by a retinal signal (image slip) 
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and in fact typically involves higher-order cortical representations of observed, 
predicted or planned target motion.  
Because SPEM is not driven only by visual motion (retinal slip) but by predicted 
trajectory (expectancy) and somatomotor information as well, it has been used as an 
index of cortical visuomotor integration of motion information. In fact, even the 
generation of pursuit and saccadic movement may be handled by largely similar 
circuitry, only driven by a visual motion signal from parietal cortex in the case of 
pursuit (Krauzlis, 2004). Also, as noted above it is not always straightforward to 
differentiate between pursuit and optokinetic nystagmus (or even between pursuit and 
fixation, as discussed in section 2.3.4 below). 
Optokinetic nystagmus (OKN) consists of a slow phase following coherent image 
motion (flow) on the retina/in the visual scene and fast re-setting saccades, creating a 
characteristic periodic motion. Two subtypes of OKN have been identified.  
Stare OKN (Stier-Nystagmus) occurs when no gaze target is selected. It is elicited 
by coherent motion of global texture spanning the entire visual field – or at least a 
large portion of it – and can be observed, for example, when a person is looking out of 
a train window at an angle relative to current heading. (It is different from the 
vertiginous vestibular nystagmus elicited by vestibular adaptation due to body 
rotation.) In laboratory experiments an optokinetic drum is used, where the subject is 
placed inside a vertically striped rotating cylinder. It is a periodic behavior that 
consists of a slow-phase (SP) pursuit-like tracking movement following the optic 
flow, stabilizing the image, and a quick phase (QP) re-setting saccade-like motion. 
The slow phase stabilizes the retinal image (removing or reducing image slip caused 
by difference in angular velocity between the eye and the textured stimulus). This 
optokinetic reflex (OKR) thus acts to stabilize gaze with respect to allocentric targets 
by compensating for head and body motions, like the VOR, but on the basis of an 
optical (retinal) motion signal rather than inertial (vestibular) information. 
Look OKN (Schaunystagmus) occurs when the subject actively tracks a moving 
target. It is partially cortically driven (not only retinally), non-periodic, and in many 
respects indistinguishable from smooth pursuit (Wyatt & Pola, 1988). The main 
difference is that stabilization of a target object is considered pursuit, whereas 
periodic stabilization of coherent (regional) image pattern is considered optokinesis. 
But, except for point stimuli on a featureless background, this distinction is not sharp. 
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Optokinetic nystagmus is also usually considered a lower-level, less “voluntary” 
process than pursuit – but this distinction is likewise difficult to define rigorously in 
either behavioral or neurological term, especially as optokinetic nystagmus is not 
considered a purely reflexive (retinally driven OKR) movement, but can involve 
(cortically computed) motion predictions (ibid.). 
 During locomotion, vestibular eye and head stabilization and body rotation, 
optokinetic responses to retinal flow all need to be integrated into the singular 
“decision” to control gaze (orient the visual axis) in a particular manner, e.g. to keep a 
target object or location foveated. Thus “fixation” of a fixed location in the external 
world when the point of regard does not move in an allocentric frame of reference 
will create a “pursuit” movement (eye rotation) in an egocentric frame of reference. 
This pursuit will, moreover, be “optokinetic” in that it follows the regional optic flow 
around the point of regard (if optokinetic nystagmus occurs, the pursuit corresponds to 
the slow phase movement).  
What is involved can be considered a synergistic response of the entire oculomotor 
system, controlling gaze direction in response to and in anticipation of apparent 
movement of the visual target (the apparent movement in body coordinates generated 
by controlled self-motion, and the apparent movement in eye-centered coordinates 
generated by eye-movements). This points to the importance of understanding the 
integration of eye movement to the current locomotor action plan, recruiting and 
suppressing “reflex” actions as needed for the present goal and modulation of slow 
eye-movement responses by predictive cortical motion signals and efference copy 
from the motor system. 
 
2.3.4 Frames of reference and relativity of “fixation” during locomotion 
 
Not only is the eye typically not stable in the head during locomotion – it moves to 
compensate for bouncing of the head (VOR), and to track objects and follow large-
scale flow (OKR) – but when observer motion is involved it is not always a 
immediately obvious how “fixation” should be related to slow eye-movements, even 
at a definitional level. Although the most basic and apparently simple categorization 
of eye movements is between fixation (“the eye does not move”) and eye movements 
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(rapid and slow), things are not that straightforward when observer motion is 
considered.  
As explained above (Section 2.3.2) both stabilization in relation to the head/body 
or in relation to a target is used to define a fixation in the literature. When the viewed 
scene is stationary, these two definitions are equivalent. If the scene moves or if the 
observer moves, then the (apparent) motion of targets means that “fixating” them 
requires movement of the eyes relative to the head and body. When the observer 
moves through a complex environment, generating optic flow, the description but also 
classification of eye movements requires taking into account coordination 
transformations between different frames of reference (Figure 7), and then it is not 
anymore always immediately clear what should count as “fixation”.  
When the target scene does not move in relation to the subject, no ambiguity 
arises, as fixation relative to the head is also fixation relative to the visual target. 
However, when the observer moves in relation to the environment (and the 
environment in relation to the observer) movement or stability of the eye in relation 
to the head does not necessarily correspond to movement or stability in relation to a 
visual target. In this case, a functionally defined “fixation“ – looking at an object 
stationary with respect to the external world – will usually require a slow eye 
movement in the egocentric frame of reference. As an example, consider the case of a 
car driver “fixating” a point falling on his future path (for example a puddle on the 
road appearing over a crest or from behind a bend in the road). As he approaches the 
designated visual target, the horizontal eccentricity and the vertical declination of the 
target point move continually. Thus, a functional “fixation” that maintains the target 
on the fovea is actually a pursuit movement in driver centered egocentric frame of 
reference. Additionally, this pursuit movement corresponds in magnitude and 
direction to the large-scale optical flow of road texture at and around the location of 
interest, thus, potentially, recruiting the optokinetic reflex. If the functional 
organization of the visuomotor programs are to be indexed by the eye-movement 
behavior it is necessary to differentiate operationally by eye movements generated by 
different putative mechanisms7.   
                                                
7  That said, in the history of eye-movement research a steady breaking-up of previously 
dichotomously treated categories can be seen. Whereas once pursuit, OKN, saccades and fixation were 
considered distinct behaviors of separate reflex arcs responding to specific stimulus variables, time and 
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Figure 7 (opposite). Frames of reference (solid boxes), rotations/translations corresponding to the 
respective coordinate transformations (links), and movements of body parts (dashed boxes) relevant to 
representing eye movements during vehicle assisted locomotion. The basic schema is from Pouget & 
Sejnowski (1997), modified and extended to encompass vehicle-assisted locomotion and contact forces 
and control forces (see Figure 2 in Chapter 2). This is a description of 3D transformations that need to 
be coordinated in behavior – it is not implied that these frames of reference and coordinate system 
transformations are explicitly represented in the brain. In analyzing complex 3D behavior, the locations 
of distal physical objects can be given in various egocentric and allocentric frames of reference, and 
description of eye-movements in particular requires careful analysis of the coordinate systems 
involved. Note that maintaining “fixation” can mean i. maintaining the image of target object or 
location on the fovea or ii. maintaining fixed eye-in-head position.  During self-motion through the 
environment these are not equivalent because the optic flow of target locations requires compensatory 
rotation of the eyes in order to maintain foveation, making “fixation” of a point in motion (such as the 
tangent point or a future path reference point) a pursuit movement in an egocentric frame of reference. 
Visual flow refers to flow in images generated by a vehicle-mounted forward-looking camera, as 
depicted  in Figure 4. (On optic flow and retinal flow, see Figures 2 and 3). 
 
At a terminological level, confusion may occur when maintaining an object or 
location as the current target of gaze is called a “fixation”. Sometimes the expression 
“fixation of a moving target” is used, clearly implicating smooth pursuit eye-
mevement, and Kim & Turvey (1999, p.245) speak of “pursuit fixations”. 
From a mechanistic perspective it is an open question as to whether fixation and 
smooth pursuit are distinct oculomotor control systems (with distinct neural and 
cognitive resources) or whether they share the same neural resources (so that pursuit 
could even be considered fixation of a target moving in an egocentric frame of 
reference and fixation considered pursuit of a stationary target), being simply two 
modes (emergent behaviors) of a complex system coordinating the stable orientation 
of the visual axis in the environment, in response to and in anticipation of movements 
of the head and body  (deXivry & Lefèvre, 2007; Krauzlis, 2004). 
 
                                                                                                                                      
again the flexibility and complexity of the circuitry responsible for selecting and maintaining vision on 
designated targets in space has required a loosening of a strict ”modularity” and a shift to a goal-driven, 
functional task-based account of the movement of the eyes. 
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The term “fixation” also has a definite and more restricted physiological meaning 
(stabilizing the eye in the head), whereas maintaining a visual target in foveal view 
may involve the optokinetic reflex and/or smooth pursuit when the target moves in 
relation to the observer and when the observer moves in relation to the target.  
Some studies explicitly use the term foveation, which may be preferable to 
“fixation” in the locomotor context. Foveation is a neutral term referring to 
maintaining a (focal) gaze target in foveal view – whether or not a fixed eye-in-head 
position is used to achieve this goal – and the term fixation may be reserved for gaze 
behavior where the eye is stabilized in relation to head and trunk. In loose discourse, 
“fixation of a moving target” and “fixations on the road” may be used in many 
driving-task contexts, but when “fixation strategies” (Land, 2007) or the brain 
mechanisms underlying these “guiding fixations” (Mennie et al., 2007) or “just in 
time fixations” (Ballard et al., 1995) in locomotion are the main concern, a more 
careful definition of the term fixation is needed 
This is particularly pertinent in the study of visual processes during locomotion, 
when “fixation” measures based on the foveation of (allocentric) targets and 
identifying “fixations” in the (egocentric) eye position signal may not necessarily 
yield the same results. This occurs when the visual target object or location and the 
head/body/vehicle move relative one another, so that the visual axis “fixed” in one 
coordinate system rotates in the other coordinate systems (in curve driving, when an 
allocentric target is invariant the visual axis rotates in all coordinate systems).  
Potential targets for foveation in curve driving include the tangent point in the 
visual field, and target locations on the future path in the scene.   
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3	  PREVIOUS	  RESEARCH	  ON	  CURVE	  DRIVING	  
 
Research on car drivers’ visual behaviour during curve driving has shown that when 
they are approaching and turning into a bend, most drivers spontaneously direct their 
gaze towards the inside of the bend. This is a region in the visual field that surrounds 
the tangent point (TP, Figure 8). The tangent point is the visual point on the inside 
lane edge or road shoulder where the visual orientation of the curve edge is reversed 
(Land & Lee 1994).  
In the visual science literature, visual orientation in the direction of the apex of a 
bend has become known as “tangent point orientation”8. But while “tangent point 
orientation” is a highly stereotypical and repeatable phenomenon replicated in many 
studies (Underwood et al., 1999; Land & Tatler, 2001; Chattington et al., 2007; 
Kandil et al., 2009, 2010; Marple-Horvat et al., 2005, Coutton-Jean et al., 2007; Mars 
& Navarro 2011, Authie & Mestre, 2011) it remains a contested issue  
 
1. whether the tangent point itself is the gaze target the drivers are looking at, and 
2. whether or not the tangent point is actually used for controlling steering.   
 
Several other reference points on the road surface can be and have been identified 
in the vicinity, and when fixations in this region are observed, the drivers might be 
targeting these, in addition to – or instead of – the tangent point9. 
  
  
                                                
8 Curve apex refers to the physical inside kerb (whereas the tangent point only exists as a point in 
the visual field). When a driver takes a racing line where he cuts to the inside, and the apex point is the 
point where the inside track of the vehicle is closest to the kerb, or passes over the kerb. (This is called 
”hitting the apex”). If the driver takes what in traffic research is sometimes considered the ”ideal” line 
(mainains central position in the lane) there is no well defined apex point. 
9 The robust nature of tangent point orientation has suggested to many that the tangent point is a or 
even the steering point (i.e. the functional explanation is that drivers target the tangent point to control 
steering). With respect to stable steering performance, it has even been suggested that the tangent point 
is the best point to target (Kandil et al., 2009; Authié & Mestre, 2012), which could be also reflected in 
the fact that more experienced drivers have been found to display a higher concentration of gaze in the 
tangent point region (Underwood, 1999).  
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Figure 8 (opposite). Top. A descriptive terminology to characterize a road scene used in the present 
work. The tangent point (Land & Lee, 1994) at the apex of the inside road edge (red), and approximate 
future path (blue) in a blind, slightly downhill left-hand turn. Note that in left hand turns, drivers do not 
look across the opposing lane all the way to the inside road edge tangent point, but seem to use the 
tangent point on the edge of their own lane, “the centerline tangent point” (yellow, Chattington et al., 
2007). An occlusion point (blue) (Lehtonen et al., 2012) limits visibility so that the entire bend is not 
visible. This is a forward looking scene image from the eye tracker scene camera, and the green X 
marks the driver’s point of regard. (Note: the scene depicted is the same one as in Figure 5). Middle. 
Two-level models associate stabilizing control (e.g. lane keeping) and predictive control (anticipatory 
steering) with gaze targets at different regions of visual space: the Near zone immediately in front of 
the vehicle and the Far zone further ahead. In the context of curve driving, the visual orientation 
towards the Far zone has been associated with tangent point orientation (Salvucci & Gray, 2004). It is 
not, however a priori clear what point or points in the far zone may act as steering point(s). In 
particular, there is debate whether the hypothetical steering point would be selected from the future 
path (future path reference points, FP) or road edge/lane edge (tangent point, TP and centerline tangent 
point, CL, respectively). Bottom. A simplified diagram outlining the two levels of steering control, as 
used in Donges’ (1978) control theoretical model of the driving task, and Salvucci & Gray (2004) two-
point model. (cf. also Land & Horwood, 1995). The role of eye-movements in this framework can be 
conceived as recruited to serve the needs of control processes at different levels of control, directed to 
targets in the far zone or the near zone.  
 
3.1 Two-level models of the visual control of steering  
 
The tangent point orientation result has been incorporated into the most influential 
information-processing framework of visual control of steering, based on Donges’ 
(1978) two-level control-theoretic model (Figure 8, bottom). In simplified terms, it 
distinguishes between two levels of vehicle control: stabilizing control and guidance 
control. Stabilizing control can be considered as a set of habitual “housekeeping” 
responses, maintaining parameters such as lateral lane position, speed, possibly also 
acceleration and jerk (lateral and longitudinal) at a specified “comfort zone”.  
The two levels can be associated with distinct visual target areas in the road scene: 
the near zone and the far zone, (Figure 8, bottom Salvucci & Gray 2004). Control is 
achieved by an embedded hierarchy, where stabilizing feedback control responses are 
modulated by higher level predictive guidance control signals. Traditionally, 
stabilizing control has been thought to rely at least in part on set-point feedback 
mechanisms requiring observed deviation from a set point (desired lane position) as a 
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control signal. In terms of visual information, this is assumed to be derived from the 
road surface and road edge immediately in front of and adjacent to the vehicle – that 
is, the near zone. We may assume that stabilizing control is also based on the response 
dynamics and muscular preflexes of the body-vehicle system, vestibular information 
about changes in movement direction and orientation (cf. Figure 2), although to date 
such mechanisms remain to be explicitly modeled, and are thus not fully understood. 
Here we have followed Salvucci & Gray (2004) in interpreting the near zone and 
far zone in terms of tangent point orientation, whereby tangent point orientation is 
considered as orientatjon to the far zone, the near zone thus comprising of the visual 
scene (or road ahead) up to the level of the level of the tangent point (see Figure 8). 
Visual information from the near zone has thus been associated with lane-keeping, 
and visual information from the far zone with guiding the vehicle trajectory in a more 
anticipatory manner (Donges, 1978; Land & Lee, 1994; Salvucci & Gray, 2004). The 
concept of guidance information also coheres well with the concept of guiding 
fixations (Ballard et al., 1995; Hayhoe & Mennie, 2007) in naturalistic tasks (see also 
Land & Furneaux, 1997). 
At the speeds reached on modern roads with modern vehicles, the look-ahead 
distance required to maintain safe margins of error can be quite long (a motor vehicle 
can travel tens of meters in the time it takes the driver to recognize and respond to 
hazards). In these conditions, stable steering and speed selection cannot be achieved 
by simple set-point proportional control (negative-feedback) based on an estimate of 
lateral distance to the near road edge. An open-loop10 anticipatory control based on 
visual cues further up the road is required (Donges, 1978; Land & Horwood, 1995; 
Salvucci & Gray, 2004 – but see Cloete & Wallis, 2011).  Visual information from 
the far zone has been associated with anticipatory – visual preview – line selection 
processes (guidance level control).   
Curve driving has been modeled In this framework by Salvucci & Gray (2004), 
who explicitly associate visual orientation towards the far zone in curve driving to 
tangent point orientation.  However, the tangent point is only one possible target point 
                                                
10 Note that ”open loop” in the context of driver behavior models (Donges, 1978) does not refer to 
ballistic motor programs that, once initiated, operate without feedback. Instead, predictive control 
which can operate with poor or absent feedback, on the basis of prediction alone (if feedback is 
degraded, interrupted). 
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in the far zone, and it is not an essential feature of the model that the tangent point be 
used. (It is identified as a target based on the Land & Lee, 1994, study). Both the 
tangent point and reference points on the future path in the far zone could equally 
well act as steering points providing guidance level control information from the 
forward view of the road scene. It has proven difficult to distinguish between these 
alternatives empirically, because the tangent point and future path target point 
hypotheses predict similar qualitative behavior – concentration of gaze position in the 
general area of the curve apex – they just do it for different reasons. In the future path 
models, the proximity of gaze to the tangent point is due to the geometrical contiguity 
of the future path and the tangent point in the driver’s visual field (at the typical 
preview distance), not active fixation of the tangent point. 
 
3.2 Tangent point steering models 
 
“Tangent point orientation” is used here to refer to the behavior displayed by car 
drivers – that they orient visually towards the apex of the curve. It does not imply that 
the drivers are looking at the tangent point (that the tangent point is the visual target 
of foveal gaze) or steering by the tangent point (that the visual direction of the tangent 
point, or local visual information picked up at the tangent point is used to guide 
steering input).  
Some steering models account for TP orientation by assuming the tangent point is 
the indeed the drivers gaze target. According to these models, tangent point 
orientation occurs because drivers often seek out the tangent point and choose to 
fixate it because it provides information relevant to judging the curvature of the bend. 
When Land and Lee (1994) first identified the tangent point as a visual target, they 
put forward this model of a steering strategy to explain tangent point orientation. 
According to the model drivers fixate the tangent point, and use the egocentric visual 
direction (VD) of tangent point (equivalently, gaze angle in body/vehicle frame of 
reference) and estimated lateral distance to lane edge to judge the curvature of the 
bend, and compute steering effort required maintain constant lane position (distance 
from road edge). Estimation of road curvature and thereby the required steering input 
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is perhaps the most widely cited theoretical argument for tangent point orientation 
(e.g. Kandil, 2009, 2010).  
Another possible control strategy, also discussed by Land & Lee (1994; see also 
Wann & Land 2000, Wann & Wilkie 2004), is based on cancelling the apparent 
horizontal movement of the tangent point by rotating the vehicle (steering) in the 
opposite direction – a negative feedback control loop that maintain constant TP VD. 
In result, the vehicle will describe a circular path which will maintain a constant 
lateral position in the lane (assuming locally constant curve radius). 
Recently, Authié & Mestre (2012) have put forward an alternative tangent point 
model that does away with estimating lane position. Their hypothesis is based on 
judging curvature change from optic flow, the driver inferring changes in trajectory 
curvature from the local optic flow. According to this model, the tangent point is the 
optimal gaze target because it is a salient point in the visual scene where horizontal 
flow is always at a minimum (zero) where the eye can “rest” without being “dragged” 
around by an optokinetic reflex (cf. Land & Furneaux, 1997). 
Curvature estimation, according to the model, is best when visual axis is directed 
towards such a zero visual flow point. The tangent point is assumed to be the most 
salient point on the zero flow curve (a circle from the observer position to the center 
of the circle of rotation of vehicle path, at which the horizontal visual flow changes 
sign). In support of their hypothesis they showed that – at least for moving random 
dot scenes representing self-motion on a circular trajectory that were presented briefly 
on a screen – trajectory curvature discrimination was best when the visual axis (the 
virtual “camera”) was pointed at the local minimum of horizontal optic flow, i.e. 
toward the tangent point (rather than, for example, in the direction of instantaneous 
heading).  
Possible further explanations of the cue value of the tangent point could be 
presented. For example, the vertical component of optical flow depends on speed, the 
tangent point area might provide a simple, salient reference point on the circle of 
vertical optical flow, which the driver could sample in order to gauge speed. This is 
critical at the point where he needs to judge the appropriate approach speed and 
steering effort at the turn point (less so during steady state cornering). Or, the drivers 
might simply occasionally glance the tangent point simply because it is located on the 
road edge, a physical boundary they must not cross. The tangent point region is 
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where the car will leave the road if too much steering lock – for the current speed – is 
applied (This seems like a rather obvious reason that would make the tangent point 
task-relevant or “salient”, but is, surprisingly, hardly acknowledged in the literature). 
All of the hypotheses above provide functional explanations for tangent point 
orientation, and are based on the assumption that drivers actively fixate the tangent 
point. The first three alternatives are based on explicit models where the tangent point 
is used as a steering point. 
In what follows, tangent point models refer specifically to steering models that 
explain tangent point orientation by postulating that: 
1. tangent point orientation is mainly a result of targeting (tracking) the tangent 
point rather, than contiguous points on the future path, and  
2. the tangent point is tracked because it provides preview information of road 
geometry relevant to adjusting steering, and used as input in a steering strategy. 
Targeting or tracking the tangent point, in turn, means that the tangent point is the 
gaze target of foveal vision – that the driver is “fixating” the TP in foveal view11. (Or 
trying to fixate, as, according to some interpretations, visual flow around the tangent 
point may elicit a reflexive optokinetic pursuit movement “dragging” the gaze away 
from the TP.)  
Various tangent point models (providing different theoretical accounts of the path 
information obtained from the TP) have been put forward by Land and Lee (1994), 
Wann and Land (2000), and Authié and Mestre (2012). 
 
3.3 Future path steering models 
 
Other models in the literature do not assume that the driver is targeting the tangent 
point. Instead, they are based on the use of a target point or reference point on the 
future path – points on the road surface the driver wishes his locomotor trajectory to 
fall on. Steering models based on targeting points on the future path have been put 
forward by Boer (1996), Kim & Turvey (1999), Wann & Swapp (2000), and Wann & 
Wilkie (2004, see also Wilkie, Wann and Allison, 2008).  
                                                
11 Note that the tangent point AOI is not a static AOI, but dynamic in both allocentric (fixed to the 
road) and egocentric (fixed to the vehicle) reference frames.  
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Wann and Land (2000, see also Wann & Wilkie, 2004) proposed one such model 
as an alternative explanation for tangent point orientation, where the road surface 
adjacent to the tangent point falling on the anticipated (planned) trajectory acts as a 
future path reference point. The model predicts that the driver steers in such a way 
that this reference point (and therefore also gaze) visually sweeps horizontally at a 
constant angular velocity from an initial eccentric position toward the vehicle 
centerline (direction of heading).  
Boer (1996) developed a model that is based on the goals of maximizing path 
radius (equivalently, minimizing the maximum lateral acceleration required to 
negotiate the turn at a given speed), within the geometric constraints of the road. The 
model assumes that the driver plans an optimal trajectory which will take them to a 
target point on the future path “next to the tangent point but slightly into the road”. 
The placement of the target point in a constant geometrical relation to the tangent 
point is not mandatory in the model. The tangent point is only one possible target 
point, and it is not an essential feature of the model that the tangent point be used. 
Again, it is identified as a target based on the Land & Lee, 1994, study.  
A path of minimum curvature required to reach the target point while remaining 
within the lateral boundaries prescribed by the road edges is planned, as follows.  The 
driver first observes the visual angle between the vehicle’s heading vector and the 
(non-stationary) future path reference point, estimates the vehicle’s speed and the 
geometric distance to the target, and adjusts steering and speed so that the following 
three constraints are satisfied: 1. The visual angle to the target location shall reach 
zero in less time than it would take to traverse the distance to the target point 2. The 
trajectory minimizes the maximum required lateral acceleration (i.e. minimizes the 
maximum steering input), and 3. The trajectory remains at all times within lane 
boundaries.  
Kim & Turvey (1999) and Wann & Swapp (2000) independently presented a very 
different model, which is based on the idea of using retinal flow to steer the car, 
without the need to estimate road curvature or lane position. It is assumed driver 
fixates on a point on the road she wishes to pass through – a (stationary) target point 
on the future trajectory. Then, if the driver is on a linear or circular trajectory that will 
successfully take him to that point all retinal flow lines (the visual flow projected to 
the retina) will be straight, and all flow lines that fall on the observer's future path will 
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be vertical. On the other hand, if the trajectory is too tightly curved or too straight, the 
flow lines will be bent in the opposite direction of the steering error, signaling the 
direction of appropriate steering compensation (Kim & Turvey, 1999; Wann & 
Swapp, 2000). This strategy predicts that drivers visually target fixed reference points 
on the road (stationary in the allocentric frame of reference), tracking each for a while 
and switching to a point further up the road as necessary (gaze polling). How far on 
the future path these reference points are supposed to be located, or for how long they 
are supposed to be fixated, is not specified by the model (the original model was 
presented in the context of steering through a series of slalom gates, which present 
salient locations on the path).  
These future path models posit that 
1. A reference point on the future path is targeted.  
2. The reference point provides preview information of road geometry relevant 
to adjusting steering, and used as input in a steering strategy. 
There tangent point orientation is mainly a result of contiguity of the future path 
reference point(s) and the tangent point. Yet these models, too, predict tangent point 
orientation to occur, because of the spatial contiguity of the future path and the 
tangent point in the driver’s visual field.  
Table 1 gives an at-a-glance overview of the models, organized on the basis of 
wherther the gaze target is assumed to be the tangent point (TP models) or the future 
path (FP models), and whether the steering strategy is based on observing the location 
or motion of this focal gaze target itself, or whether it is based on analysis of the 
(peripherally monitored) ambient flow field. 
 
Table 1. Steering models categorized by the dimensions of tangent point vs. future 
path targeting, and focal vs. ambient visual analysis 
  Gaze target 
  Tangent point Future path 
 
Source of 
steering 
information 
Target point 
(focal) 
Land & Lee (1994) Boer (1996) 
Land & Wann (2000) 
Flow pattern 
(ambient) 
Authié & Mestre (2012) Kim & Turvey (1999), 
Wann & Swapp (2000) 
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3.4 Problems with traditional AOI based evidence 
 
The basic result established by Land & Lee (1994) is that an area of interest (AOI) 
centered around the tangent point captures a considerable number of gaze 
observations.  
Specifically, what Land and Lee (1994) found in their seminal study was that  1. 
the tangent point was likely to be fixated immediately before turn-in (1–2 seconds 
before the car “entered the bend”), 2. during curve entry (0–1 second after turn-in) the 
drivers’ gaze was, for over 75% of the time, within three degrees of the tangent point, 
3. in the first two seconds after turn-in gaze direction was within a 3 degree region of 
interest around the tangent point for about half of the time. 4. the distribution of 
fixations was also found to be "centered within 1 degree of the tangent point" (the 
area of highest fixation density was within 1 degree of the tangent point).  
The reported gaze catch percentages have been of the order of 50%, with the exact 
number depending on road geometry, AOI size, and potentially other factors such as 
driver experience or speed (the effect of which is not currently well understood). AOI 
sizes have ranged from 2 to 6 degrees (depending on study), with gaze catch values as 
high as 85% for a 2 degree AOI (Kandil et al., 2010), and on the other hand as little as 
48% for a 6 degree AOI (Underwood et al., 1999) being reported in the literature.  
However, these basic tangent point orientation results, as such, are ambiguous with 
respect to whether the tangent point or some other point(s) in that general visual 
direction acts as the gaze target drivers use in the steering and speed selection task.  
It has proven difficult to test these alternatives (TP vs. FP) quantitatively in real (or 
even simulated) driving. The main reason is probably that it is quite challenging to 
differentiate between the hypotheses by area of interest methods, which rely on 
quantifying the relative frequency of gaze landings in an AOI centered on a putative 
target point (usually the tangent point). This is because with realistic AOI sizes and 
typical curve geometry, the AOI’s frequently overlap. Even a future path at the lane 
center would traverse within a few degrees of the tangent point. If drivers normally 
cut the corner, this will bring the future path (at a 1–2 s time headway) even closer to 
the road edge.  
For example, two simulator studies (Robertshaw & Willkie, 2008; Wilkie et al., 
2010) have showed that instructions to direct the gaze at different parts of the visual 
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field will affect future path, and that, conversely, instructions to take different paths 
through a curve will affect the horizontal distribution of gaze landing points 
(perpendicular to road edge) in the road scene. When instructed to maintain lane 
position at different distances from the inside road edge, gaze was correspondingly 
distributed at different lateral positions in the lane (as opposed to looking at the 
tangent point which would changing the gaze angle). When instructed to cut the 
corner gaze fell near the road edge (tangent point). The results quite convincingly 
demonstrate a future path strategy in this particular task. It is not, however, entirely 
straightforward to generalize results from simulator results with explicit instructions 
to take different lines through a bend to normal driving on real roads. For one, a 
simulator result should to be backed up by external validation of the simulator data 
against real world data on the same measures. Ideally, one would here wish to relate 
the (variation in) gaze landing points in the 3D scene to (variation in) locomotor 
trajectory. This type of external validation could then motivate further experiments in 
a simulator where stimulus parameters are known accurately and can be 
experimentally manipulated.  
If the normal track pattern is indeed to cut to the inside (as documented in Spacek, 
2005) then, as pointed out by Wilkie et al. (2010 p. 541), this could even lead to 
fixation of the tangent point “but for different reasons to those outlined by Land & 
Lee 1994” (ibid.). If were the case, tangent point orientation and future path 
orientation in real driving would be empirically equivalent for any eye-movement 
methods. (Fortunately, as we shall see, this turns out not to be always the case.) 
We may use the term steering point for any point which the driver i. actively 
foveates and ii. uses as a cue to select the appropriate steering action.  There are 
several steering point models that account for the pattern of tangent point orientation 
(concentration of gaze in the visual direction of the tangent point) but for different 
reasons. All posit different steering points, and different control rules with respect to 
those points, but, because in typical curves all proposed steering points fall within a 
few degrees of the tangent point gaze is predicted to be “tangent point oriented” 
whatever the steering point is. Some models assume that the tangent point is the 
steering point, and others assume that the steering point lies on the forward-planned 
future trajectory. In this case, “tangent point orientation” may still result from the 
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spatial contiguity of the future path and the tangent point in the visual scene, and/or 
some other reason for monitoring the tangent point. 
The main difficulty in using AOI methods for investigating visual guidance in car 
driving is that while the different steering point models assume different gaze targets 
and very different visual guidance mechanisms all models predict that drivers look 
into the bend, and therefore orient gaze in approximately the same general direction. 
This makes it very difficult to resolve the differences between the models empirically. 
Any target in the general direction the driver is heading, with a 1–2 s look-ahead 
time-distance will often fall quite near the tangent point, and therefore possibly within 
the tangent point AOI (depending on road geometry, the line the driver is planning to 
take, and of course the AOI size). In other words, the visual direction of the location 
on the future path where the vehicle will be in 1–2 s time – which is the typical visual 
preview time in natural behavior (Land, 2007), at least for “guiding fixations” 
(Mennie et al., 2007) – may often fall within the TP AOI. Thus, looking at the future 
path would be liable to produce “tangent point orientation”, and, vice versa, looking 
at the tangent point would be liable to produce “future path orientation”. 
The functional interpretation of the tangent point as a steering point – or even as a 
visual target – cannot be inferred from a “high” percentage (say, >50%) gaze catch by 
a suitably “small” tangent point AOI (say, 3° radius, or less). Thus, while tangent 
point orientation is a robust phenomenon and has been observed in many studies, it is 
inherently ambiguous with respect to the underlying mechanisms of gaze allocation. 
Observing tangent point orientation should not be considered as evidence for steering 
by the tangent point. Therefore  due consideration should be given to the presence of 
other gaze targets in the vicinity as potential confounds. Gaze position results 
demonstrating TP orientation alone do not support tangent point models over future 
path models. 
  
  
 
 
53 
4	  AIMS	  OF	  THE	  PRESENT	  STUDIES	  
 
Surprisingly, quite little is actually known in detail about the identity and selection of 
gaze targets in naturalistic driving. In particular, the future path as a gaze target has 
heretofore remained largely unexplored. (At least in field studies, although it has been 
discussed in theoretical papers and investigated in simulators). One possible reason is 
the poor suitability of AOI methods to provide data simultaneously on the different 
gaze targets of the different models, and the relative simplicity of replicating the 
robust tangent point orientation result with a single AOI. Another reason is the 
technical challenge of representing the future path in an egocentric gaze angle 
coordinate system in real world data: this requires an estimate of the angular positions 
of the points in the visual field corresponding to future path. Whereas the tangent 
point can be clearly identified from an image of the road scene as a geometrical visual 
feature within the visual field, thus requiring only a mapping from the image 
coordinates to gaze angles, this is generally not the case for the future path which is a 
more complex geometrical object, and not associated with any distinctive local image 
features to differentiate it from adjacent parts on “the road ahead”. Consequently, 
most field studies are mainly replications of the basic phenomenon of tangent point 
orientation on different roads (Underwood et al., 1999; Kandil et al., 2009, 2010).  
The results are based on reporting gaze landing in (mostly) TP AOI, and do not 
add very much to the casual observation or tangent point orientation. Overall, the 
follow-up studies have contributed mainly qualitative, sometimes inconclusive and 
not entirely consistent results that go little beyond the general phenomenological 
characterization already given by Land & Lee in 1994. More detailed data on gaze 
behavior is needed to progress in modeling steering behavior.  
Also, most studies have used very few subjects (range 1 to 20, with the median 
number of participants reported on in an on-road study being six). 
Addressing some of the methodological challenges of providing empirical data on 
the future path is the point of departure for the present studies. In particular, we 
identify the following: 
1. The future path has not been explicitly modeled, which is needed to define gaze 
AOIs on the FP. When the road surface as a gaze target has been reported, the target 
point(s) are not explicitly defined. Instead, fixations have been assigned to “the road 
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surface” or “the road ahead” category by visual inspection alone. Direct comparisons 
between studies are often hard to make because many key parameters have been 
either not controlled or not reported. If results are to be accumulated across studies, a 
more quantitative methodology and an accurate and commensurable representation of 
the road environment and driver behavior (including visual behavior) is needed. 
2. AOI overlap with TP and FP has not been addressed rigorously in the 
methodology (instead, fixations to “the road” have been visually determined with no 
clear guidelines established on how to deal with the problem of AOI overlap). 
3. Gaze stability/eye movement during “fixation” has not been characterized 
quantitatively. Little is known about the precise spatiotemporal aspects of fixations on 
the road because usually field experiments only report the dwell time in some area of 
interest (AOI) – e.g. one centered on TP. The eye movements themselves – what the 
“fixations” are like – is not quantified. In particular, whether or not the fixations are 
stable or whether they in fact resemble smooth pursuit eye movements has not been 
adequately addressed in any previous on-road study. This is important because it is an 
essential feature of the alternative future path models that “fixations” should really be 
pursuit movements. This way, eye movements can provide complementary source of 
data over and above gaze position.  
We also set out to investigate whether complementary methods relying on 
differential predictions of eye movements over and above gaze position in the visual 
scene can be useful in shedding light on drivers’ visual strategies. Here we were able 
to assess some predictions derived from tangent point and future path models against 
data collected in real driving on a public road by taking advantage of optokinetic 
pursuit eye movements and the theoretical analyses of optic flow in the literature. 
This analysis method allows us to better differentiate between the tangent point and 
the future path as reference points in the visual guidance of self-motion in real 
driving.  
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5	  METHODS	  &	  RESULTS	  
 
All data preparation, visualization and analysis was done with Python scripts custom-
made for the specific analyses, using the NumPy, SciPy and matplotlib packages. The 
algorithms were developed at the Traffic Research Unit by Esko Lehtonen and Jami 
Pekkanen, with additional programming by Juha Vepsäläinen, Teemu Itkonen, Henri 
Kotkanen and Andres Levitski. Some of the statistical analyses in studies I and II 
were done with R. 
 
5.1 Participants, equipment and procedure 
 
A convenience sample of 49 participants took part in the studies. They were recruited 
through personal contacts and university mailing lists.  All participants held a valid 
driver’s licence, and the experience level of the participants varied from 1000 km to 
over 1 000 000 km self-reported lifetime kilometrage. The subjects reported no 
medical conditions that might affect eye movements, and had normal or corrected to 
normal eyesight. The participants with corrected eyesight wore contact lenses in the 
experiments. 
The instrumented car was a model year 2007 Toyota Corolla 1.6 compact sedan 
with a manual transmission. The passenger side was equipped with brake pedals and 
extra mirrors, as well as a computer display that allowed the experimenter to monitor 
vehicle speed, the operation of the eye-tracker and the data-logging systems. The car 
was equipped with a two-camera eye tracker operating at 60 Hz (Smart Eye Pro 
version 5.5 www.smarteye.se), a forward looking VGA scene camera and a GPS-
receiver. Vehicle telemetry (speed, steering, throttle, braking and horizontal rotational 
velocity, i.e. yaw-rate) were recorded from CAN-bus. All signals were synchronized 
and time stamped on-line, and stored on a computer for analysis. The instrumentation, 
including software development required for integration, was carried out at the Unit, 
mainly by Esko Lehtonen. 
All experiments reported here were carried out in real traffic, on the public road 
network, and the drivers were not given any special “tasks” to perform. The 
participants drove at their own pace, and were instructed to adhere to traffic laws and 
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safety. The only deviation from normal everyday driving was the presence of 
(unintrusive) measuring equipment, and the instruction to avoid unnecessary 
discussion during the designated measurement sections.  
All drives were carried out in daylight, but sometimes in varying weather 
conditions (overcast or rainy). In addition to the participant who drove the car, a 
member of the research team acted as driving instructor on the front seat, giving route 
directions and ensuring safety. The participants drove the test route four times at their 
own pace. The driver was instructed to (i) drive as they normally would, but (ii) 
observe traffic laws and safety.  
A nine-point calibration was performed by asking the subject to look at designated 
objects in the scene outside the garage. Successful calibration was verified by asking 
the subject to fixate the same objects again. If the online visualization of gaze position 
for some calibration points was off (by about two degrees or more), a recalibration 
was performed. On the road, maintaining calibration was verified by visual judgment 
between runs by designating objects for the subject to look at. Gaze position accuracy 
during calibration can be seen to be about 1–2 degrees; on the move, however, a more 
conservative estimate of 2–3 degrees accuracy is more appropriate. 
The data was segmented based on the GPS coordinates of the test route. To render 
different trials (drives) comparable, the data was then given a location-based 
representation. One trial, with no traffic or other “incidents” was chosen as a 
reference. The vehicle trajectory in an allocentric xy plane (GPS coordinate system) 
was computed by linearly interpolating the 1 Hz GPS signal. This interpolated 
trajectory would then be used as the template of a route-location value, with which the 
other signals could be associated, effectively assigning each observation a one-
dimensional coordinate equivalent to travel distance along the vehicle trajectory. All 
participants’ trials were then mapped onto this frame of reference, by first best-
matching the observed GPS values to the reference trajectory, and then projecting the 
intermediate observations onto the interpolated trajectory.  
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5.2 Descriptive framework for curve driving sequences and 
the visual scene 
 
In order to make driver behaviour in different turns comparable (and increase 
comparability of data across experiments) it is desirable to have a general framework 
for discussing  
1. the steering, speed control, and vehicle behaviour in relation to the different 
"phases" of a cornering sequence, and 
2. the visual geometry of the road scene. 
This conceptual framework should abstract away from the particulars of individual 
turn geometry. The same terminology, presented next, was adopted in all three 
studies. Moreover, all the concepts were given explicit computational definitions 
implemented in the data analysis tools developed. These fully operational definitions 
should be contrasted to the purely phenomenological description of the road scene in 
Figure 8.  
 
5.2.1 Sequencing a bend 
 
We used an operational definition of cornering phases, decomposing the physical 
geometry of the turn (or the vehicle’s physical trajectory through it) into discrete 
segments in terms of the driver’s control actions and visual behaviour in different 
parts of the turn (see Figure 9). This decomposition can be used to sequence the 
geometric trajectory of the vehicle into discrete sequential elements of “the driving 
line”. Figure 9 illustrates these operational definitions decomposing “the driving line” 
in terms of the driver’s control actions. This decomposition can then be used to parse 
the geometric trajectory of the vehicle. 
1. Approach. The sequence begins with an approach phase where the driver 
judges the bend – based on its visual appearance and prior experience - and adjusts 
entry speed. Here he will be getting off the throttle and on the brakes, if necessary.  
2. Entry. The entry phase begins at a turn point when the driver induces a yaw 
motion to the vehicle by turning the steering wheel (countersteering with the 
handlebars in a two-wheeled vehicle). Steering angle and vehicle yaw rate typically 
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increase progressively throughout the entry phase. The entry phase ends when 
absolute yaw rate reaches local maximum at a maximum yaw-rate point.  
3. Cornering. In very long curve, the entry phase may be followed by a steady 
cornering phase where the steering wheel angle is held relatively constant, with minor 
corrections only. This phase is not present in short bends with a sharp apex.  
4. Exit. The exit phase of a corner begins when the yaw rate begins to fall from a 
local maximum. This is where driver first begins to unwind the steering (assuming no 
skid), and/or begins to apply throttle. (There is considerable variability in the point of 
first throttle application, making it unsuitable as an indicator for differentiating the 
turn phases in our data).  The driver can be considered to have reached the exit point 
and thus to have completely exited the corner or having completed the entire 
cornering sequence, when the vehicle is no longer in yaw – assuming the turn leads to 
a straight. If, on the other hand the turn leads immediately to another turn, the zero 
crossing of the yaw rate/steering wheel can be taken to mark the end of the exit phase 
of the previous turn and the entry phase of the next, and the departure point of the 
entire sequence is then the exit point of the final turn in the sequence. 
 
5.2.2 Analyzing a road scene 
 
Beyond the tangent point, there is no established nomenclature or authoritative 
reviews on the defining potential gaze targets in the road scene. Often fixations not 
falling on the tangent point are simply categorized as falling on “the road”. In all three 
studies, we used a consistent nomenclature established in study I, as explained next 
(please refer to Figure 10). 
The tangent point (TP) was defined above. In left hand curves (right side traffic 
system), the corresponding reference point appears to be the centerline tangent point 
on the lane edge (CL; Chattington et al., 2007), rather than the tangent point on the 
road edge. The following four points on the future path are geometricallty determined, 
in the same way as the tangent point:  
(i) The occlusion point (OP, cf. Lehtonen et al., 2012) is the furthermost part of 
the future path to which a continuous, unobstructed trajectory is visible, i.e. the point 
on the road where the future path of the vehicle disappears from view.  
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Figure 9. A segmentation of vehicle trajectory into phases that yields an invariant description for 
curves of different geometries into approach, entry and exit phases based on vehicle rotation (yaw-
rate). Top. a sharp bend where there is no distinct cornering phase, the entry transitioning directly into 
exit. The yaw rate trace is a “peak”. Bottom. A longer bend with a distinct cornering phase where the 
vehicle yaw rate “plateaus”.  
 
 (ii) The centerline reference point (CL) road center at the tangent point level, 
which can be considered to be approximately equivalent to the “centerline tangent 
point” of Chattington et al. (2007). In left-hand turns the centerline reference point 
would acts the “tangent point” (rather than the driver making a saccade across the 
opposing lane to the “real” road edge tangent point). 
(iii) A future path reference point adjacent to the tangent point, or: future path 
reference point 1 (FPRP1; cf. Boer, 1996; Wann & Land, 2000). It has the same 
vertical visual elevation as the tangent point, but lies some distance into the road. 
Under the idealizing assumption of central lane position this point is in the middle of 
the driver’s own lane, between the tangent point and the centerline reference point. 
(iv) A future path reference point beyond the tangent point, or: Future path 
reference point 2 (FPRP2).  This Future Path Reference Point 2 (FPRP2) lies “beyond 
the tangent point”, at the same horizontal visual direction as the tangent point but on 
the future path. 
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The last two we interpret to be useful operational definitions of at least potential 
future path steering points in the far zone (cf. Salvucci & Gray, 2004), which 
hypothetical points on the road surface (on the driving line) we refer to as Target 1 
and Target 2, respectively. Following Salvucci & Gray (2004) we call the part of the 
bend visible between tangent point level and OP the far zone of the bend. The future 
path in the far zone is thus bounded by FPRP1 and OP. We call the road between the 
car and the level of the tangent point the near zone. Further, we consider the visual 
direction of the tangent point (or CL) to divide the far zone into the far zone adjacent 
to the tangent point, and the far zone beyond the tangent point. Future path in the far 
zone adjacent to the tangent point thus consist of points on the future path between 
FPRP1 and FPRP2, and future path beyond the tangent point consists of points on the 
future path between FPRP2 and OP.  
 
Figure 10. Visual scene analysis into sectors and target points. FPRP1 = Future path reference point 1 
(Boer 1996; Study I), FPRP2 = Future path reference point 2 (Study I), CL = Centerline tangent point 
(Chattington et al., 2007). OP = Occlusion point (Lehtonen et al., 2012). Note that the origin of the 
egocentric frame of reference of the moving observer (direction of the locomotor axis, heading) lies at 
the base of the future path. 
 
5.3 Methods and Results of Study I 
 
Route and procedure. The test road in Study I was a 5.13 km long stretch of a low-
standard two-lane rural road (5.5 m pavement width, painted centerline and edge 
lines) with 50 km/h posted speed limit and very low traffic density. The route was 
chosen on the basis that an occlusion point was present within the forward looking 
scene camera’s field of view at all locations along the route (which ran in a forest). 
The test route was located 27 km from the campus and the participant drove to the 
site. The road was driven four times in each direction (northbound and southbound, 
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beginning always with northbound) for a total of eight legs (41 km). If there was a 
leading vehicle present when setting off to the route, the subject was asked to wait at 
an intersection until the road was clear. The participants were told to drive at their 
own pace, but observe traffic laws and safety, and explicitly instructed not to cut onto 
the lane of oncoming traffic in left-hand turns, if this was what they would do in 
normal driving. This was both a safety consideration (many of the bends were blind), 
and also done to reduce between-subject differences in driving lines. 
Data analysis. The vehicle trajectory in an allocentric xy plane (GPS coordinate 
system) was computed by linearly interpolating the 1 Hz GPS signal. This 
interpolated trajectory would then be used as the template of a route-location value. 
Turns were segmented into entry and exit phases, and assigned GPS coordinates. All 
participants’ trials were mapped onto this frame of reference (distance from the 
beginning of the route). Entry phases for 21 bends on the route were selected for 
analysis. The choice of curve to analyse was based on inspection of visual scene 
geometry in the video, and visually judged fit of the Bézier representation (explained 
in the next subsection) to the road geometry. This meant that the turns analysed were 
simple, unconnected curves (rather than connected S-bends, where the next curve 
becomes visible already during entry of the previous curve). This is because the 
Bézier curve representation (see below) cannot at present represent very complex road 
geometry very well. Bends with pronounced dips and crests were therefore excluded. 
In S-bends there are also multiple tangent points visible at once, thus making it 
ambiguous where the tangent point AOI should be placed. 
Tangent points, occlusion points, and road edges were identified manually (from 
the SmartEye Scene camera video). The image coordinates of the features of interest 
were transformed into the system angular coordinates of the eye-tracker, and 
associated with the appropriate route location coordinate based on the time stamp of 
the video frame.  
A Bézier-curve representation representing the visual scene decomposition was 
developed to investigate future path oriented gaze. Bézier curves were fitted to 
resampled reference-points on an image-by-image basis, and resampled to distance. 
Points on the fitted curves where then used to represent the future path, road center 
and road edges. The representation for the inside road edge is a spline constructed 
from two quadratic Bézier curves that pass from the near point (NP, the nearest point 
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on the road edge visible from the camera) to the tangent point (TP) and from the 
tangent point to the occlusion point of the road edge (OPedge). The Bézier curves' 
control points and the OPedge lie on a line parallel to the line from the NP to the OP. 
The two control points' displacement from the TP is equal but to opposite directions 
and determined by the length of the span that would extend from the NP-TP span after 
TP to a horizontal line at the level of the OPedge. Similarly, the outside road edge, 
centerline and future path were represented by splines through their respective 
reference points.  
FPRP2 was defined in terms of the Bézier curve representing future path as the 
point on the curve having the same horizontal coordinate as the tangent point. Note 
that the occlusion point and FPRP1 also fall on the future path curve, by definition. 
Note that the purpose was to develop an operational method that can explicitly 
identify gaze observations falling on the future path in the far zone. The choice of 
location for the reference point (at the boundary between far zone adjacent to the 
tangent point and far zone beyond the tangent point) was conventional, and is not 
meant to imply the functional hypothesis that this particular point (rather than the 
tangent point) is “the steering point”. 
 
Results of Study I 
 
 We first assessed tangent point orientation during curve entry in the traditional way, 
by computing the % of gaze within a 3° radius AOI around the TP and the “centerline 
tangent point” (Chattington et al., 2007), which in left hand turns clearly is the more 
correct reference point for “tangent point orientation”.  In their seminal study, Land 
and Lee (1994) found that 0–1 s after turn-in the drivers’ gaze was within three 
degrees of the tangent point over 75% of the time, follow-up studies conducted by 
Underwood et al. (1996) and Kandil et al. (2009, 2010) have reported  that gaze dwell 
time in a 2 degree radius AOI could vary from 10–15% (Underwood) to 50–60% 
(Kandil). We observed 26-27% gaze catch % (Figure 11) which, while quite low, fall 
within the range of “tangent point orientation” studies. 
We could thus have been content to assert that "tangent point orientation" is 
exhibited, adding the general observation that some of the time gaze is also directed 
“further up the road” (cf. Underwood, 1999; Kandil et al., 2009, 2010). Our FP 
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representation allowed us to compute gaze catch percentages for AOI's placed on 
points on the future path (Figure 5, right). Simply changing the analysis from TP AOI 
to FP AOIs we find substantial "future path orientation".  
In the raw data, it seems clear that the drivers do not stare12 continuously at any 
point in the visual scene. Instead gaze seems to alternate quickly between multiple 
target locations on the lane edges and the road surface ahead. In terms of time-
dependency, the overall pattern of gaze behavior hardly ever appears to be constant 
fixation of a single reference point. 
 
Figure 11 (From Study I). “Tangent point orientation” (left) and “Future path orientation” (right), 
quantified according to the traditional “AOI gaze catch” method. Left. Bar plot showing gaze catch in 3 
degree radius AOI’s around lane edge reference points when entering a bend. Left hand (LH) and right 
hand (RH) bends analysed separately. Data aggregated across all subjects. TP = tangent point, CL = 
centerline reference point. Right. Using a representation of the future path reference points we can 
perform a similar analysis to reference points on the future path. The plot shows gaze catch in 3 degree 
radius AOIs around three points used in this study: FPRP1, FPRP2 and OP (occlusion point). FPRP1 
and FPRP2 are reference points on the future path determined in relation to the tangent point (see 
Methods for definitions of the reference points). 
                                                
12 "Stare" is defined as continuously targeting the same point for more than 1s, cf. Kandil et al,. 
2010). Instead, we find that gaze usually shifts quickly between different regions of the visible road 
scanning (a few key target areas of) the scene rapidly, and in a consistent pattern across runs (cf. 
Weller, 2002, especially p. 92).   
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Note, however, that these AOI results have been computed completely separately – 
no method of resolving the conflict of a particular gaze observation falling 
simultaneously in both a tangent point and a future path AOI was used. That AOI 
overlap is present is shown by catch %'s for both left hand turns and right hand turns 
summing to more than 100%.  
Some of the "future path orientation" could therefore be merely a spurious result 
arising from the proximity of the tangent point (AOI overlap). But equally well 
“tangent point orientation” may be a spurious effect of the proximity of the future 
path. The percentages cannot therefore cannot be directly compared (to determine if 
there is “more” of one type of orientation or another). 
One means to resolve AOI overlap is to assign a gaze observation to its nearest 
reference point (Figure 12), rather than categorizing a gaze position observation as 
“oriented” towards a reference point if it is within a pre-defined angular threshold 
distance from the point. The advantages of this clustering method are that one does 
not need to determine an a priori AOI size so there is no AOI overlap and that the 
catch percentages for all points will also sum to 100%. 
We reasoned that if the driver is indeed looking at the future path – rather than or 
in addition to the tangent point – then changes in the position of the future path 
relative to the to the tangent point should be reflected in variation in gaze position. 
We examined whether the distribution of gaze within a 6° AOI around the tangent 
point depends on the parameter curve height h, the vertical angular subtense of the far 
zone. This is  the vertical distance between the tangent point/FPRP1 level and the OP 
(Figure 13, top). Figure 13 (bottom) shows that in almost all cases the regressor has a 
positive slope, indicating that the mass of gaze distribution is higher in conditions 
where h has a  larger value.  
When analyzing statistical reliability by curve direction, we see that for the right-
hand direction effect is statistically significant at the <0.05 level (two-tailed binomial 
test p = 0.016), for left hand turns the trend does not reach significance (p=0.125), 
because of the divergent behavior of participant three13.  
                                                
13 Inspection of the gaze behavior shows that this (relatively inexperienced) participant is looking 
quite close in front of the vehicle – near the FPRP1 or even the further edge of the near zone. However, 
whether this behavior really is the reason for the deviant pattern – and if so, why it should increase in 
more open curves that is, in situations where the value of h is higher – is not clear. 
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Figure 12 (from Study I). Top: Between subjects mean gaze catch shares of reference points, when 
clustering by nearest point (CL for left hand bends, TP of right hand bends, FPRP2 or OP; clustering 
observations falling into 6° window). Bottom: diagram explaining the 6° window used to select data 
for clustering. Gaze observations not falling within 6° of any of the three reference points CL/TP, 
FPRP2, OP were classified as “outside” of the window. Gaze observations falling within the window 
were clustered into reference points by assigning each observation to its nearest reference point. Note 
that the shape and size of the “window” will change as the reference points’ relative locations in the 
road scene vary according to curve geometry. In order to avoid spurious hits from glances into the 
scenery or the speedometer from being assigned to reference points, we used a 6° radius threshold from 
TP, FPRP2 and OP to classify observations as outside the far zone “window”, the rest of the gaze 
observations were classified as “other”. 
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Figure 13 (opposite, From Study I). Heatmap visualizations of the distribution of all participants’ raw 
data, overlaid on the wireframe representation: sample frames from Movie 1. Gaze is seen to 
concentrate in the far zone (the region between FPRP1, green, and OP, black). A movie was chosen 
over a static representation precisely because the pattern changes in time, and thus it is important to 
have the time coordinate represented, rather than collapsing all time points into one. Each frame is an 
average heatmap of gaze density distribution at a specific route location. The distribution is dynamic 
(changing in time) limiting the applicability of static heatmaps in representing the data. Static heatmaps 
or scatterplots of gaze (and reference points) referenced to any coordinate system - with the origin at 
heading, TP visual direction, OP visual direction etc… – suffer from a fundamental problem: the 
reference points constantly move relative to one another. Without a "normalized" 2D or 3D space, 
where the reference points' relations are time-invariant - fixations directed at any other target than the 
reference point chosen as the coordinate system origin will blur the pattern. Consider gaze direction 
and the visual directions of the reference points in the vehicle frame of reference, where the origin is at 
the locomotor heading. An average heat map would effectively amount to superimposing all bends' 
observations into one picture. Imagine projecting, for example, all entry phase OP positions into the x 
and y axis of an image. They will not project to a point, but create a distribution and at another bend 
this distribution will be at a different place. Repeat this for TP (and other reference points) and all we 
are left with is a blur of overlapping distributions, with the distribution of gaze "somewhere in there". 
In TP centered coordinates (for example the contour map of Land & Lee, 1994), the future path 
becomes a blur. In an FP referenced map the TP becomes a blur, and it is not clear what fixed point on 
the FP should be chosen.  
 
Figure 13 illustrates the intuitive idea behind this measure. The images are 
individual frames from a heatmap video showing the dsitribution of gaze at each route 
location along the path. The pattern illustrated is concentration of the subjects’ gaze 
around the task relevant  apex region/far zone with very little “visual search”, and the 
shape of the pattern following the elongation and contraction of the contours of the 
road. The correlation measure gives an index of the systematicity of this variation, 
when variation in the (vertical) movement of the tangent point is controlled.  
Although FPRP1–OP span would probably yield higher correlations, as most of the 
vatiation in the visual projection of the road is horizontal, we did not use curve width 
(FPRP1–OP span) because it does not differentiate between the FP and TP hypotheses 
since due to the projection geometry the horizontal position of the TP relative to 
FPRP1 covaries, , with FPRP1–OP span. 
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Table 2 (From Study I). Individual subjects’ Spearman correlations between vertical 
displacement of gaze position  from the tangent point (in left hand turns from the 
centerline tangent point) and curve height 
 
Left Right 
S1 0.06 0.48 
S2 0.15 0.36 
S3 -0.15 0.26 
S4 0.21 0.32 
S5 0.31 0.15 
S6 0.10 0.30 
S7 0.03 0.13 
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5.4 Methods and Results of Study II 
 
Route and procedure. The route was a 8.1 km long two-lane rural road with painted 
edgelines, a painted centerline, a 70 km/h posted speed limit and low traffic density. 
The route was chosen on the basis that – as it ran through fields – most curves had 
clear and unobstructed sightlines. Because most curves on the road were unconnected 
- being instead connected by long straights - very clear approach, entry and exit 
phases could be identified.  
The test route was located 55 km from the campus, and the participants were 
driven there by members of the research team in other vehicles. Calibration was done 
at the test site.  The road was driven four times in both directions (westbound and 
eastbound, always starting with westbound) for a total of eight legs (65 km). If there 
was a leading vehicle present when setting off to the route, the subject was asked to 
wait at a bus stop until the road was clear. 
Data analysis. Turns were identified and segmented into entry and exit phases, and 
assigned GPS and route location coordinates, similarly to Study I. To analyze gaze 
origin and gaze landing points on the road on a fixation-by-fixation basis, the 
trajectory of the vehicle was also computed by starting from each origin location 
(location point corresponding to the time of fixation middle point), and integrating the 
vehicle yaw rate and speed over time to estimate the point of gaze landing for each 
fixation as projected on the future trajectory. This is the point where the visual 
direction of the path-integrated trajectory corresponds to the visual angle of the 
fixation – that is to say, approximately the point where the line of sight intersects the 
road. The method used has been reported in more detail in Lehtonen et al. (2013). 
Fixations were identified using a velocity threshold algorithm (IV-T, see Salvucci 
& Goldberg, 2000), where the horizontal and vertical velocity thresholds (in vehicle 
frame of reference) were determined from the data. Prior to fixation detection the data 
was preprocessed by re-moving small gaps (1 or 2 missing samples) by interpolation 
and smoothed (second order Savitsky-Golay filtering, window size: 9). The velocity 
threshold for horizontal and vertical gaze velocity were determined separately, for 
each run (i.e. between calibrations), as 0.8 times the standard deviation of horizontal 
gaze position and 2.0 times standard deviation of vertical gaze position, respectively.  
 
  
 
 
70 
Figure 14 (Opposite, adapted from Study II). Optokinetic pursuit movements during curve entry. 
Top: Individual trial data from one participant, showing a typical pattern of pursuit-like/optokinetic 
movements during curve entry (curve 6, eastward). Red = tangent point, Blue = curve exit. The vertical 
lines mark the entry, yaw-max and exit points of the curve, as explained in the methods. Vertical axis is 
the visual direction of gaze (black) in reference to vehicle centerline (in degrees, positive = to the 
right). Horizontal axis is time (seconds from the beginning of the measurement). There are two quite 
clear fixations on the tangent point (points marked as TP1, TP2) immediately prior to and after turn-in, 
but thereafter fixations to the tangent point are interspersed between fixations on the road beside and 
beyond the tangent point. The fixations show optokinesis with a slow phase (pursuit-like) movement in 
the direction opposite to the direction of the curve (e.g. F1, at approximately time point 1404s). In the 
vehicle frame of reference the “fixations” are slanted in the direction opposite to the curve direction (in 
this case to the left). This occurs during curve entry, when the vehicle is in yaw (fixation F1) and is 
consistent with the gaze following the apparent rotation (horizontal visual flow) of the external 
environment. Note that the eye-movement is in opposite direction to the horizontal movement of the 
tangent point (red) – even when gaze lands very near the TP. The direction and magnitude of pursuit is, 
on the other hand, consistent with the apparent motion of the curve exit point (blue), a stationary point 
on the future path visible throughout the curve. In the lower figure the exit point is the origin, and 
fixation F1´is not stable (although the tangent point is not). This suggests that the driver may be 
targeting the future path, or, if he is targeting the tangent point, he is unable to maintain target fixation 
because of an optokinetic reflex that “drags” gaze away, in the direction of visual flow. Bottom: Gaze 
position in the visual field at fixations TP1, TP2 and F1, illustrating the rightward movement of the 
tangent point. What static visualizations of gaze position during single a fixation do not reveal is the 
reversal of pursuit direction. 
 
Fixations to the speedometer and mirrors were removed from analysis, based 
on tagging their visual angle for each subject, during initial calibration. 
Gaze-landing points of each fixation could now be assigned both route location 
values, and time  headway values.  Conversely, in this representation, route points or 
time-distances to a point on the future path could be assigned an instantaneous visual 
direction in the vehicle frame of reference.  
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This was used for an operational criterion for guiding fixations: these were 
fixations with a gaze-landing point on the estimated trajectory with a lead time of less 
than 5 seconds. Fixations with a lead time higher than 5 s were considered look-ahead 
fixations (cf. Lehtonen et al. 2013) and removed from analysis. 
 
Results of Study II.  
 
Again, visual inspection of gaze data superimposed on video reveals the typical 
pattern of tangent point orientation without fixed “staring” behavior. Most often the 
pattern appears to be one of multiple guiding fixation targets on the road, within a few 
degrees of each other (and of the tangent point), between which the driver alternates.  
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Figure 15 (opposite, adapted from Study II). Top left: Movement of the vehicle in the allocentric 
frame of reference. Bottom left. Movement of the exit point in the vehicle frame of reference.   Top 
right: Within-fixation mean rotational velocity of the eye during (deg/s), in the vehicle frame of 
reference (red) and a frame of reference rotating along with the apparent motion of the curve exit point 
(black). Data averaged across eighteen subjects, error bars 95% CI. Positive is to the left.  Left panel: 
turning left (westward leg), right panel: turning right (eastward leg). Bottom right. Allocentric 
reference point-referenced coordinate system where the angle of the curve exit point relative to vehicle 
is the reference direction. When the rotation visual axis is referenced not to the vehicle axis (heading) 
but the vehicle-exit point axis (red in the left hand figures) in the vehicle frame of reference exactly 
matches the rotational pursuit movement of the eye, the fixations appear stabe in this allocentric-
referenced coordinate system (zero within-fixation velocity). In contrast, in the vehicle frame of 
reference optokinetic pursuit movement will appear as rotation in the direction opposite to the direction 
of the curve.  
 
Going beyond this phenomenological analysis of “gaze targets” we went on to ask: 
what is the pattern of eye movement/stability within each individual “fixation”? 
Plotting horizontal gaze position against time (An example from a typical trial is 
given Figure 14, Top) reveals fixations themselves not to be stable with respect to the 
vehicle (or to the tangent point). The general pattern is similar to the simulator-study 
data of Authié and Mestre (2011), with a low frequency component following the 
tangent point region (whose visual field location increases in eccentricity, due to 
vehicle translation and rotation, as the curve is entered) and a superposed periodic 
nystagmus (several cycles per second).  
This high frequency pattern is especially prominent in the later stages of curve 
entry (when the driver is presumably preparing to accelerate out of the curve, rather 
than turning in). Thus, most “fixations” actually display an optokinetic pursuit 
movement in a direction opposite to the rotation of the vehicle (and opposite to the 
change of visual direction of the tangent point, illustrated in Figure 14, Bottom), 
interspersed by quick saccade-like movements. We noted that the saccades are by 
means always performed in the direction of the curve (to a higher eccentricity) but 
“poll” the road further ahead, then returning to the “typical” direction of about 2s time 
headway.  
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To characterize the nystagmus in relation to the visual scene, we transformed the 
eye movement data into a rotating coordinate system, whose origin is the point of 
observation but whose main axis runs not in the direction of the vehicle centerline, but 
always through the curve exit point, a static point in the far zone beyond the tangent 
point. This rotation is in the direction opposite to the curve (to the right in left hand 
curves and vice versa), and does not correspond to the direction of visual flow of the 
tangent point (which, for geometrical reasons, is in the direction of the curve). A step-
like “staircase“ pattern, where the fixations are stable emerges (illustrated in Figure 
14).  
Figure 15 shows aggregated pursuit velocity data for all participants, for all curves 
analyzed. We can see that gaze position is stable (“fixed”, mean gaze velocities 0–1 
deg/s) in the rotating allocentric-referenced coordinate system (black), but “pursuit 
like” (mean gaze velocities 1–4 deg/s) in the egocentric vehicle-referenced coordinate 
system (red). This result was tested for statistical significance with repeated measures 
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ANOVA (curve direction (2) x curve (6) x reference (2)). The relevant measure is the 
significant interaction of curve direction (left vs. right) and reference (vehicle vs. exit) 
(F(1,17)=904.45, p < 0.001). This shows that within-fixation movements are 
consistent with the drivers choosing a target point on the road, and maintaining 
foveation with a pursuit movement (reminiscent of “gaze polling” in Wilkie et al., 
2003 and contrary to the “gaze sampling” instruction in Kandil et al., 2010). 
 
5.5 Methods and Results of Study III 
 
Route and procedure. The experiment was conducted on an on-ramp of a suburban 
dual-carriageway with an 80 km/h posted speed limit. The location was 15 km from 
the campus, and the participant drove the car to the site in order to familiarize him 
with the vehicle. The ramp was driven 16 times. The ramp was chosen because of its 
curve geometry was suitable for the purposes of the investigation: the curve has a 
distinct cornering phase where the curve radius remains relatively constant for a 
significant period of time. The length of the curve (the car rotates 270°) and relatively 
large radius mean that the duration of the curve – and the cornering phase in particular 
– is sufficient to provide abundant data on eye-movement patterns during cornering 
Also, due to elevation change (uphill) the projection of the road surface in the visual 
scene allows us to better resolve the tangent point from the road surface/future path 
beyond. 
Data analysis. A GPS-based route location representation was computed as in 
Studies I and II. The locations of curve entry, cornering and exit phases were 
established manually, based on median yaw rate. The simple road geometry allowed 
us most reliably to identify the tangent point algorithmically from forward looking 
VGA video. A lane detection algorithm specifically designed for identifying the 
edgeline and the tangent point in curves was developed (by JP) for this study. After 
this, all gaze position data could be referenced to the vehicle frame of reference or a 
tangent point centered frame of reference, as required by a particular analysis. 
Gaze angular velocity provides complementary information on the driver’s gaze 
strategy over and above gaze position. This measure is not sensitive to small 
(constant) position measurement error which make AOI based measures problematic 
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when putative targets lie within a few degrees from each other. (Like the TP and the 
future path do.) An optimal segmentation algorithm was developed (by JP) to 
partition the data into “SPs” and “QPs”. The basis for the method was Optimal 
Partitioning as described by Jackson et al. (2005). The algorithm selects the 
segmentation of the data that maximizes the likelihood of the segmentation under the 
assumptions of linear eye movement, Gaussian axis-independent noise and Poisson 
distributed changes in the linear segments. Due to outliers in the data (also assumed 
Poisson distributed), the method was expanded in a manner inspired by the Multiple 
Hypothesis Tracking method (Reid 1979). Samples categorized as outliers are omitted 
from the local linear fit and its residuals. Free parameters are expected segment 
length, noise and outlier frequency. The gaze velocity (horizontal and vertical 
components) at each point in time was defined as the horizontal and vertical slopes of 
the linear segment associated with the data point. For gaze position we then used the 
segments as the estimate of the “true” position of each valid gaze position 
observation.  
 
Results of Study III 
 
We computed for each data point its displacement from the tangent point position. For 
statistical analysis of the gaze pattern, density estimates were made of the gaze 
position (horizontal and vertical displacement from the tangent point) during the 
cornering phase (Figure 16, top). Also the median displacement from tangent point 
was computed for each individual participant (Figure 16, bottom). The gaze appears 
concentrated in the far zone adjacent to and beyond the tangent point. Change in gaze 
position (horizontal and vertical velocity components of gaze velocity) was computed 
for each SP, and shown as a histogram in Figure 17, top. Note the correspondence to 
the local visual flow on the future path in the far zone (Figure 17, middle).  To 
evaluate this pattern statistically, we represent the data as a density estimate 
distribution in gaze velocity phase space (where the dimensions are horizontal and 
vertical components of gaze velocity, i.e. the slopes of the regression lines, negative 
horizontal and vertical velocity indicates movement down and to the left).  
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Figure 16 (adapted from Study III). Gaze distribution in tangent point centered coordinates. 
Distribution of gaze displacement from the tangent point. Density estimate and marginal density 
distributions (horizontal and vertical). The tangent point lies at the origin, the near zone lies mainly in 
the lower left quadrant, and the far zone in the upper left quadrant (“adjacent to the tangent point”) and 
in the upper right quadrant (“beyond the tangent point”). Aggregate data for all subjects. The dashed 
contours in the main picture contain 25%, 50% and 75% of observations. Circles indicate mode of the 
gaze density distribution from individual subjects data.   
Figure 17 (opposite, adapted from Study III). Top: Histogram of gage velocity direction of identified 
SP’s (“fixations”). These are optokinetic pursuit movements, indicating that while the eye may be 
comparatively stable relative to the external environment, the “fixations” track visual flow and/or 
allocentric locations on the road, moving in the direction opposite to the curve direction. This pattern is 
highly consistent between subjects. Middle: Schematic llustration of the flow. Note that the flow is 
shown tobe vertical at the tangent point (following the analysis of Authié & Mestre, 2012). Bottom. 
Density estimate in gaze velocity phase psace. Circles indicate individual mode values of individual 
subjects’ data. Inset: Enlargement, individual modes and confidence regions only. The ellipses indicate 
Hotelling’s T-squared 95%, 99% and 99,9% confidence regions. The distribution is not centered at the 
origin (which would indicate stable fixation data), but clearly clustered to the left (indicating a 
horizontal eye-movement component) and below (indicating a vertical eye-movement component). 
This is the pattern that one would expect from gaze following regional optic flow in the far zone.   
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We used a Gaussian kernel estimation, with bandwidth calculated by Silverman’s 
rule for the velocity density and fixed bandwidth of 1.0 for the position density. 
Modes were estimated from the density estimates by first finding an approximation by 
discretizing the density estimate and numerically optimizing the density estimate 
function bounded in the discretization bin (Figure 17, bottom). 
The individual subjects density estimate peaks are all to the left (average value of 
distribution modal point -7.0 degrees/s) and down (-1.7 degrees/s). The 95%, 99% 
and 99.9% Hotelling’s T-squared confidence regions for the mode of gaze velocity 
density clearly show that the distribution is significantly biased towards the lower left 
quadrant. 
This direction and magnitude of the pursuit is consistent with the visual flow in the 
region of measured gaze position14. As the average vehicle yaw-rate varies between 
12 – 16 degrees/s future path models predict that the value of horizontal gaze velocity 
should be approximately half the horizontal rotational velocity of the vehicle (Wann 
& Swap, 2000). The 95% CI for the variable yaw-rate/2 – horizontal gaze velocity is 
(-0.4 °/s, 0.6 °/s), Shapiro-Wilk W = 0.98, p = 0.98. Moreover, the correlation 
between yaw-rate and horizontal gaze velocity, while small, is positive for every 
participant. The correlations are small (Median 0.14), but it should be noted that 
variation in yaw-rate itself is in a very restricted range, because only a single bend 
was analysed, and in that bend only the cornering phase where the yaw rate remains 
very stable. Thus what is observed here is mainly an effect resulting from small 
steering inputs and changes in speed.  
  
                                                
14 We have assumed regional flow at the tangent point to to be vertical (following the analysis of 
Authië & Mestre, 2012), i.e. that the tangent point falls on the circle of horizontal flow inversion. This 
is an assumption that may not hold for all driving lines. Note that we did not directly measure the flow. 
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6	  CONCLUSIONS	  	  
 
The main conclusion of this thesis can be summarized in two essential propositions. 
The first proposition is empirical:  
 
1. Optokinetic pursuit eye movements occur during normal curve driving. That 
is, the “fixations” during curve driving and “tangent point orientation” are not 
fixed in the egocentric coordinate system (nor do they track the movement of 
the tangent point), but are consistend with the visual rotation of the parts of the 
visual scene falling in the far zone beyond the tangent point. This was first 
reported in Study II , and examined in more detail in Study III. 
 
The second proposition is functional – an interpretation of the pattern of results in 
the context of the tangent point versus future path debate, and in the light of gaze 
position data in Study I and Study III:  
 
2. The presence of this optokinetic pursuit, and especially its dynamic 
characteristics, support future path steering models more than tangent point 
models. 
 
The motivation for the studies was that although steering by the tangent point has 
established itself as the prevalent hypothesis for “where we look when we steer”, AOI 
methods used to date in the tangent point literature cannot, due to inherent 
methodological limitations, conclusively establish whether drivers are actually 
looking at the tangent point or at the future path. The methodological challenges of 
developing an accurate representation of future path computing the locations the 
visual scene where the future path is projected in real driving) have heretofore 
confined the study of future path targeting to simulators, and prevented a quantitative 
assessment of the extent of the AOI overlap problem. Study I addressed these 
challenges. With our new methods we were able to quantitatively address AOI 
overlap – previously raised only in discussing potential problems for interpreting AOI 
data on tangent point orientation (Robertshaw & Wilkie, 2008). The methodological 
conclusion from Study I is that any functional conclusion to the effect that the tangent 
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point was used – or even the empirical observation that the tangent point was 
targeted – needs to take into account the very small relative angular displacement of 
the tangent point and the future path. The problems of AOI methods need to be 
addressed whenever when “tangent point orientation” results are presented, and the 
future path should be explicitly modeled in studies of tangent point orientation, 
perhaps using the kinds of analysis tools presented in Study I. The analysis software is 
open source Python code.  We furthermore showed that the future path can be used as 
framework for detailed representation on-road gaze data. No previous on-road study 
we know has represented gaze behavior in terms of parametric representation of the 
dynamically changing visual projection of the road scene in terms of reference points 
on the road edge and the future path. Studies where fixation targets have been hand-
coded identify the tangent point has been identified precisely, but the future path is 
usually reported simply as fixation to "the road" – notwithstanding that much of the 
tangent point AOI also covers parts of “the road”, and, equally, many parts of the road 
are within a few degrees of the tangent point. This phenomenological way of 
characterizing the projection of the future path within visual scene affords little in the 
way of analysis of gaze behavior beyond simple AOI hit frequency counting. It is also 
blighted by the problem of AOI overlap15.  
The empirical conclusion from Study I is that future path orientation occurs in real 
driving, and is not always the result of “AOI leakage” creating artifact, or even of 
drivers "trying" to target the tangent point (but failing). The tangent point is not the 
sole, perhaps not even the primary target of steering-related fixations on the road, 
most of which may be yet to discovered or defined. Drivers may occasionally target 
the tangent point (in left hand turns the centerline reference point) among other gaze 
targets on the road, but the future path, or points on it is equally valid as the tangent 
point as a point of departure for analysis of the visual control of steering in real 
driving. In the existing future path models, it is not speficied precisely where on the 
future path the steering point “should” be located. Boer (1996) and Wann & Land 
(2000) have suggested it might be referenced to (adjacent to) the tangent point. 
However, both the results of Study I and Study III indicate that the drivers’ gaze is 
                                                
15 Determining on a fixation by fixation whether a gaze position observation near the tangent point 
is toward the tangent point or toward “the road” requires and arbitrary AOI threshold to be set a priori.  
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concentrated in the far zone, sometimes adjacent to but often beyond the tangent 
point. 
A more detailed understanding of gaze behavior during curve driving has emerged 
with the recent demonstration of optokinetic pursuit eye-movements during real curve 
driving in Studies II and III. Study II presented, for the first time, that optokinetic 
nystagmus or pursuit eye movements are present in real curve driving. The direction 
and magnitude of the slow phase pursuit movements was consistent – at a very rough 
approximate level – with the properties of the complex optic flow field elicited by 
curvilinear locomotion in the road environment. This was shown by transforming the 
gaze position observations into a frame of reference rotating with respect to the 
vehicle longitudinal axis, following a fixed allocentric reference point (the curve exit 
point) as it sweeps toward the vehicle centerline during curve negotiation. When the 
coordinate system is changed, the “fixations” lose their pursuit-like appearance, 
suggesting that each fixation is tracking fixed allocentric points, and therefore 
following the regional optic flow at the gaze landing point.  
When the assumptions of future path orientation (Study I) is combined with the 
assumption that optokinetic pursuit follows regional optic flow (Study II), this points 
to new ways of assessing the tangent point and the future path as drivers’ gaze target. 
This was the point of departure for Study III.  
In Study III both gaze position data (gaze displacement from the tangent point) as 
well as complementary eye movement data (orientation of OKN slow phaseof the 
“fixations to the road”) which are consistent with the assumption that the drivers are 
looking at the road surface in the far zone. These results are found to be consistent at 
the level of individual subjects with considerable variation in driving experience. The 
pattern is consistent with the future path models of Boer (1996) and Wann & Swapp 
(2000). Tracking fixed target points on the future path in the far zone with optokinetic 
pursuit eye movements would predict gaze velocity to have the observed horizontal 
component: its direction being in the direction opposite to the bend, and the 
magnitude of the horizontal component of the pursuit movements approximately half 
vehicle yaw rate. The SP direction is difficult to reconcile with tangent point models. 
With both complementary methods for characterizing gaze behavior – distribution 
of relative gaze displacement and gaze velocity distribution  – we get converging 
evidence of orientation towards the future path in the far zone. We do not observe any 
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clear indication that over the course of driving through a curve drivers’ gaze remains 
focused on a narrow region near the tangent point, which would be expected if the 
drivers are steering by the tangent point.  
The most conservative interpretation of the pattern of results from Studies I-III 
would be that distinct gaze strategies may be present and that the domain of 
application of tangent point steering models may be considerably more restricted than 
has been heretofore assumed. 
Most studies which have reported substantial “tangent point orientation” have 
focused mainly on the approach and entry phases. In the seminal Land & Lee (1994) 
study it was found that the tangent point was fixated “before the car enters the bend”, 
and the fixation density at the TP was highest immediately after turn-in and up to 
about “~3 s into the bend”. As the cornering sequence progressed, the relative 
frequency of fixations in the general direction of the tangent point direction decreased 
which clear from the figures. It could be hypothesized that the tangent point could be 
important for the decision to initiate turn-in, and judging the appropriate amount of 
steering, perhaps also speed. Once the driver has entered a sustained, constant radius 
part of the bend, however, the tangent point seems to play little role in steering control 
and visual anticipation. 
Drivers “looking at the tangent point” or “steering by the tangent point” have come 
to enjoy a hegemonious position – to the point where drivers orienting towards the 
curve apex has become known as “tangent point orientation” – even though it is 
possible that the same qualitative pattern would emerge if the driver was looking at 
any of several other potential target points in the far zone, including points on the 
future path he is about to traverse in 1–2 seconds time (all the more so if the driver 
intends to cut the corner).  In contrast, the data from the present studies can be 
interpreted as corroborating evidence for the casual observation that car drivers 
often look at the road where they are going. Notwithstanding that for 20 years the 
default hypothesis has been that drivers do not look at the road, but at the road edge 
– at a point where they are not going.   
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7	  DISCUSSION	  	  
 
In this Discussion, we first go through the main open questions remaining, and new 
avenues for studying the visual control of high-speed locomotion. Then the present 
results are placed in the framework of a more general theoretical framework for visual 
and attentional processes involved in steering during high-speed locomotion, as 
revealed in curve driving.  
 
7.1 Open questions and future work 
 
A number follow-up questions immediately rise from the present results. They 
concern the details of optokinetic movements in locomotion, and are important 
immediate goals of further research into the phenomenon. 
1. What is the quantitative correspondence between OKN and regional flow? The 
first issue is quantitatively establishing the correspondence between OKN SP and 
regional flow. Using ½ yaw rate as a proxy is a crude approximation, and here, too, 
variation in speed and rate of rotation (different entry speeds, curves of varying radii) 
would be needed to establish the nature of the dependency.  
Also the argument for vertical flow at the tangent point (Authié & Mestre, 2012) is 
based on idealizing assumptions about vehicle trajectory which may not hold in real 
driving. The optimal method would be to analyse empirically and on a fixation by 
fixation basis the regional optic flow, using a physical projection model based on 
computing the visual flow from the projection geometry from an accurately measured 
3D model of the environment, and a precise spatiotemporal localization of the gaze 
vector origin. Also of interest would be the effect of degradation of flow (adding 
noise) or removal of road surface texture altogether on the OKN slow phase 
movements. If the OKN is mainly the result of a retinally driven optokinetic reflex 
based on regional flow, these conditions (resembling driving on new snow or an 80’s 
video game without texture graphics) should abolish the OKN SP altogether. If, on 
the other hand, it is guided by perceived egocentric movement of locations fixed in 
allocentric world, this process should be able to guide the pursuit movements based 
on ambient cues. 
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Finally, it is not possible to achieve perfect optokinetic image stabilization for 
global flow during curvilinear motion due to image shearing. Thus, only regional or 
local flow can be accurately compensated by a retinal signal, in which case it would 
be of interest to know how input from different parts of the retina are integrated and 
weighed in determining eye rotation.  
2. Is OKN a mandatory reflex that cannot be inhibited by a “voluntary” TP 
strategy? Related to the previous point, the future path gaze sampling hypothesis of 
steering control interprets the OKN SP as an integral aspect of the visual steering 
strategy, whereas the tangent point hypothesis considers it a “reflex” that occurs 
against a higher-level TP foveation strategy. Is it possible to suppress the OKN by 
deliberately foveating the tangent point? Typically, smooth pursuit is considered to 
require a focal target for foveation, and suppressing OKN is likewise often assumed 
to require a “fixation” object. These predictions, however, derive from laboratory 
studies with very simple, bi-ocular (but usually not stereoscopic) stimuli viewed 
under a specific “visual task” (as opposed to using visual flow in the task of steering a 
path). We are currently conducting an on-road experiment, where the driver is 
instructed to fixate the tangent point throughout the cornering phase. This will allow 
us to determine whether OKN is present, and if its direction is different from the 
direction observed in the free gaze condition (e.g. vertical). 
3. Is stereopsis involved in steering-related OKN? One possible reason for the 
difference between the results of Study III and the simulator study of Authié and 
Mestre is that their simulator did not present a 3D stereoscopic view of the road16. If 
depth from stereovision is important in normal driving, spurious results could be 
produced when tested in a simulator with a non-stereoscopic display. (And could also 
explain why people in simulators so often show difficulties in judging speed and 
experience motion sickness, which is hardly ever the case in real driving). Although 
the distances in the driving environment are quite large compared to the typical range 
where stereopsis is considered effective, it should be noted that most research on 
binocular disparity has been done on depth perception of static patterns. Sensitivity 
range in binocular disparity of optic flow is much less known. 
                                                
16 They also instructed their participants to drive as fast as they could, which could completely 
change the visual strategy. 
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4. Is OKN modified by stimulus conditions – curve radius and speed in particular? 
With higher speed (and tighter curve radius) higher rotational rates are required, 
hence higher magnitudes of the horizontal component of optic flow are induced. How 
does this affect the OKN SP movements? Clearly, higher speed should lead to higher 
eye-velocities – are there are limits to how gaze high velocities and SP amplitudes can 
be performed “comfortably”, before a switch in strategy perhaps occurs? For a given 
pursuit duration, higher velocities imply larger amplitude, but this might be 
compensated by reducing the SP duration. Larger curve radii, on the one hand, 
produce less horizontal flow at a given speed. However, they are also associated with 
higher speeds. Increased speed, moreover, may lead to systematic differences in the 
time headway to the point of regard, which may affect optokinesis – particularly as 
human stereopsis becomes less effective beyond about 30 m. Whether the OKN 
pattern it is characteristic only of relatively slow-speed everyday driving, or whether 
it is still present in expert performance, especially in extreme high-speed conditions 
(e.g., racing drivers or in police pursuit or ambulance drivers) remains to be 
investigated. 
5. Does TP vs FP foveation change during the curve driving sequence? 
OKN/pursuit is observed particularly in the cornering and exit phases of a curve. The 
“steady state” cornering phase, for example, produces large amount of data, but 
skilled action such as driving through bends always involves precisely timed action 
sequences that need to be planned some distance ahead for smooth performance. It is 
possible that (more) tangent point foveation occurs in the approach and entry phases. 
What targets might be fixated at different phases of the curve, what information is 
extracted, and at how that information is used to plan the future path (and at what 
subsequent point in time) remain important questions for future research on visual 
control and memory.  
7. Is the OKN modified by age and/or experience? In studies II and III we see quite 
a consistent pattern of eye movements in a sample of drivers with variable experience 
levels, suggesting that the occurrence of OKN in the far zone is quite a general and 
robust behavioral adaptation. That said, whether it occurs already in driving school 
(perhaps carried over from running and bicycling experience?) or at expert levels of 
“road reading” is at the moment unknown. 
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8. Does future path OKN occur in other modes of locomotion – running in 
particular? We have studied the special case of car driving. But driving a car is not an 
isolated “artificial” task which the brain has to learn from scratch – in terms of 
locomotor control requirements and the available visual stimulus, it resembles many 
other forms of locomotion, and learning to drive is most likely based on simply 
adapting an existing knowledge base and responses to the particular task. Thus, it 
makes sense to ask whether the same behavior is observed in other forms of 
locomotion – particularly those typically learned before one learns to drive a car. 
Indeed, it appears that, at least in some conditions, OKN is present in bicycling 
(Vansteenkinste, 2013), but has not so far been reported in locomotion on foot 
(Bernardin et al., 2012; Imai et al., 2001; Marigold & Patla, 2007). 
This last question opens up a number of issues that make the phenomenon of more 
general interest. Understanding how the OKN is organized neurologically, and what 
role it plays in the visual control of locomotion would advance our understanding of 
one of the fundamental human skills – controlled vehicle assisted locomotion.  
 
7.2 Incorporating OKN in the context of two-level steering 
models 
 
We begin this final section by situating the tangent point hypothesis, the future path 
hypothesis and the hypothetical origin of the observed OKN into the two-level models 
(Donges, 1978, Land & Horwood, 1995; Salvucci & Gray, 2004).  
The OKN clearly occurs in the far zone, meaning that in the two-level framework 
gaze direction is selected at the higher level of guidance control. We assume the gaze 
target, which may be either the tangent point or the future path adjacent to or beyond 
the tangent point, is specified by the visual steering strategy. The steering strategy 
refers to the”choice” to either look at the tangent point or look at a point on the future 
path one desires to travel over. A high level “intention” that organizes the lower level 
control processes into a coherent action schema (for an explication of the concept of 
schema in the context of visual control of locomotion see Land & Furneaux, 1997). 
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Figure 18. Tangent point and future path steering strategies in embedded two-level hierarchical 
control. Guidance level (anticipatory) control is achieved through modulation of lower-level stabilizing 
control (reflex) control. The requirements of higher-level control may be in conflict with the lower 
level (TP strategy), which means that programming the visual-locomotor “schema” is a process of 
conflict resolution. In particular, an optokinetic reflex working against the “intention” to maintain the 
tangent point in foveal view tensd to grad gaze away from the TP, and needs to be suppressed or 
inhibited by the higher level control process. Locomotor control target is distinct from both the visual 
target and the stimulus driving the optokinetic reflex. In contrast, when the goal is to track the point on 
future path which is simultaneoulsy the locomotor target and the visual target, the higher level 
“intention” to perform a pursuit movement to track the apparent motion of this point in the optic flow 
field, the top-down goal is supported by the bottom-up OKR reflex in a synergistic “schema”.  
 
On the other hand, at a purely behavioral level it is not possible to tell if the 
observed pursuit movement (OKN SP) should be considered an optokinetic reflex, 
(that is, simple retinal-slip feedback correction which stabilizes retinal image of a 
locally coherent flow region) or whether to consider it as smooth pursuit of a focal 
target (with cortical motion prediction). Note that an OKR may be in opposition to the 
visual demands of the steering strategy – maintaining foveation on the tangent point – 
or act in synergy with a cortically driven pursuit movement – tracking a visual 
reference point on the future path based on a prediction of the apparent visual 
trajectory of a selected target location. The former would be the case if the higher 
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level control strategy was to look at the tangent point, the latter would be the case if a 
point on the future path was the gaze target. We will look at both cases in turn.  
“Disturbance” created by OKR means that, in tangent point models, to maintain 
stable TP fixation OKR elicited by local visual flow around the point of regard would 
need to be suppressed. The observed ubiquity of optokinetic pursuit indicates if the 
drivers were looking at the tangent point for a significant portion of time the 
suppression would not be successful. This would mean that in normal driving there 
would be two opposing visual mechanisms at work, fighting for the control of the eye. 
A higher level goal of maintaining the salient visual feature that is the tangent point in 
foveal view, and a lower level goal of cancelling retinal drift by matching eye rotation 
to local flow. The tangent point hypothesis, then, assumes that the optokinetic 
nystagmus observed is antagonistic to the steering strategy (and that, for some reason, 
the oculomotor system does not or cannot inhibit this reflex that is counteractive to 
the overall behavioral goal). An intrusive “involuntary” reflex movement interfering 
with the steering strategy that cannot be inhibited seems like a surprisingly poor 
design for such a fundamental task for the visual system, and would be surprising 
given the sophistication that the vestibule-ocular and optokinetic systems otherwise 
exhibit in modifying lower level responses in coordination with behavioral context 
and task goals.  
On the other hand, if the higher level goal is to look at the road, the schema can be 
compiled under rather different conditions In this case the OKN would be an integral 
part of the visual control of locomotion, low level reflex playing a synergistic role in 
the control of eye- head- body- and limb-movements recruited to the goal of 
controlled locomotion. The bottom-up mechanisms generating the optokinetic reflex 
eye movement are recruited to serve the higher level goal. Both reflexive (image 
stabilizing OKR and VOR) and higher-level (smooth pursuit) control elicit movement 
of the eye in the same direction. This degeneracy would seem like a biologically 
natural way to organize and increase the accucracy and reliability of motor action. In 
fact it has been shown that when a pursuit target is superimposed on a background 
that moves in the same direction as the target, pursuit accuracy is improved (van den 
Berg & Collewijn, 1986). This points to flexibility and context sensitivity in the 
control of SEM involved in pursuit and OKN. Rather than a machine-like response to 
retinal slip, it displays sensitivity to target selection, and prediction, characteristic of 
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cortical integration of motion and location information driving “different” eye-
movements to achieve an overall behavioral goal. 
In this case, a target point on the road could be chosen and designated by the 
higher level control mechanism, at which point the optokinetic reflex can "take over", 
and maintain foveation of the desired target point on the future path. We would not 
then be faced with the non-question of whether the the OKN SP is either a retinally 
driven reflex, or a pursuit movement driven by a top-down (cortical) motion-
prediction signal. I.e. the rather artificial requirement to place ”fixating the future 
path” into one single category of eye-movement, cf. Figure 6, Chapter 2 and 
discussion therein. 
Here, however, two potential problems do present themselves. One, if there is no 
salient focal visual object at the target location (such as a crack in the pavement of a 
puddle), how can the higher level “pursuit” mechanism track the target point? Two, if 
there is no salient focal visual object at the target location, how could the higher level 
control process “designate” the (focal) pursuit target so that the synergistic schema in 
Figure 18 (right) could be organized? That is, how can the lower level reflex “know” 
what to pursue during SP? 
In relation to the first problem, smooth pursuit is typically considered to require for 
accurate performance a point stimulus that can be identified by “salience”, that is, in a 
bottom-up manner. A moving point on a uniform stationary background is often used 
in the laboratory. This type of highly salient stimulus feature may not be present in 
driving. Casual observation of gaze data indicates it is possible to track a point on the 
road. It does not appear to have been experimentally determined whether this can be 
done accurately, or whether this requires some identifiable visual feature that 
distinguishes the tracked location from its visual surroundings. It is also not clear 
whether the same cortical control mechanisms are involved in that case as are 
involved in the normal OKN of which we are quite unaware.  
In relation to the second problem, even if there is a salient local visual feature for 
the higher level guidance control processes to “catch” on to and pursue (such as a 
tangent point highlighted by lane markings), the lower level stabilizing control OKR 
only “sees” local flow. How does the higher level then “tell” the lower level what part 
of the scene is the target?  
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One quite natural solution might be cross-cueing: using the peripheral-motor 
system to communicate information from one control system to another, a strategy 
used ubiquitously by the neural system (Gazzaniga, 2013). A point in the visual scene 
can be “designated” by making a saccade to it. One intriguing possibility is that a 
“fixation target” to be foveated is binocularly foveated with a vergence movement 
that brings the target point into zero retinal disparity. After that an OKR reflex could 
“take over”, eliciting a pursuit movement following regional flow at the plane of 
fixation.  
Binocular viewing experiments have shown OKN to depend on depth information 
from stereo-disparity (e.g. Howard & Ohmi, 1984; Howard & Simpson, 1989; 
Howard & Marton, 1992). This could allow optokinetic pursuit to be restricted to the 
“plane of convergence”. If motion signals from retinal flow in areas of high binocular 
disparity are ignored (or motion signals arising from motion sensitive cells tuned to 
zero disparity facilitated) in computing the OKN input signal, this would allow OKN 
to stabilize the image of objects or locations specifically at the depth plane of 
designated gaze target (the plane of fixation). Hypothetically, this could turn out to be 
an efficient way for the higher level control processes to designate “gaze target” 
information for a lower level system that has access to bottom-up disparity 
information. This would enable selective processing where the OKN system could 
ignore most of the visual scene (addressing the issue of what is the are from which 
flow information is integrated to drive the OKN), and without the need for complex 
scene and with no need for high-level visual analysis and focal-attention feature-
binding to maintain the identity of the target location or “object” on the road surface. 
This way, the conflict between pursuit (or fixation) and OKN can be arises only in the 
ecologically rare case where the pursuit (fixation) target and the background texture 
are in the same depth plane (same viewing distance).  
Finally, it should be borne in mind that slow (optokinetic) eye movements 
orienting the visual axis relative to the scene, and vergence eye movements changing 
the location of the point of regard in depth may have functions besides foveation of 
local image features or focal target locations. It is not yet known in detail how the 
brain processes the information available in the ambient flow pattern, and whether eye 
movements might serve other purposes in the stabilization of the visual axis (and of 
balancing the body in space). One should not a priori assume rotating the eye in order 
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to stabilize the visual axis relative to an allocentric location is always performed to 
foveate the point at the other end of the visual axis.  
 
7.3 Final remarks 
 
What are the relevant neural mechanisms of sensorimotor control, vision, attention 
and memory that make it possible for the human brain to so quickly and automatically 
choose a clear, safe, or optimal trajectory – and time steering and speed control 
operations accordingly?  
In the present context, higher order organization action revealed in the way 
elementary reflex circuits and basic actions at different level of organization are 
arranged into a single motor control “schema”, governing the oculomotor and 
locomotor actions towards a common goal. At the even higher level of sequential 
action plans, also relevantare anticipatory eye movements, including look ahead 
fixations to the road ahead (Lehtonen et al., 2012, 2013) and the way these are 
dynamically interleaved with guiding fixations, and fixations elsewhere in the 
scenery.  
How the coordinated arrangement of a multiplicity of local, modular circuits into 
goal-driven action schemata is made possible  is one of the outstanding problems of 
unified brain organization in general (Gazzaniga, 2013). A more detailed 
understanding of the organization and selection of the action schemata underlying 
high-speed steering in motor vehicles may also potentially shed light on the 
organization of other skilled locomotor action sequences, such as the eye–hand–body 
coordination in sports – or even more general principles of the neural organization 
coherent locomotor/oculomotor pattern in other animals with moveable eyes. This 
way, the oculomotor pursuit behaviors in curve driving – and their neurological 
underpinnings –  may therefore have relevance to larger issues in visual control of 
locomotion. 
 Driving, as a particular context to study the visual control of biological 
locomotion, has the advantage that in the end all the reflex activity, all the planning, 
all the motives and decisions, distill into a simple choice to direct eyes onto the road 
(into a very specific area of the bend) and, soon thereafter, to turn the wheel.    
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