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ABSTRACT Three-protein circadian oscillations in cyanobacteria sustain for weeks. To understand how cellular oscillations
function robustly in stochastic ﬂuctuating environments, we used a stochastic model to uncover two natures of circadian oscil-
lation: the potential landscape related to steady-state probability distribution of protein concentrations; and the corresponding ﬂux
related to speed of concentration changes which drive the oscillations. The barrier height of escaping from the oscillation attractor
on the landscape provides a quantitative measure of the robustness and coherence for oscillations against intrinsic and external
ﬂuctuations. The difference between the locations of the zero total driving force and the extremal of the potential provides
a possible experimental probe and quantiﬁcation of the force from curl ﬂux. These results, correlated with experiments, can
help in the design of robust oscillatory networks.doi: 10.1016/j.bpj.2009.09.021INTRODUCTION
Biological rhythms widely exist in living organisms, such as
membrane potential oscillations, cardiac rhythms, calcium
oscillations, glycolytic oscillations, cell cycles, and circadian
clocks. In the cell, molecules are nearly finite in number
(typically approximately several hundreds). Therefore, the
intrinsic statistical fluctuations, usually not encountered in
the bulk due to the large number averaging, can be signifi-
cant. On the other hand, the fluctuations from highly dynam-
ical and inhomogeneous environments of the cell interior
provide the source of the external noise (1–8). Therefore, it
is important to investigate how the rhythms robustly function
against the stochastic fluctuations.
The underlying causes of the cellular rhythmic behavior
have been explored by experimental and theoretical
approaches (9–18). For example, oscillations have been
found to be robust and sustain for weeks for the circadian
clock in cyanobacteria (13–18). Circadian rhythms involve
an intracellular timing mechanism that widely exists in living
organisms with a period of ~24 h, adapting to the day/night
alterations of the earth in fluctuating environments. In
Neurospora, Arabidopsis, Drosophila, and mammals, tran-
scription-translation-derived oscillations originating from
negative feedback regulation of clock genes have been
modeled at the molecular level (10–12).
Recently, researchers have uncovered the existence of
a circadian clock, which has no transcription-translation
feedback loop, in the cyanobacteria system (13–18). Three
proteins, KaiA, KaiB, and KaiC, play important roles in the
circadian rhythms. The oscillator can be reconstituted and
observed by incubating three purified proteins and the aden-
osine triphosphate (ATP) in vitro. This provides a good
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nisms with more controls (13–17). Kai proteins accumulate,
synthesize, degrade, form complexes, and phosphorylate in
the cyanobacterial cell. KaiC is an enzyme with autokinase
and autophosphatase activities, and is hexameric, with two
KaiC phosphorylation sites, i.e., at the residues Ser431 and
Thr432. The circadian rhythm (13–17) diminishes completely
when those two residues are substituted with alanine. The
dimeric KaiA enhances the autophosphatase of KaiC, while
KaiB reduces the activity of KaiA on KaiC. In Fig. 1, we
show a cyclic reaction diagram depicting the protein-protein
interactions and phosphorylation-dephosphorylation events
between the Kai proteins. In the oscillation, KaiA actively
and repeatedly associated with the KaiC hexamer to activate
KaiC phosphorylation in the phosphorylation phase. When
the KaiC proteins maximally phosphorylate, KaiB binds on
either KaiC or the KaiA-KaiC complex and inactivates
KaiA to start the dephosphorylation phase. Therefore, the
process switches from the phosphorylation phase to the
dephosphorylation phase. As the KaiC decreases its phos-
phorylation, KaiB and KaiA dissociate from KaiC and
reactivate KaiA, and then the cycle returns to the KaiC phos-
phorylation phase. This completes an oscillation cycle.
In modern systems biology, studying oscillation behavior
in an integrated and coherent way is crucial for the under-
standing of how the rhythm functions, both biologically and
robustly. The biological clock dynamics is often described,
theoretically, by deterministic or stochastic chemical reac-
tion networks (10–12,18). Complex nonlinear phenomena
can emerge from these studies, such as bifurcations and
chaos. With slightly different initial conditions, the system
characterized by the trajectories of the protein concentrations
can behave in drastically differential ways. The resulting
dynamics can lead to periodic oscillations (i.e., limit cycles).
Robustness is typically only analyzed locally around the
Circadian Oscillation Landscape and Flux 3039fixed points or limit cycles. Global stability is still hard to see
using current methods.
Here, instead of focusing on deterministic or stochastic
trajectories that are local in nature, we developed a global
approach to robustness of circadian oscillation in cyanobac-
teria by directly exploring the probabilistic distribution in
the whole protein concentration space (therefore global) for
oscillations with a stochastic model. The current approach
(19–29) enables us to borrow some fruitful analysis from
energy landscape theory of protein folding (30), where
quasi-equilibrium is often assumed, whereas here we empha-
size the nonequilibrium properties.
Therefore, going beyond the approach with the averaged
deterministic network of chemical rate equations, we need
to develop a probabilistic description to model globally the
probabilistic nature of the corresponding cellular process
taking the intrinsic and external fluctuations into account.
This can be realized by constructing a master equation for
the intrinsic fluctuations or the diffusion equation for external
fluctuations of the time-dependent evolution probability
instead of average concentration for the corresponding deter-
ministic chemical reaction network equations (4,31–35).
Even for the intrinsic fluctuations, we can simplify the master
equation into a Fokker-Planck, diffusionlike equation in the
weak noise limit representing a typical kinetic Markovian
behavior (36). Therefore, we can use the diffusion equation
to approximate the system probabilistically under the influ-
ence of either internal or external fluctuations.
By solving the corresponding Fokker-Planck diffusion
equation, we can obtain the probability distribution in protein
concentrations evolving in time. We can also uncover the
long-time steady-state probability of this chemical reaction
network. Analogous to the equilibrium system in which
FIGURE 1 The three-Kai oscillator when ATP is provided in excess.the global thermodynamic properties can be explored by
knowing the inherent interaction potentials, we will study
the global stability by exploring the underlying potential
landscape for the circadian oscillatory nonequilibrium protein
network. The generalized potential can be shown to be closely
associated with the steady-state probability of the nonequilib-
rium network in general, and has been applied to a few
systems (19–32,37,38). Once the network problem is formu-
lated in terms of the generalized potential function or potential
landscape, the issue of the global stability or robustness is
much easier to address (24,26–29). We notice that although
the individual averaged deterministic trajectories of
a nonlinear chemical reaction system might be very chaotic
and complex, the corresponding statistical probabilistic distri-
butions or underlying landscapes, which are dictated by the
linear evolution equations (master equations or diffusion
equations), are usually quite ordered and can often be charac-
terized globally.
The adaptive landscape idea was first introduced into
biology by Fisher (39), Wright (40), Delbruck (41), and
Waddington (42). The landscape ideas were further pushed
forward by Frauenfelder et al. (43) on protein dynamics
and then Wolynes et al. (30) on protein folding and interac-
tions (44). All these ideas were based on equilibrium
approach by knowing the potentials a priori. For our
nonequilibrium system, potential landscape is not known at
the beginning and needs to be uncovered. In fact, it is the
purpose of this article, to study the global robustness of oscil-
lation against fluctuations in the cell, directly from the prop-
erties of the potential landscape, linked to the steady-state
probability of the network. This provides a basis for
exploring the global and physical mechanism of biochemical
oscillation.
METHODS AND MATERIALS
We decide to explore the global probabilistic nature of an established model
based on known biological and biochemical features of KaiC oscillation
in vitro, which does not involve a transcription or translation process
when ATP is provided in excess (13–18). It is shown that biochemical
interactions among KaiA, KaiB, and KaiC proteins drive the circadian
oscillations of KaiC phosphorylation both in vitro and in vivo, although
a regulatory mechanism of the KaiC phosphorylation process remains
unclear (13–18). We quantify the four possible time-dependent phosphory-
lation states: unphosphorylated (U-KaiC), phosphorylated only on S431
(S-KaiC), phosphorylated only on T432 (T-KaiC), and phosphorylated on
both S431 and T432 (ST-KaiC).
The dynamical variables of our model are T (concentration of T-KaiC),
D (concentration of the doubly phosphorylated form ST-KaiC), and S
(concentration of S-KaiC). U (concentration of U-KaiC) follows from
conservation of total KaiC concentration ([KaiC]). The kinetics of the inter-
conversions between phosphoforms are first-order, but with the rates
depending on S.
A deterministic mathematical model of this protein clock constrained by
experimental data has been proposed recently (18). For the protein network,
based on Michaelis-Menten enzyme kinetic equations, one can derive a
set of differential equations that describe the variation rate of each compo-
nent’s concentration in the network. We have two independent simplified
equations (18),Biophysical Journal 97(11) 3038–3046
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dt
¼ kUTðSÞU þ kDTðSÞD kTUðSÞT  kTDðSÞT
¼ F1ðT;D; SÞ
; (1)
dD
dt
¼ kTDðSÞT þ kSDðSÞS kDTðSÞD kDSðSÞD
¼ F2ðT;D; SÞ
; (2)
dS
dt
¼ kUSðSÞU þ kDSðSÞD kSUðSÞS kSDðSÞS
¼ F3ðT;D; SÞ
; (3)
A ¼ maxf0; ½Kai A  2mSg; (4)
kXYðSÞ ¼ k0XY þ
kAXYAðSÞ
K1=2 þ AðSÞ; (5)
where A is the concentration of active KaiA monomers, and [KaiA]is the
total concentration of KaiA monomers. A is defined as [KaiA] minus
a multiple 2m of the concentration of S (which inhibits KaiA via KaiB).
We use the simplest choice m ¼ 1, corresponding to the inactivation of
one KaiA dimer by one S-KaiC monomer. The value kXY shows the rate
constant for the transition from state X to state Y. The value k0XY represents
the rate in the absence of KaiA, and kAXY represents the maximum influence
of KaiA on that rate. If KaiA promotes the transition, then kAXY > 0 means
that KaiA promotes the transition, whereas kAXY < 0 means that KaiA inhibits
the transition. K1/2 is the total concentration of KaiA causing a half-maximal
effect on KaiC’s autophosphorylation rates.
As mentioned, the statistical fluctuations can be important from both
internal and external sources (1–8), and in general, cannot be ignored. To
study the global robustness and function of circadian clock probabilistically,
we now formulate the Fokker-Planck diffusion equation for the time evolu-
tion of the probability distributions of protein concentrations for T, D, and S,
vPðT;D; S; tÞ
vt
¼  v
vT
½F1ðT;D; SÞP v
vD
½F2ðT;D; SÞP
 v
vS
½F3ðT;D; SÞP þ Dc

v2P
vT2

þDc

v2P
vD2

þ Dc

v2P
vS2
 :
(6)
Where Dc is the diffusion coefficient tensor(or matrix), we use a uniform
diagonal matrix for simplicity.
We set vector x ¼ (T, D, S). We can rewrite the diffusion equation as
vP
vt
¼ V$Jðx; tÞ and define the flux vector of the system as
Jðx; tÞ ¼ FP Dc$ v
vx
P; (7)
or in the component notation,
J1ðT;D; S; tÞ ¼ F1ðT;D; SÞP Dc v
vT
P;
J2ðT;D; S; tÞ ¼ F2ðT;D; SÞP Dc v
vD
P;
and
J3ðT;D; S; tÞ ¼ F3ðT;D; SÞP Dc v
vD
P;Biophysical Journal 97(11) 3038–3046where J(x, t) is the probability flux vector in the three-dimensional protein
concentration space. In steady state, the J is the divergent free flux with
V$J(x, t) ¼ 0. It is obvious that in the steady state the divergence of J
must vanish (since vP=vt ¼ 0). One cannot conclude, however, that J itself
must vanish. Only in the equilibrium situation where the systems satisfying
the detailed balance, J ¼ 0. For the nonequilibrium system in general, the
steady state contains a circulating flow with nonzero curl. This is because
the divergent flux has neither source to come from nor sinks at which to
end. It can only go around. We notice from the definition that
Jss ¼ FPss  Dc$ v
vx
Pss:
Therefore,
F ¼ Dc$ v
vx
Pss=Pss þ Jss=Pss ¼ Dc$ v
vx
ð  lnPssÞ
þ Jss=Pss ¼ Dc$ v
vx
U þ Jss=Pss

:
Pss stands for steady-state probability. Although F in general cannot be rep-
resented as a potential gradient, the driving force for the dynamics can be
decomposed to two terms for nonequilibrium network systems. One is asso-
ciated with the gradient of a potential closely linked to the steady-state prob-
ability (the nonequilibrium potential U can be defined as U ¼ – lnPss), and
the other is associated with a divergent free flux curling around (29).
Once we have the steady-state probability we can study the underlying
properties of the potential (or potential landscape) by the relation: U(x) ¼
– ln P(x). This relationship for our nonequilibrium systems (no detailed
balance or equivalently F is not a gradient of a potential) is motivated in
analogywith the equilibrium systemswhenF can be represented as a gradient
of a potential and the steady-state probability is exponentially linked with the
potential. Unlike in the equilibrium systems where only the steady-state
probability is needed to characterize the global properties of the whole
system, in the nonequilibrium systems, both the underlying potential land-
scape and the associated flux are essential in characterizing the global
steady-state properties as well as the dynamics of the protein network.
RESULTS AND DISCUSSIONS
Landscape of the circadian clock
We fix all the kinetic parameters except the total concentration
of KaiC, KaiA, and the binding constant Kd of KaiA-KaiC
interaction. The other parameter values are in Table S1 of the
Supporting Material. When we choose a set of specific param-
etersKaiC¼ 3.4mm,Kai A¼ 1.3mm, andK1/2¼ 0.43mm, the
fixed point is unstable (18). The limit cycle emerges.
We solve the Fokker-Planck diffusion equation for the
probability distribution of the three proteins T, D, and S,
using both the reflecting boundary condition J ¼ 0 and the
absorbing boundary condition. The results are similar. We
choose the reflecting boundary condition in this article.
With certain initial conditions (both homogeneous and inho-
mogeneous),we obtain the steady probability distribution
solution P using finite difference method at the long time
limit. Then, we can use U(x)¼ ln P(x) to obtain the gener-
alized potential function as well as the corresponding curl
flux of the nonequilibrium circadian clock.
To see the results clearly, we can integrate the three-dimen-
sional probability P(T,D,S,t/N) to reduce the dimension-
ality. We can use the following integration formula:
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R
S
PðT;D; S; ; t/NÞdS
PDðT; S; t/NÞ ¼
R
D
PðT;D; S; ; t/NÞdD
PTðD; S; t/NÞ ¼
R
T
PðT;D; S; ; t/NÞdT
: (8)
The integrated results are shown in color contour plots of
potential landscape versus corresponding protein concentra-
tions in Fig. 2. The yellow solid lines represent the determin-
istic oscillatory orbit of the circadian clock. The blue color
represents the low potential and red color represents the
high potential. We can see the potential landscape has an
irregular inhomogeneous ring or Mexican-hat-like shape,
with lower potential along the oscillation ring and higher
potential outside of the oscillation ring.
Fig. 3 A shows the potential landscape U in three protein
concentration dimensions (U, S, and T), with a distinct irreg-
ular and inhomogeneous closed-doughnut-like shape. To see
clearly, we only plot the three-dimensional U% 17.3, while
U > 17.3 is transparent. The closed doughnut is around the
deterministic solution that represents the lower potential and
corresponding higher probability along the oscillation trajec-
tories. The potential is higher and the probability is lower
outside the doughnut. So the system is attracted to the closed
doughnut. We found that the potential landscape inhomoge-
neously distributes along the oscillation ring. The potential is
lower for longer stay-time at each state. The stay time at each
state is due to the speed passing through each state of the
averaged deterministic oscillation. Therefore, the potential
landscape and the steady-state probability along the oscilla-
tion are not uniform due to the inhomogeneity of the time
spent and the passing speed on each state. We also observe
the doughnut of the potential landscape is thicker, and the
values of the potential landscape along the limit cycle
became smaller than the inside and the outside of the limit
cycle, upon increase of the diffusion coefficient Dc, which
represents the strength of the fluctuations. A further increase
in the fluctuations will eventually obliterate circadian rhyth-
micity. It implies the system has more freedom to go every-
where under large fluctuating environments. This is because
the attraction of the limit cycle became weaker and the time
spent on the limit cycle became shorter. The system experi-
ences a transition from a clear oscillation under small fluctu-
ations to an obliterated one under large fluctuations. These
results show the oscillation is more robust and attractive
under fewer fluctuations.
The divergence of the flux is equal to zero at steady state.
In equilibrium system, the flux J ¼ 0 for detailed balance.
However, in the nonequilibrium system, the flux is a curl
field (J ¼ V  A, where A is a vector field). Fig. 3 B shows
the probability flux on the closed ring landscape of the limit
cycle. To demonstrate the origin of the curl flux J, we should
study the chemical rate force F. The force from negative
gradient of the landscape is written as – VU(x). We define
the residual force as
F
0 ðxÞ ¼ FðxÞ  ð  DcVUðxÞÞ ¼ FðxÞ þ DcVUðxÞ: (9)
Therefore, the real force F(x) is the summation of the gradient
force and the residual force. The residual force is the driving
force for the curl field of the probability flux. The potential
landscape attracts the system to the closed ring and the
residual force drives the oscillation along the ring (by keeping
the probability flux moving along the ring). We can see that
the residue force plays a more important role along the closed
ring. Therefore, both the gradient force from the potential
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FIGURE 2 The integrated results for
the three-dimensional system.
FIGURE 3 The landscape and flux in the three dimen-
sions T, D, and S of the circadian clock.Biophysical Journal 97(11) 3038–3046
3042 Wang et al.0.00 0.02 0.04 0.06 0.08 0.10 0.12
0.0
3.0x10-7
6.0x10-7
9.0x10-7
1.2x10-6
1.5x10-6
1.8x10-6
2.1x10-6
0.00 0.02 0.04 0.06 0.08 0.10 0.12
0
1
2
3
4
5
1.2x10-6 1.5x10-6 1.8x10-6
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
0.5 0.6 0.7 0.8 0.9 1.0
0.00
0.02
0.04
0.06
0.08
0.10
1.0x10-6
1.2x10-6
1.4x10-6
1.6x10-6
1.8x10-6
2.0x10-6
2.2x10-6
2.4x10-6
2.6x10-6
2.8x10-6
E
P
R
Dc
C D
B
 
B
ar
rie
r
Dc
 Barrier1
 Barrier2
A
 
B
ar
rie
r
EPR
 Barrier1
 Barrier2
D
c
Coherence
 Dc
 EPR
EPR
FIGURE 4 (A) The barrier height Barrier1¼Ufix – Umin
and Barrier2 ¼ Ufix – Umax versus diffusion coefficient Dc.
(B) The diffusion coefficient Dc versus the entropy produc-
tion rate. (C) The barrier height Barrier1 ¼ Ufix – Umin and
Barrier2 ¼ Ufix – Umax versus the entropy production rate.
(D) The coherence versus the diffusion coefficient Dc and
the entropy production rate.landscape and the residual force from the curl flux are the
characteristics for a nonequilibrium system.
It is very important to note that the fixed points in the
deterministic dynamical systems are defined as where the
total force F is equal to zero. However, as we have seen,
the total force can be decomposed into the gradient of
a potential and a residual force from curl flux. Because the
residual force is, in general, not equal to zero for the nonequi-
librium systems, the locations where the gradient potential
force is equal to zero are not necessarily exactly the same
as those in which the total force F is equal to zero (45,46).
This is quite interesting in the following three senses:
1. The potential is coming directly from the probability distri-
bution of the observables, and the deterministic equation
of motion is often the first-order moment (or average)
equations of motion of the observables.
2. The discrepancy of the locations reflects the fact that the
peak of the distribution may not be the same as the average
of the observables.
3. The shift of the location is also a reflection of the presence
of the residual force from the curl flux. When the residual
force is not equal to zero, the gradient force and total force
are not equal and the zero force (gradient and total) loca-
tion in general will be different.
This suggests an experimental way to probe the effects of
the curl flux force by looking at the probability distribution
of the observables to find out the location of the peaks as
well as the averages. The difference between them may give
us some hints and quantitative information on the existence
of the residual force from the curl flux.
Barrier height, stability, coherence, and
dissipation
We can explore the global stability and the robustness of
the circadian clock when we obtain the potential landscape.Biophysical Journal 97(11) 3038–3046The barrier height represents the degree of difficulty for the
system escaping from the oscillation attractor to outside.
Therefore the barrier height is a direct quantitative measure
of the stability. Fig. 4 A shows the barrier height versus
the diffusion coefficient Dc. Barrier1 is equal to Ufix minus
Umax, and Barrier2 is equal to Ufix minus Umin, where Ufix
is the potential energy local maximum inside the limit cycle;
Umax is the potential maximum along the limit cycle; and
Umin is the potential minimum along the limit cycle. We
can see the barrier height become higher when the fluctua-
tions decrease. It becomes harder for the system to go from
the doughnut of attraction to the outside; this results in fewer
fluctuations. In this case, the circadian clock is more stable
and robust.
The circadian clock is a nonequilibrium, open system that
can exchange information and energies with the outside. In
the nonequilibrium steady state, the system will dissipate
energy and entropy. The dissipation is determined by both
the landscape and the flux. This is in analogy to electrical
circuit where the heat loss is determined by the combined
electric current and potential. Here for nonequilibrium
network, the potential landscape and flux play the roles of
electric potential and current for the electric circuit. In the
steady state, the entropy production rate equals to heat dissi-
pation ((47), and see details in the Supporting Material). In
Fig. 4 B, we can see the dissipation (entropy production
rate) decrease as the diffusion coefficient, characterizing
the fluctuations, decreases. It shows the robust oscillation
with fewer fluctuations dissipates less energy and is more
stable. In Fig. 4 C, we also see that less dissipation leads to
higher barrier heights escaping from the oscillation cycle and
therefore, a more stable network. Thus, minimization of the
dissipation cost might serve as a design principle for evolu-
tion of the network, because the entropy production is
a global characterization of the circadian network. The dissi-
pation characterized by the entropy production is related
intimately to the robustness of the network.
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FIGURE 5 (A) The barrier height versus the scale. (B)
The entropy production rate versus the scale. (C) The
coherence versus the scale. (D) The standard deviation of
period sPeriod and the mean of the period versus the scale.We have explored the phase coherence x, which can
measure the degree of periodicity of the time evolution of
a given protein concentration variable to address the robust-
ness of the oscillation ((48), and see details in Supporting
Material). The value of x becomes larger when the fluctuation
is less, since the trajectories aremore periodic (ossilatingmore
regularly) in the evolution. Fig. 4 D shows x-values became
lower as the diffusion coefficient became larger. It implies
that the coherence of the oscillation can be destroyed by the
fluctuations. With less fluctuation, and a more coherent
system, the oscillation is more robust and stable. In addition,
a less-dissipated network tends to preserve the coherence of
the oscillations. Therefore, more coherent oscillations require
a more robust and less-dissipated network.
Stability, dissipation, and period under scale and
equilibrium-constant changes
It is reported that increasing the concentration of all three Kai
proteins, up to at least fivefold above the standard concentra-
tions, has no effect on the oscillation of KaiC phosphoryla-
tion in the in vitro reaction (45). Rust et al. (18) confirm
that oscillations occur between 0.5- and fourfold the Kai
protein concentration. However, by monitoring the reaction
for longer than Kageyama et al. (45), they find that there is
an increase in period as the concentration is increased ~0.5-
to fourfold (18). Therefore, we solve the Fokker-Planck prob-
abilistic diffusion equations for the system, because every
protein concentration is increased 0.5- to fourfold using the
modified model. We choose the bimolecular association of
KaiA and KaiC as a preequilibrium described by a binding
constant Kd ¼ 1. We can see that the barrier height increases
when the scale increases in Fig. 5 A. Therefore, having more
proteins available tends to better stabilize the system. In
Fig. 5 B, it shows the entropy production rate versus the scale.The more proteins, the higher the entropy production rate.
We can also see that the coherence increases when the scale
increases in Fig. 5 C. It implies the noise has less influence
with more proteins. In Fig. 5 D, it shows the standard devia-
tion and the mean of the period of ossilation versus the scale.
It implies the period increases and dispersion of period
decreases gradually as the concentration is increased from
~0.5- to fourfold. The fluctuations during this period become
fewer, with the presence of more proteins. This is consistent
with the experimental results obtained by Kageyama et al.
(45) and modeling results from Rust et al. (18), and provides
understanding from a landscape perspective. More proteins
lead to higher barrier height of the underlying network land-
scape topography. This then leads to a more coherent and
stable oscillation. It further leads to a longer period and less
dispersion of the oscillations.
The original model does not account for the near indepen-
dence of period and amplitude on Kai protein concentrations
(18). However, the value K1/2 of the level of active KaiA is
not independent of the concentrations. In a modified model
(see Supporting Material for details), Rust et al. reported
bimolecular association of KaiA and KaiC as a preequili-
brium described by a binding constant Kd (18). They showed
that the period increases as the Kd increases when the scale
is >1, and the period decreases as the Kd increases when
the scale is <1.
We solve the Fokker-Planck probabilistic diffusion equa-
tion for scale ¼ 2. In Fig. 6, we find that the barrier height
decreases as the Kd increases (A), the entropy production
rate increases as the Kd increases (B), the coherence is nearly
unchanged as the Kd increases (C), and the period increases
slightly as the Kd increases (D). This is consistent with what
Rust et al. observed (18). For large scales, the protein
concentrations are large, and there will be fewer intrinsic
fluctuations to influence the stability of the systems. As KdBiophysical Journal 97(11) 3038–3046
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FIGURE 6 Scale ¼ 2. (A) The barrier height versus Kd.
(B) The entropy production rate versus Kd. (C) The coher-
ence versus Kd. (D) The standard deviation of period sPeriod
and the mean of the period versus Kd.increases, the fraction of time that active KaiAmust be bound
to a given KaiC monomer, to significantly promote its phos-
phorylation (represented by K1/2), decreases. However, the
phosphorylation is crucial for the completion of the oscilla-
tion. Decreasing of the phosphorylation leads to a more
fragile landscape—i.e., having a lower barrier height makes
it easier to go from one state to another, therefore making it
less stable. In addition, a less stable system costs more to
maintain and takes longer to complete the oscillation period.
Key rate parameters for stability and robustness
To explore the effects of the rate parameters on the stability
and robustness, we explore which reactions are important
and further, which protein elements are crucial for maintain-
ing the robustness. Fig. 7 shows the effects of the rate param-
eters on the robustness. The eight parameters increase 10%,
and decrease 10%. The bars show the barrier height change
with different parameters. We can choose rates kASD and k
A
DT
for they are the most crucial reactions. The value q is the
percent for increasing or decreasing the rate constants.
In Fig. 8, we show that the barrier height decreases and
the entropy production rate increases as the parameter q
increases for rate kASD, and the barrier height increases and
the entropy production rate decreases as the parameter q
increases for rate kADT. Since barrier height is a quantitative
measure of how difficult it is to go from one part of the state
space to the other, the higher the barrier, the harder it is to
communicate from one place to another. The system is
more stable, as the states are not easily changed from one
to the other. It implies the system becomes more stable and
robust when kASD decreases or k
A
DT increases.
CONCLUSIONS
We uncovered two distinct factors essential for character-
izing the global probabilistic dynamics for circadian oscilla-Biophysical Journal 97(11) 3038–3046tions in cyanobacteria (13–18): the underlying potential
landscape directly (logarithmically) related to the steady-
state probability distribution; and the corresponding flux
related to the speed of the protein concentration changes.
We found that the underlying potential landscape for the
oscillation has a distinct closed-ring-valley shape when the
fluctuations are small. This global landscape structure leads
to attractions of the system to the ring-valley. On the ring,
we found that the nonequilibrium flux is the driving force
for oscillations. Therefore, both structured landscape and
flux are needed to guarantee a global robust oscillation.
The barrier height separating the oscillation ring, and other
areas derived from the landscape topography correlated with
the escaping time from the limit cycle attractor, provide
a quantitative measure of the network’s robustness.
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entropy production rate versus q for kADT.qqThe landscape becomes shallower and the closed-ring-
valley shape structure becomes weaker (lower barrier height)
with larger fluctuations. We observe that the period and the
amplitude of the oscillations are more dispersed and oscilla-
tions become less coherent when the fluctuations increase.
We observe the global dissipation in terms of the entropy
production, which increases in the whole system as the fluc-
tuations increase. Lower entropy production correlates with
high barrier height and therefore, a more stable and robust
system. Minimization of dissipation cost might provide a
guiding principle for network design.
When the fluctuations become very large, the landscape is
flattened-out and coherence of the oscillations is destroyed.
Robustness decreases. When the fluctuations are small,
changing such inherent parameters of the system as chemical
rates, equilibrium constants, and concentrations can lead to
different robust behaviors.
We can also see that the coherence increases when the
scale increases since the intrinsic noise is less for more
proteins. The more proteins have more entropy production
rate. The standard deviation of period of ossilation decreases
and the mean of the period increase as the concentration is
increased on the scale from ~0.5- to fourfold.
By exploring the sensitivity of barrier height on the param-
eters of the system, we find concentrations of Kai and the
associated binding constants kASD and k
A
DT important for
robust oscillations. This provides a basis for reengineering
and design.
We have used a stochastic model to uncover the under-
lying landscape of circadian clock oscillation. We found
barrier heights to be a quantitative measure for robustness.
These results correlated with others found in the literature
(13–18), and we propose that they can aid in the design of
more robust networks, in which the wiring can be reengi-
neered against fluctuations.
A very simple two-dimensional limit cycle model was
studied recently in Zhu et al. (49). A solution of constant radii
and constant speed oscillation emerges. The limit cycle
dynamics is uniform along the oscillation ring and isotropic
along the radial direction. The authors (49) attempted to study,
systematically, the global dynamics via adaptive landscape.
In this work, we considered a general limit cycle dynamics
in three dimensions where the oscillation is at nonuniformspeed and is proceeding along an irregular closed tube. The
resulting landscape is an irregular donut with nonuniform
landscape and flux on the oscillation tube.
Note that the type of residual force mentioned here is the
difference of the total force from the force generated from
the gradient of the potential. It is interesting to note that
the extrema of the potential are not necessarily the same as
the zeros of the drift force (46). From our view, this shift
of zeroes is due to the presence of the residual force from
the curl flux. We pointed out in this article that it might be
possible to experimentally probe and quantify the curl flux
force (the other critical component for describing nonequi-
librium systems in addition to the potential or probability
distribution) from the difference of the potential extrema
from the probability distribution of the observables and
zeroes of the drift force from the average of the observables.
SUPPORTING MATERIAL
Five figures and one table are available at http://www.biophysj.org/biophysj/
supplemental/S0006-3495(09)01468-4.
We have used VCELL software (http://vcell.org) for part of our calculations
in solving the diffusion equation. A minor error in implementing the models
in VCELL is corrected here without significant changes of the previous
results (29,50).
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