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Abstract
Dynamic optimization techniques for complex nonlinear systems can provide the process industry
with sustainable and efficient operating regimes. The problem with these regimes is that they usu-
ally lie close to the limits of the process. It is therefore paramount that these operating conditions
are robust with respect to the parameter uncertainties and to the process noise such that criti-
cal constraints are not violated. Besides the uncertainty in the constraints, also the uncertainty
in the objective function needs to be taken into account. However, including robustness in an
optimization problem typically leads to semi-infinite optimization problems that are challenging
to solve in practice. In the current manuscript several computationally tractable methods are
exploited to approximately solve the robust dynamic optimization problem. These methods allow
the use of fast deterministic gradient based optimization techniques. The first type of methods are
based on a linearization approach while the second method exploits the unscented transformation
to construct an estimation of the uncertainty propagation. Both types provide the user with an
approximation of the variance-covariance matrix of the critical constraints and of the objective
function. This allows the user to easily take them into account in the dynamic optimization routine
in a stochastic setting without the need of using computationally expensive Monte Carlo simula-
tions in the optimization procedure. Moreover, an iterative scheme is mentioned to evaluate the
approximate results and to improve them if necessary. Two illustrative case studies are discussed,
a jacketed tubular reactor and the Williams-Otto reactor.
Keywords: Dynamic optimization, Robust optimization, Uncertainty propagation, Optimal
control, parametric uncertainty, process noise
1. Introduction
Sustainability concerns, market saturation and global competition are a continuous drive for
the process industry to increase its performance. A useful tool to achieve this aim is the use of
mathematical models and optimization techniques. The optimization of systems described by or-
dinary differential equations leads to so-called dynamic optimization or optimal control problems.
The solution of these dynamic optimization problems usually pushes the system to its operating
limits.
An inherent problem of mathematical models in the process industry is the presence of uncer-
tainty. This uncertainty can be inherent model uncertainty as well as external disturbances which
are subsequently present in the control and optimization of these processes (e.g., Pistikopoulos
and Ierapetritou (1995); Sahinidis (2004)). The field of robust optimization aims to take these
uncertainties into account such that critical constraints are met and worsened objective functions
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are optimized (Maria and Dan, 2011). Generally, uncertainty is modeled as follows. If information
regarding the probability distribution is available, it can lead to the formulation of expectation val-
ues for the objective function and chance constraints (e.g., Wendt et al. (2002); Nagy and Braatz
(2004); Li et al. (2008); Mitra (2009); Recker et al. (2012)). The information on the parameter
distribution can be obtained by performing a local (e.g., Ma and Braatz (2003); Telen et al. (2012))
or a global (e.g., Chachuat and Latifi (2004)) parameter estimation procedure which generates the
parameter estimates and the corresponding confidence regions. A different setting arises when the
uncertainty is known to be fully contained within a given set, e.g., a box or ellipsoid. This usually
leads to the formulation where all constraints have to be satisfied in the worst case scenario and
what is the worst possible performance (see, e.g., Nagy and Braatz (2004); Diehl et al. (2008);
Houska et al. (2012)). This last setting gives typically rise to hard-to-solve min max optimization
problems. The price to pay for this increased robustness is typically a decreased performance
(e.g., Datskov et al. (2006); Logist et al. (2011)). However, the amount of robustness can often be
adjusted based on trade-off or back-off parameters (e.g.,Galvanin et al. (2010); Logist et al. (2011)).
In the current paper, it is assumed that the uncertainty is present in several different model
parameters, i.e., so-called parametric uncertainty (PU) and/or in the model right hand side, i.e.,
so-called process noise (PN). The nature of the uncertainty is assumed to be stochastic, i.e., to
follow a certain probability distribution. This parametric uncertainty may arise from a parame-
ter estimation using noisy measurements, while fluctuating process conditions, e.g., fouling, may
induce process noise in the model description.
Traditionally, the first type of techniques is based on Taylor series approximations of the model
functions with respect to the uncertainty. Typically a first-order approximation is used. This is
justified if the uncertainty is small compared to the model curvature such that higher order terms
can be neglected (e.g., Nagy and Braatz (2004)). It yields a linear approximation of the variance-
covariance matrix (e.g., Srinivasan et al. (2003)) of the states which can be easily taken into account
in the subsequent dynamic optimization procedure as single chance constraints. Alternatively, an
accurate approximation of the resulting distribution can be obtained via a computationally ex-
pensive integration over the parameter distribution (e.g., Asprey and Macchietto (2002); Wendt
et al. (2002); Li et al. (2008)). In contrast to these integration based schemes, several efficient
sampling schemes have been reported using Hammersley sequences (Diwekar and Kalagnanam,
1997), using polynomial chaos expansions (Nagy and Braatz, 2006; Kim et al., 2013) and the un-
scented transformation or sigma point approach Julier and Uhlmann (1996); Kawohl et al. (2007)
for uncertainty quantification. But their use in dynamic optimization is relatively limited and
mainly focussed on parametric uncertainty. Other strategies which exploit the availability of mea-
surements to ensure robustness (e.g., Srinivasan et al. (2003); Kadam et al. (2007a); Podmajersky
et al. (2013)) are not considered in the current paper.
In this paper the effect of two sources of probabilistic uncertainty is investigated in two dif-
ferent case studies, a tubular reactor and the Williams Otto reactor. The aim of this paper is
to illustrate with these case studies how the effect of uncertainty on the process operation can
be included with advanced mathematical approaches and at what computational cost this is. A
first type of uncertainty is parametric uncertainty. This relates to process parameters which are
assumed to be time-invariant but of which the value is only known to a certain degree, e.g., as the
result from a previously performed parameter estimation procedure. The second type of uncer-
tainty is process noise. This is a zero mean, additive Gaussian term influencing the model right
hand side. Two approaches are explored. The first is a linearization approach resulting in a first
order approximation of the expected state and variance-covariance matrix evolution (e.g., Srini-
vasan et al. (2003)). The second approach is based on the unscented transformation approach
which provides a second order approximation of the mean state evolution and variance-covariance
matrix (e.g., Van Der Merwe et al. (2004)). After the input profiles are obtained, it is suggested to
do for these control profiles a Monte Carlo simulation in order to check whether the desired confi-
dence level is reached and whether it is not too conservative as the computed variance-covariance
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matrices are only approximations.
The paper is structured as follows. The description of the employed case studies with a dis-
cussion on the assumed uncertainty is introduced in Section 2. The formulation of the dynamic
optimization problem with uncertainty is presented in Section 3. The formulation of the chance
constraints and the uncertainty in the objective function based on the linearization and sigma
point technique for parametric uncertainty is described in Section 4. How to tackle the presence of
process noise with a linearization or unscented transformation approach is discussed in Section 5.
Section 6 introduces how the coefficient for the backoff value can be determined. The obtained
numerical results for the two case studies are described in Section 7. The conclusions are presented
in Section 8.
2. Case studies
Two case studies are presented in this paper. In Subsection 2.1, a jacketed tubular reactor
is presented, while in Subsection 2.2, the focus is on the Williams-Otto reactor. For both case
studies optimal input profiles have to be determined to optimize an objective function. The
problem is that it is assumed that two different sources hamper the determination of these optimal
control profiles. A first scenario is that some parameters of the process are not exactly known,
but only known to a certain degree, e.g., with mean and standard deviation from a previously
performed parameter estimation. For the optimization procedure this uncertainty has to be taken
into account as it can cause constraint violations. A second scenario is the presence of process
noise. This is an unmodeled disturbance of the model right hand side, representing model plant
mismatch. Furthermore, the assumption is that the systems are not observed online and as such
measurement exploiting robust optimal control policies as (Srinivasan et al., 2003; Srinivasan and
Bonvin, 2007; Kadam et al., 2007b) are out of scope.
2.1. Exothermal tubular plug flow reactor
The first case study involves a jacketed tubular reactor under steady-state conditions. Inside
the reactor an irreversible first-order reaction takes place. The mass and energy balances give rise
to two coupled ordinary differential equations. However, the steady-state scenario is described
by an ordinary differential equation in the spatial coordinate z denoting the position along the
reactor, as the time-dependence is eliminated (see, e.g., Logist et al. (2008, 2010, 2011)).
dx1
dz
=
αkin
v
(1− x1)e
γx2
1+x2 + w1 , (1)
dx2
dz
=
αkinδ
v
(1 − x1)e
γx2
1+x2 +
β
v
(u− x2) + w2 , (2)
and with initial conditions:
x(0) = (0, 0)⊤ , (3)
and constraints:
Tmin − Tin
Tin
≤ x2(z) ≤ Tmax − Tin
Tin
, (4)
Tw,min − Tin
Tin
≤ u(z) ≤ Tw,max − Tin
Tin
. (5)
The states are the dimensionless reactant concentration x1 = (Cin−C)/Cin and the dimensionless
reactor temperature x2 = (T −Tin)/Tin. The symbols w1 and w2 denote the process noise present
in the model equations. Here, Tin and Cin are the temperature and the reactant concentration
of the feed stream, respectively. The control u = (Tw − Tin)/Tin is a dimensionless version of the
jacket temperature Tw. Bounds are imposed on the reactor and jacket temperatures (Equations (4)
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and (5)) while the length of the reactor L is fixed to 1, i.e., the differential equations are regarded
on the interval z ∈ [0, 1]. The objective is to minimize the following function which relates to the
maximization of the conversion:
Cin(1− x1(L)) . (6)
Two sources of uncertainty and their effect on the optimal input profiles are explored. First,
the effect of two uncertain parameters is considered in the absence of process noise. This means
that the parameters are assumed to be time-invariant in the dynamic optimization, but have a
standard deviation of 10% of their mean value for this case study. However, process noise is not
expected to influence the model behavior, so it is assumed to be zero in this scenario w1 = w2 = 0.
The first parameter is αkin, which is the kinetic coefficient of the reaction, while β is the heat
transfer coefficient. The two uncertain parameters are assumed to be normally distributed with
the following mean and variance-covariance matrix:(
αkin
β
)
∼ N
((
0.0581
0.20
)
,
(
0.005812 0
0 0.0202
))
. (7)
In the second scenario the effect of process noise is considered. All the above parameters are
assumed to be exactly known but there is a stochastic disturbance of the model right hand side.
The process noise is assumed to be normally distributed with the following mean and variance-
covariance matrix: (
w1
w2
)
∼ N
((
0.0
0.0
)
,
(
0.001 0
0 0.001
))
. (8)
For the remaining expressions and the remaining constants, the reader is referred to, e.g., Logist
et al. (2008, 2011).
2.2. The Williams-Otto fed-batch reactor
The case study described in this section is the Williams-Otto fed-batch reactor (e.g., Han-
nemann and Marquardt (2010); Logist et al. (2012)). The following reactions take place in the
reactor: A + B → C, B + C → P + E and C + P → G. Reactant A is initially present while
reactant B is added continuously. During the exothermic reactions products P and E as well as
G are formed. The heat produced in the reactions is removed by a cooling jacket. The dynamic
model equations are:
dxA
dt
=
xAu1
VR
− k1η1xAxB , (9)
dxB
dt
=
(1− xB)u1
VR
+ k1η1xAxB − k2η2xBxC , (10)
dxC
dt
=
−xCu1
VR
+ k7η1xAxB − k3η2xBxC − k6η3xCxP , (11)
dxP
dt
=
−xPu1
VR
+ k2η2xBxC − k4η3xCxP , (12)
dxE
dt
=
−xEu1
VR
+ k3η2xBxC , (13)
dxG
dt
=
−xGu1
VR
+ k5η3xCxP , (14)
dT
dt
=
(TF − T )u1
VR
+ k8η1xAxB + k9η2xBxC + k10η3xCxP − l1(T − 1000u2) + w1 , (15)
dVR
dt
= u1 , (16)
with initial conditions:
x(0) = (1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 65, 2.0)⊤ , (17)
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and constraints:
60 ≤ T (t) ≤ 90 , (18)
0 ≤ u1(t) ≤ 0.005784 , (19)
0.02 ≤ u2(t) ≤ 0.1 , (20)
VR(tf) ≤ 5 , (21)
in which xi with i ∈ {A,B,C,P,E,G} are dimensionless concentrations, T is the reactor tempera-
ture and VR the volume. The term w1 is the effect of process noise in the reactor temperature state.
The Arrhenius dependencies are η1 = exp(
−6666.7
T+273.15 ), η2 = exp(
−8333.3
T+273.15 ) and η3 = exp(
−11111.0
T+273.15 ).
The controls of the system are u1(t), i.e., the feed rate of B and u2(t), the scaled jacket fluid
temperature. The end time is fixed to 1000. The objective function to be minimized is:
−(5554.1xP(tf)VR(tf) + k11η2xB(tf)xC(tf)VR(tf)) , (22)
which relates to the maximization of the product P. For this case study two scenarios are consid-
ered. In the first scenario four parameters are considered to be uncertain for the Williams-Otto
reactor with a standard deviation of 10% of their mean value. No process noise is assumed to be
present in this scenario (w1 = 0). The parameters of interest are k1, k2, k3 and l1. The parameters
k1, k2, k3 are kinetic coefficients of the reactions, while l1 is the heat transfer coefficient. These pa-
rameters are assumed to be normally distributed with the following mean and variance-covariance
matrix:

k1
k2
k3
l1

 ∼ N




1.66 · 106
7.21 · 108
1.44 · 109
2.44 · 10−4

 ,


1.662 · 1010 0 0 0
0 7.212 · 1014 0 0
0 0 1.442 · 1016 0
0 0 0 2.442 · 10−10



 .
(23)
The second scenario investigates the effect of process noise. The parameters are assumed to be
exactly known. There is however, a stochastic disturbance of the model right hand side, i.e., in
the temperature T . The process noise is assumed to be normally distributed with the following
mean and variance-covariance matrix:
w1 ∼ N (0.0, 0.001) . (24)
For the remaining constants and parameter values, the reader is referred to Hannemann and
Marquardt (2010); Logist et al. (2012).
3. Optimization of dynamic systems under uncertainty
A generic symbolic description for the case studies introduced in the previous section is dis-
cussed in this section. As the system dynamics are disturbed by two type of uncertainties, the
following dynamic optimization problem in the interval t ∈ [0, tf ] can be considered Stengel (1986);
Srinivasan et al. (2003):
min
u(·),x(·)
E (M(x(tf))) (25)
subject to:
x˙(t) = f(x(t), p, u(t)) + w(t) , (26)
x(0) = x0 , (27)
ǫ ≥ Pr(cp(x(t)) ≥ 0) , (28)
umax ≥ u(t) ≥ umin . (29)
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Here, x(t) ∈ Rnx denotes the state vector, p ∈ Rnp is the time-invariant parameter vector (with
an assumed mean value and standard deviation), w(t) ∈ Rnw is a time-varying stochastic signal
(with zero mean and an assumed standard deviation) disturbing the process right hand side, i.e.,
the process noise and the vector u(t) ∈ Rnu is the control input bounded by umin and umax. All
these variables enter the right hand side function f in a possibly nonlinear way. The function M is
called a Mayer term, but due to the presence of uncertainty, its expectation over the uncertainty
has to be minimized. The vector x0 denotes the initial conditions of the system while cp describes
the path constraints. As the uncertainty also influences the satisfaction of the path constraints,
single chance constraints are introduced for each element in the vector cp. How the expectation
value and chance constraints can be computed in the dynamic optimization problem in view of
the two types of uncertainty is the subject of the following two sections.
4. Computing the effect of parametric uncertainty
Only parametric uncertainty is considered in this section. The process noise does not influence
the system for the considerations in this section, i.e., w(t) = 0. Furthermore it is assumed that
the considered uncertain process parameters p have as mean p¯ and variance-covariance matrix Σ,
e.g., as the result of a previous parameter estimation procedure.
The linear approximation approach is presented in the first subsection. The second subsection
discusses the use of the sigma point method for robust optimal control. Both approaches use
the assumed uncertainty to compute the predicted uncertainty in states and/or constraints to
formulate a deterministic optimal control problem.
4.1. A linear approximation approach
As p is substituted by p¯, it is assumed that x¯(t) is computed Srinivasan et al. (2003). The
variance-covariance matrix of the states as a result from the uncertain process parameters can be
computed by integrating the system’s sensitivity equations in addition to the states:
S˙LIN(t) = A(t)SLIN(t) +B(t) , (30)
SLIN(0) = 0 . (31)
Here, the matrices A(t) and B(t) denote:
A(t) =
∂f(x¯(t), p¯, u(t))
∂x¯
, B(t) =
∂f(x¯(t), p¯, u(t))
∂p¯
. (32)
So, the linear approximation of the states’ variance-covariance matrix can be computed as (Nagy
and Braatz, 2004):
PLIN(t) = SLIN(t)ΣSLIN(t)
⊤ . (33)
Formulation 1: the linearization approach
The propagation of the states’ uncertainty can be used to formulate more robust dynamic
optimization problems with respect to path constraint violations. The constraints are reformulated
as:
0 ≥ cp(x¯(t))i + αc
√
Ci(t)PLIN(t)Ci(t)⊤ , (34)
in which C(t) is defined as:
Ci(t) =
∂cp(x¯(t))i
∂x¯
, (35)
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where Ci(t) denotes the i−th row of the matrix C(t). Here i runs over all constraint components.
An additional term is introduced in the constraints which is providing a backoff value (e.g., Srini-
vasan et al. (2003); Galvanin et al. (2010)) to cope with the uncertainty in the constraints. How
these backoff value coefficients can be chosen in relation to ǫ is discussed in Section 6.
The propagation of the states’ uncertainty can also be used to account for robustness with re-
spect to the objective function. The uncertainty on the objective function can be computed as:
M(x¯(tf)) + αo
√
∂M(x¯(tf))
∂x
PLIN(tf)
∂M(x¯(tf))
∂x¯
⊤
. (36)
The additional term takes the uncertainty on the objective function (Srinivasan et al., 2003; Logist
et al., 2011) into account and indicates a performance loss compared to the nominal case. As a
result, the robust optimization problem becomes:
min
u(·),x¯(·),SLIN(·)
M(x¯(tf)) + αo
√
∂M(x¯(tf))
∂x¯
PLIN(tf)
∂M(x¯(tf))
∂x¯
⊤
(37)
subject to:
˙¯x(t) = f(x¯(t), u(t), p¯) , (38)
x¯(0) = x0 , (39)
S˙LIN(t) = A(t)SLIN(t) +B(t) , (40)
SLIN(0) = 0 , (41)
PLIN(t) = SLIN(t)ΣSLIN(t)
⊤ , (42)
0 ≥ cp(x¯(t))i1 + αc
√
Ci1(t)PLIN(t)Ci1 (t)
⊤ with i1 = 1 . . . , ncp , (43)
umax ≥ u(t) ≥ umin . (44)
Here, ncp denotes the size of the path constraint vector.
The total number of states for the robust optimization is nxnp + nx.
4.2. A sigma point method approach
The sigma point method also called the unscented transformation is a method for the approx-
imation of nonlinear transformations of probability distributions. It has been developed in Julier
and Uhlmann (1996) and it is based on the intuition that it is easier to approximate a distribu-
tion with a fixed number of parameters, i.e., the so-called sigma points, than to approximate an
arbitrary nonlinear function. Consider the following nonlinear function:
z = g(y) , (45)
in which the n-dimensional variable y has a specific distribution with a given expectation value y¯
and variance-covariance matrix Pyy. The sigma points are chosen as:
γ0 = y¯ , (46)
γi = y¯ +
√
(n+ κ)Pyy
i
with i = 1, . . . , n , (47)
γi = y¯ −
√
(n+ κ)Pyy
i−n
with i = n+ 1, . . . , 2n , (48)
which results in total in 2n+1 sigma points. Here,
√
Pyyi, denotes the i-th column of the matrix
square root, which can be computed by, e.g., a Cholesky decomposition. The term κ allows the
exploitation of knowledge regarding higher moments of the given distribution. Here it is chosen
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as, κ = 3 − n which minimizes the mean squared error up to fourth order (Julier and Uhlmann,
1996). These sigma points are subsequently evaluated by the nonlinear function:
ζi = g(γi) with i = 0, . . . , 2n . (49)
The predicted mean can be computed as:
z¯ =
1
n+ κ
(
κζ0 +
1
2
2n∑
i=1
ζi
)
, (50)
while the predicted variance-covariance matrix is approximated by:
Pzz =
1
n+ κ
(
κ(ζ0 − z¯)(ζ0 − z¯)⊤
)
+
1
n+ κ
(
1
2
2n∑
i=1
(ζi − z¯)(ζi − z¯)⊤
)
. (51)
An answer to the question how to choose the parameter κ and a thorough theoretical analysis of
the approximation errors can be found in Julier and Uhlmann (1996). Note also that there is no
unique way to choose these sigma points. Several methods, each with their advantages have been
proposed in, e.g., Julier (2002). In the next paragraph, the extension to robust optimal control is
described.
The nonlinear function g(y) from Equation (45) now relates to the solution of the dynamic model
while satisfying all the present constraints. If np is the number of uncertain parameters, then the
dynamic model has to be evaluated 2np + 1 times. The evaluations differ only in the values for
the parameters p:
π0 = p¯ , (52)
πi = p¯+
√
(np + κ)Σ
i
with i = 1, . . . , np , (53)
πi = p¯−
√
(np + κ)Σ
i−np
with i = np + 1, . . . , 2np . (54)
Here,
√
Σi, again denotes the i-th column of the matrix square root which can by computed by,
e.g., a Cholesky decomposition.
Formulation 2: the sigma point/unscented transformation approach
As a result, the sigma point approach enables the computation of the expected value of the
constraints E(cp(x0(t), . . . , x2np(t))) = c¯p, and variance-covariance matrix Pcpcp with negligible
additional computational effort:
c¯p(t) =
1
np + κ
(
κcp(x0(t)) +
1
2
2np∑
i=1
cp(xi(t))
)
, (55)
Pcpcp(t) =
1
np + κ
(
κ(cp(x0(t))− c¯p(t))(cp(x0(t))− c¯p(t))⊤ +
1
2
2np∑
i=1
(cp(xi(t))− c¯p(t))(cp(xi(t)) − c¯p(t))⊤
)
. (56)
Here, cp(xi(t)) = cp,i denotes the constraint profiles resulting from the evaluation of the dynamic
system in the i-th sigma point, i.e., when p is taken equal to πi. The computed variance-covariance
matrix can be taken into account to robustify the optimization with respect to state constraints.
Mathematically expressed:
0 ≥ c¯p,j1(t) + αc
√
Pcpcp,j1j1(t) with j1 = 1, . . . , ncp , (57)
(58)
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with αc a chosen parameter controlling the effect of the backoff value.
The sigma point also allows for a tractable computation of an approximation of the expected
value of the objective function without the need of additional integrations over the parameter
space. This means that the expected value E(M(x0(tf), . . . , x2np(tf)) = M¯ can be computed while
avoiding the explicit integration over the parameter space (Asprey and Macchietto, 2002). The
expected value and the corresponding variance-covariance matrix can be computed as:
M¯(tf) =
1
np + κ
(
κM(x0(tf)) +
1
2
2np∑
i=1
M(xi(tf)
)
, (59)
PMM (tf) =
1
np + κ
(
κ(M(x0(tf))− M¯(tf))(M(x0(tf))− M¯(tf))⊤ +
1
2
2np∑
i=1
(M(xi(tf))− M¯(tf))(M(xi(tf))− M¯(tf))⊤
)
. (60)
So, the robustified optimization problem becomes:
min
u(·),xi(·)
M¯(tf) + αo
√
PMM (tf) (61)
subject to:
x˙i(t) = f(xi(t), u(t), πi, 0) with i = 0, . . . , 2np, (62)
xi(0) = x0 , (63)
umax ≥ u(t) ≥ umin, (64)
c¯p(t) =
1
np + κ
(
κcp(x0(t)) +
1
2
2np∑
i=1
cp(xi(t))
)
, (65)
Pcpcp(t) =
1
np + κ
(
κ(cp(x0(t))− c¯p(t))(cp(x0(t))− c¯p(t))⊤ +
1
2
2np∑
i=1
(cp(xi(t))− c¯p(t))(cp(xi(t))− c¯p(t))⊤
)
, (66)
M¯(tf) =
1
np + κ
(
κM(x0(tf)) +
1
2
2np∑
i=1
M(xi(tf))
)
, (67)
PMM (tf) =
1
np + κ
(
κ(M(x0(tf))− M¯(tf))(M(x0(tf))− M¯(tf))⊤ +
1
2
2np∑
i=1
(M(xi(tf))− M¯(tf))(M(xi(tf))− M¯(tf))⊤
)
, (68)
0 ≥ c¯p,j1(t) + αc
√
Pcpcp,j1j1(t) with j1 = 1, . . . , ncp . (69)
In summary, the total number of states to be computed in the sigma point approach is (2np+1)nx.
Note that the sigma point approach is easily parallelized as only the parameter values differ between
the different situations. Compared with the linearization approach, there is no significant difference
in the number of required states. The overview of the number of required states is presented in
Table 1. Both approaches significantly increase the size of the optimization problem, in order to
account for the uncertainty.
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Table 1: Overview of the number of states required for each approach.
Nonrobust Linearization Sigma point
Original nx nx nx
Added 0 nxnp 2npnx
Total nx nx + nxnp (2np + 1)nx
5. Computing the effect of process noise
In this section the effect of process noise is considered. It is assumed that this is a Gaussian
signal w(t) present in the process with zero mean and variance-covariance matrix W (t). In the
first subsection a linearization approach is presented while in the second an approach based on the
unscented transformation is described. Each time the link with uncertainty propagation in widely
known classic estimation algorithms is highlighted.
5.1. The linearization approach
Here, w = 0 as it is assumed that w has a zero mean value. As in the previous linearization
approach, it is assumed that x¯(t) is computed (Srinivasan et al. (2003)) because w is substituted by
w¯. The effect of process noise on the variance-covariance matrix of the states can be computed as
the solution of a differential matrix Lyapunov equation, a derivation can be found in e.g., Houska
and Diehl (2009) or Gillis and Diehl (2013). So, the linear approximation of the states’ variance-
covariance matrix can be computed as the solution of the following equation (Logist et al., 2011;
Gillis and Diehl, 2013):
P˙PN,LIN(t) = APN(t)PPN,LIN(t) + PPN,LIN(t)A
⊤
PN(t) +W (t) , (70)
P (0) = P0 . (71)
Here, the matrices APN(t) denotes:
APN(t) =
∂f(x¯(t), p, u(t))
∂x¯
. (72)
The matrix P0 is the initial variance-covariance matrix of the states. It has to be noted that
the above expression corresponds to the variance prediction exploited in the classic (continuous)
extended Kalman filter (EKF) (Kalman and Bucy, 1961), however, as no measurements are taken
during the dynamic optimization, this term is not incorporated. Although the EKF is widely
known, applications of the variance prediction in view of robust control are still scarce (Sa¨rkka¨,
2007).
The total number of additional states for the above approach if symmetry in the variance-
covariance matrix is exploited, is nx2 (nx + 1).
Formulation 3: the extended Kalman filter approach
The robust optimization problem becomes:
min
u(·),x¯(·),PPN,LIN(·)
M(x¯(tf)) + αo
√
∂M(x¯(tf))
∂x¯
PPN,LIN(tf)
∂M(x¯(tf))
∂x¯
⊤
(73)
subject to:
˙¯x(t) = f(x¯(t), u(t), p) , (74)
x¯(0) = x0 , (75)
umax ≥ u(t) ≥ umin , (76)
P˙PN,LIN(t) = APN(t)PPN,LIN(t) + PPN,LIN(t)A
⊤
PN(t) +W (t) , (77)
P (0) = P0 , (78)
0 ≥ cp(x¯(t))i + αc
√
Ci(t)PPN,LIN(t)Ci(t)⊤ with i = 1 . . . , ncp . (79)
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5.2. The unscented transformation approach
A different strategy is to use the continuous unscented transformation approach to compute
the propagation of the uncertainty due to process noise. It has to be noted that this realization
exploits the variance prediction as used in the unscented Kalman filter (UKF) (Sa¨rkka¨, 2007).
This filter can be implemented in its standard form or in its square root form. The problem
with the standard form, is that it involves the computation of a matrix square root which can
lead to numerical issues for the computation of derivatives, required in the dynamic optimization
formulation of this paper. Each of the individual sigma point states can be computed as:
X˙i(t) = f(X(t), p, u(t))wm +
√
nx + κ [0 R(t)Φ(T (t)) −R(t)Φ(T (t))]i
with i = 0, . . . , 2nx , (80)
X0 = x0, (81)
Xi(0) = X0(0) +
√
nx + κ Ri(0) with i = 1, . . . , nx, (82)
Xi(0) = X0(0)−
√
nx + κ Ri−nx(0) with i = nx + 1, . . . , 2nx, (83)
here the matrix of the sigma points with dimensions nx × (2nx + 1), is defined as:
X(t) = [X0(t) X0(t) · · · X0(t)] +
√
nx + κ [0 R(t) −R(t)] , (84)
and the term T (t) is:
T (t) = R−1(t)
[
X(t)Wmf
⊤(X(t), p, u(t)) + f(X(t), p, u(t))WmX
⊤(t) +W (t)
]
R−⊤(t), (85)
while R(t) is the lower triangular Cholesky factor of the states’ variance-covariance matrix, i.e.,
PPN,SP (t) = R(t)R(t)
⊤. The function Φ(·) is a function that returns the lower diagonal part of
the argument (Sa¨rkka¨, 2007). The expression f(X(t), p, u(t)) is the evaluation of the model right
hand side for each column of X(t), resulting in an expression of dimensions nx × (2nx + 1). The
vector wm is defined as:
wm =
[
κ
κ+ nx
1
2(κ+ nx)
. . .
1
2(κ+ nx)
]⊤
, (86)
while the matrix Wm is:
Wm = (I − [wm wm . . . wm]) diag(wm) (I − [wm wm . . . wm])⊤ . (87)
This means that the columns of R(t) can be easily computed as:
Ri(t) =
1√
nx + κ
(Xi(t)−X0(t))) with i = 1, . . . , nx . (88)
The states X0 are the non-convex weighted sum average evolution of the states, as such they are
employed as the approximation for the expected value of the state evolution.
Formulation 4: the unscented Kalman filter approach
The robust optimization problem becomes:
min
u(·),X(·),R(·)
M(X0(tf)) + αo
√
∂M(X0(tf))
∂X0
PPN,SP(tf)
∂M(X0(tf))
∂X0
⊤
(89)
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subject to:
X˙i(t) = f(X(t), p, u(t))wm +
√
nx + κ [0 R(t)Φ(T (t)) −R(t)Φ(T (t))]i
with i = 0, . . . , 2nx , (90)
X0(0) = x0 , (91)
umax ≥ u(t) ≥ umin , (92)
Xi(0) = X0(0) +
√
nx + κ Ri(0) with i = 1, . . . , nx, (93)
Xi(0) = X0(0)−
√
nx + κ Ri−nx(0) with i = nx + 1, . . . , 2nx, (94)
T (t) = R−1(t)
[
X(t)Wmf
⊤(X(t), p, u(t))
+f(X(t), p, u(t))WmX
⊤(t) +W (t)
]
R−⊤(t) , (95)
X(t) = [X0(t) X0(t) · · · X0(t)] +
√
nx + κ [0 R(t) −R(t)] , (96)
Ri(t) =
1√
nx + κ
(Xi(t)−X0(t))) with i = 1, . . . , nx , (97)
PPN,SP(t) = R(t)R
⊤(t) , (98)
0 ≥ cp(X0(t))i + αc
√
∂cp(X0(t))i
∂X0
PPN,SP(t)
∂cp(X0(t))i
∂X0
⊤
with i = 1 . . . , ncp . (99)
The total of number of additional differential equations for the extended Kalman filter approach is
nx
nx+1
2 if the symmetry is exploited while the unscented Kalman filter approach results in nx(2nx)
additional equations. The overview of the number of required states is presented in Table 2. Both
approaches significantly increase the size of the optimization problem, in order to account for the
uncertainty. Remark that UKF approach leads to a larger optimization problem where all sigma
points are influencing the average state profile while in the linearization, the variance-covariance
matrix does not influence the state profile.
Table 2: Overview of the number of states required for the extended and unscented Kalman filter approach.
Nonrobust EKF UKF
Original nx nx nx
Added 0 nx2 (nx + 1) 2n
2
x
Total nx
n2x
2 +
3
2nx 2n
2
x + nx
Remark
The parametric uncertainty can also be tackled using the aforementioned EKF and UKF ap-
proaches. To this extent, uncertain parameters p with a given variance-covariance matrix are
reformulated as additional trivial differential states (p˙ = 0 with p(0) = p) (e.g., Valappil and
Georgakis (2003)). This will increase the computational effort but allows for an elegant formula-
tion to incorporate the parametric uncertainty. A similar approach for optimal experiment design
has been successfully illustrated in Telen et al. (2013).
6. On the choice of a coefficient for the backoff value
The importance of the backoff can be adjusted by varying αc and αo. The choice for the
coefficient of the backoff value can be related to a probability that the constraint is violated, i.e.,
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so-called single chance constraints. A first possibility is, if the path constraints are just bound
constraints with respect to the states and they are expressed as a chance constraint:
Pr(aixi(t) ≥ xmaxi ) ≤ ǫi , (100)
then they can be rewritten as the following type of constraint:
aix¯i(t) +
√
1− ǫi
ǫi
√
a2iPxixi(t) ≤ xmaxi . (101)
This is the single sided version of Chebyshev’s inequality, i.e., Cantelli-Chebyshev inequality, and
holds no matter what is the underlying distribution of the state bounds. This approach leads in
general to a very conservative bound (Mesbah et al. (2014)).
A second possibility is to use Chebyshev’s inequality which states for a random variable cp(x(t))i
with finite expected value c¯p(x(t))i and variance Pcpcp,ii that:
Pr(|cp(x(t))i − c¯p(x(t))i| ≥ k
√
Pcpcp,ii) ≤
1
k2
with k ≥ 1 . (102)
This inequality can be applied to arbitrary distributions. E.g., when k = 2, at least 75% of the
realizations of cp(x(t))i are within [c¯p(x(t))i−2
√
Pcpcp,ii, c¯p(x(t))i+2
√
Pcpcp,ii] (Papoulis, 1984).
This approach leads in general to loose bounds. Note that in the presented approaches only ap-
proximations of the actual variance-covariance matrix are computed and that the actual number
of violations are best checked with a Monte Carlo simulation after the control profile has been
obtained.
A third possibility is if the considered constraints or objective function are assumed to be normally
distributed, αc and αo can be chosen such that a predefined probability level, e.g., a two sided
95% would result in an α of approximately 2, with a less conservative bound as in the previous dis-
cussed approaches. The following approach is suggested. The proposed approximation techniques
(linearization or sigma point) are used in a first prediction step with the corresponding desired
quantiles from a normal distribution. For the obtained control inputs, Monte Carlo simulations
(Balsa-Canto et al., 2008; Schenkendorf et al., 2009) are performed as the corrector step to check
whether the the user is satisfied (not too conservative, confidence level reached). If these Monte
Carlo simulations indicate that the optimized inputs reach the desired confidence level and are
not too conservative, no further steps are taken. If the user is not satisfied (e.g., too conservative
profiles, not reaching the confidence level), the pre-specified confidence parameter can be adjusted
and/or the optimization procedure has to be started again until user satisfaction. So, a practical
approach could be to start with quantiles resulting from a normal distribution. If the desired
confidence level after the Monte Carlo simulation is not reached, a second choice for the quantiles
can be based on Chebyshev’s inequality. If the latter choice is too conservative, a choice between
the two is suggested and we can continue in a bisection type approach until the desired confidence
level is obtained.
The advantage of the proposed iteration scheme is that it is more efficient to do a Monte Carlo
simulation in between optimization runs instead of using Monte Carlo simulations directly in the
optimization procedure. The proposed strategy is illustrated in Figure 1. Note that there is no
strict guarantee that when the uncertainty is taken into account, a feasible solution is reached, as,
e.g., the predicted uncertainty region may be larger than the feasible region.
7. Results
This section discusses the obtained results. In the first subsection, the implementation details
are discussed. The second subsection presents the results for the tubular reactor while in the third
subsection the results for Williams-Otto reactor are described.
13
Postprint version of paper published Journal of Process Control 2015, vol. 33, p. 140-154. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.journals.elsevier.com/journal-of-process-control/ 
Original file available at: http://www.sciencedirect.com/science/article/pii/S0959152415001389 
 
7.1. Implementation details
Dynamic optimization problems are infinite dimensional as an optimal value for the controls
has to be found at almost every point in time. To convert the infinite dimensional optimization
problem to a finite dimensional problem and to cope with a large number of states, a first discretize
then optimize approach (Biegler, 2007) is selected in the current paper.
By discretizing the differential states and the controls via a direct collocation scheme (Biegler,
2007), a large-scale nonlinear optimization problem (NLP) is obtained for the parametric uncer-
tainty problem. For the states, fourth order Lagrange polynomials are chosen while for the controls,
a piecewise constant approach is selected. The resulting challenging nonlinear program is formu-
lated with CasADi, a software tool for automatic differentiation and dynamic optimization (An-
dersson et al., 2012). The required gradients, jacobians and hessians of the large-scale optimization
problems are automatically generated in CasADi due to its symbolic implementation. These are
then used to solve the NLP using the interior point optimization routine IPOPT (Wa¨chter and
Biegler, 2006) which is well suited for a large number of optimization variables. Here, the software
tool is employed to implement the extended optimization problem such that exact second order
derivatives are obtained. The tolerance of all the optimization routines is set to 10−6.
For the dynamic optimization problems in which process noise is present, a single shooting ap-
proach is employed. The main reason to do so, is to avoid numerical problems in the unscented
Kalman filter as a matrix inverse is present. This means that only the control action is dis-
cretized (Sargent, 2000) and the states are obtained through numerical integration. The problem
is formulated in ACADO (Houska et al., 2011), which is an open source self-contained software
tool for formulating and solving dynamic optimization problems using single or multiple shoot-
ing schemes. Due to its symbolic implementations and automatic differentiation techniques exact
first and second order derivatives are obtained. However, numerical problems arise in the UKF
approach which the authors attribute to the presence of matrix inverse in the UKF problem formu-
lation. The resulting NLP is solved using a SQP algorithm (Ferreau et al., 2014). The integrator
tolerances are set to 10−6 while the KKT tolerance is set to 10−5.
7.2. Tubular reactor
For the tubular reactor, the constraint with respect to the dimensionless reactor temperature
is robustified where αc is chosen to be equal to 1.96 which reflects that if the constraint profile is
normally distributed, a 95% confidence region should be obtained. The number of required states
and variables in addition to the computational time for the different approaches and the different
number of parameters are given in Table 3. Note the increased computational time for the robust
approaches compared with the nominal approach. For the two parameter case, the linearization
approach remains computationally less expensive than the sigma point approach. Note however,
that the total number of states is not that large for the two robust strategies for this case study.
For the process noise case, a single shooting approach is used, resulting in the nominal case in
a larger computational effort. In addition the computational time for the two filter approaches,
is remarkably larger with the sigma point approach requiring up to 24 s. Note that the sigma
point approach results in a dynamic optimization problem in which all states are interconnected
and thus a significantly larger computational time. The parallellizable structure of the parametric
uncertainty is completely lost in the sigma point approach.
7.2.1. Two uncertain parameters
The obtained temperature profiles for two uncertain parameters are displayed in Figure 2.
From Figure 2(a), it is clear that the predicted confidence regions for the two cases have become
broader compared with the one parameter case. In addition, the pinching effect present in the
single parameter case has disappeared. The constituting temperature profiles for the sigma point
approach are depicted in Figure 2(b). The corresponding control actions are illustrated in Fig-
ure 2(e).
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Table 3: Overview of the number of states and variables required for each approach in the one, two parameter and
process noise case for the jacketed tubular reactor.
Two parameters Nonrobust Linearization Sigma point
Original 2 2 2
Added 0 4 8
Total states 2 6 10
Total variables 900 2500 4100
Total CPU time 1.46 s 4.98 s 12.9 s
Process noise Nonrobust Linearization Sigma point
Original 2 2 2
Added 0 3 4
Total states 2 5 6
Total variables 100 100 100
Total CPU time 1.98 s 5.3 s 24.0 s
For all three approaches a Monte Carlo simulation has been performed, sampling 600 parameter
combinations with the assumed variance-covariances. The resulting number of violations are given
in Table 4. It is observed that there are slightly less violations when two uncertain parameters are
considered for the nonrobust case. So, the fact that also αkin can differ has the effect that there
is a slightly larger region for β which does not lead to violations of the constraint. Furthermore,
the linearization and sigma point approach lead to 62 and 69 violations respectively. Note again
that this is higher than the desired level given the choice of confidence region. These violations
are also visible in Figure 2(c) and 2(d). Here, it is clear that the 95% empirical confidence region
for the linearization approach and for the sigma point approach is (slightly) larger than the state
bounds as expected from Table 4. The price to pay is again a decrease in the objective function
value. In the nonrobust case the optimal value remains at 6.16 · 10−3. The sigma point approach
results for the two parameter case in 1.91 ·10−2 which is worse than the nonrobust case and higher
than in the one parameter sigma point case. The linearization approach obtains 2.01 · 10−2 which
is also worse than the nominal case and the one parameter case. So, taking a more robust course
of action results in a lower nominal performance as expected.
Table 4: Overview of the number of constraint violations for each approach in the two parameter case for the
jacketed tubular reactor out of 600 parameter realizations.
Number of violations Nonrobust Linearization Sigma point
Normally distributed 580 [96.7%] 62 [10.3%] 69 [11.5%]
7.2.2. Improving the robustness of the sigma point for parametric uncertainty
The sigma point approach of the previous section does not result in a control profile for which
only 5% of the parameter combinations lead to a constraint violations (the linearization approach
can also be made more robust in the same fashion). The actual obtained value is 11.5%. The
advantage is that the control profile can be optimized again while increasing the value chosen for
α as suggested from the procedure in Figure 1. In a first step, α is 2.17 which should correspond
to a 97% confidence region in a Gaussian distribution. A Monte Carlo simulation is performed to
assess the actual performance and it is observed that it exceeds the constraints in 44 cases out of
600 simulations. This result is also tabulated in Table 5. This is still not in the a priori desired
confidence level of 5%. Consequently, an additional optimization is performed where α equals
2.81 which should result in a 99.5% confidence region in a normal distribution. This results in 7
violations out of 600 simulations in the Monte Carlo simulation which is an empirical confidence
level of 1.17%. The obtained confidence level is potentially too conservative. If α is set to 2.43
which corresponds to a 98.5% confidence region. The resulting Monte Carlo simulations reveal
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that 23 violations are obtained, corresponding to an empirical violation of 3.83%. So, after four
steps of optimization and Monte Carlo simulations an a priori desired confidence region is obtained
without the need of using Monte Carlo simulations directly in the optimization procedure. A single
Monte Carlo simulation for 600 simulations is on average 900 s, the maximal computational time
for the optimization step is 10.5 s.
The expected temperature profiles with the corresponding predicted confidence regions are de-
picted in Figure 3. Note that in Figure 3(a) the depicted confidence bounds are for all designs
the predicted 95% region but each profile with a given %-level is optimized with α set to values of
Table 5. This explains why the predicted confidence bounds are not touching the constraint. From
Figure 3(a), it is clear that for larger values of α, the expected temperature profile decreases. In
Figure 3(b) it is illustrated that the obtained empirical 95% confidence region for α is 1.96 and α is
2.17 violate the state constraint while for α equal to 2.43 and α is 2.81 this constraint is satisfied.
The different obtained control actions are displayed in Figure 3(c). When the different optimal
values for the objective function are considered, the following values are obtained for the 97.0%,
98.5% and 99.5% optimization profiles, respectively 2.67 · 10−2, 3.06 · 10−2 and 3.72 · 10−2. For
increasing levels of robustness a higher loss in performance is obtained, the difference is, however,
that the loss is not as high as the one obtained by the linearization approach.
Table 5: Overview of the number of constraint violations for the additional sigma point approaches in the two
parameter case for the jacketed tubular reactor.
Number of violations SP (α = 1.96) SP (α = 2.17) SP (α = 2.43) SP (α = 2.81)
Normally distributed 69 [11.5%] 44 [7.3%] 23 [3.83%] 7 [1.2%]
7.2.3. Process noise
The obtained reactor and temperature profiles which take process noise into account for the
jacketed tubular reactor are depicted in Figures 4(a) and 4(c). The predicted confidence region
for the linearization and sigma point approach is also provided in Figure 4(a). It can be observed
that both approaches lead to similar control actions and state evolutions.
The two approaches are compared by a Monte Carlo simulation. In total 200 process noise realiza-
tions are drawn with the assumed statistical distribution and applied to the system. The number
of constraint violations are given in Table 6. The nominal control action violates the constraints in
93% of the cases, while the linearization and unscented transformation approach perform better
with 16-19% of violations. This is significantly more than the 5% which is the target aim. A
similar observation is made in the parametric uncertainty case. A closer investigation of the ob-
tained state profiles, reveals that they cannot be assumed to be normally distributed. This means
that the chosen quantile value does not necessarly lead to only 5% of violations. The empirical
confidence regions are illustrated in Figure 4(b). These are violating the bounds in several places
along the z-axis of the reactor illustrating the challenging aspect of accounting for process noise.
The objective function value for the two robust approaches are 0.066 for the linearization and
0.070 for the unscented transformation approach, which is remarkably worse compared with the
nominal case.
Table 6: Overview of the number of constraint violations for each approach in the process noise case for the jacketed
tubular reactor out of 200 process noise realizations.
Number of violations Nonrobust Linearization Sigma point
Normally distributed 186 [93.0%] 38 [19.0%] 32 [16.0%]
7.3. The Williams-Otto reactor
For the second case study, the reactor temperature is made more robust, where α is also chosen
to be equal to 1.96. The number of required states and variables for the different approaches and
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the different number of parameters are given in Table 7. The sigma point approach for the four
parameter case leads to an optimization problem in which 12.900 variables are present in the NLP.
Note that the state describing the reactor volume is not influenced by any uncertain parameter,
resulting in nx = 7 for the robust schemes. Note again the increased computational time for
the robust approaches compared with the nominal approach. For the four parameter case, the
sigma point approach is three times faster than the linearization approach. The sigma point
approach results in much more states but these are less coupled than the linearization approach
for the parametric uncertainty. If the process noise is taken into account, then the linearization
approaches are very similar with respect to the computational time. The unscented transformation
approach for process noise, however, requires a much larger computational effort (≥ 3 hours) as
106 coupled differential states are taken into account.
Table 7: Overview of the number of states and variables required for each approach: the four parameter case and
the process noise for the Williams-Otto reactor.
Four parameters Nonrobust Linearization Sigma point
Original 8 8 8
Added 0 28 56
Total states 8 36 64
Total variables 1700 7300 12.900
Total CPU time 2.75 s 144.9 s 42.7 s
Process noise Nonrobust Linearization Sigma point
Original 8 8 8
Added 0 28 98
Total states 8 36 106
Total variables 60 60 60
Total CPU time 8.79 s 145.2 s 12929.7 s
7.3.1. Four uncertain parameters
In this section the case with four uncertain parameters is considered. The obtained ex-
pected temperature profile, predicted confidence regions and control actions are depicted in Fig-
ure 5(a), 5(c) and 5(d). The addition of parameters k2 and k3 does not change the predicted tem-
perature profile significantly for the robust approaches. The main difference is that the predicted
confidence region is slightly broader than in the two parameter case. Note again in Figure 5(c)
that the control action in u1 is the same for all cases. In Figure 5(d) the similarity with the two
parameter case is evident. Remark that the control action u2 in the time range between 200 and
400 is not as low as in the two parameter case, illustrating the backing off behavior due to the
larger confidence region in the temperature profile.
Also for the four parameter case a Monte Carlo simulation is performed with 600 samples. The
number of violations are given in Table 8. Given the similarity between the linearization case and
the sigma point approach , it is not unexpected that they lead to 14 and 12 violations respectively,
while the nominal profile resulted in 296 violations. The obtained empirical confidence region for
the two robust approaches are displayed in Figure 5(b). This illustrates that the prediction of
the robust approaches correspond with the empirical observations. The objective function in the
nonrobust case is 4511.0 while for the sigma point approach it is 4491.4 which is a performance
loss of only a 0.44%, the linearization approach results in 4508,1 which is a performance loss of
0.06%.
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Table 8: Overview of the number of constraint violations for each approach in the four parameter case of the
Williams-Otto reactor.
Number of violations Nonrobust Linearization Sigma point
Normally distributed 296 [49.3%] 14 [2.3%] 12 [2.0 %]
7.3.2. Process noise
In this section the effect of process noise on the performance of the Williams-Otto reactor is
discussed. The obtained control actions and expected reactor temperature evolution is displayed in
Figures 6(c), 6(d) and 6(a). There is only a small difference in the expected temperature evolution
with the linearization approach reaching a slightly larger temperature. The similarity between the
two approaches is also apparent in the control actions. In u2, there is a small difference between
the two approaches.
To investigate the effect, 200 different process noise realizations are sampled and applied to the
system in combination with the above presented control actions. The number of constraint viola-
tions are provided in Table 9. The nonrobust optimization results in 70% violations while both
robust approaches result in only 8.5% violations. This illustrates again the similarity between
the two approaches, which are now almost satisfying the initially desired 5% confidence region.
The two approaches differ however with respect to their nominal performance. The linearization
approach results in an objective function value of 4504.2 while the sigma point approach results
in only 4491.5. These performance losses are comparable with the ones observed in the four pa-
rameter case. So, based on the computational time, the relative accuracy, the process noise can
be best accounted for by the linearization approach for this case study.
Table 9: Overview of the number of constraint violations for each approach in the process noise case of the Williams-
Otto reactor.
Number of violations Nonrobust Linearization Sigma point
Normally distributed 140 [70.0%] 17 [8.5%] 17 [8.5 %]
8. Conclusions
In this paper the effect of two sources of probabilistic uncertainty have been investigated
in two different case studies, a tubular reactor and the Williams Otto reactor. Two different
approaches for approximate robust dynamic optimization have been used and evaluated. Both
methods allow a tractable computation of an approximation of the expected value and variance-
covariance matrix of the constraints and/or the objective function. These variance-covariance
matrices allow the formulation of single chance constraints such that critical constraints can be
satisfied in a stochastic way. For both case studies it is observed that the linearization approach and
the sigma point method lead to a similar number of constraint violations. No major differences
between the two approaches for either kind of uncertainty have been observed with respect to
constraint violations. An iterative scheme based on Monte Carlo simulations has been mentioned
to evaluate the approximate results and to improve them if desired. The main difference between
the two approaches has been in the required computational time. The linearization approach
resulted in each case study in very similar computational times independent of the nature of
the uncertainty. The sigma point approach with respect to parametric uncertainty, had a slower
computational time in the tubular reactor case than the linearization approach, while in the larger
case study, the sigma point approach performed better than the linearization aproach. However,
for the process noise it has been observed that the linearization approach outperforms the employed
unscented Kalman filter like technique for both case studies.
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Figure 1: Illustration of the proposed iterative methodology for incorporating Monte Carlo simulations in the
determination of control inputs in the approximate robust dynamic optimization formulations.
22
Postprint version of paper published Journal of Process Control 2015, vol. 33, p. 140-154. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.journals.elsevier.com/journal-of-process-control/ 
Original file available at: http://www.sciencedirect.com/science/article/pii/S0959152415001389 
 
0 0.2 0.4 0.6 0.8 1
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Dimensionless Spatial Coordinate z (-)
D
im
en
si
on
le
ss
 R
ea
ct
or
 T
em
pe
ra
tu
re
 x 2
 
(-)
 
 
Nominal
Linearization
Sigma Points
Bound
Linearization C. R.
Sigma Points C. R.
(a) Evolution of the expected state profile x2
with predicted confidence bounds.
0 0.2 0.4 0.6 0.8 1
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Dimensionless Space Coordinate (-)
D
im
en
si
on
le
ss
 R
ea
ct
or
 T
em
pe
ra
tu
re
 (-
)
 
 
SP x0
SP x1
SP x2
SP x3
SP x4
Bound
(b) Evolution of the different constituting
sigma point profiles x2.
0 0.2 0.4 0.6 0.8 1
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Dimensionless Spatial Coordinate z (-)
D
im
en
si
on
le
ss
 R
ea
ct
or
 T
em
pe
ra
tu
re
 x 2
 
(-)
 
 
Nominal Reactor Temperature
Linearization Reactor Temperature
Empirical 95% Confidence Region
Bound
(c) The empirically observed 95% confidence
bound x2 for the linearization approach.
0 0.2 0.4 0.6 0.8 1
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Dimensionless Space Coordinate (-)
D
im
en
si
on
le
ss
 R
ea
ct
or
 T
em
pe
ra
tu
re
 (-
)
 
 
Nominal Reactor Temperature
Sigma Points Reactor Temperature
Empirical 95% Confidence Region
Bound
(d) The empirically observed 95% confidence
bound x2 for the sigma point approach.
0 0.2 0.4 0.6 0.8 1
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
Dimensionless Spatial Coordinate z (-)
D
im
en
si
on
le
ss
 J
ac
ke
t T
em
pe
ra
tu
re
 u
 (-
)
 
 
Nominal Optimal Control
Linearization Optimal Control
Sigma Points Optimal Control
Bounds
(e) Control action for the three approaches.
Figure 2: The different temperature evolutions and control actions for the linearized and sigma point approaches,
with the predicted and empirically observed (Monte Carlo simulation) confidence bounds for 2 uncertain parameters
in the jacketed tubular reactor.
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Figure 3: The different temperature evolutions and control actions for the sigma point approaches with different
values for α, with the predicted and empirically observed (Monte Carlo simulation) 95% confidence bounds for the
jacketed tubular reactor.
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Figure 4: The different temperature evolutions and control actions for the linearization and sigma point approaches
with the predicted 95% and empirically observed 95% confidence bounds for the jacketed tubular reactor.
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Figure 5: The different temperature evolutions and control actions for the linearized and sigma point approaches,
with the the predicted and empirically observed confidence bounds for 4 uncertain parameters in the Williams-Otto
reactor.
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Figure 6: The different temperature evolutions and control actions for the linearization and sigma point approach,
with the the predicted and empirically observed confidence bounds for the Williams-Otto reactor with process noise.
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