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Notations et abre´viations
(., .)H produit scalaire dans un espace de Hilbert H
(Ω,F ,P) espace probabilise´
:= e´galite´ vue comme de´finition
k(x) vecteur de covariance entre la variable au point x et les observa-
tions aux points x(i)
X ensemble des points x(i) observations
x variable d’entre´e dans un sous-espace de Rd
y vecteur de sortie
Cov Covariance
δx fonction de Kronecker
ΓN matrice de covariance des coefficients ξj
σˆM3 parame`tre d’e´chelle du noyau Mate´rn 3/2 estime´ par la me´thode
de validation croise´e adapte´e
σˆM5 parame`tre d’e´chelle du noyau Mate´rn 5/2 estime´ par la me´thode
de validation croise´e adapte´e
θˆM3 parame`tre de porte´e du noyau Mate´rn 3/2 estime´ par la me´thode
de validation croise´e adapte´e
θˆM5 parame`tre de porte´e du noyau Mate´rn 5/2 estime´ par la me´thode
de validation croise´e adapte´e
K matrice de covariance entre les observations x(i)
R
X espace vectoriel re´el de toutes les applications de X dans R
I∗ ope´rateur adjoint de I
N (m, σ2) loi normale de moyenne m et de variance σ2
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PG(m(x), K(x,x′)) Processus gaussien de noyau la fonction m et de covariance la
fonction K
U [a, b] loi uniforme sur [a, b]
1 fonction indicatrice
E Espe´rance
P Probabilite´
max(x, y) maximum entre x et y
min(x, y) minimum entre x et y
◦
Ĥ ∩ C inte´rieur de H ∩ C dans H
⊥ orthogonal
φj fonctions de base
⇀ convergence faible
σ2 parame`tre de variance ou d’e´chelle
θ parame`tre de porte´e
⊤ transpose´e d’un vecteur ou d’une matrice
Var Variance
Vect {K(., x), x ∈ X} espace vectoriel engendre´ par les fonctions K(., x)
C ensemble convexe
Cξ ensemble de contraintes line´aires de type ine´galite´ sur les coeffi-
cients ξj
d dimension de l’espace d’entre´e
diag(Γ) matrice obtenue en fixant a` ze´ro tous les termes en dehors de la
diagonale de la matrice Γ
E ′ dual de E espace vectoriel norme´
fN densite´ d’une loi normale
I espace des fonctions interpolantes
Id matrice identite´ de taille d
Iξ ensemble des contraintes de type e´galite´ (interpolation) sur les
coefficients ξj
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id application identite´
K(x, x′) fonction de covariance ou noyau reproduisant
KN noyau de covariance du processus gaussien de dimension finie Y
N
L2(P) espace des variables ale´atoires de carre´ inte´grable
MKI fonction mode sous contraintes ine´galite´
n nombre d’observations
PC projection orthogonale sur le convexe C
x(i) ie`me observation (point expe´rimental)
Y (x, ω) processus ou champ ale´atoire
Y N(x, ω) processus gaussien de dimension finie
CDS Credit Default Swaps
EL Energie Line´aire
EMV Estimation par Maximum de Vraisemblance
EQM Erreur Quadratique Moyenne
Hilb(E) ensemble des sous-espaces hilbertiens de E
LE Linear Energy
LOO Leave One Out
LOOA Leave One Out Adapte´
MAP Maximum A Posteriori
McMC Me´thode de Monte-Carlo par chaˆıne de Markov
n.r. noyau reproduisant
OIS Overnight Indexed Swaps
PG Processus Gaussien
PQ Programme Quadratique
RKHS Reproducing Kernel Hilbert Space
RPG Re´gression par Processus Gaussien
RSM Rejection Sampling from the Mode
v.a.r. variable ale´atoire re´elle
VC Validation Croise´e
VCA Validation Croise´e Adapte´e
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1.1 Contexte ge´ne´ral
Cette the`se est consacre´e a` l’e´tude de me´thodes d’interpolation d’une fonction
nume´rique d’une ou plusieurs variables re´elles lorsque la fonction a` interpoler est connue
pour satisfaire certaines proprie´te´s. Ainsi, on s’inte´resse a` un proble`me d’interpolation
sous contraintes. Dans toutes les situations conside´re´es dans ce travail, les contraintes se
traduisent sous la forme de contraintes line´aires de type ine´galite´. De ce fait, l’espace des
contraintes sera toujours suppose´ convexe.
Dans certaines applications re´elles en effet, des informations a priori sur la fonction a`
interpoler sont souvent disponibles comme des bornes sur les valeurs de la fonction (par
exemple, positivite´), la monotonie par rapport a` une ou plusieurs variables ou encore la
convexite´. Dans le cadre de calculs en radiochimie, la concentration chimique admet des
valeurs comprises entre 0 et 1. En conception automobile, les dimensions des pie`ces xi
du ve´hicule (en entre´e) et sa masse y (en sortie) pre´sentent des relations de monotonie.
Dans le domaine de l’assurance (actuariat), le facteur d’actualisation comme fonction de
la maturite´ est a priori une fonction de´croissante, qui de´marre de 1 et qui tend vers 0.
Deux classes de me´thodes sont envisage´es. D’une part, on se rame`ne a` un proble`me
d’optimisation contrainte dans un espace de Hilbert a` noyau reproduisant (RKHS). Dans
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ce cadre purement de´terministe, le proble`me est bien pose´ et revient a` un proble`me de
projection sur un convexe (ferme´) dans un espace de Hilbert. D’autre part, on conside`re
le meˆme proble`me comme un proble`me d’estimation d’une fonction dans un cadre pro-
babiliste (infe´rence baye´sienne). De manie`re plus pre´cise, on conside`re le proble`me de
Re´gression par Processus Gaussien (RPG) ou de krigeage lorsque la fonction a` interpoler
ve´rifie les contraintes line´aires de type ine´galite´ en question.
1.2 E´tat de l’art
Les me´thodes d’interpolation optimale dans un RKHS (cadre de´terministe) sont
base´es sur la the´orie des splines, voir par exemple [Micchelli and Utreras, 1988],
[Ramsay, 1988], [Ramsay, 1998], [Wolberg and Alfy, 2002], [Wright and Wegman, 1980]
et [Xuming and Peide, 1996]). Le deuxie`me type de me´thode repose sur la simulation
d’un processus gaussien conditionnel (RPG) en utilisant une subdivision de l’espace
d’entre´e (voir par exemple [Abrahamsen and Benth, 2001], [Da Veiga and Marrel, 2012],
[Golchi et al., 2015], [Riihimaki and Vehtari, 2010] et [Xiaojing, 2012]). Pour les
contraintes de monotonie, une approche avec des observations bruite´es a e´te´ de´veloppe´e
dans [Riihimaki and Vehtari, 2010]. Dans [Golchi et al., 2015], l’ide´e est de construire un
mode`le de processus gaussien capable d’inte´grer les contraintes de monotonie dans la sor-
tie d’un simulateur nume´rique par rapport a` une ou plusieurs variables d’entre´e. L’ide´e
est similaire a` celle utilise´e dans [Riihimaki and Vehtari, 2010] en tenant compte d’infor-
mation sur la de´rive´e a` des endroits spe´cifiques pour forcer la monotonie des trajectoires
du processus. Dans ce dernier cas, les conditions d’interpolation sont inte´gre´es dans le
mode`le, ce qui n’est pas fait dans [Riihimaki and Vehtari, 2010]. Avec cette me´thodologie,
la monotonie n’est pas assure´e sur tout le domaine. Cela est duˆ au fait que l’ensemble
des contraintes ine´galite´ (continuum d’ine´galite´s) sont remplace´es par un nombre fini
d’entre elles. Re´cemment, une nouvelle me´thodologie base´e sur une approximation par
discre´tisation de l’espace d’entre´e pour inte´grer les contraintes de type e´galite´ et ine´galite´
dans un processus gaussien a e´te´ de´veloppe´e dans [Da Veiga and Marrel, 2012]. Par cette
strate´gie, les contraintes ine´galite´ ne sont pas non plus toutes assure´es.
Dans l’approche de´terministe, par exemple [Villalobos and Wahba, 1987], l’ide´e est
d’utiliser les splines comme fonctions d’interpolation dans le cas d’un nombre fini
de contraintes line´aires de type ine´galite´. En ge´ne´ral, une manie`re pour garantir les
contraintes ine´galite´ est d’utiliser un mode`le avec fonctions de base. Dans ce cas, l’uti-
lisation de B-splines a e´te´ introduite la premie`re fois par Ramsay dans ses articles
[Ramsay, 1988] et [Ramsay, 1998] dans le cas de la monotonie. Comme les fonctions B-
splines sont des fonctions positives, l’ide´e naturelle est de conside´rer la de´rive´e de la
fonction a` interpoler comme une combinaison a` coefficients positifs de ces fonctions de
base de´finies avec des nœuds bien choisis. Cette approche a e´te´ utilise´e dans une appli-
cation re´elle en e´conome´trie [Dole, 1999]. Dans [Xuming and Peide, 1996], l’ide´e est la
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meˆme que dans [Ramsay, 1988] sauf que les coefficients sont calcule´s par un proble`me
d’optimisation line´aire fini-dimensionnel utilisant les donne´es d’observation. La difficulte´
d’une telle strate´gie est lie´e au passage au cas multi-dimensionnel.
Sous le meˆme type de contraintes ine´galite´, d’autres approches baye´siennes ont e´te´
de´veloppe´es, voir [Csiszar et al., 1999] et [Gamboa and Gassiat, 1997]. Par exemple, la
me´thode d’interpolation de´crite dans [Gamboa and Gassiat, 1997] a e´te´ utilise´e pour
re´soudre des proble`mes d’inversion.
Sans tenir compte des contraintes ine´galite´, la correspondance entre ces
deux types de me´thodes (de´terministe et probabiliste) a e´te´ e´tablie, voir
e.g. [Kimeldorf and Wahba, 1971], [Marcotte and David, 1988] et [Matheron, 1981]. Ce
lien est plus complique´ dans le cas de contraintes de type ine´galite´, voir les se´ries
de travaux suivants : [Delecroix and Thomas-Agnan, 1995], [Delecroix et al., 1996] et
[Delecroix and Thomas-Agnan, 2000].
1.3 Organisation de la the`se
Dans le chapitre 2, on pre´sente brie`vement le cadre the´orique de l’interpolation opti-
male dans un RKHS et de la re´gression par processus gaussien en l’absence de contraintes
de type ine´galite´. De plus, on e´tablit la correspondance naturelle entre ces deux approches
lorsque le noyau reproduisant de l’approche RKHS est confondu avec la fonction de cova-
riance caracte´risant le processus gaussien (ou la loi a priori) de l’approche probabiliste.
Dans le Chapitre 3, on propose une me´thode d’approximation pour la re´gression par
processus gaussien sous contraintes. Pour cela, on approche le processus gaussien (PG)
initial par un (PG) de dimension finie (i.e. ses trajectoires sont dans un espace de dimen-
sion finie). Cette approximation est construite par combinaison line´aire finie de fonctions
de base de´terministes (ide´e des B-splines) avec un vecteur de coefficients ale´atoires gaus-
sien (pour assurer la variabilite´ du processus propose´). On montre que ces fonctions de
base peuvent eˆtre choisies de sorte que l’ensemble des contraintes ine´galite´ sur le PG
fini-dimensionnel soient e´quivalentes a` un ensemble fini de contraintes ine´galite´ sur les
coefficients. Dans ce cas, n’importe quelle simulation a posteriori conduit a` une fonc-
tion d’interpolation qui ve´rifie l’ensemble des contraintes ine´galite´. De plus, la simulation
du mode`le d’approximation propose´ sous les conditions d’interpolation et les contraintes
ine´galite´ revient a` simuler un vecteur gaussien (coefficients ale´atoires) tronque´ a` un sous-
espace convexe 1. Un nouvel estimateur appele´mode (Maximum A Posteriori) a e´te´ de´fini.
C’est la fonction ou courbe la plus probable parmi les fonctions interpolantes ve´rifiant
les proprie´te´s en question. Diffe´rents cas de simulation ont e´te´ de´crits en de´tails (en
particulier, la monotonie en dimension 1 et 2).
La mise en œuvre de la me´thode d’approximation pre´ce´dente conduite au proble`me de
la simulation d’une loi normale multivarie´e tronque´e a` un sous-espace convexe de Rd. Pour
1. l’espace convexe est forme´ par les contraintes line´aires e´galite´ et ine´galite´ sur les coefficients
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les besoins expe´rimentaux de ce travail de the`se, s’est pose´e rapidement la question de la
simulation d’une telle loi tronque´e (dans un espace de dimension grande en ge´ne´ral qui
de´pend du degre´ d’approximation). On a choisi une adaptation de l’algorithme de rejet
usuel qui profite pleinement du calcul du mode comme le maximum de vraisemblance a
posteriori. De plus, cette me´thode de simulation a l’avantage d’eˆtre exacte. C’est l’objet
du Chapitre 4. Soulignons que cet aspect du travail n’e´tait pas un objectif de la the`se au
de´part et que la solution apporte´e est tre`s largement insuffisante en pratique. Elle peut
eˆtre juge´e satisfaisante si la fonction a` interpoler de´pend de 1 ou 2 variables.
Au Chapitre 5, on examine le proble`me de l’estimation des hyper-parame`tres de la
fonction de covariance dans le cadre de la re´gression par PG sous contraintes. Dans ce
cas, un crite`re d’Erreur Quadratique Moyenne empirique par Leave One Out adapte´
aux contraintes line´aires de type ine´galite´ est conside´re´. Dans un exemple nume´rique
en dimension 1, on montre l’efficacite´ de l’algorithme propose´ et on le compare avec
les me´thodes d’estimation classiques. Une application re´elle a` des donne´es nucle´aires en
dimension 2 a e´te´ de´veloppe´e pour e´tudier la performance de la me´thode propose´e.
Dans une partie plus the´orique (Partie IV), on s’inte´resse a` la correspondance entre les
deux approches (de´terministe et probabiliste) dans le cas de contraintes line´aires de type
ine´galite´ envisage´ dans ce travail. Dans le Chapitre 6, on reprend le proble`me d’interpo-
lation optimale sous contraintes dans un RKHS en proposant une me´thode d’approxima-
tion directement inspire´e de la me´thode d’approximation de´veloppe´e au Chapitre 3 pour
re´soudre le proble`me de re´gression par processus gaussien sous contraintes, ce qui fournit
un algorithme pour (par exemple) le calcul d’une spline d’interpolation contrainte. On
e´tablit la convergence de la me´thode : c’est le re´sultat principal de ce chapitre. La cor-
respondance pre´cise entre les deux approches fait l’objet du Chapitre 7 suivant. C’est le
re´sultat principal de la the`se.
Dans une dernie`re partie applicative (Partie V, Chapitre 8), on s’inte´resse a` l’estima-
tion d’une courbe d’actualisation dans le domaine de l’assurance (actuariat) ou finance.
Cette courbe est a priori de´croissante comme fonction de la maturite´. Dans cette ap-
plication, on ne dispose pas directement d’observations de la fonction. Par contre, les
informations de marche´ disponibles (cotations) se traduisent sous la forme de contraintes
line´aires de type e´galite´. Le mode`le d’approximation propose´ dans le Chapitre 3 ainsi que
le crite`re d’Erreur Quadratique Moyenne empirique sont adapte´s a` ce type de contraintes
e´galite´. Des illustrations nume´riques a` partir de donne´es re´elles sont propose´es en dimen-
sion 1 et 2.
1.4 Avertissement
Dans tout le manuscrit, on emploiera indiffe´remment les termes de re´gression par
processus gaussien et krigeage sachant que les donne´es d’observation sont suppose´es non
bruite´es (cadre de l’interpolation).
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Par ailleurs, le Chapitre 6 peut eˆtre lu inde´pendamment des autres parties par un
lecteur (non probabiliste) qui s’inte´resserait uniquement au proble`me d’interpolation op-
timale sous contraintes line´aires de type ine´galite´ dans un RKHS. En particulier, la preuve
de la convergence de la me´thode d’approximation pour construire la spline d’interpola-
tion contrainte repose uniquement sur des arguments d’analyse fonctionnelle. Ces meˆmes
arguments sont largement repris dans le Chapitre 7 pour de´montrer la correspondance na-
turelle entre krigeage et splines dans le cas de contraintes line´aires de type ine´galite´. Ainsi,
le lecteur pourra avoir le sentiment a` juste titre de lire deux fois la meˆme de´monstration...
1.5 Lien avec les publications
Le Chapitre 3 a fait l’objet de l’article ‘Gaussian Process Emulators for Computer
Experiments with Inequality Constraints’ en re´vision pour publication dans SIAM/ASA
Journal Uncertainty Quantification avec une communication orale a` une confe´rence
internationale Uncertainty Computer Model (UCM2014), Sheffield, United Kingdom.
Ensuite, le re´sultat du Chapitre 4 a e´te´ accepte´ pour une pre´sentation orale dans une
confe´rence se´lective Eleventh International Conference on Monte Carlo and Quasi-Monte
Carlo Methods in Scientific Computing (MCQMC2014), Leuven, Belgium. Un article est
accepte´ pour publication dans le livre ‘Monte Carlo and Quasi-Monte Carlo Methods
2014, Springer-Verlag, Berlin, 2016’.
La me´thode de validation croise´e adapte´e aux contraintes line´aires de type ine´galite´
de´crite dans le Chapitre 5 a e´te´ pre´sente´e et publie´e dans la confe´rence internationale
Spatial Statistics Emerging Patterns (SS2015), Avignon, France.
Le re´sultat the´orique du Chapitre 6 a e´te´ soumis dans un journal international avec
une pre´sentation orale dans une confe´rence internationale Mascot-Num2015, St-E´tienne,
France.
La correspondance du Chapitre 7 fait l’objet d’un article qui est soumis dans un
journal international.
Finalement, l’application re´elle pre´sente´e dans le Chapitre 8 est soumise dans un
journal international.
Voir Annexe B pour les re´fe´rences pre´cises.
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Deuxie`me partie
Correspondance entre re´gression par
processus gaussien et splines
d’interpolation dans le cas classique
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Chapitre 2
Interpolation optimale dans les
RKHS et lien avec la re´gression par
processus gaussien
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2.1 Introduction
Ce chapitre a pour but de pre´senter le lien naturel qui existe entre deux approches
classiques pour re´soudre un proble`me d’interpolation (sans contraintes de type ine´galite´).
D’un coˆte´, une approche de´terministe conduit a` conside´rer un proble`me d’optimisation
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sous contraintes e´galite´ (conditions d’interpolation) dans un espace de Hilbert a` noyau
reproduisant (RKHS), la norme dans cet espace pouvant eˆtre vue comme un crite`re de
re´gularisation. De l’autre coˆte, une approche probabiliste conside`re le proble`me d’in-
terpolation comme un proble`me d’estimation d’une fonction dans un cadre baye´sien.
Avant de pre´senter ce lien, nous signalons que le cadre probabiliste permet e´galement de
construire des intervalles de pre´diction autour de la fonction estime´e, aspect qui ne sera
pas de´veloppe´ dans ce chapitre.
2.2 Espaces de Hilbert a` noyau reproduisant ou
RKHS-The´orie de Moore-Aronszjan
Soit H un espace vectoriel re´el. Un produit scalaire sur H est une application (., .)H :
H ×H −→ R ve´rifiant :
1. (., .)H est biline´aire
2. ∀h1, h2 ∈ H, (h1, h2)H = (h2, h1)H (syme´trie)
3. ∀h ∈ H, (h, h)H ≥ 0. De plus, (h, h)H = 0 si et seulement si h = 0.
On dit encore que (., .)H est une forme biline´aire syme´trique de´finie positive. On pose
‖h‖H =
√
(h, h)H . On peut montrer a` l’aide de l’ine´galite´ de Cauchy-Schwarz que ‖.‖H
est une norme sur H. Par de´finition, un espace de Hilbert re´el est un espace vectoriel
re´el muni d’un produit scalaire qui le rend complet pour la norme associe´e. On note H ′
le dual (topologique) de H qui est l’ensemble des applications line´aires continues de H
dans R.
The´ore`me 1 (The´ore`me de repre´sentation de Riesz). Soient H un espace de Hilbert et
ϕ ∈ H ′. Alors
∃!hϕ ∈ H, ∀h ∈ H, ϕ(h) = (h, hϕ)H .
On de´finit maintenant les espaces de Hilbert a` noyau reproduisant. Pour cela, on
se donne un ensemble quelconque X non vide. On notera RX l’espace vectoriel re´el de
toutes les applications de X dans R.
De´finition 1. H est un RKHS (Reproducing Kernel Hilbert Space) sur l’ensemble X si
1. H ⊂ RX ,
2. H est un espace de Hilbert,
3. ∀x ∈ X, δx ∈ H ′ ou` δx : h ∈ H −→ h(x) (fonctionnelle d’e´valuation au point
x ∈ X).
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De´finition 2 (De´finition alternative). H est un RKHS de noyau reproduisant (n.r.) la
fonction K : X ×X −→ R si
1. H ⊂ RX ,
2. H est un espace de Hilbert,
3. ∀x ∈ X, K(., x) ∈ H ou` K(., x) : x′ ∈ X −→ K(x′, x),
4. (Proprie´te´ de reproduction). Pour tout x dans X et h dans H,
h(x) = (h,K(., x))H . (2.1)
Les deux de´finitions sont e´quivalentes par le the´ore`me de Riesz qui e´tablit que toute
forme line´aire continue sur H peut eˆtre identifie´e a` un e´le´ment de H (cf. The´ore`me 1).
Par ailleurs, le noyau reproduisant K d’un RKHS est unique. En effet, si K1 et K2
sont deux n.r., la proprie´te´ de reproduction implique (K1(., x
′), K2(., x))H = K1(x, x′)
en utilisant le fait que K2 est un noyau reproduisant. De meˆme, (K2(., x), K1(., x
′))H =
K2(x
′, x), ce qui prouve
K1(x, x
′) = K2(x′, x)
par syme´trie du produit scalaire. De la`, K1 = K2.
Proprie´te´s du noyau reproduisant. K : (x, x′) ∈ X ×X −→ K(x, x′) ∈ R ve´rifie
K(x, x′) = (K(., x′), K(., x))H .
En particulier, K est syme´trique, i.e. K(x, x′) = K(x′, x).
K est une fonction de type positif au sens ou` :
n∑
i,j=1
φiφjK(xi, xj) ≥ 0,
pour tout choix x1, . . . , xn ∈ X et φ1, . . . , φn ∈ R.
En effet, la matrice (K(xi, xj))1≤i,j≤n est une matrice de produit scalaire et
n∑
i,j=1
φiφjK(xi, xj) =
∥∥∥∥∥
n∑
i=1
φiK(., xi)
∥∥∥∥∥
2
H
≥ 0.
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Sous-espace dense dans un RKHS. Soit
H1 := Vect {K(., x), x ∈ X} =
{
n∑
i=1
λiK(., xi), n ≥ 1, λi ∈ R, xi ∈ X
}
.
D’apre`s la De´finition 2, H1 est un sous-espace vectoriel de H et H⊥1 = {0} en vertu de
la proprie´te´ de reproduction. Ainsi, H1 est un sous-espace dense dans H. Ce sous-espace
permet de se faire une premie`re repre´sentation simple des e´le´ments d’un RKHS a` partir
de son noyau reproduisant. Le re´sultat suivant au cœur de la the´orie de Moore-Aronszajn
permet a` la fois de caracte´riser un RKHS a` partir de son n.r. mais aussi de caracte´riser
les n.r. sur un ensemble X quelconque.
The´ore`me 2 (de Moore-Aronszajn [Aronszajn, 1950]). L’application qui a` H RKHS
associe son n.r. K est une bijection de l’ensemble des RKHS sur X dans l’espace des
fonctions syme´triques de type positif sur X.
Preuve. Pour une preuve de´taille´e, on pourra consulter [Aronszajn, 1950] et
[Berlinet and Thomas-Agnan, 2004]. Nous donnons seulement les grandes lignes.
1. (Injectivite´) Soient H1 et H2 deux RKHS de n.r. K1 et K2 tels que K1 = K2. On
pose K := K1 = K2 et H1 := Vect {K(., x), x ∈ X}. D’apre`s ce qui pre´ce`de, H1
est un sous-espace dense a` la fois dans H1 et H2. De plus, (., .)H1 = (., .)H2 sur H1
par la proprie´te´ de reproduction. Par densite´ et proprie´te´ 4 de la De´finition 1, on
en de´duit H1 = H2 comme sous-espaces de R
X et aussi (., .)H1 = (., .)H2 .
2. (Surjectivite´) Soit K une fonction syme´trique de type positif. On conside`re a` nou-
veau
H1 := Vect {K(., x), x ∈ X} ⊂ RX .
On de´finit (f, g)H1 =
∑
i,j∈I×J αiβjK(yj, xi) si f =
∑
i∈I
αiK(., xi) et g =∑
j∈J
βjK(., yj). Comme (f, g)H1 =
∑
i∈I αig(xi) =
∑
j∈J βjf(yj), la de´finition
pre´ce´dente est correcte car inde´pendante des de´compositions de f et g. L’appli-
cation (., .)H1 est clairement biline´aire syme´trique et
(f, f)H1 =
∑
i,j∈I
αiαjK(xi, xj) ≥ 0,
puisque K est de type positif. En appliquant l’ine´galite´ de Cauchy-Schwarz a` la
forme biline´aire syme´trique positive (., .)H1 , on obtient :
|f(x)| = |(f,K(., x))H1 | ≤
√
(f, f)H1 ×
√
K(x, x). (2.2)
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Donc, (f, f)H1 = 0 implique f = 0 dans R
X . Ainsi, (H1, (., .)H1) est un espace
pre´hilbertien et l’ine´galite´ (2.2) montre encore que les fonctionnelles d’e´valuation
δx sont continues sur H1. Cette proprie´te´ permet de comple´ter H1 dans l’espace
topologique RX tout en satisfaisant la proprie´te´ de reproduction :
f(x) = (f,K(., x))H ,
en notant H le comple´te´ de H1. Ainsi, H est un RKHS de n.r. K, ce qu’il fallait
e´tablir.
Ce the´ore`me a une conse´quence imme´diate dans la mesure ou` l’espace des fonctions
syme´triques de type positif est un coˆne convexe. La bijection e´tablie pre´ce´demment per-
met de de´finir par transposition les ope´rations λ.H et H1+H2, λ ≥ 0, H, H1 et H2 e´tant
des RKHS.
Produit d’un noyau par un scalaire positif. Soient K le noyau reproduisant d’un
RKHS H et λ un scalaire positif. Alors, λK est le noyau reproduisant associe´ a` λ.H ou`
λ.H = H en tant qu’espace, et ou`
(h1, h2)λ.H =
1
λ
(h1, h2)H .
Preuve. (., .)λ.H de´finit un nouveau produit scalaire sur H (pour lequel H est encore un
Hilbert) et
h(x) = (h,K(., x))H =
1
λ
(h, λK(., x))H = (h, λK(., x))λ.H ,
ce qui prouve le re´sultat.
Somme de deux noyaux reproduisants. Soient K1 et K2 deux noyaux re-
produisants associe´s aux RKHS H1 et H2 respectivement. Alors, K1 + K2 est
un noyau reproduisant associe´ a` l’espace de Hilbert H1 + H2 ou` H1 + H2 ={
h ∈ RX : h = h1 + h2, h1 ∈ H1 et h2 ∈ H2
}
de norme ve´rifiant
‖h‖2H = min
h=h1+h2
(‖h1‖2H1 + ‖h2‖2H2 , h1 ∈ H1, h2 ∈ H2) .
Par ailleurs, on peut montrer que le produit de deux noyaux est encore un noyau, ce qui
conduit a` :
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Produit de deux noyaux reproduisants. Soient K1 et K2 deux noyaux reprodui-
sants associe´s a` H1 et H2 respectivement alors K1K2 est un noyau reproduisant associe´ au
produit tensoriel d’espaces de Hilbert H1⊗H2. Les fonctions de base de l’espace H1⊗H2
sont de la forme
f(.) =
∑
i∈I
αiK1(., xi)K2(., xi) ∈ H1 ⊗H2.
De plus, (f, g)H1⊗H2 =
∑
i,j∈I×J αiβjK1(xi, yj)K2(xi, yj) pour
f(.) =
∑
i∈I
αiK1(., xi)K2(., xi) ∈ H1 ⊗H2
g(.) =
∑
j∈J
βjK1(., yj)K2(., yj) ∈ H1 ⊗H2
ou` I et J sont finis.
Exemple 1 (de RKHS). Soient X = [0, 1] et
H10 :=
{
h ∈ RX , h(x) =
∫ x
0
h′(t)dt, h′ ∈ L2(dt)
}
.
On munit cet espace du produit scalaire (h1, h2)H10
=
∫ 1
0
h′1(t)h
′
2(t)dt. Alors, H
1
0 est un
espace de Hilbert. De plus, pour tout x ∈ X, on a
h(x) =
∫ x
0
h′(t)dt =
∫ 1
0
1[0,x](t)h
′(t)dt = (h,K(., x))H10 ,
ou` K(x′, x) =
∫ x′
0
1[0,x](t)dt = min(x
′, x). Ainsi, H10 est un RKHS de noyau reproduisant
K(x′, x) = min(x′, x), (cf. De´finition 2).
2.3 Sous-espaces hilbertiens et noyaux associe´s
La notion de RKHS sur X peut eˆtre insuffisante. Dans certaines applications, les
fonctions que l’on conside`re ont des proprie´te´s spe´cifiques. Un cas classique est celui de
l’espace E = C0(X) des fonctions continues sur X en supposant X muni d’une structure
topologique. Ainsi, on est amene´ a` conside´rer H espace de Hilbert comme sous-espace
topologique de E = C0(X) et non pas de RX . Dans toute la suite, on se donne un espace
de Banach E (espace vectoriel norme´ complet) contenu dans RX . La situation plus
ge´ne´rale E espace vectoriel topologique localement convexe est e´tudie´e en de´tails dans
[Schwartz, 1964].
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De´finition 3. H est un sous-espace hilbertien de E ⊂ RX si H est un espace de Hilbert
contenu dans E tel que l’injection canonique iH de H dans E soit continue. On notera
Hilb(E) l’ensemble des sous-espaces hilbertiens de E.
Caracte´risation d’un sous-espace hilbertien. Soit H un espace de Hilbert contenu
dans E. Alors,
H ∈ Hilb(E) ⇔ ∃c ≥ 0, ∀h ∈ H, ‖h‖E ≤ c‖h‖H .
Soit µ ∈ E ′. Alors, l’application µ|H : H −→ E −→ R de´finie par µ|H = µ ◦ iH ∈ H ′. Du
the´ore`me de repre´sentation de Riesz (cf. The´ore`me 1), on de´duit l’existence et l’unicite´
de THµ ∈ H tel que
∀h ∈ H, µ(h) = (h, µ)E,E′ = (h, THµ)H .
Ainsi, on peut associer a` H ∈ Hilb(E) un unique ope´rateur TH de E ′ dans E ve´rifiant
une proprie´te´ de reproduction plus ge´ne´rale que (2.1) :
∀µ ∈ E ′, ∀h ∈ H, µ(h) = (h, µ)E,E′ = (h, THµ)H .
On appellera encore noyau reproduisant l’ope´rateur TH associe´ a` H.
Proprie´te´s du noyau reproduisant
1. TH : E
′ −→ H ⊂ E est un ope´rateur syme´trique :
∀µ1, µ2 ∈ E ′, (THµ1, µ2)E,E′ = (THµ2, µ1)E,E′ .
2. TH est un ope´rateur positif au sens ou` ∀µ ∈ E ′, (THµ, µ)E,E′ ≥ 0.
A nouveau, on a une bijection naturelle entre Hilb(E) et l’ensemble des ope´rateurs
syme´triques positifs de E ′ dans E, que l’on notera L +(E).
The´ore`me 3 ([Schwartz, 1964]). L’application de Hilb(E) dans L +(E) qui a` H associe
TH est une bijection.
Preuve. Voir [Schwartz, 1964].
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Lien avec les RKHS. Soit E un espace de Banach contenu dans RX . On fait l’hy-
pothe`se que les fonctionnelles d’e´valuation δx sont dans E
′. Alors, tout sous-espace hil-
bertien de E est un RKHS de noyau :
Kx(.) = K(., x) = TH(δx).
Retour sur l’Exemple 1. Soit E = C0(X) l’espace des fonctions continues surX = [0, 1]
que l’on munit de la norme uniforme ‖f‖∞ = sup
x∈X
|f(x)|. Si h ∈ H10 , on a
‖h‖∞ ≤ c‖h‖H10 , avec c = sup
x∈X
√
K(x, x) = 1,
ce qui prouve H10 ∈ Hilb(E) d’apre`s la caracte´risation pre´ce´dente.
Un re´sultat classique d’analyse fonctionnelle e´tablit que le dual topologique E ′ de E est
constitue´ de l’ensemble des mesures µ signe´es borne´es sur X [Anger and Portenier, 1992].
De plus, si f ∈ E et µ ∈ E ′, on a
(f, µ)E,E′ =
∫ 1
0
f(x)dµ(x).
Soient µ ∈ E ′ et h ∈ H10 . Par le the´ore`me de Fubini, on peut e´crire :
µ(h) =
∫ 1
0
h(x)dµ(x) =
∫ 1
0
(∫ x
0
h′(t)dt
)
dµ(x) =
∫ 1
0
(∫ 1
0
1[0,x](t)dµ(x)
)
h′(t)dt
=
∫ 1
0
(∫ 1
0
1[t,1](x)dµ(x)
)
h′(t)dt =
∫ 1
0
µ([t, 1])h′(t)dt = (h, THµ)H10 .
Ce calcul montre que H10 est dans Hilb(E) de noyau
THµ : x ∈ X −→
∫ x
0
µ([t, 1])dt =
∫ 1
0
min(t, x)dµ(t).
Dans le cas particulier ou` µ = δx (masse de Dirac au point x), on retrouve
K(x′, x) = THδx(x′) = min(x′, x).
2.4 Processus ale´atoires et fonctions de covariance
2.4.1 De´finitions et notations
On conside`re un espace probabilise´ (Ω,F ,P) et un espace me´trique S muni de sa
tribu bore´lienne, note´e B(S), c’est-a`-dire la plus petite σ-alge`bre qui contienne tous les
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ouverts de S. (S,B(S)) est appele´ espace d’e´tat.
On appelle variable ale´atoire (a` valeurs dans S) toute application mesurable Y :
(Ω,F ,P) −→ (S,B(S)). Dans le cas ou` (S,B(S)) = (Rd,B(Rd)), on parle de vecteur
ale´atoire re´el ou de variable ale´atoire re´elle (v.a.r.) si d = 1. On note alors E(Y ) l’espe´rance
de Y lorsque E(|Y |) < +∞ :
E(Y ) =
∫
Ω
Y (ω)dP(ω) =
∫
Y dP.
La v.a.r. Y est dite centre´e si son espe´rance est nulle (i.e. E(Y ) = 0). Pour p ≥ 1, on
note Lp(P) 1 l’espace des v.a.r. telles que E(|Y |p) < +∞. Dans le cas particulier p = 2,
L2(P) est un espace de Hilbert, espace des variables ale´atoires de carre´ inte´grable (i.e.
E(Y 2) < +∞). La covariance entre Y1, Y2 ∈ L2(P) est de´finie par :
Cov(Y1, Y2) = E ((Y1 − E(Y1))(Y2 − E(Y2))) = E (Y1Y2)− E(Y1)E(Y2).
La variance de Y ∈ L2(P) est par de´finition :
Var(Y ) = Cov(Y, Y ) = E
(
(Y − E(Y ))2) .
Pour un vecteur ale´atoire re´el Y ∈ Rd, la covariance (ou matrice des variances-
covariances) du vecteur Y est la matrice syme´trique re´elle de taille d × d, note´e
Cov(Y ), dont le terme ge´ne´ral est de la forme : Cov(Yi, Yj), i, j = 1, . . . , d. Pour tout
α = (α1, . . . , αd)
⊤ ∈ Rd, on a
α⊤Cov(Y )α =
d∑
i=1
d∑
j=1
αiαjCov(Yi, Yj) = Var
(
d∑
i=1
αiYi
)
≥ 0.
Cela signifie que la matrice Cov(Y ) est une matrice syme´trique positive.
Les vecteurs gaussiens repre´sentent un cas particulier inte´ressant de vecteurs
ale´atoires. Une v.a.r. est dite gaussienne standard, ou encore de loi normale centre´e
re´duite N (0, 1), si elle admet la densite´ de probabilite´ fN (0,1)(x) = 1√2pie−x
2/2. D’une
manie`re plus ge´ne´rale, on dit qu’une variable ale´atoire Y est gaussienne s’il existe m ∈ R,
σ ∈ [0,+∞[ et N de loi N (0, 1) tels que Y = m + σN . Par suite, Y ∈ L2(P), de
moyenne m et de variance σ2. On notera : Y ∼ N (m, σ2). On dit qu’un vecteur ale´atoire
N = (N1, . . . , Nd)
⊤ ∈ Rd est gaussien standard si N1, . . . , Nd sont inde´pendantes et de
meˆme loi gaussienne N (0, 1). Comme dans le cas d = 1, on dit que Y est un vecteur
gaussien si :
Y =m+ AN ,
1. Comme souvent en Inte´gration, on confond les v.a.r. e´gales presque partout.
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ou` m ∈ Rd et A ∈ Rd×d. Dans ce cas, E (Y ) = m et K := Cov (Y ) = AA⊤. De plus,
lorsque K est inversible Y admet la densite´ gaussienne multivarie´e suivante
f(x) =
1
(2π)d/2|K|1/2 exp
(
−1
2
(x−m)⊤K−1(x−m)
)
, x ∈ Rd,
ou` |K| est le de´terminant de la matrice K. On notera Y ∼ N (m, K).
Une proprie´te´ remarquable des vecteurs gaussiens concerne le calcul de lois condition-
nelles. Si Y = (Y 1,Y 2)
⊤ est un vecteur gaussien tel que :
Y =
(
Y 1
Y 2
)
∼ N
( (
m1
m2
)
,
(
K11 K12
K21 K22
) )
,
et K22 inversible, alors
Y 1 | Y 2 = y2 ∼ N
(
m1 +K12K
−1
22 (y2 −m2), K11 −K12K−122 K21
)
, (2.3)
ou` y2 est une re´alisation du vecteur gaussien Y 2.
Dans cette e´criture, K11 et K22 repre´sentent respectivement les matrices de cova-
riance des vecteurs gaussiens Y 1 et Y 2. Par ailleurs, K12 = K
⊤
21 repre´sente la matrice
de covariance entre ces deux vecteurs : K12 = Cov (Y 1,Y 2). D’apre`s (2.3), K12 = 0 im-
plique l’inde´pendance entre les vecteurs gaussiens Y 1 et Y 2. On dit souvent que la non
corre´lation (line´aire) est e´quivalente a` l’inde´pendance pour les composantes (par blocs ou
non) d’un vecteur gaussien.
2.4.2 Processus ale´atoires
On conside`re a` nouveau X un ensemble arbitraire et (S,B(S)) un espace me´trique
muni de sa tribu bore´lienne.
Un processus ale´atoire est une famille de variables ale´atoires {Y (x)}x∈X de´finies sur
le meˆme espace probabilise´ (Ω,F ,P) et a` valeurs dans (S,B(S)). Lorsque X est un sous-
ensemble d’un espace physique multidimensionnel, on utilise la de´nomination de champ
ale´atoire. Un processus (ou encore un champ) ale´atoire est en re´alite´ de la forme
{Y (x, ω), x ∈ X, ω ∈ Ω} .
On appelle trajectoire ou re´alisation d’un processus toute fonction Y (., ω) : x ∈ X −→
Y (x, ω) ∈ S. Lorsque Y (x) ∈ L2(P) pour tout x ∈ X, on parle de processus d’ordre
2 et on de´finit la fonction de covariance comme l’application γ : (x, x′) ∈ X × X −→
γ(x, x′) := Cov(Y (x), Y (x′)). Si le processus est centre´ (i.e. de moyenne nulle), alors
γ(x, x′) = Cov (Y (x), Y (x′)) = E (Y (x)Y (x′)) = (Y (x), Y (x′))L2(P) .
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La fonction γ est clairement syme´trique. De plus,
∑
i,j∈I
aiajγ(xi, xj) = Var
(∑
i∈I
aiY (xi)
)
=
∥∥∥∥∥
∑
i∈I
aiY (xi)
∥∥∥∥∥
2
L2(P)
≥ 0,
pour tout choix ai ∈ R, i ∈ I, ou` I est un ensemble fini d’indices. Ainsi, la fonction de
covariance γ est une fonction syme´trique de type positif. D’apre`s le The´ore`me 2, il existe
un unique RKHSH de noyau reproduisantK(x, x′) = γ(x, x′). Inversement, a` tout RKHS
H de RX de noyau reproduisant K, on peut associer un processus Y = {Y (x, ω), x ∈
X, ω ∈ Ω} centre´ de noyau de covariance
γ(x, x′) = K(x, x′).
C’est un re´sultat classique de Probabilite´ [Doob, 1975].
De plus, on a une isome´trie naturelle entre l’espace L2(Y ) := Vect {Y (x), x ∈ X}L
2(P)
engendre´ par le processus Y [Janson, 1997] et H le RKHS de noyau K(x′, x) = γ(x′, x)
graˆce a` la correspondance suivante
Y (x) ∈ L2(Y ) −→ K(., x) = γ(., x) ∈ H,
‖Y (x)‖2L2(P) = ‖K(., x)‖2H (i.e. γ(x, x) = K(x, x)).
2.4.3 Processus Gaussiens (PG)
On suppose ici (S,B(S)) = (R,B(R)). Un processus ale´atoire {Y (x)}x∈X est dit gaus-
sien (ou encore un champ gaussien) si pour tout x1, . . . , xn ∈ X, le vecteur ale´atoire
re´el (Y (x1), . . . , Y (xn))
⊤ est gaussien. Cela signifie en particulier que la variable ale´atoire
Y (x) est gaussienne pour tout x. Dans ce cas, le processus gaussien {Y (x)}x∈X admet
une moyenne m(x) := E (Y (x)) appele´e aussi tendance. De plus, il admet une fonction de
covariance ou noyau de covariance note´ K(x, x′) (voir Section 2.4.2). La loi d’un vecteur
gaussien e´tant entie`rement de´termine´e par ses moments d’ordre 2, la moyenne m et la
covariance K caracte´rise la loi du processus Y . On e´crira :
Y (x) ∼ PG (m(x), K(x, x′)) , (2.4)
pour de´signer un tel processus. D’apre`s la Section 2.4.2, la correspondance naturelle
entre H RKHS sur X et Y PG centre´ indexe´ par X est une bijection.
Lorsque X = Rd (d ≥ 1), le processus Y est dit stationnaire a` l’ordre 2 si la tendance
m est une fonction constante et si :
K(x,x′) = k(x− x′), avec k : X −→ R.
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Retour sur l’Exemple 1. Dans ce cas, le noyau reproduisant est K(x, x′) = min(x, x′).
On reconnaˆıt la fonction de covariance du mouvement brownien standard {Bx}x sur [0, 1].
C’est le processus gaussien centre´ associe´ a` H10 ∈ Hilb(E) ou` E = C0[0, 1]. Signalons
que c’est l’unique processus a` accroissements inde´pendants et stationnaires qui soit a`
trajectoires continues et qui de´marrent de 0 (unicite´ a` un coefficient multiplicatif σ pre`s).
Sur la Figure 1, on montre deux re´alisations du mouvement brownien (sur [0, 1]).
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Figure 1 – Deux trajectoires simule´es du mouvement brownien sur [0, 1].
2.5 E´quivalence krigeage et interpolation optimale
2.5.1 Interpolation optimale dans un RKHS
Soit H ⊂ RX un RKHS de noyau reproduisant K sur un ensemble X quelconque. On
se fixe un jeu de donne´es
(
x(i), yi
)
, i = 1, . . . , n ou` les x(i) sont n points d’observation
distincts dans l’espace X (espace d’entre´e) et ou` yi ∈ R. On note
I :=
{
h ∈ H : h (x(i)) = yi, i = 1, . . . , n}
l’espace des fonctions interpolantes dans H. En supposant I 6= ∅, on s’inte´resse au
proble`me d’optimisation suivant :
hopt = argmin
h∈I
‖h‖2H . (P )
Un tel proble`me admet une solution unique correspondant a` la projection orthogonale
du vecteur nul sur le sous-espace affine ferme´ I (de codimension finie infe´rieure ou e´gale
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a` n). Pour le re´soudre, on introduit l’espace nul suivant :
H0 :=
{
h ∈ H : h (x(i)) = 0, i = 1, . . . , n} .
Cet espace H0 est un sous-espace vectoriel ferme´ de H puisque
H0 =
{
h ∈ H : (h,K (., x(i)))
H
= 0, i = 1, . . . , n
}
et, on a simplement :
Lemme 1. H0 = H
⊥
1 et H = H0
⊥⊕H1, ou` H1 := Vect
{
K
(
., x(1)
)
, . . . , K
(
., x(n)
)}
.
Pour identifier la fonction optimale hopt, on rappelle le the´ore`me de repre´sentation
suivant :
The´ore`me 4 ([Kimeldorf and Wahba, 1971]). La solution hopt du proble`me (P ) est dans
l’espace H1, c’est-a`-dire hopt = λ1K
(
., x(1)
)
+ . . .+ λnK
(
., x(n)
)
, avec λ1, . . . , λn dans R.
Preuve. D’apre`s le Lemme 1, e´crivons que hopt = h0 + h1 avec h0 ∈ H0 et h1 ∈ H1.
Comme ‖hopt‖2H = ‖h0‖2H + ‖h1‖2H , on en de´duit que
‖h1‖2H ≤ ‖hopt‖2H .
Par ailleurs, yi = hopt
(
x(i)
)
= h1
(
x(i)
)
puisque h0
(
x(i)
)
= 0, ∀i = 1, . . . , n. Ainsi, h1 est
une fonction interpolante et de norme infe´rieure a` celle de hopt, donc hopt = h1 ∈ H1 par
unicite´ de la projection.
Soit K ∈ Rn×n la matrice de´finie par K := (K (x(i), x(j)))
i,j
, i, j = 1, . . . , n et y =
(y1, . . . , yn)
⊤ ∈ Rn.
Corollaire 1. La solution hopt du proble`me (P ) s’e´crit sous la forme
hopt =
n∑
i=1
λiK
(
., x(i)
)
,
ou` λ = (λ1, . . . , λn)
⊤ ∈ Rn est (une) solution du syste`me line´aire suivant : Kλ = y.
Preuve. D’apre`s le The´ore`me 4, il existe λ ∈ Rn tel que hopt =
∑n
i=1 λiK
(
., x(i)
)
.
Pour identifier les coefficients λi, il suffit de traduire les n e´quations d’interpolation :∑n
i=1 λiK
(
x(j), x(i)
)
= yj pour tout j = 1, . . . , n, ce qui est e´quivalent a` Kλ = y.
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Ainsi, le proble`me (P ) se rame`ne a` la re´solution du syste`me line´aire d’ordre n :
Kλ = y. Dans toute la suite (sauf mention du contraire), on supposera la matrice K
inversible. Dans ce cas, on peut aussi e´crire hopt sous la forme
hopt(x) = y
⊤
K
−1k(x), x ∈ X, (2.5)
ou` k(x) :=
(
K
(
x, x(1)
)
, . . . , K
(
x, x(n)
))⊤
.
Corollaire 2. Dans la de´composition H = H0
⊥⊕H1, H0 et H1 sont des RKHS (pour le
produit scalaire induit par H) de noyaux reproduisants respectifs K0 et K1 avec :
K1(x, x
′) = k(x)⊤K−1k(x′),
K0(x, x
′) = K(x, x′)−K1(x, x′) = K(x, x′)− k(x)⊤K−1k(x′).
De plus, K(., x) = K0(., x)+K1(., x) correspond a` la de´composition orthogonale de K(., x)
selon H = H0
⊥⊕H1.
Preuve. Si h ∈ H1, on a directement d’apre`s ce qui pre´ce`de
h(x) = y⊤K−1k(x),
ou` y =
(
h
(
x(1)
)
, . . . , h
(
x(n)
))⊤
=
((
h,K
(
., x(1)
))
H
, . . . ,
(
h,K
(
., x(n)
))
H
)⊤
. De la`,
h(x) = (h,K1(., x))H ou` K1(., x) = k(x)
⊤
K
−1k(.) ∈ H1.
Soit maintenant h ∈ H0. E´crivons h(x) = (h,K(., x))H = (h,K1(., x) + K(., x) −
K1(., x))H . Puisque, K1(., x) ∈ H1 et h ∈ H0 = H⊥1 , on a
h(x) = (h,K0(., x))H , ou` K0(., x) := K(., x)−K1(., x).
Pour conclure, on ve´rifie que K1
(
x(i), x
)
= K
(
x(i), x
)
a` partir de l’expression obtenue de
K1, ce qui prouve que K0
(
x(i), x
)
= 0 pour tout i, soit K0(., x) ∈ H0.
2.5.2 Correspondance entre re´gression par processus gaussien
et interpolation optimale dans un RKHS
Soit Y = (Y (x))x∈X le processus gaussien centre´ indexe´ par X et associe´ a` un RKHS
H sur X de n.r. K (cf. Section 2.4.3). Le proble`me de Re´gression par Processus Gaussien
(RPG) ou de krigeage est de de´terminer la loi conditionnelle du processus Y (x) sachant
Y
(
x(1)
)
= y1, . . . , Y
(
x(n)
)
= yn. Le processus conditionnel en question est encore un PG
[Rasmussen and Williams, 2005] :
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• de moyenne (dite moyenne de krigeage)
m(x) := E
(
Y (x)
∣∣ Y (x(1)) = y1, . . . , Y (x(n)) = yn) = y⊤K−1k(x) (2.6)
• de covariance (conditionnelle)
γ0(x, x
′) := Cov
(
Y (x), Y (x′)
∣∣ Y (x(1)) = y1, . . . , Y (x(n)) = yn)
= K0(x, x
′) = K(x, x′)− k(x)⊤K−1k(x′) (2.7)
ou` y = (y1, . . . , yn)
⊤, K = (K(x(i), x(j)))i,j et k(x) =
(
K
(
x, x(1)
)
, . . . , K
(
x, x(1)
))⊤
.
Ces re´sultats peuvent eˆtre obtenus en appliquant l’e´quation (2.3) avec Y1 = Y (x) et
le vecteur Y2 e´gal au vecteur d’observation
(
Y
(
x(1)
)
, . . . , Y
(
x(n)
))⊤
= (y1, . . . , yn)
⊤.
D’apre`s l’expression (2.5), on remarque que la moyenne de krigeage co¨ıncide
avec la spline d’interpolation (i.e. hopt = m, voir Section 2.5.1), ce qui e´tablit une
correspondance naturelle entre RPG et interpolation optimale dans un RKHS (voir
aussi [Kimeldorf and Wahba, 1971], [Marcotte and David, 1988] et [Matheron, 1981]).
La moyenne de krigeage est une combinaison line´aire des fonctions K
(
., x(i)
)
, i.e.
m ∈ H1. D’un autre coˆte´, pour tout x ∈ X, m(x) est une combinaison line´aire des
observations Y
(
x(i)
)
= yi, i = 1, . . . , n. Cette fonction est a` la fois l’interpolateur
optimal dans le RKHS et le meilleur pre´dicteur line´aire (sans biais) de Y (x) sachant
Y
(
x(i)
)
= yi, i = 1, . . . , n. De plus, la covariance conditionnelle correspond au noyau
reproduisant de l’espace de Hilbert H0 (cf. Section 2.5.2). Dans un cadre baye´sien, la
variance conditionnelle γ0(x, x) permet de calculer un intervalle de pre´diction en chaque
point.
Exemple du pont brownien. Nous reprenons l’Exemple 1, ou` H = H10 est le RKHS as-
socie´ a` la fonction de covariance K(x, x′) = min(x, x′) du mouvement brownien standard.
Le pont brownien, note´ {Px}0≤x≤1, est de´fini comme le mouvement brownien standard
conditionne´ par le fait que B1 = 0. Il admet le noyau de covariance suivant :
K0(x, x
′) := Cov(Px, Px′) = min(x, x′)× (1−max(x, x′)) , x, x′ ∈ [0, 1].
Pour retrouver ce re´sultat, il suffit d’appliquer le re´sultat pre´ce´dent avec n = 1, x(1) = 1
et y1 = 0 :
Cov(Bx, Bx′ |B1 = 0) = K(x, x′)−K(x, 1) 1
K(1, 1)
K(x′, 1)
= min(x, x′)− xx′ = min(x, x′)× (1−max(x, x′)) = K0(x, x′).
De plus, le pont brownien est un processus centre´ de variance Var(Px) = K0(x, x) =
x(1− x). Sur la Figure 2, sont repre´sente´es cinq re´alisations du pont brownien sur [0, 1].
Les deux courbes en pointille´s correspondent a` l’intervalle de pre´diction ponctuel au
niveau de confiance 95% (±1.96×√x(1− x)).
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Figure 2 – Trajectoires simule´es du pont brownien sur [0, 1] et pre´diction.
2.6 Choix du noyau
La fonction de covariance (ou noyau reproduisant pour le RKHS associe´) est ca-
racte´rise´e par le fait qu’il s’agit d’une fonction syme´trique de type positif. Dans le cas
ou` X = R, l’exemple typique d’une telle fonction est le noyau gaussien (stationnaire)
suivant :
Kg(x, x
′) = σ2 exp
(
−(x− x
′)2
2θ2
)
, (2.8)
ou` σ est un parame`tre d’e´chelle et θ un parame`tre de porte´e. Ces parame`tres sont
souvent estime´s par deux me´thodes classiques : Estimation par Maximum de Vraisem-
blance (EMV) (voir [Santner et al., 2003]) et technique de Validation Croise´e (VC) (voir
[Cressie, 1993]). Ce choix de noyau conduit a` des fonctions de classe C∞ pour les trajec-
toires du processus associe´. Pour le noyau exponentiel de´fini par :
Ke(x, x
′) = σ2 exp
(
−|x− x
′|
θ
)
,
les trajectoires du processus ne sont pas de´rivables mais seulement continues (re´gularite´
de classe C0). Les noyaux usuels sont de´finis dans la Table 2.1 et sont classe´s par ordre
de re´gularite´. Si l’on revient a` la proprie´te´ de stationnarite´, on remarque qu’ils sont tous
associe´s a` des processus stationnaires. Sur la Figure 3, on repre´sente quelques noyaux
classiques et des re´alisations du processus gaussien associe´. Le parame`tre de porte´e θ est
fixe´ e´gal a` 0.3 et celui d’e´chelle σ a` 1 pour les trois exemples.
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Table 2.1 – Noyaux de covariance usuels pour la mode´lisation par processus gaussien.
Nom Expression Classe
Gaussien Kg(x, y) σ
2 exp
(
− (x−y)2
2θ2
)
C∞
Mate´rn 5/2 Km 5
2
(x, y) σ2
(
1 +
√
5|x−y|
θ
+ 5(x−y)
2
3θ2
)
exp
(
−√5 |x−y|
θ
)
C2
Mate´rn 3/2 Km 3
2
(x, y) σ2
(
1 +
√
3|x−y|
θ
)
exp
(
−√3 |x−y|
θ
)
C1
Exponentiel Ke(x, y) σ
2 exp
(
− |x−y|
θ
)
C0
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Figure 3 – Fonctions de covariance classiques Figure 3a et une re´alisation du processus
gaussien associe´ Figure 3b. Les parame`tres sont fixe´s a` (σ2, θ) = (1, 0.3).
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Dans le cas multidimensionnel ou` les variables d’entre´e sont des vecteurs de Rd, ces
noyaux peuvent se ge´ne´raliser simplement a` partir de produits tensoriels de noyaux uni-
dimensionnels, par exemple :
K(x,y) =
d∏
i=1
Ki(xi, yi). (2.9)
ou` x = (x1, . . . , xd)
⊤ ∈ Rd et y = (y1, . . . , yd)⊤ ∈ Rd.
2.7 Extension a` des contraintes line´aires de type
ine´galite´
Dans certaines applications, des informations a priori de type ine´galite´ (e.g. bornes
sur les valeurs de la fonction, monotonie croissante ou de´croissante et convexite´) sont
souvent disponibles. En conception automobile par exemple, les dimensions des pie`ces xi
du ve´hicule (en entre´e) et sa masse y pre´sentent des relations de monotonie. En physique
nucle´aire, des chercheurs ont e´tudie´s la re´activite´ neutronique d’une sphe`re d’uranium,
mode´lisant l’expe´rience Godiva, re´alise´e dans les anne´es 50 au laboratoire de Los Ala-
mos au Nouveau-Mexique (https://en.wikipedia.org/wiki/Godiva_device). Physi-
quement, le comportement de la re´activite´ neutronique de la sphe`re est ne´cessairement
croissant selon les deux parame`tres conside´re´s : le rayon (entre 0 e 20 cm) et la densite´
massique (entre 10 et 20 g/cm3) de l’uranium. Dans le domaine de l’assurance (actua-
riat), le facteur d’actualisation comme fonction de la maturite´ est a priori une fonction
de´croissante, qui de´marre de 1 et qui tend vers 0. Dans de telles situations, la re´gression
par processus de´crite dans la Section 2.5.2 ne tient pas compte de ces informations.
Dans les deux approches (RKHS ou krigeage), il est souhaitable d’inte´grer de telles
contraintes line´aires dans le proble`me d’interpolation (cf. Figure 4 dans le cas ou` la
fonction a` interpoler varie entre 0 et 1). Dans l’approche probabiliste, l’inte´gration de
ces contraintes de type ine´galite´ conduit a` un processus conditionnel qui n’est plus un
PG mais un processus gaussien ‘tronque´’. La plupart des me´thodes de´veloppe´es dans
la litte´rature sont base´es sur l’inte´gration de contraintes ine´galite´ faisant intervenir un
nombre fini de points de l’espace d’entre´e (points de controˆle), voir par exemple l’ar-
ticle [Riihimaki and Vehtari, 2010] pour le cas sans condition d’interpolation et aussi les
articles [Golchi et al., 2015] et [Da Veiga and Marrel, 2012] pour le cas mixte. Dans l’ap-
proche purement fonctionnelle, la difficulte´ est encore lie´e aux contraintes ine´galite´. A
nouveau, l’inte´gration d’un nombre fini de contraintes ine´galite´ a e´te´ conside´re´e, voir par
exemple les articles [Dubrule and Kostov, 1986] et [Kostov and Dubrule, 1986] pour une
application industrielle. Dans ce cas simple d’un nombre fini de contraintes ine´galite´, le
lien avec le krigeage a e´te´ e´tabli et peut eˆtre vu comme une extension du lien de´crit
dans la Section 2.5.2. Ce re´sultat [Dubrule and Kostov, 1986] est en liaison avec celui de
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Figure 4 – La moyenne de krigeage sous conditions d’interpolation.
[Laurent, 1972] et [Duchon, 1976], ou` la solution obtenue est appele´e spline d’interpola-
tion contrainte (constrained interpolation spline). Il a e´te´ e´tendu au cas de semi-noyaux
(correspondant a` des semi-RKHS) et de noyaux de covariance ge´ne´raux (stationnaires
ou non). Sur un plan the´orique, l’inte´gration de contraintes line´aires de type ine´galite´
conduit dans le cas ge´ne´ral a` un proble`me d’optimisation convexe dans l’approche RKHS.
La the´orie classique de la projection sur un ensemble convexe (ferme´) dans un Hilbert
garantit l’existence et l’unicite´ de la spline d’interpolation contrainte comme interpola-
teur contraint optimal. Dans l’approche probabiliste, l’inte´gration de telles contraintes est
plus difficile sur un plan the´orique. On ne dispose pas par exemple de formules analogues
a` celles du krigeage pour de´crire la loi conditionnelle (cf. e´quations (2.6) et (2.7)). De
plus, diffe´rents estimateurs peuvent eˆtre envisage´s dans un cadre baye´sien, ce qui soule`ve
la question du choix d’un bon estimateur.
2.8 Conclusion
Dans ce chapitre, le lien entre l’interpolation optimale dans un RKHS (vision analyse
fonctionnelle) et le krigeage (ou la re´gression par processus gaussien) (vision probabi-
liste) a e´te´ rappele´. Dans certaines applications, des informations supple´mentaires sous la
forme de contraintes line´aires de type ine´galite´ sont disponibles. Nous rappelons que dans
le cas d’un nombre fini de telles contraintes, le calcul et le lien ont e´te´ obtenus. Notre
travail se situe dans le prolongement de ce re´sultat. Dans le cas d’un nombre infini de
contraintes (monotonie sur tout le domaine par exemple), le lien n’est pas clair jusqu’a`
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aujourd’hui pour diffe´rentes raisons : pas de solution exacte du proble`me d’optimisation
et d’expression analytique de la loi conditionnelle du processus. Dans le Chapitre 3, nous
proposons une me´thode simple d’approximation pour re´soudre le proble`me de krigeage
sous contraintes. Cette me´thode consiste a` approcher le PG initial (Y (x))x∈X par un
PG fini-dimensionnel, i.e. dont les trajectoires sont dans un sous-espace vectoriel de di-
mension fini de RX . Le mode`le de re´gression par PG fini-dimensionnel correspondant est
capable d’inte´grer a` la fois les conditions d’interpolation et les contraintes line´aires de
type ine´galite´. De plus, la vraisemblance comme densite´ de la loi conditionnelle sur un
espace de fonctions (de dimension finie) peut eˆtre de´finie (sans ambigu¨ıte´) et le mode
(Maximum A Posteriori) peut eˆtre conside´re´ comme estimateur baye´sien classique. Dans
le Chapitre 6, la convergence de cet estimateur (MAP) a e´te´ e´tablie et la limite identifie´e :
c’est pre´cise´ment la solution unique du proble`me d’interpolation optimale dans le RKHS.
C’est la correspondance attendue.
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3.1. INTRODUCTION
3.1 Introduction
Nous proposons dans ce chapitre une me´thode simple permettant d’approcher et de
re´soudre un proble`me de RPG sous contraintes line´aires de type ine´galite´ (voir Sec-
tion 2.7, Chapitre 2). Pour cela, on conside`re (Y (x))x∈X un processus gaussien centre´
de fonction de covariance K(x, x′) ou` X est un ensemble quelconque. On note encore(
x(i), yi
)
, i = 1, . . . , n les donne´es d’interpolation et on de´signe par C le sous-espace de
R
X correspondant a` des informations a priori sur la fonction a` interpoler. Cet espace,
de´fini par un ensemble de contraintes line´aires de type ine´galite´, est suppose´ convexe. Le
proble`me de re´gression par processus gaussien sous contraintes est de calculer (simuler)
la loi conditionnelle du processus gaussien Y sachant :
Y
(
x(i)
)
= yi, i = 1, . . . , n,
Y ∈ C.
3.2 Approximation par processus gaussien fini-
dimensionnel
Pour conditionner sous conditions d’interpolation et contraintes ine´galite´, on propose
une approximation Y N du processus gaussien initial Y , de la forme suivante :
Y N(x) :=
N∑
j=0
ξjφj(x), x ∈ Rd, (3.1)
avec ξ = (ξ0, . . . , ξN)
⊤ un vecteur gaussien centre´ de matrice de covariance (note´e ΓN)
et φ = (φ0, . . . , φN)
⊤ un vecteur de fonctions de base dans RX . Le choix de ces fonctions
de´terministes ainsi que le choix de la matrice de covariance ΓN de´pendent de la nature
des contraintes de type ine´galite´. La variabilite´ du processus Y N vient uniquement des
coefficients ale´atoires ξj. Clairement, le processus Y
N est un processus gaussien centre´ de
fonction de covariance suivante :
KN(x,x
′) = Cov
(
Y N(x), Y N(x′)
)
= φ(x)⊤ΓNφ(x′),
pour x,x′ ∈ Rd. L’avantage d’une telle approximation (3.1) est que la simulation du
processus gaussien conditionnel est e´quivalente a` simuler le vecteur gaussien ξ sachant
les conditions d’interpolation et les contraintes ine´galite´ suivantes :
N∑
j=0
ξjφj
(
x(i)
)
= yi, i = 1, . . . , n, (3.2)
ξ ∈ Cξ, (3.3)
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ou` Cξ =
{
c ∈ RN+1 : ∑Nj=0 cjφj ∈ C}. Ainsi, le proble`me de simulation est re´duit a`
simuler un vecteur gaussien tronque´. Dans la suite de ce chapitre, nous allons pre´ciser ce
sche´ma d’approximation sur quelques exemples avant de s’inte´resser a` sa convergence dans
les chapitres 6 et 7. Dans la section suivante, on donne quelques exemples de fonctions
de base en dimension 1 associe´es a` des contraintes de natures diffe´rentes.
3.3 Approximation en dimension 1
Dans cette section, on suppose que la variable d’entre´e x est re´elle et, sans perte de
ge´ne´ralite´, dans l’intervalle unite´ [0, 1]. Le but de cette section est de montrer quelques
exemples de fonctions de base en fonction du type de contraintes ine´galite´ ainsi que
la forme de la matrice noyau de covariance des coefficients ale´atoires. Ces fonctions de
base sont choisies pour re´duire les contraintes ine´galite´ a` un nombre fini de contraintes
line´aires sur les coefficients.
3.3.1 Contraintes de borne
Supposons que la fonction a` interpoler soit continue et de valeurs comprises entre a et
b ou` −∞ ≤ a < b ≤ +∞ sont connues de manie`re explicite. Dans ce cas, l’espace convexe
C est le sous-espace :
C :=
{
f ∈ C0([0, 1]), a ≤ f(x) ≤ b, x ∈ [0, 1]} .
On commence par la construction des fonctions φj (j = 0, . . . , N) qui vont eˆtre utilise´es.
Pour cela, on discre´tise l’espace d’entre´e : 0 = u0 < u1 < . . . < uN = 1, par exemple
uj = jδN = j/N pour une discre´tisation uniforme. A chaque nœud uj, on associe une
fonction de base
hj(x) = h
(
x− uj
δN
)
, j = 0, . . . , N (3.4)
avec h(x) := (1− |x|)1|x|≤1, (voir Figure 5a et Figure 5b pour N = 4). Les fonctions hj
sont parfois appele´es fonctions ‘chapeau’ (hat functions) et ve´rifient :
0 ≤ hj(x) ≤ 1, x ∈ [0, 1]
N∑
j=0
hj(x) = 1, x ∈ [0, 1]
hj(ui) = δi,j, i, j = 0, . . . , N
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Figure 5 – Les fonctions de base hj, (0 ≤ j ≤ 4) (Figure 5a) et la fonction h (Figure 5b).
ou` δi,j est la fonction de Kronecker e´gale a` 1 si i = j et 0 sinon.
On de´finit maintenant le processus Y N .
Proposition 1. On suppose (Y (x))x∈[0,1] a` trajectoires continues. Soit (Y N(x))x∈[0,1] le
processus gaussien de´fini par
Y N(x) :=
N∑
j=0
Y (uj)hj(x) =
N∑
j=0
ξjφj(x), (3.5)
ou` φj = hj et ξj = Y (uj), j = 0, · · · , N . Alors, on a les proprie´te´s suivantes :
1. Y N est un PG centre´ de dimension finie de fonction de covariance KN(x, x
′) =
φ(x)⊤ΓNφ(x′) ou` φ(x) = (φ0(x), . . . , φN(x))
⊤, ΓNi,j = K(ui, uj), i, j = 0, . . . , N et
ou` K est le noyau de covariance du processus gaussien initial Y .
2. Y N converge uniforme´ment vers Y lorsque N tend vers l’infini (avec probabilite´ 1).
3. Y N est dans C si et seulement si les (N + 1) coefficients ξj sont dans [a, b].
Par la dernie`re proprie´te´, l’infinite´ de contraintes ine´galite´ {Y N ∈ C} se re´duisent a`
un nombre fini de contraintes sur les coefficients ale´atoires ξj, j = 0, . . . , N . Par suite,
le proble`me de simulation du processus Y N sous les conditions d’interpolation et les
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contraintes ine´galite´ se rame`ne a` simuler un vecteur gaussien ξ tronque´ a` un sous-espace
convexe de RN+1 :
N∑
j=0
ξjφj
(
x(i)
)
= yi, i = 1, . . . , n
ξ ∈ Cξ = [a, b]N+1
Preuve de la Proposition 1. La proprie´te´ 1 re´sulte du calcul suivant :
Cov
(
Y N(x), Y N(x′)
)
=
N∑
i,j=0
Cov (Y (ui), Y (uj))φi(x)φj(x
′) =
N∑
i,j=0
K(ui, uj)φi(x)φj(x
′).
La proprie´te´ 2 est une conse´quence de l’hypothe`se de continuite´ des trajectoires du pro-
cessus Y et de l’ine´galite´ suivante pour f continue sur [0, 1] :
x ∈ [0, 1], |fN(x)− f(x)| ≤ ω(f, δN),
ou` fN(x) :=
∑N
j=0 f(uj)hj(x) et ou` ω(f, δN) := sup|x−x′|≤δN
|f(x)− f(x′)| de´signe le module
de continuite´ de f . En effet, on a
|fN(x)− f(x)| =
∣∣∣∣∣
N∑
j=0
(f(uj)− f(x))φj(x)
∣∣∣∣∣ ≤
N∑
j=0
ω(f, δN)φj(x) = ω(f, δN).
Enfin, si Y N ∈ C, alors ξj = Y N(uj) ∈ [a, b], j = 0, . . . , N . L’autre implication re´sulte
de la relation
∑N
j=0 φj(x) = 1 et de φj(x) ≥ 0, 0 ≤ j ≤ N, x ∈ [0, 1].
3.3.2 Contrainte de monotonie
Dans cette section, la fonction a` interpoler f est suppose´e de classe au moins C1
(espace des fonctions continuˆment de´rivables). Le sous-espace convexe C est l’espace des
fonctions monotones croissantes :
C :=
{
f ∈ C1([0, 1]) : f ′(x) ≥ 0, x ∈ [0, 1]} .
Les fonctions de base sont de´finies comme primitives des fonctions chapeau hj, j =
0, . . . , N :
φj(x) :=
∫ x
0
hj(t)dt, x ∈ [0, 1]. (3.6)
Par construction, les fonctions φj ve´rifient : φ
′
j(ui) = δij (fonction de Kronecker). La
Figure 6a illustre le cas N = 4 (i.e. 5 fonctions de base). Notons que ces fonctions sont
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Figure 6 – Les fonctions de base φj, (0 ≤ j ≤ N = 4) (Figure 6a) et la fonction φ2 avec
sa de´rive´e h2 (Figure 6b).
croissantes et nulles a` l’origine. Sur la Figure 6b, on repre´sente la fonction de base φ2 et
sa de´rive´e h2.
Comme dans la Proposition 1, on a le re´sultat suivant :
Proposition 2. On suppose le processus gaussien Y de trajectoires au moins de classe
C1. Soit (Y N(x))x∈[0,1] le processus gaussien de´fini par :
Y N(x) := Y (0) +
N∑
j=0
Y ′(uj)φj(x) = ζ +
N∑
j=0
ξjφj(x), (3.7)
ou` ζ = Y (0) et ξj = Y
′(uj), j = 0, · · · , N . Alors :
1. Y N est un PG centre´ de dimension finie de fonction de covariance
KN(x, x
′) = (1, φ0(x), . . . , φN(x)) ΓN (1, φ0(x′), . . . , φN(x′))
⊤
ou` ΓN est la matrice de covariance du vecteur gaussien (ζ, ξ) =
(Y (0), Y ′(u0), . . . , Y ′(uN))
⊤. De manie`re explicite, on a :
ΓN =

 K(0, 0) ∂K∂x′ (0, uj)
∂K
∂x
(ui, 0) Γ
N
i,j

 de taille (N + 2)× (N + 2),
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avec ΓNi,j =
∂2K
∂x∂x′
(ui, uj), i, j = 0, . . . , N et K la fonction de covariance du processus
gaussien initial Y .
2. Y N converge uniforme´ment vers Y lorsque N tend vers l’infini (avec probabilite´ 1).
3. Y N est une fonction croissante si et seulement si les coefficients ξj, j = 0, . . . , N
sont tous positifs.
En utilisant la dernie`re proprie´te´, la simulation du processus Y N sous les conditions
d’interpolation et les contraintes ine´galite´ est e´quivalente a` simuler le vecteur gaussien
(ζ, ξ) restreint a` l’espace convexe :
ζ +
N∑
j=0
ξjφj
(
x(i)
)
= yi, i = 1, . . . , n
(ζ, ξ) ∈ Cξ =
{
(ζ, ξ) ∈ RN+2 : ξj ≥ 0, j = 0, . . . , N
}
Preuve de la Proposition 2. Par line´arite´ de l’ope´rateur de de´rivation, Y ′ est encore
un processus gaussien [Crame´r and Leadbetter, 1967] et :
Cov(Y ′(x), Y ′(x′)) =
∂2K
∂x∂x′
(x, x′),
Cov(Y (x), Y ′(x′)) =
∂K
∂x′
(x, x′).
De la`,
KN(x, x
′) = Cov
(
Y N(x), Y N(x′)
)
= Var (Y (0)) +
N∑
i=0
∂K
∂x
(ui, 0)φi(x)
+
N∑
j=0
∂K
∂x′
(0, uj)φj(x
′) +
N∑
i,j=0
∂2K
∂x∂x′
(ui, uj)φi(x)φj(x
′).
Soit f de classe C1 sur [0, 1] et fN de´finie par :
fN(x) = f(0) +
N∑
j=0
f ′(uj)φj(x).
Alors
|fN(x)− f(x)| =
∣∣∣∣
∫ x
0
f ′N(t)dt−
∫ x
0
f ′(t)dt
∣∣∣∣ =
∣∣∣∣
∫ x
0
(f ′N(t)− f ′(t))dt
∣∣∣∣ ≤ ‖f ′N − f ′‖∞,
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donc ‖fN − f‖∞ ≤ ‖f ′N − f ′‖∞. On conclut comme dans la preuve de la proprie´te´ 2 de la
Proposition 1. La dernie`re proprie´te´ re´sulte de l’expression
(Y N)′(x) =
N∑
j=0
ξjhj(x)
et de la proprie´te´ 3 de la Proposition 1.
Remarque 1 (Monotonie d’une fonction continue pas ne´cessairement de´rivable). Si la
fonction a` interpoler est continue de classe C0 et croissante, alors l’approximation (3.5)
de´finit un processus croissant si et seulement si la suite des coefficients ξj, j = 0, . . . , N
est croissante, ξj−1 ≤ ξj, j = 1, . . . , N .
3.3.3 Contrainte de convexite´
Dans cette section, la fonction a` interpoler est suppose´e deux fois de´rivable. On prend
pour fonctions de base :
φj(x) :=
∫ x
0
(∫ t
0
hj(u)du
)
dt.
Ainsi φ′′j = hj ≥ 0, φ′j(0) = 0 et φj(0) = 0. Sur la Figure 7a, on repre´sente les fonctions
de base φj, (0 ≤ j ≤ N = 4). Toutes ces fonctions sont convexes. Sur la Figure 7b, on
repre´sente la fonction de base φ2 et la fonction chapeau associe´e h2 = φ
′′
2.
L’approximation Y N du processus Y est de la forme :
Y N(x) := Y (0) + xY ′(0) +
N∑
j=0
Y ′′(uj)φj(x) = ζ + κx+
N∑
j=0
ξjφj(x). (3.8)
Y N est convexe si et seulement si les (N + 1) coefficients ale´atoires ξj = Y
′′(uj) sont
positifs. On a de plus :
Cξ =
{
(ζ, κ, ξ) ∈ RN+3 : ξj ≥ 0, j = 0, . . . , N
}
.
La matrice de covariance de taille (N + 3) × (N + 3) du vecteur gaussien (ζ, κ, ξ) est
donne´e par
ΓN =


Var(ζ) Cov(ζ, κ) Cov(ζ, ξ)
Cov(κ, ζ) Var(κ) Cov(κ, ξ)
Cov(ξ, ζ) Cov(ξ, κ) Cov(ξ, ξ)

 =


K(0, 0) ∂K
∂x′
(0, 0) ∂
2K
∂(x′)2
(0, uj)
∂K
∂x
(0, 0) ∂
2K
∂x∂x′
(0, 0) ∂
3K
∂x∂(x′)2
(0, uj)
∂2K
∂x2
(ui, 0)
∂3K
∂x2∂x′
(ui, 0) Γ
N
i,j

 ,
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Figure 7 – Les fonctions de base φj, (0 ≤ j ≤ N = 4) (Figure 7a) et φ2 de de´rive´e
seconde h2 (Figure 7b).
ou`
ΓNi,j = Cov(ξi, ξj) = Cov(Y
′′(ui), Y ′′(uj)) =
∂4K
∂x2∂(x′)2
(ui, uj), i, j = 0, . . . , N.
(Voir Annexe A pour le calcul des de´rive´es partielles du noyau gaussien).
3.4 Approximation en dimension d ≥ 2
On conside`re le cas multidimensionnel d ≥ 2. Pour une contrainte de borne, le mode`le
d’approximation se ge´ne´ralise facilement. Les fonctions de base sont de´finies comme
produits tensoriels de fonctions chapeau. Dans cette section, nous nous inte´ressons a` la
monotonie multidimensionnelle, cas important du point de vue des applications.
On suppose d’abord que la variable d’entre´e x = (x1, x2) ∈ [0, 1]2. La fonction a` in-
terpoler est suppose´e monotone croissante par rapport a` chaque variable (l’autre variable
e´tant fixe´e a` une valeur arbitraire) :
∀x1, x2 ≤ x′2 ⇒ f(x1, x2) ≤ f(x1, x′2)
∀x2, x1 ≤ x′1 ⇒ f(x1, x2) ≤ f(x′1, x2).
Cela revient a` supposer que :
x1 ≤ x′1 et x2 ≤ x′2 ⇒ f(x1, x2) ≤ f(x′1, x′2).
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L’ide´e est comme en dimension 1. On construit les fonctions de base de sorte que les
contraintes de monotonie sur le processus gaussien fini-dimensionnel soient e´quivalentes
a` un nombre fini de contraintes sur les coefficients. Pour construire ces fonctions de base,
on discre´tise l’intervalle [0, 1]2 (e.g. uniforme´ment selon une grille forme´e de (N + 1)2
nœuds, voir Figure 14 pour N = 7). Puis, sur chaque nœud, on construit une fonction de
base. Par exemple, la fonction de base associe´e au nœud (ui, uj) est de´finie par :
Φi,j(x) = hi(x1)hj(x2),
ou` hj, j = 0, . . . , N sont les fonctions chapeau de´finies par (3.4). Dans ce cas, on a
Φi,j(uk, ul) = δi,kδj,l, k, l = 0, . . . , N.
Proposition 3. Soit (Y N(x))x∈[0,1]2 le processus gaussien de´fini par :
Y N(x1, x2) :=
N∑
i,j=0
Y (ui, uj)hi(x1)hj(x2) =
N∑
i,j=0
ξi,jhi(x1)hj(x2), (3.9)
ou` ξi,j = Y (ui, uj) et les fonctions hj, j = 0, . . . , N de´finies par (3.4). Alors, on a :
1. Y N est un processus gaussien centre´ de fonction de covariance
KN(x,x
′) = Φ(x)⊤ΓNΦ(x′),
ou` Φ(x) = (Φi,j(x))i,j = (hi(x1)hj(x2))i,j, Γ
N
(i,j),(i′,j′) = K((ui, uj), (ui′ , uj′)) et K
est la fonction de covariance du processus gaussien initial Y .
2. Y N converge uniforme´ment vers Y lorsque N tend vers l’infini (avec probabilite´ 1).
3. Y N est croissante par rapport aux deux variables d’entre´e si et seulement si les
(N +1)2 coefficients ale´atoires ξi,j, i, j = 0, . . . , N ve´rifient les contraintes line´aires
suivantes :
(i) ξi−1,j ≤ ξi,j et ξi,j−1 ≤ ξi,j, i, j = 1, . . . , N .
(ii) ξi−1,0 ≤ ξi,0, i = 1, . . . , N .
(iii) ξ0,j−1 ≤ ξ0,j, j = 1, . . . , N .
Par la dernie`re proprie´te´, on en de´duit encore que le proble`me de simulation de Y N
sous les conditions d’interpolation et les contraintes ine´galite´ se re´duit a` simuler le vecteur
gaussien ξ = (ξi,j)i,j tronque´ a` l’espace convexe :
N∑
i,j=0
ξi,jhi
(
x
(k)
1
)
hj
(
x
(k)
2
)
= yk, k = 1, . . . , n
ξ ∈ Cξ =
{
ξ ∈ R(N+1)2 : ξi,j ve´rifient (i), (ii) et (iii)
}
.
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Preuve de Proposition 3. La preuve des trois premie`res proprie´te´s est similaire au cas
de la dimension 1. Pour l’e´quivalence, si les (N + 1)2 coefficients ale´atoires ξi,j, i, j =
0, · · · , N ve´rifient les contraintes line´aires (i), (ii) et (iii) alors Y N est croissante car Y N est
une fonction line´aire par morceaux dans chaque direction x1 ou x2. Si Y
N est croissante
par rapport aux deux variables, alors Y N(ui, uj) = ξi,j, i, j = 0, . . . , N ve´rifient les
contraintes (i), (ii) et (iii).
Remarque 2 (Monotonie par rapport a` l’une des deux variables). Si la fonction qu’on
cherche a` interpoler est croissante par rapport a` la premie`re variable par exemple, alors
Y N(x1, x2) =
N∑
i,j=0
Y (ui, uj)hi(x1)hj(x2) =
N∑
i,j=0
ξi,jhi(x1)hj(x2),
est croissante par rapport a` x1 si et seulement si les coefficients ale´atoires ve´rifient les
ine´galite´s suivantes : ξi−1,j ≤ ξi,j, i = 1, . . . , N et j = 0, . . . , N .
Le cas multidimensionnel est une simple extension du cas d = 2. L’approximation
peut s’e´crire sous la forme :
Y N(x) =
N∑
i1,...,id=0
Y (ui1 , . . . , uid)
∏
σ∈{1,...,d}
hiσ(xσ) =
N∑
i1,...,id=0
ξi1,...,id
∏
σ∈{1,...,d}
hiσ(xσ),
ou` ξi1,...,id = Y (ui1 , . . . , uid). La Remarque 2 se ge´ne´ralise encore, pour la monotonie
par rapport a` un sous-ensemble de variables d’entre´e. Par exemple, la monoto-
nie du processus Y N par rapport a` la le`me variable d’entre´e xl est e´quivalent a`
ξi1,...,il−1,...,id ≤ ξi1,...,il,...,id , il = 1, . . . , N et i1, . . . , il−1, il+1, . . . , id = 0, . . . , N .
3.5 Simulation d’un processus gaussien sous condi-
tions d’interpolation et contraintes ine´galite´
Rappelons que l’approximation par un PG fini-dimensionnel Y N du processus gaussien
Y est de la forme :
Y N(x) =
N∑
j=0
ξjφj(x), x ∈ R,
ou` ξ = (ξ0, . . . , ξN)
⊤ est un vecteur gaussien de matrice de covariance ΓN et φ =
(φ0, . . . , φN)
⊤ sont des fonctions de base de´terministes. Par exemple, le terme constant
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Y (0) dans le mode`le (3.7) peut s’e´crire comme ξ0φ0(x), ou` φ0(x) = 1. On note
Iξ :=
{
c ∈ RN+1 tel que
N∑
j=0
cjφj
(
x(i)
)
= yi, i = 1, . . . , n
}
et on rappelle que Cξ =
{
c ∈ RN+1 tel que ∑Nj=0 cjφj(x) ∈ C}.
Dans cette section, nous sommes inte´resse´s par le calcul de la moyenne (i.e. l’espe´rance
conditionnelle), le mode (Maximum A Posteriori) et la variance du processus Y N condi-
tionnellement au fait que Y N ∈ I ∩ C. Le proble`me de simulation du processus gaussien
Y N sous les conditions d’interpolation et les contraintes ine´galite´ revient a` simuler le
vecteur gaussien ξ = (ξ0, . . . , ξN)
⊤ tronque´ au convexe Iξ ∩ Cξ. Dans ce cas, plusieurs
algorithmes peuvent eˆtre utilise´s (voir e.g. [Botts, 2013], [Chopin, 2011], [Geweke, 1991],
[Kotecha and Djuric, 1999], [Maatouk and Bay, 2014], [Philippe and Robert, 2003] et
[Robert, 1995]).
Dans la suite, on introduit quelques notations. On note ξc la moyenne du vecteur
gaussien ξ conditionnelle a` ξ ∈ Iξ sans tenir compte des contraintes ine´galite´. Le vec-
teur conditionnel en question est encore un vecteur gaussien. Par line´arite´ de l’espe´rance
conditionnelle, la moyenne de krigeage usuelle du processus gaussien fini-dimensionnel
Y N sous les conditions d’interpolation est e´gale a`
mK(x) := E
(
Y N(x)
∣∣ Y N (x(i)) = yi, i = 1, . . . , n) = N∑
j=0
(ξc)jφj(x),
ou` ξc = E (ξ | ξ ∈ Iξ) ∈ RN+1.
De´finition 4. Notons ξm la moyenne du vecteur gaussien ξ tronque´ a` Iξ ∩ Cξ. Alors,
la moyenne de krigeage sous les conditions d’interpolation et les contraintes ine´galite´ est
de´finie par :
mKI(x) := E
(
Y N(x)
∣∣ Y N (x(i)) = yi, ξ ∈ Cξ) = N∑
j=0
(ξm)jφj(x),
ou` ξm = E (ξ | ξ ∈ Iξ ∩ Cξ).
Finalement, soit µ le maximum de vraisemblance du vecteur gaussien ξ restreint a`
Iξ ∩ Cξ. C’est la solution du proble`me de minimisation convexe suivant :
µ = arg min
c∈Iξ∩Cξ
(
1
2
c⊤
(
ΓN
)−1
c
)
, (3.10)
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ou` ΓN est la matrice de covariance du vecteur gaussien ξ. En re´alite´, le vecteur
µ correspond au mode du vecteur gaussien ξ tronque´ a` la zone convexe Iξ ∩ Cξ.
Pour calculer nume´riquement sa valeur, cela revient a` re´soudre un programme qua-
dratique sous des contraintes convexes, voir e.g. [Boyd and Vandenberghe, 2004] et
[Goldfarb and Idnani, 1983].
De´finition 5. La fonction appele´e mode ou Maximum A Posteriori (MAP) est de´finie
par
MKI(x) :=
N∑
j=0
µjφj(x),
ou` le vecteur µ = (µ0, . . . , µN)
⊤ ∈ RN+1 est la solution du proble`me (3.10).
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Figure 8 – Deux cas de simulation d’une loi normale tronque´e. La moyenne est a`
l’inte´rieur (resp. a` l’exte´rieur) de la zone d’acceptation Figure 8a (resp. Figure 8b).
En pratique, on distingue deux cas pour la loi multi-normale tronque´e (voir Figure 8a
et Figure 8b par exemple en dimension 1). Dans le premier cas (Figure 8a), on a ξc = µ
et par suite mK = MKI est diffe´rente de mKI . Dans ce cas, ξc est a` l’inte´rieur de Cξ
et la moyenne de krigeage usuelle respecte les contraintes ine´galite´. Le deuxie`me cas
correspond a` ξc, µ et ξm diffe´rents (Figure 8b). Dans ce cas, ξc est a` l’exte´rieur de Cξ
(la zone d’acceptation) et la moyenne de krigeage usuelle ne respecte pas les contraintes
ine´galite´.
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3.6 Exemple nume´rique motive´
Le but de cette section est d’illustrer la performance du mode`le propose´ dans ce
chapitre en termes de pre´diction et d’incertitude. On conside`re la fonction monotone
f(x) = log(20x + 1) utilise´e dans [Golchi et al., 2015] (courbe noire sur la Figure 9).
Supposons que f soit e´value´e en X = (0, 0.1, 0.2, 0.3, 0.4, 0.9, 1). Comme cela a e´te´ re-
marque´ dans [Golchi et al., 2015], c’est une situation inte´ressante dans la mesure ou` la
distance entre les cinquie`me et sizie`me observations (i.e. 0.4 < x < 0.9) est grande. Sur
la Figure 9a, les trajectoires en gris repre´sentent les simulations d’un processus gaussien
sans contraintes en utilisant le noyau Mate´rn 5/2 comme fonction de covariance (voir
Table 2.1), et ou` les hyper-paramete`rs σ et θ sont estime´s par la me´thode du Maxi-
mum de Vraisemblance (MV). Remarquons que les simulations ne sont pas monotones
sur tout le domaine et que l’intervalle de pre´diction est assez large entre 0.4 et 0.9 (Fi-
gure 9b). Sur la Figure 9c, l’intervalle de pre´diction et le mode sont illustre´s en utilisant
le mode`le (3.7) conditionnellement monotone. Le noyau Mate´rn 5/2 a e´te´ utilise´ comme
fonction de covariance. En appliquant la me´thode de validation croise´e adapte´e (voir
Chapitre 5), on obtient σ = 50.7 et θ = 4.37. L’intervalle de pre´diction est bien re´duit
(voir Figure 9c). De plus, contrairement au mode`le de´crit dans [Golchi et al., 2015], il
n’est pas ne´cessaire d’ajouter des informations sur la de´rive´e pour assurer la monotonie
sur tout le domaine. Avec le mode`le propose´ dans ce chapitre, deux estimateurs peuvent
eˆtre calcule´s la moyenne a posteriori (comme dans [Golchi et al., 2015]) et le maximum
a posteriori (voir De´finition 5).
3.7 Illustration nume´rique
Dans cette section, toutes les simulations nume´riques sont obtenues en utilisant le
noyau gaussien et le noyau Mate´rn 3/2 comme fonctions de covariance. En dimension 1,
on conside`re les contraintes ine´galite´ suivantes : monotonie, convexite´ et bornes sur les
valeurs de la fonction. En dimension 2, la monotonie croissante est conside´re´e par rapport
a` chacune des deux variables, puis par rapport a` une seule des deux variables.
3.7.1 Monotonie en dimension 1
On commence tout d’abord par deux exemples nume´riques en utilisant la monotonie
comme contraintes ine´galite´ (Figure 10).
Sur la Figure 10a, la fonction est suppose´e monotone croissante et e´value´e en 11 points
qui sont de´finis par le vecteur d’entre´e X = (0, 0.05, 0.1, 0.3, 0.4, 0.45, 0.5, 0.8, 0.85, 0.9, 1)
et ou` y = (0, 0.6, 1.1, 5.5, 7.2, 8, 9.1, 15, 16.3, 17, 20). On fixe N = 50 et on ge´ne`re
40 simulations par le mode`le (3.7) conditionnellement aux conditions d’interpolation
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Figure 9 – La vraie fonction e´value´e en sept points d’observation [Golchi et al., 2015] :
(a) 100 simulations d’un PG sans tenir compte des contraintes ine´galite´ et la moyenne
a posteriori, (b) moyenne a posteriori et l’intervalle de pre´diction a` 95% en utilisant
toujours le PG sans contraintes, et (c) le mode et l’intervalle de pre´diction a` 95% en
utilisant le mode`le (3.7) sous les deux contraintes d’interpolation et de monotonie.
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Figure 10 – Simulations d’un processus gaussien (trajectoires en gris) conditionnelle-
ment monotone croissant sur le domaine [0, 1]. La moyenne de krigeage usuelle (tiret-
pointille´ bleu) co¨ıncide avec le mode (Maximum A Posteriori) et respecte les contraintes
de monotonie sur la Figure 10a mais pas sur la Figure 10b.
(donne´es d’observation) et aux contraintes de monotonie (Y ′(uj) ≥ 0, j = 0, . . . , N).
Le noyau gaussien est utilise´ avec les hyper-parame`tres (σ2, θ) fixe´s a` (100, 0.2). Remar-
quons que toutes les simulations (courbes grises) sont monotones croissantes sur tout
le domaine [0, 1]. La moyenne de krigeage sous contraintes mKI (courbe rouge) comme
moyenne de toutes les simulations est encore monotone. La moyenne de krigeage usuelle
mK et le modeMKI (courbe bleue en tiret-pointille´) co¨ıncident et sont encore monotones.
Sur la Figure 10b, le vecteur d’entre´e est X = (0, 0.3, 0.4, 0.5, 0.9) et le vecteur de
sortie associe´ est y = (0, 4, 6, 6.6, 10). Le noyau gaussien est encore utilise´ avec les hyper-
parame`tres (σ2, θ) = (100, 0.25). Dans ce cas, la moyenne de krigeage monotone (courbe
rouge) et le mode (courbe en triangle) respectent les contraintes de monotonie, contraire-
ment a` la moyenne de krigeage usuelle (courbe bleue en tiret-pointille´) : cela correspond
a` la situation ou` le vecteur ξc est a` l’exte´rieur de la zone d’acceptation.
3.7.2 Monotonie en dimension 1 avec des trajectoires de classe
C0
Supposons maintenant que la fonction soit continue (mais pas de´rivable), croissante et
e´value´e en 3 points donne´s par le vecteur d’entre´e X = (0.1, 0.4, 0.9) avec y = (−5, 5, 10)
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(Figure 11).
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
x
PG
 m
on
ot
on
e
moyenne de krigeage usuelle
moyenne de krigeage monotone
mode
95% intervalle de prédiction
observation
(a)
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
x
PG
 m
on
ot
on
e
moyenne de krigeage usuelle
moyenne de krigeage monotone
mode
95% intervalle de prédiction
observation
(b)
Figure 11 – Re´alisations simule´es (courbes grises) du mode`le (3.5) en utilisant la Re-
marque 1. Remarquons que ces re´alisations sont continues (non de´rivables) et monotones
sur tout le domaine. Le noyau Mate´rn 3/2 est utilise´ sur la Figure 11a et le noyau gaussien
sur la Figure 11b.
Les courbes grises sont les re´alisations simule´es du processus gaussien fini-dimensionnel
de´fini par (3.5) conditionnellement aux conditions d’interpolation et aux contraintes de
monotonie en utilisant la Remarque 1. Dans ce cas, on fixe N = 40 et on ge´ne`re 40
simulations. Remarquons que ces trajectoires sont continues (mais pas de´rivables). Elles
sont monotones croissantes sur tout le domaine, contrairement a` la moyenne de krigeage
usuelle. Le mode (Maximum A Posteriori) et la moyenne de krigeage monotone (moyenne
des simulations) ve´rifient les contraintes de monotonie sur tout le domaine [0, 1]. Dans ces
deux figures, on fixe les hyper-parame`tres de la fonction de covariance (σ2, θ) a` (4, 0.4).
Dans ce cas, la seule diffe´rence entre ces deux figures est que le noyau Mate´rn 3/2 est
utilise´ sur la Figure 11a et le noyau gaussien sur la Figure 11b. Avec les meˆmes parame`tres
de covariance, on trouve que les simulations varient plus dans le cas du noyau Mate´rn
que le cas du noyau gaussien avec un intervalle de pre´diction plus grand pour le premier.
Dans le Chapitre 5, on montre que les deux me´thodes classiques pour estimer les hyper-
parame`tres de covariance (EMV et VC, cf. Chapitre 2 Section 2.6) ne sont pas adapte´es
et on propose une technique de validation croise´e adapte´e.
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3.7.3 Contraintes de borne en dimension 1
Maintenant, on conside`re deux situations : f ≥ 0 et a = −20 ≤ f ≤ b = 20
(Figure 12a et Figure 12b respectivement). Sur ces deux figures, on fixe N = 50 et
on ge´ne`re 100 simulations d’un processus gaussien sous contrainte. Le noyau gaussien
est utilise´ sur les deux figures avec les parame`tres (σ2, θ) = (100, 0.15) (Figure 12a)
et (σ2, θ) = (400, 0.2) (Figure 12b). Sur la Figure 12a, ξc est a` l’inte´rieur de la zone
d’acceptation et la moyenne de krigeage usuelle co¨ıncide avec le mode et respecte les
contraintes ine´galite´, contrairement a` la Figure 12b, ou` ξc est a` l’exte´rieur de la zone
d’acceptation. Dans ces deux figures, les trajectoires simule´es (courbes en gris) respectent
les contraintes ine´galite´ sur tout le domaine. Remarquons que dans les deux Figures 12a
et 12b, la moyenne des simulations (courbe rouge) admet une trajectoire moins re´gulie`re
que le mode qui est la courbe la plus probable. Cette observation nume´rique est explique´e
dans les Chapitres 6 et 7. Elle conduit a` faire le lien entre les splines et le krigeage dans
le cas de contraintes line´aires de type ine´galite´.
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Figure 12 – Re´alisations simule´es (courbes en gris) d’un processus gaussien condition-
nellement positif (Figure 12a) et borne´ (Figure 12b). La moyenne de krigeage usuelle et
le mode co¨ıncident sur la Figure 12a mais pas sur la Figure 12b.
3.7.4 Convexite´ en dimension 1
Dans la suite, on suppose que la vraie fonction est convexe sur l’intervalle
[0, 1] et e´value´e en trois points (Figure 13). Le vecteur d’entre´e est X =
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(0, 0.05, 0.2, 0.5, 0.85, 0.92) et celui de sortie est y = (20, 15, 3,−5, 7, 15). Le noyau gaus-
sien est utilise´ comme fonction de covariance avec les parame`tres (σ2, θ) = (100, 0.3). On
fixe N = 50 et on ge´ne`re 25 simulations du mode`le (3.8) conditionnement aux donne´es
d’observation et aux contraintes de convexite´ (ξj ≥ 0, j = 0, . . . , N). Ces trajectoires
(courbes en gris), le mode (Maximum A Posteriori) et la moyenne de krigeage (moyenne
de trajectoires grises) sont convexes sur tout le domaine, contrairement a` la moyenne de
krigeage usuelle (courbe bleue en tiret-pointille´).
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Figure 13 – Simulations d’un processus gaussien conditionnellement convexe. La
moyenne de krigeage usuelle (courbe bleue en tiret-pointille´) ne respecte pas les
contraintes de convexite´, contrairement au mode et la moyenne de krigeage convexe.
3.7.5 Monotonie en dimension 2
En dimension 2, le but est d’interpoler une fonction 2D de´finie sur [0, 1]2 et monotone
par rapport aux deux variables d’entre´e. Dans ce cas, on se donne une grille uniforme
du domaine carre´ d’entre´e, le nombre de nœuds et de fonctions de base e´tant e´gal a`
(N + 1)2. Dans les Figures 14, 15 et 16, on choisit N = 7, soit au total 64 nœuds et
fonctions de base. Supposons que la fonction soit connue sur quatre points donne´s par
les lignes de la matrice de taille 4 × 2 suivante : X =
[
0.1 0.9 0.5 0.8
0.4 0.3 0.6 0.9
]⊤
. Le
vecteur de sortie correspondant est choisi e´gal a` y = (5, 12, 13, 25). Remarquons que
Mines de St-E´tienne 77 Hassan Maatouk
3.7. ILLUSTRATION NUME´RIQUE
les ces valeurs sont compatibles avec la monotonie en dimension deux. La Figure 15a
montre 5 surfaces simule´es en utilisant le processus gaussien de´fini par l’e´quation (3.9)
et conditionnellement aux donne´es d’observations et aux contraintes de monotonie. Dans
ce cas, le noyau gaussien bi-varie´ est utilise´ avec les hyper-parame`tres fixe´s a` σ2 = 100 et
(θ1, θ2) = (1, 1). Les deux surfaces en rouge repre´sentent l’intervalle de pre´diction a` 95%.
Ces intervalles sont obtenus par simulation. Pour visualiser la monotonie des surfaces
simule´es, on trace sur la Figure 15b les lignes de niveau d’une simulation. Les points en
bleu repre´sentent les donne´es d’observation (ou les points expe´rimentaux). Dans ce cas, si
l’on fixe l’une des deux variables et qu’on trace la ligne verticale ou horizontale associe´e,
elle intersecte une ligne de niveau au plus une fois.
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Figure 14 – Les points expe´rimentaux pour la monotonie 2D (points noirs) et les nœuds
(ui, uj)0≤i,j≤7 qui sont utilise´s pour construire les fonctions de base.
Sur la Figure 16, on montre quelques simulations relatives a` la Figure 15a. Toutes les
surfaces simule´es sont croissantes par rapport aux deux variables d’entre´e.
La Figure 17 montre une surface simule´e par un processus gaussien conditionnellement
monotone par rapport a` la premie`re variable seulement.
3.7.6 Convergence nume´rique
Rappelons que le mode`le de´crit dans ce chapitre est un mode`le d’approximation du
processus gaussien initial Y . Pour e´tudier la performance de ce mode`le, on e´value la
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Figure 15 – Re´alisations d’un processus gaussien conditionnellement monotone par rap-
port aux deux variables (Figure 15a). Lignes de niveau associe´es a` une simulation (Fi-
gure 15b).
vitesse de convergence en fonction de N qui croˆıt en fonction de la dimension de l’espace
d’approximation.
Sur la Figure 18, on fixe N = 500 et on trace la fonction mode (Maximum A
Posteriori) MKI du processus gaussien approche´ Y
N conditionnellement borne´ entre 0
et 1. Remarquons que la courbe rouge en tiret qui correspond a` la fonction mode pour
N petit (N = 10 et N = 20) co¨ıncide rapidement avec la courbe bleue qui correspond a`
la fonction mode pour N = 500.
Sur la Figure 19, le cas de la monotonie est e´tudie´. On fixe N = 500 et on repre´sente
la fonction mode MKI(x).
3.8 Conclusion
Dans ce chapitre, on a propose´ un nouveau mode`le capable d’inte´grer les conditions
d’interpolation et les contraintes line´aires de type ine´galite´ dans le cadre de la re´gression
par processus gaussien. Avec ce mode`le, les contraintes ine´galite´ sont respecte´es sur tout
le domaine et non pas en un nombre fini de points seulement. Notre me´thodologie est
base´e sur une approximation du processus gaussien initial par un processus gaussien fini-
dimensionnel uniforme´ment convergent vers le premier. Il est construit par combinaison
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Figure 16 – Surfaces simule´es de l’exemple nume´rique utilise´ pour la Figure 15a. Elles
sont monotones par rapport aux deux variables.
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Figure 17 – Simulations d’un processus gaussien conditionnellement monotone (crois-
sant) par rapport a` la premie`re variable et lignes de niveau associe´es.
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Figure 18 – La courbe noire dans les deux figures repre´sente la fonction mode du proces-
sus gaussien conditionnellement borne´ entre 0 et 1 pour N = 500. La courbe en tiret rouge
est la fonction mode pour N = 10 (Figure 18a) et N = 20 (Figure 18b). Remarquons que
la courbe en tiret rouge co¨ıncide quasiment avec la courbe noire pour N = 20.
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Figure 19 – La courbe noire dans les deux figures repre´sente la fonction mode du pro-
cessus gaussien conditionnellement monotone pour N = 500. La courbe en tiret rouge est
la fonction mode pour N = 10 (Figure 19a) et N = 20 (Figure 19b). Remarquons que la
courbe en tiret rouge co¨ıncide quasiment avec la courbe noire pour N = 20.
line´aire finie de fonctions de base de´terministes avec des coefficients ale´atoires. La va-
riabilite´ de ce processus est assure´e par la variabilite´ des coefficients. Les contraintes
ine´galite´ sont satisfaites par construction. On a montre´ que ces fonctions de base peuvent
eˆtre choisies de sorte que les contraintes ine´galite´ sur le processus gaussien Y N soient
e´quivalentes a` un nombre fini de contraintes line´aires sur les coefficients. Par suite, l’infi-
nite´ de contraintes ine´galite´ sur le processus se re´duisent a` un nombre fini de contraintes
line´aires sur les coefficients. De plus, le proble`me de simulation du processus gaussien
Y N sous les conditions d’interpolation et les contraintes ine´galite´ revient a` simuler un
vecteur gaussien tronque´ a` un sous-espace convexe. Ce type de proble`me est connu dans
la litte´rature et on propose au Chapitre 4 un algorithme de rejet pour simuler une loi
multi-normale tronque´e a` un sous-espace convexe.
Dans le Chapitre 5, on explore une me´thode de Validation Croise´e adapte´e aux
contraintes de type ine´galite´ pour estimer les hyper-parame`tres du noyau initial.
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Chapitre 4
Nouvelle technique de rejet pour
simuler une loi multi-normale
tronque´e a` un espace convexe
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Me´thode de rejet ge´ne´rale . . . . . . . . . . . . . . . . . . . . 84
4.3 Me´thodes de rejet existantes . . . . . . . . . . . . . . . . . . 86
4.4 Algorithme de rejet utilisant le mode (RSM) . . . . . . . . 87
4.5 Comparaison avec d’autres me´thodes de rejet . . . . . . . . 89
4.5.1 Performance en dimension 1 . . . . . . . . . . . . . . . . . . . . 89
4.5.2 Cas multi-dimensionnel . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.1 Introduction
La simulation d’une loi multi-normale tronque´e intervient dans plusieurs domaines
comme l’analyse baye´sienne (voir e.g. [Gelfand et al., 1992] et [Geweke, 1986]),
la mode´lisation de processus gaussiens conditionnels sous contraintes line´aires
de type ine´galite´ (voir e.g. [Da Veiga and Marrel, 2012], [Emery et al., 2013],
[Freulon and Fouquet, 1993] et [Maatouk and Bay, ]) et dans les mode`les de re´gression
sous contraintes (voir e.g. [Geweke, 1991] et [Jun-wu YU, 2011]). Deux classes de
me´thodes ont e´te´ particulie`rement de´veloppe´es. La premie`re est base´e sur la simula-
tion par chaˆıne de Markov (McMC) [Casella and George, 1992], [Laud et al., 2010] et
[Robert and Casella, 2004], avec la technique d’e´chantillonnage de Gibbs [Breslaw, 1994],
83
4.2. ME´THODE DE REJET GE´NE´RALE
[Geweke, 1991], [Griffiths, 2002], [Kotecha and Djuric, 1999], [Li and Ghosh, ],
[Robert, 1995] et [Rodriguez-Yam et al., 2004]. Cette me´thode fournit des simula-
tions d’une loi approche´e mais asymptotiquement convergente vers la vraie distribution.
La deuxie`me est une me´thode exacte base´e sur la technique de rejet (voir l’article
[Von Neumann, 1951]) et ses extensions [Devroye, 1986], [Ho¨rmann et al., 2004] et
[Laud et al., 2010]. Dans ce chapitre, on s’inte´resse a` cette deuxie`me classe de me´thodes.
Re´cemment, la me´thode de rejet a aussi e´te´ combine´e avec la tech-
nique d’e´chantillonnage de Gibbs [Geweke, 1991], [Gilks and Wild, 1992],
[Martino and Miguez, 2009a], [Martino and Miguez, 2009b] et [Robert, 1995]. En
dimension 1 deux me´thodes de rejet avec un taux d’acceptation e´leve´ ont e´te´ de´veloppe´es
dans [Robert, 1995] et [Geweke, 1991]. [Robert, 1995] a propose´ un algorithme de
simulation qui permet de simuler une loi normale tronque´e a` un intervalle borne´ ou
non. [Geweke, 1991] a propose´ aussi un algorithme de rejet base´ sur la loi exponentielle
pour simuler une loi normale tronque´e. Le cas multi-dimensionnel est re´duit en utilisant
l’algorithme de Gibbs. En dimension 1, [Chopin, 2011] a propose´ un algorithme efficace
pour simuler une loi normale tronque´e. Sa me´thode est base´e sur une de´composition
de l’intervalle de troncature en sous-intervalles de meˆme probabilite´. Une me´thode
de rejet pour simuler un vecteur gaussien tronque´ a` l’exte´rieur d’un ellipso¨ıde a e´te´
de´veloppe´e par Eliss et Maitra (voir l’article [Ellis and Maitra, 2007]). Pour la grande
dimension, Philippe et Robert (voir l’article [Philippe and Robert, 2003]) ont propose´
une me´thode pour simuler un vecteur gaussien tronque´ dans le quadrant positif. Fina-
lement, [Botts, 2013] a ame´liore´ l’algorithme propose´ par [Philippe and Robert, 2003]
pour simuler une loi multi-normale en utilisant la me´thode de rejet. L’ide´e de cette
me´thode est base´e sur une correction de la densite´ propose´e dans [Gupta et al., 2004].
Dans ce chapitre, on propose une technique de rejet pour simuler une loi multi-normale
tronque´e a` n’importe quel sous-espace convexe de Rd. Cette me´thode tire profit du calcul
du mode de la fonction densite´ tronque´e (cf. Chapitre 3). La constante de rejet optimale
est de´termine´e de manie`re analytique.
Ce chapitre est organise´ de la manie`re suivante : tout d’abord, on rappelle dans la
Section 4.2 la me´thode de rejet ge´ne´rale. Dans la Section 4.3, on de´crit quelques techniques
classiques pour simuler une loi normale (ou multi-normale) tronque´e. Ensuite, dans la
Section 4.4 on pre´sente la technique base´e sur le mode et appele´e rejection sampling from
the mode (RSM) ainsi que l’algorithme qui en de´rive. Finalement, la me´thode de rejet
propose´e (RSM) est compare´e avec les algorithmes de rejet existants dans la Section 4.5.
4.2 Me´thode de rejet ge´ne´rale
Soit f la densite´ a` simuler et de´finie sur Rd. Von Neumann (voir l’article
[Von Neumann, 1951]) a propose´ la me´thode de rejet suivante. Supposons que g soit
une densite´ proche de f telle que, pour une constante c ≥ 1 appele´e constante de rejet,
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on ait :
f(x) ≤ cg(x), x ∈ Rd.
La me´thode de rejet est un algorithme utilise´ pour ge´ne´rer des simulations de la densite´
f a` partir de simulations de la densite´ propose´e g et de la distribution uniforme.
The´ore`me 5 (Algorithme de rejet, [Von Neumann, 1951]). Supposons que f et g soient
deux fonctions de densite´ telles que f(x) ≤ cg(x) pour tout x dans le support de f . Alors
la variable ale´atoire X qui de´rive de l’algorithme suivant a une distribution de densite´ f .
1. Ge´ne´rer X avec la fonction densite´ g.
2. Ge´ne´rer U uniforme´ment sur [0, 1]. Si cg(X)U ≤ f(X), on accepte X ; sinon, on
revient a` l’e´tape 1.
De plus, on peut de´montrer que le taux d’acceptation est e´gal a` 1/c. En pratique, il
est essentiel d’avoir une constante c la plus proche possible de 1.
Nous attirons l’attention sur le fait que l’algorithme de rejet peut se ge´ne´raliser
facilement au cas d’une fonction pseudo-densite´ (i.e. une fonction a` valeurs positives
et d’inte´grale finie), pour e´viter le calcul (quelque fois impossible) de la constante de
normalisation.
Corollaire 3. Soit C un sous-espace de Rd et soient f˜ et g˜ deux fonctions pseudo-densite´s
sur C telles que f˜(x) ≤ kg˜(x). Alors l’algorithme qui est de´fini dans le The´ore`me 5 reste
valable si la condition d’ine´galite´ cg(X)U ≤ f(X) est remplace´e par
kg˜(X)U ≤ f˜(X). (4.1)
Dans ce cas, la constante de rejet est c = k
∫
C
g˜(t)dt∫
C
f˜(t)dt
.
Preuve. On a f˜(x) ≤ kg˜(x), et donc
f(x) =
f˜(x)∫
C
f˜(t)dt
≤ c g˜(x)∫
C
g˜(t)dt
= cg(x),
ou` c = k
∫
C
g˜(t)dt∫
C
f˜(t)dt
. La condition d’ine´galite´ cg(X)U ≤ f(X) est e´quivalente a`
kg˜(X)U ≤ f˜(X),
ce qui termine la preuve.
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4.3 Me´thodes de rejet existantes
[Robert, 1995] a de´veloppe´ des algorithmes pour simuler une loi normale tronque´e
utilisables pour simuler une loi multi-normale tronque´e. On rappelle brie`vement sa
me´thode. Sans perte de ge´ne´ralite´, on suppose que l’on cherche a` simuler une loi normale
centre´e re´duite tronque´e a` l’intervalle [µ−, µ+]. Son algorithme de rejet est base´ sur la
distribution uniforme U[µ−,µ+] :
1. Ge´ne´rer la variable X uniforme´ment sur [µ−, µ+].
2. On calcule g(X) =


exp (−X2/2) si 0 ∈ [µ−, µ+],
exp ((µ+)2 −X2/2) si µ+ < 0,
exp ((µ−)2 −X2/2) si 0 < µ−.
3. Ge´ne´rer U uniforme´ment sur [0, 1]. Si U ≤ g(X), on accepte X ; sinon, on revient
a` l’e´tape 1.
Dans le cas ou` 0 < µ−, la fonction de densite´ propose´e dans l’algorithme de rejet
du The´ore`me 5 est g(x) = exp (−(µ−)2/2) et la constante optimale c = exp (−(µ−)2/2).
Dans le cas multi-dimensionnel ou` la zone d’acceptation est
∏d
i=1[µ
−
i , µ
+
i ], la me´thode
est base´e sur le meˆme algorithme en utilisant la technique de Gibbs pour re´duire la
simulation a` une se´quence de simulations en dimension 1.
Un algorithme de rejet efficace dans le cas multi-dimensionnel pour simuler une
loi normale multivarie´e tronque´e a` l’exte´rieur d’un ellipso¨ıde a e´te´ de´veloppe´ dans
[Ellis and Maitra, 2007]. La moyenne du vecteur gaussien est suppose´e a` l’exte´rieur de
la zone d’acceptation. L’ide´e de base est d’utiliser le re´sultat suivant (voir The´ore`me
de Cochran) : soit X un vecteur gaussien ale´atoire d-dimensionnel centre´ re´duit et Y
inde´pendant de X dont la distribution admet la fonction densite´
fY (y) = c exp
(
−y
2
)
y
d
2
−1
1y>R2 ,
qui correspond a` la loi du χ2 tronque´e a` l’intervalle [R2,+∞[ (c est une constante de
normalisation). Alors, Z =
√
Y X‖X‖ admet la fonction densite´
fZ(z) =
1
(2π)d/2
exp
(
−‖z‖
2
2
)
1‖z‖>R. (4.2)
Ce re´sultat montre que Z est de loi normale tronque´e a` l’exte´rieur d’une sphe`re de rayon
R. La simulation de la loi de Z se rame`ne ainsi a` la simulation d’une loi tronque´e en
dimension 1 et du vecteur X inde´pendant de loi N (0, Id).
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4.4 Algorithme de rejet utilisant le mode (RSM)
On suppose que X suit la loi normale multivarie´e de densite´ la fonction suivante :
f(x | µ,Σ) = 1
(2π)d/2|Σ|1/2 exp
(
−1
2
(x− µ)⊤Σ−1(x− µ)
)
, x ∈ Rd (4.3)
ou` µ = E(X) est la moyenne et Σ est la matrice de covariance suppose´e inversible.
On conside`re le sous-espace convexe C de Rd qui correspond a` l’espace d’acceptation
(zone admissible). On peut supposer que µ = 0. Le but est de simuler la variable ale´atoire
normale multivarie´e X tronque´e a` l’espace convexe C. Dans un premier temps, on calcule
le mode µ∗ qui maximise la fonction densite´ f restreinte a` l’espace convexe C. Ce vecteur
est la solution du proble`me d’optimisation convexe suivant :
µ∗ = argmin
x∈C
1
2
x⊤Σ−1x. (4.4)
Dans un deuxie`me temps, on de´finit g comme la fonction densite´ obtenue en translatant
f de µ = 0 a` µ = µ∗ avec la meˆme matrice de covariance Σ :
g(x | µ∗,Σ) = 1
(2π)d/2|Σ|1/2 exp
(
−1
2
(x− µ∗)⊤Σ−1(x− µ∗)
)
. (4.5)
On utilise alors l’algorithme de rejet pour simuler la loi multi-normale X tronque´e a`
l’espace convexe C, ce qui passe par le calcul de la constante optimale.
The´ore`me 6. Soient f˜ et g˜ deux fonctions de pseudo-densite´ de´finies par :
f˜(x) = f(x | 0,Σ)1x∈C et g˜(x) = g(x | µ∗,Σ)1x∈C ,
ou` f et g sont de´finies dans les deux e´quations (4.3) et (4.5). Alors, il existe une constante
k telle que f˜(x) ≤ kg˜(x), pour tout x dans C et la valeur optimale de k est
k∗ = exp
(
−1
2
(µ∗)⊤Σ−1µ∗
)
.
Preuve. On donne la preuve dans le cas uni-dimensionnel avec C = [µ∗,+∞[, ou` µ∗ ≥ 0
et Σ = σ2. Dans ce cas, la condition f˜(x) ≤ kg˜ peut s’e´crire :
∀x ≥ µ∗, e− x
2
2σ2 ≤ ke− (x−µ
∗)2
2σ2 ,
ce qui implique
k∗ = e
(µ∗)2
2σ2 max
x≥µ∗
e−
xµ∗
σ2 = e
(µ∗)2
2σ2 e
− min
x≥µ∗
xµ∗
σ2 = e−
(µ∗)2
2σ2 .
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Figure 20 – Produit scalaire entre le vecteur gradient Σ−1μ∗ de la fonction 1
2
xΣ−1x
au point μ∗ et le vecteur (x − μ∗) pour x ∈ C. Les ellipso¨ıdes repre´sentent les lignes de
niveau associe´es a` la fonction x → 1
2
xΣ−1x.
Dans le cas multi-dimensionnel, on a k∗ = max
x∈C
e
1
2
(μ∗)Σ−1μ∗−xΣ−1μ∗ . Comme μ∗ ∈ C, il
suﬃt de montrer que
∀x ∈ C, xΣ−1μ∗ ≥ (μ∗)Σ−1μ∗.
L’angle entre le vecteur gradient Σ−1μ∗ de la fonction 1
2
xΣ−1x au point μ∗ et le vecteur
(x − μ∗) est aigu pour tout x dans C car C est convexe (voir Figure 20). Par suite,
(x− μ∗)Σ−1μ∗ ≥ 0 pour tout x dans C.
Finalement, on peut re´sumer l’algorithme dans le The´ore`me 5 suivant :
The´ore`me 7 (Algorithme RSM). Soient f˜ et g˜ deux pseudo-densite´s de´ﬁnies par :
f˜(x) = f(x | 0,Σ)1x∈C et g˜(x) = g(x | μ∗,Σ)1x∈C ,
ou` f et g sont de´ﬁnies par les e´quations (4.3), (4.4) et (4.5). Alors le vecteur ale´atoire
X qui de´rive de l’algorithme suivant admet la densite´ associe´e a` la fonction f˜ .
1. Ge´ne´rer X avec la fonction pseudo-densite´ g˜ (i.e. simuler X avec la densite´ g tant
que X /∈ C).
2. Ge´ne´rer U uniforme´ment sur [0, 1]. Si U ≤ exp ((μ∗)Σ−1μ∗ −XΣ−1μ∗), on ac-
cepte X ; sinon on revient a` l’e´tape 1.
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Preuve. On applique le Corollaire 3 avec la constante optimale k∗ qui est calcule´e dans
le The´ore`me 6. La condition d’ine´galite´ (4.1) est e´gale a`
U ≤ e 12 (µ∗)⊤Σ−1µ∗e− 12X⊤Σ−1Xe 12 (X−µ∗)⊤Σ−1(X−µ∗),
qui est e´quivalent a`
U ≤ exp ((µ∗)⊤Σ−1µ∗ −X⊤Σ−1µ∗) . (4.6)
Remarque 3. Si µ ∈ C, l’algorithme RSM revient a` simuler directement f puisque
µ∗ = µ et g = f . Par suite, on peut voir notre algorithme RSM comme une ge´ne´ralisation
de l’algorithme de rejet usuel pour une loi tronque´e.
Remarque 4. La me´thode de rejet propose´e dans ce chapitre exige seulement le cal-
cul du maximum de vraisemblance du vecteur gaussien tronque´ au sous-espace convexe
C (zone d’acceptation). En re´alite´, c’est le mode du vecteur gaussien tronque´. Son
calcul nume´rique est un proble`me standard dans la minimisation de formes qua-
dratiques sous contraintes convexes, voir par exemple [Boyd and Vandenberghe, 2004]
et [Goldfarb and Idnani, 1983]. Dans nos simulations, l’algorithme propose´ dans
[Goldfarb and Idnani, 1983] est utilise´ pour re´soudre le proble`me quadratique.
4.5 Comparaison avec d’autres me´thodes de rejet
4.5.1 Performance en dimension 1
Pour e´tudier la performance de la me´thode propose´e dans ce chapitre, on conside`re
tout d’abord le cas uni-dimensionnel d = 1. L’efficacite´ de l’algorithme propose´ intervient
dans le cas ou` la probabilite´ d’eˆtre dans la zone d’acceptation est faible. Sans perte de
ge´ne´ralite´ du proble`me, on simule une loi normale centre´e re´duite. Dans la Table 4.1, les
re´sultats sont obtenus en simulant une loi normale tronque´e sur l’intervalle [µ−,+∞[. La
position de µ− est ajuste´e pour avoir une probabilite´ plus ou moins faible (voir Figure 21
ou` µ− = 0.5 (Figure 21a) et µ− = 1.5 (Figure 21b)).
Par la dernie`re colonne du Table 4.1, on remarque que l’algorithme de rejet en
utilisant le mode est plus efficace que celui du rejet usuel. Par exemple, l’algorithme
RSM est a` peu pre`s 14000 fois plus rapide dans le cas ou` la zone d’acceptation est e´gale
a` [4.5,+∞[. Un autre crite`re de performance de l’algorithme propose´ est que le taux
d’acceptation reste stable pour les diffe´rentes valeurs de µ− (valeurs proches de 10%).
Par contre, ce taux d’acceptation de´croˆıt rapidement vers ze´ro lorsque µ− devient grand
pour l’algorithme de rejet usuel.
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Figure 21 – Loi normale centre´e re´duite tronque´e sur [µ−,+∞] ou` µ− = 0.5 (Figure 21a)
et µ− = 1.5 (Figure 21b).
Table 4.1 – Comparaison entre l’algorithme de rejet usuel et l’algorithme RSM dans
le cas ou` la probabilite´ de l’intervalle tronque´ est faible. La zone admissible est C =
[µ−,+∞[.
µ− Taux d’acceptation Taux d’acceptation Gain
avec le rejet usuel (%) avec RSM (%)
0.5 30.8 34.9 1.1
1 15.8 26.2 1.6
1.5 6.7 20.5 3.0
2 2.2 16.8 7.4
2.5 0.6 14.2 23.1
3 0.1 12.2 92.0
3.5 0.0 10.6 455.6
4 0.0 9.3 2936.7
4.5 0.0 8.4 14166.0
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Table 4.2 – Comparaison du taux d’acceptation entre l’algorithme RSM et l’algorithme
pre´sente´ dans [Robert, 1995] en fonction de la distance entre µ− et µ+. Dans ce cas, la
zone d’acceptation est C = [µ−, µ+], ou` µ− est fixe´ a` 1.
µ+ − µ− Me´thode de Rejet par le Gain
Robert (%) mode RSM (%)
0.5 77.8 18.0 0.2
1 56.4 21.2 0.3
2 35.0 27.4 0.7
5 11.6 28.2 2.4
10 7.0 28.4 4.0
[Robert, 1995] a propose´ une me´thode de rejet pour simuler une loi normale tronque´e
en dimension 1. Pour comparer les taux d’acceptation de son algorithme et ceux
l’algorithme de RSM, on conside`re une variable ale´atoire normale standard (centre´e et
re´duite) tronque´e entre µ− et µ+ avec µ− = 1. Dans la me´thode de Robert, le taux
d’acceptation est e´leve´ lorsque l’intervalle d’acceptation est petit (voir Table 2.2 dans
l’article [Robert, 1995]). Dans l’algorithme RSM, on simule a` partir d’une distribution
translate´e avec la meˆme matrice de covariance (premie`re e´tape dans l’algorithme RSM),
par suite le taux d’acceptation est plus important lorsque la zone d’acceptation (ou
l’intervalle admissible) est large. Cela est confirme´ par la Table 4.2 ou`, par exemple
l’algorithme RSM est 4 fois plus rapide que l’algorithme de Robert lorsque µ+−µ− = 10.
4.5.2 Cas multi-dimensionnel
Pour e´tudier la performance de l’algorithme de rejet de´crit dans ce chapitre, on
conside`re un vecteur gaussien bi-varie´ centre´, avec une matrice de covariance Σ e´gale
a`
(
5 2.5
2.5 2
)
. Dans cet exemple nume´rique, on suppose que le sous-espace convexe
C = [−15,−3] × [−10, 0] est la zone admissible. Pour utiliser cet algorithme, il suffit de
calculer le mode du vecteur gaussien tronque´ a` C ve´rifiant
µ∗ = argmin
x∈C
1
2
x⊤Σ−1x = (−3.0,−1.5).
Ensuite, on peut comparer l’algorithme RSM avec l’algorithme de rejet usuel, voir
Figure 22 et Figure 23. Sur la Figure 22, on utilise l’algorithme de rejet usuel avec 2000
simulations du vecteur gaussien centre´ de matrice de covariance Σ. Il est clair que cet
algorithme n’est pas tre`s efficace car la moyenne du vecteur gaussien est a` l’exte´rieur de
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Figure 22 – Algorithme de rejet usuel
avec 2000 simulations d’un vecteur gaus-
sien centre´. Le taux d’acceptation est
e´gal a` 7.85%.
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Figure 23 – Algorithme de rejet en uti-
lisant le mode dans 2000 simulations. Le
taux d’acceptation est e´gal a` 23.55%.
la zone d’acceptation. Sur la Figure 23, on simule a` partir de la distribution translate´e
au mode avec la meˆme matrice de covariance Σ. Rappelons que l’algorithme propose´ est
base´ sur deux e´tapes de rejet. La premie`re est de translater la distribution centre´e a`
l’origine jusqu’au mode et dans la deuxie`me, on ve´riﬁe si les points (simule´s) sont dans
la zone admissible ou non. Remarquons que dans la zone admissible, on a deux types
de points (rouge et noir). Les points noirs du rectangle ne respectent pas la contrainte
ine´galite´ (4.6). Par contre, les points rouges respectent la contrainte (4.6). Dans ce cas,
l’algorithme de rejet propose´ est plus eﬃcace que celui de l’algorithme de rejet usuel
avec un taux d’acceptation e´gal a` 23.55% contre 7.85%.
Un autre exemple nume´rique pour montrer l’eﬃcacite´ de l’algorithme RSM en utilisant
un espace convexe plus complique´. Dans ce cas, notre but est de simuler un vecteur gaus-
sien centre´ de matrice de covariance Σ =
(
4 2.5
2.5 2
)
tronque´ au sous-espace convexe
de´ﬁni par les contraintes ine´galite´ suivantes :
− 10 ≤ x2 ≤ 0 et x1 ≥ −15, 5x1 − x2 + 15 ≤ 0. (4.7)
C’est la zone admissible utilise´e sur les Figures 24 et 25. On calcule le mode e´gal a`
μ∗ = argmin
x∈C
1
2
xΣ−1x ≈ (−3.4,−2.0).
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Ensuite, on compare l’algorithme de rejet en utilisant le mode (RSM) avec l’algorithme
de rejet usuel.
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Figure 24 – L’algorithme de rejet usuel
en utilisant 2000 simulations. Le taux
d’acceptation est e´gal a` 3.8%.
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Figure 25 – L’algorithme de rejet par
le mode en utilisant 2000 simulations. Le
taux d’acceptation est e´gal a` 20.5%.
Sur la Figure 24, on applique l’algorithme de rejet usuel avec 2000 simulations d’un
vecteur gaussien centre´ de matrice de covariance Σ. Vu le nombre de points dans la
zone admissible C (points rouges), il est clair que l’algorithme de rejet dans ce cas n’est
pas tre`s eﬃcace. A nouveau, cela est duˆ au fait que la moyenne du vecteur gaussien est
a` l’exte´rieur de la zone d’acceptation. Sur la Figure 25, on simule a` partir du vecteur
gaussien translate´ au mode avec la meˆme matrice de covariance Σ (c’est la premie`re
e´tape de l’algorithme RSM). On remarque encore la pre´sence de deux types de points
(rouges et noirs) dans le sous-espace convexe C. Les points noirs sont dans l’espace
admissible C mais ne respectent pas la contrainte ine´galite´ de´ﬁnie par (4.6). Par contre,
les points rouges sont dans la zone admissible C et respectent la contrainte ine´galite´
(4.6). Vu le nombre de points rouges, on peut en de´duire que l’algorithme RSM est plus
eﬃcace que celui de rejet usuel avec un taux d’acceptation de 20.5% contre 3.8%. Dans
ce cas, notre algorithme est a` peu pre`s 6 fois plus rapide que celui du rejet usuel.
Maintenant, on va e´tudier l’inﬂuence de la performance de l’algorithme RSM avec
la dimension. Pour cela on simule une loi normale standard multivarie´e X tronque´e sur
la zone convexe C = [μ−,+∞[d, ou` μ− est choisi de sorte que P(X ∈ C) = 0.01. La
moyenne de la loi normale multivarie´e est a` l’exte´rieur de la zone admissible. C’est le cas
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Table 4.3 – Comparaison entre l’algorithme de rejet usuel et RSM pour des dimensions
plus grandes. La zone d’acceptation est C = [µ−,+∞[d.
Dimension µ− Taux d’acceptation Taux d’acceptation Gain
d me´thode de rejet usuelle (%) RSM (%)
1 2.33 1.0 15.0 15.0
2 1.29 1.0 5.2 5.2
3 0.79 1.0 2.5 2.5
4 0.48 1.0 1.5 1.5
5 0.25 1.0 1.2 1.2
ou` l’algorithme de rejet n’est pas efficace pour simuler une loi multi-normale tronque´e.
Dans ce cas, une adaptation avec l’algorithme de Gibbs est ne´cessaire pour ame´liorer le
taux d’acceptation de l’algorithme de rejet. Par la Table 4.3, on remarque que lorsque
la dimension devient de plus en plus grande, le parame`tre µ− s’approche de l’origine.
Ainsi, le taux d’acceptation de la me´thode propose´e dans ce chapitre converge vers le
taux d’acceptation de la me´thode de rejet usuelle.
4.6 Conclusion
La simulation d’un processus gaussien fini-dimensionnel conside´re´e au Chapitre 3
sous les conditions d’interpolation et les contraintes ine´galite´ est e´quivalente a` simuler
une loi multi-normale tronque´e sur un sous-espace convexe de Rd. Dans le cadre de ce
travail, la me´thode de rejet usuelle est relativement efficace lorsque la moyenne du vecteur
gaussien tombe dans la zone admissible (sous-espace convexe). Dans le cas contraire, un
tel algorithme n’est plus ne´cessairement efficace et, dans ce cas, il est ne´cessaire d’acce´le´rer
la simulation. Pour cela, on a propose´ dans ce chapitre une me´thode de rejet (RSM) qui
nous permet de simuler (en the´orie) une loi multi-normale tronque´e a` n’importe quel
sous-espace convexe de Rd. Cette me´thode n’exige que le calcul du mode de la fonction
densite´ du vecteur gaussien tronque´ au sous-espace convexe.
L’ide´e principale de l’algorithme de rejet est de proposer une fonction de densite´ fa-
cile a` ge´ne´rer et qui soit la plus proche possible de la densite´ qu’on cherche a` simuler.
Dans l’algorithme RSM, la fonction de densite´ propose´e est obtenue en translatant la
moyenne jusqu’au mode et en conservant la meˆme structure de covariance. La constante
optimale de rejet a e´te´ calcule´e explicitement. L’algorithme RSM propose´ dans ce cha-
pitre est facile a` imple´menter. Des illustrations nume´riques pour montrer l’efficacite´ de
l’algorithme propose´ sont incluses. La comparaison avec l’algorithme de rejet usuel a e´te´
faite et les re´sultats nume´riques montrent que l’algorithme du rejet en utilisant le mode
(RSM) est plus efficace que celui de rejet usuel. De plus, le gain contre l’algorithme de
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rejet usuel est remarquable dans le cas ou` la probabilite´ de la zone d’acceptation est de
plus en plus faible. Une comparaison avec la me´thode de Robert (voir [Robert, 1995])
a e´te´ discute´e. Dans ce cas, notre me´thode est plus efficace que celle de Robert lorsque
l’intervalle admissible est large et la probabilite´ de l’intervalle de troncature est faible. La
me´thode propose´e dans ce chapitre a e´te´ applique´e dans le cas ou` la zone d’acceptation
est un sous-espace convexe de Rd, mais le cas non-convexe est envisageable en utilisant
son enveloppe convexe.
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Chapitre 5
Validation croise´e adapte´e aux
contraintes de type ine´galite´ pour
estimer les parame`tres de covariance
d’un processus gaussien
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5.1 Introduction
Dans ce chapitre, l’estimation des parame`tres de covariance est e´tudie´e dans le cadre
de la re´gression par processus gaussien sous contraintes ine´galite´ (cf. Chapitre 3). Les
me´thodes de Validation Croise´e (VC) sont envisage´es. On s’inte´resse au crite`re de l’Er-
reur Quadratique Moyenne (EQM) empirique d’une technique de Leave-One-Out (LOO)
(voir par exemple l’article [Cressie, 1993]). Dans la litte´rature, les techniques utilise´es
ne tiennent pas compte de contraintes ine´galite´ pour l’estimation des parame`tres. Nous
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pre´sentons une me´thode de Validation Croise´e Adapte´e (VCA) a` des contraintes line´aires
de type ine´galite´. L’efficacite´ de l’algorithme propose´ a e´te´ teste´e sur des donne´es re´elles
de suˆrete´ nucle´aire en dimension 2.
Ce chapitre est organise´ de la manie`re suivante : dans la Section 5.2, on rappelle
le mode`le de processus gaussien fini-dimensionnel capable d’inte´grer les conditions d’in-
terpolation et les contraintes ine´galite´ (cf. Chapitre 3). Ensuite, dans la Section 5.4, on
pre´sente la me´thode de validation croise´e pour estimer les hyper-parame`tres de la fonction
de covariance et on propose une technique de validation croise´e adapte´e aux contraintes
ine´galite´. Un crite`re d’erreur quadratique moyenne empirique adapte´ est de´fini. Enfin,
deux exemples nume´riques en dimension 1 et 2 pour e´tudier l’efficacite´ de l’algorithme
propose´ sont inclus.
5.2 Processus gaussien sous contraintes e´galite´ et
ine´galite´
Soit (Y (x))x∈Rd un processus gaussien centre´ de fonction de covariance
K : (u,v) ∈ Rd × Rd −→ K(u,v) = Cov (Y (u), Y (v)) ∈ R.
Dans les exemples nume´riques de ce chapitre, la fonction de covariance gaussienne est
utilise´e :
K(x,x′) = σ2
d∏
k=1
exp
(
−(xk − x
′
k)
2
2θk
)
= σ2Rθ(x− x′), x,x′ ∈ Rd,
ou` Rθ est la fonction de corre´lation, σ
2 est le parame`tre de variance et ou` θ = (θ1, . . . , θd)
sont les parame`tres de porte´e. L’entre´e x est suppose´e dans [0, 1]d ⊂ Rd. Soit C le sous-
espace fonctionnel associe´ aux contraintes ine´galite´. On cherche a` estimer les parame`tres
σ2 et θk sachant :
Y
(
x(i)
)
= yi, i = 1, . . . , n
Y ∈ C,
ou` les points x(i) ∈ [0, 1]d sont donne´s par les lignes de la matriceX = (x(1), . . . ,x(n))⊤ ∈
R
n×d.
5.3 Approximation finie-dimensionnelle
Dans cette section, on rappelle brie`vement le mode`le d’approximation de´crit dans le
Chapitre 3 et quelques notations. L’ide´e principale est de remplacer le processus gaussien
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initial Y par un PG de dimension fini de la forme :
Y N(x) :=
N∑
j=0
ξjφj(x), x ∈ Rd
ou` ξ = (ξ0, . . . , ξN)
⊤ est un vecteur gaussien centre´ de matrice de covariance note´e ΓN
et ou` les fonctions (φj)j, j = 0, . . . , N sont de´terministes. Le choix de ces fonctions et
de ΓN de´pendent du type de contraintes. En ge´ne´ral, les fonctions de base sont choisies
de sorte que l’ensemble des contraintes ine´galite´ sur Y N soit e´quivalent a` un nombre
fini de contraintes line´aires sur les coefficients ξj. Par suite, le proble`me de simulation
du processus conditionnel e´quivaut a` la simulation d’un vecteur gaussien ξ restreint au
sous-espace convexe de´fini par :
N∑
j=0
ξjφj
(
x(i)
)
= yi, i = 1, . . . , n,
ξ ∈ Cξ,
ou` Cξ =
{
c ∈ RN+1 : ∑Nj=0 cjφj ∈ C}.
5.4 Validation croise´e pour estimer les hyper-
parame`tres de la fonction de covariance
Rappelons les deux techniques d’estimation classiques. La premie`re est l’Estimation
par Maximum de Vraisemblance (EMV) et la deuxie`me par Validation Croise´e (VC). Une
comparaison de´taille´e entre ces deux me´thodes (EMV et VC) dans le cas ou` la famille
parame´trique de fonctions de covariance est mal (ou bien) spe´cifie´e, a e´te´ faite dans
[Bachoc, 2013]. Dans le premier cas (mal spe´cifie´), la VC est plus robuste que l’EMV.
Dans le deuxie`me cas, l’influence asymptotique de la re´gularite´ du plan d’expe´riences
sur les estimateurs par MV et VC est e´tudie´e. Les re´sultats montrent la consistance
et la normalite´ asymptotique, pour ces deux estimateurs. Dans la section suivante, on
rappelle la me´thode de validation croise´e utilise´e dans la litte´rature. L’adaptation au cas
de contraintes ine´galite´ est propose´e en Section 5.4.2.
5.4.1 Validation croise´e sans contraintes ine´galite´
La me´thode de validation croise´e est base´e sur les donne´es d’observation et la moyenne
de krigeage comme estimateur. Pour estimer les hyper-parame`tres θ, l’ide´e est de minimi-
ser l’Erreur Quadratique Moyenne (EQM) empirique d’une technique de Leave-One-Out
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(LOO) :
θˆV C = argmin
θ∈Θ
1
n
n∑
i=1
(yi − yˆi,θ(y−i))2, (5.1)
ou` yˆi,θ(y−i) = Eθ (yi | y1, . . . , yi−1, yi+1, . . . , yn). Bachoc dans son article [Bachoc, 2013] a
montre´ que cet estimateur est calculable en minimisant la fonction suivante :
fV C(θ) = y
⊤Γ−1θ diag
(
Γ−1θ
)−2
Γ−1θ y,
ou` Γθ est la matrice de corre´lation
(
Rθ
(
x(i) − x(j)))
1≤i,j≤n et ou` diag
(
Γ−1θ
)
est la matrice
obtenue en fixant a` ze´ro tous les termes en dehors de la diagonale. Le parame`tre de
variance σ2 est estime´ en utilisant le crite`re suivant :
CLOO =
1
n
n∑
i=1
(
yi − yˆi,θˆV C (y−i)
)2
σ2c2
i,−i,θˆV C
, (5.2)
ou` c2
i,−i,θˆV C = Var(yi|y1, . . . , yi−1, yi+1, . . . , yn). Le parame`tre de variance σ
2 est calcule´ de
sorte que le crite`re de´fini dans (5.2) soit e´gal a` 1, voir l’article [Cressie, 1993] :
σˆ2V C =
1
n
n∑
i=1
(
yi − yˆi,θˆV C (y−i)
)2
c2
i,−i,θˆV C
,
ou` θˆV C est calcule´ par l’e´quation (5.1).
5.4.2 Validation croise´e avec contraintes ine´galite´
La me´thodes de VC n’est pas adapte´e aux contraintes de type ine´galite´, car la moyenne
de krigeage usuelle ne respecte pas en ge´ne´ral les contraintes ine´galite´. L’ide´e est d’utiliser
l’estimateur mode (Maximum A Posteriori) qui ve´rifie les conditions d’interpolation et
les contraintes ine´galite´. Cet estimateur (cf. Chapitre 3, Section 3.5) est de la forme
suivante :
MKI(x) =
N∑
j=0
µjφj(x), (5.3)
ou` µ = (µ0, . . . , µN)
⊤ est la solution du proble`me d’optimisation quadratique suivant :
µ = arg min
c∈Iξ∩Cξ
(
1
2
c⊤
(
ΓN
)−1
c
)
.
Le vecteur µ est vu comme le mode du vecteur gaussien ξ restreint a` Iξ ∩ Cξ, ou`
Iξ =
{
ξ ∈ RN+1 : ∑Nj=0 ξjφj (x(i)) = yi}. Un tel estimateur ve´rifie les conditions
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d’interpolation et respecte les contraintes ine´galite´ sur tout le domaine. De plus, il ne
de´pend pas du parame`tre de variance σ2 (comme le vecteur µ).
Pour adapter la me´thode de VC aux contraintes de type ine´galite´, on propose de
remplacer la moyenne de krigeage usuelle par cet estimateur mode dans le crite`re de´fini
par (5.1). Dans ce cas, l’EQM empirique adapte´ aux contraintes s’e´crit :
θˆV CA = argmin
θ∈Θ
1
n
n∑
i=1
(yi −Mi,θ(y−i))2 , (5.4)
ou` Mi,θ (y−i) =MKI (y1, . . . , yi−1, yi+1, . . . , yn; θ) et ou` MKI est de´finie par (5.3). De plus,
le parame`tre de variance est estime´ en utilisant le crite`re suivant :
CLOOA =
1
n
n∑
i=1
(
yi −Mi,θˆV CA(y−i)
)2
σ2cˆ2
i,−i,θˆV CA
, (5.5)
ou` cˆ2
i,−i,θˆV CA est cette fois la variance de krigeage sous contraintes sans tenir compte de la
ie`me observation. En pratique, elle est calcule´e par simulation. Le parame`tre de variance
est calcule´ tel que le crite`re de´fini dans l’e´quation (5.5) soit e´gal a` 1 :
σˆ2V CA =
1
n
n∑
i=1
(
yi −Mi,θˆV CA(y−i)
)2
cˆ2
i,−i,θˆV CA
,
ou` θˆV CA est calcule´ par l’e´quation (5.4).
5.4.3 E´tude sur un exemple analytique
Le but de cette section est d’e´tudier l’estimation des hyper-parame`tres de la fonction
de covariance en utilisant une fonction analytique et de montrer que la me´thode de
validation croise´e adapte´e aux contraintes (cf. Section 5.4.2) est plus efficace que les
me´thodes de VC et de MV usuelles. On compare les me´thodes en calculant le crite`re
de l’EQM empirique. Pour cela, on conside`re la fonction analytique f(x) = −1
100×(x+0.1)3 .
C’est une fonction croissante sur [0, 1] et on la suppose connue en n = 9 points (points
en noir sur la Figure 26).
La Figure 27 montre l’estimateur mode sans tenir compte de l’une des observations.
Sur la Figure 27a, la courbe rouge repre´sente l’estimateur mode sans tenir compte de la
premie`re observation (a` l’origine). La valeur de cette courbe a` l’origine repre´sente la valeur
de la fonctionMi,θ(y−i), ou` i = 1 qui est de´finie dans l’e´quation (5.4). Sur la Figure 27b, le
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Figure 26 – n = 9 points d’e´valuation d’une fonction analytique.
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Figure 27 – L’estimateur mode sans tenir compte de la premie`re observation (Figure 27a)
et sans l’avant-dernie`re (Figure 27b). Le mode est monotone sur tout le domaine et
interpole les autres points d’observation.
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mode est illustre´ sans tenir compte de l’avant-dernie`re observation. Remarquons que dans
ces deux figures le mode reste monotone sur le domaine entier. Pour estimer le parame`tre
θ par la me´thode de validation croise´e adapte´e aux contraintes, il suffit de minimiser la
fonction suivante :
1
n
n∑
i=1
(yi −Mi,θ(y−i))2 , (5.6)
qui ne de´pend pas du parame`tre de variance σ2.
Sur la Figure 28, on trace l’EQM empirique qu’on cherche a` optimiser et de´finie par
l’e´quation (5.6). En utilisant le package DiceKriging [Roustant et al., 2012], on trouve
que θˆV C = 0.06 par la me´thode de validation croise´e usuelle et θˆMV = 0.11 par maximum
de vraisemblance. La valeur de l’EQM empirique vaut 8.60 et 5.22 pour θˆV C et θˆML
respectivement. Maintenant, si l’on optimise cette fonction, on trouve que la valeur
optimale est 2.44, atteinte au point θˆV CA = 0.75. La droite horizontale en tirets rouges
repre´sente cette valeur optimale (voir Figure 28). Si l’on calcule la valeur de l’EQM
empirique par LOO (5.1) (sans tenir compte des contraintes) au point θˆV C = 0.06, on
obtient la valeur 2.62 plus grande que la valeur 2.44 obtenu par VC adapte´e.
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EQM par LOO adapté = 2.44
Figure 28 – L’EQM empirique par LOO adapte´ qui est de´finie dans l’e´quation (5.6)
(courbe noire) et la valeur optimale de cette fonction qui vaut 2.44 au point θˆV CA = 0.75.
Sur la Figure 29, on trace la diffe´rence en valeur absolue entre l’estimateur mode et la
vraie fonction. La courbe en bleue (resp. en rouge) repre´sente cette diffe´rence en utilisant
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Figure 29 – La fonction |f(x)−MKI(x, θ)| en utilisant le parame`tre θ qui est estime´ par
les me´thodes suivantes : Maximum de Vraisemblance (courbe en bleue), VC non adapte´e
(courbe en rouge) et VC adapte´e aux contraintes (courbe en vert).
le parame`tre de porte´e θ estime´ par la me´thode de Maximum de Vraisemblance (resp. VC
sans tenir compte de la monotonie). La courbe en vert correspond au cas ou` le parame`tre
θ est estime´ par la me´thode de VC adapte´e aux contraintes. La premie`re remarque est
que le maximum de l’erreur est plus faible pour la VC adapte´e. Pour un crite`re inte´gral,
on obtient :
∫ 1
0
|f(x)−MKI(x, θ)|dx =


2.14× 10−2 pour θ = θˆMV ,
1.72× 10−2 pour θ = θˆV C ,
1.71× 10−2 pour θ = θˆV CA,
ce qui est en faveur d’une technique de validation croise´e adapte´e.
5.4.4 Application re´elle de suˆrete´ nucle´aire
On e´tudie la re´activite´ neutronique d’une sphe`re d’uranium, mode´lisant l’expe´rience
Godiva, re´alise´e dans les anne´es 50 au laboratoire de Los Alamos au Nouveau-Mexique
(https://en.wikipedia.org/wiki/Godiva_device). Physiquement, le comportement
de la re´activite´ neutronique de la sphe`re est ne´cessairement croissant selon les deux
parame`tres conside´re´s : le rayon (entre 0 e 20 cm) et la densite´ massique (entre 10 et 20
g/cm3) de l’uranium.
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Le but de cette section est d’e´tudier la performance du mode comme estimateur
et de le comparer avec la moyenne de krigeage usuelle. Pour cela, on conside`re des
donne´es re´elles (voir Figure 30a). Ces observations (n = 121) sont re´alise´es sur le carre´
[10, 20] × [0, 20] et respectent les contraintes de monotonie (croissante) par rapport aux
deux variables. Sur la Figure 30b, on repre´sente l’estimateur mode. Si l’on calcule la
moyenne de krigeage usuelle, on a la meˆme fonction a` cause du nombre important de
donne´es. L’ide´e est d’utiliser ces donne´es pour tester la performance du mode comme
estimateur. Pour cela, on estime les hyper-parame`tres de la fonction de covariance en
utilisant la VC adapte´e aux contraintes de´crite dans Section 5.4.2 avec un nombre plus
restreint d’observations.
(a) (b)
Figure 30 – Les observations en dimension 2 (Figure 30a). La fonction mode (Figure 30b)
sous les conditions d’interpolation et les contraintes de monotonie.
Sur la Figure 31, on choisit n = 5 points d’observation et on utilise le noyau gaussien
bi-varie´ suivant :
K((x1, x2), (x
′
1, x
′
2)) = exp
(
−(x1 − x
′
1)
2
2θ21
− (x2 − x
′
2)
2
2θ22
)
,
ou` (θ1, θ2) sont les deux parame`tres de porte´e. Sur la Figure 31a, on trace la moyenne de
krigeage usuelle avec les parame`tres de porte´e θˆV C = (θˆ1, θˆ2) = (9.05, 9.10) estime´s par
VC non adapte´e. Les contraintes de monotonie (croissante) ne sont pas respecte´es sur le
domaine contrairement a` la Figure 31b, ou` la fonction mode est repre´sente´e en utilisant
les parame`tres de porte´e θˆ = (25.17, 10.57) estime´s par VC adapte´e aux contraintes. Sur
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la Figure 32, on compare les valeurs estime´es aux vraies valeurs (connues en 121−5 = 116
points test) en utilisant respectivement la moyenne de krigeage usuelle (Figure 32a) et le
mode (Figure 32b). Il est clair que le mode domine la moyenne de krigeage usuelle comme
estimateur. De manie`re plus pre´cise, conside´rons le crite`re Q2 de variance explique´e sui-
vant :
Q2 = 1−
∑
i(yi − yˆ−i)2∑
i(yi − y¯)2
.
Il vaut 0.98 pour la me´thode utilisant le mode comme estimateur (yˆi) et vaut 0.69 pour
celle utilisant la moyenne de krigeage usuelle.
(a) (b)
Figure 31 – La moyenne de krigeage usuelle en utilisant le noyau gaussien bi-varie´ et
les parame`tres de porte´e θˆV C = (θˆ1, θˆ2) = (9.05, 9.10) estime´s par VC (Figure 31a). Le
mode en utilisant le noyau gaussien et les parame`tres θˆ = (25.17, 10.57) estime´s par VC
adapte´e aux contraintes (Figure 31b).
5.5 Conclusion
Dans ce chapitre, on a propose´ une technique de validation croise´e pour estimer les
hyper-parame`tres d’un mode`le de re´gression par processus gaussien qui soit adapte´e au
cas de contraintes ine´galite´. Un crite`re d’erreur quadratique moyenne empirique adapte´
aux contraintes est propose´. Sur un exemple nume´rique en dimension 1, on montre que
la me´thode de validation croise´e adapte´e est plus efficace que la me´thode de VC non
adapte´e et le maximum de vraisemblance. Cette me´thode a aussi e´te´ e´tudie´e en utilisant
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Figure 32 – Les valeurs estime´es contre les vraies valeurs en utilisant la moyenne de
krigeage usuelle comme estimateur (Figure 32a) et le mode (Figure 32b).
des donne´es re´elles de suˆrete´ nucle´aire en dimension 2. Les re´sultats montrent son efficacite´
en liaison avec l’estimateur mode propose´ pour estimer la vraie fonction.
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Chapitre 6
Interpolation optimale dans les
RKHS sous contraintes line´aires de
type ine´galite´
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6.1. INTRODUCTION
6.1 Introduction
Dans ce chapitre, le proble`me d’interpolation optimale dans les RKHS sous contraintes
de type ine´galite´ est conside´re´ (voir l’approche de´terministe du Chapitre 2). On e´tudie
la convergence du sche´ma d’approximation correspondant en re´alite´ au mode`le d’ap-
proximation de l’approche probabiliste (voir Chapitre 7). On montre que la solution
d’un tel proble`me converge uniforme´ment vers la spline d’interpolation contrainte solu-
tion du proble`me d’optimisation dans le RKHS. L’algorithme correspondant est facile a`
imple´menter. Quelques exemples nume´riques avec des contraintes de borne et de monoto-
nie sont illustre´s. Une comparaison avec les splines cubiques monotones 1 a e´te´ e´galement
re´alise´e en terme de minimisation de l’e´nergie line´aire.
6.2 Position du proble`me
Soit X un ensemble non vide de Rd (d ≥ 1) et E = C0(X) l’espace des fonctions
continues sur X. On se donne n observations
(
x(i), yi
)
, i = 1, . . . , n ou` les x(i) sont des
points distincts de X. On de´finie I l’espace des fonctions interpolantes :
I :=
{
f ∈ E, f (x(i)) = yi, i = 1, . . . , n} .
Soit C un sous-espace convexe ferme´ de E. On conside`re le proble`me d’optimisation
suivant :
min
h
{‖h‖2H , h ∈ H ∩ C ∩ I}, (P )
ou` H est un sous-espace hilbertien de E (voir Chapitre 2, Section 2.3). Dans ce cas,
H ∩ C ∩ I est un sous-espace convexe ferme´ de H 2. Le noyau reproduisant (n.r.) K de
H est une fonction continue syme´trique de type positif (voir Chapitre 2) :
K : (x,y) ∈ Rd × Rd −→ K(x,y) := (K(.,y), K(.,x))H ∈ R.
Le choix de diffe´rents noyaux conduit a` diffe´rents crite`res de re´gularisation pour le
proble`me d’interpolation. Par la proprie´te´ de reproduction (voir Chapitre 2, Section 2.2),
les conditions d’interpolation s’e´crivent :
∀h ∈ H ∩ I, h (x(i)) = (h,K (., x(i)))
H
= yi, i = 1, . . . , n. (6.1)
1. Ce sont les fonctions qui minimisent le crite`re d’e´nergie line´aire ou l’inte´grale de la de´rive´e seconde
carre´ :
∫
f ′′(x)2dx.
2. L’application identite´ id : H −→ E est une fonction continue et H ∩ C = id−1(C).
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En pratique, l’espace convexe C est de´fini par une infinite´ de contraintes line´aires de
type ine´galite´. Par exemple en dimension 1, la monotonie est assure´e par la positivite´
de la de´rive´e sur tout le domaine. Le proble`me d’optimisation sans tenir compte des
contraintes ine´galite´ (cas ou` C = E)
min
h
{‖h‖2H , h ∈ H ∩ I} , (Q)
a e´te´ re´solu depuis longtemps (voir par exemple [Kimeldorf and Wahba, 1971]). Dans
le cas ou` H ∩ I 6= ∅, le proble`me (Q) admet une solution unique. Soit I l’ope´rateur
d’interpolation de H dans Rn de´fini par :
I(h) := (h (x(1)) , . . . , h (x(n))) .
Par l’e´quation (6.1), I est un ope´rateur line´aire d’image contenue dans Rn. Pour tout
y ∈ Rn, hˇ = I†(y) est la solution unique de (Q), ou` I† est l’inverse ge´ne´ralise´ ou l’inverse
Moore-Penrose de I (voir [Nair, 2009]). Si la matrice K = (K (x(i), x(j)))
1≤i,j≤n est inver-
sible, hˇ = I†(y) peut s’e´crire (voir Chapitre 2, Corollaire 1 ou Chapitre 6, Proposition 5) :
hˇ(x) = k(x)⊤K−1y, (6.2)
ou` k(x) =
(
K
(
x, x(1)
)
, . . . , K
(
x, x(n)
))⊤
et ou` y = (y1, . . . , yn)
⊤.
Dans certaines applications en science ou inge´nierie, la fonction a` interpoler ve´rifie cer-
taines contraintes de type ine´galite´ (e.g. les contraintes de monotonie, de convexite´, etc).
Ces contraintes correspondent a` l’espace convexe C. En ge´ne´ral, la solution obtenue par
un principe d’optimisation sous conditions d’interpolation et contraintes ine´galite´ porte
le nom de ‘spline d’interpolation sous contraintes’ (voir [Andersson and Elfving, 1991] et
[Utreras, 1982]). Le point de de´part est la caracte´risation de la solution du proble`me (P )
comme projection orthogonale sur l’espace convexe C d’une certaine combinaison line´aire
finie (avec des coefficients inconnus) des fonctions K
(
., x(i)
)
, i = 1, . . . , n. Les coefficients
sont de´finis par les conditions d’interpolation mais cela conduit a` un syste`me d’e´quations
non line´aires. De manie`re plus pre´cise, si
◦
Ĥ ∩ C ∩ I−1({y}) 6= ∅, alors le proble`me (P )
admet une solution unique de la forme :
hˆ = PC (I∗(α)) = PC
(
n∑
i=1
αiK
(
., x(i)
))
,
ou` α = (α1, . . . , αn)
⊤ est un vecteur de Rn, I∗ est l’ope´rateur adjoint de I et ou` PC
est la projection orthogonale sur l’espace convexe C (voir [Micchelli and Utreras, 1988],
The´ore`me 3.2, pp. 739). Inversement, si pour un vecteur arbitraire α, hˆ =
PC
(∑
i αiK
(
., x(i)
))
satisfait la condition I(hˆ) = y, alors hˆ est la solution du proble`me
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(P ) (voir [Andersson and Elfving, 1991], The´ore`me 2.1, pp. 304). Sous des hypothe`ses
particulie`res (voir [Micchelli and Utreras, 1988]), si αˆ est la solution du proble`me dual
suivant
min
α
{
1
2
‖PC(I∗(α))‖2H − (α,y), α ∈ Rn
}
,
alors hˆ = PC (I∗(αˆ)) est la solution du proble`me (P ). Dans le cas ge´ne´ral (voir
[Micchelli and Utreras, 1988], The´ore`me 3.2), αˆ est la solution du proble`me dual suivant :
min
α
{
1
2
‖I∗(α)‖2H −
1
2
‖I∗(α)− PC(I∗(α))‖2H − (α,y), α ∈ Rn
}
.
Ce dernier proble`me n’est pas facile a` re´soudre. Comme Andersson et Elfving le sou-
lignent dans leur papier [Andersson and Elfving, 1991], la difficulte´ est lie´e au calcul de la
projection orthogonale PC . L’ope´rateur de projection PC pour certains cas de contraintes
a e´te´ e´tudie´. Laurent (voir l’article [Laurent, 1980]) propose un algorithme pour re´soudre
ce type de proble`me d’optimisation. Cet algorithme a e´te´ applique´ par Utreras et Va-
ras dans [Utreras and Varas, 1991] pour le calcul d’une spline plaque mince monotone
(K-Monotone Thin Plate Spline). L’algorithme est base´ sur le principe des ite´rations en
utilisant le the´ore`me de Kuhn et Tucker. De nouveau, le couˆt de calcul de l’algorithme
dual est encore e´leve´ [Utreras and Varas, 1991].
Dans ce chapitre, on propose une me´thode d’approximation pour re´soudre le proble`me
(P ). Elle est destine´e a` surmonter le proble`me de couˆt calculatoire et a` faciliter
l’imple´mentation. Pour cela, on de´finit un proble`me d’optimisation discre´tise´ (PN) dans
un espace de dimension fini HN sous les meˆmes conditions d’interpolation et contraintes
ine´galite´ :
min
h
{‖h‖2HN , h ∈ HN ∩ C ∩ I} . (PN)
Sous certaines hypothe`ses naturelles, on de´montre que les deux proble`mes d’opti-
misation (P ) et (PN) admettent une solution unique et que la solution du proble`me
d’optimisation discre´tise´ (PN) converge uniforme´ment vers la solution du proble`me (P ).
Ce chapitre est organise´ de la manie`re suivante : dans la Section 6.3, on de´crit le
proble`me d’optimisation discre´tise´ pour approcher le proble`me initial (P ) et on e´tudie les
proprie´te´s de convergence. Dans la Section 6.4, des exemples nume´riques sous contraintes
de type ine´galite´ (comme les contraintes de borne et de monotonie) en dimension 1 et
2 sont donne´es. L’algorithme a e´te´ applique´ e´galement au cas de splines classiques sous
contraintes ine´galite´. Une comparaison avec des algorithmes existants pour le calcul de
splines cubiques monotones a e´te´ faite dans la Section 6.5.
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6.3 Proble`me d’optimisation discre´tise´
On conside`re le proble`me d’optimisation convexe de dimension infinie suivant
min{J(h), h ∈ H ∩ C}, (O)
ou` J est un crite`re re´el de´fini sur l’espace de Hilbert H et ou` C est un ensemble convexe
ferme´ de H.
Par analogie avec la me´thode des e´le´ments finis (voir la me´thode de Ritz-Galerkin
[Gander and Wanner, 2012]), le proble`me d’optimisation discre´tise´ s’e´crit sous la forme :
min{J(ρNhN), hN ∈ HN ∩ CN}, (ON)
ou` HN = πN(H) est un espace de dimension finie, πN est un ope´rateur line´aire
de H dans HN (projection), ρN est un ope´rateur d’extension de HN dans H et ou`
CN := {hN ∈ HN tel que ρN(hN) ∈ C} (voir [Cherruault, 1968] et [Loridan, 1971]). Si
πN(C) ⊂ CN et sous quelques proprie´te´s de stabilite´ et de consistance sur πN et ρN , on
peut de´montrer que J(uN) −→ J(u) et uN ⇀ u faiblement dans H, ou` u est la solution
(unique) de (O) et ou` uN la solution de (ON).
L’approche ici est diffe´rente, on ne discre´tise pas l’espace des contraintes mais on
discre´tise le crite`re :
min{JN(hN), hN ∈ HN ∩ C}.
Cependant, l’analyse de ce proble`me d’optimisation discre´tise´ nous conduit a` conside´rer
un triplet (HN , πN , ρN), ou` πN un ope´rateur line´aire de E dans HN ⊂ E et ρN un
ope´rateur de HN dans H. Dans cette section, on se place dans l’espace de Banach C0(X) 3,
ou` X est un compact de Rd. Soient hˆ et hˆN les solutions des proble`mes (P ) et (PN)
respectivement. Dans la suite, on de´montre que
hˆN −→
N→+∞
hˆ dans l’espace E.
6.3.1 Le sous-espace d’approximation HN et les ope´rateurs πN
et ρN
Pour simplifier la pre´sentation, on suppose que le compact X est l’intervalle unite´
[0, 1]. Soit ∆N , N ≥ 1 une subdivision de [0, 1] telle que :
∆N : 0 = tN,0 < tN,1 < . . . < tN,N = 1, ∆N ⊂ ∆N+1,
3. C0 de´signe l’espace des fonctions continues sur X muni de la topologie uniforme.
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et δN = max {|tN,i+1 − tN,i|, i = 0, . . . , N − 1} −→
N→+∞
0. Pour tout N , on de´finit le sous-
espace d’approximation HN de E = C0(X) comme l’espace des fonctions continues affines
par morceaux associe´es a` la subdivision ∆N . La base canonique de HN est forme´e des
fonctions chapeau [φN,0, . . . , φN,N ] :
j = 1, . . . , N − 1 φN,j(t) :=


t−tN,j−1
tN,j−tN,j−1 , t ∈ [tN,j−1, tN,j],
tN,j+1−t
tN,j+1−tN,j , t ∈ [tN,j, tN,j+1],
0 sinon.
(6.3)
φN,0(t) :=


tN,1−t
tN,1−tN,0 , t ∈ [tN,0, tN,1],
0 sinon,
φN,N(t) :=


t−tN,N−1
tN,N−tN,N−1 , t ∈ [tN,N−1, tN,N ],
0 sinon.
On cherche a` de´finir les ope´rateurs πN : E −→ HN , ρN : HN −→ H et une norme
hilbertienne ‖.‖HN sur HN tels que πN et ρN soient stables, i.e.
∀h ∈ H, ‖πN(h)‖HN ≤ ‖h‖H ,
∀hN ∈ HN , ‖ρN(hN)‖H ≤ ‖hN‖HN ,
avec de plus πN et ρN consistants, i.e.
∀h ∈ H, ρN ◦ πN(h) −→
N→+∞
h dans H.
Proposition 4. Soit πN l’ope´rateur de E dans HN de´fini par :
∀f ∈ E, πN(f) =
N∑
j=0
f(tN,j)φN,j.
Alors, πN ◦ πN = πN et
πN(f) −→
N→+∞
f dans E.
Preuve. Voir la preuve de la deuxie`me proprie´te´ de la Proposition 1.
Remarque 5. Supposons J(h) = ‖h‖2H dans (O). Si ‖ρNhN‖H = ‖hN‖HN , le proble`me
(ON) est un proble`me de projection sur un convexe en dimension finie. On va construire
l’ope´rateur ρN et la norme associe´e a` l’espace HN de manie`re a` satisfaire cette dernie`re
e´galite´.
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On conside`re l’ope´rateur d’interpolation IN : H −→ RN+1 de´fini par
IN(h) := (h(tN,0), . . . , h(tN,N)) .
Par la proprie´te´ de reproduction, on a
IN(h) =
(
(h,K(., tN,0))H , . . . , (h,K(., tN,N))H
)
. (6.4)
Par suite, IN est un ope´rateur borne´ et pour tout y ∈ RN+1, le proble`me d’optimisation
suivant :
min
h∈H
{‖h‖2H , h(tN,j) = yj, j = 0, . . . , N} ,
admet une solution unique h˜ = I†N(y). On de´finit l’ope´rateur ρN : HN −→ H de la
manie`re suivante :
∀hN ∈ HN , ρN(hN) := I†N(chN ),
ou` chN := (hN (tN,0) , . . . , hN (tN,N))
⊤.
On suppose dans la suite que la matrice ΓN := (K(tN,i, tN,j))0≤i,j≤N est inversible
pour tout N .
Proposition 5. Pour tout hN ∈ HN , on a
ρN(hN) = k(.)
⊤ (ΓN)−1 chN , (6.5)
ou` k(.) = (K(., tN,0), . . . , K(., tN,N))
⊤. De plus,
‖ρN(hN)‖2H = c⊤hN
(
ΓN
)−1
chN . (6.6)
Preuve. Par de´finition, on a ρN(hN) ∈ Ker(IN)⊥. Par l’e´quation (6.4), on a
Ker(IN)⊥ = Vect {K(., tN,0), . . . , K(., tN,N)} .
Ainsi, on peut e´crire :
ρN(hN) =
N∑
j=0
αjK(., tN,j). (6.7)
Comme ρN(hN)(tN,i) = hN(tN,i) pour i = 0, . . . , N , on a α := (α0, . . . , αN)
⊤ =(
ΓN
)−1
chN , ce qui nous conduit a` l’e´quation (6.5). En utilisant l’e´quation (6.7), on obtient
‖ρN(hN)‖2H = (ρN(hN), ρN(hN))H =
N∑
i=0
N∑
j=0
αiαj (K(., tN,i)K(., tN,j))H .
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De (K(., tN,i), K(., tN,j))H = K(tN,i, tN,j), on en de´duit
‖ρN(hN)‖2H =
N∑
i=0
N∑
j=0
αjαiK(tN,i, tN,j) = α
⊤ΓNα,
avec α =
(
ΓN
)−1
chN , ce qui termine la preuve de la proposition.
Avec la Proposition 5, on est en mesure de construire le produit scalaire dans HN tel
que ‖ρN(hN)‖H = ‖hN‖HN .
The´ore`me 8. Soit le produit scalaire suivant sur HN :
(f, g)HN := c
⊤
f
(
ΓN
)−1
cg, (6.8)
avec cf := (f(tN,0), . . . , f(tN,N))
⊤ et cg := (g(tN,0), . . . , g(tN,N))
⊤. Alors, l’espace HN est
un RKHS de dimension finie et de noyau reproduisant KN donne´ par
∀ x, x′ ∈ [0, 1], KN(x, x′) =
N∑
i,j=0
K(tN,i, tN,j)φN,i(x)φN,j(x
′).
Preuve. Il est clair que HN est un espace de Hilbert de dimension finie. Soit x dans X.
Conside´rons la fonction KN de´finie dans le The´ore`me 8 :
KN(., x) =
N∑
j=0
λj,xφN,j ∈ HN , (6.9)
ou` λj,x =
N∑
k=0
K (tN,j, tN,k)φN,k(x) =
(
ΓNφ(x)
)
j
, avec φ(x) := (φN,0(x), . . . , φN,N(x))
⊤.
Soit h :=
N∑
i=0
αiφN,i ∈ HN . En utilisant l’e´quation (6.8), on obtient
(h,KN(., x))HN = α
⊤ (ΓN)−1 (ΓNφ(x)) = α⊤φ(x) = h(x),
ce qui est la proprie´te´ de reproduction.
Proposition 6. L’ope´rateur ρN est stable. Mieux, ρN est une isome´trie de HN dans H,
i.e. :
∀hN ∈ HN , ‖ρN(hN)‖2H = ‖hN‖2HN .
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De plus,
∀x ∈ X, ρN(KN(., x)) =
N∑
j=0
φN,j(x)K(., tN,j). (6.10)
Preuve. Soit hN un e´le´ment de HN , alors hN = c
⊤
hN
φ(x). Par de´finition du produit
scalaire dans HN , on a
‖hN‖2HN = (hN , hN)HN = c⊤hN
(
ΓN
)−1
chN .
En utilisant l’e´quation (6.6), on obtient ‖ρN(hN)‖2H = ‖hN‖2HN . Comme cKN (.,x) = ΓNφ(x)
(voir l’e´quation (6.9)), on obtient la relation (6.10) par l’e´quation (6.5).
Proposition 7. Pour tout f dans E,
‖πN(f)‖2HN = c⊤f
(
ΓN
)−1
cf ,
avec cf = (f(tN,0), . . . , f(tN,N))
⊤. De plus, πN est stable, i.e.
∀h ∈ H, ‖πN(h)‖HN ≤ ‖h‖H .
Preuve. L’e´galite´ re´sulte de la de´finition de la norme ‖.‖HN (cf. The´ore`me 8). Pour
e´tablir l’ine´galite´, on conside`re la de´composition orthogonale dans H : H = HN0
⊥⊕ HN1
avec
HN0 = {h ∈ H : h(tN,j) = 0, j = 0, . . . , N} ,
HN1 = Vect {K(., tN,j), j = 0, . . . , N} .
Pour tout h ∈ H, il existe h0 ∈ HN0 et h1 ∈ HN1 tels que h = h0 + h1. On a (cf. the´ore`me
de Pythagore) :
‖h1‖2H ≤ ‖h‖2H .
Comme h1 ∈ HN1 , on e´crit : h1(.) =
∑N
j=0 αjK(., tN,j). Par la proprie´te´ de reproduction
(K(., tN,j), K(., tN,i))H = K(tN,i, tN,j), on obtient
‖h1‖2H = (h1, h1)H =
N∑
i,j=0
αiαjK(tN,i, tN,j) = α
⊤ΓNα.
De h1(tN,i) =
∑N
j=0 αjK(tN,i, tN,j) pour tout i = 0, . . . , N , on de´duit α =
(
ΓN
)−1
ch1 et
‖h1‖2H = c⊤h1
(
ΓN
)−1
ΓN
(
ΓN
)−1
ch1 = c
⊤
h1
(
ΓN
)−1
ch1 .
Or, h0 ∈ HN0 , ch1 = ch, d’ou` ‖h1‖2H = c⊤h
(
ΓN
)−1
ch = ‖πN(h)‖2HN , ce qui termine la
preuve de la proposition.
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Proposition 8. Soit QN la projection orthogonale de H sur (H
N
0 )
⊥ = HN1 . Pour tout
h ∈ H, on a
ρN ◦ πN(h) = QN(h).
De plus, (HN , πN , ρN) est consistant, i.e.
ρN(πN(h)) −→
N→+∞
h dans H.
Preuve. Avec la preuve de la Proposition 7, on a obtenu QN(h) = k(.)
⊤ (ΓN)−1 ch. Par
ailleurs, on sait que ρN(πN(h)) = k(.)
(
ΓN
)−1
ch par la Proposition 5. Donc, ρN ◦ πN est
bien la projection orthogonale de H dans HN1 . Pour comple´ter la preuve de la proposition,
il suffit de montrer que le sous-espace
⋃
N H
N
1 est dense dans H. Soit h un e´le´ment dans(⋃
N H
N
1
)⊥
. Par la proprie´te´ de reproduction, on a h(tN,i) = 0, pour tout N ≥ 1 et
i = 0, . . . , N . Par continuite´ de la fonction h, on a h = 0 et donc
(⋃
N H
N
1
)⊥
= {0}.
6.3.2 Existence et unicite´ de la solution du proble`me (PN)
On rappelle les deux proble`mes (P ) et (PN) qui sont de´finis respectivement par :
min{‖h‖2H , h ∈ H ∩ C ∩ I} et min
{‖h‖2HN , h ∈ HN ∩ C ∩ I} .
Hypothe`ses.
(H1)
◦
Ĥ ∩ C ∩ I 6= ∅
(H2) ∀N, πN(C) ⊂ C
Par la premie`re hypothe`se, l’espace convexe ferme´ H ∩C ∩ I est non vide, et le proble`me
(P ) admet une solution unique, note´e hˆ.
Maintenant, si g ∈
◦
Ĥ ∩ C ∩ I 6= ∅, on peut construire une suite (gN)N≥1 dans H telle
que limN→+∞ gN = g dans H et πN(gN) ∈ I. En utilisant l’hypothe`se (H2), ce re´sultat
prouve que πN(gN) appartient a` HN ∩ C ∩ I pour N assez grand. Par suite, le proble`me
(PN) admet a` son tour une solution unique, note´e hˆN .
On construit maintenant la suite (gN)N≥1 associe´e a` g ∈
◦
Ĥ ∩ C ∩ I. Si x(k) est un
point d’observation, on de´finit [aN,k, bN,k] le plus petit intervalle de ∆N qui contienne
x(k) : x(k) = λN,kaN,k + (1− λN,k)bN,k, ou` λN,k ∈ [0, 1]. Soit
FN := {h ∈ H : λN,kh(aN,k) + (1− λN,k)h(bN,k) = yk, k = 1, . . . , n} ,
Hassan Maatouk 120 Mines de St-E´tienne
CHAPITRE 6. INTERPOLATION OPTIMALE DANS LES RKHS SOUS
CONTRAINTES LINE´AIRES DE TYPE INE´GALITE´
et le proble`me d’optimisation :
min
h∈FN
‖h− g‖2H . (RN)
Par le the´ore`me classique de projection, le proble`me (RN) admet une solution unique
note´e gN .
Figure 33 – La fonction πN(gN) dans la voisinage du point d’observation x
(k).
La Figure 33 montre la projection πN(gN) (courbe en tiret noir) de la solution du
proble`me (RN). Remarquer que la fonction πN(g) (courbe en rouge) ne respecte pas la
condition d’interpolation, au point x(k).
Lemme 2. Si g ∈ H ∩ I, alors gN −→
N→+∞
g dans H.
Preuve. On de´ﬁnit les deux espaces GN0 et G
N
1 respectivement par :
GN0 := {h ∈ H : λN,kh(aN,k) + (1− λN,k)h(bN,k) = 0, k = 1, . . . , n} ,
GN1 := Vect {λN,kK(., aN,k) + (1− λN,k)K(., bN,k), k = 1, . . . , n} .
Soit un e´le´ment arbitraire f dans FN ( = ∅), on a FN = f +GN0 et gN = f +PGN0 (g− f),
ou` PGN0 est le projecteur orthogonal sur G
N
0 . Ainsi, g − gN = g − f − PGN0 (g − f) ∈
(GN0 )
⊥ = GN1 , et il existe β
N = (βN1 , . . . , β
N
n )
 dans Rn tel que
g − gN =
n∑
k=1
βNk 
N
k , (6.11)
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ou` ǫNk := λN,kK(., aN,k) + (1 − λN,k)K(., bN,k). Le vecteur βN est solution du syste`me
line´aire suivant
ANβN = bN , (6.12)
ou` ANk,l :=
(
ǫNk , ǫ
N
l
)
H
et ou` bN := (bN1 , . . . , b
N
n )
⊤ avec bNk := λN,kg(aN,k)+(1−λN,k)g(bN,k)−
yk. Maintenant, chaque produit scalaire(
ǫNk , ǫ
N
l
)
H
= (λN,kK(., aN,k) + (1− λN,k)K(., bN,k), λN,lK(., aN,l) + (1− λN,l)K(., bN,l))H
converge vers
(
K
(
., x(k)
)
, K
(
., x(l)
))
H
= K
(
x(k), x(l)
)
par continuite´ de K(., .). D’autre
part, le vecteur a` droite de l’e´quation (6.12) converge vers ze´ro par continuite´ de la
fonction g. Comme la matrice
((
K(., x(k)), K(., x(l))
)
H
)
1≤k,l≤n est inversible, le Lemme 2
est une conse´quence des e´quations (6.11) et (6.12).
The´ore`me 9. Sous les deux hypothe`ses (H1) et (H2), le proble`me d’optimisation
discre´tise´ (PN) admet une solution unique hˆN (pour N suffisamment grand).
Preuve. Pour N assez grand, HN ∩ C ∩ I est un ensemble convexe non vide de HN .
6.3.3 Analyse de la convergence
On commence par quelques lemmes techniques utilise´s pour prouver la convergence
de la suite (hˆN)N vers hˆ dans l’espace E = C0(X).
Lemme 3. Soit h1 ∈ H ∩ C ∩ I et h0 ∈
◦
Ĥ ∩ C ∩ I. On pose ht := (1− t)h0 + th1 ∈ H,
pour tout t ∈ [0, 1]. Alors
1. ht converge vers h1 lorsque t tend vers 1.
2. ∀t < 1, ht ∈
◦
Ĥ ∩ C ∩ I.
Preuve. La premie`re proprie´te´ est ve´rifie´e par construction. Ensuite, comme h0 ∈◦
Ĥ ∩ C, il existe r > 0 tel que la boule ouverte B(h0, r) soit contenue dans H ∩ C.
Pour tout t ∈ [0, 1], on de´finit φt comme suit :
φt : h ∈ H −→ (1− t)h+ th1.
On a φt(H ∩ C) ⊂ H ∩ C et φt(B(h0, r)) = B(ht, (1 − t)r) ⊂ H ∩ C. Donc ht ∈
◦
Ĥ ∩ C.
Clairement, ht ∈ I (car h0 ∈ I et h1 ∈ I), ce qui termine la preuve du lemme.
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Lemme 4. Soit ǫ > 0 arbitrairement petit. Il existe g ∈
◦
Ĥ ∩ C∩I tel que ‖g‖H ≤ ‖hˆ‖H+ǫ,
ou` hˆ est la solution du proble`me (P ).
Preuve. Par l’hypothe`se (H1), il existe g ∈
◦
Ĥ ∩ C ∩ I. En utilisant le Lemme 3 avec
h0 = g et h1 = hˆ ∈ H ∩C ∩ I, on peut choisir t tel que ht ∈
◦
Ĥ ∩ C ∩ I et ‖ht− hˆ‖H ≤ ǫ.
A fortiori, ‖ht‖H ≤ ‖hˆ‖H + ǫ et g = ht convient.
Lemme 5. Soit ǫ > 0. Pour N assez grand, on a
‖hˆN‖HN ≤ ‖hˆ‖H + 2ǫ.
Preuve. Soit g ∈
◦
Ĥ ∩ C ∩ I telle que ‖g‖H ≤ ‖hˆ‖H + ǫ (voir Lemme 4). Soit gN la
solution du proble`me (RN) associe´e a` g. Par le Lemme 2, pour N assez grand, on a :
‖gN‖H ≤ ‖g‖H + ǫ ≤ ‖hˆ‖H + 2ǫ.
Comme πN(gN) ∈ HN ∩ C ∩ I et πN est stable, on a ‖hˆN‖HN ≤ ‖πN(gN)‖HN ≤ ‖gN‖H ,
ce qui comple`te la preuve du lemme.
Lemme 6. Pour tout x dans X, ρN(KN(., x)) −→
N→+∞
K(., x) dans H. De plus,
sup
x∈X
‖ρN(KN(., x))−K(., x)‖H −→
N→+∞
0.
Preuve. Par la Proposition 6, on a
‖ρN (KN(., x))−K(., x)‖2H = ‖ρN (KN(., x)) ‖2H + ‖K(., x)‖2H − 2 (ρN (KN(., x)) , K(., x))H
= ‖KN(., x)‖2HN + ‖K(., x)‖2H − 2
N∑
j=0
φN,j(x)K(x, tN,j)
= KN(x, x) +K(x, x)− 2
N∑
j=0
φN,j(x)K(x, tN,j).
Par continuite´ uniforme de K(., .) sur le compact X ×X, on en de´duit que les fonctions
KN(x, x) =
∑N
i,j=0K(tN,i, tN,j)φN,i(x)φN,j(x) et
∑N
j=0 φN,j(x)K(x, tN,j) convergent uni-
forme´ment vers la fonction K(x, x), ce qui permet de conclure.
Proposition 9. Soient hˆN et hˆ les solutions des proble`mes (PN) et (P ) respectivement.
Alors
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1. ‖hˆN‖2HN −→N→+∞ ‖hˆ‖
2
H .
2. ρN(hˆN) −→
N→+∞
hˆ dans H.
Preuve. Par le Lemme 5, on a
lim sup
N−→+∞
‖hˆN‖HN ≤ ‖hˆ‖H .
De plus, de la Proposition 6, on de´duit que ‖ρN(hˆN)‖H = ‖hˆN‖HN , donc
lim sup
N−→+∞
‖ρN(hˆN)‖H ≤ ‖hˆ‖H < +∞. Par compacite´ faible dans l’espace de Hilbert H,
il existe une sous-suite (ρNk(hˆNk))k∈N faiblement convergente :
ρNk(hˆNk) ⇀
k→+∞
l dans H. (6.13)
Montrons que la limite l appartient a` C ∩ I.
• Soit i ∈ {1, . . . , n} et k ≥ 0. On a :
yi = hˆNk
(
x(i)
)
=
(
hˆNk , KNk
(
., x(i)
))
HNk
=
(
ρNk(hˆNk), ρNk
(
KNk
(
., x(i)
)))
H
.
Comme ρNk
(
KNk
(
., x(i)
)) −→
k→+∞
K
(
., x(i)
)
fortement dans H (voir Lemme 6), on a
avec (6.13) :(
ρNk(hˆNk), ρNk
(
KNk
(
., x(i)
)))
H
−→
k→+∞
(
l, K
(
., x(i)
))
H
= l
(
x(i)
)
,
ce qui implique yi = l
(
x(i)
)
. Par suite l ∈ I.
• Fixons N ≥ 1. On a πN(hˆNk) −→
k→+∞
πN(l) dans l’espace de dimension finie HN car
hˆNk(tN,j) −→
k→+∞
l(tN,j)) par l’argument pre´ce´dent qui montre que l ∈ I. Comme
hˆNk ∈ C, πN(C) ⊂ C et HN ∩C est ferme´ dans HN , on a πN(l) ∈ C. Comme πN(l)
converge vers l dans E (voir la Proposition 4) et C est ferme´ pour la topologie de
E, l ∈ C.
De l ∈ H ∩ C ∩ I, on de´duit que
‖hˆ‖2H ≤ ‖l‖2H .
Hassan Maatouk 124 Mines de St-E´tienne
CHAPITRE 6. INTERPOLATION OPTIMALE DANS LES RKHS SOUS
CONTRAINTES LINE´AIRES DE TYPE INE´GALITE´
Comme ρNk(hˆNk) ⇀
k→+∞
l dans H, on a ‖l‖H ≤ lim inf
k→+∞
‖ρNk(hˆNk)‖H . Donc,
lim sup
k→+∞
‖ρNk(hˆNk)‖H ≤ ‖hˆ‖H ≤ ‖l‖H ≤ lim inf
k→+∞
‖ρNk(hˆNk)‖H . (6.14)
Par suite, ‖l‖H = ‖hˆ‖H et l = hˆ par l’unicite´ de la solution du proble`me (P ). Des ine´galite´s
(6.14), on de´duit que ‖ρNk(hˆNk)‖H −→
k→+∞
‖hˆ‖H . Mais la convergence faible (voir (6.13))
et la convergence en norme entraˆınent la convergence forte (dans un espace de Hilbert).
Donc, la sous-suite
(
ρNk(hˆNk)
)
k
converge fortement vers hˆ ainsi que la suite (ρN(hˆN))N .
La premie`re partie de la Proposition 9 est une e´tape essentielle pour l’analyse de la
convergence de la suite (hˆN)N . Le the´ore`me suivant re´sume les re´sultats principaux de
ce chapitre.
The´ore`me 10. Sous les deux hypothe`ses (H1) et (H2), le proble`me d’optimisation fini-
dimensionnel (PN) admet une solution unique hˆN ∈ HN ⊂ E = C0(X) (pour N assez
grand). Soit hˆ la solution unique dans l’espace RKHS H ⊂ E du proble`me d’interpolation
optimale sous contraintes (P ). Alors,
hˆN −→
N→+∞
hˆ dans E,
et
‖hˆN‖2HN −→N→+∞ ‖hˆ‖
2
H ,
ρN(hˆN) −→
N→+∞
hˆ dans H.
Preuve. Soient hˆ et hˆN les solutions des deux proble`mes (P ) et (PN) respectivement.
Alors
hˆN(x)− hˆ(x) =
(
hˆN , KN(., x)
)
HN
−
(
hˆ, K(., x)
)
H
=
(
ρN(hˆN), ρN(KN(., x))
)
H
−
(
hˆ, K(., x)
)
H
=
(
ρN(hˆN), ρN(KN(., x))−K(., x)
)
H
+
(
ρN(hˆN)− hˆ, K(., x)
)
H
.
De la`,
sup
x∈X
|hˆN(x)− hˆ(x)| ≤ ‖ρN(hˆN)‖H × sup
x∈X
‖ρN(KN(., x))−K(., x)‖H
+ ‖ρN(hˆN)− hˆ‖H × sup
x∈X
‖K(., x)‖H .
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Or sup
x∈X
‖K(., x)‖H = sup
x∈X
√
K(x, x) < +∞ (K est une fonction continue sur X2). Il suffit
maintenant d’utiliser la Proposition 9 et le Lemme 6 pour conclure.
6.3.4 Imple´mentation du proble`me (PN)
Le but de cette section est de montrer que le proble`me d’optimisation fini-dimensionnel
(PN) est e´quivalent a` un programme d’optimisation convexe. Pour cela, on de´finit l’ap-
plication ψ de RN+1 dans HN suivante :
ψ : α ∈ RN+1 −→ ψ(α) =
N∑
j=0
αN,jφN,j(.) ∈ HN ,
ou` φN,j, j = 0, . . . , N sont de´finies par (6.3). Sur R
N+1, on conside`re le produit scalaire :
(α, β)
RN+1
:= α⊤
(
ΓN
)−1
β.
Ainsi, l’application ψ est une isome´trie surjective : si f =
∑N
j=0 αN,jφN,j ∈ HN ,
‖f‖2HN = α⊤
(
ΓN
)−1
α = ‖α‖2
RN+1
.
Par l’isomorphisme ψ, on de´finit le sous-espace convexe ferme´ de RN+1, C˜ := ψ−1(C) et
I˜ := ψ−1(I) le sous-espace affine de RN+1 :
I˜ =
{
α ∈ RN+1 tel que
N∑
j=0
αN,jφN,j
(
x(i)
)
= yi, i = 1, . . . , n
}
.
On conside`re maintenant le proble`me d’optimisation convexe dans RN+1 :
arg min
α∈RN+1
α∈I˜∩C˜
α⊤
(
ΓN
)−1
α, (P˜N)
ou` I˜ et C˜ repre´sentent respectivement les conditions d’interpolation et les contraintes
ine´galite´ dans RN+1. Ce proble`me (P˜N) est un proble`me classique d’optimisation
convexe avec un crite`re quadratique, voir e.g. [Boyd and Vandenberghe, 2004] et
[Goldfarb and Idnani, 1983] pour la re´solution.
Proposition 10. La solution du proble`me d’optimisation discre´tise´ (PN) est de la forme :
hˆN =
N∑
j=0
(αopt)jφN,j,
ou` αopt ∈ RN+1 est la solution unique du programme d’optimisation convexe (P˜N).
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6.4 Illustration nume´rique
6.4.1 Contraintes de borne
On se place dans l’espace de Banach E = C0([0, 1]) des fonctions continues sur [0, 1].
Soit H le RKHS de noyau reproduisant K(x, y) = exp
(
− (x−y)2
2θ2
)
, ou` θ est un parame`tre
de porte´e. Dans cette sous-section, l’ensemble des contraintes ine´galite´ C est de la forme
C = {f ∈ E : −∞ ≤ a ≤ f(x) ≤ b ≤ +∞, x ∈ [0, 1]} ,
ou` a et b sont connues de manie`re explicite. On ve´rifie que c’est bien un ensemble
convexe ferme´ de E.
On rappelle la caracte´risation des fonctions a` la fois dans HN et C (cf. Chapitre 3).
Proposition 11. Soit hN ∈ HN . Alors,
hN :=
N∑
j=0
αN,jφN,j ∈ C si et seulement si les coefficients αN,j ∈ [a, b], j = 0, . . . , N.
On de´duit de cette proposition que πN(C) ⊂ C pour toutN ≥ 1, ce qui est l’hypothe`se
(H2). Soit hˆN la solution du proble`me d’optimisation fini-dimensionnel (PN). Par les deux
Propositions 10 et 11, hˆN peut s’e´crire sous la forme :
x ∈ [0, 1], hˆN(x) =
N∑
j=0
(αopt)jφN,j(x),
ou` αopt ∈ RN+1 est la solution du proble`me quadratique suivant :
arg min
α∈RN+1
α∈I˜∩C˜
‖α‖2
RN+1
,
avec
I˜ =
{
α ∈ RN+1 :
N∑
j=0
αN,jφN,j
(
x(i)
)
= yi, i = 1, . . . , n
}
,
C˜ =
{
α ∈ RN+1 : a ≤ αN,j ≤ b, j = 0, . . . , N
}
.
Pour satisfaire l’hypothe`se (H1), on suppose que
a < yi < b, i = 1, . . . , n.
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Figure 34 – Fonction d’interpolation sans et avec contraintes de borne (Figure 34a).
Convergence de la solution discre´tise´e hˆN , N = 10 et N = 50 (Figure 34b).
Dans l’exemple nume´rique (voir Figure 34), on choisit a = 0, b = 1 et n = 6 condi-
tions d’interpolation (i.e. points d’observation). La valeur du parame`tre θ est fixe´e a` 0.18.
Sur la Figure 34a la solution du proble`me (P ) sans tenir compte des contraintes de
borne (courbe noire) ainsi que la solution du proble`me d’optimisation discre´tise´ (PN) hˆN
pour N = 500 (courbe en rouge) sont repre´sente´es. La fonction hˆN respecte les condi-
tions d’interpolation et les contraintes de borne. La Figure 34b montre la convergence
de la solution propose´e. Les deux courbes en bleu et vert repre´sentent respectivement la
fonction hˆN pour N = 10 et N = 50.
6.4.2 Contraintes de monotonie en dimension 1
E et H sont les meˆmes espaces de´finis dans la Section 6.4.1. L’espace convexe C est
l’espace des fonctions monotones (croissantes) suivant :
C :=
{
f ∈ C0([0, 1]) : f(x) ≤ f(x′) si x ≤ x′} .
En utilisant les meˆmes notations, on rappelle le re´sultat suivant (cf. Chapitre 2,
Remarque 1) :
Proposition 12. Soit hN ∈ HN . Alors, hN(x) :=
∑N
j=0 αN,jφN,j(x) est croissante si et
seulement si la suite (αN,j)j=0,...,N est croissante (i.e. αN,j−1 ≤ αN,j, j = 1, . . . , N).
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De cette proposition, on ve´rifie a` nouveau πN(C) ⊂ C pour tout N . De plus, les
conditions d’interpolation et les contraintes ine´galite´ dans RN+1 s’e´crivent :
I˜ =
{
α ∈ RN+1 :
N∑
j=0
αN,jφN,j
(
x(i)
)
= yi, i = 1, . . . , n
}
, (6.15)
C˜ =
{
α ∈ RN+1 : αN,j−1 ≤ αN,j, j = 0, . . . , N
}
. (6.16)
Pour satisfaire l’hypothe`se (H1), on suppose
yi−1 < yi, i = 2, . . . , n.
Par la Proposition 10, la solution du proble`me (PN) est e´gale a` :
x ∈ [0, 1], hˆN(x) =
N∑
j=0
(αopt)jφN,j(x),
ou` αopt ∈ RN+1 est la solution d’un proble`me quadratique (P˜N), I˜ et C˜ e´tant de´finis
par les e´quations (6.15) et (6.16) respectivement. La Figure 35 montre la convergence de
l’algorithme propose´. Sur la Figure 35a, la courbe noire repre´sente la solution du proble`me
(P ) sans tenir compte des contraintes de monotonie et la courbe rouge repre´sente la
solution du proble`me d’optimisation discre´tise´ (PN) pour N = 500. Remarquons que
seulement la dernie`re fonction respecte les contraintes de monotonie. Sur la Figure 35b,
la convergence des diffe´rentes approximations est illustre´e. La courbe rouge repre´sente la
fonction hˆN pour N = 500 et la courbe bleue (respectivement la courbe verte) correspond
a` la fonction hˆN pour N = 5 (respectivement N = 20).
6.4.3 Cas d’un nombre fini de contraintes ine´galite´
Les splines d’interpolation sous contraintes sont de´finies comme solutions du proble`me
initial (P ) ou` la norme (ou semi-norme) est de´finie par un ope´rateur diffe´rentiel. Dans le
cadre des splines, le proble`me d’interpolation sous un nombre fini de contraintes line´aires
de type ine´galite´ a e´te´ e´tudie´ par [Dubrule and Kostov, 1986], [Duchon, 1976] dans R2 et
[Laurent, 1972] dans R. On propose de ve´rifier la convergence de l’algorithme propose´ en
utilisant la solution analytique. Pour cela, on rappelle les re´sultats principaux obtenus
dans [Dubrule and Kostov, 1986]. Le nombre fini de contraintes de type ine´galite´ sont
nomme´es respectivement contraintes infe´rieures et contraintes supe´rieures et sont de la
forme :
f
(
x(i)
) ≥ yi, i = n+ 1, . . . , n+ p1, (6.17)
f
(
x(i)
) ≤ yi, i = n+ p1 + 1, . . . , n+ p1 + p2. (6.18)
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Figure 35 – Fonction d’interpolation sans et avec contraintes de monotonie (Figure 35a).
Convergence de la solution discre´tise´e hˆN pour N = 5 et N = 20 (Figure 35b).
en plus des n conditions d’interpolation f
(
x(i)
)
= yi, i = 1, . . . , n. Dans ce cas, on
a p contraintes de type ine´galite´ avec p = p1 + p2. La forme analytique de la spline
d’interpolation sous contraintes a e´te´ calcule´e
σ(x) =
n+p∑
i=1
biK
(
x, x(i)
)
, (6.19)
ou` la fonction K est le noyau reproduisant associe´ au RKHS H. Les (n + p) coefficients
b = (b1, . . . , bn+p)
⊤
forment la solution du proble`me d’optimisation quadratique suivant :
argmin
b
n+p∑
i=1
n+p∑
j=1
bibjK
(
x(i), x(j)
)
,
sous les n contraintes e´galite´ f
(
x(i)
)
= yi, (i = 1, . . . , n) et les p contraintes ine´galite´
(6.17) et (6.18).
L’espace convexe C est ici le sous-espace des fonctions ve´rifiant les contraintes ine´galite´
(6.17) et (6.18). Dans ce cas, la solution du proble`me d’optimisation discre´tise´ (PN) est
e´gale a` :
hˆN(x) =
N∑
j=0
(αopt)jφN,j(x) (6.20)
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ou` les (N + 1) coefficients ((αopt)0, . . . , (αopt)N) sont donne´s par le programme d’optimi-
sation quadratique suivant :
arg min
α∈RN+1
α∈I˜∩C˜
‖α‖2
RN+1
, ou`
I˜ =
{
α ∈ RN+1 tel que hˆN
(
x(i)
)
= yi, i = 1, . . . , n
}
,
C˜ =
{
α ∈ RN+1 tel que hˆN ve´rifie (6.17) et (6.18)
}
.
Sur la Figure 36, le noyau reproduisant utilise´ est le noyau de covariance Mate´rn 3/2 :
Km 3
2
(x, y) =
(
1 +
√
3|x− y|
θ
)
exp
(
−
√
3|x− y|
θ
)
,
ou` θ est le parame`tre de porte´e e´gal a` 0.3 dans l’exemple nume´rique. On choisit n = 6
conditions d’interpolation et p = 3 contraintes ine´galite´ (p1 = 2 et p2 = 1). La courbe
noire repre´sente la fonction spline d’interpolation sous contraintes de´finie par (6.19)
et en utilisant l’algorithme de Dubrule. Sur les deux Figures 36a et 36b, on illustre
respectivement la fonction hˆN de´finie par (6.20) pour N = 10 et N = 40. La fonction
hˆN respecte les conditions d’interpolation et les contraintes ine´galite´ et co¨ıncide avec la
spline d’interpolation sous contraintes σ lorsque N est grand.
Sur la Figure 37, le noyau gaussien est utilise´ avec un parame`tre de porte´e θ qui est
fixe´ a` 0.3. La courbe noire repre´sente la spline d’interpolation sous contraintes de´finie par
(6.19) et en utilisant l’algorithme de Dubrule. La courbe en tirets rouges correspond a` la
fonction hˆN de´finie comme la solution du proble`me (PN) pour N = 10 (Figure 37a) et
N = 40 (Figure 37b).
6.4.4 Contraintes de monotonie en dimension d ≥ 2
On commence par le cas ou` x = (x1, x2) ∈ R2. La fonction inconnue (ou fonction
re´elle) f est suppose´e continue et monotone (croissante) par rapport aux deux variables
sur le carre´ unite´ X = [0, 1]× [0, 1] :
x1 ≤ x′1 et x2 ≤ x′2 ⇒ f(x1, x2) ≤ f(x′1, x′2).
On construit les fonctions de base de sorte que les contraintes de monotonie soient
e´quivalentes a` des contraintes line´aires sur les coefficients. Premie`rement, on discre´tise
l’intervalle [0, 1]2, par exemple uniforme´ment en (N + 1)2 nœuds, voir e.g. la Figure 38
pour N = 7. Alors, la fonction de base au nœud (tN,i, tN,j) est de la forme :
φi,j(x) := φN,i(x1)φN,j(x2),
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Figure 36 – La courbe noire repre´sente la spline d’interpolation sous contraintes en
utilisant le noyau Mate´rn 3/2. La courbe en tirets rouges correspond a` la fonction hˆN
pour N = 10 (Figure 36a) et N = 40 (Figure 36b).
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Figure 37 – La courbe noire repre´sente la spline d’interpolation sous contraintes en
utilisant le noyau gaussien. La courbe en tirets rouges correspond a` la fonction hˆN pour
N = 10 (Figure 37a) et N = 40 (Figure 37b).
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ou` φN,j, j = 0, . . . , N sont de´finies dans (6.3). On ve´rifie :
φi,j(tN,k, tN,l) = φN,i(tN,k)φN,j(tN,l) = δi,kδj,l, k, l = 0, . . . , N.
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Figure 38 – Les points de design pour la monotonie en 2D (points noirs) et la grille
utilise´e pour construire les fonctions de base.
On rappelle la proposition suivante (cf. Chapitre 3, Section 3.4).
Proposition 13. Soit hN un e´le´ment de HN . Alors, hN(x) :=
∑N
i,j=0 αi,jφN,i(x1)φN,j(x2)
est croissante par rapport aux deux variables si et seulement si les (N + 1)2 coefficients
αi,j, i, j = 0, . . . , N ve´rifient les contraintes line´aires suivantes :
(i) αi−1,j ≤ αi,j et αi,j−1 ≤ αi,j, i, j = 1, . . . , N
(ii) αi−1,0 ≤ αi,0, i = 1, . . . , N
(iii) α0,j−1 ≤ α0,j, j = 1, . . . , N
En utilisant la Proposition 10, la solution du proble`me (PN) s’e´crit sous la forme :
hˆN(x) =
N∑
i,j=0
(αopt)i,jφN,i(x1)φN,j(x2),
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ou` αopt = (αopt)i,j est la solution du proble`me d’optimisation quadratique suivant :
arg min
α∈R(N+1)2
α∈I˜∩C˜
‖α‖2
R(N+1)
2 ,
C˜ =
{
α ∈ R(N+1)2 : les ine´galite´s (i), (ii) et (iii) dans la Proposition 13 sont satisfaites
}
et I˜ est de´fini dans (6.15).
Sur la Figure 39, on utilise le noyau bi-gaussien :
K(x,y) = exp
(
−(x1 − y1)
2
2θ21
)
× exp
(
−(x2 − y2)
2
2θ22
)
,
avec les parame`tres de porte´e (θ1, θ2) = (0.4, 0.4). Sur les Figures 39a et 39b, on trace
respectivement la solution du proble`me d’optimisation discre´tise´ (PN) hˆN pour N = 20
et les lignes de niveau associe´es. Remarquons que la fonction hˆN ve´rifie les conditions
d’interpolation et les contraintes de monotonie par rapport aux deux variables. La
Figure 40 montre le cas ou` la vraie fonction est monotone (croissante) par rapport
a` la deuxie`me variable seulement. Dans ce cas, l’espace de contraintes ine´galite´ est
C := {f ∈ E : f(x1, x2) ≤ f(x1, x′2), si x2 ≤ x′2}, E = C0(X).
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Figure 39 – La solution hˆN du proble`me d’optimisation discre´tise´ (PN), Figure 39a et
les lignes de niveau associe´es, Figure 39b.
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Figure 40 – La solution du proble`me d’optimisation discre´tise´ (PN) hˆN en utilisant la
Remarque 2 (Figure 40a) et les lignes de niveau associe´es (Figure 40b).
6.5 Cas des splines
Le but de cette section est de montrer comment on peut appliquer la me´thode de´crite
dans ce chapitre a` des proble`mes classiques de splines d’interpolation sous contraintes.
On s’inte´resse uniquement aux splines cubiques d’interpolation sous contraintes souvent
utilise´es en pratique.
6.5.1 Spline cubique d’interpolation sous contraintes
Les splines cubiques sont obtenues comme fonctions minimisant le crite`re d’E´nergie
Line´aire (EL) suivant, voir [Wolberg and Alfy, 1999]) :
EL =
∫ 1
0
(f ′′(t))2 dt, (6.21)
sous les n conditions d’interpolation : f
(
x(i)
)
= yi, i = 1, . . . , n. En ge´ne´ral, une telle fonc-
tion est polynomiale de degre´ 3 sur chaque sous-intervalle
[
x(k), x(k+1)
]
, (k = 1, . . . , n−1) :
fk(x) = ak
(
x− x(k))3 + bk (x− x(k))2 + ck (x− x(k)) dk, (6.22)
ou` ak, bk, ck, dk sont les coefficients de la spline. De plus, sur les intervalles
[
0, x(1)
]
et[
x(n), 1
]
, la spline cubique est line´aire. Par suite, le crite`re d’e´nergie line´aire s’e´crit sim-
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plement en fonction des coefficients de la spline :
EL =
∫ x(n)
x(1)
(f ′′(x))2 dx
=
n−1∑
k=1
∫ x(k+1)
x(k)
(f ′′k (x))
2
dx =
n−1∑
k=1
∫ x(k+1)
x(k)
(
6ak
(
x− x(k))+ 2bk)2 dx
=
n−1∑
k=1
12a2k∆
(
x(k)
)3
+ 12akbk∆
(
x(k)
)2
+ 4b2k∆x
(k), (6.23)
ou` ∆x(k) = x(k+1) − x(k).
Sous des contraintes line´aires de type ine´galite´ (comme les contraintes de borne, de
monotonie ou de convexite´), la fonction qui minimise le crite`re EL est appele´e spline
cubique sous contraintes. Dans le cas de la monotonie, ce type de proble`me a e´te´ e´tudie´
depuis longtemps (voir e.g. [Akima, 1970], [Fritsch and Carlson, 1980], [Hyman, 1983],
[Wolberg and Alfy, 1999]) et aussi [Dougherty et al., 1989] pour les contraintes de
positivite´, monotonie et convexite´.
On montre maintenant comment adapter notre me´thode a` cette situation. Tout
d’abord le proble`me (P ) se reformule de la manie`re suivante :
min
{∫ 1
0
(h′′(t))2 dt, h ∈ H2 ∩ C ∩ I
}
, (6.24)
ou` H2 est l’espace de Sobolev {h ∈ L2([0, 1]) telle que h′, h′′ ∈ L2([0, 1])} et ou` I et C
repre´sentent respectivement les conditions d’interpolation et les contraintes ine´galite´. Re-
marquons que l’espace H2 est contenu dans C1([0, 1]) espace des fonctions continuˆment
de´rivables sur X = [0, 1]. Le crite`re EL de´finit seulement une semi-norme. Pour appliquer
la me´thode de´crite dans ce chapitre, on de´compose l’espace H2 selon :
H2 = R⊕ Rx⊕H, (6.25)
ou` H = {h ∈ H2 : h(0) = 0 et h′(0) = 0}. En effet, pour tout e´le´ment h dans H2, on a
h(x) = h(0) + xh′(0) + g(x),
ou` g(x) :=
∫ x
0
(x − t)h′′(t)dt. De plus, l’espace de Hilbert H avec le produit scalaire
associe´ (h1, h2)H =
∫ 1
0
h′′1(t)h
′′
2(t)dt est un RKHS de noyau reproduisant Kx(.) = K(., x)
tel que :
∀x ∈ X, h ∈ H, h(x) = (h,Kx(.))H =
∫ 1
0
K ′′x(t)h
′′(t)dt.
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Comme h(x) = h(0) + h′(0)x +
∫ x
0
(x − t)h′′(t)dt, on obtient K ′′x(t) = (x − t)1[0,x](t), ce
qui implique :
K ′x(t) =
{
x2
2
− (x−t)2
2
si t ≤ x
x2
2
si t ≥ x,
puis :
K(x, x′) =
{
x2
2
(x′ − x
3
) si x ≤ x′
x′2
2
(x− x′
3
) si x ≥ x′.
En utilisant l’e´quation (6.25), le proble`me d’optimisation (6.24) peut se mettre sous la
forme :
min
h∈H
α+βx(i)+h(x(i))=yi
α+βx+h(x)∈C
∫ 1
0
(h′′(t))2dt = ‖h‖2H .
Le proble`me d’optimisation discre´tise´ (PN) devient
arg min
α, β, hN∈HN
α+βx(i)+hN(x(i))=yi
α+βx+hN (x)∈C
‖hN‖2HN , (6.26)
D’apre`s la Proposition 10, la solution du proble`me d’optimisation fini-dimensionnel (6.26)
est e´gale a`
hˆN(x) = αopt + βoptx+
N∑
j=1
βopt,jφN,j(x),
ou` le vecteur (αopt, βopt, βopt,1, . . . , βopt,N)
⊤ est la solution du proble`me d’optimisation
quadratique suivant :
arg min
α,β,βj , j=1,...,N
α+βx(i)+hN(x(i))=yi
α+βx+hN (x)∈C
γ⊤
(
ΓN
)−1
γ, (6.27)
ou` hN(x) :=
∑N
j=1 βjφN,j(x), γ := (α, β, β1, . . . , βN)
⊤ ∈ RN+2 et ou`
ΓN =


0 0 0⊤
0 0 0⊤
0 0 ΓNi,j

 ,
avec ΓNi,j := K(tN,i, tN,j) i, j = 1, . . . , N et 0 = (0, . . . , 0)
⊤ ∈ RN .
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6.5.2 Spline cubique sous contrainte de borne
Dans cette section, on suppose que la vraie fonction prend des valeurs entre −1.2
et 1 (respectivement positives) sur [0, 1] et qu’elle est e´value´e aux points d’observation
de´finis dans la Table 6.1 (respectivement la Table 6.2).
Table 6.1 – Observations borne´es sur [0, 1].
Variables Values
x 0.1 0.15 0.5 0.7 0.95
f(x) -0.1 0.8 -1 0.9 0.1
Table 6.2 – Observations positives sur [0, 1].
Variables Values
x 0.06 0.12 0.5 0.6 0.95
f(x) 0.1 0.8 1 0.4 0.02
Dans ce cas, l’espace convexe C est de´fini par :
C = {f ∈ C0([0, 1]) : −1.2 ≤ f(x) ≤ 1, x ∈ [0, 1]}.
Le proble`me d’optimisation quadratique (6.27) s’e´crit :
arg min
α,β,βj , j=1,...,N
α+βx(i)+hN(x(i))=yi
−1.2 ≤ α+βtN,j+hN (tN,j) ≤ 1
γ⊤
(
ΓN
)−1
γ.
La Figure 41 montre la solution hˆN du proble`me discre´tise´ (6.26) (courbe en rouge) et
la spline cubique obtenue sans tenir compte des contraintes ine´galite´ (courbe en noir).
Cette dernie`re ne respecte que les conditions d’interpolation contrairement a` la premie`re
(cf. Figure 41a et Figure 41b). Sur cet exemple nume´rique, on ve´rifie un re´sultat e´tabli
par Dontchev dans son article [Dontchev, 1993].
6.5.3 Spline cubique monotone
L’objectif de cette dernie`re sous-section est de comparer les algorithmes classiques
de splines cubiques monotones. Pour cela, on conside`re des donne´es de´ja` utilise´es dans
la litte´rature pour comparer diffe´rentes me´thodes. On commence tout d’abord par les
donne´es utilise´es dans [Fritsch and Carlson, 1980] (Fritsch-Carlson (FC), RPN 15A
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Figure 41 – Spline cubique dans une bande (respectivement positive) Figure 41a (resp.
Figure 41b) et spline cubique sans tenir compte des contraintes (courbe en noir).
data). Ces observations sont de´finies dans la Table 6.3 et sont monotones croissantes.
Elle ont e´te´ utilise´es pour comparer diffe´rents algorithmes (voir e.g. [Akima, 1970],
[Fritsch and Carlson, 1980] et [Hyman, 1983]).
Sur la Figure 42a, on utilise les donne´es de FC. On repre´sente les splines cubiques
monotones obtenues par quatre me´thodes diffe´rentes : l’algorithme de´crit dans ce chapitre
(courbe en rouge), l’algorithme de Hyman (courbe en bleu), l’algorithme de FC (courbe
en vert) et finalement l’algorithme propose´ par Akima (courbe en noir). Remarquons
que seulement la dernie`re spline n’est pas monotone. La Figure 42b montre la diffe´rence
entre les splines propose´es par ‘Hyman’ et ‘FC’ qui sont tre`s proches l’une de l’autre.
Pour comparer ces deux me´thodes avec le crite`re EL, on trace sur la Figure 43b la
fonction f ′′(x)2 associe´e. Le crite`re EL dans ce cas est e´gal a` l’inte´grale de ces deux
fonctions. Ainsi, le crite`re EL est le´ge`rement plus faible pour la me´thode de “Hyman”.
En appliquant l’e´quation (6.23) a` la solution analytique e´tablie dans [Hyman, 1983], on
obtient EL = 9.35. Comme la solution propose´e dans ce chapitre est une fonction line´aire
par morceaux, le crite`re EL associe´ n’est pas de´fini a` partir de la formule inte´grale.
Ne´anmoins, il est calcule´ en appliquant l’e´quation (6.26) a` la fonction hˆN :
‖hˆN‖2HN = λ⊤N
(
ΓN
)−1
λN ,
ou` λN = (αopt, βopt, βopt,1, . . . , βopt,N)
⊤. Rappelons que ce crite`re approche´ converge vers
la valeur optimale du crite`re EL (voir The´ore`me 10). La Figure 43a montre les valeurs
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Table 6.3 – RPN 15A Fritsch-Carlson’s data (LLL radiochemical calculations).
x f(x)
7.99 0
8.09 2.76429e-5
8.19 4.37498e-2
8.7 0.169183
9.2 0.469428
10 0.943740
12 0.998636
15 0.999919
20 0.999994
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Figure 42 – Spline cubique monotone en utilisant quatre me´thodes diffe´rentes (Fi-
gure 42a). Diffe´rence entre les deux splines propose´es par FC et Hyman (Figure 42b).
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‖hˆ‖2HN pour diﬀe´rentes valeurs de N . Elles sont beaucoup plus faibles que la valeur du
crite`re EL associe´e a` la me´thode de Hyman (par exemple ‖hˆ‖2HN = 2 pour N = 100
contre EL = 9.35).
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Figure 43 – Le crite`re EL approche´ associe´ a` l’algorithme de´crit dans ce chapitre en
utilisant les observations de FC (Figure 43a). Comparaison entre “Hyman” et “FC”
splines (Figure 43b).
Ensuite, on conside`re les observations qui sont utilise´es dans [Akima, 1970] et qui
sont de´ﬁnies dans la Table 6.4. Ces donne´es monotones sont encore utilise´es pour
comparer diﬀe´rentes me´thodes (voir e.g. [Fritsch and Carlson, 1980], [Hyman, 1983] et
[Wolberg and Alfy, 1999]).
Table 6.4 – Les donne´es de Akima utilise´es pour comparer diﬀe´rentes me´thodes.
Variables Values
x 0 2 3 5 6 8 9 11 12 14 15
f(x) 10 10 10 10 10 10 10.5 15 50 60 85
La Figure 44 montre les splines cubiques monotones en utilisant 4 me´thodes
diﬀe´rentes : La spline cubique de´crite dans ce chapitre (courbe en rouge), la spline en
utilisant la me´thode de Hyman (courbe en bleu), la spline de FC (courbe en vert) et ﬁnale-
ment la spline propose´e par Akima (courbe en noir). D’apre`s [Fritsch and Carlson, 1980],
la me´thode propose´e par Akima e´limine le “bump” mais la solution n’est pas monotone
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Figure 44 – Splines cubiques monotones par quatre me´thodes diﬀe´rentes en utilisant les
donne´es de Akima. La courbe rouge repre´sente la solution propose´e dans ce chapitre. Elle
est monotone sur tout le domaine.
200 400 600 800 1000
43
75
43
80
43
85
43
90
N
LE
 a
pp
ro
xi
m
at
io
n
(a)
8 9 10 11 12 13 14 15
0
50
00
10
00
0
15
00
0
20
00
0
f″(x)2  for Hyman and FC splines
x
splinefun( "monoH.FC" )
splinefun( "Hyman" )
(b)
Figure 45 – Le crite`re EL approche´ associe´ a` la solution propose´e dans ce chapitre
en utilisant les donne´es de Akima (Figure 45a). Comparaison entre les splines cubiques
monotones propose´es par ‘Hyman’ et ‘FC’ (Figure 45b).
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sur l’intervalle (12, 14). Les trois autres splines sont monotones (croissantes). Sur la
Figure 45b, on compare les splines propose´es par ‘Hyman’ et ‘FC’ avec le crite`re EL. En
utilisant l’e´quation (6.23), la valeur du crite`re EL pour la me´thode de Hyman est e´gale a`
8939.78. Sur la Figure 45a, on repre´sente la fonction ‖hˆ‖2HN avec les donne´es de Akima.
Elles sont beaucoup plus petites que celles de Hyman.
Finalement, on conside`re les donne´es monotones utilise´es dans
[Wolberg and Alfy, 1999] et [Wolberg and Alfy, 2002]. Ces donne´es sont de´finies
dans la Table 6.5 et on les utilise pour comparer notre me´thode avec 7 algorithmes
diffe´rents (qui ne sont pas de´crits dans ce chapitre).
Table 6.5 – Les donne´es monotones de Wolberg.
Variables Values
x 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.0
f(x) 0.0 1.0 4.8 6.0 8.0 13.0 14.0 15.5 18.0 19.0 23.0 24.1
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Figure 46 – Splines cubiques monotones en utilisant les donne´es de Wolberg : la me´thode
de Hyman (courbe en bleu) et la fonction hˆN avec N = 1000 (courbe en rouge). La
diffe´rence entre ces deux fonctions est illustre´e sur la Figure 46b.
Sur la Figure 46a, on repre´sente les splines cubiques monotones en utilisant la me´thode
de´crite dans ce chapitre (courbe en rouge) et la me´thode de Hyman (courbe en bleu). La
diffe´rence entre ces deux fonctions est illustre´e sur la Figure 46b. La Figure 47 montre la
fonction ‖hˆ‖2HN pour diffe´rentes valeurs deN . Ces valeurs sont compare´es avec celle qui est
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optimale dans la Table 6.6 (voir [Wolberg and Alfy, 1999]). Les valeurs de la Table 6.6
sont issues du papier de Wolberg [Wolberg and Alfy, 1999] sauf les valeurs associe´es a`
notre me´thode (approximation) et celle de Hyman. Remarquons que la valeur de LE
approche´e en utilisant notre me´thode converge exactement vers la valeur optimale de la
Table 6.6 qui vaut 131.68. Cela signifie que la solution propose´e dans ce chapitre converge
bien vers la spline cubique monotone optimale. Dans ce cas, elle minimise le crite`re EL.
Table 6.6 – Le crite`re de l’e´nergie line´aire pour diffe´rentes me´thodes en utilisant les
donne´es de Worlberg.
Method EL
approximation 131.68
Hyman 133.19
CSE 132.91
FE 131.68
LE 131.68
SDDE 223.55
MDE 131.71
FB 236.30
6.6 Conclusion
Dans ce chapitre, on a conside´re´ le proble`me d’interpolation sous contraintes comme
un proble`me d’optimisation convexe dans un RKHS H. On suppose que H est contenu
dans un espace de Banach E, espace de fonctions continues sur un ensemble X compact.
Une me´thode d’approximation dans E a e´te´ propose´e. Par construction, les fonctions
obtenues respectent les conditions d’interpolation et les contraintes ine´galite´.
Le re´sultat principal de ce chapitre est la convergence de la solution propose´e (avec la
dimension de l’espace d’approximation HN) dans l’espace E (i.e. convergence uniforme).
Pour le cas de contraintes de monotonie et de borne, on a montre´ que le proble`me d’opti-
misation discre´tise´ est e´quivalent a` un proble`me quadratique. Deux exemples nume´riques
en dimension 1 et 2 ont e´te´ e´tudie´s. La me´thode propose´e est base´e sur deux e´tapes.
La premie`re est de discre´tiser la norme de l’espace H (crite`re de re´gularite´) en utilisant
explicitement la forme analytique de son noyau reproduisant. La seconde est de de´finir
les espaces d’approximation HN de sorte que l’ensemble des contraintes puisse eˆtre re´duit
a` un nombre fini de contraintes dans les sous-espaces HN .
Hassan Maatouk 144 Mines de St-E´tienne
CHAPITRE 6. INTERPOLATION OPTIMALE DANS LES RKHS SOUS
CONTRAINTES LINE´AIRES DE TYPE INE´GALITE´
0 500 1000 1500 2000
13
2
13
4
13
6
13
8
N
LE approximation
LE = 131.68
Figure 47 – Le crite`re EL approche´ pour l’algorithme de´crit dans ce chapitre en utilisant
les donne´es de Wolberg.
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Correspondance entre krigeage et
splines dans le cas de contraintes
line´aires de type ine´galite´
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7.1 Rappel : splines d’interpolation sous contraintes
On reprend le proble`me ge´ne´ral d’interpolation d’une fonction re´elle. On note en-
core D =
{(
x(i), yi
)
, i = 1, . . . , n
}
les points d’observation. Pour simplifier, la variable
d’entre´e x est suppose´e dans l’intervalle compact X = [0, 1], mais les re´sultats pre´sente´s
dans ce chapitre se ge´ne´ralisent au cas multi-dimensionnel. Soient H ⊂ RX un RKHS et
C un ensemble convexe ferme´ de H. Rappelons que C traduit un ensemble de contraintes
line´aires de type ine´galite´ sur la fonction a` interpoler (e.g. contraintes de borne, de mo-
notonie, etc). On de´note par I l’espace des fonctions interpolantes :{
f ∈ RX : f (x(i)) = yi, i = 1, . . . , n} .
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Supposons que C ∩ I soit non vide. On conside`re le proble`me d’optimisation suivant :
arg min
h∈C∩I
‖h‖2H . (P )
La solution unique hopt du proble`me (P ) est appele´e spline d’interpolation sous
contraintes associe´e aux nœuds x(i), i = 1, . . . , n. En ge´ne´ral, ‖h‖2H traduit un crite`re
de re´gularite´ sur la fonction a` interpoler. Ainsi, hopt est l’interpolateur optimal sous
contraintes associe´ aux donne´es D.
Ce chapitre est organise´ comme suit : tout d’abord, on rappelle brie`vement dans la
Section 7.2 la correspondance naturelle entre l’interpolation optimale dans un RKHS et
l’estimation baye´sienne dans le cadre classique. Ensuite, dans la Section 7.3, on e´tablit
la correspondance en dimension finie dans le cas de contraintes de type ine´galite´. On
montre que l’estimateur MAP (Maximum A posteriori) de la loi a posteriori du processus
gaussien fini-dimensionnel est la spline d’interpolation contrainte. Dans le cas ge´ne´ral (cf.
Section 7.4), on montre par approximation que l’estimateur MAP de la loi a posteriori
du processus gaussien est bien de´fini et correspond a` la spline d’interpolation contrainte.
Un exemple nume´rique pour ve´rifier ce re´sultat est donne´ dans la Section 7.5.
7.2 Estimation baye´sienne
On conside`re une fonction {y(x), x ∈ X} a` estimer a` partir d’observations : y (x(i)) =
yi, i = 1, . . . , n. Lorsque la loi a priori est une mesure gaussienne centre´e sur R
X ou de
manie`re e´quivalente, un processus gaussien centre´ (Y (x))x∈X , l’estimateur baye´sien yˆ(x)
de y(x) est la moyenne de la distribution a posteriori de Y (x), i.e.
yˆ(x) = E
(
Y (x)
∣∣ Y (x(1)) = y1, . . . , Y (x(n)) = yn) .
Sans perte de ge´ne´ralite´, on suppose que Y est un processus gaussien centre´ de fonction
de covariance K. Alors (cf. Chapitre 2, Section 2.5.2)
yˆ(x) = k(x)⊤K−1y, x ∈ X,
ou` k(x) est le vecteur des covariances entre Y (x) et Y
(
x(i)
)
, i = 1, . . . , n et ou` K est la
matrice de covariance des observations et y = (y1, . . . , yn)
⊤.
Comme la moyenne et le mode co¨ıncident pour n’importe quelle distribution gaus-
sienne en dimension finie, on peut conside´rer yˆ(x) comme l’estimateur du Maximum de
vraisemblance A Posteriori (MAP) de y(x) (conditionnellement aux donne´es d’observa-
tions D). Un re´sultat (cf. Chapitre 2, Section 2.5.2) dit que la fonction yˆ = {yˆ(x), x ∈ X}
est aussi l’unique solution du proble`me d’optimisation suivant :
arg min
h∈H∩I
‖h‖2H ,
Hassan Maatouk 148 Mines de St-E´tienne
CHAPITRE 7. CORRESPONDANCE ENTRE KRIGEAGE ET SPLINES DANS LE
CAS DE CONTRAINTES LINE´AIRES DE TYPE INE´GALITE´
ou` H est le RKHS associe´ a` la fonction de type positif K.
Maintenant, on suppose que la fonction a` estimer y ve´rifie certaines proprie´te´s. Nous
notons C l’espace des fonctions correspondantes. Par exemple, C est de la forme
C =
{
f ∈ RX : a ≤ f(x) ≤ b, ∀x ∈ X} ,
avec −∞ ≤ a ≤ b ≤ +∞ des valeurs explicites. Dans le cas de la monotonie croissante,
C est de la forme :
C =
{
f ∈ RX : ∀x ≤ x′, f(x) ≤ f(x′)} ,
et, finalement,
C =
{
f ∈ RX , ∀λ ∈ [0, 1], ∀x, x′, f(λx+ (1− λ)x′) ≤ λf(x) + (1− λ)f(x′))}
repre´sente le cas de fonctions convexes. Notons que dans ces trois situations, ainsi que
toute combinaison de ces cas, C est un espace convexe ferme´ de RX (muni de la topologie
de la convergence simple).
Dans un cadre baye´sien, le proble`me est de calculer la distribution du processus gaus-
sien Y (x) sachant Y ∈ C et Y (x(i)) = yi, i = 1, . . . , n. Cette distribution conditionnelle
est une distribution d’une loi normale multivarie´e tronque´e dans un espace vectoriel de
dimension infinie. Le but de ce chapitre est de montrer que la spline d’interpolation sous
contraintes hopt, solution unique du proble`me d’optimisation suivant
arg min
h∈H∩C∩I
‖h‖2H ,
est le mode (ou MAP) de cette loi a posteriori. La difficulte´ du proble`me vient du fait
qu’il n’y a pas d’analogue a` la mesure de Lebesgue sur RX ou sur un espace de dimension
infinie. Ainsi, la vraisemblance a posteriori n’est pas de´finie et, par suite, le proble`me
devient mal pose´. Pour contourner cette difficulte´, on va devoir de´finir l’estimateur MAP
d’une manie`re diffe´rente. On commence par le cas de la dimension finie pour e´tablir
la correspondance naturelle entre spline d’interpolation sous contraintes et estimateur
baye´sien.
7.3 Correspondance dans le cas de la dimension finie
Supposons que le processus gaussien soit fini-dimensionnel (ou de dimension finie) au
sens ou`
Y (x) :=
N∑
j=1
ξjφj(x), x ∈ X,
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avec {φj, j = 1, . . . , N} N un ensemble de fonctions line´airement inde´pendantes dans
R
X et ξ = (ξ1, . . . , ξN)
⊤ ∈ RN un vecteur gaussien centre´ de matrice de covariance Γ
suppose´e inversible. Dans ce cas, la fonction de covariance du processus gaussien Y est
de la forme :
K(x, x′) = φ(x)⊤Γφ(x′),
ou` φ(x) = (φ1(x), . . . , φN(x))
⊤. De plus, le RKHS correspondant est
H =
{
h ∈ RX : h =
N∑
j=1
cjφj
}
,
de norme ‖h‖2H = c⊤h Γ−1ch, ou` ch = (c1, . . . , cN)⊤ est le vecteur de coordonne´es de h dans
la base {φ1, . . . , φN} de H. Il est clair que, (H, ‖.‖H) est un espace de Hilbert de noyau
reproduisant K. En effet, K(., x) = φ(.)⊤Γφ(x) ∈ H et
(h,K(., x))H =
(
φ⊤ch, φ⊤Γφ(x)
)
H
= c⊤h Γ
−1Γφ(x) = c⊤h φ(x) = h(x).
L’espace vectoriel H e´tant de dimension finie, il existe une et une seule topologie
d’espace vectoriel norme´ (ou semi-norme´). De plus, il existe alors une unique mesure
bore´lienne (a` une constante multiplicative pre`s) qui soit invariante par translation dans
H (et finie sur les borne´s) : c’est la mesure de Lebesgue λH sur H ou encore la mesure
uniforme. On peut donc de´finir la fonction de vraisemblance du processus Y a` valeurs
dans H comme la densite´ de Y relativement a` cette mesure canonique sur H. Pour en
donner une expression explicite, on conside`re l’isomorphisme line´aire i : c ∈ RN −→ h :=∑N
j=1 cjφj ∈ H. On peut prendre la mesure de Lebesgue λH sur H comme mesure image
λH := i(dc), ou` dc = dc1 × . . . × dcN est la mesure de volume N-dimensionnelle sur RN
(mesure de Lebesgue usuelle). Par suite, si B ∈ B(H) est un bore´lien de H, on a
λH(B) =
∫
RN
1B(i(c))dc1 × . . .× dcN .
Pour calculer la densite´ de probabilite´ du processus Y , on e´crit
P(Y ∈ B) = P (ξ ∈ i−1(B)) .
En utilisant le fait que le vecteur ξ est gaussien de loi N (0,Γ), on a
P(Y ∈ B) =
∫
RN
1i−1(B)(c)
1
(2π)N/2|Γ|1/2 exp
(
−1
2
c⊤Γ−1c
)
dc
=
∫
RN
1B(i(c))
1
(2π)N/2|Γ|1/2 exp
(
−1
2
‖i(c)‖2H
)
dc
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Par la formule de transfert, on obtient finalement
P(Y ∈ B) =
∫
H
1B(h)
1
(2π)N/2|Γ|1/2 exp
(
−1
2
‖h‖2H
)
dλH(h).
La densite´ de Y par rapport a` la mesure λH est donc e´gale a`
h ∈ H −→ 1
(2π)N/2|Γ|1/2 exp
(
−1
2
‖h‖2H
)
.
Supposons maintenant que C soit un sous-espace convexe ferme´ de RX tel que
◦
Ĥ ∩ C 6= ∅. Dans ce cas, H ∩ C repre´sente l’espace des fonctions dans H qui respectent
les contraintes line´aires de type ine´galite´. Dans le cadre baye´sien, la loi a priori est la
densite´ de probabilite´ tronque´e suivante :
h ∈ H −→ k−11h∈H∩C exp
(
−1
2
‖h‖2H
)
,
ou` k est une constante de normalisation (k 6= 0 puisque
◦
Ĥ ∩ C 6= ∅). Supposons encore
que
◦
Ĥ ∩ C∩I soit non vide, la vraisemblance a posteriori Lpos est la densite´ de probabilite´
de Y sachant Y ∈ C et Y ∈ I. Elle est de la forme
Lpos(h) = k
−1
1h∈H∩C∩I exp
(
−1
2
‖h‖2H
)
, (7.1)
ou` k est une nouvelle constante de normalisation. La fonction Lpos est la densite´ de la
loi normale multivarie´e tronque´e relativement a` la mesure de Lebesgue sur le sous-espace
affine
I ∩H = {h ∈ H : h (x(i)) = yi, i = 1, . . . , n}
de dimension N − n en ge´ne´ral.
Par de´finition, l’estimateur MAP yˆ de y(.) est la solution du proble`me d’optimisation
suivant
argmax
h∈H
Lpos(h) = argmin
h∈H
(−2 logLpos(h)) .
Compte tenu de l’e´quation (7.1), l’estimateur MAP yˆ est e´gal a` la spline d’interpolation
sous contraintes hopt solution du proble`me d’optimisation convexe
arg min
h∈H∩C∩I
‖h‖2H .
Ainsi, dans le cas d’un processus gaussien de dimension finie, l’estimateur baye´sien yˆ est
exactement la spline d’interpolation sous contraintes hopt.
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7.4 Le re´sultat principal
7.4.1 Loi a priori
Soit (Y (x))x∈X un processus gaussien centre´ de fonction de covariance K. Dans cette
section, Y n’est plus un processus gaussien de dimension finie comme dans la Section 7.3.
Par contre, on suppose que le processus Y est a` trajectoires dans l’espace de Banach
E = C0(X), espace des fonctions continues sur le compact X. Le RKHS H de noyau
reproduisant K est inclus continuˆment dans C0(X) puisque
‖h‖E = sup
x∈X
| (h,K(., x))H | ≤ c× ‖h‖H ,
avec c = supx∈X K(x, x)
1/2 < +∞. C’est donc un sous-espace hilbertien de E :
H ∈ Hilb(E), voir De´finition 3.
On conside`re maintenant un ensemble convexe ferme´ C de RX comme dans la
Section 7.2. L’espace C ∩ E est un espace convexe ferme´ de E 1. Cet espace traduit
l’information a priori sur la fonction y(x) qu’on cherche a` estimer, on le notera encore
C.
La loi a priori peut eˆtre vue comme une mesure gaussienne tronque´e au convexe ferme´
C dans l’espace E = C0(X) de dimension infinie.
7.4.2 Approximation et loi a posteriori
Le MAP comme estimateur baye´sien ne´cessite de de´finir la vraisemblance relativement
a` la mesure de Lebesgue (ou son analogue). Comme cette fonction n’existe pas en ge´ne´ral
dans le cas de dimension infinie, on conside`re l’approximation suivante du processus
gaussien initial Y (cf. Chapitre 3, Section 3.2) :
Y N(x) =
N∑
j=0
Y (tN,j)φN,j(x), x ∈ X,
ou` 0 = tN,0 < tN,1 < . . . < tN,N = 1 est une subdivision de X = [0, 1] et ou` les φN,j sont
les fonctions chapeau associe´es aux nœuds de cette subdivision
φN,j(tN,i) = δi,j, i, j = 0, . . . , N.
Par application de la Section 7.3, on peut calculer la fonction de vraisemblance a
posteriori et son mode yˆN comme fonction de´finie sur X. Sans perte de ge´ne´ralite´, on
1. L’application f ∈ E −→ f ∈ RX est continue.
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suppose ΓN := (K(tN,i, tN,j)0≤i,j≤N inversible.
Par la Section 7.3, on a le re´sultat suivant :
Proposition 14. Le processus Y N est une approximation de dimension finie du processus
gaussien centre´ Y , de fonction de covariance
KN(x, x
′) =
N∑
i,j=0
K(tN,i, tN,j)φN,i(x)φN,j(x
′).
De plus, le RKHS correspondant est HN := Vect{φN,j, j = 0, . . . , N} de norme de´finie
par
‖h‖2HN = c⊤h
(
ΓN
)−1
ch,
ou` ch = (h(tN,0), . . . , h(tN,N))
⊤. La vraisemblance a posteriori de Y N sachant Y N ∈ C et
Y N ∈ I est de la forme
LNpos(h) = k
−1
N 1h∈HN∩C∩I exp
(
−1
2
‖h‖2HN
)
.
L’estimateur yˆN du Maximum de Vraisemblance A Posteriori est la solution hopt,N du
proble`me d’optimisation
arg min
h∈HN∩C∩I
‖h‖2HN .
7.4.3 Analyse asymptotique
Pour e´tablir la correspondance entre yˆ := lim
N→+∞
yˆN dans E et la spline d’interpolation
sous contraintes hopt dans H :
hopt = arg min
h∈H∩C∩I
‖h‖2H ,
on a besoin de de´crire la relation entre la suite croissante des sous-espaces (HN)N de E
(et non pas de H) et le RKHS H de noyau reproduisant K.
On note πN l’ope´rateur de projection de E dans HN (cf. Chapitre 6, Section 6.3.1)
de´fini par :
∀f ∈ E, πN(f) =
N∑
j=0
f(tN,j)φN,j.
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The´ore`me 11. Pour tout f ∈ E,
(
cN(f)
⊤ (ΓN)−1 cN(f))
N≥1
est une suite positive
croissante, ou` cN(f) = (f(tN,0), . . . , f(tN,N))
⊤. De plus,
H = {f ∈ E : f = lim
N→+∞
N∑
i=0
cN,iφN,i, ou` cN = cN(f) ve´rifie sup
N∈N
c⊤N
(
ΓN
)−1
cN < +∞}.
Si h ∈ H, alors
‖h‖2H = lim
N→+∞
‖πN(h)‖2HN = limN→+∞ cN(h)
⊤ (ΓN)−1 cN(h) = sup
N∈N
cN(h)
⊤ (ΓN)−1 cN(h).
Pour de´montrer ce the´ore`me, on a besoin du re´sultat suivant :
Lemme 7. Soit B :=
(
A a
a⊤ α
)
une matrice re´elle par blocs ou` A est une matrice de
taille N × N , a est un vecteur de RN et α un re´el. Supposons B syme´trique de´finie
positive. Soit y = (x⊤, yN+1)⊤ ∈ RN+1 ou` x ∈ RN et yN+1 ∈ R. Alors,
y⊤B−1y ≥ x⊤A−1x. (7.2)
Preuve du Lemme 7. E´crivons tout d’abord, y = Bv avec v = B−1y =
(
u
vN+1
)
, ou`
u ∈ RN et vN+1 ∈ R. Un calcul par blocs conduit a`
x = Au+ vN+1a et yN+1 = a
⊤u+ αvN+1.
Puis,
y⊤B−1y = v⊤Bv = u⊤Au+ 2vN+1a⊤u+ αv2N+1,
et
x⊤A−1x = u⊤Au+ 2vN+1a⊤u+ v2N+1a
⊤A−1a.
En comparant les deux expressions de y⊤B−1y et x⊤A−1x, il suffit de montrer l’ine´galite´
suivante : α ≥ a⊤A−1a. On conside`re le vecteur z =
(
A−1a
−1
)
. Comme B est une matrice
positive, z⊤Bz = a⊤A−1a− 2a⊤A−1a+ α = α− a⊤A−1a ≥ 0, ce qui termine la preuve
du lemme.
Preuve du The´ore`me 11. Quitte a` re´-indexer les points de la subdivision ∆N+1 =
{tN+1,j, j = 0, . . . , N + 1}, on peut supposer ΓN+1 de la forme
(
ΓN aN
a⊤N αN
)
.
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Alors cN+1(f)
⊤ est de la forme (cN(f)⊤, fN+1) et l’application du Lemme 7 donne
cN+1(f)
⊤ (ΓN+1)−1 cN+1(f) ≥ cN(f)⊤ (ΓN)−1 cN(f). Donc,
lim
N→+∞
cN(f)
⊤ (ΓN)−1 cN(f) = sup
N∈N
cN(f)
⊤ (ΓN)−1 cN(f) ∈ [0,+∞].
Soient h ∈ H et hN la projection orthogonale de h sur l’espace
Vect {K(., tN,i), i = 0, . . . , N} dans H. Alors
hN =
N∑
i=0
βN,iK(., tN,i),
ou` βN = (βN,0, . . . , βN,N)
⊤ est la solution du syste`me line´aire
(
ΓN
)
βN = cN(h). Par suite,
βN =
(
ΓN
)−1
cN(h) et ‖hN‖2H = cN(h)⊤
(
ΓN
)−1
cN(h). Conside´rons
F = Vect {K(., tN,i), i = 0, . . . , N et N ≥ 1} .
Alors F est un sous-espace dense dans H car si g ∈ F⊥,
(g,K(., tN,i))H = g(tN,i) = 0, i = 0, . . . , N.
Par continuite´, g = 0 et F⊥ = {0}. Puisque F est dense dans H, on en de´duit que
hN −→
N→+∞
h dans H,
et donc ‖hN‖2H = cN(h)⊤
(
ΓN
)−1
cN(h) −→
N→+∞
‖h‖2H .
Il nous reste a` de´montrer pour f ∈ E que
M = sup
N≥1
cN(f)
⊤ (ΓN)−1 cN(f) < +∞ ⇒ f ∈ H.
Soit hN =
∑N
j=0 βN,jK(., tN,j), ou` βN =
(
ΓN
)−1
cN(f). Alors, hN ∈ H et
‖hN‖2H = cN(f)⊤
(
ΓN
)−1
cN(f) ≤M < +∞.
Donc, (hN)N∈N est une suite borne´e dans l’espace de Hilbert H. Par compacite´
faible dans H, il existe (hNk)k telle que hNk ⇀
k→+∞
h∞ ∈ H (convergence faible).
En particulier, hNk(x) = (hNk , K(., x))H −→
k→+∞
h∞(x). Soit {u0, u1, u2, . . .} :=
{tN,j, j = 0, . . . , N et N ≥ 1}. Pour tout i ≥ 1 (fixe´), on a
f(ui) = hNk(ui), pour k assez grand.
Donc, f(ui) = h∞(ui) pour tout i et f = h∞ ∈ H par continuite´ et densite´ de l’ensemble
des nœuds dans X.
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Corollaire 4. Pour tout h dans HN+1, on a ‖πN(h)‖HN ≤ ‖h‖HN+1.
Preuve. C’est une conse´quence directe du The´ore`me 11 puisque
‖πN(h)‖2HN = cN(h)⊤
(
ΓN
)−1
cN(h),
‖h‖2HN+1 = cN+1(h)⊤
(
ΓN+1
)−1
cN+1(h).
Maintenant, nous pouvons aborder le re´sultat principal de ce chapitre.
Supposons H ∩ C ∩ I 6= ∅, on rappelle que la spline d’interpolation sous contraintes
hopt est la solution unique du proble`me d’optimisation suivant :
arg min
h∈H∩C∩I
‖h‖2H .
Dans les cas classiques ou` C repre´sente l’espace des fonctions ve´rifiant des contraintes de
borne, monotonie ou convexite´ (voir la Section 7.2), on a
∀N ≥ 1, πN(C) ⊂ C.
On remarquera qu’il s’agit de l’hypothe`se (H2) du Chapitre 6. Supposons maintenant
pour simplifier que
{xi, i = 1, . . . , n} ⊂ {tN,j, j = 0, . . . , N} pour N assez grand.
On en conclut que HN ∩C ∩ I 6= ∅ pour N suffisamment grand 2. Cette hypothe`se n’est
pas ne´cessaire, on se reportera au Chapitre 6 (et l’hypothe`se technique (H1)) pour une
preuve sans cette hypothe`se du the´ore`me suivant :
The´ore`me 12 (Correspondance entre krigeage et splines sous contraintes). Supposons
H ∩ C ∩ I 6= ∅ et πN(C) ⊂ C pour tout N ≥ 1. Soit yˆN l’estimateur MAP :
yˆN = arg min
h∈HN
LNpos(h) = arg min
h∈HN∩C∩I
‖h‖2HN ,
ou` LNpos est la vraisemblance a posteriori du processus gaussien Y
N sachant Y N(xi) =
yi, i = 1, . . . , n et Y
N ∈ C. Alors,
yˆN −→
N→+∞
hopt dans E = C0(X) (convergence uniforme),
ou` hopt est la spline d’interpolation sous contraintes :
hopt = arg min
h∈H∩C∩I
‖h‖2H .
2. Pour tout h ∈ H ∩ C ∩ I, piN (h) ∈ HN ∩ C ∩ I pour N assez grand.
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Commentaires. yˆ := limN yˆN = hopt peut eˆtre interpre´te´e comme la fonction la plus
vraisemblable parmi les fonctions y de C qui ve´rifient y(xi) = yi, i = 1, . . . , n. Le
The´ore`me 12 montre que cet estimateur baye´sien est inde´pendant du choix de la subdivi-
sion {tN,j} et qu’il est lisse ou re´gulier puisque yˆ = hopt ∈ H. Dans l’autre sens, la spline
d’interpolation sous contraintes admet une interpre´tation probabiliste comme estimateur
baye´sien, a` la condition de conside´rer le ‘mode a posteriori ’ (MAP) et non pas la moyenne
a posteriori.
Preuve du The´ore`me 12. E´crivons
hopt,N − hopt = hopt,N − πN(hopt) + πN(hopt)− hopt,
ou`
hopt,N := yˆN = arg min
h∈HN∩C∩I
‖h‖2HN .
On sait (cf. Chapitre 6, Section 6.3.1) que
‖πN(hopt)− hopt‖E −→
N→+∞
0.
La preuve du the´ore`me est une conse´quence directe des deux lemmes suivants.
Lemme 8. ∀h ∈ HN , ‖h‖E ≤ c‖h‖HN , ou` c est une constante inde´pendante de N .
Lemme 9. ‖hopt,N − πN(hopt)‖2HN −→N→+∞ 0.
Preuve du Lemme 8. Pour x ∈ X et h ∈ HN , on a
|h(x)| = |(h,KN(., x))HN | ≤ ‖h‖HN ×
√
KN(x, x),
ou` KN(x, x) =
∑N
i,j=0K(tN,i, tN,j)φN,i(x)φN,j(x). Comme
∑N
i,j=0 φN,i(x)φN,j(x) = 1, on
obtient
0 ≤ sup
x∈X
KN(x, x) ≤M = max
x,x′∈X
|K(x, x′)|,
ce qui prouve le Lemme 8 avec c =
√
M .
Preuve du Lemme 9. On a
‖hopt,N − πN(hopt)‖2HN = ‖hopt,N‖2HN + ‖πN(hopt)‖2HN − 2 (hopt,N , πN(hopt))HN .
Or, hopt,N est la projection du vecteur nul sur l’espace convexe HN ∩C ∩ I et πN(hopt) ∈
HN ∩C ∩ I (si N assez grand). Par proprie´te´ de la projection sur un espace convexe dans
un espace de Hilbert, on a
(0− hopt,N , πN(hopt)− hopt,N)HN ≤ 0,
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i.e. ‖hopt,N‖2HN ≤ (hopt,N , πN(hopt))HN . Par suite,
‖hopt,N − πN(hopt)‖2HN ≤ ‖πN(hopt)‖2HN − ‖hopt,N‖2HN . (7.3)
Par le The´ore`me 11, on sait que
‖πN(hopt)‖2HN −→N→+∞ ‖hopt‖
2
H .
Ainsi, il suffit de prouver que
‖hopt,N‖2HN = minh∈HN∩C∩I ‖h‖
2
HN
−→
N→+∞
‖hopt‖2H = min
h∈H∩C∩I
‖h‖2H .
L’ine´galite´ (7.3) implique
‖hopt,N‖2HN ≤ ‖πN(hopt)‖2HN ,
donc lim supN ‖hopt,N‖2HN ≤ ‖hopt‖2H . Comme πN(hopt,N+1) ∈ HN ∩ I ∩ C (si N assez
grand), on a
‖hopt,N‖2HN ≤ ‖πN(hopt,N+1)‖2HN
et le Corollaire 4 implique
‖hopt,N‖2HN ≤ ‖hopt,N+1‖2HN+1 .
Il re´sulte de tout cela que
lim sup
N
‖hopt,N‖2HN = limN ‖hopt,N‖
2
HN
≤ ‖hopt‖2H .
Pour N ≥ 1, on note hN la fonction de norme minimale dans H telle que
hN(tN,j) = hopt,N(tN,j), 0 ≤ j ≤ N.
On a encore (cf. Chapitre 2) :
hN =
N∑
j=0
λjK (., tN,j) ,
avec λ = (λ1, . . . , λN)
⊤ =
(
ΓN
)−1
cN(hopt,N). De plus,
‖hN‖2H = cN(hopt,N)⊤
(
ΓN
)−1
cN(hopt,N) = ‖hopt,N‖2HN
en vertu de la Proposition 14. Donc, limN ‖hN‖2H = limN ‖hopt,N‖2HN ≤ ‖hopt‖2H . La suite
(hN)N est borne´e dans H. Par compacite´ faible, il existe une sous-suite (hNk)k telle que
hNk ⇀
k→+∞
h∞ ∈ H. Soit {u0, u1, . . .} := {tN,j, j = 0, . . . , N, N ≥ 1} l’ensemble de tous
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les points de subdivision.
Pour k suffisamment grand, hopt,Nk(uj) = hNk(uj) = (hNk , K(., uj))H , donc
hopt,Nk(uj) −→
N→+∞
h∞(uj) par convergence faible.
En particulier, M ≥ 1 e´tant un entier fixe´, on a
πM(hopt,Nk) −→
k→+∞
πM(h∞).
Ainsi, πM(h∞) ∈ C comme HM ∩ C est ferme´ dans HM (C est un ferme´ de E et toutes
les topologies d’espace norme´ sont e´quivalentes sur HM de dimension finie). Maintenant,
πM(h∞) −→
M→+∞
h∞, et h∞ ∈ C car C est ferme´ dans E = C0(X). Par convergence faible
de hNk vers h∞, on a
‖h∞‖2H ≤ lim inf
k
‖hNk‖2H = lim
k
‖hopt,Nk‖2HNk ≤ ‖hopt‖
2
H .
Puisque h∞ ∈ H∩C∩I, on a aussi ‖hopt‖2H ≤ ‖h∞‖2H et donc limk ‖hopt,Nk‖2HNk = ‖hopt‖
2
H .
De la`, limN ‖hopt,N‖2HN = lim supN ‖hopt,N‖2HN = ‖hopt‖2H , ce qui termine la preuve du
the´ore`me.
7.5 Illustration nume´rique
On s’inte´resse au cas ou` la vraie fonction f prend ses valeurs entre deux re´elles a et
b. Dans ce cas, l’espace convexe C est e´gal a` :
C =
{
f ∈ C0 ([0, 1]) : a ≤ f(x) ≤ b, x ∈ [0, 1]} .
Supposons que f soit e´value´e en n = 4 points d’observation (points noirs sur la Fi-
gure 48). Sur la Figure 48a, le noyau gaussien est utilise´ avec les hyper-parame`tres
(σ2, θ) = (225, 0.2) et [a, b] = [−20, 20]. On fixe N = 50 et on repre´sente les fonctions
suivantes : la moyenne de krigeage sans contraintes (voir Section 7.2), la moyenne de
krigeage avec contraintes (voir Chapitre 3, De´finition 4) et le mode du processus gaussien
conditionnellement borne´ entre -20 et +20 (voir Chapitre 3, De´finition 5). Remarquons
tout d’abord que la moyenne de krigeage sans contraintes (courbe en bleu) ne respecte
pas les contraintes ine´galite´ contrairement a` la moyenne de krigeage borne´e (moyenne des
simulations) et le mode. Sur la Figure 48b, on utilise toujours le noyau gaussien avec les
meˆmes parame`tres de covariance. La seule diffe´rence avec la Figure 48a est qu’on relaˆche
les contraintes de borne de sorte que la moyenne de krigeage sans contraintes respecte
les contraintes ine´galite´. Dans ce cas la`, les bornes sont fixe´es a` [a, b] = [−30, 30]. Remar-
quons que la moyenne de krigeage usuelle co¨ıncide avec le mode et pas avec la moyenne de
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Figure 48 – La moyenne de krigeage sans et avec contraintes ine´galite´ et le mode en
utilisant le noyau gaussien. Les contraintes de borne sont respectivement [−20, 20] et
[−30, 30] (Figure 48a et Figure 48b).
krigeage borne´e. Cela est conforme au fait que le mode du processus gaussien conditionnel
(pour N = +∞) est bien la spline d’interpolation contrainte.
Sur la Figure 49, on relaˆche les contraintes de borne de sorte qu’elles n’aient plus
d’influence sur les simulations. Dans ce cas, les deux bornes infe´rieure et supe´rieure sont
fixe´es a` [−30, 60]. Remarquons que la moyenne de krigeage usuelle, la moyenne de krigeage
borne´e et le mode co¨ıncident. Cela correspond au krigeage sans contraintes ine´galite´ ou`
moyenne, mode et spline d’interpolation sont confondus.
7.6 Conclusion
Dans ce chapitre, la correspondance entre les deux approches de´crites au Chapitre 2
pour re´soudre un proble`me d’interpolation sous contraintes a e´te´ e´tablie dans le cas de
contraintes line´aires de type ine´galite´. D’une part, une approche de´terministe conduit
a` re´soudre un proble`me d’optimisation sous contraintes (conditions d’interpolation et
contraintes ine´galite´) dans un espace de Hilbert a` noyau reproduisant. D’autre part, une
approche probabiliste conside`re le proble`me d’interpolation comme un proble`me d’esti-
mation d’une fonction dans un cadre baye´sien. Dans le cas ou` le processus gaussien initial
est de dimension finie (ou le RKHS de dimension finie), le lien entre le mode du processus
gaussien conditionnel et la spline d’interpolation sous contraintes a e´te´ e´tabli sans diffi-
culte´. Dans le cas de la dimension infinie, on a montre´ que le mode peut eˆtre de´fini graˆce a`
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Figure 49 – 1000 simulations d’un processus gaussien (trajectoires en gris) condition-
nellement borne´es entre [−30, 60] sur le domaine [0, 1]. La moyenne de krigeage usuelle,
la moyenne de krigeage borne´e et le mode co¨ıncident.
une suite d’approximations de dimension finie du PG initial (ou de la mesure gaussienne
initiale). De plus, cette fonction mode (ou MAP) est pre´cise´ment la spline d’interpolation
contrainte de l’approche de´terministe (lorsque le noyau reproduisant du RKHS est e´gal
a` la fonction de covariance du PG). Ce re´sultat est vu comme une ge´ne´ralisation du lien
de´ja` e´tabli entre la re´gression par processus gaussien et l’interpolation optimale dans un
RKHS (splines), voir Chapitre 2.
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Chapitre 8
Estimation de la courbe
d’actualisation et de probabilite´s de
de´faut par krigeage sous contraintes
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8.1 Introduction
La construction de Structures par Terme est au coeur de l’e´valuation financie`re et de
la gestion du risque. Une structure par terme est une courbe qui d’e´crit l’e´volution d’une
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grandeur e´conomique ou financie`re comme une fonction de la maturite´ ou horizon de
temps. Des exemples typiques sont la structure par terme des taux d’inte´reˆt sans risque,
la structure par terme d’obligations, la structure par terme de probabilite´s de de´faut
et la structure par terme de volatilite´s implicites de rendements d’actifs financiers. En
pratique, les cotations des marche´s des produits financiers sous-jacents sont utilise´es et
fournissent une information partielle sur les structures par terme conside´re´es. De plus,
cette information est plus au moins fiable en fonction de la liquidite´ de la maturite´ des
marche´s en question. Le proble`me est d’obtenir une courbe continue en la maturite´ a`
partir de ces informations.
Parmi les diffe´rentes approches de ce proble`me, on pourra consulter
[Nelson and Siegel, 1987], [Smith and Wilson, 2001], [Hagan and West, 2006],
[Andersen, 2007], [Ametrano and Bianchetti, 2009], [Chibane et al., 2009],
[Kenyon and Stamm, 2012], [Fries, 2013], [Le Floc’h, 2013] et [Iwashita, 2013].
Ce chapitre est organise´ de la manie`re suivante : dans la Section 8.2, on pre´sente le
cas des contraintes line´aires de type e´galite´ quelconque. Dans la Section 8.3, on rappelle
le mode`le de´crit dans le Chapitre 3 pour inte´grer les contraintes de monotonie. Ensuite,
on e´tudie l’estimation des parame`tres de covariance. Quelques exemples nume´riques pour
estimer les facteurs d’actualisation en dimension 1 et 2 sont inclus dans la Section 8.7.
8.2 Interpolation sous contraintes line´aires
Dans ce chapitre, on conside`re le cas ou` la vraie fonction f ve´rifie des contraintes
line´aires de type e´galite´ de la forme suivante :
A · f(X) = b, f(X) = (f (x(1)) , . . . , f (x(n)))⊤ , (8.1)
ou` A est une matrice de dimension m × n, m, n ≥ 1 et ou` b ∈ Rm (A est suppose´e
de rang m). Ce type de contraintes ge´ne´ralise les contraintes d’interpolation e´tudie´es
jusqu’ici. Dans le cadre de la Re´gression par Processus Gaussien, on conside`re Y un PG
de moyenne µ et de fonction de covariance K. La loi conditionnelle de Y sachant (8.1)
est :
Y (x) | A · Y (X) = b ∼ N (η(x), τ 2(x)),
ou` {
η(x) = µ(x) + (Ak(x))⊤
(
AKA⊤
)−1
(b− Aµ)
τ 2(x) = K(x,x)− (Ak(x))⊤ (AKA⊤)−1Ak(x)
avec µ = µ(X) =
(
µ
(
x(1)
)
, . . . , µ
(
x(n)
))⊤ ∈ Rn, k(x) le vecteur de covariance entre
Y (x) et Y (X) et K la matrice de covariance de Y (X). Notons que dans le cas ou` A est
une matrice identite´, les contraintes line´aires sont des conditions d’interpolation usuelle.
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8.3 Mode`le d’interpolation monotone
Dans l’application envisage´e dans ce chapitre, la vraie fonction est une courbe d’ac-
tualisation ou une probabilite´ de de´faut. Comme fonction de la maturite´ (T ), elle est a
priori de´croissante, de valeur e´gale a` 1 en T = 0 et qui tend vers 0 avec T . On propose
de mettre en œuvre le mode`le d’interpolation sous contraintes de´veloppe´ au Chapitre 3.
8.4 Cas de la dimension 1
Dans cette section, la variable x est suppose´e dans [0, 1] et le PG Y centre´ (µ = 0).
On utilise l’approximation suivante (cf. Chapitre 3, Section 3.3.2) :
Y N(x) = Y (0) +
N∑
j=0
Y ′(uj)φj(x) = η +
N∑
j=0
ξjφj(x), (8.2)
ou` ξ = (η, ξ0, . . . , ξN)
⊤ ∈ RN+2 est un vecteur gaussien centre´ de matrice de covariance
ΓN et ou` (φj)0≤j≤N sont de´terministes :
φj(x) =
∫ x
0
hj(u)du, x ∈ [0, 1],
ou` hj(x) = h
(x−uj
δ
)
:=
(
1− |x−uj |
δ
)
1 |x−uj |
δ
≤1 est la fonction chapeau centre´e sur le j
e`me
nœud uj := jδ, j = 0, . . . , N , de la subdivision uniforme de pas δ = 1/N . Dans ce cas, la
monotonie de´croissante du processus gaussien Y N est e´quivalente a` la ne´gativite´ de tous
les coefficients ξj, j = 0, . . . , N (cf. Chapitre 3, Proposition 2). De plus, la matrice de
covariance ΓN du vecteur gaussien ξ peut s’e´crire sous la forme :
ΓN =

 K(0, 0) ∂K∂x′ (0, uj)
∂K
∂x
(ui, 0)
∂2K
∂x∂x′
(ui, uj)


0≤i,j≤N
,
ou` K = σ2Cθ est la fonction de covariance du processus initial Y , avec σ un parame`tre
d’e´chelle, Cθ la fonction de corre´lation ou` θ un parame`tre de porte´e.
8.4.1 Simulation des trajectoires
En appliquant les conditions line´aires de´finies dans (8.1) au mode`le propose´ Y N(x)
(voir (8.2)), on obtient :
A · Y N(X) = A ·
(
η +
N∑
j=0
ξjφj(X)
)
= (A ·H) · ξ = b, (8.3)
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ou` la matrice H de taille m× (N + 2) est de´finie par :
Hi,j =
{
1, pour i = 1, . . . , n et j = 1,
φj−2
(
x(i)
)
pour i = 1, . . . , n et j = 2, . . . , N + 2.
Alors, la simulation du processus gaussien conditionnel sous contraintes de monotonie
(de´croissante) e´quivaut a` simuler un vecteur gaussien ξ tronque´ a` l’espace correspondant
aux conditions line´aires de type e´galite´ et aux contraintes de monotonie suivantes :
{
(A ·H) · ξ = b conditions line´aires de type e´galite´
ξ ∈ Cξ contraintes de monotonie
ou` Cξ =
{
ξ ∈ RN+2 : ξj ≤ 0, j = 0, . . . , N
}
.
8.4.2 Courbe la plus probable
En utilisant le mode`le de´fini dans (8.2), l’estimateur (MAP) de´fini dans Chapitre 3,
De´finition 5 est e´gal a` :
MK(x | A, b) = ν +
N∑
j=0
νjφj(x), (8.4)
ou` ν = (ν, ν0, . . . , νN)
⊤ ∈ RN+2 est la solution du proble`me d’optimisation quadratique
suivant :
ν = arg min
c∈Iξ∩Cξ
(
1
2
c⊤
(
ΓN
)−1
c
)
,
avec ΓN la matrice de covariance du vecteur gaussien ξ. Le vecteur ν est vu comme le
mode du vecteur gaussien ξ tronque´ a` Iξ ∩ Cξ, ou` Iξ repre´sente les conditions line´aires
de type e´galite´ (A ·H) · ξ = b.
L’avantage d’un tel estimateur est de ve´rifier a` la fois les conditions line´aires de type
e´galite´ de´finies dans (8.3) et la monotonie de´croissante. De plus, il ne de´pend pas du
parame`tre de variance (cf. Chapitre 3). Pour N = +∞, c’est aussi la fonction spline
d’interpolation sous contraintes de´fini par (cf. Chapitre 6) :
hopt = arg min
h∈H∩C∩I
‖h‖2H ,
ou` H est le RKHS associe´ au noyau de covariance K, C est l’espace des fonctions
de´croissantes et I = {f : A · f(X) = b}.
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8.5 Cas de la dimension 2
Dans cette section, les variables d’entre´e sont la maturite´ x et le temps t (date de
cotation en anne´e). La vraie fonction est suppose´e monotone (de´croissante) par rapport
a` la premie`re variable x seulement :
∀t, x ≤ x′ ⇒ f(x′, t) ≤ f(x, t).
On utilise le mode`le d’approximation suivant (voir Chapitre 3, Section 3.4) :
Y N(x, t) =
Nx∑
i=0
Nt∑
j=0
ξi,jhi(x)gj(t) =
Nx∑
i=0
Nt∑
j=0
Y (ui, uj)hi(x)gj(t), (8.5)
ou` hi(x) = max(1 − |x−ui|δx ) et ou` gj(t) = max(1 −
|t−vj |
δt
) sont les fonctions chapeau
centre´s aux nœuds ui = u0 + δxi et vj = v0 + δtj de la subdivision de l’espace d’entre´e
associe´ (les pas de discre´tisation δx et δt peuvent eˆtre diffe´rents ici).
La matrice de covariance ΓN ∈ R((Nx+1)·(Nt+1))2 est e´gale a`
ΓN(i,j),(i′,j′) = Cov(ξi,j, ξi′,j′) = Cov(Y (ui, vj), Y (ui′ , vj′)),
ou` i, i′ = 0, . . . , Nx et ou` j, j′ = 0, . . . , Nt.
Les contraintes line´aires de type e´galite´ sont de la forme :
At · Y N(X, t) = bt, t = t(1), . . . , t(T ).
La monotonie (de´croissante) sur Y N par rapport a` la premie`re variable est e´quivalente
aux contraintes line´aires suivantes sur les coefficients :
ξi,j ≤ ξi−1,j, i = 1, . . . , Nx et j = 0, . . . , Nt. (8.6)
Par suite, la simulation du processus gaussien conditionnel sous contraintes de monotonie
par rapport a` la premie`re variable revient a` simuler le vecteur gaussien (ξi,j)i,j tronque´ a`{
(At ·Ht) · ξ = bt, t = t(1), . . . , t(T ) conditions line´aires
ξ ∈ Cξ contraintes de monotonie
ou` Cξ =
{
ξ ∈ R((Nx+1)(Nt+1))2 : ξi−1,j ≤ ξi,j
}
. La matrice Ht admet les composantes
(Ht)k,lij = hi(x
(k))gj(t), ou` lij = (Nt+1)i+j+1, i = 0, . . . , Nx et j = 0, . . . , Nt. Le vecteur
colonne ξ = (ξ0,0, ξ0,1, . . . , ξi,j, . . . , ξNx,Nt)
⊤ admet les composantes (ξ)lij = ξi,j. La matrice
Ht est de taille n×Ntot et le vecteur colonne ξ est de tailleNtot, ou`Ntot = (Nx+1)·(Nt+1).
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8.6 Estimation des parame`tres de covariance
Dans cette section, l’estimation des hyper-parame`tres de covariance du processus gaus-
sien initial Y est conside´re´. On reprend la me´thode de validation croise´e adapte´e aux
contraintes de type ine´galite´ du Chapitre 5.
8.6.1 Parame`tre de porte´e
On rappelle que le crite`re LOO adapte´ aux contraintes ine´galite´ s’e´crit :
θˆV CA = argmin
θ∈Θ
1
n
n∑
i=1
(
yi −MKθ(yi
∣∣ y−i))2 , (8.7)
avec MKθ la fonction mode qui ne de´pend pas du parame`tre d’e´chelle σ. Ce crite`re ne
peut pas eˆtre applique´ directement car les contraintes line´aire de type e´galite´ ne sont
pas de simples conditions d’interpolation. On reformule le crite`re EQM empirique de la
manie`re suivante :
θˆV CA = argmin
θ∈Θ
1
m
m∑
i=1
(
bi − (A ·MKθ(yi | A−i, b−i))i
)2
, (8.8)
ou` A−i et b−i sont respectivement la matrice A et le vecteur b sans la ie`me ligne et ou`
MKθ(yi | A−i, b−i) est de´fini par (8.4).
8.6.2 Parame`tre d’e´chelle
Le parame`tre σ2 est estime´ par l’e´quation suivante :
1
n
n∑
i=1
(
bi − (A ·MKθ(yi | A−i, b−i))i
)2
E
(
(AY (X)− A ·MKθ (X | A−i, b−i))2
∣∣ Di) = 1, (8.9)
ou Di traduit la monotonie et les contraintes e´galite´ sans la ie`me information.
8.7 E´tude empirique
Le mode`le propose´ dans la Section 8.4 et la Section 8.5 a e´te´ applique´ a` des donne´es
re´elles.
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8.7.1 Euribor data
Les donne´es. La fonction a` estimer est de´finie sur l’intervalle [0, 40] de maturite´s
exprime´es en anne´es. Elle de´marre de 1 et de´croˆıt vers ze´ro a` l’infini. En notant
X = (1, . . . , 40)⊤ (de taille 40), les conditions line´aires de type e´galite´ sont de´finies
par une matrice re´elle A de taille 14× 40 :
A · Y N(X) = b, (8.10)
ou` b = (1, . . . , 1)⊤ ∈ R14. Dans ce cas, on a m = 14 et n = 40. En tenant compte du
fait que le taux d’actualisation de´marre de 1, l’ensemble des contraintes line´aires de type
e´galite´ est : (
1 φ0(0) . . . φN(0)
A ·H
)
ξ =
(
1
b
)
. (8.11)
Dans ce cas, la simulation du processus gaussien Y N conditionnellement a` (8.11) et a`
la contrainte de monotonie (de´croissante) est e´quivalente a` simuler le vecteur gaussien ξ
tronque´ au sous-espace convexe Iξ ∩ Cξ ou` Iξ est donne´e par l’e´quation (8.11) et Cξ :={
ξ ∈ RN+2 : ξj ≤ 0, j = 0, . . . , N
}
.
Estimation des parame`tres. Dans cette section, deux noyaux de covariance sont
utilise´es (Mate´rn 5/2 et Mate´rn 3/2). Les hyper-parame`tres associe´s σ2 et θ sont estime´s
par la me´thode de validation croise´e adapte´e aux contraintes. On de´note respectivement
par θˆM5 et θˆM3 les parame`tres de porte´e des noyaux Mate´rn 5/2 et Mate´rn 3/2. Dans
la Table 8.1, le parame`tre de porte´e θˆ reste stable pour diffe´rentes dates de cotation en
utilisant les deux noyaux de covariance Mate´rn 5/2 et 3/2 (proche de 30 pour θˆM5 et
de 40 pour θˆM3). De plus, la moyenne des valeurs optimales du crite`re EQM empirique
de´fini par l’e´quation (8.8) est le´ge`rement plus faible pour θˆM5 .
Sur la Figure 50, on conside`re les donne´es Swap versus Euribor 6M au 02/06/2010.
La Figure 50a montre la fonction a` optimiser en utilisant le noyau Mate´rn 5/2 comme
fonction de covariance. La Figure 50b montre la meˆme fonction en utilisant cette fois
le noyau Mate´rn 3/2 comme fonction de covariance. L’EQM atteint la valeur maximale
0.008 pour le noyau Mate´rn 5/2 et prend des valeurs infe´rieures a` 0.003 pour le noyau
Mate´rn 3/2.
Sur la Figure 51, on choisit N = 50 et on simule le mode`le (8.2) avec les contraintes de
monotonie (de´croissante). Pour mieux visualiser les courbes ainsi simule´es, on ne tient pas
compte de l’avant-dernie`re contrainte e´galite´ qui correspond a` la maturite´ de 30 anne´es.
Sur la Figure 51a (respectivement Figure 51b), le noyau Mate´rn 5/2 (resp. Mate´rn 3/2)
est utilise´ avec les parame`tres
(
σ2, θˆM5
)
= (1, 30.8) (resp.
(
σ2, θˆM3
)
= (1, 47.9)). Sur
les deux figures, la courbe noire repre´sente le mode du processus gaussien conditionnel
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Table 8.1 – L’estimation du parame`tre de porte´e en utilisant la me´thode de validation
croise´e adapte´e (Swap versus Euribor 6M).
Date θˆM5 θˆM3 Valeur optimale Mate´rn 5/2 Valeur optimale Mate´rn 3/2
02/06/2010 30.8 47.9 1.1e-06 6.4e-05
05/07/2010 25.2 40.5 1.1e-05 1.1e-04
03/08/2010 27.0 45.2 4.7e-06 8.8e-05
29/11/2010 39.9 47.0 2.3e-05 8.9e-05
30/12/2010 28.0 39.5 1.5e-06 9.1e-05
31/01/2011 29.2 40.0 1.2e-06 8.5e-05
10/05/2011 27.6 37.6 1.2e-06 7.0e-05
10/06/2011 30.7 36.51 2.8e-06 6.5e-05
30/12/2011 30.0 32.98 3.6e-06 1.6e-04
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Figure 50 – La fonction a` optimiser dans le crite`re LOO (8.7) en utilisant le noyau
Mate´rn 5/2 (resp. Mate´rn 3/2) comme fonction de covariance Figure 50a (resp. Fi-
gure 50b).
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Figure 51 – Simulations d’un processus gaussien (trajectoires grises) conditionnellement
monotone de´croissant et sans tenir compte de l’avant-dernie`re contrainte e´galite´. Le noyau
Mate´rn 5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 51a (resp. Figure 51b).
sans tenir compte de l’avant-dernie`re contrainte e´galite´. Notons que cette courbe reste
de´croissante sur tout le domaine et qu’elle respecte les conditions line´aires de´finies par
l’e´quation (8.3).
Simulations en dimension 1. On conside`re les donne´es Euribor au 02/06/2010.
Avec la Table 8.1, on voit que θˆM5 = 30.8 et θˆM3 = 47.9. Par l’e´quation (8.9), on obtient
σˆM5 = 0.3 qui correspond au parame`tre de variance du noyau Mate´rn 5/2 et σˆM3 = 0.2
pour le noyau Mate´rn 3/2.
Sur la Figure 52, on choisit N = 50 et on donne deux exemples nume´riques en
simulant le processus gaussien conditionnellement monotone de´croissante. Remarquons
que sur les deux figures, les trajectoires simule´es (courbes en gris) sont de´croissantes sur
le domaine tout entier. En re´alite´, les trajectoires sont plus re´gulie`res sur la Figure 52a
que sur la Figure 52b. Cela est lie´ a` la re´gularite´ du noyau de covariance. De plus, la
courbe noire repre´sente le mode du processus gaussien conditionnel qui respecte a` la
fois la contrainte de monotonie de´croissante et les contraintes line´aires de type e´galite´
(8.3). Les courbes en tirets noirs repre´sentent un intervalle de confiance a` 95% calcule´
par simulation.
Sur la Figure 53, les courbes en gris repre´sentent les simulations du processus
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Figure 52 – Simulations d’un processus gaussien (trajectoires grises) conditionnelle-
ment de´croissant en utilisant le noyau Mate´rn 5/2 comme fonction de covariance avec
les parame`tres
(
σˆM5 , θˆM5
)
= (0.3, 30.8) (Figure 52a) et le noyau Mate´rn 3/2 avec les
parame`tres
(
σˆM3 , θˆM3
)
= (0.2, 47.9) (Figure 52b).
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Figure 53 – Taux au comptant pour les simulations et le mode du processus gaussien
conditionnel. Le noyau Mate´rn 5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 53a (resp.
Figure 53b).
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− 1
x
log
(
Y N(x)
)
conditionnellement aux conditions line´aires de type e´galite´ et ine´galite´.
La courbe en noir correspondant a` la fonction − 1
x
log (MK(x | A, b)). Le noyau Mate´rn
5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 53a (resp. Figure 53b).
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Figure 54 – Simulations du taux forward et mode du PG conditionnel. Le noyau Mate´rn
5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 54a (resp. Figure 54b).
Sur la Figure 54, les courbes en gris repre´sentent − d
dx
log Y N(x). La courbe en noir
correspond a` − d
dx
logMK(x | A, b). Le noyau Mate´rn 5/2 (resp. Mate´rn 3/2) est utilise´
sur la Figure 54a (resp. Figure 54b).
Simulations en dimension 2. Dans ce paragraphe, on conside`re le cas de dimension
2. On e´tudie ici la variation de facteurs d’actualisation en fonction de la maturite´ et
de la date de cotation. Ces facteurs d’actualisation sont de´croissants avec la maturite´,
c’est-a`-dire par rapport a` la premie`re variable. Notre but dans ce paragraphe est
d’inte´grer les donne´es de´finies par les diffe´rentes dates de cotation et de simuler les
surfaces correspondantes. Pour cela, on utilise le mode`le de´crit dans la Section 8.5.
Quitte a` normaliser, on suppose que la deuxie`me variable est dans l’intervalle [0, 1].
Sur la Figure 55, on repre´sente le mode du processus gaussien conditionnel sous
contraintes de monotonie (de´croissante) par rapport a` la premie`re variable (maturite´).
Sur cette figure, on utilise les meˆmes dates de cotation de´finies par la Table 8.1. Si l’on
fixe la deuxie`me variable a` n’importe quelle date, la courbe de´croissante correspondante
repre´sente le facteur d’actualisation a` cette date de cotation.
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Figure 55 – Le mode du processus gaussien conditionnellement monotone par rapport
a` la premie`re variable seulement.
8.7.2 Overnight Indexed Swaps (OIS) discount curve
Des donne´es re´elles de Overnight Indexed Swaps (OIS) sont utilise´es dans cette section.
Estimation des parame`tres. On estime les parame`tres de porte´e θˆM5 et θˆM3 qui
correspondent respectivement au noyau Mate´rn 5/2 et Mate´rn 3/2. Les valeurs optimales
dans les deux dernie`res colonnes de la Table 8.2 correspondent a` la valeur optimale du
crite`re EQM empirique de´fini par (8.7). Avec ces re´sultats nume´riques, nous remarquons
que les parame`tres estime´s (θˆG et θˆM) sont stables pour les diffe´rentes dates de cotation.
De plus, les valeurs optimales du crite`re EQM empirique sont tre`s proches pour les deux
fonction de covariance. Cela e´tant, les valeurs optimales correspondant au noyau Mate´rn
5/2 sont le´ge`rement plus faibles que celles du noyau Mate´rn 3/2.
Sur la Figure 56, on repre´sente la fonction a` optimiser en utilisant les donne´es OIS
au 15/12/2011.
Sur la Figure 57, on conside`re les donne´es OIS au 15/12/2011. Les trajectoires si-
mule´es (courbes en gris) sont obtenues par le mode`le (8.2) avec N = 50 sous contraintes
de monotonie (de´croissante) et sans tenir compte de l’avant-dernie`re contrainte e´galite´.
Sur la Figure 57a, on fixe le parame`tre de variance σ2 a` 1 et on simule le processus gaus-
sien conditionnellement monotone en utilisant le noyau Mate´rn 5/2 comme fonction de
Hassan Maatouk 176 Mines de St-E´tienne
CHAPITRE 8. ESTIMATION DE LA COURBE D’ACTUALISATION ET DE
PROBABILITE´S DE DE´FAUT PAR KRIGEAGE SOUS CONTRAINTES
Table 8.2 – Estimation des parame`tres en utilisant la me´thode de VC adapte´e aux
contraintes (OIS data).
Date θˆM5 θˆM3 Valeur optimale Mate´rn 5/2 Valeur optimale Mate´rn 3/2
03/06/2010 19.2 31.9 9.4e-05 1.6e-04
04/10/2010 20.6 31.8 7.4e-05 1.2e-04
31/12/2010 18.7 33.4 8.4e-05 1.50e-04
04/03/2011 19.1 27.8 4.7e-05 8.0e-05
15/06/2011 18.2 27.3 6.9e-05 1.1e-04
10/10/2011 23.9 53.7 5.3e-05 1.2e-04
14/11/2011 23.9 57.4 7.3e-05 1.5e-04
15/12/2011 24.3 60.7 2.8e-04 1.8e-04
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Figure 56 – La fonction a` optimiser dans le crite`re LOO (8.7) en utilisant le noyau
Mate´rn 5/2 (Figure 56a) et le noyau Mate´rn 3/2 (Figure 56b).
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Figure 57 – Simulations d’un processus gaussien conditionnellement de´croissant et sans
tenir compte de l’avant-dernie`re contrainte e´galite´. Le noyau Mate´rn 5/2 (resp. Mate´rn
3/2) est utilise´ Figure 57a (resp. Figure 57b) avec le parame`tre de porte´e θˆ associe´. Le
parame`tre d’e´chelle σˆ2 est fixe´ a` 1 pour les deux figures.
covariance avec θˆM5 = 24.3. Par contre, le noyau Mate´rn 3/2 est utilise´ sur la Figure 57b
avec θˆM3 = 60.7. Sur les deux figures, la courbe noire repre´sente le mode du processus
gaussien conditionnellement de´croissant. Notons que cette courbe est de´croissante sur
tout le domaine et qu’elle respecte les contraintes line´aires de type e´galite´ (8.3).
Simulations en dimension 1. Sur la Figure 58, on donne deux exemples nume´riques
du processus gaussien conditionnel en utilisant les donne´es OIS au 15/12/2011
avec N = 50. La Figure 58a montre les simulations d’un processus gaussien
(courbes en gris) conditionnellement monotone en utilisant le noyau Mate´rn 5/2
avec
(
σˆM5 , θˆM5
)
= (0.5, 24.3) estime´s par la me´thode de VC adapte´e. Sur la Figure 58b,
le noyau Mate´rn 3/2 est utilise´ avec
(
σˆM3 , θˆM3
)
= (0.2, 60.7). Sur les deux figures,
le mode du processus gaussien conditionnel (courbe en noir) respecte les contraintes
line´aires (8.3) et est de´croissante sur tout le domaine. Notons que les trajectoires de la
Figure 58a sont plus re´gulie`res que celles de la Figure 58b. Cela est lie´ a` nouveau a` la
re´gularite´ du noyau de covariance.
Sur la Figure 59, les courbes en gris correspondent aux re´alisations du processus
− 1
x
log
(
Y N(x)
)
conditionnellement aux contraintes line´aires de type e´galite´ et ine´galite´.
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Figure 58 – Simulation d’un processus gaussien conditionnellement monotone en utili-
sant le noyau Mate´rn 5/2 avec
(
σˆM5 , θˆM5
)
= (0.5, 24.3) (Figure 58a) et le noyau Mate´rn
3/2 avec
(
σˆM3 , θˆM3
)
= (0.2, 60.7) (Figure 58b).
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Figure 59 – Taux au comptant pour les trajectoires simule´es et le mode du processus
gaussien conditionnel. Le noyau Mate´rn 5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 59a
(resp. Figure 59b).
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La courbe en noir repre´sente la fonction − 1
x
log (MK(x | A, b)). Le noyau Mate´rn 5/2
(resp. Mate´rn 3/2) est utilise´ sur la Figure 59a (resp. Figure 59b).
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Figure 60 – Simulations du taux forward et mode du PG conditionnel. Le noyau Mate´rn
5/2 (resp. Mate´rn 3/2) est utilise´ sur la Figure 60a (resp. Figure 60b).
Sur la Figure 60, les courbes en gris repre´sentent − d
dx
log Y N(x). La courbe en noir
correspond a` − d
dx
logMK(x | A, b). Le noyau Mate´rn 5/2 (resp. Mate´rn 3/2) est utilise´
sur la Figure 60a (resp. Figure 60b).
Simulations en 2D. Sur la Figure 61, on repre´sente le mode du processus gaussien
conditionnellement monotone (de´croissant) par rapport a` la premie`re variable seulement.
Sur cette figure, le mode`le de´fini dans la Section 8.5 est applique´ en utilisant les diffe´rentes
dates de cotation de´finies dans la Table 8.2.
8.7.3 Credit Default Swaps (CDS) data
Des donne´es re´elles de Credit Default Swaps (CDS) sont utilise´es dans cette section.
Estimation des parame`tres. A` nouveau on estime le parame`tre de porte´e θ par la
me´thode de VC adapte´e de´crite dans la Section 8.6 en utilisant les noyaux Mate´rn 5/2
et 3/2. Remarquons (voir Table 8.3) que ces parame`tres (θˆM5 et θˆM3) sont stables pour
les diffe´rentes dates. De plus, les valeurs optimales sont presque les meˆmes pour les deux
noyaux de covariance. Cela e´tant, les valeurs optimales correspondant au noyau Mate´rn
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Figure 61 – Le mode du processus gaussien conditionnellement monotone par rapport
a` la premie`re variable en utilisant les donne´es OIS de´finies dans la Table 8.2.
5/2 sont le´ge`rement plus faibles que celles du noyau Mate´rn 3/2.
Sur la Figure 62, on conside`re les donne´e CDS au 06/01/2005. La Figure 62a montre
la fonction a` optimiser (8.8) en utilisant le noyau Mate´rn 5/2. Sur la Figure 62b, on
montre la meˆme fonction a` optimiser en utilisant le noyau Mate´rn 3/2. Sur la Figure 62a,
la valeur optimale du crite`re EQM empirique est e´gale a` 4.9× 10−7 pour θˆM5 = 10.5. Par
contre, elle est e´gale a` 5.2× 10−5 pour θˆM3 = 12.9 sur la Figure 62b.
Simulations en 1D. Sur la Figure 63, on donne deux exemples nume´riques en uti-
lisant les donne´es CDS au 06/01/2005 avec N = 50. Remarquons que ces trajectoires
sont de´croissantes sur tout le domaine. Sur la Figure 63a, le noyau Mate´rn 5/2 est utilise´
avec
(
σˆM5 , θˆM5
)
= (0.2, 10.5) estime´s par la me´thode de VC adapte´e de´crite dans la Sec-
tion 8.6. Sur la Figure 63b, le noyau Mate´rn 3/2 est utilise´ avec
(
σˆM3 , θˆM3
)
= (0.06, 12.9).
Remarquons encore que les re´alisations (courbes en gris) sont plus re´gulie`res sur la Fi-
gure 63a que celles de la Figure 63b. Sur les deux figures, le mode du processus gaussien
conditionnel (courbe en noir) de´fini dans (8.4) respecte les contraintes line´aires (8.3) et
est monotone (de´croissant) sur tout le domaine. Les courbes en tirets noirs repre´sentent
l’intervalle de confiance a` 95% obtenu par simulation.
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Table 8.3 – Estimation des parame`tres en utilisant la me´thode de VC adapte´e (CDS
data).
Date θˆM5 θˆM3 Optimal value Mate´rn 5/2 Optimal value Mate´rn 3/2
06/01/2005 10.5 12.9 4.9e-07 5.2e-05
02/02/2006 15.5 24.8 1.8e-07 6.3e-06
20/03/2007 20.8 31.7 6.5e-07 3.7e-06
04/04/2008 11.4 21.6 2.6e-06 5.5e-06
11/05/2009 10.1 17.7 4.2e-5 2.7e-05
21/06/2010 10.1 16.4 3.4-06 1.2e-05
14/07/2011 17.0 23.7 1.2e-06 2.3e-05
23/08/2012 10.8 15.8 1.5e-06 4.3e-06
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Figure 62 – La fonction a` optimiser (8.7) en utilisant le noyau Mate´rn 5/2 (resp. Mate´rn
3/2) Figure 62a (resp. Figure 62b).
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Figure 63 – Simulations d’un processus gaussien (courbes en gris) conditionnellement
monotone (de´croissant) en utilisant le noyau Mate´rn 5/2 (resp. Mate´rn 3/2) Figure 63a
(resp. Figure 63b).
Simulations en 2D. Sur la Figure 64, on repre´sente le mode du processus gaussien
conditionnellement monotone (de´croissant) par rapport a` la premie`re variable seulement.
Sur cette figure, le mode`le de´fini dans la Section 8.5 est applique´ en utilisant les diffe´rentes
dates de cotation de´finies dans la Table 8.3.
8.8 Conclusion
Dans ce chapitre, une courbe d’actualisation ainsi que des probabilite´s de de´faut sont
estime´s en utilisant la Re´gression par Processus Gaussien sous contraintes de´veloppe´e
dans cette the`se. Comme nous avons pu le voir, l’adaptation de la me´thode au cas de
contraintes line´aires de type e´galite´ quelconque ne pose pas de difficulte´. L’estimation
des parame`tres de la fonction de covariance du processus gaussien initial a e´te´ possible
en adaptant e´galement la me´thode de validation croise´e. Pour e´tudier le mode`le propose´,
quelques exemples nume´riques en dimension 1 et 2 sont inclus. Les re´sultats nume´riques
montrent que les simulations du processus gaussien conditionnel respectent a` la fois les
contraintes line´aires de type e´galite´ et la monotonie de´croissante par rapport a` la maturite´.
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Figure 64 – Le mode du processus gaussien conditionnellement monotone par rapport a`
la premie`re variable en utilisant les diffe´rentes dates de cotation de´finies dans la Table 8.3.
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Chapitre 9
Conclusion et perspectives
9.1 Conclusion
Dans ce travail, est conside´re´ le proble`me de l’interpolation d’une fonction connue
pour avoir certaines proprie´te´s comme la positivite´, la monotonie ou encore la convexite´.
Deux approches sont envisage´es. La premie`re conduit a` un proble`me d’interpolation
optimale sous contraintes line´aires de type ine´galite´ dans un RKHS. La seconde de
nature probabiliste conside`re le meˆme proble`me comme un proble`me de re´gression par
processus gaussien sous les meˆmes contraintes ine´galite´.
Une me´thode d’approximation est propose´e pour re´soudre le proble`me de re´gression
par processus gaussien sous contraintes (cf. Chapitre 3). Les simulations du processus
gaussien conditionnel respectent a` la fois les conditions d’interpolation et l’ensemble des
contraintes ine´galite´. Par exemple, ces simulations sont monotones sur tout le domaine
dans le cas d’une contrainte de monotonie. La me´thodologie repose sur une approxi-
mation du processus gaussien initial par une combinaison line´aire finie de fonctions de
base de´terministes avec un jeu de coefficients ale´atoires qui forment un vecteur gaussien.
Ces fonctions de base peuvent eˆtre choisies de sorte que les contraintes ine´galite´ sur
le processus gaussien de dimension finie associe´ soient e´quivalentes a` un nombre fini
de contraintes ine´galite´ sur les coefficients. Par suite, le proble`me de simulation du
processus gaussien conditionnel est re´duit a` la simulation d’un vecteur gaussien tronque´
a` un sous-ensemble convexe de Rd.
De ce fait, une me´thode de rejet pour simuler un vecteur gaussien tronque´ sur n’im-
porte quel sous-espace convexe a e´te´ de´veloppe´e dans le Chapitre 4. Une comparaison
avec les algorithmes de rejet existants est faite.
Dans le Chapitre 3, un estimateur baye´sien appele´ mode est de´fini et ve´rifie a` la
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fois les conditions d’interpolation et les contraintes ine´galite´. C’est le Maximum A
Posteriori (MAP) associe´ a` la loi conditionnelle du processus approche´. Par une analyse
asymptotique, la convergence d’un tel estimateur est e´tablie et permet de ge´ne´raliser
l’e´quivalence ou la correspondance entre les deux approches krigeage et splines. C’est le
re´sultat the´orique principal de la the`se (cf. Chapitres 6 et 7).
Les hyper-parame`tres de la fonction de covariance ont e´te´ estime´s et la me´thode
de validation croise´e a e´te´ adapte´e (cf. Chapitre 5). Deux exemples nume´riques en
dimension 1 et 2 sont propose´s.
Finalement, une application re´elle dans le domaine de l’assurance (actuariat) pour
estimer une courbe d’actualisation a e´te´ de´veloppe´e dans le Chapitre 8.
9.2 Perspectives
Une me´thode d’approximation a e´te´ de´veloppe´e pour re´soudre un proble`me d’inter-
polation optimale sous contraintes ine´galite´ dans un RKHS ou le proble`me (e´quivalent)
d’estimation d’une fonction dans le cadre baye´sien de la Re´gression par Processus
Gaussien.
La mise en œuvre de cette me´thode exige la conside´ration d’espaces d’approximation
uniforme de dimension finie dans un espace de fonctions continues, voire de classe C1
ou C2 (cas de la monotonie ou convexite´, cf. Chapitre 3). Dans cette the`se, les espaces
d’approximation conside´re´s sont essentiellement des espaces de fonctions continues affines
par morceaux ou des e´le´ments P1 par analogie avec la me´thode des E´le´ments Finis
utilise´e pour re´soudre une EDP. En particulier, les re´sultats the´oriques des Chapitres 6
et 7 ont e´te´ e´tablis uniquement dans le cadre de tels espaces. L’utilisation d’autres
espaces d’approximation est pose´e en relation avec la re´gularite´ des fonctions du RKHS
H associe´ ou de la re´gularite´ des trajectoires du processus gaussien correspondant (qui
ne sont pas dans le RKHS sauf en dimension finie). Dans le meˆme sens, la vitesse de
convergence de la me´thode reste a` analyser en relation avec la discre´tisation (choix des
nœuds et des fonctions de base). Ces aspects semblent incontournables pour aborder le
cas multi-dimensionnel de`s la dimension d = 3.
Un autre aspect de la mise en œuvre de cette me´thode concerne la simulation d’un
vecteur gaussien tronque´ a` un ensemble convexe dans un espace de dimension plus
au moins grande, laquelle de´pend justement de la vitesse de convergence qui vient
d’eˆtre e´voque´e. A` nouveau, pour traiter en pratique le cas multi-dimensionnel, il est
indispensable d’envisager une technique de simulation adapte´e. Une ide´e naturelle est de
combiner une technique de rejet (par exemple, l’algorithme RSM propose´ au Chapitre 4)
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avec une technique de simulation par chaˆıne de Markov (McMC).
Un dernier aspect de la mise en œuvre concerne l’estimation des parame`tres du noyau
de covariance ou du noyau reproduisant. D’autres me´thodes peuvent eˆtre envisage´es,
en particulier la me´thode d’Estimation par Maximum de Vraisemblance (EMV). La
me´thode envisage´e dans ce travail base´e sur une technique de Validation Croise´e (VC)
peut e´galement faire l’objet de de´veloppements (autre crite`re que l’EQM qui soit mieux
adapte´).
Terminons en disant que d’autres aspects de ce travail n’ont pas e´te´ aborde´s. Signalons
en particulier le cas des observations bruite´es ou de l’approximation optimale dans un
RKHS du point de vue de´terministe (splines d’approximation).
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Annexe A
De´rive´es partielles du noyau de
covariance
Le noyau gaussien ainsi que ses de´rive´es partielles sont de la forme :
K (x− x′, θ) = exp
(
−(x− x
′)2
2θ2
)
,
∂K(x−x′,θ)
∂x
= − 1
θ2
(x− x′)×K (x− x′, θ)
∂K(x−x′,θ)
∂x′
= −∂K(x−x′,θ)
∂x
∂2K(x−x′,θ)
∂x∂x′
= 1
θ2
exp
(
− (x−x′)2
2θ2
)
×
(
1− (x−x′)2
θ2
)
∂2K(x−x′,θ)
∂2x
= −∂2K(x−x′,θ)
∂x∂x′
∂2K(x−x′,θ)
∂2x′
= −∂2K(x−x′,θ)
∂x∂x′
∂3K(x−x′,θ)
∂x2∂x′
= exp
(
− (x−x′)2
2θ2
)
× (x−x′)
θ4
×
(
−3 + (x−x′)2
θ2
)
∂3K(x−x′,θ)
∂x∂(x2)′
= exp
(
− (x−x′)2
2θ2
)
× (x−x′)
θ4
×
(
3− (x−x′)2
θ2
)
∂4K(x−x′,θ)
∂x2∂2(x2)′
= exp
(
− (x−x′)2
2θ2
)
×
(
(x−x′)4
θ8
− 6(x−x′)2
θ6
+ 3
θ4
)
Le noyau Mate´rn 3/2 ainsi que ses de´rive´es partielles sont donne´s par les e´quations
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suivantes :
K(x− x′, θ) =
(
1 +
√
3× |x− x′|
θ
)
× exp
(
−
√
3× |x− x′|
θ
)
∂K(x−x′,θ)
∂x
=
√
3
θ
× sign(x− x′)× exp
(
−
√
3×|x−x′|
θ
)
×
(
−
√
3×|x−x′|
θ
)
∂K(x−x′,θ)
∂x′
= −∂K(x−x′,θ)
∂x
∂2K(x−x′,θ)
∂x∂x′
= 3
θ2
× exp
(
−
√
3×|x−x′|
θ
)
×
(
1−
√
3×|x−x′|
θ
)
Le noyau Mate´rn 5/2 ainsi que ses de´rive´es partielles sont donne´s par les e´quations
suivantes :
K(x− x′, θ) =
(
1 +
√
5× |x− x′|
θ
+
5× (x− x′)2
3θ2
)
× exp
(
−
√
5× |x− x′|
θ
)
∂K(x−x′,θ)
∂x
=
(√
5sign(x−x′)
θ
+ 10×(x−x
′)
3θ2
)
× exp
(
−
√
5×|x−x′|
θ
)
−
√
5sign(x−x′)
θ
×K(x− x′, θ)
∂K(x−x′,θ)
∂x′
= −∂K(x−x′,θ)
∂x
∂2K(x−x′,θ)
∂x∂x′
=
(
−10
3θ2
exp(−
√
5×|x−x′|
θ
) +
√
5sign(x−x′)
θ
exp(−
√
5×|x−x′|
θ
)×
√
5sign(x−x′)
θ
+ 10×(x−x
′)
3×θ2
)
−
√
5
θ
× sign(x− x′)× ∂K(x−x′,θ)
∂x′
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Annexe B
Liste des articles scientifiques
B.1 Articles de journal
• H. Maatouk and X. Bay (2014). Gaussian Process Emulators for Com-
puter Experiments with Inequality Constraints. In revision, preprint
https://tel.archives-ouvertes.fr/hal-01096751/document
• X. Bay, L. Grammont and H. Maatouk (2015). A New Method for Smoo-
thing and Interpolating with Inequality Constraints. Submitted, preprint
http://hal.ird.fr/ICJ/hal-01136466v1
• X. Bay, L.Grammont and H.Maatouk (2015). Generalization of the Kimeldorf-
Wahba Correspondence in the Case of Constrained Interpolation. Submitted
• A. Cousin, H. Maatouk and D. Rullie`re (2015). Kriging of Finan-
cial Term-Structures. Submitted, preprint https://hal.archives-ouvertes.fr/
hal-01206388/file/Article%20Yeild%20Curve_modif_Hassan_25_Sep.pdf
B.2 Chapitre proceeding dans une confe´rence
se´lective
• H.Maatouk and X.Bay (2014). A New Rejection Sampling Method for Truncated
Multivariate Gaussian Random Variables Restricted to Convex Sets. To appear in
Monte Carlo and Quasi-Monte Carlo Methods 2014. Springer-Verlag, Berlin, 2016
Preprint http://hal-emse.ccsd.cnrs.fr/FAYOL-ENSMSE/hal-01063978v1
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B.3 Proceeding
• H. Maatouk, O. Roustant and Y. Richet (2015). Cross-Validation Estimation
of Covariance Hyper-Parameters of Gaussian Processes with Inequality Constraints.
Procedia Environmental Sciences, 27 (2015), pp. 38 – 44. Spatial Statistics confe-
rence 2015.
B.4 Package
• H.Maatouk and Y. Richet (2015). R package ‘constrKriging’ available online at
https://github.com/maatouk/constrKriging.
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Annexe C
Liste des confe´rences internationales
• Spatial Statistics Emerging Patterns, June 9 - 12, 2015, Avignon, France
• Mascot-Num annual conference 2015, April 8 - 10, 2015, St-E´tienne, France
• Uncertainty Computer Model UCM2014, July 28 - 30, 2015, Sheffield, United
Kingdom
• Mascot-Num annual conference 2014, April 23 - 25, 2014, Zu¨rich, Switzerland
• Eleventh International Conference on Monte Carlo and Quasi-Monte Carlo Methods
in Scientific Computing, April 6 - 11, 2015, KU Leuven, Belgium
C.1 Invitations
• Se´minaire a` ISFA (Institut de Science Financie`re et d’Assurances), June 26 2015,
Lyon, France http://isfa.univ-lyon1.fr/le_seminaire_du_laboratoire_
saf.html
• Gaussian Random Field Simulation GRF-Sim2014 Workshop, November 24 to 27
2014, Berne, Suisse http://www.clementchevalier.com/index.php/grfsimu
• Journe´e des the`ses avec l’IRSN (Institut de Radioprotection et de
Suˆrete´ Nucle´aire), October 14 to 17 2013, presqu’ˆıle de Giens, France
http://www.irsn.fr/FR/Larecherche/Actualites_Agenda/Actualites/
Pages/2013-08-08-journee-theses-2013.aspx#.VEEWd2OmVSA)
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Abstract :
This thesis is dedicated to interpolation problems when the numerical function is
known to satisfy some properties such as positivity, monotonicity or convexity.
Two methods of interpolation are studied. The first one is deterministic and is based
on convex optimization in a Reproducing Kernel Hilbert Space (RKHS). The second one
is a Bayesian approach based on Gaussian Process Regression (GPR) or Kriging. By
using a finite linear functional decomposition, we propose to approximate the original
Gaussian process by a finite-dimensional Gaussian process such that conditional simula-
tions satisfy all the inequality constraints. As a consequence, GPR is equivalent to the
simulation of a truncated Gaussian vector to a convex set. The mode or Maximum A
Posteriori is defined as a Bayesian estimator and prediction intervals are quantified by
simulation. Convergence of the method is proved and the correspondence between the
two methods is done. This can be seen as an extension of the correspondence establi-
shed by [Kimeldorf and Wahba, 1971] between Bayesian estimation on stochastic process
and smoothing by splines. Finally, a real application in insurance and finance is given to
estimate a term-structure curve and default probabilities.
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Correspondance entre re´gression par processus gaussien et splines
d’interpolation sous contraintes line´aires de type ine´galite´. The´orie et
applications
Spe´cialite´ : Mathe´matiques Applique´es
Mots clefs : Re´gression par Processus Gaussien, Krigeage, Estimation Baye´sienne,
Splines, Interpolation, Contraintes Ine´galite´, Quantification d’Incertitude.
Re´sume´ :
On s’inte´resse au proble`me d’interpolation d’une fonction nume´rique d’une ou
plusieurs variables re´elles lorsque qu’elle est connue pour satisfaire certaines proprie´te´s
comme, par exemple, la positivite´, monotonie ou convexite´.
Deux me´thodes d’interpolation sont e´tudie´es. D’une part, une approche de´terministe
conduit a` un proble`me d’interpolation optimale sous contraintes line´aires ine´galite´ dans
un Espace de Hilbert a` Noyau Reproduisant (RKHS). D’autre part, une approche proba-
biliste conside`re le meˆme proble`me comme un proble`me d’estimation d’une fonction dans
un cadre baye´sien. Plus pre´cise´ment, on conside`re la Re´gression par Processus Gaussien
ou krigeage pour estimer la fonction a` interpoler sous les contraintes line´aires de type
ine´galite´ en question. Cette deuxie`me approche permet e´galement de construire des in-
tervalles de confiance autour de la fonction estime´e. Pour cela, on propose une me´thode
d’approximation qui consiste a` approcher un processus gaussien quelconque par un pro-
cessus gaussien fini-dimensionnel. Le proble`me de krigeage se rame`ne ainsi a` la simula-
tion d’un vecteur gaussien tronque´ a` un espace convexe. L’analyse asymptotique permet
d’e´tablir la convergence de la me´thode et la correspondance entre les deux approches
de´terministe et probabiliste, c’est le re´sultat the´orique de la the`se. Ce dernier est vu
comme une ge´ne´ralisation de la correspondance e´tablie par [Kimeldorf and Wahba, 1971]
entre estimateur baye´sien et spline d’interpolation. Enfin, une application re´elle dans le
domaine de l’assurance (actuariat) pour estimer une courbe d’actualisation et des proba-
bilite´s de de´faut a e´te´ de´veloppe´e.
