Introduction
referred to various aspects of permutation p-values. We agree with most of the notions and ideas heuristically discussed there; however, we present a more formal discussion to confirm and be more precise. The approach adopted in Pesarin (2001) , and Pesarin & Salmaso (2010a , 2010b Without loss of generality, consider a two-sample one-dimensional design for onesided alternatives where: X 1 = (X 1i ; i = 1,…, n 1 ) are data of first sample, X 2 = (X 2i , i = 1,…, n 2 ) are those of the second, and X = (X 1 ,X 2 ) =(X i , i = 1,…, n; n 1 , n 2 ) is the pooled set from which it is intended that the first n 1 are from the first sample and the remainder from the second. Denoting by Π( ) the set of permutations of unit labels u=(1,…,n) and by * = ( * , … , * ) ∈ Π( ) one of these, the related permutation of X is * = { * = ( * ), = 1, … , ; , }. Thus, * = { * = ( * ), = 1, … , } and * = { * = ( * ), = + 1, … , } denote the two permuted samples; in multidimensional problems vectors associated with units are permuted (Basso, et al., 2009; Pesarin, 2001; Pesarin & Salmaso, 2010a; . The hypotheses are H : X X ≥ respectively stating the equality and the dominance in distribution of two population variables. Note that H 0 implies data are exchangeable without being necessarily independent; in practice the exchangeability condition is usually attained when subjects are randomized to treatments or when related to observations on independent units.
Permutation tests are ordinary tests conditional on the observed data set , which in H 0 is always a sufficient n-dimensional statistic for the underlying (known or unknown) distribution f in the sense that it contains all the information on f that are contained in . Outside the regular exponential family of distributions is generally minimal sufficient. In particular this implies that no suitable univariate statistic exists for summarizing the whole information on the aspect of interest for the analysis; therefore, no parametric or nonparametric method can aspire to be uniformly better than others.
One way to attenuate this drawback within the multi-aspect methodology (Pesarin, 2001; Pesarin & Salmaso, 2010a; Salmaso & Solari, 2005) In H 1 the set of sufficient statistics is the pair ( ; ) because data are only exchangeable within -but not between -groups. As a consequence of sufficiency of / for f under H 0 the null conditional probability of any event A, given / , is independent of fwhatever it is -because Pr * ∈ ; / = Pr * ∈ / . Therefore, the null permutation (conditional) probability is distribution-free and nonparametric as well as the distribution of any statistic : → ℛ conditional on / . Moreover, because for finite sample size n the number
/ of points in / is finite, in H 0 the conditional probability of any A is calculated as
Note that in carrying out the calculations for this conditional probability it is not necessary to make reference to the so-called hypothetical repeated sampling principle; that is, it is not necessary to examine the whole population sample space , which in turn has generally a virtual existence, and to consider all sample points that could have been realized but only the point of which has been actually observed. In fact, as the observed data are exclusively taken into consideration, Pr / simply requires the complete enumeration of / which, as it consists of all permutations * of , has an objective existence.
With different arguments, a similar notion is also expressed in Anderson's article. In practice, when sample sizes (n 1 , n 2 ) are not small, to overcome the too large cardinality of / , the probability Pr / can be estimated at any degree of accuracy by a conditional Monte Carlo simulation on / as described by Anderson. A first property of the permutation distribution is that in H 0 the data set is uniformly distributed over / conditionally. In fact,
if ∈ / and 0 elsewhere. Essentially, this property states that, under H 0 , the permutations in / are equally likely; whereas under H 1 , because the set of sufficient statistics is the pair ( ; ), no data can be exchanged between two samples and permutations in / are not equally likely. This property may suggest ways for finding test statistics provided with good inferential properties. Further, assuming that the exchangeability condition on data is satisfied in H 0 , for any randomized test based on a statistic T for which large values are significant,
< , where = ( ) is the observed value of T on data , and
the -size conditional critical value = ( ) which, if H 0 were true, could be determined by complete enumeration of / . The conditional rejection probability of ( ) for any given ∈ (0,1) is then ( ) / = . Thus, under H 0 , due to sufficiency of , test ( ) is invariant with respect to all underlying distributions f and all sample points and so independently on how they are selected from . This property defines the so-called uniform similarity property of randomized permutation tests, corresponding to the stronger version of the Neymann -structure.
One consequence, but not the most important, of conditioning on is that the permutation critical value = ( ) does not need to be determined in practice. Unless it is known that H 0 is true -in which case knowing would be essentially useless -its determination would require the ordering of { ( * ), * is not a true p-value, unless H 0 were true. We partially disagree, however, because is simply the critical value (i.e., the type I error rate ) of any randomized permutation test (for non-randomized tests, the resulting type I error rate is ′ ≤ so giving rise to conservative inferences); exactly as for parametric tests.
In order to establish whether the p-value score is a test statistic furnished with good inferential properties it is useful to observe that: i. in H 0 the distribution of is uniform on its attainable set Λ( , ); Provided that the exchangeability property is satisfied in H 0 , these properties imply that the test statistic based on is uniformly unbiased for all data sets , all distributions f, all sample sizes (n 1 ,n 2 ) and independently on how subjects are selected from a population (i.e., possibly under selection-bias sampling if they are randomized to treatments). These properties guarantee that tests based on the permutation pvalue score are valid for making inference whenever the permutation testing principle applies (Pesarin, 2001; Pesarin & Salmaso, 2010a; Pesarin & Salmaso, 2010b) . In this we agree with Anderson's view-point that the permutation p-value does not impugn the validity of related tests.
With respect to the consistency property, if in H 0 the population mean value of is finite, that is, (| |)<∞, then the permutation test based on difference of two sample means, = − for example, is consistent , that is, its rejection probability converges to 1 as min(n 1 , n 2 ) diverges. Thus, not all test statistics are "valid irrespective of the shapes of the population distributions," in the sense that there exist population f for which there are permutation tests T that are not consistent. A way to obtain valid consistent test statistics is described in (Pesarin & Salmaso, 2010a; Pesarin & Salmaso, 2010b; Salmaso & Solari, 2005) within the socalled multi-aspect testing.
We would like to also underline some few other points:
1. The permutation test is unbiased and consistent when the effect is such that the distribution of ( ) in the alternative is not only shifted, but also when the dispersion increases or decreases provided that ( ) ≥ . For example, the effect on high blood pressure of a suitable drug is to reduce it towards smaller values by diminishing both mean and dispersion. That is, it is valid under homoscedasticity in H 0 (when the exchangeability is satisfied) and for possible non-homoscedasticity in H 1 . When = and homoscedasticity is not satisfied in H 0 , so the exchangeability is also not satisfied, it falls within the so-called Behrens-Fisher problem for which no exact parametric and non-parametric nonrandomized solutions exist. In Pesarin (2001, Chapter 10) an almost exact (but not exact) univariate and multivariate permutation solution is provided for symmetric distributions. Thus, in our opinion, some of the related arguments in Anderson's paper should be accordingly modified.
2. Traditional parametric tests are said to be generally valid under their conditions. This, however, is not always true. For example, in a simulation under multivariate normality we found that as the number q of processed variables increases, while keeping sample sizes fixed, the power of Hotelling's T 2 increased up to a maximum at approximately ≅ ( − 2)/2, then it decreased and was not calculable when ≥ ( − 1), whereas that of a permutation test based on = ∑ ( − ) always increased up to 1 for divergent q. Moreover, depending on the correlation matrix, there is a value q' such that the permutation test T p is more powerful than T 2 . To this end we would like to report a brief simulation study from Pesarin and Salmaso (2010b) . The results in Table 1 , where = 0.01, 0.05 (bold face), B = 1000 random permutations and MC = 1000 Monte Carlo simulations from q-dimensional normal distributions = ( , ) and = ( , ) were considered, show that:
(i) as q increases, the power of Hotelling's T 2 increases up to a maximum and then decreases to a minimum for q = n−2, after that it cannot be calculated due to singularity of estimated covariance matrix; (ii) power of T p increases monotonically with q; (iii) power of T p is not invariant with respect to alternatives lying at Mahalanobis distance from H 0 and so in some circumstances and even for small q it can be more powerful than T 2 , which in stringent conditions is the uniformly most powerful unbiased similar invariant (whereas T p is simply unbiased). A similar result, however less general, is also in Blair, Higgins, Karniski and Kromrey (1994) .
3. Under selection-bias sampling, any parametric inference cannot be extended to the target population, even asymptotically, unless a suitable treatment independent selection model is well-defined, identifiable and estimable. Conversely, under mild conditions and based on the uniform similarity and the uniform unbiasedness, permutation inference can be extended (Pesarin, 2001; Pesarin, 2002; Pesarin & Salmaso, 2010a , Pesarin & Salmaso, 2010b to the possibly unknown population from which selected subjects belong. Therefore, the result of the inferential conclusion is not only valid to the actual subjects (e.g., treatment is effective on actual subjects), as suggested by Edgington and Onghena (2007) and by Lehmann (2009) , it is also valid to the latent population (e.g., treatment is effective), at least in a weak sense. This in part contradicts one of Anderson viewpoints. 4. When in a multivariate testing problem the alternatives are restricted to be one-sided and the underlying distribution is not multivariate normal with known covariance matrix, no parametric solution is known (under multivariate normality some asymptotic solution are known (Silvapulle & Sen, 2005) ); whereas within the permutation testing principle these solutions are straightforward through the so-called nonparametric combination of dependent partial tests, one for each component variable (Basso, Pesarin, Salmaso & Solari, 2009; Basso & Salmaso, 2011; Finos, Salmaso & Solari, 2007; Pesarin & Salmaso, 2010a) . This, together with the fact that no single test can recover all of the information on f contained in , may solve the question regarding the "unresolved ambiguity concerning the degree to which each of the ... tests ... provides unique information about the null hypothesis" expressed in Andersons manuscript. Hayes (1996) regarding the non "distribution-free" property of permutation tests are, in our opinion, misleading because in order for the permutation test based on ∑ for testing H 0 :ρ=0 to be valid, the null hypothesis must be H 0 :X⊥Y , that is, independence must be assumed between X and Y, not only zero correlation. In other words it is not possible to test ρ=0 via permutation without assuming independence due to the lack of exchangeability (remember that ρ=0 characterizes independence on bivariate normal distributions). In a sense, this implies some limitations on the inferential possibilities of permutation tests.
Reported results from
6. One important -and very useful propertyof permutation tests is when there are missing or censoring or zero-inflated data informative on the treatment effect (see Pesarin, 2001; Pesarin & Salmaso, 2010a; Pesarin & Salmaso, 2010b) where, unless a (Sen, 2007) .
7. Permutation testing can be used in an intriguing problem as that in which some treated subjects have negative and others positive effect, as for example with some drugs sensitive to genetic interaction, so that both < 0 and > 0 can be jointly true in the alternative. This problem is studied in Bertoluzzo, .
8. In Pesarin and Salmaso (2010a) and Pesarin and Salmaso (2010c) an extended notion of consistency is provided for permutation tests where it is assumed that sample sizes remain fixed and the number of informative variables, those which contribute with nonnull effect, diverge to the infinity. A notion which can have application, for example, in many problems of modern biological analyses where the number of observed variables per subject can be practically unlimited or even in problems where data are curves or images which can be reduced to a large number of coefficients (e.g., functional principal components, Fourier and/or wavelets coefficients, area under the curve and/or number of picks over a list of thresholds, etc.).
9. It is possible to download without cost the software NPC-Test R.10 from the Wiley website http://www.wiley.com/go/npc for Pesarin and Salmaso (2010a) , which may solve the large majority of unidimensional and multidimensional permutation testing problems. R coded programs are also available for download from the same website.
