ABSTRACT Mapping nucleotide sequences onto a "DNA walk" produces a novel representation of DNA that can then be studied quantitatively using techniques derived from fractal landscape analysis. We al., 1992). Furthermore, using "DNA walk analysis" (Peng et al., 1992), we noted that these longrange correlations were present in noncoding (intron and intergenomic) sequences, but not in coding regions.
INTRODUCTION
The local and global properties of nucleotide organization in DNA sequences have been the focus of considerable attention (Tavare and Giddings, 1989; Li and Graur, 1991; Beckmann and Trifonov, 1991; Fickett 1982 ). Short-range correlations with a characteristic length scale, such as tandem repeats, have been intensively studied. More recently, several groups of investigators (Peng et al., 1992 ; Li and Kaneko, 1992; Voss, 1992 ; Munson et al., 1992) have reported the unexpected discovery of long-range power-law correlations in certain DNA sequences. This finding is of interest (Maddox, 1992) because it indicates a type of scaleinvariant (fractal) organization that may extend over 104-105 nucleotides (Munson et al., 1992) . Furthermore, using "DNA walk analysis" (Peng et al., 1992) , we noted that these longrange correlations were present in noncoding (intron and intergenomic) sequences, but not in coding regions.
The biological implications of these long-range correlations for genomic structure and function remain speculative (Peng et al., 1992; Li and Kaneko, 1992; Voss, 1992; Maddox, 1992; Grosberg et al., 1993; Li 1992; Buldyrev et al., 1993a,b) . Possible clues to their origin might be obtained by studying the change in long-range correlations with gene evolution.
Molecular evolutionary relationships are usually inferred from comparison of coding sequences, conservation of intron/exon structure of related sequences, analysis of nucleotide substitutions, and construction of phylogenetic trees (Li and Graur, 1991) . The changes observed are conventionally interpreted with respect to nucleotide sequence composition (mutations, deletions, substitutions, alternative splicing, transpositions, etc.) rather than overall genomic organization.
In this work, we sought to assess the utility of DNA correlation analysis as a complementary method of studying gene evolution. In particular, we studied the changes in "fractal complexity" of nucleotide organization of a single gene family with evolution. A recent study by Voss (1992) reported that the correlation exponent derived from Fourier analysis was lowest for sequences from organelles, but paradoxically higher for invertebrates than vertebrates. However, this analysis must be interpreted with caution since it was based on pooled data from different gene families rather than from the quantitative examination of any single gene family.
The purpose of the present study is, therefore, threefold: 1. To introduce the technique of DNA walk analysis to the problem of graphically depicting and quantitatively analyzing gene evolution.
2. To test the hypothesis that the fractal complexity of genes from higher animals is greater than that of lower animals, using single gene family analysis. We focused our analysis on the genome sequences from the conventional (Type II) myosin heavy chain (MHC) family. Such a choice limits potential bias that may arise secondary to nonuniform evolutionary pressures and differences in nucleotide content between unrelated genes. We use also this technique to study the MHC gene family because of the availability of completely sequenced genes from a phylogenetically diverse group of organisms, and the fact that their relatively long sequences are well suited to statistical analysis.
3. To present a simple iterative model of gene evolution based on known properties of polymeric sequences that generates long-range correlations.
DNA WALK ANALYSIS
Each nucleotide sequence is represented as a string of purines and pyrimidines. For the present analysis, the "DNA walk" is initiated from the first nucleotide of the coding sequence and continued to the last nucleotide of the last exon. For each pyrimidine at position i, the walker takes a step up [u(i) = + 1], and for each purine, a step down [u(i) = -1] (the purine-pyrimidine rule). This procedure generates an irregular graph resembling a "fractal landscape" (Shlesinger, 1993) , whose altitude y(n) is the "net displacement" of the walker after n steps:
The defining feature of such a landscape is the statistical self-affinity of the plots obtained at various magnifications. We studied 11 distinct genes and their cDNAs from eight species (Fig. 1) .
The landscapes for the MHC gene family (from yeast to human) are presented in Fig. 1 . Note that while the ones for the MHC cDNAs are remarkably consistent across the evolutionary spectrum (Fig. 1 A) , the genomic landscapes show increasing "complexity" (Fig. 1 B) evidenced by an apparent increase in the roughness of the surface created by the DNA walk associated with fragmentation of exons by introns.
To quantitatively characterize these landscapes, we partition the entire landscape into boxes of length /and compute the "detrended walk" as the difference between the original walk and the local trend (Peng et al., preprint) . The "local trend" of a given box is obtained from a least squares fit for the DNA walk displacement in that box. We then calculate the variance about the local trend for each box, and compute the average of these variances over all the boxes of size 4 denoted F'(V). The detrended walk analysis gives similar results as the min/max method used in Peng et al. (1992) , but has the advantage that it is somewhat better suited to compensate for nonstationarity effects.
The roughness of the landscape is closely related to the correlation properties of the sequence. If the sequence has correlations of only a finite range (or is altogether uncorrelated), then for large /we must find the asymptotic behavior Fd(/) -/2. On the other hand, if the correlation has "infinite" range (Peng et al., 1992; Li and Kaneko, 1992; Voss, 1992; Munson et al., 1992) , i.e., if the range of the correlation is as long as the length of the DNA sequence, then Fd(/) -/0" where the exponent a =$ 1/2.
The DNA walk provides a visual representation of the statistical properties of DNA, thereby facilitating analysis of its "global" properties ( Fig. 1) . For example, the landscape produced by DNA walk analysis reveals that each MHC cDNA consists of two roughly equal parts with significant differences in nucleotide content (Fig. 1 B) . The first part that codes for the heavy meromyosin or "head" of the protein molecule has a slight excess of purines (52% purines and 48% pyrimidines); the second part that codes for the light meromyosin or "tail" has about 63% purines and 37% pyrimidines. The absolute nucleotide contents are not shown in the graphical representation of Fig. 1 A because we subtract the average slope from the landscape to make relative The DNA walk representations of (A) eight cDNA sequences from the MHC family and (B) the corresponding genes. DNA landscapes are plotted so that the end points have the same vertical displacement as the starting points (Peng et al., 1992) . The graphs are for yeast, amoeba, C. elegans, brugia, drosophila, chicken, rat and human (from top to bottom, left to right). The shaded areas in (B) denote coding regions of the genes. The DNA walks for the genes show increasing "complexity" with evolution. In contrast, the cDNA walks all show remarkably similar crossover patterns due to sequential "up-hill" and "down-hill" slopes representing different purine/pyrimidine strand biases in the regions coding for the head and tail of the MHC molecule, respectively.
fluctuations around the average more visible. Indeed, one can easily see from Fig. 1 A that the relative concentration of pyrimidines in the first part ("uphill" region) of the myosin cDNA is much higher than in the second ("downhill" region).
As previously reported (Peng et al., 1992) 
INSERTION-DELETION MODEL
To gain some insight into possible evolutionary mechanisms that could increase the complexity of the landscapes and generate long-range correlations of DNA sequences, we next introduce a simple model that simulates conversion of originally coding regions into noncoding introns (cf. Buldyrev et al., 1993) . The model is based on the hypotheses that genetic information was originally encoded in an mRNA molecule which was subsequently converted into a DNA sequence, and that this sequence underwent modifications due to mutagenesis and insertion of noncoding genetic material (introns) (Joyce, 1989) .
(i) To simulate cDNA sequences, we start with a biased random walk of length L with an overall excess of purines over pyrimidines corresponding to that observed in the cDNA sequences.
(ii) At each time step, we "mutate" the sequence by the following procedure:
(a) Choose a random point in the sequence and cut a subsequence of length n starting from that point, where the length n is chosen from a power law distribution 4(n) -n -0 with 2 (between L, 20 and L/2). The reason for this power law distribution is that the cutting of a DNA segment most likely occurs when a loop is formed, and it is known that the distribution of loop sizes in a long polymer obeys a (a) are presented in ascending order. The value of a is calculated by analyzing the GenBank sequence from the first to the last nucleotide of the protein coding sequence including all nucleotides in between. The values of a for the protein coding sequences (without introns), are given in brackets below the a value for gene sequence. The following myosin heavy chain (MHC) genes were studied: MHC type II from A. castellani, S. cerevisiae, D. melanogaster, and B. malayi; myo-1, myo-2, myo-3, and unc-54 MHC from C. elegans; embryonic skeletal (G. gallus and R. norvegicus), and beta cardiac (H. sapiens). The error bars, reported in the tables are due to the finite size of the analyzed sequences. Indeed, if one generates an artificial completely uncorrelated random sequence of finite size L and calculates its correlation exponent a, this value might differ from the expected value a = 0.5. The standard deviation of this difference can provide a good estimation for the error bar in the calculated value of a for a real DNA sequence of the same size. As shown in Peng et al. (1993) , the standard error of the measured value of a for finite sequences scales like C(/L)112, where / = 100 is the range of the linear fit, L is the length of the sequence analyzed, and C is a coefficient which in the case of the detrended analysis technique is approximately 0.1. We used this formula to estimate error bars in Tables 1 and 2. 0.6-a by this model are shown in Fig. 3 . After the first few iterations (Fig. 3 A) , the landscape is remarkably similar to that of primitive organisms such as phages (see Fig. 1 (des Cloizeaux, 1980) . Choose another random point in the sequence at which we insert this length, n subsequence.
(b) With probability 0.5, a strand substitution may occur in this subsequence (i.e., all purines are substituted by pyrimidines and vice versa, thereby inserting a complementary strand).
(c) To simulate retroviral insertions occurring, with some small probability Pi, the subsequence to be inserted is substituted by a random sequence of equal length with the same percentage of purines and pyrimidines as in the initial cDNA sequence. Furthermore, without strand substitution as implemented by rule (iib), no long-range correlation will appear. This mirror-image replacement mimics molecular evolution occurring by partial gene duplication or transposition (Schleif, 1988) and the occurrence of "extinguished exons" (Jaworski et al., 1989) . In order to test our assumption of strand substitution we also analyzed an alternative DNA landscape in which nucleotides cytosine (C) and guanine (G) result in an up step, while adenine (A) and thymine (T) correspond to a down step. Since such walks cannot be affected by strand substitution, our model would predict the absence of longrange correlations. Indeed, our analysis of the fluctuation Fd(f) for this modified DNA landscape does not exhibit as robust a power law correlation as for the original purinepyrimidine rule. Another crucial assumption is the existence of an overall bias (either of purines or of pyrimidines) in the initial sequence; it is this bias that enables strand substitution to produce differences in nucleotide content. This assumption is consistent with our observation that most coding regions exhibit overall bias in their purine-pyrimidine concentration.
The mechanism of generating power-law correlations in this insertion-deletion model is related to the competition between two countervailing "forces." The deletion and insertion of segments in rule (iia) and (iib) tends to randomize the sequence, while the insertion of biased segment implemented by rule (iic) tends to organize the system. As the iteration proceeds, the newly inserted biased segment is then broken into smaller pieces of different bias (according to a power-law distribution). After a large (but finite) number of iterations (which depends on the parameters of the model), these two competing effects will tend to balance each other. At this point the system will exhibit power-law correlation.
DISCUSSION
The existence of long-range correlations in DNA sequences was first demonstrated to occur in noncoding elements of eukaryotic genes (Peng et al., 1992; Li and Kaneko, 1992) , and later confirmed by Voss (1992) and then extended to an entire chromosome (Munson et al., 1992) . Despite the extensive demonstrations of their existence, little is known regarding the biological significance of these correlations. Such power-law behavior reflects a scale-invariant property of DNA and, therefore, cannot be attributed simply to the occurrence of nucleotide periodicities such as those associated with nucleosome packaging (Beckmann and Trifonov, 1991) . Possibly these long-range correlations are related to higher order DNA/chromatin structure, to DNA bending or looping, or to HnRNA splicing. In this regard, it is interesting to note that long-range correlations are present in the intergenomic and intron but not exon (protein coding) sequences. This demonstration of a self-affine (fractal) structure of these elements points to an important although still undefined biological role.
We have presented here evidence suggesting that the fraclutionary order. In particular, we find vertebrate genes appear to be more complex than those of invertebrates or yeast, as quantified by the long-range correlation exponent a. In contrast to the landscapes of the full genes, the MHC cDNAs show remarkable preservation of organization (invariance) across the evolutionary spectrum. Indeed, the eight cDNAs in Fig. I al., 1989) . Furthermore, we observed higher a for unc-54 MHC than for the rest ofDict. myosin, suggesting later evolution of this sequence. This is consistent with analysis in Katsuragowa et al. (1989) that also suggest late origin of unc-54 myosin.
We have focused on the MHC family because of the extensive nature of data available from a variety of invertebrate and vertebrate species, as well as the substantial length of the individual sequences (Peng et al., 1993) . Ideally, one would want to study precisely similar genes from different species. For the present analysis we had to include closely related but not identical myosin genes (e.g., human beta cardiac myosin and rat and chicken embryonic skeletal myosin) because of the current limitations in the GenBank sequence records.
We also employed similar methodology to study three additional gene families: actin, cytochrome c, and lysozyme (Table 2) . In all three cases, increase in the value of a roughly follows accepted evolutionary order of species development, consistent with the trends in the MHC family. Overall, for the gene families presented in Tables 1 and 2 An important question is whether the observed increase in the value of a with evolution is simply a reflection of the increasing percentage of introns in higher species. We note that while the percentage of introns remains relatively constant for the most advanced three species studied in the MHC family (Table 1) , the value of a is not constant. This finding, in accord with the insertion-deletion model, suggests that the organization of intron sequences, not only their length, is important in the process of evolution.
The observed trend of a to increase with evolutionary status for the MHC family is also consistent with the predictions of the model: "higher" species that appeared more recently will tend to generate long-range correlations with a larger value of the parameter a. Thus, vertebrate myosin is likely to be more "complex" than invertebrate myosin because the former incorporated genetic material from the latter species. This view of molecular evolution is consistent with the theory of punctuated equilibrium (Eldredge and Gould, 1972) that postulates rather rapid periods of change (occurring during speciation) followed by periods of stasis.
Our finding that a increases with evolution contradicts a recent study by Voss (1992) Fig. 1 A) , one can obtain a spuriously large value of a.
Nee (1992) proposed that it is the alternation of introns and exons (regions containing different nucleotide content) which modulates the long-range correlations. This idea is somewhat similar to the proposed model, but its main conclusion-that the sequence from which all exons have been cut does not exhibit long-range correlations-appears to be incorrect. In fact, intron sequences show long-range correlations as robust as those of complete genes with approximately the same exponent a. In contrast, our model describes not only the intron-insertion process, but also the shuffling process within noncoding sequences (introns and intergenomic sequences). This shuffling process (not just the insertion of uncorrelated introns) leads to a > 0.5 within single introns and intergenomic sequences, a fact that cannot be explained in the framework of the Nee hypothesis. Further, our model bears potential relevance to biological evolution, by providing a possible mechanism for transformation of primordial RNA molecules (currently considered to be the first to develop) into complex DNA sequences containing noncoding elements.
Finally, two major theories have been advanced to explain the origin and evolution of introns. One suggests that precursor genes consisted entirely of coding sequences and introns were inserted later in the course of evolution to help facilitate development of new structures in response to selective pressure, perhaps, by means of "exon shuffling" (Gilbert, 1978) . The alternative theory suggests that precursor genes were highly segmented and subsequently organisms not requiring extensive adaptation or new development or, perhaps, facing the high energetic costs of replicating unnecessary sequences, lost their introns (Hagerman, 1990; Doolittle, 1990) . Support for these hypotheses has remained largely conjectural; no models have been brought forward to support either process. The landscape analysis of the MHC gene family and the stochastic model presented in this study are most consistent with the former view.
