Abstract
Introduction
Apoptosis, also known as programmed cell death, is characterized by specific morphologic and biochemical properties [1] . Apoptosis proteins play a central role in development and homeostasis of an organism [2] . The function of an apoptosis protein is closely correlated with its subcellular location, so it is very improtant to gain the information about the subcellular location of apoptosis proteins [3] . Although subcellular location of unknown proteins can be determined by experimental methods, they are both time-consuming and expensive. Therefore, it is very urgent to develop an accurate and reliable prediction method for apoptosis protein subcellular location.
Actually, many efforts have been made for protein subcellular location: Emanuelsson et al. [4] used N-terminal sequence as an input into two layers of artificial neural networks. Zhou and doctor attempted to identify four kinds of subcellular locations of 98 apoptosis proteins based on amino acid composition by means of the covariant discriminant function [5] . Because of the information absence of sequence order in fact, some new protein features were proposed in order to incorporate sequence order effects of proteins. Chou proposed the concept "pseudo amino acid compositions" [6] . Chou and Cai [7, 8] developed an accurate method integrating the pseudo amino acid compositions, the function domain composition and the information of gene ontology. Feng proposed a new representation of unified attribute vector, all of proteins have their representative points on the surface of the 20-D globe [9] . Shao et al used complexity measure factor to predict protein subcellular location [10] , Zhang et al predicted protein homo-oligomer types by pseudo amino acid composition which used an improved feature extraction and Naive Bayes feature fusion [11] . Bulashevska and Eils predicted the four kinds of subcellular locations of the same datasets by using hierarchical ensemble of Bayesian classifiers based on Markov chains [12] and so on. Recently, Chen and Li utilized the measure of diversity and increment of diversity to predict the subcellular location of apoptosis proteins [13, 14] . The total prediction accuracy was 82.7% and 84.2%,respectively. These results were much better than that of other methods.
In this paper, we shall utilize the amino acid and dipeptide composition of a protein sequence to construct the feature of a protein sequence, and use K-Nearest Neighbor Classifier to predict the subcellular location of apoptosis proteins. In order to compare with other approaches, The dataset we used is the same as that in [13] . Via jackknife test, the total prediction accuracy is 88.3%. which is higher than the results of [13] and [14] . In order to validate the feasibility of our method ulteriorly, we do the same work on a new expand dataset which includes 1551 apoptosis proteins, the total prediction accuracy is 78.3%, these results show that the feature of protein sequence constructed in our method combined with K-Nearest Neighbor classfier is very useful for predicting subcellular location of apoptosis proteins. 
Material and Method

Data sets
Dataset 1(denoted as CL317) is provided by Chen and Li [13] . This dataset is generated by selecting the sequence length with more than 80 amino acids and there is a decided single subcellular location from 846 apoptosis proteins in SWISSPROT (version 49.0) (www.ebi.ac.uk/swissprot) [15] . The dataset contains 317 apoptosis proteins and is classified into the six subcellular locations (see Table 1 ). Dataset 2 is generated by selecting the sequence length with more than 80 amino acids and from apoptosis proteins in SWISSPROT (version 56.9) (www.ebi.ac.uk/swissprot) [15] . At first, only those entries annotated with ''apoptosis'' in the ID (identification) fields are collected, then sequences annotated with ambiguous or uncertain words, such as ''potential'', ''probable'', ''probably'', ''maybe'', and ''by similarity'' are excluded, the protein which tagged two or more different subcellular location are also removed, and sequences with less than 80 amino acid residues and sequences annotated with ''fragment'' are removed because they might be just fragments. To avoid any homology bias, we reduce sequence redundancy to 90%. In order to keep balance, only those subcellulars with more than 60 proteins are reserved. At last, we obtain the 1551 apoptosis proteins, in order to keep the data balance for apoptosis protein category , these apoptosis proteins are classified into the four subcellular locations: (1) 305 cytoplasmic proteins, (2) 550 membrane proteins, (3) 228 secreted proteins, (4) 468 nuclear proteins (see Tables 2 ).
protein feature
In our research, every protein is represented as a point or a vector in a 36-D space, the first 20 components of this vector are supposed to be the occurrence frequencies of the 20 amino acids in a protein sequence, and the last 16 components of this vector are the occurrence frequency of 16 dipeptide categories in a protein sequence. These dipeptide categories are generated by cluster analysis according to the hydrophobicity of dipeptides, the classification of dipeptides is described as Table 3 , Hence all proteins have their representative points in the 36-dimension Hilbert space. AW-PW-SW-TW-QW-GW-HW-NWtt (6) VW-LW-IW-FW-MW-CW-YWtt (7) RA
-RP-RS-RT-RQ-RG-RH-RN-K A-KP-KS-KT-KQ-KG-KH-KN-DA-DP-DS-DT-DQ-DG-DH-DN-EA-EP-ES-ET-EQ-EG-EH-ENtt(8) RV-RL-RI-RF-RM-RC-RY-KV-K L-KI-KF-KM-KC-KY-DV-DL-DI-D F-DM-DC-DY-EV-EL-EI-EF-EM-EC -EYtt(9) WA-WP-WS-WT-WQ-WG-WH-WNtt(10) WV-WL-WI-WF-WM-WC-WYtt(11) AR-AK-AD-AE-PR-PK-PD-PE-S R-SK-SD-SE-TR-TK-TD-TE-QR-QK -QD-QE-GR-GK-GD-GE-HR-HK-H D-HE-NR-NK-ND-NEtt(12) VR-VK-VD-VE-LR-LK-LD-LE-I R-IK-ID-IE-FR-FK-FD-FE-MR-MK-MD-ME-CR-CK-CD-CE-YR-YK-YD -YEtt(13) WR-WK-WD-WEtt(14) WW tt(15) RW-KW-DW-EWtt(16) RR-RK-RD-RE-KR-KK-KD-KE-DR-DK-DD-DE-ER-EK-ED-EE-
K-Nearest Neighbor classfier
The K-Nearest Neighbor (K-NN) classfier is quite popular in pattern recognition due to its good performance and simple-to-use feature [16, 17, 18, 19] .The K-NN rule, also named as the "voting K-NN rule", can be simplely expressed as follows: Suppose 
Where,
Usually, k is the number of the nearest proteins counted to the query protein, The best value of k depends on the dataset , the bigger value of k can reduce the effect of noise on the classification, but make boundaries between classes less distinct. the value of k can be selected by various heuristic techniques such as cross-validation.
Evaluation of the performance
Here we calculate the total prediction accuracy (Ac), sensitivity (Sn), and matthew's correlation coefficient (MCC) to evaluate the final performance of the predictive method, Sensitivity shows the correct prediction rate, and Matthew's correlation coefficient affects entirely performance of the prediction algorithm. the calculation formulas are Eq (4)-(6):
where N is the total number of sequences, k is the class number, ( ) obs i is the number of sequences observed in localization i , and ( ) p i is the number of correctly predicted sequences of localization i , ( ) n i is the number of correctly predicted sequences not of localization i , ( ) u i is the number of under-predicted sequences of localization i and ( ) o i is the number of over-predicted sequences of localization i .
Performance test
The jackknife test is one of cross-validation tests. During the test, the subcellular location of each protein sequence is identified by all the other proteins except the one that was being identified. Among all cross-validation tests, the jackknife test is thought to be the most rigorous and objective one [13] . In this paper, 
Results and discussion
Calculation results of our method are listed in Table  4 and Table 5 respectively. [13] , by using diversity increment. b Comes from [14] , by using diversity increment. [14] , the better Mathew's correlation coefficients and the better overall prediction accuracy are obtained. the total prediction accuracy of our method is enhanced more than 4%. Table 5 shows that we yield the correct prediction rates as follows: 70.8% for cytoplasmic proteins, 83.8% for Membrane proteins, 65.8% for Secreted proteins, 82.7% for Nuclear proteins, respectively. The total prediction accuracy is 78.3%. which means that our method can correctly identified 216 cytoplasmic proteins, 461 Membrane proteins, 150 Secreted proteins, 387 Nuclear proteins. The result is satisfactory, although the prediction accuracy in Dataset 2 is decreased nearly 10% compared with Dataset 1, this is because the much bigger data size of Dataset 2 reduces the similarity of protein sequences.
For the subcellar location of a apoptosis protein, it is very improtant to select a set of reasonable information feature from protein sequences, different feature extraction can bring different prediction accuracy. our prediction results show that the local compositions of amino acids and dipeptide compositions are very useful for subcellar location of a apoptosis protein. The prediction results also show that based on such feature of protein sequences in our method, K-Nearest Neighbor classfier is much suitable for subcellar location of apoptosis proteins. The quite encouraging results indicate that our approach is effective and might be used to predict subcellar location of other proteins.
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