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Fiir die Konstruktion bester Approximationen bei der Anpassung mit Ex- 
ponentialsummen wird ein Algorithmus vom Remes-Typ entworfen. Dieser 
hil3t sich in der einfachen Fassung nur fur positive Exponentialsummen anwenden; 
im allgemeinen Fall muB man dafiir sorgen, da0 die Iterationsfolge nicht gegen 
lokale Minima konvergiert. Bei der Wahl der Ausgangsvektoren wird die Vor- 
zeichenstruktur in der Familie der Exponentialsummen beriicksichtigt. 
EINLEITIJNG 
Fur die Berechnung der besten Exponentialapproximation im Tscheby- 
scheffschen Sinne wird ein numerisches Verfahren diskutiert. Es wird auf- 
gebaut auf einem Basisalgorithmus, der sich als Newtonsches Verfahren 
oder als Gradientenverfahren im weiteren Sinne interpretieren 1aDt. Er wird 
so formuliert, da5 die gemeinsamen Eigenschaften mit einem Algorithmus 
fur die rationale Approximation von Werner [9] hervortreten. Wegen der 
Struktur der Exponentialsummen werden jedoch bestimmte Erweiterungen 
notwendig. Andererseits ergeben sich Vereinfachungen, durch die uber- 
tragung von Ideen, wie sie vom Verfasser schon bei anderen Minimierungs- 
aufgaben herangezogen wurden [3]. 
Fur die Herleitung der Iterationsvorschrift wird das Approximations- 
problem als Minimumproblem aufgefa5t. Zum Aufsuchen der Minimal- 
&sung bei positiven Exponentialsummen ist die Iteration uneingechrankt 
geeignet. Dagegen ist die Konvergenz bei allgemeinen Exponentialsummen 
nicht immer gewihrleistet. Wie namlich in einer friiheren Arbeit gezeigt 
wurde, gibt es bei dem Extremalproblem im allgemeinen Zokale Minima [2]. 
Aus den Ergebnissen der Arbeit kann man schlieBen, da5 die Faktoren 01, 
gem55 der Darstellung der Exponentialsummen 
6401313-3 
262 BRAESS 
schon in der Ausgangsnliherung die gleichen Vorzeichen haben sollten wie 
in der Minimallosung. Da die Vorzeichenverteilung ftir die Losung nicht 
immer von vorn herein vollstandig bekannt ist, wird haufig die Iteration 
mit mehreren Ausgangsnaherungen erforderlich. Dal3 nicht eine einzige 
Iterationsfolge ausreicht, ist andererseits verstandlich, weil bei der Exponen- 
tialapproximation mehrere Minimalliisungen existieren kijnnen [ 11. Diese 
Arbeit schhel3t direkt an die Untersuchungen des Verfassers iiber die 
Eindeutigkeitsfragen [l] und die Diskussion der Struktur der Exponential- 
summen [2] an. Die dort eingefiihrten Bezeichungen und Formeln werden 
such hier benutzt. Die Abschnitte sind weiter numeriert, und Zitate mit 
(1.1) bis (11.4) beziehen sich auf Formeln in jenen Arbeiten. Das gleiche 
gilt ftir die Satze 1 bis 12. 
12. DER BASISALGORITHMUS 
Bei der Exponentialapproximation betrachtet man die reellen Funktionen, 
die sich in der Form 
E(u, x) = i P,(x) $a", 
n=l 
M,-1 
pnw = c YnJ", 
"=O 
mit 
c M,=k<N 
n=l 
darstellen lassen und bezeichnet die Menge mit V, . Die Funktionen, bei 
denen die Polynome nur den Grad 0 haben, definieren die Teilmenge V,O. 
Die Funktion f(x) sei in einem reellen Interval1 X definiert und dort stetig. 
Die beste Approximation minimiert das Funktional, 
@P(4 = Ilf- -JGlll = ;zg IfW - J% ~11. (12.1) 
Durch die im folgenden beschriebene Iteration wird eine monotone Folge 
erzeugt 
@(a”) > @(a’) > @(a”) > . . . . 
Fur die numerische Behandlung seien die Parameter Vektoren a = (ai} 
im R2N. Unabhangig davon, ob fiir die Summen die obige Darstellung oder 
die aus Abschnitt 9 verwendet wird, sind N Komponenten von a lineare 
Faktoren und die tibrigen Komponenten bedeuten Frequenzen. Die Dimen- 
sion der Tangentialmannigfaltigkeit is d = d(u) = N + Z(u). Die Parameter 
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ai seien so durchnumeriert, dal3 sich die ersten N auf die Faktoren beziehen 
und die folgenden Z(a) auf verschiedene Frequenzen X, . Dann bilden die 
Funktionen 
%Cx) = & W, Xl, i = 1, 2 ,..., d, (12.2) 2 
die Basis eines linearen Haarschen Systems. Zur Abkiirzung schreiben wir 
such mit einem beliebigen Vektor Aa E Rd 
(da, u(x)) = i Aai - u&c). 
i=l 
(12.3) 
Es sei E[a] E V, nicht Minimallosung fi.irf(x) bez. V, . Dann wird die Fehler- 
kurve C(X) = f(x) - E(a, x) zunachst mit Funktionen der Form (12.2) 
approximiert, wobei die Zahlen Aai (i = 1, 2,..., d) freie Parameter sind. 
Diese lineare Tschebyscheff-Approximation wird nun im allgemeinen icht 
iiber dem Interval1 X durchgefiihrt. Urn den Rechenaufwand mbglichst 
niedrig zu halten, wird sie auf einer diskreten Teilmenge von X ausgeftihrt, 
sofern das nach der im folgenden beschriebenen Fallunterscheidung mijglich 
ist. Es wird eine Punktmenge konstruiert, die aus mindestens d + 1 ver- 
schiedenen Punkten besteht. AuDerdem wird die Anzahl der Punkte durch 
eine vorgegebene Zahl j,, >, 2N + 1 nach oben beschrankt. Ferner sei 
5 E (0, 8) eine kleine positive Zahl. 
Fall l(F 1). 
Die Menge 
lx E x : I 44 G II E IIU - 5>> (12.4) 
bestehe aus nicht mehr als j, Teilintervallen, und in jedem solchen Teil- 
interval1 sei das Maximum von 1 c(x)1 eindeutig bestimmt. X1 sei die Menge 
der Maximalpunkte. 
Ferner zerlege man das Grundintervall so in Teilintervalle (Vorzeichen- 
intervalle), dal3 E(X) in jedem dieser Intervalle das Vorzeichen nicht wechselt, 
in benachbarten Intervallen jedoch verschiedene Vorzeichen besitzt (vgl. [9]). 
Wenn mehr als j, Vorzeichenintervalle vorliegen, geniigt eine Auswahl von 
j, Intervallen. Aus jedem greift man einen Punkt heraus. Giinstig ist es, 
Extremalpunkte zu verwenden. Die Menge dieser Punkte werde mit X, 
bezeichnet. 
SchlieDlich sei X, eine beliebige Menge von d + 1 verschiedenen Punkten 
aus X. Nun kiinnen wir aus X, eine Teilmenge X,’ und aus X, eine Teilmenge 
X,’ so auswlhlen, dal3 die Vereinigung, 
x, = Xl u X,’ u X3’, 
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mindestens d + 1 und hijchstens j,, verschiedene Punkte enthiilt. (Fur die 
Praxis heif3t das: Wenn X1 weniger als d + 1 Punkte enthalt, erganze man 
durch Punkte aus verschiedenen Vorzeichenintervallen und-sofern not- 
wendig-durch beliebige weitere Punkte.) 
Fall 2 (F2). 
Die bei der Definition von X, unter Fl genannten Voraussetzungen seien 
nicht erftillt, dann wird 
x, = x 
gesetzt. 
Die Iterationsvorschrift lautet: Zu a = a0 berechne man die nachste 
Naherung nach folgendem Schema: 
1. Fiihre die Fallunterscheidung aus, und bestimme zugleich X0 . 
2. Suche die beste Tschebyscheffapproximation fur die Fehlerkurve 
E(X) i.iber X,, bez. des linearen Haarschen Systems mit d = d(a) freien Para- 
metern da, : 
yEy 1 c(x) - (da, u(x))1 = min! 
cl 
Die Losung des linearisierten Problems wird mit e(x) = E?(X) bezeichnet und 
mit de die Verbesserung 
3. Setze t = 1 und bestimme durch sukzessives Halbieren von t einen 
Wert t = to > 0, so dal3 fiir das in (12.1) definierte Funktional, 
@(a + tAa) < @(a) - itLIe, (12.6) 
gilt. Dann setze die Iteration mit a = ao+l = a0 + tAa fort. Beendet wird 
die Iteration, sobald sich wegen der Rundungen keine Verbesserung mehr 
ergibt. 
Zusatzregel. Falls Fl vorliegt und im dritten Teilschritt die Relation 
(12.6) nur mit t < 5 erftillt werden kann, wiederhole den Iterationsschritt 
unter Anwendung der Vorschrift zu (F2), d.h. mit X0 = X. 
Im Gegensatz zu dem Algorithmus von Werner lijsen wir bei jedem 
normalen Schritt kein lineares Gleichungssysteml, sondern ein diskretes 
1 Fti rationale Funktionen reduziert sich diese Aufgabe auf eine einfache Interpolations- 
aufgabe. 
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lineares Tschebyscheffproblem. Letzteres ist nur wenig aufwendiger als die 
Losung eines linearen Gleichungssystems [5, 81. Vorteilhaft ist unsere 
Methode vor allem, wenn in einem Vorzeichenintervall mehrere Extrema 
von ) E(X)\ liegen oder wenn mehr als d(a) + 1 Extrema mit ungefahr gleichem 
Betrag auftreten. Ferner sei betont, daB die Iteration weitgehend formuliert 
wurde, ohne dab auf die spezielle Struktur der Exponentialsummen Bezug 
genommen wurde, Dies konnte letzten Endes deswegen geschehen, weil im 
dritten Teilschritt nicht nur @(a + tna) < @(a), sondern die scharfere 
Relation (12.6) gefordert wurde vgl. [3]). 
13. KONVERGENZSATZ FCR DAS NEWTONSCHE VERFAHREN 
Nach den Ausfiihrungen des Abschnitts 11 kiinnen wir nicht erwarten, 
da13 die Iteration immer zur Minimallbsung ftihrt. Vielmehr gilt der 
schwachere 
SATZ 13. Bei der Iteration konvegiere eine Teilfolge gegen 
Era*] E VNo - V&l . 
Dam konvergiert die ganze Folge, und E[a*] ist Minimalliisung bez. VN . 
Dem Beweis schicken wir zwei Hilfssatze voraus, wobei wir zunachst zeigen, 
wann die Iteration schrittweise bessere Approximation erzeugt. 
Hilfsatz 6. Die Lange der Alternante von E[a] sei kleiner als d(a) + 1 
Dann existiert eine positive Zahl to, so da8 die Relation (12.6) fur alle 
t E (0, to) erfiillt ist. 
Beweis. ZunHchst zeigen wir die Behauptung fur (F2). Wegen der Vor- 
aussetzung tiber die Alternante liefert das linearisierte Problem ein positives 
de. Wegen der Differenzierbarkeit der Exponentialsummen gilt ftir hin- 
reichend kleine t 
11 E[a + t da] - E[a] - t(da, VE(a, x))jj < i de. 
Mit Hilfe der Dreiecksungleichung folgt daraus: 
(13.1) 
II&+ tdal -fll <llEbl + t@a,VE)--fII + ;Oc 
< tI)E[a]+(da,VE) -flit (1 -t> II EM -fli -l-in, 
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Ftir Fl sei der Beweis nur skizziert (da die Beweisidee die gleiche ist wie 
beim Hilfssatz 5.1 in [9]). Fur die Punkte xi E X0 , fur die l (xi) > /j E II- &O, 
ist, gilt @(xi) < -@l E. Wegen der Stetigkeit 15iBt sich urn jeden dieser 
Punkte ein Interval1 abgrenzen, so dal3 in diesem 
e”(x) < -$IE 
und so nach (13.1) fiir hinreichend kleine t in diesen Intervallen such 
I aa + tk 4 -f(x)1 < II E II - Me 
gilt. Das gleiche la& sich ebenso fur Intervallumgebungen der Punkte mit 
e(xi) < - ]I E I] + $0~ erreichen. 
In den librigen Punkten von X ist fur t = 0 : I(E(a + t&z) - f j < /I E /I 
und diese Relation ist such fur hinreichend kleine t erftillt (vgl. den Beweis 
des zitierten Hilfssatzes). 
Hilfssutz 7. Eine Folge E[ao] strebe gleichmll3ig gegen 
E[ci] E VNo - V& . 
Dann streben die laut F2 berechneten Liisungen des linearisierten Problems 
co(x) gleichmagig gegen die zu E[d] entsprechend konstruierte Funktion 
iqx]. 
Beweis. Abgesehen von endlich vielen Indizes gilt E[uo] E VNo - Vb-, , 
und die Funktionen eO(x) lassen sich in der Form 
e’(x) = f eA+[Bn” + ~~‘4, (13.2) 
n=1 
darstellen, wobei die Frequenzen hrro zum Spektrum von E[uP] gehoren. 
Die Folge (13.2) ist in V,, enthalten, und wegen II ep - l O II < j\ E@ j/ gilt 
11 eD ]I < 2 Ij ep I] < 2 II f 11 + 2 II E[&‘]li. Da die eo in einer beschrankten Teil- 
menge von V,, liegen und die Frequenzen beschrankt sind, konvergiert eine 
Teilfolge [2, 71. Aus der Stetigkeit der Norm und der Dreiecksrelation folgt 
nun fur diese Teilfolge 
F;, II ep + JWI -f II < II d + @I -f II. 
Wegen der Eindeutigkeit der linearen Approximation ist 
lim II e0 + E[uo] -f Ij = I/ .G + E[Z] -f 11. n+m 
In der Teilfolge konvergiert e” gegen g. Da dies such fur jede andere Teil- 
folge gilt, ist die Behauptung richtig. 
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Der indirekte Beweis des Konvergenzsatzes verlauft nun ahnlich wie bei 
Werner [9]. 
Beweis zu Sutz 13. Die Grenzfunktion E[u*] sei nicht Minimalliisung. 
Dann ist die zu E[u*] gemat F2 berechnete Anderung de* > 0. Aus Hifs- 
satz 7 folgt unmittelbar, daB fur die Teilfolge-abgesehen von endlich vielen 
Ausnahmen--d6 > &O,* gilt, sofern d@ gemaD F2 ermittelt wird. Diese 
Relation gilt dann such fur Fl, da in letzterem Fall die Approximation nur 
auf einer Teilmenge betrachtet wird. Wir unterscheiden nun, ob in der 
genannten Teilfolge endlich oft F2 angewandt wird oder nicht. 
Zunachst sei angenommen, es gebe eine gegen E[u*] konvergente Teil- 
folge, bei der immer gema F2 verfahren wird. Wegen der Konvergenz der 
,?[a~] und der da” la& sich nun ein t, > 0 angeben, so da13 mit Ausnahme 
endlich vieler Glieder die Relation (13.1) fur 0 < t < t1 richtig ist und so 
to > it1 wird: 
Das steht jedoch im Widerspruch zur Tatsache, daB @(a~) monoton gegen 
@(a*) strebt. 
Es sei nun angenommen, es gebe eine gegen E[u*] konvergente Teilfolge, 
bei der gem50 Fl verfahren wird. Auf Grund der Zusatzregel ist 
Das ist wie oben ein Widerspruch zur Monotonie des Funktionals. 
14. AUSBAU DES ALGORITHMUS, GRENZEN DES VERFAHREN 
Betrachten wir zuntichst die Konstruktion der besten positiven Exponen- 
tialsumme zu einer gegebenen Funktion f(x) E C(x). Urn die Vorausset- 
zungen des Konvergenzsatzes immer erftillen zu kiinnen, gehen wir induktiv 
vor. 
Die Minimallijsung g bez. Vi=_, sei bekannP. Wir brauchen uns nur mit 
dem Fall zu befassen, daB l? nicht schon Minimallosung bez. VNf ist. Nach 
2 F’, = VO+ enthLlt als einziges Element die identisch verschwindende Exponential- 
summe &a, x) = 0. 
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dem Kriterium in Satz 4 kiinnen wir also annehmen, dal3 i? eine positive 
Alternante der Lange 2N - 1 besitzt. Dann liegen alle Exponentialsummen 
aus V, , die f besser als i? approximieren, in I’,+. 
Fur die Iterationsfolge benutzen wir die Parameter in der Darstellung 
(14.1) und setzen 
ano z.z * % 7 CYg 0 7 ;$ ; ;j (n = 1, 2 ,..., N - 1). (14.1) = 
la 
ANo ist eine beliebige Zahl, die nicht zum Spektrum von E[ci] gehort. Die 
Dimension der Tangentialmannigfaltigkeit ist d(uO) = 2N - 1, und so 
bringt der erste Schritt eine Verbesserung mit sich. 
Die ganze Folge verlauft fur p 3 1 in der kompakten Menge 
Da die Folge also in VNo enthalten ist, kann man durchweg mit der Darstel- 
lung (8.1) rechnen. Es gibt eine konvergente Teilfolge. Wegen der Ab- 
geschlossenheit von I’,+ liegt such die Grenzfunktion der Teilfolge in der 
Menge (14.2) und erfiillt die Voraussetzungen des Konvergenzsatzes. 
Es lassen sich also nacheinander die besten Approximationen bez. VI+, 
vz+, v-a+,... bestimmen. Dieses induktive Vorgehen ist in der Praxis (vor allem 
bei der Analyse von MeDdaten) haufig such vom Problem her zweckmHBig. 
Denn oft ist es schwer, von vorn herein zu erkennen, wie viele Frequenzen 
man aus vorgegebenen Daten au&en kann. Fur die rationale Approxima- 
tion hat Werner auf die Vorteile des Fortschreitens in der Ordnung hinge- 
wiesen. 
Bei der Approximation ohne die Vorzeichenbeschrankung sind die Voraus- 
setzungen des Konvergenzsatzes nicht immer erfiillt, wenn die beste Expo- 
nentialsumme sowohl positive als such negative Faktoren enthalt. Dies 
zeigen wir, indem wir eine Arbeitshypothese infiihren, die spater durch eine 
schwachere Forderung ersetzt wird. 
Es sei up+l = a” + t“duo. Durch die Relation (12.6) wird erreicht, dal3 
dann 
@(a” + thzq < ayuq (14.3) 
fur t = to gilt. Nach dem Hilfssatz 6 ist (14.3) such fur kleine positive t 
richtig. Wie man aus dem Beweis von Satz 13 erkennt, ist es prinzipiell 
miiglich, to so zu wahlen, dal3 (12.6) fur alle t E [0, to] erfiillt ist. Offensichtlich 
gndert diese “starke Monotonieforderung” nicht die Konvergenzsatze. 
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Bei starker Monotonie enthalt die Menge, 
(14.4) 
nicht nur Elemente E[&‘] der Folge, sondern such einen verbindenden 
Bogen. Die Folge lauft also innerhalb einer Zusammenhangskomponente 
von (14.2). Wenn E[a’] eine bessere Approximation als die Funktionen aus 
VN-i ist, dann liegt die Folge innerhalb einer Zusammenhangskomponente 
von V, - V,-, , nach Satz 10 also innerhalb einer Vorzeichenklasse. Also 
besitzen alle Exponentialsummen die gleiche Vorzeichenverteilung wie 
E[d]. Wie beim Beweis der Existenz mehrer lokaler Minima deutlich wurde, 
gibt es aber meistens Exponentialsummen mit verschiedenen Vorzeichen- 
verteilungen, die bessere Approximationen als die Summen aus VN-, sind. 
Also gibt es such Folgen mit verschiedenen Grenzfunktionen. 
Betrachten wir den Fall, da8 wir formal genauso wie bei der Konstruktion 
der besten positiven Summen vorgehen und die Iteration mit der Mini- 
mallSsung bez. V,-, beginnen, wobei eine neue Frequenz mit verschwinden- 
dem Faktor hinzugefiigt wird. Wenn es nach den obigen ilberlegungen 
iiberhaupt sinnvoll ist, an diesem Schema festzuhalten, mul3 das Verfahren 
mindestens eine Forderung erftillen, die durch folgende Erweiterung des 
Algorithmus charakterisiert wird. 
Man startet die Iteration wie beschrieben. Bei der Iteration sorgt man 
daftir, dal3 sich die Vorzeichenverteilung nicht andert. Im allgemeinen ist 
dies durch die Forderung (12.6) von selbst erftillt, andernfalls verhindert man 
die Anderung durch Verkleinern des Dampfungsparameters t = to. Sobald 
man feststellt, da0 zwei oder mehrere Frequenzen zusammenlaufen, wieder- 
holt man die Iteration mit einem anderen Anfangswert fur die zusatzliche 
Frequenz. Dabei ist fur h, eine solche Zahl einzusetzen, dal3 man eine Folge 
mit einer anderen Vorzeichenverteilung erhalt (s. Abschnitt 11). Die Zahl 
der Miiglichkeiten ist durch (11.4) gegeben. Es ist nicht gesichert, dal3 das 
Verfahren immer zum Ziel ftihrt, denn es ist fiir N > 3 durchaus fraglich, ob 
nicht mehr lokale Minima existieren, als in Abschnitt 11 genannt wurden. 
Bei den Beispielen, die wir durchgerechnet haben, hat das Verfahren immer 
die Minimalliisung geliefert. 
1.5. BEISPIELE 
Die behandelten Beispiele sollen die Ergebnisse der Arbeit beleuchten, 
(obgleich sie fi.ir Anwendungen uninteressant sind). Als Beispiel fur ein in 
der Praxis auftretendes Problem wird die Anpassung von MeBdaten aus 
einem Reaktorexperiment beschrieben. 
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Urn den Rechenaufwand bei der Durchftihrung der Iteration in Grenzen 
zu halten, wurden die Funktionen diskretisiert. Der Abstand der Sttitzstellen 
wurde 0.01 oder kleiner gewahlt. 
In V, wurde die Iteration mit der besten konstanten Funktion 
gestartet. Fur die Konstruktion der Minimallosung bez. V, gingen wir, wie 
beschrieben, von der besten Approximation E[&j, bez. V,-, aus. Die l(d) 
Frequenzen teilen die relle Zahlengerade in Z(ci) + 1 Intervalle. Die zusatz- 
lichen Frequenzen wurden nacheinander in diese Intervalle gelegt und die 
Iteration gestartet. In dem Normalfall k = N - 1 wurden die Werte 
sowie 
fur i = 1, 2 ,..., Z(d) - 1, 
gewahlt. Sobald die Iteration bei einer Folge auf eine Exponentialsumme 
mit einer Alternante der Lange 2N + 1 fiihrt, wird die Prozedur abgebrochen. 
Die Zahlenangaben fur die Parameter sind durchweg gerundete GriiBen. 
A. Approximation eon f(x) = 1 /(l + x) in [0, l] 
Die beste Approximation fur l/(1 + x) bez. V, ist fur alle N eine positive 
Exponentialsumme. 
Beweis. Sei @a*, x) E V, Minimallosung. Die mit 1 + x multiplizierte 
Fehlerkurve, 
h(x) = 1 - (1 + x) . E(a*, x), 
ist in Vk*+l*+l enthalten, hat also hijchstens k* + l* Nullstellen. Da e(x) 
nach dem Alternantenkriterium mindestens N + I* Nullstellen hat, ist 
k* = N. Die Behauptung ist fiir V, offensichtlich richtig und sei fiir N - 1 
schon bewiesen. Damit h(x) E V,,,, 2N Nullstellen hat, mtissen alle Fre- 
quenzen negativ sein. Da limz+m h(x) = 1 ist, ist nach einem schon mehr- 
fach benutzten Schlul3 die Alternante positiv, und laut Satz 4 ist die Mini- 
malliisung bez. V,,, eine positive Exponentialsumme. 
Durch eine grobe Abschatzung la& sich aul3erdem zeigen, da0 fur groge 
N nicht alle Frequenzen beschrankt bleiben. Sei E(x) = C ol,eAn Minimallo- 
sung bez. V, , und es sei r eine Schranke ftir die Frequenzen, 
I &A I < r, n = 1, 2,...N. 
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Da alle Frequenzen negativ sind, haben in den Ableitungen E(“)(x) alle 
Terme das gleiche Vorzeichen, und es gilt 
I E’“‘(x)] < r I E’“-l’(x)1 . 
Fur die Ableitungen der Hilfsfunktion h(x) 
,yyx) = - (1 + x) E’“‘(x) - mE(“-l)(x) 
folgt deshalb aus der Existenz einer Nullstelle 5 
m I E(nz-l)(f)l = I(1 + 5) EY5)l < I 1 + t I - r I E’“-Yc$)I 
Da h zwischen den Alternantenpunkten insgesamt 2N Nullstellen besitzt, hat 
/P-1) im Interval1 [0, 11 eine Nullstelle. Daraus folgt 
r> 2N-- =N--l 
2 2’ 
An den in der Tabelle aufgeftihrten Minimallosungen kann man die Tren- 
nungseigenschaft der Frequenzen gut ablesen (Tab. I). 
B. Approximation vonf(x) = l/x in [0, l] 
Die Approximation von z/x liefert fur N = 1 eine positive Summe, ftihrt 
aber schon bei N = 2 aus V,+ heraus. Bis N = 4 wurde das im letzten 
Abschnitt beschriebene Verfahren erfolgreich erprobt. 
In V, kommt man zu einem lokalen Minimum, wenn man beim Start der 
Iteration A, > 1.751 wlhlt, und mit h, < 1.75 lauft die Iteration zur Mini- 
mallijsung. Es zeigt sich analog, daf3 man in V, mit h, < 0.8 starten muI3, 
und in V, mit A4 < 0.6. 
Die Alternantenpunkte liegen in der Umgebung des Nullpunktes dichter 
als im tibrigen Intervall, so daI3 man bei der Diskretisierung fur kleine x das 
Raster feiner wahlen mu& 
C. Approximation volt f(x) = tg x in [-r/4, + n/4] 
Es zeigt sich, daI.3 die besten Approximationen fur N < 5 eindeutig und 
deshalb antisymmetrisch sind. Der Grad ist dann eine gerade Zahl. Obwohl 
ftir N = 2 und N = 4 mehr als 2N + 1 Alternantenpunkte vorliegen, 
konvergiert die Iteration gut. 
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TABELLE I 
N Minimallijsungen ftif(x) bez. VN 
L&nge und 
Vorzeichen der Minimal 
Alternante abstand 
A.4 = l/O + 4 in RI11 
1 0.977 , e--o.715s 3+ 2.13 . 1O-2 
2 0.714 . e-O.407r + 0.286-2.443” 5+ 2.08 * 1O-4 
3 0.0459 . e-4.50’2 + 0.349 * e-*.ao*s 
+ 0 560 . e-O.Z37~ 
0 : 00572 . e--6.74o2 + 0.1074 . e--3.~8~r 
7+ 1.83 . 1O-p 
4 
+ 0 4264 . e-1.212~ + 0.4605 . e-‘.223z 9+ 1.54 . 
6 : 16 * 1O-4 . e-“.oPes + 0.0211 * e-4.9e6s + 0.159 
10-s 
5 . 
e--2.5o62 + 0.428 . e--o.8m + 0.391 . e-o.*sz~ 11 + 1.26 . 1Om’o 
f(x) = tg x in [- lr/4, + a/4] 
1 0 2+ 1 
2.3 0.607 sinh 1.619x 6+ 2.96 . 1O-3 
4.5 0.794 sinh 1.232x + 0.0425 sinh 4.972x 10 + 7.01 . 10-S 
f(x) = 42 in [0, l] 
1 03 . &751r 
2 -0.431 * e-s.47x + 0.461 - eo.8o42 
3 -0.0982 . e-14Z.8~ _ 0.448 . e-4.72x + 0.555 . e0.601~ 
4 -0.0348 . e-ll33~ _ 0.111 . e-46.7~ - 0 474 . e-3.88” 
+ 0.622 * e”.4ssz 
3- 0.21 
5- 0.030 
7- 0.0081 
Reaktordaten 
1 814.7 . e-O.229~ 3+ 45.2 
2 200.5 . e-1.36z + 654.6 . e-o.1622 5+ 4.87 
3 152.8 . e-2.337~ + 556.7 . e--o.2185 + 151.4. e--o.0338z 7- 0.944 
D. Anpassung von Reaktordaten 
Die Werte der untenstehenden Tabelle sind MeDwerte, die sich beim 
Abschalten eines Reaktors ergaben. Es sollte festgestellt werden, wie viele 
Frequenzen mit nur positiven Faktoren herausgezogen werden konnen. Man 
erhalt fur N < 3 positive Summen. Die beste Approximation bez. V, hat 
eine negative Alternante der Lange 7, so da8 bessere Approximationen 
notwendigerweise such negative Faktoren enthalten. 
Das Iterationsverfahren wurde aul3erdem noch bei verschiedenen Funk- 
tionen, z.B. bei der GauR’schen Fehlerfunktion, der Gammafunktion sowie 
ANPASSUNG MIT EXPONPNTIALSUMMEN 
TABELLE II 
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860 9 148 
603 10 128 
491 11 109 
407 12 96 
341 13 82 
288 14 71 
242 15 62 
205 
174 
bei anderen trigonometrischen und rationalen Funktionen bis N = 6 unter- 
sucht. Im groBen und ganzen zeigt sich folgendes Bild. 
Fur N = 1 und N = 2 ergeben sich keinerlei numerische Schwierigkeiten. 
Fur N > 3 ist eine Modifikation zur Konvergenzbeschleunigung zweck- 
maBig, die als allgemeine Methode in [4] beschrieben wird. Fur N 3 5 
zeigen sich aber meistens griil3ere Schwierigkeiten. Das gilt such fur positive 
Exponentialsummen. Hgufig werden die Frequenzen sehr grol3 (wie z.B. bei 
f(x) = l/Z), oder einzelne Amplituden tragen zur Summe nur wenig bei 
und lassen sich deshalb schlecht au&en (z.B. ist bei f(x) = l/(1 + x) und 
N = 5 in der Minimallosung der erste Term im ganzen Interval1 kleiner als 
l/1000 der Summe). 
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