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Résumé
Topologially, a ompat Riemann surfae X of genus g is a g-holed
torus (a sphere with g handles). This paper is an introdution to the
theory of ompat Riemann surfaes and algebrai urves. It presents
the basi ideas and properties as an expository essay, explores some
of their numerous onsequenes and gives a onise aount of the ele-
mentary aspets of dierent viewpoints in urve theory. We disuss
and prove most intuitively some geometri-topologial aspets of the
algebrai funtions and the assoiated Riemann surfaes. Abelian and
normalized dierentials, Riemann's bilinear relations and the period
matrix for X are dened and some onsequenes drawn. The spae of
holomorphi 1-forms on X has dimension g as a omplex vetor spae.
Fundamental results on divisors on ompat Riemann surfaes are sta-
ted and proved. The Riemann-Roh theorem is of utmost importane
in the algebrai geometri theory of ompat Riemann surfaes. It tells
us how many linearly independent meromorphi funtions there are
having ertain restritions on their poles. We present a simple diret
proof of this theorem and explore some of its numerous onsequenes.
We also give an analyti proof of the Riemann-Hurwitz formula. As an
appliation, we ompute the genus of some interesting algebrai urves.
Abel's theorem lassies divisors by their images in the jaobian. The
Jaobi inversion problem askes whether we an nd a divisor that is
the preimage for an arbitrary point in the jaobian. In the rst appen-
dix, we introdued intuitively and expliitly ellipti and hyperellipti
Riemann surfaes. In the seond appendix, we study some results of
resultant and disriminant as needed in the paper.
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1 Introdution
Les surfaes de Riemann interviennent souvent lors de la résolution de
problèmes aussi bien théoriques que pratiques et sont la soure de plusieurs
domaines de la reherhe ontemporaine.
Dans e travail, on étudie les surfaes de Riemann ompates X ou
ourbes algébriques omplexes. Ce sont des variétés analytiques de dimension
1 omplexe (2 réelle) munies d'atlas dont les hangements de artes sont ho-
lomorphes. On montre que la ourbe X est homéomorphe à un tore à g trous
(ou sphère à g anses) pour un ertain entier g ≥ 0. Le nombre g est le genre
de X . Celui-i est la dimension de l'espae vetoriel omplexe H1 (X,OX)
(1ergroupe de ohomologie à oeients dans le faiseau OX des fontions
holomorphes sur X). On montre aussi que 'est le nombre des intégrales abé-
liennes de 1e`reespèe attahées à la ourbe X , linéairement indépendants.
Un as partiulier important est représenté par les ourbes hyperelliptiques
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de genre g ainsi que les ourbes elliptiques (g = 1). On étudie ensuite les
formes diérentielles, les relations bilinéaires de Riemann et la matrie des
périodes. Après avoir rappelé les dénitions et propriétés des diviseurs et des
brés en droites néessaires à la ompréhension des résultats prinipaux de
e travail, on aborde le théorème de Riemann-Roh. Ce dernier est un ré-
sultat entral de la théorie des surfaes de Riemann ompates. Il permet,
entre autres, de dénir le genre d'une surfae de Riemann qui est un inva-
riant fondamental. Il s'agit d'un théorème d'existene eae qui permet,
entre autres, de déterminer le nombre de fontions méromorphes linéaire-
ment indépendantes ayant ertaines restritions sur leurs ples. A ause de
l'importane de e théorème, nous donnons une preuve détaillée onstrutive
bien qu'un peu tehnique. Nous mentionnons quelques onséquenes de e
théorème et nous donnons également une preuve analytique de l'importante
formule de Riemann-Hurwitz. Elle exprime le genre d'une surfae de Rie-
mann à l'aide du nombre de ses points de ramiations et du nombre de ses
feuillets. Nous montrons que ette formule fournit un moyen eae pour
déterminer le genre d'une surfae de Riemann donnée. En outre plusieurs
exemples intéressants seront étudiés. Deux autres théorèmes, elui d'Abel et
elui de Jaobi, de nature transendante et onsidérés omme importants
de la théorie des surfaes de Riemann ompates, sont étudiés en détail. Le
théorème d'Abel lassie les diviseurs par leurs images dans la variété ja-
obienne (tore omplexe algébrique) tandis que le problème d'inversion de
Jaobi onerne l'existene d'un diviseur qui soit l'image inverse d'un point
arbitraire sur la variété jaobienne.
Deux appendies enn, expliquent ertaines notions utilisées dans les se-
tions préédentes et qui auraient autrement alourdi le texte. Dans le premier
appendie, on introduit de manière intuitive et on onstruit expliitement les
surfaes de Riemann dans les as elliptique et hyperelliptique. Dans le seond
appendie, on étudie quelques résultats d'algèbre onernant les résultants
et disriminants que l'on utilise dans la preuve de la onnexité de la surfae
de Riemann onstruite.
On ne trouvera pas dans es notes des gures qui aident à motiver et
omprendre de manière intuitive les diérentes ongurations géométriques.
Ces launes peuvent être aisément omblées en pratique par l'exposé oral
omme nous l'avons fait pour nos étudiants.
2 Etude géométrique et topologique
Dans ette partie nous allons étudier les ourbes algébriques omplexes
X ou surfaes de Riemann ompates. Ce sont des variétés analytiques de
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dimension 1 omplexe (2 réelle) munies d'atlas dont les hangements de artes
sont holomorphes. On les dénit par
X = {(w, z) ∈ C2 : F (w, z) = 0},
où
F (w, z) ≡ p0 (z)wn + p1 (z)wn−1 + · · ·+ pn (z) , (2.1)
est un polynme à deux variables omplexes w et z, de degré n en w et
irrédutible (i.e., sans fateurs multiples ou enore ne soit pas le produit de
deux autres polynmes en w et z). Ii p0 (z) 6= 0, p1 (z) , . . . , pn (z) sont des
polynmes en z. Nous montrerons que la ourbe X est homéomorphe à un
tore à g trous (ou sphère à g anses) pour un ertain entier g ≥ 0. Le nombre g
s'appelle genre de la ourbe X . Nous verrons aussi qu'il est équivalent de dire
que 'est la dimension de l'espae vetoriel omplexe H1 (X,OX) (1ergroupe
de ohomologie à oeients dans le faiseau OX des fontions holomorphes
sur X). On montrera aussi que 'est le nombre des intégrales abéliennes
de 1e`reespèe (voir plus loin pour les dénitions) attahées à la ourbe X ,
linéairement indépendants. Un as partiulier important est représenté par
les ourbes hyperelliptiques de genre g d'équation
F (w, z) = w2 − pn (z) = 0,
où pn (z) est un polynme sans raines multiples, de degré n = 2g + 1 ou
2g + 2. Lorsque g = 1, on dit ourbes elliptiques.
Tout au long de ette partie, X désigne une ourbe algébrique omplexe
(surfae de Riemann ompate) de genre g non-singulière. Celà signie que
les fontions
∂F
∂w
ou
∂F
∂z
ne s'annulent identiquement sur auune omposante
de X ou enore que
grad F ≡
(
∂F
∂w
,
∂F
∂z
)
6= 0.
Considérons don l'équation (2.1). A haque valeur de z orrespond n
valeurs de w. Notre problème onsiste à trouver un domaine pour lequel
C −→ C, z 7−→ w : F (w, z) = 0,
soit une fontion uniforme. Autrement dit, on herhe à onstruire la surfae
de Riemann assoiée à l'équation F (w, z) = 0. Désignons par z1, ..., zm les
zéros de p0(z) et les zéros ommuns de F (w, z) = 0 et
∂F
∂w
(w, z) = 0. Ce
sont les valeurs pour lesquelles F (w, z) a un zéros double en w. Soit C =
C∪{∞} le plan omplexe ompatié ( ou sphère de Riemann puisqu'ils sont
homéomorphes). En résolvant l'équation F (w, z) = 0 pour z ∈ C\{z1, ..., zm},
on obtient n solutions wk(z), k = 1, 2, ..., n.
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Théorème 2.1 Les solutions wk(z) sont loalement analytiques.
Démonstration : Posons z = x+ iy et w = u+ iv où u = u(x, y), v = v(x, y).
Don
F (w, z) = G(u, v, x, y) + iH(u, v, x, y),
où G et H sont des polynmes. Par onséquent
F (w, z) = 0 ⇐⇒
{
G(u, v, x, y) = 0,
H(u, v, x, y) = 0.
Fixons un point z0 = x0 + iy0 ∈ C\{z1, ..., zm}. L'équation F (w, z) = 0 a
exatement n raines distintes : w = w01, w02, ..., w0n. Soit w0 = u0+iv0 l'une
de es raines. Pour pouvoir appliquer le théorème des fontions impliites,
il sut de vérier que
det
(
∂G
∂u
∂G
∂v
∂H
∂u
∂H
∂v
)
,
est non nul en (u0, v0). En eet, pour z xé, F (w, z0) est un polynme en w
et don F (w, z0) est analytique. D'après les équations de Cauhy-Riemann,
on a
∂G
∂u
=
∂H
∂v
,
∂G
∂v
= −∂H
∂u
,
et dès lors
det
(
∂G
∂u
∂G
∂v
∂H
∂u
∂H
∂v
)
=
∂G
∂u
∂H
∂v
− ∂G
∂v
∂H
∂u
,
=
(
∂G
∂u
)2
+
(
∂H
∂u
)2
,
=
∣∣∣∣∂G∂u + i∂H∂u
∣∣∣∣2 ,
=
∣∣∣∣∂F∂u
∣∣∣∣2 .
De même, on a
det
(
∂G
∂u
∂G
∂v
∂H
∂u
∂H
∂v
)
=
∣∣∣∣∂F∂v
∣∣∣∣2 .
Don pour que
det
(
∂G
∂u
∂G
∂v
∂H
∂u
∂H
∂v
)
6= 0,
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il sut que ∣∣∣∣∂F∂u
∣∣∣∣2 6= 0 ⇐⇒
∣∣∣∣∂F∂v
∣∣∣∣2 6= 0,
ou enore ∣∣∣∣∂F∂w
∣∣∣∣2 6= 0.
Or par hypothèse, l'équation F (w, z) = 0 n'a pas de raines double en w
pour z xé, i.e.,
∂F
∂w
(w0, z0) 6= 0.
Par le théorème des fontions impliites, on peut résoudre w en fontion de z
et exprimer que w est diérentiable dans un voisinage de z. Pour montrer que
w = w(z) est analytique, on va vérier que les équations de Cauhy-Riemann
∂u
∂x
=
∂v
∂y
,
∂v
∂x
= −∂u
∂y
,
sont satisfaites. En eet, omme F (w, z) = 0, alors
∂F
∂x
=
∂F
∂w
∂w
∂x
+
∂F
∂z
= 0,
∂F
∂y
= −∂F
∂w
∂w
∂y
+ i
∂F
∂z
= 0.
On multiplie la deuxième équation par i et on fait la somme ave la première.
On obtient
∂F
∂w
(
∂w
∂x
+ i
∂w
∂y
)
= 0.
Or
∂F
∂w
(w0, z0) 6= 0, don la seule possibilité qui reste est
∂w
∂x
= −i∂w
∂y
,
i.e.,
∂u
∂x
+ i
∂v
∂x
= −i∂u
∂y
+
∂v
∂y
,
e qui ahève la démonstration. 
Nous allons montrer que l'on peut prolonger analytiquement wk = wk(z)
sur tout C\{z1, ..., zm} et haque fontion ainsi obtenue satisfait à l'équation
F (w, z) = 0. Mais auparavant nous aurons besoin de quelques préliminaires.
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Soit D(a, ra) un disque de entre a et de rayon ra et soit f une fontion
analytique sur D(a, ra). Cette fontion admet un développement en série
entière onvergente de la forme
f(z) = f(a) + a1(z − a) + a2(z − a)2 + · · ·
Proposition 2.2 Soit b ∈ D(a, ra). La fontion f admet un développement
en série entière onvergente autour de b de la forme
f(z) = f(b) + b1(z − b) + b2(z − b)2 + · · ·
Démonstration : Posons
z − a = (z − b) + (b− a),
d'où
f(z) = f(a)+a1(b−a)+a2(b−a)2+· · ·+a1(z−b)+2a2(b−a)(z−b)+· · ·+a2(z−b)2+· · ·
On en déduit que
f(b) = f(a) + a1(b− a) + a2(b− a)2 + · · ·
b1 = a1 + 2a2(b− a) + · · ·
b2 = a2 + · · ·
et
f(z) = f(b) + b1(z − a) + b2(z − a)2 + · · · (2.2)
Cette série onverge en tout point de D(a, ra). Cherhons maintenant le
disque D(b, rb) de entre b et de rayon rb, dans lequel la série (2.2) onverge.
On sait que
rb ≥ ra− | b− a |> 0,
et il se peut aussi qu'on ait
rb > ra− | b− a |> 0.
Si tel est le as, la série (2.2) onvergera aussi à l'extérieur du disque D(a, ra),
à savoir dans le domaine du disque D(b, rb) extérieur au disque D(a, ra) et
la proposition est démontrée. 
Soit f une fontion analytique sur D(a, ra) et soit b un point en dehors
de D(a, ra). On veut onstruire un prolongement analytique de f au point
b. Du point a au point b, traçons un hemin C. Soit c1 ∈ C ∩ D(a, ra). On
sait que la fontion f peut-être développée en série entière de z − c1. Soit
7
D1, sur le hemin entre c1 et b. En e point, f admet un prolongement ana-
lytique. Soit D2, le disque de entre c2 dans lequel le développement obtenu
est onvergent. De prohe en prohe, on avane progressivement sur C, vers
le point b. Quand b sera dans un disque Dn de entre cn, on prendra b pour
cn+1 et ainsi on obtiendra le prolongement analytique herhé. Signalons que
ette onstrution ne démontre pas l'existene du prolongement analytique.
Théorème 2.3 (de monodromie) : Soit f une fontion analytique dans un
voisinage de a et soit D un domaine simplement onnexe. On suppose que
pour tout x ∈ D, il existe un hemin de a vers x tel que f peut-être prolongée
analytiquement en x. Alors e prolongement ne dépend pas du hemin suivi.
Démonstration : Soient C et L deux hemins de a vers x. On prolonge f le
long du hemin C. On désigne par C1, C2, ..., Cn les points sur C intermédiaires
de prolongement analytique. On a déjà montré que : quel que soit Ci, il existe
au moins ri > 0 tel que le prolongement analytique de f en C, onverge dans
Di(Ci, ri). Notons que
⋃n
i=1Di reouvre C. Soit C1 un autre hemin de a vers
x tel que : C1 ⊂
⋃n
i=1Di. Soient c11, ..., c1m, les points intermédiaires sur C1
tels que : quel que soit j, il existe au moins i, c1j ∈ Di et le prolongement sera
valable sur un disque D1j(c1j , r1j). Don, quel que soit j, le prolongement en
c1j n'est rien d'autre qu'un réarrangement des termes du prolongement en ci.
Ainsi, lorsqu'on arrive en x = cn+1 = c1,m+1, les prolongements oinident sur
Dn+1 ∩D1,m+1, et à fortiori en x. Notons que
⋃m
j=1D1j reouvre C1. Comme
préédemment, hoisissons C2, un hemin de a vers x tel que : C2 ⊂
⋃m
j=1D1j .
Le prolongement en x le long de e hemin oinidera ave elle en x le long
de C1. Don le prolongement le long de C2 oinide ave le prolongement le
long de C, au point x. On peut ontinuer la proédé jusqu'à e que le hemin
obtenu soit L. Montrons que l'on peut atteindre L par e proédé. En eet,
nous avons supposé que le domaine D est simplement onnexe ar sinon le
proédé utilisé peut ne pas marher. Si le trou du domaine se trouve entre L
et C, on ne pourra pas passer ontinument de l'un à l'autre ar on ne peut pas
traverser le trou. Supposons maintenat qu'il soit impossible de se rapproher
de L. Supposons don qu'il y ait un hemin limiteK qu'on ne puisse atteindre
entre C et L. Dans e as, il sut de prendre le prolongement analytique le
long de e hemin K. Celui-i est reouvert par une suite de disques. Comme
on peut se rapproher de K aussi près que l'on veut, il est possible de trouver
un hemin qui soit reouvert par es disques et qui onduise ainsi au même
prolongement en x. On peut alors ontinuer de l'autre té à l'intérieur des
disques, le proédé déjà ommené. Notons enn que si 'est un point p qui
nous barrait la route, alors elui-i jouerait le même rle que le trou. Or par
hypothèse, la fontion f peut-être prolongée analytiquement à tous les points
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de D, don à elui-là aussi. Soit don K′ un hemin de a vers p, le long duquel
on peut prolonger f analytiquement. Prolongeons K′ jusqu'à x, on obtient
le hemin K”. Celui-i joue alors le rle du hemin K du as préédent. La
solution est don la même et la démonstration est omplète. 
Revenons maintenant à notre problème initial. Nous avons montré qu'en
tout point z ∈ C\{z1, ..., zm}, les solutions wk(z), k = 1, 2, ..., n de l'équation
F (w, z) = 0 sont loalement analytiques. En outre, on a
Théorème 2.4 On peut prolonger analytiquement les fontions wk = wk(z)
sur tout C\{z1, ..., zm} et haque fontion ainsi obtenue satisfait à l'équation :
F (w, z) = 0.
Démonstration : Soit z0 ∈ C\{z1, ..., zm}. D'après les résultats préédents,
on peut prolonger analytiquement wk le long de tous les hemins ontenus
dans un voisinage susamment petit de z0. Pour le reste, on va utiliser un
raisonnement par l'absurde. Supposons qu'il existe un point a et un hemin
C de z0 vers a, de sorte que l'on puisse prolonger wk le long de C jusqu'à tous
les points b avant a, mais pas jusqu'au a. Dans D(a, ra), il existent n séries
entières wk(z) qui satisfont à l'équation F (wk(z), z) = 0 et qui en donnent
toutes les solutions. Choisissons b, de sorte que la partie du hemin C omprise
entre a et b, soit entièrement inluse dans le disque D(a, ra). Considérons la
série w(z) résultant du prolongement analytique de wk(z) de z0 jusqu'au b,
le long du hemin C. D'après e qui préède, on a F (w(z), z) = 0 dans un
disque D(b, rb) autour du point b. Don dans un disque D(b, r) de rayon
r = min(ra− | a − b |, rb), w(z) doit oinider ave l'une des wk(z) puisque
dans e disque toutes les solutions de l'équation F (w, z) = 0 sont données
par les fontions wk(z) et que F (w(z), z) = 0. Soit wl qui oinide ave w
dans D(b, r). Don wk(z) peut-être prolongé de b vers a le long de C. Cei
ontredit l'hypothèse de départ et démontre le théorème. 
On veut que le prolongement ne dépend pas du hemin. On utilise à
ette n le théorème de monodromie. Nous allons tout d'abord modier
C\{z1, ..., zm} pour obtenir une surfae simplement onnexe. On proède
omme suit : Soit z∗ ∈ C\{z1, ..., zm} un point arbitraire et onsidérons
m+1 hemins L1, ...,Lm+1 de z∗ jusque z1, ..., zm+1 =∞ respetivement. On
suppose que haque Li ne se reoupe pas et que
Li ∩ Lj = {z∗},
pour tout i 6= j, (i, j = 1, ..., m + 1). En faisant des oupures le long de es
hemins, on obtient une surfae
σ =
(
C\{z1, ..., zm}
) \⋃
i
Li,
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homéomorphe à un disque, don simplement onnexe.
Proposition 2.5 Sur la surfae σ, le prolongement analytique des wk(z) ne
dépend pas du hemin.
Démonstration : Il sut d'utiliser le théorème de monodromie et la onstru-
tion de la surfae σ. 
Considérons une oupure le long de Lj et la solution wk(z). On tourne
autour de zj pour atteindre l'autre oupure. Cei revient à transformer la
solution wk(z) en une solution wlk(z). Don pour haque j xé, on a une
permutation pij qui transforme k en lk. Prenons n opies σ1, ..., σn de σ et
identions le bord Bj de σi ave le bord Aj de σk=pij(i). On identie ainsi
tous les bords deux à deux et on obtient une surfae ompate. Nous allons
montrer que ette surfae, notée X , est onnexe.
Théorème 2.6 La surfae de Riemann X obtenue est onnexe.
Démonstration : Supposons que X n'est pas onnexe. Il est don possible de
numéroter les opies σ1, ..., σn de σ de sorte que les k premières σ1, ..., σk,
k < n, soient reliées entre elles, formant ainsi une des omposantes onnexes
de X . Du point de vue des permutations, elà signie que si pij envoit les
indies i = 1, ..., n sur les indies j1, ..., jn, alors j1, ..., jk est une permutation
des indies 1, ..., k et jk+1, ..., jn est une permutation des indies k + 1, ..., n.
On onsidère
P (w, z) = a0(z)
n∏
i=1
(w − wi(z)),
G(w, z) = (w − w1(z))...(w − wk(z)),
= wk − E1wk−1 + E2wk−2 − ...+ (−1)kEk,
où
E1 =
k∑
i=1
wi(z),
E2 =
k∑
i,j=1
i<j
wiwj,
.
.
.
Ek =
k∑
i1,...,ij∈{1,...,k}
i1<...<ij
wi1 ...wij ,
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sont des polynmes symétriques en w1, ..., wk. Ce sont des fontions ration-
nelles. En eet, la permutation pij(j = 1, ..., m + 1) transforme l'ensemble
{w1, ..., wk} en lui même. Comme Ek sont des polynmes symétriques en
w1, ..., wk, alors ette permutation transforme aussi Ek en Ek. Pour passer
les oupures Lj , on applique la permutation pij qui onserve la valeur de Ek,
don Ek(z) est univaluée sur σ. En outre Ek est holomorphe sauf peut-être
aux points de branhement où elle pourrait éventuellement avoir des ples.
Don Ek est méromophe et par onséquent rationnelle. Dès lors G(w, z) est
une fontion rationnelle en w et z. En multipliant G(w, z) par le dénomi-
nateur ommun des Ek, on obtient un polynme Q(w, z) de degré k en w
et dont les raines sont les fontions w1, ..., wk. D'après la proposition 10.3,
appendie 10.2), il existe deux polynmes U et V tels que :
UP + V Q = polynme (résultante) R(z) en z.
Par hypothèse P est irrédutible. Comme deg Q < deg P , P et Q sont pre-
miers entre eux, don P et Q n'ont pas de fateur ommun et par onséquent
R(z) 6= 0. Mais que vaut l'expression
UP + V Q = R(z), ∀z,
pour les valeurs partiulières w = wj(z), 1 ≤ j ≤ k ? On a
UP + V Q |w=wj(z)= U.0 + V.0 = 0 = R(z).
Don R(z) = 0, ∀z, e qui est ontraditoire et le théorème est démontré. 
3 Formes diérentielles
3.1 Généralités
Soient n, k ∈ N, M une variété diérentiable de dimension n et U ⊂ M
un ouvert. Soit
ω =
∑
1≤i1<...<ik≤n
fi1,...,ikdxi1 ∧ ... ∧ dxik ,
une k-forme diérentielle sur U . Les fi1,...,ik (1 ≤ i1 < ... < ik ≤ n) sont des
fontions de U dans R (ou C), de lasse C∞. On dénit le produit extérieur
de ω et λ (une l-forme diérentielle dans U) en posant
ω ∧ λ =
∑
1≤i1,...,ik,j1,...,jl≤n
fi1,...,ikgj1,...,jldxi1 ∧ ... ∧ dxik ∧ dxj1 ∧ ... ∧ dxjl.
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C'est une (k + l)-forme diérentielle dans U . On vérie aisément que :
k + l > n =⇒ ω ∧ λ = 0,
(ω ∧ λ) ∧ η = ω ∧ (λ ∧ η),
(ω + η) ∧ λ = (ω ∧ λ) + (η ∧ λ),
ω ∧ λ = (−1)kl(λ ∧ ω).
On dénit la diérentielle extérieure de ω en posant
dω =
∑
1≤i1,...,ik≤n
dfi1,...,ik ∧ dxi1 ∧ ... ∧ dxik .
C'est une (k + 1)-forme diérentielle dans U . Dans le as d'une 1-forme
ω =
∑n
i=1 fidx, on a
dω =
∑
1≤i,k≤n
(
∂fj
∂xi
− ∂fi
∂xj
)
dxi ∧ dxj .
On vérie les formules suivantes :
d(aω + bλ) = adω + bdλ, (a, b ∈ R)
d(ω ∧ λ) = (dω ∧ λ) + (−1)k(ω ∧ dλ), k = deg ω
d(dω) = 0.
On dit que ω est fermée (ou un oyle) si
dω = 0.
En partiulier, une 1-forme ω =
∑n
i=1 fidx est fermée si et seulement si
∂fi
∂xj
=
∂fj
∂xi
, ∀1 ≤ i, j ≤ n.
On dit que ω est exate (ou ohomologue à 0) s'il existe une (k − 1)-forme
diérentielle λ dans U telle que :
ω = dλ.
En partiulier, une 1-forme diérentielle ω =
∑n
i=1 fidx est exate s'il existe
une appliation h : U → R (de lasse C1) telle que :
fi =
∂h
∂xi
.
Toute forme diérentielle exate est fermée. La réiproque est fausse en géné-
ral et elle est vraie en degré ≥ 1 si l'ouvert U est étoilé (lemme de Poinaré).
Soient Ωk(M) l'espae vetoriel réel des k-formes diérentielles de lasse C∞
sur M et d : Ωk(M) −→ Ωk+1(M), la diérentielle extérieure.
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Dénition 3.1 On appelle groupe de ohomologie de la variété M , l'espae
vetoriel réel
Hk(M,R) =
ker
[
d : Ωk(M) −→ Ωk+1(M)]
Im [d : Ωk−1(M) −→ Ωk(M)] ,
=
{k − formes diérentielles fermées surM}
{k − formes diérentielles exates surM} .
C'est le groupe de ohomologie de De Rham que l'on désigne aussi par HkDR(M,R).
Un élément de e groupe est une lasse d'équivalene de formes fermées dif-
férent l'une de l'autre par une diérentielle :
ω1 ∼ ω2 si ω1 − ω2 = dλ.
Exemple 3.1 H0(M,R) est un espae vetoriel de dimension nie égal au
nombre de omposantes onnexes de M . En eet, nous n'avons ii que des 0-
formes diérentielles, i.e., des fontions f(x) sur M . Il n'y a pas de formes
diérentielles exates. Dès lors, H0(M,R) = {f : f est fermée}. Comme
df(x) = 0, alors dans toute arte (U, x1, ..., xn) de M , on a
∂f
∂x1
=
∂f
∂x2
= ... =
∂f
∂xn
= 0.
Par onséquent, f(x) = onstante loalement, i.e., f(x) = onstante sur
haque omposante onnexe de M . Don le nombre de omposantes onnexes
de M est la dimension en question.
Le lemme de Poinaré peut-être vu omme un théorème d'annulation de
la ohomologie : Hk(U,R) = 0, k ≥ 1 où U ⊂ Rn est un ouvert étoilé.
Soit I = [0, 1], Ik = I× ...×I (k-fois). Un k-simplexe (de lasse Cr, r ≥ 1)
dans U est une appliation ϕ : Ik −→ U , qui est de lasse Cr sur Ik. Comme
Ik est le volume formé par k veteurs indépendants dans U , l'appliation ϕ
est don une déformation de Ik. Par exemple, un 0-simplexe est un point. Un
1-simplexe dans R3 est une ourbe dans R3. Un 2-simplexe dans R3 est une
surfae dans R
3
homéomorphe à I2 (un triangle). Un 3-simplexe dans R3 est
une boule, un ube, un volume dans R3 homéomorphe à I3 (un tétraèdre).
Rappelons que pour intégrer une k-forme diérentielle sur une variété
M , il faut que elle-i soit orientable. Celà signie que M vérie l'une des
onditions équivalentes suivantes : (i) M est munie d'une forme volume, i.e.,
une k-forme diérentielle qui ne s'annule nulle part. (ii) Il existe sur M un
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atlas tel que le jaobien de tout hangement de arte soit > 0. Par exemple,
Rn est orientée par la forme volume dx1∧...∧dxn. Le erle S1 est orienté par
dθ. Le tore T 2 = S1×S1 est orienté par la forme volume dθ ∧ dϕ. Toutes les
variétés holomorphes sont orientables. La sphère S2, l'espae projetif RPn
(n paire), la bande de Möbius ne sont pas orientables.
Soient ω une k-forme diérentielle U ⊂M (orientable) et ϕ un k-simplexe
dans U de lasse C1. L'intégrale de ω sur ϕ est dénie par∫
ϕ
ω =
∫
Ik
ω(ϕ).
On suppose que k ≥ 2 et soient pi une permutation de (1, ..., k),
ϕ : Ik −→ U, (u1, ..., uk) 7−→ ϕ(u1, ..., uk),
un k-simplexe dans U , et
ϕpi : I
k −→ U, (u1, ..., uk) 7−→ ϕpi(u1, ..., uk) = ϕ(upi(1), ..., upi(1)),
un k-simplexe dans U . Pour toute k-forme diérentielle ω dans M , on a∫
ϕpi
ω = sign pi
∫
ϕ
ω,
où sign pi désigne la signature de la permutation pi. Cette relation montre
que l'ensemble des ϕpi lorsque pi parourt les permutations de (1, 2, ..., k)
peut être divisé en deux lasses : La première orrespond au as où pi est
paire (sign pi = 1) ; ϕpi et ϕ ont même orientation et on posera dans e as
ϕpi = ϕ. La seonde orrespond au as où pi est impaire (sign pi = −1) ; ϕpi
et ϕ ont des orientations opposées et on posera dans e as ϕpi = ϕ−. Pour
ette seonde lasse, pi est une transposition, i.e., deux éléments seulement
sont permutés. Par exemple, si k = 2 et n = 3, on a ϕ−(u1, u2) = ϕ(u2, u1).
Nous avons supposé que k ≥ 2. Dans le as où k = 1, alors ϕ− s'obtient par
la formule ϕ−(u) = ϕ(1− u).
Un k-omplexe (de lasse Cr, r ≥ 1) dans U est une famille nie Φ =
(ϕ1, ..., ϕm) de k-simplexes ϕj, 1 ≤ j ≤ m, dans U (de lasse Cr, r ≥ 1).
Géométriquement, un omplexe peut se visualiser omme une réunion de
surfaes, elles dénies par les simplexes le omposant.
Si Φ = (ϕ1, ..., ϕm) est un k-omplexe (de lasse C1) dans U et si ω est
une k-forme diérentielle dans U , alors l'intégrale de ω sur Φ est dénie par∫
Φ
ω =
m∑
j=1
∫
ϕj
ω.
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En partiulier, un k-omplexe Φ = (ϕ1, ..., ϕm) dans U tel que :
ϕj(1) = ϕj+1(0), 1 ≤ j ≤ m− 1,
est un hemin dans U par moreaux. Si en outre ϕm(1) = ϕ1(0), alors Φ est
un yle ou hemin fermé.
Soient ω une 1-forme diérentielle exate dans U , Φ = (ϕ1, ..., ϕm) et
Ψ = (ψ1, ..., ψm) deux hemins dans U . Si ω = df , alors∫
Φ
= f (ϕm(1))− f (ϕ1(0)) .
Si ϕ1(0) = ψ1(0) et ϕm(1) = ψm(1), alors∫
Φ
ω =
∫
Ψ
ω.
Enn si Φ est un hemin fermé, alors∫
Φ
ω = 0.
Le bord d'un k-simplexe ϕ : Ik −→ U, k ≥ 2, est le (k − 1)-omplexe,
noté ∂ϕ, déni par
∂ϕ =
(
ϕj,α
sign(−1)j+α : 1 ≤ j ≤ k, α = 0, 1
)
,
où
ϕj,α+ ≡ ϕj,α : Ik−1 −→ U,
(u1, ..., uk−1) 7−→ ϕj,α(u1, ..., uk−1) = ϕ(u1, ..., uj−1, α, uj, ..., uk−1),
et ϕj,α+ = (ϕ
j,α)−.
Lors de la détermination du bord d'un simplexe ϕ, les notations suivantes
peuvent être utiles pour préiser l'image de ϕ ainsi que l'orientation. Soient
x0, x1, ..., xk ∈ U , k + 1 points et
ϕ : Ik −→ U, u 7−→ ϕ(u) = x0 +
k∑
j=1
uj(xj − x0).
L'appliation ϕ dénit un k-simplexe dans U et Im ϕ est un parallélipipède
(à k dimensions) onstruit sur les k segments joignant x0 à xj , 1 ≤ j ≤
k. Ces k-simplexes sont appelés k-parallélotopes orientés et seront notés :
[x0, x1, ..., xk]. On a x0 = ϕ(0) et xj = ϕ(ej), 1 ≤ j ≤ k, où ej désigne le
jième veteur de base de Rk. Pour k = 1, on note [x0, x1] et x0 −→
orientation
x1.
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Exemple 3.2 Soit
ϕ : I2 −→ R2, (u1, u2) 7−→ (u1, u2),
le 2-simplexe identité (injetion anonique). On a
∂ϕ =
(
ϕj,α
sign(−1)j+α : 1 ≤ j ≤ 2, α = 0, 1
)
,
=
(
ϕ1,0− , ϕ
1,1, ϕ2,0, ϕ2,1−
)
,
où
ϕ1,0− (u) =
(
ϕ1,0
)
− (u),
= ϕ1,0(1− u),
= ϕ(0, 1− u),
= (0, 1− u),
= [(0, 1), (0, 0)](u),
= [e2, 0](u),
ϕ1,1(u) = ϕ(1, u),
= (1, u),
= [(1, 0), (1, 1)](u),
= [e1, e1 + e2](u),
ϕ2,0(u) = ϕ(u, 0),
= (u, 0),
= [(0, 0), (1, 0)](u),
= [0, e1](u),
ϕ2,1− (u) =
(
ϕ2,1
)
− (u),
= ϕ2,1(1− u),
= (1− u, 1),
= [(1, 1), (0, 1)](u),
= [e1 + e2, e2](u).
Comme I2 = [0, 1]× [0, 1], alors ϕ(I2) est le arré onstruit sur les segments
joignant 0 à e1, e1 à e1 + e2, e1 + e2 à e2 et e2 à 0. On obtient
(∂ϕ)(I2) =
⋃
1≤j≤2
α=0,1
(
ϕj,α
sign(−1)j+α(I)
)
= fr (ϕ(I2)).
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Le bord d'un k-omplexe Φ = (ϕ1, ..., ϕm) est le (k − 1)-omplexe déni par
∂Φ = (∂ϕ1, ..., ∂ϕm),
=
(
ϕj,l,α
sign(−1)l+α : 1 ≤ j ≤ m, 1 ≤ l ≤ k, α = 0, 1
)
.
SoientM1,M2 des variétés diérentiables de dimensionm1,m2 respetive-
ment et U1 ⊂M1, U2 ⊂M2 des ouverts. Pour toute appliation diérentiable
g : U1 −→ U2, et toute k-forme diérentielle dans U2, on peut dénir une
k-forme diérentielle dans U1 (appelée le pull-bak par g ou image inverse ou
enore transposée de ω par g) en posant
g∗ω =
∑
1≤i1,...,ik≤m2
(fi1,...,ik ◦ g) dgi1 ∧ ... ∧ dgik ,
où
dgil =
m1∑
j=1
∂gil
∂yj
dyj,
sont des 1-formes dans U1. Notons que g
∗
est un opérateur linéaire de l'espae
des k-formes sur N dans l'espae des k-formes sur U1 (l'astérisque indique
que g∗ opère dans le sens inverse de g). Soit ω est une k-forme diérentielle
dans U2 et λ une l-forme diérentielle dans U2. Alors si k = l,
g∗(ω + λ) = g∗ω + g∗λ,
et
g∗(ω ∧ λ) = g∗ω ∧ g∗λ.
Si h : U2 → R est une appliation ontinue,
g∗(hω) = (h ◦ g)g∗ω.
Si ω est de lasse C1 dan U2 et g de lasse C2 dans U1,
g∗(dω) = d(g∗ω).
Si M3 est une autre variété diérentiable, U3 ⊂M3 un ouvert et h : U3 → U1
une appliation de lasse C1, alors
(g ◦ h)∗ω = h∗(g∗ω).
On déduit de es propriétés que si g : U1 −→ U2 est une appliation diéren-
tiable, alors il y a des appliations linéaires induites
g∗ : Hk(U2,R) −→ Hk(U1,R),
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telles que :
g∗([ω] ∧ [λ]) = g∗[ω] ∧ g∗[λ].
En outre, si g est un diéomorphisme loal, alors g∗ est un isomorphisme
d'algèbres (les groupes de ohomologie donnent don des invariants diéren-
tiables).
On montre que si ϕ est un k-simplexe dansM de lasse C1, ω une k-forme
diérentielle dans M , τk : Ik → Rk, u 7→ τk(u) = u un k-simplexe identité
dans Ik ⊂ Rk (injetion anonique de lasse C∞), alors∫
ϕ
ω =
∫
τk
ϕ∗ω.
On en déduit que si ω est une (k − 1)-forme diérentielle de lasse C1 dans
M (orientable) et Φ = (ϕ1, ..., ϕm) un k-omplexe dans M de lasse C2, alors
on a la formule de Stokes-Cartan∫
∂Φ
ω =
∫
Φ
dω.
Soit A un anneau unitaire. On notera Ck le A-module libre engendré par
tous les k-simplexes dans un omplexe Φ. Un élément de Ck est appelé une
k-haîne dans le omplexe Φ. C'est une somme nie formelle de la forme
ck =
∑
k
αkσk,
où σk est un k-simplexe et αk ∈ A. Le bord ∂ck d'une k-haîne est dénie
par
∂ck =
∑
k
αk∂σk.
Un yle est une haîne ck telle que : ∂ck = 0. Un bord est une haîne ck telle
qu'il existe une haîne ck+1 ave ∂ck+1 = ck. Par analogie ave les formes
diérentielles, on peut dire qu'un yle est une haîne fermée et qu'un bord
est une haîne exate. On montre que pour toute k-haîne ck, le bord ∂ck
est une (k − 1)-haîne et que ∂(∂ck) = 0. En outre, les k-haînes forment
un groupe abélien en introduisant une loi d'addition sur les haînes omme
suit : si ck =
∑
k αkσk, c
′
k =
∑
k α
′
kσk, alors
ck + c
′
k =
∑
k
(αk + α
′
k)σk.
Les yles forment un groupe noté
Zk = ker(∂ : Ck −→ Ck−1).
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Deux yles c′k et c
′′
k sont équivalents ou homologues si et seulement si c
′
k−c′′k =
∂ck+1. De même, les bords forment aussi un groupe noté
Bk = Im(∂ : Ck+1 −→ Ck).
On pose B0 = 0. On a les inlusions : Bk ⊂ Zk ⊂ Ck.
Dénition 3.2 On appelle groupe d'Homologie, noté Hk, le quotient Zk/Bk.
Il est lair qu'un bord est un yle. Mais tout yle n'est pas un bord.
Exemple 3.3 Soient a et b deux yles indépendants dans H1(T ). Ces yles
forment une base d'homologie du tore T . On a
H1(T )
(1)
= Z1(T )/B1(T )
(2)
= Z/2Z.
Les deux groupes (1) et (2) ont même strutures ; ils sont engendrés par deux
éléments a et b.
3.2 Formes diérentielles sur les surfaes de Riemann
(Diérentielles abéliennes)
Une forme diérentielle
1
sur une surfae de Riemann X s'érit
ω = f(τ)dτ,
où τ est le paramètre loal et f une fontion omplexe de τ .
Dénition 3.3 On dit que ω est une diérentielle abélienne si f(τ) est une
fontion méromorphe sur X, holomorphe si f(τ) est une fontion holomorphe
sur X, ayant un ple d'ordre k ou un zéro d'ordre k en un point p si f(τ) a
un ple d'ordre k ou un zéro d'ordre k en e point.
Dénition 3.4 On dit qu'une diérentielle abélienne est de 1e`reespèe si elle
est holomorphe sur X, de 2e`meespèe si son résidu2 est nul en haque point
de X et enn de 3e`meespèe si son résidu est non nul en au moins un point
de X.
1
On omettra de préiser qu'il s'agit d'une 1-forme diérentielle.
2
Réspω = Réspf = a−1 où p ∈ X et f(τ) =
∑∞
k=N akz
k
. On a aussi, Réspω =
∫
γ
ω où
γ est une ourbe fermée sur X .
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Soit (a1, . . . , ag, b1, . . . , bg) une base de yles dans le groupe d'homologie
H1(X,Z) de telle façon que les produits d'intersetion de yles deux à deux
s'érivent :
(aj, aj) = (bj , bj) = 0, (aj, bk) = δjk, 1 ≤ j, k ≤ g.
On dira que (a1, . . . , ag, b1, . . . , bg) est une base sympletique du groupe d'ho-
mologieH1(X,Z). On désigne par X
∗
la représentation normale de la surfae
de Riemann X de genre g, i.e., un polygne à 4g tés identiés deux à deux
selon le symbole a1b1a
−1
1 b
−1
1 ...agbga
−1
g b
−1
g et peut être dénit à partir d'une
triangulation de la surfae X . Les 4g tés sont nommés dans l'ordre où ils
se présentent sur le bord orienté du polygne, a−11 devant être identié à a1
après avoir renversé son orientation, et...
Proposition 3.5 Soit X une surfae de Riemann ompate de genre g. Soit
ω une diérentielle abélienne sur X. Alors∑
p∈X
Réspω = 0.
Démonstration : Soit X∗ la représentation normale de X . On sait que X∗ est
un polygne à 4g tés identiés deux à deux. Si l'on parourt le bord ∂X∗
de e polygne, on onstate que haque té est parouru deux foix, l'un dans
le sens de son orientation et l'autre dans le sens opposé. Don
∫
∂X∗
ω = 0.
Or, d'après le théorème des résidus, on a∫
∂X∗
ω = 2pii
∑
p∈X
Réspω,
ar tous les points de X∗ sont des points de X . D'où,
∑
p∈X Réspω = 0. 
Soient X une surfae de Riemann ompate, ω une forme diérentielle
fermée, △ une haîne sur X et ∂△ son bord. D'après le théorème de Stokes-
Cartan, on a ∫
∂△
=
∫ ∫
△
dω = 0.
Dès lors, si γ est un hemin ontenu dans X et si [γ] ∈ H1(X,Z) est la lasse
d'homologie ontenant γ, alors l'appliation∫
[γ]
: H1(X,Z) −→ C, [γ] 7−→
∫
[γ]
ω =
∫
γ
ω,
est bien dénie. En partiulier, si ω est une forme diérentielle holomorphe
alors l'intégrale i-dessus est bien dénie puisque toute forme diérentielle
holomorphe ω est fermée.
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Dénition 3.6 On appelle périodes de ω suivant les yles aj , bj , les nombres∫
aj
ω et
∫
bj
ω.
Soit ω une forme diérentielle holomorphe ou de 2e`meespèe sur X . Soit
γ =
g∑
j=1
αiai +
g∑
j=1
βjbj ,
un yle sur X . On déduit du théorème des résidus, que∫
γ
ω =
g∑
j=1
αj
∫
aj
ω +
g∑
j=1
βj
∫
bj
ω.
Soit p0 ∈ X , un point xé. Pour tout point p ∈ X , l'intégrale
∫ p
p0
ω est bien
dénie si et seulement si toutes les périodes de ω sont nulles. La ondition
néessaire est évidente ar si
∫ p
p0
ω est bien dénie, alors l'intégrale de ω sur
tout hemin fermé est nulle. Conernant la ondition susante, on va utiliser
un raisonnement par l'absurde. Supposons que
∫ p
p0
ω n'est pas bien dénie,
dès lors deux hemins γ1 et γ2 onduisent à des résultats diérents. On peut
don trouver un point p appartenant à l'intérieur du hemin fermé γ ≡ γ1∪γ2
tel que : Réspω 6= 0. Considérons maintenant deux yles homologues, un de
haque té du point p, de telle manière à e que la bande de surfae ainsi
déterminée soit assez ne pour ne ontenir qu'un seul point à résidu non nul.
Soit q un point du premier yle, r un autre point du seond yle et traçons
un hemin qui relie les deux points a et r mais qui ne passe pas par le point
p. En partant du point q, on parourt le premier yle et on revient au point
q ; on désigne e hemin parouru par C1. Ensuite, on emprunte le hemin
C2 qui mène du point q au point r. Après, on parourt le seond yle et on
notera par C3 le hemin parouru. Enn, on reprend le hemin inverse C4 qui
mène du point r au point q. En désignant par C ≡ C1 ∪C2∪C3 ∪C4 le hemin
fermé de es parourts, on voit que
∫
C ω 6= 0 puisque Réspω 6= 0. D'un autre
té, on a ∫
C
ω =
∫
C1
ω +
∫
C2
ω +
∫
C3
ω +
∫
C4
ω.
Par hypothèse les périodes de ω sont nulles, i.e.,∫
C1
ω =
∫
C3
ω = 0.
Or ∫
C2
ω = −
∫
C4
ω,
don
∫
C ω = 0, e qui est absurde.
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Théorème 3.7 L'ensemble
3
Ω1(X) = {ω : ωdiérentielle holomorphe sur X},
des diérentielles holomorphes sur X est de dimension g.
Démonstration : Montrons tout d'abord que dimΩ1(X) ≤ g. Pour elà,
nous allons montrer qu'il n'existe pas de suite libre de g + 1 formes dié-
rentielles ω0, ω1, ..., ωg sur X . Don déterminons des onstantes non toutes
nulles c0, ..., cg telles que :
ω ≡
g∑
k=0
ckωk = 0.
Soit ωk = uk + ivk. Comme ωk est holomophe, alors sa partie réelle uk =
Re ωk et sa partie imaginaire vk = Im ωk sont harmoniques. Considérons la
diérentielle réelle
θ ≡
g∑
k=0
(ξkuk + ηkvk), (ξk, ηk ∈ R),
et déterminons ξk, ηk de sorte que toutes les périodes de θ soient nulles, i.e.,
g∑
k=0
(ξk
∫
a1
uk + ηk
∫
a1
vk) = 0,
.
.
.
g∑
k=0
(ξk
∫
ag
uk + ηk
∫
ag
vk) = 0,
g∑
k=0
(ξk
∫
b1
uk + ηk
∫
b1
vk) = 0,
.
.
.
g∑
k=0
(ξk
∫
bg
uk + ηk
∫
bg
vk) = 0.
Ce sont 2g équations à 2g + 2 inonnues, il existe don une solution ξk, ηk
non triviale. Toutes les périodes de θ sont nulles et d'après e qui préède,
3
On érira indiéramment Ω1(X) ou H0(X,Ω1).
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la fontion ϕ(p) ≡ ∫ p
0
θ est bien dénie. Cette fontion étant bornée et har-
monique, alors d'après le prinipe du maximum, ϕ= onstante4. Notons que
ϕ(0) = 0, don ϕ ≡ 0 et par onséquent θ = 0. Montrons maintenant que :
g∑
k=0
ckωk = 0.
En eet, posons ck = ξk − iηk, d'où∫ p
0
ω =
∫ p
0
g∑
k=0
(ξk − iηk)(uk + ivk),
=
∫ p
0
g∑
k=0
(ξkuk + ηkvk) + i
∫ p
0
g∑
k=0
(ξkvk − ηkuk),
=
∫ p
0
Re ω + i
∫ p
0
Im ω.
Or
g∑
k=0
(ξkuk + ηkvk) = θ = 0,
don
∫ p
0
Re ω = 0. D'après les onditions de Cauhy-Riemann, on a aussi∫ p
0
Im ω = 0. Don
∫ p
0
ω = 0, ∀p et par onséquent ω = 0. Il reste à prouver
que : dimΩ1(X) ≥ g. On se ontente ii de donner les étapes essentielles.
Considérons l'espae d'Hilbert L2(X) des formes diérentielles mesurables
sur X et Ck(X) l'ensemble des formes diérentielles ζ(τ)dτ ave ζ ∈ Ck et τ
un paramètre loal. Soit ω ∈ C1(X) ∩ L2(X). On montre que la forme ω se
déompose de manière unique omme suit
ω = ωh + df,
où ωh est une diérentielle harmonique et df ∈ L2(X). SiH(X) est l'ensemble
des formes diérentielles harmoniques sur X alors dimH ≥ 2g et
H(X) = Ω1 ⊕ Ω1.
Dès lors, dimH(X) = 2 dimΩ1 et par onséquent dimΩ1(X) ≥ g, e qui
ahève la démonstration. 
4
En eet, la fontion ϕ n'a ni maximum ni minimum ar sinon elle devrait l'atteindre
sur le bord de la surfae de Riemann X . Or X n'a pas de bord et omme ϕ est bornée,
alors ϕ= onstante.
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On déduit de l'équation
∂F
∂z
dz +
∂F
∂w
dw = 0,
sur la surfae de Riemann X : F (w, z) = 0, que les diérentielles rationnelles
s'érivent sur X :
ω =
P (w, z)
∂F
∂w
dz = −P (w, z)
∂F
∂z
dw,
où P (w, z) une fontion rationnelle arbitraire. En fait, la formule du résidu de
Poinaré arme que toutes les diérentielles holomorphes sur la surfae de
Riemann X s'érivent sous la forme i-dessus ave pour P (w, z) un polynme
de degré ≤ n− 3.
Exemple 3.4 La diérentielle
ω =
dz√
z (z − 1) (z − λ) ,
est l'unique diérentielle holomorphe sur la ourbe elliptique X d'équation :
F (w, z) = w2 − z(z − 1)(z − λ) = 0, λ 6= 0, 1.
En eet, les points de branhements de X sont : 0, 1, λ,∞. Comme g(X) = 1,
alors d'après le théorème 3.7, il existe une seule diérentielle holomorphe sur
X. La formule du résidu de Poinaré s'érit dans e as
ω =
zkwj
2
√
z(z − 1)(z − λ)dz.
Prenons j = 0, d'où
ω =
zk
2
√
z(z − 1)(z − λ)dz.
Au voisinage du point z = 0, on hoisit omme paramètre loal t =
√
z. D'où
ω =
t2k√
(t2 − 1)(t2 − λ)dt,
= at2k(1 + o(t2))dt, a ≡ onstante,
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e qui montre que ω est holomorphe pour k ≥ 0. Au voisinage de z = 1 et
de z = λ, on utilise la même méthode et on obtient le même onlusion. Au
voisinage de z =∞, on hoisit omme paramètre loal t = 1√
z
et on obtient
ω = − dt√
t2k(1− t2)(1− λt2)dt,
= bt−2k(1 + o(t2))dt, b ≡ onstante,
e qui montre que ω est holomorphe pour k ≤ 0. Don au voisinage de
0, 1, λ,∞, la forme diérentielle ω est holomorphe si k = 0, i.e., si
ω =
dz√
z (z − 1) (z − λ) .
Elle l'est aussi en dehors de es points ar si c ∈ C, z0 6= 0, 1, λ,∞, on hoisit
omme paramètre loal t = z − z0, d'où
ω =
dt
2
√
(t + z0)(t + z0 − 1)(t+ z0 − λ)
dt,
= c(1 + o(t3))dt, c ≡ onstante,
est holomorphe. En onlusion,
ω =
dz√
z (z − 1) (z − λ) ,
est l'unique diérentielle holomorphe sur la ourbe elliptique X.
Exemple 3.5 Les diérentielles
ωk =
zk−1dz√∏2g+1
j=1 (z − zj)
, k = 1, 2, . . . , g,
forment une base de diérentielles holomorphes sur la ourbe hyperelliptique
X de genre g assoiée à l'équation
F (w, z) = w2 −
2g+1∏
j=1
(z − zj) = 0.
En eet, les points de branhements de X sont : z1, ..., z2g+1,∞. D'après
le théorème 3.7, le nombre de diérentielles holomorphes sur X est égal au
genre g de X. Il sut d'utiliser un raisonnement similaire à elui de l'exemple
25
préédent. Au voisinage de z = zi, 1 ≤ i ≤ 2g+1, on hoisit omme paramètre
loal t =
√
z − zi et on obtient
2 (zi + t
2)
k−1
tdt√∏2g+1
j=1 (t
2 + zi − zj)
,
qui sont holomorphes pour k ≥ 1. De même, au voisinage de z = ∞, on
hoisit omme paramètre loal t = 1√
z
et on obtient
ω = − 2t
2g+1dt
t2(k−g)
√∏2g+1
j=1 (1− zjt2)
,
qui sont holomorphes pour k ≤ g. En dehors des points z1, ..., z2g+1,∞ les
diérentielles en questions sont évidemment holomorphes.
4 Relations bilinéaires de Riemann
Théorème 4.1 Soient ω et ω′ et deux diérentielles holomorphes sur X.
Alors,
g∑
k=1
(∫
ak
ω
∫
bk
ω′ −
∫
bk
ω
∫
ak
ω′
)
= 0.
Si en outre ω est non nulle, alors
i
g∑
k=1
(∫
ak
ω
∫
bk
ω −
∫
bk
ω
∫
ak
ω
)
> 0.
(Ces deux expressions s'appellent relations bilinéaires de Riemann).
Démonstration : Soit X∗ la représentation normale de X . Posons
f(p) =
∫ p
p0
ω, g(p) =
∫ p
p0
ω′,
où p0 est un point xé n'appartenant ni à ak, ni à bk. Les fontions f et g
sont bien dénies sur X∗. Si p ∈ ak, alors il est identié à p∗ ∈ a−1k . D'où
f(p∗) =
∫ p∗
p0
ω = f(p) +
∫
bk
ω. (4.1)
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Si p ∈ bk, alors il est identié à p∗ ∈ b−1k . D'où
f(p∗) =
∫ p∗
p0
ω = f(p)−
∫
ak
ω. (4.2)
Puisque la forme ω est exate sur X∗, i.e., ω = df , alors
ω ∧ ω′ = df ∧ ω′ = d(fω′).
En appliquant la formule de Stokes-Cartan, on obtient∫
X
ω ∧ ω′ =
∫
∂X∗
fω′.
En tenant ompte de (4.1) et (4.2), on obtient∫
∂X∗
fω′
=
g∑
k=1
[∫
∂ak
fω′ +
∫
∂bk
fω′ +
∫
∂a−1
k
(
f +
∫
bk
ω
)
ω′ +
∫
∂b−1
k
(
f −
∫
ak
ω
)
ω′
]
.
Or ∫
∂a−1
k
(
f +
∫
bk
ω
)
ω′ = −
∫
∂ak
fω′ −
∫
∂ak
(∫
bk
ω
)
ω′,
∫
∂b−1
k
(
f −
∫
ak
ω
)
ω′ = −
∫
∂bk
fω′ +
∫
∂bk
(∫
ak
ω
)
ω′,
d'où ∫
∂X∗
fω′ =
g∑
k=1
(∫
ak
ω
∫
bk
ω′ −
∫
bk
ω
∫
ak
ω′
)
,
i.e., ∫
X
ω ∧ ω′ =
g∑
k=1
(∫
ak
ω
∫
bk
ω′ −
∫
bk
ω
∫
ak
ω′
)
. (4.3)
Si ω, ω′ sont deux formes diérentielles holomorphes sur X ave ω = f(z)dz
et ω′ = g(z)dz, alors
ω ∧ ω′ = fgdz ∧ dz = 0,
et par onséquent la relation (4.3) implique que :
g∑
k=1
(∫
ak
ω
∫
bk
ω′ −
∫
bk
ω
∫
ak
ω′
)
= 0.
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Si ω est une forme diérentielle holomorphe sur X ave ω 6= 0 et ω = f(z)dz,
z = x+ iy alors
ω ∧ ω = −2i|f |2dx ∧ dy.
Dès lors
i
g∑
k=1
(∫
ak
ω
∫
bk
ω −
∫
bk
ω
∫
ak
ω
)
= i
∫
X
ω ∧ ω, d'après (4.3) ave ω′ = ω,
=
∫
X
|f |2dx ∧ dy > 0, ω 6= 0,
et le théorème est démontré. 
Soit (ω1, . . . , ωg) une base de diérentielles holomorphes sur la surfae de
Riemann X de genre g.
Dénition 4.2 La matrie des périodes de X est dénie par Ω = (E, F ) ,
où
E =


∫
a1
ω1 · · ·
∫
ag
ω1
.
.
.
.
.
.
.
.
.∫
a1
ωg · · ·
∫
ag
ωg

 , F =


∫
b1
ω1 · · ·
∫
bg
ω1
.
.
.
.
.
.
.
.
.∫
b1
ωg · · ·
∫
bg
ωg

 .
Proposition 4.3 Les 2g veteurs

∫
a1
ω1
.
.
.∫
a1
ωg

 , ...,


∫
ag
ω1
.
.
.∫
ag
ωg

 ,


∫
b1
ω1
.
.
.∫
b1
ωg

 , ...,


∫
bg
ω1
.
.
.∫
bg
ωg

 ,
sont R-linéairement indépendants.
Démonstration : En eet, proèdons par l'absurde en supposant que es ve-
teurs soient R-dépendants. Autrement dit, soit k1, ..., kg, m1, ...mg des sa-
laires, tous non nuls, tels que :
g∑
j=1

kj


∫
aj
ω1
.
.
.∫
aj
ωg

 +mj


∫
bj
ω1
.
.
.∫
bj
ωg



 = 0. (4.4)
On a aussi
g∑
j=1

kj


∫
aj
ω1
.
.
.∫
aj
ωg

 +mj


∫
bj
ω1
.
.
.∫
bj
ωg



 = 0, (4.5)
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où ωj, 1 ≤ j ≤ g, désigne le onjugué omplexe de ωj . Considérons la matrie
Ω∗ =


∫
a1
ω1 · · ·
∫
ag
ω1
∫
b1
ω1 · · ·
∫
bg
ω1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.∫
a1
ωg · · ·
∫
ag
ωg
∫
b1
ωg · · ·
∫
bg
ωg∫
a1
ω1 · · ·
∫
ag
ω1
∫
b1
ω1 · · ·
∫
bg
ω1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.∫
a1
ωg · · ·
∫
ag
ωg
∫
b1
ωg · · ·
∫
bg
ωg


.
D'après (4.4) et (4.5), on déduit que rang Ω∗ < 2g et dès lors∫
ak
g∑
j=1
(αjωj + βjωj) = 0, 1 ≤ k ≤ g
∫
bk
g∑
j=1
(αjωj + βjωj) = 0, 1 ≤ k ≤ g
où α1, ..., αg, β1, ..., βg sont des nombres omplexes non tous nuls. En notant
ω ≡
g∑
j=1
αjωj,
et
η ≡
g∑
j=1
βjωj,
les expressions i-dessus peuvent enore s'érire sous la forme{ ∫
ak
(ω + η) = 0, 1 ≤ k ≤ g∫
bk
(ω + η) = 0, 1 ≤ k ≤ g (4.6)
Montrons que la forme diérentielle ω + η est exate. Soient γ un hemin
d'extrémités p0 et p et ontenu dans X ; le point p0 étant xé tandis que p
est arbitraire. On pose
h(p) =
∫
γ
(ω + η).
Cette intégrale ne dépend pas des extrémités p0 et p de γ. En eet, désignons
par γ1 et γ2 deux hemins joignant les points p0 et p. Notons que γ = γ1 ∪ γ2
est un hemin fermé dans X et on peut érire
γ =
g∑
j=1
(mjaj + njbj) + ∂△, (mj , nj ∈ Z),
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où △ est une haîne dans X . D'après les équations (4.6) et le théorème de
Stokes-Cartan, on a∫
∂△
(ω + η) =
∫ ∫
△
d(ω + η) =
∫ ∫
△
0 = 0.
Dès lors, ∫
γ1
(ω + η) =
∫
γ2
(ω + η),
e qui montre que h(p) =
∫
γ
(ω + η) ne dépend pas du hoix de γ et elle
est bien dénie. Par onséquent, ω + η = dh, i.e., ω + η est exate. Nous
allons maintenant montrer que ω = η = 0, e qui ontredit l'indépendane
de ω1, ..., ωg. Posons ω = f(z)dz et η = g(z)dz. On a
ω ∧ η = fgdz ∧ dz = 0,
et
η ∧ η = |g(z)|2dz ∧ dz = −2i|g(z)|2dx ∧ dy,
où z = x + iy. Pour montrer que η = 0, on va utiliser un raisonnement par
l'absurde. Supposons don que η 6= 0, d'où
i
2
∫ ∫
X
η ∧ η =
∫ ∫
X
|g(z)|2dx ∧ dy > 0, η 6= 0.
On a
η ∧ η = η ∧ ω + η ∧ η,
= η ∧ (ω + η,
= η ∧ dh,
= −dh ∧ η,
= −d(hη)− h ∧ dη,
= −d(hη)− h ∧ dg ∧ dz,
= −d(hη)− h ∧ (∂g
∂z
dz +
∂g
∂z
dz) ∧ dz,
= −d(hη),
ar la forme η étant holomorphe, la fontion g est aussi holomorphe et d'après
les onditions de Cauhy-Riemann, on a
∂g
∂z
= 0. D'où∫ ∫
X
η ∧ η = −
∫ ∫
X
d(hη) = 0,
e qui est absurde. Don η = 0. En utilisant un raisonnement similaire, on
montre qu'on a aussi ω = 0 et la démonstration est omplète. 
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Théorème 4.4 Les relations bilinéaires de Riemann sont équivalentes res-
petivement aux relations suivantes :
ΩQΩ⊤ = 0, iΩQΩ
⊤
> 0,
où Q =
(
0 I
−I 0
)
est une matrie d'ordre 2g (dite matrie d'intersetion)
et I la matrie unité d'ordre g.
Démonstration : Soient ω et ω′ deux diérentielles holomorphes,
Φ =
(∫
a1
ω...
∫
ag
ω
∫
b1
ω...
∫
bg
ω
)
,
la matrie des périodes de ω et
Φ′ =
(∫
a1
ω′...
∫
ag
ω′
∫
b1
ω′...
∫
bg
ω′
)
,
elle de ω′. Evidemment, la première relation bilinéaire de Riemann s'érit
ΦQΦ′⊤ = 0.
Or
ω =
g∑
j=1
αjωj,
ω′ =
g∑
j=1
α′jωj,
don
Φ =
(
g∑
j=1
αj
∫
a1
ωj ...
g∑
j=1
αj
∫
ag
ωj
g∑
j=1
αj
∫
b1
ωj ...
g∑
j=1
αj
∫
bg
ωj
)
,
= αΩ,
où α ≡ (α1...αg) et
Φ′ =
(
g∑
j=1
α′j
∫
a1
ωj...
g∑
j=1
α′j
∫
ag
ωj
g∑
j=1
α′j
∫
b1
ωj...
g∑
j=1
α′j
∫
bg
ωj
)
,
= α′Ω,
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où α′ ≡ (α′1...α′g). Si
ΦQΦ′⊤ = 0,
i.e.,
αΩQΩ⊤α⊤ = 0,
quel que soit α, α′, alors ΩQΩ⊤ = 0. Réiproquement, si ΩQΩ⊤ = 0, alors
αΩQΩ⊤α⊤ = 0. Autrement dit, la première relation bilinéaire de Riemann
est équivalente à
ΩQΩ⊤ = 0.
Soit
Φ =
(∫
a1
ω...
∫
ag
ω
∫
b1
ω...
∫
bg
ω
)
,
la matrie des périodes de ω. On montre que la seonde relation bilinéaire de
Riemann s'érit sous la forme
iΦQΦ
⊤
> 0,
ou enore
iαΩQΩ
⊤
α⊤ > 0.
Cette relation est vraie pour tout α, don elle est équivalente à elle-i
iΩQΩ
⊤
> 0,
e qui ahève la démonstration. 
Proposition 4.5 La matrie iΩQΩ
⊤
est hermitienne et elle est dénie po-
sitive. On a
ΩQΩ⊤ = EF⊤ − FE⊤,
ΩQΩ
⊤
= EF
⊤ − FE⊤.
En outre, la matrie E est inversible.
Démonstration : On sait que iΩQΩ
⊤
> 0. Par ailleurs, on a(
iΩQΩ
⊤)⊤
= QΩQ⊤Ω⊤,
= −QΩQΩ⊤,
=
(
QΩQΩ
⊤)
,
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e qui montre que iΩQΩ
⊤
est une matrie hermitienne. On a
ΩQΩ⊤ = (E F )
(
O I
−I O
)(
E⊤
F⊤
)
,
= (−F E)
(
E⊤
F⊤
)
,
= −FE⊤ + EF⊤.
De même, on a
ΩQΩ
⊤
= (E F )
(
O I
−I O
)(
E
⊤
F
⊤
)
,
= (−F E)
(
E
⊤
F
⊤
)
,
= −FE⊤ + EF⊤.
Soit s la solution de l'équation : sE = 0. D'après e qui prééde, on a
s
(
iΩQΩ
⊤)⊤
s⊤ = is
(
EF
⊤ − FE⊤
)
s⊤,
= i
(
(sE)(sF )⊤ − (sF )(sE)⊤) ,
= 0,
puisque sE = 0. Dès lors l'équation sE = 0 admet la seule solution triviale
s = 0 et par onséquent detE 6= 0. Don E est inversible et ahève la
démonstration. 
Soit (ω1, ..., ωg) une base de diérentielles holomorphes sur une surfae
de Riemann ompate X de genre g et soit (a1, ..., ag, b1, ..., bg) une base
sympletique du groupe d'homologie H1(X,Z). Soit Ω = (E, F ) la matrie
des périodes de X assoiée à es bases. Notons que les périodes
∫
aj
ωj et∫
bj
ωj, dépendent non seulement de la struture omplexe de la surfae X
mais dépendent aussi de es bases. Nous allons voir qu'on n'est pas obligé de
maintenir e dernier hoix. On montrera i-dessous qu'il existe une unique
base (dite normalisée) (η1, ..., ηg) de H
0(X,Ω1) telle que :
(η1, ..., ηg)
⊤ = E−1(ω1, ..., ωg)
⊤,
ou e qui revient au même, une unique base (η1, ..., ηg) telle que :∫
al
ηk = δlk ≡
{
1 si k = l
0 si k 6= l
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Proposition 4.6 Soit (ω1, ..., ωg) une base de diérentielles holomorphes
sur une surfae de Riemann de genre g. Alors, il existe une nouvelle base
(η1, . . . , ηg) :
ηk =
g∑
j=1
ckjωj, 1 ≤ k ≤ g,
telle que : ∫
al
ηk = δlk, 1 ≤ k, l ≤ g
'est-à-dire de telle sorte que la matrie des périodes assoiée à ette base soit
de la forme (I, Z) où I est la matrie unité et Z = E−1F. La matrie Z est
symétrique et à partie imaginaire dénie positive.
Démonstration : On a ∫
bl
ηk
g∑
j=1
ckj
∫
bl
ωj ,
e qui s'exprime en langage matriiel par Z = CF où C = (ckj)1≤k,j≤g est la
matrie des ckj. Or
∫
al
ηk = δlk, don
g∑
j=1
ckj
∫
al
ωj = δlk,
i.e., CE = I. D'après la proposition préédente, la matrie E est inversible,
d'où C = E−1 et par onséquent Z = E−1F . Montrons tout d'abord que :
Z = Z⊤. En eet, on a
Z⊤ − Z = F⊤(E−1)⊤ − E−1F,
d'où
E
(
Z⊤ − Z)E⊤ = E (F⊤(E−1)⊤ − E−1F )E⊤,
= EF⊤ − FE⊤,
= ΩQΩ⊤, proposition 4.5,
= 0,
en vertu de la première relation bilinéaire de Riemann. Don Z⊤ − Z = 0.
Montrons maintenant que : ImZ > 0. En eet, d'après la proposition 4.5, la
34
matrie iΩJΩ
⊤
est dénie positive. D'où
0 < E−1
(
iΩQΩ
⊤)(
E
⊤)−1
,
= iE−1
(
EF
⊤ − FE⊤
)(
E
⊤)−1
, proposition 4.5,
= i
(
F
⊤ (
E
⊤)−1 −E−1F) ,
= i
(
Z
⊤ − Z
)
,
= i
(
Z − Z) , ar Z est symétrique,
= Im Z,
la démonstration s'ahève. 
5 Diviseurs
Soient p un point de X , τp : X −→ C un paramètre loal en p (ou une
uniformisante loale en p, i.e., une arte loale en p appliquant p sur 0) et f
une fontion méromorphe au voisinage de p. L'ordre de f en p, est l'unique
entier n tel que : f = τnp .g, où g est holomorphe ne s'annulant pas en p. Dans
le as où f = 0, on hoisit par onvention n = +∞. L'entier n dépend de p
et de f et on le note ordp(f). On a
ordp(f1 + f2) ≥ inf(ordp(f1), ordp(f2)),
et
ordp(f1f2) = ordp(f1) + ordp(f2).
Dénition 5.1 Un diviseur sur une surfae de Riemann X est une ombi-
naison formelle du type
5
D =
∑
p∈X
np.p =
∑
j
njpj, nj ∈ Z,
ave (pj) une famille loalement nie de points de X.
5
Il s'agit d'une notation utile qui désigne une olletion nie de points sans ordre y
ompris des entiers relatifs liés à haque point. Lorsqu'on érit par exemple : 2p1 + 3p2 +
p3 + ... + pn, il faut bien omprendre que ette ériture est purement formelle et qu'elle
n'a rien à voir ave 2 oordonnées p1, 3 oordonnées p2, et...
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La somme i-dessus étant nie (puisqueX est ompate), on peut don dénir
le support d'un diviseur omme étant l'ensemble ni de points pj pour lesquels
le oeient nj est non nul. Le diviseur D est ni si son support est ni et e
sera toujours le as siX est une surfae de Riemann ompate. L'ensemble des
diviseurs sur X est un groupe abélien noté Div(X). L'addition des diviseurs
est dénie par l'addition des oeients.
Dénition 5.2 Le degré
6
du diviseur D est un entier noté deg D et est
déni par
deg D =
∑
j
nj .
L'appliation
deg : Div (X) −→ Z, D 7−→ deg D,
est un homomorphisme de groupe. Le noyau de et homomorphisme est l'en-
semble des diviseurs de degré 0, noté Div◦(X), et forme un sous-groupe de
Div(X).
Soit f 6= 0, une fontion méromorphe sur X . A ette fontion f , on fait
orrespondre un diviseur noté (f) en prenant pour pj les zéros et les ples de
f et pour nj l'ordre de pj ave un signe négatif pour les ples. De manière
plus préise, on pose
(f) =
∑
p∈X
ordp(f).p,
où les ordpf sont nuls sauf un nombre ni d'entre eux. En désignant par
α1, ..., αl les zéros de f de multipliité n1, ..., nl respetivement et par β1, ..., βm
les ples de f de multipliité p1, ..., pm respetivement, on obtient
(f) =
l∑
j=1
njαj −
m∑
j=1
pjβj,
= (f)0 − (f)∞,
où (f)0 = (diviseur des zéros de f) et (f)∞ = (diviseur des ples def). Géo-
métriquement, elà signie que (f)0 orrespond à l'intersetion de X ave la
ourbe f = 0 et (f)∞ à l'intersetion de X ave 1f = 0.
Exemple 5.1 Les diviseurs des fontions
f1(z) = z(z − 1), f2(z) = 1
z
, f3(z) = z
2,
6
ou ordre de D, noté o(D).
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f4(z) =
z
(z − a)(z − b) , f5(z) =
z2
(z − a)(z − b) , (a, b ∈ C),
sont évidemment égaux à
(f1) = {0} − 2{∞}, (f2) = {0}+ {∞}, (f3) = 2{0} − {∞},
(f4) = −{a} − {b} + {0}+ {∞}, (f5) = −{a} − {b} + 2{0}.
On a
(fg) = (f) + (g),
(f−1) = −(f),
(f) = (g) =⇒ f
g
= onstante.
Tout diviseur d'une fontion méromorphe est dit diviseur prinipal. L'en-
semble des diviseurs prinipaux forme un sous-groupe de Div
◦(X). Sur toute
surfae de Riemann ompate, une fontion méromorphe f 6= 0 a le même
nombre de zéros que des ples, don deg (f) = 0. Autrement dit, tout divi-
seur prinipal a le degré 0 mais en général, les diviseurs de degré 0 ne sont
pas tous prinipaux.
Signalons deux notions qui seront étudiées dans les setions suivantes :
Le groupe de Piard, noté Pi(X), est le groupe des diviseurs quotienté par
les diviseurs prinipaux. La variété jaobienne, notée Ja(X), s'identie au
quotient du groupe des diviseurs de degré 0 par les diviseurs prinipaux.
Nous verrons que Ja(X) ≃ Pi◦(X) où e dernier désigne le sous-groupe de
Pi(X) formé par les lasses des diviseurs de degré 0.
On dit qu'un diviseur D est positif (ou eetif) et on note D ≥ 0, si les
entiers nj qui interviennent dans la somme sont positifs. Plus généralement,
on dénit la relation d'ordre partiel ≥ sur les diviseurs par D1 ≥ D2 si et
seulement siD1−D2 est positif. Deux diviseursD1 etD2 sont dits linéairement
équivalents (et on noteD1 ∼ D2) siD1−D2 est prinipal, i.e., siD1−D2 = (f)
où f est une fontion méromorphe.
Si D = ∑p∈X np.p est un diviseur, on notera L(D) l'ensemble des fon-
tions méromorphes f telles que : ordp(f) + np ≥ 0, pour tout p ∈ X . Autre-
ment dit,
L(D) = {f méromorphe sur X : (f) +D ≥ 0},
i.e., l'espae vetoriel des fontions de X dont le diviseur est plus grand que
−D. Si (f)+D n'est ≥ 0 pour auun f, on posera L(D) = 0. Par exemple, si
le diviseur D est positif alors L(D) est l'ensemble des fontions holomorphes
en dehors de D et ayant au plus des ples simples le long de D.
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Proposition 5.3 Si D1 ∼ D2, alors L(D1) est isomorphe à L(D2) et en
outre deg D1 = deg D2.
Démonstration : Par hypothèse D1 ∼ D2, don par dénition D1 −D2 = (f)
où f est une fontion méromorphe. Par ailleurs, pour tout g ∈ L(D1), on a
(g) +D1 ≥ 0,
et dès lors
(fg) +D2 = (f) + (g) +D2,
= D1 −D2 + (g) +D2,
= (g) +D1 ≥ 0.
L'appliation
L(D1) −→ L(D2), g 7−→ fg,
est linéaire et admet omme réiproque
L(D2) −→ L(D1), g 7−→ g
f
.
D'où L(D1) ∼= L(D2). En e qui onerne la dernière assertion, on a
deg (f) = deg D1 − deg D2,
et le résultat déoule du fait que tout diviseur prinipal a le degré 0. 
Exemple 5.2 Considérons le as où X = P1(C) est la droite projetive om-
plexe et soit D = {0}+{1} un diviseur sur X. Les fontions qui appartiennent
à l'espae L(D) sont les onstantes et les fontions : 1
z
,
1
z−1 ,
1
z(z−1) .
On peut assoier à haque forme diérentielle ω un diviseur noté (ω). Si
ω = fdτp ave f une fontion méromorphe sur X et τp un paramètre loal
en p ∈ X , on dénit l'ordre de ω en p par ordp(ω) = ord0(f) et le diviseur
(ω) de ω par
(ω) =
∑
p∈X
ordp(ω).p.
Si D = ∑p∈X np.p est un diviseur, on dénit de façon analogue à L(D),
l'espae linéaire I(D) omme étant l'ensemble des formes diérentielles mé-
romorphes ω sur X telles que : ordpω+np ≥ 0, pour tout p ∈ X . Autrement
dit,
I(D) = {ω méromorphe sur X : (ω) +D ≥ 0},
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i.e., l'ensemble des formes diérentielles méromorphes ω sur X telles que :
(ω)+D ≥ 0. SiD1 ∼ D2, alors I(D1) est isomorphe à I(D2), d'où dim I(D1) =
dim I(D2). Dans le as où le diviseur D est négatif, alors (ω) + D ≥ 0 est
l'ensemble des formes diérentielles qui n'ont pas de ples et qui ont des
zéros au moins aux points de D. Notons enn qu'en vertu du théorème des
résidus, on a
∑
p∈X Rés (ω) = 0, où Rés (ω) est le résidu en p de ω, i.e., le
oeient de
1
τp
dans le développement de f en série de Laurent.
Dénition 5.4 On appelle diviseur anonique sur X et l'on désigne par K,
le diviseur (ω) d'une 1−forme méromorphe ω 6= 0 sur X.
Proposition 5.5 Soit D un diviseur sur une surfae de Riemann ompate
X et K un diviseur anonique sur X. Alors, l'appliation
ψ : L(K −D) −→ I(−D), f 7−→ fω, (5.1)
est un isomorphisme.
Démonstration : En eet, on a
(fω) = (f) + (ω) = (f) +K,
≥ −(K −D) +K,
= −(−D),
e qui montre que l'appliation ψ est bien dénie. Cette dernière est injetive,
i.e., l'équation fω = gω entraine f = g. Montrons que ψ est surjetive. Soit
η ∈ I(−D), d'où il existe une fontion méromorphe h sur X telle que :
hω = η. Dès lors,
(h) +K = (h) + (ω),
= (hω),
= (η) ≥ −(−D),
d'où (h) ≥ −(K −D), h ∈ L(K −D) et par onséquent ψ est surjetive. 
6 Le théorème de Riemann-Roh
Nous allons maintenant étudier un des théorèmes les plus importants de la
théorie des surfaes de Riemann ompates : le théorème de Riemann-Roh.
Il permet de dénir le genre d'une surfae de Riemann qui est un invariant
fondamental. Il s'agit d'un théorème d'existene eae qui permet, entre
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autres, de déterminer le nombre de fontions méromorphes linéairement in-
dépendantes ayant ertaines restritions sur leurs ples. A ause de l'impor-
tane de e théorème, nous allons donner une preuve élémentaire onstrutive
bien qu'un peu tehnique et nous mentionnons aussi quelques onséquenes
de e théorème.
Théorème 6.1 (de Riemann-Roh) : Si X une surfae de Riemann om-
pate et D est un diviseur sur X, alors
dimL(D)− dimL(K −D) = deg D − g + 1, (6.1)
où K est le diviseur anonique sur X et g est le genre de X. Cette formule
peut s'érire sous la forme équivalente
dimL(D)− dim I(−D) = deg D − g + 1. (6.2)
Démonstration : L'équivalene entre les formules (6.1) et (6.2) résulte im-
médiatement de l'isomorphisme (5.1). La preuve du théorème est immédiate
dans le as où D = 0 ar L(0) est l'ensemble des fontions holomorphes sur
X . Or toute fontion holomorphe sur une surfae de Riemann ompate est
onstante, don L(0) = C. En outre, on sait que la dimension de l'espae des
formes diérentielles holomorphes sur X est le genre g de X , d'où le résultat.
La preuve du théorème va se faire en plusieurs étapes :
Étape 1 : Soit D un diviseur positif. Autrement dit,
D =
m∑
k=1
nkpk, nk ∈ N∗, pk ∈ X.
Soit f ∈ L(D), i.e., f a au plus un ple d'ordre nk en pk. Au voisinage de pk,
on a
df =
( ∞∑
j=−nk−1
ckj τ
j
)
dτ,
don df est méromorphe. Plus préisément, df a un ple d'ordre nk + 1 en
pk. Comme f est méromorphe, alors df ne peut pas avoir de ple simple et
dès lors son résidu est nul, i.e., ck−1 = 0. Soit (a1, . . . , ag, b1, . . . , bg) une base
de yles dans le groupe d'homologie H1 (X,Z) de telle façon que les indies
d'intersetion de yles deux à deux s'érivent :
(ai, ai) = (bi, bi) = 0, (ai, bj) = δij , 1 ≤ i, j ≤ g.
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Rappelons (analyse harmonique) que pour tout n ≥ 2 et pour tout p ∈
X , il existe une diérentielle méromorphe unique η sur X telle que : η est
holomorphe sur X\p tandis qu'autour de p,
η =
(
1
τn
+ ◦(τ)
)
dτ,
où τ est un paramètre loal en p hoisi ave p = 0 et en outre, on a
∫
ai
η = 0.
Posons
η = df −
m∑
k=1
nk∑
j=2
ckj η
j
k, (6.3)
où ηjk sont des diérentielles méromorphes ayant un ple d'ordre j en pk et
holomorphes sur X\pk. D'où∫
ai
η =
∫
ai
df −
m∑
k=1
nk∑
j=2
ckj
∫
ai
ηjk.
L'intégrale d'une diérentielle exate le long d'un hemin fermé étant nulle,
don
∫
ai
df = 0. La forme η étant holomorphe, alors
η = c1ω1 + ...+ cgωg,
où (ω1, ..., ωg) est une base de Ω(X) et dès lors
η = c1
∫
ai
ω1 + ...+ cg
∫
ai
ωg, i = 1, ..., g
Puisque la matrie
E =
(∫
ai
ωj
)
1≤i,j≤g
,
est inversible, alors c1 = ... = cg = 0, don η = 0 et d'après (6.3), on a
df =
m∑
k=1
nk∑
j=2
ckjη
j
k.
Considérons l'appliation
ϕ : L(D) −→ V ≡
{
(ckj ) :
m∑
k=1
nk∑
j=2
ckj
∫
bl
ηjk = 0
}
, f 7−→ ckj .
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Notons que
Ker ϕ = {f : méromorphe sur X et n'ayant pas de ple} ,
= {f : f est une onstante },
d'où dim Ker ϕ = 1 et par onséquent,
dimL(D) = dimV + 1.
Les espaes
L(D)
C
et V sont isomorphes et on a
dimL(D)− 1 = dimV,
= dim
{
(ckj ) :
m∑
k=1
nk∑
j=2
ckj
∫
bl
ηjk = 0
}
,
= deg D − rang M,
où
M =


∫
bl
η21
∫
bl
η31 ...
∫
bl
ηn1+11
∫
bl
η22 ...
∫
bl
ηn2+12 ...
∫
bl
ηnm+1m∫
b2
η21
∫
b2
η31 ...
∫
b2
ηn1+11
∫
b2
η22 ...
∫
b2
ηn2+12 ...
∫
b2
ηnm+1m
.
.
.
.
.
. ...
.
.
.
.
.
. ...
.
.
. ...
.
.
.∫
bg
η21
∫
bg
η31 ...
∫
bg
ηn1+11
∫
bg
η22 ...
∫
bg
ηn2+12 ...
∫
bg
ηnm+1m

 ,
est la matrie dont le nombre de lignes est g et le nombre de olonnes est
deg D. Notons que
rang M = Nombre de olonnes −Nombre de relations entre es olonnes ,
= deg D − dimV,
= deg D − dimL(D) + 1. (6.4)
Calulons maintenant le rang de M d'une autre façon. Soit (ω1, ..., ωg) une
base orthonormée de Ω1(X). Au voisinage de pk, la forme ωs admet un dé-
veloppement en série de Taylor,
ωs =
( ∞∑
j=0
αksjτ
j
)
dτ.
Posons ϕs ≡
∫ z
0
ωs et soit X
∗
la représentation normale de la surfae de
Riemann X . Notons que si τ ∈ aj , alors il est identié à τ ∗ ∈ a−1j , d'où
ϕs(τ
∗) = ϕs(τ) +
∫
bj
ωs.
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De même, si τ ∈ bj , alors il est identié à τ ∗ ∈ b−1j et
ϕs(τ
∗) = ϕs(τ) +
∫
aj
ωs.
On a ∫
∂X∗
ϕsη
n
k
=
g∑
j=1
(∫
aj
ϕsη
n
k +
∫
bj
ϕsη
n
k +
∫
a−1j
(
ϕs +
∫
bj
ωs
)
ηnk +
∫
b−1j
(
ϕs −
∫
aj
ωs
)
ηnk
)
,
=
g∑
j=1
(
−
∫
bj
ωs
∫
aj
ηnk +
∫
aj
ωs
∫
bj
ηnk
)
,
=
g∑
j=1
(−ωs(bj)ηnk (aj) + ωs(aj)ηnk (bj)) ,
=
g∑
j=1
ωs(aj)η
n
k (bj),
= ηnk (bs). (6.5)
Or ∫
∂X∗
ϕsη
n
k = 2pii
∑
k
Rés pk (ϕsη
n
k ) ,
= 2pii
αks,n−2
n− 1 ,
don d'après (6.5), la matrieM a omme oeient∫
bs
ηnk = η
n
k (bs) = 2pii
αks,n−2
n− 1 .
Dès lors
detM = C detN ,
où
C ≡ (2pii) (pii) ...
(
2pii
n1
)
(2pii)...
(
2pii
n2
)
...
(
2pii
nm
)
,
est une onstante et
N =


α11,0 α
1
1,1 ... α
1
1,n1−1 α
2
1,0 ... α
2
1,n2−1 ... α
m
1,nm−2
α12,0 α
1
2,1 ... α
1
2,n1−1 α
2
2,0 ... α
2
2,n2−1 ... α
m
2,nm−2
.
.
.
.
.
. ...
.
.
.
.
.
. ...
.
.
. ...
.
.
.
α1g,0 α
1
g,1 ... α
1
g,n1−1 α
2
g,0 ... α
2
g,n2−1 ... α
m
g,nm−2

 .
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Calulons maintenant la dimension de l'espae L(K−D) ou e qui revient au
même de l'espae I(−D), i.e., elui des formes diérentielles méromorphes ω
qui s'annulent nk fois au point pk. On a
ω =
g∑
s=1
Xsωs =
g∑
s=1
Xs
(
αks,0 + α
k
s,1τ + α
k
s,2τ
2 + · · · ) dτ.
Pour que ω s'annule nk fois au point pk, il faut que les nk premiers termes
dans l'expression i-dessus soient nulles. Dès lors,
(X1, ..., Xg).N = 0,
tandis que la dimension de L(K − D) oinide ave elle de l'ensemble de
(X1, ..., Xg) tel que : ω =
∑g
s=1Xsωs s'annule nk fois au point pk, i.e.,
dimL(K −D) = g − rang N ,
= g − rang M.
D'où
rang M = g − dimL(K −D),
et en tenant ompte de (6.4), on obtient nalement
dimL(D)− dimL(K −D) = deg D − g + 1.
Étape 2 : La preuve donnée dans l'étape 1 est valable pour tout diviseur
linéairement équivalent à un diviseur positif étant donné que dimL(D),
dimL(K −D) (ou dim I(−D)) et deg D ne seront pas aetés.
Étape 3 : Soit f une fontion méromorphe, D un diviseur positif et posons
D′ = (f) +D0,
autrement dit, D′ et D0 sont linéairement équivalents. Nous avons les asser-
tions suivantes :
(i) dimL(D′) = dimL(D0).
(ii) dimL(K −D′) = dimL(K −D0).
(iii) deg D′ = deg D0.
qui déoulent immédiatement de la proposition 5.3. Envisageons maintenant
les diérents as possibles :
1recas : dimL(D) > 0. Soit f0 ∈ L(D), d'où (f0) +D > 0, et
dimL((f0) +D)− dimL (K − (f0)−D) = deg ((f0) +D)− g + 1,
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i.e.,
dimL(D)− dimL(K −D) = deg D − g + 1.
2èmecas : dimL(D) = 0 et dimL(K − D) 6= 0. En appliquant la formule
i-dessus à K −D, on obtient
dimL(K −D)− dimL(D) = deg(K −D)− g + 1. (6.6)
Pour la suite, on aura besoin du résultat intéressant suivant : Pour tout
diviseur anonique K sur une surfae de Riemann ompate X , on a
deg K = 2g − 2. (6.7)
où g est le genre de X . En eet, en posant D = K dans la formule (6.1), on
obtient
dimL(D)− dimL(0) = deg D − g + 1.
Or L(0) = C, don dimL(0) = 1 et on a
deg K = g + dimL(K)− 2.
Par ailleurs, en posant D = 0 dans la formule (6.1), on obtient
dimL(0)− dimL(K) = deg 0− g + 1,
d'où dimL(K) = g et par onséquent deg K = 2g− 2. Cei ahève la preuve
du résultat annoné. Pour terminer la preuve du 2èmecas, on utilise e ré-
sultat et la formule (6.6), on obtient
dimL(K −D)− dimL(D) = −deg D + g − 1.
3èmecas : dimL(D) = dimL(K − D) = 0. Pour e as, on doit montrer
que : deg D = g − 1. Pour elà, onsidérons deux diviseurs positifs D1 et D2
n'ayant auun point en ommun et posons D ≡ D1 −D2. On a
deg D = deg D1 − deg D2,
et
dimL(D) ≥ deg D1 − g + 1,
= deg D + deg D2 − g + 1,
i.e.,
deg D2 − dimL(D1) ≤ deg D + g − 1.
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Or
deg D2 − dimL(D1) ≥ 0,
ar sinon il existe une fontion f ∈ L(D1) qui s'annule en tout point de D2,
don deg D ≤ g − 1. En appliquant le même raisonnement â K − D, on
obtient deg (K − D) ≤ g − 1. Comme deg K = 2g − 2 (voir (6.7)), alors
deg D ≥ g − 1. Finalement, deg D = g − 1, e qui ahève la démonstration
du théorème. 
Remarque 6.1 La formule (6.1) peut s'érire sous la forme suivante :
dimH0(X,OD)− dimH1(X,OD) = deg D − g + 1.
En introduisant la aratéristique d'Euler-Poinaré :
χ(D) ≡ dimL(D)− dim I(−D) = dimH0(X,OD)− dimH1(X,OD),
pour un diviseur D sur une surfae de Riemann X de genre g, le théorème
de Riemann-Roh s'érit
χ(D) = deg D − g + 1.
Remarque 6.2 Le théorème de Riemann-Roh se démontre rapidement si
on utilise des théories enore plus poussées : la dualité de Kodaira-Serre et
autres tehniques (voir par exemple [9℄ ou [18℄). En eet, notons tout d'abord
que K−D est le diviseur orrespondant au bré K⊗L(D)∗ où L∗ est le dual
du bré L. Les dimensions des espaes H0(X,K ⊗ L(D)∗) et H1(X,L(D))
sont égales puisque H0(X,K ⊗L(D)∗) est dual de H1(X,L(D)) en vertu de
la dualité de Kodaira-Serre.
Remarque 6.3 On sait que toute fontion holomorphe sur une surfae de
Riemann ompate X est onstante. Une question se pose : Que se passe t-il
dans le as des fontions méromorphes ? La réponse déoule du théorème de
Riemann-Roh. Plus préisément, si p est un point quelonque de X, on peut
trouver une fontion méromorphe non onstante, holomorphe sur X\{p} et
ayant un ple d'ordre inférieur ou égal à g+1 en p. De même, on montre qu'il
existe sur X des formes diérentielles holomorphes non nulles, qui s'annulent
en au moins un point.
Remarque 6.4 Soient (ω1, ..., ωg) une base de Ω
1(X). Soit (U, τ) une arte
loale en p ∈ X ave τ(p) = 0. Il existe des fontions fj holomorphes sur U
telles que : ωj = fj(τ)dτ . Le wronskien de ω1, ..., ωg est déni par le déter-
minant
Wτ (ω1, ..., ωg) ≡W (f1, ..., fg) = det
(
f
(k−1)
j
)
1≤j,k≤g
.
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On dit que p est un point de Weierstrass si Wτ (ω1, ..., ωg) s'annule. Dans
le as où p est un point de Weierstrass alors on peut trouver une fontion
méromorphe sur X ayant un ple unique d'ordre inférieur ou égal au genre g
au point p. Une autre appliation du théorème de Riemann-Roh, permet de
montrer l'existene d'une suite de g entiers : 1 = n1 < n2 < ... < 2g, g ≥ 1,
pour lesquels il n'existe auune fontion holomorphe sur X \ p, p ∈ X, et
ayant un ple en p d'ordre exatement nj. On montre que p est un point de
Weierstrass si et seulement si la suite des nj est distinte de {1, 2, ..., g}.
7 La formule de Riemann-Hurwitz
Nous donnons une preuve analytique de l'importante formule de Riemann-
Hurwitz. Elle exprime le genre d'une surfae de Riemann à l'aide du nombre
de ses points de ramiations et du nombre de ses feuillets. Nous montrons
que ette formule fournit un moyen eae pour déterminer le genre d'une
surfae de Riemann donnée. Quelques exemples intéressants seront étudiés.
Soient X et Y deux surfaes de Riemann ompates onnexes et soit f
une appliation holomorphe non onstante de X dans Y . Notons que f est
un revêtement, i.e., un morphisme surjetif ni. Pour tout point p ∈ X , il
existe une arte ϕ (resp. ψ) de X (resp. Y ) entrée en p (resp. f(p)) telles
que : fψ◦ϕ(τ) = τn, où n est un entier stritement positif. L'entier n − 1
s'appelle indie de ramiation de f au point p et on le note Vf (p). Lorsque
Vf (p) est stritement positif, alors on dit que p est un point de ramiation
(ou de branhement) de f . Une ondition néessaire et susante pour que p
soit un point de ramiation de f est que le rang de f en p soit nul. L'image
J des points de ramiations de f ainsi que que son image réiproque I sont
fermés et disrets. La restrition de f à X \ I est un revêtement de Y \ J
dont le nombre de feuillets est le degré de l'appliation f et on a
m ≡
∑
p∈f−1(q)
(Vf(p) + 1) , ∀q ∈ Y.
Théorème 7.1 (Formule de Riemann-Hurwitz). Soient X et Y deux sur-
faes de Riemann ompates de genre g(X) et g(Y ) respetivement. Soit f
une appliation holomorphe non onstante de X dans Y . Alors
g(X) = m (g(Y )− 1) + 1 + V
2
,
où m est le degré de f et V est la somme des indies de ramiation de f
aux diérents points de X.
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Démonstration : Soit f : X −→ Y , une appliation holomorphe non onstante
de degré m. Soit ω (resp. η) une forme diérentielle méromorphe non nulle
sur Y (resp. X). Soit τ (resp. υ) un paramètre loal sur X (resp. Y ) et
supposons que : υ = f(τ). En désignant par ω = h(v)dv, la forme diérentielle
méromorphe sur Y , alors forme diérentielle η sur X s'érit en terme de τ
sous la forme, η = h(f(τ))f ′(τ)dτ . Nous allons voir que ette dernière est
aussi méromorphe. Notons que si on remplae τ par τ1, ave τ = w(τ1), alors
en terme de τ1 l'appliation f s'érit υ = (f ◦w)(τ1), et don nous attribuons
à τ1 l'expression h(f(w(τ1)))f
′(w(τ1))w′(τ1)dτ1 e qui montre que η est une
forme diérentielle méromorphe. On peut supposer que τ s'annule en p ∈ X
et que υ s'annule en f(p). Dès lors, υ = τVf (p)+1 où Vf (p) est l'indie de
ramiation de f au point p. Par onséquent,
ordpη = (Vf(p) + 1) ordf(p)ω + Vf(p),
et ∑
p∈X
ordpη =
∑
p∈X
(Vf(p) + 1) ordf(p)ω + V,
où V =
∑
p∈X Vf (p). D'après la formule 6.7, on a∑
p∈X
ordpη = 2g(X)− 2,
et ∑
p∈X
(Vf (p) + 1) ordf(p)ω =
∑
p∈X,Vf (p)=0
ordf(p)ω,
=
∑
q∈Y
m. ordqω,
= m(2g(Y )− 2).
Par onséquent,
2g(X)− 2 = m(2g(Y )− 2) + V,
e qui ahève la preuve du théorème. 
Une des onséquenes les plus intéressantes de la formule de Riemann-
Hurwitz est de donner un moyen eae de aluler le genre d'une surfae
de Riemann donnée.
Exemple 7.1 Un as partiulier important est représenté par les ourbes
hyperelliptiques X de genre g(X) d'équations
w2 = pn(z) =
n∏
j=1
(z − zj),
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où pn(z) est un polynme sans raines multiples, i.e., tous les zj sont dis-
tints. Notons que
f : X −→ Y = P1(C) = C ∪ {∞},
est un revêtement double ramié le long des points zj. Chaque zj est ramié
d'indie 1 et en outre le point à l'inni ∞ est ramié si et seulement si n est
impair. D'après la formule de Riemann-Hurwitz, on a
g(X) = m(g(Y )− 1) + 1 + V
2
,
= 2(0− 1) + 1 + 1
2
∑
p∈X
Vf(p),
= E
(
n− 1
2
)
,
où E
(
n−1
2
)
désigne la partie entière de
(
n−1
2
)
. Les ourbes hyperelliptiques
de genre g sont assoiées aux équations de la forme : w2 = p2g+1(z), ou
w2 = p2g+2(z), (selon que le point à l'inni ∞ est un point de branhement
ou non) ave p2g+1(z) et p2g+2(z) des polynmes sans raines multiples.
Exemple 7.2 Déterminons le genre g de la surfae de Riemann X assoiée
à l'équation :
F (w, z) = w3 + p2(z)w
2 + p4(z)w + p6(z) = 0,
où pj(z) désigne un polynme de degré j. On proède omme suit : on a
F (w, z) = w3 + az2w2 + bz4w + cz6 + termes d'ordre inférieur,
=
3∏
j=1
(
z + αjz
2
)
+ termes d'ordre inférieur.
Considérons F omme un revêtement par rapport à z et herhons e qui e
passe quand z ր∞. On a
(w)∞ = −2P − 2Q− 2R,
(z)∞ = −P −Q− R.
Posons t = 1
z
, d'où
F (w, z) =
1
t6
(t6z3 + at4z2 + bt2z + c) + · · · .
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Cei suggère le hangement de artes suivant :
(w, z) 7−→
(
ζ = t2w, t =
1
z
)
.
On a
∂F
∂w
= 3w2 + 2p2(z)w + p4(z),
= 3w2 + 2az2w + bz4 + · · · ,
=
3ζ2
t4
+
2aζ
t4
+
b
t4
+ · · ·
La fontion
∂F
∂w
étant méromorphe sur la surfae de Riemann X, alors Le
nombre de zéros de ette fontion oinide ave elui de ses ples. Comme(
∂F
∂w
)
P
= −4P,(
∂F
∂w
)
Q
= −4Q,(
∂F
∂w
)
R
= −4R,(
∂F
∂w
)
∞
= −4(P +Q+R),
alors le nombre de zéros de
∂F
∂w
dans la partie ane X \ {P,Q,R} est égal à
8, et d'après la formule de Riemann-Hurwitz, on a g(X) = 4.
Exemple 7.3 Calulons le genre de la surfae de Riemann X assoiée au
polynme :
w4 = z4 − 1.
Ii, on a quatre feuillets. Les points de ramiations à distane nie sont
1,−1, i et −i. On note que z =∞ n'est pas un point de ramiation. L'indie
de ramiation étant égal à 12, alors d'après la formule de Riemann-Hurwitz,
le genre de la surfae de Riemann en question est égal à 3.
Exemple 7.4 Considérons la ourbe de Fermat X assoiée à l'équation :
wn + zn = 1, n ≥ 2.
Ii on a un revêtement de degré n. Chaque raine nème de l'unité est ramié
d'indie n−1 tandis que le point à l'inni∞ n'est pas un point de ramiation
et par onséquent
g(X) =
(n− 1)(n− 2)
2
.
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L'équation de Fermat :
Un + V n = W n,
(ave w = U
Z
, z = V
Z
) étant de genre ≥ 1 pour n ≥ 3, elle n'admet don qu'un
nombre ni de solutions. Ce fut une des pistes utilisées par A. Wiles pour
prouver le grand théorème de Fermat : pour n ≥ 3 ette équation n'a pas de
solution non triviale.
8 Le théorème d'Abel
Théorème 8.1 Soient p1, ..., pm, q1, ...qm des points de X. Alors les deux
onditions suivantes sont équivalentes :
(i) Il existe une fontion méromorphe f telle que :
(f) =
m∑
j=1
qj −
m∑
j=1
pj .
(ii) Il existe un hemin fermé γ tel que :
∀ω ∈ Ω1(X),
m∑
j=1
∫ qj
pj
ω =
∫
γ
ω.
Démonstration : Montrons que : (i) =⇒ (ii). Soit f une fontion méromorphe
sur X et soit ω = d log f ∈ Ω1(X). Posons ϕ(p) ≡ ∫ p
p0
ω. Nous allons aluler∫
∂X∗
ϕd log f où X∗ est la représentation normale de X . D'après le théorème
des résidus, on a ∫
∂X∗
ϕd log f = 2pi
∑
Rés (ϕd log f).
Notons que puisque la fontion ϕ est holomorphe, elle n'a don pas de ples
et par onséquent pour aluler le résidu de ϕd log f sur X∗, il sut de
déterminer les ples de d log f . Par hypothèse, la fontion f est méromorphe.
Don on a au voisinage d'un ple r d'ordre m,
f(z) = (z − r)mg(z), m > 0,
et au voisinage d'un zéro r d'ordre m,
f(z) = (z − r)mg(z), m < 0,
ave g(z) une fontion holomorphe au voisinage de r et telle que : g(r) 6= 0.
On a
log f = m log(z − r) + log g(z),
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et
d log f =
m
z − r +
g′(z)
g(z)
.
Notons que d log f a des ples aux zéros et aux ples de f . Dès lors,
Rés (ϕd log f) = ϕ(rj).mj ,
où rj est un ple ou un zéro de f ave le signe positif ou négatif suivant
que rj est un zéro ou un ple de f tandis que les entiers mj désignent la
multipliité de rj. Don∫
∂X∗
ϕd log f = 2pi
∑
ϕ(rj).mj ,
= 2pi
m∑
j=1
∫ qj
pj
ω, (8.1)
en vertu de la dénition de ϕ, rj et mj . Calulons ette intégrale d'une
autre manière. En raisonnant omme dans la preuve de la première relation
bilinéaire de Riemann (théorème 4.1), on obtient∫
∂X∗
ϕd log f =
g∑
m=1
(
ω(am)
∫
bm
d log f − ω(bm)
∫
am
d log f
)
.
On a ∫
bm
d log f(z) =
∫
bm
d log |f(z)|+ i
∫
bm
d(arg f(z)),
= 2piiαm, αm ∈ Z,
et de même ∫
am
d log f(z) = 2piiβm, βm ∈ Z.
D'où ∫
∂X∗
ϕd log f = 2pii
g∑
m=1
(αmω(am)− βmω(bm)) .
Posons γ =
g∑
m=1
(αmam − βmbm), d'où
∫
∂X∗
ϕd log f = 2pii
∫
γ
ω.
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En omparant ave (8.1), on obtient∫
γ
ω =
m∑
j=1
∫ qj
pj
ω.
Montrons maintenant que : (ii) =⇒ (i). Soient p1, ..., pm, q1, ...qm des points
de X et γ un hemin fermé tel que :
∀ω ∈ Ω1(X),
k∑
j=1
∫ qj
pj
ω =
∫
γ
ω.
Montrons qu'il existe une fontion méromorphe telle que :
(f) =
m∑
j=1
qj −
m∑
j=1
pj ≡ D.
Rappelons (analyse harmonique) que pour tout p, q ∈ X , il existe une dié-
rentielle méromorphe η sur X ayant des ples simples en p, q et telle que :
Réspη = 1, Résqη = −1. On en déduit que si p1, ..., pn ∈ X et c1, ..., cn ∈ C
ave
∑n
j=1 cj = 0, alors il existe une diérentielle méromorphe η sur X ayant
des ples simples en pj et telle que : Réspjη = cj et
∫
aj
η = 0. En eet, soient
p1, ..., pn ∈ X, q ∈ X , q 6= pj 1 ≤ j ≤ n et c1, ..., cn ∈ C ave
∑n
j=1 cj = 0. On
peut trouver des diérentielles méromorphes ηj sur X ayant des ples simples
en pj , q et telles que : Réspjηj = 1 et Résqηj = −1. La forme diérentielle
λ1 =
∑n
j=1 cjηj a des ples simples en pj ave Réspjλ1 = cj mais n'a pas de
ples en q ave Résqλ1 = (−1)
(∑n
j=1 cj
)
= 0. Soit (ω1, ..., ωg) une base de
diérentielles holomorphes sur X et onsidérons la forme diérentielle
λ2 = λ1 +
g∑
k=1
αkωk,
où α1, ..., αg sont des onstantes à déterminer. On ajoute à λ1 une forme
diérentielle holomorphe, on ne hange don rien à ses ples qui sont simples
ni à ses résidus. Il reste à montrer que :
∫
aj
λ2 = 0 ou e qui revient au même
à déterminer les onstantes α1, ..., αg telles que :∫
aj
λ1 +
g∑
k=1
αk
∫
aj
ωk = 0.
Cei revient à résoudre le système de g équations à g inonnues suivant :

∫
a1
ω1 · · ·
∫
a1
ωg
.
.
.
.
.
.
.
.
.∫
ag
ω1 · · ·
∫
ag
ωg



 α1..
.
αg

 =

 −
∫
a1
λ1
.
.
.
− ∫
ag
λ1

 .
53
Notons que la matrie à gauhe est la transposée de la matrie E intervenant
dans la dénition de la matrie des périodes (dénition 4.2). D'après la pro-
position 4.5, la matrie E est inversible, don sa matrie transposée aussi et
par onséquent le système i-dessus admet une solution pour laquelle λ2 est
le η herhé. Revenons maintenant au diviseur
D ≡ (f) =
m∑
j=1
qj −
m∑
j=1
pj ,
et notons que l'on peut l'érire sous la forme
D =
n∑
j=1
cjpj, n < m, cj ∈ Z;
il sut de regrouper les pj et qj qui sont les mêmes. La somme des oeients
n'a pas hangé ; elle valait m.1 +m(−1) = 0, don ∑nj=1 cj = 0. D'après e
qui préède, il existe une diérentielle méromorphe η sur X ayant des ples
simples aux points pj et telle que : Réspjη = cj et
∫
aj
= 0. Soit (ω1, ..., ωg) une
base orthonormée de Ω1(X) et posons ϕj(p) =
∫ p
p0
ωj. En raisonnant omme
dans la preuve de la première relation bilinéaire de Riemann (théorème 4.1),
on obtient ∫
∂X∗
ϕjη =
g∑
m=1
(ωj(am)ηbm − ωj(bm)ηam) ,
=
g∑
m=1
(∫
am
ωj
∫
bm
η −
∫
bm
ωj
∫
am
η
)
,
=
∫
bj
η,
= η(bj), (8.2)
ar
∫
am
ωj = δmj et
∫
am
η = 0. D'un autre té, on a
∫
∂X∗
ϕjη = 2pii
n∑
k=1
Réspk(ϕkη).
En utilisant un raisonnement similaire à elui fait préédemment pour mon-
trer que (i)⇒ (ii), on obtient∫
∂X∗
ϕjη = 2pii
n∑
k=1
ckϕj(pk).
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En tenant ompte des dénitions de ϕj , pk et ck, on obtient∫
∂X∗
ϕjη = 2pii
n∑
k=1
ck
∫ p
p0
ωj,
= 2pii
m∑
k=1
∫ pk
qk
ωj,
= 2pii
∫
γ
ωj.
En omparant ette dernière expression ave elle obtenue dans (8.2), on
obtient
η(bj) =
∫
bj
η = 2pii
∫
γ
ωj .
Comme γ est un hemin fermé, il peut s'érire sous la forme
γ =
g∑
j=1
mjaj +
g∑
j=1
mg+jbj .
Dès lors,
η(bk) =
∫
bk
η,
= 2pii
g∑
j=1
(
mj
∫
aj
ωk +mg+j
∫
bj
ωk
)
,
= 2pii
(
mk +
g∑
j=1
mg+j
∫
bj
ωk
)
,
= 2pii
(
mk +
g∑
j=1
mg+j
∫
bk
ωj
)
, ar Z est symétrique ,
= 2pii
(
mk +
g∑
j=1
mg+jωj(bk)
)
.
Posons
θ ≡ η − 2pii
g∑
j=1
mg+jωj(bk).
La forme diérentielle
∑g
j=1mg+jωj(bk) étant holomorphe, on en déduit que
θ (omme η) est une diérentielle méromorphe ayant des ples simples en pj
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et dont les résidus sont Réspjθ = cj ∈ Z. En outre, on a∫
bk
θ = θ(bk),
= η(bk)− 2pii
g∑
j=1
mg+jωj(bk),
= 2pii
(
mk +
g∑
j=1
mg+jωj(bk)
)
− 2pii
g∑
j=1
mg+jωj(bk),
= 2piimk,
et ∫
ak
θ = θ(ak),
= η(ak)− 2pii
g∑
j=1
mg+jωj(ak),
= 2piimk,
ar η(ak) =
∫
ak
η = 0 et ωj(ak) =
∫
ak
ωj = δkj = 0. Don l'intégrale de θ le
long de tout hemin fermé est dénie à un multiple entier de 2pii près. La
fontion que l'on herhe à déterminer est
f(p) = e
R p
p0
θ
.
En eet, ette fontion est bien dénie et nous allons voir qu'elle est méro-
morphe et que
(f) =
m∑
j=1
qj −
m∑
j=1
pj .
En eet, au voisinage de pj, on a
θ =
(cj
t
+ g(t)
)
dt,
où g(t) est une fontion holomorphe et
f(ε) = e
R ε
t (
cj
t
+g(t))dt,
= ecj log ε−cj log t+
R ε
t
g(t)dt,
= εcjG(t),
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où G(t) est une fontion holomorphe. On en déduit que suivant le signe de
cj , pj est un zéro ou un ple de f d'ordre |cj|. Finalement, on a
(f) =
n∑
j=1
cjpj,
=
m∑
j=1
qj −
m∑
j=1
pj,
et le théorème est démontré. 
On désigne par LΩ ou tout simplement L le réseau dans C
g
déni par le
Z-module
L = Zg ⊕ ΩZg,
ou enore
L =


g∑
j=1

kj ∫
aj

 ω1..
.
ωg

+mj ∫
bj

 ω1..
.
ωg



 : kj , mj ∈ Z

 ,
i.e., le sous-groupe de Cg engendré par les veteurs olonnes de la matrie
des périodes de Ω.
Dénition 8.2 L'espae quotient Cg/L, s'appelle variété jaobienne de X
et on le désigne par Ja(X).
La variété jaobienne de X , est un tore omplexe de dimension g. En
eet, en utilisant la suite exponentielle exate de faiseaux
0 −→ Z i−→ OX exp−→ O∗X −→ 0,
où OX est le faiseau des fontions holomorphes sur C, O∗X est le faiseau des
fontions holomorphes ne s'annulant pas sur X , i est l'inlusion triviale et
exp est l'appliation exponentielle exp f = e2pi
√−1f
ainsi que la dualité (voir
par exemple [9℄ ou [18℄), on montre que
Jac(X) = H1 (X,OX) /H1 (X,Z) ,
≃ H1 (X,Ω1X) /H1 (X,Z) ,
≃ H0(X,Ω1X)∗/H1(X,Z),
≃ Cg/Z2g.
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Remarque 8.1 Soit D =∑mj=1 njqj ∈ Div (X), p ∈ X, xé et soit (ω1, ..., ωg)
une base de diérentielles holomorphes sur X. L'appliation
ϕ : Div (X) −→ Ja(X), D 7−→
(
m∑
j=1
nj
∫ qj
p
ω1, ...,
m∑
j=1
nj
∫ qj
p
ωg
)
,
est dite "appliation d'Abel-Jaobi". Dans le as partiulier où
D = D1 −D2 =
m∑
j=1
qj −
m∑
j=1
pj ,
la ondition (i) signie que D ∈ Div0(X) ou enore D1 est équivalente à D2.
La ondition (ii) peut s'érire sous une forme ondensée,
∀ω ∈ Ω1(X),
∫ D2
D1
ω =
∫
γ
ω.
Notons que la ondition (ii) peut enore s'érire sous la forme
ϕ(D) ≡
(
m∑
j=1
∫ qj
pj
ω1, ...,
m∑
j=1
∫ qj
pj
ωg
)
≡ 0 mod. L,
ave ϕ l'appliation dénie par ϕ : Div◦(X) −→ Ja(X).
9 Le problème d'inversion de Jaobi
Avant tout nous avons besoin d'un résultat qui déoule du théorème de
Riemann-Roh.
Proposition 9.1 Soit D un diviseur positif sur une surfae de Riemann
ompate X de genre g > 0. Alors
a) dim I(−D) ≥ g − deg D.
b) Pour tout p ∈ X, on a dim I(−p) ≤ g − 1. Autrement dit, il existe une
diérentielle ω holomorphe sur X telle que : ω(p) 6= 0.
Démonstration : a) Rappelons que les seules fontions holomorphes sur une
surfae de Riemann ompate X sont les onstantes. Don
L(0) = {fontions onstantes sur X} ≃ C,
et dimL(D) ≥ 1. D'après le théorème de Riemann-Roh, on a
dim I(−D) + deg D − g + 1 ≥ 1,
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e qui implique que
dim I(−D) ≥ g − deg D.
b) Proédons par l'absurde, i.e., supposons que : ∀ω ∈ Ω1(X), ω(p) = 0.
Don dim I(−p) = g et en vertu du théorème de Riemann-Roh, on a
dimL(D) = dim I(−p) + deg p− g + 1 = 2.
D'où L(p) = {1, f} où f est une fontion méromorphe non onstante (ayant
au plus un ple simple en p) telle que : (f) ≥ −p. La fontion f : X −→ P1(C)
n'a pas de points de branhements et la surfae X peut être vue omme étant
un revêtement non ramié de P
1(C), deg f = 1, e qui implique que X ≃
P1(C). Cei est absurde puisque g(X) > 0 par hypothèse et g(P1(C)) = 0, e
qui ahève la démonstration. 
SoitX une surfae de Riemann ompate de genre g > 0. On note SymdX
l'ensemble de tous les diviseurs positifs
D =
d∑
j=1
pj,
de degré d sur X . On dit que SymdX est le dième produit symétrique de X .
On montre aisément que Sym
dX peut-être muni d'une struture de variété
omplexe. Soit
Xd = X × ...×X︸ ︷︷ ︸
k−fois
,
le produit diret de X ; 'est une variété omplexe. Considérons le groupe
symétrique Σd des permutations de {1, ..., d}. Dès lors, pour tout σ ∈ Σd, on
dénit l'appliation σ : Xd −→ Xd, en posant
σ(p1, ..., pd) = (pσ1 , ..., pσd),
où σ1, ..., σd désignent les fontions symétriques élémentaires. Cette applia-
tion est biholomorphe, d'où Σd ⊂ Aut (Xd), i.e., Σd peut-être vu omme
étant un sous groupe du groupe des automorphismes de Xd. Notons que
Sym
dX hérite de Xd d'une struture d'espae topologique. Dès lors, l'es-
pae quotient Sym
dX = Xd/Σd est un espae séparé ompat. La projetion
pi : Xd −→ SymdX munit SymdX d'une struture de variété omplexe. En
eet, soit pj ∈ X, D =
∑
pj ∈ SymdX , pj 6= pk. Autour de haque pj , on
hoisit un système de oordonnées loales (Uj, zj) dans X . On suppose que
pour pj 6= pk, on a Uj ∩ Uk 6= 0 et que pour pj = pk, on a zj = zk dans
Uj = Uk. L'appliation∑
qj 7−→ (σ1(zj(qj)), ..., σd(zj(qj))) ,
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détermine, d'après le théorème fondamental d'algèbre, une arte loale sur
pi(U1×...×Ud) ⊂ SymdX . En dehors des points de branhements de la surfae,
l'appliation pi est un revêtemnt et on peut prendre (z1(p1)), ..., zd(pd)) omme
oordonnées autour de D ∈ SymdX . Autour d'un point d.p, l'ensemble
(z1 + ... + zd, ..., z1...zd),
forme un système de oordonnées loales.
Théorème 9.2 Soit
ϕg : Sym
gX −→ Ja(X), D 7−→ ϕg(D) =
(∫ D
0
ω1, ...,
∫ D
0
ωg
)
,
l'appliation d'Abel-Jaobi restreinte à l'espae Sym
gX où (ω1, ..., ωg) est une
base normalisée de Ω1(X). Alors
a) L'appliation ϕg est bien dénie.
b) L'appliation ϕg est injetive.
) L'appliation ϕg est surjetive. Si D1 est un diviseur positif de degré g,
alors, pour tout (s1, . . . , sg) ∈ Cg, il existe un diviseur D2 positif de degré g
tel que : ∫ D2
D1
ω = sk.
L'appliation ϕ : Div 0(X) −→ Ja(X), est surjetive. (Problème d'inversion
de Jaobi).
Démonstration : a)Montrons que l'appliation ϕg est bien dénie. Autrement
dit, montrons que deux éléments équivalents dans Sym
gX , sont envoyés sur
deux éléments équivalents dans Cg/L. Soient don D1 et D2 deux diviseurs
équivalents dans Sym
gX et γ un hemin fermé sur X . D'après le théorème
d'Abel et la remarque 8.1, on a(∫ D2
0
ω1, ...,
∫ D2
0
ωg
)
−
(∫ D1
0
ω1, ...,
∫ D1
0
ωg
)
=
(∫ D2
D1
ω1, ...,
∫ D2
D1
ωg
)
,
=
(∫
γ
ω1, ...,
∫
γ
ωg
)
,
et il sut de montrer que
∫
γ
ωj ∈ L, 1 ≤ j ≤ g. Le hemin γ étant fermé, on
peut don l'érire sous la forme suivante :
γ =
g∑
k=1
(αkak + βkbk) , (αk, βk ∈ Z) ,
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où (a1, . . . , ag, b1, . . . , bg) est une base de yles dans le groupe d'homologie
H1 (X,Z). Dès lors∫
γ
ωj =
g∑
k=1
(
αk
∫
ak
ωj + βk
∫
bk
ωj
)
, 1 ≤ j ≤ g.
Nous avons montré préédemment que la matrie Ω des périodes de X peut
s'érire sous la forme
Ω = (E, F ), (dénition 4.2),
= (I, Z), Z = E−1F, (proposition 4.6),
=


1 0 · · · 0 ∫
b1
ω1
∫
b1
ω2 · · ·
∫
b1
ωg
0 1 · · · 0 ∫
b2
ω1
∫
b2
ω2 · · ·
∫
b2
ωg
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1
∫
bg
ω1
∫
bg
ω2 · · ·
∫
bg
ωg

 .
D'où ∫
γ
ωj = αj +
g∑
k=1
βk
∫
bk
ωj, 1 ≤ j ≤ g,
e qui montre
7
que
∫
γ
ωj ∈ L.
b) Montrons que l'appliation ϕg est injetive. Autrement dit, montrons que
si deux diviseurs D1 et D2 sont envoyés sur des points équivalents, alors
D1 ∼ D2. Soit
(∫ D1
0
ω1, ...,
∫ D1
0
ωg
)
l'image de D1 et
(∫ D2
0
ω1, ...,
∫ D2
0
ωg
)
elui de D2. Ces images étant équivalentes, alors(∫ D2
D1
ω1, ...,
∫ D2
D1
ωg
)
∈ L,
7
Rappelons que si un réseau L de g points dans Rg est déni par les veteurs c1, ..., cg
rapportés à l'origine, alors dire qu'un point (x1, ..., xg) ∈ L, elà signie que (x1, ..., xg) =
β1c1+ ...+βgcg, (β1, ..., βg ∈ Z) ou enore en terme de omposantes (cj1, ..., cjg) du veteur
cj , 1 ≤ j ≤ g, il faut que : xj =
∑g
k=1 βkckj , 1 ≤ j ≤ g. Ii, nous avons un réseau de 2g
points dans Cg dont les g premiers sont les veteurs unités. Don dire que
∫
γ
ωj ∈ L, elà
est équivaut du point de vue des omposantes à
∫
γ
ωj = αj +
∑g
k=1 βkckj , 1 ≤ j ≤ g et il
sut de hoisir ckj =
∫
bk
ωj .
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et dès lors (∫ D2
D1
ωj
)
= αj +
g∑
k=1
βkckj,
=
g∑
k=1
αkδkj +
g∑
k=1
βkckj,
=
g∑
k=1
αk
∫
ak
ωj +
g∑
k=1
βk
∫
bk
ωj,
=
∫
γ
ωj,
où
γ =
g∑
k=1
(αkak + βkbk) , (αk, βk ∈ Z) ,
est un hemin fermé et ne dépend pas de j. Par onséquent, pour tout ω, on
a (∫ D2
D1
ωj
)
=
∫
γ
ω,
et d'après le théorème d'Abel, D1 ∼ D2.
c) La preuve va se faire en plusieurs étapes :
Étape 1 : Soit (ω1, ..., ωg) une base normalisée de Ω
1(X) et hoisissons un
diviseur positif D sur X de degré g tel que : (ωj(pj)) 6= 0, où pj ∈ X et
1 ≤ j ≤ g. Nous verrons i-dessous que e hoix est toujours possible et on
dira que "D est général". On veut montrer qu'il existe un diviseur positif D2
de degré g tel que : ∫ D2
D1
ωk = sk.
Cei est équivalent à montrer l'existene du diviseur D i-dessus tel que :∫ D2
D
ωk = tk, ∀(t1, ..., tg) ∈ Cg.
En eet, on a
sk =
∫ D2
D1
ωk =
∫ D
D1
ωk +
∫ D2
D
ωk,
d'où ∫ D2
D
ωk = sk −
∫ D
D1
ωk = tk.
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Étape 2 : Montrons que les onditions suivantes sont équivalentes,
(i) D est général.
(ii) dimL(D) = 1.
(iii) dim I(−D) = 0.
On a, (ii)⇐⇒ (iii). En eet, d'après le théorème de Riemann-Roh, on a
dimL(D) = dim I(−D) + deg D − g + 1.
Or deg D = g, don dimL(D) = 1 si et seulement si dim I(−D) = 0. Mon-
trons maintenant que (i) ⇐⇒ (iii) ou e qui revient au même non (i) ⇔
non (iii). En eet, non (iii) signie que dim I(−D) 6= 0, i.e., il existe une
forme diérentielle ω holomorphe telle que : (ω) ≥ D. Autrement dit, pour
tous p1, ..., pg ∈ D, on peut trouver des oeients c1, ..., cg tels que :
ω =
g∑
k=1
ckωk(pj), 1 ≤ j ≤ g,
où (ω1, ..., ωg) est une base de Ω
1(X). Les oeients c1, ..., cg existent si et
seulement si e système homogène de g équations à g inonnues possède une
solution non triviale. Autrement dit si et seulement si
det

 ω1(p1) · · · ω1(p1)..
.
.
.
.
.
.
.
ωg(pg) · · · ωg(pg)

 = 0,
ou enore si et seulement si la ondition (i) n'est pas satisfaite.
Étape 3 : Pour montrer que le diviseur D est général, il sut don de prouver
que l'une des onditions (ii) ou (iii) mentionnée dans l'étape 2, est satisfaite.
D'après la proposition 9.1, on a
dim I(−p1) = g − 1,
e qui montre qu'il existe p2 ∈ X tel que : I(−p1 − p2) ⊂ I(−p1) et
dim I(−p1 − p2) = g − 2.
De même, il existe p3 ∈ X tel que : I(−p1 − p2 − p3) ⊂ I(−p1 − p2) et
dim I(−p1 − p2 − p3) = g − 3.
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Et ainsi de suite, on peut trouver pg ∈ X tel que : I(−p1 − p2 − ...− pg) ⊂
I(−p1 − p2 − ...− pg−1) et
dim I(−p1 − p2 − ...− pg) = 0,
i.e., dim I(−D) = 0 et nous avons montré dans l'étape 2 i-dessus que ei
est équivalent à dimL(D) = 1 et aussi à D est général.
Étape 4 : Il reste à prouver qu'il existe D2 tel que :∫ D2
D
ωk = tk, 1 ≤ k ≤ g.
Posons
D =
g∑
j=1
p0j ,
D2 =
g∑
j=1
pj ,
et onsidérons la fontion
f(p) ≡ (f1(p), ..., fg(p)) ,
=
(
g∑
j=1
∫ pj
p0j
ω1, ...,
g∑
j=1
∫ pj
p0j
ωg
)
,
=
(
t1
n
, ...,
tg
n
)
, (9.1)
où p = (p1, ..., pg). Notons que nous avons remplaé
8 tk par
tk
n
où n est un
entier susamment grand. D'après le théorème des fontions impliites, on
peut déterminer p expliitement ar la matrie jaobienne
(
∂fj
∂pk
)
1≤j,kg
=

 ω1(p1) · · · ω1(p1)..
.
.
.
.
.
.
.
ωg(pg) · · · ωg(pg)

 ,
est inversible d'après la dénition du diviseur D. D'après (9.1), on a
fk(p) =
tk
n
, 1 ≤ k ≤ g
8
pour être sur de travailler dans un voisinage assez petit
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et
fk(p) =
g∑
j=1
∫ pj
p0j
ωk, 1 ≤ k ≤ g,
=
∫ D2
D
ωk,
d'où
n
∫ D2
D
ωk = tk ≡
∫ D3
D
ωk.
On doit don trouver un diviseur D3 tel que :
n
∫ D2
D
ωk =
∫ D3
D
ωk.
Celui-i existe d'après le théorème d'addition
9
. Considérons enn les diviseurs
de degré 0 de la forme D − pg où D ∈ SymgX . Ces diviseurs forment un
ensemble que l'on note
Sym
gY ≡ SymgX − pg.
L'appliation ϕg étant surjetive sur l'espae Sym
gX , elle est don aussi
surjetive sur Sym
gY . Par onséquent, ϕ est surjetive sur Div0(X) et la
démonstration s'ahève. 
10 Appendies
10.1 Courbes elliptiques et hyperelliptiques
Nous allons dans et appendie onstruire le plus intuitivement possible
la surfae de Riemann dans le as elliptique et hyperelliptique.
Soit
w2 − P3 (z) = 0,
où P3 (z) est un polynme de degré 3, ayant trois raines distintes e1, e2, e3.
Considérons
C −→ C, z 7−→ w : w2 = P3 (z) ,
9
Théorème d'addition : Soient D1 et D2 deux diviseurs positifs de degré n, E1 un
diviseur positif de degré g et ω ∈ Ω1(X). Alors, il existe un diviseur E2 positif de degré g
tel que :
∫ D2
D1
ω =
∫ E2
E1
ω.
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Il est évident que w n'est pas une fontion (uniforme). A haque valeur de
z orrespond deux valeurs diérentes de w sauf quand z = e1, z = e2 et
z = e3. En es points, w est univaluée : en eet, on a w = ±
√
P3 (ei) = 0,
une seule valeur. Tous les points à l'inni dans toutes les diretions seront
identiés en un seul point que l'on désigne par ∞. Au point z = ∞, w est
aussi univaluée : en eet, posons z = 1
t
, d'où
w2 = P3
(
1
t
)
,
=
(
1
t
− e1
)(
1
t
− e2
)(
1
t
− e3
)
,
=
1
t3
(
1− (e1 + e2 + e3) t+ (e1e2 + e1e3 + e2e3) t2 − e1e2e3t3
)
,
et
w = ±
√
P3
(
1
t
)
∼ ±
√
1
t3
.
Par onséquent, lim
t→0
w = ±∞ 'est-à-dire ∞, une seule valeur.
Notre problème onsiste à uniformiser w, autrement dit, on herhe un do-
maine sur lequel w est une fontion (uniforme). Auparavant, étudions le om-
portement de w au voisinage des raines de P3 (z) = 0 'est-à-dire e1, e2, e3
ainsi qu'au voisinage du point à l'inni∞. Si z dérit un iruit ('est-à-dire
un hemin fermé, par exemple un erle) entourant un des points e1, e2, e3 et
∞, alors w hange de signe : en eet, supposons que z dérit un erle entré
en e1 et posons z− e1 = reiθ où r est le module de z− e1 et θ son argument.
Evidemment r ne hange pas tandis que θ varie de 0 à 2pi. Au voisinage de
e1, w =
√
P3 (z) se omporte omme
w =
√
z − e1 = r1/2eiθ/2.
Dès lors, pour θ = 0, on a w = r1/2 tandis que pour θ = 2pi, on a w = −r1/2.
Si on refait de nouveau un tour omplet autour de z = e1, l'argument θ varie
de 2pi à 4pi et alors on obtient r1/2 qui est la valeur de départ. Pour z = e2 ou
z = e3, il sut d'utiliser un raisonnement similaire au as préédent. En e
qui onerne le point ∞, on pose omme préédemment z = 1
t
et on étudie
w2 = P3
(
1
t
)
au voisinage de t = 0. On a
w2 =
1
t3
(
1− (e1 + e2 + e3) t+ (e1e2 + e1e3 + e2e3) t2 − e1e2e3t3
)
,
et
w ∼ ±
√
1
t3
= ±t−3/2.
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Soit t = reiθ. Autour de t = 0, w =
√
P3
(
1
t
)
se omporte omme
w = t−3/2 = r−3/2e−3iθ/2.
Dès lors, pour θ = 0, on a w = r−3/2 et pour θ = 2pi, on a w = −r−3/2.
Comme préédemment, si t refait de nouveau un tour omplet, w reprend la
valeur de départ 'est-à-dire r−3/2.
Passons maintenant à la onstrution du domaine sur lequel w serait une
fontion uniforme. Cette onstrution se fera en plusieurs étapes :
1e`re étape : Prenons deux opies ou feuillets σ1 et σ2 du plan omplexe
ompatié C ∪ {∞} ou e qui revient au même de la sphère de Riemann
puisqu'ils sont homéomorphes. Plaçons le feuillet σ1 au dessus de σ2 et sur
haun de es feuillets marquons les points e1, e2, e3,∞. Supposons que les
points de σ1 seront envoyés sur
w =
√
(z − e1) (z − e2) (z − e3),
et que eux de σ2 seront envoyés sur
w = −
√
(z − e1) (z − e2) (z − e3).
2e`me étape : Dans haque feuillet, faisons deux oupures : une le long de
la ourbe reliant le point e1 au point e2 et l'autre le long de la ourbe reliant
le point e3 au point ∞. Désignons par A1, B1, C1, D1 (resp. A2, B2, C2, D2)
les bords des oupures dans le feuillet σ1 (resp. σ2). Rappelons que w hange
de signe lorsque l'on tourne d'un tour autour d'un des points e1, e2, e3,∞.
Don en allant de A1 à B1, on hange le signe de w 'est-à-dire on passe sur
l'autre feuillet, là où w a l'autre signe. De même pour les bords A2 et B2, C1
et D1, C2 et D2. Par onséquent, w a la même valeur sur A1 et B2, sur B1 et
A2, sur C1 et D2 et enn sur D1 et C2.
3e`me étape : On identie les bords suivants : A1 à B2, B1 à A2, C1 à D2
et D1 à C2. Après reollement, on obtient un tore à un trou.
La surfae à deux feuillets obtenue s'appelle surfae de Riemann elliptique
ou ourbe elliptique assoiée à l'équation
w2 = (z − e1) (z − e2) (z − e3) .
Sur ette surfae, w est une fontion uniforme. Lorsqu'on tourne autour d'un
des points e1, e2, e3, ou ∞, on passe d'un feuillet à l'autre. En es points les
deux feuillets se joignent et on les appellent points de branhement ou de
ramiation de la surfae.
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Remarque 10.1 a) Si
w2 − P4 (z) = 0,
où P4 (z) est un polynme de degré 4, ayant quatre raines distintes e1, e2, e3, e4,
alors on obtient aussi une ourbe elliptique. Les points de branhements sont
e1, e2, e3 et e4. Notons que si
w2 = (z − e1) (z − e2) (z − e3) (z − e4) ,
alors la transformation
(w, z) 7−→
(
y
x2
, e1 +
1
x
)
,
ramène ette équation à la forme
y2 = (1 + (e1 − e2)x) (1 + (e1 − e3) x) (1 + (e1 − e4)x) .
b) Signalons enn que si
w2 − Pn (z) = 0,
où Pn (z) est un polynme de degré n supérieur où égal à 5, ayant n raines
distintes, alors on obtient e qu'on appelle surfae de Riemann hyperellip-
tique ou ourbe hyperelliptique.
10.2 Résultants et disriminants
Soient
f(x) = a0x
m + a1x
m−1 + · · ·+ am = a0
m∏
k=1
(x− αk), a0 6= 0,
g(x) = b0x
n + b1x
n−1 + · · ·+ bn = b0
n∏
j=1
(x− βj), b0 6= 0,
deux polynmes de degrém et n respetivement. Ii (α1, ..., αm) et (β1, ..., βn)
désignent les raines des polynmes f et g respetivement. Le résultant des
polynmes f et g, noté Rés(f, g), est le déterminant de leur matrie de Syl-
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vester, i.e., le déterminant de la matrie arrée d'ordre (m+ n) suivante :

a0 a1 . . . . . . . . . am 0 . . . 0
0 a0 a1 . . . . . . . . . am
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 a0 a1 . . . . . . . . . am
b0 b1 . . . . . . bn 0 . . . . . . 0
0 b0 b1 . . . . . . bn 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . . . . 0 b0 b1 . . . . . . bn


Proposition 10.1 Les polynmes f et g ont un fateur ommun non nul si
et seulement si il existe deux polynmes F et G de degré stritement inférieur
à m et n respetivement tels que :
fG = gF.
Démonstration : On a
f = Afm11 f
m2
2 ...f
mr
r ,
g = Bgn11 g
n2
2 ...g
ns
s ,
où A,B sont des onstantes et fm11 , ..., f
mr
r , g
n1
1 , ..., g
ns
s sont des polynmes
irrédutibles. Supposons que f et g ont un fateur ommun non nul, disons
f1 = g1. Considérons les polynmes
F =
f
f1
,
G =
g
g1
.
D'où
deg F = deg f = m,
deg G = deg g = n,
et
fG =
fg
g1
=
gf
f1
= gF.
Réiproquement, on a
fG = gF,
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ave deg F < m et deg G < n. Supposons que f et g n'ont pas de fateur
ommun. Dans e as, puisque
Afm11 f
m2
2 ...f
mr
r .G = Bg
n1
1 g
n2
2 ...g
ns
s .F,
alors pour tout j = 1, 2, ..., r, f
mj
j doit apparaître omme fateur dans F , i.e.,
f doit diviser F don deg f ≤ deg F e qui est absurde ar par hypothèse
deg F < m. 
Proposition 10.2 Les polynmes f et g ont un fateur ommun non nul si
et seulement si
Rés(f, g) = 0.
Démonstration : D'après la proposition préédente, les polynmes f et g ont
un fateur ommun non nul si et seulement si il existe deux polynmes
F (x) = A0x
m−1 + A1x
m−2 + ...+ Am−1,
G(x) = B0x
n−1 +B1x
n−2 + ...+Bn−1,
tels que :
fG = gF,
i.e.,
(a0x
m+ ...+am)(B0x
n−1+ ...+Bn−1) = (b0x
n+ ...+bn)(A0x
m−1+ ...+Am−1).
On identie les oeients :
xm+n−1 : a0B0 = b0A0,
xm+n−2 : a0B1 + a1B0 = b0A1 + b1A0,
.
.
.
x0 : amBn−1 = bnAm−1.
D'où
a0B0 − b0A0 = 0,
a1B0 + a0B1 − b1A0 − b0A1 = 0,
.
.
.
amBn−1 − bnAm−1 = 0.
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On obtient un système linéaire homogène de (m + n) équations dont les
inonnues sont B0, ..., Bm−1, A0, , An−1. Ce système admet une solution non
triviale si et seulement si
∆ ≡ det


a0 0 . . . 0 −b0 0 . . . 0
a1 a0
.
.
.
.
.
. −b1 −b0 . . . ...
.
.
. a1
.
.
. 0
.
.
. −b1 . . . 0
am
.
.
.
.
.
. a0 −bn ... . . . −b0
0 am
.
.
. a1 0 −bn ... −b1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 am 0 . . . 0 −bn


= 0.
En mettant en évidene le signe − dans les m dernières olonnes et en tenant
ompte du fait que le déterminant de la transposée d'une matrie est le même
que elui de la matrie initiale, on obtient
∆ = ±Rés(f, g),
et le résultat en déoule. 
Proposition 10.3 Il existe deux polynmes F et G de degré stritement
inférieur à m et n respetivement tels que :
fG− gF = Rés(f, g),
= polynme en les oeients de f et g,
= an0b
m
0
m∏
k=1
n∏
j=1
(αk − βj),
= an0
m∏
k=1
g(αk),
= (−1)mnbm0
n∏
j=1
f(βj).
Démonstration : Si f et g ont un fateur ommun, alors d'après e qui préède
les polynmes F et G existent et on a
fG− gF = 0 = Rés(f, g).
Si f et g n'ont pas de fateur ommun, alors on herhe F et G tels que :
fG− gF = Rés(f, g).
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En raisonnant omme dans la proposition préédente, on obtient un système
non homogène ayant une solution non nulle. Autrement dit, le déterminant
∆ utilisé dans la preuve de la proposition préédente est nul ou e qui est
équivalent f et g n'ont pas de fateur ommun, e qui est vrai par hypothèse
et ahève la démonstration. 
Soient α1, ..., αm les m raines du polynme f omptées ave multipliité.
Le disriminant de f , noté Disc(f), est
Disc(f) = a2m−20 (−1)
m(m−1)
2
∏
i 6=j
(αi − αj),
= a2n−20
∏
1≤j<i≤m
(αi − αj)2.
Proposition 10.4 Le résultant de f et de son polynme dérivé f ′ est
Rés(f, f ′) = (−1)m(m−1)2 a0Disc(f).
Démonstration : On a
f(x) = a0
m∏
k=1
(x− αk),
et
f ′(x) = a0
m∑
k=1
∏
j 6=k
(x− αj).
En remplaçant dans ette dernière équation x par αi, on onstate que tous
les termes s'annulent sauf le i-ème et dès lors
f ′(αi) = a0
∏
j 6=i
(αi − αj).
Par ailleurs, on sait que
Rés(f, f ′) = am−10
m∏
i=1
f ′(αi),
= a2m−10
∏
j 6=i
(αi − αj).
Notons que dans le produit i-dessus, il y am(m−1) fateurs. Comme haun
de es derniers s'érit sous la forme αi − αj et sous la forme αj − αi, alors
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leur produit est (−1)(αi − αj)2. En tenant ompte du fait qu'il y a m(m−1)2
paires d'indies i, j ave 1 ≤ j < i ≤ m, alors
Rés(f, f ′) = (−1)m(m−1)2 a2m−10
∏
1≤j<i≤m
(αi − αj)2,
= (−1)m(m−1)2 a0Disc(f),
et la proposition est démontrée. 
On déduit immédiatement des propositions préédentes le résultat sui-
vant :
Proposition 10.5 Le disriminant du polynme f est nul si et seulement si
les polynmes f et f ′ ont un fateur en ommun non onstant ou enore si
et seulement si le polynme f admet une raine multiple.
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