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a b s t r a c t
We have implemented a Matlab code to compute Discrete Extremal Sets (of Fekete and
Leja type) on convex or concave polygons, together with the corresponding interpolatory
cubature formulas. The method works by QR and LU factorizations of rectangular
Vandermonde matrices on Weakly Admissible Meshes (WAMs) of polygons, constructed
by polygon quadrangulation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Global polynomial approximation is still a challenging topic in themultivariate setting. The geometry of the interpolation
domain and of its discrete models plays a key role, substantially not yet well understood.
In particular, few results are known about the so-called Fekete points of a d-dimensional compact domain, i.e., points
that maximize the Vandermonde determinant for a given interpolation degree n, ensuring an (at most) algebraic growth
of the Lebesgue constant in the corresponding interpolation process; cf. e.g. [1,2]. Moreover, the numerical computation of
Fekete points becomes rapidly a very large scale nonlinear optimization problem in N× d variables, where N ∼ nd/d! is the
dimension of the polynomial space (cf., e.g., [3,4]).
A reasonable approach for the computation of Fekete points is to use a discretization of the domain, moving from
continuous to combinatorial optimization. Good discrete models of general compact sets are provided by the so-called
‘‘Weakly Admissible Meshes’’, recently studied by Calvi and Levenberg in [5].
Given a polynomial determining compact set K ⊂ Rd or K ⊂ Cd (i.e., polynomials vanishing there are identically zero),
aWeakly Admissible Mesh (WAM) is defined in [5] to be a sequence of discrete subsetsAn ⊂ K such that
‖p‖K ≤ C(An)‖p‖An , ∀ p ∈ Pdn (1)
where both card(An) ≥ N and C(An) grow at most polynomially with n (we use the notation ‖f ‖X = supx∈X |f (x)| for f
bounded function on the compact X). When C(An) is bounded we speak of an Admissible Mesh (AM).
Among their properties, it is worth recalling the following ones (cf. [5]), which can be considered as a recipe to construct
new from knownWAMs:
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(I) if α is a polynomial vector mapping of degree m and An a WAM for K , then α(Anm) is a WAM on α(K) with constant
C(Anm);
(II) any sequence of unisolvent interpolation setswhose Lebesgue constantΛn grows atmost polynomiallywith n is aWAM,
with constant C(An) = Λn;
(III) a finite product of WAMs is a WAM (even for tensor-product polynomials) on the corresponding product of compacts,
C(An) being the product of the corresponding constants;
(IV) a finite union of WAMs is a WAM on the corresponding union of compacts, C(An) being the maximum of the
corresponding constants.
The usefulness of WAMs in polynomial approximation is given by the following properties (cf. [6,5]):
(V) the least-squares polynomialLAn f on a WAM, f ∈ C(K), is such that
‖f −LAn f ‖K / C(An)

card(An) min{‖f − p‖K , p ∈ Pdn} .
(VI) Fekete points extracted from WAMs have a Lebesgue constant bounded by NC(An), and are asymptotically distributed
as the continuum Fekete points.
A key feature, which is appealing for computational purposes, is the availability of low cardinality WAMs for many
standard compact sets in dimension d = 2, 3; cf. [6–8]. These WAMs typically haveO(nd) points, the same order of growth
of the cardinality N = Nn = dim(Pdn) =

n+d
d

of any unisolvent interpolation set (being Pdn-determining, the cardinality of
a WAM is necessarily not smaller than the dimension N of the polynomial space).
In the next section we recall two recent algorithms that compute Fekete-like sets for (multivariate) polynomial
interpolation, called Discrete Extremal Sets, starting from a WAM of a compact set. Then, in Section 3 we show how to
construct efficiently a WAM of a convex quadrangle. In Section 4 we describe and test the method underlying our Matlab
code (POLYGINT), that computes Discrete Extremal Sets of simple polygons via (coarse) convex quadrangulation, together
with the corresponding interpolatory cubature formulas. Using a quadrangulation instead of a more usual triangulation, as
was done in [9] for interpolation, allows us to work with WAMs that have on the average half the number of mesh points.
We stress that the cardinality of the extracted Discrete Extremal Sets is N = (n+ 1)(n+ 2)/2 irrespectively of the shape of
the polygon and of the number of polygon sides. The code is available at [10].
2. Fekete points and Discrete Extremal Sets
We briefly recall the concept of Fekete points for polynomial interpolation. It is worth observing that such Fekete points
should not be confused with the ‘‘minimum energy’’ Fekete points, the two concepts being equivalent only in the univariate
complex case (cf. [11]).
Given a compact set K ⊂ Rd (or Cd), a basis p = {p1, . . . , pN} of Pdn and a finite set ξ = {ξ1, . . . , ξN} ⊂ K , ordering in
some manner the points and the basis we can construct the Vandermonde-like matrix V (ξ, p) = [pj(ξi)], 1 ≤ i, j ≤ N . If
det V (ξ, p) ≠ 0 the set {ξ1, . . . , ξN} is unisolvent for interpolation, and the polynomials
ℓj(x) = det V (ξ1, . . . , ξj−1, x, ξj+1, . . . , ξN , p)det V (ξ1, . . . , ξj−1, ξj, ξj+1, . . . , ξN , p) , j = 1, . . . ,N , (2)
form a cardinal basis, i.e., ℓj(ξk) = δjk and
Lnf (x) =
N−
j=1
f (ξj) ℓj(x) (3)
is the polynomial in Pdn that interpolates a function f at {ξ1, . . . , ξN}.
In the case that such pointsmaximize the (absolute value of the) denominator of (2) inKN (Fekete points), then ‖ℓj‖∞ ≤ 1
for every j, and thus the Lebesgue constant (the norm of the interpolation operator) is bounded by the dimension of the
interpolation space,
Λn = ‖Ln‖ = max
x∈K
N−
j=1
|ℓj(x)| ≤ N . (4)
Clearly, Fekete points as well as Lebesgue constants are independent of the choice of the basis, since the determinant of the
Vandermonde-like matrices changes by a factor independent of the points (namely the determinant of the transformation
matrix between the bases). Moreover, Fekete points and Lebesgue constants are preserved under affine mapping of the
domain. It is also worth recalling that (4) is often a rather pessimistic overestimate of the actual growth.
There are several open problems about Fekete points, whose properties have been studied till now mainly in the
univariate complex case in view of their deep connection with potential theory. They are analytically known only in a
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few cases: the interval (Gauss–Lobatto points), the complex circle (equispaced points), and the cube (tensor-product of
Gauss–Lobatto points for tensor interpolation). An important qualitative result has been proved only recently, namely that
Fekete points are asymptotically equidistributed with respect the pluripotential equilibrium measure of K , cf. [1]. Their
asymptotic spacing is known only in few instances, cf. the recent paper [2]. Moreover, the numerical computation of Fekete
points becomes rapidly a very large scale problem, namely a nonlinear optimization problem in N × d variables. It has been
solved numerically only in very special cases, like the triangle and the sphere, for a fixed limited range of degrees, cf. [12].
A reasonable approach for the computation of Fekete points is to use a discretization of the domain, moving from the
continuum to nonlinear combinatorial optimization. Property (VI) gives a first guideline on the fact that WAMs are good
candidates as starting meshes. Consider the rectangular Vandermonde-like matrix associated to a WAM
V (a, p) = V (a1, . . . , aM; p1, . . . , pN) = [pj(ai)], 1 ≤ i ≤ M, 1 ≤ j ≤ N (5)
where a = (ai) is the array of mesh points, and p = (pj) is the array of basis polynomials for Pdn. For convenience, we shall
consider p as a column vector p = (p1, . . . , pN)t . Since the rows of the matrix V (a, p) correspond to the mesh points and
the columns to the basis elements, computing the Fekete points of a WAM amounts to selecting N rows of V such that the
volume generated by these rows, i.e., the absolute value of the determinant of the resulting N × N submatrix, is maximum.
This problem, however, is known to be NP-hard, so heuristic or stochastic algorithms are mandatory; cf. [13] for the
notion of volume generated by a set of vectors (which generalizes the geometric concept related to parallelograms and
parallelepipeds), and an analysis of the problem from a computational complexity point of view.
Almost surprisingly, good approximate solutions, called Discrete Extremal Sets, can be given by basic procedures of
numerical linear algebra. The first, which gives the Approximate Fekete Points, corresponds to a greedy maximization of
submatrix volumes:
Greedy volume maximization (AFP: Approximate Fekete Points)
• V = V (a, p); ind = [ ];
• for k = 1 : N ‘‘select ik: vol V ([ind, ik] , 1 : N) is max’’; ind = [ind, ik]; end
• ξ = a(i1, . . . , iN).
Its core ‘‘select ik: vol V ([ind, ik] , 1 : N) is maximum’’ can be implemented as ‘‘select the largest norm row rowik(V )
and remove from every row of V its orthogonal projection onto rowik ’’. This is equivalent to the QR factorization with column
pivoting (cf. [14]) of the transpose Vandermonde matrix, since such a process automatically seeks the maximum keeping
invariant the volumes by column orthogonalization (a simple geometric interpretation of the method is that of a greedy
maximization of the parallelepiped volume generated by three in a bunch of 3d vectors). This factorization is just that applied
in Matlab for the solution of underdetermined systems by the ‘‘backslash’’ operator, as in the following Matlab-like script:
AFP code
• W = V t(a, p); b = ones(1 : N);w = W \ b ; ind = find(w ≠ 0); ξ = a(ind).
The second algorithm, which gives the Discrete Leja Points, corresponds to a greedy maximization of nested square
submatrix determinants:
Greedy determinant maximization (DLP: Discrete Leja Points)
• V = V (a, p); ind = [ ];
• for k = 1 : N ‘‘select ik: | det V ([ind, ik] , 1 : k)| is max’’; ind = [ind, ik]; end
• ξ = a(i1, . . . , iN).
Its core, ‘‘select ik: | det V ([ind, ik] , 1 : k)| is maximum’’, can be implemented by a one-column elimination step of the
Gaussian elimination process with standard row pivoting, since such a process automatically seeks the maximum keeping
invariant the absolute value of the relevant subdeterminants. Here is the corresponding Matlab-like script based on LU
factorization with row pivoting:
DLP code
• V = V (a, p); [L,U, σ] = LU(V , ‘‘vector’’); ind = σ(1 : N); ξ = a(ind).
Notice that in algorithm AFP we could take as right-hand side b any nonzero vector, and that in algorithm DLP we are
using the version of the LU factorization with row pivoting that produces a row permutation vector σ. See [6,9,15] and the
references therein for a complete discussion of these two approaches.
When the conditioning of the Vandermonde matrices is too high, the algorithms can still be used provided that a
preliminary iterated orthogonalization is performed, as in the following:
Iterated orthogonalization code
• V = V (a, q); [Q1, R1] = qr(V , 0); [Q2, R2] = qr(Q1, 0); T = inv(R2 ∗ R1)
which amounts to a change of polynomial basis from q to p = T tq which is orthonormal with respect to the discrete inner
product ⟨f , g⟩ =∑Mi=1 f (ai)g(ai) (we use here the QR factorizationwith Q rectangularM×N and R upper triangularN×N).
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Observe that the Vandermonde matrix in the new basis,
V (a, p) = V (a, q)T = Q2 (6)
is a numerically orthogonal (unitary) matrix, i.e., Q t2Q2 = I . Two orthogonalization iterations generally suffice, unless the
original matrix V (a, q) is so severely ill-conditioned (condition number greater than the reciprocal of machine precision)
that the algorithm fails. This phenomenon is well known in numerical Gram–Schmidt orthogonalization, cf. [16].
Once the underlying extractionWAM has been fixed, differently from the continuum Fekete points, Approximate Fekete
Points depend on the choice of the basis, and Discrete Leja Points depend also on its order. An important feature is that
Discrete Leja Points form a sequence, i.e., if the basis p is such that its first Nk = dim(Pdk) elements span Pdk , 1 ≤ k ≤ n, then
the first Nk Discrete Leja Points are a unisolvent set for interpolation in Pdk .
Under the latter assumption for Discrete Leja Points, the two families of Discrete Extremal Sets share the same asymptotic
behavior, which is exactly that of the continuum Fekete points: the corresponding discrete measures converge weak-∗ to
the pluripotential equilibrium measure of the underlying compact set, cf. [1,6,9].
3. Quadrangle WAMs
It is well known that any convex quadrangle with vertices P1, P2, P3, P4 is the image of a bilinear transformation of the
square, namely
(x, y) = σ(u, v) = 1
4
((1− u)(1− v)P1 + (1+ u)(1− v)P2 + (1+ u)(1+ v)P3 + (1− u)(1+ v)P4) ,
(u, v) ∈ [−1, 1]2 (7)
with a triangle, e.g. P3 = P4, as a special degenerate case. We can then prove the following
Proposition 1. The sequence of ‘‘oblique’’ Chebyshev–Lobatto grids
An = {σ(ξj, ξk) , 0 ≤ j, k ≤ n} , ξs = cos sπn (8)
is a WAM (cf. (1)) of any convex quadrangle (cf. (7))
conv(P1, P2, P3, P4) =

(x, y) =
−
ciPi , ci ≥ 0 ,
−
ci = 1 , 1 ≤ i ≤ 4

with C(An) =
 2
π
log(n+ 1)+ 12 and cardinality n2+2n+1 (which becomes n2+n+1 in the degenerate case of a triangle).
Proof. First, by properties (II) and (III) of WAMs, tensor-product Chebyshev–Lobatto points, say Bn = {(ξj, ξk) , 0 ≤
j, k ≤ n}, are a WAM for tensor-product polynomials of degree not greater than n, with mesh constant C(Bn) = Λ2n ≤ 2
π
log(n+ 1)+ 12 (where Λn is the Lebesgue constant of univariate Chebyshev–Lobatto points, cf. [17]). Then, it is
sufficient to observe that, for any polynomial p ∈ P2n, q(u, v) = p(σ (u, v)) is a tensor product polynomial in [−1, 1]2,
since the transformation σ is bilinear. We can conclude using the fact that σ is surjective, even in the degenerate case of a
triangle, which entails that for every (x, y) in the quadrangle
|p(x, y)| = |q(u, v)| ≤ Λ2n ‖q‖Bn = Λ2n ‖p‖An ≤

2
π
log(n+ 1)+ 1
2
‖p‖An .
By bilinearity, any segment u = const or v = const in [−1, 1]2 is mapped onto a segment of the quadrangle. This entails
that theWAMis an ‘‘oblique’’ grid and that the points on each segment, including the sides, are exactly its Chebyshev–Lobatto
points; see Fig. 1. Concerning the cardinality, observe that the transformation is bijective for nondegenerate convex
quadrangles, whereas in the degenerate case of a triangle one side collapses into one vertex. 
We recall that these ‘‘oblique’’ Chebyshev–Lobatto grids are familiar in the context of quadrangle-based spectral and
high-order element methods for PDEs (see, e.g., [18]). Indeed, they give the interpolation points for the construction of the
trial functions via tensorial interpolation on the reference square (this basis is not polynomial in general, due to composition
with the inverse mapping σ−1(x, y)). What we are doing here is to reconsider Chebyshev–Lobatto grids in the context of
total degree polynomial approximation over quadrangles, and in particular in the context of total degreeWeakly Admissible
Meshes, that are essentially a matter of polynomial inequalities.
4. Interpolation and cubature over polygons
Given a simple polygon K , in view of Proposition 1 above and property (IV) of WAMs we can immediately construct a
polygon WAM with O(n2) points by finite union, once a convex quadrangulation of the polygon is at hand (where we can
even admit the presence of some triangles). Quadrangulations are preferable with respect to triangulations in the present
context, in order to reduce the cardinality of the resultingmesh. For the same reasonwe look for a coarse (possiblyminimal),
rather than for a fine quadrangulation.
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Fig. 1. The 7× 7 = 49 points of the Chebyshev–Lobatto WAM for degree n = 6 on a convex quadrangle.
Wedo not go into technical details of (convex) quadrangulation, which is amuch less developed and understood problem
than triangulation, and refer the reader e.g. to [19] and references therein for some insight into this difficult topic of
computational geometry. We only observe that any simple polygon with k vertices can be partitioned into k − 2 triangles,
or into µ quadrangles (some of which possibly degenerate into triangles) with (k − 2)/2 ≤ µ ≤ k − 2, where µ is often
close to the lower bound. For example, any convex polygon is trivially partitioned into (k− 2)/2 quadrangles for k even, or
into (k− 3)/2 quadrangles plus one triangle for k odd, simply by taking quadruples of consecutive vertices.
Once we have computed the array ξ = (ξ1, . . . , ξN) corresponding to a Discrete Extremal Set at degree n from a polygon
WAM, by Algorithm AFP or Algorithm DLP, we can interpolate any function by solving the Vandermonde-like system
V (ξ, p)c = f (9)
with a possibly much better conditioned matrix V (ξ, p) = V (ξ, q)T if iterated orthogonalization has been applied
(cf. (5)–(6)).
Moreover, the corresponding array of algebraic cubature weightsw with respect to a given measureµ on K , that are the
weights of an exact formula on polynomials of degree not greater than n, can be computed by solving the linear system
V t(ξ, p)w = m (10)
wherem is the vector ofmoments of the polynomial basis
m =
∫
K
p(x, y) dµ = T t
∫
K
q(x, y) dµ . (11)
In the case of Algorithm AFP, the cubature weights are a byproduct simply by taking b = m as the right-hand side, since the
algorithm selects the points and at the same time computes the weights, by solving the relevant underdetermined linear
system via QR factorization with column pivoting of the rectangular transpose Vandermonde matrix. On the other hand,
with Algorithm DLP, it is sufficient to solve the couple of triangular systems U tz = m, Lt(: , 1 : N)w = z . One important
feature of Discrete Leja Points in this context is that they provide by construction a sequence of nested interpolatory cubature
rules (for the concept of nested rule, see e.g. [20]). Concerning computation of the moments, we can resort for example to
a recent algorithm [21], based on Green’s integration formula and univariate Gaussian quadrature, that is able to compute
exact moments of any polynomial basis on general simple polygons.
Numerical cubature over polygons has been traditionally thought of as an application of polygon triangulation and
cubature over triangles. In the recent literature, some new methods not based on triangulation have been proposed, with
a special interest in the application to polygonal finite elements; cf. [22–25,21]. The present cubature formulas can be seen
as a new approach to (non-minimal) algebraic cubature based on polygon quadrangulation. They could be useful as starting
guess for the computation of (near) minimal cubature formulas on polygons, using the nonlinear optimization algorithms
discussed in [24,26,27].
4.1. Numerical results
In order tomeasure the quality of Discrete Extremal Sets, we have computed numerically the norms of the corresponding
interpolation operator and cubature functional, namely the Lebesgue constant and the sumof the cubatureweights absolute
values. Indeed, the cubature weights are not all positive, but the negative ones turn out to be few and relatively small.
We have implemented a Matlab code named POLYGINT (cf. [10]) that, given the polygon vertices counterclockwise
ordered and the polynomial degree, computes Approximate Fekete Points andDiscrete Leja Points fromaWeakly Admissible
Mesh obtained via polygon quadrangulation, together with the corresponding cubature weights. The polynomial basis for
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Fig. 2. The basic step of polygon splitting by the quadrangulation algorithm.
Table 1
Norms of the interpolation operator (Lebesgue constants) and of the cubature functional
(‖w‖1 =∑ |wj|) at Discrete Extremal Sets for the polygon in Fig. 3. The size of the polygon
area (=∑wj) is approximately 6.3e−2.
pts n = 3 n = 6 n = 9 n = 12 n = 15 n = 18
N = 10 N = 28 N = 55 N = 91 N = 136 N = 190
Λn AFP 3.6 7.3 13.2 18.4 26.8 42.2
DLP 7.0 10.2 26.0 35.1 44.6 78.7
‖w‖1 AFP 7.9e−2 6.8e−2 7.0e−2 6.9e−2 7.3e−2 7.0e−2
DLP 7.0e−2 1.0e−1 1.0e−1 8.2e−2 1.2e−1 8.9e−2
Table 2
Condition numbers of Vandermonde-like matrices at Discrete Extremal Sets for the polygon
in Fig. 3 (without and with iterated orthogonalization), where q is the product Chebyshev
basis of the minimal including rectangle.
pts n = 3 n = 6 n = 9 n = 12 n = 15 n = 18
k2(V (ξ, q)) AFP 4.3e+1 1.4e+3 6.9e+4 4.4e+6 1.8e+8 8.4e+9
DLP 6.8e+1 2.3e+3 1.2e+5 6.8e+6 1.7e+8 8.0e+9
k2(V (ξ, q)T ) AFP 2.3e+1 7.7e+1 1.8e+2 5.1e+2 1.1e+3 8.0e+2
DLP 1.7e+1 1.6e+2 4.0e+2 6.0e+2 1.4e+3 3.0e+3
the Vandermonde matrix is the product Chebyshev basis of the minimal rectangle containing the polygon. Part of the code
is based on the computational work done in [28,29].
Polygon quadrangulation codes do not seem to be presently available in Matlab [30]. We have implemented a naive
version of a convex quadrangulation algorithm, which subdivides any simple polygon P into convex polygons and then
quadrangulates the convex elements (cf. [29,10]).
The core of the algorithm is the following: for every possible concave angle formed by three consecutive vertices in
counterclockwise order, say ABC , let Q the first point of intersection of the half-line through A and B with the polygon
boundary (see Fig. 2). The segment AQ subdivides the polygon into two new polygons, sayQ and S, by the auxiliary vertex
Q . If we term ν the number of concave vertex angles of a polygon, then ν(Q)+ ν(S) < ν(P ). The algorithm is then applied
to Q and S, proceeding recursively until convex polygons are found (no concave angles) and then quadrangulated. It can
be proved that if k is the number of vertices and ν the number of concave angles of the original polygon P , then the final
quadrangulation has at most ⌈ k2⌉ + ⌊ ν+12 ⌋ − 1 quadrangles, of which at most ν + 1 can be triangles (cf. [29]).
When ν ≪ k, the number of quadrangles is roughly half the number of triangles of a minimal triangulation. In very
special cases ν can be close to k and the quadrangulation is not really competitive with a minimal triangulation, concerning
the number of elements.
We present now some numerical tests on interpolation and cubature at Discrete Extremal Sets. All computations have
been done by the POLYGINT code [10] in Matlab 7.6.0 on an Intel Core 2 Duo 2.13 GHz Processor with 4 Gb RAM.
In Fig. 3 we show the polygon quadrangulation (top) and the Discrete Extremal Sets (bottom) computed at degree n = 15
by our algorithm (136 Approximate Fekete and Discrete Leja Points), on a concave test polygon in a shape of a hand, with 37
sides (obtained from the screen sampled hand of one of the authors, by piecewise linear interpolation). Our quadrangulation
algorithm gives a subdivision of the polygon into 23 elements (quadrangles and triangles), whereas a minimal triangulation
would consist of 35 triangles. This means that we are using an extraction WAM with approximately 23n2 instead of 35n2
points at each degree.
In Table 1 we report the norms of the interpolation operator and cubature functional at a sequence of degrees. In Table 2
we give the condition numbers of the Vandermonde-like matrices in the product Chebyshev basis of the minimal including
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Fig. 3. Quadrangulation (top) and Discrete Extremal Sets (bottom) of degree n = 15 for a hand shape polygon: 136 Approximate Fekete Points (+) and
Discrete Leja Points (◦).
Table 3
CPU times (seconds) for the computation of points and weights for the
polygon in Fig. 3; the quadrangulation time is around 0.2 s.
pts n = 3 n = 6 n = 9 n = 12 n = 15 n = 18
AFP 0.04 0.04 0.14 0.66 2.08 4.95
DLP 0.02 0.06 0.35 1.05 2.53 5.49
Table 4
Interpolation (absolute) and cubature (relative) errors for the function f (x, y) = cos(x +
y) on the polygon in Fig. 3; the reference value of the integral (dµ = dx dy) is
4.0855534218814826274979168e−2.
pts n = 3 n = 6 n = 9 n = 12 n = 15 n = 18
intp err AFP 6.4e−5 6.6e−10 5.1e−15 1.3e−15 1.9e−15 1.9e−15
DLP 8.1e−5 9.1e−10 7.6e−15 1.2e−15 1.6e−15 2.4e−15
cub err AFP 4.1e−6 4.6e−12 1.0e−15 2.4e−15 2.0e−15 1.0e−15
DLP 1.3e−7 6.5e−12 6.8e−16 2.7e−16 2.7e−15 2.9e−15
rectangle, without and with the iterated basis orthogonalization, which strongly improves the conditioning. In Table 3 we
show the CPU times of the computational process, where the linear algebra part soon becomes predominant with respect
to the quadrangulation procedure.
Notice that the Lebesgue constants are much smaller than the theoretical estimate for Fekete points extracted from a
WAM, namely Λn ≤ NC(An) = (n + 1)(n + 2)
 2
π
log2(n+ 1)+ 12 /2 (cf. property (IV) and Proposition 1). We see
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Table 5
As in Table 4 for the function f (x, y) = ((x − 0.45)2 + (y − 0.4)2)3/2; the reference value
of the integral is 1.5915382446995594237920679e−4.
pts n = 3 n = 6 n = 9 n = 12 n = 15 n = 18
intp err AFP 1.5e−3 1.2e−4 2.4e−5 1.3e−5 7.0e−6 3.5e−6
DLP 2.9e−3 9.2e−5 3.9e−5 1.5e−5 9.3e−6 4.5e−6
cub err AFP 5.4e−2 5.9e−3 3.8e−4 6.9e−5 3.4e−6 1.5e−5
DLP 4.7e−2 5.4e−3 3.0e−4 1.7e−4 5.9e−5 8.0e−6
that Approximate Fekete Points give a better Lebesgue constant than Discrete Leja Points, and a slightly better norm of the
cubature functional. This behavior has been confirmed by several other numerical experiments on various test polygons,
not reported for brevity. Nevertheless, both turn out to be in practice good interpolation and cubature sets, as it is shown
for example in Tables 4–5 by the errors on two test functions with different degrees of regularity.
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