The problems of approximating in the 2-induced norm, linear oparators which are (1) nite-dimensional, unstructured, and (2) in nite-dimensional structured (Hankel), have been solved. The solutions of these two problems exhibit striking similarities. These similarities suggest the search of a unifying framework for the approximation of linear operators in the 2-induced norm.
Optimal approximation in the 2-induced norm
The singular value decomposition is the tool which leeds to the solution of the optimal approximation problem of A by matrices of lower rank, in the 2-induced norm. Given A 2 R n n , rank A = r n, nd X 2 R n n , rank X = k < r, such that the 2-norm of the error matrix E := A ? X is minimized. 1.2 Sub-optimal approximation in the 2-induced norm
In order to obtain a larger set of solutions, one may relax the optimality condition (1.3). Instead one may wish to obtain all matrices X of rank k satisfying k+1 (A) <k A ? X k 2 < (1.5) for some given between the (k + 1) st and the k th singular values:
This is the sub-optimal approximation problem in the 2-induced norm.
In order to state the solution we need to construct a J-unitary matrix . This is done as follows. There exist matrices i , i = 1; 2 such that:
I n ? ?2 It should be remarked that for a particular choice of 1 and 2 , the rank condition above can be converted to the block triangularity of the contraction (see 11]).
In nite-dimensional, structured operators
In this section we will consider structured linear maps of`(Z + ) (the space of real-valued sequences) onto itself. In particular we will turn our attention to Hankel operators: 
C C C C A (2.2)
We will assume that H has nite rank: rank H = n < 1 This is equivalent with the rationality of the (formal) power series For details on realization theory of linear systems we refer e.g., to 3]. We will also assume that the roots of are inside the unit disc which is equivalent with the square summability of the sequence t X t>0 j t j 2 < 1
Optimal approximation of H in the 2-norm
The problem is to approximate H by a Hankel matrixĤ of lower rank in the 2-induced norm.
By the equivalence (2.5), this corresponds to approximating the linear system described by the rational function G = , by a system of lower complexity, i.e.Ĝ =^ ^ , where deg > deg^ .
This problem is known in system theory as linear system approximation in the Hankel norm. For details see e.g. 8].
Since H is bounded and compact, it has a discrete set of non-zero singular values with an accumulation point at zero. Let the non-zero singular values of H be
According to the Schmidt-Mirsky theorem any, not necessarily structured, approximant K of H which has rank k < n satis es k H ? K k 2 k+1 (H) (2.7)
The question arises: does there exist an approximant of rank k which has Hankel structure and achieves the lower bound? The answer is given by the result below. By setting = 0 in the above formula, we obtain one sub-optimal approximant. It is namely, the Hankel matrix associated with the stable part of the rational function G H ? 12 ?1 22 . It turns out that this Hankel matrix has rank k.
It should be mentioned that the optimal and sub-optimal approximation results presented in the last two sub-sections, hold equally for block Hankel matrices (the t are p m blocks).
We refer to 8] and 7] for details.
Problems
We have presented above two cases of optimal and sub-optimal approximation in the 2-induced norm, of linear operators of nite rank. The two cases were Unstructured operators in a nite-dimensional space Structured (Hankel) operators in an in nite-dimensional space
In the parametrization of all sub-optimal solutions as given in theorems 1.2, 2.2, two important ingredients manifest themselves in both cases:
Linear fractions in terms of a J-unitary matrix , see (1.10) and (2.12)
All solutions are parametrized in terms of a contraction Both and are de ned di erently for the two cases (1.10) and (2.12). Thus the following problem arises: Problem 1. Investigate the existence of a unifying framework for the approximation of operators in the induced 2-norm. It is known that theorem 2.1 does not hold for nite Hankel matrices. This leads to Problem 2. Investigate the problem of low rank approximation of structured nite matrices, and in particular Hankel matrices, in the induced 2-norm.
Remark. There are two abstract frameworks with relevance to the problems formulated above. The rst one is the Grassmannian/projective geometry approach of Ball and Helton (see 4]). The second one is the abstract band method of Dym, Gohberg, Kaashoek, and Woerdeman (see the survey and references in 9]). The challenge problems call for dealing with a more general situation than what is discussed in 4] and 9], namely, the Takagi version of the generalized Nehari problem (where the approximating function is allowed a prescribed number of poles in the unit disk). While the Ball-Helton method has been worked out in particular cases for the Takagi version (see 5] and 6]) the abstract Hilbert module version as presented in 4] has not been so worked out. Moreover, the general band method presented in 9] has not been worked out at all for the Takagi version of the contractive completion problem. An elaboration of either the Grassmannian/projective geometry approach or of the abstract band method may thus yield a framework which handles the above challenge problems.
The problem of deriving an optimal or sub-optimal reduced order model of a system from input-output measurements is of importance for system identi cation and robust control. In 8] this problem is studied for the special case where the input to the system is an impulse and the output the impulse response; for the more general case of arbitrary input-output measurements the problem is studied in 12]. This leads us to the third problem. Problem 3. Investigate the problem of obtaining reduced order models of a system from arbitrary measurements -nite or in nite -of the input and the output, which are optimal and/or suboptimal in the induced 2-norm.
