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Abstract 
The dispersion phenomena in aquifers through experimental activities have been extensively studied in the past; 
recently the availability of digital images of the transport process made possible the development of new techniques 
for the evaluation of the dispersivity coefficients (Sànchez et al., 2008, 2011). This work shows the application of an 
innovative procedure that allows a detailed estimation of longitudinal and transverse dispersivities in an experimental 
plume devised in a laboratory sandbox. The dataset was provided processing the results of a sandbox developed at the 
hydraulic laboratory of the University of Parma (DICATeA). The equipment represents a 2-D unconfined aquifer 
controlled through two constant head levels (upstream and downstream); it consists of a PMMA tank filled of 1 mm 
glass beads as porous medium. An injector was placed inside the porous medium and sodium fluorescein salt was 
used as tracer. The tests consist of injecting a known solution discharge for a specific time duration and then 
observing the plume through the collection of side wall images obtained by means of a digital camera (see Citarella et 
al. (2010) and Cupola et al. (2014) for more details). The study case presented in this work considers a homogeneous 
porous media and a uniform flow in the vertical plane; the plume develops according to 2-D plane advection-
dispersion equation. The pictures were collected with time interval equal to 5 s. Using the collected frames, it is 
possible to estimate the concentration in each point of the domain at different times and also the partial derivatives of 
the concentration in space and time. This information allows easily to estimate the two dispersivity coefficients using 
the Advection-Dispersion equation. This analysis was carried out for each picture collected during the test (about 
650). The results showed, as expected, that the longitudinal dispersivity presents the same order of magnitude of the 
pore dimension and the ratio between longitudinal and transverse dispersivity is constant through the whole domain, 
although higher than that reported in literature. Even though the dispersivities are estimated for each pixel of the 
figures, only a few of them provide reliable information; in fact, only on the plume boundaries a significant variation 
in concentration could be detected. For this reason a selection criterion for the credibility of the results was 
developed. Future developments will estimate the apparent dispersivities considering a heterogeneous media. 
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1. Introduction 
Laboratory experimental equipment (sand-boxes) has been adopted with the aim of studying two 
dimensional (on the vertical plane) heterogeneous porous media in order to carry out experiments in a 
controlled environment (e.g. Bruch, 1970; Silliman and Zheng, 2001; Sternberg, 2004; Goswami and 
Clement, 2007; Yin and Illman, 2009 and Cupola et al., 2014). With reference to the study of dispersivity 
coefficients through experimental devices in particular, Silliman et al. (1987) investigated the longitudinal 
dispersion in anisotropic porous media by using sodium chloride as tracer, finding a relationship between 
dispersion and hydraulic anisotropy. Aksoy and Guney (2010) investigated the longitudinal and 
transverse dispersivities reproducing a homogeneous 3-5 mm sandy aquifer. Kim et al. (2004) conducted 
a laboratory tracer test representing a two-dimensional aquifer with the aim of estimating the longitudinal 
dispersivity (αL) and the ratio (αT/αL) of transverse to longitudinal dispersivity of sandy aquifer material. 
Building on this background, in the hydraulic laboratory of the Department of Civil, Environmental and 
Land Engineering and Architecture (DICATeA) of the University of Parma, we set up an experimental 
device to perform groundwater transport tests.  
The guiding principles of our experimental activities were to: 
1. develop a non-invasive monitoring system with respect to the flow and concentration field; 
2. analyze whether the present potential of digital photography (color camera with high resolution) 
improves the detection of concentration in terms of reading and spatial detail; 
3. implement the experimental runs by adopting substances and methodologies harmless for both the 
people and the environment; 
4. develop a method that monitors the experimental errors in order to validate the data collected; 
5. test a new procedure for estimating the dispersivity coefficient values. 
In this paper we describe materials and methods of the laboratory experiments, the results of a 
meaningful experimental test case and the procedure for estimating the dispersivity coefficients. 
2. Experimental device 
The transport experiments were performed in a laboratory device (sandbox) built with polymethyl 
methacrylate (PMMA) plates. The sandbox reproduces an unconfined aquifer governed by two constant 
water level boundary conditions (upstream and downstream). The external dimensions of the sandbox are 
0.73 m × 1.20 m × 0.14 m. Along the longest axis x, the sandbox is made up of three parts (Fig. 1): two 
tanks (upstream and downstream), which allow the regulation of the water level and, as a consequence, of 
the flux, and a central chamber (0.70 m × 0.10 m × 0.95 m) which contains the porous medium. The 
water discharge is monitored with a flow meter and the water exiting the sandbox was conveyed to the 
sewage system. The porous medium consists of glass beads with diameter in the range between 0.75 and 
1 mm with density of 1480 kg/m3 and density equal to 37%. After several tests carried out with different 
hydraulic gradient, the bulk K of the glass beads was estimated at about 6·10-3 m/s. In the upstream part 
of the sandbox an injector was positioned (see Fig. 1) and fluorescein sodium salt was chosen as tracer 
because mixed with water and excited with blue light (λ = 490 nm) it irradiates in longer wavelength 
(green light, λ = 520 nm). The experimental device was placed in a darkroom to avoid all the external 
light contamination and lightened by 8 monochromatic blue LEDs. 
All variables, such as upstream and downstream level, injected discharge, temperature, background 
discharge, start and ending of injection, were acquired by means of data acquisition system. The 
luminosity at each point of the sandbox is recorded by a digital camera and then converted in 
concentration through an imaging technique. A comparison between the mass released by the injector and 
the one estimated through the image processing has been made to evaluate the reliability of data collected. 
Another confirmation of the validity of the data used was given comparing the mass rate that flows 
through the sandbox with the known injected one. During the calibration of the device, the maximum 
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measurement error of the concentration was estimated in less than 3 mg/L. A detailed description of the 
sandbox can be found in (Citarella et al. 2010). 
 
Fig.1. Sketch of the experimental device: constant head boundaries upstream (HU) and downstream (HD); the porous media laterally 
confined through iron bars, and at the top involved in the capillary fringe; the black dot is the source location. Dimensions are in 
mm. 
3. Numerical-Imaging Dispersivity Evaluation (N-IDE) 
Eq. (1) describes the transport process in an aquifer responding to the injection of a non-sorbing, non-
reactive solute in a point source (Bear and Verruijt, 1972). 
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where: ϕ [-] is the effective porosity (taken as spatially variable, but constant in time), u(x,t) = v(x,t)/ϕ 
[L·T-1] is the effective velocity at location x and time t, D(x) [L2 T-1] the dispersion tensor, C(x,t) [M·L-3] 
the concentration at location x and time t, s(x0,t)=C0(x0,t)⋅q0(x0,t) [M·T-1] is the amount of pollutant per 
time unit injected into the aquifer through the source located at 0x , C0(x0,t) is the concentration injected, 
and q0(x0,t) [L3·T-1] is the injection flow rate at x0 at time t [T]. 
Considering a homogeneous porous medium and a uniform flow in a vertical plane, Eq. (1) becomes: 
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where u is the effective velocity that has component only along x, Lα  [L] and Tα  [L] are the 
longitudinal and the transversal dispersivity coefficients respectively, x is the Cartesian coordinate 
oriented in the average flow direction, and z is the transversal (vertical). Eq. (2) is discretized with the aim 
of determining the dispersivity coefficients by applying a leap-frog finite difference method; for the 
generic function f the time derivatives are computed at time t=n·∆t with the following formulation: 
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where njif , refers to the value of the generic function f (for instance the concentration) in the grid node 
with location described by the indexes i and j at time n. The spatial derivatives at time n are computed 
with the following formulation: 
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The experimental device, described in the previous section, allows to detect the concentration of the 
tracer at each point of the domain, at different times. Starting from the concentration distributions, it is 
possible to estimate the spatial and time derivatives with Eqs. (3) and (4) and then the dispersivity 
coefficients ( Lα  and Tα ) under the hypothesis that the plume evolves according to Eq. (2). 
The estimation of the dispersivities has been done in each point (N computation nodes (CN)) at each 
monitoring time under the hypothesis that the ratio r is unknown and variable at each grid node, so 2N 
equations are required. 
In fact, for each CN, two equations are required to estimate longitudinal and transversal dispersivities, 
so two consecutive time steps (n and n+1) were considered. At each time step, the partial derivatives in 
Eq. (2) were evaluated according to Eqs. (3) and (4) obtaining: 
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where i = 1:Nrow is the row index and j = 1:Ncol is the column index. Using the symbolism of Eqs. (5) to 
(9), being φ constant, Eq. (2) can be rewritten as: 
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By considering two consecutive monitoring times (n and n+1), under the hypotheses of steady state 
flow and known mean velocity in the x-direction, a system of two equations in two unknowns can be 
written for each ApA. In matrix form it results: 
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At the domain border a rectangular frame, of 1 CN size, must be used only for the computation of the 
derivatives (Eqs. 5-9) without evaluating the dispersivity coefficients. The solution of the system (11) 
( bAλ ⋅= −1 ) for each CN provides the dispersivity values; we will refer to this procedure in the 
following with the acronym N-IDE, i.e. Numerical-Imaging Dispersivity Evaluation. 
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4. Test case 
Several tests were performed to validate the experimental equipment; the test case considered has a 
mean groundwater flow rate of about 26 mL/s (see Fig. 2), obtained with a hydraulic gradient of 7.6% and 
a mean specific discharge of about 4.6·10-4 m/s. In such conditions the Darcy law is valid because the 
Reynolds Number does not exceed 1. During the entire test 660 images were acquired with a 5s time 
interval. The detailed analysis of the images taken during the test allows an accurate description of the 
transport process. The image processing carried out on the plume images provides the concentration field 
in the study area for each monitoring time.  
5. N-IDE results 
In this test case ∆t = 5 s, ∆x=∆z = 0.5 mm, φ = 0.37, u = 1.23·10-3 and the concentrations estimated 
through the analysis of the gray channel signal were taken into consideration. In the plume steady state 
condition (phases 2-3 and 6-7), time and spatial derivatives along x direction are null and consequently 
the system in Eq. (11) allowed infinite solutions (detA = 0). 
 
 
Fig. 2. Observed background discharge (red line) and observed injected (blue line) flow rates. 1 start of injection I at QinjI with 
constant concentration Cinj; 2 the plume reaches the outlet and is in steady state inside the sandbox; 3 end of injection I; 3-4 the 
plume moves out the porous media; 4 the sandbox is completely clean; 5 start of injection II at QinjII with constant concentration Cinj; 
6 the plume reaches the outlet and is in steady state inside the sandbox; 7 end of injection II; 7-8 the plume moves out of the porous 
media; 8 the sandbox is completely clean; 9 end of the test. 
Similar considerations can be made for the CNs inside the plume’s core, where the concentration does 
not vary spatially (CX~0 and CZ~0). In order to limit the estimation of dispersivity coefficients in these 
areas, the CNs in which the quantity CZ (Eq. 8) was less than a specific value CZMIN were discarded. CZMIN 
was evaluated after the analysis of preliminary results and it was chosen as 5% of the maximum 
derivative possible (i.e. CZMIN =∆C/2∆z with ∆C = 30 mg/L, ∆z = 1 mm). Therefore the zones effectively 
useful for the evaluation of the dispersivity coefficients are the plume boundaries only (see Fig. 3). The 
computed dispersivity coefficients appears to vary from CN to CN and from time to time; with the aim of 
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describing such variability, in Fig. 4 we plotted the mean and the standard deviations of the longitudinal 
and transverse dispersivity coefficients as obtained from the numerical process. 
The mean dispersivities values resulting from the N-IDE were αL = 1.06 mm and αT = 0.45 mm. These 
values are very close to the ones estimated by Benekos et al. (2006) (αL = 1.0 mm and αT = 0.382 mm) for 
similar porous media (glass beads 0.75 – 1.0 mm diameter) but under different experimental conditions 
(helix motion). Analysing Fig. 4 one can see that the confidence interval of the estimated value of the 
longitudinal dispersivity coefficient depends on the phase of the test: 
• Phase (1-2, 5-6) during the first stages of the injection process the standard deviation is high and 
shows a decreasing trend with the development of the plume; this behavior can be explained by 
considering that at the initial stage of plume development the computations are limited to a small area 
close to the injector where the velocity differs from the uniform value: Eq. (2), where the velocity is 
assumed constant and in the x direction only, does not fit the real flow conditions; or, from another point 
of view, the computed coefficients can be defined as macro-dispersivity coefficients since their values 
provide an evaluation of both the transport dispersion and the velocity uncertainty. 
 
Fig. 3. Spatial z derivative of the concentration computed with Eq. (8) at time 500 s. The nodes in which the spatial derivative CZ 
was less than the 5% of the maximum derivative possible (i.e. CZMAX = ΔC/2Δz with ΔC = 30 mg/L, Δz = 1 mm) were discarded. 
• Phase (3-4, 7-8): the mean values are rather constant and the confidence interval presents small 
variability. 
The transverse dispersivity coefficient assumes an approximately constant value during the entire 
experiment and its standard deviation is quite small. This approach could be applied also in non-
homogeneous porous media if the flow field is well known at each grid node. This can be possible if there 
is perfect knowledge of the hydraulic conductivity field; at this aim several procedures have been reported 
in literature (Yeh et al., 2000; Fienen et al., 2009; Zanini and Kitanidis, 2009; Cardiff et al., 2013). After 
the identification of the medium conductivity and the proper application of the boundary conditions the 
flow field can be obtained with a numerical modeling, then the application of the N-IDE will give the 
dispersivity coefficients. Moreover, considering that it is very difficult to reach a complete description of 
the flow in heterogeneous field, we think that the N-IDE analysis can be useful for the computation of the 
macro-dispersivity coefficients, the dispersion coefficients and for a detailed study of the scale effect in 
dispersion. 
6. Conclusions 
The investigation on transport phenomena in laboratory by means of image processing is known as a 
very powerful system: it is cheap, not invasive and able to collect information at an infinity of locations. 
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The procedure tested in this work instead uses the information coming from the face view of the 
sandbox, which must, obviously, be transparent and on the same side as the lighting. No noise can derive 
from the flow and transport process. 
 
Fig. 4. Longitudinal and transverse dispersivity computed with the N-IDE procedure. The blue line represents the average 
longitudinal dispersivity. The red lines represent the mean transverse dispersivity. The green and red areas represent the longitudinal 
and transverse dispersivity 95% confidence interval. 
The main issue about the detection from the side view is that the wall concentration field is considered 
representative of the entire depth of the porous medium; it can lead to errors in the tracer transport 
detection. However, it is possible to verify whether the errors are remarkable by checking the mass 
balance and in all tests the mass balance errors have been very small; we cannot rule out that in future 
experiments, with heterogeneous porous media and coarse particles, the wall effect can be more serious 
but, anyway, that can be evaluated. 
The estimation of the dispersivity coefficients was carried out after several tests aimed at verifying the 
reliability of the experimental device. In particular, by assuming a homogeneous porous medium and a 
uniform flow in the vertical plane, the 2-D advection-dispersion equation was applied to the images 
collected using a leap-frog scheme. The results show that the longitudinal dispersivity presents the same 
order of magnitude as the pore dimension and the transverse dispersivity is constant through the entire 
domain for all the times. The estimated dispersivity coefficients are very close to the one evaluated by 
Benekos et al. (2006) using a completely different procedure. An interesting consideration comes out 
from the results of the study: even though the dispersivities can be estimated for each pixel of the figures, 
only a few provide reliable information; in fact, a significant variation in concentration could be detected 
on the plume boundaries only. For this reason a selection criterion has been developed for the reliability 
of the results. 
The results of the N-IDE have been checked by comparison with the transport parameters obtained by 
calibration of a numerical model of the sandbox. The values are in good agreement. Future developments 
can be the application of the N-IDE in experimental tests carried out in a sandbox filled with 
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heterogeneous porous media; they can lead to a detailed analysis of the dispersion phenomena with 
investigations about the apparent dispersivity coefficients (macro-dispersivity) and their scale 
characteristics. 
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