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Abstract
Experimental analysis of using radar as an extrinsic sensor for human-robot
collaboration
Shravan Bhoopasamudram Krishna
Supervising Professor: Dr Ferat Sahin
Collaborative robots are expected to be an integral part of driving the fourth industrial
revolution that is soon expected to happen. In human-robot collaboration, the robot and
a human share a common workspace and work on a common task. Here the safety of
a human working with the robot is of utmost importance. A collaborative robot usually
consists of various sensors to ensure the safety of a human working with the robot. This
research mainly focuses on establishing a safe environment for a human working alongside
a robot by mounting an FMCW radar as an extrinsic sensor, through which the workspace
of the robot is monitored. A customized tracking algorithm is developed for the sensor
used in this study by including a dynamically varying gating threshold, and information
about consecutive missed detections to track and localize the human around the workspace
of the robot. The performance of the proposed system in successfully establishing a safe
human-robot collaboration is examined across a few scenarios that arise when a single
human operator is working alongside a robot, with the radar operating in different modes.
An OptiTrack Motion Capture System is used as ground truth to validate the efficacy of the
proposed system.
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List of Contributions
• Experimental validation of the possibility of using radar as an extrinsic sensor in facilitating a safe human-robot collaboration, by investigating the performance of the
sensor in a few scenarios that arise when a single human operator is working alongside a robot.
• A tracking algorithm that reliably tracks the human moving in the vicinity of the robot
from the detections of a radar sensor that is mounted as an extrinsic sensor, by filtering
out the detections related to the moving robot.
• A customized tracking algorithm for the sensor used in this study by including a dynamically varying gating threshold in the data association block to deal with missed
detections and additional information regarding the gap between two associated detections is utilized in the track management block.
• A dataset that includes data from the radar sensor, robot states, and a motion capture system that can be used for research in human-robot collaboration that involve
monitoring a human working alongside a collaborative robot using a radar sensor.

vii

Contents

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

List of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vi

1

Introduction . . . . . . . . . . . . . . . . .
1.1 Motivation . . . . . . . . . . . . . . . .
1.2 Radar . . . . . . . . . . . . . . . . . .
1.2.1 Classification of Radar systems
1.2.2 FMCW Radar . . . . . . . . . .

.
.
.
.
.

. . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

1
2
4
4
6

2

Background Literature . . . . . . . . . . . . . .
2.1 Different sensors used for collaborative robots
2.1.1 Contact and proximity sensors . . . .
2.1.2 Vision And Range Sensors . . . . . .
2.1.3 RGB-D devices . . . . . . . . . . . .
2.1.4 Lidar sensors . . . . . . . . . . . . .
2.1.5 Radar sensors . . . . . . . . . . . . .
2.2 Sensor placement . . . . . . . . . . . . . . .
2.3 Tracking . . . . . . . . . . . . . . . . . . . .
2.3.1 Radar sensor used for object tracking

. . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

11
11
11
12
13
14
14
17
19
22

3

Proposed Method . . . . . . . . .
3.1 Radar . . . . . . . . . . . . .
3.1.1 IWR6843AOP EVM .
3.1.2 MMWAVE ICBOOST
3.1.3 Sensor data . . . . . .
3.1.4 Configuring the sensor

. . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

26
26
29
31
32
35

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

viii

3.2
3.3
3.4

3.1.5 Physical setup of the sensor . . . .
Robot . . . . . . . . . . . . . . . . . . . .
OptiTrack - Motion Capture System . . . .
Tracking . . . . . . . . . . . . . . . . . . .
3.4.1 Overview of the tracking algorithm
3.4.2 Masking . . . . . . . . . . . . . .
3.4.3 Clustering . . . . . . . . . . . . . .
3.4.4 Data association . . . . . . . . . .
3.4.5 Track management . . . . . . . . .
3.4.6 State estimation . . . . . . . . . . .
3.4.7 Frame transformation . . . . . . . .
3.4.8 Experimental setup . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.

37
39
41
43
43
43
46
50
53
58
64
66

.
.
.
.
.
.

. . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

70
70
74
79
83
89

4

Results . . . . . . . . . . . . . . . . . . . . .
4.0.1 Performance evaluation metrics .
4.0.2 Human and robot being stationary
4.0.3 Human stationary, robot moving .
4.0.4 Human moving, robot stationary .
4.1 Human moving, robot moving . . . . . .

5

Conclusion

6

Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

.
.
.
.
.
.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

ix

List of Tables
2.1

Comparison of radar and other sensors [36]. . . . . . . . . . . . . . . . . . 15

3.1
3.2
3.3
3.4

Different radar sensors that were available in the market . . . . . . . . . . .
Chirp Configuration parameters . . . . . . . . . . . . . . . . . . . . . . .
Scene Configuration parameters . . . . . . . . . . . . . . . . . . . . . . .
Cost matrix generated from the sensor measurements between two time steps

28
36
36
52

4.1
4.2
4.3
4.4
4.5
4.6

Performance evaluation for human being immobile, and robot stationary .
Performance evaluation for human standing casually, and robot stationary
Performance evaluation for human, being immobile, and robot moving . .
Performance evaluation for human standing casually, and robot moving .
Performance evaluation for human moving, and robot stationary . . . . .
Performance evaluation for human walking in straight lines either parallel
or perpendicular to the wall, and robot stationary . . . . . . . . . . . . .
Performance evaluation for human, and robot moving . . . . . . . . . . .
Performance evaluation for human walking in straight lines either parallel
or perpendicular to the wall, and robot moving . . . . . . . . . . . . . . .

76
78
81
83
85

4.7
4.8

.
.
.
.
.

. 88
. 91
. 93

x

List of Figures
1.1
1.2
1.3

Echolocation [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Classification of the Radar system [3] . . . . . . . . . . . . . . . . . . . .
FMCW Radar working principle [4] . . . . . . . . . . . . . . . . . . . . .

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15
3.16

IWR 6843AOP EVM [35] . . . . . . . . .
MMWAVE ICBOOST [35] . . . . . . . . .
mmWave signal processing . . . . . . . . .
Sensor data visualized in Rviz. . . . . . . .
The right way to mount the sensor [30]. . .
Physical setup of the sensor . . . . . . . . .
UR10 collaborative industrial robot . . . .
Motion capture system . . . . . . . . . . .
Overview of the tracking algorithm . . . . .
Masking strategy . . . . . . . . . . . . . .
DBSCAN Clustering . . . . . . . . . . . .
Figure depicting centroid of clusters . . . .
Variable gating threshold . . . . . . . . . .
Track Management . . . . . . . . . . . . .
System setup . . . . . . . . . . . . . . . .
Experimental setup in different perspectives

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

29
32
33
34
38
39
40
42
43
45
48
51
55
56
66
68

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10

Human, being tracked by the proposed system, as visualized in Rviz .
Human standing still at a distance of 0.91 meters from the sensor . . .
Human standing still at a distance of 2.43 meters from the sensor . . .
Human casually standing at a distance of 0.91 meters from the sensor
Human casually standing at a distance of 2.43 meters from the sensor
Human standing still at a distance of 0.91 meters from the sensor . . .
Human standing still at a distance of 2.43 meters from the sensor . . .
Human casually standing at a distance of 0.91 meters from the sensor
Human casually standing at a distance of 2.43 meters from the sensor
Human moving between three points, while the robot is stationary . .

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

72
74
75
77
78
79
80
81
82
84

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

3
4
6

xi

4.11
4.12
4.13
4.14
4.15
4.16
4.17

Human moving in a non linear trajectory, while the robot is stationary
Human moving perpendicular to the wall, while the robot is stationary
Human moving parallel to the wall, while the robot is stationary . . .
Human moving between three points, while the robot is moving . . .
Human moving in a non linear trajectory, while the robot is moving .
Human moving perpendicular to the wall, while the robot is moving .
Human moving parallel to the wall, while the robot is moving . . . .

.
.
.
.
.
.
.

.
.
.
.
.
.
.

.
.
.
.
.
.
.

85
86
87
89
90
91
92

1

Chapter 1
Introduction
Their are certain tasks that require skill, creativity, and critical thinking and another set of
tasks that require shear strength, repeatability, precision and involves a certain level of risk.
A lot of advancements have happened in the field of automation but still, a machine cannot
outperform a human in terms of skill and cognition and a human cannot surpass a machine
in terms of strength and repeatability. When humans and robots team up to complete a
particular task, each one can compensate for the weakness and complement the strengths
of the other so that the overall productivity of the task can be improved. Hence a particular
type of robot that shares its workspace with humans to accomplish a particular task called
collaborative robots has been developed. By looking into its functionality it is estimated
that collaborative robots will play a major role in the upcoming fourth industrial revolution.
Since Humans will be working with the robots any collision between them might cause
injuries of different levels depending on the overall momentum transferred from the robot
to the human. Any collision between a human and a robot can compromise the safety and
the trust of the human in the robot. This directly affects the productivity of the task, hence
any potential collisions that may cause injury to the human should be avoided at all costs.
The safety measures that are widely used in the industry is to use a safety cage to separate a
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robot and a human, or a sequential collaboration is brought about where the human and the
robot share a common workspace but do not work on the task at the same time, hence there
is a trade-off between the productivity and the safety of the human. Hence a method that
prioritizes the safety of the human while being as productive as possible has been sought
out everywhere.
To facilitate an efficient and safe human-robot collaboration, two important factors play
a major role. They are, the robot should be aware of the position of the human who is in the
vicinity of its workspace at all times. And the robot should be compliant with an efficient
task execution strategy that ensures the safety of the human while being as productive as
possible. The strategies that are currently being used in the industry are safety-rated monitored stop, hand guiding, power and force limiting, and speed and separation monitoring [1
]. Out of these, speed and separation monitoring (SSM) brings out the best balance between
human safety and productivity.
Robotics is a field of animating an inanimate object. As to how sensory organs are important for living beings, similarly, an efficient sensor system plays a crucial role for a robot
to perceive its environment and act accordingly. Various sensors are used for collaborative
robots. But a sensing system that is efficient, accurate, cost-effective, and reliably detects
the human irrespective of environmental factors like dust, smoke, and lighting conditions
is widely sought out.

1.1

Motivation

This research is inspired by nature. Few organisms like bats, whales, and fishes that live in
the deep sea do not depend on light to localize themselves in their environment or to detect
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their prey for hunting. These organisms are capable of producing and hearing very highfrequency signals. They emit a very high-frequency sound wave which is termed a chirp
signal. The chirp signal gets reflected from the surrounding objects and will be redirected
towards the source. Upon hearing the reflected signals these organisms analyze the changes
between the transmitted and reflected chirp signals and generate a map of its surroundings
and perceive its environment. This process is termed echolocation [2]. Echolocation is the
process of locating objects through reflected sound.

Figure 1.1: Echolocation [2]

The distance of an object is detected by the time delay of the echo. The size of an object
is determined by the intensity of the reflected wave, the direction of motion of the object is
determined through the doppler effect, the direction of the target is determined by whether
the intensity of the reflected wave is more towards the left or right side of the organism.
This research focuses on empowering a collaborative robot with a sensory system similar
to that of a bat. The advantage of having such a sensory system is that an object can
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be detected and tracked no matter how the environment and lighting around the robot is.
The robot is empowered with such a sensing system by having a (Frequency Modulated
Continuous Wave) FMCW RADAR as one of its sensors to perceive its environment.

1.2
1.2.1

Radar
Classification of Radar systems

Radars operate in different configurations depending on what application the radar sensor
has to be used in. The classification of a radar system is shown in Fig 1.2.

Figure 1.2: Classification of the Radar system [3]

This information was accessed from [3] which is an online source and is not peer reviewed. The Radar sensors are broadly classified into imaging and non-imaging radars.
Imaging radars usually construct a map of the environment that it is monitoring. On the
other hand, non-imaging radars report measurements as pure numerical values like the
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speed of an approaching target, or altitude measurement. There are two types of radars,
that is primary Radars and secondary Radars. Primary Radars emit a high-frequency signal
and receive the reflected signals from the targets as echoes. In the case of secondary radars,
the targets usually airborne will be equipped with a transponder, which transmits a signal
upon receiving a coded pulse from the radar sensor. This transmitted signal will be coded
and contain additional information about the target.
The primary radars are classified into Pulsed Radars and Continuous-wave radars. Pulsed
Radars emit a high-powered pulse with a high frequency which is followed by a pause
which is of a longer duration during which the echoes reflected from the targets are received and processed. Continuous-wave radars continuously radiate radio waves while
simultaneously receiving the echoes reflected from the targets. In these Radars, the transmitter and the receiver can be situated in different locations. Pulsed Radars are good at
detecting targets at long distances, but they cannot detect targets at short distances. For
Human-Robot Collaboration (HRC). The human who is working near the robot and in turn
with the Radar sensor should be detected at all times, hence a Pulsed Radar is not suitable
to be used in HRC.
Continuous-wave Radars can be classified into modulated and un-modulated Continuous Wave radars. The transmitted signal of un-modulated CW radars has constant amplitude and frequency. These sensors are very precise in measuring the velocities of the targets, but they cannot measure the distance between the target and the sensor. The modulated
or Frequency Modulated Continuous Wave Radar(FMCW), like any other continuous-wave
Radar, radiates a signal continuously, but the transmitted signal is modulated in frequency.
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Through this Radar, the range, velocity, and angle of arrival of the object to the sensor can
be determined. The measurements of FMCW Radars are pretty accurate and have a good
range resolution hence, these sensors are ideal to be used for human-robot collaboration.
1.2.2

FMCW Radar

The signal transmitted by the FMCW radar is referred to as a chirp. A chirp is a sinusoidal
signal whose frequency is linearly increased with time [4]. The chirp signal starts at a
frequency 𝑓𝑐 and is linearly increased to a frequency of 𝑓𝑐 + 𝑏, where b is the bandwidth of
the chirp signal.

Figure 1.3: FMCW Radar working principle [4]
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Range estimation
A Fast Fourier transform is applied to the chirp signal in the time domain, which is called
the range FFT to visualize the signal in the frequency domain. The working principle
of the FMCW radar can be seen in Fig 1.3. Whenever the transmitted signal encounters
an obstacle, the signal gets reflected in the direction of the transmitter. Due to the round
trip delay between the transmitted and the reflected chirp signal a difference in frequency
between the transmitted and the received signal which directly indicates the range of the
obstacle with respect to the sensor can be observed. This difference in frequency between
the transmitted and the received signal is referred to as the beat frequency or intermediate
frequency. Through this, the distance to the obstacle can be calculated as shown in equation
1.1
𝐷=

4𝑓𝐶
2𝑆

(1.1)

here S is the slope of the chirp in the frequency domain, Δf is the beat frequency, and
C is the speed of light. The smallest distance between two targets, so that they can be
detected as independent objects by the Radar sensor is called the range resolution. The
range resolution of a Radar sensor is dependant on the bandwidth of the transmitted chirp.
The range resolution for a Radar sensor can be computed as shown in equation 1.2.

𝐷 𝑟𝑒𝑠 =

𝐶
2𝐵

(1.2)

Where 𝐶 is the speed of light and 𝐵 is the bandwidth of the chirp signal. The maximum
distance at which an object can be detected depends on the bandwidth of the IF signal. The
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IF bandwidth directly depends on the ADC sampling rate of the sensor. The maximum
range for a radar sensor can be calculated as shown in equation 1.3

𝐷 𝑚𝑎𝑥 =

𝐹𝑆 𝐶
2𝑆

(1.3)

Where 𝐹𝑠 is the ADC sampling rate of the Radar, C is the speed of light, and S is the slope
of the chirp in the frequency domain.
Velocity estimation
A small displacement of the target even in terms of millimeters can be determined by
observing a change in the phase of the IF signal, hence by determining the change in the
phase of the IF signal generated between two consecutive chirps, the velocity of the target
can be determined which is given by equation 1.4.
𝑉=

𝜆𝜔
4𝜋𝑇𝑐

(1.4)

here 𝜆 is the wavelength of the IF signal, 𝜔 is the phase difference between two consecutive
chirp frequencies and 𝑇𝑐 is the time duration between two consecutive chirps. Since the
Radar sensors are sensitive to very small displacements, they are used in applications of
contact-less heartbeat, and breath monitoring.
A radar sensor usually transmits N equispaced chirps within a duration of time. The N
equispaced chirps together are called as a frame of a Radar. The minimum difference in
velocities between two targets that can be detected by the radar sensor is called the velocity
resolution of the sensor. The velocity resolution of the sensor is dependant on the frame
time and can be calculated by equation 1.5
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𝑉𝑅𝐸 𝑆 =

𝜆
2𝑇 𝑓

(1.5)

Where 𝑇𝐹 is the duration of the frame or frame time.
The maximum velocity of a target that can be determined by the radar sensor is dependant on the duration between the consecutively transmitted chirps 𝑇𝐶 . The maximum
velocity of the target that can be detected by the radar sensor is given by equation 1.6

𝑉𝑀 𝐴𝑋 =

𝜆
4𝑇𝑐

(1.6)

Angle estimation
To determine the angle of arrival of the target, more than one receiving antenna, generally, 2
is required for angle estimation of a single target, and more than 2 is required for more than
one target. The change in the phase between the IF signals generated at different receiving
antennas are observed and from this, the angle of arrival of the target is estimated and is
given by equation 1.7
𝜃 = 𝑠𝑖𝑛−1 (

𝜆𝜔
)
2𝜋𝑑

(1.7)

here 𝜆 is the wavelength of the beat frequency, 𝜔 is the difference in phase between the
intermediate frequency signals calculated across multiple receiving antennas and d is the
distance between the receiving antennas.
The minimum difference in angle between the two targets that the radar sensor can
differentiate in terms of angle is called the angular resolution of the Radar. The angular
resolution is inversely proportional to the length of the receiving antenna array and can be
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calculated from equation 1.8

𝜃 𝑅𝐸 𝑆 = (

𝜆
)
𝑁 𝑑𝑐𝑜𝑠(𝜃)

(1.8)

Where N is the number of receiving antennas, and Nd is equal to the length of the
antenna array
The maximum angle between the radar sensor and the target that can be detected is
inversely proportional to the distance between the receiving antennas and can be calculated
by equation 1.9
𝜃 𝑀 𝐴𝑋 = 𝑠𝑖𝑛−1 (

𝜆
)
2𝑑

(1.9)
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Chapter 2
Background Literature

A lot of efforts have been put up by various researchers in the past to address the issue
of establishing a safe environment in human-robot collaboration. A robot is a physical
representation of a living being and consists of various sensors just like a living organism
to perceive its environment and take decisions accordingly. Various experiments have been
conducted in the past in interfacing different kinds of sensing systems with collaborative
robots to reliably detect the human working alongside the robot. Section 2.1 gives an
overview of the different sensors used for collaborative robots

2.1
2.1.1

Different sensors used for collaborative robots
Contact and proximity sensors

Just as how living organisms have skin to perceive the sense of touch, collaborative robots
consist of a sensing system that could determine the contact, an intensity which could
be resolved into 3 components, and the position of the force exerted by the human or
any external object on the robot, by various sensors like force/torque sensors, tactile skin
sensors, the concept of velocity and current deviation [5],[6],[7]. Through this, the contact
between a human and a robot could be determined and the robot would stop its motion as
soon as the collision is detected. The only drawback with this approach is that the collision
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is unavoidable, hence the impact of a collision is assessed and the velocity of the robot is set
accordingly. Few collaborative robots consist of proximity sensors that detect the presence
of a human. If the human approaches the workspace of the robot then the robot stops its
operation. This is facilitated by sensors like light curtains, pressure-sensitive safety mats,
proximity skin sensors [8],[9]. Through such systems the distance between the human and
the robot cannot be determined or even if it is determined the detection range is very less
hence, the robot usually suspends its task whenever a human enters its workspace which
directly affects the productivity of a task.
2.1.2

Vision And Range Sensors

The distance between the human and a robot is a very important parameter to be assessed
which could facilitate in localizing the human who is working alongside the robot. This is
brought about by various sensors like Artificial vision systems or a 2D camera system that
acts as the eyes of a robot. Various computer vision algorithms applied to the visual information provided by these sensors facilitate the localization of the human in the workspace
of the robot. The computer vision techniques usually compare the current and a reference
image and compute the difference in grey level to detect any change in the environment
and in turn detects the location of the human [10]. Few machine learning algorithms are
applied to the visual information, like the Expectation maximization technique, and cognitive vision algorithms which track and predict the trajectory of the human and avoids any
potential collisions between humans and the robot [11]. Range sensing systems like the
TOF laser range sensors that operate on the principle of time of flight are usually mounted
on the arm of the robot. The field of view of these systems is relatively low hence more
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than one sensor is mounted on the arm either as a ring or skin which consists of many such
sensors to dynamically monitor the workspace of the robot [12]. Multiple stereo and 3D
TOF cameras are used to accurately detect and track the human in the workspace of the
robot. The sensing system of few robots consists of a combination of a 3D ToF camera and
2D cameras. The study conducted by E. Ghobadi et al., [13] explores a fusion of the 3D
information from the range cameras and the 2D/3D information from a novel monocular
vision Multicam system. Here the entire workspace of the robot is monitored by the 3D
TOF range camera, and the shared zone between the human and the robot is monitored by
the Multicam system.
2.1.3

RGB-D devices

RGB-D devices like Kinect depth sensors provide the color and depth information simultaneously. That is, each pixel in the image consists of an RGB and depth information
associated with it. These sensors usually consist of an IR projector, an IR camera, and
an RGB camera. The IR projector projects an infrared pattern which is captured by an
infrared camera and then compared with a reference pattern that is stored in the sensor,
through which the depth information of the environment is extracted. The depth information extracted by the IR sensor is later mapped to each pixel in the RGB image. These
sensors are less expensive and have a better resolution than the TOF cameras. Through this
sensor, the entire depth space of the environment can be captured and the distance between
an arbitrary point in a cartesian space to a detected object can be computed. Hence highly
dynamic human-robot collision avoidance strategies can be implemented [14]. RGBD devices can be used to track the arm of the human operator and can even detect hand gestures.
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This facilitates the robot to perceive the arm movements and keep a track of the task being performed by the human and plan its trajectory accordingly and avoid any unexpected
potential collisions [10].
2.1.4

Lidar sensors

Lidar sensors provide precise depth information about the environment at a high data rate.
The data format of a lidar sensor is a point cloud. 2 types of lidar sensors are widely used in
the field of robotics, they are 2D and 3D lidar sensors. 2D lidar sensors can scan only one
plane at a time giving 2-dimensional point cloud information about the environment. If an
intrusion is detected at a near vicinity to the robot from these sensors. The robot will have
to stop its operation because the detection could be due to the leg of the human operator
and the arm might have been much closer to the robot. 3D lidar sensor on the other hand
provides complete 3D depth information about the environment and is used along with
other sensors in human-robot collaboration [15].
2.1.5

Radar sensors

While the sensors discussed above could report the distance between the human and a robot
or provide information about the location of a person or a point of contact on the arm of
a robot, another class of sensors can be used for safety in human-robot interaction, they
are FMCW radars. These sensors can simultaneously detect the relative distance, velocity,
and angle of arrival of single or multiple targets. They have a wide field of view and
does not contain any moving parts, these sensors can work in the presence of poor lighting
conditions, humidity, smoke and in dusty environment and have a small form factor. A
comparison between radar and other sensors is shown in table 2.1 This information was
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accessed from an online source [36] and is not peer reviewed.
Table 2.1: Comparison of radar and other sensors [36].

Radar

Camera

Ultrasonic

Lidar

Range of detection

Short/Med/Long

Short

Short

Short/Medium

Detection Accuracy

High

Medium

High

High

Detection Resolution

Medium

High

Medium

High

Good

No

No

No

Robustness vs Environmental conditions

Good

Poor

Medium

Medium

Dark/Light Independent

Good

Poor

Good

Good

Size

Small

Small to Med

Small

Large

Cost

Low

Low/Medium

Low

High

Velocity
ments

Measure-

Owing to a lot of advantages that radar sensors offer in terms of proximity detection
over other sensors, a sensing system was proposed by Zlatanski et al., [16] by integrating
an RF front end and a processing platform that forms an FMCW radar sensor. Appropriate
signal processing algorithms and digital beamforming have been implemented to obtain
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the range and the angle of arrival information of a target. The performance of the system
in the proximity detection for the safety in collaborative robots was comparable with that
of a Leuze RS4 laser scanner. A sensing system was proposed by Kim et al., [17] where
two FMCW radars were multiplexed. The error in the measurements was investigated by
analyzing the variance of the measured values. It was seen that the error in the measured
values could be reduced by multiplexing two sensors [17]. A 160 GHz FMCW radar sensor
was developed by Geiger and Waldschmidt [18 ] which has flexible di-electric waveguides
and consists of 6 antennas each of which has three metallic perturbations. It is proposed
that such a system can be placed on a robotic arm. This system has a high coverage area
and aims to reduce the number of sensors that are used in collaborative robots for proximity detection. A reference design was provided by Texas-Instruments which suggested
the usage of an FMCW radar for proximity detection in industrial environments [19]. A
study was conducted by Stetco et al., [20] where a signal similar to the raw radar data was
generated from a depth camera to use in a simulation environment without the need for an
actual sensor. The generated data was validated by mounting an FMCW radar sensor on
the flange of a collaborative robot.
The sensors used alongside a collaborative robot perceive and provide information about
the environment. This information is fed to a robot controller which determines the action
that the robot should take. It is important that the information provided by the sensor is
reliable, and could distinguish between humans and other moving targets like other robots,
or machines that do not interfere with the robot’s operation. Usually, the range information
from sensors like 2D lidar, 3D cameras, laser scanners, and a few-hand crafted features
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from the doppler range data and the micro doppler spread of the targets from FMCW radar
sensors are used to classify humans from other moving objects[21],[22]. Radar sensors are
also used to recognize the gestures of the human operator working alongside the robot [23].
The purpose of these studies is to provide situational awareness for a collaborative robot
and enable safer human-robot collaboration.
A novel sensor that consists of 6 60GHz radar modules and 6 cameras that form a ring
was developed by Anmol et al., [24] The effectiveness of the sensor in bringing about a safe
human-robot interaction was examined by mounting the ring near the end effector of the
robot. The cameras give a 2D pose estimate of the person working alongside the robot and
the closest radar detections to the 2D pose estimate given by the cameras were considered
which contributed to the velocity and the data regarding the third dimension of the human
operator. In total, the sensor returns a 4D pose estimate that is, the 3D location and velocity
of the human operator.

2.2

Sensor placement

To ensure the safety of the human working alongside the robot, the human must be detected
at all times or at least when he is near the robot. To achieve this, the sensing system monitoring the workspace of the robot should have the least number of blind spots as possible.
The main factor that governs this, is the way that the sensor is positioned around the robot.
There are two ways in which the sensors can be placed to observe the workspace of the
robot, they are
• Intrinsic sensors - These sensors are placed on the robot. They monitor the workspace
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from the robot’s perspective and provide local information with respect to the robot.
These sensors usually do not provide the entire information of the workspace, but
they can dynamically monitor the workspace and detect the person who has entered
the workspace most of the time. These sensors can be mounted on the links of the
robot, through which the position of the human with respect to the link on which the
sensor is placed can be determined. When such sensors are placed on all the links,
the position of the human with respect to the links of the robot can be obtained [12].
This information is crucial when the robot needs to dynamically plan its trajectory
depending on the position of the human to execute a particular task.
• Extrinsic sensors These sensors monitor the workspace of the robot while being
mounted outside the workspace of the robot. Depending on the number of sensors
used, information about the entire workspace of the robot can be obtained. Mounting
a sensor this way ensures that the number of blind spots is reduced and the human is
detected almost all the time.
Some studies suggest that a radar sensor can be used for safety applications in collaborative robots, but have not validated their claim [16][17][18]. And there are few studies
where radar sensors are placed on the robot and have examined how effective it is in ensuring safety in human-robot collaboration [20][24]. But there are just a meager number
of studies that examine the radars sensor’s ability to be mounted as an extrinsic sensor and
efficiently detect and track the human operator to facilitate safe human-robot collaboration.
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2.3

Tracking

The process of determining the kinematic states of a moving object or localizing and estimating the trajectory of an object as it moves is called tracking. The sensors used in
collaborative robots provide information regarding the human operator along with information about the objects in its field of view. Just the detection of the human operator is not
sufficient to ensure the safety of the human due to the following reasons.
• False or unreliable detection The environment in which the sensor is placed has a
strong influence on its detections. For instance, a vision-based sensing system requires
good lighting conditions, the detections from light-based sensors like laser scanners
can be prone to errors due to the interference from ambient light, and in the case
of radar sensors objects with strong radar cross-sectional areas like the wall, ceiling,
and floor can some times give rise to measurements that are greater than the CFAR
threshold and be wrongly identified as a detection. When an unfavorable condition
for a sensor come about even for a small duration of time, or if the operator passes
through a blind spot of the sensor, he/she won’t be reliably detected for that particular
duration, or a false detection will be wrongly identified as a human. This compromises
the safety and productivity of the task at hand.
• occlusion In an industrial setting usually other machines and objects are present
around the robot. If the operator goes behind any of these machines it might sometimes block the view of the sensor and the sensor might not reliably detect the human
operator.
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The process of tracking involves locking on to a particular target, estimate its kinematic
states and predict where the target might be in the near future. Hence if the human operator
is tracked in real-time, the chances of identifying a false detection as a human is very low.
Usually, a tracking algorithm will constitute a Bayesian filter like Kalman or particle filters
that can predict the kinematic state of the human operator and can account for any minute
errors present in the measurement, and hence improve the accuracy of the detections. If
due to environmental factors, occlusion, or the operator moving into the blind spot of the
sensor gives rise to missed detections, the tracking algorithm can still predict the kinematic
states of the operator. However, the duration for which the detections are missed should be
relatively small for the tracking algorithm to reliably track the operator.
Tracking or specifically object tracking with the measurements from the radar sensor
involves the following steps.
• Clustering - Few radar sensors give rise to multiple measurements per object. The
environment is usually perceived as 3D point clouds. The point clouds that belong
to the target of interest must be separated from the noise, hence a suitable clustering
algorithm is used to group all the detections that belong to a particular target.
• Track management - Track management is responsible for initiating new tracks,
maintaining existing tracks, and deleting old tracks. Initially, all the measurements
are considered to start tracks, then subsequent measurements are analyzed and those
tracks which get associated to measurements for a certain duration of time are promoted as tentative tracks. If a few more measurements are associated with a tentative
track then, the track will be promoted as a confirmed track. If either a tentative track
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or a confirmed track does not get associated with any measurement for a certain duration of time, the track gets deleted. Generally, an M by N rule is followed, that is in
N Radar frames at least M radar detections must be associated. This criteria will be
different for promoting a new track to tentative, a tentative to a confirmed track, and
deleting a confirmed track.
• Data Association Data association is responsible to update the previously existing
tracks. Data association is of two types, that is measurement to measurement data
association which associates measurements received at the current time with the measurements recorded at the previous time steps, and measurement to track data association which associates the measurements to previously existing tracks. The algorithms
that are widely used for data association are Joint probabilistic Data Association Filter
(JPDAF), Global Nearest Neighbour (GNN), Nearest Neighbour(NN), etc.
• State estimation The State estimation algorithm usually consists of information about
the error associated with the detections from the sensor, a mathematical model (motion model) that model the movement of the target, a model that map the sensor detections with the tracked kinematic states of the moving object, and the error associated
with the motion model. In each measurement cycle, the state estimation algorithm
allocates weights to the motion and the measurement model depending on the uncertainties computed in that particular iteration and estimates the kinematic states of the
tracked target. The state estimation algorithm is iterative and the estimated kinematic
states approach closer to the actual kinematic states of the tracked objects in each
iteration, hence minimizing the error present in the measurements reported from the
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sensor.
2.3.1

Radar sensor used for object tracking

The radar has been used for object detection and tracking from as early as around the
1930s and was used for military purposes during the period of World War II, mainly to
detect approaching planes. From then on the radar sensor has been used for a wide variety
of tracking applications that includes the sensors deployed at the airports. It tracks the
airplanes in its near vicinity, helps regulate the air traffic, and assists the airplanes to land in
adverse weather conditions using a radar-assisted ground-controlled approach. The radar
sensors are deployed on planes to detect any other aircraft or obstacle that is approaching
its way. These sensors are deployed in Military air crafts, ships, and on ground to track
other approaching planes, ships, and missiles towards the sensor. Earlier, these sensors
were big and were restricted to be used with big machines. But the recent advancements in
electronics and computing has given rise to radar sensors with a very small form factor and
have opened up a wide range of possibilities that radars can be used for.
• Self Driving cars usually consists of vision-based and lidar sensors to perceive its
environment. These sensors work well in good lighting conditions but, they are not
reliable in low lighting, in the presence of dust, and snow. Hence radar sensors are
used alongside the aforementioned sensors in self-driving cars for its ability to work
seamlessly in low lighting and adverse environmental conditions to detect and track
other cars and pedestrians. Manjunath et al., [25] presents a post-processing architecture to detect and track extended targets for autonomous cars. A radar was mounted
on a stationary car and two cars that moved in a circular path were tracked. The whole
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scenario was simulated in a simulated environment called pre-scan. A TIS sensor was
used to model the detections of a radar sensor. The post-processing architecture used a
grid-based DBSCAN (Density-based spatial clustering of applications with noise) for
clustering, JPDAF (Joint Probabilistic Data Association Filter) as a data association
algorithm, and an unscented Kalman filter as a state estimation algorithm. A single
radar sensor installed on an autonomous car provides good supplementary information
about the environment, but multiple radar tracking systems deployed for autonomous
cars provide enhanced performance and information about the environment than a
single radar tracking system. Metzner and Wickramarathne, [26] proposes a multisensor radar tracker where two radar sensors are mounted on the left and right sides
at the rear end of a car to monitor the blind spots. Three different radar configurations
have been analyzed, in the first configuration, the left sensor operates in a stepped
frequency mode, in the second configuration the left sensor operates in a hybrid mode
that is a combination of stepped and continuous frequency mode. The third configuration is where both the radars operate in the stepped frequency mode. The radars
track a car that is approaching from the left side of the rear end of the car to which the
sensors are mounted. The tracking algorithm uses Global Nearest Neighbor for data
association, followed by a track management algorithm, and a linear Kalman filter is
used for state estimation.
• Tracking people in both indoor and outdoor environments. Due to a small form
factor, accuracy, and cost-effectiveness, radar sensors are used in various applications
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that involve tracking people. Radar sensors are installed near traffic lights for its ability to detect and track pedestrians during both day and night, and even during adverse
weather conditions. They aid in implementing pedestrian-friendly intelligent crossing
at intersections by efficiently monitoring traffic and determining when the person intends to cross the road and when the person has completed crossing the road. Radar
sensors are installed near streetlights to get information about the traffic at night times.
The lights are dimmed or brightened depending on the traffic to favor efficient energy
utilization and to reduce light pollution as much as possible. Radar sensors are installed for indoor surveillance to count and track people without sacrificing the privacy
of an individual. Wagner et al., [27] presents a signal processing chain that includes
both pre-processing and postprocessing of raw radar data. Various clustering algorithms like DBSCAN, EDBSCAN, grid-based clustering, etc, and data association
algorithms like GNN, JPDAF, etc. Were explored and compared. A linear Kalman
filter-based tracker was used for tracking and estimation. The information from the
micro doppler spread, clusters, state vector, histogram of the Kalman gain, etc from
different targets were extracted and was used as features for a classifier. Rovňáková
and Kocur, [28] have proposed a system in which the data from the two UWB radar
sensors have been fused to track people in a room. The two UWB radars were placed
at two opposite corners of a room. These radars give point measurements and do not
require a clustering phase. The measurement to track data association is carried out
by a GNN algorithm followed by a track management block which is responsible for
maintaining the existing tracks, creating new tracks, and deleting old tracks. A linear
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Kalman filter is used as a state estimation block. It was shown that the data fused
from both the radar dealt with occlusion in a much better manner when compared
with tracking people with just one radar sensor. Streubel and Yang, [28] have proposed a sensor fusion technique to fuse detections from radar and a stereo camera to
track a pedestrian in an indoor environment. The data from the radar and the camera
is pre-processed and clustered separately before the data is fused. Here DBSCAN is
used for clustering. And GNN is used as a data association algorithm. A finite state
machine with five states is used for track management and a linear Kalman filter is
used as a state estimation algorithm. It is seen that the radar performs well when the
person is radially moving closer and farther away from the sensor, and the camera
performs well when the person moves laterally parallel to the wall. The pedestrian
could be tracked more efficiently with the sensor fusion of radar and camera than just
tracking with radar or a camera.
Radar sensor’s ability to track objects and pedestrians when mounted on an autonomous
car, outdoors and even indoors have been examined. But there is no study that examines how effective a radar sensor is in tracking a human operator working alongside
a collaborative robot in a cluttered indoor environment while being mounted as an
extrinsic sensor. This study investigates the possibility of using a radar sensor as an
extrinsic sensor, to continuously monitor the workspace of the robot and track the
human working alongside the robot to bring about a safe human-robot collaboration.
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Chapter 3
Proposed Method

Chapter 3 discusses the proposed method which includes the techniques used to mount,
configure and access the processed radar data followed by a detailed discussion of the
tracking algorithm that is used to track the human operator who is working alongside a
robot in a cluttered environment.

3.1

Radar

Various types of FMCW radars are available in the market and each one is developed for
a specific application. The radar sensor that has to be used to ensure safe human-robot
collaboration must meet a few criteria so that the sensor can reliably detect humans in a
cluttered indoor environment. Radar sensors operate on radio frequency bands and different FMCW radars use a different spectrum of these bands that are targeted towards a specific application. Most of the radar sensors operate at around 77Ghz, 24Ghz, and 60Ghz.
77Ghz are normally used by radars that are developed for automotive applications and due
to interference issues, there are restrictions of using this band for industrial applications
and especially applications involving human-machine interaction. So that leaves the option of choosing between the sensors operating between 24 and 60Hz. But the European
Telecommunications Standards Institute (ETSI) and Federal Communications Commission
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(FCC) have prohibited new radar sensors currently being manufactured from using the 24GHz ultra-wideband for industrial applications. And have issued an order stating that all
existing radar sensors that are using 24-GHz ultra-wideband must be phased out by 2022.
Radar sensors are expected to provide information about the environment with a good
range resolution. Range resolution is the ability of the radar sensor to distinctly identify
two objects that are located at almost the same bearing but maybe at different ranges or at
the same range. The Range resolution of a radar sensor directly depends on its operating
bandwidth. Radar sensors operate in two different configurations, they are Narrowband
and Ultra-Wideband. It is always desirable to choose a sensor that is operating in ultrawideband because of its ability to perceive its environment with a good range resolution.
Robots that are present in an industrial environment are usually placed indoors and are
surrounded by many machines. The indoor setting and the presence of other machines
can contribute to the presence of noise and false detections in measurements. Few Radar
sensors give point measurements per target and few give multiple detections per target. It
is always desirable to choose a radar sensor that gives multiple detections per target so that
detections on targets, noise, and false detections can easily be separated.
FMCW radar sensors have the ability to detect and track objects at different maximum
ranges depending on the application. Since industrial robots are usually placed indoors it
is sufficient if the radar sensor can reliably detect people within 5 to 10 meters with a good
range resolution. A list of few FMCW radar sensors that were available in the market that
could be used in an industrial setting is shown in table 3.1
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Table 3.1: Different radar sensors that were available in the market

Name

Operating
Frequency
(GHz)

No of Rx
antennas

No of Tx
antennas

Tx
power
(dbm)

max
range
(m)

Field of view

IWR1642
BOOST(EVM)

76 to 81

4

2

12

84.375

A = 120, E =
30

IWR1443
BOOST(EVM)

76 to 81

4

3

12

10

A = 120, E =
30

IWR6843STARTERBDL

60 to 64

4

3

10

12.79

A = 120, E =
40

IWR6843AOP(EVM)

60 to 64

4

3

10

10

A = 120, E =
120

Infineon Position2Go

24 to 24.5

1

2

9

15

A = 76, E =
19

Sivers IMA
EVK02401

24 to 24.25

1

1

19

10

A = 60, E =
60

OPS241-B 7

24 to 24.25

-

-

-

20

A = 78

FMK24A5210

24 to 24.25

-

-

10

20

A = 78, E =
23

XC112,XR112
(PCR)

60

1

1

-

2

A = 80, E =
40
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In the above table ’ - ’ represents that the information was not available online. And in
the field of view section, ’A’ refers to Azimuth and ’E’ refers to Elevation.
3.1.1

IWR6843AOP EVM

Among the sensors listed above IWR6843 AOP (EVM) was selected for this study. That
is a IWR6843 intelligent millimeter-wave sensor antenna on package evaluation module
- IWR 6843 AOP (EVM) Rev - c which is manufactured by Texas Instruments(TI). The
sensor used in this EVM is IWR6843AOP. The evaluation module is developed as an easyto-use platform for quick deployment and testing of the sensor. The EVM can be seen in
Fig 3.1

Figure 3.1: IWR 6843AOP EVM [35]

It operates in the frequency range of 60 to 64 GHz which complies with the regulations
listed by FCC for use in industrial environments. The sensor consists of 4 receive and 3
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transmit antenna which is fabricated on the chip and has a field of view of 120 °in Azimuth
and 120 °in elevation. It consists of an ARM cortex R4F with a clock speed of 200MHz
as an integrated micro-controller, and a C674x DSP with a clock speed of 600 MHz with
a built-in hardware accelerator for FFT, filtering, and CFAR processing. It has an ADC
sampling rate of 25 MSPS. The sensor is equipped with 2 SPI ports, 2UARTS, CAN-FD,
I2C, GPIO, and 2 lane LVDS for interfacing with other hardware to access the data from
the sensor. The 2 lane LVDS can be used to access the raw ADC data and for debugging
with the help of other supporting hardware. The presence of an onboard microcontroller
(MCU), Digital signal processor and fast fourier transform accelerator facilitates seamless processing of raw data and return the processed data. The integrated MCU, DSP, and
hardware accelerator is capable of modeling the environment by detecting and classifying
the objects. With the onboard processing self-monitoring, signal processing, ultra-accurate
sensing and a real-time decision-making based on the received signal can be brought about
in a single chip. The antenna configuration on a radar sensor is very important and it determines the maximum field of view, maximum range, and resolution. The IWR6843AOP
has a wide field of view of 120 °in both Azimuth and elevation. This is very crucial as this
parameter dictates the number of sensors used to monitor the entire workspace of the robot.
Traditionally the antennas on the mm wave devices have been designed on a printed circuit
board using Rogers material. But in this sensor, the antennas are designed on-chip. This
facilitates realizing the sensor with a very small form factor and reduces the loss of signal
caused due to routing the signals to the onboard antennas.
This sensor operates on a wide bandwidth of 4GHz. Which is crucial in determining the
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range resolution of the sensor. With a bandwidth of 4GHz, the sensor can achieve a range
resolution of around 3.75cm. A finer range resolution directly translates to more number
of detections per object through which false detections and noise can be removed.
3.1.2

MMWAVE ICBOOST

The MMWAVE ICBOOST is an add-on board that can be used with the mmwave EVM.
This board is used to provide additional interfaces and the option of PC connectivity
to the EVM. Through this device, the EVM can be configured by connecting with the
mmWave Studio tool. It is connected to the 6843AOPEVM with the help of a 60 pin
high-density connector for high-speed ADC data transfer through LVDS. When connected
to the MMWAVEICBOOST the EVM will have access to debugging tools such as JTAG,
ADC capture, CAN, LaunchPad connector, etc. The mmWave EVM is connected to the
PC through a USB to UART converter and the UART is routed to the 60-pin connector
for data exchange between the EVM and the MMWAVE ICBOOST. The MMWAVE ICBOOST can be connected to a board called DCA1000 EVM which is manufactured by TI
to access raw analog to digital converter data. The MMWAVE ICBOOST provides an interface with MSP43XX boards through 40-pin Launchpad connectors. When the mmWave
EVM is connected to the MMWAVE ICBOOST the EVM acts as the radar front end. These
two components are sufficient to develop software on the on-chip C67 DSP core, and the
ARM R4F microcontroller present on the EVM. The IWR6843AOP EVM connected to the
MMWAVE ICBOOST can be seen in Fig 3.2
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Figure 3.2: MMWAVE ICBOOST [35]

3.1.3

Sensor data

The ARM cortex R4F microcontroller and the C674x DSP with a built-in hardware accelerator take care of the pre-processing of the raw ADC data. This reduces the workload on
the computer to which the sensor is connected to visualize and develop algorithms targeting
a specific application. As soon as a radar frame is received on the Rx antenna it is passed
through an ADC block after which it will be passed to an ADC buffer. The data from the
ADC buffer is passed to a DSP memory where a 1D range FFT is computed. Following
which the data is moved to the L3 memory of the sensor. This process is repeated until
the range FFT is calculated for all the chirps in a frame. During the inter-frame time, the
data from the L3 memory is moved to the DSP memory and a doppler FFT or a 2D FFT
is computed on the data and is again moved to the L3 memory. Following which a CFAR
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(constant false rate algorithm) is run on the data to remove the frequency peaks that are
below a given threshold. This is run in two phases, one for the range domain and another
for the doppler domain. This ensures that there are a minimum number of false detections
present in the measurement. After which an angle FFT or a 3DFFT is computed on the data
and outputs a 3D point cloud with range, velocity, and angle of arrival information.

Figure 3.3: mmWave signal processing

The flow of the signal processing chain can be seen in Fig 3.3. The mmWave software
development kit (SDK) seamlessly pre-processes the ADC data with the help of the onboard microcontroller and a DSP. It then sends the processed data to a processor or a PC
interfaced with the sensor. The mmWaveSDK is a collection of various software packages
to enable easy setup, fast evaluation, and development. The mmWave SDK is flashed into
the sensor with the help of Uniflash, which is a standalone tool developed by TI to program
on-chip flash memory on TI MCUs and other supported devices. The SDK version used to
access the sensor data is 3.2.0.6_ AOP. The sensor data is integrated with the robot operating system (ROS) framework with the help of the TI mmWave ROS Driver. ROS is used for
efficient data handling and visualization. The TI mmWave ROS Driver is a nodelet manager. When initiated it is loaded with two nodes, that is the mmWaveComSrv Nodelet and
mmWaveDataHdl nodelet. The mmWaveComSrv Nodelet provides the mmWave UART
Command Line interface as a ROS service. It opens a Linux COM port with the help of
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the ROS serial library to load the parameters specified in the config file to the sensor. The
mmWaveDataHdl Nodelet uses ROS serial to open another Linux COM port to read and
sort the data coming from the radar sensor. It then publishes the X, Y, Z coordinates and
intensity of all the detected points as a ROS PointCloud2 Sensor Message. The current
version of the TI mmWave ROS Driver does not publish the velocity information of each
point in the PointCloud2 message. The data published by the ROS driver can be visualized
in the ROS visualizer (Rviz) as shown in Fig 3.4

Figure 3.4: Sensor data visualized in Rviz.
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3.1.4

Configuring the sensor

Radar sensors were traditionally used for detecting objects in outdoor environments. Detecting objects of specific interest using a radar sensor is a challenging task, as the radar
sensor is extremely susceptive to noise. Detecting objects in an indoor environment poses
additional challenges as the floor, ceiling, and walls have a higher radar cross-sectional area
and will give rise to stronger detection than the object of interest. Indoor environments are
usually cluttered with a lot of moving and metallic objects. All these objects contribute
to the noise in the measurements. The 6843AOPEVM consists of an easily configurable
onboard DSP which takes care of all the radar signal processing. Each stage of the signal
processing chain can be configured with the help of a web-based demo visualizer developed by TI. The most challenging task here is to meticulously fine-tune and determine
each parameter to configure the sensor for a specific application. The parameters chosen
to configure the sensor dictates whether the object in a particular scenario is detected or
missed.
The mmWave demo visualizer provides an option to select a parameter that is, either
range resolution, maximum unambiguous range, or velocity resolution that the user is concerned about. The range of values allowed for the rest of the parameters will be adjusted so
that the selected parameter can be set to the best possible value that the sensor can offer. To
maintain a safe human-robot collaboration, the sensor must be able to reliably detect the
location of the human at least within a one-meter radius around the workspace of the robot.
All three options were explored and around 50 different configurations were generated and
tested by analyzing the detections of the sensor in reliably detecting the human moving -
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Parameter

Value

Start frequency

60 Hz

Slope

100 MHz/𝜇s

Samples per chirp

Chirps per frame

Sampling rate

Sweep bandwidth

frame duration

Parameter

Value

Range Resolution

0.047m

Maximum Range

5.64m

Maximum Radial velocity

2.01 m/s

Maximum velocity resolution

0.13 m/s

144

96

4.5 Msps

3.2 GHz

100 ms
Table 3.3: Scene Configuration parameters

Range CFAR gain

15db

Doppler CFAR gain

15db

Table 3.2: Chirp Configuration parameters

around the workspace of the robot. It was seen that the radar sensor could reliably detect the human when the sensor was tuned for the best range resolution configuration. The
parameters that were chosen to configure the sensor can be seen in table 3.2 and table 3.3.
The data rate of the radar sensor was set to 10 Hz. The range resolution was set at 4.7
cm which ensures a sufficient number of points will be produced if a human is detected.
Setting a relatively finer range resolution translates to an option to select a longer range
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and relatively lower values for radial velocity. The radar sensor is mounted indoors hence
a maximum range of around 5 meters was sufficient to reliably detect a human within 1m
from the workspace of the robot. Humans usually walk at a speed of around 1.4m/s, and
an indoor cluttered environment reduces this speed. Hence a maximum radial velocity of
2.01m/s was selected. The initial CFAR gain of 15db for both range and velocity dimensions was recommended by TI.
3.1.5

Physical setup of the sensor

As mentioned in the previous section, when using a radar sensor to detect objects in an
indoor environment, a lot of strong reflections arise from the floor, ceiling, and walls. This
can contribute to the noise in the measurement and can give rise to false detections. The
CFAR algorithm used in the radar processing chain aid in reducing the number of false
detections, however, it cannot completely eradicate it. Mounting the radar sensor in a
particular manner ensures that the object of interest is detected most of the time and the
number of false detections is reduced. It is recommended that the EVM should be mounted
at a height greater than the object that is intended to be detected and should be slightly
tilted downwards so that the transmitted beam can cover the maximum area of interest.
Care should be taken while tilting the sensor as tilting the sensor too much towards the
ground will give rise to noisy measurements due to the strong reflections from the floor.
The EVM should not be positioned very close to the ceiling as the strong reflections from
the ceiling would increase the noise floor of the signal. The correct way of mounting the
sensor can be seen in Fig 3.5.
After adhering to the above-stated guidelines to mount the sensor. It was found that the
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Figure 3.5: The right way to mount the sensor [30].

sensor reliably detected the target with the least number of false detections when it was
mounted at a height between 1.7 to 2 meters and when it was tilted to around 10 to 25°.
The radar sensor was mounted on a tripod stand and was placed in such a manner that a
large portion of the antenna beam was focusing towards the area in which the overlap of
human and the robot is most likely expected. The radar sensor was placed at a distance of
around 2 meters from the robot. The physical setup of the sensor can be seen in Fig 3.6
To ensure that the least number of false detections are present in the measurement. The
radar can be mounted on a tripod as shown in fig 3.6a. A starting height of 1.7 meters
and a tilt of 10°can be chosen. With this in place, a clustering algorithm tuned for the
desired application can be applied to the sensor data. The mounting height and the tilt can
be fine-tuned until a least number or none of the false detections and noise are detected as
a cluster.
An Optitrack motion capture system was used to detect the position and the orientation
of the sensor with respect to the world frame. To ensure that the position reported by the
Optitrack is as accurate as possible an Acrylic was cut and attached to the MMWAVE ICBOOST board. 5 retroreflective markers were attached to the acrylic as shown in Fig 3.6b.
The Optitrack detected the position and orientation of the center of the 5 retroreflective
markers. Appropriate frame transforms from the midpoint of the retroreflective markers to
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(a) sensor mounted on the tripod

(b) Acrylic attached to the sensor

Figure 3.6: Physical setup of the sensor

the midpoint of the IWR6843AOP chip present on the evaluation module was calculated to
obtain the position and orientation of the sensor.

3.2

Robot

The robot that is used in this study is UR10, which is a collaborative robot developed by
Universal Robotics. It belongs to a CB3 series of robots from UR. It is an arm robot that
consists of 6 rotating joints and has 6 degrees of freedom. It can carry a maximum payload
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of 10 Kilograms and has a reach of up to 1.3 meters. It is built for the purpose of interacting
with humans and is hence equipped with force sensors, If a collision or an external force
exerted by a human on the robot is detected, the robot activates an emergency stop. The
robot was programmed with the help of a UR polyscope, which is an interactive -

(a) Robot joint positions visualized in Rviz

(b) UR 10 robot used in this study

Figure 3.7: UR10 collaborative industrial robot

graphical user interface on the teach pendant of the robot. The robot was integrated
into ROS with the help of Univeral_Robots_ROS_Driver (ur_robot_driver). An external
control 1.0.5.urcap was installed on the robot, which enables the ur_robot_driver to be used
with the robot. Through ROS integration, the robot could be controlled and parameters like
joint positions, velocities can be accessed as ROS topics. Each UR robot is calibrated
in an industrial setup to obtain accurate forward and inverse kinematics. This calibration
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information was extracted and was used to get accurate joint and end-effector positions.
Fig 3.7 shows the UR10 robot used for this study.

3.3

OptiTrack - Motion Capture System

Motion capture system usually consists of multiple cameras that detect retro-reflective
markers which are attached to specific points on either a stationary or moving object. These
cameras can detect the location of the markers with respect to a pre-calibrated World frame.
Hence the object, or different points of the object to which these markers are attached, can
be localized and tracked. These systems are extremely accurate in localizing an object and
usually have a high frame rate at which the data is relayed. Hence such a system is used
as ground truth to evaluate the performance of the radar sensor. A Nature-point OptiTrack
motion capture system was used in this study. In total, 12 cameras were used to monitor the
workspace of the robot. A software called Motive, which is developed by OptiTrack was
used to track the pose of all the markers at a rate of 120Hz. The motion capture system was
used to determine the pose of the radar sensor, and different joints of the skeleton of the
human operator. Since the radar sensor was stationary, it was tracked as a rigid body with
6 markers attached to it, which can be seen in Fig 3.6b. The human operator was made to
wear a mocap suit and velcro markers were placed at predefined locations on the suit. A
skeleton model was used to track the human operator, and a total of 21 joints poses from
the human skeleton were calculated and tracked by the software. Figure 3.8 shows all the
tracked joints from the human skeleton. For the Optitrack system to compose a skeleton
from the tracked markers of the suit, the person wearing it must form a proper calibration
pose. It is because the skeleton will be calibrated from that pose. It can be seen in Fig 3.8a,
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(a) human operator wearing a bodysuit

(b) The skeleton as composed by the Optitrack system

Figure 3.8: Motion capture system

that the person is performing one of the pre-defined calibrated poses called the ’T pose’.
Whenever the skeleton generated from the Optitrack system gets deformed due to occlusion, or at any point in time, the required number of markers are not visible to the cameras.
The skeleton can be restructured by forming a ’T pose’, provided that an adequate number
of markers are detected by the cameras.
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3.4
3.4.1

Tracking
Overview of the tracking algorithm

Figure 3.9: Overview of the tracking algorithm

3.4.2

Masking

Interfacing the radar sensor as an extrinsic sensor to the robot enables the sensor to monitor
the maximum area of the workspace. This directly depends on the Field of view of the
sensor. Mounting the sensor this way ensures that there are fewer blind spots in the sensor’s

44

field of view. But the radar detections will consist of information about both the human and
the robot. If the detections that belong to the robot are wrongly identified as the detections
arising from human, the control algorithms that run on the robot to ensure safe humanrobot collaboration, like speed and separation monitoring will force the robot to stop. If
this misassociation happens more frequently, it then hampers the task that the robot is
performing, and directly affects the productivity of the task. Hence it is very important
to differentiate between the detections that arise from human and the robot. This can be
brought about in two ways. The first way is to extract the micro doppler information from
the radar sensor, examine various parameters from the radar detection, and use them as
features for a classification algorithm that classifies the detections that belong to human
and the robot. This approach is laborious and is computationally expensive and there are
chances of occasional misclassification. Another way to avoid this misassociation is to
remove or mask the detections that arise from the robot from the radar data before running
it through a tracking algorithm. This approach is simple, computationally inexpensive, and
effective. Hence a masking strategy is used in this study to differentiate the detections that
arise from the human to those which arise from the robot. An overview of the masking
strategy used in this study can be seen in Fig 3.10
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Figure 3.10: Masking strategy

The robot has a lesser radar cross-sectional area when compared to the human operator.
Hence when the robot is stationary, it does not give rise to significant detections that can
be grouped as a cluster. But radar sensors are sensitive to moving objects hence when
the robot starts moving it contributes to a significant number of detections in the radar
data. The masking strategy is applied only when the robot is moving. The detections
from the radar sensor will be in the sensor’s frame of reference. Hence appropriate frame
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transformations were applied to get the radar detections with respect to a common world
frame of reference. For more information regarding the frame transformation section, 3.4.7
can be referred to. The ur_robot_driver updates the joint positions of the robot as TF frames
in the ROS distribution. Hence the joint positions of the robot were accessed using a lookup
transform and appropriate frame transformations were applied to obtain the joint positions
with respect to the world frame. The robot controller only reports the joint positions but,
it is the links that give rise to the majority of the detections. Hence additional frames
were defined on and around the midpoints of links and joints. The distance between each
sensor detection and the robot frames was computed and any detection that was closer than
0.4 meters to any of the frames that belonged to the robot was removed. The algorithm
was tested at different robot speeds and different trajectories in real-time. The proposed
masking algorithm could successfully mask the detections from the robot so that none of
the detections related to the robot contributed towards forming a cluster in the clustering
stage.
3.4.3

Clustering

The radar sensor has a fine range resolution and it produces multiple detections per target.
Hence any single point in the point cloud does not contain all the information related to a
particular target. In order to reliably detect a particular target, all the detections that belong
to that target must be identified and grouped. Traditional clustering algorithms like partitioning clustering require the data points that form the clusters to be in predefined shapes,
and they require the number of clusters that will be present in the data beforehand. But
the point clouds generated by the radar sensor are sparse and are not as dense as the point
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clouds generated by the lidar sensors. The number of clusters that will be formed at any
given point is uncertain. The clusters take arbitrary shapes and the measurement contains
noise. Hence traditional clustering algorithms are not suitable to cluster the detection from
the radar sensors. To ensure a safe human-robot collaboration the clustering algorithm
should be fast and should work in real-time. Out of all the different types of clustering
algorithms, two types of clustering algorithms were found out to be suitable for clustering
data points from the radar sensor. They are the family of Density-based Spatial Clustering
of Applications with Noise (DBSCAN), and a few grid-based flood fill algorithms [27].
The clustering algorithm that is used in this study to cluster the radar detections is DBSCAN. The DBSCAN algorithm finds clusters that are dense, and have arbitrary shapes
from a dataset that is sparse. It addresses each element in the sensor data just once, hence
it is fast and can be used in real-time. It is robust against outliers and noise.
The DBSCAN algorithm identifies regions of high density that are separated from the
regions of low density in the given data set. A few of the parameters and terminologies
related to the algorithm are given below
• Epsilon: The maximum distance between two samples for one to be considered as in
the neighbor of the other.
• Minimum points: The minimum points within epsilon radius including the point
under consideration for the region to be considered dense
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(a) Figure depicting core, border and noise points

(b) Figure depicting density reachable, and density connected

Figure 3.11: DBSCAN Clustering

• Core point: It is a point that has at least minimum number of points within its epsilon
neighborhood.
• Border point: The border point lies within the epsilon neighborhood of a core point,
but it has less than minimum points within its epsilon neighborhood
• Noise: Noise is a point that is neither a core nor a border point, and it usually is not a
part of any cluster. Fig 3.11a pictorially depicts the core, border, and a noise point.
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• Direct density reachable: A point ’A’ is considered to be density reachable from
point ’B’ if point B is a core point and point A is within the epsilon neighborhood of
point B.
• Density reachable and Density connected: Two points A, and G are said to be density reachable if there exists a chain of points between them, where every succeeding
point is direct density reachable from its previous point. This is depicted in Fig 3.11b
where every point in the chain is direct density reachable from its previous point and
hence points A and G are density reachable. If two border points that belong to the
same cluster, but do not share a common core point are density reachable from a common core point, then they are said to be density connected. In Fig 3.11b points A, and
G are density connected.
The algorithm takes the value of epsilon 𝜖 and minimum points (minpoints) as the input
parameters. It starts with randomly selecting a point, If this point contains min points within
its epsilon neighborhood then it will be labeled as a core point and a cluster is formed. Else
it is labeled as noise until it is a part of some other cluster. If not it will remain as a noise
point. If a core point is found, then all the points within its 𝜖 neighborhood are probed to
check if any of those points are also core points. If they are, then the cluster is expanded
until a density connected cluster is completely found.
The algorithm continues until it has examined all the points, and has found all the clusters present in the data set [31].
The data from the radar sensor that monitors the human operator in the workspace of the
robot was carefully analyzed. After a series of experiments, it was found that initializing
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the DBSCAN algorithm with an 𝜖 value of 0.4 and ’minpoints’ equal to 6 gave the best
results in reliably detecting the human operator. Scikit learn library was used to implement
the DBSCAN algorithm [30].
3.4.4

Data association

Tracking humans in an indoor environment using a radar sensor is a challenging task. Radar
data is sparse and it does not contain as much information about the environment as a lidar
sensor would provide. The radar cross-sectional area of the person is usually lesser than
that of the floor, walls, and ceiling. Even if the pre-processing stage removes most of the
detections arising from indoor surfaces, occasionally these surfaces give rise to detections
and may form a cluster. Different body parts of the person are of different sizes and have
varying radar cross-sectional areas. Usually, the torso, limbs, and hands of the person move
at different velocities. Due to this, multiple clusters can be reported per person, with the
torso and the limbs being detected as different clusters.
The clustering stage is fine-tuned to mostly recognize and cluster the detections that
arise from the human. But as stated above, different body parts give rise to different clusters,
and occasionally detections from surfaces and false detections that do not arise from any
real object will contribute towards forming a cluster. This can be seen in Fig 3.12. Hence
it is very important to isolate the clusters that only belong to the human from other clusters
that occasionally get formed due to the above-stated factors.
The data association performs two functions they are, associating the measurements that
belong to a particular target at the current time step to the measurements that belong to the
same target at a previous time step. And determining which detection in the measurement
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(a)

(b)

Figure 3.12: Figure depicting centroid of clusters

space should be used to update an existing track. There are various data association
algorithms like Nearest neighbor (NN), global nearest neighbor (GNN), Joint probabilistic
Data Association Filter, Multi Hypothesis Tracker, etc.
The Nearest Neighbor algorithm is simple to implement and is computationally inexpensive and performs well for tracking a single target. Since a single human operator who
works alongside the robot needs to be tracked. The Nearest Neighbor algorithm is used as
a data association algorithm.
The centroids of the clusters (which will be referred to as detections) obtained from
the clustering phase are fed as an input to the data association algorithm. In Table 3.4
the measurement at time instant t is depicted as 𝐷 𝑖𝑙𝑡 , where l stands for the number of
clusters that were formed at time instant t. 𝐷 𝑖𝑚
𝑡−𝑛 depicts the last known position of the
human operator at time instant t-n where n can take any value from 1 to 6, and m stands
for the number of clusters formed at time t-n. The reason why n can take values up to 6
is discussed in the next section. 𝑒 𝑙𝑚 is the euclidean distance calculated between the 𝑙 𝑡ℎ
detection at time t and 𝑚 𝑡ℎ detection at time t-n. Initially when a track is not initiated, and
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Table 3.4: Cost matrix generated from the sensor measurements between two time steps

D𝑖1
𝑡−𝑛

D𝑖2
𝑡−𝑛

D𝑖3
𝑡−𝑛

...

...

D𝑖𝑚
𝑡−𝑛

D𝑖1
𝑡

e11

e12

e13

...

...

e1𝑚

D𝑖2
𝑡

e21

e22

e23

...

...

e2𝑚

...

...

...

...

...

...

...

...

...

...

...

...

...

...

D𝑖𝑙𝑡

e𝑙1

e𝑙2

e𝑙3

...

...

e𝑙𝑚

the track management block is not triggered, all the detections or centroids of clusters that
were formed at time instant t will be considered to initiate a track and will be believed as
the last known position of the human operator. When the clusters from the next time step,
(which will be considered as the current time) are available, euclidean distances between
the detections obtained between time t and the last known position of the human operator at
time t-n will be computed and a cost matrix will be populated. A greedy algorithm chooses
the closest detection at time t to the last known position of the human operator at time t-n.
If the Euclidean distance between the closest detection at time t to the last known position
of the human operator is within a gating threshold, then this detection will be believed to
be the known position of the human operator until it is updated by the detections from the
future time steps or a current track following the human operator is deleted.

53

3.4.5

Track management

The radar sensor which is mounted as an extrinsic sensor has a field of view of 120 °in
Azimuth and 120°in elevation. With a wide field of view, it is capable of monitoring a
large area. But still, it is not sufficient to monitor the entire workspace of the robot. Hence
it is mounted in such a fashion that it should effectively monitor a maximum amount of
area in which the human and the robot is expected to interact. Whenever a human enters
the radar sensors field of view it is expected that all the measurements related to the human
operator should be isolated and followed through until the person is in the field of view of
the radar.
The process of tracking involves locking on to a particular target, continuously update
its pose or kinematic states in real-time until the target exits the field of view of a sensor. A
track management block plays a crucial role in facilitating the whole tracking process. It is
responsible for initiating a track whenever a person enters the field of view of the sensor.
Maintains the track until the person is in the field of view and deletes the track whenever
the person moves out of the field of view of the sensor. The task of track management
can be subdivided into three tasks they are, track maintenance, track initiation, and track
deletion.
Track maintenance: Track maintenance is responsible for maintaining the whole track
management system. The track management system collects data from the data association
block. As soon as it collects valid data from the data association block, it checks if the track
management block is activated. If not, it activates the track management block and checks
if a valid detection is reported from the data association block for each frame received by
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the radar sensor. And it starts keeping a track of the number(N) of valid detections reported
from the data association block within the last (M)10 radar frames.
The track management block implemented in this study is based on the concept of a
’variable gating threshold’. When a radar sensor is used to track a human, the radar crosssectional area of the person keeps on varying, depending on the person’s orientation with
respect to the sensor. Some orientations of the human operator will give rise to a low
radar cross-sectional area, and due to this very few detections which do not contribute to
forming a cluster or no detection will be contributed by the human operator in the radar
data space. Radar sensors are exceptionally good in detecting targets that move radially
to-and-fro from the sensor. But, they have a hard time detecting targets moving laterally
parallel to the wall. Whenever the human operator is occluded by another machinery or
object placed in the vicinity of the robot the radar fails to detect the human. All of these
above-stated reasons will contribute towards a missed detection.
Fixed gating mechanisms compute the distance between the detections reported at the
current time frame to the last known position of the human operator. If there are missed
detections in between then, the distance between the last known position of the human
operator and the detection reported at the current time, and the subsequent time steps will be
greater than the specified gating threshold in the data association algorithm. So even if the
human is detected in the current frame, it won’t be associated with the last known position
of the human operator and will eventually lead to deletion of the track. If detections related
to the human operator are missed more often, it leads to more frequent track initiations and
deletions. One method to fix this is to initialize a bigger value as a gating threshold. But
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Figure 3.13: Variable gating threshold

this has a higher risk of associating the detections related to the human operator to detection
that arise from noise.
To tackle this problem a variable gating threshold has been proposed in this study which
is shown in Fig 3.13. Let 𝐷 𝑡−𝑛 be the last known position of the human operator, where
n can take any value from 1 to 6. If none of the centroids of clusters formed during the
current frame (𝐷 𝑡 ) is within the specified gating threshold (𝑔𝑡 ) from 𝐷 𝑡−𝑛 . Then, the gating
threshold is incremented by a factor i, and if a track has been initiated and confirmed, then
the track will be updated based on the prediction stage of the unscented Kalman filter. This
will continue until either the centroid of the clusters formed at a future time step will be
within the gating threshold from the last known position of the human operator or till the
track is deleted, then the gating threshold will be reverted back to its initial value. A gating
threshold (𝑔𝑡 ) of 0.3 and an incremental factor ’ i ’ of 0.1 was chosen for this study. Fig
3.14 gives an overview of the track management system
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Figure 3.14: Track Management

Track initiation: The track initiation is responsible for initiating a new track. Whenever
a track has not been initiated, all the centroids formed from the measurement space at the
current time will be considered as candidates to form a track. After subsequent measurement updates from the data association block, the measurements associated with the pose
of the human operator will be used to initialize the track. Traditionally an M by N rule is
followed, that is if at least M associated radar detections are observed out of N radar frames,
a candidate for track initialization will be promoted to tentative, and if more associated detections are reported out of N radar frames then, the tentative track will be promoted to a
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confirmed track. In this study, to increase the robustness of the track management system,
information about the gap between associated detections, and an M by N rule is followed
to initialize a track. If more than one associated measurement is observed out of the last
10 radar frames, and if the gap between the two associated radar detections is less than 4
frames, a candidate will be promoted to a tentative track. If 4 associated measurements
are observed out of 10 radar frames, and if if the gap between the two associated radar
detections is less than 4 frames. tentative track will be promoted to a confirmed track and
an unscented Kalman filter will be initialized from the measurement associated with this
track.
Track deletion: Just like the track initialization stage, information about the gap between the associated detections, and an M by N rule is followed to delete a track. If a track
is in a tentative state, and if the gap between two associated detections is greater than 3,
or no associated detections are observed within the next 4 frames, a tentative track will
be deleted. If a track is in a confirmed state, and if no associated detection is observed
in the immediate next frame, the track will be demoted to an expiring state until the next
associated measurement is observed, and the information from the prediction stage of the
unscented Kalman filter will be used to maintain the track. If the track is in a confirmed
state, and if the gap between two associated detections is greater than 5, or if less than 4
associated detections are observed within the last 10 radar frames, the confirmed track will
be deleted. For pedagogical ease 𝐷 𝑡−𝑛 is referred to as the last known position of the human
operator in this document. The reason why n can take values from 1 to 6 is that a confirmed
track can be maintained with no associated measurements for up to 5 measurement frames,
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and if an associated measurement is not observed after the 5𝑡ℎ measurement frame, that is
at the 6𝑡ℎ measurement frame, the confirmed track will be deleted. This is the longest a
track can be maintained without an associated detection.
3.4.6

State estimation

Usually, sensors do not give information about the environment with 100 % accuracy. With
every detection reported by the sensor, there exists a certain level of uncertainty. As the
uncertainty or the error in the measurements from the sensor which is monitoring a dynamic
system increases. The systems that rely on such sensors will be affected to a large extent,
and sometimes can even fail to perform the intended task.
In safety-related applications that involve human participants, the sensor data must be
as precise as possible. Any error in the measurement can lead to a compromise in safety
of the person. Ideally, all the sensors are expected to be perfect, but in reality, every sensor
will have a certain level of error in its measurements. Hence, Bayesian filters like Kalman
filters, or a particle filter are used. These filters make an educated guess of the states of the
system in the near future, and as soon the sensor measurements come along, they will try
to figure out the actual state of the system, which is more accurate than the measurements
from the sensors. These filters are recursive in nature, and hence the performance of these
filters improves as time progress.
A linear Kalman filter works well for linear systems, where motion and the measurement
models are linear, and both belief and the measurements are assumed to follow a gaussian
distribution. But they fail when the system is nonlinear. Extended Kalman filters are an
extension of linear Kalman filters, it linearises the nonlinearities that are present in the
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motion and measurement models by using the first term of the Taylor series, and then
follows the same principles of a linear Kalman filter. Extended Kalman filters are good
to handle up to a certain level of nonlinearity. But it cannot perform well if the system is
too nonlinear. Few algorithms like ensemble Kalman filters and particle filters are good in
handling nonlinearities but, they are computationally expensive.
Unscented Kalman filters choose points called sigma points, that are sampled from the
state variables that follow an arbitrary probability distribution, pass them through an arbitrary nonlinear function, and produce a Gaussian from those transformed points. It performs well even if the system is highly nonlinear, and is computationally inexpensive.
Hence even if the system in this study is linear, a UKF is used. Because in future if the
radar sensor is fused with any other sensor, or the velocity and bearing information is accessed from the sensor. UKF can handle any nonlinearities introduced to the system from
such modifications.
When a track is confirmed from the track initiation block, the data from the data association block is used to initialize the unscented Kalman filter. The process covariance of this
filter is initialized as a diagonal matrix, with the first 3 diagonal elements, equal to 0.001,
and the last 3 diagonal elements equal to 1000. Because the first 3 elements are related
to the position in 3 dimensions. This information is available from the sensor, but the last
3 diagonal elements are related to the velocity of the sensor, and these elements are initialized with a random value. Hence the covariance of these 3 elements is initialized with
a huge value of 1000. In the subsequent time steps, the velocity estimates from the filter
will converge to the actual velocity of the human operator, and its corresponding value for
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covariance will reduce. This filter works in two steps they are, a prediction and an update
step.
Prediction: This step is used to predict the kinematic states of the moving object at
time t from estimates made at time t-1. The initial detection or the estimates at time t-1 is
assumed to have an arbitrary probability distribution. Few points called the sigma points
are chosen from the input distribution according to a sigma point algorithm and these points
are passed through a state transition function which projects the sigma points forward in
time. This is represented by equation 3.1. The sigma point algorithm used in this study
is Van der Merwe’s scaled sigma point algorithm [33]. It uses 3 parameters as inputs,
they are ’𝛼’, ’𝛽’, ’𝜅’. These parameters determine how the sigma points are distributed and
weighted. The sigma points are spread around ’±𝜎’ (± variance) times some scaling factor.
As the number of state variables tracked or the dimension of the state increases, the points
will be spread out and weighted less. In this study 𝛼 = 0.001, 𝛽 = 2, and 𝜅 = −3 is used as
an input to the sigma point algorithm.

𝑦 = 𝑓 (𝑥, 4𝑡)

(3.1)

In the equation above x consists of information about the position and velocity of the
human operator in 3-dimensional space. The state transition function is based on a constant
velocity model. The state transition function to compute the position, and velocity along
the ’X’ coordinate is given by Equations 3.2, and 3.3. The same follows for ’Y’, and ’Z’
co-ordinates.
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𝑥 (𝑡) = 𝑥 (𝑡−1) + 𝑣 𝑥 4𝑡

(3.2)

𝑣 𝑥(𝑡) = 𝑣 𝑥(𝑡−1)

(3.3)

The sigma point algorithm computes two sets of weights for each selected point. ’𝑤 𝑚 ’
to compute the mean, and ’𝑤 𝑐 ’ to compute the covariance. Then a weighted mean, and
covariance of the transformed points are computed from equations 3.4, and 3.5.

2𝑛
Õ

𝑤 𝑖𝑚 𝑦𝑖

(3.4)

𝑤 𝑖𝑐 (𝑦𝑖 − 𝑥 𝑝 )(𝑦𝑖 − 𝑥 𝑝 )𝑇 + 𝑄

(3.5)

𝑥𝑝 =

𝑖=0

𝑃𝑝 =

2𝑛
Õ
𝑖=0

Here ’𝑥 𝑝 ’, and ’𝑃0𝑝 represent the predicted mean, and covariance of the state variables,
and it follows a Gaussian distribution. ’i’ corresponds to the number of sigma points, and
’Q’ represents the process noise. ’Q’ is modeled as white Gaussian noise with a variance
in noise equal to 0.2.
update: The update happens in the measurement space. The kinematic states of the
object being tracked, and the measurements from the sensor may be different. Hence,
a measurement function ℎ(𝑥) converts the transformed sigma points from the prediction
stage to a data format similar to the measurement. This facilitates a comparison to be made
from the predicted (prior) to the measured (posterior), and estimates an optimum value for
the tracked kinematic states.
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𝑍 = ℎ(𝑦)

(3.6)

the data from the data association block consists of the position of the human operator
in 3-dimensional space. Hence the measurement function ℎ(𝑥) chooses the sigma points
that are related to just position of the human operator from the state space. The mean and
covariance of these points are calculated similarly as it was calculated in the prediction
stage.

2𝑛
Õ

𝑤 𝑖𝑚 𝑍𝑖

(3.7)

𝑤 𝑖𝑐 (𝑍𝑖 − 𝜇 𝑧 )(𝑍𝑖 − 𝜇 𝑧 )𝑇 + 𝑅

(3.8)

𝜇𝑧 =

𝑖=0

𝑃𝑧 =

2𝑛
Õ
𝑖=0

The subscript ’z’ denotes that, it is the weighted mean and the covariance of the sigma
points in the measurement space. It follows a gaussian distribution. Here ’𝑅’ is the measurement noise matrix. It has been initialized as a diagonal matrix, with each element
holding a value equal to 0.001.
The residual gain ’𝜁’, which is a difference between the weighted mean ’𝜇 𝑧 ’ of the sigma
points in the measurement space, and the data received from the data association block ’𝜓’,
at the current time is computed as given by Eq 3.9.

𝜁 = 𝜓 − 𝜇𝑧

(3.9)

The cross-covariance between the state and the measurement ’𝑃 𝑝𝑧 ’ is computed by Eq.
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3.10

𝑃𝑝 𝑧 =

2𝑛
Õ

𝑤 𝑖𝑐 (𝑦𝑖 − 𝑥 𝑝 )(𝑍𝑖 − 𝜇 𝑧 )𝑇

(3.10)

𝑖=0

The Kalman gain ’K’, is a ratio of belief in the state, and belief in measurement. It is
given by Eq 3.11

𝐾 = 𝑃 𝑝𝑧 𝑃𝑧 −1 =

belief in state
belief in measurement

(3.11)

The new estimate is computed with the help of residual, and Kalman gain which is given
by Eqn 3.21, and Eqn 3.13

𝑥 = 𝑥𝑝 + 𝐾𝜁

(3.12)

𝑃 = 𝑃 𝑝 − 𝐾 𝑃𝑧 𝐾 𝑇

(3.13)

’x’, and ’P’ are the mean and covariance of the new estimate, which will be used as
inputs to the prediction stage of the unscented Kalman filter(UKF) in the next iteration.
The process described takes place recursively, and the new estimate in each iteration will
try to get closer to the actual state. A library called ’FilterPy’ is used to implement the
Unscented Kalman filter [34]. The UKF will be terminated if the confirmed track is deleted
in the track management block.
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3.4.7

Frame transformation

The detections from the radar sensor and the kinematic estimates of the human operator
being tracked are with respect to the sensor’s frame of reference. To ensure a safe humanrobot collaboration, the kinematic states of the tracked human operator with respect to
the robot must be derived. This can be achieved through matrix transformations. The 3dimensional pose of a point in space can be represented by a homogeneous matrix given
by

𝑛 𝑜 𝑎 𝑝 
 𝑥 𝑥 𝑥
𝑥


𝑛 𝑦 𝑜 𝑦 𝑎 𝑦 𝑝 𝑦 


𝑃=
(3.14)

𝑛
𝑜
𝑎
𝑝
𝑧
𝑧
𝑧
 𝑧


0 0 0 1


The first three columns represent the directional unit vectors, and the last column represents
the position with respect to a fixed reference frame. If this point changes its position, and
orientation, the change in pose can also be represented by a similar homogeneous matrix.
For pedagogical ease it can be named 0 𝑝0𝑐 . If this change in pose 0 𝑃0𝑐 is with respect to the
fixed reference frame. The new frame representing the pose of the point can be derived by
pre-multiplying 0 𝑝0𝑐 with ’𝑃’ (𝑝 𝑐 × 𝑝). If the change in pose is with respect to its current
frame then, the new frame representing the pose of the point is derived by post multiplying
0 𝑝0
𝑐

with ’𝑃’ (𝑃 × 𝑃𝑐 ). Frames representing pure translations, and rotations are given below.

1
0
0


0 cos 𝜃 − sin 𝜃
𝑅𝑜𝑡𝑎𝑡𝑒(𝑥, 𝜃) = 
0 sin 𝜃 cos 𝜃

0
0
0


0

0
0

1


(3.15)
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cos 𝜃


 0
𝑅𝑜𝑡𝑎𝑡𝑒(𝑦, 𝜃) = 
 sin 𝜃

 0

cos 𝜃


 sin 𝜃
𝑅𝑜𝑡𝑎𝑡𝑒(𝑧, 𝜃) = 
 0

 0


0 sin 𝜃 0

1
0
0
(3.16)
0 cos 𝜃 0

0
0
1

− sin 𝜃 0 0

cos 𝜃 0 0
(3.17)
0
1 0

0
0 1

1 0 0 𝑥 




0 1 0 𝑦 

𝑇𝑟𝑎𝑠𝑙𝑎𝑡𝑒(𝑥, 𝑦, 𝑧) = 
(3.18)

0 0 1 𝑧 


0 0 0 1 


The Opti track system provides the pose of the midpoint of the acrylic attached to the
sensor with respect to the world frame ’𝑊 𝑇𝐴 ’. The transformations to obtain the pose of the
midpoint of the sensor with respect to the world frame ’𝑊 𝑇𝑆 ’ is given by Eq 3.19

𝑊

𝑇𝑆 =𝑊 𝑇𝐴 × 𝑅𝑜𝑡 (𝑧, 90) × 𝑇𝑟𝑎𝑛𝑠(0.038, 0, 0.0475)

(3.19)

The transformation of the tracked human position with respect to the sensor ’𝑆 𝑇ℎ ’ to the
world frame ’𝑊 𝑇ℎ ’ is given by Eq 3.20.

𝑊

𝑇ℎ =𝑊 𝑇𝑆 ×𝑆 𝑇ℎ

(3.20)
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3.4.8

Experimental setup

System setup

Figure 3.15: System setup

The system setup used to validate the efficacy of the radar sensor in successfully tracking
and localizing the human working alongside the robot while being mounted as an extrinsic
sensor is shown in Fig 3.15. The system consists of two computers PC1, and PC2. PC1
consists of an Intel Core i9-7920X CPU at 2.90GHz, a TITAN V/PCIe/SSE2 GPU, and 32
GB of RAM. It runs on Ubuntu 18.04 and has ROS melodic installed on it. PC2 is a Virtual
machine running on a Windows host. The host system has an Intel i7-7700HQ CPU at
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2.8GHz. It consists of 8 cores out of which 6 have been allocated to the virtual machine. It
has a GeForce GTX 1060 GPU, and 12GB of RAM out of which 8GB has been allocated
to the virtual machine. The virtual machine runs on Ubuntu 16.04 and has ROS Kinetic
installed on it. The system uses ROS and ZMQ for data handling and visualization. A
UR10 collaborative robot, TI IWR6843AOPEVM radar sensor, and nature point Optitrack
motion capture system were the components of the distributed system. The robot was programmed with the help of UR Polyscope. Universal_Robots_ROS_driver was installed on
PC1 and was used to interact with the robot controller and integrate the robot into the ROS
framework. The Radar sensor was interfaced to PC2 through USB. ti_mmWave_rospkg
was installed on PC2 and was used to communicate with the sensor, and integrate the sensor into the ROS framework. The OptiTrack Motive software was running on the mocap
system, and it facilitated access to the data from the mocap system. The data from the mocap was accessed through ZeroMQ (ZMQ). ZeroMQ is an embeddable networking library
that sends data over sockets with low latency. A ZMQ publisher and a subscriber were used
to access the data from the mocap system. All the components of the distributed system
were connected to a common network.
Data collection
Fig 3.16 shows how the experiment was composed to record data from the above-stated
system. The experimental setup roughly models an industrial environment, where a robot
will be assigned to perform a particular task and is usually surrounded by various objects.
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(a)

(b) Process of data collection

Figure 3.16: Experimental setup in different perspectives

As seen in Fig 3.16 the robot is surrounded by few tables which model workstations that
are usually placed around the robot. Whenever the robot was moving, it was assigned to
mimic a pick and place action which is one of the most followed trajectories of an industrial
collaborative robot. Whenever the human operator was moving, the person was assigned
to move between the tables placed around the robot in different trajectories. Depending
on the scenario the person either moved continuously between the tables or stopped at
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pre-determined points between the tables. This was done to recreate a scenario where the
person usually moves between different workstations while working with the robot. The
radar sensor is mounted on a tripod in a cluttered environment and is facing an area in
which the human and the robot is expected to interact. The radar sensor generates point
clouds resulting from the objects within its field of view with a data rate of around 10 Hz.
6 retro-reflective markers are attached to the radar sensor through an acrylic. The human
operator can be seen wearing a bodysuit which consists of several velcro retro-reflective
markers. The 12 cameras that constitute the motion capture system compose a skeleton of
the human operator, and continuously dispatch poses of 21 joints of the skeleton and the
midpoint of the acrylic at a rate of 120 Hz. The robot is stationary in few scenarios, and
in a few, it has been programmed to mimic a pick and place action. The robot controller
provides information about the robot-like, joint position, and velocity in real-time. The
human operator moves in different trajectories between the radar sensor and the robot. The
data has been recorded with the help of ’rosbag’, which allows all the topics being published
to be recorded.
The data has been recorded with the radar sensor being configured to be operated in two
different modes. The first one is the normal mode, and the second one is by removing all
the static clutter. Four different configurations have been recorded with each mode, they are
both human and the robot being stationary, human moving and the robot being stationary,
human stationary and the robot moving, and both human and the robot moving.
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Chapter 4
Results

To ensure a safe human-robot collaboration, whenever the human operator enters the vicinity of the robot, the position of the operator with respect to the robot must be known at all
times. The sensors used to localize the human operator is expected to report the location
of the human with good accuracy, and it should successfully detect the person most of the
time when the individual is near the robot. Hence, two parameters are chosen to validate
the efficacy of the radar sensor in successfully facilitating a safe human-robot collaboration,
while being mounted as an extrinsic sensor. They are Track accuracy and timing accuracy.
The performance evaluation metrics were derived from [26].
4.0.1

Performance evaluation metrics

Track accuracy
The accuracy of the track was determined by comparing the pose estimates of the human
operator generated by the tracking algorithm, with the detections from the motion capture
system which was used as a ground truth. A root mean square error was used to draw a
comparison between the two.
s
𝑅𝑀𝑆𝐸 3𝐷 =

Í𝑁

𝑖=1 (𝑋𝑟

− 𝑋𝑜 ) 2 + (𝑌𝑟 − 𝑌𝑜 ) 2 + (𝑍𝑟 − 𝑍 𝑜 ) 2
𝑁

(4.1)
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s
𝑅𝑀𝑆𝐸 2𝐷 =

Í𝑁

𝑖=1 (𝑋𝑟

− 𝑋𝑜 ) 2 + (𝑌𝑟 − 𝑌𝑜 ) 2
𝑁

(4.2)

The root mean squared error is the square root of the average squared errors. Sensors like
RGB-D, Lidar, and Opti track motion capture systems can provide information about the
environment in detail, with such sensors position of each part of the body can be determined
with good accuracy. But radar sensors provide detections based on the radar cross-sectional
area of the target. The human operator has a varying radar cross-sectional area, and in
different orientations, different parts of the body can give rise to strong reflections. Hence,
the detection from the radar sensor could arise from any part of the body, and the centroid
of these detections which is used as an input for the tracking algorithm can represent any
part of the human operator. Hence the RMS error is computed between the pose estimates
of the tracking algorithm and its nearest joint position of the human operator given by the
motion capture system. In Eq 4.1, and 4.2 ’N’ represents the number of radar cycles, and
’(𝑋𝑟 , 𝑌𝑟 , 𝑍𝑟 )’ represents the pose estimates from the tracking algorithm in 3 dimensions,
and ’(𝑋𝑜 , 𝑌𝑜 , 𝑍 𝑜 )’ represents the nearest joint position given by the motion capture system
to the pose estimate in 3-dimensions.
The motion capture system provides the joint positions of the skeleton of the human
operator. This skeleton is composed along the center of the longitudinal axis of the human
body. But the detections from the radar sensor arise from the surface of the human body.
Hence there will always be a constant deviation between the radar detections and the joint
poses given by the motion capture system. It was observed that this deviation was around
0.2 meters. This can be validated from another study [24], which used a similar setup to
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Figure 4.1: Human, being tracked by the proposed system, as visualized in Rviz

examine the accuracy of a novel on robot sensor ring, which consisted of 6 radar, and camera modules. It is documented that even they faced a similar consistent deviation of 0.2m
between the detections from the sensor ring, and the motion capture system. A detection
of the surface of the torso from the radar sensor might have an offset with the closest joint
position of the vertebral column from the motion capture system in 3D space. But this detection might be closer to the joints of the feet, or toe, or the swinging arms and legs of the
skeleton of the human operator in a 2D space. Hence an RMS error is calculated between
the estimates from the tracking algorithm, and its closest joint position from the motion
capture system in both 3 and 2 dimensions to validate the accuracy of the radar sensor. Fig
4.1 shows the human being tracked by the proposed system, as visualized in Rviz.
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Timing accuracy
The timing accuracy is a metric that evaluates the persistency of a track, or the percentage
of time the human operator was tracked. Through this parameter, the ability of the sensor,
and the tracking algorithm to reliably track the human operator for a certain duration of
time was evaluated. The timing accuracy was calculated from the equation given below.

%𝑇𝑡𝑟𝑎𝑐𝑘𝑒𝑑 =

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑
𝑇𝑡𝑟𝑢𝑒

(4.3)

0
Where ’𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 ’ is the total track time, and 0𝑇𝑡𝑟𝑢𝑒
is the duration for which the data

was recorded.
The performance of the tracking algorithm was analyzed with the radar sensor operating
in two different modes, the human operator moving along different trajectories, and different scenarios where human and the robot were either static or dynamic. In total 32 different
sets of data with different combinations were recorded, with each recorded data spanning
for around 4 to 5 minutes. A detailed analysis of the recorded data is presented in the
subsequent sections. The plots presented in all the subsequent sections show a comparison
between the motion capture system and the radar sensor in detecting the human operator.
Since the motion capture system provides 21 joint positions of the skeleton of the human
operator. The centroid of the joint positions in X, and Y dimensions were used whenever
the track is not initiated, and whenever a track is initiated, the nearest joint position in the
X, and Y dimensions to the tracked estimate was used to plot the data from the motion
capture system. The base of the robot was positioned at (𝑥, 𝑦) = (0, 0).
While recording the data, the skeleton of the moving person, composed by the motion
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capture system would get deformed if the required number of markers were not detected
by the cameras. To correct this, the human operator wearing the bodysuit would raise both
arms to form a T shape while moving in the intended trajectory. This would recalibrate the
skeleton as soon as the required number of markers were detected by the cameras.
4.0.2

Human and robot being stationary

The radar sensor performs well in localizing moving targets, but there are times when both
human and the robot are stationary when performing a specific task. This experiment was
conducted to analyze how the proposed system performs when both the human and robot
are stationary.
Human immobile, and robot stationary
In this scenario the robot was stationary and the human operator remained completely still.
The human operator tried to be as immobile as possible without moving any part of the
body. But unknowingly their might have been few micro-movements performed by the
person.

(a) Human: immobile, Radar: normal mode

(b) Human: immobile, Radar: Static clutter removal

Figure 4.2: Human standing still at a distance of 0.91 meters from the sensor
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Case 1: The human was standing completely still at a distance of 0.91 meters from
the sensor. It can be seen from Fig 4.2a and table 4.1 that the human was tracked 99% of
time when the radar was operating in the normal mode. But with static clutter removal,
the radar ignores any object that is not moving, and hence, the human is barely tracked.
When operating in this mode, the radar sensor is extremely sensitive to micro-movements.
Any detections that can be seen in Fig 4.2b might be because of the micro-movements or
because of the movement generated due to breathing, but this is not validated yet. The
detections in Fig 4.2 look like a blob instead of a point. This is because different parts of
the body give rise to detections from the radar sensor at different time instants.

(a) Human: immobile, Radar: normal mode

(b) Human: immobile, Radar: Static clutter removal

Figure 4.3: Human standing still at a distance of 2.43 meters from the sensor

Case 2: The human was standing being completely immobile at a distance of 2.43
meters from the sensor. It can be seen from Fig 4.3a, and 4.3b, that the human is not
detected at all when the radar is operated in either of the modes. Any detections that are
seen in Fig 4.3b might be due to unconscious micro-movements from the human operator.
When the operator was at 0.91 meters from the sensor, the person was tracked almost
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100% of the time, with a tracking accuracy (𝑅𝑀𝑆2𝐷 ) of 0.03m when the sensor was operating in normal mode. Experimentally it was found that the radar operating in normal
mode can detect the human operator who is completely still up to a distance of 1.5m from
the sensor. Hence if the sensor operating in normal mode is placed sufficiently close to
the robot, it can detect the human when he/she is completely still while closely interacting
with the robot. The rest of the trials failed to detect the human operator. In a real-world
scenario, it is highly unlikely that the person will remain completely still without moving
any part of the body when being around the robot for sustained periods of time. Hence the
next section examines how the proposed system performs when the human is standing in
the same location while moving different parts of the body.
Table 4.1: Performance evaluation for human being immobile, and robot stationary

Distance
(m)

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

0.91

Normal

0.031

0.143

248

246.2

99.27%

0.91

WSCR

0.037

0.148

278

7.5

2.69%

2.43

Normal

-

-

-

-

-

2.43

WSCR

0.044

0.4

245

1.6

0.65%
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Human casually standing, robot stationary
In this scenario, the robot was stationary, and the human operator was standing in the
same place, while continuously moving either the arms, head, or torso. This scenario was
examined because, there will be times when the human will stand in a place and work in
close proximity with the robot, and the robot will have its operation stopped, being stagnant
until the operator moves a sufficient distance away from it.

(a) Human: casually standing, Radar: normal mode

(b) Human: casually standing, Radar: Static clutter removal

Figure 4.4: Human casually standing at a distance of 0.91 meters from the sensor

Case 3: In this scenario the human was casually standing at a distance of 0.91 meters
from the sensor. It can be seen from Fig 4.4, and table 4.2 that the human operator was
tracked with a good accuracy with an 0 𝑅𝑀𝑆02𝐷 error of around 0.09m, both when the radar
was operating in normal mode, and with static clutter removal (WSR). The plot is spread
across an area because of the constant swing of the arms of the human operator.
Case 4: In this scenario the human was casually standing at a distance of 2.43 meters
from the sensor. The tracking algorithm was not able to detect the human operator at all
times when the radar was working in normal mode. The radar sensor is very sensitive to

78

movements when operated by removing static clutter, hence the tracking algorithm was
able to track the human operator around 99% of the time.

(a) Human: casually standing, Radar: normal mode

(b) Human: casually standing, Radar: Static clutter removal

Figure 4.5: Human casually standing at a distance of 2.43 meters from the sensor

Table 4.2: Performance evaluation for human standing casually, and robot stationary

Distance
(m)

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

0.91

Normal

0.09

0.159

250.5

230.6

92.055%

0.91

WSCR

0.059

0.132

243.6

243.09

99.7%

2.43

Normal

0.107

0.231

250

155.94

62.37%

2.43

WSCR

0.053

0.26

253

249.36

98.56%

Case 3, and 4 show that even though the proposed system was not able to track the human operator when he/she was completely still in most of the scenarios. It can successfully
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track the person with good accuracy as soon as he/she starts moving.
4.0.3

Human stationary, robot moving

The radar sensor has been used as an extrinsic sensor, hence both human, and the robot will
be in the field of view of the sensor. This section examines how the movement of the robot
will influence the proposed system in successfully tracking the human operator. The robot
was programmed to perform a pick and place motion, which is one of the most followed
trajectories of industrial arm robots. The scenarios that will be analyzed in this section will
be similar to the ones discussed in the previous section with only one difference, that is the
robot will be moving in all the cases.
Human immobile, and robot moving

(a) Human: immobile, Radar: normal mode

(b) Human: immobile, Radar: Static clutter removal

Figure 4.6: Human standing still at a distance of 0.91 meters from the sensor

As discussed in the previous section the human tried to stand completely still without moving, while the robot would execute a pick and place motion. Two cases were explored
where the human was standing at a distance of 0.91 meters, and 2.43 meters from the sensor. The robot has a smaller radar cross-sectional area when compared to the human, hence
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the moving robot did not give rise to detections for an extended period of time when the
radar was operating in normal mode. But when the radar was operated by removing the
static clutter, it was sensitive to even minute movements and hence the robot would give
rise to sustained detections. It can be seen from Fig 4.6, and 4.7 that none of the detections
that were related to the moving robot either when the radar was operating in normal or by
removing static clutter managed to initiated a track. The masking algorithm was successful
in masking all the detections that were related to the moving robot.

(a) Human: immobile, Radar: normal mode

(b) Human: immobile, Radar: Static clutter removal

Figure 4.7: Human standing still at a distance of 2.43 meters from the sensor

It can be seen from Table 4.3, that the movement of the robot did not affect the performance of the proposed system in any manner. The performance evaluation parameters
are similar to the one where the human was still, and the robot was stationary. As before,
the human operator was accurately tracked almost 100 % of the time when the person was
standing still at a distance of 0.91 meters from the radar when the sensor was operating in
normal mode. But the rest of the trials failed to detect the human operator.
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Table 4.3: Performance evaluation for human, being immobile, and robot moving

Distance
(m)

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

0.91

Normal

0.030

0.1371

245

244.58

99.82%

0.91

WSCR

0.050

0.198

245

38.36

15.6%

2.43

Normal

-

-

-

-

-

2.43

WSCR

-

-

-

-

-

Human casually standing, and robot moving

(a) Human: casually standing, Radar: normal mode

(b) Human: casually standing, Radar: Static clutter removal

Figure 4.8: Human casually standing at a distance of 0.91 meters from the sensor
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(a) Human: casually standing, Radar: normal mode

(b) Human: casually standing, Radar: Static clutter removal

Figure 4.9: Human casually standing at a distance of 2.43 meters from the sensor

In this scenario, the human was standing in the same place while continuously moving
either the arms, head, or the torso of his/her body, and the robot was executing a pick
and place motion. Two different scenarios were explored, where the Human was casually
standing at a distance of 0.91 meters, and 2.43 meters from the robot. It can be seen from
Fig 4.8, 4.9, and table 4.4 that the performance of the proposed system was similar when the
human was casually standing near the robot, while the robot was stationary. The movement
of the robot did not influence tracking the human operator who was standing casually near
the robot. The human was tracked accurately most of the time by almost all the trials,
except for when the radar was operating in the normal mode.
Until now, The performance of the proposed system, and the radars sensor to successfully detect and track a stationary target was analyzed. The Radar sensor operating in
normal mode could detect a stationary person positioned close to it and the radar operating
in either modes could detect the person casually standing. In the next section, the radar
sensor’s ability to detect a person moving around the workspace will be evaluated.
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Table 4.4: Performance evaluation for human standing casually, and robot moving

4.0.4

Distance
(m)

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

0.91

Normal

0.077

0.156

227

223.85

98.61%

0.91

WSCR

0.069

0.148

248.31

245.07

98.69%

2.43

Normal

0.121

0.223

248

137.26

55.34%

2.43

WSCR

0.0651

0.238

246.53

235.38

95.47%

Human moving, robot stationary

This section focuses on analyzing the ability of the proposed system to successfully track
the human operator when the robot is stationary, and the human is moving. To accurately
validate the performance of the proposed system, the human operator is made to walk in
four different trajectories. These are the most probable trajectories that the person might
follow when he/she might be near the robot. A detailed analysis is presented below.
Human moving between three points, robot stationary
In this experiment, the human was made to move between three points. The points were
chosen such that one of the points was close to the robot, one was close to the radar sensor,
and another point was relatively far from both robot and the sensor. This scenario was
examined because there are times when the human operator might have to move between
different work stations placed around the robot, while simultaneously working with
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(a) Human: moving between 3 points, Radar: normal (b) Human: moving between 3 points, Radar: Static clutmode
ter removal

Figure 4.10: Human moving between three points, while the robot is stationary

the robot. Hence the human operator stops for a very short span of time at each point
and proceeds towards the next point. Since the human working with the robot moves randomly between the workstations, a definite order was not followed to move between the
points. The operator was randomly moving in almost straight lines between the points,
hence following a trajectory similar to a triangle. It can be seen from Fig 4.10, and table
4.5 that the human was tracked around 93% of time when the person was moving between
three points in the vicinity of the robot.
Human following a nonlinear trajectory, robot stationary
In this scenario, the performance of the proposed system was analyzed, when the human
was moving in a non-linear trajectory. The human was made to trace a trajectory similar to
the number eight and occasionally was made to follow the trajectory of a circle. The human
operator did not stop at any time and was continuously walking for the entire duration. It
can be seen from Fig 4.11 and table 4.5 that the human was tracked around 90% of time
when he/she was following a nonlinear trajectory.
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(a) Human: following a non linear trajectory, Radar: nor- (b) Human: following a non linear trajectory, Radar:
mal mode
Static clutter removal

Figure 4.11: Human moving in a non linear trajectory, while the robot is stationary

Table 4.5: Performance evaluation for human moving, and robot stationary

Trajectory

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

Triangle

Normal

0.107

0.213

304

283.13

93.13%

Triangle

WSCR

0.111

0.211

320

317.58

99.24%

Non linear

Normal

0.088

0.2078

266

244

91.72%

Non linear

WSCR

0.09

0.2023

310

308.33

99.46%

When the human operator is moving in the vicinity of the robot, the operator might not
move in straight lines all the time, there might be times when the trajectory followed is circular, or nonlinear. From table 4.5 it can be seen that the proposed system was successful in
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tracking the human operator when the operator followed either linear or a nonlinear trajectory with a track accuracy of around 0.1m in 2 dimensions. When the radar was operated
by removing the static clutter, it gave rise to more sustained tracks, and the performance
in detecting a moving target was better in general. When the person was executing a nonlinear trajectory it was observed that the radar was having a hard time detecting the human
operator whenever he/she was moving parallel to the wall.
Human moving perpendicular to the wall, robot stationary
In this scenario, the human was walking radially to-and-fro from the sensor. Two points
that lie in a straight line, that was perpendicular to the wall were selected. One point was
close to the radar sensor while the other point was positioned relatively far. The human was
continuously walking between these two points for the whole duration.

(a) Human: moving perpendicular to the wall, Radar: nor- (b) Human: moving perpendicular to the wall, Radar:
mal mode
Static clutter removal

Figure 4.12: Human moving perpendicular to the wall, while the robot is stationary

Human moving parallel to the wall, robot stationary
In this section, the human was moving parallel to the wall. This was realized by selecting
2 points that lie in a straight line that was parallel to the wall. With the radar operating
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in normal mode, It was experimentally tested that the sensor was able to reliably detect
the human operator regardless of what trajectory the person choose to move, or even if the
person was absolutely still, when he/she was within a distance of 1.5m from the sensor.
Hence Both the points were at least further than 1.5m from the sensor, and the human
operator moved continuously between the selected points for the whole duration. Fig 4.13
shows the performance of the radar sensor when the human operator was moving parallel
to the wall.
The radar sensor usually detects the radial velocity of the moving target. Hence it performs better in detecting the target that is moving radially to- and-fro from the sensor than
detecting the target that is moving laterally from the sensor. This can be validated from a
study that examined tracking a pedestrian indoors using just the radar, and a fusion of radar
and a camera [28].

(a) Human: moving parallel to the wall, Radar: normal (b) Human: moving parallel to the wall, Radar: Static
mode
clutter removal

Figure 4.13: Human moving parallel to the wall, while the robot is stationary
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Table 4.6: Performance evaluation for human walking in straight lines either parallel or perpendicular to the
wall, and robot stationary

Trajectory

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

Perpendicular to
wall

Normal

0.0725

0.207

300

274.47

91.49%

Perpendicular to
wall

WSCR

0.092

0.229

302

296

98.013%

Parallel to wall

Normal

0.16

0.33

304

118.66

39.03%

Parallel to wall

WSCR

0.05

0.279

306

305.755

99%

From table 4.6, it can be seen that the proposed system performed well in tracking the
human operator when the person was moving perpendicular to the wall. The person was
tracked with just an error of around 0.09m and was tracked 90% of the time when the sensor
was operating in either of the modes. When the person was moving parallel to the wall,
the proposed system was not able to track the human operator for a sustained period of
time, when the radar was operating in the normal mode. But when the radar was operated
by removing static clutter it became very sensitive to movements, and hence the proposed
system could reliably track the person moving parallel to the wall. It can be observed that
the graphs are roughly spread for around 0.5m. This is because different body parts give
rise to detections at different times, and at times when the required number of markers were
not detected by the cameras, the skeleton generated by the motion capture system would get

89

deformed. And hence the person wearing the body suit had to perform a calibration pose,
by stretching both the arms forming a ’T’ shape while walking in the predefined trajectory.

4.1

Human moving, robot moving

The last scenario that was analyzed in this study was when both the human and the robot
were moving. This is one of the most common and expected cases in human-robot collaboration. In such a scenario, the sensor that is used to localize and track the human operator
is expected to perform reliably. Because, the states of both human and the robot will be
changing in real-time, so when they are in close proximity with each other, there is a high
chance of collision. To validate the performance of the proposed system, a similar approach
to what was used in the previous section was employed. The human operator was made to
walk in four different trajectories while the robot was executing a pick and place motion.
The first situation that was analyzed was
Human moving between three points, robot moving

(a) Human: moving between 3 points, Radar: normal (b) Human: moving between 3 points, Radar: Static clutmode
ter removal

Figure 4.14: Human moving between three points, while the robot is moving
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In this experiment, the human was made to move between three points and was stopped
at each point for a small duration of time, while the robot was executing a pick and place
motion. This scenario is similar to the one discussed in the previous section. The only
difference here is that the robot is moving along with the human operator.
Human following a non linear trajectory, robot moving
The human was made to follow a path similar to a figure of eight and was occasionally moving in a circular path. Similar to the previous section, the human was moving continuously
for the entire duration.

(a) Human: following a non linear trajectory, Radar: nor- (b) Human: following a non linear trajectory, Radar:
mal mode
Static clutter removal

Figure 4.15: Human moving in a non linear trajectory, while the robot is moving

From Fig 4.14, Fig 4.15, and table 4.7 it can be seen that the proposed system was
successfully able to track the human operator, in both the cases that is, when the human
operator was moving linearly between three points, or when following a nonlinear trajectory. The movement of the robot did not affect the performance of the proposed system
in tracking the human operator. The human operator was tracked with an error of around
0.1m and was tracked 90% of the time. The results are similar to when the human moving
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in close proximity to the robot was tracked while the robot was stationary.
Table 4.7: Performance evaluation for human, and robot moving

Trajectory

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

Triangle

Normal

0.093

0.225

308

286.31

92.95%

Triangle

WSCR

0.104

0.225

309.62

301.94

97.5%

Non linear

Normal

0.09

0.198

330

298.54

90.46%

Non linear

WSCR

0.085

0.206

307.31

299.9

97.5%

Human moving either parallel or perpendicular to the wall, robot moving

(a) Human: moving perpendicular to the wall, Radar: nor- (b) Human: moving perpendicular to the wall, Radar:
mal mode
Static clutter removal

Figure 4.16: Human moving perpendicular to the wall, while the robot is moving
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(a) Human: moving parallel to the wall, Radar: normal (b) Human: moving parallel to the wall, Radar: Static
mode
clutter removal

Figure 4.17: Human moving parallel to the wall, while the robot is moving

In this segment, the performance of the proposed system in successfully tracking the human
operator either when moving parallel or perpendicular to the wall, while the robot was
moving is analyzed. It can be seen from Fig 4.16, and table 4.8 that the proposed system
could successfully track the human operator at around 93% of the time, when he/she was
moving perpendicular to the wall, with the radar being operated in either of the modes. The
movement of the robot did not have any influence on the proposed system in successfully
tracking the human operator when the operator was moving perpendicular to the wall. As
expected, when the person was moving parallel to the wall the proposed system was not
able to sustainably track the human operator, with the radar being operated in normal mode.
The radar is usually very sensitive to movements when operated by removing the static
clutter. Whenever the person moves parallel to the wall with the radar being operated by
removing the static clutter, the sensor occasionally recognizes the wall as a moving target
when the human and robot approach towards each other. This was observed twice in a
duration of 5 minutes of the recorded data. The reason for this has not been validated

93

yet. Since the RMS error is poor in handling outliers, a relatively high RMS error was
observed when the radar was operated by removing static clutter, while the human was
moving parallel to the wall.
Table 4.8: Performance evaluation for human walking in straight lines either parallel or perpendicular to the
wall, and robot moving

Trajectory

Operating
mode

𝑅𝑀𝑆2𝐷
(m)

𝑅𝑀𝑆3𝐷
(m)

𝑇𝑡𝑟 𝑢𝑒 (s)

𝑇𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 (s)

Time
Accuracy

Perpendicular to
wall

Normal

0.0752

0.219

304

284.72

93.65%

Perpendicular to
wall

WSCR

0.0779

0.2212

304.96

298.14

97.76%

Parallel to wall

Normal

0.136

0.261

304

64.02

21.05%

Parallel to wall

WSCR

0.192

0.38

307.61

286.48

93.13%

By observing the performance of the proposed system in all the above-mentioned scenarios, it can be summarized that the radar when operating in normal mode can reliably
detect the human operator regardless of whether he is moving or is completely still within
a distance of 1.5m. When the person was beyond 1.5m there were few a scenarios that
were observed, like when the person was standing still at a distance of 2.43m, or when the
person was moving parallel to the wall, the radar could not reliably detect the operator. But
in all other scenarios, the person was reliably detected and tracked. When the radar was
operated by removing static clutter, the sensor became very sensitive to movements, and
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even if it could not detect a person who was completely still, it could reliably detect him as
soon as he moved either his arms, torso, or legs. When the radar was operating in this mode
it could reliably detect the person who was moving. The sensor that is used in facilitating
a safe human-robot collaboration is expected to reliably detect the human operator at all
times. If a person is not tracked when present close to the workspace of the robot even for a
small duration of time, it might result in a compromise in the safety of the human operator.
Practically when a human and robot work together it is highly unlikely that the human will
remain completely still for extended periods. Since the human was reliably detected in all
the scenarios when he was moving while the radar was operated by removing static clutter,
it is more reliable to use the radar in this mode for human-robot collaboration. It should be
noted that the scenarios examined in this study consisted of only a single human operator
moving mostly between the sensor and the robot. The sensor’s ability to reliably detect
multiple people around the workspace of the robot is yet to be explored.
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Chapter 5
Conclusion

In this study, an FMCW radar sensor was mounted as an extrinsic sensor to an industrial
collaborative robot. The sensor was mounted in such a way as to monitor the maximum
area in which the human and the robot were expected to interact. With this setup in place,
the radar sensor’s ability to successfully establish a safe human-robot collaboration was
analyzed by developing a customized tracking algorithm for the sensor, through which the
human could be reliably tracked. To validate the efficacy of the radar sensor in ensuring
safety of the human while working with the robot, around 32 different combinations were
analyzed. Which included the radar being operated in different modes, human walking in
different trajectories, with either the robot being static, or dynamic. A highly accurate motion capture system was used as ground truth, to compare the performance of the proposed
system. It was found that when the radar was operated in normal mode, with the operator
being within 1.5m from the sensor. The proposed system could successfully detect and
track the human operator regardless of whether the operator was static, or dynamic. In all
other cases except for the person being completely still, and moving parallel to the wall, the
system was able to reliably detect and track the operator, when the radar was operated in
normal mode. With the radar being operated by removing static clutter, the sensor was not
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able to detect the operator when standing completely still. But as soon as the person started
moving, or even if one of the body parts was moved, the person was immediately tracked.
With radar being operated in either mode, the operator who was moving was tracked with
an error of less than 0.1m in 2-dimensions. This comparison was between the tracked point
and its closest joint position given by the motion capture system in 2-dimensions. In reality, the error would be much lesser. When moving, the human operator was tracked almost
90% of the time in most of the scenarios. The performance evaluation metrics presented
in this study were calculated based on a recorded data, but the proposed system was tested
in real-time, and it was found that it could reliably track the moving person in real-time
as well. With the radar sensor, it might not be able to detect and localize each part of the
human operator like it would be possible with an RGBD, or a motion capture system. But
the moving operator can be reliably detected most of the time. With a wide field of view, a
single sensor can be used to monitor the area of specific interest, or with just a few of these
sensors, the entire workspace can be monitored. The sensor is independent of lighting and
works well even in the presence of dust and smoke. While an evaluation module was used
for this study, the IWR6843AOPEVM chip costs just 18$. The chipset with an antenna on
package design, and a small form factor enables engineers with minimal RF knowledge to
integrate the sensor to establish a safe human-robot collaboration.
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Chapter 6
Future Work

The radar sensor has an enormous potential to be used in facilitating a safe human-robot
collaboration. And there is still a lot of scope in conducting additional research in effectively utilizing this sensor. The 3-dimensional position information from the radar sensor
has been used in this study to localize, and track the human operator. The velocity and
angle of arrival information of the target which is reported from the sensor could be used
in the future. The additional information about the target might give rise to improved performance in tracking. Currently, the tracking algorithm proposed in this study can reliably
detect and track a single human operator working alongside the robot. The tracking algorithm could be extended to track multiple people around the robot by using algorithms
like Global nearest neighbor (GNN), joint probabilistic data association filter(JPDAF), or
a Multi Hypothesis Tracker as a data association algorithm, and by modifying the track
management system to handle multiple targets. The radar sensor used in this study has a
wide field of view. Instead of using a single sensor to monitor a specific area of interest,
multiple radar sensors can be used, and the data from the sensors can be fused to monitor
the entire workspace of the robot. 3 to 4 sensors placed around the robot would be sufficient
to completely monitor the workspace of the robot. The radar sensors can be used alongside
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other sensors like RGB-D sensors so that each one can compensate for the weakness of the
other. Radar sensors have the capability of monitoring the breathing, and heart rate of a
person by detecting minuscule motions [37]. Hence the possibility of using a radar sensor in monitoring physiological signals like breathing, and heart rate of the person while
interacting with the robot can be explored. But to realize this, a separate sensor should
be dedicated just for monitoring the physiological signals of the human operator, because
the configuration parameters for the sensor required for this application might be different.
The sensor should be used as an intrinsic sensor and needs to be placed within 1 meter
from the human operator. Efficient signal processing algorithms are required to filter out
the movement of the chest, from the rest of the body. Some studies [37][38] show that vital
signals can be extracted from the human operator, who is completely stationary or is not
vigorously moving. Hence it would be a challenging task to differentiate between the arm
movements and minuscule movements from the chest of the human operator.
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