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By projecting onto complex optical mode profiles, it is possible to estimate arbitrarily small separations be-
tween objects with quantum-limited precision, free of uncertainty arising from overlapping intensity profiles.
Here we extend these techniques to the time-frequency domain using mode-selective sum-frequency generation
with shaped ultrafast pulses. We experimentally resolve temporal and spectral separations between incoherent
mixtures of single-photon level signals ten times smaller than their optical bandwidths with a ten-fold improve-
ment in precision over the intensity-only Crame´r-Rao bound.
Introduction.— The time-honored Crame´r-Rao lower
bound (CRLB) [1, 2] is credibly the most appropriate tool to
address the resolution limits for incoherent imaging, as high-
lighted in recent years [3–9]. This is especially pertinent when
photon shot noise is the dominant noise source (as in, for ex-
ample, astronomical observations) and a statistical treatment
of resolution is indispensable. Nonetheless, in spite of these
compelling results, Crame´r-Rao resolution limits did not de-
mand a great deal of attention until recent works examined mi-
croscopy limitations from a photon-counting perspective [10–
12]. The chief idea can be formalized through the Fisher in-
formation [13], which quantifies the amount of information
gained per photon detection and is directly associated to the
CRLB. For direct intensity imaging, the Fisher information
drops to zero for object separations smaller than the spread
of the optical field. This precipitous drop, named Rayleigh’s
curse, limits the usefulness of photon counting for metrology.
This line of questioning cleared the way for a fresh reex-
amination of the problem by Tsang and coworkers [14–18].
Surprisingly, when one calculates the quantum Fisher infor-
mation [19] (i.e., optimized over all the possible quantum
measurements), the associated quantum CRLB maintains a
fairly constant value for any separation of the sources. This
shows the potential for parameter estimation of distributions
with precision unaffected by Rayleigh’s curse. The key be-
hind these techniques is phase-sensitive measurement in mode
bases other than intensity [20, 21]. This has been experi-
mentally demonstrated for spatially separated objects by holo-
graphic mode projection [22], heterodyne detection [23, 24],
and parity-sensitive interferometers [25]. As the strong anal-
ogy between the space-momentum and time-frequency de-
scriptions of light has already provided valuable insights and
useful techniques such as temporal imaging [26], it is worth-
while to consider the advantages these techniques can offer
when adapted to different domains.
In this Letter, we show that mode-selective measurement
can be harnessed to estimate separations in time and frequency
well below the spread of the source light. In analogy to the
Rayleigh limit in space, this allows us to overcome the Tay-
lor criterion in measuring spectral separations [27], which
states that the minimum resolvable separation of the spec-
tral maxima is equal to the half-maximum width. We experi-
mentally realize this enhancement in both time and frequency
estimation settings by projectively measuring Hermite-Gauss
time-frequency modes using sum-frequency generation with
shaped ultrafast pulses in group-velocity engineered nonlin-
ear waveguides. We explicitly demonstrate precision below
the intensity-only CRLB, establishing mode-selective mea-
surement as a valuable tool for pushing metrological limits
in multiple physical domains.
Quantum analysis of time-frequency metrological problems
has already provided a plethora of useful tools. In particular,
quantum advantages can be realized in time-of-flight measure-
ment and synchronization by exploiting entanglement [28],
squeezing [29], and bunching [30], and considering quan-
tum techniques and analysis has inspired classical techniques
that outperform their pre-existing counterparts [31]. Addi-
tionally, reductions in the standard quantum limit have been
noted using homodyne techniques with shaped local oscilla-
tors in higher-order Hermite-Gaussian modes [32, 33]. Here,
we show that quantum-inspired metrology finds application in
measuring incoherent source superpositions with either time
or frequency offsets. This form of frequency estimation has
natural applications in, for example, measuring nearly degen-
erate atomic and stellar spectral lines, particularly after un-
dergoing inhomogenous broadening. Precision time measure-
ments find natural applications in time-of-flight ranging and
in probing ultrafast system dynamics.
Quantum-limited measurements.— We formalize the pa-
rameter estimation problem under consideration in analo-
gously to the spatial case [14, 22]. Two mutually incoher-
ent (or phase-randomized) light sources with equal intensities
emit at optical frequencies ν0± ‘ν2 . We assume that the central
frequency ν0 is well-known and that the remaining quantity of
interest is the spectral separation, ‘ν . If the sources have non-
negligible spectral bandwidth, the optical spectrum I(ν ,‘ν) of
the incoherent mixture as measured on a spectrometer will be
I(ν ,‘ν) =
1
2
(∣∣∣ψ (ν+ ‘ν
2
)∣∣∣2+ ∣∣∣ψ (ν− ‘ν
2
)∣∣∣2) , (1)
where ψ(ν) is the spectral amplitude shape. For speci-
ficity, we focus on the case of Gaussian spectral amplitudes
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2(frequency-domain point-spread functions) with root-mean-
square (RMS) widths σν , such that
ψ
(
ν± ‘ν
2
)
=
1
(2piσ2ν )
1
4
exp
[
−
(
ν−ν0± ‘ν2
)2
4σ2ν
]
. (2)
The standard method of estimating the spectral separation
‘ν in the low-luminescence (i.e. photon counting) regime
would be to measure the spectral intensity I(ν ,‘ν) on a spec-
trometer, such as a Fabry-Pe´rot interferometer or grating-
based spectrograph, and use a fitting or deconvolution al-
gorithm on the integrated photon counts. We quantify the
amount of information in-principle available to estimate ‘ν
with N detected photons (i.e., standard intensity detection) via
the Fisher informationFstd, given by
Fstd = N
∫ ∞
−∞
dν
1
I(ν ,‘ν)
[
∂ I(ν ,‘ν)
∂ ‘ν
]2
. (3)
The Fisher information quantifies how sensitive the measured
quantity I(ν ,‘ν) is to changes in the variable ‘ν , and can
be used to construct the CRLB as Var(‘ˆν) ≥ 1/Fstd [9],
which defines the absolute minimum mean-squared error
(variance) of the estimated separation, ‘ˆν . For large sep-
arations, ‘ν  σν , the standard Fisher information is con-
stant, providing a Crame´r-Rao bounded variance of Var(‘ˆν)≥
(4σ2ν )/N. However, when ‘ν ∼ σν , the CRLB bound grows
dramatically, diverging as ‘ν/σν approaches zero. This be-
havior is known as Rayleigh’s curse in the spatial domain,
and is sometimes rephrased as the Taylor criterion in spectral
measurements. Note that the exact same “curse” applies to es-
timating incoherent time separations, ‘t , between two pulsed
sources through direct timing measurement, for example with
autocorrelation or streak-camera techniques [34].
The curse can be lifted by performing phase- or parity-
sensitive measurements, even though the source fields them-
selves have no coherent phase relationship. An optimal mea-
surement basis is always provided by the partial derivatives
of the amplitude point-spread function [21]. For the Gaussian
point-spread function as in Eq. (2), the optimal measurement
is then the Hermite-Gaussian basis [14, 21, 22]. For separa-
tions ‘ν <∼ σν , ‘ν can be optimally estimated with only pro-
jections onto the first two Hermite-Gauss modes, expressed
as
φ (ν) =
1
(2piσ2ν )
1
4
exp
[
− (ν−ν0)
2
4σ2ν
]
φ (ν) =
(ν−ν0)
(2piσ6ν )
1
4
exp
[
− (ν−ν0)
2
4σ2ν
]
.
(4)
If projective measurements onto these modes can be realized,
the estimator ‘ˆν has curse-free performance, with Var(‘ˆν) ≥
(4σ2ν )/N for arbitrarily small values of ‘ν . This value agrees
exactly with the absolute quantum limit derived from the
quantum Fisher information [14]. To include estimation of the
centroid, extend the technique to large separations ‘νσν , or
in cases with unequal-intensity emission, higher-order mode
projections may be used [35].
Time-frequency mode selection.— The key experimental re-
quirement to enable this advantage is mode-selective projec-
tive measurement in the time-frequency domain. We im-
plement such measurements using a technique known as the
quantum pulse gate [36–40], a sum-frequency process where
a weak input signal is mixed with a spectrally shaped pump
pulse to create an upconverted signal in a long nonlinear
waveguide. To implement a quantum pulse gate, the input
signal and pump pulses must have matched group velocities
and the walkoff between the input and upconverted signals
must be longer than the length of the input pulses. If these
conditions are met, the probability of an upconversion event
in the low-efficiency regime given an input spectral amplitude
ψ(ν) and a pump amplitude α(ν) can be expressed simply
as [36, 40]
Pα ∝
∣∣∣∣∫ dν α(−ν)ψ(ν)∣∣∣∣2 . (5)
Measuring the upconverted pulse power thereby corresponds
to a projective measurement on the broadband time-frequency
mode defined by the shape of the pump pulse, α∗(−ν) [39].
By counting photons in the upconverted mode while project-
ing on either the fundamental Gaussian mode or the first-order
Hermite-Gaussian mode, we can easily construct an estimator
by taking their ratio.
The mode selectivity of the quantum pulse gate is limited
by the group-velocity walkoff between the input and upcon-
verted signals, which we define by the walkoff parameter
∆= L2
(
1
uin
− 1uout
)
, where u j is the group velocity and L is the
length of the nonlinear interaction. This walkoff defines the
phasematching conditions of the interaction, imposing a RMS
bandwidth of the upconverted light of σPM ≈ 0.18∆ . When the
input and pump are significantly broader than the phasematch-
ing bandwidth and the side lobes arising from the sinc-shaped
phasematching curve are filtered out, the ratio of the lowest
order Hermite-Gaussian projections is given by
P
P
≈ σ
2
PM
4σ2ν
+
‘2t
16σ2t
+
‘2ν
16σ2ν
, (6)
where σt and σν are the RMS widths of the measurement
pulse’s temporal and spectral profiles; a derivation of this re-
sult is presented in the appendix. If the signal is properly
aligned in one of the two degrees of freedom (‘ν = 0 or ‘t = 0)
and ‘νσν 
σPM
σν or
‘t
σt 
σPM
σν , Eq. (6) shows that the square-root
of the ratio of projection probability for the first two Hermite-
Gauss modes can be used as an exact estimator for the sepa-
ration between the signals. For separations small enough that
the finite phasematching bandwidth cannot be completely ne-
glected, Eq. (6) can still be inverted to construct a estimator ‘ˆν
or ‘ˆt , although with slightly reduced precision relative to the
quantum limit. As the phasematching bandwidth can be much
smaller than the input bandwidths [41], the precision of this
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FIG. 1. Experimental setup. We carve signal pulses with shift-
ing center frequencies and time delays from an attenuated broadband
Ti:Sapphire OPO pulse at 1540 nm using a commercial telecom-
munications pulse shaper. We shape pump pulses at 875 nm into
Hermite-Gaussian shapes using a 4f-line with a spatial light modu-
lator (SLM). We then mix the pump and signal pulses in a PPLN
waveguide, separate the sum-frequency signal with a 4f bandpass fil-
ter (BP), and count photons using an avalanche photodiode gated by
a clock pulse from the Ti:Sa.
method can be considerably finer than the broad bandwidth or
temporal durations of the pulses being interrogated.
Experiment.— In our experimental apparatus, sketched in
Fig. 1, we generate shaped input signal and pump pulses from
a Ti:Sa laser and optical parameter oscillator (OPO) with a
repetition rate of 80 MHz. The strong pump pulses at 875 nm
are shaped into Hermite-Gauss modes with a bandwidth of
1.3 nm full-width at half-maximum (FWHM) using a 4f-line
with a spatial light modulator (SLM) at the focal plane, with
approximately 2 mW coupled into the quantum pulse gate.
To create frequency- and time-shifted pulses, we
carve Gaussian signals with intensity RMS widths of
σν = 182±2 GHz from the approximately 3-THz FWHM
emission of the OPO using a commercial pulse shaper (Fin-
isar 4000S). Frequency shifts are imparted straightforwardly
by carving different parts of the OPO spectrum, while time
shifts are imparted by programming linear spectral phases
with the pulse shaper. The width of the pulses in time was
measured to be σt = 387±13 fs using the quantum pulse
gate as an autocorrelator. Neutral density filters were used
to attenuate the shaped pulses to approximately 1.1 photons
per pulse coupled into the measurement waveguide. The
incoherence of the time- and frequency-separated mixtures
was assured by switching between positive and negative shifts
and mixing the measured results.
To quantum pulse gate was realized by combing the shaped
input and pump pulses on a dichroic mirror and coupling them
into a 17-mm-long and 7-µm-wide periodically poled lithium
niobate (PPLN) waveguide with a poling period of 4.4 µm
and single-mode propagation at 1540 nm. The spectra of the
upconverted light at 558 nm was cleaned with a 4f line to re-
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
0 100 200 300 400
0
100
200
300
400
Programmed separation sΝ @ΣD
Es
tim
at
ed
se
pa
ra
tio
n
s`
Ν
@Σ
D
Programmed separation sΝ @GHzD
Es
tim
at
ed
se
pa
ra
tio
n
s`
Ν
@G
Hz
D
1535 1545
1535 1545
Λ @nmD
Λ @nmD
(a)
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
0 200 400 600 800
0
200
400
600
800
Programmed separation st @ΣD
Es
tim
at
ed
se
pa
ra
tio
n
s`
t
@Σ
D
Programmed separation st @fsD
Es
tim
at
ed
se
pa
ra
tio
n
s`
t
@fs
D
(b)
FIG. 2. Raw estimator from time-frequency mode selection.
The estimator calculated from the measured counts when mixing
frequency- or time-shifted pulses is shown above, in (a) and (b) re-
spectively. The solid black lines corresponds to the theoretical expec-
tation given the measured phasematching bandwidth, and the dashed
line to the ideal slope-one estimator. The error in the theory curves
correspond to instrument setting and bandwidth characterization un-
certainty. In both cases, limitations are encountered for separations
below 0.2σ , as expected from the mode-selectivity of the device. The
insets on the frequency-measurement plot (a) provide the spectra of
the individually shifted signals (dashed) and their incoherent mixture
(solid) for programmed separations of ‘ν = 0.42σ and 1.67σ .
move phasematching side lobes, resulting in an upconverted
bandwidth of σPM = 28 GHz, a factor of six smaller than the
input light. The internal upconversion efficiency, measured as
the depletion of the transmitted signal for the Gaussian pro-
jection with zero offset, was approximately 18%. To reduce
background noise due to detector dark counts, the upconverted
signal was measured with an avalanche photodiode in coinci-
dence with a clock pulse from the Ti:Sa sampled down by a
factor of 50, resulting in an effective experimental repetition
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FIG. 3. Variance of the estimator against the standard bound.
The variance (mean-squared error) of the estimator ‘ˆ as the (a) fre-
quency separation ‘ν or (b) time separation ‘t is increased. The
photon-counting measurements consist of a total of 20,000, 10,000,
and 5,000 detection events, from top to bottom. The blue-filled area
corresponds to the CRLB for standard intensity detection, and the red
dashed line to the quantum limit. Red data points correspond to the
variance of the estimator after measurement tomography. The inset
shows the estimator after measurement tomography.
rate of 1.6 MHz.
Results and discussion.— Twenty separations ranging from
0− 2σ were programmed in both time and frequency during
the experiment and each setting was measured 60 times. In
addition to controlling the separation, the pulse shaper was
also used to attenuate the weak input signal to 100%, 50%,
or 25% of its original intensity, to demonstrate the lack of
any bias due to background noise. The uncorrected estimator
‘ˆ = 4
√
P /P from Eq. (6) is shown in Fig. 2. The estima-
tor is seen to reach the expected linear behavior for separa-
tions on the same order as the RMS widths, but the imperfect
mode selectivity causes small, predictable deviations for very
small separations. The observed extinction ratio between the
first and zeroth order Hermite-Gauss mode when no separa-
tion is found to be−10log10(P /P )= (22.9±0.3) dB, cor-
responding to a minimum estimator value of ‘ˆmin = 0.144±
0.005.
To construct an unbiased estimator resilient to the imper-
fect selectivity of our device, we use calibration data from
projections onto the first three Hermite-Gauss modes to per-
form measurement tomography of our technique. Details on
the tomography techniques are presented in the appendix. To
demonstrate the precision of our technique, in Fig. 3 we show
the variance of the calibrated estimator Var(‘ˆ) for both time
and frequency measurements while varying the total num-
ber of detection events, alongside the standard and quantum
CRLBs. The variance is above the quantum limit (in red), ow-
ing to mode-selectivity limitations and instabilities. However,
it remains below the intensity-only bound 1/Fstd for sepa-
rations well below the point-spread function widths, with an
improvement in precision by factor of as high as ten for small
separations.
The above results clearly demonstrate that mode-selective
time-frequency measurement can be exploited for precision
parameter estimation problems where intensity measurements
fail. Notably, the absolute time and frequency scales acces-
sible are not strongly dependent on the scale of the mea-
surement pulses, but rather the material properties, namely
the phasematching bandwidth σPM. In our realization, this
corresponded to time and frequency scales of 200 fs and
100 GHz, respectively. The accessible time and frequency
scales could be improved either along with the conversion ef-
ficiency by increasing the nonlinear interaction length, or at
the expense of the detection rate through narrowband filter-
ing of the upconverted signal. Alternative methods based on
mode-selective atomic or solid-state Raman memories could
provide greater sensitivity, particularly in the frequency do-
main [42, 43]. Techniques based on homodyne detection
can also provide the necessary mode selectivity in the time-
frequency domain [29, 44, 45].
We have demonstrated that parameter estimation in the
time-frequency domain can benefit greatly from quantum-
inspired techniques and analysis. By exploiting time-
frequency mode-selective measurement enabled by waveg-
uided nonlinear interactions, we have shown that sub-pulse-
width separations can be estimated with precision below the
standard CRLB. By adapting these techniques to different
scales, this method could find immediate practical use in
atomic and stellar spectral characterization and time-of-flight
imaging. Future work will explore different mode-selective
systems to adapt to specific tangible metrological problems
and apply higher-order projections to multi-parameter estima-
tion protocols.
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Estimating separations with a quantum pulse gate
In this section, we derive Eq. (6) of the main text, which
provides the separation estimators ‘ˆν and ‘ˆt for measurements
made with a quantum pulse gate. The quantum pulse gate
operation relies on a large discrepancy between the group ve-
locities of the input and upconverted signals, which manifests
in the energy picture as a much larger input acceptance band-
width than output signal bandwidth. In practice, this discrep-
ancy is of course finite, which places limitations on the achiev-
able time and frequency resolutions. Here, starting from the
basic nonlinear interaction, we outline these limitations.
In our treatment herein, we assume that the three-field inter-
action takes place inside a single-mode χ(2) waveguide, such
that we may neglect the spatial modes involved. We also as-
sume that we are working in the low-efficiency regime, such
that a first-order approach is sufficient [38, 40]. We label the
modes as the input (“1”), the QPG pump (“2”), and upcon-
verted output (“3”), and group the central frequencies into the
variables as ν˜ = ν − ν0. In this case, the upconverted spec-
tral amplitude γ(ν˜3) is related to the spectral amplitude of the
QPG pump α(ν˜2) and the input signal ψ(ν˜1) as
γ(ν˜3) = θ
∫
dν˜1 H(ν˜1, ν˜3)α(ν˜3− ν˜1)ψ(ν˜1), (7)
where energy conservation ν˜2 = ν˜3− ν˜1 has been accounted
for, θ is a coupling constant representing factors such as
the material nonlinearity, and H(ν˜1, ν˜3) is the phasematch-
ing function, characterized by the relationships between the
wavenumbers k j(ν˜ j) =
2piν jn j(ν˜ j)
c of the interacting fields.
If process is phasematched at the central frequencies
through periodic poling and chromatic dispersion within each
field can be neglected, the phasematching function for an in-
teraction length L can be expressed as
H(ν˜1, ν˜3) ∝ Lsinc
(
L [(k′1− k′2)ν˜1− (k′3− k′2)ν˜3]
2
)
(8)
where k′j =
∂k j
∂ν j
∣∣
ν0, j
= 12piu j is inversely proportional to the
group velocity u j. If the input signal and QPG pump are
6group-velocity matched k′1 = k
′
2, the phasematching function
simplifies to a function of only the output frequency ν˜3. If
we use a bandpass filter to remove the side lobes of the sinc
function, we can approximate the phasematching function as
a Gaussian,
H(ν˜3)≈ Le−η
(L(k′3−k′1)ν˜3)2
4 := Le
− ν˜
2
3
4σ2PM , (9)
where σPM is the RMS phasematching bandwidth and η ≈
0.193.
We assume that the input signal wavefunction is a Gaussian
pulse with some offset δν from the perfectly phasematched
frequencies and a small time delay δ t relative to the QPG
pump pulse, which we express as
ψ(ν˜1) =
1
(2piσ2ν )
1
4
exp
[
− (ν˜+δν)
2
4σ2ν
− i2piν˜δ t
]
. (10)
Note that the RMS width of the pulse in time is σt =
1/(4piσν). The QPG pump pulse is shaped to the first two
Hermite-Gauss temporal modes with bandwidth σ2, given by
α (ν˜2) =
1
(2piσ22 )
1
4
exp
[
− ν˜
2
2
4σ22
]
α (ν˜2) =
ν˜2
(2piσ62 )
1
4
exp
[
− ν˜
2
2
4σ22
]
.
(11)
Substituting these and the phasematching function into Eq. (7)
and finding the relative upconversion probability as P =∫
dν3 |γ(ν˜3)|2, the ratio of the upconversion probabilities for
the first two modes is found to be
P
P = σ
2
2
[
σ2ν+16pi2δ t2σ2ν+σ22
(σ2ν+σ22 )2
+
δν2−σ2ν−σ22−σ2PM
(σ2ν+σ22+σ
2
PM)
2
]
σ2=σν=
σ2PM
2(2σ2ν+σ2PM)
+4pi2δ t2σ2ν +
δν2σ2ν
2(2σ2ν+σ2PM)2
σ2νσ2PM≈ σ2PM
4σ2ν
+ δ t
2
4σ2t
+ δν
2
4σ2ν
.
(12)
To get from the first line to the second, we have set the band-
width of the QPG pump to be equal to the input signal, ensur-
ing that the two pulses have matched temporal-mode bases.
To get from the second line to the third, we have assumed
that the phasematching bandwidth is narrower than the input
pulses, such that 2σ2ν +σ2PM ≈ 2σ2ν . Since P and P are
both symmetric functions of δν or δ t, Eq. (12) holds for in-
coherent mixtures of positive and negative shifts, and Eq. (6)
can be retrieved by substituting δν 7→ ‘ν2 and δ t 7→ ‘t2 . It is ap-
parent that the minimum resolvable shift will be on the order
of σPM in frequency and σPMσν σt in time, and that any misalign-
ment in frequency or time will adversely effect the resolution
of measurements in the other setting.
Measurement tomography methods
In this section, we describe the measurement tomography
method used to retrieve an accurate separation estimator from
the directly measured data. To characterize the device, we im-
plement projections onto the first three Hermite-Gauss modes,
where “ideal measurement” can be described by projections
of the input signal on the three lowest-order Hermite-Gauss
modes HG0, HG1, and HG2. We denote q j(‘) the probability
of the jth measurement output given the true separation is ‘.
For a Gaussian point-spread function (PSF) of width σ , this
probability reads
q j(‘) =
1
k!
( ‘
4σ
)2 j
e−
(
‘
4σ
)2
, j = 0,1,2 . (13)
Due to unavoidable imperfections, the actual detection prob-
abilities p j(‘) differ slightly from q j(‘) and the measurement
device needs to be characterized before using. Assuming the
setup works well, that is, the differences between the actual
and target distributions p j(‘) and q j(‘) are small, we expand
the former using the latter as a basis as follows
p j(‘) =
M
∑
k=0
c jk qk(‘), j = 0,1,2 . (14)
Having repeatedly measured a set of known separations ‘ =
{‘1,‘2, . . . ,‘N}, the probabilities p j can be estimated by the
corresponding relative frequencies f j = 〈n j〉/∑ j〈n j〉. Denot-
ing further f jα = f j(‘α), qkα = qk(‘α), and c
j
k = c jk, we obtain
three sets of linear equations to be solved for the set of un-
known detection coefficients c jk
f jk =∑
k
qkαc
j
k, j = 0,1,2 . (15)
The pseudo-inverse can be used to obtain standard solutions
minimizing the L2 norm,
c j = Q+f j, j = 0,1,2 . (16)
It turns out just a few (M ≈ 4) basis functions in Eq. (13)
are required to observe excellent fits of the detected relative
frequencies f j in terms of the corresponding theoretical mod-
els p j for all measured separations in the region of interest
‘ ∈ [0,2].
We next proceed to the parameter estimation step using
our characterized measurement. Each measurement returns a
three numbers, n0, n1, and n2. Assuming Poissonian statistics,
the separation is estimated by maximizing the log-likelihood
‘ˆ= argmax
‘
{
∑
j
n j log
[
p j(‘)
∑ j′ p j′(‘)
]}
(17)
subject to ‘ˆ ≥ 0 using a suitable optimization tool. Finally,
for every true separation we calculate the statistics of the es-
timates and compare the measurement errors to the relevant
classical and quantum resolution limits.
