We present, in discrete time, general-state-space dualities between content and insurance risk processes that generalize the stationary recursive duality of Asmussen and Sigman 3] and the Markovian duality of Siegmund 12] (both of which are one-dimensional). The main idea is to allow a risk process to be set-valued, and to de ne ruin as the rst time that the risk process becomes the whole space. The risk process can also become in nitely rich which means that it eventually takes on the empty set as its value. In the Markovian case, we utilize stochastic geometry tools to construct a Markov transition kernel on the space of closed sets. Our results connect with strong stationary duality of Diaconis and Fill 4]. As a motivating example, in multidimensional Euclidean space our approach yields a dual risk process for Kiefer-Wolfowitz workload in the classic G=G=c queue, and we include a simulation study of this dual to obtain estimates for the ruin probabilities.
Introduction
In one-dimensional Euclidean space a nice duality theory has been developed between \content" like processes (such as storage or queues) and insurance \risk" like processes.
The main result is that the probability that steady-state content exceeds level x equals the probability that a dual risk process, starting o at level x 0 (units of money), is eventually ruined (hits level 0). Speci cally, given a real-valued stochastic process fV n : n 0g with steady-state given by P(V x) = lim n!1 P(V n x), there exists a real-valued process fR n : n 0g with \ruin" time (x) = minfn : R n = 0jR 0 = xg; 1 if R n > 0 for all n 0, (1:1) such that P(V x) = P( (x) < 1)
(1:2) provided a certain stochastic monotonicity condition holds. In e ect, a steady-state probability can be replaced by a rst-passage time probability.
The two main general approaches to duality have been the classic Markovian approach of Siegmund 12] (\Siegmund duality") and the more recent stationary recursive approach of Asmussen and Sigman 3] . The application of such duality is severly limited due to the one-dimensional framework. For example, it can not be applied to c-dimensional queueing processes such as the classic Kiefer-Wolfowitz (see 8]) workload vector for G=G=c queues. In the present paper we generalize, in discrete time, both approches to the case when the content process has values in a general space. The generalizations are not merely simple and immediate extensions of the one-dimensional case but, as we show, are much more involved and require genuinely new ideas. In the Markovian case, for example, stochastic geometry is utilized. The main idea in both cases is to allow a risk process to be set-valued, and to de ne ruin as the rst time that the risk process becomes the whole space. The risk process can also become in nitely rich, which means that it eventually takes on the empty set as its value.
Section 2 presents the recursive approach, with the main result (Corollary 2.3) given in Section 2.3. Examples given include the Kiefer-Wolfowitz workload vector for G=G=c queues. Section 3 involves the Markovian approach and is more technical due to measuretheoretic and topological considerations. It is here that foundations of stochastic geometry play an elegant and fundamental role involving Choquet's Theorem. The dual Markov process is given in Section 3.2 (Proposition 3.4), a recursion for generating it via inependent, uniformly distributed random variables is given in Section 3.3, and the main result in the context of \risk" is given in Section 3.5 (Proposition 3.8). It uses notions of stochastic monotonicity on general spaces (Section 3.4). We also include there a result characterizing insensitivity of the content process to initial conditions in terms of the risk process | a kind of stability result. In Section 3.6 we show a connection between our duality and strong stationary duality. Finally, in the Appendix, a simulation study of the dual for the G=G=c queue is carried out for estimating steady-state delay probabilities via the corresponding ruin probabilities.
Stochastic recursive duality
In this section we extend to a general space setting the Asmussen and Sigman 3] concept of duality between one-dimensional real-valued stochastic processes (content and risk) given by recursions V n+1 = f(V n ; U n ); (2.1) R n+1 = g(R n ; U ?n?1 ); n 0; (2.2) where fU n : n = 0; 1; 2; : : : g is a given stationary driving sequence and g( ; u), for each xed u, is the generalized inverse of a given nondecreasing continuous function f( ; u) : 0; 1) ! 0; 1). With (x) de ned as in (1.1) and V steady-state content starting from 0, P(V x) = lim n!1 P(V n xjV 0 = 0), the duality takes its main form as P(V n xjV 0 = y) = P(R n yjR 0 = x); y 0; x 0; n 0 (2.3) P(V n xjV 0 = 0) = P( (x) n); x 0; n 0 (2.4) P(V x) = P( (x) < 1); x 0:
The basic idea for this one-dimensional duality is a one-to-one correspondence between the functions f( ) = f( ; u) and g( ) = g( ; u) such that the connection is f(y) x () g(x) y: (2:6) This correspondence can be explicitly established by the following inverse formulas g(x) = inffy : f(y) xg; (2.7) f(y) = supfx : g(x) yg: (2.8) The fact that g(0) = 0 and g(1) = 1 corresponds to the two absorbing states of the risk process: \ruin", and \in nitely rich".
General state space framework
One of the crucial problems we have to contend with is that in a general space IE a function f : IE ! IE need not have a unique inverse function g as in the one-dimensional scenario. To get around this obstacle, we introduce a set-valued dual function. 
and in D the dual sequence fV n (D) : n 0g by
Note that both sequences fV n (y) : n 0g and fV n (D) : n 0g depend on the sequence u, and if necessary we will express this dependence explicitly writing V n (y; u) and V n (D; u) respectively. Let 1 u denote the backwards shifted sequence (i.e., ( 1 u) n = u n?1 ), m+1 = 1 m and 0 u = u. Now we can prove the following fundamental result of this section. If IE, D and f( ; u) are such that conditions (C1)-(C2) are satis ed (with some element x 0 ), then we call fV n (D) : n 0g given by (2.11) the dual risk process to the given content process fV n (y) : n 0g. Moreover, for any initial D 2 D we de ne the ruin time (2:13) Note that ruin here means that the risk process eventually becomes the whole space IE: if V n (D) 3 x 0 for some n 0 then V n (D) = IE and thus V k (D) = f ?1 (IE) = IE for all k n. Instead of ruin, it is also possible that the risk process will eventually take on the empty set ; and, since f ?1 (;) = ;, that it will remain there forever after. If this happens we say that the risk process has become in nitely rich. These two cases serve as the absorbing points of the classic risk processes. It is also possible that neither points are reached and the process wanders around forever without ever hitting the sets IE or ;.
Under our stochastic framework we have the following consequence of the duality between content and risk processes. Remarks: (a) We cannot formally say that V n (D) is a \random element" of D. Whereas it is a mapping from ( ; B; P) into D, we have not speci ed a -algebra on D so it makes no sense to call it a \measurable mapping". Thus, we can not formally say that fV n (D) : n 0g is a stochastic process. However, for our results to hold we do not need to measure any events except those of the form fu 2 I U 1 : V n (D; u) 3 xg = fu 2 I U 1 : V n (x; n u) 2 Dg, which are indeed measurable subsets of I U 1 by the assumption that f = f(x; u) is a (jointly) measurable function. It follows that (D) is a random variable. The problem of choosing appropriate -elds on spaces of sets (avoided for now) involves stochastic geometry and is addressed in the next section. For completeness, in Final Remarks at the end of our paper, we discuss this measurability problem further.
(b) Note that without placing further conditions on f, (IE; E) and D we can not conclude from Corollary 2.3 that V m (x 0 ) converges \in distribution" to a steady-state random element V . We only know that lim m!1 P(V m (x 0 ) 2 D) exists for all sets D 2 D, which may not be a rich enough class to de ne a bona de probability distribution. The most common case in which this might hold is when IE is d-dimensional Euclidean space with Borel -algebra E, and f exibits some continuity and monotonicity properties so that a \Loynes' " construction (see Section 6.2 in 13] for example) can be employed. One would expect the same properties to be useful in choosing D and x 0 satisfying conditions (C1){ (C2).
Examples
We give now two examples.
Example 2.4 Classic case] Let IE = IR + = 0; 1) with the Borel -algebra and f( ) = f( ; u) be a continuous, nondecreasing function for each u. Take D = f x; 1) : x 2 IR + g. Then f ?1 ( x; 1)) = fy 0 : f(y) xg, which (if f is unbounded) by monotonicity is the interval g(x); 1) where g(x) is the inverse de ned in (2.7). By identifying each x with x; 1) we are able to identify f with g. Moreover, 0 gets identi ed with the whole space 0; 1), and so V n ( x; 1)) corresponds exactly to R n (x) as de ned in (2.2). We have thus obtained the duality that was presented in 3]. Note that if f is bounded, f(x) b, then f ?1 ( x; 1)) = ; for any x > b, which corresponds to g(x) = 1 in 3] . In this case the risk process fR n g can hit 1 (and remain there forever after) | hence the term in nitely rich. Remark: In spite of the fact that the dual risk process may be of much higher dimension then the original one, it still can be useful at least in simulation of the steady-state distribution of the content process. We develop Example 2.5 in this direction in the Appendix. 3 Siegmund duality on a general state space
The goal of this section is to extend Siegmund's 12] concept of duality to Markov processes on a general state space. The crucial observation of this approach, in the case of a non-negative real-valued Markov process fV n : n 0g with P x (V n 2 ) denoting P(V n 2 jV 0 = x), is that
de nes a \dual" Markov process fR n : n 0g on 0; 1], with P y (R n 2 ) denoting P(R n 2 jR 0 = y), such that P y (R n x) = P x (V n y); for all n 1 if and only if P x (V 1 y) is a right-continuous, nondecreasing function of x for each xed y 2 IR. The point here is that only under such restrictions does P ( ) (V 1 ) de ne a Markov transition kernel (M-t-k) on IR. The dual process has both 0 and 1 as absorbing states. (Note at this juncture that, unlike the recursive approach to duality, this Markov approach is non-constructive in that the dual process itself is never actually constructed; only its M-t-k is.)
A naive way of trying to extend this approach to IR d -valued Markov processes, is to try again to use (3.1) as the starting point. But the rather mild monotonicity and right-continuity conditions, su cient in one dimension, are no longer su cient in higher dimensions to ensure that this indeed de nes a M-t-k. Recall that the necessary condition for a function to be a multidimensional distribution function is having positive increments (see e.g. Section 1.33, pp. 37-38 in 7]) | and it seems unreasonable to assume such conditions here (for this would seriously limit the applicability of our theory).
Instead, motivated by our set-valued recursive approach, under suitable mild conditions, we will de ne a set-valued \dual" Markov process fV n : n 0g (by de ning an appropriate M-t-k) that satis es
where P D (V n 2 ) denotes P(V n 2 jV 0 = D).
Assume for the rest of this paper that fV n : n 0g is a given Markov process, with M-t-k K(x; D) = P x (V 1 2 D), on a locally compact, Hausdor and separable space IE with Borel -algebra B(IE). Our objective is to nd a measurable space, being a family of subsets of IE, and a M-t-k K on it so that the \dual" Markov process fV n : n 0g corresponding to K satis es (3.2) for all such subsets D and x 2 IE. We examine two main families of subsets of IE with their standard -algebras considered in stochastic geometry. (For technical details we refer to Matheron 10] .) The rst family is explored in the next section and, whereas it does not lead to a complete solution of our problem, it utilizes the main ideas from stochastic geometry needed and seems of interest in its own right. The complete solution is then given in Section 3.2.
3.1 Space law: The random set construction on the space of all subsets
Note that (3.2) itself is not enough to de ne uniquely a M-t-k: for example it does not tell us how to compute P D (fV 1 3 x 1 g fV 1 3 x 2 g) for distinct elements x 1 ; x 2 . Note however, that any such M-t-k would have to satisfy the inequalities
for any nite set I of distinct elements x 2 IE. The upper bound above might exceed 1, so it can't in general de ne a probability measure, but the lower max bound in fact can be used to de ne a probability measure for each xed D 2 B(IE), and we proceed to show how to do so next. It is not di cult to check that (3.5) and (3.6){(3. D IE) , and thus we cannot construct from it a bona de M-t-k on P(IE) using Chapman-Kolmogorov equations. What we have is, for xed D 2 B(IE), a random set V 1 satisfying (3.2) for n = 1. But this random set might take its value as a set that is not in B(IE) ruling out our construction to a next transition V 2 . (Moreover, note that in general B(IE) 6 2 M.) Thus we will re ne our analysis in the next section by nding another space that serves our purpose and involves the topology of IE. Recall that a real-valued function f : X ?! IR given on a topological space X is called upper semi-continuous if the set fx 2 X : f(x) < wg is an open (or equivalently, fx 2 X : f(x) wg is a closed) subset of X for all w 2 IR. Note that an upper semi-continuous function is measurable with respect to the Borel -algebra on X. The following lemma justi es our (USC)-terminology and provides results that will be useful in the sequel; its proof is given at the end of this section. for all x 2 IE, D 2 F and n 1. In order to prove (3.11) note by (3.9) that it holds for n = 1. Now suppose that it holds for some n 1 We can also choose G 1 to be relatively compact. Then, there exist a convergent sequence fx n g of points G n 3 x n ! y, such that lim n K(x n ; D) = z: By 
Stochastic recursion for the dual Markov process
There is a simple way of recursive \generation" the dual Markov process given by Proposition 3. 
Stochastic monotonicity
The purpose of this section is to explore further natural conditions to place on our Markov process so that it can be viewed as a \content" process and its dual can be viewed as a \risk" process, thus allowing us to obtain results analogous to Corollary 2.3. There is a natural way to generalize the notion of stochastic monotonicity of Markov processes considered by Siegmund. For a general survey on this subject see Section 28, p. 92{98 in 14], and here we brie y introduce the main concept.
A relation on IE is called a partial order if it satis es the following two properties: if x y and y z then x z, and if x y and y x then x = y. Usually it is convenient to assume that is a closed relation; i.e., f(x; y) : x yg is a closed subset of IE 2 , and we shall always assume this is so. Note that inclusion is a partial order on F.
Given a partial order on IE a real function f( ) on IE is called nondecreasing if x y implies f(x) f(y). A strong partial order st on the family of probability distributions on (IE; B(IE)) can be introduced in the following way: we say that P 1 ( ) st P 2 ( ) if
for all measurable, bounded, nondecreasing, real functions f( ) on IE. Finally, we say that a Markov process fV n g with M-t-k K on (IE; B(IE)) is stochastically monotone if for all measurable, bounded, nondecreasing functions f( )
f(y) K n (x; dy) is nondecreasing in x for each n 1:
It is easily seen that if (3.16) holds for n = 1 then it holds for all n 1. Note that stochastic monotonicity is actually a property of the M-t-k. 
Content and Risk
Note that in Proposition 3.7 we do not assume any order on IE (so our Markov process fV n g need not be stochastically monotone itself). From now on we assume that is a given partial order on IE. Let us introduce the following two conditions: (D1) fV n g is stochastically monotone with respect to , (D2) there exists a minimal element x 0 in IE such that x 0 y for all y 2 IE.
A Markov process with M-t-k K on (IE; B(IE)) satisfying condition (USC) for all D 2 F and (D1){(D2) will be called a content process, and its dual will be called a dual (3.18) where P( ) is the probability on the underlying space on which the process fV n (D)g is de ned.
Remarks: (a) Note that even if the class A is large enough to de ne a probability measure on IE, it is not in general a convergence determining class. Thus there is no guarantee that the limit in (3.18) de nes a probability distribution. In general one needs relative compactness / tightness of the sequence of distributions of fV n g. Now we prove the proposition Proof: (Proposition 3:8) Formula (3.17) follows from (3.11) and Lemma 3.9, and (3.18) is a straightforward consequence of (3.17).
Using our dual process we can characterize insensitivity to initial conditions of the content process limiting behavior. We precede the proof with the following lemma.
Lemma 3.11 Under conditions of Proposition 3:8, possibly except (D2), for any x 1 ; x 2 2 IE such that x 1 x 2 P x 2 (V n 2 D) ? P x 1 (V n 2 D) = P D (V n 3 x 2 ; V n 6 3 x 1 ): Proof: Take the version fV n g = fF n (D; W)g from Corollary 3.6 as the dual risk process. . The su cient condition (3.20) loosely can be interpreted as meaning that the risk process ultimately is either ruined or tends towards becoming in nitely rich | it can't wander around forever between these two extremes.
Strong stationary duality
The purpose of this section is to comment on the relation between Siegmund duality and strong stationary times for Markov processes. This relation was initially observed by Diaconis and Fill 4] for nite state space Markov chains.
A strong stationary time for an irreducible aperiodic Markov chain X = fX n : n 0g on a nite state space is a randomized stopping time T, for which X T is has the stationary distribution of X and is independent of T. Such a time yields sharp bounds on certain measures of nonstationarity for X at xed deterministic times n. In Diaconis and Fill 4] it is shown that T can be constructed as the absorption time of a dual Markov chain X = fX n : n 0g (called the strong stationary dual to X). A strong stationary dual process X is a Markov chain on the same probability space as X, with a nite state space, and satisfying the following conditions:
(SSD.1) For each n 0, X n and the chain X are conditionally independent given X 0 ; : : : ; X n ; (SSD.2) X has at least one absorbing state, call it , such that the conditional distribution L(X n jX 0 =x 0 ; : : : ; X n?1 =x n?1 ; X n = ) for x i 6 = (i = 0; : : : ; n?1) is equal to the stationary distribution of X. Suppose X has initial distribution 0 and transition matrix K. When seeking to build its strong stationary dual X with an initial distribution 0 and a transition matrix K Diaconis and Fill 4] consider the following algebraic duality between ( 0 ; K) and ( 0 ; K ) 0 = 0 ; (3.21) K = K ; (3.22 ) where is a link, i.e. a transition matrix between the state spaces of X and X . It is shown in Diaconis and Fill 4] that a natural choice of the dual state space is the space of all subsets of the state space of X. Moreover if X is stochastically monotone then we can take X to be a Doob transform of Siegmund's dual of the time reversal of X.
It is far beyond the scope of this paper to try to develop an analogous theory for Markov processes on a general state space. This can be the subject of a further research. Here we concentrate only on showing that the algebraic duality (3.22) holds between V and a Doob transform of Siegmund's dual (as de ned in section 3.2) of the time reversal of V , with taken to be the truncated stationary distribution of X.
Let V be a Markov process on a locally compact, Hausdorf, and separable metric space IE with M-t-k K, and suppose there exist a stationary distribution = ( ) satisfying 
Examples
Example 3.13 Siegmund duality on IR + ] Consider a Markov chain fV n g on IE = IR + = 0; 1) with M-t-k K satisfying the conditions of Siegmund duality in 12] (monotonicity and right-continuity in x of P x (V 1 z) = K(x; z; 1))). Note that under these conditions, both: (USC) for all D 2 F, and (D1){(D2) with taken to be the usual order on IR and x 0 = 0, hold. We will show here that our set-valued dual Markov risk process fV n g can be identi ed with Siegmund's one-dimensional one fR n g (given by M-t-k (3.1)) in the following sense: their versions can be chosen so that V n = R n ; 1) n 0 (generalized) inverse of G z . By the induction principle it follows that our fV n g is of the form (3.24), where the sequence of random variables fR n g satis es the recursion R n+1 = R(R n ; W n+1 ); with fW n g being independent, uniformly distributed random variables on 0; 1]. This fR n g is a Markov process and we need only to show that P(R 1 xjR 0 = z) = P x (V 1 z).
Let W be uniformly distributed on 0; 1], then P(
because G ?1 z is the generalized inverse of G z (in simulation this is referred to as the method of inversion for generating a random variable with a given distribution G z ).
Example 3.14 GI=GI=c queue] In the special case when arrival times form a renewal process and service times are independent identically distributed random variables (iid for short), the G=G=c model from Example 2.5 is denoted by GI=GI=c and has the special feature that fV n g forms a Markov chain. We explore here, in the c = This inequality is a consequence of our choice made in Proposition 3.1 (see the Remark after it) for the space law. Still, the equality holds for I = fxg in the general case, as well as for arbitrary I 2 J in the case of a stochasticly monotone Markov process on the real line. In the case of content and risk this means that one has two choices for the risk process both of which yield the same ruin probabilities, as in the case of the GI=GI=c queue (recall Examples 2.5 and 3.14). and then proceed in the spirit of Section 3. Unlike the Markovian framework (where we use the max space law), this is well de ned in the recursive approach because (recall (2.10)) fV n (x)g is constructed recursively from the same driving sequence for all x. Consequently, the event x2I fV n (x) 2 Dg is a measurable subset of I U 1 .
3. One might nd it a bit awkward that in our set-valued risk processes, \ruin" corresponds to the event that the risk process eventually takes its value as the whole space IE, and \in nitely rich" to the event that the empty set ; is hit. But one can simply re-de ne the risk process to be its set complement IE n V n , in which case ruin will correspond to hitting the empty set and in nitely rich to the whole space. We chose things as we did for mathemtical convenience. 4. Although in most applications one constructs a set-valued risk process from a given content process, we could go the other way around, and start with V as a risk process. Instead of conditions (D1){(D2) we can assume that there exist a closed absorbing set 2 F for V , satisfying K(x; ) = 1 for all x 2 . Typically = fx 0 g for some x 0 2 IE. Then we can express stationary probabilities for the set valued dual V in terms of the ruin time (time to absorbtion in ) for V , P(V n 2 for some nite njV 0 = x) = lim n!1 P(V n 3 xjV 0 = ):
5. Appendix: Simulation of ruin probailities of the KieferWolfowitz dual risk process
We continue Example 2.5 and show how the dual process can be used for simulation of the steady state distribution of the Kiefer-Wolfowitz workload vector in GI=GI=2 queue. We are interested in estimating the distribution of customer delay as expressed in (2.16). We assume that U = f(S n ; T n ) : n = 0; 1; 2; : : : g is a sequence of iid random vectors, and for each n the random variables S n and T n are independent with cumulative distribution functions, respectively, B( ) and A( ). We assume from now on the stability condition where fV m (x; u) : m 0g satis es (2.1) with f( ; u) given by (2.14). By Corollary 2.3 p(x 1 ; x 2 ) = P( (D(x 1 ; x 2 ); U) < 1); where (D; u) is given by (2.13) with the dual f( ; u) given by (2.15).
It is impossible to estimate this (rare-event) probability by the so called Crude Monte Carlo method on an in nite horizon; i.e., using the estimator p( 1 ) for (n 1) are independent copies ofŨ. Unfortunately we are note able to show that this estimate has the property of almost bounded relative error, as de ned e.g. in Glasserman and Wang 5].
Remark: We point out that the queue driven with distribution functionsÃ( );B( ) is considered (as a special case) in 11], and called a -conjugate twisted queue; the parameter is proven there to give the tight limit p(x; x) Ce ? x as x ! 1 for some constant C. However no dual process is considered there; the proof is based on large deviation techniques for Harris-recurrent Markov chains.
The following table shows some numerical examples of this estimation via simulation of the dual process with N = 10; 000 (the program was written in C, compiled with gcc without optimization, and run on a Pentium II 300 Mhz under Linux). In order to be able to compare our approximations with the exact values we assumed exponential distributions for both inter-arrival and service times with intensities, respectively, and . We estimate the stationary distribution of customer delay P(V (1) x) = p(x; x), and compare with the exact value given by p(x; x) = 2 Table 1 shows estimated stationary delayp(x; x) given by (A.4) with N=10,000 trials, for the two-server queue with exponential service and interarrival times with parameters and = 2 . The percentage error of the estimation compared with the exact value is E, whereas CI is the halfwidth of the con dence interval divided by the estimate (we omit it if its value is unreliable due to rounding errors). The number M displays the \complex-ity" of the dual process | it is the number of orthants D(x 1 ; x 2 ) required to de ne its set value at a given time, maximized in each trial and averaged over all trials. Finally, CT is computer time; i.e., the number of seconds that the system spent when computing the estimate in 10,000 trials. 
