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a b s t r a c t
Let X1, . . . , Xn be independent exponential random variables with respective hazard rates
λ1, . . . , λn, and let Y1, . . . , Yn be independent exponential random variables with common
hazard rate λ. This paper proves that X2:n, the second order statistic of X1, . . . , Xn, is larger
than Y2:n, the second order statistic of Y1, . . . , Yn, in terms of the likelihood ratio order if
and only if
λ ≥ 1
2n− 1
(
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
)
with Λk = ∑ni=1 λki , k = 1, 2, 3. Also, it is shown that X2:n is smaller than Y2:n in terms of
the likelihood ratio order if and only if
λ ≤
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 .
These results formnice extensions of those on the hazard rate order in Paˇltaˇnea [E. Paˇltaˇnea,
On the comparison in hazard rate ordering of fail-safe systems, Journal of Statistical
Planning and Inference 138 (2008) 1993–1997].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Order statistics play an important role in statistics, reliability theory, andmany applied areas. Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n
denote the order statistics of random variables X1, X2, . . . , Xn. It is well known that the kth order statistic Xk:n is the lifetime
of an (n− k+ 1)-out-of-n system, which is a very popular structure of redundancy in fault-tolerant systems and has been
applied in industrial and military systems. In particular, the lifetimes of parallel and series systems correspond to the order
statistics,Xn:n andX1:n. Order statistics have been extensively investigated in the casewhen the observations are independent
and identically distributed (i.i.d). However, in some practical situations, observations are non-i.i.d. Due to the complicated
expression of the distribution in the non-i.i.d case, only limited results are found in the literature. One may refer to [1–3]
for comprehensive discussions on this topic, and the recent review article of [4] for results on the independent and non-
identically distributed (i.ni.d) case.
Due to the nice mathematical form and the unique memoryless property, the exponential distribution has widely been
applied in statistics, reliability, operations research, life testing andother areas. Readersmay refer to [5,6] for an encyclopedic
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treatment to developments on the exponential distribution. Here, we will focus on the second order statistic, which
characterizes the lifetime of the (n−1)-out-of-n system (referred as the fail-safe system) in reliability theory and yields the
winner’s price for the bid in the second price reverse auction; see, for example, [7,8]. Pledger and Proschan [9] were among
the first to compare stochastically the order statistics of non-i.i.d exponential random variables with corresponding order
statistics from i.i.d exponential random variables. Since then, many researchers followed up this topic including [10–18]. It
is alsoworth noting that some stochastic comparison results on order statistics from two i.ni.d. (not necessarily exponential)
samples are closely related to the subject matter of this paper. For instance, [19] proved that the order statistics from two
different collections of random variables are ordered in the likelihood ratio order if the underlying random variables are so
ordered. Similar results were also given by [20].
For ease of reference, let us first recall some stochastic orderswhich are closely related to themain results to be developed
here in this paper. Throughout, the term increasing stands for monotone non-decreasing and the term decreasing stands for
monotone non-increasing.
Definition 1.1. For two random variables X and Y with their densities f , g and distribution functions F , G, let F¯ = 1− F and
G¯ = 1− G. As the ratios in the statements below are well defined, X is said to be smaller than Y in the:
(i) likelihood ratio order (denoted by X ≤lr Y ) if g(x)/f (x) is increasing in x;
(ii) hazard rate order (denoted by X ≤hr Y ) if G¯(x)/F¯(x) is increasing in x;
(iii) stochastic order (denoted by X ≤st Y ) if G¯(x) ≥ F¯(x).
For a comprehensive discussion on stochastic orders, one may refer to [21,22].
Suppose X1, . . . , Xn are independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Let
Y1, . . . , Yn be a random sample of size n from an exponential distributionwith common hazard rate λ. Bon and Paˇltaˇnea [16]
showed, for 1 ≤ k ≤ n,
Xk:n≥st Yk:n ⇐⇒ λ ≥
[(n
k
)−1 ∑
1≤i1<···<ik≤n
λi1 . . . λik
] 1
k
. (1.1)
Recently, [18] further proved
X2:n≥hr Y2:n ⇐⇒ λ ≥ λˇ =
√(n
2
)−1 ∑
1≤i<j≤n
λiλj (1.2)
and
X2:n≤hr Y2:n ⇐⇒ λ ≤
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 . (1.3)
These two results partially improve (1.1) in the case with k = 2.
This paper investigates the likelihood ratio order instead. In this regard, it is proved that
X2:n≥lr Y2:n ⇐⇒ λ ≥ λˆ = 12n− 1
(
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
)
(1.4)
withΛk =∑ni=1 λki , k = 1, 2, 3. Also,
X2:n≤lr Y2:n ⇐⇒ λ ≤
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 . (1.5)
These two results form nice extensions of (1.2) and (1.3). Some examples of special cases are given for illustrating the
performance of our main results.
2. Preliminaries
This section presents some useful lemmas, which are not only helpful for proving our main results in what follows, but
are also of independent interest.
Definition 2.1. Suppose two vectors x = (x1, . . . , xn) and y = (y1, . . . , yn). Let x(1) ≤ · · · ≤ x(n) and y(1) ≤ · · · ≤ y(n) be
the increasing arrangements of their components, respectively.
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(i) x = (x1, . . . , xn) ∈ Rn is said to majorize y = (y1, . . . , yn) ∈ Rn (written as x m y) if
j∑
i=1
x(i) ≤
j∑
i=1
y(i), for j = 1, . . . , n− 1,
and
∑n
i=1 x(i) =
∑n
i=1 y(i);
(ii) x ∈ Rn is said to weakly majorize y ∈ Rn (written as x w y) if
j∑
i=1
x(i) ≤
j∑
i=1
y(i), for j = 1, . . . , n;
(iii) x ∈ Rn+ is said to be p-larger than y ∈ Rn+ (written as x
p y) if
j∏
i=1
x(i) ≤
j∏
i=1
y(i), for j = 1, . . . , n.
Clearly, x
m y implies x w y, and x p y is equivalent to log(x) w log(y). Here log(x) is the vector of logarithms of the
coordinates of x. Khaledi and Kochar [14] proved that x
m y implies x p y for x, y ∈ Rn+. The converse is, however, not true.
Those functions that preserve the majorization ordering are said to be Schur-convex. For more discussions on majorization
orders and their applications, see [23,13,15].
Boland et al. [24] proved that, for X1, X2, Y1, Y2, independent exponential random variables with respective hazard rates
λ1, λ2, λ
∗
1, λ
∗
2 ,
(λ1, λ2)
m (λ∗1, λ∗2) H⇒ X1 + X2≥lr Y1 + Y2. (2.1)
As the first result, Theorem 2.2 presents a characterization of X1 + X2≥lr Y1 + Y2 and hence improves (2.1). It should
be remarked here that [25] built this result in a completely different but lengthy way, and also that it is only a one-way
implication. Here, we present a simple and brief proof and summarize it in terms of the weakly majorization order, and
moreover it is a two-way implication result.
Theorem 2.2. For independent exponential random variables X1, X2, Y1, Y2 with respective hazard rates λ1, λ2, λ∗1, λ
∗
2 ,
X1 + X2≥lr Y1 + Y2 ⇐⇒ (λ1, λ2)
w (λ∗1, λ∗2).
Proof. Without loss of generality, let us assume λ1 ≤ λ2 and λ∗1 ≤ λ∗2 .
⇐H If λ∗1 ≥ λ1+λ22 , let Z and W be two independent exponential random variables with common hazard rate λ1+λ22 .
Obviously, we have λ1+λ22 ≤ λ∗1 ≤ λ∗2 . Since the exponential distribution has log-concave density, from Theorem 1.C.9 of
[21], it follows that Z + W ≥lr Y1 + Y2. On the other hand, we also have
(
λ1+λ2
2 ,
λ1+λ2
2
) m (λ1, λ2). By Example 1.C.50 of
[21], we have X1 + X2≥lr Z +W . Now, we reach the required result by transitivity.
If λ∗1 <
λ1+λ2
2 , it is easy to observe that
λ1 ≤ λ∗1 <
λ1 + λ2
2
< λ1 + λ2 − λ∗1 ≤ min(λ2, λ∗2).
Since (λ1, λ2)
m (λ∗1, λ1 + λ2 − λ∗1), we have X1 + X2≥lr X ′1 + X ′2, where X ′1 and X ′2 are independent exponentials having
respective hazard rates λ∗1 and λ1 + λ2 − λ∗1 . On the other hand, as discussed above, it also holds that X ′1 + X ′2≥lr Y1 + Y2.
Hence, we reach the required result again.
H⇒ Denote by f(λ1,λ2) and f(λ∗1,λ∗2) the density functions of X1 + X2 and Y1 + Y2, respectively. If λ1 > λ∗1 , then
lim
t→∞
f(λ1,λ2)(t)
f(λ∗1,λ∗2)(t)
= lim
t→∞
λ1λ2
λ2−λ1 ·
(
e−λ1t − e−λ2t)
λ∗1λ∗2
λ∗2−λ∗1 ·
(
e−λ∗1t − e−λ∗2t
)
= lim
t→∞
λ1λ2(λ
∗
2 + λ∗1)
λ∗1λ
∗
2(λ2 − λ1)
· 1− e
(λ1−λ2)t
1− e(λ∗1−λ∗2)t · e
(λ∗1−λ1)t
= 0.
This contradicts the fact that
f(λ1,λ2)(t)
f(λ∗1 ,λ∗2)(t)
is increasing in t > 0. Hence, we conclude that λ1 ≤ λ∗1 .
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On the other hand, by Taylor ’s expansion at the origin, we have, for t > 0,
f(λ1,λ2)(t) = λ1λ2
(
t − λ1 + λ2
2
t2
)
+ o (t2) ,
and its derivative
f ′(λ1,λ2)(t) = λ1λ2 − λ1λ2(λ1 + λ2)t + o(t).
As a result,
f ′(λ1,λ2)(t)
f(λ1,λ2)(t)
= λ1λ2 − λ1λ2(λ1 + λ2)t + o(t)
λ1λ2t + o(t) =
1
t
− (λ1 + λ2)+ o(1).
Similarly,
f ′
(λ∗1,λ∗2)
(t)
f(λ∗1,λ∗2)(t)
= 1
t
− (λ∗1 + λ∗2)+ o(1).
By X1 + X2≥lr Y1 + Y2, we have, for t > 0,
f ′(λ1,λ2)(t)
f(λ1,λ2)(t)
≥
f ′
(λ∗1,λ∗2)
(t)
f(λ∗1,λ∗2)(t)
,
and this implies λ1 + λ2 ≤ λ∗1 + λ∗2 . 
The following lemma will be used to prove Lemma 2.4.
Lemma 2.3 ([23], p. 57). Let I ⊂ R be an open interval. A continuously differentiable function ϕ : In → R is Schur-convex on In
if and only if, for all i 6= j and z ∈ In,
(zi − zj)
[
ϕ(i)(z)− ϕ(j)(z)
] ≥ 0,
where ϕ(i)(z) is the partial derivative with respect to its ith argument.
The lemma belowwill be useful to prove themain result in the next section. For brevity, let us first introduce the notation
Λk =∑ni=1 λki , k = 1, 2, 3 andΛ(m) =∑ni=1 λi − λm,m = 1, . . . , n.
Lemma 2.4. Let λ = (λ1, . . . , λn) be a positive vector. Then
λ¯ ≥ λˆ = 1
2n− 1
(
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
)
, (2.2)
where λ¯ = 1n
∑n
i=1 λi is the arithmetic mean of λ′s.
Proof. The right side of (2.2) may be rewritten as
λˆ = 1
2n− 1
(
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
)
= 1
2n− 1
2Λ1 −
n∑
i=1
λ2iΛ(i)
n∑
i=1
λiΛ(i)
 .
To reach the required result, we need to prove
λˆ = 1
2n− 1
2Λ1 −
n∑
i=1
λ2iΛ(i)
n∑
i=1
λiΛ(i)
 ≤ Λ1n = λ¯,
which is in fact equivalent to
n∑
i=1
λi
Λ1
λiΛ(i) ≥
n∑
i=1
1
n
λiΛ(i).
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Note that, for any i 6= j,
λiΛ(i)− λjΛ(j) = (λi − λj)[Λ1 − (λi + λj)] sgn= λi − λj,
and so it suffices to prove that, under the restriction pi − pj sgn= yi − yj for i 6= j, the function g(p1, . . . , pn) = ∑ni=1 piyi is
Schur-convex in (p1, . . . , pn), where
∑n
i=1 pi = 1 and yi > 0 for i = 1, . . . , n. It is easy to verify that, for i 6= j,
(pi − pj)
[
∂g(p1, . . . , pn)
∂pi
− ∂g(p1, . . . , pn)
∂pj
]
= (pi − pj)(yi − yj) ≥ 0.
Then, the desired result follows immediately from Lemma 2.3. 
3. Main results
In this section, we present the main results. The first one is an analogue of Lemma 2.1 in [18].
Lemma 3.1. Let X be an exponential random variable with hazard rate a and Y be a mixture of exponential random variables,
with the distribution function FY =∑ni=1 piFai such that∑ni=1 pi = 1 and Fai is the distribution function of a exponential random
variable with hazard rate ai > 0. Then
X ≤lr Y ⇐⇒ a ≥
n∑
i=1
pia2i
n∑
i=1
piai
(3.1)
and
X ≥lr Y ⇐⇒ a ≤ min
1≤i≤n ai. (3.2)
Proof. It iswell known that log-convexity is preservedundermixing (see [26]),which implies that the ratio f
′
Y (t)
fY (t)
is increasing
in t ≥ 0. Note that, for t ≥ 0
∆Y (t) = f
′
Y (t)
fY (t)
= −
n∑
i=1
pia2i e
−ait
n∑
i=1
piaie−ait
,
and we have
− min
1≤i≤n ai = limt→∞∆Y (t) ≥ ∆Y (t) ≥ ∆Y (0) = −
n∑
i=1
pia2i
n∑
i=1
piai
.
Assume X ≤lr Y , it holds that
−
n∑
i=1
pia2i
n∑
i=1
piai
= ∆Y (0) ≥ ∆X (0) = −a,
which implies the right-hand side of (3.1).
Conversely, if the right-hand side of (3.1) holds, then
∆X (t) = −a ≤ −
n∑
i=1
pia2i
n∑
i=1
piai
= ∆Y (0) ≤ ∆Y (t),
which is actually an equivalent characterization for X ≤lr Y .
Equivalence in (3.2) may be proved in a similar manner and hence is omitted. 
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Theorem 3.2. Let X1, . . . , Xn be independent exponential random variables with respective hazard rates λ1, . . . , λn, and
Y1, . . . , Yn be a random sample of size n from an exponential population with hazard rate λ. Then, X2:n≥lr Y2:n if and only if
λ ≥ λˆ = 1
2n− 1
(
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
)
withΛk =∑ni=1 λki , k = 1, 2, 3.
Proof. Sufficiency X2:n has its density function as, for t ≥ 0,
fX2:n(t) = −(n− 1)Λ1e−Λ1t +
n∑
i=1
Λ(i)e−Λ(i)t .
Applying Taylor ’s expansion at the origin, we get
fX2:n(t) = −
[
n∑
i=1
Λ2(i)− (n− 1)Λ21
]
t + 1
2
[
(n− 1)Λ31 −
n∑
i=1
Λ3(i)
]
t2 + o(t2),
and the derivative of the density function
f ′X2:n(t) = −
[
n∑
i=1
Λ2(i)− (n− 1)Λ21
]
+
[
(n− 1)Λ31 −
n∑
i=1
Λ3(i)
]
t + o(t).
Thus,
∆X2:n(t) =
f ′X2:n(t)
fX2:n(t)
= 1
t
+
(n− 1)Λ31 −
n∑
i=1
Λ3(i)
n∑
i=1
Λ2(i)− (n− 1)Λ21
+ o(1).
Likewise,
∆Y2:n(t) =
f ′Y2:n(t)
fY2:n(t)
= 1
t
− (2n− 1)λ+ o(1).
Since X2:n≥lr Y2:n implies∆X2:n(t) ≥ ∆Y2:n(t) for all t ≥ 0, we have
λ ≥
(n− 1)Λ31 −
n∑
i=1
Λ3(i)
(2n− 1)
[
(n− 1)Λ21 −
n∑
i=1
Λ2(i)
] = 1
2n− 1
[
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
]
= λˆ.
Necessity. According to [27], the first sample spacing X1:n is independent of the second sample spacing X2:n−X1:n. Let T1 be
an exponential random variable with hazard rateΛ1, and T2 be amixture of exponential random variables with distribution
function FT2 =
∑n
i=1
λi
Λ1
FΛ(i), which is independent of T1. Then, X2:n
st= T1+T2. Likewise, Y2:n st= U1+U2, where U1 and U2 are
independent exponential random variables with respective hazard rates nλ and (n − 1)λ. Consider the other exponential
random variable T3 with hazard rate
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
=
n∑
i=1
λi
Λ1
Λ2(i)
n∑
i=1
λi
Λ1
Λ(i)
,
which is independent of T1. From equivalence (3.1) in Lemma 3.1, it follows immediately that
T2≥lr T3.
Since T1 has a log-concave density, by Theorem 1.C.9 of [21], we have
T1 + T2≥lr T1 + T3.
To reach the desired conclusion, we need to prove
T1 + T3≥lr U1 + U2.
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Due to Theorem 2.2, it suffices to showΛ1,
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
 w (nλ, (n− 1)λ).
Since
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
= Λ1 −
n∑
i=1
λ2i
n∑
i=1
λi
< Λ1,
it is enough to prove the following two statements:
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
≤ (n− 1)λ (3.3)
and
Λ1 +
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
≤ (2n− 1)λ. (3.4)
Note that
λˆ = 1
2n− 1
[
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
]
= 1
2n− 1
Λ1 +
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
 , (3.5)
and so
n∑
i=1
λiΛ
2(i)
n∑
i=1
λiΛ(i)
= (2n− 1)λˆ−Λ1 ≤ (2n− 1)λˆ− nλˆ = (n− 1)λˆ ≤ (n− 1)λ,
and hence (3.3) holds by Lemma 2.4. By using (3.5), inequality (3.4) can be directly derived from Lemma 2.4. 
As pointed out earlier in Section 1, Paˇltaˇnea [18] built characterization (1.2) on hazard rate order under the setup in
Theorem 3.2. Since the likelihood ratio order implies the hazard rate order, it may be concluded that
λ˜ ≤ λˇ ≤ λˆ ≤ λ¯, (3.6)
where λ˜ is the geometric mean of λ′s. The following example is an illustration of the above assertion.
Example 3.3. For an independent exponential random vector (X1, X2, X3) with hazard rate vector (λ1, λ2, λ3) =
(5.5, 5.5, 40), it can be easily evaluated that
λˆ ≈ 16.0719, λ˜ ≈ 10.656, λˇ ≈ 12.52, λ¯ = 17.
Clearly, (3.6) holds.
Consider independent and identical exponential random variables (Y1, Y2, Y3) with the common hazard rate λ = λˇ.
By equivalence (1.2), we have X2:3≥hr Y2:3. However, with fX2:3 and fY2:3 denoting the density functions of X2:3 and Y2:3,
respectively, we have
fX2:3(0.02)
fY2:3(0.02)
≈ 0.8604 > 0.788055 ≈ fX2:3(0.04)
fY2:3(0.04)
.
Thus, the ratio
fX2:3 (x)
fY2:3 (x)
is not increasing with respect to x ≥ 0, which reveals X2:3 6≥lr Y2:3. 
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Theorem 3.4. Let X1, . . . , Xn be independent exponential random variables with respective hazard rates λ1, . . . , λn, and
Y1, . . . , Yn be a random sample of size n from an exponential population with hazard rate λ. Then, X2:n≤lr Y2:n if and only if
λ ≤
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 .
Proof. Paˇltaˇnea [18] proved that X2:n≤hr Y2:n if and only if λ ≤
∑n
i=1 λi−max1≤i≤n λi
n−1 = min1≤i≤n Λ(i)n−1 with Λ(m) =
∑n
i=1 λi −
λm,m = 1, . . . , n. Since the likelihood ratio order implies the hazard rate order, it suffices to prove that λ ≤ min1≤i≤n Λ(i)n−1
implies X2:n≤lr Y2:n.
Suppose T1 is exponential with hazard rateΛ1, T2 is amixture of exponential random variableswith distribution function
FT2 =
∑n
i=1
λi
Λ1
FΛ(i), and T4 is an exponential randomvariablewith hazard ratemin1≤i≤nΛ(i), both ofwhich are independent
of T1. According to (3.2), it follows from λ ≤ min1≤i≤n Λ(i)n−1 that T2≤lr T4. Also, by Theorem 1.C.9 of [21], we have
X2:n
st= T1 + T2≤lr T1 + T4.
Suppose U1 and U2 are independent exponential random variables with respective hazard rates nλ and (n − 1)λ. Now, we
only need to prove
T1 + T4≤lr U1 + U2 st= Y2:n.
By Theorem 2.2 again, this inequality is equivalent to(
Λ1, min
1≤i≤nΛ(i)
)
w (nλ, (n− 1)λ). (3.7)
It is easy to verify that
min
{
Λ1, min
1≤i≤nΛ(i)
}
= min
1≤i≤nΛ(i) ≥ (n− 1)λ = min{nλ, (n− 1)λ}
and
Λ1 + min
1≤i≤nΛ(i) =
1
n− 1
n∑
i=1
Λ(i)+ min
1≤i≤nΛ(i) ≥ (2n− 1)
min
1≤i≤nΛ(i)
n− 1 ≥ (2n− 1)λ,
which guarantees inequality (3.7). This completes the proof. 
As a consequence of Theorems 3.2 and 3.4, we immediately obtain the following corollary, which compares the
corresponding second order statistics in terms of the likelihood ratio order for the case when both exponential samples
are heterogeneous.
Corollary 3.5. Let X1, . . . , Xn be independent exponential random variables with respective hazard rates λ1, . . . , λn, and
Y1, . . . , Yn be another set of exponential random variables with respective hazard rates µ1, . . . , µn. If
1
2n− 1
[
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
]
≤
n∑
i=1
µi − max
1≤i≤n
µi
n− 1
withΛk =∑ni=1 λki , k = 1, 2, 3, then
X2:n≥lr Y2:n.
Proof. Let Z1, . . . , Zn be a random sample of size n from an exponential population with hazard rate λ such that
1
2n− 1
[
2Λ1 + Λ3 −Λ1Λ2
Λ21 −Λ2
]
≤ λ ≤
n∑
i=1
µi − max
1≤i≤n
µi
n− 1 .
From Theorems 3.2 and 3.4, it follows that
X2:n≥lr Z2:n≥lr Y2:n. 
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Upon applying an argument similar to that used by Paˇltaˇnea [18] to prove (1.2) and (1.3), an analogue of Corollary 3.5 on
the hazard rate order can also be established.
Corollary 3.6. Let X1, . . . , Xn be independent exponential random variables with respective hazard rates λ1, . . . , λn, and
Y1, . . . , Yn be another set of exponential random variables with respective hazard rates µ1, . . . , µn. If√√√√√
∑
1≤i<j≤n
λiλj( n
2
) ≤
n∑
i=1
µi − max
1≤i≤n
µi
n− 1 ,
then
X2:n≥hr Y2:n.
Under the setup of the above corollary, Dykstra et al. [12] showedwith the help of a counterexample that (λ1, . . . , λn)
m
(µ1, . . . , µn) does not imply X2:n≥hr Y2:n, and so is the likelihood ratio order between X2:n and Y2:n. Here, Corollaries 3.5
and 3.6 provide, respectively, the sufficient conditions for the likelihood ratio order and the hazard rate order between X2:n
and Y2:n.
4. Examples
In order to illustrate the performance of our main results established in Section 3, we present here some interesting
special cases. Let X1, . . . , Xn be independent exponential random variables with respective hazard rates λ1, . . . , λn, and
Y1, . . . , Yn be a random sample of size n from an exponential population with hazard rate µ. For the sake of convenience,
let us denote
λ` =
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 .
Example 4.1. Suppose that λ1 = · · · = λn = λ. In this case, it is easy to check
λˆ = 1
2n− 1
[
2Λ31 − 3Λ1Λ2 +Λ3
Λ21 −Λ2
]
= 1
2n− 1
n(n− 1)(2n− 1)λ3
n(n− 1)λ2 = λ
and
λ` =
n∑
i=1
λi − max
1≤i≤n
λi
n− 1 = λ.
Due to Theorems 3.2 and 3.4, it immediately follows that X2:n≥lr Y2:n ⇐⇒ µ ≥ λ and X2:n≤lr Y2:n ⇐⇒ µ ≤ λ, which
actually are well known in the literature. 
Example 4.2. Suppose that λ1 = · · · = λn−1 = λ and λn = λ0 6= λ. This case is of special interest in the modelling of a
single outlier. Note that
Λ1 = (n− 1)λ+ λ0, Λ2 = (n− 1)λ2 + λ20, Λ3 = (n− 1)λ3 + λ30.
After some simplifications, it is easy to see that
λˆ = 1
2n− 1
[
2Λ31 − 3Λ1Λ2 +Λ3
Λ21 −Λ2
]
= (n− 2)(2n− 3)λ
3 + 3(2n− 3)λ2λ0 + 3λλ20
2(2n− 1)λλ0 ,
and from Theorem 3.2, we have
X2:n≥lr Y2:n ⇐⇒ µ ≥ λˆ = (n− 2)(2n− 3)λ
3 + 3(2n− 3)λ2λ0 + 3λλ20
2(2n− 1)λλ0 .
On the other hand, by Theorem 3.4, if λ > λ0, then
X2:n≤lr Y2:n ⇐⇒ µ ≤ λ` = (n− 2)λ+ λ0n− 1 ,
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and if λ < λ0, then
X2:n≤lr Y2:n ⇐⇒ µ ≤ λ` = λ. 
Example 4.3. For n = 2m + 1, let X1, . . . , Xn be independent exponential random variables with X1, . . . , Xm having
respective hazard rates (1 − in )λ, i = 1, . . . ,m, Xm+1 having its hazard rate λ, and Xm+2, . . . , Xn having respective hazard
rates
[
1+ l−(m+1)n
]
λ, l = m+ 2, . . . , n. In this case, it can be readily calculated that
Λ1 = nλ, Λ2 = nλ2 + 2λ2
m∑
i=1
i2
n2
, Λ3 = nλ3 + 6λ3
m∑
i=1
i2
n2
.
We then get
λˆ = 1
2n− 1
[
2Λ31 − 3Λ1Λ2 +Λ3
Λ21 −Λ2
]
=
[
2n3 − 3n2 + n− 6(n− 1)
m∑
i=1
i2
n2
]
λ
(2n− 1)
[
n2 − n− 2
m∑
i=1
i2
n2
]
and
λ` =
[
1− m
n(n− 1)
]
λ.
Upon applying Theorems 3.2 and 3.4 once again, we arrive at
X2:n≥lr Y2:n ⇐⇒ µ ≥ λˆ =
[
2n3 − 3n2 + n− 6(n− 1)
m∑
i=1
i2
n2
]
λ
(2n− 1)
[
n2 − n− 2
m∑
i=1
i2
n2
]
and
X2:n≤lr Y2:n ⇐⇒ µ ≤ λ` =
[
1− m
n(n− 1)
]
λ. 
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