Abstract-Semiconductor manufacturing processes are among the most complicated processes to manage. In this paper, we are interested in a problem of batching and scheduling in a diffusion area of ATMEL Rousset in France. This area contains a large number of lots to be processed and complex constraints to be satisfied. We present a decision-support system we implemented for the diffusion zone of ATMEL. The goal is to optimize batching and scheduling decisions at the diffusion area by developing fast and efficient solving procedures that optimize different performance measures while taking into account complex constraints. These procedures have been embedded in a decision-support system named Batch Optimization Solver (BOS) that helps users at various decision levels. A prototype of BOS is currently being tested in the diffusion area of ATMEL.
I. INTRODUCTION
Wafer manufacturing is a highly complex process due to the number of equipment, re-entrant flows, multiple technologies in the fab, expensive equipment and qualification management [6] , [11] . Among the complex operations involved in the fabrication of a wafer, the diffusion phase is of critical importance since the batching decisions that are involved may affect the performance of the entire wafer fab [5] , [10] . In [9] , the authors state that the achievement of batching operations evolve good performance measures of production. This is also the case at the ATMEL fabrication unit of Rousset (France). The diffusion phase is used primarily to alter the type and level of conductivity of semiconductor materials. It is used to form bases, emitters and resistors in bipolar devices, and also to dope polysilicon layers. The importance of lot scheduling on the performance (cycle time, throughput, ...) of semiconductor wafer fabrication facilities has been known for many years [13] , [12] . The purpose of this article is to develop efficient methods and software to partition lots in batches and to schedule batches on machines while taking into account numerous constraints of this area and simultaneously optimizing three main production criteria: maximize the number of lots going through the line (i.e. the number of operations -moves), maximize the number of wafers in a batch and minimizing the lot waiting time. This work has been embedded in Batch Optimization Software (BOS). Another objective of BOS is to provide an easy way to build, modify and use the results of the software with an user-friendly interface. The problem of scheduling batch jobs has been studied for many years. In [8] , the author reviews the literature by classifying the problem configuration into stochastic and deterministic systems. Furthermore, he groups the researches into single workstation batch processor, batch processor with upstream and downstream machines and batch processor with re-entry flow problems. There are three types of problems according to [14] : problems with full information on arrivals, problems with a limited information on future arrivals and problems with no information on arrivals. In the considered problem, we know all information about arrivals. In this article, the problem tackled is a complex variant of job shop problems. All the operations (steps) of the diffusion area are considered. This is not the case in literature review which generally consider one single step, one objective function, identical machines, release-dates are not really considered, ... Most common job shops problems are frequently analyzed using a well known procedure called the Shifting Bottleneck (SB) procedure [1] . In [7] , a scheduling problem in semiconductor manufacturing related to the one tackled in this proposed paper is solved by a modified SB heuristic [1] . The SB procedure was modified by authors in [3] , [2] . They discuss the addition of delayed precedence constraints into the SB procedure.
The remainder of the article is described as follows. In Section II, we give the problem formulation. In Section III, we present the proposed disjunctive graph. The solution methods are described in Section IV. Experimental results from ATMEL real data are presented in Section V. Concluding remarks are drawn in Section VI.
II. PROBLEM DESCRIPTION
For the description of the problem, (constraints to take into account in the model, etc.) several meetings and fab visits were necessary. All these types of meetings are important to be sure that we have correctly understood (target the need) and model the right constraints. It is also important to imply all the interlocutors with a view to tackle all relevant constraints and to get people ready to accept the software. The managers who have a global view, the operators who will permently use the software, knowledge trade people, etc. Their impact is a considerable factor for the success of the project. Suggestions, remarks, constraints have to be considered. In the diffusion area, batching and scheduling of wafer lots have to be done on two types of equipment: furnaces and cleaning machines. These resources are able to perform 327 978-1-4244-1965-4/08/$25.00 ©2008 IEEE 2008 IEEE/SEMI Advanced Semiconductor Manufacturing Conference several lots simultaneously. Each lot requires one or more consecutive operations on different equipment and each operation has a recipe. On a 24-hour basis, each operation has to be assigned to an equipment, and included into a batch, i.e. a set of operations of the same recipe that are processed simultaneously by the equipment. The constraints in the diffusion area can be divided into 3 types: equipment constraints, process constraints and line management constraints.
A. Constraints
Some of these constraints are common to the two types of resources while others are dedicated to furnaces.
1) Equipment constraints:
• Common constraints Dedicated equipment: any equipment is able to process a limited set of recipes. Maximum batch size: any equipment defines a maximum batch size corresponding to the capacity of that equipment.
Loading and unloading times: a time may be needed to load and unload a batch on the equipment. Unavailability periods: the equipment may be unavailable during some periods due to qualification, repair, maintenance etc. In process jobs: the equipment may be occupied at the beginning of the time horizon by in-process operations that have to be completed before the equipment becomes available.
• Specific furnace constraints
Minimum time between two batches on a furnace: some furnaces must be inspected at the end of each processed batch.
2) Process constraints:
• Common constraints Precedence: lot operations must be performed following the manufacturing process of the lot. The operations of a lot are chained and no operation may start before the end of its predecessor, except for the first operation of each lot. Minimum time lag: there is a fixed handling and transport time between every two successive operations of a lot.
Release dates: they correspond to the arrival times of lots at the cleaning machines and furnaces. It means that a lot cannot be scheduled before its release date. Because the diffusion area is a stage of the complex global production process, the release date are precomputed by a simulation package designed by ATMEL.
Fixed recipe: each operation of a lot is associated with a recipe. This implies that all lots in the same batch must be processed with the same recipe.
Process time: the process time of a batch on an equipment depends on the recipe. Maximum time lag: a time limit is given for two successive operations of a lot.
3) Line management constraints:
• Specific furnace constraints Minimum distance between two batches of same recipe: there is a minimum time between the beginning of two batches of the same recipe on two different furnaces. This is to avoid a huge number of lots on downstream equipment.
B. Objectives
We describe the indicators that are relevant in our study.
• The number of moves (to maximize): Corresponds to the number of completed operations on the planning horizon, which can be compared to the target number set by the production managers.
• Batching coefficient (to maximize): Defined on the planning horizon, it is calculated as the number of moves divided by the sum of the number of batches performed on each machine, times the maximum capacity of that machine. Note that the denominator is the number of lots that could be performed if the equipment was loaded up to its maximum capacity.
• The X-factor (to minimize): This indicator is used to evaluate the waiting times of lots in the diffusion area in order to reduce the cycle times. For a given lot, this factor is calculated as the total staying time of the lot in the diffusion area (i.e. waiting time from its arrival in the diffusion area and processing time) divided by its processing time. These three indicators will be used to evaluate solutions in the fab. The goal is to optimize the various performance measures, while taking into account the numerous complex constraints described above. Another objective is to make the proposed schedule easily modifiable by the decision makers at the fabrication level. Machines may be declared as down, operations may be moved, lots may be removed or inserted. The next subsection summarizes the mathematical formulation used to model the problem.
C. Problem Formulation
The scheduling problem can be formulated as follows. A set of jobs (lots) J = {J i |i = 1, . . . , n} has to be processed during a period T by a set of machines M = {M k |k = 1, . . . , m}. Each job J i consists of n i operations such that each operation O ij has a duration p ij > 0 and a set M ij ⊆ M of machines (the furnaces or the cleaning equipment of the diffusion area) able to process the job. Let By definition, a feasible solution includes each operation inside a batch. In the ATMEL Rousset production unit, the scheduling horizon is in fact limited to a scheduling period T . Hence, only those batches released in the interval [0, T [ must be taken into account. Several criteria are used to measure the quality of a feasible solution. The number of moves is the number of wafers produced during the time period T:
where θ i = 1 when the job is completed before T and θ i ∈ [0, 1[ denotes the completion ratio of job i before time T otherwise.
The batching coefficient is the average ratio of the actual size of each batch over to its maximal size. Let B T = {B ∈ B|t ij < T, ∀O ij ∈ B} denote the set of batches started before time period T .
where Z k means the number of total qualified recipe on the machine k.
The average X-factor is the average of the X-factor of each job weighted by the job priority. Certain jobs are more important than others (important customers, tests to be carried out quickly, etc.). Thus, a weight is affected to the job to reflect the priority. Let
The choice made together with the decision makers in the ATMEL Rousset unit is to combine these different objectives into a single one by maximizing the weighted sum
where α, β and γ are adjustable weights allocated to each objective function. The objective functions have been designed to integrate some requests of ATMEL managers. On the one hand, in the calculation of f X−fac , the delay of each lot is multiplied by its priority, in order to support the urgent lots. On the second hand, in the calculation of the total batching coefficient, the batching coefficient of each equipment is multiplied according to the number of qualified recipes on this equipment. This leads to occupy in priority the equipment able to treat less recipes, and thus to maintain the availability of the most flexible equipment. The objective of the problem is to search for a feasible selection {B, T } such that f is maximized.
III. THE DISJUNCTIVE GRAPH REPRESENTATION
The considered problem can be seen as an extension of the Job-Shop problem and, consequently, the disjunctive graph model can be used for batching and scheduling problems as proposed in [7] . The authors consider a different objective function (namely total weighted tardiness). Sequencedependant setup times and reentrant flows are also tackled
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2008 IEEE/SEMI Advanced Semiconductor Manufacturing Conference but there are no maximum time lags. Unfortunaly, these types of constraints increase the complexity of the problem considerably [4] . Let us explain how the problem is modeled by a disjunctive graph. We define the disjunctive graph G = (V, C, E) as follows.
• V is a set of nodes where there is one node per operation, denoted V ij , plus a dummy start node denoted 0.
• C is the set of conjunctive arcs representing the release dates and minimal and maximal time lags. There is an arc from node 0 to node V i1 of each job J i . There is an arc from V ij to V i(j+1) and an arc from Once a selection is computed, we define a graph G(S) = (V, C∪S) where arcs C∪S are valued as follows (we assume s
• Each arc from 0 to the first operation O i1 is valued by max(r i , S 0 mij ), the maximal value between the release date of job i and the initial setup time for machine m i1 .
• Each arc from V ij and We can state that the (partial) solution represented by the (partial) batching B and its selection S is feasible if and only if all longest path problems from node 0 to each node V ij in G(S) have a solution. In the positive case and if B is complete, a feasible schedule T can be obtained by setting t ij to the length of the longest path from 0 to V ij . Furthermore T is the best schedule compatible with B that one can obtain when the objective is to maximize f .
The problem can be formulated as follows: Find the batching B satisfying constraints (A), (B), (C), (D) and (E) such that the corresponding selection S is feasible and maximizes f .
As stated in the previous sections, the actual data issued from the fab has other characteristics that have been considered, such as in-process jobs and machine down times. We can model easily these characteristics thanks to the disjunctive graph formulation.
IV. SOLUTION METHODS
We propose a two-phase heuristic method to solve the problem. The first phase is a constructive heuristic based on successive job insertions. The second phase is a local search method which aims at improving the initial solution. Both phases are based on the evaluation of a (complete or partial) selection through longest path calculations.
A. Evaluation of a partial or complete batching
Any partial or complete batching B and its selection S can be evaluated through the calculation of start time t ij , equal to the longest path from 0 to V ij in G(S) of each operation O ij . To compute such longest paths, since the graph includes arcs with negative weights, we use the Bellman-Ford algorithm which has a O(N |S ∪ C|) time complexity. If the algorithm finds a path of positive length, then the partial or complete solution is unfeasible. Otherwise the algorithm returns start times t ij and the objective function value f can be determined.
B. Computing an initial solution by a priority rule-based constructive heuristic
The initial solution (selection) is computed by a simple job insertion method. The jobs are first sorted in a list L according to the order: jobs involving maximal time lags first, then increasing release dates, then job priority.
The method starts with an empty batching. Then the jobs are taken in the order given by the list and inserted one by one in the current batching. The insertion of J i is made as follows. Let B = {B kq } k∈M,q∈1,...,ν k denote the current batching including jobs located before J i in L. 
C. Improving the initial solution
Iterative random sampling consists in applying iteratively the constructive algorithm presented in Section IV-B, changing each time the input operation list randomly. Two different iterative sampling methods are proposed. The random sampling method initially defines the input list of each iteration as a random permutation. The pseudo-random sampling method computes the list by making slight random modifications on the sorted list. It consists in dividing the list into intervals and, for each interval, in making a random modification following a uniform distribution.
V. COMPUTATIONAL EXPERIMENTS
We have coded the proposed algorithms in Java and we have tested them on a 1 gigabit RAM and 3.4 gigahertz processor computer. These tests have been performed on 8 actual instances of the problem issued for 8 production days in the ATMEL Rousset factory. There are 700 jobs yielding a total number of 1400 operations with about 50 different recipes to schedule on about 70 furnaces, and each of them has a capacity between 4 and 6 lots. There are 12 cleaning equipment with capacity from 2 to 4 lots. The time needed to load and unload a batch varies between 10 and 30 minutes. The minimum and maximum time lags vary from 10 minutes to 4 hours. The target time horizon is 24 hours. The weights of the components of the objective function have been computed both to normalize the different indicators and to take into account the user preferences. For the experiments, we have selected α = 601, β = 1500001, γ = 41. From Table II to Table V , we display the results of 1000 runs of the random sampling method, the pseudo-random and the sampling method for the 4 indicators (objective function, number of moves, batching coefficient, X-factor) separately. The percentage corresponds for each instance to the relative improvement brought by 1000 runs of the considered method over the reference solution obtained by the constructive heuristic, i.e.
Best solution−Sorted list Sorted list
. We also display the standard deviation over the 1000 runs for each method and each instance.
The analysis of the Table I shows that we get the initial solution in a rather fast computation time: the smallest time is 9 seconds and the the largest time is 17 seconds. For the managers of the diffusion area, obtaining a fast solution was a key issue. We underline also that the constructive method provides solutions which are evaluated as satisfactory by
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2008 IEEE/SEMI Advanced Semiconductor Manufacturing Conference Fig. 1 . Interface of the prototype the ATMEL managers. They also point out that the results are consistent with the operator practices. This was also an important point for the ATMEL managers who would not accept that the proposed initial solutions change too deeply the organization of the diffusion area. Consequently the first results we obtained were well accepted in the fab and a good starting point for further improvement.
Let us consider the results of the random and pseudorandom sampling method for the objective function (Table  II) . The improvements brought by the random sampling method are better than the ones brought the pseudo random sampling method. The analysis of standard deviation allows us to state that the random list covers a greater solution space, meaning that there is a capability of reaching better solutions, but also worse. Indeed, we obtain an objective function increase of 6, 77% in the best case and of 0, 00% in the worst case for random sampling while for pseudo random sampling, the increase is 6, 52% in the best case and 0, 85% in the worst case. Among all instances, the average improvements are 3,66% for random sampling and 3% for pseudo random sampling. Globally, the random and pseudorandom sampling method succeed in improving the objective function at the expense of larger computational times.
Looking separately at the objective function components, the move indicator, the batching coefficient and the Xfactor are slightly improved on average, showing the relative quality of the initial solution. The weighting of the delay by the priority of the batches, makes it possible to schedule the most urgent batches first. Similarly, the weighting of the batching coefficient by the number of qualified recipes on the concerned equipment makes it possible to fill the least general-purpose machines first. For some instances, we notice that the objective function is improved while the indicators are worsened which is a result of the selected weights. The software is currently in test in ATMEL's fab diffusion area. Results allow us to say that we have significantly improved the results in terms of moves, batching coefficient and X-factor. As the operators are not well trained in the use of Gantt charts, we are working to improve the user interface.
VI. CONCLUSION AND PERSPECTIVES
We proposed an algorithm and a Decision Support System for the batching and scheduling problem encountered in the diffusion area. A plan is built that defines batches with available lots and schedules these lots on the tools, taking into account process constraints and manufacturing rules, and optimizing various measures. The computational tests made on real instances of the diffusion line showed that we obtain quality solutions in fast calculation times. The prototype has been implemented in Java. The software is currently in test in ATMEL.
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