Abstract: Recent hardware advances have rendered active vision a viable option for a diverse spectrum of applications ranging from MEMS manufacture to assisting individuals with disabilities. However, there are relatively few instances where these techniques have been successfully applied in uncontrolled environments. This can be traced to the fragility of active vision systems designed using classical methods. In this paper we show how a combination of robust identification and control synthesis techniques can be brought to bear on this problem. These results are experimentally validated using a robotic head.
INTRODUCTION AND MOTIVATION
Recent advances in hardware have opened the possibility of having active vision systems with performance comparable to that of the human oculomotor system (see for instance the survey in (Sznaier and Camps, 1998) ). Earlier active vision approaches combined PID controllers with some prediction to explicitly address time delays (Ferrier and Clark, 1993; Brown et al., 1993; Hutchinson et al., 1996) . However, these controllers could tolerate only small amounts of uncertainty and had to be tuned empirically (Corke and Good, 1996) . Optimal controllers have the potential to improve performance, but can lead to fragile systems (Papanikolopoulos et al., 1993) . Empirical results (Smith et al., 1997) show that self tuning regulators can tolerate calibration errors. However this approach does not allow for balancing robustness versus performance.
Recent work has recognized the fact that robustness issues are central to the success of active vision systems. Robustness to calibration errors and estimation noise has been addressed in (Hager, 1997; Taylor et al., 1999) and (Shakernia et al., 1999) respectively. This research has successfully illustrated the potential of visual feedback. However, while in all these cases the control algorithm is relatively simple, it contains parameters that must be tuned to achieve good performance. Moreover, these approaches are implicitly based on a "separation principle", where the computer vision and control aspects of the problem are treated, to a very large extent, independently. The interaction between these components was explicitly taken into account in (Rotstein and Rivlin, 1996) . However, neither model uncertainty nor measurement errors were considered here. In (Sznaier et al., 2000) we used a simplified scenario, restricted motion of a single target in the absence of clutter, as a vehicle to illustrate how to address these issues using robust control tools. Motivated by these results and those in (Sznaier and Camps, 1998) , in this paper we show how recently developed robust identification and control synthesis techniques can be brought to bear on the problem to synthesize robust active vision systems capable of delivering good performance for a range of conditions. These results are experimentally validated tracking an uncooperative target with an uncalibrated rig and in the presence of clutter.
PRELIMINARIES

Statement of the Problem
The control-related issues involved in active vision can be illustrated by considering the problem of smooth tracking of a non-cooperative target, illustrated in the block diagram shown in Figure 1 . Here the goal is to internally stabilize the plant and to track the reference signal y target , using as measurements images possibly corrupted by noise. In princi- ple a model of the plant can be obtained by combining the optical flow equations with a model of the dynamics of the robotic head where the cameras are mounted. Linearization leads to an LTI problem that can be solved using a number of techniques (Papanikolopoulos et al., 1993; Hashimoto and Kimura, 1993; Corke and Good, 1996) . However, experimental results show that actual performance can be far worse than expected based on simulations using the linearized model. As discussed in (Sznaier and Camps, 1998) , this is largely due to the fact that this approach takes into account neither the time-delay due to the computational time required by the image processing algorithms to locate the object in each frame, nor potentially destabilizing modelling errors that include variations in the optical parameters and unmodelled robot dynamics.
Hardware description
The hardware setup used in this paper consists of a Unisight pan/tilt platform equipped with a BiSight stereo head containining two Hitachi KP-M1 Cameras and Fujinon H10X11EMPX-31 motorized lenses. The input commands to the head and the lenses are given using a 10 channel PMAC δ −τ controller, and the image processing required to capture the images and locate the target are performed using a Datacube MaxSPARC S250 hosted by a Sun Ultra 1 workstation. A block diagram of the complete system showing the interconnection of the various components is shown in Figure 2 . 
Tracking Algorithms
Robust active vision requires having fast algorithms with the ability to robustly find the target in cluttered scenes. In particular, time delays from image processing have negative impact on the stability and overall performance of the closed-loop system. As a compromise between complexity and robustness, a normalized cross-correlation with template update algorithm was used to track the target through a sequence of frames. As shown in the sequel, this algorithm achieves good performance tracking targets at video rate, even in the presence of clutter.
Let T be a template image representing a memorized pattern of the object of interest and I be the input image where the object must be found. The normalized cross-correlation between the template image T and a region R of the input image I is given by:
where I i,j (x, y) = I(x − i, y − j), and the denominator is a normalization factor to reduce the effect of illumination variations. Regions R containing a pattern similar to the memorized template result on high values of N (i, j) and N (i, j) = 1 when the match is perfect. Thus, searching for the object of interest can be reduced to the problem of finding a region R in the input image I that has a high normalized crosscorrelation value with the stored template T . Search time can be reduced by looking in a small window around the expected location of the target.
The above approach allows to track targets without prior models, it is invariant to translation of the target and it is robust to illumination changes. Additional robustness to orientation and scale variations, to a certain degree, is obtained by using template updating. That is, the template is replaced by the best matched region from the current frame. However, in order to prevent correlator walk-off due to occlusion and image clutter, the template is updated only when the cross-correlation factor of the current frame drops from the previous value by more than a threshold. In our experiments we have used 128 × 128 images, 8×8 template size, 4×4 search window with increments of 2 pixels, and template update threshold of 0.04.
PLANT MODELLING
Control Oriented Identification
A model of the plant can be obtained by combining the optical flow equations with a model of the dynamics of the robotic head where the cameras are mounted. However, this model depends on several parameters, such as the optical parameters of the imaging systems, the mass of the pan/tilt unit, and the physical characteristics of the driving DC motors. While these parameters could be identified, classical parametric indentification procedures (Ljung, 1987) are not well suited to be used in conjunction with robust control techniques.
These difficulties can be avoided by using recently developed non-parametric robust identification techniques. These methods use experimental data and some mild a priori assumptions on the plant, to generate a nominal model as well as bounds on the worst case identification error suitable to be used by robust control synthesis methods. In the sequel we briefly cover the fundamentals of the specific technique used in this paper. A tutorial to the field can be found for instance in (Sanchez-Peña and Sznaier, 1998) .
The experimental data consists of the first N t samples, y k , k = 0, . . . , N t − 1 of the time response corresponding to a known input u(k), corrupted by additive measurement noise η t (k). The a priori assumptions are:
(1) The system to be identified belongs to the class H ∞ (ρ, K) def = {H(z)analytic in|z| < ρ: sup |z|<ρ |G(z)| ≤ K}, i.e. the space of exponentially stable systems with a stability margin of (ρ − 1), and a peak response to complex exponential inputs of K.
(2) A bound t of the measurement noise η t (k), i.e.
With these assumptions it can be shown (Inanc et al., 2001) 
where
Once the generalized Pick Matrix M R (2) is found, the set of all models consistent with both the a priori assumptions and the a posteriori experimental data can be parametrized as a Linear Fractional Transformation (LFT) of a free parameter q(z) ∈ BH ∞ ,
, where L(z) depends only on M R . An explicit state-space realization of G(z) is given in (Inanc et al., 2001) .
Identification results
Obtaining a model suitable for controller design requires identifying the overall transfer functions from the command input u to the pan and tilt units to the displacements y p and y t of the target in the image, measured in pixels. To this effect the system was sequentially excited in each axis with a step input of amplitude 67 encoder units (roughly corresponding to an angular displacement of 1.5 o ) and the position of a target (originally located at the center of the image) was measured. In order to obtain an accurate description of the system for a range of zoom values, the process was performed at eight different zoom settings, ranging from 0 to 70% in increments of 10. Finally, the a priori information was determined by repeatedly measuring the location of the target in the absence of input, to obtain an experimental noise level of approximately t = 2 pixels 1 , and by measuring the time-constants of the pan and tilt, leading to an estimated value ρ ≡ 2.
Using this data, the identification algorithm outlined in the previous section was run in each case using N t = 26 samples, followed by a model reduction step. The resulting discrete time models corresponding to the zoom setting 50% (taken as nominal for the controller design) are given by:
G nom pan (z) = 0.02057z 11 + 0.05221z 10 − 0.03852z In addition, our experiments indicated the existence of a time-delay fluctuating between 67 and 96 msecs, due to the image processing.
CONTROLLER DESIGN
Once a nominal model has been identified, standard control techniques can be used to synthesize suitable controllers. Note however that when using these techniques, the time delay T d must be taken into account in order to guarantee stability. value of f , the system becomes unstable as f is increased. The loss of stability can be easily explained from Figure 4 showing the frequency response of the models identified for 8 different values of f ( ranging from 0 to 70% zoom in increments of 10%). As shown there, these changes in f result in significant changes in the dynamics, particularly in the low frequency range 2 . In this paper we will model this variation in the plant dynamics as multiplicative dynamic 2 Stability can be guaranteed by designing a PID controller for the 70%, rather than nominal value of f . However, this leads to uncertainty. Specifically, the transfer function G f (z) corresponding to a given value of f will be modeled as:
where G nom is given in (5,6), W u (z) is a fixed weighting function containing all the information available about the frequency distribution of the uncertainty and ∆(z) ∈ BH ∞ represents dynamic model uncertainty.
The transfer functions W u (z) should be selected so that the family (7) covers all possible plants. Equivalently, its magnitude bode plot should cover the plots of
for all possible plants. Based on the data shown in figure 4 , we selected as uncertainty weights
These weights cover the uncertainty due to the combination of changes in f , uncertain time delay (the total time delay fluctuates between two and three sampling periods), and high order unmodelled dynamics. Figure 5 shows a block diagram of the active vision system taking into account the uncertainty. Here, the integrator preceeding the plant is due to the way the control algorithm is implemented in the PMAC control board. The additional block ∆ p represents a fictitious perturbation block, which in conjunction with the weighting function W p allows for imposing performance specifications on the tracking error e(t). Designing a controller to achieve robust performance for a system of this form is a standard robust control problem that can be solved using well established µ-synthesis control techniques (see (Sanchez-Peña and Sznaier, 1998) , Chapter 7, for details).
The selection of the weight W p entails a trade-off among different performance specifications, including good regulation, peak control action and settling very slow closed-loop systems for the lower values of f due to the small value of the gain that is required.
time. In this case, it can be shown that a good compromise is given by the function
. This function was experimentally tuned to achieve a compromise between fast response and overshoot, to avoid correlator walk-off problems. µ-synthesis with first order scales, followed by a model reduction step leads to the following controllers: 
EXPERIMENTAL VALIDATION
The step responses (simulation and experimental) of the closed loop system corresponding to several values of f are shown in Figure 6 3 . As shown there, as opposed to the PID, this controller achieves tracking throughout the entire range. Similar results were obtained with other targets.
CONCLUSIONS
Recent hardware developments have opened up the possibility of applying active vision techniques to a broad range of problems, such as Intelligent Vehicle Highway Systems, robotic-assisted surgery, MEMS microassembly and automated spacecraft docking. A salient feature common to all these applications is that using a feedback structure incorporating the visual information in the loop (as opposed to open loop control) offers the possibility of achieving acceptable performance even in the presence of errors, stemming for instance from poorly calibrated cameras, blurring or only partially determined feature correspondences between images.
However, as noted in (Sznaier and Camps, 1998) , synthesizing practical active vision systems capable of moving beyond carefully controlled environments requires controllers that can accommodate (perhaps substantial) uncertainty.
In this paper we addressed this problem by using recently developed non-parametric robust identification techniques to model the system as a family 3 Due to space constraints only the pan axis results are shown of plants, combined with µ-synthesis techniques to obtain a controller that guarantees acceptable performance for all members of this family. A salient feature of the method is that it requires very few assumptions on the system (for instance the order of the model does not need to be fixed a priori ), and that the controller synthesis process does not entail a posteriori experimental tuning.
The methodology was experimentally validated using an uncalibrated setup to successfully track an uncooperative target in a cluttered environment.
