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1. INTRODUCTION
Most conventional image processing systems employ the
CCD camera for image acquisition, and the sequential pro-
cessor with the frame memory storing images for signal
processing. In these systems, the data transfer between the
camera and the signal processing system and that between
the processor and the frame memory often become one of
the most critical bottle-necks for the faster image process-
ing.
An integration of the signal processing circuits with the
image acquiring device, which is called vision chip and can
process information parallelly, is proposed for the faster im-
age processing[1, 2], but most studies on the vision chip
aim at implementing simple image processing because the
circuit area is restricted.
In applications for the robot vision, not only the detailed
information, such as shape or texture, but also the rough in-
formation, such as ’something is around here’, are important
and useful.
In this paper, we consider detecting centroids of objects
in the focal plain as the rough vision processing, which is
useful in the practical application, and describe its imple-
mentation using two components; the centroid detector and
the coordinate generator. At first, we describe the fast flag
generation algorithm indicating the centroid of objects, and
its implementation using analog parallel signal processing
architecture. Next, we describe the novel encoding algo-
rithm of flag positions indicating the centroids in order to
obtain their coordinates, which will be more useful for the
further signal processing.
2. CENTROID DETECTOR ARCHITECTURE
2.1. Voltage distribution in the resistive network
Figure 1 shows an example of the voltage distribution in
the resistive network generated by the photo current of the
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Fig. 1. Voltage distribution in resistive network
exposed pixels in one dimensional case. The voltage tends
to become higher if pixels are more exposed, and the local
maximum point of the voltage distribution can be regarded
as the center of the exposed area or the centroid of the ’ob-
ject’ corresponding to the exposed area.
This voltage distribution in the resistive network reaches
the stable state within the time of time constant 
	   .
If the local maximum point in the voltage distribution is
detected, this electrical phenomena can be regarded as the
centroid detection processing, which is considerably fast be-
cause of this kind of parallel signal processing mechanism,
compared with the conventional processor-based image pro-
cessing system. Note that the processing speed is expected
not to decrease even if the number of pixels increases be-
cause this method has the parallel processing ability.
2.2. Local maximum point detector
The local maximum point of the voltage distribution can be
detected by the circuit as shown in Fig.2. The comparator
compares the voltage of the pixel in the resistive network
with the reference voltage     which decreases as time goes
by (See Fig.3(a)). When     decreases to reach the local
maximum point as shown in Fig.3(b), the comparator of
this pixel makes the output of ’1’, and it sets the flag in-
dicating the local maximum pixel,  to ’1’. This output of
the comparator propagates to the neighbour pixels in order
Vn-1 Vn Vn+1
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Fig. 3. Reference voltage for the comparator(a) and voltage
distribution and reference voltage(b)
to prevent them from making ’1’ of   and so on, while
the comparators in neighbour pixels make ’1’ as     de-
creases, which will further prevents their neighbour pixels
from making ’1’ of   and so on. This structure makes
the output  indicate the local maximum point in the volt-
age distribution, whose processing speed is expected not to
depend on the number of pixels. This characteristic implies
the possibility of the drastic improvement in the processing
speed of the centroid detection for a larger image.
2.3. Another centroid detection architecture
The centroid detection algorithm described above has the
serious problem in switching noise which is generated in
resistive network since the voltage in resistive network is
very small. We considered to use pulse width modulation
which operates in a time domain in order to detect centroids
as another implementation.
The arithmetical operation performed in the resistive net-
work is to make the average of neighbour pixel voltages. If
the pixel’s ‘value’ is represented as the width of pulse in-
stead of the magnitude of voltage, as shown in Fig.4(a), the
resistive network is replaced by pulse width adder, and Fig-
ure 4(b) shows the circuit diagram of one pixel. In this case,
the summation of neighbour pixels’ values is calculated in-
stead of their average. The calculation of pixels’ ’value’ is
iterated until it converges, or it reaches the predefined mag-
nitude of pulse width.
Figure 5 shows the circuit diagram of pulse width adder,
which operates in the following steps.
















Fig. 4. Centroid detector architecture using pulse width









Fig. 5. Circuit of pulse width adder
2.  is charged for the cycle of each pulse is ’1’, and
 is finally charged according to the summation of
neighbour pixels’ and its own pulse width.
3. The output pulse is generated by using the voltage of
 and the external reference voltage, whose width is
proportional to the summation of neighbour pixels’
and its own pulse width.
The centroid is detected as the pixel whose pulse width, or
the voltage of  , is large enough, in the same manner as is
described in the previous section.
Since pulse width modulation is stable enough against
switching noise, it is useful for more stable centroid detec-
tion system.
        
 	
    
          



















































9 : ; < = > ? @ A = B






































Fig. 7. Procedure of masking flags
3. CENTROID POSITION ENCODER
ARCHITECTURE
3.1. Position encoder for one point
In the condition described in the previous section, the flag
 indicating the centroid of the exposed area is set in the
plain, but it is convenient to express its position by using
coordinates, S T.U V W for the further image processing. One
of the good and simple ideas to generate coordinates is em-
ploying the 3 to binary encoders at T and V axes. Here, 3
is the number of pixels in one side, and encoder’s inputs
are given as the logical OR of each row and column pixels,
as shown in Fig.6. The processing time for generating co-
ordinates of the flag can be expected not to depend on the
number of pixels, but this algorithm fails to generate the co-
ordinates if there are more than one flags in the plain simul-
taneously, which often occurs for the practical application
as shown in Fig.6
3.2. Point masking algorithm
Figure 7 shows the novel algorithm which resolves the en-
coding problem of more than one flags we propose. It can
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Fig. 8. Circuit of the scan path for one pixel
be solved by the following steps.
1. The whole flags are masked, or forced to make ’0’ re-
gardless of the value of the flag,  at first, as shown
in Fig.7(a).
2. The flag search signal z is fed in the upper-left corner
pixel, and it propagates along the scan path from the
left to the right, and then the upper to the lower pixels,
until the pixel in this scan path has the flag of ’1’, as
shown in Fig.7(b). z doesn’t propagate to the pixels
after this pixel, so as to keep the other flags of ’1’ to
be masked. In this step, there is only one flag of ’1’
in the plain, that can be encoded to the coordinates
correctly.
3. After encoding this flag’s coordinates, the previously
encoded pixel is masked, and z again propagates along
the scan path until next pixel whose flag is ’1’, and z
stops there again, as shown in Fig.7(c). At this point,
there is only another one flag of ’1’ in the plain to be
encoded to the coordinates.
4. After all the pixels whose flag is ’1’ are encoded to
the coordinates in order, the flag search signal z fi-
nally reaches the end of the scan path at the lower-
right corner, as shown in Fig.7(d), and it indicates the
end of the position detection procedure.
Figure 8 shows the designed circuit of the scan path
for one pixel. The clock signal, CK, is provided simply to
change the masking procedure, while the flag search signal
z along the scan path propagates not with the clock sig-
nal, but with the logic delay, which is expected to be much
faster than the clock cycle time. This algorithm can encode
all the centroids in the time proportional to not the number
of whole pixels, but the number of the flags to be encoded.
It is expected to have the possibility of the drastic improve-
ment in the centroid detection and its coordinates generation
processing of the image by combining this coordinate gen-
eration structure with the fast flag generation mechanism,
such as local maximum detector of the voltage distribution
described in the previous section.
























Fig. 10. Simulation result of centroid detection
4. DESIGN OF CENTROID DETECTION IMAGE
SENSOR
We designed the whole centroid detection image sensor us-
ing voltage distribution in the resistive network with photo
receptors as shown in Fig.91. The number of pixels is 23   23
for 4.5mm square chip with 0.6  m, 3 metal layers CMOS
process, and the number of transistors is 69,575. More pix-
els can be integrated in one chip by using smaller process;
for example 100   100 pixels by using   	   m technology.
Note that the pulse width modulation architecture for cen-
troid detection is expected to be stable for smaller transistor
size, while it requires the larger pixel area.
1The VLSI chip in this study has been fabricated in the chip fabrication
program of VLSI Design and Education Center(VDEC), the University of
Tokyo with the collaboration by Rohm Corporation and Toppan Printing
Corporation.
Figure 10 shows the result of spice simulation for the
designed circuit with four exposed areas, which are shown
at the floor of the graph. The detected centroids by the de-
signed circuit are shown by the circle in Fig.10, which is
close enough to the true centroids which is shown by the
cross. The centroid detection time is 50  s for 23   23 pix-
els, which is fast enough for the fast vision system[3], and
the processing time is expected not to increase so much if
the image size becomes larger. This characteristic is suit-
able for very fast image processing of robot vision.
5. CONCLUSION
In this paper, we described the novel algorithms of the fast
centroid detection of the exposed area, as well as the algo-
rithm of the fast coordinate generation for the flags in the
plain, which have the possibility of the drastic improvement
in the processing time against the conventional processor-
based image processing system.
The designed circuit is capable of the rough vision pro-
cessing of the centroid detection within 50  s for 23   23 pix-
els, and the processing time is expected not to increase so
much even if the number of pixels increases, which will be
an advantage against the conventional processor-based im-
age processing system.
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