Abstract. Observations of the horizontal wind ®eld over the South Pole were made during 1995 using a meteor radar. These data have revealed the presence of a rich spectrum of waves over the South Pole with a distinct annual occurrence. Included in this spectrum are longperiod waves, whose periods are greater than one solar day, which are propagating eastward. These waves exhibit a distinct seasonal occurrence where the envelope of wave periods decreases from a period of 10 days near the fall equinox to a minimum of 2 days near the winter solstice and then progresses towards a period near 10 days at the spring equinox. Computation of the meridional gradient of quasi-geostrophic potential vorticity has revealed a region in the high-latitude upper mesosphere which could support an instability and serve as a source for these waves. Estimation of the wave periods which would be generated from an instability in this region closely resembles the observed seasonal variation in wave periods over the South Pole. These results are consistent with the hypothesis that the observed eastward propagating long-period waves over the South Pole are generated by an instability in the polar upper mesosphere. However, given our limited data set we cannot rule out a stratospheric source. Embedded in this spectrum of eastward propagating waves during the austral winter are a number of distinct wave events. Eight such wave events have been identi®ed and localized using a constant-®lter bank. The periods of these wave events ranges from 1.7 to 9.8 days and all exist for at least 3 wave periods. Least squares analysis has revealed that a number of these events are inconsistent with a wave propagating zonally around the geographic pole and could be related to waves propagating around a dynamical pole which is oset from the geographic pole. Additionally, one event which was observed appears to be a standing oscillation.
Introduction
In November 1994 initial work began to install a meteor radar at Amundsen-Scott station, South Pole. The ®rst measurements from this system began January 19, 1995 and continued through January 26, 1996 without interruption. A second continuous period of observations occurred from November 21 1996 to January 27, 1997. These meteor radar measurements are the ®rst continuous measurements of the mesosphere and lowerthermospheric horizontal wind ®eld over the South Pole and as a result have provided a picture of the dynamical structure in this region which was previously unknown. The pioneering work of Hernandez et al. (1992 Hernandez et al. ( , 1993 Hernandez et al. ( , 1995 at the South Pole provided an indication of the previously unknown dynamical structures which exist in this region. However, without the ability to make measurements during daytime it was not possible to infer the great dynamical variability which occurs over the South Pole on an annual basis.
Early results from our observations over the South Pole have con®rmed the existence of a 12 h oscillation Portnyagin et al., 1997b) which was ®rst observed by Collins et al. (1992) in sodium densitȳ uctuations and then by Hernandez et al. (1993) in the meridional wind ®eld. Additionally, a strong divergence event in April 1996 was observed and presented in Portnyagin et al. (1997a) .
With uninterrupted measurements for one complete year in four dierent directions we have been able to characterize the annual occurrence of both eastward and westward propagating waves over the South Pole. There is a clear seasonal dependence with eastward propagating waves being observed primarily during winter and strong 12 and 24 h westward propagating oscillations observed during the summer Forbes et al., 1995; Portnyagin et al., 1997b) . In this study we will focus on the eastward propagating longperiod waves which have been observed using the meteor radar over the South Pole. These waves have a period greater than one solar day. In the following sections we will discuss the meteor system and its limitations, then describe the seasonal occurrence of waves over the South Pole and ®nally conclude with a discussion of the observed transient long-period wave events over the South Pole.
The meteor radar system
The meteor radar which was used to make the neutral wind measurements presented here was described by Portnyagin et al. (1997a,b) . To summarize, this system operates at a frequecy of 33.57 MHz, with a peak power of 7 kW, a pulse width of 120 ls and a pulse repetition frequency of either 100 or 300 Hz. The radar operates in a monostatic con®guration with four, ®ve-element Yagi antennas directed along the 0 , 90 E, 180 and 90 W meridians. The two-way halfpower halfwidth of the antennas are about 20 in both azimuth and elevation and the antennas are directed at an elevation angle of 28
. With this con®guration we observed about 5000 valid meteor echoes per day.
A comparison between the colocated high resolution OH spectrometer (Hernandez et al., 1996) and our meteor radar was conducted during 12 consecutive days in the winter of 1995 (Hernandez et al., 1996) . This comparison indicated a correlation coecient between the two sets of measurements of r 0X82 at the 99.99% signi®cance level. An analysis was also conducted for three signi®cant wave periods that were identi®ed during the comparison period. The estimated amplitudes differed by less than 2.5 ms À1 and did not indicate the presence of any systematic bias between the two sets of measurements.
Observational issues
As with any observational instrument, the South Pole meteor radar has it limitations. These limitations typically result either from the scattering mechanism which is being sensed or from system design decisions. The meteor radar which was operational at the South Pole was originally designed to be part of a network of meteor radar systems which were to be deployed across the former Soviet Union and Eastern Europe. As such, the system was designed to be portable and inexpensive to build and operate so that multiple systems could be deployed to study longitudinal structure. To achieve these design criteria a number of choices were made. One of these choices was to utilize compact and lightweight Yagi antennas. These antennas have a wide antenna pattern (about 20 ). For most applications it would be necessary to use an additional set (two or more) antennas and receivers to locate the position of the observed target and to delineate between multiple targets. However, this additional equipment is unnecessary. The reason is that meteor echoes rarely occur in the same direction at the same time, and that the region where meteors ablate, and hence re¯ect radio signals, is quite narrow. As a result we can use a wide beam antenna with no height ranging to study the dynamics of the middle atmosphere, at about 95 km. The drawback of this con®guration is that no vertical structure information is available and the system is only sensitive to waves with a vertical wavelength in excess of about 20 km. This vertical sensitivity of the radar system and the azimuthal sensitivity are discussed further in the following sections.
2.1.1 Vertical wavelength sensitivity. It is well known that the distribution of radio meteors at very high frequencies (VHF) can be approximated as Gaussian with a halfwidth of about 7 to 10 km and a peak at 95 km. Because the South Pole meteor radar has no altitude discrimination, the observed hourly averaged winds can be viewed as a Gaussian weighted average of the wave activity around 95 km. This Gaussian weighted average is analogous to ®ltering the vertically propagating waves using a ®nite impulse response (FIR) ®lter with a frequency response which is the Fourier transform of the meteor altitude pro®le. Therefore to determine the vertical wavelength sensitivity of the meteor radar system we ®rst de®ne the meteor altitude pro®le
where m is the altitude of maximum echoes, x is the total number of echoes, and r is the half-width of the meteor echo distribution at half-maximum. Figure 1 illustrates the vertical wavelength sensitivity for the meteor radar system, where e is plotted as a function of vertical wavelength for two values of sigma. These are r 10 (solid line) and r 20 (dashed line). Clearly evident in Fig. 1 is a reduction in sensitivity for waves with vertical wavelengths less than 40 km. The vertical solid line in Fig. 1 indicates the location of the 3 dB point, which occurs at a vertical wavelength of 12 km for r 10. The scienti®c impact of this result is that the amplitude of waves with vertical wavelengths less than 40 km will be underestimated by the meteor radar while waves with vertical wavelengths in excess of 40 km will experience less than a 5% underestimation in their amplitudes.
Azimuthal smearing. Typically at midlatitudes an azimuthal beamwidth of 20
would not be of concern in the extraction of global-scale zonally propagating disturbances. However, at the South Pole where the incremental distance between longitudes becomes small, potential smearing eects due to a nonzero azimuthal beamwidth must be considered. To investigate this issue, consider a time-dependent zonally propagating disturbance which can be expressed as
where, x is the radian frequency, k is longitude in radians, t is time, s is zonal wave number and / is the phase of the disturbance with an amplitude of e. Ideally, one would like to have samples of vkY t at x discrete
However, this is not possible and in fact we observe on average over some range of longitudes from k n À h to k n h where h is de®ned to be the two-way half-power halfwidth of the antenna. Analytically this can be expressed as vk n Y t e 2h
and after integration the result is
The eect of the ®nite azimuthal beamwidth can be expressed by taking the ratio of
For the South Pole meteor radar system with a two-way half-power halfwidth of 21 and zonally propagating disturbance with zonal wave number one (s 1), the net result will be a reduction in the observed amplitude of 0.6%. For a zonal wave number two, the reduction would be 2.2%. However, large-scale zonally propagating disturbances in the meridional wind ®eld are limited to zonal wave number one in the vicinity of the rotational pole (Hernandez et al., 1992 (Hernandez et al., , 1995 and this would limit the bias to 0.6%. In cases where waves are present and are propagating around a dynamical rotational pole which is oset from the geographic rotational pole, then waves with zonal wave numbers other than one can exist and in these cases the amplitude bias becomes more signi®cant (2.2% for s 2 and 5% for s 3).
3 An overview of wave activity over the South Pole Using our meteor radar observations it is possible to characterize the wave activity over the South Pole for the whole year. The observed wave spectrum is quite rich and indicates a seasonal asymmetry between the waves which are present during the summer and those present during the winter. To quantify the characteristics of waves present in the meridional wind ®eld over the South Pole we have computed both a discrete spectrogram and an estimate of the wave variance in the 1 to 30 day band of periods for the whole year. These results are discussed in the following sections.
Wave spectra
With observations in four azimuthal directions it is possible to compute frequency wave number spectra. With four equally spaced points in azimuth the Nyquist wave number is 2. Therefore, using these measurements we can unambiguously determine waves with wave number one both eastward and westward propagating and standing oscillations. It is also possible to estimate the amplitude structure of wave number two disturbances but one cannot distinguish between eastward and westward propagating waves. All higher zonal wave number components will be aliased. However, this aliasing is not expected to be a problem as the ®rst waves to alias onto eastward zonal wave number one are westward zonal wave number 3 and eastward zonal wave number 5, which are expected to vanish near the rotational pole (Hernandez et al., 1992 (Hernandez et al., , 1995 . Figure 2 shows the frequency-wave number spectrogram for the westward propagating wave number one disturbances over the South Pole. This spectrogram results from the computation of consecutive discrete periodograms. Each periodogram was computed for ten days of hourly data (240 points) and then slid by three days such that there is a seven-day overlap between consecutive periodograms. The periodograms were computed using 1024 points such that the frequency spectra was oversampled by about a factor of ®ve.
Clearly evident in Fig. 2 is a strong 12 h (2 cycles/day) oscillation during the summer months from October through February which wanes during the winter months (Portnyagin et al., 1997b) . Also present is a strong 24 h oscillation with the same type of seasonal behavior as the 12 h oscillation. During the winter months there is an increase in wave activity for periods longer than 10 days and shorter than 12 h. Previous work by Hernandez et al. (1995) has postulated that a number of these oscillations with periods shorter than 12 h are related to Lamb waves.
The key used for Figs. 2 and 3 indicates the average power present at a given frequency over the 10 day interval which was analyzed. The scaling for the spectrogram was chosen such that the average power at some frequency f is
when integrated over one full wave period. However one should note that if the analysis interval is not divisible by the given wave period then some reduction in the observed average power will occur. This is not related to the choice of scaling but is inherent to Fourier analysis. Additionally, we have not included a level of statistical signi®cance on the plots. The reason for this will be discussed in Sect. 4.2. Figure 3 shows the frequency-wave number spectrogram for the eastward propagating wave number one disturbances over the South Pole. The temporal and frequency structure of the eastward propagating waves over the South Pole is clearly dierent from the westward propagating waves as is indicated by comparing Fig. 3 to Fig. 2 . The eastward propagating zonal wave number one features exhibit a clear seasonal structure and a lack of wave energy for periods shorter than 2 days. This seasonal structure is described by an increase in the observed frequency of waves which begins in April with periods near 10 days and then migrate towards shorter periods, peaking near a period of 2 days at the winter solstice and then receding to a period near 10 days again around October. Also evident in the spectra are transient increases in the average power near a period of 3 days in June and late August and near a period of 9 days in mid July and early September. These transient wave events will be further discussed in Sect. 4.
Figures 3 and 2 show the time/frequency structure of waves observed over the South Pole for two speci®c zonal wave numbers. A spectrum which is independent of zonal wave number was presented in Portnyagin et al. (1997b) . This spectrogram was computed for each of the four azimuthal directions and then these four spectrograms were averaged to produce a single spectrogram which describes the average wave activity over the South Pole. 
Wave variance
In addition to the frequency-wave number spectrograms, an estimate of the wave variance for all zonal wave numbers and propagation directions present in the meridional wind ®eld was computed. In Fig. 4 is shown the estimated wave variance for periods between 1 and 30 days for the South Pole and Molodezhnaya. The South Pole meridional wind variance was determined by computing the variance of the observed time series over 30 days of data using daily averaged values. In Fig. 4 is an obvious strong annual variation in wave variance for the South Pole with minima in March and October, and a maximum near the winter solstice. The data for April are not shown as there was a strong divergence event observed (Portnyagin et al. 1997a ) which included enhanced energy at many frequencies and was not wave-like in character. As this event is not connected with the observed long-period waves it has been removed from Fig. 4 . Also shown in Fig. 4 is the zonal and meridional wave variance computed for 6 y of data from Molodezhnaya (68 S). These variances were again computed for the 1±30 day period range but are only calculated every 10 days. The results for the zonal and meridional wave variances from Molodezhnaya are similar in structure with the zonal values slightly larger than the meridional values throughout the year. There is a large increase in wave variance present during the late summer (JFM) which is primarily due to waves with periods between 2.3 and 3.5 days in both the zonal and meridional directions and is not observed in the South Pole results. Following a decrease in variance values to a near minimum in April the Molodezhnaya variances increase throughout the fall and winter months maximizing in August and September. Then beginning in October the variances begin to decrease. The Molodezhnaya meridional wave variance is less than the South Pole meridional wave variance by as much as 30% from May through June, but then from July through October the meridional variance observed at the two stations for the 1±30 day periods are comparable and near 80 m 2 s À2 . Comparison of the seasonal structure of wave variance for periods between 1 and 30 days appears quite similar between the South Pole and Molodezhnaya, when one excludes the summer months. These similarities may suggest a degree of latitudinal coherence between the South Pole and Molodezhnaya (68 S).
Transient wave events
In the previous section we discussed the seasonal and spectral characteristics of the bulk eastward propagating waves which are present over the South Pole. Clearly present was an increase in eastward propagating planetary waves beginning near the equinox and maximizing around the winter solstice. Embedded in this structure we have observed transient wave events, which are also propagating eastwards. These discrete events possess amplitudes which are 3 to 5 times larger than the underlying background levels of wave activity. In the following sections we will discuss how we identi®ed these waves events, describe their structure and present a theory pertaining to these transient wave events.
Constant-Q ®lterbank
Rather than using a spectrogram to identify the transient wave events which are present in the data we opted for a constant-®lterbank. The reason for the choice of a constant-®lterbank rather than standard Fourier methods is that standard Fourier methods are constrained to possess a frequency resolution which is constant. This frequency resolution is a function of the length of the data segment, or data taper in the case of the spectrogram, which is being utilized for the analysis. For example, if a taper of 10 days in length is used, then 10 cycles of a 1 day oscillation are captured while only one day of a 10 day oscillation is captured. One of the criteria which we used for our identi®cation of transient wave events was that it must be present with signi®cant amplitudes for at least 3 cycles. In the context of our previous example, this means that the wave must be present for 3 days if the period was 1 day and 30 days if the period was 10 days. Clearly, it would be quite dicult to use standard Fourier techniques to determine the presence of transient waves which exist for at least 3 cycles. However, the constant-®lterbank approach is ideally suited for this type of transient wave analysis because the frequency resolution or ®lter band width is not constant but rather is a function of the ®lter center frequency. In fact, the ®lter is de®ned as
w , where x o is the ®lter center frequency and w is the ®lter band width. Therefore, by de®nition, if Q is constant then the band width is linearly related to the center frequency. Figure 5 shows the frequency response of a constant-Q ®lterbank where the ®lters are ®nite impulse response (FIR). It is obvious from Fig. 5 that the ®lter band widths are not constant and that for higher frequencies the ®lter band width is larger than for shorter frequencies. Figure 6 shows the impulse response for four ®lters shown in Fig. 5 . These are the ®lters with center periods of 2.27, 4.36, 8.36, and 16.07 days. The -factor for the ®lters was chosen such that approximately 3 cycles at the center period would be present. Notice that the impulse response is a tapered version of a sinusoid at the center period and that the duration of impulse response increases with increasing period. This approach in using a constant-®lterbank is not signi®cantly dierent from a Wavelet approach.
Estimated signi®cance levels
While the constant-®lterbank provides a mechanism which is well suited for the detection of transient waves, we still need a method for determining if an observed transient wave is signi®cant. The standard statistical test for power spectra such as the Chi-Squared and Fischer-F test are applicable, however one must be cautious in the application of these techniques to atmospheric wind and temperature observations. The caveat is that most standard statistical tests, such as those mentioned, assume a model for the observations which is the superposition of narrow band sinusoidal oscillations in background Gaussian noise which is white. The problem is that observed atmospheric temperature and wind ®elds are NOT white but rather possess some characteristic frequency structure, which is referred to as red. Roughly speaking, a red spectrum is one where the longperiod waves possess more energy than the short-period waves. Figure 7 is an example of the power spectral density measured from the meteor radar at the South Pole. This spectra was computed by parsing the South Pole data into 11 30-day segments. A simple discrete periodogram was computed for each segment and the 44 segments, 11 for each of the four viewing directions. These were then averaged together to form the composite spectrum shown in Fig. 7 . The reason for averaging many individual spectra together is to reduce the variance about the spectral estimate. The 99% con®dence interval for the estimated power spectrum is shown in the upper right hand corner of Fig. 7 and was computed assuming the spectra could be described as a Chi-squared random process with 88 degrees of freedom. The number of degrees of freedom is equal to 2 times the number of independent spectra which were averaged to arrive at the composite spectra. The diagonal line plotted over the spectra in Fig. 7 represents a ®t to the spectra between 1 and 30 days assuming a model of the form ef
Àk . This diagonal line represents the estimated mean background structure of the observed power spectrum between periods of 1 and 30 days and will be used in the determination of signi®cant wave events.
As described, the observed wave spectrum is not white and therefore one cannot assign a single frequency independent signi®cance level to the entire spectrum. Rather, the signi®cance level should re¯ect the shape of the spectrum in some respect. To this end, a simple model was ®t to the spectrum for periods longer than 1 day to arrive at an estimate for the background geophysical noise level, r 2 f 334 Ã f À0X92 . Using this level as a benchmark, an observed wave packet will be considered signi®cant if it lies some distance above this line. The distance which an observed wave packet must lies above this line is the signi®cance level.
Because we are using a ®lterbank rather than a simple periodogram the signi®cance level cannot be derived directly from the spectra, but must include the characteristics of the ®lters. The Appendix describes the statistical characteristics of a linear time-invariant (LTI) ®lter. The result is that for a LTI ®lter the output noise variance r is determined from r 2 f 334 Ã f À0X92 , where f is the ®lter center frequency.
As discussed earlier we are not looking at the actual ®lter output but rather at the envelope of the ®ltered wave form. This creates some diculty in determining the signi®cance level for the observed ®ltered data because it is not clear how such a transformation will aect the probability density function of the observed ®ltered data. To address this issue we have performed a Monte-Carlo simulation to determine the cumulative distribution function (CDF) for the observed ®ltered data. The resulting CDF was obtained by performing 20 simulations each with 10 000 independent observations. Figure. 8 shows the CDF which was determined after the Monte-Carlo simulations. In Figure 8 the abscissa indicates the resulting ®ltered amplitude, while the ordinate is the probability that an amplitude greater than that indicated by the abscissa, using the CDF to map from the ordinate to the abscissa, could be observed. We can now use this CDF to determine signi®cance levels for the ®lterbank results. The dashed lines in Fig. 8 indicate the location of the 90%, 95%, 99%, and 99.9% signi®cance levels. These values are summarized in Table 1 . 
Identi®cation of wave events
To identify long-period wave events which were present in the meteor observations, we utilized the constant®lter bank approach, discussed in Sect. 4.1. The which was chosen for our ®lterbank was 0X6p and this essentially provides enough band width to account for three cycles of any oscillation at a given wave period. The ®lterbank consisted of 32 ®nite impulse response (FIR) ®lters where the center frequency for the ®rst ®lter was 1.4 days and the center frequency for consecutive ®lters was chosen to be the current center frequency minus 25% of the current ®lter band width. Such a scheme ensures a reasonably dense coverage of the frequency spectrum. Figure 9 shows the results of our ®lterbank analysis for periods between 1.4 and 15 days, from January 1995 to January 1996, in the 90 W viewing direction. Similar plots for the other three viewing directions were constructed but are not displayed here. The actual output of the ®lters are not shown in Fig. 9 but rather a scaled version of the envelope of the output time series from the ®lterbank is shown. The envelope of the observed ®ltered time series can be obtained by demodulating the ®ltered data using a demodulation frequency equal to the center frequency of the ®lter or by using a complex valued ®lterbank and computing the magnitude of the output complex time series. We utilized the second method. The amplitude scale indicates a normalized ®ltered amplitude which was discussed previously. Amplitudes less than 2, indicating a signi®cance level less than 90%, are not plotted. Evident in Fig. 9 are a number of wave events which possess normalized ®ltered amplitudes greater than 4, which would indicate a statistical signi®cance in excess of 99.9%. Clearly these are highly signi®cant peaks. These peaks appear at various times throughout the year west direction using a constant-®lter bank. The color key is used to indicate statistical signi®cance in terms of r and a majority of the peaks exist for periods shorter than 6 days. There is a signi®cant peak present at a period near 10 days; however, this occurred during the large``divergence'' event which was observed at the South Pole and should not be considered as a single transient long-period event but rather as part of the wide band``divergence'' event which was observed. As a result, we will not consider this peak in further analysis. With the exception of an event observed in February, the remainder of the signi®cant wave events are observed between May and September when there is an increased level of eastward propagating long-period waves observed over the South Pole.
Using the ®lterbank results from the four observed directions, the eight largest wave events were identi®ed. These wave events were de®ned to possess a normalized ®ltered amplitude of at least 4 in one of the four observed directions. The event period was approximated from the center of the largest wave event and the beginning and end of the event was loosely de®ned as the time when the normalized ®ltered amplitude fell below 3. Table 2 summarizes the eight wave events which were determined to be``most'' signi®cant. All of the wave events chosen began sometime between May and July and possessed normalized ®ltered amplitudes in excess of 3 for at least 3.8 wave periods.
The four events which most fully describe the characteristics of the wave events observed over the South Pole were selected and plotted in Fig. 10 . These were events numbers 1, 3, 4, and 5. Each event was ®ltered using an FIR ®lter similar to those used in the ®lterbank described previously, however the ®lter center frequency was chosen to coincide with the estimated wave period listed in Table 2 for the speci®ed event and the ®lter band width was chosen such that the ®lter was 0X6p. This is identical to the one used for the ®lterbank ®lters. Figure 10 shows the four speci®ed ®ltered wave events for each one of the four observational directions. The top panel of Fig. 10 shows event 1, the middle panel shows events 3 and 4 which were nearly at the same period, and the bottom panel shows event 5. The diagonal lines shown in each of the panels of Fig. 10 indicate the phase progression for a zonally propagating eastward wave one disturbance and the shaded regions represent the estimated duration of the event.
Event 1, shown in the top panel of Fig. 10 , is observed for about four cycles before the amplitude in the 0 direction becomes quite small. During the ®rst cycle of this event the wave amplitudes are nearly identical and the phase is consistent with an eastward propagating zonal wave one disturbance. In the ten days which follow this event there are wave amplitudes which attain a signi®cance level in excess of 90% for three of the four observational directions. Around day 170 the waves observed in the 90 E and 180 directions are still phased such that they are consistent with an eastward propagating wave one disturbance, however the wave observed in the 90 direction is no longer consistent with this type of behavior.
It is not clear if events 3 and 4 are separate events or if event 4 is a continuation of event 3. For now, we shall treat these as separate events having the same frequency but separated in time by three days. Event 3 is similar to event 1 in that the amplitudes observed in all four directions possess a similar temporal behavior and the phase relationship between the four directions is consistent with an eastward propagating wave one disturbance. Event 4 is a dierent matter, where the amplitudes observed in the 0 and 180 direction are similar and obviously larger than the amplitudes observed in the 90 E and 90 W directions. Additionally, the phase relationship is slightly skewed from what would be expected for an eastward propagating wave one disturbance. Event 5 has a duration of 4.6 wave periods or nearly 20 days. This event is similar to event 4 in that decreased wave amplitudes are observed in the 90 E and 90 W directions. Additionally, the phase structure is shifted from what we would expect for an eastward propagating wave one disturbance.
While Fig. 10 clearly shows the temporal behavior of the four aforementioned wave events, we have also computed least squares ®ts to each of the wave events. Figure 11 illustrates the results of these ®ts. The ®ts were performed to the data for each observational direction separately where the wave period and event duration were taken from Table 2. The phase for these wave events is de®ned as the time where the wave reaches its maximum amplitude relative to 0UT on the ®rst day ®t. In Fig. 11 the phases are plotted on a scale normalized to the assumed wave period. Clearly evident in the phases of all of the ®ts shown in Fig. 11 is that these waves are eastward propagating, as a stationary wave would have a constant phase structure and a westward propagating wave would have a phase progression orthogonal to the one shown. However, the amplitudes for each of the wave events shown is not constant with respect to the viewing direction. This variability is somewhat confusing as one would expect to observe the same amplitude at each longitude for a zonally propagating disturbance. One can make the case for events 1, 3 and 4 that there is not a statistically signi®cant dierence between the amplitudes as a constant valued amplitude could be chosen which is almost within the errors (90% con®dence intervals assuming a Gaussian model) for each of the measurements. However, in the case of event 5 one cannot make this argument and clearly there is a dierence in the amplitudes measured in the four directions. In fact it appears as though the observations in the 0 and 180 direction are similar while the measurements in the orthogonal direction 90 E and 90 W are similar and nearly a factor of 3 smaller than those in the 0/180 direction. One possible explanation for this unusual structure is that the observed wave is not propagating zonally around the geographic pole but rather this wave is propagating around an oset dynamical pole. This hypothesis will be discussed and examined further in the following section.
In addition to the events discussed already we also observed an unusual event in early September 1996, which we have labeled event 7. A ®t to the wave in each of the four directions is shown in Fig. 12 . The amplitude of this wave event varies in the four azimuthal directions as was observed for events 4 and 5 but the variation in amplitude and phase from one longitude to the next is quite dierent than what was observed in the previous wave events. First the phase variation possesses no resemblance to a zonal wave number one phenomena rather the phase is constant in pairs of longitudes where the two sets of longitude pairs are separated in phase by half of a period. The amplitude variation is systematic and can be described by a sinusoidal variation. A similar Hernandez et al. (1997) which they attributed to a mesospheric standing oscillation. It appears that event 7 is consistent with the structure that Hernandez et al. (1997) Hernandez et al. (1997) identi®ed a mesospheric standing oscillation with an amplitude of 13 m s À1 , a period of 107 h propagating along the 119 E±299 E meridian. These two events would appear to be one and the same with the exception of a shift in time between them. The event observed by Hernandez et al. (1997) occurs 17 days earlier than the event presented herein. We have analyzed the time interval where Hernandez et al. (1997) observed this mesospheric standing oscillation and found the presence of wave activity near a period of 107 h which maximizes in the 0 direction with an amplitude of 12.2 m s À1 . However the wave present during this time, as observed by the meteor radar, has a phase characteristic very similar to event 5 and does not look like event 7. One possibility for this dierence is that the Fabry-Perot spectrometer is observing emissions from a layer centered near 88 km while the meteor radar is observing meteor re¯ections from near 95 km.
Discussion
We have presented evidence from observations over the South Pole taken with a meteor radar that clearly show a strong seasonal variation in the periods and intensity of eastward propagating long period waves. Additionally, we have also localized a number of speci®c eastward propagating transient long-period wave events during the seasons when a general increase in the eastward wave activity is observed. In the following sections we will discuss the possible mechanisms associated with the observed wave behavior over the South Pole.
A mechanism for the observed seasonal behavior
Based upon the linearized theory for global-scale oscillations in the Earth's atmosphere an oscillation can either be a``free resonant'' mode or it must be forced by some mechanism. In an isothermal linearized atmosphere without dissipation and winds such``free resonant'' modes can exist in the absence of forcing however in the actual atmosphere some minimal forcing is necessary to excite these modes. Investigation of the dispersion curves for Laplace's tidal equations for an eastward propagating zonal wave number one with wave periods between 2 and 10 days and vertical wavelengths greater than 10 km only indicate two possible solutions. These solutions are the ®rst symmetric and antisymmetric gravitational modes, which are Kelvin modes typically con®ned to the equatorial region and to the zonal wind ®eld. Additionally, there do not exist any``free resonant'' or Lamb type modes with periods longer than 2 days for eastward propagating zonal wave number one disturbances. Therefore, clearly the observed eastward propagating waves at the South Pole cannot be attributed to free modes and must be related to a forced oscillation. In the case of forced oscillations it is possible to observe waves in the region of forcing or these waves could be forced elsewhere in the atmosphere and propagate into the observing region. Based upon energetic considerations it is typically expected that forced oscillations will be observed in regions of the atmosphere above the level of forcing rather than below.
Previous works (Venne and Stanford, 1982; Lait and Stanford, 1988; Lawrence et al., 1995) have described the presence of waves in the Southern Hemisphere mesosphere and stratosphere with zonal wave numbers one to three and periods of 4, 1.8 and 1.2 days. This 4-day wave is an eastward propagating disturbance with a zonal wave number one. Modeling work (Manney et al., 1988; Manney and Randel, 1993) has indicated that this 4-day oscillation is related to an instability, both baroclinic and barotropic, in the winter stratosphere. Fraser et al. (1993) have also found eastward propagating waves present at high southern latitudes using medium frequency radar data from Scott Base (78 S) and Fabry-Perot spectrometer data from the South Pole. These waves have periods which range from 2 to 4 days and appear to have a zonal wave number of one near the pole.
To investigate the possibility that the observed eastward propagating waves at the South Pole could be related to an instability, we have constructed a mean zonal wind ®eld across the globe for each month of the year and computed the meridional gradient of quasigeostrophic potential vorticity based on this wind ®eld. The meridional gradient of quasi-geostrophic potential vorticity (" q y ) is a diagnostic tool for the occurrence of instabilities, as a change of sign in " q y is a necessary but not sucient condition for the onset of unstable wave growth. We have computed " q y using the equation given by Manney and Randel (1993) . Figure 13 shows the mean zonal winds (top) and the resulting " q y (bottom) for latitudes of 80 S and 70 S. The zonal mean winds were constructed using the semiempirical model of Groves (1985) in the troposphere, geostrophically from MSISE90 temperatures (Hedin, 1991) between 12 and 80 km, and above 80 km the zonal mean winds were taken from the empirical model of Portnyagin and Solov'yeva (1992a,b) . These are the zonal mean wind ®elds used in global-scale wave model (GSWM) calculation of the diurnal and semidiurnal tides (Hagan et al., 1994 (Hagan et al., , 1995 . Clearly evident in the mean zonal wind ®elds shown in Fig. 13 is a strong eastward circulation which maximizes in the stratosphere in August with an amplitude of 50(80) m s À1 at 80 S(70 S). During the summer months (NDJF) in the mesosphere the circulation reverses to a westward¯ow. Shown in the bottom panels of Fig. 13 is " q y for the mean zonal winds discussed above. The shaded regions indicate where " q y has become negative. At 80 S nearly the entire stratosphere and mesosphere possesses a negative " q y between March and November. As we move to lower latitudes, 70 S, the structure changes somewhat, where the region of negative " q y has moved up in the stratosphere and is only present from April to October in the upper stratosphere. One feature which is clearly present in " q y at 80 S and somewhat diminished but still present at 70 S, is a region of negative " q y during the winter months near 90 km. One caveat about these results is that they are generated from an empirical climatological model of the zonal mean zonal winds and as such they represent a smoothed average picture of the zonal mean zonal winds during the periods of interested. One can argue that the gradients used to compute " q y from these data will be underestimated due to the smoothed nature of the climatology. More realistic estimates of " q y were made by Lawrence and Randel (1996) for June 1975 to June 1978 using the Nimbus-6 PMR data. These results are consistent with our results and indicate a region of negative " q y present poleward of 70 S present during the winter months at 48, 65 and 81 km (other altitudes are not shown). An additional climatology which describes the structure of the Southern Hemisphere middle atmosphere is Koshelkov (1984) .
The implication of Fig. 13 , is that poleward of 70 S the structure of the mean¯ow is such that waves, which are the result of an instability, could exist and grow. Now, if the waves observed at the South Pole are the result of an instability in the mean¯ow, then because these waves cannot exist in the absence of forcing, we would only expect to observe these waves during periods when " q y changes sign. Recall Fig. 3 where the seasonal occurrence of the eastward propagating waves indicates an onset in April with a tendency towards shorterperiod waves through the winter season, and subsiding wave activity in October. From Fig. 13 we see a very similar seasonal dependence of the region of negative " q y during the winter months near 90 km at 80 S and additionally in the stratosphere at 70 S. As additional evidence for the connection between an instability near 90 km and the observed occurrence of eastward propagating waves at the South Pole, Fig. 14 is presented. Figure 14 shows the frequency of the waves which would be excited by the instability near 90 km at 80 S. These wave frequencies were estimated using the simple relationship that the phase speed of waves excited by an instability are equal to the mean zonal¯ow speed in the region where " q y reverses sign. This relationship was expressed as m "
x À r r 0 by Manney et al. (1988) and is proven rigorously by Tung (1981) for barotropic instabilities. Assuming a zonal wave number of one, Fig. 14 was constructed using the mean zonal winds at 80 S near 90 km and the aforementioned phased speed relationship. Clearly evident from this ®gure is a seasonal variation in wave period which is nearly identical to the envelope encompassing the eastward propagating wave spectrogram presented in Fig. 3 . Not only is the general seasonal dependence representative of Fig. 3 , but the estimated periods are very close in absolute magnitude to what is observed at the South Pole, with a minimum wave period of 2 days observed in July. The minimum wave period of 2 days observed at the South Pole would indicate a mean zonal eastward velocity of 6.4 m s À1 for a zonal wave number one disturbance and for increased eastward velocities, shorter wave periods would be expected to occur. From the mean zonal winds shown in Fig. 13 (80 S) it can be seen that below 80 km the zonal mean winds begin to increase rapidly towards the stratopause. This would seem to support a theory that these eastward propagating waves are the result of an instability in the polar mesosphere which is occurring above 80 km. However, as one moves equatorward, the zonal mean wind speed corresponding to a phase speed of 6.4 m s À1 increases and it is possible that the observed waves are the result of an instability equatorward and lower in the atmosphere than that postulated earlier. Additional evidence which supports the observation of signi®cant wave amplitudes in the region where an instability is generating waves is the work of Meyer and Forbes (1997) . In this paper Meyer and Forbes (1997) excited an unstable 6.5 day wave in the polar mesosphere and show wave amplitudes in the region of instability which are only 30% smaller than the maximum amplitudes observed 30 km higher in the atmosphere. Clearly, without additional observations we cannot rule out either hypothesis.
Possible evidence for an oset dynamical pole
Recall that in Fig. 11 the phases computed for the observed wave events were consistent with what one would expect for an eastward propagating wave with zonal wave number one. However in at least one case, the same cannot be said for the observed amplitude structure. Making measurements with a radar, which can only measure radial velocities, of a wave which is propagating zonally we would expect to observe the same wave feature in each of the four observational directions only delayed by 0.25 of a wave period. Then the resulting ®ts to this wave feature in each of the four observational directions should give rise to identical amplitudes and phases which are shifted by 0.25 of a wave period relative to the neighboring observations.
Recently, Hernandez et al. (1997) have described a set of optical measurements of mesospheric winds ($ 88 km) made near the South Pole during August 1996. During this period Hernandez et al. (1997) observed two distinct wave events in the meridional wind ®eld. These events had periods near 2 (51X3 h) and 4 days (107 h), with peak amplitudes of 10 ms À1 . While the amplitude structure is quite similar to the amplitudes which we have observed over the South Pole using the meteor radar, the phase structure of the waves observed by Hernandez et al. (1997) is somewhat dierent. In particular, for both of these wave event Hernandez et al. (1997) only observed two distinct phases. This coupled with a distinct sinusoidal variation in the observed amplitude with respect to azimuth viewing angle lead Hernandez et al. (1997) to conclude that these observed waves are not zonally propagating but are propagating across the pole. The observed sinusoidal variation in amplitude relative to the azimuthal viewing direction is consistent with a wave propagating over the South Pole rather than zonally around it because the OH spectrometer, similar to the meteor radar, can only measure radial velocities and hence the observed velocity is the projection of the actual wave velocity projected onto the viewing direction. Examination of Fig. 11 for events 4 and 5 indicates that the observed amplitudes could not be the result of a simple sinusoidal variation because there are two maxima and two minima observed and the maxima fall between the minima. Clearly, one period of a simple sinusoid would not ®t these variations particularly well. Additionally, the observed phase structure is not constant over 180 of longitude as was observed by Hernandez et al. (1997) , and hence we conclude that the wave events presented herein (events 4 and 5) while similar in period, in amplitude and time of occurrence to those presented by Hernandez et al. (1997) are not propagating across the South Pole. Conversely, event 7
Fig. 14. The instability wave frequency assuming " for a zonal wave number one disturbance at 80 S and 90 km as a function of month which we have observed is consistent with a mesospheric standing oscillation as presented by Hernandez et al. (1997) . If these waves are not propagating zonally around South or across the South Pole then what is the geometry of the observed waves? One possible explanation is that the observed waves are propagating zonally around a dynamical pole which is oset from the geographic pole. If this were the case then the projection of the``true'' wave amplitude onto the observational line of sight direction would not result in a simple sinusoidal variation, but would result in a somewhat more complicated geometrical relationship. Figure 15 shows the expected amplitudes and phases for a wave propagating around a dynamical pole which is oset by 400 km in the 0 direction. Notice that the amplitudes are large in the 0/180 direction and reduced by at least a factor of 2 in the 90/270 direction. This is quite similar to what was observed for wave events 4 and 5. However, for our simple simulation the expected phases deviate signi®-cantly from what is observed. This deviation could be the result of our assumption that the waves are propagating in a circular fashion around this oset dynamical pole. In reality this situation is probably signi®cantly more complicated due reduced phase speeds associated with disturbances at high latitudes which could make these waves more susceptible to interactions with the zonal mean¯ow.
Conclusions
The upper mesospheric meteor wind observations over the South Pole presented herein have indicated a signi®cant seasonal variation in wave activity which occurs in this region. Clearly present in the wave spectrum observed over the South Pole is a distinct winter/summer asymmetry with primarily westward propagating waves present during the summer and eastward propagating wave present in the winter. Our analysis has shown that the envelope of eastward propagating waves present during the winter systematically changes with time, where only the longest period waves are observed near the equinoxes and shorter period waves are present as the winter solstice is approached.
Investigation of the zonal mean wind ®eld at high latitudes indicates that conditions are sucient for the initiation of unstable wave growth in the upper mesosphere. The seasonal structure of the unstable region and an estimation of the wave periods which may be generated by such an instability are quite similar in structure to the observed seasonal structure of eastward propagating waves observed over the South Pole. This evidence in conjunction with previous modeling eorts and observational studies of the Southern Hemisphere winter stratosphere would indicate that the eastward propagating waves observed over the South Pole could be related to an instability in the upper mesosphere, however a stratospheric source at lower latitudes cannot be ruled out. Additional modeling studies and observations are necessary to further quantify this result.
Embedded in this general increase of eastward propagating wave activity are a number of distinct wave events. Using a constant-®lterbank and a set of statistical signi®cance criteria the amplitudes, phases and wave periods for these events have been estimated. In a few cases the amplitude structure of the observed waves is inconsistent with the conclusion that the observed wave are propagating zonally around the geographic pole. Rather it appears, in a few cases, that these wave events are propagating around an oset dynamical pole.
Filtered noise characteristics

Appendix:
To begin we ask the question what are the statistical characteristics of a stochastic process which is passed through a linear time-invariant ®lter. We de®ne x t as a discrete-time stochastic process which is passed through a linear time-invariant (LTI) ®lter with impulse response t and the resulting output discrete-time stochastic process is y t . From basic linear system theory the output is convolution of the input with the ®lter impulse response written y t x t Ã t X 12
The mean value of the output time-series, written iy, will be ix fy j j, the mean of the input time-series scaled by the ®lter response at DC. If the ®lter is not low pass then the resulting output discrete-time stochastic process will be nearly zero mean. The second moment of the output time series, written ijyj 2 , is related to the input time series and the ®lter frequency response by 
