The identification of noise sources in enclosures proves to be particularly difficult in the low-frequency range, because the emerging standing wave field does not allow direct conclusions as to the location of sources. This paper presents an approach to reconstruct sound pressure and particle velocity on the boundary, based on an inverse finite element method (IFEM). This procedure requires sound pressure measurements in the interior first. In a second step, these data are associated to the nodes of an acoustic finite element model of the cavity. If all sources are located on the boundary, the equation system resulting from the numerical model can be re-sorted in such a way that the boundary values can be reconstructed. The IFEM is verified by a two-dimensional simulation. Including an energy-minimizing solution norm, performance on arbitrarily shaped boundaries is improved. Finally, the IFEM is applied in a twodimensional laboratory experiment. By means of regularization techniques, a loudspeaker included in the boundary of a test facility can be identified.
I. INTRODUCTION
The constant noise pollution in aircraft cabins causes a severe limitation of passenger comfort. While high-frequency noise is satisfactorily absorbed by the cabin lining, low-frequent noise remains a challenge. When speaking of long-range aircraft, frequencies below 400Hz are referred to as low frequencies. Effective sound insulation in this frequency range requires the installation of thick, heavy absorption material which would reduce the available space and increase fuel consumption. For this reason, global passive damping measures cannot be applied in aviation in the low frequency range. This leaves two alternatives: local passive damping of sound sources, or active noise control (ANC) systems. In both cases, the location and type of the sources should be known. According to [1] , external sound sources that excite the sound field inside the cabin are engine noise (e.g. jet noise) and aerodynamic noise (e.g. boundary layer noise). Furthermore, the noise can be air borne or structure borne. The transmission path for structure borne noise has the effect that the main locations of excitation can be different from the positions of sound entry into the cabin. For the acoustics engineer it is important to know the spots on the cabin boundary that are most responsible for cabin noise -the acoustic hot spots.
Various techniques for sound source localization have been developed, ranging from simple sound pressure or intensity mapping to highly advanced array methods such as Beamforming [2, 3] or Nearfield Acoustic Holography (NAH) [4, 5] as well as inverse methods, for instance the Inverse Boundary Element Method (IBEM) [6, 7] or Helmholtz Equation Least Squares (HELS) [8, 9] . All these approaches have their benefits and drawbacks for specific application scenarios. An extensive stateof-the-art survey is given in [10] . To be applicable to aircraft cabins, such a procedure must fulfill the following conditions:
• It must work in enclosures, i.e. in the absence of free-field conditions. As these are, if ever, given in longitudinal direction only in aircraft, this problem is currently solved by placing large foam blocks inside the cabin during flight tests in order to simulate a free-field. This is labor-intensive and demands a better solution. Of the above-mentioned methods, mapping techniques as well as Beamforming and NAH tend to fail to work in closed cavities because they are highly sensitive to reflections. However, recent efforts try to overcome this drawback by using spherical arrays with Beamforming [11] or double layer arrays with NAH [12, 13] . • It must work in the low-frequency range. Both Beamforming and NAH have their shortcomings here, because low frequencies require large arrays, although NAH can be used with low frequencies using patch techniques. • It must be accurate for arbitrary surfaces. As NAH and HELS are based on a separable coordinate system (planar, spherical, cylindrical), this is not true for the given methods. • It must not be dependent on boundary information. This is not a compulsory bat rather a desirable feature as it enables source localization without having to obtain boundary impedance from additional measurements or material properties. However, IBEM requires this information in order to calculate the transfer functions between boundary vibration and sound pressure in the cavity. Vice versa, the unknown boundary admittance has been determined with a known source using IBEM [14] or an inverse finite element method (IFEM) [15] . Thus far, none of the mentioned techniques meets the requirements of applicability to aircraft cabins with low frequencies (where 'low' is dependent on cabin size). This paper presents a combined measurement-and computational procedure that reconstructs all the acoustic quantities (sound pressure, particle velocity) on the boundary based on sound pressure measurements taken inside the cabin. From these, conclusions can be drawn as to the location of hot spots. The technique is based on an inverse method, using an acoustic finite element model of the cabin. It must be robust towards measurement errors; additional requirements are moderate numerical complexity and moderate measurement effort. The formulation of the procedure is described as well as its numerical and experimental validation using a two-dimensional test bed.
II. THEORY A. The inverse finite element method
The finite element method (FEM) for time-harmonic analysis of interior noise problems is described in standard literature, e.g. in [11] . It is based on the Helmholtz Equation,
where p(x) is the sound pressure at position x = (x,y,z) and k = 2π f / c is the wave number, specified by excitation frequency f and velocity of sound c. The corresponding boundary conditions (BC) are given by the Dirichlet BC for the prescribed sound pressure pon the pressure boundary Rp (2a)
as well as the Neumann BC for the normal component of the prescribed particle velocity vn on the velocity boundary R v ,
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where ρ is the density of the fluid. Finite element discretization of Eq. (1) and (2) leads to an algebraic set of equations for the sound pressure that can be summarized as .
(3)
column matrix of boundary loads that are proportional to the normal component of the particle velocity, and K is the (i x i) complex system matrix. i corresponds to the number of nodes of the finite element (FE) mesh. In the absence of damping, K is calculated by (4) with K S being the system stiffness matrix, M S being the system mass matrix, and the angular frequency ω = 2πf. K then is symmetric, sparse and real. The calculation domain of the FEM consists of the boundary (B) and the interior region. The solution of Eq. (3) with respect to the prescribed boundary conditions leads to the unknown pressure field. This process is called forward calculation in the following. In order to derive the IFEM, the interior region is split into an inner measurement sub-domain (M) and a transition sub-domain as illustrated in Figure  1 . Now, the FE nodes in the 'M' domain are associated with prescribed pressure values, while the values in T and on the boundary are unknown. The number of nodes in the individual sub-domains amounts to l on the boundary, m in the transition sub-domain and n in the measurement sub-domain. According to that, the pressure vector now looks as follows:
the same applies for the vector of boundary loads. As the solution space of a system of linear equations (SLE) is not dependent on the order of its rows, Eq. (3) can be re-sorted in order to group the lines according to the sub-domains of the calculation domain [12] :
.
The pressure values in the 'M' domain are assumed to be known (e.g. from
Kp v = measurements), the pressure in the remaining sub-domains are unknown. Assuming that all sources are located on the boundary, the boundary load vector v only has unknown entries in the v B sub-vector -the remaining entries, corresponding to nodes located in the interior region, are zero. According to this, Eq. (5) can be rewritten:
The additional subscript denotes whether the variable is known (k) or unknown (u).
With the unknown variables brought to the right side and the known variables brought to the left side of the equation system, one has .
I is the identity matrix. Now the unknown parts of the sound pressure vector p can be computed by the solution of a reduced problem given by .
(6a)
Subsequently the unknown velocities at the outer boundary are determined by .
(6b)
This procedure is called inverse calculation. Eq. (6a) can be solved to determine the complete sound field in the interior using only the measurements in the inner region of the sound field. For simplicity it is rewritten as follows:
;
A has the dimensions (m + l) x (m + n) and can be regarded as reduced stiffness matrix. In general A is rectangular and therefore cannot be directly inverted to determine x. However, the sparseness of the matrix allows for the use of fast numerical solution algorithms. As can be seen from the population of A, Eq. (7) is over-determined if there are more nodes in the measurement sub-domain than on the boundary, i.e. if n > l.
, : , :
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B. Minimization of the solution norm
Common solution algorithms such as the LSQR method try to minimize the solution norm x H x, where x H denotes the Hermitian matrix of x. Since the reduced stiffness matrix A in Eq. (7) does not further contain all proximity relations, it can become rank-deficient, although the actual SLE is over-determined. The minimization of the solution norm can eliminate the contributions of certain nodes to the solution vector. This is particularly true for nodes in convex corners of the geometry, as they correspond to small entries in the stiffness matrix because of few proximity relations. However, the reconstruction of sound sources demands a physically correct reconstruction of quantities on the boundary, as opposed to a numerically correct solution. One way of providing the numerical problem with additional physical information is to introduce a different solution norm. Whereas the FEM is based on energy minimization, this balance is not given any more for the reduced SLE of the inverse calculation. For this reason, instead of minimizing x H x, it is advantageous to minimize a cost function that corresponds to the (time-averaged) acoustic potential energy 1 of the discretized calculation domain, such as (8) where p denotes the complete vector of sound pressures, consisting of the measured pressures p M and the solution vector x, compare Eq. (7) . Thus, the function (10) has to be minimized with respect to the constraint (11) with A, x, and b defined as in Eq. (7) . In order to combine Eq. (10) and (11) into an equation of type A E X E = b E , the method of Lagrangian multipliers is applied. Accordingly, this leads to with (11) i.e., considering Eq. (10) and (11),
The values of λ i represent the Lagrangian multipliers, which have to be determined apart from x. For reasons of clarity, the abbreviations are introduced. Since K is real and symmetric, K 47 = K 23 H . Consequently, Eq. (12) becomes 
and derivation with respect to x and λ leads to (14) 
Eq. (14) and (15) can be combined to or (16)
Eq. (16) is solved with respect to x E using common algorithms such as LSQR. Note that Eq. (16) is larger than the original SLE, Eq. (7), but square and even symmetric.
III. VERIFICATION OF THE METHOD
In order to verify the IFEM, it is first applied to a simple two-dimensional simulation realized with Matlab. Using a forward calculation, data is generated that is consequently used as input for the inverse calculation. For now, only the reconstruction of the sound pressure shall be of interest. The geometry and the discretization made are presented in Figure 2a . For the latter, Lagrangian triangle elements of first order are used. To simulate a sound field, a normal acceleration boundary condition of magnitude |a n | = 0.1m/s 2 and frequency f = 250Hz is assigned to a boundary element. The remaining boundary elements are defined as sound-hard using a homogenous Neumann boundary condition (a n = 0). The wavelength is λ = 1.372m, giving 6.85 nodes per wavelength. The resulting sound field can be seen from Figure 2b . Now the IFEM calculation is performed. The measurement area, which provides the input data, is specified as marked in Figure 2a . This means, for simplicity there are no nodes included in the transition sub-domain. The model consists of 72 elements and 49 nodes, 25 of which are located in the measurement sub-domain and 24 on the boundary. For the inverse calculation, Eq. (7), Ax = b, is solved first using the LSQR algorithm. As shown in Figure 2c , the sound pressure on the boundary is reconstructed well, except for the geometry corners, where it is close to zero. As explained in the previous chapter, the reason for this lies in the structure of the reduced stiffness matrix A. An analysis of the population of A (see Figure 3) shows that it is rank-deficient with respect to its rows. The unpopulated rows correspond to zero elements in the right-hand side vector b. The elements of the marked columns of A are multiplied with the unknown values of the four corner nodes in the equation Ax = b. As can be seen from Figure 2a , these nodes have only one or no proximity relations to the nodes located in the measurement sub-domain. Accordingly, the respective columns of A contain only values equal to or near zero. In combination with the rank-deficiency of the problem, this leads to erroneous results in the geometry corners, since the LSQR algorithm minimizes the solution norm. The energy norm introduced with Eq. (9), leading to Eq. (16), helps: the LSQR solution of this equation approximates the corner values much better (see Figure 2d ). By implicitly weighting with the complete stiffness matrix K according to Eq. (10), all proximity relations existing in the original system are included in the equation system to be solved.
Thus, the applicability of the IFEM on a simplified two-dimensional simulation is verified. Using the energy norm additionally improves the result in the geometry corners and is therefore preferred to the solution by square norm. 
IV. VALIDATION BY LABORATORY EXPERIMENT A. Experimental set-up
The experimental application of the IFEM method to a basic two-dimensional test facility has been described in [13] ; the subsequent studies are realized in a larger test environment. The simulation tool Comsol Multiphysics is used to create an acoustic model of the environment and the required model parameters (dynamic stiffness matrix, node coordinates) are passed on to the IFEM algorithm. The right-hand side vector is generated by linear interpolation of the measured data to the mesh nodes. After that, the inverse calculation is performed. Since the resulting SLE turns out to be ill-posed and therefore highly sensitive regarding disturbed input data, regularization has to be applied to obtain a physically useful solution. The contributing disturbance can be separated into measurement errors, i.e. phase and magnitude deviations, also caused by interpolation and inaccurate positioning, and model errors, induced by discretization and inexact geometry modeling. Another influencing parameter is the regularization method and the technique of regularization parameter choice that is applied. Comsol post-processing functions are used to display the results, the reconstructed data being assigned to the FE nodes.
B. Mapping
The measurement data required for the experimental validation of the IFEM method are recorded with the test facility pictured in Figure 4 . The cavity to be measured is enclosed in a cuboid of dimensions 0.9m (height) x 2m (width) x 0.23m (thickness).
To restrict the inverse calculation to the two-dimensional case, the thickness is chosen small enough to prevent the emergence of room modes in the considered frequency range, f < 500Hz (the first eigenfrequency in this direction appears near f = 745Hz). The boundary of the facility consists of 20mm acrylic glass and 20mm chipboard and can be regarded as sound-hard. The backplane contains airtight sealable holes to allow mapping by 1 ⁄ 2" microphones in a 10cm x 10cm grid. The cavity is excited by band-limited white noise from a loudspeaker included in the boundary. Between 20Hz and 1600Hz, complex sound pressure spectra are recorded with a resolution of 1Hz per frequency line. The reference phase is taken from an accelerometer placed on the membrane of the loudspeaker. Noise source identification in a 2D cavity based on inverse finite element method C. Modeling Figure 5 pictures the two-dimensional discretization of the calculation domain, also showing the inner sub-domain and the position of the source. The model consists of 199 nodes, corresponding to 199 DOFs due to linear shape functions. Of these, 42 nodes are located on the boundary, 38 in the transition and 119 in the measurement sub-domain. An eigenfrequency analysis based on the eigenfrequencies below f < 300Hz allows a comparison between and FE model and test facility (see table I ).
The eigenfrequencies of the latter were determined from peaks in the frequency response function measured in the corners of the cubiod. Except for the first mode, where the deviation can be lead back to nonlinearities of the loudspeaker for low frequencies, the values show good coincidence. As a reference for the mapping results, a forward calculation is performed using the FE model. The loudspeaker is simulated by an acceleration boundary condition, the magnitude of which is determined by the normal acceleration measured on the loudspeaker membrane. Figure 6a compares the measured pressure magnitude to the simulation result for f = 238Hz. The boundary area of the measurement plot appears blank because it does not contain measured data. The quantitative conformance of measured and simulated sound field is clearly visible. The higher magnitudes in the simulation can be traced to the constant acceleration defined on the simulated source, whereas the real acceleration on the membrane will decrease from center to border. 
D. Reconstructing sound pressure
Using the measured pressure values at f = 238Hz, interpolated to the nodes of the inner sub-domain, the inverse calculation according to Eq. (16) is performed. The result, shown in Figure 6b (right), clearly demonstrates the typical effect of disturbed input data on ill-posed or ill-conditioned problems. The reconstructed sound pressure field makes no physical sense -the boundary values show strong oscillations and have a far higher magnitude than the input data. This behavior demands the application of regularization techniques to stabilize the solution. The following methods are used: Truncated Singular Value Decomposition (TSVD), Tikhonov Regularization, and Conjugated Gradient Least Squares (CGLS), as implemented in [14] . TSVD and Tikhonov are direct methods that solve a modified, better-conditioned equation system -either by ignoring the singular values close to zero that spoil the solution, or by adding a small offset to the ill-conditioned system matrix A. CGLS is an iterative solution algorithm for SLEs that has regularizing effects. Respectively, the regularization parameter consists in the number of ignored singular values, the amount of variation of the system matrix, or the number of iterations. As a procedure to determine the optimal regularization parameter, the L-Curve method [15] is applied. This approach tries to find a compromise between low solution norm ||x|| 2 and low residual norm ||r|| 2 = ||Ax -b|| 2 . The solution norm is plotted against the residual norm in dependence of the regularization parameter. In logarithmic scale, this curve is typically 'L'-shaped, the corner of the 'L' representing the optimal regularization parameter.
Noise source identification in a 2D cavity based on inverse finite element method JOURNAL OF LOW FREQUENCY NOISE, VIBRATION AND ACTIVE CONTROL Figure 6c shows the regularized solutions for TSVD and Tikhonov method. Both solutions look similar and coincide well with the simulation. The CGLS method (see Figure 6d , left) leads to a slightly under-regularized solution (i.e. the number of iterations is too large). Figure 7 (left) confirms that the L-Curve method fails to choose the actual corner (corresponding to ca. 30 iterations), but delivers a far higher parameter. As CGLS is the regularization method of choice for large-scale problems (e.g. three-dimensional applications) due to low computting time, an improvement is desired. By replacing the square residual and solution norms of the L-Curve by energy norms as well,
the reconstructed boundary pressure looks much smoother (see Figure 6d , right). As shown in Figure 7 (right), the L-Curve then approaches a very small solution norm starting from the right top, but as the residual norm further decreases, the solution norm rises again and the residual norm shows oscillating behavior. The regularization parameter is determined to be 31, which corresponds well to the corner of the original L-Curve.
E. Localization of the source
The identification of the loudspeaker position is not possible by sound pressure alone. More significant is the particle velocity, as its normal component must be near zero on the sound-hard parts of the boundary. If there exists a normal velocity v n , respectively a normal acceleration a n = jwv n , noticably larger or smaller than zero, then a sound source or sink must exist at the particular position. Figure 8 shows the normal acceleration along the arc length of the boundary, for both TSVD and Tikhonov solution using L-Curve. Arc length runs clockwise, starting from the lower left corner. The abscissa of the global maximum corresponds to the loudspeaker position (s = 0,6m) in both cases. The TSVD solution has better quality, since the distance between global maximum and second highest peak is larger than in the Tikhonov plot. 
V. CONCLUSIONS
Based on the FEM, an inverse computational procedure has been described to reconstruct sound pressure and particle velocity on the boundary of enclosures. This process requires measured pressure data from a subspace of the domain as well as an acoustic model of the cavity, but is not dependent on the acoustic boundary conditions. By means of a two-dimensional laboratory experiment, it has been shown that the inverse finite element method is applicable to localize the position of sound sources on the boundary. An energy-minimizing solution norm helps to improve performance in geometry corners. The use of regularization is compulsory; TSVD, Tikhonov and CGLS methods have turned out to work well combined with the L-Curve parameter choice method. All in all, the IFEM meets all requirements of a noise source localization method applicable to aircraft cabins. Results of its application to a fuselage section will be reported in a forthcoming paper.
