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Depuis plusieuƌs dizaiŶes d͛aŶŶĠes, la ŵodĠlisatioŶ du ǀiǀaŶt est uŶ eŶjeu ŵajeuƌ Ƌui 
nécessite de plus en plus de travaux dans le domaine de la simulation. En effet, elle ouvre la 
porte à toute une palette d͛appliĐatioŶs : l͛aide à la dĠĐisioŶ eŶ eŶǀiƌoŶŶeŵeŶt et eŶ 
ĠĐologie, l͛aide à l͛eŶseigŶeŵeŶt, l͛aide à la dĠĐisioŶ pouƌ les ŵĠdeĐiŶs, l͛aide à la ƌeĐheƌĐhe 
de nouveaux traitements pharmaceutiques et la biologie dite « prédictive », etc. Avant de 
pouvoir aborder un problème, il est nécessaire de pouvoir modéliser de façon précise le 
système biologique concerné en précisant bien les questions auxquelles devra répondre le 
ŵodğle. La ŵaŶipulatioŶ et l͛Ġtude de sǇstğŵes Đoŵpleǆes, les sǇstğŵes ďiologiƋues eŶ 
ĠtaŶt l͛archétype, pose, de façon générale, des problèmes de modélisation et de simulation. 
C͛est daŶs Đe ĐoŶteǆte Ƌue la soĐiĠtĠ IŶtegƌatiǀe BioCoŵputiŶg ;IBCͿ développe depuis le 
dĠďut des aŶŶĠes ϮϬϬϬ uŶ pƌototǇpe d͛uŶe Platefoƌŵe GĠŶĠƌiƋue de ModĠlisatioŶ et de 
Simulation (la PGMS) dont le but est de fournir un environnement pour modéliser et simuler 
plus siŵpleŵeŶt les pƌoĐessus et les foŶĐtioŶs ďiologiƋues d͛uŶ oƌgaŶisŵe Đoŵplet aǀeĐ les 
organes le composant. 
La PGMS étant une plateforme générique encore en phase de développement, elle ne 
possédait pas les performances nécessaires pour permettre de réaliser la modélisation et la 
siŵulatioŶ d͛ĠlĠŵeŶts iŵpoƌtaŶts daŶs des teŵps suffisaŵŵeŶt Đouƌts. Il a donc été décidé, 
afiŶ d͛aŵĠlioƌeƌ dƌastiƋueŵeŶt les peƌfoƌŵaŶĐes de la PGMS, de paƌallĠliseƌ et d͛optiŵiseƌ 
l͛iŵplĠŵeŶtatioŶ de Đelle-ci ; le but étant de permettre la modélisation et la simulation 
d͛oƌgaŶes Đoŵplets daŶs des teŵps aĐĐeptaďles. 
Le travail réalisé au cours de cette thèse a donc consisté à traiter différents aspects de la 
ŵodĠlisatioŶ et de la siŵulatioŶ de sǇstğŵes ďiologiƋues afiŶ d͛aĐĐĠlĠƌeƌ les tƌaiteŵeŶts de 
ceux-ci. Le traitement le plus gourmand en termes de teŵps de ĐalĐul loƌs de l͛eǆĠĐutioŶ de 
la PGMS, le calcul des champs physicochimiques, a aiŶsi fait l͛oďjet d͛uŶe Ġtude de faisaďilitĠ 
de sa parallélisation. Parmi les différentes architectures disponibles pour paralléliser une 
telle appliĐatioŶ, Ŷotƌe Đhoiǆ s͛est poƌtĠ suƌ l͛utilisatioŶ de GPU ;GƌaphiĐal PƌoĐessiŶg UŶitͿ à 
des fins de calculs généralistes aussi couramment appelé GPGPU (General-Purpose 
computation on Graphics Processing Units). Ce choix a été réalisé du fait, entre autres, du 
coût réduit du matériel et de sa très grande puissance de calcul brute qui en fait une des 
architectures de paƌallĠlisatioŶ les plus aĐĐessiďles du ŵaƌĐhĠ. Les ƌĠsultats de l͛Ġtude de 
faisabilité étant particulièrement concluant, la parallélisation du calcul des champs a ensuite 
été intégrée à la PGMS. En parallèle, nous avons également mené des travaux 
d͛optimisations pour améliorer les performances séquentielles de la PGMS. Le résultat de 
ces travaux est une augmentation de la ǀitesse d͛eǆĠĐutioŶ d͛uŶ faĐteuƌ ϭϴ,ϭϮǆ suƌ les 
simulations les plus longues (passant de 16 minutes pour la simulation non optimisée 
utilisaŶt uŶ seul Đœuƌ CPU à ϱϯ seĐoŶdes pouƌ la ǀeƌsioŶ optiŵisĠe utilisaŶt toujouƌs uŶ seul 
Đœuƌ CPU ŵais aussi uŶ GPU GTXϱϬϬͿ. L͛autƌe aspeĐt ŵajeuƌ tƌaitĠ daŶs Đes tƌaǀauǆ a ĠtĠ 
d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes algoƌithŵiƋues pouƌ la siŵulatioŶ d͛autoŵates cellulaires en 
trois dimensions. En effet, ces derniers permettent aussi bien de simuler des 
ĐoŵpoƌteŵeŶts ďiologiƋues Ƌue d͛iŵplĠŵeŶteƌ des ŵĠĐaŶisŵes de ŵodĠlisatioŶ tels Ƌue 
les interactions multi-ĠĐhelles. Le tƌaǀail de ƌeĐheƌĐhe s͛est esseŶtielleŵent effectué sur des 
pƌopositioŶs algoƌithŵiƋues oƌigiŶales afiŶ d͛aŵĠlioƌeƌ les siŵulatioŶs ƌĠalisĠes paƌ IBC suƌ 
la PGMS. L͛aĐĐĠlĠƌatioŶ logiĐielle, à tƌaǀeƌs l͛iŵplĠŵeŶtatioŶ de l͛algoƌithŵe Hash-Life en 
tƌois diŵeŶsioŶs, et la paƌallĠlisatioŶ à l͛aide de GPGPU ont été étudiées de façon 
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Depuis plusieuƌs dizaiŶes d͛aŶŶĠes, la ŵodĠlisatioŶ du ǀiǀaŶt est uŶ eŶjeu ŵajeuƌ du 
domaine de la simulation. En effet, la modélisation du vivant ouvre la porte à toute une 
palette d͛appliĐatioŶs : 
- L͛aide à l͛eŶseigŶeŵeŶt à tƌaǀeƌs l͛utilisatioŶ de patieŶts ǀiƌtuels pouƌ les Ġlğǀes de 
médecine par exemple. 
- L͛aide à la dĠĐisioŶ loƌs de tƌaiteŵeŶts comme lors du dosage personnalisé de celui-ci 
à la phǇsiologie d͛uŶ patient. 
- L͛aide à la recherche de nouveaux remèdes pour les sociétés pharmaceutiques. 
- Etc. 
Mais avant de pouvoir traiter ces problèmes, il est donc nécessaire de pouvoir modéliser de 
façon précise les systèmes biologiques. Or la complexité du vivant est particulièrement 
iŵpoƌtaŶte. AiŶsi, le foŶĐtioŶŶeŵeŶt de l͛oƌgaŶisŵe huŵaiŶ est ĐoŶtƌôlĠ paƌ uŶ Ŷoŵďƌe de 
gğŶes de l͛oƌdƌe de ϯϬ 000. Chacun de ces gènes permet la fabrication de protéines qui vont 
interagir entre elles en fonction de leur structure. Au niveau cellulaire, ces protéines vont 
peƌŵettƌe l͛appaƌitioŶ de ŵĠĐaŶisŵes Đoŵpleǆes tels Ƌue les voies métaboliques. Enfin, à 
des niveaux supérieurs, ces cellules permettent la modélisation des organes et des différents 
systèmes biologiques. 
Tous Đes ŵĠĐaŶisŵes foŶt des sǇstğŵes ďiologiƋues des sǇstğŵes Đoŵpleǆes Ƌu͛il est 
impossiďle de ŵodĠliseƌ et de siŵuleƌ eŶ pƌeŶaŶt eŶ Đoŵpte l͛eŶseŵďle des caractéristiques 
eǆistaŶtes ;la ŵodĠlisatioŶ d͛uŶ oƌgaŶe Ŷe peut ġtƌe ƌĠalisĠe eŶ prenant en compte 
l͛eǆpƌessioŶ des gğŶes daŶs ĐhaƋue Đellule de Đelui-ci) (White, Peng et Demir 2009). Une 
simulation multi-échelle est alors souvent nécessaire pour permettre de prendre en compte 
des interactions fines au sein de la simulation de comportements plus généraux. Mais même 
dans ce cas, la modélisation et la simulation des systèmes vivants peuvent être longues et 
aƌdues à ŵettƌe eŶ œuǀƌe. 
C͛est la ƌaisoŶ pouƌ laƋuelle, au début des années 2000, la société Integrative BioComputing 
a dĠǀeloppĠ le pƌototǇpe d͛uŶe Plateforme Générique de Modélisation et de Simulation : la 
PGMS (P. Siregar 2009). Le but de cette plateforme est de fournir un environnement pour 
modéliser et simuler les processus et les foŶĐtioŶs ďiologiƋues d͛uŶ oƌgaŶisŵe. La PGMS est 
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donc un outil qui a pour but de faciliter et d͛aĐĐĠlĠƌeƌ la modélisation et la simulation du 
ǀiǀaŶt daŶs le Đadƌe de la ƌeĐheƌĐhe et de l͛eŶseigŶeŵeŶt. 
Mais la PGMS étant une plateforme générique encore en phase de développement, elle ne 
possédait pas en début de thèse les performances nécessaires pour permettre de réaliser la 
ŵodĠlisatioŶ et la siŵulatioŶ d͛ĠlĠŵeŶts iŵpoƌtaŶts en des temps suffisamment courts sur 
des machines de table. AiŶsi, la siŵulatioŶ d͛uŶ ŶĠphƌoŶ du rein nécessitait plus d͛une 
minute trente ; aloƌs ŵġŵe Ƌu͛un rein complet comprend plusieurs centaines de milliers de 
Đes ŶĠphƌoŶs. Il a doŶĐ ĠtĠ dĠĐidĠ, afiŶ d͛aŵĠlioƌeƌ dƌastiƋueŵeŶt les peƌfoƌŵaŶĐes de la 
PGMS, de paƌallĠliseƌ et d͛optiŵiseƌ l͛iŵplĠŵeŶtatioŶ de Đelle-ci afin de pouvoir envisager la 
ŵodĠlisatioŶ et la siŵulatioŶ d͛oƌgaŶes Đoŵplets en des temps acceptables. 
Afin d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de la siŵulatioŶ, plusieuƌs pistes oŶt ĠtĠ suiǀies de façon 
concurrentes. PaƌadoǆaleŵeŶt, la pƌeŵiğƌe piste Ŷ͛a pas eu pouƌ ďut d͛optiŵiseƌ ou de 
paƌallĠliseƌ l͛appliĐatioŶ mais a consisté à tƌaiteƌ l͛aŵĠlioƌatioŶ du Đode de l͛appliĐatioŶ. En 
effet, les principaux efforts de développement s͛ĠtaieŶt jusque-là concentrés sur la création 
d͛uŶe appliĐatioŶ la plus complète possible (plus de 200 000 lignes de C++), en limitant les 
travaux de ŵodifiĐatioŶs du Đode peƌŵettaŶt d͛aŵĠlioƌeƌ l͛iŵplĠŵeŶtatioŶ de Đelle-ci. Ceci 
a ĐoŶduit, d͛ajout de foŶĐtioŶŶalitĠs eŶ ajout de fonctionnalités, à un code quelques fois 
difficile à appréhender pour une personne extérieure au projet, en particulier du fait de 
l͛utilisatioŶ d͛outils obsolètes. Or le bon sens et de nombreuses études montrent que plus le 
Đode d͛uŶe appliĐation est de bonne qualité, facile à lire et à comprendre, plus le nombre 
d͛eƌƌeuƌs Ƌu͛il ĐoŶtieŶt est faiďle et plus il est facile de le faire évoluer (Basili, Briand et Melo 
1996). 
Au-delà du problème de lisibilité, plusieurs points importants de la PGMS ont été choisis 
pour être traités de façon individuelle. Ainsi, le calcul des champs physicochimiques ayant un 
poids très important dans la PGMS actuelle, celui-Đi a fait l͛oďjet d͛uŶe atteŶtioŶ toute 
particulière. En effet, la valeur de chaque champ doit être en permanence remise à jour en 
foŶĐtioŶ de l͛ĠǀolutioŶ de la siŵulatioŶ. CouplĠ au fait Ƌue Đe ĐalĐul est ƌĠalisĠ pouƌ ĐhaƋue 
cellule d͛uŶ espace discrétisé, il en résulte que celui-ci représentait, après étude et 
« profilage », pƌğs de ϵϱ% du teŵps d͛eǆĠĐutioŶ total de la siŵulatioŶ. Il s͛agissait donc bien 
d͛uŶ poiŶt d͛aŵĠlioƌatioŶ ĐƌuĐial de la siŵulatioŶ. Le second point particulièrement étudié 
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traite des automates cellulaires. Si ceux-ci ne sont pas encore présents au sein de la PGMS, 
leur utilisation future pour résoudre certains problèmes de la modélisation multi-échelle 
devrait les amener à jouer un rôle central. Il est donc nécessaire que la simulation de ceux-ci 
soit réalisée de la manière la plus effiĐaĐe possiďle afiŶ Ƌu͛uŶ ŵiŶiŵuŵ de teŵps soit 
accaparé par celle-ci. 
Pouƌ aŵĠlioƌeƌ Đes poiŶts pƌĠĐis ŵais aussi les autƌes goulots d͛ĠtƌaŶgleŵeŶt de 
l͛appliĐatioŶ, plusieuƌs aǆes oŶt ĠtĠ privilégiés. Le premier, et le plus important, est la 
parallĠlisatioŶ de l͛appliĐatioŶ. Le but Ġtait iĐi d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes d͛uŶe eǆĠĐutioŶ 
de l͛appliĐatioŶ et pas de paƌallĠliseƌ les ƌĠpliĐatioŶs Đoŵŵe Đela peut se faiƌe pouƌ les 
simulations de Monte-Carlo (Reuillon, et al. 2006). La tâche est donc bien différente et 
certaines architectures parallèles telles que les grilles de calcul sont moins indiquées pour ce 
genre de travail. Les solutions restent malgré tout nombreuses, il est ainsi possible de 
s͛appuǇeƌ suƌ des feƌŵes de calcul ou, à plus petite échelle, sur des SMP (Symmetric Multi-
Processing), des FPGA (Field-Programmable Gate Array) ou encore des GPU (Graphical 
Processing Unit). 
Le seĐoŶd aǆe d͛appƌoĐhe a ĐoŶsistĠ à ĐheƌĐheƌ à aŵĠlioƌeƌ les performances de 
l͛appliĐation séquentielle. Pour cela, la solution la plus efficace, et souvent la plus simple, est 
de remplacer un algorithme existant par un algorithme plus performant permettant de 
ƌĠaliseƌ la ŵġŵe opĠƌatioŶ. BieŶ ĠǀideŵŵeŶt, il Ŷ͛est pas toujouƌs possiďle de tƌouver de 
ŵeilleuƌs algoƌithŵes. DaŶs Đe Đas, il est eŶĐoƌe souǀeŶt possiďle d͛aŵĠlioƌeƌ les 
performances de l͛algoƌithŵe eŶ tƌaǀaillaŶt suƌ soŶ iŵplĠŵeŶtatioŶ. Il eǆiste eŶ effet 
diffĠƌeŶtes teĐhŶiƋues peƌŵettaŶt d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes d͛une application (Kennedy 
et Allen 2001). Lorsque celles-ci sont mises en pratique sur les parties du code les plus 
souvent appelées, une modification qui peut sembler limitée peut avoir un impact important 
sur les performances. 
 
L͛oďjeĐtif principal du travail a donc été de proposer, d͛uŶe paƌt, des solutions afin 
d͛aŵĠlioƌeƌ la ǀitesse d͛eǆĠĐutioŶ des siŵulatioŶs ƌĠalisĠes à l͛aide de la PGMS, et d͛autƌe 
part, de ƌĠaliseƌ uŶ tƌaǀail pƌospeĐtif d͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes suƌ diffĠƌeŶts 
problèmes pouvant être plus tard intégrés à la PGMS. Pour cela, le travail a consisté : 
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- À reprendre dans un premier temps le code de la PGMS pour le standardiser, en le 
débarrassant de dépendances obsolètes. 
- À Ġtudieƌ l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes de différents mécanismes, tels que le 
ĐalĐul de Đhaŵps phǇsiĐoĐhiŵiƋues et la siŵulatioŶ d͛autoŵates Đellulaiƌes, en 
implémentant de nouveaux algorithmes ou en utilisant des architectures parallèles. 
- À intégrer les travaux théoriques de parallélisation du calcul des champs 
physicochimiques à la nouvelle version de la PGMS afin de diminuer le temps 
d͛eǆĠĐutioŶ des siŵulatioŶs. 
- À optiŵiseƌ le Đode de la PGMS afiŶ d͛aŵĠlioƌeƌ eŶĐoƌe les peƌfoƌŵaŶĐes de 
l͛appliĐatioŶ. 
Ce manuscrit expose dans un premier chapitre les problématiques de la modélisation de 
sǇstğŵes Đoŵpleǆes à l͛aide de la ŵodĠlisatioŶ ŵulti-échelle ainsi que la solution proposée 
par la PGMS qui fut utilisée tout au long de cette thèse et enfin le contexte originale de 
l͛appliĐatioŶ aiŶsi Ƌue les difféƌeŶts Đhaŵps d͛aŵĠlioƌatioŶ de Đelle-ci, que ce soit en génie 
logiciel ou en optimisation. 
Le second chapitre introduit les solutions existantes pour réaliser du calcul à haute 
performance en introduisant les différentes architectures parallèles disponibles ainsi que la 
siŵulatioŶ d͛autoŵate Đellulaiƌe et une optimisation spécifique au problème de la 
simulation de ceux-Đi à tƌaǀeƌs l͛algoƌithŵe Hash-Life. 
Le troisième chapitre propose une explication à visée pĠdagogiƋue de l͛API ƌeteŶue pouƌ la 
parallélisation sur GPU de l͛appliĐatioŶ : l͛API CUDA ;Compute Unified Device Architecture) 
proposée par NVIDIA. 
Le quatrième chapitre présente l͛iŵplĠŵeŶtatioŶ de solutioŶs logicielles et matérielles aux 
problèmes de la simulation des automates cellulaires et aux calculs des champs 
physicochimiques. Les solutioŶs logiĐielles poƌteƌoŶt suƌ l͛iŵplĠŵeŶtatioŶ de l͛algoƌithŵe 
Hash-Life eŶ tƌois diŵeŶsioŶs et les solutioŶs ŵatĠƌielles suƌ la paƌallĠlisatioŶ d͛algoƌithŵes 
sur GPU. 
Le cinquième et dernier chapitre présente l͛iŶtĠgƌatioŶ à la PGMS de diffĠƌeŶtes solutioŶs 
peƌŵettaŶt soŶ optiŵisatioŶ et la paƌallĠlisatioŶ d͛uŶe paƌtie de soŶ eǆĠĐutioŶ. Pour cela, le 
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Đhapitƌe ĐoŵŵeŶĐe paƌ pƌĠseŶteƌ l͛Ġtat iŶitial de la PGMS et les tƌaǀauǆ de ƌefactorisation 
nécessaires en amont de tout tƌaǀail d͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes, puis les travaux de 
paƌallĠlisatioŶ et d͛optiŵisatioŶ pƌopƌeŵeŶt dit. 







Modélisation et implémentation  





1 Modélisation et implémentation des systèmes biologiques 
Introduction 
Paƌŵi les diffĠƌeŶts Đhaŵps d͛Ġtude eŶ ŵodĠlisatioŶ, l͛Ġtude des sǇstğŵes Đoŵpleǆes fait 
partie de ceux qui ont pris un essor particulièrement important ces quinze dernières années. 
La Figure 1-1 Ŷous doŶŶe uŶe idĠe de l͛Ġvolution du nombre de publications dans le 
domaine des systèmes complexes (source : Microsoft Academic Research). Un système 
complexe est un système faisant interveniƌ uŶ gƌaŶd Ŷoŵďƌe d͛eŶtitĠs ŵais Ƌui possğde de 
plus une caractéristique importante : de fortes interactions entre ces entités. Ces 
iŶteƌaĐtioŶs foŶt Ƌu͛il Ŷ͛est pas possiďle de pƌĠǀoiƌ à pƌioƌi le ƌĠsultat de l͛ĠǀolutioŶ d͛uŶ tel 
système même en connaissant précisément le comportement de chaque entité. Pour 
connaître son comportement, il est ainsi nécessaire de simuler le comportement du système 
dans son ensemble ;ou d͛eǆpĠƌiŵeŶteƌ soŶ ĐoŵpoƌteŵeŶt loƌsƋue Đ͛est possiďleͿ (Hassas et 
Nautibus 2005). 
 
Figure 1-1 : Évolution du nombre de publications dans le domaine des systèmes complexes (source 
: Microsoft Academic Research) 
Des systèmes complexes se retrouvent dans un grand nombre de domaines (Bar-Yam 2003) : 
- En finance, la bourse, par exemple, évolue en fonction de multiples facteurs, aussi 
bien les transactions effectuées par les courtiers que les performances des 
eŶtƌepƌises ou l͛aĐtualitĠ gĠopolitiƋue (Lillo et Mantegna 2003). 
- EŶ soĐiologie, l͛Ġtude, par exemple, des ĐoŵpoƌteŵeŶts au seiŶ d͛uŶe eŶtƌepƌise doit 
prendre en compte les interactions entre les individus mais également les 
iŶteƌaĐtioŶs aǀeĐ l͛eŶǀiƌoŶŶeŵeŶt ;peƌsoŶŶes eǆtĠƌieuƌes…Ϳ (Sawyer 2005). 
- EŶ Ġthologie, l͛Ġtude, par exemple, d͛uŶe ĐoloŶie de fouƌŵis ŶĠĐessite d͛Ġtudieƌ les 
iŶteƌaĐtioŶs eŶtƌe l͛eŶseŵďle des fouƌŵis à l͛aide de phĠƌoŵoŶes aiŶsi Ƌue Đelles 
ƌĠalisĠes aǀeĐ l͛eŶǀiƌoŶŶeŵeŶt (Boccara 2004). 
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La discipline la plus encline à l͛Ġtude des systèmes complexes est sans doute la biologie. En 
effet, dğs Ƌue l͛oŶ soƌt du Đadƌe de l͛Ġtude des oƌgaŶisŵes uŶiĐellulaiƌes ou pluƌiĐellulaiƌes 
simples, les mécanismes les plus importants ŵetteŶt eŶ œuǀƌe uŶ gƌaŶd Ŷoŵďƌe 
d͛iŶteƌaĐtioŶs : entre les organes au plus haut Ŷiǀeau ŵais aussi eŶtƌe les Đellules ;à l͛aide de 
messages chimiques et d͛iŶteƌaĐtioŶs mécaniques entre autresͿ et à l͛iŶtĠƌieuƌ ŵġŵe des 
cellules entre leurs différents éléments (Southern, et al. 2008). 
Ces systğŵes ĐoŵpƌeŶaŶt d͛iŵpoƌtaŶtes iŶteƌaĐtioŶs, leuƌs ŵodĠlisatioŶs iŶfoƌŵatiƋues 
sont souvent difficiles à mettre en œuǀƌe. Ainsi, lorsque les interactions se situent à 
différents niveaux de modélisation, comme ce peut être le cas lors de la modélisation de 
processus biologiques faisant intervenir par exemple le niveau cellulaire et le niveau 
intracellulaire, une modélisation informatique particulière permettant de représenter ces 
interactions est nécessaire. On parle dans ce cas de modélisation multi-échelle. Cette 
technique consiste à modéliser autant qu͛il est possiďle les diffĠƌeŶts Ŷiǀeauǆ d͛uŶ pƌoďlğŵe 
séparément eŶ Ŷ͛ouďliaŶt pas ƌĠguliğƌeŵeŶt de faiƌe Ġǀolueƌ par simulation chaque niveau 
de la modélisation en fonction de l͛ĠǀolutioŶ des Ŷiǀeauǆ supérieurs et inférieurs. 
Ce chapitre présente dans une première partie les différentes problématiques de la 
modélisation multi-échelle dans le cadre de la biologie. Puis, une seconde partie introduit la 
Plateforme Générique de Modélisation et de Simulation (PGMS) qui est la plateforme de 
simulation multi-échelle utilisée tout au long des travaux de cette thèse. Enfin sont 
présentés le ĐoŶteǆte oƌigiŶal du Đode de l͛appliĐatioŶ, les différents outils logiciels utilisés 
pour améliorer, de manière fiable, celui-ci aiŶsi Ƌue diffĠƌeŶtes teĐhŶiƋues d͛optiŵisatioŶ 
logiĐielle peƌŵettaŶt d͛aĐĐĠlĠƌeƌ l͛eǆĠĐutioŶ d͛uŶe appliĐatioŶ. 
1.1 Modélisation multi-échelle de mécanismes biologiques 
Depuis le dĠďut des aŶŶĠes ϮϬϬϬ, les ĠǀolutioŶs eŶ ŵiĐƌoďiologie aiŶsi Ƌue l͛augŵeŶtation 
des capacités informatiques et techniques ont permis une augmentation des données 
biologiques recueillies au niveau microscopique. À partir de ces données, les biologistes ont 
pu s͛iŶtĠƌesseƌ à des sǇstğŵes et à des processus biologiques, d͛uŶe part de plus en plus 
fins, et d͛autƌe paƌt de plus eŶ plus gĠŶĠƌauǆ, pour résoudre un problème donné (White, 
Peng et Demir 2009). 
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Mais l͛eǆpaŶsioŶ du doŵaiŶe d͛Ġtude Ŷ͛est pas saŶs pƌoďlğŵe. AiŶsi, les Ŷouǀeauǆ sǇstğŵes 
et processus étudiés peuvent opérer en même temps à plusieurs échelles de tailles ou de 
temps différents et devenir alors des systèmes très complexes. Le problème majeur est dans 
ce cas de réussir à faire communiquer les différentes échelles entre elles, bien qu͛elles 
puisseŶt ġtƌe tƌğs diffĠƌeŶtes. C͛est le Đas paƌ eǆeŵple des ĠĐhelles ďiologiƋues où l͛oŶ peut 
alleƌ de l͛atoŵe à la populatioŶ, eŶ passaŶt paƌ les ŵolĠĐules, les Đellules, les tissus, les 
oƌgaŶes, l͛oƌgaŶisŵe et par ďieŶ d͛autƌes Ŷiǀeauǆ iŶteƌŵĠdiaires (Southern, et al. 2008). 
1.1.1 Modélisation de processus microscopiques 
1.1.1.1 Modélisation multi-niveau 
La modélisation multi-échelle est donc utilisée en biologie intégrative afiŶ d͛harmoniser les 
différents mécanismes entrant en jeu dans un processus biologique donné. Le cas le plus 
ĐouƌaŶt d͛utilisatioŶ est la ŵodĠlisatioŶ d͛uŶ ĐoŵpoƌteŵeŶt ŵettaŶt eŶ jeuǆ des faĐteuƌs 
pƌĠseŶts à diffĠƌeŶtes ĠĐhelles. AiŶsi, pouƌ peƌŵettƌe de pƌeŶdƌe eŶ Đoŵpte l͛eŶseŵďle de 
ces paramètres, et donc de disposeƌ d͛uŶe ŵodĠlisatioŶ la plus fidğle possiďle, il est 
nécessaire de modéliser de façon interdépendante chacun de ces niveaux. 
C͛est le Đas pouƌ la siŵulatioŶ de la ĐƌoissaŶĐe de Ŷouǀeauǆ ǀaisseauǆ saŶguiŶs (Qutub, et al. 
2009). EŶ effet, la ĐƌĠatioŶ de Ŷouǀeauǆ ǀaisseauǆ est foŶĐtioŶ d͛uŶ gƌaŶd Ŷoŵďƌe de 
paramètres présents à différents niveaux : 
- Au Ŷiǀeau ŵolĠĐulaiƌe, l͛eǆpƌessioŶ des gğŶes, la sǇŶthğse d͛eŶzǇŵes ou encore la 
pƌĠseŶĐe d͛oǆǇgğŶe paƌtiĐipent foƌteŵeŶt à l͛eŶseŵďle du pƌoĐessus. 
- Au niveau cellulaire, les liaisons ligands-récepteurs peuvent induire une modification 
de la deŶsitĠ et de la ĐapillaƌitĠ d͛uŶe Đellule, ŵodifiaŶt aiŶsi la peƌĐeptioŶ de soŶ 
environnement et donc de ses interactions. 
- Et, bien évidemment, au niveau des tissus, leurs compositions et leurs activités 
paracrines sont des facteurs déterminants daŶs l͛ĠǀolutioŶ du ƌĠseau de ǀaisseauǆ 
sanguins. 
La ŵodĠlisatioŶ a doŶĐ lieu suƌ tƌois Ŷiǀeauǆ peƌŵettaŶt de ƌepƌĠseŶteƌ l͛eŶseŵďle des 




Figure 1-2 : Représentation de la modélisation multi-échelle spatialisée. 
EŶ pƌeŶaŶt l͛eǆeŵple de la modélisation du comportement des myocytes ventriculaires 
(fibres musculaires des ventricules) chez les rongeurs, (Lu, et al. 2009) fait également 
interagir des éléments à différents niveaux. En effet, pour bien appréhender le 
foŶĐtioŶŶeŵeŶt de Đes Đellules, il est ŶĠĐessaiƌe d͛Ġtudieƌ les ĠĐhaŶges d͛ioŶs eŶtƌe le ŵilieu 
intracellulaire et le milieu extracellulaire qui sont la cause de la polarisation et de la 
dépolarisation des cellules. La modélisation comprend donc deux niveaux bien distincts : la 
cellule (ou plus exactement la membrane de celle-ci par laquelle vont transiter les ions de 
l͛eǆtĠƌieuƌ de la Đellule ǀeƌs l͛iŶtĠƌieuƌ et iŶǀeƌsement) et les ions proprement dits (aussi bien 
daŶs la Đellule Ƌu͛à l͛eǆtĠƌieuƌ de Đelle-ci). 
Les travaux de (Beyer et Meyer-Hermann 2009) et (Kapellos, Alexiou et Payatakes 2007) 
entrent également dans cette catégorie. Beyer présente en effet la modélisation des 
ŵĠĐaŶisŵes Đellulaiƌes liĠs à l͛oƌgaŶisatioŶ des tissus aǇaŶt lieu à deuǆ Ŷiǀeauǆ différents. Le 
premier étant le niveau cellulaire auquel ont lieu les changements internes des cellules 
(propriété de surface par exemple). Le second est le niveau moléculaire auquel vont évoluer 
des ŵolĠĐules sĠĐƌĠtĠes paƌ les diffĠƌeŶtes Đellules pouƌ iŶflueŶĐeƌ à distaŶĐe l͛ĠǀolutioŶ 
d͛autƌes Đellules. Kapellos tƌaite quant à lui de la diffusion dans une membrane cellulaire. Il 
commence par une première évaluation au niveau de la membrane avant de descendre à un 
niveau plus fin afin de pƌeŶdƌe eŶ Đoŵpte la stƌuĐtuƌe hĠtĠƌogğŶe de l͛espaĐe eǆtƌaĐellulaiƌe 
ainsi que les propriétés des polymères extracellulaires. 
1.1.1.2 Modélisation multi-résolution 
La modélisation multi-échelle peut également être utilisée pour modéliser de manière 
différente un mécanisme selon la finesse recherchée. 
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Cette technique est utilisée par exemple dans (Pivkin, Richardson et Karniadakis 2009) pour 
l͛Ġtude de l͛effet des gloďules ƌouges suƌ la ĐoagulatioŶ du saŶg. EŶ effet, seloŶ la taille et 
l͛iŶtĠƌġt des ǀaisseauǆ ĠtudiĠs, la ĐiƌĐulatioŶ du saŶg peut ġtƌe ƌepƌĠseŶtĠe à l͛aide d͛uŶ 
modèle 1D assez sommaire pour les éléments les moins intéressants jusƋu͛à uŶe 
représentation 3D fine pour les zones les plus intéressantes (voir Figure 1-3). 
 
Figure 1-3 : Représentation de la modélisation multi-échelle liée à la finesse recherchée 
Dans le même esprit, de façon à pouvoir dériver des lois de la physique moléculaire les 
principes de la microbiologie, (Ortoleva, et al. 2009) ont eu recours à la simulation multi-
ĠĐhelle. EŶ effet, le teŵps ŶĠĐessaiƌe à la siŵulatioŶ d͛uŶ petit ǀiƌus, en se plaçant au niveau 
de l͛atoŵe, pƌeŶdƌait des ĐeŶtaiŶes d͛aŶŶĠes suƌ uŶe aƌĐhiteĐtuƌe distƌiďuĠe. Oƌ ĐeƌtaiŶes 
macromolécules ne vont pas évoluer durant de longues phases de la siŵulatioŶ, il Ŷ͛est aloƌs 
pas ŶĠĐessaiƌe de disposeƌ d͛uŶe siŵulatioŶ aussi fiŶe. EŶ s͛iŶtĠƌessaŶt ĠgaleŵeŶt à l͛ĠĐhelle 
des ŵolĠĐules, il est possiďle de diffĠƌeŶĐieƌ les diffĠƌeŶts ĠlĠŵeŶts ĠtudiĠs et d͛appliƋueƌ 
uŶe siŵulatioŶ plus ou ŵoiŶs fiŶe à ĐhaĐuŶ d͛euǆ. 
1.1.1.3 Modélisation multi-algorithmique 
Dans le cas des travaux de (Taufer, et al. 2009), la modélisation multi-échelles est encore une 
fois utilisée de façon différente. Dans le but de calculer les capacités de liaison entre les 
protéines et les ligands, plusieurs algorithmes plus ou moins efficaces, selon le couple 
protéine-ligand étudié, sont disponibles (voir Figure 1-4). La modélisation multi-échelle 
proposée permet donc de tirer parti de ces différents algorithmes pour sélectionner 




Figure 1-4 : Représentation de la modélisation algorithmiquement multi-échelle 
L͛utilisation de la modélisation multi-échelle au niveau microscopique peut donc prendre 
plusieurs formes. La modélisation de comportements situés à des niveaux de modélisation 
différents permet de prendre en compte, à chaque niveau de la modélisation, les 
comportements émergents aux niveaux supérieurs et inférieurs. La possibilité de modéliser 
un problème de manière plus ou moins fine, selon la zone étudiée, permet quant à elle de 
disposeƌ d͛uŶ ŵodğle suffisamment pertinent sur les zones du modèle les plus intéressantes, 
en conservant une représentation réaliste des zones les moins pertinentes, sans pour autant 
nécessiter l͛attƌiďutioŶ d͛une importante charge de calcul (pour ces zones). Enfin, la 
modélisation algorithmiquement multi-ĠĐhelle peƌŵet, loƌsƋu͛uŶe seule et unique solution 
Ŷ͛est pas appliĐaďle à l͛eŶseŵďle d͛uŶe Đlasse de pƌoďlğŵes de disposer de différentes 
solutioŶs Ƌui seƌoŶt utilisĠes loƌsƋu͛elles seƌoŶt les plus effiĐaĐes. BieŶ eŶteŶdu, Đette 
ĐlassifiĐatioŶ Ŷ͛est pas eǆhaustiǀe. La siŵulatioŶ multi-échelle étant en pleine évolution (voir 
Figure 1-5), de nouvelles propositions de modélisations multi-échelles voient le jour 
régulièrement. 
 
Figure 1-5 : Évolution des publications dans le domaine de la modélisation multi-échelle ces 30 
dernières années. (Source : Microsoft Academic Search) 
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1.1.2 Modélisation de processus macroscopiques 
S͛il est possiďle de ŵodĠliser finement des processus microscopiques à l͛aide de la 
modélisation multi-échelle, cette technique est tout aussi utile pour la modélisation de 
processus macroscopiques. 
En effet, ces activités biologiques sont également fortement multi-échelles ; aussi bien car 
elles prennent en compte plusieurs niveaux macroscopiques : les tissus, les organes et les 
sǇstğŵes d͛oƌgaŶes paƌ eǆeŵple ŵais ĠgaleŵeŶt Đaƌ il est souǀeŶt ŶĠĐessaiƌe de pƌeŶdƌe eŶ 
compte également des processus microscopiques. Les échelles microscopiques prises en 
compte sont par exemple les niveaux intercellulaires, extracellulaires et multicellulaires pour 
la cellule. 
Or, il se trouve que chacun de ces niveaux est influencé par les autres (Tawhai, et al. 2009) : 
- Les forces présentes aux niveaux des plus hautes échelles influencent le 
comportement des éléments des plus petites échelles. 
- Inversement, les propriétés existantes aux niveaux des plus petites échelles 
influencent les réponses des éléments aux plus hautes échelles. 
La ŵodĠlisatioŶ de pƌoĐessus ŵaĐƌosĐopiƋues ǀa doŶĐ tƌğs souǀeŶt ŶĠĐessiteƌ l͛Ġtude des 
processus microscopiques qui entrent en jeux. On retrouve ce phénomène dans tous les 
systèmes dits complexes et on parle parfois de simulations et modélisations holistiques dans 
l͛Ġtude du Đliŵat ou de l͛eŶǀiƌoŶŶeŵeŶt et Đe pouƌ pƌĠĐiseƌ Ƌue l͛oŶ souhaite pƌeŶdƌe eŶ 




Figure 1-6 : Base des concepts de l'approche holistique (source : Multiscale Simulation & Modeling 
Research Group - http://www.jamstec.go.jp/esc/research/Mssg/index.en.html). 
C͛est également le cas pour les travaux de (Zhou, et al. 2009) qui traitent de la modélisation 
de la ƌespiƌatioŶ à l͛eǆeƌĐiĐe. Cette ŵodĠlisatioŶ ŶĠĐessite de pƌeŶdƌe en compte aussi bien 
la respiration externe que la respiration cellulaire. Il est alors nécessaire de modéliser 
l͛ĠǀolutioŶ de la ĐoŶĐeŶtƌatioŶ eŶ oǆǇgğŶe auǆ Ŷiǀeauǆ des tissus et des oƌgaŶes (aussi bien 
les pouŵoŶs Ƌue l͛eŶseŵďle des oƌgaŶes ŶĠĐessitaŶt de l͛oǆǇgğŶe à l͛eǆeƌĐiĐeͿ ; mais 
ĠgaleŵeŶt de ŵodĠliseƌ l͛utilisatioŶ de Đet oǆǇgğŶe au Ŷiǀeau des Đellules pouƌ eŶ dĠduiƌe 
leur consommation. 
Cependant, comme pour la modélisation de processus microscopiques, la simulation 
multi-échelle peut être utilisée pouƌ faiƌe ǀaƌieƌ la ƋualitĠ de la siŵulatioŶ seloŶ l͛iŶtĠƌġt de 
la zone étudiée. (Sander, et al. 2009) utilisent cette technique pour permettre la 
ŵodĠlisatioŶ des ĐoŵpoƌteŵeŶts des tissus eŶ foŶĐtioŶ de l͛ĠǀolutioŶ de l͛eŶǀironnement à 
des échelles différentes selon la finesse recherchée. Ainsi, au niveau macroscopique, la 
ŵodĠlisatioŶ est ƌĠalisĠe à l͛aide de la ŵĠthode des ĠlĠŵeŶts fiŶis. Mais loƌsƋue le tissu est 
soumis à des contraintes ayant pour conséquence une déformation significative du tissu, la 
ƌĠsolutioŶ des ĠlĠŵeŶts fiŶis s͛appuie suƌ la ƌĠsolutioŶ pƌĠalaďle d͛uŶ pƌoďlğŵe de ƌĠseau 
au niveau microscopique. Ce dernier prend donc en compte des éléments plus fins pour 
permettre une modélisation réaliste de ces phénomènes complexes. Le tissu est alors 
modélisé en trois dimensions de manière à mieux prendre en compte les points 
d͛iŶteƌaĐtioŶs du ŵodğle à ĠlĠŵeŶts fiŶis. 
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La simulation multi-échelle est donc un outil indispensable dans le cas de problèmes trop 
larges ou trop complexes pour être résolus avec le degré de finesse souhaité dans le laps de 
teŵps ǀoulu. C͛est paƌ eǆeŵple le Đas de la siŵulatioŶ de la ĐiƌĐulatioŶ de gaz daŶs les 
pouŵoŶs d͛uŶe peƌsoŶŶe : générer et simuler avec une maille fine et en trois dimensions le 
pouŵoŶ de la tƌaĐhĠe jusƋu͛auǆ ďƌoŶĐhioles deŵaŶde des capacités de calcul très 
importantes. (Lin, et al. 2009) tirent donc parti de la modélisation multi-échelle : l͛eŶseŵďle 
des poumons est dans un premier temps modélisé en deux dimensions. Puis dans un 
deuǆiğŵe teŵps, les paƌties Ƌue l͛oŶ souhaite tout paƌtiĐuliğƌeŵeŶt Ġtudieƌ soŶt ŵodĠlisĠes 
en trois dimensions. Ces parties peuveŶt aussi ďieŶ ĐoƌƌespoŶdƌe à l͛eŶseŵďle des ďƌaŶĐhes 
de la nième génération ou à l͛eŶseŵďle des ďƌaŶĐhes d͛uŶ ĐheŵiŶ ďieŶ pƌĠĐis à tƌaǀeƌs uŶ 
pouŵoŶ. La siŵulatioŶ est aloƌs possiďle suƌ l͛eŶseŵďle des pouŵoŶs eŶ utilisaŶt des 
algorithmes plus ou moins fins selon que la partie est modélisée en deux ou trois 
dimensions. 
 
Si de nombreux systèmes complexes existent, nécessitant pour certains une modélisation 
multi-ĠĐhelle, l͛iŵplĠŵeŶtatioŶ de Đes ŵĠĐaŶisŵes peut s͛aǀĠƌeƌ plus ĐoŵpliƋuĠe Ƌu͛il Ŷ͛Ǉ 
parait. En effet, le pƌiŶĐipe d͛iŶteƌaĐtioŶs ŵulti-échelles Ŷ͛est pas uŶ pƌoďlğŵe siŵple du 
point de vue de la modélisation informatique du mécanisme. Pour permettre une 
modélisation et une simulation plus aisée de ces mécanismes, la société Integrative 
BioComputing (IBC) a proposé un outil permettant de réaliser de manière générique ces 
deux tâches. 
1.2 Des systèmes complexes multi-échelles et de la modélisation 
« générique » 
La siŵulatioŶ de sǇstğŵes Đoŵpleǆes, Ƌue Đe soit eŶ ďiologie ou daŶs d͛autƌes doŵaiŶes, est 
rendue difficile par les caractéristiques intrinsèques de ces systèmes. Ils comprennent 
généralement de nombreux éléments aux propriétés et aux fonctions diverses qui peuvent 
iŶteƌagiƌ eŶseŵďle aussi ďieŶ à la ŵġŵe ĠĐhelle Ƌu͛à des ĠĐhelles diffĠƌeŶtes. OŶ paƌle dans 
ce second cas de systèmes multi-échelles. Pour permettre, à l͛aide d͛uŶe seule appliĐatioŶ, la 
génération et la simulation de différents systèmes complexes à différentes échelles, ces 
systèmes étant potentiellement différents les uns des autres, il est donc nécessaire de 
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disposeƌ d͛uŶ outil foƌteŵeŶt gĠŶĠƌiƋue. C͛est le but de ce que la société IBC a proposé à 
travers sa Plateforme Générique de Modélisation et de Simulation (PGMS) (P. Siregar, 
Simulation of complex systems 2009). Si le nom de cette plateforme est académiquement 
tƌop aŵďitieuǆ, il s͛agit ŶĠaŶŵoiŶs, Đoŵŵe soŶ Ŷoŵ l͛iŶdiƋue, de ƌĠaliseƌ la ŵodĠlisatioŶ 
ainsi que la simulation de processus (biologiques entre autres) de la façon la plus générique 
possible. 
Pour permettre la simulation de systèmes très différents sans une modification en 
pƌofoŶdeuƌ des ŵĠĐaŶisŵes iŶtƌiŶsğƋues de l͛appliĐatioŶ, la PGMS ambitionne à terme de 
se reposer suƌ l͛utilisatioŶ deuǆ mécanismes majeurs (Figure 1-7) : 
- D͛uŶe paƌt une base de connaissances qui permet de déterminer, loƌs de l͛eǆĠĐutioŶ 
de l͛appliĐatioŶ, les caractéristiques des différents éléments présents dans la 
simulation. 
- Et d͛autƌe paƌt des modules de raisonnement qui permettent quant à eux 
d͛iŶtƌoduiƌe des ƌaisoŶŶeŵeŶts eŶ foŶĐtioŶ des ĠlĠŵeŶts pƌĠseŶts. Il peut s͛agiƌ de 
moyens de ĐoŵŵuŶiĐatioŶ, d͛ĠǀolutioŶ, etc. 
 
Figure 1-7 : Représentation des deux mécanismes majeurs de la PGMS : base de connaissance et 























La base de connaissances comprend toutes les données permettant de décrire les modèles 
le plus fidèlement possible. Ces données sont par ailleurs structurées de façon à permettre 
uŶ tƌaiteŵeŶt aisĠ paƌ l͛appliĐatioŶ. EŶ s͛appuǇaŶt suƌ uŶe telle ďase de ĐoŶŶaissaŶĐes, il est 
possiďle de foƌteŵeŶt iŵpaĐteƌ l͛issue d͛uŶe siŵulatioŶ eŶ Ŷe ŵodifiaŶt Ƌue ƋuelƋues 
ĠlĠŵeŶts ƌepƌĠseŶtaŶt l͛iŶitialisatioŶ de la siŵulatioŶ paƌ eǆeŵple. 
La version de la PGMS sur laquelle ont été effectués mes travaux de thèse Ŷ͛est pas une 
version finale. Il s͛agit d͛uŶ pƌototǇpe, plus simple, ne disposant pas de tout son potentiel de 
généricité mais gardant les mêmes principes de base. DaŶs ŵoŶ Đas, j͛ai tout 
particulièrement travaillé sur la morphogénèse de certains éléments du rein : les néphrons 
(Figure 1-8) et les pyramides rénales (Figure 1-9). Pour autant, mon travail devait être 
intégré dans la version générique de la PGMS et Đe ďut Ŷ͛a jaŵais ĠtĠ peƌdu de ǀue. 
 
Figure 1-8 : Modélisation d'un néphron. 
 
Figure 1-9 : Modélisation d'une pyramide 
rénale. 
1.2.1 Principe général de la simulation au sein de la Plateforme Générique de 
Modélisation et de Simulation (PGMS) 
La gĠŶĠƌatioŶ d͛uŶ oƌgaŶe par la PGMS comporte deux étapes majeures (voir Figure 1-10) : 
l͛iŶitialisatioŶ de la siŵulatioŶ et la gĠŶĠƌatioŶ de l͛oƌgaŶe à pƌopƌeŵeŶt paƌleƌ. Le temps 
d͛eǆĠĐutioŶ de Đes Ġtapes est logiƋueŵeŶt tƌğs ǀaƌiaďle eŶ foŶĐtioŶ de la siŵulatioŶ. Il est 
évideŶt Ƌu͛uŶe pǇƌaŵide ƌĠŶale, ĐoŵposĠe daŶs la ƌĠalitĠ d͛eŶǀiƌoŶ ϮϬϬ 000 néphrons, va 
ŵettƌe ďeauĐoup plus de teŵps à ġtƌe iŶitialisĠe et gĠŶĠƌĠe Ƌu͛uŶ ŶĠphƌoŶ uŶiƋue. UŶ 
élément plus pertinent est la proportion du temps passé dans une étape par rapport au 
teŵps passĠ daŶs l͛autƌe et soŶ ĠǀolutioŶ eŶ foŶĐtioŶ de la taille des pƌoďlğŵes tƌaitĠs. Ce 




Initialisation de la simulation
GĠŶĠƌatioŶ de l͛oƌgaŶe
 
Figure 1-10 : Diagramme d'états représentant les deux grandes étapes de simulations réalisées à 
l'aide de la PGMS. 
La complexité de ces deux étapes est significative et elle porte sur des aspects différents. 
Lors de l͛iŶitialisatioŶ de la siŵulatioŶ, un nombre important d͛étapes se succèdent, les trois 
étapes principales sont les suivantes (voir Figure 1-11): 
- L͛iŶitialisatioŶ de l͛espaĐe de siŵulatioŶ. Cette Ġtape ĐoŶsiste à alloueƌ l͛espaĐe de 
simulation nécessaire pour manipuler l͛eŶseŵďle des éléments de la simulation. 
- L͛iŶitialisatioŶ des cellules de type « souche » de départ. Au début de la simulation, 
seules quelques cellules sont présentes et vont, par division, différentiation, 
déplacement et apoptose cellulaire, former le futur organe. Cette phase a pour but 
de rechercher dans la base de connaissance quels sont les types cellulaires, leurs 
transitions d͛Ġtat, aiŶsi Ƌue le Ŷoŵďƌe nécessaire de champs à initialiser la 
simulation. 
- L͛iŶitialisation des champs qui peuvent être de nature chimique, électrique ou 
mécanique. Au début de cette étape, la valeur des Đhaŵps pƌĠseŶts daŶs l͛espaĐe de 
simulation est nulle en tout point. La valeur initiale est donc calculée en chaque point 
et pour chaque champ en fonction des cellules déjà présentes dans la simulation. 
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IŶitialisatioŶ de l͛espaĐe de siŵulatioŶ
Initialisation des particules de départ
Initialisation des champs
 
Figure 1-11 : Diagramme d'états de l'initialisation d'une simulation par la PGMS. 
À la fin de cette étape, le modèle est donc instancié en mémoire et initialisé avec les 
paramètres requis pour la simulation choisie. 
UŶe fois l͛iŶitialisatioŶ du ŵodğle teƌŵiŶĠe, la gĠŶĠƌatioŶ de l͛oƌgaŶe à pƌopƌeŵeŶt paƌleƌ 
peut commencer (voir Figure 1-12). Celle-ci est effectuée par itérations successives. À 
ĐhaƋue itĠƌatioŶ, l͛eŶseŵďle des Đellules Ġǀolue eŶ foŶĐtioŶ des diffĠƌeŶtes ǀaleuƌs de 
champ auxquelles elles sont soumises. Les cellules peuvent aloƌs se diǀiseƌ, se dĠplaĐeƌ… À la 
fin de cette phase, les cellules peuvent donc être en plus grand nombre, de natures 
différentes, et dans des positions différentes. Il est donc nécessaire de recalculer la valeur 
des diffĠƌeŶts Đhaŵps eŶ foŶĐtioŶ de l͛eŶseŵďle des Đellules ŵises à jour.  
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Mise à jouƌ de l͛Ġtat des Đellules eŶ foŶĐtioŶ des Đhaŵps
(mouvement, ƌĠpliĐatioŶ…)
Mise à jour des champs en fonction des cellules
[Génération terminée] 
[Génération non terminée] 
 
Figure 1-12 : Diagƌaŵŵe d'Ġtats de la gĠŶĠƌatioŶ de l’oƌgaŶe paƌ la PGMS. 
Coŵŵe oŶ peut l͛eŶtƌeǀoiƌ iĐi, les champs sont donc une des composantes principales du 
ŵĠĐaŶisŵe de gĠŶĠƌatioŶ de l͛oƌgaŶe. Tout au loŶg de la siŵulatioŶ, ils iŵpaĐteŶt tƌğs 
fortement sur le comportement des cellules qui impactent elles-mêmes sur les différents 
champs chimiques (en émettant des signaux chimiques), permettant ainsi une évolution 
diffĠƌeŶte au fuƌ et à ŵesuƌe de l͛aǀaŶĐeŵeŶt de la siŵulatioŶ. 
 
Mais si la modélisation des processus est une part très importante d͛uŶ pƌojet de siŵulatioŶ, 
il ne faut pas ŵiŶiŵiseƌ l͛iŵpoƌtaŶĐe du dĠǀeloppeŵeŶt de l͛appliĐatioŶ ĐoƌƌespoŶdaŶte. 
AiŶsi, si uŶ pƌogƌaŵŵe eǆtƌġŵeŵeŶt peƌfoƌŵaŶt Ŷ͛est ƌieŶ saŶs uŶ ŵodğle ĐoƌƌeĐt, uŶe 
implémentation correcte et performante est nécessaire pour utiliser au mieux un modèle 
pertinent. Toute la difficulté du développement logiciel est d͛aƌƌiǀeƌ à Ġtaďliƌ Đe Ƌu͛est uŶe 
application « correcte » et de l͛iŵplĠŵeŶteƌ. Car, au-delà de disposeƌ d͛uŶe appliĐatioŶ 
fonctionnelle, davantage de facteurs entrent en compte. Bien entendu, dans une application 
de simulation, les peƌfoƌŵaŶĐes de l͛appliĐatioŶ sont très souvent importantes. Mais 
d͛autƌes facteurs tels que la faĐilitĠ d͛adaptatioŶ du logiĐiel à de Ŷouǀelles pƌoďlĠŵatiƋues, 
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l͛aĐĐessiďilitĠ du Đode pour une personne extérieure1, etc. sont tout aussi importants lorsque 
l͛appliĐatioŶ dĠǀeloppĠe dĠpasse le statut de pƌototǇpe. 
  
                                                     
1
 L͛aĐĐessiďilitĠ du Đode ĐoƌƌespoŶd à la faĐilitĠ de ĐoŵpƌĠheŶsioŶ de l͛aƌĐhiteĐtuƌe logiĐielle utilisĠe aussi ďieŶ 
Ƌu͛à la ƋualitĠ du Đode de l͛appliĐatioŶ en tant que tel. 
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1.3 Génie Logiciel, refactorisation et optimisation. 
1.3.1 Contexte original de l'application 
Afin de ďieŶ appƌĠheŶdeƌ les Đhoiǆ et le tƌaǀail ƌĠalisĠ, il est iŵpoƌtaŶt de ĐoŶŶaîtƌe l͛Ġtat du 
développeŵeŶt de la PGMS loƌsƋue j͛ai ĐoŵŵeŶĐĠ à effectuer mes travaux. En raison de 
priorités autres au seiŶ de l͛eŶtƌepƌise, l͛appliĐatioŶ Ŷ͛avait que très faiblement évolué 
depuis le premier prototype fonctionnel présenté en 2006. Celui-ci, permettant déjà la 
simulation de tous les modèles qui seront présentés dans ce manuscrit, a été développé en 
Borland C++ et comportait plus de 200 000 lignes de code. Borland C++ est une 
iŵplĠŵeŶtatioŶ du C++ ďĠŶĠfiĐiaŶt d͛eǆteŶsioŶs au langage ainsi que de bibliothèques 
proposant des outils complémentaires. En particulier, tous les conteneurs utilisés dans 
l͛appliĐatioŶ ĠtaieŶt des ĐoŶteŶeuƌs BoƌlaŶd et auĐuŶ ĐoŶteŶeuƌ staŶdaƌd appaƌteŶaŶt à la 
bibliothèque standard du C++ Ŷ͛Ġtait utilisĠ. Paƌ ailleuƌs, l͛appliĐatioŶ bénéficiait d͛uŶe 
interface graphique (permettant de choisir la simulation à réaliser et de la voir évoluer) 
entièrement développée à l͛aide de la ďiďliothğƋue pƌoposĠe paƌ BoƌlaŶd. 
Il a donc été nécessaire, avant même de pouvoir travailler et améliorer les performances, de 
ŵodifieƌ le Đode de l͛appliĐatioŶ afiŶ Ƌu͛il soit possiďle de plus faĐileŵeŶt ƌĠaliseƌ des 
modifications. Ainsi, en découpant tout le code de la PGMS lié à l͛iŶteƌfaĐe gƌaphiƋue de 
celui lié au Đode ŵĠtieƌ, les ŵodifiĐatioŶs appoƌtĠes à l͛appliĐatioŶ ŵĠtieƌ oŶt uŶe poƌtĠe 
beaucoup plus limitée et la pƌopagatioŶ d͛eƌƌeuƌs est moins importante. Mais des 
modifications qui peuvent sembler beaucoup moins primordiales, telles que la 
ƌĠoƌgaŶisatioŶ d͛une classe, peuǀeŶt ĠgaleŵeŶt foƌteŵeŶt iŵpaĐteƌ la ĐoŵpƌĠheŶsioŶ d͛uŶ 
programme pour un nouveau développeur. Cet aspect du développement informatique est 
au Đœuƌ du gĠŶie logiĐiel Ƌui est iŶtƌoduit daŶs la paƌtie suiǀaŶte. 
UŶe fois la ŵise à jouƌ de l͛application effectuée, il a alors été possible de travailler sur 
l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes gloďales de l͛appliĐatioŶ. IĐi eŶĐoƌe, le Đode de l͛appliĐatioŶ 
Ŷ͛aǇaŶt Ƌue peu Ġǀolué depuis le premier prototype fonctionnel, une analyse fine des 
processus les plus gourmands en temps de calcul a permis de mettre en lumière les points à 
optimiser dans le programme. 
Que Đe soit pouƌ aŵĠlioƌeƌ la ƋualitĠ du Đode d͛uŶ pƌogƌaŵŵe ou sa ǀitesse à tƌaǀeƌs des 
optimisations, il est nécessaire de limiter au maximum les risƋues d͛iŶtƌusioŶs d͛eƌƌeuƌs au 
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sein du code. Si cette tâche a été quelques temps sous-évaluée, elle correspond maintenant 
à une discipline de plus en plus connue et étudiée : le « refactoring » (aussi appelée 
refactorisation en français). 
1.3.2 Génie logiciel 
L͛Ġtude des ďoŶŶes teĐhŶiƋues de pƌogƌaŵŵatioŶ peƌŵettaŶt de teŶdƌe ǀeƌs le ŵeilleuƌ 
logiciel possible est ainsi devenue une discipline à part entière : le Génie Logiciel (souvent 
abrégé GL). Le but est d͛Ġtaďliƌ des ƌğgles plus ou ŵoiŶs stƌiĐtes qui, lorsqu͛elles soŶt 
appliquées intelligemment, permettent d͛aŵĠlioƌeƌ la qualité du logiciel créé (McConnell 
1993) (Sommerville 2001). Le problème est quelque peu différent dans le cas de 
l͛aŵĠlioƌatioŶ d͛uŶe appliĐatioŶ dĠjà eǆistaŶte. DaŶs Đe Đas, l͛aŵĠlioƌatioŶ de la ƋualitĠ du 
Đode dĠǀeloppĠ daŶs l͛appliĐatioŶ Ŷe peut se faiƌe au dĠtƌiŵeŶt de la ƋualitĠ de l͛appliĐatioŶ 
développée. Poussée à l͛eǆtƌġŵe, l͛idĠe est Ƌu͛il est iŶutile de disposeƌ d͛uŶ Đode 
d͛eǆĐelleŶte ƋualitĠ si Đelui-Đi Ŷe peƌŵet plus de faiƌe foŶĐtioŶŶeƌ l͛appliĐatioŶ. Il faut doŶĐ 
gĠŶĠƌaleŵeŶt ƌĠaliseƌ des opĠƌatioŶs d͛aŵĠlioƌatioŶ ponctuelle du code sans introduire de 
défauts daŶs l͛appliĐatioŶ.  
Ainsi, si un code fonctionnel de la PGMS existait avant le début de ma thèse, le choix a été 
fait de retravailler celui-ci en profondeur afin de faciliter les développements futurs. Le code 
ayant été développé par accrétion de fonctionnalités durant un laps de temps important, la 
qualité de l͛aƌĐhiteĐtuƌe de l͛appliĐatioŶ et celle du code développé s͛eŶ est donc ressentie. 
Or, comme nous allons le voir par la suite, uŶ Ŷoŵďƌe iŵpoƌtaŶt d͛Ġtudes oŶt ŵoŶtƌĠ 
l͛iŶtĠƌġt d͛appliƋueƌ de ďoŶŶes ŵĠthodes de génie logiciel afiŶ de ŵaǆiŵiseƌ l͛efficacité des 
développements et de minimiser les coûts de production. 
Dans un programme orienté objet, une partie importante du travail est relative à la 
conception des classes. Cette partie traite particulièrement de ce problème. Rendre une 
classe la plus foŶĐtioŶŶelle possiďle Ŷ͛est pas uŶe tâĐhe aussi faĐile Ƌue Đela peut sembler au 
premier abord. Un nombre important de points sont à prendre en compte lors de la 
conception. L͛oďjeĐtif gĠŶĠƌal ƌeĐheƌĐhĠ ǀa aǀoiƌ uŶe influence importante sur la façon de 
ĐoŶĐeǀoiƌ les Đlasses de l͛appliĐatioŶ. En fonction de cet objectif, les classes ne vont pas être 
conçues de la même façon. Ainsi, si l͛oŶ ĐheƌĐhe à aŵĠlioƌeƌ la robustesse d͛uŶe application, 
c'est-à-dire à améliorer sa capacité à continuer de fonctionner correctement en cas de 
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mauvaise utilisation, un plus grand nombre de tests seront réalisés au détriment de la 
ǀitesse d͛eǆĠĐutioŶ du pƌogƌaŵŵe. 
Au-delà des choix stratégiques qui peuvent eǆisteƌ eŶtƌe la ĐƌĠatioŶ d͛uŶ pƌogƌaŵŵe 
robuste, fiable, juste, adaptable et/ou sĠĐuƌisĠ…, certaines notions restent majoritairement 
ĐoŵŵuŶes à l͛eŶseŵďle des Đlasses. Ainsi, une étude de (Woodfield, Dunsmore et Shen 
1981) a ŵoŶtƌĠ Ƌu͛uŶ pƌogƌaŵŵe stƌuĐtuƌĠ eŶ utilisaŶt les tǇpes de données abstrait 
(Abstract Data Type) était plus facilement compréhensible par un programmeur extérieur 
Ƌu͛uŶ pƌogƌaŵŵe aǇaŶt été implémenté au plus proche des problématiques fonctionnelles. 
UŶe Đlasse est d͛autaŶt plus ĐoŵpƌĠheŶsiďle, et doŶĐ d͛autaŶt plus faĐile à modifier, si elle 
est oƌgaŶisĠe eŶ uŶ eŶseŵďle ĐohĠƌeŶt d͛attƌiďuts et de ŵĠthodes. Un accent tout 
particulier est mis sur la conception de l͛iŶteƌfaĐe puďliƋue d͛uŶe classe. L͛idĠe d͛uŶe telle 
approche est de conserver une interface la plus homogène possible. Le terme homogène est 
iĐi utilisĠ pouƌ uŶe iŶteƌfaĐe utilisaŶt le ŵġŵe Ŷiǀeau d͛aďstƌaĐtioŶ pouƌ tous ses ĠlĠŵeŶts. 
Dans son excellent livre « Code Complete » (McConnell 1993), Steve McConnell donne 
plusieurs exemples de types de données abstraits ainsi que les opérations correspondantes : 
- Pour un type « Lumière », il serait possible de disposer des opérations : allumer et 
éteindre. 
- Pour un autre type : « Pile », les opérations disponibles pourraient être par exemple : 
iŶitialiseƌ, ajouteƌ uŶ ĠlĠŵeŶt eŶ haut de la pile, ƌetiƌeƌ l͛ĠlĠŵeŶt eŶ haut de la pile et 
liƌe l͛ĠlĠŵeŶt eŶ haut de la pile. 
Ces deux interfaces sont parfaitement homogènes. Dans le premier cas, on traite 
uniqueŵeŶt de la ŵise sous ou hoƌs teŶsioŶ d͛uŶe laŵpe. DaŶs le seĐoŶd Đas, oŶ ŵaŶipule 
les éléments d͛uŶe pile. 
À l͛iŶǀeƌse, uŶe iŶteƌfaĐe ŶoŶ-hoŵogğŶe pouƌƌait, daŶs le Đas d͛uŶe Đlasse ƌepƌĠseŶtaŶt uŶ 
panier de produits pour de la vente en ligne, traiter à la fois de l͛ajout et de la suppression 
de produits ;ajouteƌ uŶ pƌoduit, suppƌiŵeƌ uŶ pƌoduit…Ϳ ŵais aussi du stockage dans une 
ďase de doŶŶĠes d͛uŶ tel paŶieƌ (génération de la requête de création du tuple dans la base 
de doŶŶĠes…Ϳ. IĐi, deuǆ aďstƌaĐtioŶs différentes se mélangent : la gestioŶ des pƌoduits d͛uŶ 
panier et le stockage des instances de panier. Pour ne pas compliquer la classe inutilement 
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et aiŶsi diŵiŶueƌ les ƌisƋues d͛eƌƌeuƌs, la ĐƌĠatioŶ d͛uŶe seĐoŶde Đlasse, ne se chargeant que 
des manipulations liées aux bases de données, pourrait être une bonne initiative. Cette 
classe pourrait par ailleurs se retrouver fortement couplée à la première. 
Au-delà d͛aǀoiƌ uŶe iŶteƌfaĐe hoŵogğŶe, il est utile de ĐoŶseƌǀeƌ des Đlasses siŵples. 
LoƌsƋue l͛oŶ paƌle de classes simples, plusieurs points peuvent être abordés. Ici, nous nous 
focaliserons sur les points pour lesquels des statistiques ont prouvé, depuis déjà de 
nombreuses années, un aǀaŶtage eŶ teƌŵe de diŵiŶutioŶ du Ŷoŵďƌe d͛eƌƌeuƌs gĠŶĠƌĠes et 
donc en terme de temps de conception (Basili, Briand et Melo 1996). 
L͛iŶteƌfaĐe d͛uŶe Đlasse gagŶe tout d͛aďoƌd à ġtƌe liŵitĠe eŶ Ŷoŵďƌe de ŵĠthodes. Durant 
leurs travaux sur le sujet, (Basili, Briand et Melo 1996) ont fait développer une solution 
informatique à un même problème par plusieurs groupes de personnes. Les solutions 
utilisant dans leurs classes un plus grand nombre de méthodes ont aussi été celles pour 
lesquelles le Ŷoŵďƌe d͛eƌƌeuƌs lors de la conception et lors de la livraison de la solution était 
le plus grand. Toujours dans son livre « Code Complete » (McConnell 1993), Steve McConnell 
propose le nombre de sept méthodes (plus ou moins deux) par classe. Ce nombre de sept 
plus ou ŵoiŶs deuǆ est tiƌĠ de l͛aƌtiĐle du psǇĐhologue Geoƌge Milleƌ (Miller 1956) dans 
leƋuel il eǆpliƋue Ƌue Đe Ŷoŵďƌe ĐoƌƌespoŶd au Ŷoŵďƌe d͛ĠlĠŵeŶts diffĠƌeŶts Ƌu͛uŶe 
personne peut utiliser loƌsƋu͛elle exécute une tâche saŶs aǀoiƌ à faiƌe d͛effoƌts 
supplĠŵeŶtaiƌes pouƌ se ƌappeleƌ de l͛utilisatioŶ de ĐhaĐuŶ. Bien entendu, selon les 
peƌsoŶŶes et seloŶ l͛eŶtƌaiŶeŵeŶt de Đelles-ci à la tâche Ƌu͛elles sont en train d͛effeĐtueƌ, ce 
nombre peut être différent. Il Ŷ͛eŶ ƌeste pas ŵoiŶs Ƌu͛il s͛agit là d͛uŶe ďoŶŶe ďase loƌsƋu͛il 
est ŶĠĐessaiƌe de ƌĠflĠĐhiƌ au Ŷoŵďƌe de ŵĠthodes Ƌu͛uŶe Đlasse doit pƌoposeƌ, au nombre 
de paramètres maximal de ces méthodes ou à la profondeur maximale d͛hĠƌitage d͛uŶe 
classe (ce qui est souvent très important comme nous le verrons pas la suite), etc. 
MaiŶteŶaŶt Ƌu͛il deǀƌait ġtƌe aĐƋuis Ƌue la liŵitatioŶ du Ŷoŵďƌe de ŵĠthodes d͛uŶe Đlasse 
induit un plus faible risque d͛eƌƌeuƌs, il est iŵpoƌtaŶt de ďieŶ Ŷoter Ƌu͛il Ŷe s͛agit pas là du 
seul ĠlĠŵeŶt aǇaŶt uŶ iŵpaĐt statistiƋue iŵpoƌtaŶt suƌ le Ŷoŵďƌe d͛eƌƌeuƌs Ƌui peuǀeŶt 
apparaître loƌs de l͛ĠĐƌituƌe d͛uŶ pƌogƌaŵŵe. La ĐoŶĐeptioŶ des ŵĠthodes est ĠgaleŵeŶt 
tƌğs iŵpoƌtaŶte. L͛Ġtude de (Basili, Briand et Melo 1996) montre ainsi que le nombre 
d͛eƌƌeuƌs est statistiƋueŵeŶt plus iŵpoƌtaŶt loƌsƋue le Ŷoŵďƌe de foŶĐtioŶs et de ŵĠthodes 
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appelées paƌ l͛eŶseŵďle des ŵĠthodes d͛uŶe Đlasse augŵeŶte. De la ŵġŵe façoŶ, plus le 
couplage ;Ŷoŵďƌe d͛utilisations de ŵĠthodes et d͛iŶstaŶĐes d͛autƌes Đlasses paƌ les 
ŵĠthodes d͛uŶe ĐlasseͿ entre classes est grand, plus les chances de rencontrer des erreurs 
augmenteront. 
UŶe ďoŶŶe hoŵogĠŶĠitĠ de l͛iŶteƌfaĐe de la Đlasse peƌŵet souǀeŶt de liŵiteƌ le pƌeŵieƌ 
poiŶt. EŶ effet, oŶ se ƌeŶd faĐileŵeŶt Đoŵpte Ƌue daŶs l͛eǆeŵple ŶoŶ hoŵogğŶe du panier 
présenté précédemment, toutes les méthodes traitant du stockage dans la base de données 
vont utiliser un jeu de méthodes et de fonctions proches les unes des autres mais très 
éloignées des autres méthodes qui gèrent les éléments du panier. La conception de deux 
classes résoudrait une nouvelle fois ce problème : chaque classe utiliserait un jeu de 
ŵĠthodes tƌğs diffĠƌeŶt paƌ ƌappoƌt à l͛autƌe Đlasse ŵais au seiŶ de ĐhaĐuŶe des classes, les 
méthodes seraient beaucoup réutilisées ou du moins très homogènes. 
Le couplage est uŶe souƌĐe d͛eƌƌeuƌ Đaƌ l͛augŵeŶtatioŶ des iŶteƌaĐtioŶs eŶtƌe les Đlasses 
rend ces dernières beaucoup plus difficiles à appréhender dans leur ensemble pour les 
développeurs. Il faut se ƌappeleƌ Ƌue le Ŷoŵďƌe d͛ĠlĠŵeŶts Ƌu͛uŶe peƌsoŶŶe peut ŵaŶipuleƌ 
à un instant donné sans effort supplémentaire, et donc sans augmenter le risque de faire des 
erreurs, est limité. Ici encore, le découpage en classes plus simples est encore une bonne 
solution. L͛idĠe est d͛augŵeŶteƌ la ĐohĠsioŶ de la Đlasse. Si uŶe grande partie de la classe est 
couplée à des instances de la classe SQLManager, Đe Ŷ͛est pas uŶ pƌoďlğŵe Đaƌ la Đlasse eŶ 
question doit sans doute gérer les connexions aux bases de données. Le problème Ŷ͛apparait 
que loƌsƋu͛uŶe Đlasse est ĐouplĠe à plusieurs Đlasses Ŷ͛aǇaŶt auĐuŶ ou peu de ƌappoƌt eŶtƌe 
elles. Il serait alors judicieux de penser à découper la classe en plusieurs classes qui 
traiteraient chacune une fonctionnalité. Ce problème de cohésion a également été mis en 
valeur loƌs de l͛iŵplĠŵeŶtatioŶ d͛uŶe ŵĠthode. Si uŶe ŵĠthode tƌaite de plusieuƌs 
problèmes différents, la pƌoďaďilitĠ d͛appaƌitioŶ d͛eƌƌeuƌs est plus iŵpoƌtaŶte. Il est alors 
ŶĠĐessaiƌe d͛ġtƌe hoŵogğŶe pouƌ l͛eŶseŵďle des ŵĠthodes Ƌui ĐoŶstitueŶt l͛iŶteƌfaĐe de la 
classe Đoŵŵe Ŷous l͛aǀoŶs ǀu pƌĠĐĠdeŵŵeŶt mais tout autant daŶs l͛iŵplĠŵeŶtatioŶ de 
ĐhaĐuŶe d͛eŶtƌe elles. 
UŶe autƌe souƌĐe iŵpoƌtaŶte d͛eƌƌeuƌs lors de la ĐoŶĐeptioŶ d͛uŶ pƌogƌaŵŵe orienté objet 
est à ĐheƌĐheƌ du ĐôtĠ de l͛hĠƌitage. Il s͛agit d͛uŶ concept très puissant pour modéliser 
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certains problèmes et comme tout concept, une utilisation erronée mène souvent à des 
erreurs. La première chose à intégrer est la règle suivante : l͛hĠƌitage public correspond à la 
ƌelatioŶ de gĠŶĠƌalisatioŶ / spĠĐialisatioŶ Ƌue l͛oŶ ƌepƌĠseŶte paƌ uŶe ƌelatioŶ oŶtologiƋue 
de type « est un ». Cette règle est suffisamment importante pour que Meyers parle dans 
l͛uŶe des seĐtioŶs de soŶ liǀƌe « Effective C++ » (Meyers 1992) de « la règle la plus 
importante lors de la conception de programmes orientés objet en C++ ». Dès 1987, Liskov 
énonce le principe de substitution qui porte son nom et Ƌui dĠfiŶit Ƌue Ŷ͛iŵpoƌte Ƌuelle 
instance « instanceFille » d͛uŶe Đlasse « Fille » ayant pour classe mère une classe de 
base « Mere » doit pouǀoiƌ ġtƌe passĠe eŶ paƌaŵğtƌe de Ŷ͛iŵpoƌte Ƌuelle foŶĐtioŶ ou 
méthode acceptant une instance « instanceMere » de la classe mère (Liskov 1987). Cette 
règle est reformulée par Hunt et Thomas (Hunt et Thomas 2000) dans leur livre « The 
pragmatic programmer - from journeyman to master » Đoŵŵe le fait Ƌu͛uŶe Đlasse fille doit 
pouǀoiƌ ġtƌe utilisaďle à tƌaǀeƌs l͛iŶteƌfaĐe de la Đlasse ŵğƌe saŶs Ƌue l͛utilisateuƌ ait besoin 
de ĐoŶŶaitƌe la diffĠƌeŶĐe. AiŶsi, loƌsƋu͛uŶe Đlasse Ŷe peut ġtƌe ĐoŶsidĠƌĠe Đoŵŵe uŶe 
classe fille du poiŶt de ǀue de Đes dĠfiŶitioŶs, il s͛agit souǀeŶt d͛uŶe ŵauǀaise ĐoŶĐeptioŶ de 
la hiĠƌaƌĐhie d͛hĠƌitage qui nécessite un nouveau découpage. 
AfiŶ d͛illustƌeƌ Đe pƌoďlğŵe, l͛eǆeŵple d͛uŶe Đlasse oiseau possĠdaŶt uŶe ŵĠthode 
voler() est souvent utilisée (voir Figure 1-13Ϳ. Si l͛oŶ souhaite ŵodĠliseƌ diffĠƌeŶtes ƌaĐes 
d͛oiseaux, il est possiďle d͛utiliseƌ l͛hĠƌitage pouƌ iŵplĠŵeŶteƌ la Đlasse FauĐoŶ ou la Đlasse 
Pigeon. Mais l͛iŶtĠgƌatioŶ de la Đlasse Autruche pose alors problème : une autruche est bien 
entendu un oiseau mais celle-ci ne peut pas voler. Il est donc anormal de pouvoir utiliser une 
iŶstaŶĐe de la Đlasse AutƌuĐhe à tƌaǀeƌs l͛iŶteƌfaĐe de sa classe mère Oiseau : le principe de 
substitution de Liskov est transgressé. Une solution consiste alors à créer deux nouvelles 
classes : OiseauVolant et OiseauNonVolant. La méthode voler() ne sera alors plus 
présente dans la classe Oiseau mais seulement dans sa sous classe OiseauVolant (voir 
Figure 1-14). Cette solution, Ƌui Ŷ͛est pas la seule possiďle, Ŷ͛est pas eǆeŵpte de dĠfauts car 
elle augmente le nombre de classes (cinq classes au lieu de quatre) ainsi que la profondeur 
d͛hĠƌitage (trois niveaux d͛hĠƌitage au lieu de deuǆͿ ; Đe Ƌui Ŷ͛est pas saŶs poseƌ pƌoďlğŵe 














Figure 1-14 : Diagramme de classe des différents oiseaux différenciant les oiseaux volants et non 
volants. 
Lorsque le principe de substitution de Liskov est transgressé, il peut ĠgaleŵeŶt s͛agiƌ d͛uŶe 
erreur de conception. Le concept Ƌue l͛oŶ souhaite iŵplĠŵeŶteƌ Ŷ͛est aloƌs pas « est un » 
mais souvent « a un » ou « est implémenté en termes de » que Meyers préconise 
d͛iŵplĠŵeŶter à l͛aide de la composition ou de l͛agƌĠgatioŶ daŶs uŶe autƌe seĐtioŶ de soŶ 
livre. 
Mais au-delà du pƌoďlğŵe de ĐoŶĐeptioŶ de l͛hĠƌitage eŶ tant que « est un », d͛autƌes 
problèmes peuvent apparaître. L͛utilisatioŶ de l͛hĠƌitage a pouƌ dĠsaǀaŶtage d͛augŵeŶter la 
ĐoŵpleǆitĠ d͛uŶe Đlasse : la ĐoŶŶaissaŶĐe de l͛iŵplĠŵeŶtatioŶ de la Đlasse fille Ŷ͛est plus 
suffisaŶte pouƌ uŶ dĠǀeloppeuƌ Ƌui souhaiteƌait ĐoŶŶaitƌe l͛iŶteƌfaĐe complète de cette 
classe ou bien la façon dont sont implémentées toutes les méthodes. Beaucoup de ces 
informations vont ainsi appartenir à la classe mère. Et ceci est un problème majeur car cela 
ǀa aǀoiƌ uŶ gƌos iŵpaĐt suƌ l͛eŶĐapsulatioŶ de la Đlasse, qui peut être brisée. Ainsi, il sera 
souǀeŶt ŶĠĐessaiƌe de ĐoŶŶaitƌe l͛iŵplĠŵeŶtatioŶ d͛uŶe ou plusieuƌs ŵĠthodes de la Đlasse 
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ŵğƌe pouƌ gaƌaŶtiƌ Ƌu͛uŶe foŶĐtioŶŶalitĠ de la Đlasse fille est iŵplĠŵeŶtĠe correctement. 
Dans son livre « Effective Java » (Bloch 2001), Joshua Bloch propose l͛eǆeŵple suiǀaŶt pouƌ 
illustrer ce problème : 
public static class InstrumentedHashSet<E> extends HashSet<E> { 
 
   public int addCount = 0; 
 
   @Override 
   public boolean add(E a) { 
      addCount += 1; 
      return super.add(a); 
   }; 
 
   @Override 
   public boolean addAll(Collection<? extends E> c) { 
      addCount += c.size(); 
      return super.addAll(c); 
   } 
} 
 
Le but est ici de créer une nouvelle classe représentant un hash set qui fonctionnerait 
exactement comme la classe HashSet pƌĠseŶte daŶs l͛API Jaǀa ŵais Ƌui peƌŵettrait en plus 
de Đoŵpteƌ le Ŷoŵďƌe d͛ajouts réalisés au set. Pouƌ Đoŵpteƌ les ajouts, l͛auteuƌ a aiŶsi 
dĠĐidĠ d͛iŶĐƌĠŵeŶteƌ le Đoŵpteuƌ d͛ajout addCount d͛uŶe unité dans la méthode add qui 
prend en paramètre un objet à ajouter et également de mettre à jour le Ŷoŵďƌe d͛ĠlĠŵeŶts 
ajoutés dans la méthode addAll qui prend en paramètre uŶe ĐolleĐtioŶ d͛oďjets à ajouteƌ. 
Le pƌoďlğŵe iŶteƌǀieŶt loƌsƋue l͛oŶ sait Ƌue la ŵĠthode addAll de HashSet réutilise en fait 
la méthode add sur chacun des objets de la collection : l͛utilisatioŶ de addAll compte alors 
deux fois chaque ajout. Par le fait Ƌu͛il soit nécessaire, pour implémenter correctement cette 
sous-classe, de connaître l͛iŵplĠŵeŶtatioŶ de la Đlasse mère HashSet (qui, en vertu de 
l͛eŶĐapsulation, ne devrait pas avoir à être connue), il est possible dans ce cas de dire que 
l͛hĠƌitage ďƌise l͛eŶĐapsulatioŶ. 
C͛est sans doute pouƌ Đes ƌaisoŶs Ƌue l͛Ġtude de (Basili, Briand et Melo 1996) montre 
également Ƌue l͛augŵeŶtatioŶ de la pƌofoŶdeuƌ de l͛hĠƌitage a une forte influence sur 
l͛augŵeŶtatioŶ du Ŷoŵďƌe d͛eƌƌeuƌs daŶs uŶ pƌogƌaŵŵe. 
Il seƌait possiďle de s͛ĠpaŶdƌe ďeauĐoup plus sur la conception des routines (fonctions et 
méthodes), de discuter du choix du nom des classes, des routines et des variables, 
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d͛iŶtƌoduiƌe les diffĠƌeŶtes ŵĠthodes peƌŵettaŶt la dĠteĐtioŶ d͛eƌƌeuƌs le plus efficacement 
possible (revue du code par un collègue, tests unitaires, tests foŶĐtioŶŶels…Ϳ et ďeauĐoup 
d͛autƌes points. Le choix a été fait de s͛aƌƌġteƌ à la ĐoŶĐeptioŶ des Đlasses, Ƌui Ŷ͛est Ƌu͛uŶe 
ďƌaŶĐhe paƌŵi ďieŶ d͛autƌes du gĠŶie logiĐiel (Sommerville 2001), Đaƌ il s͛agissait du 
problème de conception le plus important constaté dans la reprise du premier prototype de 
la PGMS. 
1.3.3 Optimisation logicielle 
LoƌsƋu͛il Ŷ͛est pas pƌiŵoƌdial de disposeƌ d͛uŶ pƌogƌaŵŵe dĠǀeloppĠ le plus « proprement » 
possible, il est souvent possible de réaliser des compromis entre la qualité du code et les 
performances de l͛appliĐatioŶ ;Đ͛est le Đas des appliĐatioŶs ŶĠĐessitaŶt les ŵeilleuƌes 
performances possibles). En effet, la majeure partie des optimisations qui peuvent être 
réalisées vont avoir tendance à complexifier le code et à le rendre moins facilement 
compréheŶsiďle et ŵodifiaďle à l͛aǀeŶiƌ. Il est donc nécessaire de bien mesurer le gain de 
chaque optimisation de façon à ne conserver que les optimisations significatives.  
Pour cela, eŶ aŵoŶt du tƌaǀail d͛optiŵisatioŶ, il est ŶĠĐessaiƌe d͛Ġtaďliƌ pƌĠĐisĠŵeŶt la liste 
des goulots d͛ĠtƌaŶgleŵeŶt de l͛appliĐatioŶ. Oƌ, paƌŵi tous les outils dispoŶiďles pouƌ le 
dĠǀeloppeuƌ, l͛iŶtuitioŶ Ŷ͛est généralement pas le plus effiĐaĐe. AiŶsi, daŶs l͛ouǀƌage 
« Refactoring: Improving the Design of Existing Code » de Fowler (M. Fowler 1999), Garzaniti 
ƌappoƌte Ƌue loƌs de l͛optiŵisatioŶ d͛uŶe appliĐatioŶ, uŶe Ġtude de pƌofilage aǀait ŵoŶtƌĠ 
Ƌue le plus gƌos goulot d͛ĠtƌaŶgleŵeŶt Ġtait la ĐƌĠatioŶ de gƌaŶdes ĐhaiŶes de ĐaƌaĐtğƌes 
;jusƋu͛à ϭϮ 000 caractères) utilisées pour les entrées-soƌties aloƌs ŵġŵe Ƌu͛auĐuŶ 
dĠǀeloppeuƌ suƌ le pƌojet Ŷ͛aǀait aǀaŶĐĠ Đette hǇpothğse loƌs des ƌĠfleǆioŶs suƌ les aǆes 
d͛optiŵisatioŶs possiďles. Pouƌ ƌetƌouǀeƌ effiĐaĐeŵeŶt les goulots d͛ĠtƌaŶgleŵeŶt, il est 
donc oďligatoiƌe d͛utiliseƌ des outils ŵesuƌaŶt pƌĠĐisĠŵeŶt les peƌfoƌŵaŶĐes des diffĠƌeŶtes 
paƌties de l͛appliĐatioŶ : des pƌofileuƌs. LoƌsƋue les foŶĐtioŶs de l͛appliĐatioŶ les plus 
gourmandes en termes de temps de calcul sont connues, il est possible de réaliser 
diffĠƌeŶtes foƌŵes d͛optiŵisatioŶ. 
Élimination des sous-expressions communes 
Une première optimisation possible revient à supprimer certaines parties de code 
dupliquées dans des expressions différentes et à les factoriser dans une nouvelle expression 
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(Cocke 1970). Dans le Code 1-1 paƌ eǆeŵple, l͛eǆpƌessioŶ peƌŵettaŶt le ĐalĐul de la TVA suƌ 
un produit coutHT * tauxTVA est utilisé aussi bien pour le calcul du prix total 
coutTTC que pour le calcul du remboursement sur la TVA remboursementTVA. Il est donc 
possiďle d͛eǆtƌaiƌe Đe ĐalĐul daŶs uŶe ǀaƌiaďle TVA puis d͛utiliseƌ Đette ǀaƌiaďle eŶ lieu et 
place de la sous-expression. 
Mise en place, Đette teĐhŶiƋue d͛optiŵisatioŶ peƌŵet, lorsque le compilateur est incapable 
de la mettre en place seul, de diminuer les calculs à effectuer (dans notre exemple, la valeur 
de la TVA Ŷ͛est aiŶsi ĐalĐulĠe Ƌu͛uŶe seule foisͿ ŵais aussi paƌfois de Đlaƌifieƌ le Đode ;les 
calculs sont plus clairs avec l͛iŶtƌoduĐtioŶ d͛une variable intermédiaire). L͛iŶĐoŶǀĠŶieŶt 
ŵajeuƌ de Đette teĐhŶiƋue est Ƌu͛elle ŶĠĐessite gĠŶĠƌaleŵeŶt l͛utilisatioŶ de ƌegistƌes 
supplémentaires pour stocker les variables intermédiaires. Ceci peut poser de gros 
problèmes, en particulier sur des architectures où le nombre de registres est très limité 
telles celles des GPU. 
// Avant 
coutTTC = coutHT + coutHT * tauxTVA; 
remboursementTVA = tauxRemboursmentTVA * coutHT * tauxTVA; 
 
// Après 
TVA = coutHT * tauxTVA 
coutTTC = coutHT + TVA; 
remboursementTVA = tauxRemboursmentTVA * TVA; 
Code 1-1 : Exemple d'élimination d'une sous-expression commune. 
Échange de boucles 
Une bonne partie des optimisations les plus courantes traitent des boucles car celles-ci 
peuǀeŶt ƌĠpĠteƌ uŶ tƌğs gƌaŶd Ŷoŵďƌe de fois les ŵġŵes opĠƌatioŶs. L͛ĠĐhaŶge de ďouĐles 
fait, Đoŵŵe soŶ Ŷoŵ l͛iŶdiƋue, paƌtie de ces optimisations et traite du cas des boucles 
iŵďƌiƋuĠes. AiŶsi, loƌsƋue deuǆ ďouĐles soŶt iŵďƌiƋuĠes l͛uŶe daŶs l͛autƌe et Ƌu͛il est 
possiďle, saŶs ŵodifieƌ le ĐoŵpoƌteŵeŶt fiŶal de l͛appliĐatioŶ, de les iŶǀeƌseƌ, il est paƌfois 
très avantageux de le faire (Allen et Kennedy 2001). En effet, si cette inversion permet 
d͛aĐĐĠdeƌ auǆ doŶŶĠes daŶs uŶ ordre plus proche de celui dans lequel elles sont stockées, 
les ŵĠĐaŶisŵes de ĐaĐhe peuǀeŶt ƌeŶdƌe l͛opĠƌatioŶ ďeauĐoup plus ƌapide. Le ƌisƋue d͛uŶe 
telle optimisatioŶ est Ƌue l͛oƌdƌe iŶitialeŵeŶt pƌĠǀu peut aǀoiƌ uŶ plus gƌaŶd seŶs du poiŶt 
de vue applicatif. Il peut donc arriver que la compréhension du code soit alors plus difficile. 
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DaŶs l͛eǆeŵple du Code 1-2, la distaŶĐe à l͛oƌigiŶe est ĐalĐulĠe pouƌ ĐhaƋue poiŶt d͛uŶ 
tableau à deux dimensions (les coordonnées des points correspondent à leurs indices dans le 
tableau). La boucle extérieure parcourt les coordonnées en x et la boucle intérieure les 
coordonnées en y. Or, le tableau est stocké en mémoire de telle façoŶ Ƌue l͛oŶ aĐĐğde 
d͛aďoƌd à l͛iŶdiĐe Ǉ : distanceOrigine[ y ][ x ]. Le tableau est donc stocké ligne par 
ligne : les cellules possédant une même valeur de y se trouvant les unes à la suite des 
autres, de 0 à maxX - 1. Le parcours choisi ici ne reproduit donc pas ce stockage en 
paƌĐouƌaŶt tout d͛aďoƌd toutes les Đellules aǇaŶt l͛iŶdiĐe ǆ à Ϭ puis toutes Đelles aǇaŶt 
l͛iŶdiĐe ǆ à ϭ, etc. En inversant les deux boucles, on conserve un comportement similaire (la 
distance calculée sera la même) mais les accès seront faits dans l͛oƌdƌe du stockage en 
mémoire. 
// Avant 
for ( int x = 0; x < maxX; ++x ) 
{ 
   for ( int y = 0; y < maxY; ++y ) 
   { 
      distanceOrigine[ y ][ x ] = sqrt( x * x + y * y ); 




for ( int y = 0; y < maxY; ++y ) 
{ 
   for ( int x = 0; x < maxX; ++x ) 
   { 
      distanceOrigine[ y ][ x ] = sqrt( x * x + y * y ); 
   } 
} 
Code 1-2 : Exemple d'échange de boucle. 
Fragmentation de boucles 
La fƌagŵeŶtatioŶ de ďouĐles s͛appliƋue loƌsƋu͛uŶe ďouĐle ĐoŶtieŶt, daŶs le ďut de gĠƌeƌ uŶ 
ou plusieurs cas particuliers en début ou en fin de boucle, des instructions supplémentaires. 
Il est alors parfois possible de supprimer Đes iŶstƌuĐtioŶs au pƌiǆ d͛uŶe sĠpaƌatioŶ des Đas 
paƌtiĐulieƌs et des Đas gĠŶĠƌauǆ, pƌiŶĐipaleŵeŶt l͛iŶitialisatioŶ du pƌeŵieƌ ĠlĠŵeŶt ou uŶ 
traitement particulier sur le dernier élément (Cannings, Thompson et Skolnick 1976). Dans le 
Code 1-3, l͛oďjeĐtif de ƌeŵpliƌ uŶ taďleau ;tabDecaleͿ aǀeĐ le ĐoŶteŶu d͛uŶ pƌeŵieƌ 
tableau (tabBase) décalé de trois indices est réalisé eŶ affeĐtaŶt, pouƌ l͛iŶdiĐe i, la valeur 
de l͛iŶdiĐe i + 3. Afin de correctement accéder aux trois premiers éléments du premier 
taďleau loƌsƋue l͛oŶ affeĐte les tƌois deƌniers éléments du tableau résultat, le ĐalĐul d͛un 
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modulo est nécessaire suƌ l͛eŶseŵďle de la ďouĐle. En séparant le cas des sept premiers 
ĠlĠŵeŶts de Đelui des tƌois deƌŶieƌs, il est possiďle de se ĐoŶteŶteƌ d͛uŶe additioŶ ;i + 3) 
dans les sept premiers cas et d͛uŶe soustƌaĐtioŶ ;i - 7) dans les trois derniers. Si le gain de 
Đette optiŵisatioŶ est assez ĠǀideŶt ĠtaŶt doŶŶĠ Ƌue le Ŷoŵďƌe d͛opĠƌatioŶs effeĐtuĠes 
diminue, l͛iŶĐoŶǀĠŶieŶt ŵajeuƌ, la complexification du code, l͛est ƋuasiŵeŶt autaŶt. En 
effet, là où il était assez aisé de comprendre que le code donné en exemple correspondait à 
un décalage de trois éléments dans la première implémentation, ceci est beaucoup plus 
difficile pour la seconde implémentation et des commentaires seraient nécessaires. 
// Avant 
for ( int i = 0; i < 10; ++i ) 
{ 




for ( int i = 0; i < 7; ++i ) 
{ 
   tabDecale[ i ] = tabBase[ i + 3 ]; 
} 
for ( int i = 7; i < 10; ++i ) 
{ 
   tabDecale[ i ] = tabBase[ i - 7 ]; 
} 
Code 1-3 : Exemple de fragmentation de boucles. 
Boucle unswitching 
L͛optiŵisatioŶ de « boucle unswitching » correspond à la suppression d͛uŶ ďƌaŶĐheŵeŶt 
dans une boucle. Pour que cela soit possible, ce branchement ne doit pas évoluer 
dynamiquement dans la boucle. Il est alors possible d͛eǆtƌaiƌe le branchement de la boucle 
en dupliquant le code de la boucle dans chaque branche. Cette optimisation permet de 
passeƌ d͛un test par itération à un unique test. Le problème majeur de cette optimisation est 
la duplication du code de la boucle. Si une modification est nécessaire dans ce code, il sera 
alors obligatoire de la répercuter dans les deux copies. 
Le Code 1-4 calcule le coût total toutes taxes comprises (TTC) d͛uŶe ĐoŵŵaŶde. Pouƌ Đela, 
uŶe solutioŶ est de paƌĐouƌiƌ tous les pƌoduits et d͛ajouteƌ au Đoût total le coût TTC du 
pƌoduit ĐouƌaŶt. Mais l͛oŶ peut iŵagiŶeƌ Ƌue les taǆes ǀaƌieŶt seloŶ le tǇpe de ĐoŵŵaŶde 
(et non pas selon le type de produit, sans quoi cette optimisation est impossible). On a alors 
uŶ test au seiŶ de la ďouĐle Ƌui Ŷ͛Ġǀolue pas au Đours de celle-Đi. L͛optiŵisatioŶ ĐoŶsiste 
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donc à commencer par ce test et à dupliquer la boucle dans les deux branches du if. Le 
code des deux boucles perd alors toute présence de tests. 
// Avant 
float coutTotal = 0; 
for ( int i = 0; i < 10; ++i ) 
{ 
   if ( commandeAEmporter == true ) 
   { 
      coutTotal += 1.05 * coutHT[ i ]; 
   } 
   else 
   { 
      coutTotal += 1.19 * coutHT[ i ]; 




float coutTotal = 0; 
if ( commandeAEmporter == true ) 
{ 
   for ( int i = 0; i < 10; ++i ) 
   { 
      coutTotal += 1.05 * coutHT[ i ]; 




   for ( int i = 0; i < 10; ++i ) 
   { 
      coutTotal += 1.19 * coutHT[ i ]; 
   } 
} 
Code 1-4 : Exemple de boucle unswitching. 
Invariant de boucle 
L͛iŶǀaƌiaŶt de ďouĐle est uŶe des optiŵisatioŶs les plus siŵples à tƌouǀeƌ et à ŵettƌe eŶ 
œuǀƌe. C͛est la ƌaisoŶ pouƌ laƋuelle les Đoŵpilateuƌs soŶt tƌğs peƌfoƌŵaŶts pouƌ la ŵettƌe 
automatiquement en place. Mais il est toujours intéressant de savoir de quoi il s͛agit loƌsƋue 
le Đoŵpilateuƌ Ŷe la dĠteĐte pas seul. Le ďut est d͛eǆtƌaiƌe des ďouĐles tous les ĐalĐuls Ƌui Ŷe 
varient pas au cours de celle-Đi. EŶ les eǆtƌaǇaŶt, oŶ diŵiŶue le Ŷoŵďƌe d͛iŶstƌuĐtioŶs et cela 
peƌŵet ŵġŵe paƌfois d͛aĐĐĠlĠƌeƌ les aĐĐğs aux données en conservant la constante dans un 
registre (Aho, Sethi et Ullman 1986). L͛iŶĐoŶǀĠŶieŶt est, Đoŵŵe Đela Ġtait déjà le cas pour 
l͛ĠliŵiŶatioŶ de sous-expression commune qui est une optimisation très proche de celle-ci, 
que ce mécanisme peut augmenter le nombre de registres utilisés. 
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Dans le Code 1-5, le ĐalĐul du tauǆ de TVA ŶoŶ ƌeŵďouƌsĠ Ŷe ǀaƌie jaŵais au Đœuƌ de la 
boucle. Il est donc possible de sortir ce calcul de la boucle et de diminuer ainsi le nombre de 
calculs effectués. 
// Avant 
for ( int i = 0; i < 10; ++i ) 
{ 
   coutTotal += coutHT[ i ] + 




tauxTVANonRembourse = tauxTVA * remboursementTVA; 
for ( int i = 0; i < 10; ++i ) 
{ 
   coutTotal += coutHT[ i ] + 
                coutHT[ i ] * tauxTVANonRembourse; 
} 
Code 1-5 : Exemple d'invariant de boucle. 
Fission / fusion de boucles 
La fission de boucles (la fusion de boucles est le mécanisme inverse) consiste à séparer dans 
deuǆ ďouĐles deuǆ ĐoŵposaŶtes d͛uŶe ŵġŵe ďouĐle. Bien Ƌu͛il soit alors nécessaire de 
ƌĠaliseƌ deuǆ fois le paƌĐouƌs au lieu d͛uŶ, daŶs ĐeƌtaiŶs cas, lorsque le corps de la boucle est 
important, il est possible que les mécanismes de cache soient plus performants en réalisant 
les deux boucles séparément (Kennedy et Allen 2001). DaŶs l͛eǆeŵple du Code 1-6, deux 
tableaux (tabA et tabB) sont manipulés dans une même boucle. La fission de la boucle 
ĐoŶsiste à dupliƋueƌ la ďouĐle pouƌ Ƌue ĐhaĐuŶe Ŷe s͛oĐĐupe Ƌue d͛uŶ taďleau. 
// Avant 
for ( int i = 0; i < 10; ++i ) 
{ 
   tabA[ i ] = 1; 




for ( int i = 0; i < 10; ++i ) 
{ 
   tabA[ i ] = 1; 
} 
for ( int i = 0; i < 10; ++i ) 
{ 
   tabB[ i ] = 2; 
} 
Code 1-6 : Exemple de fission de boucle. 
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Déroulement de boucle 
Le déroulement de boucle (unrolling en anglais) consiste à réécrire une boucle entièrement 
ou en partie de manière séquentielle (Aho, Ullman et Biswas 1977). L͛oďjeĐtif est iĐi de 
diŵiŶueƌ le Ŷoŵďƌe d͛iŶstƌuĐtioŶs liĠes au ĐoŶtƌôle de la ďouĐle. Le pƌiŶĐipal iŶĐoŶǀĠŶieŶt 
est une complexification importante du code avec un éloignement du code de la 
pƌoďlĠŵatiƋue ŵĠtieƌ aiŶsi Ƌu͛uŶ eǆĠĐutaďle doŶt la taille peut sigŶifiĐatiǀeŵeŶt 
augmenter. 
Dans le Code 1-7, qui présente un exemple de déroulement partiel, la boucle initiale 
parcourt les ϯϬϬ ǀaleuƌs du taďleau uŶe à uŶe pouƌ iŶitialiseƌ la ǀaleuƌ d͛uŶ poiŶteuƌ à NULL. 
Le déroulement de la boucle est effectué en réalisant à chaque pas dans la boucle trois 
affectations et en incrémentant de 3 la variable i à chaque itération. Cette exemple montre 
bien les difficultés de maintenance qui peuvent survenir. En effet, si le tableau évolue vers 
une taille non multiple de 3, il sera nécessaire de modifier le déroulement en rajoutant une 
fragmentation de boucle pour gérer les derniers éléments par exemple. 
// Avant 
for ( int i = 0; i < 300; ++i ) 
{ 




for ( int i = 0; i < 300; i += 3 ) 
{ 
   tabPtr[ i     ] = NULL; 
   tabPtr[ i + 1 ] = NULL; 
   tabPtr[ i + 2 ] = NULL; 
} 
Code 1-7 : Exemple de déroulement de boucle. 
Métaprogrammation template 
La métaprogrammation template tire parti du mécanisme des templates en C++ pour 
réaliser une partie des instructions lors de la phase de compilation plutôt que lors de 
l͛eǆĠĐutioŶ du pƌogƌaŵŵe. EŶ ĠǀaluaŶt uŶe eǆpƌessioŶ teŵplate, il est aiŶsi aloƌs possiďle de 
réaliser le calcul de constantes de manière à éliminer ces calculs loƌs de l͛eǆĠĐutioŶ ou de 
réaliser des opérations sur des types afin de faire de la vérification de type par exemple 
(Touraille, Traoré et Hill 2010). Si cette technique peut permettre de grandement améliorer 
les teŵps d͛eǆĠĐutioŶs de l͛appliĐatioŶ, elle peut ĠgaleŵeŶt gƌaŶdeŵeŶt Đoŵpleǆifieƌ le 
Đode de l͛appliĐatioŶ. Paƌ ailleuƌs, l͛eŶseŵďle des ĐalĐuls ƌĠalisĠs à la ĐoŵpilatioŶ foŶt croître 
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le temps total de compilation qui peut ainsi devenir très significatif et rédhibitoire dans 
certains cas. 
L͛eǆeŵple le plus ĐlassiƋue d͛utilisatioŶ de la ŵĠtapƌogƌaŵŵatioŶ teŵplate pour le calcul de 
constantes est Đelui du ĐalĐul d͛uŶe faĐtoƌielle ;ǀoiƌ Code 1-8). De manière classique, la 
factorielle de n est calculée de manière récursive en retournant 1 si n vaut 0 et 
n * factorielle( n - 1 ) siŶoŶ. L͛utilisatioŶ du ŵĠĐaŶisŵe de pƌogƌaŵŵatioŶ 
teŵplate iŵpliƋue de deŵaŶdeƌ au Đoŵpilateuƌ d͛Ġǀalueƌ uŶe eǆpƌessioŶ à la ĐoŵpilatioŶ. 
Plusieurs mécanismes sont possibles parmi lesquels on trouve l͛ĠǀaluatioŶ loƌs de 
l͛iŶitialisatioŶ d͛uŶ ĠŶuŵĠƌateuƌ ;valeur daŶs Ŷotƌe ĐasͿ d͛uŶe ĠŶuŵĠƌatioŶ ;ŶoŶ ŶoŵŵĠe 
dans notre cas). Pour différentier les appels selon les valeurs de n, l͛idĠe est d͛aǀoiƌ uŶe 
spécialisation template pour chaque valeur différente. La fonction Factorielle est donc 
paramétrée par cette valeur n. Dans le cas général (n différent de 0), l͛ĠŶuŵĠƌateuƌ est doŶĐ 
initialisé à la valeur de n ŵultipliĠ paƌ la ǀaleuƌ de l͛ĠŶuŵĠƌateuƌ pouƌ la Đlasse 
Factorielle paramétré par n - 1 : n * Factorielle< n - 1 >::valeur. Lorsque 
n vaut 0, on spécialise la fonction template pour initialiser valeur à 1. L͛appel 
Factorielle< 4 >::valeur ƌĠalise aloƌs l͛eŶseŵďle des calculs à la compilation. 
// Avant 
int factorielle( int n )  
{ 
   if ( n == 0 ) 
   { 
      return 1; 
   } 
   else 
   { 
      return n * factorielle( n - 1 ); 
   } 
} 
 
// Appel : 
factorielle( 4 ) ; 
 
// Après 
template < int n > 
struct Factorielle  
{ 




struct Factorielle< 0 >  
{ 





// Appel : 
Factorielle< 4 >::valeur ; 
Code 1-8 : Exemple de programmation template 
Accélération de calcul à base de GP-GPU 
AǀeĐ l͛oďjeĐtif d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de la PGMS suƌ des ŵaĐhiŶes de taďles, 
l͛utilisatioŶ de GP-GPU s͛est ƌapideŵeŶt iŵposĠe. CeĐi dit, les spĠĐifiĐitĠs de l͛aƌĐhiteĐtuƌe 
des GPU iŵpaĐteŶt foƌteŵeŶt suƌ les ŵĠthodes d͛optiŵisatioŶs. AiŶsi, si Đeƌtaines des 
optimisations précédentes sont toutes aussi valables sur GPU que sur CPU (déroulement de 
boucle, boucle unswitching paƌ eǆeŵpleͿ, ĐeƌtaiŶes peuǀeŶt ġtƌe ĐoŶtƌe pƌoduĐtiǀes. C͛est le 
Đas des optiŵisatioŶs ŶĠĐessitaŶt l͛utilisatioŶ de ǀaƌiaďles supplémentaires pour être 
implémentées (invariant de boucle et élimination des sous-expressions par exemple). En 
effet, le nombre de registres disponibles pour chaque thread exécuté est très limité. Pour 
pouvoir tirer parti du nombre maximum de threads ordonnancés en même temps, il est ainsi 
nécessaire de ne pas utiliser plus de trente-deux registres pour chaque thread. Si ce nombre 
est dĠpassĠ, il est aloƌs pƌoďaďle Ƌue les peƌfoƌŵaŶĐes de l͛appliĐatioŶ diŵiŶueŶt. Il ǀa aiŶsi 
parfois être nécessaire, pour accélĠƌeƌ les ĐalĐuls, de ƌĠaliseƌ l͛optiŵisatioŶ iŶǀeƌse de 
l͛iŶǀaƌiaŶt de ďouĐle ou de l͛ĠliŵiŶatioŶ des sous-expressions en dupliquant des calculs afin 
de diminuer le nombre de variables et par conséquent le nombre de registres utilisés. 
Les performances liées à la mémoire du GPU, que ce soit lors de la copie par le CPU ou lors 
de l͛aĐĐğs à uŶe ǀaƌiaďle par les threads, impactent également fortement sur les 
optiŵisatioŶs à ƌĠaliseƌ. UŶe iŵpoƌtaŶte paƌtie du tƌaǀail d͛optiŵisatioŶ suƌ GPU ǀa ĐheƌĐheƌ 
à diminueƌ l͛eŶseŵďle des Đoûts liĠs aux accès mémoire. Pour cela, plusieurs solutions 
eǆisteŶt. Tout d͛aďoƌd, il est pƌĠfĠƌaďle, autaŶt que possible, de réaliser les accès à la 
ŵĠŵoiƌe de façoŶ ĐoalesĐeŶte. De ŵaŶiğƌe siŵplifiĠe, il s͛agit de faiƌe aĐĐĠdeƌ les threads à 
des zones mémoire se succédant (cette notion est reprise plus en détail dans la partie 
3.2.1 - Mémoire globale (global memory)Ϳ. Il est ĠgaleŵeŶt possiďle d͛utiliseƌ les diffĠƌeŶts 
types de mémoires disponibles sur un GPU : mémoire constante, mémoire de texture et 
surtout la mémoire partagée dont les caractéristiques sont différentes de la mémoire 
globale (ces caractéristiques sont détaillées dans la partie 3.2 - Mémoire des GPU). Enfin, 
lors de la copie de quantité de données très importante entre la mémoire du CPU et celle du 
GPU, il est possible de réaliser celle-ci de façon asynchrone afin de pouvoir utiliser le temps 
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de copie pour la réalisation d͛autƌes calculs (voir partie 3.3.3 - Utilisation des flux 
asynchrones (stream)). 
Analyse de l’activité 
De ŵaŶiğƌe plus Đoŵpleǆe, l͛optiŵisatioŶ d͛uŶ pƌoĐessus peut ĠgaleŵeŶt ġtƌe ƌĠalisĠe eŶ 
tƌaitaŶt diffĠƌeŵŵeŶt l͛iŶfoƌŵatioŶ. Il est aiŶsi possiďle, daŶs uŶ espaĐe disĐƌĠtisĠ, de Ŷe pas 
tƌaiteƌ l͛eŶseŵďle des Đellules ŵais uŶiƋueŵeŶt Đelles doŶt l͛iŶfoƌŵatioŶ doit Ġǀolueƌ. L͛idĠe 
est donc de diminuer les calculs en focalisant ces calculs sur les éléments les plus actifs de la 
simulation. Ce ĐoŶĐept de l͛aĐtiǀitĠ est foƌteŵeŶt liĠ auǆ appƌoĐhes permettant de faire 
évoluer une simulation. Balci a proposé une classification des processus de simulation en 
quatre approches distinctes (Balci 1988). Si les deux premières approches sont sans liens 
aǀeĐ la ŶotioŶ d͛aĐtiǀitĠ, l͛appƌoĐhe aĐtiǀitĠ et l͛appƌoĐhe eŶ tƌois phases se ďasent sur 
l͛aĐtiǀitĠ pouƌ faiƌe Ġǀolueƌ les siŵulatioŶs. 
L͛appƌoĐhe aĐtiǀitĠ, introduite par Buxton et Laski dans le langage CSL (Buxton et Laski 
1962), est fondée suƌ la sĐƌutatioŶ d͛aĐtiǀitĠ et est également appelée « approche deux 
phases ». Elle se décompose fort logiquement en deux phases : la gestion du temps dans la 
simulation pour la première et la scrutation des activités pour la seconde. Une activité est 
alors dĠfiŶie d͛uŶe paƌt paƌ uŶe ou plusieuƌs ĐoŶditioŶs Ƌu͛il est ŶĠĐessaiƌe de ƌeŵpliƌ pouƌ 
Ƌue Đette aĐtiǀitĠ soit ǀalide et d͛autƌe paƌt paƌ uŶe ou plusieuƌs opĠƌatioŶs à effeĐtueƌ 
lorsque celle-ci est valide. 
L͛appƌoĐhe tƌois phases, pƌoposĠe paƌ ToĐheƌ (Tocher 1963), a été conçue pour améliorer les 
peƌfoƌŵaŶĐes de l͛appƌoĐhe pƌĠĐĠdeŶte. Pouƌ peƌŵettƌe de siŵplifieƌ la sĐƌutatioŶ 
d͛aĐtiǀitĠ, cette nouvelle approche dissocie les activités inconditionnelles des activités 
conditionnelles. De cette façon, il est possible de traiter séparément les activités 
inconditionnelles et la sĐƌutatioŶ de l͛aĐtiǀitĠ à proprement parler. Le traitement des 
activités inconditionnelles est ainsi effectué en premier lieu en ne tenant compte que de 
l͛hoƌloge de la siŵulatioŶ. DaŶs uŶ seĐoŶd teŵps, la sĐƌutatioŶ de l͛aĐtiǀitĠ peƌŵet de 
déterminer quelles activités conditionnelles sont valides à cet instant de la simulation. 
Si l͛utilisatioŶ de telles appƌoĐhes Ŷ͛est pas la solutioŶ à l͛eŶseŵďle des pƌoďlğŵes de 
performance des simulations, son application à des systèmes où la majorité de l͛aĐtiǀitĠ du 
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ŵodğle se tƌouǀe daŶs uŶe zoŶe ƌestƌeiŶte peƌŵet d͛Ġǀiteƌ l͛ĠǀaluatioŶ de l͛eŶseŵďle du 
domaine à chaque pas de temps (Coquillard et Hill 1997) (Muzy, Nutaro, et al. 2008). 
1.3.4 Refactoring 
Qu͛il s͛agisse de ŵodifieƌ uŶ Đode eǆistaŶt pouƌ aŵĠlioƌeƌ sa ĐoŶĐeptioŶ eŶ s͛appuǇaŶt suƌ le 
gĠŶie logiĐiel ou pouƌ aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de l͛appliĐatioŶ à travers des optimisations 
ou la parallélisation des calculs, il est esseŶtiel d͛Ġǀiteƌ l͛iŶtƌoduĐtioŶ de nouvelles erreurs 
dans le programme. Réaliser ces modifications sans modifier le comportement de 
l͛appliĐatioŶ est le ďut de la ƌefaĐtoƌisatioŶ ;le teƌŵe aŶglais « refactoring » est plus 
ĐouƌaŵŵeŶt eŵploǇĠͿ. Cette disĐipliŶe, plus Đoŵpleǆe Ƌu͛il peut Ǉ paƌaîtƌe, a également 
largement été étudiée (M. a. Fowler 1999) (Feathers 2005). Le succès de cette approche 
s͛eǆpliƋue paƌ l͛iŵportant volume des codes patrimoniaux (« legacy code ») dans les 
entreprises. 
Avant toute chose, une pièce maitresse du dispositif de développement informatique est la 
présence de tests automatisés (Feathers 2005). Au sein du cycle de dĠǀeloppeŵeŶt d͛uŶe 
application, les tests automatisés peuvent être utilisés de différentes façons : afin de vérifier 
les peƌfoƌŵaŶĐes de l͛appliĐatioŶ, sa ƌoďustesse ou plus siŵpleŵeŶt si les foŶĐtioŶŶalitĠs 
iŵplĠŵeŶtĠes l͛oŶt ĠtĠ ĐoƌƌeĐteŵeŶt. Ce sont ces derniers tests qui permettent de réaliser 
des modifications de l͛appliĐatioŶ eŶ ŵiŶiŵisaŶt le ƌisƋue d͛iŶtƌusioŶ de Ŷouǀelles eƌƌeuƌs de 
programmation. Une fois que de tels tests ont été mis en place, il est possible de vérifier que 
le comportemeŶt d͛uŶe appliĐatioŶ est toujouƌs ĐoƌƌeĐt eŶ eǆĠĐutaŶt siŵpleŵeŶt les tests et 
en vérifiant que ceux-ci sont bien toujours réussis. 
L͛idĠe majeure de la refactorisation est de vérifier, aussi souvent que possible, que les 
ŵodifiĐatioŶs appoƌtĠes au Đode de l͛appliĐatioŶ Ŷ͛oŶt pas altĠƌĠ soŶ ĐoŵpoƌteŵeŶt. De 
Đette façoŶ, loƌsƋu͛uŶe eƌƌeuƌ est dĠteĐtĠe, il est ďeauĐoup plus faĐile de la Đoƌƌigeƌ ou de 
revenir à une version précédente au fonctionnement adéquat. Pour faciliter ces corrections, 
les modifications doivent être découpées en étapes les plus élémentaires possibles 
peƌŵettaŶt de testeƌ aussi souǀeŶt Ƌue possiďle le ďoŶ ĐoŵpoƌteŵeŶt de l͛appliĐatioŶ. 
AiŶsi, s͛il deǀieŶt utile de sĠpaƌeƌ uŶe Đlasse ĐoŵpƌeŶaŶt deux catégories de comportements 
distincts en deux classes, cette séparation se fera en étapes aussi simples que possible. (M. 
Fowler 1999) iŶdiƋue Ƌu͛uŶe ďoŶŶe solutioŶ ĐoŶsiste, apƌğs aǀoiƌ ĐƌĠĠ la Ŷouǀelle Đlasse ǀide 
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et créé un lien entre les deux classes, a tout d͛aďoƌd dĠplaĐeƌ un à un les attributs souhaités 
en compilant et testant après chaque déplacement. Dans un second temps, chaque méthode 
à déplacer sera prise une à une sans oublier de compiler et de tester après chaque 
dĠplaĐeŵeŶt. EŶfiŶ, uŶe fois l͛eŶseŵďle des attƌiďuts et des ŵĠthodes daŶs la ďoŶŶe Đlasse, 
il est ŶĠĐessaiƌe de ŶettoǇeƌ l͛iŶteƌfaĐe de ĐhaĐuŶe des Đlasses pouƌ Ŷe ĐoŶseƌǀeƌ Ƌue les 
éléments essentiels. Cette méthode peut paraitre fastidieuse car elle nécessite plus de 
tƌaǀail Ƌu͛uŶ dĠĐoupage ƌĠalisĠ eŶ uŶe seule fois ŵais tout le teŵps passĠ à ƌĠaliseƌ Đes 
Ġtapes uŶe à uŶe est laƌgeŵeŶt ĐoŵpeŶsĠ paƌ le teŵps gagŶĠ suƌ la ĐoƌƌeĐtioŶ d͛eƌƌeuƌs. Ici, 
si une erreur survient, celle-ci apparaitra iŵŵĠdiateŵeŶt apƌğs le dĠplaĐeŵeŶt de l͛attƌiďut 
ou de la méthode incriminée ; la correction de celle-ci en sera donc largement facilitée. 
Conclusion 
Parmi les problématiques existant en modélisation informatique, la modélisation des 
systèmes complexes est sans doute de celles ayant connu le plus grand intérêt ces dernières 
années. En effet, dans beaucoup de domaines et en particulier la biologie, un nombre 
iŵpoƌtaŶt de ŵodğles peuǀeŶt ġtƌe ƌepƌĠseŶtĠs à l͛aide de Ŷoŵďƌeuses eŶtitĠs 
interdépendantes ; c'est-à-diƌe à l͛aide d͛uŶ sǇstğŵe Đoŵpleǆe. 
Comme cela a été vu dans cette partie, la modélisation de tels systèmes nécessite 
généralement la mise en place de modélisation multi-échelle pouvant prendre différentes 
formes : 
- La modélisation multi-niveau dans le cas où il est possible de découper le système en 
sous-systèmes ayant des interactions aussi limitées que possible entre eux. 
- La modélisation multi-ƌĠsolutioŶ loƌsƋu͛il Ŷ͛est pas souhaitaďle de tƌaiteƌ aussi 
fiŶeŵeŶt uŶ pƌoďlğŵe eŶ tout poiŶt de l͛espaĐe de simulation. 
- La modélisation multi-algoƌithŵe loƌsƋue l͛utilisatioŶ d͛uŶ algoƌithŵe pouƌ ƌĠsoudƌe 
un problème donné peut évoluer dynamiquement. 
C͛est pouƌ peƌŵettƌe la siŵulatioŶ de tels sǇstğŵes le plus faĐileŵeŶt possiďle Ƌu͛a ĠtĠ 
développée la Plateforme Générique de Modélisation et de Simulation (PGMS). Cet outil a 
donc pour but de rendre la modélisation et la simulation les plus génériques possible de 
façon à rendre la conception de nouveaux modèles rapide. Cet objectif très ambitieux est 
ƌeŶdu possiďle paƌ l͛utilisatioŶ d͛uŶe ďase de ĐoŶŶaissaŶĐes permettant de réaliser des 
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opérations différentes sur les cellules biologiques présentes en fonction de leurs types et de 
l͛Ġtat du ŵilieu où elles se trouvent. Et Đ͛est ce ĐalĐul de l͛Ġtat du milieu environnant, tout 
particulièrement le calcul des champs physicochimiques en présence, qui nécessite une 
importante quantité de calculs à chaque itération de la simulation. 
Mais l͛appliĐatioŶ, Ƌui ƌepƌĠseŶte plus de ϮϬϬ 000 lignes de code, a été dĠǀeloppĠe à l͛aide 
d͛uŶe variante du C++ non maintenu. Il a donc été nécessaire, avant même de parler 
d͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes, de la ŵettƌe à jouƌ afiŶ Ƌu͛elle foŶĐtioŶŶe aǀeĐ des 
logiciels de développement récents. Pouƌ ŵettƌe à jouƌ l͛appliĐatioŶ, des techniques 
inspirées du génie logiciel ont été mises en place dans le projet. Une fois ces méthodes 
appliquées, nous verrons comment il est possiďle d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de 
l͛appliĐatioŶ. 
Mais si des problèmes existaient au sein du code original de la PGMS, la qualité du code 
seule ne peut être tenue ƌespoŶsaďle pouƌ le teŵps d͛eǆĠĐutioŶ important de la simulation. 
En effet, le ŵeilleuƌ Đode, d͛aussi ďoŶŶe ƋualitĠ soit-il, s͛eǆĠĐuteƌa toujouƌs peŶdaŶt le 
même temps si les modèles sont sophistiqués et nécessitent de nombreux calculs. La PGMS 
peƌŵet la siŵulatioŶ d͛oƌgaŶes humains faisant pour cela interagir des processus complexes. 
Il est donc logique que ces processus (qui sont bien entendu nécessaires) pénalisent les 
peƌfoƌŵaŶĐes de l͛appliĐation. De manière à augmenter significativement les performances 
de l͛appliĐatioŶ, nous avons donc considéré d͛uŶe paƌt la parallélisation de celle-ci, et 
d͛autƌe paƌt, la proposition d͛algoƌithŵes plus efficaces pour diminuer significativement le 
temps d͛eǆĠĐutioŶ tout eŶ ĐoŶseƌǀaŶt le ŵġŵe ĐoŵpoƌteŵeŶt du ŵodğle. Dans le chapitre 
suivant, Ŷous pƌĠseŶteƌoŶs d͛uŶe paƌt, les ĠlĠŵeŶts de ĐalĐul paƌallğle ŶĠĐessaiƌes daŶs 
Ŷotƌe ĐoŶteǆte et d͛autƌe paƌt, Ŷous aďoƌdeƌoŶs la siŵulatioŶ d͛autoŵates cellulaire en 
dĠtaillaŶt l͛algoƌithŵe Hash-Life en deux dimensions qui sera repris et adapté en trois 











2 Du calcul parallèle aux automates cellulaires 
Introduction 
Comme cela a été décrit dans le chapitre précédent, les techniques de simulation de 
systèmes complexes permettent de modéliser une grande variété de problèmes : du réseau 
de gğŶes à la ĐoloŶie d͛iŶseĐtes, en passant par les interactions soĐiales et ďieŶ d͛autƌes 
domaiŶes. Mais pouƌ pƌeŶdƌe eŶ Đoŵpte l͛eŶseŵďle des interactions propres à un système 
complexe, il est souvent nécessaire que la solution retenue tire parti de mécanismes multi-
échelles permettant de gérer les interactions au sein du modèle de la façon la plus simple 
possible. 
L͛iŵplĠŵeŶtatioŶ de tels ŵĠĐaŶisŵes multi-ĠĐhelles Ŷ͛est pas anodine. Ces implémentations 
doivent à la fois prendre en compte les interactions entre les différents niveaux de la 
modélisation et celles, au seiŶ d͛uŶ ŵġŵe Ŷiǀeau, entre les différents éléments. Pour 
implémenter de telles solutions, plusieurs outils sont disponibles. Les automates cellulaires 
soŶt aiŶsi laƌgeŵeŶt utilisĠs. Ils peƌŵetteŶt aussi ďieŶ d͛iŵplĠŵeŶteƌ ĐeƌtaiŶes ŶotioŶs 
d͛iŶteƌaĐtioŶs ŵulti-échelles (Hoekstra, et al. 2008) que les processus biologiques eux-
mêmes (P. a. Siregar 1997).  
Bien entendu, lorsque les niveaux sont nombreux et les composants à chaque niveau en 
nombre important, la puissance de calcul requise pour permettre à un ordinateur de 
modéliser ces systèmes peut-être très importante (Masumoto, et al. 2004). L͛utilisatioŶ de 
matériels de calcul, toujours plus puissants, est donc nécessaire afin de pouvoir travailler sur 
des ŵodğles les plus Đoŵplets possiďles, pƌeŶaŶt eŶ Đoŵpte uŶ ŵaǆiŵuŵ d͛ĠlĠŵeŶts et 
d͛iŶteƌaĐtioŶs. L͛Ġtude des sǇstğŵes Đoŵpleǆes est aiŶsi foƌteŵeŶt liĠe au calcul intensif car 
il est ĐouƌaŶt Ƌu͛uŶe appliĐatioŶ ŶĠĐessite d͛ġtƌe iŵplĠŵeŶtĠe de façon parallèle pour 
ĐoŶseƌǀeƌ des teŵps d͛eǆĠĐutioŶ ĐoƌƌeĐts (Bagrodia, et al. 1998). 
Ce chapitre présente, dans une première partie, les solutions existantes pour paralléliser une 
appliĐatioŶ, eŶ ĐoŵŵeŶçaŶt paƌ l͛histoƌiƋue des supercalculateurs jusƋu͛auǆ Ŷouǀelles 
approches hybrides de ces dernières années. Puis, dans une seconde partie nous discutons 
des algoƌithŵes de siŵulatioŶ d͛automates cellulaires avec notamment une présentation de 
l͛algoƌithŵe Hash-Life en deux dimensions. 
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2.1 Parallélisme logiciel et matériel 
Dès ses débuts, l͛iŶfoƌŵatiƋue avait pour but de résoudre des problèmes dans les temps les 
plus courts possibles. De plus, afin de disposer de modèles les plus « fidèles » et précis 
possibles, les scientifiques ne cessent d͛affiŶeƌ leuƌs ĐalĐuls pouƌ les rapprocher le plus 
possible de la réalité des systèmes complexes. De plus, l͛augŵeŶtatioŶ du Ŷoŵďƌe de 
faĐteuƌs ĠtudiĠs suƌ Đes ŵodğles et la ŵise eŶ œuǀƌe de plaŶs d͛eǆpĠƌieŶĐes les plus 
complets possibles impliquent des calculs de plus en plus lourds. C͛est pouƌ essaǇeƌ de 
résoudre ces problèmes de performance que, dès les années 1960, le calcul à haute 
performance est devenu un domaine de recherche à part entière (High Perfomance 
Computing ou HPC en anglais). 
2.1.1 Introduction à la notion de « superscalculateurs » 
De ces travaux sont apparus les premiers supercalculateurs, des ordinateurs uniquement 
dédiés à l͛eǆĠĐutioŶ de tâĐhes de calcul intensif. AfiŶ d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes des 
calculateurs de l͛ĠpoƋue, plusieurs solutions sont apparues au cours du temps. La première 
d͛eŶtƌe elles consistait simplement à toujours disposer de processeurs séquentiels 
possédant une capacité de calcul de plus en plus élevée. Cependant, l͛augŵeŶtatioŶ des 
capacités des processeurs à très vite été jugée trop lente pour satisfaire les utilisateurs les 
plus exigeants. Afin de continuer à augmenter les performances, les scientifiques se sont 
donc tournés vers la notion de parallélisation, sous toutes ses formes. Ainsi, les premiers 
supercalculateurs possédaient déjà des processeurs supplémentaires permettant de traiter 
séparément les entrées/sorties de façon à ne conserver pour le CPU que les tâches de 
traitement des données. Il s͛agit des pƌĠŵisses de la pƌogƌaŵŵatioŶ paƌallğle, et en 
particulier de processeurs dédiés qui sont par exemple les prémisses des futurs GPU 
(Graphical Processing Units). 
Une décennie plus tard, au cours des années 70, les supeƌĐalĐulateuƌs s͛eŶƌiĐhisseŶt 
d͛iŶstƌuĐtioŶs ǀeĐtoƌielles Ƌui peƌŵetteŶt auǆ oƌdiŶateurs de traiter une même instruction 
sur plusieurs données. Dans la classification de Flynn (Flynn 1972), il s͛agit du pƌiŶĐipe ĐoŶŶu 
en aŶglais sous l͛aĐƌoŶǇŵe SIMD (pour Single Instruction, Multiple Data) (voir Figure 2-1). 
Cette technique permet de fortement accélérer certains calculs ; elle a notamment été 
pendant des années le fer de lance de la marque Cray Computer fondée par Seymour Cray. 
Dans les années 80, Danny Hillis a développé au Massachusetts Institute of Technology (MIT) 
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des machines cellulaires (Hillis 1989) utilisaŶt Đe ŵodğle. Il s͛agissait iĐi d͛utiliseƌ uŶ tƌğs 
grand nombre de processeurs (plusieurs dizaines de milliers) très simples ne pouvant traiter 
Ƌu͛uŶ ďit à la fois. Elle est eŶĐoƌe aujouƌd͛hui laƌgeŵeŶt utilisĠe au travers, par exemple, des 
instructions SSE2 (Streaming SIMD Extensions) des microprocesseurs actuels. Pour autant, si 
le ĐalĐul Ŷ͛est pas paƌallĠlisaďle paƌ ƌappoƌt auǆ fluǆ de doŶŶĠes, Đette teĐhŶiƋue est 
inopérante. 
 
Figure 2-1 : Représentation du principe SIMD : une seule et même instruction est réalisée en 
parallèle sur différentes données. 
D͛autƌe ŵoǇeŶs pour paralléliser des calculs plus généralistes ont donc était mis en place et 
les supercalculateurs se sont rapidement dotés de plusieurs processeurs travaillant en 
parallèle (Hoffman et Traub 1989). De quatre à seize processeurs dans les années 80, on 
passera à 140 processeurs en 1994 (Top500 - 19943) pour atteindre plus de 100 GFlops/s en 
double précision ;ϭϬϬ ŵilliaƌds d͛iŶstƌuĐtioŶs à ǀiƌgules flottaŶtes paƌ seĐoŶdeͿ. Le net 
aǀaŶtage de Đette ŵĠthode de paƌallĠlisatioŶ suƌ la pƌĠĐĠdeŶte est Ƌu͛il est possiďle 
d͛eǆĠĐuteƌ suƌ les diffĠƌeŶts pƌoĐesseuƌs des iŶstƌuĐtioŶs diffĠƌeŶtes ǀoiƌe des programmes 
Ŷ͛aǇaŶt pas de lieŶ eŶtƌe euǆ. On parle alors de mode MIMD (pour Multiple Instructions, 
Multiple Data) : des iŶstƌuĐtioŶs diffĠƌeŶtes peuǀeŶt à uŶ ŵġŵe iŶstaŶt s͛appliƋueƌ à des 
données différentes (voir Figure 2-2). Cependant, Đette ŵĠthode de paƌallĠlisatioŶ Ŷ͛est pas 
parfaite. Ici encore, tous les problèmes ne peuvent pas exploiter pleinement cette 
architecture : suivant les algorithmes, des communications peuvent être nécessaires pour 
                                                     
2
 Les instructions SSE correspondent à un jeu de 70 instructions supplémentaires permettant aux 
ŵiĐƌopƌoĐesseuƌs d͛architecture x86 de réaliser des calculs similaires sur des données différentes en parallèle. 
3  Top500 - 1994 : http://www.netlib.org/benchmark/top500/reports/report94/main.html. 










synchroniser les différents processus, mais dans tous les cas, il faut repenser l͛appliĐatioŶ 
pouƌ Ƌu͛elle puisse être découpée en plusieurs parties aussi indépendantes que possible. 
 
Figure 2-2 : Représentation du principe MIMD : des instructions différentes sont réalisées en 
parallèle sur différentes données. 
Plusieurs architectures spécialisées ont essayé de tirer le meilleur du mode MIMD. Dans les 
années 80, la société Inmos a ainsi produit les premiers transputers. Cette architecture a été 
conçue de manière à ce que plusieurs transputers puissent être connectés ensemble le plus 
aisément possible, sans nécessité de carte mémoire ou de bus complexe. Couplés à 
l͛utilisatioŶ du langage Occam, les transputers permettaient de simplement réaliser des 
applications fortement parallèles (Hoare 1985).  
2.1.2 L’arrivée des clusters 
Dans les années 90, la manière de penser le calcul hautes performances a dû être 
complètement revue. En effet, aǀeĐ l͛aǀğŶeŵeŶt des ŵiĐƌo-ordinateurs, le prix des 
microprocesseurs standards devient très bas par rapport aux processeurs extrêmement 
puissants des supercalculateurs traditionnels. De plus, l͛appaƌitioŶ, au dĠďut des aŶŶĠes 90, 
des processeurs Intel de type 80486, intégrant sur une même puce les unités de calcul en 
nombres entiers et flottants (FPU – Floatting Point Unit de tǇpe ͚ϯϴϳ͛ à l͛ĠpoƋueͿ a 
révolutionné les performances des micro-ordinateurs personnels pour le calcul scientifique. 
C͛est la ƌaisoŶ pouƌ laƋuelle appaƌaisseŶt des sǇstğŵes ŵassiǀeŵeŶt paƌallğles ĐoŵposĠs 
d͛uŶ Ŷoŵďƌe tƌğs iŵpoƌtaŶt de CPU ĐlassiƋues ne partageant pas la même mémoire (Van 
der Steen et Dongarra 1996). Avant l͛apparition des fermes ou grappes de PC dédiés, 
constituant les premiers « clusters » avec des communications réseau optimisées, le concept 











(Parallel Virtual Machine) utilisait simplement les réseaux locaux ou internet. On peut 
ĐoŶsidĠƌeƌ Ƌu͛il s͛agit d͛ailleuƌs de l͛aŶĐġtƌe des gƌilles de ĐalĐul. Les Đlusteƌs oŶt l͛aǀaŶtage 
de proposer un rapport puissance de calcul sur coût extrêmement bas par rapport aux 
supercalculateurs traditionnels. Le principal frein à leur utilisation est une lenteur 
« relative » des communications interprocessus par rapport à des machines de type SMP 
(Symmetric Multi-Processing) qui sont des machines à mémoire partagée. Ce dernier aspect 
est tout relatif, Đaƌ l͛aĐĐƌoisseŵeŶt des peƌfoƌŵaŶĐes au Ŷiǀeau des ĐoŵposaŶts ƌĠseauǆ 
interconnectant les éléments du cluster est très significatif. Cet outil, plus encore que le 
pƌĠĐĠdeŶt, ŶĠĐessite l͛utilisatioŶ d͛algoƌithŵes conçus spécifiquement pour une utilisation 
fortement distribuée et disposant de processus les plus indépendants possibles les uns des 
autres. 
Le dĠďut des aŶŶĠes ϮϬϬϬ est ŵaƌƋuĠ paƌ l͛aƌƌġt ďƌutal de l͛augŵeŶtatioŶ des peƌfoƌŵaŶĐes 
des CPU mono-Đœuƌs avec notamment la stagnation de la progression des performances 
ďasĠes suƌ l͛augŵeŶtatioŶ de la fƌĠƋueŶĐe Ƌui ĐadeŶĐe les ŵiĐƌo-processeurs. Les 
constructeurs s͛appƌoĐheŶt également du Ŷoŵďƌe liŵite de tƌaŶsistoƌs Ƌu͛il est possiďle de 
graver au m² sur une plaque de silicium en technologie CMOS (Complementary Metal–Oxide 
Semiconductor). Cela va avoir un impact considérable sur les microprocesseurs standards et 
donc sur la composition des clusters qui se servent massivement de ces processeurs. Ainsi, si 
dans un premier temps, les constructeurs ont cherché à reproduire le système des 
multiprocesseurs déjà existants dans les supers oƌdiŶateuƌs, tƌğs ǀite Đ͛est l͛utilisatioŶ de 
plusieuƌs Đœuƌs suƌ uŶ ŵġŵe microprocesseur qui a pris le dessus. Tout d͛aďoƌd, les 
constructeurs ont introduit la notion de « Simultaneous MultiThreading » (nommé 
« HyperThreading » par Intel) (Koufaty et Marr 2003), avec des augmentations de 
performances modestes (x1,2 ou x1,3). Cette approche a convergé vers de vrais processeurs 
multi-Đœuƌs Ƌui ont l͛ĠŶoƌŵe aǀaŶtage de paƌtageƌ ĐoŵplğteŵeŶt leuƌ ŵĠŵoiƌe et doŶĐ de 
permettre des communications bien plus rapides eŶtƌe Đœuƌs Ƌue Đe Ƌu͛il est possiďle 
d͛aǀoiƌ eŶtƌe pƌoĐesseuƌs (chaque processeur multi-Đœuƌ est eŶ fait uŶe petite ŵaĐhiŶe 
SMP). Depuis, le Ŷoŵďƌe de Đœuƌs paƌ ŵiĐƌopƌoĐesseuƌs Ŷ͛a pas ĐessĠ d͛augŵeŶteƌ taŶdis 
Ƌue la fƌĠƋueŶĐe de ĐhaĐuŶ d͛euǆ a plutôt eu tendance à diminuer, au moins dans un 
premier temps. En effet, la dernière génération des processeurs mono-Đœuƌs Pentium 4 
d͛IŶtel, sortie en 2006, était proposée avec des fréquences allaŶt jusƋu͛à 3,6 GHz de manière 
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Ŷatiǀe loƌsƋue la pƌeŵiğƌe gĠŶĠƌatioŶ de pƌoĐesseuƌs dual Đœuƌs soƌtie la même année ne 
proposait pas plus de 2.33 GHz. De nos jours, les derniers processeurs Intel Westmere 
possèdent jusƋu͛à ϭϬ Đœuƌs peƌŵettaŶt d͛eǆĠĐuteƌ chacun deux threads différents et les 
processeurs AMD de type Magny-Cours pƌoposeŶt jusƋu͛à ϭϮ Đœuƌs de ĐalĐul. Les 
fƌĠƋueŶĐes oŶt pu augŵeŶteƌ gƌâĐe à des gƌaǀuƌes plus fiŶes pouƌ atteiŶdƌe jusƋu͛à ϯ,46 
GHz tout comme les meilleurs processeurs de 2003. 
L͛aƌƌiǀĠe de Đette teĐhŶologie a révolutionné le ŵoŶde de l͛algoƌithŵie paƌallğle : en effet, 
eŶ pƌoposaŶt plusieuƌs Đœuƌs au gƌaŶds puďliĐ, le paƌallĠlisŵe se ǀoit adapté à un grand 
nombre de logiciels conventionnels ŶĠĐessitaŶt d͛utiliseƌ toute la puissaŶĐe de l͛oƌdiŶateuƌ 
(décodeur vidéo, navigateur web, etc.). De plus, l͛utilisatioŶ d͛uŶe ŵĠŵoiƌe ĐoŵŵuŶe pouƌ 
l͛eŶseŵďle des Đœuƌs peƌŵet de tƌaǀailleƌ des iŵplĠŵeŶtatioŶs paƌallğles diffĠƌeŶtes. Les 
clusters possèdent ainsi plusieurs échelles : il Ǉ a tout d͛aďoƌd le paƌallĠlisŵe au seiŶ de 
ĐhaƋue pƌoĐesseuƌ au tƌaǀeƌs de ses Đœuƌs, pour lequel, les échanges mémoires ne sont pas 
couteux, la synchronisation est rapide, etc., et un parallélisme entre les différents 
processeurs qui forment le cluster qui eux possèdent toujours les problèmes de 
communication inhérents aux clusters. Lorsque les clusters agrègent des machines SMP, on 
parlait de constellations dans le début des années 2000, ce terme tombe en désuétude au 
profit du terme cluster qui reste générique. 
2.1.3 Quelques nouvelles approches pour accéder à des ressources de calcul 
intensif 
EŶ paƌallğle de l͛ĠǀolutioŶ ĐlassiƋue des ĐalĐulateuƌs, de Ŷouǀelles appƌoĐhes plus 
innovantes ont vu le jour ces vingt dernières années. 
2.1.3.1 Les grilles de calculs 
Les années 90 voient le réseau Internet se développer considérablement. C͛est gƌâĐe à lui 
que la possibilité de réaliser simplement et de manière fiable des communications à distance 
entre les ordinateurs apparait. C͛est eŶ s͛appuǇaŶt suƌ soŶ aƌĐhiteĐtuƌe Ƌue ǀoŶt pouǀoiƌ se 
développer au cours des années 2000 les grilles de calcul. L͛idĠe des gƌilles de ĐalĐul est de 
relier entre eux des clusters de plus ou moins grande taille (de ƋuelƋues Ŷœuds à plusieuƌs 
centaines) (I. Foster 2002) (I. a. Foster 2004) de ŵaŶiğƌe à disposeƌ d͛uŶe puissaŶĐe de ĐalĐul 




Figure 2-3 : Activité de la grille en Europe. Captuƌe d’ĠĐƌaŶ pƌoveŶaŶt du Real Time Monitor (RTM) 
- Imperial College London. http://rtm.hep.ph.ic.ac.uk/. Dernier accès le 29/03/2012. 
Cette puissaŶĐe est eŶsuite paƌtagĠe paƌ l͛eŶseŵďle des utilisateuƌs du ƌĠseau qui peuvent 
soumettre des demandes de traitement à travers une interface unifiée qui se charge de 
répartir les taches suƌ les diffĠƌeŶts Ŷœuds de la gƌille. ÉtaŶt doŶŶĠ Ƌue l͛utilisateuƌ Ŷ͛a pas 
ĐoŶŶaissaŶĐe à pƌioƌi de l͛eŵplaĐeŵeŶt suƌ leƋuel ǀoŶt ġtƌe effeĐtuĠs ses calculs, toute 
communication interprocessus peut aboutir à des baisses importantes de performances. De 
ŵġŵe, le pƌoĐessus de souŵissioŶ peut s͛avérer long et il est donc nécessaire que le temps 
de ĐalĐul effeĐtif d͛uŶ tƌaiteŵeŶt soit suffisaŵŵeŶt iŵpoƌtaŶt pouƌ Ƌue Đette lateŶĐe de 
souŵissioŶ Ŷe soit pas tƌop sigŶifiĐatiǀe paƌ ƌappoƌt au teŵps total d͛exécution. À l͛iŶǀeƌse, 
lorsque les traitements peuvent être découpés en plusieurs traitements indépendants, de 
durée suffisamment importante pour que la latence de soumission ne soit pas significative, 
Đoŵŵe Đ͛est le Đas paƌ eǆeŵple loƌs de l͛utilisatioŶ de plans d͛eǆpĠƌieŶĐe pour des 
simulations de taille importante, Đet outil se ŵoŶtƌe d͛uŶe ƌedoutaďle effiĐaĐitĠ. Ainsi pour 
ƌĠaliseƌ de la ƌeĐoŶstƌuĐtioŶ d͛iŵages ŵĠdiĐales, (Bitar, et al. 2006) utilisait la grille de calcul 
afiŶ de peƌŵettƌe l͛eǆĠĐutioŶ de ŵillieƌs de pƌoĐessus eŶ paƌallğle. Un autre exemple lié à la 
bioinformatique, concerne l͛iŵplĠŵeŶtatioŶ de l͛algorithme BLAST (Altschul, et al. 1990) sur 
grille de calcul. Il permet de réaliser la ĐoŵpaƌaisoŶ d͛uŶe sĠƋueŶĐe ADN iŶĐoŶŶue aǀeĐ uŶe 
base de données de plusieurs milliers de séquences ADN déjà répertoriées. Chacune des 
comparaisons étant parfaitement indépendante et gourmande en temps de calcul, et les 
nombres de comparaisons étant souvent énormes dans les applications actuelles de la 
bioinformatique, la puissance des grilles de calcul se révèle parfaitement adaptée à cette 
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problématique dans la mesure où les données sur lesquelles on travaille sont bien réparties 
sur la grille.  
2.1.3.2 Les FPGA (Field-Programmable Gate Array). 
La stagnation de performances brutes des microprocesseurs au début des années 2000 a 
également mis en valeur les autres outils disponibles pour réaliser des calculs intensifs. Une 
première solution pour pallier cette liŵite de puissaŶĐe de ĐalĐul est d͛utiliseƌ des 
microprocesseurs programmables : les FPGA (Field-Programmable Gate Array). 
À l͛iŶǀeƌse des pƌoĐesseuƌs ǆϴϲ ĐlassiƋues Ƌui fouƌŶisseŶt uŶe gaŵŵe d͛iŶstƌuĐtioŶs 
standard, ces circuits vont pouvoir être programmés spécifiquement pouƌ Ŷ͛eǆĠĐuteƌ Ƌu͛uŶe 
tâche. En somme, le programme à exécuter Ŷ͛est plus eǆĠĐutĠ suƌ le pƌoĐesseuƌ ŵais est 
directement implanté dans un circuit intégré dédié. Si l͛utilisatioŶ des FPGA ƌajoute uŶe 
certaine difficulté dans la conception du programme et nécessite de maîtriser des éléments 
de beaucoup plus bas niveau d͛aƌĐhiteĐtuƌe Ƌue loƌs de la ĐoŶĐeptioŶ d͛uŶ pƌogƌaŵŵe 
classique, les gains de performances peuvent être très significatifs. Ainsi, dans un projet 
traitant de la comparaison de séquences ADN, l͛utilisatioŶ des FPGA a permis de réaliser sur 
uŶ seul Ŷœud ĠƋuipĠ de telles Đaƌtes uŶ tƌaǀail ĠƋuiǀaleŶt à Đelui fouƌŶi paƌ uŶ Đlusteƌ de ϱϬ 
Ŷœuds de ĐalĐul à l͛aide de l͛algoƌithŵe BLAST (Lavenier, Xinchun et Georges 2006). 
2.1.4 Calcul hybride, approches matérielles et logicielles 
L'essoufflement des performances des microprocesseurs a également mis en lumière la 
puissance de calcul d'une autre forme de processeurs : les processeurs graphiques. Ces 
derniers sont les héritiers des processeurs supplémentaires traitant les entrées/sorties sur 
les premiers supercalculateurs. En effet, les processeurs graphiques ont été incorporés aux 
oƌdiŶateuƌs au dĠďut des aŶŶĠes ϴϬ loƌsƋue l͛utilisatioŶ des interfaces graphiques s͛est 
répandue. Les traitements liés aux données graphiques sont en général très longs mais aussi 
très répétitifs : il faut souǀeŶt appliƋueƌ uŶe opĠƌatioŶ siŵple à l͛eŶseŵďle des piǆels d͛uŶe 
iŵage. De plus, Đes tƌaiteŵeŶts Ŷe souffƌeŶt peu ou pas d͛eƌƌeuƌs d͛appƌoǆiŵatioŶs : si une 
eƌƌeuƌ d͛aƌƌoŶdi ŵğŶe à uŶ piǆel possĠdaŶt uŶe ĐoŵposaŶte ǀeƌte Ϭ,3% plus élevée, cela ne 
pose auĐuŶ pƌoďlğŵe daŶs l͛iŵŵeŶse ŵajoƌitĠ des Đas. Les GPU oŶt doŶĐ été développés 
pour réaliser des calculs très rapides en sacrifiant si nécessaire un peu de précision. Cela a 
ĐoŶduit à la ĐƌĠatioŶ d͛uŶe aƌĐhiteĐtuƌe ŵassiǀeŵeŶt paƌallğle aǀeĐ uŶe aƌĐhiteĐtuƌe, d͛uŶe 
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paƌt pƌoĐhe des ŵultipƌoĐesseuƌs ;MIMDͿ, et d͛autƌe paƌt ĐouplĠe à uŶe aƌĐhiteĐtuƌe SIMD 
car chaque « processeur » présent dans un GPU possğde plusieuƌs Đœuƌs ǀeĐtoƌiels ;SIMDͿ. 
Au dĠďut des aŶŶĠes ϮϬϬϬ, l͛augŵeŶtatioŶ de la puissaŶĐe des GPU, ŵais suƌtout 
l͛appaƌitioŶ d͛API ;OpeŶGL (Woo, et al. 1999), DirectX (Bargen et Donnelly 1998)) 
permettant de programmer dans les « shaders » du GPU des instructions plus généralistes a 
amené de nouvelles utilisations pour les GPU. Dès le début des années 2000, les 
développeurs ont donc commencé à utiliser la puissance des GPU aussi bien pour la 
ƌĠsolutioŶ d͛ĠƋuatioŶs aux dérivés partielles (Rumpf et Strzodka 2001) que pour 
l͛iŵplĠŵeŶtatioŶ d͛autoŵates Đellulaiƌes (Harris, et al. 2002) ou encore pour réaliser des 
opérations rapides suƌ d͛iŵpoƌtaŶtes ďases de données (Govindaraju, et al. 2004). Au vu des 
succès rencontrés, des réflexions ont également été menées sur les méthodes de 
programmation et les langages utilisés (Buck, et al. 2004) qui ont amené les constructeurs à 
travailler sur des API orientées vers le calcul généraliste. 
En 2007, NVIDIA et AMD, les deux principaux constructeurs de cartes graphiques non 
intégrées, ont ainsi chacun proposé une nouvelle API pour permettre le développement 
d͛appliĐatioŶs généralistes : respectivement CUDA et ATI Stream. Un an plus tard, la 
première version du standard ouvert OpenCL était proposée (Khronos OpenCL Working 
Group and others 2008). Si l͛API d͛AMD est ƌestĠe eŶ ƌetƌait du fait de sa faiďle ŵatuƌitĠ et 
de l͛aďseŶĐe de pƌoduit dĠdiĠ au ĐalĐul gĠŶĠƌaliste Đhez AMD, les deuǆ autƌes API ;CUDA et 
OpenCL) ainsi que la production par NVIDIA de GPU dédié au calcul généraliste ont permis 
l͛essoƌ de la pƌogƌaŵŵatioŶ d͛appliĐatioŶs gĠŶĠƌalistes suƌ Đaƌte gƌaphiƋue. Enfin, dans un 
autre registre, Microsoft a également proposé en 2009 Direct Compute, une API faisant 
paƌtie de la ĐolleĐtioŶ d͛API de DiƌeĐtX ϭϭ. Cette deƌŶiğƌe, de par son intégration à DirectX 
cible davantage les applications tirant parti de Direct3D. Si la première génération de carte 
graphique dédiée à la programmation généraliste sur GPU possédait de nombreux 
désavantages (mémoire rapide de taille insuffisante, absence de caches généralistes et 
lenteur des calculs en double précision entre autre) (Lindholm 2008), de nettes 
améliorations ont été réalisées aǀeĐ l͛aƌĐhiteĐtuƌe Feƌŵi de NVIDIA (Wittenbrink 2011) tout 
en améliorant les performances brutes de la carte. La prochaine génération de carte 
graphique, nommée Kepler chez NVIDIA et Tahiti chez AMD sera gravée plus finement 
(28nm) et deǀƌait fouƌŶiƌ de l͛oƌdƌe de ϰϬ% de peƌfoƌŵaŶĐes supplémentaires. NVIDIA a par 
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ailleurs déjà annoncé vouloir produire dès 2014 des GPU gravés en 20nm (la famille 
Maxwell) qui pourraient encore significativement améliorer les performances. 
Pour permettre aux développeurs d͛eǆploiteƌ le plus simplement possible de la puissance 
des GPU, de nouvelles approches, surcouche des API précédentes ont été développées. 
L͛idĠe pƌiŶĐipale de Đes solutioŶs est de masquer toutes les ĐoŶtƌaiŶtes liĠes à l͛aƌĐhiteĐtuƌe 
paƌtiĐuliğƌe des GPU, eŶ paƌtiĐulieƌ l͛utilisatioŶ d͛uŶe ŵĠŵoiƌe pƌopƌe au GPU. 
Pour les applications MATLAB, une bibliothèque de la « Parallel Computing Toolbox » 
permet de réaliser les calculs matriciels sur GPU sans se soucier des mécanismes mis en 
place. La simple utilisation de la fonction gpuArray pour créer une matrice implique la 
réalisation des calculs sur le GPU. Ainsi, dans le Code 2-1, la matrice matriceGPU sera 
automatiquement créée en mémoire sur le GPU avec les données de la première matrice 
créée sur le CPU. La bibliothèque propose ensuite nativement un nombre important de 
fonctions pouvant être réalisées sur le GPU. Mais cette bibliothèque officielle de MATLAB 
Ŷ͛est pas la seule eǆistaŶte. Il en existe également deux autres : GPUMat qui est, elle, libre et 
gratuite et Jacket qui est propriétaire. 
matriceCPU = rand(1000); 
matriceGPU = gpuArray(matriceCPU); 
Code 2-1 : Exemple d'initialisation de matrice sur le GPU avec la fonction gpuArray. 
Ces solutions se fondent suƌ l͛API CUDA de NVIDIA et liŵitent donc pour le moment 
l͛utilisatioŶ des opĠƌatioŶs suƌ GPU auǆ Đaƌtes gƌaphiƋues NVIDIA. Mais des solutioŶs, 
permettant de tirer parti de l͛iŶteƌopĠƌaďilitĠ de l͛API OpeŶCL, existent également. On 
trouve ainsi, entre autre, des solutions en Java, Scala ou encore en C++ (respectivement 
JavaCL (Chafik, 2009), ScalaCL (Chafik, 2011) et QtOpenCl (TheQtProject 2010)). À chaque 
fois, l͛idĠe diƌeĐtƌiĐe est toujouƌs la ŵġŵe : proposer une expérience utilisateur la plus 
pƌoĐhe possiďle de Đe Ƌue pouƌƌait ġtƌe le dĠǀeloppeŵeŶt de l͛appliĐatioŶ suƌ uŶ CPU. DaŶs 
l͛eǆeŵple suiǀaŶt, l͛inclusion de la bibliothèque ScalaCL (première ligne du code) couplée à 
l͛appel .cl lors de la création de l͛iŶteƌǀalle range suffit à peƌŵettƌe l͛utilisation de GPU 
pour réaliser les calculs. Cet exemple permet également de mettre en valeur la puissance de 
l͛API OpenCL qui permet de choisir, à chaud, le meilleur outil de parallélisation (CPU ou GPU) 






object Test { 
   def main(args: Array[String]): Unit = { 
      // Choix du meilleur contexte : CPU ou GPU 
      implicit val context = Context.best 
      // Tableau ScalaCL de 100 à 100 000 
      val range = (100 until 100000).cl 
      // Copie vers le GPU de range automatique 
      val sum = range.map(_ * 2) 
            .zipWithIndex.map(p => p._1 * p._2).sum 
      // Copie depuis le GPU automatique 
      println("sum = " + sum) 
   } 
} 
Code 2-2 : Exemple simple d'utilisation de ScalaCL (source : site officiel - 
http://code.google.com/p/scalacl/). 
Une approche quelque peu différente a été utilisée par une équipe de Microsoft pour 
développer la solution C++ AMP (C++ Accelerated Massive Parallelism) (Microsoft, 2011). En 
effet, le choix a été fait de fournir, en plus d͛uŶe iŶtĠgƌatioŶ Đoŵplğte à Visual Studio ;l͛IDE 
pƌoduit paƌ MiĐƌosoftͿ, uŶe spĠĐifiĐatioŶ Đoŵplğte plutôt Ƌu͛uŶe bibliothèque. L͛idĠe 
pƌiŶĐipale est de s͛appuǇeƌ suƌ le ŵĠĐaŶisŵe de ďouĐle ďasĠe suƌ les iŶteƌǀalles iŶtƌoduits 
dans la dernière version du standard du C++ (nommé C++ 11). Ce mécanisme permet de 
siŵpleŵeŶt paƌĐouƌiƌ l͛eŶseŵďle des ĠlĠŵeŶts d͛uŶ ĐoŶteŶeuƌ. DaŶs l͛eǆeŵple du Code 2-3, 
chacune des cinq valeurs du tableau va être parcourue une fois et sera manipulée à travers 
la référence « x ». Il s͛agit doŶĐ siŵpleŵeŶt de ŵultiplieƌ le ĐoŶteŶu du taďleau paƌ deuǆ. 
int mon_tableau[ 5 ] = { 1, 2, 3, 4, 5 }; 
for ( int & x : mon_tableau ) 
{ 
   x *= 2; 
} 
Code 2-3 : Exemple d'utilisation d'une boucle basée sur les intervalles. 
Le staŶdaƌd C++ AMP pƌopose d͛utiliseƌ d͛uŶe façoŶ tƌğs seŵďlaďle la foŶĐtioŶ 
parallel_for_each. Le Code 2-4 illustre cette utilisation. Pour additionner deux tableaux 
pA et pB dans un troisième tableau pC, il est doŶĐ ŶĠĐessaiƌe d͛eŶĐapsuleƌ daŶs uŶ pƌeŵieƌ 
temps ces trois tableaux dans des structures manipulables pour le GPU, les array_view. 
Une fois ceux-Đi ĐƌĠĠs, il suffit de paƌallĠliseƌ suƌ autaŶt d͛ĠlĠŵeŶts Ƌue ĐoŶtieŶŶeŶt les 
tableaux à l͛aide de l͛iŶstƌuĐtioŶ sum.grid ;il auƌait ĠtĠ possiďle d͛utiliseƌ iŶdiffĠƌeŵŵeŶt 
a.grid ou b.grid). Enfin, au seiŶ de la ďouĐle, uŶe foŶĐtioŶ ǀa ŵaŶipuleƌ l͛iŶdiĐe courant 





using namespace concurrency; 
 
void AddArrays(int n, 
        int * pA, int * pB, int * pC) 
{ 
   array_view<int,1> a(n, pA); 
   array_view<int,1> b(n, pB); 
   array_view<int,1> sum(n, pC); 
 
   parallel_for_each( 
      sum.grid, 
      [=](index<1> i) restrict(direct3d) 
      { 
         sum[i] = a[i] + b[i]; 
      } 
   ); 
} 
Code 2-4 : Exemple d'utilisation de C++ AMP. 
Si ces différentes approches sont très intéressantes, elles permettent rarement de tirer le 
maximum de la puissaŶĐe des GPU. LoƌsƋu͛il est ŶĠĐessaiƌe d͛oďteŶiƌ des performances 
optimales, il est donc avantageux de réaliseƌ l͛eŶseŵďle des tƌaǀauǆ daŶs des API plus ďas 
niveau tel que CUDA, ATI Stream ou OpenCL. 
L͛utilisatioŶ des GPU pouƌ ƌĠaliseƌ du ĐalĐul sĐieŶtifiƋue à l͛aide de l͛API de pƌogƌaŵŵatioŶ 
CUDA ĠtaŶt au Đœuƌ de ŵa thğse, l͛aƌĐhiteĐtuƌe des GPU sera détaillée dans la partie 
2.1.4.3 - L͛aƌĐhiteĐtuƌe des processeurs graphiques à but génériqueL͛aƌĐhiteĐtuƌe des 
processeurs graphiques à but générique et les dĠtails de l͛API dans la partie 3 -
 Développement sur architecture hybride à l͛aide de l͛API CUDA. 
2.1.4.1 Les machines hybrides 
Les GPU peuvent donc être très utiles pour réaliser des tâches très importantes et 
ƌĠpĠtitiǀes ;ƌĠaliseƌ uŶ ĐalĐul Đoŵpleǆe suƌ l͛eŶseŵďle des poiŶts d͛uŶ espaĐe ϯD paƌ 
eǆeŵpleͿ. Mais les pƌoďlĠŵatiƋues liĠes à l͛aƌĐhiteĐtuƌe, et eŶ paƌtiĐulieƌ la lateŶĐe des 
accès mémoire, iŶteƌdiseŶt à l͛heuƌe aĐtuelle de pouǀoiƌ effiĐaĐeŵeŶt poƌteƌ tous les Đodes 
scientifiques sur GPU. Plus spécifiquement, dans les applications les plus importantes, 
ĐeƌtaiŶes paƌties de l͛appliĐatioŶ ǀoŶt possĠdeƌ des pƌopƌiĠtĠs algoƌithŵiƋues diffĠƌeŶtes : 
ĐeƌtaiŶes seƌoŶt plus aptes à tiƌeƌ le ŵaǆiŵuŵ des aƌĐhiteĐtuƌes des CPU loƌsƋue d͛autƌes 
seront plus efficaces sur GPU. 
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C͛est la ƌaisoŶ pouƌ laƋuelle, à paƌtiƌ de la fiŶ des aŶŶĠes ϮϬϬϬ, l͛utilisatioŶ de ŵaĐhiŶes 
hǇďƌides possĠdaŶt à la fois des pƌoĐesseuƌs tƌğs puissaŶts et des Đaƌtes GPGPU s͛est 
généralisée. Ces machines laissent ainsi la possibilité de développer des applications qui 
exploitent le meilleur des CPU et des GPU. Ces machines hybrides ont eu un tel succès que 
dès le classement de novembre 2010 du top500 des calculateurs les plus puissants, trois des 
cinq premiers supercalculateurs au monde comportaient une composante GPU en plus de la 
composante CPU traditionnelle. Le prochain ordinateur prévu à Los Alamos aux États-Unis 
pour remplacer la machine « Jaguar » ;la pƌeŵiğƌe à pƌoposeƌ plus d͛uŶ PetaFlops/sͿ seƌa 
une machine hybride délivrant plus de 20 PetaFlops/s. La marche vers la performance 
eǆaflopiƋue a ĠtĠ seŶsiďleŵeŶt aĐĐĠlĠƌĠe paƌ l͛aƌƌiǀĠe des deƌŶieƌs GP-GPU. Récemment, la 
possibilité de proposer, au sein des serveurs lames, de racks 1U équipés de huit GPU a 
eŶĐoƌe peƌŵis de faĐiliteƌ l͛iŶtĠgƌatioŶ des GPU auǆ seƌǀeuƌs eǆistaŶts. 
Pour réaliser des applications utilisant des GPU à une échelle plus petite que celle des 
supercalculateurs, il est maintenant possible de disposer de la puissance des GPU à bas 
coûts. Une station de travail équipée d͛uŶe Đaƌte gƌaphiƋue dĠdiĠe au calcul sur GPU ne 
ƌeƋuieƌt aiŶsi Ƌu͛uŶ suƌĐoût ƌĠduit gƌâĐe auǆ ĐoŶŶeĐtiƋues staŶdaƌds utilisĠes ;PCI Eǆpƌess 
16x) pour des performances qui peuvent être grandement améliorées ;jusƋu͛à plus de ϮϬϬǆͿ. 
DeǀaŶt l͛iŶtĠƌġt ĐƌoissaŶt des pƌofessioŶŶels, les assembleurs ont commencé à proposer des 
stations de travail dédiées aux GPU et équipées de quatre cartes GPU (voir Figure 2-4). 
 
Figure 2-4 : Machine cible : station de travail dédiée au calcul sur GPU. 
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2.1.4.2 L’approche Single Instruction Multiple Thread (SIMT) 
La programmation sur carte graphique utilise une approche très proche de celle des 
composants SIMD (Single Instruction Multiple Data). Mais pour rendre la tâche la plus aisée 
possible aux développeurs, NVIDIA a introduit la notion de SIMT (Single Instruction Multiple 
Thread). Le principe de base est assez simple : plutôt que de manuellement choisir les 
opérations Ƌue l͛oŶ souhaite ǀoiƌ effeĐtueƌ de ŵaŶiğƌe ǀeĐtoƌielle Đoŵŵe Đ͛est le Đas aǀeĐ 
des instructions SSE par exemple, la programmation sur GPGPU ne nécessite que la création 
d͛uŶe foŶĐtioŶ Ƌui seƌa eǆĠĐutĠe sur le GPU et qui dans la terminologie CUDA se nomme 
kernel. En CUDA, les fonctions faisant office de kernel sont préfixées par le mot clé 
__global__ (voir Code 2-5Ϳ. Ce Ŷ͛est Ƌue loƌs de l͛appel de Đe keƌŶel Ƌue l͛oŶ ǀa préciser 
combien de threads doiǀeŶt eǆĠĐuteƌ Đette foŶĐtioŶ eŶ paƌallğle à l͛aide de tƌiples ĐheǀƌoŶs 
;daŶs l͛eǆeŵple suiǀaŶt, le keƌŶel est appelĠ diǆ fois – l͛eǆpliĐatioŶ de la ǀaleuƌ ϭ ǀieŶt juste 
après). 




int main( int, char *[] ) 
{ 
    monPremierKernel<<< 1, 10 >>>(); 
} 
Code 2-5 : Déclaration et appel d’uŶ keƌŶel eŶ CUDA. 
Pouǀoiƌ laŶĐeƌ plusieuƌs fois uŶ ŵġŵe keƌŶel eŶ paƌallğle Ŷ͛est iŶtĠƌessaŶt Ƌue si l͛oŶ peut 
ƌĠaliseƌ des tƌaiteŵeŶts diffĠƌeŶts daŶs ĐhaƋue keƌŶel. L͛idĠe de la programmation sur 
GPGPU est d͛attƌiďueƌ à chaque thread un identifiant unique qui peut être calculé 
dǇŶaŵiƋueŵeŶt à l͛eǆĠĐutioŶ. EŶ aǇaŶt Đet ideŶtifiaŶt, il est aloƌs possiďle de ƌĠaliser des 
tâches différentes mais surtout de permettre de traiter des données différentes. Dans le 
code suivant (Code 2-6), le kernel est appelé quatre fois en parallèle. Dans chaque kernel, 
l͛ideŶtifiaŶt du thƌead est retrouvé (calculé) à l͛aide d͛uŶe ǀaƌiaďle pƌoposĠe paƌ l͛API CUDA : 
threadIdx. Cette variable, qui possède trois composantes (x, y et z –qui sont héritées de 
l͛usage oƌiginal des GPU : le rendu de scène 3D) (voir Code 2-7) peƌŵet d͛ideŶtifieƌ de 
ŵaŶiğƌe uŶiƋue les Ƌuatƌe thƌeads. Il est aloƌs possiďle à ĐhaĐuŶ des thƌeads de Ŷ͛effeĐtuer 
Ƌu͛uŶ seul des Ƌuatƌe ĐalĐuls à ƌĠaliseƌ. 
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__global__ void foisDeux( float * inoutTab ) 
{ 
   int indiceX  = threadIdx.x; 
   inoutTab[ indiceX ] = inoutTab[ indiceX ] * 2; 
} 
 
float tableau[] = { 2, 4, 6, 8 }; 
foisDeux<<< 1, 4 >>>( tableau ); 
Code 2-6 : UtilisatioŶ de l’API CUDA pouƌ ĐalĐuleƌ uŶ ideŶtifiaŶt uŶiƋue pouƌ ĐhaƋue thƌead. 
struct uint3 
{ 
   unsigned int x; 
   unsigned int y; 
   unsigned int z; 
}; 
 
typedef uint3 dim3; 
Code 2-7 : Définition du type dim3. 
BieŶ eŶteŶdu, l͛utilisatioŶ de Ƌuatƌe thƌeads seƌait ĐoŶtƌepƌoduĐtiǀe et il est souǀeŶt utile de 
laŶĐeƌ des ŵillieƌs de thƌeads eŶ paƌallğle pouƌ tiƌeƌ le ŵaǆiŵuŵ d͛uŶ GPU. Ces ŵillieƌs de 
threads ne seront pas pour autant tous exécutés en même temps mais beaucoup seront 
ordonnancés en même temps. En effet, comme cela a été expliqué précédemment, un GPU 
possède plusieurs éléments assez proches des processeurs, les Streaming Multiprocessors 
(leurs explications détaillées seront données plus tard), ils peƌŵetteŶt d͛eǆĠĐuteƌ des 
thƌeads de façoŶ ǀeĐtoƌielle. ChaĐuŶ d͛euǆ Ŷe peut oƌdoŶŶaŶĐeƌ Ƌu͛un nombre limité de 
threads en même temps (avec un maximum de ϭϱϯϲ thƌeads daŶs l͛aƌĐhiteĐtuƌe aĐtuelle au 
moment de la rédaction de ce manuscrit) et Đ͛est la ƌaisoŶ pouƌ laƋuelle les thƌeads soŶt 




Figure 2-5 : RepƌĠseŶtatioŶ d’uŶe gƌille de 6 ďloĐs ;ǆ=ϯ, Ǉ=ϮͿ ĐoŶteŶaŶt ĐhaĐuŶ ϭϮ thƌeads ;ǆ=ϰ, Ǉ=ϯ 
et z=1) pour un total de 72 threads exécutés (source : documentation officielle NVIDIA). 
Un bloc est un conteneur à trois dimensions (x, y et z) de threads (dans la figure précédente, 
la diŵeŶsioŶ z ǀaut ϭ doŶĐ les ďloĐs Ŷe soŶt Ƌu͛eŶ deuǆ diŵeŶsioŶsͿ. Tous les threads d͛uŶ 
bloc ont la garantie d͛ġtƌe oƌdoŶŶaŶĐĠs eŶ ŵġŵe teŵps, Đe Ƌui Ŷ͛est pas le Đas des 
différents blocs entre eux (ne serait-ce que dans le cas où il y a trop de blocs pour la capacité 
du GPU, ĐeƌtaiŶs ďloĐs deǀƌoŶt atteŶdƌe la fiŶ de l͛eǆĠĐutioŶ des autƌes). Pour contenir les 
ďloĐs, CUDA utilise uŶe gƌille Ƌui Ŷ͛est autƌe Ƌu͛uŶ ĐoŶteŶeuƌ à deuǆ diŵeŶsioŶs ;ǆ et ǇͿ de 
blocs. Au laŶĐeŵeŶt d͛uŶ keƌŶel suƌ le GPU, oŶ ĐoŶfiguƌe doŶĐ la taille des ďloĐs daŶs les 
tƌois diŵeŶsioŶs et la taille de la gƌille daŶs les deuǆ diŵeŶsioŶs. DaŶs l͛eǆeŵple suiǀaŶt 
(voir Code 2-8), la grille est maintenant de taille 10 par 10 (elle contient 100 blocs –z doit 
toujours valoir 1 pour conserver une grille en deux dimensions) et les blocs sont des 
ĐoŶteŶeuƌs de ϯϮ paƌ ϰ paƌ Ϯ ;ϮϱϲͿ thƌeads. L͛appel ne se fera donc plus à l͛aide de ϳϮ 
threads comme dans le cas de la figure précédente mais avec 25600 threads. 
 
dim3   dimensionBloc( 32, 4, 2 );     // 256 threads par bloc 
dim3   dimensionGrille( 10, 10, 1 );  // 100 blocs (, 1 optionnel) 
monTroisiemeKernel<<< dimensionGrille, dimensionBloc >>>( ... ); 
Code 2-8 : Appel d’uŶ keƌŶel eŶ CUDA suƌ uŶ gƌaŶd Ŷoŵďƌe de thƌeads ƌĠpaƌtis eŶ ďloĐs et gƌille. 
BieŶ eŶteŶdu, des ǀaƌiaďles peƌŵetteŶt de ĐalĐuleƌ l͛iŶdiĐe aďsolu d͛un thread au sein de 
l͛eŶseŵďle de la gƌille. threadIdx donne la position selon x, y et z du thread dans le bloc et 
blocIdx fait de même pouƌ le ďloĐ daŶs la gƌille. De plus, afiŶ d͛Ġǀiteƌ le passage de 
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paramètres supplémentaires, les dimensions des blocs et de la grille sont données 
respectivement par les variables blocDim et gridDim. 
À l͛aide de Đes ǀaƌiaďles, il est doŶĐ possiďle d͛iŵplĠŵeŶter des kernels pouvant être 
fortement parallélisés eŶ s͛eǆĠĐutaŶt suƌ uŶ gƌaŶd Ŷoŵďƌe de threads en parallèle. Ces 
threads peuvent alors soit eǆĠĐuteƌ des iŶstƌuĐtioŶs diffĠƌeŶtes eŶ foŶĐtioŶ de l͛ideŶtifiaŶt 
du thread, soit traiter des données différentes. Il est très important, autant que possible, 
que le parallélisme se trouve au niveau des données. En effet, comme cela a été dit plus 
haut, une partie de la puissance de calcul des GPU suit une approche SIMD. C͛est la ƌaisoŶ 
pour laquelle, les threads sont regroupés en « warp ». Un warp est actuellement composé 
de 32 threads (ce nombre pourrait Ġǀolueƌ à l͛aǀeŶiƌ mais la notion de warp subsisterait) et 
son objectif est d͛eǆĠĐuteƌ les mêmes instructions pour ses 32 threads mais sur des données 
différentes (SIMT). Si une divergence de traitement, c'est-à-dire une exécution de code 
différente apparait sur un thread dans un warp, tous les traitements différents sont alors 
réalisés de façon séquentielle sur le GPU. Ce cas de figure a un impact très important sur les 
performances gloďales de l͛appliĐatioŶ : si les 32 threads d͛uŶ ǁaƌp, qui devaient s͛eǆĠĐuteƌ 
en parallèle, s͛eǆĠĐutent en séquentiel, il est évident que les performances seront 
amoindries. Nous verrons par contre comment nous avons proposé de tirer bénéfice des 
warps pour combiner les approches MIMD et SIMT (Passerat, et al. 2011). 
D͛autƌes spécificités des GPU rentrent ĠgaleŵeŶt eŶ Đoŵpte loƌsƋu͛il s͛agit de dĠǀeloppeƌ 
une application. Afin de bien comprendre les autres problématiques de la programmation 
seloŶ l͛appƌoĐhe SIMT sur carte graphique, il est nécessaire de comprendre les spécificités 
de l͛aƌĐhiteĐtuƌe. 
2.1.4.3 L’architecture des processeurs graphiques à but générique 
Coŵŵe Đela a ĠtĠ iŶtƌoduit pƌĠĐĠdeŵŵeŶt, l͛aƌĐhiteĐtuƌe des GPGPU est un mélange subtil 
d͛aƌĐhiteĐtuƌe ǀeĐtoƌielle ;SIMDͿ et de parallélisme pur4 (MIMD). 
Le parallélisme pur, autorisant des calculs indépendants, se caractérise par la présence de 
« Streaming Multiprocessors » (SM dans la suite) selon la terminologie de NVIDIA. Selon les 
cartes graphiques, le nombre de SM présents aiŶsi Ƌue la stƌuĐtuƌe de ĐhaĐuŶ d͛euǆ Ġǀolue 
                                                     
4
 Le paƌallĠlisŵe puƌ suppose plusieuƌs pƌoĐesseuƌs ou Đœuƌs tƌaitaŶt des iŶstƌuĐtioŶs diffĠƌeŶtes. 
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ŵais l͛oƌgaŶisatioŶ gĠŶĠƌale ƌeste la ŵġŵe. AiŶsi, ĐhaƋue SM Ƌui Đoŵpose la Đaƌte 
graphique possède au moins un ordonnanceur de warps qui lui est propre.  
Il est doŶĐ possiďle pouƌ deuǆ SM diffĠƌeŶts d͛eǆĠĐuter deux instructions différentes à un 
ŵoŵeŶt doŶŶĠ. Il s͛agit doŶĐ ďieŶ de paƌallĠlisŵe pur eŶtƌe les SM d͛uŶe ŵġŵe Đaƌte Ƌui 
peuvent exécuter des instructions différentes. Dans la Figure 2-6, ƌepƌĠseŶtaŶt l͛aƌĐhiteĐtuƌe 
d͛uŶe Đaƌte gƌaphiƋue Feƌŵi, ĐhaƋue SM possğde deuǆ oƌdoŶŶaŶĐeuƌs Ƌui peƌŵetteŶt 
d͛eǆĠĐuteƌ deuǆ iŶstƌuĐtioŶs diffĠƌeŶtes loƌs d͛uŶ ŵġŵe ĐǇĐle d͛hoƌloge daŶs un même SM. 
Il est aloƌs possiďle d͛eǆĠĐuteƌ au ŵaǆiŵuŵ uŶ Ŷoŵďƌe d͛iŶstƌuĐtioŶs diffĠƌeŶtes Ġgales à 
deuǆ fois le Ŷoŵďƌe de SM. ÉtaŶt doŶŶĠ Ƌue le Ŷoŵďƌe de SM ƌeste liŵitĠ au seiŶ d͛uŶ GPU 
;oŶ eŶ tƌouǀe eŶtƌe ϭϰ et ϭϲ daŶs les Đaƌtes d͛aƌĐhiteĐtuƌe Feƌŵi pƌoposĠ paƌ NVIDIA et ϯϬ 
daŶs les Đaƌtes d͛architecture Tesla précédente), la parallélisation selon cette composante 
l͛est aussi. La fƌĠƋueŶĐe des pƌoĐesseuƌs des GPU ĠtaŶt ďieŶ plus faiďle Ƌue Đelle des CPU 
;de l͛oƌdƌe de Ƌuatƌe fois plus faiďle paƌ ƌappoƌt à uŶ pƌoĐesseuƌ aĐtuel performant) et les 
accès mémoire étant encore très lents, une parallélisation qui utiliserait uniquement cette 




Figure 2-6 : Représentation simplifiée de l'architecture d'un GP-GPU (modèle Fermi). 
Une deuxième composante a donc été introduite au sein de chaque SM pour permettre 
d͛aĐĐĠlĠƌeƌ les ĐalĐuls. AiŶsi, au lieu de disposeƌ d͛uŶe uŶitĠ de ĐalĐul paƌ oƌdoŶŶaŶĐeuƌ, 
ĐhaƋue SM dispose d͛uŶ gƌaŶd Ŷoŵďƌe d͛eŶtƌe elles. DaŶs l͛aƌĐhiteĐtuƌe Feƌŵi, uŶ SM 
comporte 32 unités de calcul flottant : 2 groupes de 16 unités. À chaque cycle, il est alors 
possible pour une instruction d͛ġtƌe eǆĠĐutĠe en parallèle sur 16 unités de calcul à la fois, 
afin de traiter des données différentes : 448 instructions (14 SM comportant chacun 2x16 
unités de calcul) peuvent donc être exécutées en parallèle, ce qui est beaucoup plus 
intéressant. 
EŶ plus de l͛aspeĐt ĐalĐulatoiƌe des GPGPU, uŶ autƌe aspect très important pouƌ l͛oďteŶtioŶ 
de bonnes performances concerne les accès mémoire. Comme cela a été dit plus haut, les 
accès sont beaucoup plus lents sur GPU que sur CPU. La latence pour un accès en mémoire 
gloďale du GPU ;la ‘AM du GPUͿ peut atteiŶdƌe plusieuƌs ĐeŶtaiŶes de ĐǇĐles d͛hoƌloges. 




































































































































































pƌeŵieƌ est l͛oƌdoŶŶaŶĐeŵeŶt des warps. EŶ effet, les GPGPU ďĠŶĠfiĐieŶt d͛oƌdoŶŶaŶĐeuƌs 
très performants pouvant très rapidement changer de contexte. Ainsi, si certains warps sont 
eŶ atteŶte d͛aĐĐğs ŵĠŵoiƌe, l͛oƌdoŶŶaŶĐeuƌ doŶŶe la ŵaiŶ à des warps prêts à exécuter des 
iŶstƌuĐtioŶs. CeĐi a uŶ iŵpaĐt iŵpoƌtaŶt suƌ la ĐoŶĐeptioŶ d͛appliĐatioŶs sur GPU car cela 
sigŶifie Ƌu͛il est ŶĠĐessaiƌe de disposeƌ d͛uŶ Ŷoŵďƌe de threads à exécuter sur le GPU bien 
supĠƌieuƌ au Ŷoŵďƌe d͛uŶitĠs de calcul présentes sur celui-Đi. Mais la ĐapaĐitĠ d͛uŶ SM à 
ordonnancer les warps Ŷ͛est pas saŶs liŵite et il Ŷ͛est pas possiďle suƌ les Đaƌtes de deƌŶiğƌe 
gĠŶĠƌatioŶ d͛oƌdoŶŶaŶĐeƌ plus de ϰϴ ǁarps (1536 thƌeadsͿ. Il Ŷ͛est doŶĐ pas toujouƌs 
possiďle de ĐoŵpeŶseƌ Đes foƌtes lateŶĐes paƌ la siŵple utilisatioŶ de l͛oƌdoŶŶaŶĐeuƌ du 
GPU. EŶ paƌtiĐulieƌ, si le ƌappoƌt eŶtƌe le Ŷoŵďƌe d͛opĠƌatioŶs aƌithŵĠtiƋues et le Ŷoŵďƌe 
d͛aĐĐğs ŵĠŵoiƌe est petit, l͛oƌdoŶŶaŶĐeŵeŶt seul Ŷe peƌŵettƌa pas de ŵasƋueƌ la lateŶĐe. 
On trouve dans la littérature le ratio minimum de 10 opérations arithmétiques pour 1 accès 
mémoire (Kirk, Wen-mei et Hwu, Programming massively parallel processors: a hands-on 
approach 2010) lorsque les SM sont chargés autant que possible pour pouvoir masquer la 
latence. 
Pour traiter les cas où la latence est trop importante, les constructeurs de GPU ont 
pƌogƌessiǀeŵeŶt iŶtƌoduit diffĠƌeŶtes ŵodifiĐatioŶs aƌĐhiteĐtuƌales afiŶ d͛aŵĠlioƌeƌ les 
accès mémoire. La génération précédente de GPGPU comportait ainsi, en plus de la 
ŵĠŵoiƌe gloďale aĐĐessiďle eŶ leĐtuƌe et eŶ ĠĐƌituƌe, d͛autƌes tǇpes de ŵĠŵoiƌes. Les deux 
plus anciennes sont la mémoire constante et la mémoire de texture (voir Figure 2-7). Pour 
être précis, il faudrait plutôt parler de cache constant et de cache de texture car ces deux 
mémoires sont implémentées au sein même de la mémoire globale. La différence se trouve 
daŶs la pƌĠseŶĐe d͛uŶ ĐaĐhe de taille liŵitĠe Ƌui peƌŵet d͛aĐĐĠdeƌ plus rapidement à la 
mémoire lorsque celle-ci est déjà présente dans le cache (de quelques cycles de latences 
pour le cache constant, jusƋu͛à une centaine pour la mémoire de texture contre plusieurs 
ĐeŶtaiŶes loƌs d͛aĐĐğs ŶoŶ ĐaĐhĠs). Contrairement à la mémoire globale qui est de grande 
taille (plusieurs Go sur les cartes actuelles) et permet un accès en lecture comme en écriture, 
ces deux caches sont de taille limitée (plusieurs dizaines de Ko maximum) et ne sont 
aĐĐessiďles Ƌu͛eŶ leĐtuƌe. Tous les accès à la mémoire globale ne peuvent donc être 
substitués par des accès passant par un de ces deux caches, que ce soit dû à la nécessité 
d͛utiliseƌ une taille de mémoire trop importante ou à des accès en écriture obligatoire. De 
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ŵaŶiğƌe gĠŶĠƌale, loƌs d͛uŶ ĐalĐul sĐieŶtifiƋue suƌ une carte graphique, les résultats ne 
peuvent être copiés vers la mémoire du CPU que depuis la mémoire globale, l͛utilisatioŶ 
exclusive de cache accessible en lecture seule est donc impossible. 
 
Figure 2-7 : Organisation des mémoires des GPU (source : documentation officielle NVIDIA). 
Une autre mémoire permet des améliorations significatives de la performance des 
pƌogƌaŵŵes s͛eǆĠĐutaŶt suƌ GPU, il s͛agit de la ŵĠŵoiƌe dite partagée ;au seiŶ d͛uŶ ŵġŵe 
SM). Cette ŵĠŵoiƌe, ĐoŶtƌaiƌeŵeŶt auǆ pƌĠĐĠdeŶtes, Ŷ͛est pas ĐoŵŵuŶe à l͛eŶseŵďle de la 
carte mais est propre à un Streaming Multiprocessor. Ainsi, seul les threads appartenant à 
un même bloc de threads (et donc étant ordonnancés en même temps sur un SM) vont 
pouvoir partager cette mémoire. Si ce dernier point est indéniablement un énorme 
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inconvénient, cette mémoire permet de grandement accélérer les applications car elle 
possğde des ĐaƌaĐtĠƌistiƋues d͛aĐĐğs paƌtiĐuliğƌeŵeŶt rapides : un accès, en lecture ou en 
écriture, ne subit ainsi aucune latence. Mais Đette ŵĠŵoiƌe, pƌĠseŶte au Ŷiǀeau des SM Ŷ͛est 
pas accessible depuis le CPU, il est donc généralement nécessaire, pour tirer parti de ses 
eǆĐelleŶtes ĐaƌaĐtĠƌistiƋues, de tout d͛aďoƌd Đhaƌgeƌ des doŶŶĠes depuis la mémoire globale 
vers cette mémoire partagée. Or, une nouvelle fois, les accès en mémoire globale sont très 
lents. Pour que le chargement en mémoire partagée soit rentable, il est donc nécessaire que 
la même donnée chargée en mémoire soit utilisée par plusieuƌs thƌeads d͛uŶ ŵġŵe ďloĐ. 
Ainsi, les threads partageant des accès à une même donnée ne la chargent (lentement) 
Ƌu͛uŶe fois eŶ ŵĠŵoiƌe paƌtagĠe depuis la mémoire globale puis réalisent de multiples 
accès en mémoire partagée sans aucune latence. À la fin du traitement, il est possible que la 
donnée mise à jour en mémoire partagée soit écrite (lentement une nouvelle fois) en 
mémoire globale. Mais cette écriture en mémoire globale ne sera faite Ƌu͛uŶe fois paƌ ďloĐ 
de threads. 
La mémoire partagée, si elle Ŷ͛est pas utilisaďle effiĐaĐeŵeŶt pouƌ tous les pƌoďlğŵes, 
permet donc très souvent de fortement diminuer le coût global des accès mémoire pour 
l͛appliĐatioŶ. MalheuƌeuseŵeŶt, sa petite ƋuaŶtitĠ ;de l͛oƌdƌe de ƋuelƋues dizaiŶes de Ko 
une nouvelle fois) limite le type des applications qui pourront en tirer bénéfice et il est 
parfois nécessaire d͛aĐĐĠdeƌ diƌeĐteŵeŶt à la ŵĠŵoiƌe gloďale. 
Il existe de plus des accès à la mémoire globale « obligatoires », ne serait-ce que pour 
charger les données en mémoire partagée puis écrire les résultats, les constructeurs 
cherchent à en minimiser l͛iŵpaĐt suƌ le teŵps d͛eǆĠĐutioŶ gloďale d͛uŶe appliĐatioŶ. C͛est 
la raison pour laquelle la dernière architecture développée par NVIDIA (l͛aƌĐhitecture Fermi) 
a ƌajoutĠ des sǇstğŵes de ĐaĐhe gĠŶĠƌaliste ;Lϭ et LϮͿ peƌŵettaŶt d͛aŵĠlioƌeƌ Đes aĐĐğs. 
Comme le montre la Figure 2-6, Đes ĐaĐhes se tƌouǀeŶt d͛uŶe paƌt au niveau des contrôleurs 
de mémoires pour le cache L2 et implémenté en commun avec la mémoire partagée au 
Ŷiǀeau des SM pouƌ le ĐaĐhe Lϭ. Ces deuǆ ĐaĐhes peƌŵetteŶt, loƌsƋue les doŶŶĠes s͛Ǉ 
trouvent de grandement diminuer la latence. Le cache L1 en particulier possède des 
performances similaires à la mémoire partagée et, hors défaut de cache, les accès se font 




Cette paƌtie Ŷ͛aǇaŶt pouƌ ďut Ƌue d͛iŶtƌoduiƌe la pƌogƌaŵŵatioŶ suƌ GPU, uŶe desĐƌiptioŶ 
plus Đoŵplğte de l͛API CUDA sera développée dans le chapitre 3. La dernière version du kit 
de développement CUDA utilise par exemple un compilateur basé sur LLVM (Low Level 
Virtual Machine). Il s͛agit ŶoŶ pas d͛uŶ siŵple Đoŵpilateuƌ ŵais de toute uŶe iŶfƌastƌuĐtuƌe 
de compilation modulable. Ce changement de politique, qui peut paraître anecdotique, 
pourrait permettre de réaliser beaucoup plus simplement la compilation de code CUDA vers 
d͛autƌes architectures comme les cartes graphiques AMD. 
Par ailleurs, des outils de plus en plus performants apparaissent pour faciliter la 
parallélisation sur GPU de code existant. À ce titre, il est possible de citer deux initiatives 
françaises : Par4All5 et HMPP6. Par4all est un outil de parallélisation automatique de code C 
et Fortran en code CUDA, OpenCL et OpenMP développé dans le cadre du projet HPC 
Project. Si les performances de cette approche ne sont pas encore équivalentes à Đelle d͛uŶ 
code parallélisé manuellement, elles s͛eŶ ƌappƌoĐhent de plus en plus (Amini, et al. 2011). 
HMPP est une implémentation proposée paƌ l͛eŶtƌepƌise CAPS du staŶdaƌd OpenHMPP, qui 
se veut le pendant d͛OpeŶMP pour la parallélisation à l͛aide d͛aĐĐĠlĠƌateurs matériels (GPU 
en tête). L͛idĠe Ŷ͛est pas iĐi de paƌallĠliseƌ uŶ Đode autoŵatiƋueŵeŶt ŵais de pƌoposeƌ des 
directives qui permettent de spĠĐifieƌ la façoŶ doŶt l͛oŶ souhaite utiliser les accélérateurs 
matériels sur certaines parties du code. 
Enfin, l͛aƌƌiǀĠe des APU ;Accelerated Processing Unit) qui sont des processeurs proches des 
microprocesseurs classiques auxquels sont adjoints des unités de calculs supplémentaires, 
généralement sous la forme de GPU. Le fort potentiel de cette technologie réside dans 
l͛utilisatioŶ de ŵĠŵoiƌe ďeauĐoup plus pƌoĐhe eŶtƌe le CPU et le GPU peƌŵettaŶt de 
grandement diminuer les temps de copie entre CPU et GPU (Daga, Aji et Feng 2011). 
 
Si l͛utilisatioŶ d͛aƌĐhiteĐtuƌe paƌallèle et de matériels plus puissants permettent souvent 
d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes d͛uŶe appliĐatioŶ, Đe Ŷ͛est pas pouƌ autaŶt la seule solutioŶ. Il 
                                                     
5
 Site officiel de Par4All : http://www.par4all.org/. Dernier accès le 21/03/2012. 
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aƌƌiǀe paƌfois Ƌue l͛utilisatioŶ d͛uŶ algoƌithŵe diffĠƌeŶt pouƌ ƌĠsoudƌe uŶ ŵġŵe pƌoďlğŵe 
donne des résultats speĐtaĐulaiƌes. C͛est le Đas paƌ eǆeŵple des autoŵates Đellulaiƌes et de 
l͛algoƌithŵe Hash-Life. 
2.2 Algorithmique à haute performance et automates cellulaires 
2.2.1 Historique des automates cellulaires 
Un automate cellulaire consiste en un espace (d͛une ou plusieurs dimensions) discrétisé en 
cellules identiques connectées localement (qui peuvent prendre différents états) et d͛uŶ 
ensemble de règles sur ces cellules (peƌŵettaŶt l͛ĠǀolutioŶ de l͛autoŵate) (Wolfram, A new 
kind of Science 2002). Le ĐalĐul de l͛Ġtat, à l͛itĠƌatioŶ suiǀaŶte, d͛uŶ autoŵate Đellulaiƌe 
depuis un état courant est réalisé en calculant le nouvel état de chaque cellule 
indépendamment. Le nouvel état de chacune des cellules est fonction de leur état courant et 
de celui de toutes les cellules présentes dans son voisinage. À partir des données sur ces 
diffĠƌeŶts Ġtats, les ƌğgles pƌopƌes à l͛autoŵate peƌŵettent de déterminer le nouvel état de 
la cellule. Parmi les voisinages les plus utilisés et les plus connus, on trouve le voisinage de 
von Neumann et le voisinage de Moore (voir Figure 2-8Figure 2-8). Le premier ne comprend 
que les cellules ayant une arête commune avec la cellule étudiée et le second comporte 
toutes les cellules qui possèdent au moins un sommet en commun avec la cellule étudiée. 
 
Figure 2-8 : Voisinage de von Neumann (à gauche) et de Moore (à droite). 
Le ĐoŶĐept d͛autoŵate Đellulaiƌe est foƌteŵeŶt assoĐiĠ à ǀoŶ Neumann. Dans le but de 
modéliser facilement des systèmes auto-réplicatifs, il crée, sur les conseils de son collègue 
Ulam travaillant sur une modélisation à base de grille, ce qui se rapproche le plus du premier 
automate cellulaire (Von Neumann 1966). Il s͛agit d͛uŶ autoŵate eŶ deuǆ diŵeŶsioŶs doŶt 
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les cellules possèdent Ϯϵ Ġtats. À paƌtiƌ d͛uŶe ĐoŶfiguƌatioŶ ďieŶ pƌĠĐise de Đellules, Đelui-ci 
était capable de se reproduire lui-même indéfiniment. 
Dès 1969, Heldlung pose les bases de l͛Ġtude ŵathĠŵatiƋue des autoŵates Đellulaiƌes à 
l͛aide d͛uŶe ĐoŵpilatioŶ des aƌtiĐles les plus peƌtiŶeŶts dĠjà paƌus sur le sujet (Hedlund 
1969). Les automates cellulaires ont par la suite été grandement popularisés par le « Jeu de 
la Vie » (Game of Life ou Life en anglais) créé par Conway et publié par Gardner (Gardner 
1970). Cet automate est beaucoup plus simple que celui proposé par von Neumann. Chaque 
cellule ne comprend que deux états : en vie ou morte, et l͛autoŵate Ŷ͛utilise Ƌue ƋuelƋues 
règles couplées à un voisinage de Moore : 
– Si une cellule vivante possède 2 ou 3 voisines vivantes, elle reste en vie. 
– Si une cellule morte possède exactement 3 voisines vivantes, elle devient vivante. 
– Dans tous les autres cas, la cellule reste ou devient morte. 
Si le jeu de la vie peut paraitre simple, voire siŵpliste au pƌeŵieƌ aďoƌd, il Ŷ͛eŶ est pas ŵoiŶs 
une puissant métaphore : il a ainsi été montré que le Jeu de la Vie était Turing complet 
(Berlekamp, Conway et Guy 2004). 
EŶ plus du Jeu de la Vie, ďeauĐoup d͛autoŵates Đellulaiƌes peƌŵetteŶt de siŵuleƌ des 
comportements plus ou moins complexes. Silverman a ainsi proposé un automate cellulaire 
« WireWorld » en 1987 permettant de simuler le comportement des circuits électriques 
(Dewdney 1990). Les cellules possèdent quatre états et des règles de transition simples : 
– Vide : une cellule vide reste vide indéfiniment. 
– Tête de l͛ĠleĐtƌoŶ : une cellule à l͛Ġtat « tġte de l͛ĠleĐtƌoŶ » passe daŶs l͛Ġtat « queue 
de l͛ĠleĐtƌoŶ » à l͛itĠƌatioŶ suiǀaŶte. 
– Queue de l͛ĠleĐtƌoŶ : une cellule à l͛Ġtat « Ƌueue de l͛ĠleĐtƌoŶ » passe daŶs l͛Ġtat 
« conducteur » à l͛itĠƌatioŶ suiǀaŶte. 
– Conducteur : uŶe Đellule à l͛Ġtat « conducteur » passe daŶs l͛Ġtat « tġte d͛ĠleĐtƌoŶ » 
si uŶe Đellule ǀoisiŶe est daŶs l͛Ġtat « tġte de l͛ĠleĐtƌoŶ » (le voisinage Moore est une 
nouvelle fois utilisé). 
UŶ autƌe phĠŶoŵğŶe siŵulĠ à l͛aide des autoŵates Đellulaiƌes qui va nous intéresser par la 
suite est le milieu excitable. Un milieu excitable est un système dynamique non linéaire qui 
peƌŵet à uŶe oŶde de se pƌopageƌ à uŶ iŶstaŶt ͚t͛ ŵais iŶteƌdit la pƌopagatioŶ d͛uŶe 
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Ŷouǀelle oŶde au ŵġŵe eŶdƌoit aǀaŶt Ƌu͛uŶ Đeƌtain laps de temps ne soit écoulé 
(Ermentrout et Edelstein-Keshet 1993). Pouƌ siŵuleƌ Đe phĠŶoŵğŶe à l͛aide d͛uŶ autoŵate 
cellulaire, seuls trois états sont nécessaires : 
– Active : une cellule « active » devient « réfractaire » après un certain laps de temps. 
– Réfractaire : une cellule « réfractaire » devient « au repos » après un certain laps de 
temps. 
– Repos : une cellule « au repos » ƌeste daŶs Đette Ġtat jusƋu͛à Ƌu͛uŶe de ses Đellules 
voisines devienne active ; auquel cas, elle devient active à son tour. 
Plusieuƌs phĠŶoŵğŶes ƌĠels peuǀeŶt aiŶsi ġtƌe ŵodĠlisĠs. C͛est eŶ paƌtiĐulieƌ le Đas de la 
ŵodĠlisatioŶ de l͛aĐtiǀitĠ ĠleĐtƌiƋue du Đœuƌ huŵaiŶ (Siregar, Sinteff, et al. 1998). L͛Ġtat 
« actif » correspoŶd aloƌs à la dĠpolaƌisatioŶ de la Đellule ĠleĐtƌiƋue, l͛Ġtat « réfractaire » 
ĐoƌƌespoŶd à la ƌepolaƌisatioŶ et l͛Ġtat « repos » correspond à la cellule au repos en attente 
d͛uŶ sigŶal ĠleĐtƌiƋue. 
Les automates cellulaires peuvent de nos jours être utilisés pour simuler des comportements 
beaucoup plus complexes grâce aux puissances de calcul actuelles. Il est ainsi possible de 
simuler des mécanismes biologiques plus complexes, tels Ƌue la ĐƌoissaŶĐe d͛uŶe tuŵeuƌ 
dans un organe (Alarcon, Byrne et Maini 2004) ou la représentation en trois dimensions dans 
un milieu anisotrope de la dépolarisation et de la repolarisation du myocarde (Siregar, 
Sinteff, et al. 1998). Le comportement émergent majeur de ce type de modèle est le 
phénomène de réentrée Ƌui est à l͛oƌigiŶe d͛uŶ gƌaŶd Ŷoŵďƌe de tƌouďles du rythme. 
Mais les automates à plusieurs dimensions ne sont pas les seuls à avoir été étudiés en détail. 
Wolfƌaŵ s͛est aiŶsi foĐalisĠ suƌ uŶ tǇpe d͛autoŵate à uŶe seule diŵeŶsioŶ (Wolfram, 
Universality and complexity in cellular automata 1984) et a montré que des comportements 
émergents complexes pouvaient apparaître. De nombreux problèmes ont ainsi pu être 
ŵodĠlisĠs à l͛aide d͛autoŵates Đellulaiƌes à uŶe diŵeŶsioŶ (Mitchell 1996) tel que le « Firing 
Squad Problem » (Moore 1964) ou le calcul arithmétique en parallèle (Steiglitz, Kamal et 
Watson 1988). 
2.2.2 L’algorithme Hash-Life 
Pouƌ siŵuleƌ le ĐoŵpoƌteŵeŶt d͛uŶ autoŵate Đellulaiƌe, plusieuƌs algoƌithŵes peuǀeŶt ġtƌe 
utilisĠs. Le plus siŵple ĐoŶsiste à paƌĐouƌiƌ l͛eŶseŵďle des Đellules et, pouƌ ĐhaĐuŶe d͛elles, 
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calculer son prochain état en fonction de son état courant et de celui de ses cellules voisines. 
Cette solution peut être efficace pour certaines catégories de problèmes. Elle peut 
également être parfaitement acceptable lorsque les problèmes sont de petite taille ou 
lorsque les temps de calcul liés à l͛autoŵate Đellulaiƌe Ŷe soŶt pas sigŶifiĐatifs paƌ ƌappoƌt au 
teŵps d͛eǆĠĐutioŶ gloďal de l͛appliĐatioŶ. DaŶs Đes Đas, il est aloƌs iŶutile de peƌdƌe du 
temps à améliorer un comportement qui est déjà satisfaisant. Mais Đe Ŷ͛est pas toujouƌs le 
cas et il est parfois très intéressant de diminuer le temps de calcul nécessaire pour réaliser 
les ĐalĐuls suƌ les autoŵates Đellulaiƌes de façoŶ à diŵiŶueƌ le teŵps d͛eǆĠĐutioŶ gloďal de 
l͛appliĐatioŶ. 
LoƌsƋue Đ͛est le Đas, plusieuƌs solutioŶs s͛offƌeŶt au dĠǀeloppeuƌ et dĠpeŶdeŶt 
gĠŶĠƌaleŵeŶt de l͛utilisatioŶ Ƌui est faite des autoŵates Đellulaiƌes et eŶ paƌtiĐulieƌ du tǇpe 
d͛autoŵate Đellulaiƌe utilisĠ. AiŶsi, si l͛algoƌithŵe utilisĠ est « WireWorld », l͛ĠǀolutioŶ ďieŶ 
particulière des états permet de grandement limiter les calculs car les cellules vides 
Ŷ͛ĠǀolueƌoŶt jaŵais ǀeƌs uŶ autƌe Ġtat et Ŷe seƌoŶt jaŵais iŵpliƋuĠes daŶs le ĐhaŶgeŵeŶt 
d͛Ġtat d͛uŶe autƌe Đellule. PaƌĐouƌiƌ l͛eŶseŵďle des Đellules Ŷ͛est doŶĐ pas foƌĐĠŵeŶt 
opportun dans ce cas. Conserver la liste des cellules non vides ainsi que celle de leurs voisins 
non vides peut permettre de minimiser les calculs. 
Si des algorithmes spécifiques peuvent ainsi être développés pour des automates cellulaires 
particuliers, il existe aussi des algorithmes généralistes permettant dans certains cas 
l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes. C͛est le Đas de l͛algoƌithŵe Hash-Life qui va nous intéresser 
ici. 
L͛algoƌithŵe Hash-Life se fonde sur le principe de la mémoïzation. Ce principe a été introduit 
par Michie en 1968 (Michie 1968). Il introduit ainsi son article : 
« Il serait intéressant que les ordinateurs puissent apprendre de leurs expériences et ainsi 
autoŵatiƋueŵeŶt aŵĠlioƌeƌ l͛effiĐaĐitĠ de leuƌs pƌopƌes pƌogƌaŵŵes à l͛eǆĠĐutioŶ. » 
Cette phrase résume très bien le principe de la mémoïzation qui est de conserver le résultat 
d͛uŶ ĐalĐul afiŶ Ƌu͛il soit ƌĠutilisĠ diƌeĐteŵeŶt si Đelui-ci venait à être de nouveau nécessaire. 
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La suite de Fibonacci implémentée récursivement
7
 est un bon exemple de fonction pouvant 
tirer profit de la mémoïzation. Pour rappel, la suite de Fibonacci fibonacci( n ) vaut 0 
pour « n » valant 1, 1 pour « n » valant 2 et vaut fibonacci( n -
 1 ) + fibonacci( n - 2 ) pour toutes autres valeurs de n > 2 . Une implémentation 
récursive est la suivante (Code 2-9) : 
int fibonacci( int n ) 
{ 
   if ( n == 0 ) 
   { 
      return 0 ; 
   } 
   else if ( n == 1 ) 
   { 
      return 1; 
   } 
   else 
   { 
      return fibonacci( n - 1 ) + fibonacci( n - 2 ); 
   } 
} 
Code 2-9 : Implémentation récursive de la fonction de Fibonacci. 
OŶ s͛apeƌçoit tƌğs faĐileŵeŶt Ƌue Đette iŵplĠŵeŶtatioŶ peut appeleƌ uŶ gƌaŶd Ŷoŵďƌe de 
fois la fonction fibonacci avec les mêmes paramètres pour réaliser un seul calcul de la 
valeur de fibonacci, pour un n doŶŶĠ. AiŶsi, l͛appel de la foŶĐtioŶ aǀeĐ Đoŵŵe paramètre 
n=7 va réaliser : 
– 1 appel à fibonacci( 7 ) ;l͛appel iŶitial oďligatoiƌeͿ. 
– 1 appel à fibonacci( 6 ). 
– 2 appels à fibonacci( 5 ). 
– 3 appels à fibonacci( 4 ). 
– 5 appels à fibonacci( 3 ). 
– 8 appels à fibonacci( 2 ). 
– 13 appels à fibonacci( 1 ). 
– 8 appels à fibonacci( 0 ). 
Soit un total de 41 appels de la fonction fibonacci. De manière générale, cela produit 
2 x fibonacci( n ) - 1 appels pour tout n > 0 (Robertson 1999). Or, en utilisant le 
                                                     
7
 UŶe iŵplĠŵeŶtatioŶ ƌĠĐuƌsiǀe de la suite de FiďoŶaĐĐi Ŷ͛est pas, et de loiŶ, l͛iŵplĠŵeŶtatioŶ la plus efficace 
ŵais Đe Ŷ͛est pas le sujet aďoƌdĠ iĐi. 
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principe de la mémoïzation pour sauver le résultat de la fonction fibonacci pour une 
valeur de « n » donnée, un seul appel pour un « n » donné est nécessaire. Si le gain peut 
paraitre minime pour de petites valeurs de « n », il faut garder en mémoire que la fonction 
de Fibonacci croît très vite. Ainsi, pour n = 20, 13529 appels seront nécessaires sans 
mémoïzation et seulement 20 avec. 
BieŶ eŶteŶdu, l͛utilisatioŶ de la mémoïzation a un coût, aussi bien en empreinte mémoire 
Ƌu͛eŶ teŵps de ĐalĐul. Le Đoût ŵĠŵoiƌe est liĠ au stoĐkage du ƌĠsultat de la foŶĐtioŶ. Le Đoût 
en temps de calcul, qui peut très vite être rentabilisé, vient des traitements supplémentaires 
nécessaires dans la fonction pour vérifier si le calcul a déjà été effectué et pour stocker le 
ƌĠsultat ;apƌğs l͛aǀoiƌ ĐalĐulĠ ŶoƌŵaleŵeŶtͿ dans le cas contraire (voir Code 2-10). 
int fibonacci( int n ) 
{ 
   if ( n a déjà été calculé ) 
   { 
      return la valeur stockée; 
   } 
   else 
   { 
      if ( n == 0 ) 
      { 
         return 0 ; 
      } 
      else if ( n == 1 ) 
      { 
         return 1; 
      } 
      else 
      { 
         stocker fibonacci( n - 1 ) + fibonacci( n - 2 ); 
         return la valeur stockée; 
      } 
   } 
} 
Code 2-10 : Pseudocode de l’implémentation à l'aide de la mémoïzation de la fonction de 
Fibonacci. 
Transposée auǆ autoŵates Đellulaiƌes, Đ͛est la foŶĐtioŶ de ĐalĐul de l͛Ġtat suiǀaŶt Ƌui ǀa 
utiliser la mémoïzation. AfiŶ d͛aĐĐĠlĠƌeƌ le plus possiďle les ĐalĐuls, l͛algoƌithŵe Hash-Life 
(Gosper 1984) Ŷe se ĐoŶteŶte pas de liŵiteƌ l͛utilisation de la mémoïzation à une fonction 
Ƌui pƌeŶdƌait l͛Ġtat d͛uŶe Đellule et de soŶ ǀoisiŶage et ƌetouƌŶeƌait le Ŷouǀel Ġtat de la 
Đellule. L͛idĠe est de sauǀegaƌdeƌ l͛ĠǀolutioŶ de la configuration de cellules de tailles 
diverses (la Figure 2-9Figure 2-9 montre plusieurs configurations différentes de taille 8x8), 
pouǀaŶt alleƌ jusƋu͛à la totalitĠ de l͛espaĐe de siŵulatioŶ. De Đette ŵaŶiğƌe, si uŶe 
92 
 
configuration de cellules est souvent retrouvée dans la simulation (comme ce pourrait être 
le cas de la configuration n°1 qui est vide ci-dessous), beaucoup de temps de calcul peut être 
économisé ; en particulier si les configurations retrouvées sont de tailles importantes. 
Configuration 1 Configuration 2
Configuration 3 Configuration 4
 
Figure 2-9: Différentes configurations de cellules possibles 
Mais le mécanisme de mémoïzation Ŷ͛est peƌtiŶeŶt Ƌue si les ĐoŶfiguƌatioŶs dĠjà ĐoŶŶues 
sont retrouvées rapidement. Pour arriver à un tel résultat, deux mécanismes sont mis en 
place : 
– UŶe oƌgaŶisatioŶ de l͛espaĐe peƌŵettaŶt de faĐileŵeŶt ƌetƌouǀeƌ les ĐoŶfiguƌatioŶs 
de cellules déjà rencontrées. 
– Une organisation des données permettant un accès très rapide aux configurations. 
Pour retrouver les ĐoŶfiguƌatioŶs, l͛algoƌithŵe Hash-Life oƌgaŶise l͛espaĐe à l͛aide de 
quadtrees complets. Un quadtree est une structure de données sous foƌŵe d͛aƌďƌe où 
ĐhaƋue Ŷœud est soit uŶe ďƌaŶĐhe Ƌui possğde eŶtƌe ϭ et ϰ Ŷœuds fils ;ϰ daŶs le Đas d͛uŶ 




Figure 2-10 : Représentation en quadtree complet. 
Pouƌ tiƌeƌ paƌti de Đette stƌuĐtuƌe de doŶŶĠes, uŶe ĐoŶfiguƌatioŶ Ŷ͛est iŶstaŶĐiĠe Ƌu͛uŶe 
seule fois. Il faut doŶĐ pouǀoiƌ la ƌetƌouǀeƌ tƌğs ƌapideŵeŶt, Đ͛est la ƌaisoŶ de l͛utilisatioŶ de 
tables de hachage (Maurer et Lewis 1975) Ƌui oŶt doŶŶĠ leuƌ Ŷoŵ à l͛algoƌithŵe. Deuǆ 
tables de hachage au minimum sont nécessaires : 
– La pƌeŵiğƌe stoĐke l͛adƌesse des diffĠƌeŶtes ďƌaŶĐhes teƌŵiŶales ;ĐoŵposĠes de 
quatre feuilles). Ainsi, à partir de la valeur de quatre cellules (la cellule supérieure 
gauche, la cellule supérieure droite, la cellule inférieure gauche et la cellule inférieure 
dƌoiteͿ, il est possiďle de ƌĠĐupĠƌeƌ l͛adƌesse ŵĠŵoiƌe de la ĐoŶfiguƌatioŶ 
ĠƋuiǀaleŶte. DaŶs l͛eǆeŵple de la Figure 2-11, la ƌeĐheƌĐhe d͛uŶe ďƌaŶĐhe terminale 
comportant uniquement des cellules vides sauf dans le coin inférieur gauche 
ƌetouƌŶeƌa la ĐoŶfiguƌatioŶ de Đellule d͛adƌesse « c ». 
Table des
feuilles





Figure 2-11 : Table de hachage des branches terminales : la ĐlĠ est ĐoŵposĠe de l’Ġtat des Ƌuatƌe 
Đellules et la valeuƌ est l’adƌesse de la ĐoŶfiguƌatioŶ ĐoƌƌespoŶdaŶte. ;sg : supérieur gauche ; sd : 
supérieur droit ; ig : inférieur gauche ; id inférieur droit) 
– La seĐoŶde stoĐke l͛adƌesse des différentes branches non terminales (composées de 
Ƌuatƌe ďƌaŶĐhesͿ. Il est aloƌs possiďle, à l͛aide de l͛adƌesse ŵĠŵoiƌe des Ƌuatƌe 
branches qui composent une branche de retrouver son adresse en mémoire. 
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DaŶs l͛eǆeŵple de la Figure 2-12, si l͛oŶ ƌeĐheƌĐhe la ĐoŶfiguƌatioŶ ϴǆϴ ĐoŵposĠe 
uniquement de cellules vides, oŶ ǀa d͛aďoƌd ĐheƌĐheƌ l͛adƌesse ŵĠŵoiƌe de la 
branche finale possédant quatre cellules vides dans la première table de hachage 
(Figure 2-11), Đe Ƌui ǀa ƌetouƌŶeƌ l͛adƌesse « b ». OŶ ƌeĐheƌĐhe eŶsuite l͛adƌesse de la 
configuration composée de quatre configurations de 2x2 cellules vides, donc on vient 
de tƌouǀeƌ l͛adƌesse eŶ ŵĠŵoiƌe ;« b »Ϳ, Đe Ƌui ƌetouƌŶe la ĐoŶfiguƌatioŶ d͛adƌesse 
mémoire « e » dans la table des branches. Enfin, la recherche de la configuration 
ĐoŵpoƌtaŶt Ƌuatƌe fils de ϰǆϰ ;d͛adƌesse ŵĠŵoiƌe « e ») retourne la configuration 
d͛adƌesse ŵĠŵoiƌe « f ». 
Table des
branches








Figure 2-12 : Table de hachage des branches non terminales : la ĐlĠ est ĐoŵposĠe de l’adƌesse des 
Ƌuatƌe ďƌaŶĐhes filles et la valeuƌ est l’adƌesse de la ĐoŶfiguƌatioŶ ĐoƌƌespoŶdaŶte. ;sg : supérieur 
gauche ; sd : supérieur droit ; ig : inférieur gauche ; id inférieur droit) 
BieŶ eŶteŶdu, loƌsƋu͛uŶe ĐoŶfiguƌatioŶ Ŷ͛est pas dispoŶiďle eŶ ŵĠŵoiƌe, Đelle-ci est créée et 
ajoutĠe daŶs la taďle de haĐhage ĐoƌƌespoŶdaŶte. AiŶsi, au dĠŵaƌƌage de l͛appliĐatioŶ, les 
deuǆ taďles soŶt ǀides et s͛eŶƌiĐhissent peu à peu de configurations différentes. 
Cette stƌatĠgie peƌŵet de diŵiŶueƌ l͛espaĐe ŵĠŵoiƌe ŶĠĐessaiƌe Đaƌ uŶ Ŷoŵďƌe liŵitĠ de 
ĐoŶfiguƌatioŶs est gĠŶĠƌaleŵeŶt tƌğs souǀeŶt ƌĠpĠtĠ. EŶ paƌtiĐulieƌ, loƌsƋue l͛oŶ tƌaite des 
espaces très vastes comportant une grande proportion de cellules vides, le coût de stockage 
de Đes Đellules ǀides peut ġtƌe ƌeŶdu ŶĠgligeaďle à l͛aide d͛uŶe telle stƌuĐtuƌe de doŶŶĠes. 
À l͛aide de Đette stƌatĠgie de stoĐkage Ƌui peƌŵet de ƌetƌouǀeƌ les ĐoŶfiguƌatioŶs dĠjà 
manipulées, il est alors possible (en sauvegardant pour chaque configuration la future 
configuration, ƌĠsultat d͛uŶe itĠƌatioŶ) de Ŷ͛effeĐtueƌ Ƌu͛uŶe fois Đe ĐalĐul (voir Code 2-11). 
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class Branche : public Noeud 
{ 
    // Pointeur de Noeud correspondant aux 4 fils. 
    Noeud *   supGauche_; 
    Noeud *   supDroit_; 
    Noeud *   infGauche_; 
    Noeud *   infDroit_; 
 
    // Pointeur vers la configuration résultat. 
    Noeud *   resultat_; 
}; 
Code 2-11 : Extrait de la déclaration de la classe Branche dans l'algorithme Hash-Life en 2D. 
De Đette façoŶ, l͛algoƌithŵe, pouƌ tƌouǀeƌ le ƌĠsultat d͛uŶe itĠƌatioŶ suƌ uŶe ĐoŶfiguƌatioŶ 
donnée, est très simple : 
- Si le résultat a déjà été calculé, le retourner. 
- Sinon, le calculer, le sauvegarder et le retourner. 
AiŶsi, le ƌĠsultat d͛uŶe itĠƌatioŶ pouƌ uŶe ĐoŶfiguƌatioŶ doŶŶĠe Ŷ͛est ĐalĐulĠ Ƌu͛uŶe fois. 
Pouƌ les ĐoŶfiguƌatioŶs peu ĐouƌaŶtes, Đe ŵĠĐaŶisŵe Ŷ͛est pas ƌeŶtable en termes de temps 
de calcul mais dès lors que la configuration réapparait souvent dans une simulation, les gains 
en temps peuvent être très importants. 
Le pƌoďlğŵe est Ƌu͛eŶ l͛aďseŶĐe de la ĐoŶŶaissaŶĐe des Đellules ǀoisiŶes d͛uŶe 
configuration, il est impossible de connaitre le nouvel état des cellules sur le bord de la 
configuration. La taille de la configuration de cellules sauvegardées comme résultat 
































Figure 2-13 : Configurations de cellules avec leurs configurations résultantes sauvegardées après 
une itération. 
Pouƌ ƌetƌouǀeƌ le Ŷouǀel Ġtat d͛uŶe ĐoŶfiguƌatioŶ de Đellules d͛uŶ autoŵate ;Đadƌe ƌouge 
daŶs l͛eǆeŵple de la Figure 2-14), il va donc être nécessaire de travailler sur une 
ĐoŶfiguƌatioŶ seŶsiďleŵeŶt plus gƌaŶde ;Đadƌe ďleu daŶs l͛eǆeŵple suiǀaŶtͿ. ÉtaŶt doŶŶĠ 
Ƌue l͛oŶ utilise uŶ Ƌuadtƌee, la ĐoŶfiguƌatioŶ supĠƌieuƌe possĠdeƌa toujouƌs uŶ ĐôtĠ deuǆ 
fois plus gƌaŶd ;daŶs l͛eǆeŵple suiǀaŶt, la ĐoŶfiguƌatioŶ supĠrieure est de taille 8x8 pour 
calculer une configuration de 4x4). 
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À paƌtiƌ de Đette ĐoŶfiguƌatioŶ de taille supĠƌieuƌe ;la ďleueͿ, il Ŷ͛est pas possiďle de 
ƌetƌouǀeƌ le Đœuƌ eŶ ƌĠalisaŶt uŶ siŵple ĐalĐul paƌ ƌĠĐuƌsioŶ suƌ les Ƌuatƌe fils Đaƌ Đelui-ci ne 
mène pas au résultat souhaité. EŶ appliƋuaŶt uŶ algoƌithŵe sĠƋueŶtiel à l͛autoŵate de la 
Figure 2-15Figure 2-15, les quatre fils (en vert) fourniraient dans un premier temps comme 
ƌĠsultat leuƌs Đœuƌs ƌespeĐtifs ;eŶ oƌaŶgeͿ. Or ces quatre zones en orange ne permettent 
pas de ƌeĐoŶstitueƌ le Đœuƌ de l͛autoŵate iŶitial ;eŶ ƌougeͿ, elles soŶt disjoiŶtes et tƌop 
éloignées du centre. 
Pour disposer du résultat souhaité, il est nécessaire de créer quatre nouvelles configurations 
temporaires de cellules, de la ŵġŵe taille Ƌue la ĐoŶfiguƌatioŶ Ƌue l͛oŶ ĐheƌĐhe à Ġtudieƌ ;eŶ 
rouge), décalées respectivement en haut et à gauche, en haut et à droite, en bas et à 
gauche, et en bas et à dƌoite ;daŶs l͛eǆeŵple suiǀaŶt, il s͛agit des Ƌuatƌe ĐoŶfiguƌatioŶs de 
cellules rouges dans la deuxième étape du schéma). Une fois ces quatre configurations 
accessibles (créées ou récupérées dans la table de hachage), la fusion de leur calcul à 
l͛itĠƌatioŶ suiǀaŶte ;ŶuŵĠƌotĠs de uŶ à Ƌuatƌe daŶs l͛eǆeŵple suiǀaŶtͿ peƌŵet de foƌŵeƌ la 


































Figure 2-14 : Création de quatre configurations temporaires (au milieu) pour disposer, après fusion 





Figure 2-15 : Échec d'une récursion simple sur les quatre fils. 
Le suƌĐoût de Đes diffĠƌeŶts ŵĠĐaŶisŵes loƌs du ĐalĐul de l͛itĠƌatioŶ suiǀaŶte ;loƌsƋue Đe 
ƌĠsultat Ŷ͛est pas dĠjà ĐoŶŶuͿ est ĐlaiƌeŵeŶt appaƌeŶt. Pouƌ autaŶt, le fait de pouvoir 
accéder au résultat directement (uŶe fois Ƌu͛il a dĠjà ĠtĠ ĐalĐulĠ) permet de contrebalancer 
tous Đes Đoûts daŶs le Đas où l͛oŶ ƌetƌouǀe suffisaŵŵeŶt souǀeŶt les ŵġŵes ĐoŶfiguƌatioŶs 
de cellules (ce point sera développé plus en détail par la suite). 
Mais l͛algoƌithŵe Hash-Life Ŷe se ĐoŶteŶte pas de sauǀegaƌdeƌ le ƌĠsultat de l͛itĠƌatioŶ 
suivante, il peut sauvegarder le résultat de plusieurs itérations. Bien entendu, pour chaque 
itĠƌatioŶ, le Đœuƌ du Đuďe ǀa ġtƌe uŶ peu plus petit. DaŶs l͛eǆeŵple de la Figure 2-14, étant 
doŶŶĠ Ƌue l͛oŶ ne s͛iŶtĠƌesse Ƌu͛au ĐeŶtƌe du Đuďe ;de ϰ paƌ ϰͿ et Ƌue Ŷous aǀoŶs tƌaǀaillĠ 
avec un contour de deux cellules en utilisant le parent (de 8 par 8), il est alors possible de 
sauvegarder le résultat après deux itérations. 
De ŵaŶiğƌe gĠŶĠƌale, ĠtaŶt doŶŶĠ Ƌue l͛oŶ ŵaŶipule uŶ Ƌuadtƌee, le Đœuƌ seƌa toujouƌs 
d͛uŶe taille deuǆ fois ŵoiŶdƌe Ƌue l͛espaĐe iŶitial ;daŶs l͛eǆeŵple de la Figure 2-14, un 
espaĐe de ϴǆϴ deǀieŶt uŶ espaĐe de ϰǆϰͿ. Il est aloƌs possiďle d͛effeĐtueƌ N / ϰ itĠƌatioŶs à 
l͛aǀaŶĐe saŶs peƌdƌe d͛iŶfoƌŵatioŶs où N est le ĐôtĠ de l͛espaĐe initial. Cette technique est 
tƌğs puissaŶte ;pouƌ uŶ Đuďe de ϭϬϮϰ paƌ ϭϬϮϰ, oŶ pouƌƌa ƌĠaliseƌ Ϯϱϲ itĠƌatioŶs d͛uŶ ĐoupͿ, 
elle peƌŵet de ƌĠaliseƌ tƌğs ǀite le ĐalĐul d͛uŶ gƌaŶd Ŷoŵďƌe d͛itĠƌatioŶs. Pouƌ autaŶt, Đette 
teĐhŶiƋue Ŷ͛est ǀiaďle Ƌue loƌsƋue les résultats intermédiaires ne sont pas nécessaires. 
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UŶe eǆpliĐatioŶ Đoŵplğte ;eŶ aŶglaisͿ de l͛iŵplĠŵeŶtatioŶ de l͛algoƌithŵe est aĐĐessiďle suƌ 
le site DrDobbs8 ou à tƌaǀeƌs l͛iŵplĠŵeŶtatioŶ liďƌe du logiĐiel GollǇ9. 
2.2.3 Limites de l’algorithme Hash-Life 
Selon les Đas d͛utilisatioŶ, l͛algoƌithŵe peut-ġtƌe d͛uŶe gƌaŶde effiĐaĐitĠ, ou peu ƌeŶtaďle, 
pénalisant en terme de vitesse de calcul voire même inutilisable. 
Son efficacité va dépendre de la réapparition de configurations de cellules. Si celles-ci sont 
souvent ƌetƌouǀĠes, le suƌĐoût du tƌaiteŵeŶt iŶitial pouƌ le ĐalĐul de l͛itĠƌatioŶ suiǀaŶte ;ou 
des itérations suivantes) est rapidement compensé. Plus il y a de nouvelles configurations 
Ƌui appaƌaisseŶt ƌĠguliğƌeŵeŶt et plus l͛effiĐaĐitĠ de l͛algoƌithŵe ǀa Đhuter. 
La ƌĠappaƌitioŶ des ĐoŵďiŶaisoŶs ǀa doŶĐ aǀoiƌ uŶ effet pƌiŵoƌdial suƌ l͛effiĐaĐitĠ d͛uŶ tel 
algorithme. La proportion de réapparitions, si elle Ŷe peut pas ġtƌe Ġtaďlie à l͛aǀaŶĐe saŶs 
ĐoŶŶaitƌe l͛Ġtat iŶitial de l͛autoŵate peut ġtƌe estiŵĠe. AiŶsi, plusieurs facteurs connus à 
priori vont avoir un impact sur la réapparition des configurations de cellules : 
- Le Ŷoŵďƌe d͛Ġtats possiďles pour une cellule. 
Il est bien évident que, plus le Ŷoŵďƌe d͛Ġtats aĐĐeptaďles pouƌ uŶe Đellule loƌs d͛uŶe 
simulation est faible, plus le nombre de combinaisons est limité, et donc plus les 
chances de retrouver une configuration déjà rencontrée sont grandes. 
Un espace de 16 cellules possédera ainsi N16 configurations différentes (où N est le 
Ŷoŵďƌe d͛Ġtats diffĠƌeŶts Ƌue peut prendre une cellule). On a donc 65 536 
ĐoŶfiguƌatioŶs diffĠƌeŶtes daŶs le Đas d͛uŶ autoŵate à deuǆ Ġtats ;Đoŵŵe le Jeu de 
la VieͿ. Si le Ŷoŵďƌe d͛Ġtats augmente, le nombre de configurations différentes 
augmente très rapidement : pour N = 4, on a déjà plus de quatre milliards de 
configurations différentes (4 294 967 296). 
- Les ƌğgles de l͛autoŵate Đellulaiƌe. 
Si le Ŷoŵďƌe d͛Ġtats possiďles pouƌ uŶe Đellule iŶflue foƌteŵeŶt la ƌĠappaƌitioŶ des 
configurations, les règles sont toutes aussi importantes. En effet, selon les règles 
utilisées, le nombre de combinaisons pouvant apparaître au cours de la simulation 
                                                     
8
 http://drdobbs.com/high-performance-computing/184406478?pgno=1 : Dernier accès le 07/11/2011 (les 
liens vers les figures ne sont plus correct, accéder à celles-Đi ǀia les pages suiǀaŶtes eŶ ďas de l͛aƌtiĐleͿ. 
9
 Golly - Page officielle: golly.sourceforge.net : Dernier accès le 07/11/2011. 
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peuvent être limitées et donc les réapparitions de configurations de cellules déjà 
connues seront plus courantes. 
Pouƌ ƌepƌeŶdƌe uŶe Ŷouǀelle fois l͛eǆeŵple du jeu de la vie, hormis à l͛iŶitialisatioŶ, 
une configuration 4x4 ne pourra jamais comprendre une totalité de cellules vivantes. 
Pouƌ l͛algoƌithŵe WiƌeWoƌld, la Ƌueue de l͛ĠleĐtƌoŶ Ŷe seƌa jaŵais suiǀie de la tġte 
de l͛ĠleĐtƌoŶ, Đes ĐoŶtƌaiŶtes diŵiŶuaŶt d͛autaŶt le Ŷoŵďƌe de ĐoŶfiguƌatioŶs 
possibles.  
Paƌ ailleuƌs, uŶ iŶĐoŶǀĠŶieŶt ŵajeuƌ de l͛algoƌithŵe aĐtuel est Ƌu͛il Ŷ͛est pas adaptĠ auǆ 
ŵodğles d͛autoŵates Đellulaiƌes stoĐhastiƋues. EŶ effet, Hash-Life ƌepose suƌ l͛utilisatioŶ de 
la mémoïzation et sauǀe le ƌĠsultat du ĐalĐul d͛uŶe ou plusieuƌs itĠƌatioŶs. Oƌ, aǀeĐ uŶ 
modèle stochastique, ce résultat peut ġtƌe diffĠƌeŶt à ĐhaƋue fois Ƌu͛il deǀƌait ġtƌe ĐalĐulĠ. 
La mémoïzation et doŶĐ l͛algoƌithŵe Hash-Life soŶt doŶĐ iŶutilisaďles, eŶ l͛Ġtat, aǀeĐ des 
modèles stochastiques. 
Conclusion 
L͛Ġtude de la modélisation des systèmes complexes pose de nombreux problèmes aux 
iŶfoƌŵatiĐieŶs. Les ĐoŶtƌaiŶtes de la ŵodĠlisatioŶ, Ƌu͛elles soient multi-échelles ou non, se 
retrouvent eŶ ďout de ĐhaîŶe loƌs de l͛iŵplĠŵeŶtation informatique. Ainsi, les différentes 
formes de modélisation des problèmes nécessitent des solutions différentes. Pour pouvoir 
résoudre plus simplement ces problématiques variées, il est ainsi nécessaire de disposer 
d͛uŶ outil de ŵodĠlisatioŶ et de simulation le plus générique possible. La PGMS a été 
développée dans ce but. Si la PGMS est pour le moment cantonnée à des problèmes simples, 
l͛oďjeĐtif d͛uŶ tel outil est de peƌŵettƌe la siŵulatioŶ d͛uŶ gƌaŶd Ŷoŵďƌe de sǇstğŵes, eŶ 
particulier les systèmes complexes.  
Mġŵe loƌsƋu͛uŶe appliĐatioŶ ďĠŶĠfiĐie d͛uŶ dĠǀeloppeŵeŶt optimal, les contraintes 
matérielles limitent ses performances. Il est alors parfois obligatoire, pour simuler des 
systèmes plus importants, d͛aǀoiƌ ƌeĐouƌs à la paƌallĠlisatioŶ de l͛application pour disposer 
de peƌfoƌŵaŶĐes ƌaisoŶŶaďles. Si l͛utilisatioŶ de Đlusteƌs ou de gƌilles de calcul permet de 
disposeƌ d͛iŵŵeŶses puissances de ĐalĐul, l͛utilisatioŶ des GPU pouƌ ƌĠaliseƌ des ĐalĐuls 
scientifiques est une alternative de plus en plus séduisante. La puissance de ces derniers ne 
cesse en effet de croire alors même que celle des microprocesseurs conventionnels a 
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teŶdaŶĐe à stagŶeƌ. D͛autƌe paƌt, l͛apparition d͛API peƌŵettaŶt d͛effeĐtueƌ des ĐalĐuls 
généralistes simplement sur de telles cartes (CUDA et OpenCL eŶ paƌtiĐulieƌͿ à l͛aide de 
l͛appƌoĐhe SIMT ;SiŶgle IŶstƌuĐtioŶ Multiple ThƌeadͿ a gƌaŶdeŵeŶt aĐĐĠlĠƌĠ le 
dĠǀeloppeŵeŶt d͛appliĐatioŶs gĠŶĠƌalistes suƌ GPU. Dans notre contexte nous avons retenu 
cette solution qui se révèle tout à fait adaptée à la problématique de performance obtenue 
sur une machine de table. 
Pouƌ autaŶt, la paƌallĠlisatioŶ de l͛appliĐatioŶ Ŷ͛est pas toujours la seule solution existante 
pouƌ aŵĠlioƌeƌ les peƌfoƌŵaŶĐes d͛uŶe appliĐatioŶ. Pour bien des problèmes, un 
ĐhaŶgeŵeŶt d͛algoƌithŵe peut fortement faiƌe ǀaƌieƌ les peƌfoƌŵaŶĐes. C͛est paƌ eǆeŵple le 
cas des automates cellulaires où l͛algoƌithŵe Hash-Life permet dans de très nombreux cas 
une amélioration drastique des performances. 
Dans le contexte de la PGMS, la siŵulatioŶ d͛autoŵates eŶ trois dimensions est essentielle, 
nous avons cependant constaté que les meilleures implémentations Ŷ͛oŶt ŵalheuƌeuseŵeŶt 
été étudiées que dans le cas de modèles en deux dimensions. En effet, les recherches sur 
des modèles en trois dimensions sont rares. 
MoŶ tƌaǀail a doŶĐ poƌtĠ suƌ plusieuƌs aǆes, l͛eŶjeu ƌestaŶt toujouƌs l͛aŵĠlioƌatioŶ des 
peƌfoƌŵaŶĐes de l͛appliĐatioŶ. Des tƌaǀauǆ oŶt aiŶsi ĠtĠ effeĐtuĠs suƌ les autoŵates 
cellulaires et le calcul de champs afiŶ d͛aŵĠlioƌeƌ les performances de modèles utilisant ces 
outils. Dans ce but et pouƌ peƌŵettƌe à l͛appliĐatioŶ d͛ġtƌe la plus effiĐaĐe possiďle, 
différentes options ont été étudiées : optimisation du code existant, la modification de 
l͛algoƌithŵe utilisĠ ou la parallélisation sur GPU. 
Étant doŶŶĠ l͛usage pƌiǀilĠgiĠ daŶs ŵes tƌaǀauǆ de la parallélisation à base de GPU pour 
améliorer les performances de la PGMS, nous avons souhaité présenter l͛API CUDA de façon 
pédagogique dans le chapitre qui suit. L͛eǆpliĐatioŶ du Đhoiǆ de Đette API plutôt Ƌu͛uŶe autƌe 












3 Développement sur architecture hybride à l’aide de l’API CUDA 
Introduction 
Si le potentiel des cartes graphiques en termes de performances brutes Ŷ͛est plus à 
démontrer, il est cependant nécessaire de disposer des bons outils et d͛uŶe ďoŶŶe 
formation pour pouvoir en tirer le meilleur. Dans le but de faciliter la tâche des 
développeurs, uŶ Ŷoŵďƌe iŵpoƌtaŶt d͛API peƌŵettaŶt la ƌĠalisatioŶ de ĐalĐuls sur GPU est 
aujouƌd͛hui dispoŶiďle. Au début de ma thèse, en 2009, deux API majeures étaient 
disponibles pour la réalisation de calculs suƌ aƌĐhiteĐtuƌe hǇďƌide. Il s͛agissait de l͛API CUDA 
proposée par NVIDIA et de l͛API OpeŶCL pƌoposée par Khronos. Dans notre contexte de 
thèse CIFRE, le choix s͛est poƌtĠ suƌ la paƌallĠlisatioŶ suƌ GPU à l͛aide de l͛API pƌoposĠe paƌ 
NVIDIA. 
Les raisons de Đe Đhoiǆ soŶt ŵultiples. Tout d͛aďoƌd, uŶe des doŶŶĠes les plus iŵpoƌtaŶtes a 
bien entendu été la performance des deux API. Or, pour une même application, les 
peƌfoƌŵaŶĐes des appliĐatioŶs ƌĠalisĠes à l͛aide de CUDA Ġtaient nettement plus 
performantes que Đelles ƌĠalisĠes à l͛aide d͛OpeŶCL (qui étaient parfois jusƋu͛à ϲϬ% plus 
lente) (Karimi, Dickson et Hamze 2010). Cette différence était majoritairement due à une 
volonté de NVIDIA de mettre en avant son API et donc d͛optimiseƌ l͛utilisatioŶ de ses Đaƌtes 
graphiques pour son API. Cette mentalité a fortement évolué depuis le début de ma thèse et 
les nouveaux « drivers » OpenCL pour les cartes graphiques NVIDIA sont beaucoup plus 
performants. 
La production par NVIDIA de cartes graphiques très performantes dédiées au calcul 
généraliste a également largement contribué au choix final. En effet, aussi performante 
Ƌu͛elle soit, l͛API CUDA Ŷ͛est pouƌ le ŵoŵeŶt utilisaďle Ƌu͛aǀeĐ des GPU NVIDIA. Il est donc 
nécessaire de disposer du matériel le plus adapté pour obtenir les meilleures performances. 
En 2008, NVIDIA proposait déjà du matériel très performant spécialisé dans le calcul 
généraliste : la carte Tesla M1060 pour les serveurs et la carte C1060 pour les stations de 
travail fournissaient déjà 240 unités de calcul en virgules flottantes cadencées jusƋu͛à 
1,44GHz. 
De plus, uŶ plus gƌaŶd Ŷoŵďƌe d͛outils ĠtaieŶt dispoŶiďles pour aider au développement 
d͛appliĐatioŶs à l͛aide de l͛API CUDA alors que pouƌ OpeŶCL l͛offƌe Ġtait ŵoiŶs ĠtoffĠe à 
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l͛ĠpoƋue. EŶ paƌtiĐulieƌ, la pƌĠseŶĐe d͛uŶ dĠďogueuƌ iŶspiƌĠ de gdď et d͛uŶ pƌofileuƌ a ĠtĠ 
très précieuse lors de l͛optiŵisatioŶ de la parallélisation de notre application. Enfin, la 
populaƌitĠ plus iŵpoƌtaŶte de l͛API CUDA a permis de disposer de davantage de ressources ; 
Đe Ƌui est loiŶ d͛ġtƌe ŶĠgligeaďle loƌsƋue l͛oŶ tƌaǀaille suƌ uŶe API eŶĐoƌe tƌğs jeune dans un 
contexte limité par le temps. 
Ce soŶt Đes ƌaisoŶs Ƌui oŶt guidĠ le Đhoiǆ de l͛API à utiliseƌ. Pour autant, il est important de 
noter que le but a toujours ĠtĠ de ƌesteƌ le plus gĠŶĠƌiƋue possiďle eŶ liŵitaŶt l͛utilisatioŶ de 
toutes les fonctions propres à l͛API CUDA. Paƌ eǆeŵple, les foŶĐtioŶs proposées par CUDA 
afin de simplifier le traitement des eƌƌeuƌs Ŷ͛oŶt pas ĠtĠ utilisĠes afiŶ de ĐoŶseƌǀeƌ uŶ 
dĠĐoupage ŵaǆiŵuŵ paƌ ƌappoƌt à l͛API CUDA. AiŶsi, si le Đhoiǆ ǀeŶait uŶ jouƌ à être fait de 
poƌteƌ la paƌallĠlisatioŶ depuis CUDA ǀeƌs OpeŶCL, uŶ ŵiŶiŵuŵ d͛effoƌts serait nécessaire. 
La suite de ce chapitre va donc détailler les pƌiŶĐipes de la pƌogƌaŵŵatioŶ suƌ GPU à l͛aide 
de l͛API CUDA. UŶe pƌeŵiğƌe paƌtie tƌaiteƌa de l͛utilisatioŶ des thƌeads, des ďloĐs de thƌeads 
et des gƌilles de ďloĐs au seiŶ de l͛API CUDA aǀaŶt d͛iŶtƌoduiƌe assez siŵpleŵeŶt 
l͛ordonnancement de tous ces éléments par le GPU. La seconde partie décrira les différentes 
ŵĠŵoiƌes dispoŶiďles suƌ uŶ GPU et la façoŶ de les utiliseƌ à l͛aide de CUDA. Enfin, dans une 
deƌŶiğƌe paƌtie, des ĠlĠŵeŶts ĐoŵplĠŵeŶtaiƌes de l͛API CUDA seƌoŶt pƌĠseŶtés : la gestion 
des erreurs, le calcul en nombres flottants et les flux asynchrones. 
3.1 Gestion des threads 
Pouƌ Ŷe pas aǀoiƌ à se souĐieƌ des dĠtails d͛iŵplĠŵeŶtatioŶ du paƌadigŵe SIMT ;pƌĠseŶtĠe 
dans la partie 2.1.4.2 - L͛appƌoĐhe Single Instruction Multiple Thread (SIMT)L͛appƌoĐhe 
Single Instruction Multiple Thread (SIMT)) et d͛aƌĐhiteĐtuƌe ;pƌĠseŶtĠe daŶs la paƌtie 
2.1.4.3 - L͛aƌĐhiteĐtuƌe des processeurs graphiques à but génériqueL͛aƌĐhiteĐtuƌe des 
processeurs graphiques à but générique), une API la plus simple possible a donc été 
pƌoposĠe paƌ NVIDIA. Pouƌ peƌŵettƌe uŶe utilisatioŶ siŵple, CUDA s͛appuie suƌ le 
préprocesseur nvcc qui permet de générer, depuis un fichier écrit en CUDA, un fichier C++ 
Ƌu͛il est possiďle de Đoŵpileƌ aǀeĐ g++ (NVIDIA 2008). Cette stƌatĠgie a l͛aǀaŶtage de 
peƌŵettƌe à CUDA d͛utiliseƌ des ŵots ĐlĠs et des sǇŶtaǆes paƌtiĐuliğƌes pouƌ la ĐoŶĐeption et 
l͛appel de thƌeads CUDA. 
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3.1.1 Principe des Grilles, Blocs et Threads 
Pour exploiter les Ŷoŵďƌeuses uŶitĠs de ĐalĐul pƌĠseŶtes suƌ le GPU, il Ŷ͛est pas ŶĠĐessaiƌe 
de créer manuellement autant de threads Ƌue l͛oŶ souhaite eŶ eǆĠĐuteƌ et d͛affeĐteƌ ĐhaĐuŶ 
d͛euǆ à uŶe uŶitĠ de ĐalĐul. Il suffit, loƌs de l͛appel d͛uŶe foŶĐtioŶ à eǆĠĐuteƌ suƌ le GPU 
(appelée kernel dans la terminologie CUDA), de préciser quel est le nombre de threads qui 
doit se charger de son exécution. Ce nombre est fourni en renseignant la dimension des 
blocs (le nombre de threads compris dans un bloc) et la dimension de la grille (le nombre de 
blocs compris dans la grille). 
3.1.1.1 Threads 
Les deux notions de bloc et de grille seront détaillées plus tard, il suffit pour le moment de 
ĐoŵpƌeŶdƌe Ƌu͛uŶ bloc contient un certain nombre de threads et que la grille contient un 
certain nombre de blocs. 
Les appels sont donc de la forme suivante : 
ma_fonction<<< dimension_de_la_grille, dimension_des_blocs >>>( 
mes_parametres ); 
Code 3-1 : Pseudocode de l'appel d'un kernel. 
Ainsi, pour créer 10 threads exécutant en parallèle la fonction kernelExemple1, il suffit de 
ƌĠaliseƌ l͛appel de la foŶĐtion en passant en pseudo-paramètre la dimension de la grille (ici 1 
Đaƌ il Ŷ͛est pas ŶĠĐessaiƌe de disposeƌ de plus d͛uŶ ďloĐ pouƌ utiliseƌ ϭϬ threads) et la taille 
du bloc (10 pour le nombre de threads souhaité) : 
kernelExemple1<<< 1, 10 >>>(); // Appel du kernel sur 10 threads 
Code 3-2 : Appel d'un kernel utilisant dix threads. 
Pour que la fonction kernelExemple1 soit exécutée sur le GPU, il est nécessaire que celle-
ci ait été définie en tant que kernel. Un kernel est une fonction exécutable sur le GPU. Pour 
différencier les différents types de fonction, « C for CUDA » a rajouté trois autres mots clés : 
__global__, __device__ et __host__. Ces trois mots clés permettent de définir la 
poƌtĠe d͛uŶe foŶĐtioŶ : 
 __global__ :  Ce qualificatif permet de spécifier que la fonction est un kernel. 
C'est-à-diƌe Ƌu͛il s͛agit d͛uŶe foŶĐtioŶ Ƌui Ŷe pouƌƌa ġtƌe appelĠe Ƌue depuis l͛hôte 
(le CPU) et sera exécutée sur le dispositif (le GPU). 
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DaŶs l͛eǆeŵple pƌĠĐĠdeŶt, la foŶĐtioŶ kernelExemple1, qui est donc un kernel, 
seƌa dĠfiŶie à l͛aide du ŵot ĐlĠ __global__ : 
__global__ void kernelExemple1() 
{ 
   [...] // Code de la fonction 
} 
Code 3-3 : Exemple de déclaration d'un kernel. 
De façon générale, toutes les fonctions qui doivent être exécutées sur le GPU et qui 
soŶt appelĠes depuis l͛hôte ;et doŶĐ ĐoŵpƌeŶŶeŶt daŶs leuƌs appels la diŵeŶsioŶ de 
la gƌille et la diŵeŶsioŶ des ďloĐsͿ doiǀeŶt ġtƌe dĠfiŶies à l͛aide du ŵot ĐlĠ 
__global__.  __device__ : Ce qualificatif est utilisé pour définir des fonctions qui seront 
appelées depuis le GPU ; c'est-à-diƌe des foŶĐtioŶs appelĠes depuis d͛autƌes 
fonctions qualifiées par __device__ ou encore des fonctions qualifiées par 
__global__. 
Il serait par eǆeŵple possiďle daŶs le Đode de keƌŶelEǆeŵpleϭ;Ϳ d͛appeleƌ uŶe 
fonction qualifiée par le mot clé __device__ : 
__device__ void fonctionDevice1() 
{ 
   [...] // Code de la fonction 
} 
__global__ void kernelExemple1() 
{ 
   [...] 
   fonctionDevice1(); // Appel de la fonction 
   [...] 
} 
Code 3-4 : Exemple de déclaration et d'utilisation d'une fonction "device". 
 __host__ : Ce ƋualifiĐatif est utilisĠ pouƌ dĠfiŶiƌ les foŶĐtioŶs appelĠes depuis l͛hôte 
et exécutées sur celui-ci. Cela revient tout simplement à ne mettre ni __global__, 
ni __device__ et à considérer la fonction comme une fonction standard du C. 
Pour permettre l͛appel d͛uŶ gƌaŶd Ŷoŵďƌe de threads exécutant le même kernel, les threads 
doivent être regroupés en blocs, eux-mêmes regroupés dans une grille. La répartition entre 
la grille et les blocs est laissĠe liďƌe auǆ dĠǀeloppeuƌs. DaŶs l͛eǆeŵple pƌĠĐĠdeŶt eǆĠĐutant 
10 threads, le choix correspond à un seul bloc contenant 10 threads ; il aurait aussi été 
possiďle de Đhoisiƌ de disposeƌ d͛uŶe gƌille ĐoŶteŶaŶt Ϯ ďloĐs et doŶt ĐhaĐuŶ des ďloĐs 
Ŷ͛auƌait plus ĐoŶteŶu Ƌue ϱ threads ĐhaĐuŶ ;ou à l͛iŶǀeƌse ϱ blocs de 2 threads). Ces 
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questions ne sont pas complètement anodines et peuvent avoir un impact conséquent sur 
les performances. 
Warps 
AǀaŶt d͛eŶ ǀeŶiƌ à la ŶotioŶ tƌğs iŵpoƌtaŶte des blocs, il est nécessaire de réaliser un court 
aparté sur la notion de warps présente chez NVIDIA. Un warp est une notion logicielle qui 
correspond à un groupement de 32 threads qui exécutent la même instruction en même 
temps sur un streaming multiprocessor ;pouƌ ġtƌe eǆaĐt, ĠtaŶt doŶŶĠ Ƌu͛uŶ streaming 
multiprocessor ne comprend que 8 unités de calcul flottant, il faudra 4 cycles consécutifs). Le 
fait Ƌu'il s'agisse d'uŶe ŶotioŶ logiĐielle sigŶifie iĐi Ƌu͛il Ŷ͛Ǉ a pas d͛ĠƋuiǀaleŶt ŵatĠƌiel au 
warp. MalgƌĠ Đela, il Ŷ͛est pas ŵoiŶs ǀƌai Ƌue Đette ŶotioŶ a uŶ foƌt iŵpaĐt suƌ l͛utilisatioŶ du 
GPU et en particulier sur les accès mémoire et l͛oƌdoŶŶaŶĐeŵeŶt des threads. En effet, les 
aĐĐğs ŵĠŵoiƌe d͛uŶ warp peuǀeŶt ġtƌe ŵutualisĠs. AiŶsi, si tous les thƌeads d͛uŶ warp 
accèdent à des emplacements mémoire proches, uniquement deux accès seront nécessaires 
(cf. Mémoire globale (global memory)). De plus, les dernières versions (avant Fermi) de GP-
GPU de NVIDIA ne peuvent pas ordonnancer plus de 32 warps en même temps sur un même 
streaming multiprocessor. Un warp contenant lui-même 32 threads, il est donc impossible de 
dépasser 1024 threads oƌdoŶŶaŶĐĠs eŶ ŵġŵe teŵps. AiŶsi, le foŶĐtioŶŶeŵeŶt optiŵal d͛uŶ 
GPU ne sera généralement atteint que lorsque les blocs seƌoŶt ĐoŵposĠs d͛uŶ Ŷoŵďƌe de 
threads multiple de 32. La notion de warp a donc un impact important sur la programmation 
des GPU.  
3.1.1.2 Blocs 
Les blocs permettent de regrouper les threads dans une première unité logique. Le nombre 
de threads ŵaǆiŵuŵ Ƌu͛il est possiďle de ĐoŶteŶiƌ daŶs uŶ bloc dépend de la carte GPU 
utilisĠe ;ϱϭϮ thƌeads ŵaǆiŵuŵ paƌ ďloĐ suƌ les GPU aĐtuelsͿ. EŶ effet, l͛eǆĠĐutioŶ de 
l͛eŶseŵďle des thƌeads d͛uŶ ŵġŵe ďloĐ seƌa effeĐtuĠe suƌ uŶ ŵġŵe streaming 
multiprocessor ;à l͛iŶǀeƌse, des threads présents sur différents blocs peuvent être exécutés 
sur différents streaming multiprocessors). 
Oƌ le fait d͛ġtƌe eǆĠĐutĠ suƌ uŶ ŵġŵe streaming multiprocessor Ŷ͛est pas aŶodiŶ et ǀa 
permettre aux threads d͛uŶ ŵġŵe bloc de pouvoir tirer parti de la mémoire partagée propre 
à chaque streaming multiprocessor (pour communiquer mais aussi pour mutualiser les accès 
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mémoire). Il va également être possible de synchroniser les threads à uŶ eŶdƌoit pƌĠĐis d͛uŶ 
kernel. La mémoire partagée et la synchronisation seront détaillées plus loin dans ce 
document. 
Par ailleurs, afin de faciliter les calculs sur des structures multidimensionnelles, il est possible 
de créer des blocs possĠdaŶt deuǆ ou tƌois diŵeŶsioŶs. Pouƌ Đela, il est ŶĠĐessaiƌe d͛utiliseƌ 
la structure dim3 fouƌŶie paƌ l͛API. Les diǆ threads de l͛eǆeŵple pƌĠĐĠdeŶt auƌaieŶt aloƌs pu 
être représentés dans des blocs de dimension 2 par 5 par 1 : 
dim3  dimension_bloc( 2, 5, 1 ); 
Code 3-5 : Exemple de déclaration de dimension d'un bloc. 
Il existe malgré tout une restriction sur la taille des blocs dans chaque dimension : la taille 
des dimensions x et y (la première et la deuxième) est limitée à 512 alors que la dimension z 
(la troisième) ne peut dépasser 64. Il est par ailleurs impossible pouƌ le ŵoŵeŶt d͛utiliseƌ 
des blocs de plus de 512 threads ; il est doŶĐ iŵpossiďle eŶ paƌtiĐulieƌ d͛utiliseƌ uŶ ďloĐ de 
512x512x64 car cela ferait bien plus de 512 threads (16 777 216 pour être précis). De plus, 
loƌsƋue la taille d͛uŶe diŵeŶsioŶ Ŷ͛est pas spécifiée (comme les dimensions y et z dans la 
pƌeŵiğƌe ligŶe de l͛eǆeŵple suiǀaŶtͿ, sa ǀaleuƌ est ŵise paƌ dĠfaut à ϭ. AiŶsi, les tƌois ligŶes 
de code suivantes sont équivalentes et vont toutes les trois créer des blocs de taille 10 à une 
dimension :  
dim3   dimension_bloc1( 10 ); 
dim3   dimension_bloc2( 10, 1 ); 
dim3   dimension_bloc3( 10, 1, 1 ); 
Code 3-6 : Exemple de déclarations équivalentes de bloc contenant dix threads. 
UŶe fois la diŵeŶsioŶ du ďloĐ Đhoisie, l͛appel d͛uŶ kernel en passant cette dimension en 
paƌaŵğtƌe peƌŵet d͛appeleƌ Đe kernel de façon à ce que son code soit exécuté plusieurs fois 
en parallèle sur le GPU. Ainsi, le code ci-dessous lancera automatiquement l͛eǆĠĐutioŶ de ϭϮ 
threads en parallèle (voir Figure 3-1). 
dim3   dimension_bloc( 4, 3 ); 
 
// Appel du kernel sur 12 threads (4x3) 
kernelExemple2<<< 1, dimension_bloc >>>(); 




Figure 3-1 : Exécution de 12 threads (4x3) dans un bloc. [source NVIDIA] 
Mais il est parfaitement inutile de disposer de plusieurs threads exécutant le même kernel si 
tous les threads ne peuvent être différenciés de manière unique et ainsi travailler sur des 
données différentes. Pour permettre la différenciation des différents threads, « C pour 
CUDA » fournit un ensemble de variables accessibles depuis un kernel et permettant de 
connaitre ses coordonnées aussi bien au sein de son bloc que les coordonnées du bloc dont il 
fait partie au sein de la grille.  
Tout d͛aďoƌd la ǀaƌiaďle threadIdx peƌŵet d͛ideŶtifieƌ uŶ thread au seiŶ d͛uŶ bloc. Elle est 
de type uint3 avec 3 coordonnées entières pour se positionner dans un bloc. L͛aĐĐğs à 
l͛iŶdiĐe du thƌead ĐouƌaŶt daŶs ĐhaĐuŶe des tƌois diŵeŶsioŶs ǆ, Ǉ et z se feƌa doŶĐ de la 
façon suivante : 
int   indiceX     = threadIdx.x;      // Indice en dimension x 
int   indiceY     = threadIdx.y;      // Indice en dimension y 
int   indiceZ     = threadIdx.z;      // Indice en dimension z 
Code 3-8 : RĠĐupĠƌatioŶ des ideŶtifiaŶts ǆ, Ǉ et z d’uŶ thƌead daŶs uŶ ďloĐ. 
En considérant le bloc précédent de dimension 4x3, on obtiendrait alors 12 threads ayant 
tous la valeur 0 pour z mais un couple unique de valeur ( x, y ) variant respectivement de 0 à 
3 et de 0 à 2 pour chacun des indices. Le fait de se repérer dans un bloc avec trois 
coordonnées est historique et vient du fait que les GPU traitaient des cubes graphiques. 
Pouƌ siŵplifieƌ les tƌaiteŵeŶts, Đes tƌois ĐooƌdoŶŶĠes oŶt ĠtĠ iŶtƌoduites. Il Ŷ͛est nullement 
obligatoire de les utiliser toutes les trois ; la ĐooƌdoŶŶĠe ǆ peut suffiƌe à Ŷ͛iŵpoƌte Ƌuel 
traitement. 
Ainsi, un kernel où chaque thread deǀƌait douďleƌ la ǀaleuƌ de ĐhaƋue ĠlĠŵeŶt d͛uŶ taďleau 
à une dimension passé en paramètre prendrait la forme suivante : 
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__global__ void kernelExemple3( float * inTab, float * outTab ) 
{ 
   int   indiceX  = threadIdx.x; 
   outTab[ indiceX ] = inTab[ indiceX ] * 2; 
} 
Code 3-9 : Kernel peƌŵettaŶt de douďleƌ ĐhaƋue valeuƌ d’uŶ taďleau. 
Dans le corps du kernel, oŶ ƌĠĐupğƌe l͛ideŶtifiaŶt uŶiƋue threadIdx.x. On ne réalise alors 
les ĐalĐuls Ƌue suƌ l͛ĠlĠŵeŶt du taďleau possĠdaŶt l͛iŶdiĐe ĐoƌƌespoŶdaŶt : le premier thread 
;d͛iŶdiĐe ϬͿ ǀa s͛oĐĐupeƌ de ŵultiplieƌ le pƌeŵieƌ ĠlĠŵeŶt du taďleau ;d͛iŶdiĐe Ϭ ĠgaleŵeŶtͿ, 
le deuxième thread ;d͛iŶdiĐe ϭͿ ǀa ŵultiplieƌ le deuǆiğŵe ĠlĠŵeŶt du taďleau ;d͛iŶdiĐe ϭ 
ĠgaleŵeŶtͿ et aiŶsi de suite. SaŶs ouďlieƌ Ƌu͛il est ŶĠĐessaiƌe de stoĐker le résultat dans le 
taďleau de ƌetouƌ toujouƌs à l͛iŶdiĐe ĐoƌƌespoŶd au ŶuŵĠƌo du thread. 
AuĐuŶ test Ŷ͛est ƌĠalisĠ daŶs Đe Đode pouƌ ǀĠƌifieƌ Ƌue l͛oŶ Ŷ͛essaie pas d͛aĐĐĠdeƌ à uŶ iŶdiĐe 
de tableau supérieur à celui du dernier élément du tableau. Il est donc nécessaire de réaliser 
l͛appel de Đe kernel avec autant de threads Ƌu͛il Ǉ a d͛ĠlĠŵeŶts daŶs le taďleau : 
void appelExemple3() 
{ 
float *    tabCPU; 
float *    tabGPU_Input; 
float *    tabGPU_Output; 
const int  tailleTab = 25; 
 
[...] // On passe sous silence pour le moment l’allocation de la  
      // mémoire sur l’hôte et le GPU ainsi que sa copie sur le GPU. 
 
dim3       dim_bloc( tailleTab );  
dim3       dim_grille( 1 ); 
 
// Appel du kernel précédent avec 25 threads 
kernelExemple3<<< dim_grille, dim_bloc >>>( tabGPU_Input, 
tabGPU_Output ); 
 
[...] // On ne s’intéresse pas non plus ฀ a copie retour. 
} 
Code 3-10 : Appel d'un kernel avec le bon nombre de threads. 
En allouant un tableau de taille tailleTab et en utilisant cette même variable pour définir 
le nombre de threads présents dans chaque bloc daŶs la diŵeŶsioŶ ǆ, oŶ s͛assuƌe d͛aǀoiƌ 
exactement un thread pour chaque cellule du tableau. 
L͛utilisatioŶ de deuǆ ou tƌois diŵeŶsioŶs Ŷe diffğƌe Ƌue tƌğs lĠgèrement : 
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__global__ void kernelExemple4( float *** inTab, float *** outTab ) 
{ 
   int   iX   = threadIdx.x; 
   int   iY   = threadIdx.y; 
   int   iZ   = threadIdx.z; 
 





   float ***   tab; 
   float ***   tabResult; 
   int         tailleTabX   = 25; 
   int         tailleTabY   = 12; 
   int         tailleTabZ   = 3; 
 
   [...] // On passe encore sous silence l’allocation et la copie  
         // de la mémoire. 
 
   dim3     dim_bloc( tailleTabX, tailleTabY, tailleTabZ );  
   dim3     dim_grille( 1 ); 
 
   kernelExemple3<<< dim_grille, dim_bloc >>>( tab, tabResult ); 
 
   [...] // On ne s’intéresse pas non plus a la copie retour. 
} 
Code 3-11 : Utilisation d'un bloc à plusieurs dimensions. 
Mais l͛utilisatioŶ seule des blocs ne permet pas de tirer le maximum de la puissance des 
GP-GPU. EŶ effet, il est possiďle pouƌ uŶ GPU d͛eǆĠĐuteƌ plusieuƌs blocs en même temps et 
doŶĐ d͛augŵeŶteƌ le Ŷoŵďƌe de ĐalĐuls ƌĠalisĠs eŶ paƌallğle. Il est ĠgaleŵeŶt souǀeŶt 
beaucoup plus simple de programmer dans un premier temps les calculs en affectant à 
chaque thread uŶe seule Đellule d͛uŶ taďleau ;ŵġŵe si Đette ǀeƌsioŶ Ŷ͛est pas toujouƌs la 
plus ƌapideͿ. Il est aloƌs ŶĠĐessaiƌe de disposeƌ d͛uŶ gƌaŶd Ŷoŵďƌe de threads, nombre qui 
peut facilement arriver à dépasser les 512 threads ŵaǆiŵuŵ d͛uŶ bloc. Dans ce cas, il est 
nécessaire de travailler avec plusieurs blocs dans la grille. 
3.1.1.3 Grilles 
Le principe de fonctionnement de la grille est très proche de celui des blocs. Mais là où un 
bloc comprend un certain nombre de threads, la grille comprend un certain nombre de blocs 




Figure 3-2 : Grille de 3x2 blocs comprenant chacun 4x3 threads. [source NVIDIA] 
Une grille peut aiŶsi Đoŵpoƌteƌ jusƋu͛à ϲϱϱϯϱǆϲϱϱϯϱ blocs soit 232-1 blocs (4 294 836 225). À 
la différence des blocs, il Ŷ͛est pas possiďle de disposeƌ de gƌilles à tƌois diŵeŶsioŶs, la ǀaleuƌ 
de la dimension z doit impérativement rester à 1. 
dim3   dimension_grille1( 1, 1, 1 );       // OK 
dim3   dimension_grille2( 25, 25 );        // OK 
dim3   dimension_grille3( 65535, 65535 );  // OK 
dim3   dimension_grille4( 80000, 1 );      // pas OK : x > 65535 
dim3   dimension_grille5( 1, 80000 );      // pas OK : y > 65535 
dim3   dimension_grille6( 1, 1, 2 );       // pas OK : z > 1 
Code 3-12 : Exemple de dimensions, de grilles, valides et invalides. 
Multiplié par les 512 threads Ƌu͛uŶ ďloĐ peut ĐoŶteŶiƌ, oŶ oďtieŶt uŶ Ŷoŵďƌe de threads 
poteŶtiel de l͛oƌdƌe de mille milliards10. 
Tout comme pour les threads d͛uŶ bloc, il est possible de connaître dans un kernel les indices 
ǆ et Ǉ ;z ǀaut toujouƌs ϭͿ d͛uŶ bloc au sein de la grille. CeĐi est ƌĠalisĠ à l͛aide de la ǀaƌiaďle 
blockIdx qui est en tout point similaire pour les blocs à Đe Ƌu͛est threadIdx pour les 
threads. Par ailleurs, de manière à ne pas avoir à passer en paramètre de chaque kernel les 
dimensions des blocs, la variable blockDim fournit cette information. Ainsi, le calcul de 
l͛iŶdiĐe gloďal du thread en x doit prendre en compte : l͛iŶdiĐe du thƌead daŶs soŶ ďloĐ, 
l͛iŶdiĐe du ďloĐ daŶs la gƌille aiŶsi Ƌue la diŵeŶsioŶ eŶ ǆ des ďloĐs : 
                                                     
10
 À l͛iŶǀeƌse des threads d͛uŶ bloc doŶt l͛eǆĠĐutioŶ est gaƌaŶtie d͛ġtƌe effeĐtuĠe sur un même streaming 
multiprocessor, rien ne permet de garantir que deux blocs seront exécutés sur un même streaming 
multiprocessor, même si les blocs sont suffisamment petits pour le permettre. 
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__global__ void kernelExemple5( float * inTab, float * outTab ) 
{ 
   int  iX  = threadIdx.x + blockIdx.x * blockDim.x; 
 
   outTab[ iX ]  = inTab[ iX ] * 2; 
} 
Code 3-13 : Utilisation des variables blockIdx et blockDim. 
Le ĐalĐul de l͛iŶdiĐe eŶ Ǉ est paƌfaiteŵeŶt siŵilaiƌe eŶ ƌeŵplaçaŶt ǆ paƌ Ǉ. À Ŷoteƌ toutefois 
Ƌu͛il Ŷ͛est pas possiďle de disposeƌ de gƌilles à tƌois diŵeŶsioŶs. Si l͛oŶ ǀeut ŵalgƌĠ tout 
utiliseƌ l͛iŶdiĐe z de ŵaŶiğƌe hoŵogğŶe auǆ iŶdiĐes ǆ et Ǉ, Đelui-ci ne nécessitera pas 
d͛effeĐtueƌ uŶ ĐalĐul à l͛aide de ďloĐkIdǆ.z * ďloĐkDiŵ.z Đaƌ le ƌĠsultat seƌa toujouƌs Ġgal à Ϭ. 
L͛iŶdiĐe z est doŶĐ uŶiƋueŵeŶt Ġgal à la ǀaleuƌ de la ǀaƌiaďle threadIdx.z. Une autre solution, 
loƌsƋue l͛oŶ souhaite tƌaǀailleƌ à l'aide de tableaux tridimensionnels de taille importante, 
ĐoŶsiste à Ŷ͛utiliseƌ Ƌue la diŵeŶsioŶ ǆ et à ƌetƌouǀeƌ les iŶdiĐes ǆ, Ǉ et z souhaitĠs à l͛aide de 
trois calculs simples :  
__global__ void kernelExemple5( float * inTab, float * outTab, 
                      int inTailleX, int inTailleY, int inTailleZ ) 
{ 
   int  iXGlobal  = threadIdx.x + blockIdx.x * blockDim.x;  
   int  iX   = iXGlobal % inTailleX; 
   int  iY   = ( iXGlobal / inTailleX ) % inTailleY; 
   int  iZ   = ( iXGlobal / ( inTailleX * inTailleY ) ) % inTailleZ; 
 
   [...] 
} 
Code 3-14 : Récupération des indices x, y et z à partir d'un indice x global. 
Une autre variable intéressante est la variable gridDim qui fournit les dimensions de la 
gƌille eŶ Ŷoŵďƌe de ďloĐs. Cette foŶĐtioŶ est utile pouƌ ĐalĐuleƌ l͛iŶdiĐe gloďal d͛uŶ thƌead 
toutes dimensions confondues ; c'est-à-dire son indice en x plus son indice en y multiplié par 
le nombre de threads présents dans la dimension x : 
   int   iX               = threadIdx.x + blockIdx.x * blockDim.x; 
   int   iY               = threadIdx.y + blockIdx.y * blockDim.y; 
   int   nbThreadsDimX    = gridDim.x * blockDim.x; 
   int   global           = iX + iY * nbThreadsDimX; 
Code 3-15 : Utilisation de la variable grimDim. 
Cet iŶdiĐe gloďal est tƌğs utile loƌsƋue l͛oŶ tƌaǀaille suƌ d͛iŵŵeŶses taďleauǆ à uŶe seule 
dimension (qui représentent souvent des tableaux à plusieurs dimensions où les trois indices 
peuǀeŶt ġtƌe ƌeĐalĐulĠs Đoŵŵe daŶs l͛eǆeŵple pƌĠĐĠdeŶtͿ. La liŵite de la diŵeŶsioŶ ǆ de 
ϱϭϮǆϲϱϱϯϱ ;≈ϯ.ϰǆϭϬ7) peut alors être pénalisante. Utiliser les dimensions x et y (la dimension 
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z Ŷe peƌŵet pas d͛augŵeŶteƌ la ĐapaĐitĠ eŶ Ŷoŵďƌe de threads) permet alors de travailler 




Premier exemple concret 
Pour illustƌeƌ ĐoŶĐƌğteŵeŶt l͛eŶseŵďle des ŶotioŶs pƌĠseŶtĠes daŶs Đe paƌagƌaphe, Ŷous 
alloŶs Ġtudieƌ l͛eǆeŵple tƌğs siŵple du seuil d͛uŶe iŵage eŶ Ŷiǀeaux de gris. La valeur de 
ĐhaƋue piǆel de l͛iŵage est Đoŵpƌise eŶtƌe Ϭ ;ŶoiƌͿ et Ϯϱϱ ;ďlaŶĐͿ. Le ďut est iĐi de fournir 
uŶe foŶĐtioŶ peƌŵettaŶt d͛effeĐtueƌ uŶ seuil suƌ les piǆels de l͛iŵage. Cela ĐoƌƌespoŶd à 










blockIdx.x == 1 
int   x_global  = threadIdx.x + blockIdx.x * blockDim.x; 
//    x_global  =     1       +      1     *      4           = 5 
 
int   y_global  = threadIdx.y + blockIdx.y * blockDim.y; 
//    y_global  =     2       +      1     *      3           = 5 
 

























 threadIdx.x == 1 
Figure 3-3 : Variables intégrées pour les dimensions et les indices des blocs et de la grille. 
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paƌĐouƌiƌ l͛eŶseŵďle des piǆels de l͛iŵage et à ƌeŵplaĐeƌ tous les piǆels doŶt la ǀaleuƌ est 
inférieure au seuil par la valeur seuil. 
Par souci de compréhension, trois simplifications vont être utilisées :  La valeur de chaque pixel sera stockée dans un int ďieŶ Ƌu͛elle Ŷe ŶĠĐessite Ƌue ϴ 
ďits et Ƌu͛il seƌait doŶĐ possiďle de stoĐkeƌ plusieuƌs ǀaleuƌs de piǆel daŶs uŶ ŵġŵe 
int.  Un thread sera affecté à un et uŶ seul piǆel. Cette ŵĠthode peƌŵet d͛iŵplĠŵeŶteƌ 
plus faĐileŵeŶt le paƌallĠlisŵe ŵais peƌd eŶ effiĐaĐitĠ loƌsƋue la taille de l͛iŵage 
augmente.  AuĐuŶe iŵage Ŷe seƌa ĐhaƌgĠe. À la plaĐe, oŶ saisiƌa les diŵeŶsioŶs de l͛iŵage et des 
valeurs seront générées pseudo-aléatoirement entre 0 et 255. 
‘egaƌdoŶs tout d͛aďoƌd la foŶĐtioŶ main : 
int main( int argc, char ** argv ) 
{ 
   int *    image_host; 
   int *    image_device; 
   dim3     dimGrille; 
   dim3     dimBloc; 
 
   int      tailleX              = 6000; 
   int      tailleY              = 8000; 
   int      seuil                = 50; 
 
   int      tailleTotale         = tailleX * tailleY; 
   int      tailleTotaleOctets   = tailleTotale * sizeof( int ); 
Code 3-16 : Fonction main - déclaration des variables. 
Dans la première partie de la fonction main, il est nécessaire de déclarer les tableaux qui 
seƌǀiƌoŶt à stoĐkeƌ les piǆels suƌ l͛hôte ;image_host) et sur le GPU (image_device) ainsi 
que les variables stockant les dimensions de la grille (dimGrille) et des blocs (dimBloc). 
De plus, le Đhoiǆ a ĠtĠ fait de saisiƌ les diŵeŶsioŶs de l͛iŵage ;tailleX et tailleY) et le 
seuil (seuilͿ eŶ duƌ daŶs l͛appliĐatioŶ paƌ souĐi de ĐlaƌtĠ. EŶfiŶ, les ǀaƌiaďles 
tailleTotale et tailleTotaleOctets permettent de calculer une seule fois le nombre 
de piǆels de l͛iŵage aiŶsi Ƌue la taille eŶ oĐtets pouƌ uŶ taďleau de int de cette taille. 
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   // Allocation de la mémoire, sur le CPU, puis sur le GPU. 
   image_host   = new int[ tailleTotale ]; 
   cudaMalloc( (void **) &image_device, tailleTotaleOctets ); 
 
   // Initialisation pseudo-allocation (voir remarque). 
   for ( int i = 0; i < tailleTotale; ++i ) 
   { 
      image_host[ i ] = rand() % 256; 
   } 
 
   // Copie sur le GPU du tableau. 
   cudaMemcpy( 
               image_device, 
               image_host, 
               tailleTotaleOctets, 
               cudaMemcpyHostToDevice 
             ); 
Code 3-17 : Fonction main - allocation et copie de la mémoire. 
DaŶs uŶ seĐoŶd teŵps, il est oďligatoiƌe d͛alloueƌ la ŵĠŵoiƌe ŶĠĐessaiƌe suƌ le CPU aiŶsi Ƌue 
suƌ le GPU. CeĐi est dû au fait Ƌu͛il Ŷ͛est pas possiďle pouƌ le CPU d͛aĐĐĠdeƌ diƌeĐteŵeŶt à la 
mémoire du GPU et inversement. Il est donc nécessaire d͛utiliseƌ uŶ taďleau de taille 
identique sur chacun des processeurs et de les copier entièrement. La gestion de la mémoire 
est expliquée en détail dans la partie 3.2 - Mémoire des GPU, elle ne sera donc pas détaillée 
ici. Les valeurs du tableau sont générées pseudo-aléatoirement le plus simplement possible 
à l͛aide de la foŶĐtion rand et d͛uŶ ŵodulo. Ce Ŷ͛est pas la ŵeilleuƌe solutioŶ eŶ teƌŵes de 
qualité statistique du générateur mais elle suffit largement dans notre cas. Une fois le 
taďleau d͛eŶtieƌs iŶitialisĠ, Đelui-ci est copié sur le GPU. 
   calculDimensionGrilleBloc( dimGrille, dimBloc, tailleTotale ); 
   seuil_gpu<<< dimGrille, dimBloc >>>( 
                                        image_device, 
                                        tailleTotale, 
                                        seuil 
                                      ); 
 
   cudaMemcpy( 
               image_host, 
               image_device, 
               tailleTotaleOctets, 
               cudaMemcpyDeviceToHost 
             );  
   verifImage( image_host, tailleTotale, seuil ); 
} 
Code 3-18 : Fonction main - appel du kernel et récupération du résultat. 
Dans la dernière partie du main, oŶ ĐalĐule tout d͛aďoƌd, eŶ foŶĐtioŶ de la taille totale du 
tableau, les dimensions de la grille et des blocs (la fonction est détaillée ci-après). Une fois 
ces dimensions calculées, il est possible de lancer le calcul du seuil sur le GPU (seuil_gpu). 
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Enfin, on réalise la copie du tableau mis à jour sur le GPU et on vérifie, succinctement dans 
cet exemple, que le seuillage a bien été réalisé à l͛aide de la foŶĐtioŶ verifImage de façon 
à valider nos calculs : 
void verifImage( int * inImage, int inTailleTotale, int inSeuil ) 
{ 
   for ( int i = 0; i < inTailleTotale; ++i ) 
   { 
      if ( inImage[ i ] < inSeuil ) 
      { 
         std::cerr << "Erreur, le seuil n'a pas été réalisé 
                   << "comme il se doit pour l'indice " << i << "\n"; 
         exit( 1 ); 
      } 
   } 
} 
Code 3-19 : Fonction de vérification des résultats. 
La ǀĠƌifiĐatioŶ se fait paƌ siŵple ĐoŵpaƌaisoŶ eŶtƌe ĐhaƋue ǀaleuƌ des piǆels de l͛iŵage et la 
valeur du seuil. Si un pixel a uŶe ǀaleuƌ iŶfĠƌieuƌe au seuil, oŶ eŶ iŶfoƌŵe l͛utilisateuƌ et l͛oŶ 
Ƌuitte le pƌogƌaŵŵe. Pouƌ disposeƌ d͛uŶ test plus Đoŵplet, il seƌait ŶĠĐessaiƌe de Đopieƌ le 
taďleau oƌigiŶal et de ǀĠƌifieƌ Ƌue les piǆels doŶt la ǀaleuƌ Ġtait supĠƌieuƌe au seuil Ŷ͛oŶt pas 




                                dim3 &  outDimGrille, 
                                dim3 &  outDimBloc, 
                                int     inTailleTotale 
                              ) 
{ 
   static const int  NbThreadMaxParBloc     = 512; 
   static const int  NbBlocMaxParDimGrille  = 65535; 
   if ( inTailleTotale <= NbThreadMaxParBloc ) 
   { 
      outDimBloc.x  = inTailleTotale; 
   } 
   else 
   { 
      outDimBloc.x  = NbThreadMaxParBloc; 
      int  nbBloc  = inTailleTotale / NbThreadMaxParBloc + 
             ( inTailleTotale % NbThreadMaxParBloc == 0 ? 0 : 1 ); 
      if ( nbBloc <= NbBlocMaxParDimGrille ) 
      { 
         outDimGrille.x  = nbBloc; 
      } 
      else 
      { 
         outDimGrille.x  = NbBlocMaxParDimGrille; 
         outDimGrille.y  = nbBloc / NbBlocMaxParDimGrille + 
                  ( nbBloc % NbBlocMaxParDimGrille == 0 ? 0 : 1 ); 
      } 
   } 
} 
Code 3-20 : Fonction de calcul de la dimension des blocs et de la grille. 
Pour le calcul de la dimension de la grille et des blocs, le choix a été fait ici de disposer de 
blocs de 512 threads maximum. Ce choix est tout à fait discutable et des études de 
peƌfoƌŵaŶĐes peƌŵettƌaieŶt de l͛affiŶeƌ. Quoi Ƌu͛il eŶ soit, l͛algoƌithŵe est eŶsuite tƌğs 
simple : si l͛iŵage ĐoŵpƌeŶd ŵoiŶs de piǆels Ƌue le Ŷoŵďƌe de threads maximum par bloc, 
on utilise un seul bloc avec le nombre exact de threads nécessaires. Sinon un bloc comprend 
512 threads et l͛oŶ diŵeŶsioŶŶe la grille de façon à ce que le nombre total des blocs 
permette de contenir le nombre de threads souhaités ou plus (le nombre de threads doit 
être inférieur ou égal à 512 fois le nombre de blocsͿ. AtteŶtioŶ, Đela ǀeut diƌe Ƌu͛il peut 
aƌƌiǀeƌ Ƌue l͛oŶ utilise plus de threads Ƌue ŶĠĐessaiƌes. Paƌ eǆeŵple si l͛iŵage ĐoŵpƌeŶd ϳϬϬ 
pixels, on va utiliser 2 blocs de 512 threads, soient 1024 threads. Il va donc falloir veiller dans 




Le kernel se présente donc comme ceci : 
__global__ void seuil_gpu( int * inImage, 
                           int inTailleTotale, 
                           int inSeuil ) 
{ 
   int   iX  = threadIdx.x + blockIdx.x * blockDim.x; 
   int   iY  = blockIdx.y; // car on utilise des blocs à une dimension 
   int   nbThreadsDimX  = gridDim.x * blockDim.x; 
   int   iGlobal  = iX + iY * nbThreadsDimX; 
 
   if ( iGlobal < inTailleTotale && inImage[ iGlobal ] < inSeuil ) 
   { 
      inImage[ iGlobal ] = inSeuil; 
   } 
} 
Code 3-21 : Kernel de seuillage. 
Le kernel est d͛uŶe tƌğs gƌaŶde siŵpliĐitĠ. Il se ĐoŶteŶte daŶs uŶ pƌeŵieƌ teŵps, et Đoŵŵe à 
ĐhaƋue fois, de ĐalĐuleƌ l͛iŶdiĐe gloďal du thread. Puis, si celui-ci est inférieur au nombre 
total de pixels (c'est-à-diƌe Ƌue l͛oŶ Ŷe fait pas paƌtie des threads « en trop »), on seuille si 
cela est nécessaire. 
Le code du kernel est donc extrêmement simple dans cet exemple. Bien évidemment, ceci 
est dû à l͛algoƌithŵe iŵplĠŵeŶtĠ Ƌui est lui aussi eǆtƌġŵeŵeŶt siŵple. Mais Đ͛est ĠgaleŵeŶt 
le Đas Đaƌ Ŷous utilisoŶs d͛uŶe paƌt une méthode basique pour paralléliser (un thread par 
piǆelͿ et d͛autƌe paƌt uŶ stoĐkage eŶtiğƌeŵeŶt ƌĠalisĠ eŶ ŵĠŵoiƌe gloďale saŶs optiŵisatioŶ. 
Oƌ, les aĐĐğs eŶ ŵĠŵoiƌe gloďale, Đoŵŵe Đ͛est le Đas iĐi, possğdeŶt uŶe foƌte lateŶĐe et 
pĠŶaliseŶt doŶĐ l͛application : il serait avantageux de diviser la taille du tableau par 4 en 
stockant 4 pixels dans chaque int de ŵaŶiğƌe à diǀiseƌ le Ŷoŵďƌe d͛aĐĐğs paƌ ϰ paƌ 
exemple. De plus, un grand nombre de threads implique un grand nombre de warps 
(groupement de 32 threads) et donc un grand nombre de blocs, ce qui pose la question de 
l͛oƌdoŶŶaŶĐeŵeŶt suƌ le GPU : tous les threads ne pourront pas être exécutés en même 
teŵps si l͛oŶ tƌaǀaille suƌ des iŵages de gƌaŶde taille. 
3.1.2 Ordonnancement sur le GPU 
Mġŵe s͛il Ŷ͛est pas obligatoire de comprendre parfaitement le fonctionnement interne du 




Ordonnancement des warps 
Comme cela a été précisé dans la partie 2.1.4.3 - L͛aƌĐhiteĐtuƌe des processeurs graphiques à 
but génériqueL͛aƌĐhiteĐtuƌe des processeurs graphiques à but générique, un streaming 
multiprocessor est composé de 8 unités de calculs flottants (thread processors dans la 
terminologie CUDA). Or, le streaming multiprocessor travaille sur des warps comprenant 32 
threads. Il faut doŶĐ ϰ ĐǇĐles d͛hoƌloges de l͛oƌdoŶŶaŶĐeuƌ du streaming multiprocessor pour 
que les 8 unités de calcul aient le teŵps d͛effeĐtueƌ les ϯϮ opĠƌatioŶs ŶĠĐessaiƌes. ÉtaŶt 
doŶŶĠ Ƌue l͛oƌdoŶŶaŶĐeuƌ du GPU possğde uŶe ĐadeŶĐe diŵiŶuĠe de ŵoitiĠ paƌ ƌappoƌt à 
celle des streaming multiprocessors, les ϯϮ opĠƌatioŶs soŶt effeĐtuĠes eŶ Ϯ ĐǇĐles d͛hoƌloge 
du GPU. 
Par ailleurs, les unités de calcul ƌĠaliseŶt leuƌs opĠƌatioŶs suƌ de la ŵĠŵoiƌe Ƌu͛il est ďieŶ 
évidemment nécessaire de charger au préalable. Ces accès mémoire nécessaires à 
l͛eǆĠĐutioŶ d͛uŶe iŶstƌuĐtioŶ paƌ l͛eŶseŵďle d͛uŶ warp sont réalisés par demi-warp (16 accès 
ŵĠŵoiƌe à la foisͿ. Ces ϭϲ aĐĐğs ĠtaŶt ƌĠalisĠs eŶ ϭ ĐǇĐle d͛hoƌloge du GPU, ils soŶt ƌĠalisĠs 
aussi rapidement que sont exécutées 16 instructions sur le streaming multiprocessor (1/2 
ĐǇĐle du GPU peƌŵet l͛eǆĠĐutioŶ d͛uŶe iŶstƌuĐtioŶ suƌ les ϴ unités de calcul). Si les accès 
ŵĠŵoiƌe Ŷe soŶt pas sujets à uŶe lateŶĐe supĠƌieuƌe à ϭ ĐǇĐle d͛hoƌloge, les tƌaiteŵeŶts Ŷe 
sont pas ralentis par ceux-ci. Bien évidemment, si l͛aĐĐğs à la ŵĠŵoiƌe est sujet à uŶe 
lateŶĐe supĠƌieuƌe, les iŶstƌuĐtioŶs Ŷe peuǀeŶt ġtƌe eǆĠĐutĠes taŶt Ƌue la ŵĠŵoiƌe Ŷ͛a pas 
ĠtĠ ĐhaƌgĠe et les peƌfoƌŵaŶĐes s͛eŶ tƌouǀeŶt diŵiŶuĠes. 
Ordonnancement des blocs 
UŶ autƌe Ŷiǀeau d͛oƌdoŶŶaŶĐeŵeŶt a lieu au niveau du GPU pour ordonnancer les blocs. Un 
GP-GPU possède plusieurs streaming multiprocessors, il est doŶĐ possiďle d͛eǆĠĐuteƌ eŶ 
même temps plusieurs blocs sur différents streaming multiprocessors. Un ordonnancement 
est nécessaire lorsque le nombre de blocs est trop grand pour permettre leurs exécutions 
simultanées. Dans ce cas, les blocs seront exécutés en plusieurs fois. Il va alors être possible 
pour le processeur graphique d'ordonnancer jusqu'à 8 blocs différents sur un même 
streaming multiprocessor tant que la limite du nombre de threads maximum pouvant être 
ordonnancé sur un streaming multiprocessor n'est pas atteinte. L'ordonnancement des blocs 
permet dans une certaine mesure de diminuer l'impact des accès mémoire en exécutant 
d'autres threads lorsque certains attendent un accès mémoire. 
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Ce ŵĠĐaŶisŵe eǆpliƋue Ƌue, daŶs ĐeƌtaiŶs Đas, les teŵps d͛eǆĠĐutioŶ Ŷ͛ĠǀolueŶt Ƌue tƌğs 
peu aǀeĐ l͛augŵeŶtatioŶ du Ŷoŵďƌe de blocs utilisĠs : taŶt Ƌue l͛eǆĠĐutioŶ des blocs peut 
toujours être effectuée simultanément, le teŵps total d͛eǆĠĐutioŶ Ŷ͛augŵeŶte pas 
pƌopoƌtioŶŶelleŵeŶt au Ŷoŵďƌe de thƌeads utilisĠs ;ŵġŵe s͛il augŵeŶte gĠŶĠƌaleŵeŶt Đaƌ 
l͛augŵeŶtatioŶ du Ŷoŵďƌe de threads va généralement de pair avec une augmentation de la 
taille des données traitées et donc des accès mémoireͿ. À l͛iŶǀeƌse, loƌsƋue la Đhaƌge 
maximum du GPU (en termes de nombre de blocs Ƌu͛il est possiďle d͛eǆĠĐuteƌ 
siŵultaŶĠŵeŶtͿ est atteiŶte, l͛ajout d͛uŶ seul ďloĐ peut ŶĠĐessiteƌ d͛atteŶdƌe la fiŶ de 
l͛eǆĠĐutioŶ de tous les autƌes ďloĐs et d͛eǆĠĐuter dans un second temps ce nouveau bloc ; 
entraînant ainsi une augmentation du temps de calcul bien supérieur à celle que pourrait 
laisseƌ pƌĠsageƌ l͛augŵeŶtatioŶ d͛uŶ bloc. 
3.2 Mémoire des GPU 
La ƋuestioŶ des aĐĐğs à la ŵĠŵoiƌe est loiŶ d͛ġtƌe insignifiante. Des accès nombreux à des 
mémoires comportant une latence importante peuvent grandement détériorer les 
peƌfoƌŵaŶĐes de l͛appliĐatioŶ. Il est doŶĐ ŶĠĐessaiƌe de ďieŶ ŵaîtƌiseƌ les diffĠƌeŶts tǇpes de 
mémoire pour pouvoir utiliser celle qui permettra de maximiser les performances de 
l͛appliĐatioŶ. 
3.2.1 Mémoire globale (global memory) 
Description 
La pƌeŵiğƌe de Đes ŵĠŵoiƌes est la ŵĠŵoiƌe gloďale. Il s͛agit de la seule ŵĠŵoiƌe aĐĐessiďle 
en lecture et en écriture qui soit de taille importante (2Go sur les cartes récentes) et 
ĐoŵŵuŶe à l͛eŶseŵďle du GPU ;et doŶĐ aĐĐessiďle depuis Ŷ͛iŵpoƌte Ƌuel thread de la grille 
exécuté suƌ Ŷ͛iŵpoƌte Ƌuel streaming multiprocessor). Enfin, cette mémoire est persistante 
entre les appels de kernels : il est aiŶsi possiďle d͛appeleƌ uŶ pƌeŵieƌ kernel pour réaliser un 
traitement sur un tableau stocké en mémoire globale puis, à la fiŶ de l͛eǆĠĐutioŶ de Đelui-ci, 
d͛appeleƌ uŶ seĐoŶd kernel qui réalisera un traitement sur le résultat du premier traitement. 
Cette ŵĠŵoiƌe est loiŶ d͛ġtƌe paƌfaite. EŶ paƌtiĐulieƌ, Ŷe disposaŶt pas de ĐaĐhe gĠŶĠƌaliste 
aǀaŶt l͛aƌĐhiteĐtuƌe Feƌŵi, l͛aĐĐğs aussi ďieŶ eŶ leĐtuƌe Ƌu͛eŶ ĠĐƌituƌe suďit uŶe tƌğs 
iŵpoƌtaŶte lateŶĐe d͛eŶǀiƌoŶ ϰϬϬ ĐǇĐles. Il est doŶĐ ŶĠĐessaiƌe de liŵiteƌ au ŵaǆiŵuŵ les 
accès à cette mémoire en exploitant les autres types de mémoire. 
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De plus, pouƌ ŵaǆiŵiseƌ l͛aĐĐğs à la ŵémoire, il est nécessaire de respecter quelques règles 
uŶ peu poiŶtues. Coŵŵe Đela a ĠtĠ ǀu plus haut, la ŵĠŵoiƌe ŶĠĐessaiƌe auǆ ϭϲ thƌeads d͛uŶ 
demi-warp est chargée simultanément. Or, CUDA est capable de réaliser en une transaction 
le ĐhaƌgeŵeŶt d͛uŶ segment de mémoire de 32, 64 et 128 octets. La lecture de segments de 
16 mots mémoire de 4, 8 et 16 octets peut ainsi être réalisée en seulement une ou deux 
transactions (une transaction pour les mots de 4 et 8 octets et deux pour les mots de 16 
octets). Mais ĐeĐi Ŷ͛est possiďle Ƌue si l͛aĐĐğs à la ŵĠŵoiƌe est coalescent. 
De manière simplifiée, un accès coalescent à la mémoire correspond à un accès à des 
emplacements mémoire contigus. Cette ŶotioŶ est iŵpoƌtaŶte Đaƌ l͛aĐĐğs ŶoŶ ĐoalesĐeŶt à 
de la mémoire peut entrainer des baisses de performances significatives. Pour les diminuer, 
la notion de coalescence de la mémoire a évolué avec les versions des GPU de manière à 
être de plus en plus permissive et ainsi permettre un développement plus souple :  Dans les versions 1.0 et 1.1 des GPU, la lecture de mots mémoire de 4, 8 et 16 octets 
Ŷe peut ġtƌe ƌĠalisĠe Ƌu͛à paƌtiƌ, ƌespeĐtiǀeŵeŶt, d͛uŶ segŵeŶt de ϲϰ oĐtets, d͛uŶ 
segŵeŶt de ϭϮϴ oĐtets et de deuǆ segŵeŶts de ϭϮϴ oĐtets. De Đe fait, l͛eŶseŵďle des 
16 threads doit accéder à des adresses mémoires présentes dans une zone mémoire 
ne pouvant dépasser celle du segment (la mémoire doit être parfaitement contigüe). 
De plus, l͛adƌesse ŵĠŵoiƌe aĐĐĠdĠe paƌ le pƌeŵieƌ thƌead doit ġtƌe uŶ ŵultiple de la 
taille des segments. Par exemple, la lecture de mots mémoire de 4 octets ne pourra 
ĐoŵŵeŶĐeƌ Ƌu͛auǆ adƌesses Ϭ, ϲϰ, ϭϮϴ, ϭϵϮ, Ϯϱϲ...  
Enfin, la dernière contrainte (et pas des moindres) est que le ième thread ne peut 
aĐĐĠdeƌ Ƌu͛au ième mot de la zone mémoire en question. 
Si une seule de ces trois règles est violée, il est alors réalisé autant de transactions 
Ƌu͛il Ǉ a d͛aĐĐğs ŵĠŵoiƌe : si les 16 threads accèdent à de la mémoire, il y aura alors 
16 transactions !  Dans les versions 1.2 et 1.3, les critères ne sont plus si restrictifs. Un seul accès 
mémoire sera nécessaire si tous les mots mémoire lus par les 16 threads d͛uŶ deŵi-
warp sont dans le même segment de mémoire :  de 32 octets pour les mots de 1 octet,  de 64 octets pour les mots de 2 octets et  de 128 octets pour les mots de 4 ou 8 octets. 
Il est doŶĐ possiďle pouƌ plusieuƌs thƌeads d͛aĐĐĠdeƌ à uŶ ŵġŵe ŵot ŵĠŵoiƌe ou 
eŶĐoƌe d͛aĐĐĠdeƌ auǆ ŵots ŵĠŵoiƌe de façoŶ dĠsoƌdoŶŶĠe saŶs pĠŶaliseƌ le teŵps 
d͛aĐĐğs. De plus, afiŶ de liŵiteƌ la ĐoŶsoŵŵatioŶ de ďaŶde passaŶte, Đ͛est le segŵeŶt 
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de mémoire le plus petit qui sera utilisé : si un seul mot mémoire de 4 octets est lu, 
un segment de 32 octets sera utilisé et non pas un segment de 128 octets. 
La ĐoŶtƌaiŶte de dĠďut d͛adƌesse des segŵeŶts ŵĠŵoiƌe Ƌui oďlige l͛aĐĐğs à des 
segments commençant par des adresses mémoires qui sont des multiples de sa taille 
est, elle, toujours présente : l͛aĐĐğs auǆ ŵots d͛adƌesse ŵĠŵoiƌe Ϯϴ et ϯϮ Ŷe pouƌƌa 
jaŵais ġtƌe ƌĠalisĠ à l͛aide d͛uŶe seule tƌaŶsaĐtioŶ de ϯϮ oĐtets. 
EŶfiŶ, loƌsƋue la leĐtuƌe d͛uŶ seul segŵeŶt Ŷ͛est pas possiďle, uŶ Ŷoŵďƌe ŵiŶiŵuŵ 
de tƌaŶsaĐtioŶs de la plus petite taille possiďle est ŵaiŶteŶaŶt effeĐtuĠ ;à l͛iŶǀeƌse 
des 16 transactions automatiques précédemment). 
Implémentation 
La gestioŶ de la ŵĠŵoiƌe gloďale est ƌĠalisĠe à l͛aide d͛uŶ jeu de fonctions très semblables à 
ce qui existe dans le langage C : cudaMalloc pouƌ l͛alloĐatioŶ de la ŵĠŵoiƌe suƌ le GPU, 
cudaFree pour libérer la mémoire allouée et enfin cudaMemcpy pour copier de la mémoire 
depuis le GPU vers le CPU et inversement. Tout comme en C, cudaMalloc requiert une 
taille en octets. Ainsi, pour allouer un tableau de 30 float sur le GPU, il ne faut pas oublier 
de ŵultiplieƌ la taille du taďleau paƌ la taille eŶ oĐtets d͛uŶ float : 
int           tabSize         = 30; 
size_t        tabSizeInBytes  = tabSize * sizeof( float ) ; 
float *       tab; 
cudaError_t   retCode; 
 
retCode   = cudaMalloc( (void **) &tab, tabSizeInBytes ); 
Code 3-22 : Utilisation de la fonction cudaMalloc. 
À Ŷoteƌ Ƌu͛il Ŷe s͛agit pas d͛uŶe eƌƌeuƌ et Ƌu͛il est ďieŶ ŶĠĐessaiƌe de passeƌ l͛adƌesse du 
pointeur sur le tableau car celui-ci sera initialisé par la fonction ; le tout étant transtypé 
(casting) en (void **). 
La Đopie est ƌĠalisĠe à l͛aide de cudaMemcpy. AǀaŶt l͛appel d͛uŶ kernel, elle est 
généralement réalisée depuis le CPU vers le GPU en spécifiant cudaMemcpyHostToDevice 
Đoŵŵe deƌŶieƌ paƌaŵğtƌe. LoƌsƋue l͛eǆĠĐutioŶ d͛uŶ kernel est terminée, le rapatriement 
des doŶŶĠes est ƌĠalisĠ à l͛aide de la ŵġŵe fonction en spécifiant cette fois 
cudaMemcpyDeviceToHost pour copier les données du GPU vers le CPU. La syntaxe de la 
liďĠƌatioŶ de l͛espaĐe ŵĠŵoiƌe est ideŶtiƋue à Đelle du C.  
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float *    tab_cpu; 
 
tab_cpu   = new float[ tabSize ]; 
 
[...] // Initialisation des valeurs contenues dans tab_cpu 
 
// Copie des valeurs du tableau présent sur le CPU  
// vers le tableau sur le GPU 
retCode   = cudaMemcpy( tab, tab_cpu, tabSizeInBytes,  
                        cudaMemcpyHostToDevice ); 
 
[...] // Appel d’un kernel 
 
// Copie des valeurs mises à jour sur le GPU  
// par l’appel de kernel vers le CPU 
retCode   = cudaMemcpy( tab_cpu, tab, tabSizeInBytes,  
                        cudaMemcpyDeviceToHost ); 
 
cudaFree( tab ); 
delete tab_cpu; 
Code 3-23 : Utilisation de cudaMemcpy et cudaFree. 
À Ŷoteƌ Ƌue les foŶĐtioŶs d͛alloĐatioŶ et de Đopie ƌetouƌŶeŶt uŶ Đode eƌƌeuƌ. Il est tƌğs 
important de bien vérifier que ces opérations ont été réalisées avec succès (le retour vaut 
cudaSuccess dans ce cas). Pour plus de détails sur le prototype et les différentes valeurs 
de retour possible de ces fonctions, une documentation en ligne très complète est 
disponible sur le site web de NVIDIA11. La partie 3.3.1 - Gestion des erreurs traite ce point 
plus en détail. 
3.2.2 Mémoire partagée (shared memory) 
Description 
À l͛iŶǀeƌse de la ŵĠŵoiƌe gloďale, la ŵĠŵoiƌe paƌtagĠe dispose d͛uŶe faiďle ĐapaĐitĠ ;de 
l͛oƌdƌe de la dizaiŶe de kilooĐtetsͿ ŵais l͛aĐĐğs eŶ leĐtuƌe et eŶ ĠĐƌituƌe Ŷe suďit auĐuŶe 
latence. 
Cette mémoire est située sur les streaming processors. De ce fait, la même zone de mémoire 
paƌtagĠe Ŷ͛est aĐĐessiďle Ƌu͛auǆ threads qui sont exécutés dans un même bloc. Cette 
mémoiƌe est gĠŶĠƌaleŵeŶt utilisĠe pouƌ ŵutualiseƌ, au seiŶ d͛uŶ ŵġŵe ďloĐ, la leĐtuƌe de 
doŶŶĠes. Pouƌ l͛utiliseƌ saŶs ƌisƋueƌ d͛iŵpoƌtaŶtes eƌƌeuƌs, il est tƌğs souǀeŶt ŶĠĐessaiƌe de 
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synchroniser les threads d͛uŶ ŵġŵe bloc apƌğs l͛ĠĐƌituƌe daŶs la ŵĠŵoiƌe paƌtagée pour 
gaƌaŶtiƌ uŶe leĐtuƌe ĐohĠƌeŶte des doŶŶĠes paƌ l͛eŶseŵďle des threads du bloc. 
Implémentation 
La mémoire partagée est déclarée dans le kernel à l͛aide du ŵot ĐlĠ __shared__. 
Si la taille nécessaire de mémoire partagée est connue à la compilation, la dĠĐlaƌatioŶ d͛uŶ 
taďleau eŶ ŵĠŵoiƌe paƌtagĠe est ideŶtiƋue à la dĠĐlaƌatioŶ d͛uŶ taďleau statiƋue Ƌue l͛oŶ 
aurait préfixé par le mot clé __shared__ : 
__global__ void kernel_memoire_partagee1() 
{ 
   __shared__ float  memoire_partagee[ 1000 ]; 
   [...] 
} 
Code 3-24 : Déclaration de mémoire partagée statique. 
Si paƌ ĐoŶtƌe la taille de la ŵĠŵoiƌe est ĐalĐulĠe de façoŶ dǇŶaŵiƋue, l͛iŵplĠŵeŶtatioŶ est 
légèrement différente : 
- Il faut d͛uŶe paƌt dĠĐlaƌeƌ le taďleau dans le kernel sans préciser sa taille : 
__global__ void kernel_memoire_partagee2() 
{ 
   __shared__ float  memoire_partagee[]; 
   [...] 
} 
Code 3-25 : Déclaration de mémoire partagée dynamique. 
- Et d͛autƌe paƌt, loƌs de l͛appel du kernel, il est nécessaire de passer en troisième 
pseudo-paramètre la taille en octets de mémoire partagée souhaitée (après les 
dimensions de la grille et les dimensions des blocs) : 
void ma_fonction( const int inValeur ) 
{ 
   dim3   dimGrille( 100, 100 ); 
   dim3   dimBloc( 512 ); 
   int    taille_memoire_partagee   = inValeur * sizeof( float ); 
    
   kernel_memoire_partagee2<<< dimGrille, 
                               dimBloc, 
                               taille_memoire_partagee >>>(); 
} 
Code 3-26 : Appel d'un kernel avec une taille de mémoire partagée. 





Pouƌ illustƌeƌ l͛utilisatioŶ de la ŵĠŵoiƌe paƌtagĠe, Ŷous alloŶs Ġtudieƌ l͛eǆeŵple d͛uŶ filtƌe 
moyenneur très simple. Celui-ci devra seulement réaliser la moyenne de ses quatre voisins 
les plus proches et de lui-même (voir Figure 3-4). 
 
Figure 3-4 : Exemple de l'application d'un filtre moyenneur sur un tableau de 10 entrées. 
Le kernel suivant permet de simplement réaliser cette opération : 
__global__ void moyenneur_gpu( 
                               float *   inTableau, 
                               float *   outTableau 
                             ) 
{ 
   int    iX    = threadIdx.x + blockIdx.x * blockDim.x; 
   float  total = 0; 
 
   iX    += 2; 
   for ( int i = -2; i <= 2; ++i ) 
   { 
      total  += inTableau[ iX + i ]; 
   } 
   outTableau[ iX ]  = total / 5; 
} 
Code 3-27 : Moyenneur – Kernel basique. 
Le kernel est des plus siŵples. Il ĐalĐule tout d͛aďoƌd l͛iŶdiĐe ĐouƌaŶt du thƌead auƋuel il 
ƌajoute Ϯ Đaƌ il Ŷ͛est pas possiďle de ĐalĐuleƌ la ŵoǇeŶŶe suƌ les ďoƌds. Puis il ƌĠalise la 
somme des 2 éléments le précédant, de lui-même et des 2 éléments suivants, avant de 
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32 6 4 5 7 3 1 4 0
32 6 4 5 7 3 1 4 0
32 6 4 5 7 3 1 4 0
432 6 4 5 7 3 1 0
32 6 4 5 7 3 1 4 0
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stocker la moyenne dans la cellule du tableau de sortie correspondante : le premier thread 
;d͛iŶdiĐe ϬͿ ǀa doŶĐ ĐalĐuleƌ la ŵoǇeŶŶe à l͛iŶdiĐe Ϯ et aiŶsi de suite. 
Ce Đode Ŷe ƌĠalise auĐuŶ test pouƌ saǀoiƌ si l͛iŶdiĐe du thƌead est supérieur à celui de la 
mémoire, il devra donc être appelé avec exactement le nombre de threads nécessaires. Pour 
notre tableau précédent de 10 valeurs, il aurait fallu 6 threads (de manière générale, le 
nombre de threads nécessaires est égal au nombre de valeurs du tableau moins la taille du 
filtre diminuée de 1 — 10 - ( 5 - 1 ) dans notre cas). 
Cette méthode fonctionne correctement mais la majorité des cellules du tableau (à 
l͛eǆĐeptioŶ des ďoƌdsͿ est ĐhaƌgĠe ϱ fois depuis la ŵĠŵoiƌe gloďale. EŶ effet, inTableau et 
outTableau sont en mémoire globale, chaque accès à ces tableaux correspond donc à de la 
leĐtuƌe ou de l͛ĠĐƌituƌe eŶ ŵĠŵoiƌe gloďale. DaŶs l͛eǆeŵple pƌĠĐĠdeŶt, Đe Ŷ͛est le Đas Ƌue 
des Đellules d͛iŶdiĐe ϰ et ϱ ;Ƌui stoĐkeŶt ƌespeĐtiǀeŵeŶt ϱ et 7) mais ceci est dû à la petite 
taille de notre tableau. Avec un tableau plus grand, on conserverait toujours nos 8 cellules 
Ƌui ƌĠaliseŶt ŵoiŶs de ϱ ĐhaƌgeŵeŶts suƌ les ďoƌds du taďleau ŵais l͛eŶseŵďle des autƌes 
cellules réaliseraient 5 chargements. On peut donc très vite avoir un nombre de 
chargements très proche de 5 fois la taille du tableau (4980 chargements pour un tableau de 
1000 éléments). 
L͛idĠe est doŶĐ de ŵutualiseƌ Đes ĐhaƌgeŵeŶts Ƌui soŶt tƌğs leŶts de ŵaŶiğƌe à se 
rapprocher le plus possible d͛uŶ seul ĐhaƌgeŵeŶt eŶ leĐtuƌe eŶ ŵĠŵoiƌe gloďale paƌ 
élément du tableau. Pour cela, on va réaliser le chargement en mémoire partagée de chaque 
ǀaleuƌ ŶĠĐessaiƌe auǆ thƌeads d͛uŶ bloc. Celle-Đi Ŷe seƌa ƌĠalisĠe Ƌu͛uŶe fois et peƌŵettƌa 
auǆ thƌeads d͛uŶ même bloc de Ŷ͛aǀoiƌ plus Ƌu͛à aĐĐĠdeƌ auǆ ǀaleuƌs eŶ ŵĠŵoiƌe paƌtagĠe 
;l͛aĐĐğs Ǉ est ďeauĐoup plus ƌapideͿ. 
Pour tirer parti au maximum de la mémoire partagée, il est nécessaire de travailler avec des 
blocs assez grands. Le choix ici est de travailler avec des blocs de 512 threads (tous présents 
daŶs l͛aǆe x). Ce choix est discutable une fois de plus et des tests plus poussés permettraient 
de l͛affiŶeƌ eŶ foŶĐtioŶ du ŵatĠƌiel utilisĠ. ChaĐuŶ des ϱϭϮ threads d͛uŶ bloc remontera une 
valeur depuis la mémoire gloďale ǀeƌs la ŵĠŵoiƌe paƌtagĠe ŵais seuls ϱϬϴ d͛eŶtƌe euǆ 
seront utiles pour effectuer le calcul de la moyenne. En effet, il est nécessaire de disposer 
des deux valeurs précédentes et des deux valeurs suivantes pour effectuer la moyenne. Or, 
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pour les deux cellules à chaque extrémité, il va manquer certaines de ces données en 
mémoire partagée (voir Figure 3-5). 
 
Figure 3-5 : Action réalisée par les différents threads d'un bloc. 
Pouƌ siŵplifieƌ eŶĐoƌe l͛eǆeƌĐiĐe, Ŷous alloŶs de nouveau partir du postulat que la taille du 
taďleau et le Ŷoŵďƌe de ďloĐs utilisĠs ĐoŶĐoƌdeŶt et Ƌu͛il Ŷ͛est doŶĐ pas ŶĠĐessaiƌe de testeƌ 
si l͛oŶ dĠpasse l͛iŶdiĐe ŵaǆiŵuŵ du taďleau. ÉtaŶt doŶŶĠ Ƌue l͛oŶ Ŷ͛utilise Ƌue ϱϬϴ thƌeads 
suƌ les ϱϭϮ d͛uŶ ďloĐ, le taďleau doit doŶĐ faiƌe uŶe taille Ġgale au Ŷoŵďƌe de ďloĐs ŵultipliĠ 
paƌ ϱϬϴ auƋuel il est ŶĠĐessaiƌe d͛ajouteƌ les deuǆ pƌeŵieƌs et les deuǆ derniers éléments du 
tableau qui ne seront jamais calculés : 
tailleTableau    = nbBloc * 508 + 4; 
Code 3-28 : Moyenneur - Calcul du nombre de threads nécessaires. 
Pour bien comprendre le code, celui-ci va être expliqué en plusieurs étapes. 
La première consiste à définir quelques variables permettant de mieux comprendre la suite. 
const int   taille_block_x   = 512; 
const int   nb_cell_moy      = 5; 
const int   nb_cell_tampon   = 2; 
const int   nb_thd_calc_x    = 508; 
Code 3-29 : Moyenneur – Variables utilisées pour simplifier les calculs. 
Ces variables sont assez explicites :  taille_bloc_x correspond au nombre de threads présents dans un bloc : 512 dans 
notre cas.  nb_cell_moy correspond au nombre de cellules du tableau utilisées pour le calcul 





1016 1017 1018 1019 . . .. . . 508 509 510 511 . . .
1016 1017 1018 1019508 509 510 511 . . .
Thƌeads ƌĠalisaŶt la ŵoŶtĠe d͛uŶe ǀaleuƌ eŶ 
mémoire partagée puis le calcul de la moyenne.
Thƌeads ƌĠalisaŶt uŶiƋueŵeŶt la ŵoŶtĠe d͛uŶe 
valeur en mémoire partagée.
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 nb_cell_tampon correspond au nombre de cellules inutilisées sur les bords (cela 
correspond à nb_cell_moy / 2 mais le choix a été fait de le rentrer en dur ici pour plus 
de lisibilité).  nb_thd_calc_x ĐoƌƌespoŶd au Ŷoŵďƌe de thƌeads d͛uŶ ďloĐ Ƌui ǀoŶt effeĐtiǀeŵeŶt 
réaliser le calcul de la moyenne. Nous avons vu précédement que seuls 508 threads 
sont utilisés sur les 512 présents (encore une fois, cette valeur peut être calculée 
simplement : taille_bloc_x - 2 * nb_cell_tampon). 
Nous allons maintenant voir la première partie du kernel implémentant le moyenneur : 
__global__ void moyenneur_gpu( 
                               float *   inTableau, 
                               float *   outTableau 
                             ) 
{ 
   int    thX      = threadIdx.x; 
   int    iX       = threadIdx.x + blockIdx.x * nb_thd_calc_x; 
   float  total    = 0; 
 
   __shared__ float  sh_mem[ taille_block_x ]; 
 
   sh_mem[ thX ]   = inTableau[ iX ]; 
 
   __syncthreads(); 
Code 3-30 : Moyenneur – Kernel avec mémoire partagée 1/2. 
OŶ ĐoŵŵeŶĐe daŶs Đette paƌtie paƌ ƌĠĐupĠƌeƌ l͛iŶdiĐe loĐal du thƌead thX ;Đe Ŷ͛est utile Ƌue 
pouƌ la lisiďilitĠ du ĐodeͿ et ĐalĐuleƌ l͛iŶdiĐe de ĐalĐul iX ;diffĠƌeŶt de l͛iŶdiĐe gloďal Đaƌ 
l͛iŶdiĐe du bloc est multiplié par le nombre de thread réalisant un calcul — 
nb_thd_calc_x : 508 — et ŶoŶ pas la laƌgeuƌ d͛uŶ ďloĐ — blockDim.x : 512). On alloue 
eŶsuite statiƋueŵeŶt uŶ segŵeŶt de ŵĠŵoiƌe paƌtagĠe de la taille du ďloĐ à l͛aide du ŵot 
clé __shared__. Puis chacun des threads remonte une valeur depuis la mémoire globale 
ǀeƌs la ŵĠŵoiƌe paƌtagĠe. EŶfiŶ, et il est tƌğs iŵpoƌtaŶt de Ŷe pas l͛ouďlieƌ, il est ŶĠĐessaiƌe 
de ƌĠaliseƌ uŶe sǇŶĐhƌoŶisatioŶ eŶtƌe l͛eŶseŵďle des thƌeads du ďloĐ pouƌ s͛assuƌeƌ 
Ƌu͛auĐuŶ thƌead Ŷe ƌĠaliseƌa la suite des ĐalĐuls aǀaŶt Ƌue l͛ensemble de la mémoire 
paƌtagĠe Ŷ͛ait ĠtĠ ĐhaƌgĠe. Cette sǇŶĐhƌoŶisatioŶ s͛effeĐtue paƌ l͛appel de la foŶĐtioŶ 
__syncthreads() qui place une sorte de rendez-ǀous à tous les thƌeads d͛uŶ ďloĐ à Đet 
endroit précis du code. Aucun thread du bloc ne peut alors exécuter de code après cette 
sǇŶĐhƌoŶisatioŶ taŶt Ƌue l͛eŶseŵďle des thƌeads Ŷ͛oŶt pas atteiŶt Đette iŶstƌuĐtioŶ. 
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  if ( thX > nb_cell_tampon && thX < taille_block_x - nb_cell_tampon ) 
  { 
     for ( int i = -nb_cell_tampon; i < nb_cell_tampon; ++i ) 
     { 
        total    += sh_mem[ thX + i ]; 
     } 
     outTableau[ iX ]   = total / nb_cell_moy; 
  } 
} 
Code 3-31 : Moyenneur – Kernel avec mémoire partagée 2/2. 
Une fois la mémoire partagée chargée complétement, il suffit pour 508 des 512 threads de 
réaliser un calcul de moyenne (les threads d͛iŶdiĐe Ϯ à ϱϬϵ — ni les deux premiers, ni les 
deuǆ deƌŶieƌsͿ. ChaĐuŶ d͛euǆ ƌĠalise aloƌs la ŵoǇeŶŶe des deuǆ ĠlĠŵeŶts le précédant, de 
lui-même et des deux élements lui succédant en accèdant à la mémoire partagée puis 
affecte le résultat en mémoire globale. Par exemple, le thread numéro 2 du bloc 1 va faire la 
somme des cinq premières valeurs présentes en mémoire partagée (indices 0 à 4) puis 
diǀiseƌ le ƌĠsultat paƌ ϱ et eŶfiŶ l͛affeĐteƌ à l͛iŶdiĐe ϱϭϬ de la mémoire globale. 
Et ce code est suffisant pour le kernel utilisant la mémoire partagée. Il est plus compliqué 
que le précédent mais aussi plus efficace. On réalise moins de chargements en mémoire 
gloďale ;ŵġŵe si l͛oŶ Ŷ͛atteiŶt pas la ďaƌƌe de l͛uŶiƋue ĐhaƌgeŵeŶt paƌ ĠlĠŵeŶtͿ. OŶ ƌĠalise 
par contre 5 chargements en mémoire partagée et on utilise un plus grand nombre de 
threads mais en revanche le gain de près de 4 chargements en mémoire globale est bien plus 
important. 
Pour clore cet exemple, voici le contenu du programme principal (main ci-dessous). Une de 
ses paƌtiĐulaƌitĠs ǀieŶt du fait Ƌue l͛oŶ dĠĐide de la taille du taďleau eŶ foŶĐtioŶ du Ŷoŵďƌe 
de blocs utilisés. Encore uŶe fois, il s͛agit là d͛uŶe siŵplifiĐatioŶ ; eŶ teŵps Ŷoƌŵal, Đ͛est ďieŶ 
sûƌ l͛iŶǀeƌse Ƌui est ƌĠalisĠ ŵais il faut aloƌs ƌajouteƌ des tests daŶs le kernel pour ne pas 
aĐĐĠdeƌ à des iŶdiĐes supĠƌieuƌs à Đeuǆ du taďleau. Pouƌ le ƌeste, Đoŵŵe l͛iŵŵeŶse ŵajorité 
des programmes CUDA, il commence par les allocations mémoire, suivi de la copie du 
taďleau eŶ ŵĠŵoiƌe gloďale. L͛appel du kernel a lieu une fois la copie terminée et le 
programme se termine avec la copie du tableau de résultats. 
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int main( int argc, char ** argv ) 
{ 
   float *  tab_host; 
   float *  tab_device_in; 
   float *  tab_device_out; 
 
   int      nbBloc               = 3; 
   int      tailleX              = nbBloc * 508 + 4; 
 
   dim3     dimGrille( nbBloc, 1, 1 ); 
   dim3     dimBloc( taille_block_x, 1, 1 ); 
 
   int      tailleTotale         = tailleX; 
   int      tailleTotaleOctets   = tailleTotale * sizeof( float ); 
 
   // Allocation mémoire 
   tab_host       = new float[ tailleTotale ]; 
   cudaMalloc( (void **) &tab_device_in, tailleTotaleOctets ); 
   cudaMalloc( (void **) &tab_device_out, tailleTotaleOctets ); 
 
   // Initialisation du tableau 
   for ( int i = 0; i < tailleTotale; ++i ) 
   { 
      tab_host[ i ] = rand() % 255; 
   } 
 
   // Copie aller 
   cudaMemcpy( 
               tab_device_in, 
               tab_host, 
               tailleTotaleOctets, 
               cudaMemcpyHostToDevice 
             ); 
 
  // Appel du kernel 
   moyenneur_gpu<<< dimGrille, dimBloc >>>( 
                                            tab_device_in, 
                                            tab_device_out 
                                          ); 
 
   // Copie retour 
   cudaMemcpy( 
               tab_host, 
               tab_device_out, 
               tailleTotaleOctets, 
               cudaMemcpyDeviceToHost 
             ); 
 
   cudaFree( tab_device_in ); 
   cudaFree( tab_device_out ); 
   delete[] tab_host; 
} 




3.2.3 Mémoire constante (constant memory) et mémoire des textures (texture 
memory) 
Description 
Ces deuǆ ŵĠŵoiƌes soŶt des ŵĠŵoiƌes doŶt l͛aĐĐğs Ŷe peut ġtƌe ƌĠalisĠ depuis le GPU 
Ƌu͛uŶiƋueŵeŶt eŶ leĐtuƌe. De plus, tout Đoŵŵe la ŵĠŵoiƌe gloďale, Đes ŵĠŵoiƌes soŶt 
aĐĐessiďles à l͛eŶseŵďle des thƌeads de la grille et elles sont persistantes entre différents 
appels de kernel. 
La mémoire constante est « cachée » : elle ŶĠĐessite doŶĐ uŶe leĐtuƌe eŶ ŵĠŵoiƌe loƌs d͛uŶ 
défaut de cache (cache miss) et une lecture dans le cache constant dans le cas contraire. Ce 
ĐaĐhe est ƌĠalisĠ de telle ŵaŶiğƌe Ƌue si l͛eŶseŵďle des thƌeads d͛uŶ deŵi-warp (16 threads 
suƌ les ϯϮͿ aĐĐğdeŶt à la ŵġŵe adƌesse eŶ ŵĠŵoiƌe ĐaĐhĠe, l͛aĐĐğs est aussi ƌapide Ƌue 
l͛aĐĐğs à uŶ ƌegistƌe. Cependant, pour optimiser les calculs, NVIDIA recommande que 
l͛eŶseŵďle des ϯϮ thƌeads du warp accèdent à la même adresse mémoire car les prochaines 
versions le requerront pour une utilisation optimale. 
DaŶs les ǀeƌsioŶs aĐtuelles, la ŵĠŵoiƌe ĐoŶstaŶte est ĐoŵposĠe de ϲϰko pouƌ l͛eŶseŵďle de 
la carte et chaque streaming multiprocessor possède 8ko de cache. 
Tout comme la mémoire constante, la mémoire des textures est cachée : elle nécessite donc 
uŶe leĐtuƌe eŶ ŵĠŵoiƌe loƌs d͛uŶ dĠfaut de ĐaĐhe et uŶe leĐtuƌe daŶs le ĐaĐhe de teǆtuƌe 
daŶs le Đas ĐoŶtƌaiƌe. À l͛iŶǀeƌse de la ŵĠŵoiƌe ĐoŶstaŶte, Ƌui est optiŵisĠe pour la lecture 
de la ŵġŵe zoŶe ŵĠŵoiƌe paƌ l͛eŶseŵďle des threads d͛uŶ warp, la mémoire de texture est 
optimisée pour un accès en deux dimensions : l͛aĐĐğs est doŶĐ optiŵisĠ si les thƌeads d͛uŶ 
même warp accèdent à des adresses mémoires proches les unes des autres. 
La mémoire de texture est mappée sur la mémoire globale. Elle peut donc potentiellement 
atteindre des tailles très importantes. Mais le cache est limité à quelques kilooctets par 
streaming multiprocessor ; l͛utilisatioŶ de teǆtuƌes tƌop gƌaŶdes Ŷ͛est doŶĐ pas effiĐaĐe. 
Implémentation 
L͛utilisatioŶ de la ŵĠŵoiƌe ĐoŶstaŶte est assez siŵple, il suffit daŶs le Đode de l͛hôte ;CPUͿ 
de créer une variable préfixée par le mot-clé CUDA __constant__ puis de copier la 
mémoire depuis le CPU vers le GPU à l͛aide de la ĐoŵŵaŶde cudaMemcpyToSymbol. Cette 
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fonction est équivalente à la fonction cudaMemcpy à l͛eǆĐeptioŶ du seŶs de Đopie Ƌui Ŷ͛est 
pas précisé : il s͛agit de ŵĠŵoiƌe eŶ leĐtuƌe seule, la Đopie ƌetouƌ Ŷ͛est doŶĐ jaŵais utile. 
// Allocation mémoire 
__constant__ float tabConst_GPU[256]; 
             float tab_CPU[256]; 
 
// Initialisation du tableau 
 
// Copie aller 
cudaMemcpyToSymbol( tabConst_GPU, tab_CPU, sizeof( tab_CPU ) ); 
 
// Appel du kernel 
[...] 
Code 3-33 : Utilisation de la mémoire constante. 
L͛utilisatioŶ de la ŵĠŵoiƌe de teǆtuƌe est plus ĐoŵpliƋuĠe. Elle est ƌĠalisĠe eŶ allouaŶt de la 
mémoire globale puis en liant cette mémoire à un cache défini préalablement et par lequel 
seront réalisés les accès mémoire. Nous allons étudier ici uniquement l'implémentation de la 
texture la plus simple : il s'agit de la texture sur un tableau à une seule dimension. 
Le masque permettant de « cacher » la mémoire globale pour en faire de la mémoire de 
texture est de type texture< Type, Dim, ReadMode >. Il doit être déclaré de manière 
gloďale. Il s͛agit d͛uŶ tǇpe gĠŶĠƌiƋue Ƌui pƌeŶd tƌois paƌaŵğtƌes gĠŶĠƌiƋues : 
- Le type de donnée contenu. 
- Le nombre de dimensions de la texture. (1 par défaut.) 
- Le mode de lecture du cache : cudaReadModeElementType ou 
cudaReadModeNormalizedFloat. Si le type est entier et que ce mode de lecture 
vaut cudaReadModeNormalizedFloat, les nombres retournés ne seront alors pas 
des entiers mais des nombres à virgules flottantes compris en 0 et 1 ou -1 et 1 selon 
Ƌu͛il s͛agit d͛eŶtieƌs ŶoŶ sigŶĠs ou sigŶĠs. ;cudaReadModeElementType par 
défaut.) 
// Definition d'une texture de flottant à une dimension 
texture< float, 1, cudaReadModeElementType > texRef; 
Code 3-34 : Définition d'une texture. 
D͛autƌes paƌaŵğtƌes ;des attƌiďuts de textureͿ peuǀeŶt ġtƌe spĠĐifiĠs à l͛eǆĠĐutioŶ paƌ 
l͛hôte : 
- normalized peƌŵet de spĠĐifieƌ si l͛aĐĐğs se fait paƌ ĐooƌdoŶŶĠes ŶoƌŵalisĠes 
entre 0 et 1 (lorsque normalized est différent de 0) ou à partir des valeurs 
classiques entre 0 et N - 1 pour une texture de taille N (lorsque normalized vaut 0). 
- addressMode[ 3 ] permet de spécifier pour chaque dimension le traitement réalisé 
loƌsƋue les ǀaleuƌs d͛adƌessage Ŷe soŶt pas daŶs l͛iŶteƌǀalle possiďle. Si la ǀaƌiaďle 
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prend la valeur cudaAddressModeClamp, les valeurs inférieures à 0 valent 0 et 
celles supérieures ou égales à N valent N - 1. Si la variable prend la valeur 
cudaAddressModeWrap et que normalized est différent de 0 (adressage 
normalisé), seule la partie fractionnée est utilisée. Elle est conservé intacte si le 
nombre était positif et on la soustrait au nombre 1 si elle était négative (1.25 devient 
0.25 ou encore -1.25 devient 0.75). 
- filterMode peƌŵet de spĠĐifieƌ si l͛oŶ souhaite Ƌue soit ƌetouƌŶĠ l͛ĠlĠŵeŶt le plus 
proche des coordonnées voulues (cudaFilterModePoint) ou une interpolation 
linéaire des éléments proches (cudaFilterModeLinear). 
texRef.normalized  = 0; // Non normalisé 
texRef.addressMode[ 0 ] = cudaAddressModeClamp; // Entre 0 et N-1 
texRef.filterMode = cudaFilterModePoint; // Valeur la plus proche 
Code 3-35 : Spécification des paramètres d'une texture. 
Il faut eŶsuite lieƌ Đette teǆtuƌe à la ŵĠŵoiƌe suƌ le GPU à l͛aide de la foŶĐtioŶ 
cudaBindTexture. Il est nécessaire de passer à cette fonction la texture à lier, la mémoire 
sur laquelle elle sera liée et la taille de la paƌtie de la ŵĠŵoiƌe liĠe. À la fiŶ de l͛utilisatioŶ de 
la texture, il est nécessaire de délier la texture manuellement. 
float *   tab_CPU; 
float *   tab_GPU; 
 
// Allocation des tableaux 
tab_CPU = new float[ tailleTotale ]; 
cudaMalloc( (void **) &tab_GPU, tailleTotaleOctets ); 
 
// Initialisation du tableau sur le CPU 
for ( int i = 0; i < tailleTotale; ++i ) 
{ 
   tab_CPU[ i ]  = rand() % 255; 
} 
 
// Copie vers le GPU 
cudaMemcpy( tab_GPU, tab_CPU, tailleTotaleOctets, 
cudaMemcpyHostToDevice ); 
 
// Liaison de la texture 
cudaBindTexture( 0, texRef, tab_GPU, tailleTotaleOctets ); 
 
// Appel du kernel utiliant la texture 
kernel_texture<<< dimGrille, dimBloc >>>(); 
 
// La mémoire de texture est déliée 
cudaUnbindTexture( texRef ); 
L͛aĐĐğs à la ŵĠŵoiƌe paƌ la teǆtuƌe se fait daŶs le kernel à l͛aide de la foŶĐtioŶ tex1Dfetch 
Ƌui pƌeŶd eŶ paƌaŵğtƌe la teǆtuƌe et l͛iŶdiĐe ǀoulu :  
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__global__ void kernel_texture() 
{ 
   int    iX   = threadIdx.x + blockIdx.x * blockDim.x;  
   float  val  = tex1Dfetch( texRef, iX ); 
   [...]   // Traitement de la valeur 
} 
Code 3-36 : Utilisation d'une texture. 
3.2.4 Registres (registers) 
Les registres sont des mémoires accessibles en lecture et en écriture, propres à chaque 
thƌead et Ƌui possğdeŶt gĠŶĠƌaleŵeŶt des teŵps d͛aĐĐğs saŶs lateŶĐe. 
Malgré tout, dans certains cas (vraie dépendance - read before write - et les conflits de 
ďaŶƋueͿ, uŶe lateŶĐe peut appaƌaîtƌe. L͛utilisatioŶ de plus de ϭϵϮ thƌeads paƌ stƌeaŵiŶg 
multiprocessor permet de masquer cette latence. De même, pour une utilisation optimale 
des registres, chaque bloc doit posséder un nombre de threads multiple de 64. 
Les ǀaƌiaďles autoŵatiƋues ;≈ǀaƌiaďles loĐales - ex : "int thX;") définies dans un kernel 
soŶt stoĐkĠes daŶs uŶ ƌegistƌe daŶs la liŵite des ƌegistƌes dispoŶiďles. Et Đ͛est ďieŶ la liŵite 
du nombre de registres disponibles qui limite leurs utilisations : seulement 16384 registres 
sont disponibles par streaming multiprocessor pour les cartes graphiques de version 1.3. 
Cela correspond à 32 registres par threads si un seul bloc comprenant 512 threads est 
ordonnancé par streaming multiprocessor. Dans le cas de kernels Đoŵpleǆes, il Ŷ͛est pas ƌaƌe 
d͛aǀoiƌ à utiliseƌ davantage de variables automatiques qui ne pourront donc être toutes 
stoĐkĠes daŶs les ƌegistƌes Đe Ƌui ǀa aǀoiƌ pouƌ effet de ƌaleŶtiƌ l͛eǆĠĐutioŶ. Ces ǀaƌiaďles 
peuǀeŶt aloƌs ġtƌe stoĐkĠes eŶ ŵĠŵoiƌe paƌtagĠe. Si il Ŷ͛Ǉ a plus d͛espaĐe ŵĠŵoiƌe 
disponible en mémoire partagée, elles seront alors stockées en mémoire locale (décrite ci-
apƌğsͿ. CepeŶdaŶt l͛utilisatioŶ de la ŵĠŵoiƌe loĐale est à Ġǀiteƌ au ŵaǆiŵuŵ Đaƌ Đela ƌaleŶtit 
gƌaŶdeŵeŶt le tƌaiteŵeŶt ;les teŵps d͛aĐĐğs soŶt les ŵġŵes Ƌue Đeuǆ de la ŵĠŵoiƌe 
globale). 
3.2.5 Mémoire locale (local memory) 
La mémoire locale possède des caractéristiques proches de la mémoire globale : l͛aĐĐğs, 
possiďle eŶ leĐtuƌe et eŶ ĠĐƌituƌe, possğde, du fait de l͛aďseŶĐe de ĐaĐhe, uŶe tƌğs foƌte 
latence. La différence majeure avec la mémoire globale est que la mémoire locale est propre 
à chaque thread. Elle est utilisée pour stocker les variables automatiques représentant des 
structures de tailles importantes ou des tableaux qui nécessiteraient trop de registres pour 
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ƌĠaliseƌ leuƌs stoĐkages. À Ŷoteƌ Ƌu͛à la diffĠƌence de la mémoire globale, le fait que la 
mémoire locale soit propre à un thread garantit des accès coalescents à la mémoire. 
3.3 Autres éléments de l’API CUDA 
3.3.1 Gestion des erreurs 
« C for CUDA » ĠtaŶt tƌğs pƌoĐhe du C, la ƌeŵoŶtĠe des eƌƌeuƌs est doŶĐ ƌĠalisĠe à l͛aide de 
Đodes d͛eƌƌeuƌ Ƌui soŶt soit ƌetouƌŶĠs paƌ les foŶĐtioŶs loƌs de leuƌs appels ;loƌs de la Đopie 
de la mémoire par exemple), soit stockés sur le GPU et mis à la dispositioŶ de l'hôte s͛il les 
demande (dans le cas des appels de kernels par exemple). 
Ces Đodes d͛eƌƌeuƌ soŶt tƌğs iŵpoƌtaŶts Đaƌ ils peƌŵetteŶt de dĠĐeleƌ toute uŶe ĐatĠgoƌie de 
pƌoďlğŵes Ƌu͛il seƌait tƌğs diffiĐile de dĠĐeleƌ saŶs leuƌs suppoƌts. Paƌŵi Đes problèmes, on 
tƌouǀe paƌ eǆeŵple l͛aďseŶĐe de Đaƌte GPGPU utilisaďle ou eŶĐoƌe uŶ appel de kernel 
impossible à réaliser. 
3.3.1.1 Le type erreur : cudaError_t 
Les erreurs sont de type cudaError_t. Ce tǇpe Ŷ͛est autƌe Ƌue la dĠfiŶitioŶ d͛uŶ tǇpe 
(typedefͿ suƌ l͛ĠŶumération cudaError. La desĐƌiptioŶ de l͛eŶseŵďle des ǀaleuƌs Ƌue 
peut prendre cette énumération est disponible sur le site internet de NVIDIA12. Mais le plus 
iŵpoƌtaŶt est de saǀoiƌ Ƌue l͛eŶseŵďle de Đes ǀaleuƌs à l͛eǆĐeptioŶ de cudaSuccess 
correspond à une eƌƌeuƌ, pouƌ uŶ ŵotif ou pouƌ uŶ autƌe. Pouƌ s͛assuƌeƌ Ƌue les opĠƌatioŶs 
se sont déroulées normalement, le minimum suffisant est donc de tester le code erreur pour 
vérifier si la valeur correspond bien à cudaSuccess. Mais le nombre important de codes 
d͛eƌƌeuƌ ;ϰϴ Đodes diffĠƌeŶts eŶ plus du suĐĐğsͿ peƌŵet d͛aǀoiƌ uŶe ǀisioŶ plus laƌge de 
l͛eƌƌeuƌ et il est souǀeŶt tƌğs utile de ĐoŶŶaîtƌe pƌĠĐisĠŵeŶt l͛eƌƌeuƌ suƌǀeŶue. Ainsi, deux 
erreurs très courantes sont : 
- cudaErrorLaunchFailure loƌsƋue l͛appel d͛uŶ kernel échoue. Ceci est 
généralement dû aux dimensions des blocs ou/et de la grille Ƌui Ŷ͛appaƌtieŶŶeŶt pas 
aux intervalles acceptés par la carte. 
- cudaErrorNoDevice loƌsƋue Ƌu͛auĐuŶe Đaƌte Ŷ͛est ǀisiďle paƌ l͛hôte suƌ leƋuel est 
laŶĐĠ l͛eǆĠĐutioŶ de l͛appliĐatioŶ. Cela peut aussi ďieŶ diƌe Ƌue la Đaƌte Ŷ͛est pas 
                                                     





présente physiquement que signifier une absence ou une mauvaise installation des 
pilotes de la carte. 
3.3.1.2 Récupération des codes d’erreur 
La ƌĠĐupĠƌatioŶ des Đodes d͛eƌƌeuƌ est effeĐtuĠe de deuǆ façoŶs diffĠƌeŶtes seloŶ Ƌu͛il est 
possible ou non pour les fonctions de les renvoyer. 
Aussi souǀeŶt Ƌue Đela est possiďle, pouƌ les foŶĐtioŶs de l͛API, Đ͛est la foŶĐtioŶ appelĠe Ƌui 
ƌetouƌŶe le Đode eƌƌeuƌ. C͛est le Đas paƌ eǆeŵple de la foŶĐtioŶ cudaMalloc ou encore de 
la fonction cudaMemcpy. La ƌĠĐupĠƌatioŶ du Đode d͛eƌƌeuƌ est aloƌs des plus ĐlassiƋues : 
cudaError_t   retCode; 
 
retCode   = cudaMalloc( (void **) &tab, tabSizeInBytes ); 
if ( retCode != cudaSuccess ) 
{ 
   // Traitement de lerreur. 
} 
Code 3-37 : Utilisation des codes erreurs de façon synchrone. 
Mais le Đas d͛uŶ appel de keƌŶel est diffĠƌeŶt. Le Đode eƌƌeuƌ est aloƌs ƌĠĐupĠƌĠ à l͛aide de la 
fonction cudaGetLastError. Coŵŵe soŶ Ŷoŵ l͛iŶdiƋue, Đette foŶĐtioŶ ƌetouƌŶe le Đode 
erreur correspondant au dernier appel de kernel. L͛appel de Đette foŶĐtioŶ apƌğs l͛appel du 
kernel peƌŵet doŶĐ de ƌĠĐupĠƌeƌ et tƌaiteƌ l͛eƌƌeuƌ : 
cudaError_t   retCode; 
 
kernelExemple1<<< 1, 10 >>>();   // Appel du kernel 
retCode   = cudaGetLastError();  // Recuperation de lerreur 
if ( retCode != cudaSuccess ) 
{ 
   // Traitement de lerreur. 
} 
Code 3-38 : Utilisation des codes erreurs de façon asynchrone. 
3.3.2 Calcul en nombres flottants 
Suƌ les aƌĐhiteĐtuƌes pƌĠĐĠdaŶt Feƌŵi, l͛iŵplĠŵeŶtatioŶ paƌ dĠfaut suƌ les GPU NVIDIA des 
calculs sur les nombres flottants ne suit pas précisément la norme IEEE-754 (NVIDIA 2007). 
Ceci est dû au but original des GPU qui ne nécessitait pas une précision rigoureuse pour un 
ƌeŶdu gƌaphiƋue ƌĠaliste. AiŶsi, pouƌ aŵĠlioƌeƌ la ǀitesse d͛eǆĠĐutioŶ, ƋuelƋues petites 
libertés ont été prises sur le standard. 
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Pouƌ autaŶt, l͛API de CUDA dispose de foŶĐtioŶs ƌĠalisant les arrondis de manière fidèle à la 
norme IEEE-754. Ces fonctions sont les suivantes : 
– __fmaf_r{n,z,u,d}( float, float, float ) : multiplication et addition.  
– __frcp_r{n,z,u,d}( float ) : inverse. 
– __fdiv_r{n,z,u,d}( float, float ) : division. 
– __fsqrt_r{n,z,u,d}( float ) : racine carrée.  
– __fadd_r{u,d}( float, float ) : somme. 
– __fmul_r{u,d}( float, float ) : multiplication. 
Les Ƌuatƌe ŵodes d͛aƌƌoŶdi spĠĐifiĠs paƌ le staŶdaƌd IEEE soŶt doŶĐ dispoŶiďles pouƌ la 
majorité de ces fonctions : 
– n : arrondi au plus près. 
– z : arrondi vers zéro. 
– u : aƌƌoŶdi ǀeƌs plus l͛iŶfiŶi. 
– d : aƌƌoŶdi ǀeƌs ŵoiŶs l͛iŶfiŶi. 
Exemple : 
float    a   = 10; 
float    b   = 3; 
float    c   = 10 / 3;               // 3.33333349227905 
 
float    cn  = __fdiv_rn( a, b );    // 3.33333325386047 
float    cz  = __fdiv_rz( a, b );    // 3.33333325386047 
float    cu  = __fdiv_ru( a, b );    // 3.33333349227905 
float    cb  = __fdiv_rd( a, b );    // 3.33333325386047 
Code 3-39 : Différentes versions de la division de flottant. 
L͛utilisatioŶ de Đes diffĠƌeŶtes foŶĐtioŶs d͛aƌƌoŶdi ĐoŶfoƌŵes au staŶdaƌd IEEE-ϳϱϰ Ŷ͛est pas 
iŶŶoĐeŶte. S͛il a ĠtĠ Đhoisi d͛utiliseƌ paƌ dĠfaut des aƌƌoŶdis ŶoŶ ĐoŶfoƌŵes, Đ͛est Ƌue Đes 
derniers sont plus ƌapides à eǆĠĐuteƌ suƌ le GPU. Paƌ ĐoŶsĠƋueŶt, l͛utilisatioŶ 
d͛iŵplĠŵeŶtatioŶs ĐoŶfoƌŵes au staŶdaƌd IEEE eŶtƌaîŶe gĠŶĠƌaleŵeŶt uŶe diŵiŶutioŶ des 
performances du programme sur les architectures pré-Fermi. Il est donc important de ne les 
utiliser que lorsƋu͛elles soŶt ŶĠĐessaiƌes et de Ŷe pas les suďstitueƌ de ŵaŶiğƌe autoŵatiƋue 
aux implémentations par défaut. 
3.3.3 Utilisation des flux asynchrones (stream) 
Les ĠĐhaŶges ŵĠŵoiƌes eŶtƌe le CPU et le GPU peuǀeŶt ġtƌe uŶ ǀƌai goulot d͛ĠtƌaŶgleŵeŶt 
pouƌ l͛appliĐation. Lorsque ceux-ci sont trop importants et que les algorithmes employés le 
permettent, il est alors possible de réaliser la copie de la mémoire de façon asynchrone. 
L͛idĠe est doŶĐ de ƌĠaliseƌ uŶe paƌtie de la Đopie de la ŵĠŵoiƌe eŶ ŵġŵe teŵps Ƌue l͛oŶ 
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exécute le kernel sur une autre partie de la mémoire copiée précédemment (Qiang-qiang, et 
al. 2011). 
DaŶs l͛eǆeŵple du diagƌaŵŵe de sĠƋueŶĐe suiǀaŶt ;Figure 3-6Ϳ, oŶ ƌĠalise la Đopie d͛uŶe 
première partie de la mémoire (partie1). Une fois cette copie terminée, on lance le kernel 
sur cette partie de la mémoire alors que dans le même temps, on réalise la copie de la 
deuxième partie de la mémoire (partie2). Une fois la copie de la deuxième partie de la 
mémoire finie, on exécute le kernel sur cette partie de la mémoire. 
 
Figure 3-6 : Diagramme de séquence de l'utilisation de flux asynchrones. 
Plus la taille de la mémoire utilisée est importante et plus cette méthode peut permettre 
d͛aĐĐĠlĠƌeƌ les ĐalĐuls. Pouƌ autaŶt, elle ŶĠĐessite Ƌue les ĐalĐuls effeĐtuĠs paƌ le kernel sur 
des ĠlĠŵeŶts d͛uŶe zoŶe ŵĠŵoiƌe puisseŶt ġtƌe ƌĠalisĠs iŶdĠpeŶdaŵŵeŶt du ƌeste de la 
mémoire. 
Pour permettre ce mécanisme, le type cudaStream_t est utilisé pour déclarer des flux qui 
soŶt ĐƌĠĠs à l͛aide de la foŶĐtioŶ cudaStreamCreate : 
int           nbFlux   = 5; 
cudaStream_t  tabStream[ nbFlux ]; 
for ( int i = 0; i < nbFlux; ++i ) 
{ 











Code 3-40 : Initialisation de flux CUDA. 
OŶ ƌĠalise eŶsuite la Đopie des diffĠƌeŶtes paƌties de la ŵĠŵoiƌe à l͛aide des fluǆ. Pouƌ Đela, 
il est ŶĠĐessaiƌe d͛utiliseƌ la foŶĐtioŶ cudaMemcpyAsync qui requiert, en plus des 
paƌaŵğtƌes de Đopie ĐlassiƋue ;destiŶatioŶ, souƌĐe, ƋuaŶtitĠ d͛oĐtets copiée et direction de 
la ĐopieͿ, uŶ fluǆ. Le passage d͛uŶ fluǆ eŶ paƌaŵğtƌe de la Đopie ǀa peƌŵettƌe de ĐoŶŶaîtƌe 
l͛ĠǀolutioŶ de la Đopie. 
int      tailleParFlux  = 100; 
int      taille         = tailleParFlux * nbFlux; 
float *  tab_host; 
float *  tab_device; 
 
tab_host   = new float[ taille ]; 
cudaMalloc( (void **) & tab_device, taille * sizeof( float ) ); 
 
for ( int i = 0; i < nbFlux; ++i ) 
{ 
    cudaMemcpyAsync( 
                     tab_device + i * tailleParFlux * sizeof( float ), 
                     tab_host + i * tailleParFlux * sizeof( float ), 
                     tailleParFlux * sizeof( float ), 
                     cudaMemcpyHostToDevice, 
                     tabStream[ i ] 
                   ); 
} 
Code 3-41 : Utilisation des flux CUDA avec cudaMemcpyAsync. 
L͛appel de ĐhaƋue kernel est lui aussi paƌaŵĠtƌĠ paƌ uŶ fluǆ. De Đette ŵaŶiğƌe, l͛appel Ŷe 
sera effectué que lorsque le transfert de mémoire correspondant au flux sera terminé. 
for ( int i = 0; i < nbFlux; ++i ) 
{ 
    monKernel<<< 1, tailleParFlux, 0, tabStream[ i ] >>> 
        (  
          tab_device + i * tailleParFlux * sizeof( float ),  
          tailleParFlux  
        ); 
} 
Code 3-42 : Utilisation des flux CUDA avec un kernel. 
Conclusion 
Parmi les interfaces de programmation existantes au début de mes travaux, le choix a été 
fait de tƌaǀailleƌ aǀeĐ l͛API pƌoposĠe paƌ NVIDIA : CUDA. Cette API, alors strictement 
réservée à la programmation sur carte NVIDIA (la dernière version du kit de développement 
laisse entrouverte la poƌte à soŶ utilisatioŶ suƌ d͛autƌes ŵatĠƌielsͿ, Ġtait plus peƌfoƌŵaŶte 
Ƌue l͛API OpeŶCL. Ces ŵeilleuƌes performances étaient rendues possibles par le choix fait 
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par NVIDIA de développer des cartes graphiques dédiées au calcul généraliste ce qui lui a 
peƌŵis de gaƌdeƌ uŶe loŶgueuƌ d͛aǀaŶĐe suƌ la concurrence. 
UŶe fois l͛API Đhoisie, uŶe ďoŶŶe ĐoŶŶaissaŶĐe de Đelle-ci est nécessaire pour obtenir le 
maximum de puissance du GPU. Il est ainsi important de comprendre le système de gestion 
des threads à travers des blocs et une grille et en particulier les mécanismes 
d͛oƌdoŶŶaŶĐeŵeŶts de Đes diffĠƌeŶts ĠlĠŵeŶts. UŶe fois Đes ĐoŶĐepts iŶtĠgƌĠs, il est 
possible de paralléliser assez siŵpleŵeŶt uŶe appliĐatioŶ. La ĐoŶĐeptioŶ d͛uŶe appliĐatioŶ 
très performante sur GPU est beaucoup plus compliquée. 
Les accès mémoire sur GPU étant beaucoup moins performants que ce qui se fait sur CPU, 
une attention particulière doit être donnée à l͛utilisatioŶ de la ŵĠŵoiƌe. Pour améliorer les 
performances des accès mémoire, plusieurs types de mémoires, aux caractéristiques 
différentes, sont disponibles. Parmi celles-ci, la mémoire globale est ainsi accessible à 
l͛eŶseŵďle des thƌeads ŵais suďit uŶe latence importante. Les mémoires de texture et 
constante sont également accessibles à l͛eŶseŵďle des thƌeads ŵais l͛utilisatioŶ d͛uŶ ĐaĐhe 
permet des accès (en lecture uniquement) plus efficaces. Au seiŶ d͛uŶ ďloĐ, la ŵĠŵoiƌe 
partagée, qui ne subit aucune latence, peut quant à elle être utilisée pour mutualiser des 
accès. 
L͛API CUDA peƌŵet ĠgaleŵeŶt de tƌaiteƌ effiĐaĐeŵeŶt les eƌƌeuƌs pƌoduites paƌ les appels 
sur le GPU, que ce soit des appels synchrones ou asynchrones. Un traitement fin des 
opérations en virgules flottantes permet de plus de régler, seloŶ l͛appliĐatioŶ, eŶtƌe 
pƌĠĐisioŶ des ĐalĐuls et ǀitesse d͛eǆĠĐutioŶ de Đeuǆ-Đi. L͛API CUDA peut ĠgaleŵeŶt ġtƌe 
utilisée pouƌ ŵaǆiŵiseƌ l͛utilisatioŶ du GPU eŶ ƌĠalisaŶt la Đopie de ŵĠŵoiƌe eŶtƌe le CPU et 
le GPU en même temps que sont réalisés des traitements. Pour cela, en plus de la copie 
ĐlassiƋue de ŵĠŵoiƌe, uŶe Đopie asǇŶĐhƌoŶe est pƌoposĠe paƌ l͛API. Cette copie asynchrone, 
ĐouplĠe à l͛utilisatioŶ de fluǆ peƌŵettaŶt de suiǀƌe l͛ĠǀolutioŶ des Đopies, permet de 
paralléliser les deux traitements. 
Le lecteur intéressé par plus de détail pourra également consulter un des ouvrages suivants : 
« Programming Massively Parallel Processors - A Hands-on Approach » (Kirk, Wen-mei et 
Hwu 2010) ou « CUDA by example » (Sanders et Kandrot 2010) qui introduisent la 
pƌogƌaŵŵatioŶ suƌ GPU à l͛aide de l͛API CUDA de façoŶ siŵple et tƌğs pĠdagogique. 
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Maintenant que nous avons expliqué l͛API CUDA, nous sommes en mesure de développer 
nos propositioŶs eŶ ŵatiğƌe d͛algoƌithŵiƋue paƌallğle. Le prochain chapitre traitera des 
solutions apportées dans trois domaines : le traitement rapide de grands automates 
cellulaires en trois dimensions, le calcul des champs physicochimiques sur GPU et la 
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4 Simulation d’automates cellulaires en 3D et champs de force 
Introduction 
Nous avons vu précédemment différentes solutions pouƌ aŵĠlioƌeƌ les peƌfoƌŵaŶĐes d͛uŶe 
application. On trouve, d͛uŶe paƌt des solutioŶs logiĐielles à tƌaǀeƌs l͛utilisatioŶ de Ŷouǀeauǆ 
algoƌithŵes ou l͛aŵĠlioƌatioŶ de l͛iŵplĠŵeŶtatioŶ d͛algorithmes existants et, d͛autƌe paƌt, 
des solutioŶs ŵatĠƌielles à tƌaǀeƌs l͛utilisatioŶ d͛aƌĐhiteĐtuƌes paƌallğles, telles que les GPU, 
qui peuvent être développées à l͛aide de l͛API CUDA. AfiŶ d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes des 
siŵulatioŶs ƌĠalisĠes à l͛aide de la PGMS, je ŵe suis donc employé à proposer et à mettre en 
œuǀƌe diffĠƌeŶtes solutioŶs. Ces solutioŶs pƌoĐğdeŶt d͛uŶe dĠŵaƌĐhe d͛iŶtĠgƌatioŶ tiƌaŶt 
parti des différents outils disponibles, aussi bien matériels que logiciels, pour améliorer les 
peƌfoƌŵaŶĐes des diffĠƌeŶtes ĐoŵposaŶtes de l͛appliĐatioŶ. 
Au ƌegistƌe des ŵoǇeŶs ŵatĠƌiels utilisĠs pouƌ aĐĐĠlĠƌeƌ les ĐalĐuls, j͛ai pƌiǀilĠgiĠ l͛utilisatioŶ 
de processeurs graphiques à des fins de calculs généralistes (GP-GPU) pour les calculs les 
plus louƌds. Cette teĐhŶologie a ĠtĠ utilisĠe pouƌ paƌallĠliseƌ d͛uŶe paƌt uŶ algoƌithŵe 
peƌŵettaŶt de faiƌe Ġǀolueƌ les autoŵates Đellulaiƌes à tƌois diŵeŶsioŶs et d͛autƌe paƌt le 
calcul des champs physicochimiques. Cette seconde parallélisation a par la suite été intégrée 
à la PGMS afiŶ d͛aŵĠlioƌeƌ ses peƌfoƌŵaŶĐes. 
L͛aĐĐĠlĠƌatioŶ logiĐielle a ĠgaleŵeŶt ŶĠĐessitĠ uŶ iŶǀestisseŵeŶt sigŶifiĐatif. CeĐi a amené 
aussi bien à réaliser des modifications profondes en implémentant un nouvel algorithme 
;l͛algoƌithŵe Hash-Life eŶ tƌois diŵeŶsioŶsͿ, Ƌu͛à ƌĠaliseƌ des ŵodifiĐatioŶs plus fiŶes, plus 
proches du génie logiciel, mais pouvant amener également des résultats tout à fait 
significatifs. Ces modifications ont permis d͛optiŵiseƌ l͛iŵplĠŵeŶtatioŶ de la PGMS afiŶ de 
supprimer, autant faire se peut, les goulots d͛ĠtƌaŶgleŵeŶt eŶ aŵĠlioƌaŶt, en particulier, les 
accès mémoire. 
Deuǆ idĠes ŵajeuƌes oŶt guidĠ ŵes Đhoiǆ. D͛uŶe paƌt, il Ġtait iŵpoƌtaŶt de Ŷe pas s͛eŶfeƌŵer 
daŶs uŶe ĐatĠgoƌie d͛aŵĠlioƌatioŶs ŵais plutôt d͛essaǇeƌ de tƌouǀeƌ la ĐoŵďiŶaisoŶ la mieux 
adaptĠe à uŶ pƌoďlğŵe doŶŶĠ. D͛autƌe paƌt, l͛oďjeĐtif à teƌŵe est de peƌŵettƌe à la PGMS 
de pouvoir fonctionner de manière rapide et efficace sur une machine autonome, tel Ƌu͛uŶ 
simple poste de travail. Cela a donc parfois conduit à écarter certaines technologies comme, 
par exemple, l͛utilisatioŶ de feƌŵes ou de gƌilles de ĐalĐul. 
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Pour satisfaire ces deux contraintes, notre objectif a été de permettre à la simulation une 
eǆĠĐutioŶ la plus ƌapide possiďle suƌ uŶe ŵaĐhiŶe de ďuƌeau ĠƋuipĠe d͛uŶe Đaƌte GPU 
conçue pour effectuer des calculs généralistes. 
La pƌeŵiğƌe paƌtie de Đe Đhapitƌe dĠtailleƌa l͛iŵplĠŵeŶtatioŶ suƌ GPU du tƌaiteŵeŶt des 
automates cellulaires ainsi Ƌue l͛utilisatioŶ de l͛algoƌithŵe Hash Life daŶs uŶ ŵodğle eŶ tƌois 
diŵeŶsioŶs ;la pƌĠseŶtatioŶ de l͛algoƌithŵe pouƌ uŶ ŵodğle eŶ deuǆ diŵeŶsioŶs est 
présente dans la partie 2.2.2 - L͛algoƌithŵe Hash-LifeL͛algoƌithŵe Hash-Life). La seconde 
paƌtie tƌaiteƌa de l͛iŵplĠŵeŶtatioŶ du ĐalĐul de Đhaŵps phǇsiƋues (gravitationnel, électrique 
et ŵagŶĠtiƋueͿ. EŶfiŶ, uŶe deƌŶiğƌe paƌtie pƌĠseŶteƌa l͛utilisatioŶ de la puissaŶĐe des GPU 
afin de réaliser efficacement des réplications de simulations stochastiques. 
4.1 Automates cellulaires 3D sur GPU et CPU (Hash-Life) 
LoƌsƋue l͛oŶ s͛iŶtĠƌesse au ŵoŶde du ǀiǀaŶt, il est tƌğs fƌĠƋueŶt, pouƌ disposeƌ de ŵodğles 
très précis, que ces derniers soient des modèles en trois dimensions. Si les algorithmes 
appliqués aux automates cellulaires ont été largement étudiés pour des modélisations en 
deuǆ diŵeŶsioŶs, l͛Ġtude des algoƌithŵes eŶ tƌois diŵeŶsioŶs est ďeauĐoup ŵoiŶs fouƌŶie. Il 
a donc été nécessaire pour utiliser des algorithmes traitant de problèmes en trois 
dimensions, soit de porter des algorithmes déjà existants eŶ deuǆ diŵeŶsioŶs ;Đ͛est le Đas 
pouƌ l͛iŵplĠŵeŶtatioŶ de l͛algoƌithŵe Hash-Life en trois dimensions (Caux, Siregar et Hill 
2010)Ϳ, soit d͛iŵplĠŵeŶteƌ uŶ Ŷouǀel algoƌithŵe ;Đ͛est le Đas pouƌ l͛iŵplĠŵeŶtatioŶ suƌ GPU 
(Caux, Siregar et Hill 2011)). 
4.1.1 L’algorithme Hash-Life en 3D 
4.1.1.1 Explication de l’algorithme 
Le portage en tƌois diŵeŶsioŶs de l͛algoƌithŵe Hash-Life (Gosper 1984) engendre deux 
principales conséquences. La première est bien évidemment une modification assez 
iŵpoƌtaŶte de l͛algoƌithŵe, ŵġŵe si l͛idĠe de ďase, Ƌu͛est l͛utilisatioŶ de la mémoïzation 
(Michie 1968), reste la même. La seconde est une modification tout aussi importante des 




La ŵodifiĐatioŶ la plus iŵpoƌtaŶte de l͛algoƌithŵe est ďieŶ eŶteŶdu le passage d͛uŶe 
représentation des données en deux dimensions sous forme de quadtrees à son équivalent 
en trois dimensions avec des octrees (Meagher 1982). Tout Đoŵŵe le Ƌuadtƌee, l͛oĐtƌee est 
une structure de données sous foƌŵe d͛aƌďƌe où ĐhaƋue Ŷœud est soit uŶe ďƌaŶĐhe, soit uŶe 
feuille terminale. La différence repose dans le fait que les branches ne possèdent plus entre 
ϭ et ϰ Ŷœuds fils ŵais eŶtƌe ϭ et ϴ Ŷœuds fils : les ϰ Ŷœuds aǀaŶt et les ϰ Ŷœuds arrière (8 
daŶs le Đas d͛uŶ oĐtƌee Đoŵplet – voir Figure 4-1Figure 4-1). 
[…]
 
Figure 4-1: Représentation en octree complet. 
Bien entendu, ce changement de représentation a un impact majeur suƌ l͛eŶseŵďle de 
l͛iŵplĠŵeŶtatioŶ. Les taďles de haĐhage, ĠlĠŵeŶt pƌiŶĐipal de la solutioŶ, se tƌouǀeŶt aiŶsi 
ŵodifiĠes, passaŶt d͛uŶe ĐlĠ ĐoŵpoƌtaŶt Ƌuatƌe ĠlĠŵeŶts ;les ĠlĠŵeŶts supĠƌieuƌ gauĐhe, 
supérieur droit, inférieur gauche et inférieur droit) à une clé à huit éléments (les quatre 
éléments précédents soŶt ƌĠpĠtĠs à l͛aǀaŶt et à l͛aƌƌiğƌeͿ. EŶ effet, les taďles stoĐkeŶt uŶe 
nouvelle entrée pour chaque configuration différente, c'est-à-dire pour chaque 
configuration qui ne comprend pas les huit mêmes éléments fils. Dans la Figure 4-2, la table 
des feuilles comprend donc une nouvelle entrée pour chaque configuration de huit feuilles 
différentes des configurations déjà présentes (c'est-à-dire lorsque les huit feuilles ne 
possğdeŶt pas les ŵġŵes ĠtatsͿ. AiŶsi la ĐoŶfiguƌatioŶ stoĐkĠe à l͛adƌesse ͚@a͛ Ƌui 
ĐoƌƌespoŶd à la pƌeŵiğƌe eŶtƌĠe diffğƌe de la tƌoisiğŵe eŶtƌĠe ;adƌesse ͚@Đ͛Ϳ paƌ la ǀaleuƌ 
de deux cellules. Il est doŶĐ ŶĠĐessaiƌe Ƌue les deuǆ eŶtƌĠes soieŶt pƌĠseŶtes. L͛idĠe est 
seŵďlaďle pouƌ le stoĐkage daŶs la taďle des ďƌaŶĐhes à la diffĠƌeŶĐe Ƌue l͛oŶ Ŷe ƌetƌouǀe 
plus des Ġtats Đoŵŵe ĐlĠ ŵais l͛adƌesse d͛autƌes ďƌaŶĐhes. UŶe ĐoŶfiguƌatioŶ ĐoŵplğteŵeŶt 
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vide de 43 cellules correspond ainsi à une branche comprenant la même branche fille pour 
ses huit fils ;͚@ď͛Ϳ. Loƌs de l͛appaƌitioŶ d͛uŶe ďƌaŶĐhe diffĠƌeŶte, Đ'est-à-dire une branche ne 
possédant pas les mêmes fils, il est nécessaire de rajouter une nouvelle entrée. C͛est le Đas 
pour une configuration de 43 cellules possédant des branches différentes mais aussi pour 
une configuration de taille plus importante (83 Đellules daŶs l͛eǆeŵpleͿ. 
@c @c @b @b @a @c @b @b
@b @b @b @b @b @b @b @b
@d
@e




sgv sdv igv idv sgr sdr igr idr






Figure 4-2 : Table de hachage des branches non terminales (en haut) et terminales (en bas). (sgv : 
supérieur gauche avant ; sdv : supérieur droit avant ; igv : inférieur gauche avant ; idv inférieur 
droit avant ; sgr : supérieur gauche arrière ; sdr : supérieur droit arrière ; igr : inférieur gauche 
arrière ; idr inférieur droit arrière) 
Cette figuƌe peƌŵet de ĐoŵŵeŶĐeƌ à eŶtƌeǀoiƌ le pƌiŶĐipal pƌoďlğŵe de l͛algoƌithŵe 
Hash-Life en 3D : le grand nombre de combinaisons possibles. Le nombre de configurations 
de cellules différentes pour une structure cubique de deux cellules de côté (2x2x2), lorsque 
chaque cellule peut posséder deux états différents, passe ainsi à 28=64 (contre 24=16 pour 
les configurations de cellules de 2x2). Mais nous reviendrons plus en détails sur ce point 
dans la partie 4.1.1.1 - Intérêts et limites en 3D. 
Tout Đoŵŵe pouƌ l͛algoƌithŵe eŶ deuǆ diŵeŶsioŶs, uŶe ďƌaŶĐhe est doŶĐ ĐoŵposĠe de huit 
Ŷœuds ;pouǀaŶt ġtƌe des feuilles ou des ďƌaŶĐhes seloŶ Ƌu͛il s͛agisse, ƌespeĐtiǀeŵeŶt, d͛uŶe 
branche terminale ou non). 
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EŶ stoĐkaŶt ĠgaleŵeŶt l͛adƌesse de la ĐoŶfiguƌatioŶ de Đellules ƌĠsultaŶt d͛uŶe ou plusieuƌs 
itĠƌatioŶs suƌ la ďƌaŶĐhe ĐouƌaŶte à l͛aide de la ǀaƌiaďle resultat_, il est alors possible, si 
l͛oŶ a dĠjà ŵaŶipulĠ la ĐoŶfiguƌatioŶ, de ĐoŶŶaitƌe, sans calcul supplémentaire, le résultat 
d͛uŶe ou plusieuƌs itĠƌatioŶs suƌ Đette ĐoŶfiguƌatioŶ ;ǀoiƌ Code 4-1). 
class Branche : public Noeud 
{ 
   // Pointeur de Noeud correspondant aux huit fils. 
   Noeud *   supGaucheAvant_; 
   Noeud *   supDroitAvant_; 
   Noeud *   infGaucheAvant_; 
   Noeud *   infDroitAvant_; 
   Noeud *   supGaucheArriere_; 
   Noeud *   supDroitArriere_; 
   Noeud *   infGaucheArriere_; 
   Noeud *   infDroitArriere_; 
 
   // Pointeur vers la configuration résultat. 
   Noeud *  resultat_; 
}; 
Code 4-1 : Eǆtƌait du Đode de la Đlasse BƌaŶĐhe de l’algoƌithŵe Hash-Life en 3D. 
La partie la plus iŵpoƌtaŶte du poƌtage de l͛algoƌithŵe Hash-Life en trois dimensions est 
ďieŶ eŶteŶdu liĠe au ĐalĐul de l͛itĠƌatioŶ suiǀaŶte loƌsƋue Đelle-Đi Ŷ͛est pas ĐoŶŶue. Alors 
que, daŶs le Đas de l͛algoƌithŵe iŶitial eŶ deuǆ diŵeŶsioŶs, il suffisait de ŵaŶipuleƌ Ƌuatre 
ĐoŶfiguƌatioŶs de Đellules teŵpoƌaiƌes pouƌ dĠteƌŵiŶeƌ le Đœuƌ d͛uŶe ĐoŶfiguƌatioŶ de 
Đellules à l͛Ġtape suiǀaŶte ;ǀoiƌ Figure 4-3 pour mémoire et la partie 2.2.2 - L͛algoƌithŵe 
Hash-LifeL͛algoƌithŵe Hash-Life pour plus de détails), il va maintenant être nécessaire de 
manipuler huit de ces configurations temporaires (on va retrouver les même décalages selon 






























































Figure 4-3 : Eǆeŵple de la ĐƌĠatioŶ d’uŶe ĐoŶfiguƌatioŶ teŵpoƌaiƌe eŶ ϮD ;pƌeŵiğƌe ligŶeͿ et 
résultat une fois les quatre configurations créées (deuxième ligne au centre). 
Tout d͛aďoƌd, il est iŵpoƌtaŶt de ƌappeleƌ Ƌue le tƌaǀail en trois dimensions va impliquer de 
ƌetƌouǀeƌ le Đuďe au Đœuƌ du Đuďe oƌigiŶal. AiŶsi, daŶs le sĐhĠŵa de la Figure 4-4, le cube 
Ƌue l͛oŶ souhaite ǀoiƌ Ġǀolueƌ est le cube blanc de 83 cellules (il a été découpé ici pour 
peƌŵettƌe de ǀoiƌ le Đœuƌ de Đelui-ĐiͿ. Le Đœuƌ du Đuďe ďlaŶĐ, eŶ oƌaŶge daŶs la figuƌe 
suivante et composé de 43 Đellules, est le Đuďe ĐoƌƌespoŶdaŶt au ƌĠsultat d͛uŶe itĠƌatioŶ suƌ 
le Đuďe ďlaŶĐ Ƌue l͛on souhaite récupérer. 
 
Figure 4-4 : Cube original de 83 Đellules ;eŶ ďlaŶĐͿ et Đœuƌ de ϰ3 Đellules Ƌu’il va ġtƌe ŶĠĐessaiƌe de 
calculer (en orange). 
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Pour cela, il est donc nécessaire de travailler avec huit configurations temporaires. Ces huit 
ĐoŶfiguƌatioŶs ĐoƌƌespoŶdeŶt à l͛eŶseŵďle des ĐoŵďiŶaisoŶs possiďles de dĠĐalage du Đœuƌ 
du cube : vers le haut ou vers le bas, à droite ou à gauche, et enfin en avant et en arrière. 
AiŶsi, les Ƌuatƌe pƌeŵiğƌes ĐoŶfiguƌatioŶs soŶt dĠĐalĠes d͛uŶ ƌaŶg ǀeƌs l͛aǀaŶt paƌ ƌappoƌt 
au Đœuƌ du Đuďe ;Đuďes n°1 à n°4 dans la Figure 4-5) et les quatre dernières sont décalées 
d͛uŶ ƌaŶg ǀeƌs l͛aƌƌiğƌe ;Đuďes n°5 à n°8). De la même façon, les cubes n°1, 2, 5 et 6 sont 
décalés vers le haut lorsque les cubes n°3, 4, 7 et 8 sont décalés vers le bas. Les cubes n°1, 3, 






Figure 4-5 : Création des huit configurations temporaires de 43 cellules à partir des cellules du cube 
blanc de 83 cellules. 
Tout Đoŵŵe Đ͛Ġtait le Đas aǀeĐ l͛algoƌithŵe eŶ deuǆ diŵeŶsioŶs, à paƌtiƌ de Đes huit 
ĐoŶfiguƌatioŶs, il est aloƌs possiďle de fusioŶŶeƌ le ƌĠsultat d͛uŶe ou plusieuƌs itĠƌatioŶs suƌ 
ĐhaĐuŶe d͛elles pouƌ oďteŶiƌ le Ŷouǀel Ġtat du Đœuƌ de la ĐoŶfiguƌatioŶ de ďase ;ǀoiƌ Figure 












Figure 4-7 : Cuďe ƌĠsultaŶt de la ĐoŶĐatĠŶatioŶ du ƌĠsultat d’uŶe ou plusieuƌs itĠƌatioŶs suƌ les huit 
configurations temporaires. 
Intérêts et limites en 3D 
Tout Đoŵŵe l͛algoƌithŵe eŶ deuǆ diŵeŶsioŶs, l͛utilitĠ et les liŵites de l͛algoƌithme en trois 
dimensions vont fortement dépendre de la réapparition des configurations de cellules 
identiques. Si celles-Đi soŶt Ŷoŵďƌeuses, l͛algoƌithŵe est aloƌs tƌğs peƌfoƌŵaŶt. Mais si uŶe 
majorité de nouvelles configurations apparaissent, le surcoût induit par la mémoïzation aura 
teŶdaŶĐe à pĠŶaliseƌ l͛eŶseŵďle de l͛appliĐatioŶ et à aŵoiŶdƌiƌ les peƌfoƌŵaŶĐes gĠŶĠƌales. 
La pƌiŶĐipale diffĠƌeŶĐe aǀeĐ l͛algoƌithŵe eŶ deuǆ diŵeŶsioŶs est l͛augŵeŶtatioŶ du Ŷoŵďƌe 
de configurations de cellules différentes pouƌ uŶ Ŷiǀeau doŶŶĠ de l͛aƌďƌe. AiŶsi pouƌ uŶ 
Ƌuadtƌee de Ŷiǀeau Ϯ, oŶ ǀa ĐoŶsidĠƌeƌ uŶ doŵaiŶe de ϰǆϰ soit ϭϲ Đellules, ŵais loƌsƋue l͛oŶ 
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considère un octree 4x4x4 nous avons 64 cellules. Même si nous avons le même nombre 
d͛Ġtats possiďles paƌ Đellule, il est bien évident que le nombre de combinaisons de cellules 
pouƌ l͛oĐtƌee de Ŷiǀeau Ϯ ǀa ġtƌe ďieŶ supĠƌieuƌ à Đelui Ƌue Ŷous oďteŶioŶs aǀeĐ des 
Ƌuadtƌees de ŵġŵe Ŷiǀeau. L͛iŵpaĐt est tƌğs sigŶifiĐatif ; pour un quadtree à deux niveaux 
nous avons 65536 combinaisons, mais pour un octree à deux niveaux, nous avons 264 
combinaisons possibles, ce de qui donne un nombre supérieur à 1019.  
Le nombre de configurations possibles croît donc très rapidement en trois dimensions et 
cela va avoir un impact direct très sigŶifiĐatif suƌ les peƌfoƌŵaŶĐes. Tout Đoŵŵe Ŷous l͛aǀoŶs 
dĠjà eǆpliƋuĠ pouƌ l͛algoƌithŵe Hash-Life en deux dimensions, davantage de configurations 
équivalent, pouƌ ďeauĐoup de ŵodğles d͛autoŵates ;foŶĐtioŶ des ƌğglesͿ, à moins de 
réapparition de configurations et donc à une utilisation moins efficace, voir peu ou pas 
efficace, de la mémoïzation. 
L͛algoƌithŵe Hash-Life en trois dimensions possède bien évidemment les mêmes lacunes 
intrinsèques que l͛algoƌithŵe de mémoïzation utilisĠ pouƌ l͛algoƌithŵe Hash-Life en deux 
dimensions : à savoir son application à des automates stochastiques ou à des milieux non-
isotropes13 Ŷ͛est pas possiďle eŶ l͛Ġtat. EŶ effet, uŶe ĐoŶfiguƌatioŶ de Đellules sauǀegaƌde 
l͛Ġtat ƌĠsultaŶt. Oƌ, daŶs le Đas d͛uŶ autoŵate stoĐhastiƋue ou de milieux non- isotropes, ce 
ƌĠsultat peut ǀaƌieƌ seloŶ les ĐoŶditioŶs ;ƌespeĐtiǀeŵeŶt l͛Ġtat du gĠŶĠƌateuƌ de Ŷoŵďƌes 
pseudo-aléatoires ou la structure du milieu dans lequel on se trouve). 
UŶe iŵplĠŵeŶtatioŶ eŶ tƌois diŵeŶsioŶs à l͛aide d͚oĐtƌees Ŷ͛est donc pas forcément une 
solution à tous les problèmes de performances liés aux automates cellulaires en trois 
dimensions, ŵġŵe si Đela peƌŵet d͛eŶ ƌĠsoudƌe uŶe paƌtie. Pouƌ les Đas où l͛appƌoĐhe 
« Hash-Life en trois dimensions » ĠĐhoueƌait, d͛autƌes pistes ont été étudiées. 
4.1.1.2 Performances de l’algorithme Hash-Life 3D sur les milieux excitables 
Le modèle, utilisĠ pouƌ testeƌ les peƌfoƌŵaŶĐes de l͛algoƌithŵe Hash-Life en trois dimensions 
sur les milieux excitables, utilise un voisinage de von Neumann de degré un14. Ce modèle 
ƌepƌeŶd les tƌois Ġtats ĐlassiƋues d͛uŶ autoŵate Đellulaiƌe ƌepƌĠseŶtaŶt uŶ ŵilieu eǆĐitaďle : 
                                                     
13
 Un milieu est dit isotrope lorsque ses propriétés sont constantes dans toutes les diƌeĐtioŶs. DaŶs le Đas d͛uŶ 
automate cellulaire, un milieu isotrope possède un voisinage semblable dans toutes les directions. 
14
 UŶe Đellule a pouƌ ǀoisiŶe toutes les Đellules disposaŶt d͛uŶe faĐe eŶ ĐoŶtaĐt. Pouƌ uŶ Đuďe possĠdaŶt siǆ 
faces, une cellule a donc six voisines. 
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un état activé, un état réfractaire et un état de repos. Mais, pour permettre une 
ŵodĠlisatioŶ plus fiŶe, les tƌaŶsitioŶs eŶtƌe l͛Ġtat aĐtiǀĠ et l͛Ġtat ƌĠfƌaĐtaiƌe, et eŶtƌe l͛Ġtat 
ƌĠfƌaĐtaiƌe et l͛Ġtat de ƌepos Ŷe soŶt pas ƌĠalisĠes eŶ uŶe seule itĠƌatioŶ ŵais eŶ plusieuƌs 
(Gerhardt, Schuster et Tyson 1990). Dans le cas de la Figure 4-8, aussi bien dans le cas en 
deux dimensions que dans le cas en trois dimensions, les cellules sont actives pendant trois 
itérations et réfractaires pendant deux itérations. 
  
Figure 4-8 : Exemple de propagation dans un milieu excitable (automate à deux dimensions à 
gauche, automate à trois dimensions à droite). Les cellules blanches sont au repos, les cellules 
rouges sont actives (pendant trois itérations) et les cellules noires sont réfractaires (pendant deux 
itérations). 
Dans les résultats présentés dans la suite, les cellules du modèle nécessitent cinq itérations 
pouƌ Ġǀolueƌ de l͛Ġtat aĐtiǀĠ à l͛Ġtat réfractaire et tƌeŶte itĠƌatioŶs pouƌ passeƌ de l͛Ġtat 
ƌĠfƌaĐtaiƌe à l͛Ġtat de ƌepos. Ces ǀaleuƌs oŶt ĠtĠ utilisĠes pouƌ ƌepƌĠseŶteƌ de façoŶ siŵpliste 
la dépolarisation et la repolarisation du myocarde. Pour modéliser plus précisément le 
comportement du myocarde, un découpage plus fin, permettant de différencier les 
différentes périodes réfractaires (absolue, effective et relative), serait nécessaire (Bardou, et 
al. 1996) (Siregar, Sinteff, et al. 1998). IĐi, le ďut est d͛aŶalǇseƌ les peƌfoƌŵaŶĐes de 
l͛algoƌithŵe Hash-Life loƌsƋu͛uŶ Ŷoŵďƌe iŵpoƌtaŶt de sous-états entre en jeu. Cela peut 
paƌaitƌe aŶodiŶ, ŵais pouƌ peƌŵettƌe à l͛algoƌithŵe Hash-Life, qui utilise la mémoïzation, de 
bien appréhender les différents sous-Ġtats de l͛Ġtat aĐtiǀĠ et de l͛Ġtat ƌéfractaire (état activé 
depuis uŶe itĠƌatioŶ, Ġtat aĐtiǀĠ depuis deuǆ itĠƌatioŶs…Ϳ, il faut ĐoŶsidĠƌeƌ ĐhaƋue sous-état 
;uŶ Ġtat aǀeĐ uŶ ĐoŵpteuƌͿ Đoŵŵe uŶ Ġtat diffĠƌeŶt. SaŶs uŶ tel ŵĠĐaŶisŵe, l͛algoƌithŵe Ŷe 
pouƌƌa faiƌe la diffĠƌeŶĐe loƌsƋu͛il ƌetƌouǀera une cellule dans un état activé depuis deux 
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itérations et une cellule dans un état activé depuis quatre itérations. Pour l͛algoƌithŵe 
Hash-Life, cela conduit à ne pas manipuler trois mais trente-six états différents pour les 
Đellules de l͛autoŵate. Oƌ, étant donné que cet algorithme se base sur la découverte de 
ĐoŶfiguƌatioŶs de Đellules dĠjà eǆistaŶtes, Đette augŵeŶtatioŶ du Ŷoŵďƌe d͛Ġtat seƌa 
préjudiciable aux performances. 
Pour en finir avec les conditions initiales des tests réalisés, il est important de noter que 
ceux-Đi ĠtaieŶt effeĐtuĠs à paƌtiƌ d͛uŶ Đuďe ĐoŵplğteŵeŶt au ƌepos ;toutes les Đellules à 
l͛Ġtat de ƌeposͿ auƋuel il Ġtait appoƌtĠ uŶ stiŵulus à uŶe seule Đellule daŶs uŶ ĐoiŶ du Đuďe 
Ƌui passait aloƌs daŶs l͛Ġtat aĐtiǀĠ. UŶe fois Đette Đellule activée, cette activation se propage 
à l͛eŶseŵďle du Đuďe jusƋu͛au ĐôtĠ opposĠ ;le Đuďe gauĐhe de la Figure 4-9 ƌepƌĠseŶte l͛Ġtat 
du Đuďe ĐiŶƋ itĠƌatioŶs apƌğs l͛initialisation). La simulation prend alors fin lorsque la cellule 
opposée à la cellule activée au départ retrouve un état de repos (le cube droit de la Figure 
4-9 représeŶte l͛Ġtat du Đuďe loƌs de l͛aĐtiǀatioŶ de la deƌŶiğƌe Đellule, Đ'est-à-dire cinq 
itérations avant la fin de la simulation). 
   
Figure 4-9 : Début et fin de la propagation dans un milieu excitable (cinq itérations après 
l’iŶitialisatioŶ de la siŵulatioŶ à gauĐheͿ. AĐtivatioŶ de la deƌŶiğƌe Đellule à dƌoite ;ĐiŶƋ itĠƌatioŶs 
avant la fin de la simulation). 
Le Ŷoŵďƌe d͛itĠƌatioŶs ŶĠĐessaiƌes pouƌ ƌĠaliseƌ uŶe telle siŵulatioŶ est foŶĐtioŶ de la taille 
du côtĠ du Đuďe. L͛utilisatioŶ d͛uŶ ǀoisiŶage de ǀoŶ NeuŵaŶŶ de degƌĠ uŶ iŵpliƋue uŶe 
pƌopagatioŶ de pƌoĐhe eŶ pƌoĐhe. La pƌopagatioŶ Đoŵplğte d͛uŶe oŶde pƌeŶd doŶĐ le teŵps 
ŶĠĐessaiƌe à l͛oŶde pouƌ alleƌ aĐtiǀeƌ la Đellule daŶs l͛aŶgle opposĠ du Đuďe : trois fois la 
taille du côté du cube auquel il faut rajouter le temps nécessaire pour cette cellule pour 
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passeƌ à l͛Ġtat ƌĠfƌaĐtaiƌe puis à l͛Ġtat de ƌepos ;ƌespeĐtiǀeŵeŶt, cinq et trente itérations). 
Cela correspond donc à N x 3 + 35 itérations où N est la taille du côté du cube. Cette 
ǀaƌiatioŶ du Ŷoŵďƌe d͛itĠƌatioŶs ƌĠalisĠes au Đouƌs de la siŵulatioŶ eŶ foŶĐtioŶ de la taille 
du Đuďe eǆpliƋue la ƌaisoŶ pouƌ laƋuelle le teŵps total d͛eǆĠĐutioŶ seƌa souǀeŶt ƌeŵplaĐĠ 
par la mesure, plus pertinente, du teŵps ŵoǇeŶ d͛eǆĠĐutioŶ d͛uŶe itĠƌatioŶ. C'est-à-dire, le 
teŵps total de siŵulatioŶ ƌappoƌtĠ au Ŷoŵďƌe total d͛itĠƌatioŶs ƌĠalisĠes. 
4.1.1.2.1 Performances, itération par itération 
LoƌsƋue les ƌĠsultats iŶteƌŵĠdiaiƌes soŶt ŶĠĐessaiƌes, l͛algoƌithŵe est aloƌs utilisé dans une 
appƌoĐhe itĠƌatioŶ paƌ itĠƌatioŶ peƌŵettaŶt de tƌaiteƌ l͛autoŵate Đellulaiƌe à la fiŶ de 
ĐhaƋue itĠƌatioŶ ;aiŶsi, à ĐhaƋue fois Ƌue l͛oŶ souhaite faiƌe Ġǀolueƌ l͛autoŵate, Đelui-ci 
Ŷ͛Ġǀolue Ƌue d͛uŶe itĠƌatioŶͿ. DaŶs Đe Đas, le teŵps ŵoǇeŶ ŶĠcessaire pour réaliser une 
itĠƌatioŶ a teŶdaŶĐe à diŵiŶueƌ aǀeĐ l͛augŵeŶtatioŶ du Ŷoŵďƌe de Đellules daŶs le Đuďe 
jusƋu͛à atteiŶdƌe uŶ palieƌ ;ǀoiƌ Figure 4-10). Ce résultat s͛eǆpliƋue paƌ le plus gƌaŶd Ŷoŵďƌe 
d͛itĠƌatioŶs ƌĠalisĠes pour les cubes de plus grande taille (et donc avec davantage de 
cellules). En effet, le principe de la mémoïzation est de sauǀegaƌdeƌ les ƌĠsultats d͛uŶ ĐalĐul 
loƌsƋu͛il est effectué pour la première fois. Or cette opération est coûteuse. Mais, plus les 
ĐoŶfiguƌatioŶs de Đellules seƌoŶt ƌetƌouǀĠes, plus le gaiŶ de l͛utilisatioŶ de la mémoïzation 
sera grand. Dans le cas de milieux excitables, les configurations sont souvent retrouvées, le 
coût initial est donc petit à petit compensé par le fait que les configurations sont retrouvées. 
Lorsque les cubes traités sont plus grands, le Ŷoŵďƌe d͛itĠƌatioŶs ŶĠĐessaiƌes pouƌ pƌopageƌ 
uŶ sigŶal suƌ l͛eŶseŵďle du Đuďe est plus gƌaŶd et doŶĐ le Đoût iŶitial de la mémoïzation est 
plus faĐileŵeŶt aŵoƌti. C͛est pouƌ Đette ƌaisoŶ Ƌue le teŵps ŵoǇeŶ d͛uŶe itĠƌatioŶ teŶd à 
diŵiŶueƌ jusƋu͛à atteiŶdƌe uŶ palieƌ. Ce palieƌ ĐoƌƌespoŶd au teŵps ŶĠĐessaiƌe à 
l͛algoƌithŵe pouƌ foŶĐtioŶŶeƌ loƌsƋue les ĐoŶfiguƌatioŶs soŶt connues ou que peu de 




Figure 4-10 : Temps moyen d'une itération en fonction du nombre de cellules du cube. 
Foƌt logiƋueŵeŶt, le teŵps total d͛eǆĠĐutioŶ est doŶĐ liŶĠairement proportionnel au 
Ŷoŵďƌe d͛itĠƌatioŶs ŶĠĐessaiƌes pouƌ pƌopageƌ la ǀague d͛uŶ ĐoiŶ à l͛autƌe du Đuďe ;ǀoiƌ 
Figure 4-11). 
 
Figure 4-11 : Temps total d'exécution par rapport au nombre d'exécutions nécessaires pour 
propager la vague à l'ensemble du cube. 
Au-delà du teŵps d͛eǆĠĐutioŶ, uŶ ĠlĠŵeŶt iŶtĠƌessaŶt, loƌs de l͛Ġtude d͛uŶ algoƌithŵe 
utilisant la mémoïzation, est son empreinte mémoire. En effet, il est nécessaire de stocker 
l͛eŶseŵďle des ĐoŶfiguƌatioŶs Ƌui ǀoŶt apparaître lors de la simulation. Plus le nombre de 
ĐoŶfiguƌatioŶs dĠĐouǀeƌtes est iŵpoƌtaŶt, plus l͛eŵpƌeiŶte ŵĠŵoiƌe de l͛appliĐatioŶ seƌa 
importante. La Figure 4-12, qui présente la mémoire utilisée en fonction de la taille, en 
nombre de cellules, du côté du cube, montre que celle-ci est proportionnelle au côté du 
cube et non pas au nombre de cellules présentes au total, qui correspond fort logiquement à 
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un côté possède ainsi mille milliards de cellules au total (104 au cube = 1012). Ceci montre 
que, même si le nombre de configurations différentes découvertes est plus important pour 
les cubes de plus grandes tailles, un nombre limité de nouvelles configurations apparait. Ceci 
permet à l͛eŵpƌeiŶte ŵĠŵoiƌe de ne pas évoluer aussi vite que le nombre de cellules du 
cube. 
 
Figure 4-12 : Mémoire utilisée en fonction de la taille du côté du cube en nombre de cellules 
(nombre de cellules totales = côté3). 
Un cube de 32 768 cellules de côté, soit 35x1012 cellules au total (32 7683), ne nécessite 
Ƌu͛uŶ peu ŵoiŶs de ϴϬϬMo de ŵĠŵoiƌe ǀiǀe. CeĐi peut être beaucoup trop important pour 
uŶ gƌaŶd Ŷoŵďƌe d͛appliĐatioŶs, ŵais ƌeste tƌğs aĐĐessiďle, y compris sur les micro-
ordinateurs contemporains. De plus, cette quantité de mémoire nécessaire est très proche 
de douďleƌ loƌsƋue la taille du ĐôtĠ du Đuďe douďle elle aussi. Il Ŷ͛est doŶĐ pas possiďle de 
traiter des automates de très grande taille sans disposeƌ d͛uŶe ƋuaŶtitĠ de ŵĠŵoiƌe 
importante (les plus de 750Mo nécessaires précédemment ne sont pas acceptables pour 
toutes les siŵulatioŶs où l͛eŵpƌeiŶte ŵĠŵoiƌe est ĐƌitiƋueͿ. Pouƌ pallieƌ à Đette 
augmentation de mémoire importante, il serait possible de chercher à supprimer les 
configurations les moins retrouvées. Par exemple, il est possible, lorsque le nombre maximal 
de ĐoŶfiguƌatioŶs Ƌue l͛oŶ souhaite stoĐkeƌ est dĠpassĠ, de ŵettƌe eŶ plaĐe uŶ algoƌithŵe 
pouƌ suppƌiŵeƌ les ĐoŶfiguƌatioŶs Ƌui Ŷ͛oŶt pas été retrouvées depuis le plus longtemps. 
Cependant, ce pƌoĐessus pĠŶaliseƌait les teŵps d͛eǆĠĐutioŶ et Ŷ͛a pas ĠtĠ ŵis eŶ plaĐe daŶs 

























Taille du côté du cube en nombre de cellules 
La taille maximale sur cette figure est de 325673, soit un 
total de plus de 35 000 milliards de cellules. 
159 
 
Si les ƌĠsultats de l͛algoƌithŵe Hash-Life itération par itération sont intéressants, utilisé de 
Đette façoŶ, l͛algoƌithŵe Ŷe peƌŵet pas eŶĐoƌe de disposeƌ de peƌfoƌŵaŶĐes 
eǆĐeptioŶŶelles. EŶ paƌtiĐulieƌ, les Đuďes de gƌaŶde taille ŶĠĐessiteŶt uŶ teŵps d͛eǆĠĐutioŶ 
et une quantité de mémoire importante. 
4.1.1.2.2 Performances en calculant plusieurs itérations d’un coup 
LoƌsƋue l͛algoƌithŵe Hash-Life est utilisĠ eŶ ĐalĐulaŶt à ĐhaƋue pas de teŵps le ƌĠsultat d͛uŶ 
ŵaǆiŵuŵ d͛itĠƌatioŶs d͛uŶ seul tƌait ;Đ'est-à-diƌe Ƌu͛eŶ faisaŶt Ġǀolueƌ l͛autoŵate uŶe seule 
fois, celui-ci se trouve dans un Ġtat Ƌui ĐoƌƌespoŶdƌait à l͛Ġtat apƌğs plusieuƌs itĠƌatioŶs 
ĐoŶǀeŶtioŶŶellesͿ, les peƌfoƌŵaŶĐes de l͛appliĐatioŶ ĠǀolueŶt. 
La Figure 4-13 ŵoŶtƌe Ƌue le teŵps d͛eǆĠĐution nécessaire, pouƌ Ƌue l͛eŶseŵďle des Đellules 
du Đuďe passeŶt à l͛Ġtat aĐtif puis ƌeǀieŶŶeŶt à l͛Ġtat de ƌepos, Ŷ͛Ġǀolue pas liŶĠaiƌeŵeŶt 
avec le côté du cube (graphe supérieur). Le graphe inférieur, qui possède une échelle 
logaƌithŵiƋue ŵoŶtƌe Ƌue l͛ĠǀolutioŶ du teŵps d͛eǆĠĐutioŶ est liŶĠaiƌe au logaƌithŵe de la 
taille du ĐôtĠ du Đuďe. La pƌopagatioŶ d͛uŶe ǀague Ŷe pƌeŶd aiŶsi Ƌu͛eŶǀiƌoŶ ϭ,ϭs pouƌ uŶ 
cube comprenant 1027 cellules15 ;ĐeĐi Ŷ͛est ǀisiďle Ƌue suƌ le deuǆiğŵe gƌaphiƋue utilisaŶt 
une échelle logaƌithŵiƋueͿ. EŶ ĐoŵpaƌaisoŶ, aǀeĐ l͛appƌoĐhe itĠƌatioŶ paƌ itĠƌatioŶ, ϭϲϰs 
sont nécessaires pour réaliser la propagation dans un cube de 1013 cellules. Pour se donner 
uŶ oƌdƌe d͛idĠe, le teŵps d͛eǆĠĐutioŶ est ϭϱϬ fois ŵoiŶs iŵpoƌtaŶt pouƌ uŶ Đuďe de ϯϮ 768 
Đellules de ĐôtĠ à l͛aide de Đette appƌoĐhe. 
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 La valeur pour une taille de côté de 10
9
 Đellules Ŷ͛est pas pƌĠseŶte au seiŶ des gƌaphes utilisaŶt uŶe ĠĐhelle 





Figure 4-13 : Teŵps d’eǆĠĐutioŶ de l’algoƌithŵe Hash-Life en réalisant plusieurs itérations à chaque 
pas (échelle linéaire pour le graphe supérieur et échelle logarithmique pour le graphe inférieur). 
Si le teŵps d͛eǆĠĐutioŶ est ŵoiŶdƌe, il seƌait logiƋue Ƌue la ƋuaŶtitĠ de ŵĠŵoiƌe utilisĠe le 
soit également, ĠtaŶt doŶŶĠ Ƌue l͛algoƌithŵe est pĠŶalisĠ loƌs de la ĐƌĠatioŶ de Ŷouǀelles 
instances en mémoire. La Figure 4-14 confirme ce point : la quantité de mémoire utilisée est 
en effet très faible ; environ 6Mo sont utilisés pour un cube de 109 cellules de côté lorsque 
plus de 750Mo était nécessaire pour un cube de 32 ϳϲϴ Đellules de ĐôtĠ aǀeĐ l͛appƌoĐhe 
pƌĠĐĠdeŶte. À taille de Đuďe ĠƋuiǀaleŶte, l͛eŵpƌeiŶte ŵĠŵoiƌe est doŶĐ eŶǀiƌoŶ ŵille fois 
moins importante avec cette approche Ƌu͛aǀeĐ la précédente. Ceci a pour conséquence que 
la quantité nécessaire de mémoire ne sera que très rarement un frein à la modélisation 





















































Figure 4-14 : Mémoire utilisée par Hash-Life en réalisant plusieurs itérations à chaque pas. 
Mais Đes eǆĐelleŶts ƌĠsultats Ŷe doiǀeŶt pas faiƌe ouďlieƌ l͛iŵpoƌtaŶte liŵitatioŶ d͛uŶe telle 
approche. En effet, celle-Đi Ŷ͛est ǀalide Ƌue s͛il est aĐĐeptaďle de Ŷe pas disposeƌ de 
l͛eŶseŵďle des Ġtapes iŶteƌŵĠdiaiƌes. DaŶs le Đas ĐoŶtƌaiƌe, il Ŷ͛est pas possiďle de tiƌeƌ 
parti de celle-Đi et l͛utilisatioŶ de l͛appƌoĐhe itĠƌatioŶ paƌ itĠƌatioŶ est oďligatoiƌe et 
entrainera une baisse significative des performances. 
 
4.1.1.3 Performances de l’algorithme Hash-Life 3D à la lumière de l’activité 
L͛Ġtude de l͛algoƌithŵe Hash-Life à la luŵiğƌe de l͛aĐtiǀitĠ peƌŵet de ŵieuǆ ĐeƌŶeƌ les 
ĐaƌaĐtĠƌistiƋues de l͛algoƌithŵe. Notre étude (Muzy, Varenne, et al. 2012) a porté sur deux 
siŵulatioŶs d͛uŶ ŵġŵe ŵilieu excitable possédant les mêmes règles que les modèles 
précédents (cellules actives durant cinq itérations et réfractaires durant trente itérations). 
Mais à la diffĠƌeŶĐe des siŵulatioŶs pƌĠĐĠdeŶtes où l͛oŶ Ġtudiait l͛ĠǀolutioŶ d͛uŶ sigŶal à 
paƌtiƌ d͛uŶ uŶiƋue stiŵulus depuis uŶ ĐoiŶ d͛uŶ Đuďe jusƋu͛à sa dispaƌitioŶ daŶs le ĐoiŶ 
opposé, de nouveaux stimuli sont injectés dans le modèle à intervalles de temps aléatoire. 
Les deuǆ siŵulatioŶs se diffĠƌeŶĐieŶt paƌ l͛iŶteƌǀalle ŵoǇeŶ eŶtƌe deuǆ eǆĐitatioŶs et la 
manière dont sont choisies les cellules correspondant aux nouveaux stimuli. Dans le cas de la 
première simulation (noté n°1 dans les graphiques qui vont suivre), un stimulus a lieu 
Ŷ͛iŵpoƌte où daŶs le Đuďe eŶ ŵoǇeŶŶe toutes les ϭϬ itĠƌatioŶs suiǀaŶt uŶe loi exponentielle 
négative16. Dans le cas de la seconde simulation (noté n°2), un stimulus a lieu plus 
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régulièrement (toutes les 8 itérations en moyenne, toujours selon une loi exponentielle) 
mais toujours au niveau de la même cellule dans un coin du cube). 
Si l͛oŶ s͛iŶtĠƌesse à l͛aĐtiǀitĠ (Muzy et Hill 2011) au Ŷiǀeau Đellulaiƌe, l͛aĐtiǀitĠ ĐoƌƌespoŶd 
alors aux changements d͛Ġtats d͛uŶe Đellule. DaŶs le Đas d͛uŶ ŵilieu eǆĐitaďle, les 
ĐhaŶgeŵeŶts d͛Ġtat soŶt ƌĠgulieƌs pouƌ toutes les Đellules Ƌui Ŷe soŶt pas au ƌepos, l͛aĐtiǀitĠ 
peut donc être représentée par le nombre de cellules qui ne sont pas dans cet état de repos. 
La Figure 4-15, qui ƌepƌĠseŶte le pouƌĐeŶtage d͛aĐtiǀitĠ Đellulaiƌe ;Ŷoŵďƌe de Đellules au 
repos sur nombre de cellules totales) tout au long de la simulation montre que cette forme 
d͛aĐtiǀitĠ est ďeauĐoup plus foƌte daŶs le Đas de la deuǆiğŵe siŵulatioŶ, où un plus grand 
nombre de stimuli est appliqué en un même endroit du cube. 
 
Figure 4-15 : PouƌĐeŶtage de l’aĐtivitĠ Đellulaiƌe suƌ l’eŶseŵďle du Đuďe à ĐhaƋue itĠƌatioŶ de la 
simulation. 
Mais loƌsƋue l͛oŶ Ġtudie le teŵps d͛eǆĠĐutioŶ de ĐhaƋue siŵulatioŶ ;ǀoiƌ Figure 4-16), on 
s͛apeƌçoit aisĠŵeŶt Ƌu͛il Ŷ͛eǆiste pas de ĐoƌƌĠlatioŶ eŶtƌe l͛aĐtiǀitĠ au Ŷiveau cellulaire et le 
teŵps d͛eǆĠĐutioŶ. EŶ effet, la pƌeŵiğƌe siŵulatioŶ, pouƌ laƋuelle l͛aĐtiǀitĠ Đellulaiƌe Ŷe 
































Figure 4-16 : Teŵps d’eǆĠĐutioŶ de ĐhaƋue itĠƌatioŶ. 
Cela pƌouǀe ďieŶ Ƌue l͛appƌoĐhe utilisaŶt la mémoïzation de l͛algoƌithŵe Hash-Life 
Ŷ͛appoƌte Ƌue peu d͛iŵpoƌtaŶĐe à l͛Ġtat iŶdiǀiduel de ĐhaƋue Đellule. L͛aĐtiǀitĠ d͛uŶ sǇstğŵe 
serait donc davantage liée à l͛appaƌitioŶ de nouvelles configurations de cellules. Ainsi, quel 
que soit l͛Ġtat des Đellules Ƌui les ĐoŵposeŶt, des ĐoŶfiguƌatioŶs dĠjà ĐoŶŶues de ŵġŵes 
tailles seƌaieŶt ĠƋuiǀaleŶtes. DaŶs l͛eǆeŵple de la Figure 4-17, chaque configuration serait 
aiŶsi ĠƋuiǀaleŶte, Ƌu͛elle ĐoŶtieŶŶe uŶiƋueŵeŶt des Đellules aĐtiǀes, auĐuŶe ou Ŷ͛iŵpoƌte 
quel nombre entre ces deux. 
Configuration 1 Configuration 2
Configuration 3 Configuration 4
 































L͛aĐtiǀitĠ Ŷe se ŵesuƌe aloƌs plus à tƌaǀeƌs le pouƌĐeŶtage de Đellules aĐtiǀes ŵais eŶ 
comptant le nombre de nouvelles configurations apparues à chaque itération. Le résultat, 
proposé en Figure 4-18, montre bien une correspondance très forte avec le temps 
d͛eǆĠĐutioŶ des siŵulatioŶs pƌĠseŶtĠes eŶ Figure 4-16 (la comparaison des deux courbes 
peut être vue en Figure 4-19Ϳ. AiŶsi, l͛ĠǀolutioŶ du teŵps d͛eǆĠĐutioŶ suit ďieŶ l͛ĠǀolutioŶ du 
nombre des nouvelles configurations de cellules trouvées. Dans le cas de la première 
siŵulatioŶ, l͛appaƌitioŶ d͛uŶ plus gƌaŶd Ŷoŵďƌe de Ŷouǀelles siŵulatioŶs iŶduit uŶ teŵps 
d͛eǆĠĐutioŶ plus loŶg aloƌs Ƌue l͛iŶǀeƌse se pƌoduit daŶs la seĐoŶde simulation (moins de 
Ŷouǀelles ĐoŶfiguƌatioŶs et uŶ teŵps d͛eǆĠĐutioŶ plus faiďleͿ. 
 


































Teŵps d͛eǆĠĐutioŶ de ĐhaƋue itération (s) Nombre de nouvelles configurations 
Figure 4-19 : CoŵpaƌaisoŶ de l’ĠvolutioŶ du teŵps d’eǆĠĐutioŶ aveĐ Đelle du Ŷoŵďƌe de Ŷouvelles 
configurations. 
Le tauǆ d͛aĐtiǀitĠ, et doŶĐ le teŵps d͛eǆĠĐutioŶ, d͛uŶ tel algoƌithŵe Ŷe dĠpeŶd aiŶsi pas de 
l͛Ġtat de ĐhaƋue Đellule pƌise iŶdiǀiduelleŵeŶt ŵais de la fƌĠƋueŶĐe d͛appaƌitioŶ de 
nouvelles configurations. 
4.1.2 Implémentation d’automates cellulaires sur GPU 
Apƌğs aǀoiƌ ĠtudiĠ l͛appliĐaďilitĠ de l͛algoƌithŵe Hash-Life en trois dimensions, nous avons 
ĐheƌĐhĠ à ǀoiƌ s͛il Ġtait possiďle d͛aĐĐĠlĠƌeƌ le ĐalĐul de l͛ĠǀolutioŶ d͛autoŵates Đellulaiƌes 
lorsque cet algorithme se montrait inadapté. Toujours dans le but de proposer une solution 
pouvant être adaptée à un ordinateur de bureau ou une station de travail, la parallélisation 
de ce processus a été réalisée sur GPU (Caux, Siregar et Hill 2011). 
4.1.2.1 L’implémentation sur GPU 
Idée directrice et implémentation 
Coŵŵe Đela a ĠtĠ pƌĠseŶtĠ daŶs la paƌtie pƌĠĐĠdeŶte, l͛utilisatioŶ de GPU peƌŵet de 
paƌallĠliseƌ de façoŶ tƌğs iŵpoƌtaŶte les pƌoĐessus. LoƌsƋue l͛oŶ paƌallĠlise suƌ ƋuelƋues 
Đœuƌs eŶ utilisaŶt le CPU d͛uŶ seul oƌdiŶateuƌ, oŶ dispose de plusieuƌs ĐeŶtaiŶes d͛uŶitĠs de 












Temps dans la simulation 








Temps dans la simulation 
(nombre d'itérations réalisées)  
166 
 
d͛uŶ GPU, il est doŶĐ ŶĠĐessaiƌe de dĠĐoupeƌ les pƌoĐessus eŶ uŶ tƌğs gƌaŶd Ŷoŵďƌe de 
sous-processus les plus indépendants les uns des autres. 
Dans le cas des autoŵates Đellulaiƌes, taŶt Ƌue l͛oŶ Ŷe souhaite ƌĠaliseƌ Ƌue le ĐalĐul d͛uŶe 
itĠƌatioŶ à la fois, le pƌoďlğŵe d͛iŶteƌdĠpeŶdaŶĐe est iŶeǆistaŶt. EŶ effet, le ƌĠsultat à 
l͛itĠƌatioŶ t+ϭ Ŷ͛est dĠpeŶdaŶt Ƌue de l͛Ġtat de l͛autoŵate à l͛itĠƌatioŶ t. Le développement 
d͛uŶ algoƌithŵe siŵulaŶt uŶe itĠƌatioŶ à la fois peƌŵet doŶĐ de tƌaiteƌ iŶdĠpeŶdaŵŵeŶt 
ĐhaƋue Đellule de l͛autoŵate. 
Le Đhoiǆ a doŶĐ ĠtĠ fait d͛utiliseƌ uŶ thƌead GPU pouƌ ĐhaƋue Đellule de l͛autoŵate. BieŶ 
entendu, le nombre de threads pouvant ġtƌe oƌdoŶŶaŶĐĠs eŶ ŵġŵe teŵps suƌ uŶ GPU Ŷ͛est 
pas illiŵitĠ et daŶs le Đas d͛uŶ espaĐe de siŵulatioŶ tƌop iŵpoƌtaŶt, les thƌeads seƌoŶt 
ordonnancés sur le GPU par groupes. Mais les GPU ont été conçus pour pouvoir changer de 
contexte très rapidement, cela Ŷ͛a doŶĐ Ƌue tƌğs peu d͛iŶĐideŶĐe suƌ l͛effiĐaĐitĠ gloďal du 
pƌogƌaŵŵe. L͛algoƌithŵe ƌĠalisĠ paƌ ĐhaƋue thƌead suƌ le GPU est doŶĐ des plus siŵples : 
- Dans un premier temps, le thread calcule son identifiant unique afin de travailler sur 
la cellule qui lui est affectée. 
- DaŶs uŶ seĐoŶd teŵps, il ƌĠalise le ĐalĐul de la ǀaleuƌ de la Đellule à l͛itĠƌatioŶ 
suivante. 
Pouƌ le Jeu de la Vie eŶ deuǆ diŵeŶsioŶs, uŶ eǆeŵple d͛iŵplĠŵeŶtatioŶ pouƌƌait ġtƌe le 
Code 4-2 suivant ;l͛eǆpliĐatioŶ du Đode est dĠtaillĠe plus ďasͿ. 
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__global__ void calculGenerationSuivante( 
                                 Cellule *     inMatrice, 
                                 Cellule *     outMatrice, 
                                 unsigned int  inNbCellParLigne, 
                                 unsigned int  inNbCellParSurface 
                                        ) 
{ 
/* Calcul de l’indice du thread et donc de la cellule a traiter */ 
   unsigned int   indiceThread   = threadIdx.x + 
                                   blockIdx.x * blockDim.x; 
 
/* Calcul du nouvel état de la cellule en fonction des règles */ 
 
 
   // Calcul du nombre de cellules voisines vivantes 
   // de la cellule ayant pour indice global indiceThread 
   unsigned int   nbVoisinesVivantes = ...; 
 
   if ( inMatrice[ indiceThreadX ] == CelluleVivante ) 
   { 
      if ( nbVoisinesVivantes == 2 || nbVoisinesVivantes == 3 ) 
      { 
         outMatrice[ indiceThreadX ] = CelluleVivante; 
      } 
      else 
      { 
         outMatrice[ indiceThreadX ] = CelluleMorte; 
      } 
   } 
   else // inMatrice[ indiceThreadX ] == CelluleMorte 
   { 
      if ( nbVoisinesVivantes == 3 ) 
      { 
         outMatrice[ indiceThreadX ] = CelluleVivante; 
      } 
      else 
      { 
         outMatrice[ indiceThreadX ] = CelluleMorte; 
      } 
   } 
} 
Code 4-2 : Implémentation simplifiée du keƌŶel peƌŵettaŶt de ƌĠaliseƌ le ĐalĐul d’uŶe itĠƌatioŶ suƌ 
un automate cellulaire. 
La pƌeŵiğƌe Ġtape est doŶĐ le ĐalĐul de l͛ideŶtifiaŶt gloďal du thƌead à paƌtiƌ des ǀaƌiaďles 
pƌoposĠes paƌ l͛iŶteƌfaĐe de programmation CUDA : threadIdx, blockIdx et blockDim. 
UŶe fois Đet ideŶtifiaŶt ĐalĐulĠ, il Ŷe ƌeste Ƌu͛à suiǀƌe les ƌğgles de l͛autoŵate Đellulaiƌe. IĐi, 
pouƌ l͛eǆeŵple du jeu de la ǀie, il faut tout d͛aďoƌd ĐalĐuleƌ le Ŷoŵďƌe de Đellules ǀoisiŶes 
Ƌui soŶt ǀiǀaŶtes. Puis, eŶ foŶĐtioŶ de l͛Ġtat de la cellule courante et du nombre 
précédemment calculé, il est possible de trouver le nouvel état de la cellule. 
Le goulot d͛ĠtƌaŶgleŵeŶt de Đet algoƌithŵe se tƌouǀe daŶs la paƌtie de Đode Ƌui Ŷ͛est pas 
présente dans le code précédent. En effet, pour calculer le nombre de cellules voisines 
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aĐtiǀes, il ǀa ġtƌe ŶĠĐessaiƌe d͛aĐĐĠdeƌ à l͛Ġtat de ĐhaĐuŶe des Đellules ǀoisiŶes. DaŶs le Đas 
d͛uŶ autoŵate à tƌois diŵeŶsioŶs utilisaŶt uŶ ǀoisiŶage de Mooƌe de degƌĠ ϭ ;soŶt ǀoisiŶes 
toutes les cellules qui comportent au moins un coin en commun), on obtient donc un code 
de la forme du Code 4-3 : 
unsigned int   nbVoisinesVivantes = 
   // Cellules sur la même coupe en z et la même ligne en y 
   inMatrice[ indiceThread - 1 ] + 
   inMatrice[ indiceThread + 1 ] + 
 
   // Cellules sur la même coupe en z et la ligne précédente 
   inMatrice[ indiceThread - inNbCellParLigne - 1 ] + 
   inMatrice[ indiceThread - inNbCellParLigne     ] + 
   inMatrice[ indiceThread - inNbCellParLigne + 1 ] + 
 
   // Cellules sur la même coupe en z et la ligne suivante 
   inMatrice[ indiceThread + inNbCellParLigne - 1 ] + 
   inMatrice[ indiceThread + inNbCellParLigne     ] + 
   inMatrice[ indiceThread + inNbCellParLigne + 1 ] + 
 
   // Cellules sur la coupe précédente 
   [...] // 9 accès supplémentaires (3 pour chaque ligne) 
 
   // Cellules sur la coupe suivante 
   [...] // 9 accès supplémentaires (3 pour chaque ligne) 
Code 4-3 : Extrait de l'implémentation du calcul de nombre de voisins vivants. 
Il est ainsi nécessaire de réaliser 27 accès en mémoire (3x3x3) (voir Figure 4-20Ϳ, l͛Ġtat de la 
Đellule ĐouƌaŶte ĠtaŶt ĠgaleŵeŶt ŶĠĐessaiƌe plus loiŶ daŶs l͛algoƌithŵe. Oƌ les aĐĐğs à la 
ŵĠŵoiƌe d͛uŶ GPU, aussi ďieŶ eŶ leĐtuƌe Ƌu͛eŶ ĠĐƌituƌe, peuǀeŶt ġtƌe tƌğs Đouteuǆ. C͛est le 
cas en particulier si ces accès ne sont pas réalisés de façon contiguë en mémoire. En effet, 
des aĐĐğs tƌğs ĠloigŶĠs eŶ ŵĠŵoiƌe ƌeŶdeŶt l͛utilisatioŶ des ŵĠŵoiƌes ĐaĐhe gĠŶĠƌalistes 
(introduites sur les dernières architectures de GPU) beaucoup moins efficaces. 
 
Figure 4-20 : Accès nécessaires pour une cellule (cette cellule se retrouve au centre du cube). 
Pour éviter de multiplier les accès à la RAM du GPU, il est possible de les mutualiser. En 
effet, il est aisé de se rendre compte que deux cellules côte à côte vont partager 18 de leurs 
27 accès (voir Figure 4-21Ϳ. Si Đes aĐĐğs soŶt ŵutualisĠs, le Ŷoŵďƌe d͛aĐĐğs total passe de ϱϰ 
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à 36, soit ϯϯ% ŵoiŶs d͛aĐĐğs eŶ ‘AM du GPU. Si Đe ĐoŶĐept est ƌepƌoduit pouƌ uŶ Đuďe de 
plus gƌaŶde taille, les aǀaŶtages soŶt eŶĐoƌe plus Đlaiƌs. AiŶsi, les Đellules d͛uŶ Đuďe de ϲǆϲǆϲ 
;ϮϭϲͿ Đellules Ŷ͛auƌoŶt à ĐoŶŶaitƌe l͛Ġtat Ƌue de ϴǆϴǆϴ ;ϱϭϮͿ Đellules ;le Đube englobant) pour 
pouvoir calculer la nouvelle valeur de chacune des cellules. On passe alors de 5832 à 512 
accès. 
 
Figure 4-21 : Accès nécessaires pour deux cellules côte à côte (rouge : accès propres à une cellule, 
bleu : accès propres à l'autre cellule, violet : accès en commun). 
La solution pour mutualiser les accès mémoire est simple : il s͛agit de Ŷe Đhaƌgeƌ l͛Ġtat de 
ĐhaƋue Đellule Ƌu͛uŶe seule fois en mémoire partagée. De façon à diminuer ce temps de 
chargement depuis la RAM du GPU vers la mémoire partagée, celui-ci est réparti entre tous 
les threads travaillant sur des données communes (D. Kirk 2007). Une fois la mémoire 
paƌtagĠe ĐhaƌgĠe, les thƌeads peuǀeŶt aloƌs aĐĐĠdeƌ à l͛Ġtat des Đellules ŶoŶ plus 
directement dans la RAM du GPU mais en mémoire partagée. 
Le code résultant (voir Code 4-4) est alors très semblable au code précédent. Il faut donc 
tout d͛aďoƌd Đhaƌgeƌ la ŵĠŵoiƌe paƌtagĠe puis Ŷe pas ouďlieƌ de sǇŶĐhƌoŶiseƌ les thƌeads 
aǀaŶt d͛utiliseƌ Đette ŵĠŵoiƌe. ÉtaŶt doŶŶĠ Ƌue ĐhaƋue thƌead Đhaƌge uŶe paƌtie de la 
ŵĠŵoiƌe ;daŶs le Đode suiǀaŶt, il Đhaƌge l͛Ġtat d͛uŶe seule ĐelluleͿ, il faut ďieŶ atteŶdƌe Ƌue 
tous les thƌeads aieŶt fiŶi le ĐhaƌgeŵeŶt de la ŵĠŵoiƌe paƌtagĠe pouƌ l͛utiliseƌ. Il suffit 
eŶsuite d͛aĐĐĠdeƌ à l͛Ġtat des Đellules depuis Đette ŵĠŵoiƌe paƌtagĠe plutôt que depuis la 
ŵĠŵoiƌe gloďale pouƌ eŶ tiƌeƌ paƌti. L͛ĠĐƌituƌe fiŶale du Ŷouǀel Ġtat d͛uŶe Đellule se faisaŶt, 
quant à lui, toujours dans la mémoire globale de façon à pouvoir être connu par tous les 




__global__ void calculGenerationSuivante( 
                                 Cellule *     inMatrice, 
                                 Cellule *     outMatrice, 
                                 unsigned int  inNbCellParLigne, 
                                 unsigned int  inNbCellParSurface 
                                        ) 
{ 
/* Calcul de lindice du thread et donc de la cellule a traiter */ 
   unsigned int   indiceThreadLocal    = threadIdx.x; 
   unsigned int   indiceThreadGlobal   = threadIdx.x + 
                                         blockIdx.x * blockDim.x; 
 
/* Chargement de la mémoire partagée */ 
   memoirePartagee[ indiceThreadLocal ] = 
                                 inMatrice[ indiceThreadGlobal ]; 
 
/* Synchronisation des threads */ 
   __syncthread(); 
 
/* Calcul du nouvel état de la cellule en fonction des règles */ 
 
   // Calcul du nombre de cellules voisines vivantes 
   // en utilisant la mémoire partagée 
   unsigned int   nbVoisinesVivantes = 
            memoirePartagee[ indiceThreadLocal - 1 ] + 
            memoirePartagee[ indiceThreadLocal + 1 ] + 
            [...] 
 
   if ( memoirePartagee[ indiceThreadLocal ] == CelluleVivante ) 
   { 
      if ( nbVoisinesVivantes == 2 || nbVoisinesVivantes == 3 ) 
      { 
         outMatrice[ indiceThreadGlobal ] = CelluleVivante; 
      } 
      else 
      { 
         outMatrice[ indiceThreadGlobal ] = CelluleMorte; 
      } 
   } 
   else // inMatrice[ indiceThreadX ] == CelluleMorte 
   { 
      [...] 
   } 
} 
Code 4-4 : Implémentation simplifiée du kernel utilisant la mémoire partagée pour réaliser le calcul 
d’uŶe itĠƌatioŶ suƌ uŶ autoŵate Đellulaiƌe. 
4.1.2.2 Simulation d’automate cellulaire 3D sur GP-GPU 
Des tests oŶt ĠtĠ effeĐtuĠs suƌ plusieuƌs aƌĐhiteĐtuƌes. À l͛ĠpoƋue où oŶt ĠtĠ ƌĠalisĠs Đes 
tƌaǀauǆ, l͛aƌĐhiteĐtuƌe Feƌŵi Ŷ͛Ġtait pas eŶĐoƌe appaƌue, uŶ laƌge tƌaǀail a doŶĐ ĠtĠ ƌĠalisĠ 
suƌ uŶe Đaƌte Tesla CϭϬϲϬ. Plus taƌd, il a ĠtĠ possiďle d͛Ġtaďliƌ des comparaisons avec la 
nouvelle architecture en utilisant une carte Fermi GTX590. Pour établir la comparaison avec 
un algorithme séquentiel, des processeurs Core 2 Xeon et Nehalem Xeon cadencé à 2,5GHz 
ont été utilisés. 
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Coût de la copie mémoire 
Comme cela a été expliqué dans la partie précédente, l͛algoƌithŵe suƌ GPU se dĠĐoŵpose eŶ 
trois grandes étapes : l͛eŶǀoi de l͛Ġtat de l͛autoŵate iŶitial suƌ le GPU, le ĐalĐul de l͛ĠǀolutioŶ 
des Đellules pouƌ le Ŷoŵďƌe d͛itĠƌatioŶs souhaitĠes et la ƌĠĐupĠƌatioŶ des doŶnées lorsque 
l͛eŶseŵďle des itĠƌatioŶs a ĠtĠ effeĐtuĠ. Si le ĐalĐul de l͛ĠǀolutioŶ des Đellules Ŷ͛est pas 
suffisamment important en terme de temps de calcul, le coût des copies mémoires aller et 
retour peut iŵpaĐteƌ foƌteŵeŶt suƌ le teŵps total d͛eǆĠĐutioŶ (Hovland 2008). La Figure 
4-22 peƌŵet aiŶsi de se ƌeŶdƌe Đoŵpte Ƌue daŶs le Đas d͛uŶ Đuďe de ϭϬ3 cellules, le temps 
d͛eǆĠĐutioŶ, ƌappoƌtĠ au Ŷoŵďƌe d͛itĠƌatioŶs ƌĠalisĠes, est significativement plus important 
lorsque le noŵďƌe d͛itĠƌatioŶs est faible. Cela représente le poids des copies entre la 
mémoire du CPU et celle du GPU. Cette figure permet aussi de se rendre compte que dès 
ϮϬϬ itĠƌatioŶs, le poids des Đopies est tƌğs liŵitĠ et Ƌu͛apƌğs ϰϬϬ itĠƌatioŶs, Đe poids Ŷ͛est 
plus sigŶifiĐatif paƌ ƌappoƌt au teŵps d͛eǆĠĐutioŶ de ĐalĐul suƌ le GPU et uŶ palieƌ est aloƌs 
atteint. 
 
Figure 4-22 : Teŵps d’eǆĠĐutioŶ ŵoǇeŶ d’uŶe itĠƌatioŶ pouƌ uŶ Đuďe de ϭϬ3 cellules. 
Comparaison d’une implémentation basique sur GPU avec une implémentation sur CPU 
séquentielle 
Les résultats de la Figure 4-22 Ŷ͛iŵpliƋueŶt ĐepeŶdaŶt pas Ƌue le teŵps d͛eǆĠĐutioŶ suƌ GPU 
soit supĠƌieuƌ à Đelui suƌ CPU, ŵġŵe daŶs le Đas d͛uŶ petit Ŷoŵďƌe d͛itĠƌatioŶs. La Figure 
4-23 peƌŵet de Đoŵpaƌeƌ la siŵulatioŶ d͛uŶ autoŵate de ϮϬ3 Đellules à l͛aide, d͛uŶe paƌt 








































Nombre d'itérations réalisées avant la copie des résultats 
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Đaƌte Tesla CϭϬϲϬ, et d͛autƌe paƌt d͛uŶe iŵplĠŵeŶtatioŶ sĠƋueŶtielle siŵple ;Ŷ͛utilisaŶt 
Ƌu͛uŶ seul ĐœuƌͿ eǆĠĐutĠe suƌ uŶ CoƌeϮ QϵϯϬϬ à Ϯ,ϱGHz. Les ƌĠsultats montrent que si le 
teŵps ŵoǇeŶ d͛eǆĠĐutioŶ d͛uŶe itĠƌatioŶ suƌ GPU est ŶetteŵeŶt plus iŵpoƌtaŶt loƌsƋue l͛oŶ 
ƌĠalise uŶ petit Ŷoŵďƌe d͛itĠƌatioŶs totales, Đelui-ci est toujours nettement inférieur à 
l͛ĠƋuiǀaleŶt sĠƋueŶtiel suƌ CPU. De plus, Đette figure montre que le nombre minimum 
d͛itĠƌatioŶs ŶĠĐessaiƌes, pour que la copie des données ne soit plus significative, diminue 
aǀeĐ l͛augŵeŶtatioŶ du Ŷoŵďƌe de Đellules : l͛utilisatioŶ d͛uŶ Đuďe de ĐôtĠ deuǆ fois plus 
iŵpoƌtaŶt peƌŵet d͛atteiŶdƌe uŶ palieƌ dğs la réalisation de 200 itérations. 
 
Figure 4-23 : CoŵpaƌaisoŶ du teŵps d’eǆĠĐutioŶ ŵoǇeŶ d’uŶe itĠƌatioŶ suƌ GPU et suƌ CPU pouƌ uŶ 
cube de 203 cellules. 
UŶ autƌe aspeĐt iŵpoƌtaŶt est l͛ĠǀolutioŶ des performances en fonction de la taille du cube 
ĠtudiĠ. La duƌĠe ŵoǇeŶŶe d͛uŶe itĠƌatioŶ pouƌ uŶe siŵulatioŶ de ϭϬϬϬ itĠƌatioŶs eŶ 
fonction de la taille du cube, loƌs d͛eǆĠĐutioŶs suƌ le CPU et suƌ le GPU, est donnée par la 
Figure 4-24. Cette figuƌe peƌŵet de ŵoŶtƌeƌ la diffĠƌeŶĐe iŵpoƌtaŶte de teŵps d͛eǆĠĐutioŶ 













































Figure 4-24 : CoŵpaƌaisoŶ du teŵps ŵoǇeŶ d’eǆĠĐutioŶ d’uŶe itĠƌatioŶ eŶ foŶĐtioŶ de la taille du 
cube sur GPU et sur CPU. 
Pouƌ autaŶt, elle seŵďle laisseƌ Đƌoiƌe Ƌue le teŵps d͛eǆĠĐutioŶ suƌ GPU Ŷ͛augŵeŶte pas ou 
peu, ce qui est bien entendu faux. Si celui-Đi Ŷ͛augŵeŶte pas aussi ǀite, la Figure 4-25 montre 
Ƌue le teŵps d͛eǆĠĐutioŶ croît de plus eŶ plus ƌapideŵeŶt aǀeĐ l͛augŵeŶtatioŶ du ĐôtĠ du 
cuďe. La diffĠƌeŶĐe Ŷotaďle est l͛ĠĐhelle utilisĠe eŶ aďsĐisse. La Đouƌďe Đƌoît ainsi beaucoup 
plus ƌapideŵeŶt daŶs le Đas de l͛appliĐatioŶ sĠƋueŶtielle. Suƌ GPU, il faut atteŶdƌe Ƌue 
l͛eŶseŵďle de la Đaƌte soit ĐhaƌgĠ pouƌ ǀoiƌ Đette foƌte ĐƌoissaŶĐe apparaître. Ainsi, il est 
possiďle de siŵuleƌ suƌ GPU des Đuďes ďeauĐoup plus gƌaŶds Ƌue Đe Ƌu͛il est possiďle de 
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Figure 4-25 : Teŵps ŵoǇeŶ d’eǆĠĐutioŶ suƌ GPU d’uŶe itĠƌatioŶ eŶ foŶĐtioŶ de la taille du Đuďe. 
Du fait de la foƌte diffĠƌeŶĐe d͛ĠĐhelle, il est doŶĐ diffiĐile d͛aŶalǇseƌ les aŵĠlioƌatioŶs suƌ 
uŶe figuƌe ĐoŵpaƌaŶt les deuǆ teŵps d͛eǆĠĐutioŶ. Il est paƌ ĐoŶtƌe ďeauĐoup plus simple 
d͛Ġtudieƌ le gaiŶ. La Figure 4-26 pƌĠseŶte aiŶsi le gaiŶ de l͛algoƌithŵe ďasiƋue suƌ GPU paƌ 
ƌappoƌt à l͛algoƌithŵe sĠƋueŶtiel suƌ CPU, et ĐeĐi pouƌ différentes tailles de cubes. Cette 
figuƌe fouƌŶit et ĐoŶfiƌŵe plusieuƌs iŶfoƌŵatioŶs. Tout d͛aďoƌd, elle ĐoŶfiƌŵe le Đoût 
sigŶifiĐatif de la Đopie ŵĠŵoiƌe loƌs de l͛utilisatioŶ de GPU suƌ uŶ petit Ŷoŵďƌe d͛itĠƌatioŶs. 
Pour une taille de cube donnée, le gain croît doŶĐ aǀeĐ l͛augŵeŶtatioŶ du Ŷoŵďƌe 
d͛itĠƌatioŶs ƌĠalisĠes pouƌ atteiŶdƌe uŶ palieƌ eŶtƌe ϮϬϬ et ϰϬϬ itĠƌatioŶs seloŶ la taille de 
Đuďe ĠtudiĠe. L͛eŶseigŶeŵeŶt Ŷouǀeau est l͛augŵeŶtatioŶ du gaiŶ aǀeĐ la taille du Đuďe 
ĠtudiĠ jusƋu͛à l͛atteiŶte d͛uŶ palieƌ. Le gaiŶ Ŷ͛est aiŶsi Ƌue d͛uŶ faĐteuƌ ϱ eŶtƌe les 
implémentations GPU et les implémentations CPU pour un cube de 103. Ce gain croît très 
rapidement pour atteindre 32x pour un cube de 303. Le palier correspondant à un gain de 
40x est, quant à lui, atteiŶt dğs l͛utilisatioŶ d͛uŶ Đuďe de ϴϬ3. L͛appaƌitioŶ de Đe palieƌ est 
plus nette sur la Figure 4-27 Ƌui ƌepƌĠseŶte l͛ĠǀolutioŶ du gaiŶ eŶtƌe iŵplĠŵeŶtatioŶ GPU et 
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Figure 4-26 : GaiŶ de peƌfoƌŵaŶĐe, pouƌ diffĠƌeŶtes tailles de Đuďes, de l’appliĐatioŶ ďasiƋue suƌ 
GPU paƌ ƌappoƌt à l’appliĐation séquentielle sur CPU. 
 
Figure 4-27 : Évolution du gain pour 1000 itérations en fonction de la taille du cube étudié. 
Le gain moyen pour un cube de taille supérieure ou égale à 803, et dans le cas où le nombre 
d͛itĠƌatioŶs ƌĠalisĠes est supĠƌieuƌ à ϮϬϬ, est doŶĐ de l͛oƌdƌe de ϰϬ. CeĐi ƌepƌĠseŶte le gaiŶ 
entre une implémentation basique sur GPU et une implémentation séquentielle sur CPU. 
Nous avons proposé une autre implémentation sur GPU, qui exploite la mémoire partagée, 







































































Taille du côté du cube 
(côté3 = nombre total de cellules du cube)  
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Comparaison de l’implémentation sur GPU avec utilisation avancée de la mémoire 
partagée 
Exécutée sur une carte C1060, cette implémentation est beaucoup plus rapide. Ainsi, pour 
un cube de 1003, les teŵps d͛eǆĠĐutioŶ de l͛algoƌithŵe ĐlassiƋue et de l͛algoƌithŵe utilisaŶt 
la mémoire partagée possèdent des tendances très proches (voir Figure 4-28). Comme cela a 
été précédemment présenté, la copie de la mémoire affecte le temps moyen lorsque le 
Ŷoŵďƌe d͛itĠƌatioŶs est faiďle aǀaŶt Ƌue Đe Đoût Ŷe soit plus sigŶifiĐatif ;auǆ aleŶtouƌs de 
ϮϬϬ itĠƌatioŶs daŶs le Đas d͛uŶ Đuďe de Đette taille). Mais si les deux courbes possèdent une 
teŶdaŶĐe ĐoŵŵuŶe, le teŵps d͛eǆĠĐutioŶ de l͛iŵplĠŵeŶtatioŶ utilisaŶt la ŵĠŵoiƌe 
partagée est nettement plus faible. 
 
Figure 4-28 : CoŵpaƌaisoŶ des teŵps d’eǆĠĐutioŶ ŵoǇeŶs d’uŶe itĠƌatioŶ eŶtƌe les deuǆ 
algorithmes sur GPU pour un cube de 1003. 
LoƌsƋue l͛oŶ Đoŵpaƌe la ŵesuƌe du gaiŶ eŶtƌe les deuǆ iŵplĠŵeŶtatioŶs ;ǀoiƌ Figure 4-29), 
oŶ s͛apeƌçoit Ƌue pouƌ des Đuďes de taille iŵpoƌtaŶte, le gaiŶ est sigŶifiĐatif. AiŶsi, loƌsƋue 
les paliers, en termes de gain, soŶt atteiŶts pouƌ les deuǆ iŵplĠŵeŶtatioŶs, l͛appƌoĐhe 
utilisant la mémoire partagée propose un gain (par rapport au CPU Core2) 50% plus 
important (en moyenne 60x contre 40x) que l͛appƌoĐhe ďasiƋue. Il est iŶtĠƌessaŶt ĠgaleŵeŶt 
de constater que le gain maximal est atteint pour des cubes plus grands dans le cas de 













































Figure 4-29 : Comparaison de l'évolution du gain pour 1000 itérations en fonction de la taille du 
cube. 
Comparaison Core2/Nehalem et Tesla C1060/GTX590 
Ces bonnes performances ne doivent pas occulter le fait que ces tests ont été réalisés sur du 
matériel appartenant à la génération de processeurs disponible au début de ma thèse. Aussi 
bien pour ce qui est du processeur que de la carte graphique, de nouveaux matériels 
beaucoup plus performants sont apparus. 
Ainsi, le gaiŶ de l͛iŵplĠŵeŶtatioŶ suƌ GPU est ŵoiŶdƌe loƌsƋue l͛oŶ Ŷe Đoŵpaƌe plus à uŶ 
processeur Core2 Xeon mais à un processeur de type Nehalem 5500 (voir Figure 4-30). Le 
gaiŶ ŵoǇeŶ, Ƌui est supĠƌieuƌ à ϲϬǆ loƌs de l͛utilisatioŶ d͛uŶ CoƌeϮ XeoŶ, diŵiŶue à ϮϬǆ 
loƌsƋue l͛oŶ utilise uŶ pƌoĐesseuƌ Nehaleŵ de fƌĠƋueŶĐe ĠƋuiǀaleŶte. Cette diffĠƌeŶĐe est 
majoritairement due à la présence de caches plus performants dans les nouveaux 
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Figure 4-30 : Comparaison du gain de l'implémentation sur GPU en fonction du modèle de CPU 
utilisé. 
Ce gain limité peut être expliqué par différents facteurs déjà abordés dans la partie 
pƌĠĐĠdeŶte. Le foŶd du pƌoďlğŵe ǀieŶt de l͛iŵplĠŵeŶtatioŶ suƌ le GPU. AfiŶ de disposeƌ de 
l͛iŵplĠŵeŶtatioŶ la plus siŵple et doŶĐ la plus ƌĠutilisaďle possible de manière à facilement 
pouǀoiƌ l͛adapteƌ à uŶ Ŷouǀeau pƌoďlğŵe, auĐuŶe optiŵisatioŶ spĠĐifiƋue à l͛algoƌithŵe 
utilisĠ Ŷ͛a ĠtĠ ƌĠalisĠe. Cela ĐoŶduit à des accès mémoire beaucoup plus nombreux que 
nécessaire : l͛Ġtat ďiŶaiƌe ;ǀie ou ŵoƌtͿ est ĐodĠ sur un entier (32 bits) là où pourraient être 
stockés ϯϮ Ġtats, diǀisaŶt daŶs le ŵġŵe teŵps le Ŷoŵďƌe d͛aĐĐğs paƌ ϯϮ. De la ŵġŵe façoŶ, 
un stockage plus dense permettrait de diminuer les temps de copie entre la mémoire du 
CPU et celle du GPU. 
Il est égalemeŶt tƌğs iŶtĠƌessaŶt de s͛attaƌdeƌ suƌ les ƌĠsultats d͛uŶe siŵulatioŶ suƌ uŶ GPU 
d͛aƌĐhiteĐtuƌe Feƌŵi. Pouƌ Đe faiƌe, des tests oŶt ĠtĠ ƌĠalisĠs à l͛aide d͛uŶ oƌdiŶateuƌ ĠƋuipĠ 
d͛uŶ pƌoĐesseuƌ IŶtel iϳ-ϮϲϬϬK et d͛uŶ GPU NVIDIA GTX ϱϵϬ où seuls ϱϭϮ Đœuƌs ĠtaieŶt 
dĠdiĠs à la siŵulatioŶ de l͛autoŵate Đellulaiƌe suƌ GPU. La Figure 4-31 montre les résultats 
réalisés pour des simulations de 1000 itérations selon la taille du côté du cube (le nombre 
total de cellules de la simulation correspond au côté du cube élevé au cube) pour les deux 
algorithmes implémentés. Les gains varient donc, à partir de plus de 1003(=106) cellules, 
entre 27x et 30x pour la parallélisation basique sur GPU et autour de 20x pour la 
paƌallĠlisatioŶ aǀaŶĐĠe suƌ GPU. Ce ƌĠsultat est tƌğs iŶtĠƌessaŶt Đaƌ il sigŶifie Ƌue l͛ajout de 
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point de rendre certaines optimisations obsolètes dans certains cas. Dans notre cas, lorsque 
l͛aƌĐhiteĐtuƌe Feƌŵi est utilisĠe, la ŵutualisatioŶ des aĐĐğs auǆ Đellules est effeĐtuĠe 
nativement par les caches du GPU. Le traitement supplémentaire requis pour gérer la 
mémoire partagée Ŷ͛est aloƌs plus Ƌu͛uŶ haŶdiĐap pouƌ la ǀeƌsioŶ aǀaŶĐĠe, Đe Ƌui eǆpliƋue 
ses performances plus faibles. Il serait maintenant intéressant de voir si cette tendance se 
confirme avec la prochaine architecture des GPU qui devrait diminuer le rapport vitesse 
d͛aĐĐğs auǆ doŶŶĠes suƌ puissaŶĐe de ĐalĐul. 
 
Figure 4-31 : Comparaison de l'évolution du gain pour 1000 itérations en fonction de la taille du 
cube avec une carte GTX 590. 
4.1.2.3 Avantages et désavantages de l’implémentation sur GPU 
Cet algorithme permet de tirer parti de la très grande puissance de calcul parallèle des GPU. 
Il est aiŶsi possiďle d͛effeĐtueƌ eŶ paƌallğle plus de ϱϬϬ ĐalĐuls de Ŷouǀel Ġtat pouƌ plus de 
500 cellules différentes. Cette très grande capacité de calcul est donc un avantage indéniable 
des GPU. BieŶ ĠǀideŵŵeŶt, Đette ŵĠthode Ŷ͛a pas Ƌue des aǀaŶtages. Pouƌ ġtƌe 
particulièrement efficace, le code généraliste qui a été développé et présenté ici devrait être 
personnalisé pour un jeu de règles et un environnement bien précis. 
Le ǀoisiŶage, tout d͛aďoƌd, iŵpaĐte foƌteŵeŶt l͛iŵplĠŵeŶtatioŶ utilisĠe. SeloŶ Đe ǀoisiŶage, 
les Đellules utiles à l͛ĠǀolutioŶ d͛uŶe Đellule Ŷe seƌoŶt pas les ŵġŵes. AiŶsi, les ŵoŶtĠes eŶ 
mémoire partagées seront plus importantes si le voisinage est important : un voisinage de 


















Taille du côté du cube 









mettre en mémoire partagée des cellules éloignées de deux cases de la cellule étudiée 
(seules celles possédant une arête complète en commun avec la cellule ou le voisinage de 
von Neumann de degré 1 sont considérées). 
 
Figure 4-32 : Voisinage de von Neumann de degré 1 (en vert) et de degré 2 (en vert et en orange) 
Paƌ ailleuƌs, le ǀoisiŶage à utiliseƌ peut ġtƌe tƌğs diffĠƌeŶt d͛uŶ ǀoisiŶage ĐoŶǀeŶtioŶŶel tel 
que le voisinage de von Neumann ou le voisinage de Moore. Dans le cas de la simulation des 
mécanismes électriques du Đœuƌ paƌ eǆeŵple, le sigŶal se pƌopage plus faĐileŵeŶt daŶs 
l͛aǆe pƌiŶĐipal des fiďƌes du ŵǇoĐaƌde Ƌue daŶs les diƌeĐtioŶs oƌthogoŶales à Đelui-ci 
(Siregar, Sinteff, et al. 1998). Le voisinage utilisé se trouve alors être un voisinage plus long 
Ƌue laƌge. CeĐi pose uŶ pƌoďlğŵe Đaƌ à ĐhaƋue ǀoisiŶage diffĠƌeŶt, l͛algoƌithŵe doit ġtƌe 
modifié et les accès mémoire optimisés pour celui-ci. 
De la même façon, seloŶ les ƌğgles de l͛autoŵate, le Ŷoŵďƌe d͛Ġtats possiďles d͛uŶe Đellule 
peut ǀaƌieƌ de façoŶ iŵpoƌtaŶte et seloŶ Đe Ŷoŵďƌe d͛Ġtats, des optiŵisatioŶs d͛aĐĐğs soŶt 
possibles. AiŶsi, si, Đoŵŵe Đ͛est le Đas pouƌ le jeu de la ǀie, uŶe Đellule Ŷe peut possĠdeƌ Ƌue 
deuǆ Ġtats, il seƌa possiďle, à l͛aide d͛opĠƌatioŶs binaires, de stocker huit états dans un seul 
eŶtieƌ et paƌ ĐoŶsĠƋueŶt de ƌĠduiƌe paƌ huit le Ŷoŵďƌe d͛aĐĐğs eŶ ŵĠŵoiƌe gloďale. EŶĐoƌe 
une fois, si ces optimisations sont intéressantes, elles requièrent la personnalisation du code 
implémenté à un algorithme donné. Cette tâche peut être longue et fastidieuse, surtout si le 
ŵodğle d͛autoŵate teŶd à Ġǀolueƌ ƌĠguliğƌeŵeŶt et Ƌu͛il deǀieŶt ŶĠĐessaiƌe de ŵodifieƌ soŶ 
implémentation régulièrement. 
4.1.2.4 Discussion et perspectives 
Deux solutions ont été implémentées pour améliorer les performances des simulations 
d͛autoŵates Đellulaiƌes. La pƌeŵiğƌe ĐoŶsiste à utiliseƌ uŶ Ŷouǀel algoƌithŵe tiƌaŶt paƌti de 
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la mémoïzation : Hash-Life. Les performances de cet algorithme dépendent fortement de 
l͛autoŵate Đellulaiƌe ŵaŶipulĠ. Si sa siŵulatioŶ iŵpliƋue la ƌĠappaƌitioŶ ƌĠguliğƌe des 
configurations déjà étudiées, cet algorithme peut devenir extrêmement intéressant avec des 
gains supérieurs à 99%. Ainsi, il est possible en quelƋues seĐoŶdes de ĐoŶŶaitƌe l͛Ġtat apƌğs 
plusieuƌs ŵillieƌs d͛itĠƌatioŶs d͛uŶ sǇstğŵe de plusieuƌs ŵilliaƌds de Đellules. 
Mais ces excellentes performances ne sont effectives que lorsque le principe de 
mémoïzation est ƌeŶtaďle. LoƌsƋue l͛ĠǀolutioŶ de l͛autoŵate Ŷ͛est pas assez ƌĠguliğƌe pouƌ 
Ƌue des ĐoŶfiguƌatioŶs de Đellules ƌĠappaƌaisseŶt ƌĠguliğƌeŵeŶt, l͛algoƌithŵe Hash-Life ne 
peƌŵet plus de disposeƌ de teŵps d͛eǆĠĐutioŶ satisfaisaŶts. La seconde implémentation 
propose donc une alternative à cet algorithme. Cette implémentation parallèle sur GPU 
permet de disposer de gain variant entre 20x et 60x par rapport à une implémentation 
sĠƋueŶtielle seloŶ le pƌoĐesseuƌ utilisĠ pouƌ l͛iŵplĠŵeŶtatioŶ sĠƋueŶtielle. 
Le ďut seƌait aiŶsi de Đhoisiƌ l͛algoƌithŵe le plus efficace pour un problème donné : Hash-Life 
;Ƌui est iŵplĠŵeŶtĠ suƌ CPUͿ ou l͛iŵplĠŵeŶtatioŶ suƌ GPU. Mais l͛iŶtĠgƌatioŶ des 
optiŵisatioŶs liĠes auǆ autoŵates Đellulaiƌes au seiŶ de la PGMS ou d͛uŶe autƌe appliĐatioŶ 
de ďiologie iŶtĠgƌatiǀe Ŷ͛est pas eŶĐoƌe à l͛oƌdƌe du jouƌ du fait de ĐoŶtƌaiŶte teŵpoƌelle. EŶ 
effet, les autoŵates Đellulaiƌes Ŷe seƌoŶt iŶtƌoduits daŶs la PGMS Ƌue loƌs d͛uŶe pƌoĐhaiŶe 
ǀeƌsioŶ et les autƌes appliĐatioŶs de l͛eŶtƌepƌise oŶt ƋuelƋue peu ĠtĠ ŵises eŶ ƌetƌait pouƌ 
faǀoƌiseƌ l͛Ġvolution plus rapide de la PGMS. 
 
Les autoŵates Đellulaiƌes Ŷ͛oŶt pas ĠtĠ les seuls sǇstğŵes à aǀoiƌ ĠtĠ paƌallĠlisĠs suƌ GPGPU. 
Une autre partie importante du travail effectué dans ce domaine a consisté à traiter les 
calculs de champs physicochimiques qui sont particulièrement gourmands en terme de 
temps de calcul dans la PGMS. 
4.2 Calcul de force sur GPU 
Comme cela a été introduit précédemment, la PGMS fait une utilisation importante du calcul 
de Đhaŵps phǇsiĐoĐhiŵiƋues. Pouƌ Ġtudieƌ Đe pƌoďlğŵe, le Đhoiǆ a ĠtĠ fait tout d͛aďoƌd de 
traiter le cas généraliste des champs de gravitation, électriques et électromagnétiques puis 
d͛adapteƌ les ƌĠsultats auǆ Đas pƌĠseŶts au ŵoŵeŶt de ŵes travaux dans le logiciel PGMS. 
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4.2.1 Formule des champs 
AǀaŶt d͛alleƌ plus eŶ aǀaŶt daŶs les algoƌithŵes ŵis eŶ plaĐe, ǀoiĐi uŶ ƌappel soŵŵaiƌe des 
équations utilisées pour calculer ces trois champs. 
 Le champ gravitationnel, présent à une position 2r , généré par une masse 1m  en 






mGrg   (1) 
où : 
- G est la constante de gravitation et vaut 6,67 x 10-11 Nm2.kg-2. 
- 12r est la distance euclidienne entre les points 1r  et 2r . 
- 12rˆ est la norme du vecteur 12r .  Le champ électrique à une position 2r  et dû à une charge 1q  en position 1r  est donné 






qrE   (2) 
où : 
- 0 est la permittivité du vide et vaut 8.845 x 10-12 Fm-1. 
- 12r est la distance euclidienne entre les points 1r  et 2r . 
- 12rˆ est la norme du vecteur 12r .  Le champ magnétique présent en position 2r  dû à un magnéton de moment 
magnétique   positionné en 1r  est donné par l͛ĠƋuatioŶ (3)(3) : 







rrrrB    (3) 
où : 
- 0 est la perméabilité magnétique du vide et vaut 4 x 10-7. 
Aussi bien pour le champ gravitationnel que pour le champ électrique, le champ généré en 






gravitationnel par exemple, le champ généré en position jr par les masses im  en position ir  
pour i allant de 1 à n est donné par l͛ĠƋuatioŶ (4)(4) : 
 
   ni ijiji rrmGrg 1 22 ˆ  (4) 
4.2.2 Algorithme séquentiel 
L͛algoƌithŵe sĠƋueŶtiel utilisĠ pouƌ ĐalĐuleƌ les diffĠƌeŶts Đhaŵps eŶ tout poiŶt de l͛espaĐe 
est donc élémentaiƌe : il paƌĐouƌt l͛espaĐe disĐƌĠtisĠ et pouƌ ĐhaƋue poiŶt de l͛espaĐe, il 
calcule la somme des champs générés par chacun des éléments (voir Code 4-5 et Code 4-6) : 
void CalculChampGravitation( 
                       std::vector< Particule * > & inParticules, 
                       Espace * inEspace 
                           ) 
{ 
   const double   G  = 0.0000000000667; 
 
   for ( int x = 0; x < inEspace->Sx ; x++ ) 
   { 
      for ( int y = 0; y < inEspace->Sy; y++ ) 
      { 
         for ( int z = 0; z < inEspace->Sz; z++ ) 
         { 
            CalculChampGravitationCellule( 
                               inParticules, 
                               inEspace->Treillis[ x ][ y ][ z ], 
                               inEspace->ChampGravite[ x ][ y ][ z ] 
                                         ); 
         } 
      } 
   } 
} 





                       std::vector< Particule * > & inParticules, 
                       Cellule *                    inCellule, 
                       VecteurF                     outChampResultat 
                                 ) 
{ 
   outChampResultat  = 0; 
 
   for ( unsigned int i = 0; i < inParticules.size(); i++ ) 
   { 
      Particule * particuleCourante = inParticules[ i ]; 
      float       m1                = particuleCourante->Masse; 
      VectorF     r12               = inCellule->PositionGlobale - 
                                  particuleCourante->PositionGlobale; 
 
      if ( r12.Norme() != 0. ) 
      { 
         outChampResultat += 
           -G * m1 / ( r12.Norme() * r12.Norme() ) * r12.Normalize(); 
      } 
   } 
} 
Code 4-6 : Code séquentiel de calcul de la valeur du champ de gravitation en un point de l'espace. 
La stƌuĐtuƌe de l͛algoƌithŵe de ĐalĐul du Đhaŵp ĠleĐtƌiƋue est ideŶtiƋue, seule l͛ĠƋuatioŶ 
change. Le champ magnétique est légèrement diffĠƌeŶt Đaƌ il Ŷe pƌoǀieŶt Ƌue d͛uŶe seule 
souƌĐe, il Ŷ͛est doŶĐ pas ŶĠĐessaiƌe de paƌĐouƌiƌ uŶe liste de souƌĐes. Le paƌĐouƌs de 
l͛eŶseŵďle des Đellules disĐƌĠtisĠes de l͛espaĐe est quant à lui logiquement bien présent 
dans tous les cas. 
4.2.3 Utilisation des GPU 
Comme on le voit très clairement dans le code ci-dessus, le ĐalĐul d͛uŶ Đhaŵp pouƌ uŶe 
cellule est indépendant du calcul du champ des autres cellules. De plus, chaque cellule va 
exécuter exactement le même code, en travaillant sur des données différentes uniquement 
pour ce qui est de la position de la cellule traitée. De plus, pour chaque cellule, un nombre 
assez important de calculs est nécessaire : les cellules se trouvant dans un espace à trois 
dimensions, la moindre multiplication entre deux vecteurs nécessite plusieurs 
multiplications et plusieurs additions de nombres flottants. Toutes ces caractéristiques font 
Ƌue Đes algoƌithŵes soŶt paƌfaiteŵeŶt adaptĠs à l͛utilisatioŶ de GPU pouƌ paƌallĠliseƌ les 
calculs. 
Pouƌ Đe Ƌui est de l͛iŵplĠŵeŶtatioŶ suƌ GPU, la différence majeure va être la disparition des 
trois boucles « for » de l͛algoƌithŵe sĠƋueŶtiel peƌŵettaŶt de paƌĐouƌiƌ l͛eŶseŵďle de 
l͛espaĐe. À leuƌ plaĐe, le keƌŶel KernelCalculChampGravitation, qui sera exécuté sur le 
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GPU, sera appelé autant de fois Ƌu͛il Ǉ a de Đellules ;ǀoiƌ Code 4-7). On obtient ainsi une 
parallélisation en autant de threads Ƌu͛il Ǉ a de Đellules daŶs l͛espaĐe ĐoŶsidĠƌĠ. EǆĐeptĠ 
dans le cas d͛uŶ espaĐe tƌğs ƌĠduit, Đette paƌallĠlisatioŶ est laƌgeŵeŶt suffisaŶte pouƌ utiliseƌ 
tous les Đœuƌs du GPU.  
void CalculChampGravitation( 
                       std::vector< Particule * > & inParticules, 
                       Espace * inEspace 
                           ) 
{ 
   dim3  dimGrille; 
   dim3  dimBloc; 
 
   Particule *  particules_gpu; 
   VecteurF *   treilli_gpu; 
   VecteurF *   champ_gpu; 
 
   // Copie des donnees du cpu vers les tableaux gpu 
   [...] 
 
   calculDimensionGrilleEtBloc( 
                       inEspace->Sx * inEspace->Sy * inEspace->Sz, 
                       dimGrille, 
                       dimBloc 
                              ); 
 
    
 
   KernelCalculChampGravitation<<< dimGrille, dimBloc >>>( 
                                              particules_gpu, 
                                              inParticules.size() 
                                              treilli_gpu, 
                                              champ_gpu 
                                                         ); 
 
   // Copie retour des donnees du gpu vers les tableaux cpu 
   [...] 
} 
Code 4-7 : Extrait simplifié de l'appel du kernel de calcul du champ de gravitation sur le GPU. 
Le kernel correspondant est par ailleurs très simple (voir Code 4-8). Il ĐalĐule tout d͛aďoƌd 
l͛iŶdiĐe du thƌead. Puis, eŶ foŶĐtioŶ de Đet iŶdiĐe, il appelle le calcul du champ de gravité 
pour la bonne cellule. Ce calcul est réalisé de façon semblable à celui de la fonction 
CalculChampGravitationCellule vu précédemment (voir Code 4-6). 
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__global__ void KernelCalculChampGravitation( 
                       Particule *  inParticules, 
                       unsigned int inNbParticules, 
                       VecteurF *   inTreilli, 
                       VecteurF *   inChamp 
                                            ) 
{ 
   unsigned int   threadIdGlobal    = calculerIdGlobal(); 
 
   CalculChampGravitationCellule_gpu( 
                             inParticules, 
                             inNbParticules, 
                             inTreilli[ threadIdGlobal ], 
                             inChamp[ threadIdGlobal ], 
                                    ); 
} 
Code 4-8 : Kernel permettant le calcul du champ de gravitation. 
L͛appel est doŶĐ tƌğs seŵďlaďle à Đe Ƌui se fait eŶ sĠƋueŶtiel. Le poiŶt le plus eŶĐliŶ à 
introduire des erreurs est la réalisation des copies de mémoire entre la mémoire du CPU et 
Đelle du GPU aǀaŶt l͛appel du keƌŶel ;pouƌ les doŶŶĠes d͛eŶtƌĠesͿ et une fois celui-ci terminé 
(pour les résultats). 
Le pƌoďlğŵe ŵajeuƌ de l͛utilisatioŶ des GPU est, Đoŵŵe Đela a ĠtĠ dit pƌĠĐĠdeŵŵeŶt, la 
lateŶĐe des aĐĐğs ŵĠŵoiƌe. Oƌ, pouƌ ĐalĐuleƌ le Đhaŵp eŶ ĐhaƋue poiŶt de l͛espaĐe, il est 
nécessaire à chaque fois de paƌĐouƌiƌ l͛eŶseŵďle des paƌtiĐules pouƌ eŶsuite soŵŵeƌ le 
ƌĠsultat du Đhaŵp pƌoduit paƌ ĐhaƋue paƌtiĐule eŶ Đe poiŶt de l͛espaĐe. Si le Ŷoŵďƌe de 
particules est grand, par exemple une centaine, le calcul du champ de gravitation, qui 
nécessitera toujours quatƌe fois plus d͛aĐĐğs à des eŶtieƌs ;uŶ pouƌ la ŵasse et tƌois pouƌ la 
position –voir Code 4-9), réalisera donc 400 accès. Ces accès vont alors avoir un impact très 




                       Particule *  inParticules, 
                       unsigned int inNbParticules, 
                       VecteurF &   inCellule, 
                       VecteurF &   outChamp 
                                      ) 
{ 
   outChamp  = 0; 
 
   for ( unsigned int i = 0; i < inNbParticules; i++ ) 
   { 
      Particule & particuleCourante = inParticules[ i ]; 
      // Un accès pour la masse 
      float       m1                = particuleCourante.Masse; 
      // Trois accès pour la position 
      VectorF     r12               = inCellule.PositionGlobale - 
                                  particuleCourante->PositionGlobale; 
 
      if ( r12.Norme() != 0. ) 
      { 
         outChamp += 
           -G * m1 / ( r12.Norme() * r12.Norme() ) * r12.Normalize(); 
      } 
   } 
} 
Code 4-9 : Accès réalisés aux particules durant le calcul du champ de gravitation d'une cellule. 
Pour éviter ces accès en mémoire globale, il est possible de mutualiser les accès aux données 
des paƌtiĐules. EŶ effet, ĐhaƋue Đellule de l͛espaĐe a ďesoiŶ des doŶŶĠes de toutes les 
paƌtiĐules. Il est doŶĐ possiďle Ƌu͛elles paƌtageŶt Đette doŶŶĠe à tƌaǀeƌs la ŵĠŵoiƌe 
partagée du GPU. 
Pouƌ Đela, il est ŶĠĐessaiƌe Ƌue ĐhaƋue Đellule issue d͛uŶ ŵġŵe ďloĐ ;Ƌui paƌtage la ŵġŵe 
mémoire partagée) charge les doŶŶĠes d͛uŶe paƌticule (on partira ici du principe que le 
nombre de particules est inférieur au nombre de threads ŵaǆiŵuŵ d͛uŶ ďloĐ pouƌ 
simplifier) (voir Code 4-10). Une fois ces montées en mémoire réalisées, il est impératif de 
synchroniser tous les threads qui partagent la mémoire car sans cela, un thread pourrait 
ĐoŵŵeŶĐeƌ le ĐalĐul du Đhaŵp pouƌ sa Đellule aloƌs ŵġŵe Ƌue toutes les paƌtiĐules Ŷ͛oŶt 
pas été chargées en mémoire partagée. 
UŶe fois Đela fait, il suffit aloƌs d͛appeleƌ la foŶĐtioŶ 
CalculChampGravitationCellule_gpu en prenant en paramètre, non plus le tableau 
de particules stocké en mémoire globale, mais celui stocké en mémoire partagée. Les quatre 




__global__ void KernelCalculChampGravitation( 
                       Particule *  inParticules, 
                       unsigned int inNbParticules, 
                       VecteurF *   inTreilli, 
                       VecteurF *   inChamp, 
                                            ) 
{ 
   unsigned int   threadIdGlobal    = calculerIdGlobal(); 
   unsigned int   threadIdBloc      = calculerIdBloc(); 
 
   // Definition de la mémoire partagée 
   __shared__ Particule    particulesPartagees[]; 
 
   // Chargement de la mémoire partagée 
   if ( threadIdBloc < inNbParticules ) 
   { 
      particulesPartagees[ threadIdBloc ] = 
                              inParticules[ threadIdBloc ]; 
   } 
 
   // Synchronisation des threads 
   __syncthread(); 
 
   CalculChampGravitationCellule_gpu( 
                             particulesPartagees, 
                             inNbParticules, 
                             inTreilli[ threadIdGlobal ], 
                             inChamp[ threadIdGlobal ] 
                                    ); 
} 
Code 4-10 : Kernel peƌŵettaŶt le ĐalĐul du Đhaŵp de gƌavitatioŶ aveĐ l’utilisatioŶ de ŵĠŵoiƌe 
partagée. 
4.2.4 Étude du calcul de forces gravitationnelles, électriques et magnétiques 
Afin de préparer les travaux à venir sur le calcul de champs physicochimiques de la PGMS, un 
travail iŵpoƌtaŶt a ĠtĠ ƌĠalisĠ pouƌ Ġtudieƌ l͛oppoƌtuŶitĠ de la paƌallĠlisatioŶ du ĐalĐul de 
champs physiques (gravitationnel, électrique et magnétique). En plus du calcul de ces trois 
champs, un modèle permettant de simuler le déplacement des particules en fonction de leur 
charge, de leur vitesse initiale et des champs auxquels elles sont soumises a été étudié. Dans 
tous ces cas, il est important de noter que seules des opérations en simple précision étaient 
nécessaires. Le GPU utilisé lors de ces tests, un GTXϱϬϬ de NVIDIA Ƌui possğde ϱϭϮ Đœuƌs, 
est plus performant pour les opérations en simples précisions que pour celles en doubles 
pƌĠĐisioŶs, il s͛agit doŶĐ là d͛uŶ aǀaŶtage iŵpoƌtaŶt. Le CPU utilisĠ est quant à lui un 
processeur Intel Sandy Bridge i7-2600K cadencé à 3,4GHz. 
4.2.4.1 Calcul du champ magnétique à partir d’une source 
DaŶs Ŷotƌe Ġtude de Đas, le ĐalĐul du Đhaŵp ŵagŶĠtiƋue Ŷe fait iŶteƌǀeŶiƌ Ƌu͛uŶe seule 
source à la différence des calculs des champs gravitationnels et électriques. Ceci a un effet 
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important sur les performances car les calculs effectués pour chaque cellule vont être plus 
liŵitĠs. Oƌ il est ŶĠĐessaiƌe de ƌĠaliseƌ le plus de ĐalĐul possiďle pouƌ ŵaǆiŵiseƌ l͛effiĐaĐitĠ 
des GPU (Kirk et Hwu 2010). Malgré cela, comme le montre la Figure 4-33, le temps 
d͛eǆĠĐutioŶ ŶĠĐessaiƌe au ĐalĐul du Đhaŵp ŵagŶĠtiƋue Ġǀolue plus ƌapideŵeŶt suƌ CPU Ƌue 
sur GPU lorsque le nombre de cellules de l͛espaĐe augŵeŶte. 
 
Figure 4-33 : Comparaison des temps d'exécutions du calcul du champ magnétique sur CPU et sur 
GPU 
Pouƌ autaŶt, ŵġŵe si le teŵps d͛eǆĠĐutioŶ à l͛aide du GPU seŵďle Ġǀolueƌ tƌğs leŶteŵeŶt, 
le gaiŶ eŶtƌe les deuǆ siŵulatioŶs Ŷ͛est pas tƌğs iŵpoƌtaŶt, ŵġŵe pouƌ des espaĐes de 
gƌaŶde taille. Ce gaiŶ Ŷ͛atteiŶt aiŶsi Ƌue ϭϱ,ϱϴǆ daŶs le Đas de plus de 340 000 cellules. La 
Figure 4-34, Ƌui ŵoŶtƌe l͛aĐĐĠlĠƌatioŶ de l͛eǆĠĐutioŶ de l͛iŵplĠŵeŶtatioŶ suƌ GPU paƌ 
ƌappoƌt à Đelle Ŷ͛utilisaŶt Ƌue le CPU, peƌŵet tout de ŵġŵe de Ŷoteƌ Ƌue l͛aĐĐĠlĠƌatioŶ croît 
rapidement avec le nombre de cellules. Il est donc possible que ce gain continue de croître 
aǀeĐ la taille de l͛espaĐe. Mais pouƌ Đolleƌ au plus pƌoĐhe de l͛appliĐatioŶ Điďle et aiŶsi 
permettre une intégration plus aisée, un extrait de celle-ci a été utilisé pour étudier ces 
optiŵisatioŶs. Cela a pouƌ ĐoŶsĠƋueŶĐe de foƌteŵeŶt iŵpaĐteƌ l͛eŵpƌeiŶte ŵĠŵoiƌe de 
l͛appliĐatioŶ ;plus de ϭKo de doŶŶĠes soŶt utilisĠes pouƌ iŶstaŶĐieƌ ĐhaƋue ĐelluleͿ et 
d͛eŵpġĐheƌ la ƌĠalisatioŶ de tests sur des espaces plus importants, alors même que la 






























Figure 4-34 : Accélération du temps de calcul du champ magnétique en fonction du nombre de 
cellule grâce à une parallélisation sur GPU 
4.2.4.2 Calcul du champ gravitationnel et du champ électrique 
Le calcul du champ de gravitation et celui du champ électrique sont algorithmiquement très 
similaires. Ainsi, pour un cube de 51 cellules de côté (132 651 cellules au total), le temps 
nécessaire, en séquentiel, pour le calcul du champ de gravité en fonction du nombre de 
particules est donné par la Figure 4-35. Le temps nécessaire, dans les mêmes conditions, 
pour le calcul du champ électrique est donné par la Figure 4-36. Il est évident que les temps 
d͛eǆĠĐutioŶ soŶt eǆtƌġŵeŵeŶt pƌoĐhes. L͛Ġtude des Đouƌďes de tendances des deux calculs 
de champs montre également que les temps de calcul, qui évoluent logiquement quasiment 
linéairement par rapport au nombre de particules, croissent à un rythme très similaire (avec 
une pente respectivement de 0,018 et de 0,0183). Les résultats sur GPU étant également 
extrêmement proches entre les deux calculs de champs, les documents présentés dans la 
suite de cette partie ne porteront que sur le calcul du champ gravitationnel, leurs 
























Figure 4-35 : Temps d'exécution du calcul du champ de gravité en séquentiel en fonction du 
nombre de particules (cube de 51 cellules de côté, 20 itérations). 
 
Figure 4-36 : Temps d'exécution du calcul du champ de électrique en séquentiel en fonction du 
nombre de particules (cube de 51 cellules de côté, 20 itérations). 
La Figure 4-37 pƌĠseŶte le teŵps d͛eǆĠĐutioŶ ŶĠĐessaiƌe pouƌ effeĐtueƌ le ĐalĐul du Đhaŵp 
de gravité sur GPU selon le nombre de particules présentes. Le temps de calcul suit une 
courbe moins linéaire que la précédente. On peut malgré tout calculer une courbe de 
tendance assez proche. Et là où la pente de cette courbe de tendance valait 1,83x10-2, soit 
uŶe seĐoŶde supplĠŵeŶtaiƌe toutes les ϱϱ Ŷouǀelles paƌtiĐules, daŶs le Đas de l͛appliĐatioŶ 
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supplĠŵeŶtaiƌe toutes les ϭϰϮϮϱ paƌtiĐules. L͛appliĐatioŶ sĠƋueŶtielle a doŶĐ uŶ teŵps 
d͛eǆĠĐutioŶ Ƌui croît de ŵaŶiğƌe ϮϱϬ fois plus iŵpoƌtaŶte Ƌue l͛appliĐatioŶ paƌallğle. 
 
Figure 4-37 : Temps d'exécution du calcul du champ de gravité sur GPU en fonction du nombre de 
particules (cube de 51 cellules de côté, 20 itérations). 
Ce ƌappoƌt est ĐoŶfiƌŵĠ paƌ l͛Ġtude de l͛aĐĐĠlĠƌatioŶ fournie par la parallélisation du calcul 
de champ sur GPU. Comme le montre la Figure 4-38, l͛aĐĐĠlĠƌatioŶ induite par la 
paƌallĠlisatioŶ a teŶdaŶĐe à se staďiliseƌ autouƌ d͛uŶ gaiŶ de l͛oƌdƌe de ϮϱϬǆ. AǀaŶt Đette 
staďilisatioŶ, l͛aĐĐĠlĠƌatioŶ croît progressivement. Ceci est dû à certains mécanismes liés à 
l͛utilisatioŶ des GPU : principalement la copie des éléments générant le champ depuis le CPU 
vers le GPU ainsi que la copie du tableau correspondant au champ magnétique à la fin du 
kernel. Ces opérations représentent des coûts importants mais globalement fixes. Plus le 
nombre de particules utilisées est important et moins ces coûts fixes sont significatifs, ce qui 





























Figure 4-38 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul du Đhaŵp de gƌavitĠ ƌĠalisĠe gƌâĐe à la 
parallélisation sur GPU en fonction du nombre de particules (cube de 51 cellules de côté, 20 
itérations). 
Tout Đoŵŵe pouƌ le ĐalĐul du Đhaŵp ŵagŶĠtiƋue, le teŵps d͛eǆĠĐutioŶ ŶĠĐessaiƌe au ĐalĐul 
des champs gravitationnel et électrique évolue également en fonction de la taille de 
l͛espaĐe. La Figure 4-39, Ƌui pƌĠseŶte les teŵps d͛eǆĠĐutioŶ eŶ sĠƋueŶtiel et loƌs d͛uŶe 
parallélisation suƌ GPU pouƌ uŶ Ŷoŵďƌe fiǆe de paƌtiĐules ;ϮϬϬͿ, ŵoŶtƌe ďieŶ l͛ĠĐaƌt tƌğs 
iŵpoƌtaŶt eŶtƌe les teŵps de siŵulatioŶ. L͛augŵeŶtatioŶ de la peŶte à paƌtiƌ de plus d͛uŶ 
ŵillioŶ de Đellules daŶs le Đas de l͛iŵplĠŵeŶtatioŶ sĠƋueŶtielle peut ġtƌe eǆpliƋuĠe paƌ la 





















Figure 4-39 : CoŵpaƌaisoŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul de Đhaŵp de gƌavitĠ eŶ foŶĐtioŶ du 
nombre de cellules présentes sur CPU et sur GPU (200 particules, 20 itérations). 
La Figure 4-40, Ƌui Ŷe ƌepƌĠseŶte plus Ƌue le teŵps d͛eǆĠĐutioŶ suƌ GPU peƌŵet de se 
ƌeŶdƌe Đoŵpte Ƌue si le teŵps d͛eǆĠĐutioŶ seŵďle Ŷe pas Ġǀolueƌ daŶs la figuƌe précédente, 
il est ďieŶ eŶ ĐoŶstaŶte augŵeŶtatioŶ. Mais à l͛iŶǀeƌse de l͛iŵplĠŵeŶtatioŶ sĠƋueŶtielle, 
l͛augŵeŶtatioŶ est tƌğs faiďle et ƌeste seŶsiďleŵeŶt la ŵġŵe pouƌ l͛eŶseŵďle de l͛iŶteƌǀalle 
étudié. La carte graphique étant déjà complètement utilisée à la fin de cet intervalle, rien ne 
teŶdƌait à faiƌe aĐĐĠlĠƌeƌ ou diŵiŶueƌ l͛ĠǀolutioŶ de Đette Đouƌďe. 
 
Figure 4-40 : Teŵps d’eǆĠĐutioŶ du ĐalĐul de Đhaŵp de gƌavitĠ eŶ foŶĐtioŶ du Ŷoŵďƌe de Đellules 























































La diffĠƌeŶĐe de teŵps d͛eǆĠĐutioŶ eŶtƌe l͛iŵplĠŵeŶtatioŶ sĠƋueŶtielle et l͛iŵplĠŵeŶtatioŶ 
parallèle étant très importante, le gain obtenu entre les deux simulations est donc significatif 
(voir Figure 4-41). Le tƌaiteŵeŶt d͛uŶ espaĐe de ϭϬϬ3 cellules (soit un million de cellules) est 
ainsi plus de 215 fois plus rapide lorsque le calcul est parallélisé sur une carte GPU possédant 
ϱϭϮ Đœuƌs ;GTX ϱϬϬͿ. Pouƌ uŶ Đuďe de ϭϱϭ3 cellules (plus de 3,4 millions de cellules), le gain 
atteint plus de 610x. 
 
Figure 4-41 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul du Đhaŵp de gƌavitĠ ƌĠalisĠe gƌâĐe à la 
parallélisation sur GPU en fonction du nombre de cellules (200 particules, 20 itérations). 
L͛utilisatioŶ de GPU lors du calcul des champs gravitationnel et électrique est donc 
particulièrement efficace pour les cubes de très grandes tailles et pour un nombre important 
de particules générant ces champs. 
4.2.4.3 Calcul du mouvement de particules 
Le calcul des champs physiques Ŷ͛est pas actuellement utilisé au sein de la PGMS et Ŷ͛est 
donc pas utile en soit pouƌ l͛appliĐatioŶ. Ces champs sont par contre nécessaires pour 
permettre de faire évoluer des paƌtiĐules daŶs l͛espaĐe et daŶs le teŵps eŶ foŶĐtioŶ des 
différentes forces en présence (magnétique, électrique et de gravité). Les champs vont alors 
devoir être calculés de nouveau à chaque itération de la simulation pour permettre de 
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Étant donné que les calculs des champs gravitationnel et électrique sont significativement 
plus longs que le calcul du champ magnétique, les résultats sont très proches de ceux 
pƌĠseŶtĠs pouƌ le ĐalĐul des Đhaŵps gƌaǀitatioŶŶel et ĠleĐtƌiƋue. AiŶsi, loƌsƋue l͛oŶ Ġtudie le 
gain produit par la parallélisation sur GPU en fonction du nombre de particules présentes 
(voir Figure 4-42Ϳ, oŶ s͛apeƌçoit ƌapideŵeŶt Ƌue Đelui-ci est très proche de ce qui existe pour 
le calcul des champs gravitationnel et électrique (voir Figure 4-38). On retrouve ainsi un gain 
qui se stabilise autour de 250x lorsque le nombre de particules devient suffisamment grand. 
Du fait de la présence du calcul du champ de gravité et du calcul du champ électrique, ce 
palier est atteint plus tôt : autour des 3000 particules. 
 
Figure 4-42 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du calcul de l’ĠvolutioŶ des paƌtiĐules réalisée 
grâce à la parallélisation sur GPU en fonction du nombre de particules (cube de 51 cellules de côté, 
20 itérations). 
De la ŵġŵe façoŶ, l͛ĠǀolutioŶ du teŵps d͛eǆĠĐutioŶ eŶ foŶĐtioŶ du Ŷoŵďƌe de Đellules 
étudiées (voir Figure 4-43) se rapproche de celle du calcul du champ de gravité présentée sur 
la Figure 4-41. AiŶsi, l͛aĐĐĠlĠƌatioŶ croît (globalement) avec le nombre de cellules pour 
atteindre près de 630x pour un cube de 1513 Đellules. L͛ĠǀolutioŶ plus leŶte de l͛aĐĐĠlĠƌatioŶ 
pour un nombre limité de cellules est toujours due à deux faĐteuƌs. D͛uŶe paƌt, l͛appliĐatioŶ 
séquentielle est plus efficace lorsque le nombre de cellules est suffisamment limité pour 
ŵaǆiŵiseƌ l͛utilisatioŶ des ĐaĐhes pƌĠseŶts au Ŷiǀeau du ŵiĐƌopƌoĐesseuƌ. D͛autƌe paƌt, les 
coûts fixes liés aux communications mĠŵoiƌes eŶtƌe l͛hôte et le GPU soŶt de ŵoiŶs eŶ ŵoiŶs 
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application séquentielle proportionnelle au nombre de cellules (plus rapide pour les petites 
simulations) et une application parallèle proportionnellement moins rapide pour ces mêmes 
simulations, eǆpliƋueŶt l͛ĠǀolutioŶ de la Đouƌďe. 
 
Figure 4-43 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul de l’ĠvolutioŶ des paƌticules réalisée 
grâce à la parallélisation sur GPU en fonction du nombre de cellules (200 particules, 20 itérations). 
Mais la paƌallĠlisatioŶ des ĐalĐuls de Đhaŵps phǇsiƋues Ŷ͛est pas iŶtĠgƌĠe aĐtuelleŵeŶt auǆ 
simulations de la PGMS. Cette parallélisation visait donc à faciliter la parallélisation du calcul 
des Đhaŵps ĐhiŵiƋues dĠjà pƌĠseŶts daŶs la PGMS aiŶsi Ƌue l͛iŶtĠgƌatioŶ du ĐalĐul des 
champs physiques bientôt incorporés à la PGMS. 
 
Ce travail a donc permis la parallélisation sur GPGPU du calcul de champs physiques. Mais 
ces champs ne sont pas pour le moment utilisés par les modèles implémentés au sein de la 
PGMS. Il s͛agissait doŶĐ d͛uŶ tƌaǀail pƌĠalaďle à l͛iŵplĠŵeŶtatioŶ au seiŶ de la PGMS de la 
parallélisation des champs chimiques. 
4.3 Parallélisation au niveau des warps 
Si l͛effiĐaĐitĠ des GPU pouƌ ƌĠaliseƌ de ŵaŶiğƌe foƌteŵeŶt paƌallğle ;plusieuƌs ĐeŶtaiŶes de 
threads pouǀaŶt s͛eǆĠĐuteƌ en même temps sur un même GPU) des calculs identiques sur 
des doŶŶĠes diffĠƌeŶtes Ŷ͛est plus à pƌouǀeƌ, Ŷous aǀoŶs ĐheƌĐhĠ à Ġtudieƌ l͛oppoƌtuŶitĠ 
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4.3.1 Idée directrice 
L͛idĠe Ŷ͛est pas iĐi d͛eǆĠĐuteƌ plusieuƌs foŶĐtioŶs diffĠƌeŶtes eŶ paƌallğle suƌ uŶ GPU ŵais 
une même fonction qui, en fonction de branchements conditionnels, pourrait exécuter des 
instructions différentes. Ces divergences entre les exécutions sont généralement présentes 
daŶs les appliĐatioŶs stoĐhastiƋues où le flot d͛eǆĠĐutioŶ est ĐoŶditioŶŶĠ par les nombres 
aléatoires générés. Il est paƌ ailleuƌs oďligatoiƌe, loƌs de l͛Ġtude de ŵodğles stochastiques, de 
réaliser plusieurs réplications de la même simulation. En effet, sans celles-ci, le résultat ne 
ĐoƌƌespoŶdƌait Ƌu͛à uŶe eǆĠĐutioŶ paƌtiĐuliğƌe et Ŷe ƌepƌĠseŶteƌait pas uŶe ŵoǇeŶŶe de 
l͛eŶseŵďle des possiďilitĠs. UŶe iŵage siŵple de l͛utilitĠ du pƌoĐessus de ƌĠpliĐatioŶ est la 
siŵulatioŶ d͛uŶ jeu de « pile ou face ». Une seule exécution de la simulation donnerait 
l͛iŵpƌessioŶ Ƌu͛uŶ ĐôtĠ de la piğĐe survient daŶs ϭϬϬ% des Đas et l͛autƌe jamais. En répétant 
suffisaŵŵeŶt l͛eǆpĠƌieŶĐe, oŶ aƌƌiǀe tƌğs ǀite à se ƌappƌoĐheƌ des ϱϬ% de probabilité pour 
chaque côté de la pièce (une trentaine d͛itérations est généralement suffisante pour avoir 
une précision acceptable). C͛est Đe ŵĠĐaŶisŵe de ƌĠplication que nous avons cherché à 
paralléliser sur GPU. 
Pouƌ Đe faiƌe, il Ŷ͛est plus possible d͛eǆploiteƌ le parallélisme SIMD présent au sein des GPU 
et qui nécessite de réaliser la même instruction sur un groupe de trente-deux threads 
(appelé un warp). EŶ effet, loƌsƋue des thƌeads d͛uŶ ŵġŵe ǁaƌp souhaiteŶt eǆĠĐuteƌ des 
iŶstƌuĐtioŶs diffĠƌeŶtes ;Đoŵŵe Đ͛est le Đas si des ďƌaŶĐhes diffĠƌeŶtes soŶt paƌĐouƌuesͿ, Đes 
instructions sont réalisées de façon séquentielle. Cette opération nécessite un traitement 
supplémentaire du GPU pour réorganiser le warp de façon à isoler les threads traitant les 
mêmes instructions de ceux qui divergent. Notre idée est de ne plus effectuer une exécution 
par thread mais une exécution par warp afin de ne plus nécessiter ce traitement 
supplémentaire (voir Figure 4-44). De cette façon, quelles que soient les divergences, aucun 
traitement supplémentaire ne sera nécessaire car seul un thread sera actif dans chaque 
warp. AiŶsi, si l͛oŶ souhaite paƌallĠliseƌ ĐiŶƋuaŶte ƌĠpliĐatioŶs d͛uŶe siŵulatioŶ, il Ŷe suffira 
pas d͛utiliser autant de threads que de réplications sur le GPU mais bien trente-deux fois 




Figure 4-44 : Représentation de l'unique thread actif (en couleur) au sein d'un warp (les autres 
threads sont grisés). 
4.3.2 Implémentation 
Pouƌ peƌŵettƌe le tƌaiteŵeŶt d͛uŶe ƌĠpliĐatioŶ paƌ uŶ seul thƌead du ǁaƌp, deuǆ 
mécanismes sont nécessaires : 
- Il faut tout d͛aďoƌd Ƌue ĐhaƋue thƌead puisse ideŶtifieƌ l͛iŶdiĐe du ǁaƌp auƋuel il 
appartient. 
- Il faut eŶsuite pouǀoiƌ ƌestƌeiŶdƌe l͛eǆĠĐutioŶ de la fonction à un seul thread de 
chaque warp. 
L͛ideŶtifiĐatioŶ du ǁaƌp est ƌĠalisĠe eŶ ĐalĐulaŶt l͛iŶdiĐe gloďal du thread puis en divisant cet 
iŶdiĐe paƌ la taille d͛uŶ ǁaƌp (voir Code 4-11). 
const unsigned int warpIdx = ( 
         threadIdx.x + blockDim.x * ( 
            threadIdx.y + blockDim.y * ( 
               threadIdx.z + blockDim.z * ( 
                  blockIdx.x + gridDim.x * 
                     blockIdx.y 
         ) ) ) ) / warpSize; 
Code 4-11 : Calcul de l'indice du warp. 
Le ĐalĐul de l͛iŶdiĐe gloďal Ŷ͛est pas aŶodiŶ et doit suiǀƌe l͛oƌgaŶisatioŶ utilisĠe paƌ CUDA. Au 
seiŶ d͛uŶ ďloĐ, Đ͛est doŶĐ l͛iŶdiĐe eŶ « x » Ƌui est ĐoŶsidĠƌĠ eŶ pƌeŵieƌ, suiǀi de l͛iŶdiĐe eŶ 
« y » puis de l͛iŶdiĐe eŶ « z ». Le mécanisme est le même pour les blocs au sein de la grille où 
seuls les indices x et y sont utilisés (Kirk et Hwu 2010). La variable warpSize, qui correspond 
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au nombre de threads dans un warp, est quant à elle fournie paƌ l͛API CUDA, ce qui permet 
de rendre le code générique. 
Pouƌ ƌestƌeiŶdƌe l͛utilisatioŶ d͛uŶ seul thƌead paƌ ǁaƌp, il Ŷ͛est plus ŶĠĐessaiƌe de ĐalĐuleƌ 
l͛ideŶtifiaŶt gloďal ŵais seuleŵeŶt l͛ideŶtifiaŶt pƌopƌe au ďloĐ ;Đaƌ tous les thƌeads d͛uŶ 
warp appartiennent au même bloc). Une fois cet identifiant calculé, le calcul de son modulo 
paƌ ƌappoƌt à la taille d͛uŶ ǁaƌp peƌŵet d͛ideŶtifieƌ Đe thƌead daŶs le ǁaƌp. Pouƌ Ŷe 
ĐoŶseƌǀeƌ Ƌu͛uŶ thƌead aĐtif paƌ ǁaƌp, il suffit aloƌs de Ŷe tƌaiteƌ Ƌue les thƌeads possĠdaŶt 
un indice précis au sein de leur ǁaƌp ;le pƌeŵieƌ Ƌui est d͛iŶdiĐe Ϭ daŶs Ŷotƌe ĐasͿ (voir Code 
4-12). 
if ( ( threadIdx.x + blockDim.x * 
         ( threadIdx.y + blockDim.y * threadIdx.z ) 
      ) % warpSize == 0 ) 
Code 4-12 : Restriction des calculs à un thread par warp. 
Encapsulé dans des macro-instructions (respectivement WARP_INIT pouƌ l͛iŶitialisatioŶ de 
warpIdx et WARP_BEGIN pouƌ le test de l͛iŶdiĐe du thƌead daŶs le ǁaƌpͿ, ces deux 
mécanismes sont extrêmement simples à mettre en place. Il suffit de commencer le kernel 
paƌ le test de l͛iŶdiĐe ;WARP_BEGINͿ puis d͛iŶitialiseƌ la ǀaƌiaďle warpIdx (WARP_INIT) 
(voir Code 4-13). 
__global__ void replication_gpu( ... ) 
{ 
   WARP_BEGIN 
   { 
      WARP_INIT 
      [...] // Traitement de la simulation en utilisant warpIdx 
            // lorsqu'un indice unique à la réplication est nécessaire 
   } 
} 
Code 4-13 : Eǆeŵple d’utilisatioŶ des ŵaĐƌo-instructions WARP_BEGIN et WARP_END. 
4.3.3 Résultats 
Les tests, que nous avons effectués, ont été réalisés suƌ uŶ oƌdiŶateuƌ ĠƋuipĠ d͛uŶ 
processeur Intel Westmere ĐadeŶĐĠ à Ϯ,ϱϮϳGHz et d͛uŶe Đaƌte gƌaphiƋue NVIDIA CϮϬϱϬ. 
Nous avons cherché à comparer une approche séquentielle sur CPU à notre approche 
utilisaŶt la paƌallĠlisatioŶ paƌ les ǁaƌps aiŶsi Ƌue Ŷotƌe appƌoĐhe à l͛appƌoĐhe 
conventionnelle sur GPU utilisant les threads. 
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Le pƌeŵieƌ ŵodğle ĠtudiĠ a ĠtĠ Đelui d͛uŶe siŵulatioŶ de MoŶte Caƌlo peƌŵettaŶt 
d͛appƌoǆiŵer la valeur de Pi. Pour ce faire, la simulation tire au hasard une succession de 
coordonnées x et y comprises entre 0 et 1 et incrémente un compteur pour chaque point se 
tƌouǀaŶt daŶs le Ƌuaƌt d͛uŶ ĐeƌĐle uŶitaiƌe. La ǀaleuƌ de Pi est appƌoǆiŵĠe, en fin de 
simulation, en calculant le ratio entre les points trouvés dans le cercle et la totalité des 
points. 
La Figure 4-45 ŵoŶtƌe foƌt logiƋueŵeŶt Ƌue le teŵps de l͛appliĐatioŶ sĠƋueŶtiel croît 
linéairement avec le nombre de réplications. La parallélisation par rapport au warp évolue 
quant à elle par palier. Ce comportement Ŷ͛a ƌieŶ d͛aŶoƌŵal car tant que toute la capacité 
de la Đaƌte GPU Ŷ͛est pas utilisĠe, ajouteƌ uŶe itĠƌatioŶ supplĠŵeŶtaiƌe Ŷ͛a pas d͛iŵpaĐt suƌ 
les performances. Mais lorsque celle-Đi est ĐoŵplğteŵeŶt utilisĠe, l͛ajout d͛uŶe ƌĠpliĐatioŶ 
ŶĠĐessite Ƌu͛uŶe partie de la carte réalise deux réplications séquentiellement. Ceci explique 
le palier après la 64ème réplication lorsque toute la capacité disponible est utilisée. Ce 
mécanisme explique également Ƌue l͛utilisatioŶ des GPU ne soit pas rentable en dessous de 
30 réplications mais le devienne de plus eŶ plus aǀeĐ l͛augŵeŶtatioŶ du Ŷoŵďƌe de 
réplications. 
  
Figure 4-45 : Comparaison pour la simulation de Monte Carlo des temps d'exécution de l'approche 
séquentielle et de notre approche par rapport au nombre de réplications. 
Un second modèle a servi à comparer la paƌallĠlisatioŶ suƌ GPU à l͛aide de l͛appƌoĐhe 
traditionnelle et notre approche fondée suƌ l͛utilisatioŶ des warps. Ce modèle est une 






























marcheurs se déplaçant aléatoirement sur un damier. À la fin de la simulation, chaque 
marcheur a effectué un même nombre de mouvemeŶts et l͛oŶ Đoŵptabilise le nombre de 
marcheurs dans chaque zone du damier. Si le flux stochastique est de bonne qualité, la 
répartition des marcheurs dans chaque zone est très proche. Pour complexifier le modèle 
existant, nos marcheurs ne disposaient pas de quatre possibilités de déplacement comme 
daŶs l͛algoƌithŵe oƌigiŶal mais de trente-deux, soit le nombre de threads dans un warp. 
La premier graphique de la Figure 4-46 ŵoŶtƌe Ƌue le teŵps d͛eǆĠĐutioŶ ŶĠĐessaiƌe pouƌ 
l͛eǆĠĐutioŶ aǀeĐ l͛appƌoĐhe ĐlassiƋue suƌ GPU est pƌğs de siǆ fois plus iŵpoƌtaŶt Ƌue pouƌ 
Ŷotƌe appƌoĐhe. Il Ŷ͛est aiŶsi ƌeŶtaďle de paƌallĠliseƌ suƌ GPU à l͛aide de l͛appƌoĐhe ĐlassiƋue 
Ƌu͛à paƌtiƌ de plus de ϵϬ ƌĠpliĐatioŶs ĐoŶtƌe ϮϬ ƌĠpliĐatioŶs pouƌ Ŷotƌe appƌoĐhe ďasĠe sur 
les ǁaƌps. Mais le teŵps d͛eǆĠĐutioŶ du programme en utilisant notre approche finit par 
ƌattƌapeƌ le teŵps d͛eǆĠĐutioŶ de l͛appƌoĐhe ĐlassiƋue à paƌtiƌ de ϳϬϬ ƌĠpliĐatioŶs aǀaŶt de 
le dépasser (deuxième graphique de la Figure 4-46). L͛utilisatioŶ optiŵale de Ŷotƌe appƌoĐhe 
se situe donc, pour ce modèle, entre 20 et 700 itérations. Mais ces résultats peuvent varier 
de façon importante en fonction du modèle utilisé (avec le modèle précédent, notre 




Figure 4-46 : Comparaison pour le modèle de « random walk » des temps d'exécution de 
l'approche séquentielle, de l'approche GPU classique et de notre approche par rapport au nombre 
de réplications. 
Conclusion 
AfiŶ d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de la PGMS, plusieuƌs pƌoďlğŵes oŶt ĠtĠ ĠtudiĠs. Le 
premier problème étudié a ĠtĠ l͛iŵplĠŵeŶtatioŶ de simulateurs d͛automates cellulaires 3D. 
Ceux-Đi oŶt uŶe douďle utilitĠ eŶ ŵodĠlisatioŶ ďiologiƋue. Ils peƌŵetteŶt d͛uŶe part de 
modéliser des mécanismes biologiques mais également d͛iŵplĠŵeŶteƌ des mécanismes de 
simulation multi-échelle. Afin d͛autoƌiseƌ la modélisation des systèmes biologiques 
complets, il est nécessaire que la simulation de ces automates cellulaires soient la plus 
ƌapide possiďle. DaŶs Đe ďut, l͛iŵplĠŵeŶtatioŶ de l͛algoƌithŵe Hash-Life en 3D a permis de 
ŵettƌe eŶ ĠǀideŶĐe soŶ eǆĐelleŶt ƌeŶdeŵeŶt suƌ ĐeƌtaiŶs ŵodğles d͛autoŵates Đellulaiƌes. Il 
a ainsi été possible de simuler des espaces de plus de 1027 cellules de manière extrêmement 





























































UŶe Ġtude de l͛algoƌithŵe Hash-Life, eŶ ĐoŶsidĠƌaŶt la ŶotioŶ d͛activité au seiŶ d͛uŶ 
automate, a par ailleurs mis en évidence le poids essentiel de la réapparition des 
configurations de cellules dans les performances de celui-ci. L͛algoƌithŵe tiƌaŶt ŵassiǀeŵeŶt 
parti de la mémoïzation, le teŵps d͛eǆĠĐutioŶ de la siŵulatioŶ des autoŵates Đellulaiƌes à 
l͛aide de Hash-Life évolue de façon très proche du pourcentage de réapparition des 
configurations de cellules déjà rencontrées au cours de la simulation. Ces résultats 
iŵpliƋueŶt Ƌue l͛algoƌithŵe Ŷ͛est pas effiĐaĐe pouƌ toutes les foƌŵes d͛autoŵates Đellulaiƌes 
et que des solutions autres sont à chercher pour les formes ne permettant pas une 
utilisatioŶ effiĐaĐe de l͛algoƌithŵe Hash-Life. 
AfiŶ d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de la siŵulatioŶ d͛autoŵates Đellulaiƌes ϯD, lorsque le 
Đhoiǆ de l͛algoƌithŵe Hash-Life Ŷ͛est pas peƌtiŶeŶt, l͛iŵplĠŵeŶtatioŶ d͛uŶ simulateur sur 
GPU a également été étudié (Caux, Siregar et Hill 2011). La paƌallĠlisatioŶ de l͛ĠǀolutioŶ de 
ĐhaƋue Đellule daŶs uŶ thƌead pƌopƌe peƌŵet de disposeƌ d͛uŶ Ŷoŵďƌe très important de 
threads pouǀaŶt s͛eǆĠĐuteƌ en parallèle. La parallélisation sur GPU a ainsi permis d͛aŵĠlioƌeƌ 
la ǀitesse d͛uŶ faĐteuƌ ϲϬ paƌ ƌappoƌt à uŶ Đœuƌ de microprocesseur moyenne gamme et 
d͛uŶ faĐteuƌ ϮϬ paƌ ƌappoƌt à uŶ tƌğs ďoŶ ŵiĐƌopƌoĐesseuƌ de même génération (un Đœuƌ 
Nehalem 5500 vs. Tesla C1060). Sachant, d͛uŶe paƌt Ƌue la ŶĠĐessitĠ d͛aĐĐĠdeƌ à uŶ 
voisinage peut être très importante dans un modèle en trois dimensions (vingt-six voisins 
daŶs le Đas d͛uŶ ǀoisiŶage de Mooƌe de degƌĠ uŶͿ et d͛autƌe paƌt Ƌue le Đhoiǆ Ƌui a ĠtĠ fait 
de conserver un code extrêmement gĠŶĠƌiƋue saŶs l͛optiŵiseƌ pouƌ uŶ autoŵate Đellulaiƌe 
en particulier a limité les performances de la simulation, il parait envisageable d͛aŵĠlioƌeƌ 
encore ces performances daŶs le Đadƌe d͛uŶe optimisation pour un automate cellulaire bien 
précis. 
Mais pour améliorer les performances de la PGMS, la parallélisation des processus les plus 
gourmands en termes de temps de calcul était nécessaire. Parmi ces processus se trouvait le 
calcul des champs physicochimiques. EŶ ǀue de l͛intégratioŶ daŶs la PGMS, l͛Ġtude de leuƌ 
parallélisation a donc été réalisée eŶ s͛appuǇaŶt suƌ tƌois Đhaŵps physiques bien connus : le 
champ de gravité, le champ électrique et le champ magnétique. Dans notre modèle, le 
champ de gravité et le champ électriƋue ĠtaieŶt gĠŶĠƌĠs paƌ l͛eŶseŵďle des paƌtiĐules 
présentes dans le système ; le champ magnétique étant quant à lui généré par un seul 
ĠlĠŵeŶt. La paƌallĠlisatioŶ Đhoisie, ĐeŶtƌĠe suƌ le dĠĐoupage eǆistaŶt de l͛espaĐe de 
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simulation, a permis de réaliser le ĐalĐul de la ǀaleuƌ d͛uŶ Đhaŵp eŶ chaque cellule de 
l͛espaĐe à l͛aide d͛uŶ thƌead. DaŶs le Đas des Đhaŵps gƌaǀitatioŶŶel et électrique, la mise en 
commun des caractéristiques des particules (coordonnées, masse et charge) a permis 
d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de l͛appliĐatioŶ. 
Les résultats de ces parallélisations sont très proches pour le champ de gravité et le champ 
électrique avec des gains de plus en plus importants loƌsƋue l͛oŶ augŵeŶte la taille de 
l͛espaĐe de siŵulatioŶ ou le nombre de particules présentes. Ces gains, particulièrement 
importants, peuvent ainsi varier entre 215x et 610x lors du traitement de 200 particules 
seloŶ Ƌue l͛espaĐe ĐoŵpƌeŶd de 1 à 3,4 millions de cellules (un Đœuƌ Sandy Bridge i7-2600K 
à 3,4GHz vs. GTX500). Dans le cas du champ magnétique, une seule source est présente, le 
gaiŶ est doŶĐ faĐteuƌ uŶiƋueŵeŶt de la taille de l͛espaĐe de siŵulatioŶ. Si le gaiŶ croît 
encore une fois avec cette taille, il croît beaucoup plus faiblement et ne dépasse pas les 15x 
pour un espace de 3,4 millions de cellules. 
LoƌsƋue l͛oŶ utilise Đes tƌois Đhaŵps pouƌ faiƌe Ġǀolueƌ daŶs l͛espaĐe les paƌtiĐules (elles-
mêmes influençant à leur tour la nouvelle valeur des champs à chaque itération), les 
résultats se rapprochent de ceux obtenus lors des calculs des champs gravitationnel et 
ĠleĐtƌiƋue. CeĐi s͛eǆpliƋue siŵpleŵeŶt paƌ le poids ďeauĐoup plus iŵpoƌtaŶt du ĐalĐul de Đes 
deuǆ Đhaŵps suƌ le teŵps d͛eǆĠĐutioŶ de l͛appliĐatioŶ ;le ĐalĐul de ĐhaĐuŶ de Đes deuǆ 
champs en présence de 200 particules est plus de cent fois plus long que le calcul du champ 
magnétique). Les gains croissent donc une nouvelle fois avec le nombre de particules 
pƌĠseŶtes aiŶsi Ƌu͛aǀeĐ la taille de l͛espaĐe, avec des valeurs très proches de ce qui existait 
pour les champs gravitationnel et ĠleĐtƌiƋue ;de l͛oƌdƌe de ϲϬϬǆ pouƌ le tƌaiteŵeŶt de ϮϬϬ 
particules dans un espace de 3,4 millions de cellules). 
Mais ces solutions de parallélisations sur GPU sont propres à un problème donné. Afin 
d͛eǆploiteƌ au ŵieuǆ la puissance des GPU pour Ŷ͛iŵporte quelle application stochastique, la 
parallélisation, en suivant une approche MIMD basée sur les warps (groupe de trente-deux 
threads exécutés en même temps selon une approche SIMD sur le GPU), a été étudiée. Cette 
approche, qui consiste à ne travailleƌ Ƌue suƌ uŶ seul thƌead paƌ ǁaƌp, peƌŵet d͛Ġǀiteƌ les 
pƌoďlğŵes de la paƌallĠlisatioŶ suƌ GPU loƌsƋue plusieuƌs thƌeads d͛uŶ ŵġŵe ǁaƌp 
parcourent des branches différentes. Bien entendu, le fait de ne jamais utiliseƌ l͛appƌoĐhe 
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SIMD des GPU, présente au niǀeau des thƌeads d͛uŶ ŵġŵe ǁaƌp, implique une limitation 
des performances. Pour autant, lorsque la parallélisation est limitée, Đoŵŵe Đ͛est le Đas loƌs 
du calcul de réplications (entre 30 et 700 réplications pour le modèle que nous avons testé), 
la parallĠlisatioŶ ǀia l͛appƌoĐhe ǁaƌp est plus peƌtiŶeŶte. 
Tous ces développements, plus ou moins théoriques, oŶt eu pouƌ ďut d͛aideƌ à 
l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes de la PGMS. Si toutes Ŷ͛oŶt pas pu ġtƌe iŶtĠgƌĠes à l͛heuƌe 
actuelle dans le code de la PGMS, ceƌtaiŶes oŶt peƌŵis d͛oďteŶiƌ des gaiŶs tƌğs intéressants. 
C͛est l͛iŶtĠgƌatioŶ de Đes dĠǀeloppeŵeŶts aiŶsi Ƌue toutes les autƌes aŵĠlioƌatioŶs 
apportées au code de la PGMS (refactorisation et optimisations) qui sont le thème du 












5 Intégration des solutions à la PGMS et optimisations 
Introduction 
Si certains travaux peuvent sembler avoir été réalisés hors du cadre de la PGMS, cela a 
toujouƌs ĠtĠ fait saŶs peƌdƌe le ďut d͛aŵĠlioƌeƌ les performances de la PGMS. Ainsi, le travail 
suƌ les autoŵates Đellulaiƌes a ĠtĠ ƌĠalisĠ eŶ ǀue d͛uŶe iŶtĠgƌatioŶ ultĠƌieuƌe à la PGMS, 
lorsque celle-ci se sera enrichie des éléments nécessitant des automates cellulaires. Pour ce 
qui est du calcul des champs physicochimiques, l͛appliĐatioŶ est plus diƌeĐte. Car s͛il est ǀƌai 
Ƌue l͛iŶĐoƌpoƌatioŶ des Đhaŵps phǇsiƋues Ŷ͛est pas eŶĐoƌe ƌĠalisĠe au sein de la PGMS, 
l͛utilisatioŶ iŶteŶsiǀe de Đhaŵps ĐhiŵiƋues, dont les calculs sont approximés en utilisant des 
formules analytiques semblables à celle des champs physiques permet de tirer parti du 
travail présenté dans le chapitre précédent. 
Mais le projet de la PGMS, avant que les premiers travaux ne soient effectués, nécessitait 
d͛ġtƌe ƌepƌis eŶ paƌtie. EŶ effet, le code de la PGMS, eŶ ƌaisoŶ d͛uŶ dĠǀeloppeŵeŶt aŶĐieŶ, 
comprenait certains éléments devenus obsolètes. On trouvait ainsi parmi les API utilisées 
l͛API BoƌlaŶd C++ Ƌui fouƌŶissait eŶtƌe autƌe la totalitĠ des conteneurs utilisés ainsi que tous 
les éléments de l͛iŶteƌfaĐe gƌaphiƋue. UŶ tƌaǀail a doŶĐ dû ġtƌe ŵeŶĠ afiŶ d͛eǆtƌaiƌe le Đode 
de cette dépendance devenue obsolète. Le projet manquait quant à lui d͛outils aujouƌd͛hui 
très courants dans les projets récents. La gestion des versions se faisait par exemple de 
manière manuelle à travers des commentaires daŶs le Đode. L͛iŶĐoƌpoƌatioŶ au pƌojet 
d͛outils peƌfoƌŵaŶts a permis de faĐiliteƌ les tƌaǀauǆ d͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes. Une 
fois ces travaux réalisés, il a donc été possible de travailler efficacement suƌ l͛aŵĠlioƌatioŶ 
des peƌfoƌŵaŶĐes de l͛appliĐation, à travers la parallélisation du calcul de champs chimiques 
et l͛iŶĐoƌpoƌatioŶ d͛optiŵisatioŶs du Đode eǆistaŶt peƌŵettaŶt d͛aŵĠlioƌeƌ seŶsiďleŵeŶt les 
performances. 
La première partie de ce chapitre présentera donc le profilage de la PGMS originale qui a 
servi de ďase à l͛aŵĠlioƌatioŶ de l͛appliĐatioŶ. UŶe seĐoŶde paƌtie tƌaiteƌa des ŵodifiĐatioŶs 
apportées au projet en amont de sa parallélisation et de son optiŵisatioŶ afiŶ d͛aŵĠlioƌeƌ 
celui-Đi. La tƌoisiğŵe paƌtie tƌaiteƌa de la paƌallĠlisatioŶ des Đhaŵps ĐhiŵiƋues à l͛aide des 
techniques introduites dans le chapitre précédent pour les champs physicochimiques. Une 
quatrième partie présentera les optimisatioŶs ƌĠalisĠes afiŶ d͛aŵĠlioƌeƌ l͛eǆĠĐutioŶ 
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sĠƋueŶtielle de l͛appliĐatioŶ. EŶfiŶ, uŶe deƌŶiğƌe paƌtie Ġtudieƌa l͛effet des modifications 
appoƌtĠes au Đode de la PGMS suƌ le teŵps d͛eǆĠĐutioŶ de deuǆ autƌes siŵulatioŶs. 
5.1 L’existant 
Afin de bien concentrer les effoƌts d͛amélioration des performances sur les points bloquants 
et de maximiser les gains obtenus, il est nécessaire que ceux-ci soit connus. Il faut donc 
ƌĠaliseƌ le pƌofilage de l͛appliĐatioŶ à l͛aide d͛outils spĠĐialisĠs. C͛est Đe Ƌui a ĠtĠ fait aǀeĐ la 
version de base (sans optimisations) de la PGMS puis avec toutes les autres versions. 
Le profileur utilisé fournit comme résumé les résultats de la Figure 5-1. À noter que tous les 
résultats dans la suite ont été réalisés sur une machine correspondant à la machine cible 
pour la PGMS : une machine de bureau performante équipée d͛uŶ eǆĐelleŶt pƌoĐesseuƌ 
graphique : processeur Intel Core i7-2600K, 8Go de mémoire (RAM) cadencée à 1866MHz et 
Đaƌte gƌaphiƋue GTX ϱϵϬ ;Ƌui iŶtğgƌe deuǆ GPU GTX ϱϬϬ à ϱϭϮ Đœuƌs ĐhaĐuŶͿ. Paƌ ailleuƌs, 
sauf lorsque le contraire est précisé, la simulation que nous présentons est celle de la 
gĠŶĠƌatioŶ d͛uŶ uŶiƋue ŶĠphƌoŶ. L͛Ġtude des ƌĠsultats des différentes simulations est 
présentée à la fin de cette partie du manuscrit. 
 
Figure 5-1 : Résumé du profilage de l'application PGMS de base. 
La Figure 5-1 propose les cinq fonctions réalisant le plus de travail individuellement, c'est-à-
dire les cinq fonctions dont le code spécifique prend, en cumulé, le plus de temps à être 
exécuté. Pour autant, Đe taďleau peut ġtƌe tƌoŵpeuƌ Đaƌ le pouƌĐeŶtage affiĐhĠ Ŷ͛est Ƌue le 
pourcentage propre à la fonction, il ne prend pas en compte les appels aux fonctions 
standards souvent codés en langage d͛asseŵďlage ;exp, log…Ϳ et les appels à d͛autƌes 
fonctions définies paƌ l͛utilisateuƌ. Oƌ, Đoŵŵe le ŵoŶtƌe la Figure 5-2 qui représente la 
ĐoŵpositioŶ d͛uŶe des deuǆ ŵĠthodes, les deuǆ ŵĠthodes asseŵďleuƌs 
210 
 
zzz_AsmCodeRange_Begin (exp et log), qui présentent respectivement à 10,16% et 
6,07%, sont en fait en majeure partie appelées depuis les deux premières méthodes. La 
dernière instruction qui représente 3,67% est quant à elle partie intégrante des deux autres 
fonctions en langage d͛asseŵďlage ;ĐhaƌgeŵeŶt des iŶdiĐateuƌs –flags en anglais– avant les 
ĐalĐulsͿ. AiŶsi, loƌsƋue l͛oŶ s͛iŶtĠƌesse au teŵps d͛eǆĠĐutioŶ des ŵĠthodes 
ComputeSemaphorinField et ComputeDiffusion en comptant également les appels en 
leurs seins aux codes assembleurs et aux autres méthodes, le pourcentage de temps 
d͛eǆĠĐutioŶ est ƌespeĐtiǀeŵeŶt de ϳϭ,ϯϵ% et Ϯϯ,ϯϬ% soit ϵϰ,ϲϵ% pouƌ le Đuŵul des deuǆ. 
 
Figure 5-2 : DĠĐoupage du teŵps d’eǆĠĐutioŶ de la ŵĠthode ComputeSemaphorinField avec 
l’iŵplĠŵeŶtatioŶ de ďase de la PGMS. 
Il est doŶĐ, daŶs uŶ pƌeŵieƌ teŵps, ƋuasiŵeŶt iŶutile d͛essaǇeƌ d͛optiŵiseƌ uŶe paƌtie du 
Đode Ƌui Ŷ͛auƌait pas d͛influence suƌ la ǀitesse d͛eǆĠĐutioŶ de Đes deuǆ ŵĠthodes. Le seul 
gaiŶ Ƌu͛il seƌait aloƌs possiďle d͛espĠƌeƌ seƌait au ŵieuǆ de l͛oƌdƌe de ϱ% s͛il Ġtait possiďle de 
réaliser tous les autres calculs instantanément. La première optimisation a donc consisté à 
essaǇeƌ d͛aŵĠlioƌeƌ les peƌfoƌŵaŶĐes de Đes deuǆ foŶĐtioŶs à tƌaǀeƌs uŶe iŵplémentation 
parallèle sur GPU. Mais la parallélisation sur GPU nécessitant toujours un accès aux données, 
d͛autƌes optiŵisatioŶs, telles Ƌue le stoĐkage ĐoŶtigu ĐouplĠ à l͛aĐĐğs sĠƋueŶtiel et au 
stockage sous forme de tableau de certains attributs ont donc été implémentées. Une fois 
ces optimisations réalisées, des fonctions, auparavant mineures en terme de temps de 
calcul, ont vu leur impact augmenter. CeĐi a ĐoŶduit à ƌĠflĠĐhiƌ à d͛autƌes optiŵisatioŶs 
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telles Ƌue Đelles liĠes à l͛utilisatioŶ d͛uŶ ǀeĐteuƌ ĐoŶseƌǀaŶt l͛oƌdƌe d͛iŶseƌtioŶ ŵais 
iŶteƌdisaŶt tout ajout d͛uŶ ĠlĠŵeŶt dĠjà pƌĠseŶt. 
5.2 Refactorisation de l’application PGMS 
La pƌeŵiğƌe Ġtape du tƌaǀail suƌ la PGMS Ŷ͛a ĠtĠ Ŷi l͛optiŵisatioŶ, Ŷi la paƌallĠlisatioŶ du 
code mais une phase de refactorisation afiŶ de pouǀoiƌ tƌaǀailleƌ à paƌtiƌ d͛uŶe appliĐatioŶ 
fonctionnelle. Cette phase avait deux buts principaux. Le premier était de rendre le code le 
plus staŶdaƌd possiďle eŶ aďaŶdoŶŶaŶt ĐoŵplğteŵeŶt l͛API pƌoposĠ paƌ BoƌlaŶd. Le seĐoŶd 
but était de découpleƌ autaŶt Ƌue possiďle le Đode ŵĠtieƌ de l͛appliĐatioŶ de façon à rendre 
celui-ci staŶdaƌd et l͛iŶteƌfaĐe gƌaphiƋue Ƌui seƌait dĠǀeloppĠe à l͛aide du cadriciel Qt17. 
Pouƌ faĐiliteƌ le dĠǀeloppeŵeŶt de l͛appliĐatioŶ, la pƌeŵiğƌe Ġtape a ĠtĠ de ǀeƌsioŶŶeƌ 
l͛eŶseŵďle du Đode de l͛appliĐatioŶ afiŶ de disposeƌ de toutes les possiďilitĠs fouƌŶies paƌ les 
outils de gestion de versions : ĐoŶseƌǀatioŶ de l͛histoƌiƋue des ŵodifiĐatioŶs, ĐoŶseƌǀatioŶ 
de l͛ideŶtitĠ des dĠǀeloppeuƌs aǇaŶt effeĐtuĠs des ŵodifiĐatioŶs, possibilité de revenir à une 
aŶĐieŶŶe ǀeƌsioŶ du Đode… Paƌ ailleuƌs, Đes outils peƌŵetteŶt de ĐƌĠeƌ des ďƌaŶĐhes 
différentes pour un même projet. Le code peut alors évoluer en parallèle sur les différentes 
branches avant que les modifications apportées depuis la création des branches soient 
fusioŶŶĠes. CeĐi fut paƌtiĐuliğƌeŵeŶt utile loƌs des tƌaǀauǆ d͛optiŵisatioŶ et de 
parallélisation du code qui ont pu être séparés du dĠǀeloppeŵeŶt pƌiŶĐipal de l͛appliĐatioŶ. 
Comme cela a été expliqué précédemment, modifier un code sans disposer de mécanismes 
peƌŵettaŶt de ƌĠaliseƌ des tests autoŵatisĠs du Đode peut s͛aǀĠƌeƌ tƌğs ĐoŵpliƋuĠ. C͛est 
pouƌ Đette ƌaisoŶ Ƌu͛il a tƌğs ǀite Ġtait ŵis eŶ plaĐe uŶ cadriciel de test permettant de vérifier 
le comportement adéquat du programme. Le choix du cadriciel s͛est poƌtĠ suƌ celui de la 
bibliothèque boost : Unit Test Framework. Ce cadriciel a l͛aǀaŶtage d͛ġtƌe tƌğs siŵple 
d͛utilisatioŶ et de faiƌe paƌtie de boost, une des bibliothèques les plus complètes existantes 
en C++. Le Code 5-1 est uŶ eǆtƌait de Đode utilisĠ daŶs l͛application. Une suite de tests est 
tout d͛aďoƌd ĐƌĠĠe pour la simulation « Single Nephron 2 » à laquelle on rajoute les 
différents tests. Enfin, la suite de test est elle-même rajoutée à la suite principale qui sera 
eǆĠĐutĠe autoŵatiƋueŵeŶt du fait de l͛utilisatioŶ d͛uŶ « main » propre au cadriciel de test. 
                                                     
17
 Qt est un framework libre, disponible en licence gƌatuite ou paǇaŶte seloŶ l͛utilisatioŶ Ƌui eŶ est faite. Il 
peƌŵet eŶtƌe autƌe la ĐoŶĐeptioŶ d͛iŶteƌfaĐes gƌaphiƋues. Site offiĐiel : http://qt.nokia.com/. 
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// Creation de la suite de test pour Single Nephron 2 
test_suite *  tsSingleNephron2 = 
                       BOOST_TEST_SUITE( "Test_Single_Nephron2" ); 
 
// Ajout des differents tests de la suite 
tsSingleNephron2->add( BOOST_TEST_CASE( &nephron2::testSimulation ) ); 
tsSingleNephron2->add( BOOST_TEST_CASE( &nephron2::testBioCells ) ); 
tsSingleNephron2->add( BOOST_TEST_CASE( &nephron2::testBioDucts ) ); 
tsSingleNephron2->add( BOOST_TEST_CASE( &nephron2::testBioFluids ) ); 
[...] 
 
// Ajout de la suite de test pour Single Nephon 2 
// a la suite principale 
framework::master_test_suite().add( tsSingleNephron2 ); 
Code 5-1 : Extrait du code de test de la simulation "Single Nephron 2". 
Mais le gƌos du tƌaǀail Ŷ͛a pas ĠtĠ la ŵise eŶ plaĐe d͛uŶ gestioŶŶaiƌe de ǀeƌsioŶ ou celle de 
tests autoŵatisĠs ŵais ďieŶ le dĠĐouplage eŶtƌe le Đode ŵĠtieƌ et l͛iŶteƌfaĐe gƌaphiƋue 
d͛uŶe paƌt et la staŶdaƌdisatioŶ du Đode ŵĠtieƌ eŶ ĠliŵiŶaŶt les ƌĠfĠƌeŶĐes à l͛API pƌoposĠe 
paƌ BoƌlaŶd d͛autƌe paƌt. 
Le travail de découplage du code métier et de l͛iŶteƌfaĐe gƌaphiƋue a ĐoŶsistĠ tout d͛aďoƌd à 
ƌetiƌeƌ les diffĠƌeŶtes eŶtitĠs du pƌogƌaŵŵe tƌaitaŶt de l͛iŶteƌfaĐe gƌaphiƋue. Il s͛agissait 
aiŶsi de Đlasse de l͛API tel Ƌue TColor pour stocker une couleur ou TRect pour représenter 
une zone de dessin rectangulaire ainsi que des fonctions et des méthodes dédiées à ces 
traitements. Une partie conséquente des classes étant correctement découpée, cette tache 
a également consisté à retirer certaines classes du projet principal. Le but de cette 
décomposition était de disposer le plus rapidement possible de la partie traitant du code 
ŵĠtieƌ afiŶ Ƌue les tƌaǀauǆ d͛optiŵisatioŶs et de paƌallĠlisatioŶ puisseŶt ĐoŵŵeŶĐeƌ eŶ 
paƌallğle de la ĐƌĠatioŶ d͛uŶe Ŷouǀelle iŶteƌfaĐe gƌaphiƋue iŵplĠŵeŶtĠe à l͛aide de la 
bibliothèque Qt. 
Mais le tƌaǀail le plus ĐoŶsĠƋueŶt a ĠtĠ le poƌtage de tous les ĐoŵposaŶts de l͛API BoƌlaŶd 
(hors interface graphique qui a été reprise de zéro) en C++ standard. Les conteneurs 
proposés par Borland étaient particulièrement utilisés (aucun conteneur de la bibliothèque 
standard du C++ Ŷ͛ĠtaŶt utilisĠ). Or, les conteneurs Borland ne proposant pas la même 
iŶteƌfaĐe Ƌue Đeuǆ de la ďiďliothğƋue staŶdaƌd du C++, il a fallu d͛uŶe paƌt ĐhaŶgeƌ les 
conteneurs utilisés vers des conteneurs standards et d͛autƌe paƌt adapteƌ leuƌs utilisatioŶs. 
Certains conteneurs Borland, sans équivalant dans la bibliothèque standard ont du faire 
l͛oďjet d͛uŶe iŵplĠŵeŶtatioŶ spĠĐifiƋue. EŶ plus de Đes tƌaǀauǆ ŵajeuƌs suƌ les ĐoŶteŶeuƌs, 
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un grand nombre de modifications plus simples (mais en quantité importante) ont 
également dû être effectuées (utilisation du mot clé HUGE, utilisatioŶ d͛eǆĐeptioŶs nommées 
différemment daŶs le staŶdaƌd…Ϳ. 
5.3 Application du calcul des champs physicochimiques à la PGMS 
La PGMS, et plus spécifiquement la simulation des éléments du rein, nécessite de calculer à 
chaque itération de la simulation différents champs chimiques présents dans la simulation. 
Ces champs chimiques peuvent être considérés comme des champs scalaires obéissant à des 
équations aux dérivées partielles (EDP) de type diffusion. 
5.3.1 Intégration du calcul des champs physicochimiques 
Le ĐalĐul d͛uŶ tel Đhaŵp eŶ tout poiŶt de l͛espaĐe est doŶĐ diffĠƌeŶt de celui présenté ci-
dessus pour les champs physiques. Cependant les calculs ont été simplifiés en 
s͛affƌaŶĐhissaŶt de ƌĠsoudƌe le pƌoďlğŵe de diffusioŶ paƌ uŶe EDP eŶ l͛appƌoǆiŵaŶt paƌ uŶe 
fonction analytique qui par conséquent nous rapproche du cas des calculs de champs 
phǇsiƋues ǀu plus tôt. L͛algoƌithŵe de ĐalĐul pouƌ uŶe Đellule de l͛espaĐe est aiŶsi le suiǀaŶt : 
 
Pour chaque cellule biologique présente dans l’espace de 
simulation, faire 
o Calculer la distance euclidienne entre la cellule 
biologique et la cellule de l’espace que l’on traite. 
o Calculer la valeur du champ en fonction de cette 
distance, de paramètres de la simulation (constante) et 
éventuellement de paramètres de la cellule biologique 
elle-même (dynamique) et ajouter cette valeur à la 
valeur déjà présente. 
o Calculer le vecteur gradient du champ correspondant et 
l’additionner au gradient déjà existant tant que les 
sources du champ sont actives. 
Fin pour. 
Il est ďieŶ Đlaiƌ iĐi Ƌue le ĐalĐul est daŶs sa stƌuĐtuƌe Ƌuasi ideŶtiƋue à Đelui d͛uŶ Đhaŵp 
physique : 
o Calcul de la distance entre le point traité et l’objet 
générant le champ. 
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o Calcul de la valeur du champ et l’ajouter à la valeur 
courante. 
o Addition des champs générés par tous les objets 
présents dans l’espace. 
La différence majeure est que les champs chimiques, dans cette approximation, se cumulent 
entre deux itérations. Le Đhaŵp pƌĠseŶt daŶs uŶe Đellule Ŷ͛est doŶĐ pas Ŷul au dĠďut du 
ĐalĐul, il est Ġgal à la ǀaleuƌ Ƌu͛il aǀait à la fiŶ de l͛itĠƌatioŶ pƌĠĐĠdeŶte. 
Pour autant, la parallélisation du calcul de champs chimique sur GPU est réalisée de la même 
façoŶ Ƌu͛a ĠtĠ ƌĠalisée, de façon plus théorique, celle des champs physiques. Mais à la 
différence des champs physiques, il peut cohabiter dans la simulation un nombre important 
de champs chimiques, chacun étant généré par des cellules biologiques différentes. Pour le 
moment, la mise à jour des différents champs est séquentielle : chaque champ est mis à jour 
l͛uŶ apƌğs l͛autƌe. Nous ƌeǀieŶdƌoŶs plus taƌd suƌ Đe poiŶt pƌĠĐis daŶs les peƌspeĐtiǀes. 
 La ŵise à jouƌ d͛uŶ Đhaŵp est doŶĐ paƌallĠlisĠe pouƌ ĐhaƋue Đellule de l͛espaĐe, un thread 
se chargeant de calculer la valeur du champ pour cette cellule. Le Code 5-2 est clairement 
très proche de celui étudié précédemment pour les champs physiques, il commence par 
envoyer les données sur le GPU, puis, après avoir calculé la taille de la grille et des blocs en 
fonction du nombre de threads nécessaires (le détail de cette fonction est présent dans le 
Code 5-3), appelle le kernel avant de récupérer le résultat de la simulation. 
// Envoie de la mémoire sur le GPU 
VolumGPU    champGPU    = envoiChampSurGPU( inChamp ); 
 
calculDimBlocGrille( dimBloc, dimGrille, maxX * maxY * maxZ ); 
 
// Appel du kernel avec 1 thread par cellule de l'espace 
ComputeSemaphorinField_GPU<<< dimGrille, dimBloc >>>( 
                                             tabCellulesBiologiques, 
                                             inNbCellBiologiques, 
                                             champGPU.fieldValue_, 
                                             champGPU.fieldVector_, 
                                             ... 
                                                 ); 
 
// Récupération de la mémoire depuis le CPU 
recupChampDepuisGPU( inChamp ); 




void calculDimBlocGrille( dim3 & inoutDimBloc, 
                          dim3 & inoutDimGrille, 
                          const int inTaille, 
                          const int inNbThreadMax = 256, 
                          const int inNbBlocMaxParDim = 65535 ) 
{ 
   int nbBloc; 
 
   // Affectation de la taille d’un bloc 
   inoutDimBloc.x    = inNbThreadMax;  
   // Calcul du nombre de blocs nécessaires 
   nbBloc            = inTaille / inNbThreadMax 
               + static_cast< int >( inTaille % inNbThreadMax != 0 ); 
 
   // Calcul de la taille de la grille en fonction du nombre de blocs  
   // nécessaires et de la taille d’un bloc 
   if ( nbBloc <= inNbBlocMaxParDim ) 
   { 
      inoutDimGrille.x  = nbBloc; 
   } 
   else 
   { 
      inoutDimGrille.x  = inNbBlocMaxParDim; 
      inoutDimGrille.y  = nbBloc / inNbBlocMaxParDim 
             + static_cast< int >( nbBloc % inNbBlocMaxParDim != 0 ); 
   } 
} 
Code 5-3 : Calcul de la dimension des blocs et de la grille. 
Le kernel est également très proche de ce qui a été fait précédemment (voir Code 5-4). 
L͛ideŶtifiaŶt du thƌead est tout d͛aďoƌd ĐalĐulĠ. Puis, pouƌ ĐhaƋue Đellule ďiologiƋue, la 




                              float *  inCoordBioCell, 
                        const int      inNbBioCell, 
                              float *  inFieldValue, 
                              float *  inFieldVector, 
                              ... 
                                      ) 
{ 
   const int      indiceGlobal   = calculerIdGlobal(); 
    
   for ( unsigned int i = 0; i < inNbBioCell; i++ ) 
   { 
      float   bioCellPos[ 3 ]; 
      bioCellPos[ 0 ]  = inCoordBioCell[ i * 3 ]; 
      bioCellPos[ 1 ]  = inCoordBioCell[ i * 3 + 1 ]; 
      bioCellPos[ 2 ]  = inCoordBioCell[ i * 3 + 2 ]; 
 
      // Calcul de la distance en fonction de bioCellPos et 
      // la cellule courante 
      float   distance  = ...; 
 
      // Calcul de la valeur du champ 
      inFieldValue  += inStrengthCoeff * expf( -inK * distance ); 
 
      if ( distance > 0.f ) 
      { 
         // Mise à jour du vecteur de champ 
         inFieldVector[ 0 ]  += ...; 
         inFieldVector[ 1 ]  += ...; 
         inFieldVector[ 2 ]  += ...; 
      } 
   } 
} 
Code 5-4 : Extraits de l'implémentation du kernel ComputeSemaphorinField_GPU. 
Et ďieŶ eŶteŶdu, il est doŶĐ possiďle d͛iŵplĠŵeŶteƌ l͛optiŵisatioŶ peƌŵettaŶt de paƌtageƌ 
des données auxquelles tous les threads accèdent en mémoire partagée. Exactement de la 
même façon que pour les particules dans le cas du champ de gravité, les coordonnées des 
cellules biologiques peuvent être stockées puis accédées en mémoire partagée. De cette 
façon, les accès mémoire soŶt ŵiŶiŵisĠs et le ƌappoƌt teŵps de ĐalĐul suƌ teŵps d͛aĐĐğs à la 
mémoire minimisé. 
Afin de diminuer les accès mémoire, il est ĠgaleŵeŶt possiďle d͛utiliseƌ uŶe ǀaƌiaďle loĐale 
au keƌŶel suƌ laƋuelle est ĐalĐulĠ le Đhaŵp de la Đellule de l͛espaĐe traitée (valeur et 
gradient). Une fois toutes les cellules biologiques parcourues, le calcul de la valeur du champ 
est doŶĐ teƌŵiŶĠ et il est possiďle d͛ajouteƌ eŶ ŵĠŵoiƌe gloďale le ƌĠsultat au Đhaŵp dĠjà 
présent pour cette cellule. Un seul accès à la mémoire globale par variable est donc effectué 
aloƌs Ƌu͛il eŶ fallait uŶ paƌ Đellule ďiologiƋue pƌĠĐĠdeŵŵeŶt. La ĐoŶtƌepaƌtie de Đette 
solutioŶ est l͛augŵeŶtatioŶ du Ŷoŵďƌe de ǀaƌiaďles loĐales à uŶ keƌŶel. Les ƌegistƌes 
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permettant le stockage efficace des variables locales étant en nombre très limité, cela peut 
iŵpaĐteƌ ;iŶdiƌeĐteŵeŶt ǀia le ŵĠĐaŶisŵe d͛oƌdoŶŶaŶĐeŵeŶtͿ tƌğs foƌteŵeŶt les 
peƌfoƌŵaŶĐes de l͛appliĐatioŶ. L͛utilisatioŶ de Ƌuatƌe ǀaƌiaďles de plus ;uŶe pouƌ la ǀaleuƌ du 
champ et trois pour le veĐteuƌ ĐhaŵpͿ Ŷ͛est doŶĐ pas aussi aŶodiŶe Ƌu͛elle le seƌait pouƌ uŶ 
pƌogƌaŵŵe s͛eǆĠĐutaŶt suƌ uŶ CPU. 
Un point intéressant est que le calcul des champs dans la PGMS est répété à chaque 
itĠƌatioŶ. Il Ŷe seƌait doŶĐ pas oppoƌtuŶ d͛alloueƌ la ŵĠŵoiƌe, de Đopier les valeurs 
ĐouƌaŶtes du Đhaŵp depuis le CPU ǀeƌs le GPU et de liďĠƌeƌ l͛eŶseŵďle de la ŵĠŵoiƌe à 
ĐhaƋue itĠƌatioŶ. EŶ effet, Đes tƌois opĠƌatioŶs Ŷ͛oŶt pas à ġtƌe effeĐtuĠes plus d͛uŶe fois 
daŶs toute la ǀie de l͛appliĐatioŶ taŶt Ƌue le GPU dispose de suffisamment de mémoire. La 
solutioŶ ĐoŶsiste doŶĐ, loƌs du pƌeŵieƌ appel d͛uŶ ĐalĐul suƌ uŶ Đhaŵp doŶŶĠ, à alloueƌ la 
mémoire nécessaire sur le GPU, à associer cette mémoire au champ correspondant et à 
Đopieƌ l͛Ġtat ĐouƌaŶt du Đhaŵp ;il s͛agit gĠŶĠƌaleŵeŶt d͛uŶe iŶitialisatioŶ à zĠƌoͿ ;ǀoiƌ Code 
5-5). Lors des appels suivants, la mémoire stockée sur le GPU, correspondant au champ, est 
retrouvée et les calculs sont effectués sur celle-ci sans surcoût supplémentaire. Enfin, à la fin 
de l͛eǆĠĐutioŶ de la siŵulatioŶ, la ŵĠŵoiƌe peut ġtƌe dĠsallouĠe uŶe seule fois. 
// Allocation memoire et copies 
if ( ! estDejaCharge( inChamp ) ) 
{ 
   envoiVolumeSurGPU( inChamp ); 
} 
 
// Recuperation de la memoire sur le GPU correspondant au champ 
ChampGPU    champGPU    = mapChamp[ inChamp->GetAdresseMemoire() ]; 
Code 5-5 : Eǆtƌait du Đode de la PGMS peƌŵettaŶt, pouƌ uŶ Đhaŵp doŶŶĠ, l’alloĐatioŶ, la Đopie et la 
récupération de la mémoire stockée sur le GPU. 
5.3.2 Résultat du calcul des champs physicochimiques à l’aide des GPU 
La parallélisation sur GPU consiste à réaliser tous les calculs de champs sur GPU. La Figure 
5-3 ŵoŶtƌe le ƌĠsuŵĠ du pƌofilage de l͛appliĐatioŶ uŶe fois les ŵodifiĐatioŶs effeĐtuĠes. UŶe 
majorité du temps est toujours passée à traiter le calcul de champs 
(recupVolumeDepuisGPUSynch et nvcuda.dll correspondent à des appels liés à la 
parallélisation). LoƌsƋue l͛oŶ pƌeŶd ĠgaleŵeŶt eŶ Đoŵpte les appels iŶteƌŶes, Đ͛est toujouƌs 
plus de ϳϳ% du teŵps d͛eǆĠĐutioŶ Ƌui est oĐĐupĠ paƌ le ĐalĐul suƌ GPU. Pouƌ autaŶt, le 
teŵps d͛eǆĠĐutioŶ Ŷ͛eŶ est pas ŵoiŶs foƌteŵeŶt diŵiŶuĠ, passaŶt de ϭϯϮ seĐoŶdes eŶ 
moyenne à moins de 11,3 secondes en ŵoǇeŶŶe, soit uŶ faĐteuƌ d͛aĐĐĠlĠƌatioŶ de ϭϭ,ϳǆ. 
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Pour ce qui est des nouveaux appels de fonctions fortement consommateurs de temps de 
calcul (voir Figure 5-3Ϳ, oŶ s͛apeƌçoit Ƌue les foŶĐtioŶs Ƌui Ŷ͛ĠtaieŶt pas sigŶifiĐatiǀes 
précédemment prennent maintenant une place beaucoup plus prépondérantes. Ainsi dans 
la version GPU, la fonction SelectSourceFieldCells compte comme la 3ème plus 
importante fonction en termes de temps de calcul cumulé (9,07%). Dans la version basique, 
elle est reléguée très loin dans le classement et ne représente que 0,47% du temps de calcul 
pour un travail équivalent (voir Figure 5-4). 
 
Figure 5-3 : Résumé du profilage de l'application PGMS parallélisé sur GPU. 
 
Figure 5-4 : Extrait des appels de fonction de la PGMS de base. 
Pouƌ aŶalǇseƌ plus eŶ dĠtail Đes ƌĠsultats, uŶ pƌofileƌ pouǀaŶt iŶteƌpƌĠteƌ les appels à l͛API 
CUDA, peƌŵet de fouƌŶiƌ daǀaŶtage d͛iŶfoƌŵatioŶs. SoŶ utilisatioŶ Ŷous appƌeŶd Ƌue le 
temps passé à réaliser les calculs (appel de fonctions –kernels– sur le GPU) ne représente 
Ƌue ϯ,ϭ% du teŵps d͛eǆĠĐutioŶ total ;ǀoiƌ Figure 5-5) lorsque la copie de données entre le 
GPU et le CPU représente 20,6% (voir Figure 5-6Ϳ. C͛est doŶĐ la Đopie Ƌui pƌeŶd la ŵajeuƌe 





Figure 5-5 : DĠtail du teŵps d’eǆĠĐutioŶ du keƌŶel suƌ le GPU 
 
Figure 5-6 : DĠtail du teŵps d’eǆĠĐutioŶ de la Đopie ŵĠŵoiƌe eŶtƌe le GPU et le CPU. 
Mais la fonction recupVolumeDepuisGPUSynch, sans prendre en compte la copie du GPU 
ǀeƌs le CPU ǀia l͛API CUDA ĐoƌƌespoŶdaŶt auǆ deuǆ foŶĐtioŶs recuperationMemoire dans 
la Figure 5-7, prend elle aussi beaucoup de temps (plus de 30%). Ceci est dû au fait que la 
copie de la mémoire ne se fait pas directement vers les objets utilisés par le code séquentiel 
mais dans des tableaux temporaires dont les valeurs doivent par la suite être recopiées 








Figure 5-7 : Extrait de la méthode recupVolumeDepuisGPUSynch. 
Oƌ, la ƌaisoŶ pouƌ laƋuelle la ƌeĐopie est si loŶgue Ŷ͛est pas seuleŵeŶt Ƌu͛il est ŶĠĐessaiƌe de 
ƌĠaliseƌ ďeauĐoup de Đopies. Elle est aussi liĠe à la stƌuĐtuƌe de doŶŶĠes utilisĠes. C͛est la 
raison pour laquelle un travail a été effectué pour améliorer celle-ci. 
 
La parallélisation sur GPGPU des phases les plus gourmandes en temps de calcul (le calcul 
des Đhaŵps ĐhiŵiƋues daŶs Ŷotƌe ĐasͿ peƌŵet d͛oďteŶiƌ des gaiŶs tƌğs iŵpoƌtaŶts. Pouƌ 
autaŶt, d͛autƌes ŵodifiĐatioŶs plus fiŶes du Đode eǆistaŶt peƌŵetteŶt d͛aŵĠlioƌeƌ 
seŶsiďleŵeŶt les peƌfoƌŵaŶĐes de l͛appliĐatioŶ. 
5.4 Optimisations du code 
Les optiŵisatioŶs pƌĠseŶtĠes jusƋu͛iĐi oŶt ĠtĠ de deuǆ foƌŵes. DaŶs le Đas de l͛algoƌithŵe 
Hash-Life, il s͛agissait de ƌeŵplaĐeƌ l͛algoƌithŵe eǆistaŶt paƌ uŶ Ŷouǀel algoƌithŵe plus 
effiĐaĐe, aǇaŶt le ŵġŵe ďut ;la siŵulatioŶ d͛autoŵates ĐellulaiƌesͿ. DaŶs le Đas de 
l͛iŵplĠŵeŶtatioŶ suƌ GPU, il s͛agit de tiƌeƌ paƌti d͛uŶe plus gƌaŶde puissaŶĐe de ĐalĐul afin de 
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ƌĠaliseƌ les ĐalĐuls de façoŶ plus ƌapide. Pouƌ Đela, l͛utilisatioŶ d͛uŶe aƌĐhiteĐtuƌe paƌallğle, 
dans notre cas à base de GPU, a été nécessaire. Cependant, toutes les améliorations ne 
ŶĠĐessiteŶt pas uŶ ƌeŵplaĐeŵeŶt de l͛algoƌithŵe ou l͛utilisatioŶ d͛aƌĐhiteĐtuƌes paƌallğles. Il 
est eŶ effet ĠgaleŵeŶt possiďle d͛aŵĠlioƌeƌ l͛iŵplĠŵeŶtatioŶ des algoƌithŵes sĠƋueŶtiels 
existants.  
DaŶs Ŷotƌe ĐoŶteǆte, il est possiďle d͛oďteŶiƌ des gaiŶs sigŶifiĐatifs eŶ tƌaǀaillaŶt suƌ les 
éléments du programme qui sont les plus gourmands en temps de calcul. La diffiĐultĠ d͛uŶ 
tel travail est de bien savoir mesurer le rapport entre le gain offert par une optimisation et le 
coût engendré par celle-ci sur la ƋualitĠ logiĐielle afiŶ de ǀalideƌ ou de ƌefuseƌ l͛optiŵisation. 
Paƌ eǆeŵple, l͛iŵplĠŵeŶtatioŶ eŶ asseŵďleuƌ d͛uŶe paƌtie ĐƌitiƋue de Đode peut ġtƌe 
aĐĐeptaďle si les gaiŶs soŶt tƌğs sigŶifiĐatifs. Mais s͛il s͛agit de gagŶeƌ ϱ% de teŵps 
d͛eǆĠĐutioŶ suƌ Đette foŶĐtioŶ et de disposeƌ paƌ la suite d͛uŶ Đode tƌğs diffiĐile à maintenir 
et à ĐoŵpƌeŶdƌe, l͛opĠƌatioŶ Ŷe seƌa pas ƌeŶtaďle suƌ le loŶg teƌŵe. 
DaŶs le Đas de la siŵulatioŶ d͛uŶ morceau de ƌeiŶ à l͛aide de la PGMS et Đoŵŵe Đela a ĠtĠ 
dit plus tôt, Đ͛est le ĐalĐul de Đhaŵps Ƌui ƌepƌĠseŶte la paƌtie la plus iŵpoƌtaŶte du temps de 
ĐalĐul gloďal. Si l͛optiŵisatioŶ pouƌ effeĐtueƌ plus ƌapideŵeŶt les ĐalĐuls suƌ GPU est 
efficace, certaines optimisations peuvent permettre de réduire significativement le temps 
d͛eǆĠĐutioŶ de l͛appliĐatioŶ eŶ sĠƋueŶtielle. AiŶsi, la Figure 5-8 illustre les importants temps 
d͛aĐĐğs auǆ ĠlĠŵeŶts du Đhaŵp daŶs uŶe foŶĐtioŶ de ĐalĐul de Đhaŵp. Pouƌ aŵĠlioƌeƌ Đes 
performances, deux solutions ont été proposées, la première est de stocker de façon 
ĐoŶtigüe les taďleauǆ et la deuǆiğŵe est d͛aĐĐĠdeƌ auǆ ĠlĠŵeŶts du taďleau daŶs leuƌ oƌdƌe 
de stoĐkage pouƌ ŵaǆiŵiseƌ l͛utilisatioŶ des ĐaĐhes. 
 
Figure 5-8 : Extrait du profilage du code du calcul de champs pour la PGMS de base. 
5.4.1 Stockage contigu en mémoire des tableaux.  
Le pƌeŵieƌ poiŶt ŶĠgatif de l͛aĐĐğs auǆ Đellules de l͛espaĐe ϯD Ġtait la structure de données 




Une classe générique comprenait un tableau de pointeur (data3D_) vers des instances de 
type Array2D (voir Code 5-6). 
template <class _Element> class Array3D 
{ 
   public: 
      Array3D( int inSz = 0, int inSy = 0, int inSx = 0 ); 
      [...] // Reste de l'interface publique 
 
   private : 
      int                     sizeZ_;  // Dimensions 
      int                     sizeY_;  // du 
      int                     sizeX_;  // volume 
      Array2D< _Element > **  data3D_; // Zone d'allocation 
}; 
Code 5-6 : Extrait de la déclaration originale de la classe Array3D. 
Le constructeur allouait donc dans un premier temps un tableau de pointeur de taille inSz. 
Puis, dans un second temps, le constructeur instancie un objet de type Array2D pour 
chaque valeur de z valide (voir Code 5-7). 
Array3D( int inSz = 0, int inSy = 0, int inSx = 0 ) 
   : sizeZ_( inSz ), sizeY_( inSy ), sizeX_( inSx ) 
{ 
   data3D_  = new Array2D< _Element > *[ inSz ]; 
 
   for( int z = 0; z < sizeZ_; z++ ) 
   { 
      data3D_[ z ]  = new Array2D< _Element >( sizeY_, sizeX_ ); 
   } 
} 
Code 5-7 : Extrait de l'implémentation originale du constructeur de la classe Array3D. 
Array2D est ĠgaleŵeŶt uŶe Đlasse gĠŶĠƌiƋue, elle ĐoŶtieŶt uŶ taďleau dǇŶaŵiƋue d͛oďjet 
du type paramètre de la classe (data2D_) (voir Code 5-8). 
template <class _Element> class Array2D 
{ 
   public: 
      Array2D( int inSz = 0, int inSy = 0 ); 
      [...] // Reste de l'interface publique 
 
   private : 
      int         sizeY_;  // Dimensions 
      int         sizeX_;  // du volume 
      _Element *  data2D_; // Zone d'allocation 
}; 
Code 5-8 : Extrait de la déclaration originale de la classe Array2D. 
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L͛alloĐatioŶ du taďleau est siŵpleŵeŶt ƌĠalisĠe pouƌ Đoƌƌespondre à la taille souhaitée (voir 
Code 5-9). 
Array2D( int inSy = 0, int inSx = 0 ) 
   : sizeY_( inSy ), sizeX_( inSx ) 
{ 
   data2D_  = new _Element[ inSy * inSx ]; 
} 
Code 5-9 : Extrait de l'implémentation originale du constructeur de la classe Array2D. 
Cette iŵplĠŵeŶtatioŶ a l͛aǀaŶtage de ďieŶ diffĠƌeŶĐieƌ le taďleau à tƌois diŵeŶsioŶs des 
taďleauǆ à deuǆ diŵeŶsioŶs Ƌui le Đoŵpose. Mġŵe si Đela peut s͛aǀĠƌeƌ utile paƌ ŵoŵeŶt, 
cette implémentation de la classe Array3D peut induire de forte diminution des 
peƌfoƌŵaŶĐes. La ƌaisoŶ est Ƌue la ŵĠŵoiƌe Ŷ͛est pas allouĠe de façoŶ ĐoŶtigüe eŶ 
mémoire. La Figure 5-9 ŵoŶtƌe ďieŶ Ƌue l͛oŶ ǀa tƌaiteƌ plusieuƌs ďloĐs de ŵĠŵoiƌe alloués à 
diǀeƌs eŶdƌoit de la ŵĠŵoiƌe. D͛uŶe paƌt, le taďleau de poiŶteuƌ Data3D_ est alloué en 
premier de manière isolée (de taille z=6 dans notre exemple) puis chaque instance 
d͛Array2D est alloué séparément (de taille 8 –x=2 et y=4– dans notre exemple). Aucune 
gaƌaŶtie Ŷ͛est doŶĐ doŶŶĠe ƋuaŶt au fait Ƌue Đes sept taďleauǆ soieŶt allouĠs de ŵaŶiğƌe 
contigüe en mémoire. 
Data3D_ Data2D_ = Data3D_[ 0 ]
Data2D_ = Data3D_[ 1 ]
Data2D_ = Data3D_[ 2 ]
Data2D_ = Data3D_[ 3 ]
Data2D_ = Data3D_[ 4 ]
Data2D_ = Data3D_[ 5 ]
 
Figure 5-9 : Ancienne représentation de la mémoire d'une instance de Array3D (x=2, y=4 et z = 6). 
Cette approche souple est cependant pénalisante sur les architectures récentes des 
microprocesseurs où la présence de mécanismes de ĐaĐhe peƌŵet d͛aĐĐĠlĠƌeƌ les aĐĐğs à la 
mémoire lorsque ceux-ci sont faits sur des données consécutives en mémoire (Denning 
2005). Le principe utilisé par les microprocesseurs modernes est le suiǀaŶt, loƌs d͛uŶ aĐĐğs à 
une valeur en mémoire, le gestionnaire de cache ne va pas récupérer uniquement cette 
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valeur mais ĠgaleŵeŶt toute uŶe paƌtie des ǀaleuƌs suiǀaŶtes. AiŶsi, eŶ Đas d͛aĐĐğs suĐĐessifs 
à des données contigües en mémoire, ceux-ci vont pouvoir être réalisés de façon beaucoup 
plus rapide. 
L͛iŵplĠŵeŶtatioŶ dĠĐƌite pƌĠĐĠdeŵŵeŶt Ŷe tiƌe pas la pleiŶe ŵesuƌe des mécanismes 
ŵodeƌŶes de gestioŶ des ŵĠŵoiƌes ĐaĐhes. EŶ effet, si les aĐĐğs suĐĐessifs au seiŶ d͛uŶ 
même bloc de données à deux dimensions (Array2DͿ soŶt ďieŶ ĐoŶtigus, il Ŷ͛eŶ est pas de 
ŵġŵe pouƌ les aĐĐğs au seiŶ d͛uŶ Array3D lorsque la dimension z évolue. 
 Solution proposée 
Pouƌ ƌeŵĠdieƌ à Đe pƌoďlğŵe, la solutioŶ pƌoposĠe est d͛alloueƌ eŶ uŶ seul ďloĐ toute la 
mémoire nécessaire au tableau à trois dimensions. La classe Array3D ne comprend plus alors 
Ƌu͛uŶ taďleau dǇŶaŵiƋue de l͛ĠlĠŵeŶt gĠŶĠrique (voir Code 5-10 et Code 5-11). 
template < class _Element > 
class Array3D 
{ 
   public : 
      Array3D( int inSz = 0, int inSy = 0, int inSx = 0 ); 
      [...] // Reste de l'interface publique 
 
   private : 
      int         sizeZ_;  // Dimensions 
      int         sizeY_;  // du 
      int         sizeX_;  // volume 
 
      _Element *  data3D_;  // Zone d'allocation 
}; 
Code 5-10 : Extrait de la nouvelle déclaration de la classe Array3D. 
Array3D( int inSz = 0, int inSy = 0, int inSx = 0 ) 
   : sizeZ_( inSz ), sizeY_( inSy ), sizeX_( inSx ) 
{ 
   data3D_  = new _Element[ inSz * inSy * inSx ]; 
} 
Code 5-11 : Extrait de la nouvelle implémentation du constructeur de la classe Array3D. 
De Đette façoŶ, l͛eŶseŵďle de la ŵĠŵoiƌe est alloué de façon contigüe (voir Figure 5-10). 
Data3D_
 
Figure 5-10 : Nouvelle représentation de la mémoire d'une instance de Array3D (x=2, y=4 et z = 6). 
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Si les aĐĐğs soŶt plus ƌapides, uŶ iŶĐoŶǀĠŶieŶt Ƌui peut seŵďleƌ iŵpoƌtaŶt est l͛iŶteƌfaĐe 
publique de la classe. Précédemment, pour accéder à une ligne ou un élément d͛uŶ AƌƌaǇϯD, 
il suffisait d͛appeleƌ uŶe ou plusieuƌs fois l͛opĠƌateuƌ « [] » (voir Code 5-12). 
Array3D< int >    espace( 6, 4, 2 );  // ( z, y, x ) 
 
espace[ 1 ][ 0 ][ 1 ]      = 28;      // [ z ][ y ][ x ] 
int *    ligne    = espace[ 3 ][ 0 ]; // [ z ][ y ] 
Code 5-12 : MĠthodes d’aĐĐğs oƌigiŶales auǆ ĠlĠŵeŶts d'uŶe iŶstaŶĐe de AƌƌaǇϯD. 
Sans passer par une classe proxy qui rajouterait de la ĐoŵpleǆitĠ, il Ŷ͛est plus possiďle 
d͛utiliseƌ l͛opĠƌateuƌ « [] » aussi simplement. Deux méthodes ont donc dû être rajoutées à la 
classe : getLigne et getElement. Ces méthodes permettent de réaliser exactement les 
mêmes opérations que précédemment (voir Code 5-13). 
Array3D< int >  espace( 6, 4, 2 );           // ( z, y, x ) 
 
espace.getElement( 1, 0, 1 )  = 28;          // ( z, y, x ) 
int *    ligne    = espace.getLigne( 3, 0 ); // ( z, y ) 
Code 5-13 : Nouvelles méthodes d'accès aux éléments d'une instance de Array3D. 
Coŵŵe Đela est ďieŶ ǀisiďle loƌsƋue l͛oŶ Đoŵpaƌe Đes deuǆ Đlasses, hoƌŵis l͛utilisatioŶ de 
méthodes classiques plutôt Ƌue la suƌĐhaƌge d͛opĠƌateuƌ, le Đode est paƌfaiteŵeŶt 
seŵďlaďle. L͛iŵplĠŵeŶtatioŶ des deuǆ ŵĠthodes est ƋuaŶt à elle tƌğs siŵple. La diffĠƌeŶĐe 
ŵajeuƌe est Ƌu͛il est ŶĠĐessaiƌe de faiƌe davantage d͛aƌithŵĠtiƋue de poiŶteuƌs 
manuellement à l͛iŶtĠƌieuƌ de Đes ŵĠthodes ;ǀoiƌ Code 5-14). 
template <class _Element> 
inline 
_Element * Array3D< _Element >::getLigne( const int inZ, 
                                          const int inY ) 
{ 
   return data3D_ + ( ( inZ * sizeY_ ) + inY ) * sizeX_; 
} 
 
template <class _Element> 
inline 
_Element & Array3D< _Element >::getElement( const int inZ, 
                                            const int inY, 
                                            const int inX ) 
{ 
   return data3D_[ ( ( ( inZ * sizeY_ ) + inY ) * sizeX_ ) + inX ]; 
} 
Code 5-14 : Implémentation des nouvelles méthodes d'accès aux éléments de la classe Array3D. 
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Cette solutioŶ Ŷ͛est pas la seule eŶǀisageaďle pouƌ ƌĠsoudƌe Đe pƌoďlğŵe. S͛il aǀait paƌu 
nécessaire de conserver une structure utilisant des Array2D afin de conserver le mécanisme 
de l͛opĠƌateuƌ « [] », il auƌait ĠtĠ possiďle d͛iŵplĠŵeŶteƌ uŶe solutioŶ différente conservant 
Đes ĐaƌaĐtĠƌistiƋues. Il auƌait fallu, loƌs de l͛appel de l͛opĠƌateuƌ « [] » sur un Array3D, créer 
un proxy Array2D aǀeĐ eŶ paƌaŵğtƌe l͛adƌesse du pƌeŵieƌ ĠlĠŵeŶt du taďleau Ƌui lui 
ĐoƌƌespoŶd. Le ĐoŵpoƌteŵeŶt d͛AƌƌaǇϮD auƌait aloƌs pu rester semblable à celui qui était le 
sien auparavant. 
Le Đhoiǆ a ĠtĠ fait de Ŷe pas iŵplĠŵeŶteƌ Đette solutioŶ Đaƌ AƌƌaǇϮD Ŷ͛aǀait Ƌu͛uŶ ƌôle tƌğs 
ŵiŶeuƌ daŶs l͛appliĐatioŶ. Il peƌŵettait pƌiŶĐipaleŵeŶt d͛iŵplĠŵeŶteƌ le ŵĠĐaŶisŵe de 
l͛opĠƌateuƌ « [] ». Ce ƌôle seŵďle ďieŶ lĠgeƌ pouƌ justifieƌ la ĐoŶseƌǀatioŶ d͛uŶe Đlasse 
eŶtiğƌe. Le Ŷouǀeau Đode s͛eŶ tƌouǀe doŶĐ siŵplifiĠ. L͛appel auǆ ŵĠthodes getLigne et 
getElement est paƌ ĐoŶtƌe ŵoiŶs pƌoĐhe de l͛utilisatioŶ d͛uŶ taďleau ĐlassiƋue aǀeĐ uŶ 
opérateur « [] ». À l͛iŶǀeƌse, l͛iŶteƌfaĐe de la Đlasse est ŵaiŶteŶaŶt plus eǆpliĐite. 
 Résultat 
Le stoĐkage ĐoŶtigu ĐoŶsiste à alloueƌ l͛eŶseŵďle des espaĐes ϯD de façoŶ ĐoŶtigu eŶ 
ŵĠŵoiƌe sous la foƌŵe d͛uŶ taďleau à uŶe seule diŵeŶsioŶ. Les gaiŶs soŶt aloƌs de l͛oƌdƌe 
de ϳ seĐoŶdes pouƌ uŶe siŵulatioŶ Ƌui pƌeŶd ϭϮϲ seĐoŶdes, soit uŶ gaiŶ de l͛oƌdƌe de 5% 
;faĐteuƌ d͛aĐĐĠlĠƌatioŶ de ϭ,ϬϱǆͿ. Cela peut paƌaitƌe uŶ gaiŶ assez ŵaigƌe eŶ ĐoŵpaƌaisoŶ du 
gaiŶ de ϵϲ% de l͛iŵplĠŵeŶtatioŶ suƌ GPU ŵais Đette optiŵisatioŶ peƌŵet suƌtout 
l͛utilisatioŶ tƌğs effiĐaĐe d͛uŶ aĐĐğs sĠƋueŶtiel pƌĠseŶtĠ par la suite. 
Toujours dans le cas de la même fonction, la Figure 5-11 peƌŵet de ƌeŶdƌe Đoŵpte d͛uŶ gaiŶ 
loƌs de l͛aĐĐğs auǆ doŶŶĠes des taďleauǆ. AiŶsi, le pouƌĐeŶtage de teŵps ŶĠĐessaire, dans 
Đette foŶĐtioŶ, à l͛aĐĐğs à la positioŶ de la Đellule passe de ϭϯ,Ϯ% à ϭϭ,ϲ% ;le gaiŶ gloďal de 
l͛oƌdƌe de ϱ% s͛eǆpliƋue paƌ uŶ iŵpaĐt ŶoŶ liŵitĠ à Đette seule foŶĐtioŶͿ. 
 
Figure 5-11 : Extrait du profilage du code du calcul de champs pour la PGMS avec stockage contigu. 
5.4.2 Accès séquentiel aux tableaux.  
Coŵŵe Ŷous l͛aǀoŶs ǀu pƌĠĐĠdeŵŵeŶt, les Đhaŵps ĐhiŵiƋues soŶt ƌeĐalĐulĠs à ĐhaƋue 
itération. Pour cela, un parcours complet du tableau de champ est nécessaire. Or si celui-ci 
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Ŷ͛est pas fait de façoŶ optiŵale, Đela peut-être plus coûteux en temps de calcul que 
nécessaire. La mise à jour des champs étant une part importante du temps de calcul global 
de l͛appliĐatioŶ, le gaiŶ suƌ uŶe paƌtie loĐale de l͛algoƌithŵe peut ġtƌe sigŶifiĐatif au Ŷiǀeau 
du teŵps gloďal d͛eǆĠĐutioŶ de l͛appliĐatioŶ. 
 Existant 
Ce parcours était originalement réalisé de la même façon dans plusieurs zones du 
programme. Le code était systématiquement le suivant celui du Code 5-15. 
for ( int x = 0; x < xMax; ++x ) 
{ 
   for ( int y = 0; y < yMax; ++y ) 
   { 
      for ( int z = 0; z < zMax; ++z ) 
      { 
         Cell     cellule     = espace[ z ][ y ][ x ]; 
         [...] // Traitement 
      } 
   } 
} 
Code 5-15 : AŶĐieŶŶe ŵĠthode de paƌĐouƌs d’uŶ taďleau ϯD. 
Le pƌoďlğŵe de Đette appƌoĐhe ǀieŶt de l͛oƌdƌe d͛iŵďƌiĐatioŶ des ďouĐles. Mais pouƌ ďieŶ 
appréhender le problème, il est nécessaire de se souvenir que les tableaux à trois 
dimensions sont stockés sous forme de tableaux à une dimension. Ainsi, le tableau de 5x3x4 
de la Figure 5-12 seƌa siŵpleŵeŶt stoĐkĠ à l͛aide d͛uŶ taďleau à uŶe diŵeŶsioŶ de taille ϲϬ 
comme cela est schématisé dans la Figure 5-13. 
 










Figure 5-13 : Représentation 1D d'un tableau 3D de 5x3x4. 
DaŶs l͛eǆeŵple du Code 5-15 (qui utilise volontairement l͛iŶteƌfaĐe de la classe Array3D 
oƌigiŶaleͿ, oŶ s͛apeƌçoit Ƌue Đ͛est l͛iŶdiĐe z Ƌui ǀa Ġǀolueƌ le plus souǀeŶt ĠtaŶt doŶŶĠ Ƌu͛il 
s͛agit du deƌŶieƌ iŵďƌiƋuĠ. Oƌ la figuƌe pƌĠĐĠdeŶte ŵoŶtƌe ďieŶ Ƌue les taďleauǆ soŶt 
stockés ligne par ligne puis coupe par coupe. Les cellules possédant une même valeur pour x 
et y mais une valeur de z différente sont donc éloignées en mémoire les unes des autres 
d͛autaŶt de Đellules Ƌu͛il Ǉ eŶ a daŶs uŶe Đoupe eŶ z ;daŶs la figuƌe pƌĠĐĠdeŶte, elles soŶt 
donc éloignées de 15 cellules). Une nouvelle fois, sans mécanismes de cache, cela Ŷ͛auƌait 
Ƌue peu d͛iŶflueŶĐe suƌ la siŵulatioŶ. Mais à l͛aide des ŵĠĐaŶisŵes de ĐaĐhe, aĐĐĠdeƌ à des 
doŶŶĠes stoĐkĠes se suĐĐĠdaŶt eŶ ŵĠŵoiƌe est ďieŶ plus effiĐaĐe ;ϭϬ fois plus ƌapide Ƌu͛uŶ 
accès complètement aléatoire18) (Kennedy et Allen 2001). 
Étant donné que la simplification utilisée pour calculer la valeur du champ chimique dans 
une cellule rend le calcul de la valeur du champ en un point complètement indépendant 
(voir Code 5-16Ϳ, le paƌĐouƌs peut s͛effeĐtueƌ daŶs Ŷ͛iŵpoƌte Ƌuel oƌdƌe. Il est doŶĐ 
aǀaŶtageuǆ de ƌĠaliseƌ Đe ĐalĐul daŶs l͛oƌdƌe peƌŵettaŶt les ŵeilleuƌes peƌfoƌŵaŶĐes. 
 Solution proposée 
DaŶs Ŷotƌe Đas, Đela ĐoƌƌespoŶd à paƌĐouƌiƌ les Đellules daŶs l͛oƌdƌe daŶs leƋuel elles soŶt 
stoĐkĠes eŶ ŵĠŵoiƌe. Pouƌ Đela, l͛oƌdƌe des ďouĐles est iŶǀeƌsĠ : 
                                                     
18
 http://www.sisoftware.net/?d=qa&f=ben_mem_latency : Tests de performance réalisés par la société 
SiSoftware afin de mesurer la latence des accès mémoire à travers un cache. Dernier accès le 24/02/2012. 
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for ( int z = 0; z < zMax; ++z ) 
{ 
   for ( int y = 0; y < yMax; ++y ) 
   { 
      for ( int x = 0; x < xMax; ++x ) 
      { 
         Cell     cellule     = espace[ z ][ y ][ x ]; 
         [...] // Traitement 
      } 
   } 
} 
Code 5-16 : Nouvelle ŵĠthode de paƌĐouƌs d’uŶ taďleau ϯD. 
Ainsi, les cellules seront bien accédées ligne par ligne et coupe par coupe (dans le même 
oƌdƌe Ƌu͛elles soŶt stoĐkĠes eŶ ŵĠŵoiƌeͿ de façoŶ à pouǀoiƌ tiƌeƌ paƌti du ŵĠĐaŶisŵe de 
cache. 
 Optimisation supplémentaire au parcours de tableau 
DaŶs Đe ŵġŵe Đode, uŶe autƌe optiŵisatioŶ est possiďle. EŶ effet, la Đopie de la Đellule Ŷ͛est 
pas ŶĠĐessaiƌe. Il est aiŶsi possiďle d͛aĐĐĠdeƌ à l͛ĠlĠŵeŶt « par référence » (voir Code 5-17) 
ou « par adresse » sans modifier le comportement du code. Ainsi, seule l͛adƌesse de la 
Đellule est ŵaŶipulĠe et le Đoût de l͛appel du ĐoŶstƌuĐteuƌ de Đopie est ĐoŵplğteŵeŶt 
éliminé. 
         Cell &   cellule     = espace[ z ][ y ][ x ]; 
Code 5-17 : Récupération de la cellule par référence. 
Mais le fait d͛aĐĐĠdeƌ auǆ doŶŶĠes de ŵaŶiğƌe sĠƋueŶtielle eŶ ŵĠŵoiƌe peƌŵet ĠgaleŵeŶt 
uŶe autƌe foƌŵe d͛optiŵisatioŶ à tƌaǀeƌs l͛utilisatioŶ d͛aƌithŵĠtiƋue de poiŶteuƌ pouƌ le 
paƌĐouƌs du taďleau. AiŶsi, au lieu d͛aĐĐĠdeƌ auǆ doŶŶĠes Đoŵŵe Đela a ĠtĠ fait 
pƌĠĐĠdeŵŵeŶt, il est possiďle de ŵaŶipuleƌ uŶ poiŶteuƌ ǀeƌs la Đellule ĐouƌaŶte Ƌue l͛oŶ 
avance à chaque itération (voir Code 5-18). 
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// Récupération de l'adresse mémoire de la première cellule 
Cell *      ptrCelluleCourante   = &( espace[ 0 ][ 0 ][ 0 ] ); 
 
for ( int z = 0; z < zMax; ++z ) 
{ 
   for ( int y = 0; y < yMax; ++y ) 
   { 
      for ( int x = 0; x < xMax; ++x ) 
      { 
         // Utilisation de ptrCelluleCourante pour le traitement 
         [...] // Traitement 
 
         // Incrémentation de ptrCelluleCourante 
         ++ptrCelluleCourante; 
      } 
   } 
} 
Code 5-18 : Nouvelle ŵĠthode de paƌĐouƌs d’uŶ taďleau ϯD utilisaŶt l’aƌithŵĠtiƋue de poiŶteuƌ. 
 Résultat 
L͛aĐĐğs sĠƋueŶtiel auǆ doŶŶĠes ĐoŶsiste à aĐĐĠdeƌ à Đelles-Đi daŶs l͛oƌdƌe daŶs leƋuel elles 
soŶt stoĐkĠes autaŶt Ƌue possiďle. L͛iŵplĠŵeŶtatioŶ de Đette foŶĐtioŶŶalitĠ ĐouplĠe à Đelle 
du stoĐkage ĐoŶtigu ;saŶs Ƌuoi le gaiŶ à tƌaǀeƌs l͛utilisatioŶ de ĐaĐhe est bien moindre) 
permet de diminuer le temps de calcul en séquentiel de plus de 23% (correspondant à un 
faĐteuƌ d͛aĐĐĠlĠƌatioŶ de ϭ,ϯϭǆͿ, faisaŶt passeƌ le teŵps d͛eǆĠĐutioŶ de ϭϯϮ seĐoŶdes à ϭϬϭ 
seĐoŶdes. L͛aĐĐğs auǆ doŶŶĠes loƌs du ŵġŵe ĐalĐul de Đhaŵps en séquentiel pris en 
eǆeŵple pƌĠĐĠdeŵŵeŶt Ŷe ƌepƌĠseŶte plus Ƌue ϴ,ϯ% de Đe Ƌu͛il ƌepƌĠseŶtait iŶitialeŵeŶt 
(1,1% contre 13,2%) (voir-ci-dessous la Figure 5-14 par rapport au pourcentage de base de 
13,2% sur la Figure 5-8). 
 
Figure 5-14 : Extrait du profilage du code du calcul de champs pour la PGMS avec stockage contigu 
et accès séquentiel. 
5.4.3 Implémentation sous forme de tableau des vecteurs mathématiques 
UŶe gƌaŶde paƌtie des doŶŶĠes soŶt stoĐkĠes daŶs l͛appliĐatioŶ à l͛aide de vecteurs 
mathématiques à deux et trois composantes (respectivement x et y, et x, y et z). 
 Existant 
Ceux-Đi ĠtaieŶt iŵplĠŵeŶtĠs à l͛aide de deuǆ ou tƌois attƌiďuts ;seloŶ Ƌu͛il s͛agissait de 
vecteurs de taille deux ou trois). Cette implémentation posait un vrai problème lors de 
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l͛appel de l͛opĠƌateuƌ ΀΁ pour ces deux classes. En effet, comme le montre la Figure 5-15, il 
était nécessaire de réaliser plusieurs tests pour renvoyer le bon attribut. Or cette fonction 
étant très souvent appelée, la succession de ces tests représentait un vrai poids pour 
l͛appliĐatioŶ. 
 
Figure 5-15 : Implémentation basique de l'opérateur [] pour la classe TPnt3D. 
 
 Proposition 
Leur implémentation sous forme de tableau (respectivement un tableau de 2 et 3 éléments) 
peƌŵet de suppƌiŵeƌ l͛eŶseŵďle des tests ƌĠalisĠs paƌ l͛opĠƌateuƌ ΀΁ de Đes deuǆ Đlasses. 
Le remplacement de ce code par un simple retour du tableau contenant les composantes à 
l͛iŶdiĐe index permet ainsi de simplifier le code de cette fonction (voir Figure 5-16). Mais 
l͛iŶtƌoduĐtioŶ des ŵĠthodes getX, getY et getZ en lieu et place de [0], [1] et [2] (et 
leurs équivalents setX, setY et setZ) (voir Figure 5-17) accélère également le calcul, 
faǀoƌise l͛iŶtĠgƌatioŶ diƌeĐte du Đode de la foŶĐtioŶ au Đode appelaŶt (inlining) et facilite 
aiŶsi les optiŵisatioŶs du Đoŵpilateuƌ eŶ lui fouƌŶissaŶt plus d͛iŶfoƌŵatioŶs. 
 




Figure 5-17 : Implémentation des getters et des setters pour la classe TPnt3D. 
 Résultat 
Le résultat est un code beaucoup plus rapide réalisant la simulation en 112 secondes en 
moyenne, soit un gain de plus de 15% sur le temps de calcul initial (132 secondes). 
Mais ces optimisations sont particulièrement utiles car elles sont également efficaces dans le 
Đas de l͛iŵplĠŵeŶtatioŶ GPU. Il est doŶĐ possiďle et ŵġŵe ĐoŶseillĠ de les Đoupleƌ toutes 
ensemble. 
5.4.4 Optimisations couplées à l’implémentation GPU 
LoƌsƋue l͛oŶ Đouple les tƌois optiŵisatioŶs à la paƌallĠlisatioŶ du GPU, le teŵps ŵoǇeŶ 
d͛eǆĠĐutioŶ de la siŵulatioŶ passe à ϭϬ,ϰ seĐoŶdes eŶ ŵoǇeŶŶe ĐoŶtƌe ϭϭ,ϯ seĐoŶdes saŶs 
optiŵisatioŶ. Le gaiŶ paƌ ƌappoƌt à l͛iŵplĠŵeŶtatioŶ de ďase est donc de plus de 92%, soit 
uŶ faĐteuƌ d͛aĐĐĠlĠƌatioŶ supĠƌieuƌ à ϭϮ,ϱǆ eŶtƌe les deuǆ teŵps. Le gaiŶ eŶtƌe 
l͛iŵplĠŵeŶtatioŶ utilisaŶt le GPU aǀeĐ les optiŵisatioŶs et Đelle Ŷe les utilisaŶt pas est doŶĐ 
égal à 7,2%. 
Paƌ ƌappoƌt à la ǀeƌsioŶ Ŷ͛iŶĐoƌpoƌaŶt Ƌue la parallélisation sur GPU, cette solution accélère 
principalement les calculs réalisés sur le CPU. Il est donc logique que le pourcentage de 
temps passé à réaliser des calculs liés à la parallélisation sur GPU ait augmenté (voir Figure 





Figure 5-18 : Résumé du profilage de l'application PGMS optimisée et parallélisée sur GPU 
5.4.5 Autres optimisations 
Hoƌŵis les ĐalĐuls à pƌopƌeŵeŶt paƌleƌ, il est de plus eŶ plus ǀisiďle Ƌue l͛alloĐatioŶ de 
ŵĠŵoiƌe deǀieŶt pĠŶalisaŶte pouƌ l͛appliĐatioŶ ;la ďiďliothğƋue Ŷtdll.dll se charge entre 
autƌe Đhoses de l͛alloĐatioŶ ŵĠŵoiƌe –voir Figure 5-18Ϳ. Oƌ l͛alloĐatioŶ ŵĠŵoiƌe est ĐoŶŶue 
pour être gourmande en temps de calcul (Fog 2008) (Detlefs, Dosser et Zorn 1994). 
EŶ ĐoŶseƌǀaŶt d͛uŶ appel suƌ l͛autƌe les taďleauǆ allouĠs eŶ ‘AM et utilisĠs loƌs de la 
paƌallĠlisatioŶ suƌ GPU, il est possiďle de diŵiŶueƌ Đet iŵpaĐt liĠ à l͛alloĐation dynamique. 
Cette optiŵisatioŶ a pouƌ ĐoŶsĠƋueŶĐe d͛augŵeŶteƌ l͛eŵpƌeiŶte ŵĠŵoiƌe de l͛appliĐatioŶ. 
Mais pour un espace de 225 000 cellules, le stockage de dix champs ne prend que 9Mo. Ce 
qui est négligeable au vu de la quantité de mémoire RAM disponible actuellement. À 
l͛iŶǀeƌse, Đette optiŵisatioŶ peƌŵet de ƌaŵeŶeƌ le teŵps de ĐalĐul gloďal de l͛appliĐatioŶ à 
8,6 secondes lorsque toutes les optimisations et la parallélisation sont appliquées (gain de 
16,5% par rapport à cette même application sans cette dernière optimisation). 
La ŵise à jouƌ des Đhaŵps Ŷ͛est pas pouƌ autaŶt la seule opĠƌatioŶ ĐoŶsoŵŵaŶt du teŵps 
de ĐalĐul de façoŶ iŵpoƌtaŶte. AiŶsi, loƌs de l͛iŶitialisatioŶ, ĐeƌtaiŶes Ġtapes ĐoŶsoŵŵeŶt 
une part importante du temps de calcul. La difficultĠ, loƌs de l͛optiŵisatioŶ de Đes paƌties de 
codes est de savoir dans quelle mesure ces portions de code resteront les goulots 
d͛ĠtƌaŶgleŵeŶt des siŵulatioŶs de taille plus iŵpoƌtaŶtes ou si Đes goulots soŶt pƌopƌes à 
une simulation. Le travail qui a été ƌĠalisĠ eŶ Đe seŶs ĐoŶĐeƌŶe l͛iŵplĠŵeŶtatioŶ d͛uŶ 
conteneur générique, non présent dans la bibliothèque standard, permettant de conserver 
l͛oƌdƌe d͛iŶseƌtioŶ ŵais Ŷe peƌŵettaŶt pas l͛iŶseƌtioŶ ŵultiple du ŵġŵe ĠlĠŵeŶt. 
AfiŶ d͛implémenter ce conteneur, la version originale utilisait un vecteur de la bibliothèque 
standard du C++. L͛iŶseƌtioŶ d͛uŶ ĠlĠŵeŶt Ġtait doŶĐ ƌĠalisĠe si et seuleŵeŶt si l͛ĠlĠŵeŶt 
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Ŷ͛Ġtait pas dĠjà pƌĠseŶt daŶs le ǀeĐteuƌ. La ĐoŶsĠƋueŶĐe ĠtaŶt ďieŶ ĠǀideŵŵeŶt Ƌue le 
parcours du vecteur était ƌĠalisĠ à ĐhaƋue iŶseƌtioŶ pouƌ ǀĠƌifieƌ l͛aďseŶĐe de l͛ĠlĠŵeŶt. 
Pour remédier à ce problème, deux solutions ont été envisagées. 
La première solution consiste à adjoindre au vecteur un set (qui est un conteneur trié 
gaƌaŶtissaŶt l͛uŶiĐitĠ de ses ĠlĠŵents – il seƌait aussi possiďle d͛utiliseƌ uŶ ǀeĐteuƌ tƌiĠ à la 
plaĐeͿ. Ce set Ŷ͛est pas utilisĠ pouƌ le stoĐkage à pƌopƌeŵeŶt paƌleƌ, ŵġŵe s͛il stoĐke 
ĠgaleŵeŶt les ĠlĠŵeŶts. SoŶ ƌôle est de gaƌaŶtiƌ l͛uŶiĐitĠ des ĠlĠŵeŶts. AiŶsi, loƌs de 
l͛iŶseƌtioŶ d͛uŶ Ŷouǀel ĠlĠŵeŶt, le test d͛uŶiĐitĠ Ŷ͛est plus fait à tƌaǀeƌs uŶ paƌĐouƌs 
exhaustif du vecteur mais à travers une recherche dans le set. Le set étant trié, la recherche 
est ďeauĐoup plus ƌapide. BieŶ eŶteŶdu, Đette solutioŶ Ŷ͛est pas paƌfaite. Elle ƌeƋuieƌt tout 
d͛aďoƌd daǀaŶtage de ŵĠŵoiƌe pouƌ le set Ƌui dupliƋue le stoĐkage. DaŶs le Đas d͛ĠlĠŵeŶts 
de tailles importantes, cela peut avoir une incidence. Dans le cas de la PGMS, la diminution 
du teŵps d͛eǆĠĐutioŶ pƌĠǀaut suƌ l͛eŵpƌeiŶte ŵĠŵoiƌe du pƌogƌaŵŵe, Đe dĠfaut Ŷ͛est doŶĐ 
pas ĐƌitiƋue. Le deuǆiğŵe pƌoďlğŵe est la ĐoŵpleǆifiĐatioŶ du Đode. EŶ effet, l͛ajout d͛uŶ set 
est souƌĐe d͛eƌƌeuƌ. AiŶsi, daŶs l͛iŵplĠŵeŶtatioŶ de la Đlasse, loƌsƋue le ǀeĐteuƌ est ŵodifiĠ 
;ajout ou suppƌessioŶ d͛uŶ ĠlĠŵeŶt, de plusieuƌs ĠlĠŵeŶts…Ϳ, il est ŶĠĐessaiƌe de toujouƌs 
conserver le set à jour. 
La deuxième solution est différente dans le sens où elle ne conserve pas les propriétés du 
ĐoŶteŶeuƌ. Apƌğs aǀoiƌ aŶalǇsĠ l͛utilisatioŶ Ƌui est faite du ĐoŶteŶeuƌ, il eŶ est ƌessoƌti Ƌue la 
ĐoŶseƌǀatioŶ de l͛oƌdƌe d͛iŶseƌtioŶ Ŷ͛Ġtait pas ŶĠĐessaiƌe. À paƌtiƌ de Đe ĐoŶstat, il a ĠtĠ 
possiďle de pƌoposeƌ uŶe solutioŶ se passaŶt ĐoŵplğteŵeŶt de Đette Đlasse pouƌ Ŷ͛utiliseƌ 
Ƌu͛uŶ set. 
5.5 Étude des performances sur d’autres simulations 
L͛eŶseŵďle des tests de la PGMS pƌĠseŶtĠs jusƋu͛iĐi oŶt ĠtĠ ƌĠalisĠs à paƌtiƌ d͛uŶe 
siŵulatioŶ peƌŵettaŶt la ŵoƌphogĠŶğse d͛uŶ ŶĠphƌoŶ. Cette siŵulatioŶ Ƌui ĐoƌƌespoŶd à uŶ 
usage ƌĠel de la PGMS a ĠtĠ utilisĠe Đoŵŵe ƌĠfĠƌeŶĐe loƌs des tƌaǀauǆ d͛optiŵisatioŶ et de 
paƌallĠlisatioŶ. DaŶs le ŵġŵe teŵps, uŶe autƌe ĠƋuipe de l͛eŶtƌepƌise tƌaǀaillait à la ĐƌĠatioŶ 
de nouvelles simulations. Lorsque ces travaux furent terminés, il a été possible de fusionner 
les deuǆ pƌojets afiŶ d͛appliƋueƌ à tous les ŵodğles dispoŶiďles les optimisations 
développées pour le premier modèle de référence. Comme cela a été expliqué 
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pƌĠĐĠdeŵŵeŶt, l͛idĠe diƌeĐtƌiĐe des Đhoiǆ d͛optiŵisatioŶ a toujouƌs ĠtĠ de disposeƌ des 
aŵĠlioƌatioŶs les plus gĠŶĠƌalistes possiďles afiŶ Ƌu͛elles s͛appliƋueŶt saŶs modifications aux 
nouveaux ŵodğles. Les deuǆ Ŷouǀeauǆ ŵodğles Ƌui oŶt ĠtĠ dĠǀeloppĠs ƌĠĐeŵŵeŶt Ŷ͛oŶt 
donc pas disposé de nouvelles optimisations propres à leurs exécutions, ils ont juste été 
eǆĠĐutĠs ǀia l͛iŵplĠŵeŶtatioŶ optiŵisĠe et paƌallĠlisĠe de la PGMS. 
La parallélisation sur GPU étant activable ou désactivable à la compilation, trois mesures 
différentes existent pour la simulation de chaque modèle : 
1. La ǀeƌsioŶ oƌigiŶale de la PGMS aǀaŶt l͛iŶĐoƌpoƌatioŶ des optiŵisatioŶs. 
2. La version optimisée de la PGMS avec la parallélisation sur GPU désactivée. 
3. La version optimisée et parallélisée sur GPU de la PGMS. 
Les teŵps de la siŵulatioŶ d͛uŶ ŶĠphƌoŶ Ŷe soŶt pas eǆaĐteŵeŶt les ŵġŵes que ceux 
présentés précédemment. Ces écarts sont dus à la version de la PGMS utilisée. Dans le cas 
des résultats précédents qui vous ont été présentés, la version de PGMS utilisée ne 
peƌŵettait aloƌs Ƌue de faiƌe foŶĐtioŶŶeƌ la siŵulatioŶ d͛uŶ ŶĠphƌoŶ siŵple. DaŶs le Đas des 
ƌĠsultats suiǀaŶts, il s͛agit de la pƌeŵiğƌe ǀeƌsioŶ de la PGMS optimisée et parallélisée 
pouvant simuler les trois types de modèles. Entre ces deux versions, des modifications ont 
ĠtĠ ƌĠalisĠes suƌ l͛algoƌithŵe de la PGMS Ƌui eǆpliƋue les diffĠƌeŶĐes de teŵps d͛eǆĠĐutioŶ. 
Le Tableau 1 pƌĠseŶte les teŵps d͛eǆĠĐutioŶ des tƌois siŵulatioŶs eŶ foŶĐtioŶ de la ǀeƌsioŶ 
de la PGMS utilisĠe. L͛eŶseigŶeŵeŶt pƌiŶĐipal est l͛oƌdƌe de gƌaŶdeuƌ des diffĠƌeŶtes 
simulations. Dans la version oƌigiŶale, la siŵulatioŶ d͛uŶ ŶĠphƌoŶ siŵple ;SiŶgle NephƌoŶϮͿ 
pƌeŶd de l͛oƌdƌe de Ϯ ŵiŶutes loƌsƋue la siŵulatioŶ de plusieuƌs ŶĠphƌoŶs ;Renal 
Juxtamedullar SectionͿ pƌeŶd plus de ϭϭ ŵiŶutes et la siŵulatioŶ d͛uŶe pǇƌaŵide ƌĠŶale plus 
de 16 minutes. Les deux dernières simulations sont donc significativement plus importantes. 






Version originale 129,07s 671,00s 971,65s 
Version optimisée 85,42s 468,86s 735,42s 
Version optimisée 
et parallélisée sur 
GPU 
9,13s 54,56s 53,63s 
Tableau 1 : Temps d'exécution moyen des trois simulations de la PGMS testées. 
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Afin de comparer les teŵps d͛eǆĠĐutioŶ les uŶs auǆ autƌes, il est plus iŶtĠƌessaŶt d͛Ġtudieƌ le 
gain moyen et l͛aĐĐĠlĠƌatioŶ des différentes versions pour chaque simulation par rapport à la 
version originale. Dans ce but, le Tableau 2 pƌĠseŶte le faĐteuƌ d͛aĐĐĠlĠƌatioŶ des tƌois 
simulations en fonction de la version de la PGMS utilisée. 






Version optimisée 1,51x 1,43x 1,32x 
Version optimisée 
et parallélisée sur 
GPU 
14,14x 12,30x 18,12x 
Tableau 2 : Accélération (speed-up) moyenne par rapport à la version originale de la PGMS pour les 
trois simulations. 
Cela peƌŵet de ŵettƌe eŶ ǀaleuƌ les faĐteuƌs d͛aĐĐĠlĠƌatioŶ oďteŶus à l͛aide des 
optimisations séquentielles (« Version optimisée » –première ligne– dans le tableau). En 
ŵettaŶt eŶ œuǀƌe des ŵodifiĐatioŶs siŵples, ŵais pƌĠĐisĠŵeŶt Đhoisies, du code il est ainsi 
possiďle d͛aĐĐĠlĠƌeƌ les teŵps d͛eǆĠĐutioŶ d͛uŶ faĐteuƌ Đoŵpƌis eŶtƌe ϭ,ϯϮǆ et ϭ,ϱϭǆ. Mais 
l͛aŵĠlioƌatioŶ la plus sigŶifiĐatiǀe est logiƋueŵent à porter au crédit de la parallélisation sur 
GPU. CouplĠe auǆ optiŵisatioŶs ŵises eŶ plaĐe, les faĐteuƌs d͛aĐĐĠlĠƌatioŶ de ϭϰ,ϭϰǆ 
(néphron simple), 12,30x (multi-ŶĠphƌoŶͿ et ϭϴ,ϭϮǆ ;pǇƌaŵide ƌĠŶaleͿ. L͛aĐĐĠlĠƌatioŶ atteiŶt 
donc 18,12x dans le cas de la simulation initialement la plus longue. Afin de bien établir le 
gaiŶ pƌopƌe à la paƌallĠlisatioŶ, le faĐteuƌ d͛aĐĐĠlĠƌatioŶ ŵoǇeŶ oďteŶu paƌ la paƌallĠlisatioŶ 
du code optimisé est donné par le Tableau 3. 







et parallélisée sur 
GPU 
9,36x 8,59x 13,71x 
Tableau 3 : Accélération (speed-up) moyenne par rapport à la version optimisée de la PGMS pour 
les trois simulations. 




1. Le rapport entre initialisation et génération des simulations : 
Le Tableau 4 et le Tableau 5 montrent le pourcentage de temps passé par chaque 
siŵulatioŶ daŶs l͛iŶitialisatioŶ et la gĠŶĠƌatioŶ de l͛oƌgaŶe. Oƌ l͛iŶitialisatioŶ a ĠtĠ 
moins impactée par les modifications apportées (optimisation et parallélisation). 
Il est doŶĐ logiƋue Ƌue plus l͛iŶitialisation constitue une part importante du 
processus total, plus les optimisations auront un impact faible. 






Version originale 18,57% 7,32% 7,23% 
Tableau 4 : Paƌt du teŵps d’iŶitialisatioŶ daŶs la siŵulatioŶ. 






Version originale 81,43% 92,68% 92,77% 
Tableau 5 : Part du temps de génération dans la simulation. 
2. Le Ŷoŵďƌe de Đellules utilisĠes pouƌ disĐƌĠtiseƌ l͛espaĐe : 
Les trois simulations utilisent des espaces discrétisés de taille différente (voir 
Tableau 6). Or, comme cela a été expliqué plus haut, les copies de mémoire 
deǀieŶŶeŶt le pƌiŶĐipal goulot d͛ĠtƌaŶgleŵeŶt loƌs de la paƌallĠlisatioŶ suƌ GPU. 
Un plus petit nombre de cellules implique logiquement des copies plus petites et 
donc un rapport plus faible calculs sur copie mémoire. 











Tableau 6 : Taille de l’espaĐe disĐƌĠtisĠ. 
3. Le nombre de cellules biologiques présentes dans la simulation : 
Coŵŵe l͛oŶt ŵoŶtƌĠ les tests ƌĠalisĠs suƌ les ĐalĐuls de Đhaŵps phǇsiƋues, plus le 
nombre de particules est important, plus le gain croît. La Tableau 7 montre que le 
nombre de cellules biologiques est bien plus faible dans le cas de la simulation la 
plus courte (néphron simple) et également plus important pour le modèle de 
pyramide rénale que pour le modèle de multi-néphrons. 
238 
 





2 855 cellules 15 888 cellules 17 616 cellules 
Tableau 7 : Nombre de cellules biologiques. 
Ces résultats sont très encourageants car sans avoir à réaliser des adaptations spécifiques, 
les optimisations et la parallélisation effectuées en étudiant le modèle de néphron simple 
oŶt aŵĠlioƌĠ sigŶifiĐatiǀeŵeŶt les peƌfoƌŵaŶĐes de l͛eǆĠĐutioŶ des deuǆ autres modèles. 
AiŶsi, il est ƌĠaliste d͛atteŶdƌe uŶ ĐoŵpoƌteŵeŶt siŵilaiƌe pouƌ d͛autƌes siŵulatioŶs utilisaŶt 
le même mécanisme des champs physicochimiques. De plus, la parallélisation réalisée tire 
précisément parti des exécutions plus longues et plus coŵpleǆes. Cela peƌŵet d͛iŵagiŶeƌ 
des gains conséquents sur des modèles nécessitant encore plus de puissance de calcul. 
Conclusion 
Le tƌaǀail d͛aŵĠlioƌatioŶ de la PGMS, Ƌui Ġtait au Đœuƌ de cette thèse ƌĠalisĠe au seiŶ d͛uŶe 
entreprise, a donc commencé par un travail de refactorisation et d͛aŵĠlioƌatioŶ du pƌojet 
saŶs lieŶ diƌeĐt aǀeĐ l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes. AiŶsi, la ŵise eŶ plaĐe d͛uŶ 
gestioŶŶaiƌe de ǀeƌsioŶ, de tests autoŵatisĠs ou eŶĐoƌe le poƌtage de l͛appliĐatioŶ eŶ C++ 
standard ont précédé toutes foƌŵes d͛aŵĠlioƌatioŶs des peƌfoƌŵaŶĐes. Le ďut de Đes 
tƌaǀauǆ ĠtaŶt de peƌŵettƌe l͛iŵplĠŵeŶtatioŶ et l͛iŶtĠgƌatioŶ des aŵĠlioƌatioŶs futuƌes 
ďeauĐoup plus faĐileŵeŶt. Il a aiŶsi ĠtĠ possiďle, à l͛aide du gestioŶŶaiƌe de ǀeƌsioŶs, Ƌu͛uŶe 
équipe continue à enrichir le simulateur de la PGMS pendant que les travaux sur 
l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes ĠtaieŶt effeĐtuĠs eŶ paƌallğle. La fusioŶ des deuǆ tƌaǀauǆ 
étant réalisée de manière semi automatisée. 
UŶe fois Đes ŵodifiĐatioŶs appoƌtĠes au pƌojet, l͛aŶalǇse d͛uŶe eǆĠĐutioŶ staŶdaƌd de la 
PGMS a servi de référence. Le choix s͛est poƌtĠ suƌ la simulation de la morphogénèse d͛uŶ 
néphron (ƌeiŶͿ à l͛aide d͛uŶ profileur. Cette approche a permis de mettre en lumière les 
diffĠƌeŶts goulots d͛ĠtƌaŶgleŵeŶts de l͛appliĐatioŶ. Le plus iŵpoƌtaŶt d͛eŶtƌe euǆ ĠtaŶt le 
ĐalĐul de Đhaŵps ĐhiŵiƋues pouƌ ĐhaƋue Đellule de l͛espaĐe disĐƌĠtisĠ de la siŵulatioŶ ;pƌğs 
de ϵϱ% du teŵps d͛eǆĠĐutioŶ totalͿ, la pƌeŵiğƌe tâĐhe a ĠtĠ de paƌallĠliseƌ Đe ĐalĐul. 
L͛iŵplĠŵeŶtatioŶ suƌ GPU de ce calcul se rapproche fortement de celle des champs 
physiques étudiée préalablement, en utilisant un thread sur le GPU pour chaque cellule de 
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l͛espaĐe disĐƌĠtisĠ. Tout Đoŵŵe daŶs le Đas des Đhaŵps phǇsiƋues, les gaiŶs ƌĠsultaŶts de 
cette parallélisation ont été importants : le teŵps d͛eǆĠĐutioŶ de la siŵulatioŶ d͛uŶ ŶĠphƌoŶ 
est ainsi passé de 132 secondes dans la version originale ;utilisaŶt seuleŵeŶt uŶ Đœuƌ SaŶdǇ 
Bridge i7-2600K à 3,4GHz) à 11,3 secondes en moyenne dans la version parallélisée (utilisant 
eŶĐoƌe uŶ Đœuƌ SaŶdǇ Bƌidge iϳ-2600K à 3,4GHz pour les calculs séquentiels mais aussi une 
carte GTX500 pour les parties parallélisées), soit un gain de 11,7x. 
Cependant, le pƌofilage de l͛appliĐatioŶ fait apparaître, en plus des appels de fonctions très 
gourmands en temps de calcul, des instructions et des appels au sein de ces fonctions qui les 
rendent particulièrement lentes. Dans ce cas, une optimisation du code permet souvent 
d͛aŵĠlioƌeƌ les teŵps d͛eǆĠĐutioŶ des foŶĐtioŶs. DaŶs Đe ďut, plusieuƌs tƌavaux ont été 
menés, entre autres suƌ le stoĐkage et l͛aĐĐğs des taďleauǆ ƌepƌĠseŶtaŶt l͛eŶseŵďle de 
l͛espaĐe disĐƌĠtisĠ et suƌ l͛iŵplĠŵeŶtatioŶ des ǀeĐteuƌs ŵathĠŵatiƋues. 
Le stoĐkage ĐoŶtiŶu des taďleauǆ ƌepƌĠseŶtaŶt l͛eŶseŵďle de l͛espaĐe disĐƌĠtisĠ a ainsi 
peƌŵis uŶ gaiŶ de ϱ% suƌ le teŵps d͛eǆĠĐutioŶ total de la siŵulatioŶ. Mais Đe stoĐkage 
ĐoŶtiŶu peƌŵet d͛optiŵiseƌ l͛aĐĐğs auǆ éléments du tableau en exploitant les mécanismes 
de cache de la mémoire devenus très performants au sein des microprocesseurs récents. En 
accédant aux éléments daŶs l͛oƌdƌe de stoĐkage, les ŵĠĐaŶisŵes de ĐaĐhe ŵĠŵoiƌe 
permettent ainsi de réduire encore de Ϯϯ% le teŵps d͛eǆĠĐutioŶ paƌ ƌappoƌt à l͛appliĐatioŶ 
originale. 
L͛iŵplĠŵeŶtatioŶ de ǀeĐteuƌs ŵathĠŵatiƋues, de dimension deuǆ ou tƌois à l͛aide de 
tableaux de deux ou trois éléments plutôt que de deux ou trois attributs, couplée à 
l͛utilisatioŶ d͛aĐĐesseuƌs, permettant d͛aĐĐĠdeƌ diƌeĐteŵeŶt à uŶe ĐoŵposaŶte du ǀeĐteuƌ, a 
permis de limiter certains calculs mais aussi de fournir davantage d͛iŶfoƌŵatioŶs au 
Đoŵpilateuƌ, lui peƌŵettaŶt aiŶsi d͛optiŵiseƌ davantage le Đode. Le ƌĠsultat est Ƌu͛uŶe 
modification qui peut elle aussi sembler mineure a permis un gain supplémentaire de 15% 
du teŵps d͛eǆĠĐutioŶ. 
Mis ďout à ďout, l͛eŶseŵďle des optimisations seules a permis un gain de 1,5x pour la 
siŵulatioŶ d͛uŶ ŶĠphƌoŶ. LoƌsƋue l͛oŶ Đouple les optiŵisatioŶs à la paƌallĠlisatioŶ suƌ GPU, 
le gain pour cette même simulation atteint 14,14x. Un point très intéressant est que toutes 
ces amélioratioŶs oŶt ĠtĠ ƌĠalisĠes de façoŶ à Đe Ƌu͛elles soieŶt les plus génériques 
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possibles. AiŶsi, ŵġŵe si la siŵulatioŶ d͛uŶ ŶĠphƌoŶ a ĠtĠ utilisĠe tout au loŶg des tƌaǀauǆ 
pour mesurer les résultats de chaque amélioration, les autres simulations sont également 
accélérées. La simulation de plusieurs néphrons (qui prenait plus de 11 minutes 
originellement) est 1,43x plus rapide en séquentiel et 12,30x plus rapide lorsque la 
paƌallĠlisatioŶ suƌ GPU est aĐtiǀĠe ;ϱϰ,ϱ seĐoŶdes daŶs Đe deƌŶieƌ ĐasͿ. La siŵulatioŶ d͛uŶe 
pyramide rénale, à l͛oƌigiŶe la plus loŶgue des siŵulatioŶs ;plus de ϭϲ ŵiŶutesͿ est, quant à 
elle, 1,32x plus rapide grâce aux optimisations en séquentiel et 18,12x plus rapide grâce à la 
parallélisation sur GPU (53,6 secondes dans ce cas, soit moins que pour la simulation de 
multi-néphron). Ces résultats sont très encourageants car ils montrent que les améliorations 













Bilan général et perspectives 
Au cours des dix dernières années, la modélisation des systèmes complexes a pris un essor 
particulièrement important parmi les disciplines de modélisation. La populaƌitĠ de l͛Ġtude 
des systèmes complexes est due au fait que ces systèmes permettent de modéliser un 
nombre important de systèmes réels difficilement appréhendables avec une autre technique 
de modélisation (White, Peng et Demir 2009). Ils permettent ainsi la modélisation des flux 
boursiers (Lillo et Mantegna 2003), des comportements sociaux (Sawyer 2005) ou des 
comportements animaux (Boccara 2004) par exemple. Mais les caractéristiques même des 
systèmes complexes en font des systèmes généralement très difficiles à simuler fidèlement 
du fait des nombreuses interactions entre les éléments du système. 
Si des méthodes de modélisation efficaces existent, leurs implémentations ne sont pas 
tƌiǀiales et ŶĠĐessiteŶt souǀeŶt ďeauĐoup de tƌaǀail. C͛est pouƌ peƌŵettƌe de plus faĐileŵeŶt 
disposeƌ d͛uŶe ŵodĠlisatioŶ ŵulti-ĠĐhelle d͛uŶ pƌoďlğŵe Ƌue la Platefoƌŵe GĠŶĠƌiƋue de 
Modélisation et de Simulation (PGMS) a été développée (P. Siregar 2009). Son objectif, 
Đoŵŵe soŶ Ŷoŵ l͛iŶdiƋue, est de proposer une plateforme suffisamment générique pour 
permettre de modéliser et de simuler le plus simplement possible un système biologique 
multi-échelle. Mais l͛utilisatioŶ d͛uŶ outil gĠŶĠƌiƋue iŵpliƋue logiƋueŵeŶt des teŵps 
d͛eǆĠĐutioŶ plus loŶgs Ƌue Đeuǆ d͛uŶ outil spĠĐialeŵeŶt ĐoŶçu pouƌ uŶ sǇstğŵe doŶŶĠ. La 
ŵodĠlisatioŶ d͛uŶ sǇstğŵe Đoŵpleǆe ĠtaŶt dĠjà tƌğs souǀeŶt gouƌŵaŶde eŶ teŵps de ĐalĐul, 
la PGMS s͛est ƌetƌouǀĠe daŶs uŶe situatioŶ où les siŵulatioŶs pƌeŶaieŶt ďeauĐoup tƌop de 
temps : plus d͛uŶe ŵiŶute pouƌ la morphogénèse d͛uŶ ŶĠphƌoŶ ; saĐhaŶt Ƌu͛uŶ ƌeiŶ est 
composé de plusieurs ĐeŶtaiŶes de ŵillieƌs de ŶĠphƌoŶs. Ces ǀitesses d͛eǆĠĐutioŶs étant 
iŶĐoŵpatiďles aǀeĐ l͛oďjeĐtif de siŵulatioŶs d͛ĠlĠŵeŶts ďeauĐoup plus iŵpoƌtaŶt du Đoƌps 
humain sur une machine de table, uŶe ƌepƌise du Đode de l͛appliĐatioŶ Ġtait ŶĠĐessaiƌe. 
L͛oďjeĐtif des tƌaǀauǆ menés a doŶĐ ĠtĠ d͛aŵĠlioƌeƌ l͛iŵplĠŵeŶtatioŶ de la PGMS à travers 
trois grands facettes : la staŶdaƌdisatioŶ du Đode de l͛appliĐatioŶ (initialement implémentée 
en Borland C++), l͛optiŵisatioŶ du Đode sĠƋueŶtiel eǆistaŶt et la paƌallĠlisatioŶ suƌ uŶe 
architecture parallèle des mécanismes de l͛appliĐatioŶ les plus lourds. En parallèle de ces 
travaux intégrés à la PGMS, des travaux plus théoriques ont également été menés sur les 
automates cellulaires et sur la pƌogƌaŵŵatioŶ suƌ GPU eŶ aŶtiĐipatioŶ d͛uŶe iŶtĠgƌatioŶ de 




La staŶdaƌdisatioŶ du Đode de la PGMS aiŶsi Ƌue l͛aŵĠlioƌatioŶ de la gestioŶ du pƌojet 
étaient devenues des préalables obligatoires à l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes. EŶ effet, la 
PGMS avait été développée dans une extension du C++ proposé par Borland : Borland C++. 
Cette extension proposait, en plus de mot-clés Ŷ͛appaƌteŶaŶt pas au staŶdaƌd, plusieurs 
bibliothèques permettant, entre autre, de tƌaiteƌ de la ĐoŶĐeptioŶ d͛iŶteƌfaĐes graphiques 
ou de disposeƌ d͛uŶ paŶel Đoŵplet de ĐoŶteŶeuƌs. Cela aǀait conduit les développeurs à 
utiliser ces deux bibliothèques de manière extensive. Afin de se passer complètement des 
outils proposés par Borland C++ et de fournir un code fidèle au standard du C++, il a donc 
Ġtait ŶĠĐessaiƌe de ƌepƌeŶdƌe le Đode de l͛appliĐation en profondeur. 
En amont de ces travaux et afiŶ d͛aŵĠlioƌeƌ le pƌoĐessus de ŵodifiĐatioŶ de l͛appliĐatioŶ, 
deux outils ont été mis en place : un gestionnaire de versions et un cadriciel de test. L͛utilitĠ 
pƌeŵiğƌe d͛uŶ gestioŶŶaiƌe de ǀeƌsioŶs est de ĐoŶseƌǀeƌ l͛histoƌiƋue de ĐhaƋue ŵodifiĐatioŶ 
apportée au projet, afiŶ de pouǀoiƌ Đoŵpaƌeƌ la ǀeƌsioŶ aĐtuelle d͛uŶ Đode à uŶe ǀeƌsioŶ 
antérieure et même de revenir à une version antérieure en cas de problème. Une autre 
caractéristique très utile dans notre cas a été la possibilité de travailler en parallèle sur deux 
ǀeƌsioŶs d͛uŶ ŵġŵe pƌogƌaŵŵe et de fusioŶŶeƌ les deuǆ tƌaǀauǆ plus taƌd. L͛ajout de 
foŶĐtioŶŶalitĠs et l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes oŶt aiŶsi pu ġtƌe ƌĠalisĠs par deux 
équipes en parallèle. Un cadriciel de test permet quant à lui de produire des tests 
automatisés. L͛autoŵatisatioŶ des tests est un outil précieux du développeur car elle permet 
de ǀĠƌifieƌ Ƌu͛uŶe ŵodifiĐatioŶ appoƌtĠe au Đode ;uŶe optiŵisatioŶ aussi ďieŶ Ƌue l͛ajout 
d͛uŶe foŶĐtioŶŶalitĠͿ Ŷ͛a pas iŶtƌoduit de ďogues dans le code (Feathers 2005). 
UŶe fois la ƌepƌise de l͛appliĐatioŶ eŶ C++ staŶdaƌd effeĐtuĠe, il a ĠtĠ possiďle de tƌaǀailleƌ à 
l͛aŵĠlioƌatioŶ des peƌfoƌŵaŶĐes. Paƌŵi les goulots d͛ĠtƌaŶglement pointés par le profilage 
de l͛appliĐatioŶ, le ĐalĐul des Đhaŵps ĐhiŵiƋues ƌepƌĠsentait très largement la part la plus 
importante du temps d͛eǆĠĐutioŶ ;pƌğs de ϵϱ% du teŵps d͛eǆĠĐutioŶ Ǉ Ġtait ĐoŶsaĐƌĠͿ. 
L͛oďjeĐtif a doŶĐ ĠtĠ daŶs uŶ pƌeŵieƌ teŵps d͛Ġtudieƌ l͛oppoƌtuŶitĠ de paƌallĠliseƌ Đes 




La paƌallĠlisatioŶ des Đhaŵps ĐhiŵiƋues suƌ GPU a d͛aďoƌd ĐoŵŵeŶĐĠ paƌ uŶe Ġtude de 
performance préliminaire, en traitant de façon plus général les champs physicochimiques 
dans une application dédiée. Parmi les trois champs choisis pour cette étude 
(gravitationnelle, électrique et magnétique), les champs gravitationnel et électrique se 
calculent de la même façon en cumulant le champ créé par chaque particule en présence 
dans la simulation. Le champ magnétique ne provient dans notre cas Ƌue d͛uŶe uŶiƋue 
source. Pour atteindre notre objectif, qui est d͛oďteŶiƌ la ǀaleuƌ de ĐhaƋue Đhaŵp daŶs 
ĐhaƋue Đellule d͛uŶ espaĐe disĐƌĠtisĠ, l͛algoƌithŵe sĠƋueŶtiel parcourt pour chaque champ 
l͛eŶseŵďle des Đellules de l͛espaĐe. DaŶs le Đas des Đhaŵps gƌaǀitatioŶŶel et ĠleĐtƌiƋue, pouƌ 
chacune de ces cellules, il parcourt alors chacune des particules et additionne le champ 
généré. Le Đhaŵp ŵagŶĠtiƋue Ŷe possĠdaŶt Ƌu͛uŶe souƌĐe, il se ĐoŶteŶte pouƌ ĐhaƋue 
cellule de calculer le champ généré. 
Nous avons choisi de paralléliser le calcul de champ sur GPU en affectant un thread 
s͛eǆĠĐutaŶt suƌ le GPU à ĐhaƋue Đellule de l͛espaĐe. Ainsi, pour un espace de 503 cellules et 
quelques soit le nombre de particules présentes, le parallélisation sur GPU se fera sur 
125 ϬϬϬ thƌeads. Cette stƌatĠgie, à l͛iŶǀeƌse d͛uŶe paƌallĠlisatioŶ ďasĠe suƌ les paƌtiĐules, 
peƌŵet d͛Ġǀiteƌ tout pƌoďlğŵe d͛accès parallèle à une même donnée et fournit très vite un 
nombre de threads très important (le nombre de particules traitées par la PGMS peut être 
inférieur à 1 000, ce qui ne permettrait pas de charger les GPU récents au maximum). Un 
thread calculant le chaŵp gƌaǀitatioŶŶel ou ĠleĐtƌiƋue Ŷ͛a doŶĐ Ƌu͛à ƌetƌouǀeƌ sa positioŶ eŶ 
foŶĐtioŶ de l͛iŶdiĐe du thƌead puis à paƌĐouƌiƌ l͛eŶseŵďle des paƌtiĐules afiŶ de pouǀoiƌ 
ĐalĐuleƌ le Đhaŵp ƌĠsultaŶt. La liste de Đes paƌtiĐules ĠtaŶt ĐoŵŵuŶe à l͛eŶseŵďle de 
l͛espaĐe, afiŶ de ŵutualiseƌ l͛aĐĐğs à Đes doŶŶĠes, Đelles-ci ont été stockées en mémoire 
partagée, Đe Ƌui a peƌŵis de ƌĠduiƌe les teŵps d͛aĐĐğs ŵĠŵoiƌe. 
Le suĐĐğs de la paƌallĠlisatioŶ Ŷ͛est pas le ŵġŵe pouƌ le ĐalĐul des Đhaŵps gƌaǀitatioŶŶel et 
électrique, et celui du champ magnétique. Les deux premiers étant particulièrement 
gourmands en temps de calcul (plus de cent fois plus long lorsque 200 particules sont 
présentes), il est logique que la parallélisation soit plus profitable dans leurs cas. Ainsi, lors 
de la paƌallĠlisatioŶ suƌ GPU ;GTXϱϬϬ de NVIDIAͿ d͛uŶ Đode eǆĠĐutĠ sĠƋueŶtielleŵeŶt suƌ uŶ 
seul Đœuƌ CPU ;IŶtel iϳ-2600k cadencé à 3,4GHz), si le gain croît, aǀeĐ la taille de l͛espaĐe de 
siŵulatioŶ, jusƋu͛à plus de ϭϱǆ daŶs le Đas du Đhaŵp ŵagŶĠtiƋue, il croît jusƋu͛à plus de 
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600x dans le cas des champs gravitationnel et électrique (lorsque 200 particules sont 
présentes). Le gain de la parallélisation des champs gravitationnel et électrique évolue 
également avec le nombre de particules. Ainsi, pour un cube de 503 cellules (125 000), un 
palier de 250x Ŷ͛est atteint que lorsque plus de 1 000 particules sont utilisées. 
Au seiŶ de la PGMS, le ĐalĐul des Đhaŵps ĐhiŵiƋues est ƌĠalisĠ à l͛aide d͛uŶe ŵĠthode 
analytique très proche de celle utilisée pour le calcul des champs gravitationnel et 
électrique. Le champ présent en un point de la simulation est ainsi calculé en additionnant le 
champ déjà présent à celui généré par les différentes cellules. La très forte proportion du 
temps de calcul des champs suƌ l͛eŶseŵďle du teŵps d͛eǆĠĐutioŶ de l͛appliĐatioŶ ĐouplĠ au 
gaiŶ iŵpoƌtaŶt appoƌtĠ paƌ la paƌallĠlisatioŶ a peƌŵis d͛oďteŶiƌ uŶ faĐteuƌ d͛aĐĐĠlĠƌatioŶ de 
ϭϭ,ϳǆ pouƌ la siŵulatioŶ d͛uŶ ŶĠphƌoŶ du rein (la simulation utilisée comme référence lors 
de ces travaux), faisant passer le teŵps d͛eǆĠĐutioŶ de ϭϯϮ à ϭϭ,ϯ secondes. 
Une fois ces travaux de parallélisation terminés et afiŶ d͛augŵeŶteƌ eŶĐoƌe les 
peƌfoƌŵaŶĐes de l͛appliĐatioŶ, le Đhoiǆ a ĠtĠ fait d͛optiŵiseƌ les opĠƌatioŶs les plus 
ĐouƌaŶtes. À l͛iŶǀeƌse de la paƌallĠlisatioŶ ou d͛uŶ ĐhaŶgeŵeŶt d͛algoƌithŵe, l͛optiŵisatioŶ 
d͛uŶ Đode Ŷ͛a pas pouƌ ďut de ŵodifieƌ eŶ pƌofoŶdeuƌ la façoŶ de ƌĠaliseƌ uŶe opĠƌatioŶ 
ŵais d͛aŵĠlioƌeƌ son implémentation. Un grand nombre de techniques existent dans ce but 
dont beaucoup sont maintenant implémentées dans les compilateurs. Mais les compilateurs 
Ŷ͛oŶt pas toujouƌs suffisaŵŵeŶt d͛iŶfoƌŵatioŶs pouƌ ƌĠaliseƌ seuls les optimisations. Il est 
alors nécessaire d͚implémenter manuellement les optimisations les plus pertinentes après 
profilage de l͛appliĐatioŶ. 
BieŶ eŶteŶdu, uŶe optiŵisatioŶ est d͛autaŶt plus utile Ƌu͛elle affecte un code appelé un 
gƌaŶd Ŷoŵďƌe de fois. C͛est la ƌaisoŶ pouƌ laƋuelle ďeauĐoup de Đes optiŵisatioŶs ĐiďleŶt les 
boucles (Allen et Kennedy 2001). C͛est le Đas paƌ eǆeŵple de l͛ĠĐhaŶge de ďouĐles, qui 
ĐoŶsiste à iŶǀeƌseƌ deuǆ ďouĐles iŵďƌiƋuĠes l͛uŶe daŶs l͛autƌe afiŶ de ŵaǆiŵiseƌ l͛utilisatioŶ 
des caches mémoires. Mais d͛autƌes teĐhŶiƋues ĐiďleŶt également les expressions 
iŶdiffĠƌeŵŵeŶt d͛où elles se situent. C͛est le Đas paƌ eǆeŵple de l͛ĠliŵiŶatioŶ des 
sous-expressions communes qui consiste, lorsque plusieurs expressions possèdent une 
même sous-expression, à évaluer cette sous-expression en amont des expressions afin de ne 
la ĐalĐuleƌ Ƌu͛uŶe seule fois (Cocke 1970). 
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Au seiŶ de la PGMS, le pƌofilage de l͛appliĐatioŶ a ŵoŶtƌĠ Ƌue les plus gƌos gaiŶs pouǀaieŶt 
ġtƌe espĠƌĠs de l͛aŵĠlioƌatioŶ des aĐĐğs auǆ gƌaŶds taďleauǆ ƌepƌĠseŶtaŶt tout l͛espaĐe de 
la simulation (l͛eŶseŵďle des ǀaleuƌs des diffĠƌeŶts Đhaŵps ĐhiŵiƋues eŶtƌe autƌeͿ et des 
accès aux différentes composantes des vecteurs mathématiques à deux ou trois dimensions 
(représentant souvent une position). Pour améliorer les accès aux grands tableaux, une 
première étape a consisté à modifier la façon donc la structure de données allouait l͛espaĐe 
mémoire. En effet, pouƌ uŶe iŶstaŶĐe d͛espaĐe en trois dimensions, rien ne garantissait que 
l͛espaĐe soit allouĠ de façoŶ contiguë. Afin d͛eǆploiteƌ au maximum les mécanismes de 
ĐaĐhe de la ŵĠŵoiƌe, uŶe pƌeŵiğƌe optiŵisatioŶ a ĐoŶsistĠ à alloueƌ l͛eŶseŵďle de Đes 
données de manière continue dans un tableau possédant une seule diŵeŶsioŶ. L͛aĐĐğs à uŶ 
ĠlĠŵeŶt se fait aloƌs à l͛aide d͛uŶe ŵĠthode Ƌui ĐalĐule, à partir des indices x, y et z, quel est 
l͛iŶdiĐe correspondant daŶs le taďleau. L͛iŵpaĐt d͛uŶe telle optiŵisatioŶ suƌ la PGMS est 
liŵitĠ à uŶ gaiŶ de ϱ% du teŵps d͛eǆĠĐutioŶ paƌ ƌappoƌt à la PGMS oƌigiŶale. Mais Đette 
optiŵisatioŶ peƌŵet de pouǀoiƌ ĠgaleŵeŶt optiŵiseƌ l͛oƌdƌe d͛aĐĐğs auǆ diffĠƌeŶts 
éléments.  
En effet, les accès aux éléments du tableau dans les boucles étaient réalisés en parcourant 
celui-ci selon l͛iŶdiĐe z puis l͛iŶdiĐe y et enfin l͛iŶdiĐe x. Or le stockage est réalisé selon x, puis 
y et enfin z. Un parcours suivant ce stockage est donc beaucoup plus performant grâce à 
l͛utilisatioŶ des ŵĠĐaŶisŵes de ĐaĐhe ŵĠŵoiƌe. CeĐi est d͛autaŶt plus ǀƌai loƌsƋue 
l͛optiŵisatioŶ pƌĠĐĠdeŶte est ƌĠalisĠe Đaƌ l͛eŶseŵďle du taďleau est aloƌs contigu et non plus 
que certaines parties. Cette optimisation consiste donc simplement à appliƋueƌ l͛ĠĐhaŶge de 
boucles (Allen et Kennedy 2001) sur les trois boucles parcourant x, y et z de façon à avoir 
comme boucle intérieur la boucle parcourant x, la boucle intermédiaire parcourant y et la 
boucle extérieur parcourant z. CouplĠe à l͛optiŵisatioŶ pƌĠĐĠdeŶte, Đette optiŵisatioŶ 
peƌŵet de ƌĠduiƌe le teŵps d͛eǆĠĐutioŶ de 23% sans influer sur le résultat de la simulation 
(le calcul de chaque élément dans la boucle étant indépendant). 
UŶ autƌe goulot d͛ĠtƌaŶgleŵeŶt de l͛appliĐatioŶ Ġtait l͛aĐĐğs auǆ ĠlĠŵeŶts des ǀeĐteuƌs 
ŵathĠŵatiƋues à l͛aide de l͛opĠƌateuƌ []. Ceci était dû à l͛utilisatioŶ d͛uŶ attribut par 
ĠlĠŵeŶt du ǀeĐteuƌ et d͛eŶĐhaiŶeŵeŶt de « if … else if … » pour retrouver quel élément 
retourner. L͛utilisatioŶ d͛uŶ taďleau ĐoŵpƌeŶaŶt l͛eŶseŵďle des ĠlĠŵeŶts du ǀeĐteuƌ a 
peƌŵis de ƌĠduiƌe l͛iŵplĠŵeŶtatioŶ de l͛opĠƌateuƌ [] à sa plus simple expression (retourner 
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l͛ĠlĠŵeŶt du taďleau de l͛iŶdiĐe passĠ eŶ paƌaŵğtƌeͿ. Pour accéder de manière encore plus 
explicite à un élément précis du conteneur, des accesseurs ont également était ajoutés. Ceci 
a eu pouƌ ĐoŶsĠƋueŶĐes de faǀoƌiseƌ l͛iŶtĠgƌatioŶ diƌecte du code de la fonction au code 
appelant (inlining) et favoriser les optimisations du compilateur. Le résultat est un gain 
important de 15% par rapport au temps original de la PGMS. 
EŶ plus des tƌois optiŵisatioŶs ƌĠĐapitulĠes iĐi, d͛autƌes optiŵisatioŶs, aux portées plus ou 
moins limitées, ont également été implémentées. La suite logique de ce travail serait de 
ĐoŶtiŶueƌ à pƌofileƌ l͛appliĐatioŶ afiŶ de tƌouǀeƌ de Ŷouǀeauǆ goulots d͛ĠtƌaŶgleŵeŶts et de 
chercher à les supprimer. Le problème de cette stratĠgie est Ƌu͛elle Ŷe peut s͛attaƋuer au 
plus gƌos goulot d͛ĠtƌaŶgleŵeŶt aĐtuel Ƌui est la Đopie des ƌĠsultats des ĐalĐuls de Đhaŵps 
entre le GPU et le CPU. 
Une fois la parallélisation et toutes les optimisations mises bout à bout, la siŵulatioŶ d͛uŶ 
néphron ne prend plus que 9,1 secondes soit un gain de plus de 14x par rapport à la 
simulation originale. Ces améliorations sont toutes aussi effiĐaĐes suƌ d͛autƌes siŵulatioŶs 
pour lesquelles elles Ŷ͛aǀaieŶt jaŵais ĠtĠ testĠes durant leurs élaborations. Ainsi, la 
simulatioŶ d͛uŶ ŵodğle de ŵulti-néphron est ƌĠalisĠe eŶ ϱϰ,ϱ seĐoŶdes loƌsƋu͛elle 
nécessitait plus de 11 minutes précédemment (gain de 12,3x). La simulation d͛uŶe pǇƌaŵide 
rénale, qui prenait plus de 16 minutes, pƌeŶds ĠgaleŵeŶt ŵoiŶs d͛uŶe ŵiŶute ;ϱϯ,ϲ 
secondes), soit un gain de 18,1x. Ces résultats sont particulièrement intéressants car ils 
signifient que les améliorations réalisées sont suffisamment génériques pouƌ s͛appliƋueƌ à 
d͛autƌes siŵulatioŶs. Il ƌeste malgré tout à tester ces améliorations sur des simulations 
tƌaitaŶt d͛autƌes ĠlĠŵeŶts Ƌue des ĠlĠŵeŶts du ƌeiŶ ŵais Đelles-ci ne sont pas encore 
disponibles au sein de la PGMS. 
En plus des travaux qui ont pu ġtƌe iŶtĠgƌĠs à la PGMS peŶdaŶt Đette thğse, d͛autres travaux 
ont été menés en vue d͛uŶe iŶtĠgƌatioŶ futuƌe à Đelle-ci. Ainsi, une partie importante des 
travaux réalisés a eu pour thème les automates cellulaires (Von Neumann 1966). Cet outil de 
modélisation, très utilisé pour la modélisation du vivant, consiste en un espace discrétisé en 
cellules identiques, interconnectées localement, suƌ lesƋuelles s͛appliƋueŶt uŶ eŶseŵďle de 
règles (Wolfram 2002). Les automates cellulaires ont été popularisés par le « Jeu de la Vie » 
inventé par Conway (Gardner 1970), un automate cellulaire très simple qui permet de 
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simuler une forme de vie de façon simpliste. Mais cet outil permet de simuler des 
comportements beaucoup plus complets et beaucoup plus réalistes comme la croissance 
d͛uŶe tuŵeuƌ (Alarcon, Byrne et Maini 2004) ou l͛aĐtiǀitĠ ĠleĐtƌiƋue du ŵǇoĐaƌde (Siregar, 
Sinteff, et al. 1998). 
Notƌe ďut Ġtait eŶĐoƌe uŶe fois d͛améliorer les performances de la simulation de tels 
autoŵates. Pouƌ Đela, l͛algoƌithŵe Hash-Life (Gosper 1984) a retenu notre attention. Cet 
algorithme tire parti de la mémoïzation pour améliorer les performances de la simulation 
d͛autoŵates Đellulaiƌes. Appliqué à une fonction, le principe de mémoïzation (Michie 1968) 
consiste à sauvegarder le résultat de celle-ci pour un jeu de paramètres de façon à pouvoir 
retourner ce résultat directement si le même appel survient. Pour un automate cellulaire, 
cela revient à sauvegarder, pour une configuration de cellules données, la configuration 
ƌĠsultaŶte apƌğs la siŵulatioŶ d͛uŶe ou plusieuƌs itĠƌatioŶs. L͛algoƌithŵe Hash-Life 
sauvegarde ainsi le résultat de la siŵulatioŶ d͛uŶe ou plusieuƌs itĠƌatioŶs suƌ ĐhaƋue 
ĐoŶfiguƌatioŶ Ƌu͛il dĠĐouǀƌe. LoƌsƋu͛uŶe ĐoŶfiguƌatioŶ dĠjà appaƌue est ƌetƌouǀĠe paƌ 
l͛algoƌithŵe, il se ĐoŶteŶte aloƌs de ƌetouƌŶeƌ le ƌĠsultat dĠjà ĐalĐulĠ aupaƌaǀaŶt. EŶ utilisaŶt 
également un découpage de l͛espaĐe Ƌui peƌŵet de Ŷe ĐoŶseƌǀeƌ eŶ ŵĠŵoiƌe Ƌu͛uŶe 
instance de chaque configuration apparue, Hash-Life ƌĠussi à disposeƌ d͛eǆĐelleŶtes 
performances aussi ďieŶ eŶ teƌŵe de teŵps d͛eǆĠĐutioŶ Ƌue d͛eŵpƌeiŶte ŵĠŵoiƌe. Nos 
travaux sur les automates Đellulaiƌes oŶt doŶĐ poƌtĠ daŶs uŶ pƌeŵieƌ suƌ l͛iŵplĠŵeŶtatioŶ 
de l͛algoƌithŵe Hash-Life eŶ tƌois diŵeŶsioŶs et l͛Ġtude de soŶ effiĐaĐitĠ daŶs Đette 
configuration. 
Au-delà de l͛aspeĐt teĐhŶiƋue du poƌtage de l͛algoƌithŵe Hash-Life en trois dimensions, ce 
qui nous a intéressés est la ĐapaĐitĠ de l͛algoƌithŵe à ĐoŶseƌǀeƌ ses eǆĐelleŶtes 
performances dans un espace en trois dimensions (Caux, Siregar et Hill 2010). L͛utilisatioŶ 
d͛uŶ espaĐe eŶ tƌois diŵeŶsioŶs Ŷ͛est pas aŶodiŶe. L͛algoƌithŵe utilise uŶe stƌuĐtuƌe eŶ 
aƌďƌe Đoŵplet Ƌui iŵpose de ŵaŶipuleƌ des Đuďes d͛uŶe laƌgeuƌ Ġgale à uŶe puissaŶĐe de Ϯ 
(en nombre de cellules). AiŶsi, loƌsƋu͛eŶ deuǆ diŵeŶsioŶs il Ŷ͛Ġtait possiďle de Ŷ͛aǀoiƌ Ƌue 
65 536 configurations pour une surface de 2ème niveau (42 cellules) et deux états possible par 
cellules, ce nombre monte à 1020 en trois dimensions (43 cellules). Un nombre plus grand de 
configurations possibles implique logiquement des chances plus faibles de retrouver une 
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configuration déjà apparue (si toutes ont une probabilité équivalente d͛apparaître) et donc 
moins de chance de tirer parti du mécanisme de mémoïzation. 
SeloŶ le degƌĠ de ƌĠappaƌitioŶ des ĐoŶfiguƌatioŶs, l͛algoƌithŵe Hash-Life en trois dimensions 
Ŷ͛est pas toujouƌs peƌfoƌŵaŶt. AiŶsi, loƌsƋue l͛oŶ siŵule certaines variantes du « Jeu de la 
Vie » eŶ tƌois diŵeŶsioŶs, les peƌfoƌŵaŶĐes soŶt ŵoiŶs ďoŶŶes Ƌu͛uŶ algoƌithŵe sĠƋueŶtiel. 
À l͛iŶǀeƌse, loƌsƋue l͛oŶ s͛iŶtĠƌesse à uŶ autoŵate Đellulaiƌe où l͛oŶ ƌetƌouǀe plus souǀeŶt 
des ĐoŶfiguƌatioŶs ideŶtiƋues, tel Ƌu͛uŶ ŵilieu eǆĐitaďle, les peƌfoƌŵaŶĐes soŶt ďieŶ 
ŵeilleuƌes. EŶ tƌaitaŶt uŶe itĠƌatioŶ à la fois, le teŵps d͛eǆĠĐutioŶ et la mémoire nécessaire 
pouƌ eǆĐiteƌ l͛eŶseŵďle des Đellules de l͛espaĐe sont ainsi linéaires au côté du cube. Et ceci, 
bien que le nombre de cellules totales du cube est égale au côté élevé au cube et que le 
Ŷoŵďƌe d͛itĠƌatioŶs ŶĠĐessaiƌes pouƌ eǆĐiteƌ l͛eŶseŵďle des Đellules vaut trois fois ce même 
côté du cube. Une itération dure ainsi approximativement aussi longtemps quel que soit la 
taille du cube étudié. Les résultats sont bien supérieurs loƌsƋue l͛oŶ s͛autoƌise à ƌĠaliseƌ 
plusieurs itérations à la fois (mais dans ce cas, le résultat intermédiaire ne peut plus être 
retrouvé). Avec cette approche, le teŵps d͛eǆĠĐutioŶ et la ŵĠŵoiƌe ŶĠĐessaiƌes soŶt 
liŶĠaiƌes au logaƌithŵe du ĐôtĠ du Đuďe. Il est aloƌs possiďle d͛eǆĐiteƌ toutes les Đellules d͛uŶ 
automate cellulaire de plus de 1027 cellules en moins de 1,2 secondes (le résultat final 
correspond à 109 itéƌatioŶsͿ. Les ďoŶs ƌĠsultats de l͛algoƌithŵe suƌ uŶ ŵilieu eǆĐitaďle 
s͛eǆpliƋuent parfaitement loƌsƋue l͛oŶ considère l͛algoƌithŵe du poiŶt de ǀue de l͛aĐtiǀitĠ 
(Muzy et Hill 2011). Nos tƌaǀauǆ ŵoŶtƌeŶt Ƌue l͛algoƌithŵe, ǀia son mécanisme de 
ŵĠŵoïzatioŶ, peut s͛appaƌeŶteƌ à uŶ algoƌithŵe se foĐalisaŶt suƌ l͛aĐtiǀitĠ du sǇstğŵe, celle-
ci étant l͛appaƌitioŶ de Ŷouǀelles ĐoŶfiguƌatioŶs daŶs le Đas de Hash-Life (Muzy, Varenne, et 
al. 2012). 
Lorsque l͛algoƌithŵe Hash-Life Ŷ͛est pas utilisaďle, Ƌue Đe soit pouƌ des ƌaisoŶs de teŵps 
d͛eǆĠĐutioŶ ou d͛iŵpossiďilitĠ daŶs le Đas d͛autoŵates cellulaires stochastiques, il est 
nécessaire de disposer d͛uŶ autƌe outil pouƌ améliorer le teŵps d͛eǆĠĐutioŶ de la simulation. 
Notƌe Đhoiǆ a ĠtĠ d͛iŵplĠŵeŶteƌ uŶ siŵulateuƌ d͛autoŵates Đellulaiƌes suƌ GPU (Caux, 
Siregar et Hill 2011). Pouƌ Đette paƌallĠlisatioŶ, l͛idĠe a été encore une fois d͛utiliseƌ uŶ 
thread sur le GPU pour chaque cellule de l͛espaĐe disĐƌĠtisĠ. ChaƋue thƌead se Đhaƌge doŶĐ 
de faiƌe Ġǀolueƌ uŶe Đellule de l͛autoŵate Đellulaiƌe. De plus, afiŶ de ƌĠduiƌe les Đoûts de la 
copie entre le GPU et le CPU, l͛algoƌithŵe iŵplĠŵeŶtĠ peƌŵet de ƌĠaliseƌ plusieuƌs 
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itérations successives avant que le résultat ne soit récupéré sur le CPU. Le problème de 
l͛iŵplĠŵeŶtatioŶ d͛uŶ siŵulateuƌ d͛autoŵates Đellulaiƌes eŶ tƌois diŵeŶsioŶs suƌ GPU est 
Ƌu͛il est ŶĠĐessaiƌe pouƌ ĐhaƋue Đellule de ĐoŶŶaitƌe la ǀaleuƌ de ĐhaĐuŶ de ses ǀoisiŶs, Ƌui 
peuvent être nombreux (26 avec un voisinage de Moore de degré un). Or les accès mémoire 
ont une grosse influence sur les performances des GPU. Ainsi même en mutualisant les accès 
des cellules proches dans une mémoire partagée, ceux-ci ont un coût important. 
Ces travaux ayant été réalisés en début de thèse, les résultats complets de cette 
parallélisation ont été effectués sur un Core 2 Xeon et un Nehalem Xeon ĠƋuipĠ d͛uŶe Đaƌte 
Tesla CϭϬϲϬ. La Đopie alleƌ et ƌetouƌ de l͛espaĐe disĐƌĠtisĠ aǀaŶt et apƌğs la siŵulatioŶ d͛uŶe 
ou plusieurs itérations possédant un coût fixe quel que soit le Ŷoŵďƌe d͛itĠƌatioŶs 
effeĐtuĠes, il est logiƋueŵeŶt plus ƌeŶtaďle d͛effeĐtueƌ plusieurs itérations sur le GPU avant 
de récupérer les données. Ainsi, pour un nombre de cellules donné, le gain croît avec le 
Ŷoŵďƌe d͛itĠƌatioŶs jusƋu͛à atteiŶdƌe uŶ palieƌ, Ƌui est atteiŶt d͛autaŶt plus ǀite Ƌue le 
nombre de cellules est grand (celui-ci appaƌait dğs ϭϬϬ itĠƌatioŶs daŶs le Đas d͛uŶ autoŵate 
de 503 Đellules loƌsƋu͛il Ŷ͛apparait Ƌu͛apƌğs ϮϬϬ itĠƌatioŶs daŶs le Đas d͛uŶ autoŵate de ϭϬ3 
cellules). Ce problème de coût de la copie entre le CPU et le GPU mis à part, le gain proposé 
par le GPU est de l͛oƌdƌe de ϲϬǆ par rapport au processeur Core 2 et 20x par rapport au 
processeur Nehalem. Ce gain est bien évidemment beaucoup plus faible que ce que permet 
l͛algoƌithŵe Hash-Life loƌsƋu͛il tƌaite d͛uŶ Đas faǀoƌaďle ŵais il peƌŵet, loƌsƋue le Đas Ŷ͛est 
pas faǀoƌaďle à l͛algoƌithŵe Hash-Life de disposeƌ d͛uŶ gaiŶ ĐoŶsĠƋueŶt. Paƌ ailleuƌs, 
l͛algoƌithŵe pƌoposĠ iĐi est tƌğs gĠŶĠƌiƋue. Si les tests ont été effectués avec une variante du 
« Jeu de la Vie » eŶ tƌois diŵeŶsioŶs, Đe Ŷ͛est pas l͛oďjeĐtif fiŶal. UŶe fois l͛autoŵate 
Đellulaiƌe auƋuel il deǀƌa ġtƌe appliƋuĠ paƌfaiteŵeŶt ĐoŶŶu, il seƌa possiďle d͛optiŵiseƌ le 
stoĐkage de l͛Ġtat de ĐhaƋue Đellule aiŶsi Ƌue l͛aĐĐğs au ǀoisiŶage afiŶ d͛aŵĠlioƌeƌ les 
performances. 
De façon plus tƌaŶsǀeƌse à l͛eŶseŵďle des travaux effectués, nous avons également cherché 
une solution permettant d͛eǆploiteƌ plus facilement la puissance de calcul des GPU pour les 
siŵulatioŶs stoĐhastiƋues. L͛idĠe ĠtaŶt iĐi d͛utiliseƌ la puissaŶĐe des GPU, ŶoŶ pas pouƌ 
réaliser plus rapidement uŶe siŵulatioŶ, ŵais pouƌ aĐĐĠlĠƌeƌ l͛eǆĠĐutioŶ des ƌĠpliĐatioŶs 
d͛uŶe siŵulatioŶ stoĐhastiƋue. Les ƌĠpliĐatioŶs d͛uŶe siŵulatioŶ stoĐhastiƋue pouǀaŶt 
parcourir des branches différentes du programme loƌs de leuƌs eǆĠĐutioŶs, l͛appƌoĐhe 
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purement SIMD utilisée généralement lors de la parallélisation sur GPU Ŷ͛est pas toujouƌs 
judicieuse. Nous avons donc proposé une nouvelle approche (Passerat, et al. 2011) basée sur 
l͛utilisatioŶ des warps plutôt que des threads. Un warp représente un groupe de threads 
(trente-deux à l͛heuƌe aĐtuelleͿ devant exécuter la même instruction et donc utiliser une 
approche SIMD pour réaliser des traitements identiques sur des données différentes. 
LoƌsƋue des thƌeads d͛uŶ ŵġŵe ǁaƌp doiǀeŶt effeĐtueƌ des instructions différentes, le GPU 
doit créer un nouveau warp pour chaque branche en désactivant tous les threads réalisant 
des instructions différentes. EŶ Ŷ͛utilisaŶt Ƌu͛uŶ thƌead paƌ ǁaƌp, le parcours de branches 
diffĠƌeŶtes Ŷ͛iŵpaĐte pas suƌ le teŵps d͛eǆĠĐutioŶ de la siŵulatioŶ.  
BieŶ eŶteŶdu, Đela Ŷ͛est possiďle Ƌu͛au pƌiǆ d͛uŶe utilisatioŶ paƌtielle de la puissaŶĐe du GPU 
car toute la composante SIMD du GPU est inutilisée (un seul des trente-deux thƌeads d͛uŶ 
warp traite des données). Nos résultats montrent que malgré cela, les performances 
fournies par un GPU sont supérieures à Đelles d͛uŶe iŵplĠŵeŶtatioŶ séquentielle sur CPU 
dès que le nombre de réplications est conséquent (entre 20 et 30 réplications minimum pour 
les modèles que nous avons essayés). LoƌsƋue l͛oŶ Đoŵpaƌe Ŷotƌe appƌoĐhe à uŶe 
parallélisation des réplications sur GPU réalisée de façon traditionnelle (en laissant à la 
charge du GPU de sĠpaƌeƌ les thƌeads d͛uŶ ŵġŵe ǁaƌp paƌĐouƌaŶt des ďƌaŶĐhes 
diffĠƌeŶtesͿ, les teŵps d͛eǆĠĐutioŶs soŶt ĠgaleŵeŶt plus faibles tant que le nombre de 
ƌĠpliĐatioŶs Ŷ͛est pas tƌop iŵpoƌtaŶt ;ŵoiŶs de ϳϬϬ ƌĠpliĐatioŶsͿ. Ces ƌĠsultats, ĐouplĠs à 
uŶe iŵplĠŵeŶtatioŶ peƌŵettaŶt de ŵasƋueƌ au ŵaǆiŵuŵ les dĠtails d͛iŵplĠŵeŶtatioŶ de 
notre approche, permettent de proposer une solution efficace pour réaliser les réplications 
de simulations stochastiques possédant un nombre important de branchements. 
 
Si des avancées significatives ont pu être réalisées lors de ces travaux, des limites sont 
encore présentes à une utilisation généralisée. Ainsi, si la parallélisation sur GPU du calcul de 
Đhaŵps daŶs la PGMS a peƌŵis de ƌĠduiƌe tƌğs sigŶifiĐatiǀeŵeŶt le teŵps d͛eǆĠĐutioŶ du 
calcul de champs, elle a également introduit une copie des données du GPU vers le CPU qui 
est devenue uŶe paƌt tƌğs iŵpoƌtaŶte du teŵps d͛eǆĠĐutioŶ de la PGMS. Or si des pistes 
existent pour réduire ce temps (nous reviendrons sur ce point dans les perspectives juste 
apƌğsͿ, Đes Đopies soŶt pouƌ le ŵoŵeŶt uŶ goulot d͛Ġtranglement important sur lequel nous 
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Ŷe disposoŶs pas d͛uŶe ŵaƌge de ŵaŶœuǀƌe tƌğs iŵpoƌtaŶte, la Đopie paƌ le ďus PCI de la 
carte mère étant obligatoire. 
De la même façon, si l͛algoƌithŵe Hash-Life eŶ tƌois diŵeŶsioŶs peut s͛aǀĠƌeƌ tƌğs 
performant lorsque le Đas d͛utilisatioŶ est adéquat, le mécanisme de mémoïzation peut 
également introduire des ralentissements si le taux de réapparition des configurations de 
cellules est trop faible. Étant donné le voisinage plus important de chaque cellule en trois 
dimensions, la réapparition des configurations est plus limitée avec l͛algoƌithŵe en trois 
dimensions que pour celui eŶ deuǆ diŵeŶsioŶs. L͛algoƌithŵe eŶ tƌois diŵeŶsioŶs est doŶĐ 
utilisaďle daŶs uŶ Ŷoŵďƌe plus ƌĠduit de Đas. Mais l͛aspeĐt le plus liŵitaŶt pouƌrait être que 
la solutioŶ pƌoposĠe à l͛heuƌe aĐtuelle Ŷe peƌŵet pas de siŵuleƌ les autoŵates 
stoĐhastiƋues. EŶ effet, si l͛Ġtat d͛uŶe ĐoŶfiguƌatioŶ apƌğs uŶe itĠƌatioŶ varie aléatoirement, 
il Ŷ͛est pas possiďle de le sauǀegaƌdeƌ et de le ƌĠutiliseƌ tel quel par la suite. 
La parallélisation au niveau des warps est intéressante mais possède également des limites 
importantes. La plus importante est que son utilisation ne garantit pas automatiquement un 
gaiŶ. Pouƌ Ƌue l͛utilisatioŶ de Ŷotƌe appƌoĐhe soit iŶtĠƌessante, il est nécessaire que le code 
paƌallĠlisĠ dispose d͛uŶ Ŷoŵďƌe iŵpoƌtaŶt de ďƌaŶĐheŵeŶts et que le nombre de 
réplications soit dans une fourchette donnée ; fouƌĐhette Ƌu͛il est tƌğs diffiĐile de pƌĠdiƌe à 
priori pour une simulation donnée. Par ailleuƌs, l͛appaƌitioŶ des Ŷouǀelles aƌĐhiteĐtuƌes GPU, 
qui semblent augmenter davantage la puissance de calcul parallèle pur (SIMD), pourrait 
rendre notre approche moins pertinente. 
 
Pour autant, toutes les perspectives de parallélisation du calcul de champs Ŷ͛oŶt pas pu être 
explorées. L͛iŵpoƌtaŶĐe des teŵps de Đopie eŶtƌe le GPU et le CPU laisse supposeƌ Ƌue les 
copies pourraient être réalisées de manière asynchrone de façon à réaliser en parallèle la 
Đopie du ƌĠsultat du ĐalĐul d͛uŶ Đhaŵp peŶdaŶt Ƌue le Đalcul du champ suivant est effectué. 
Cette solution a pour le moment été laissée de côté car elle nécessiterait une modification 
plus eŶ pƌofoŶdeuƌ du Đode de la PGMS Ƌue la paƌallĠlisatioŶ siŵple d͛uŶe foŶĐtioŶ ;le ĐalĐul 
sur GPU se fait pour le moment simplement en appelant la fonction 
computeSemaphorinField_gpu en lieu et place de la fonction originale 
computeSemaphorinField_cpu) et impacterait beaucoup plus largement l͛aƌĐhiteĐtuƌe 
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de l͛appliĐatioŶ. UŶe autƌe piste pouƌƌait ġtƌe l͛utilisatioŶ de plusieuƌs GPU pour réaliser les 
calculs. Le code du calcul de chaque champ étant parfaitement indépendant, il serait ainsi 
assez siŵple d͛eŶǀisageƌ l͛utilisatioŶ de plusieuƌs Đaƌtes GPU. Le teŵps gloďal d͛eǆĠĐutioŶ 
des kernels pourrait ainsi être diminué mais il serait également possible de réaliser les copies 
retour en parallèle sur des ports PCI Express différents. À ce sujet, le support par les 
nouvelles cartes graphiques de la norme PCI Express 3 pourrait avoir un effet important sur 
le teŵps d͛eǆĠĐutioŶ sans nĠĐessiteƌ la ŵoiŶdƌe ŵodifiĐatioŶ du Đode de l͛appliĐatioŶ. Enfin, 
le développement par NVIDIA de cartes toujours plus puissantes (architecture Kepler puis 
MaxwellͿ peƌŵet d͛eŶǀisageƌ uŶe diŵiŶutioŶ du teŵps de ĐalĐul eŶ faisaŶt siŵpleŵeŶt 
évoluer le matériel. 
UŶ autƌe aspeĐt iŵpoƌtaŶt, Ƌui peƌŵettƌait de gagŶeƌ eŶĐoƌe eŶ teŵps d͛eǆĠĐutioŶ, est bien 
entendu l͛utilisatioŶ des ŵultiples Đœuƌs pƌoposĠs paƌ les ŵiĐƌopƌoĐesseuƌs aĐtuels. EŶ 
effet, si le choix a été fait de se concentrer sur la parallélisation sur GPU pour les calculs de 
Đhaŵps, Đ͛est dû au fait Ƌu͛il ƌepƌĠseŶtait pƌğs de ϵϱ% du teŵps de ĐalĐul. UŶe 
parallélisation minutieuse sur GPU a ainsi permis de diminuer de manière très importante le 
teŵps d͛eǆĠĐutioŶ. Cette paƌallĠlisatioŶ effeĐtuĠe, aucun pƌoĐessus aussi iŵpoƌtaŶt Ŷ͛est 
présent. Une parallélisation, plus grossière, sur CPU, d͛autƌes paƌties de l͛appliĐatioŶ 
permettrait de diŵiŶueƌ eŶĐoƌe le teŵps d͛eǆĠĐutioŶ. MalheuƌeuseŵeŶt, la pƌise eŶ ŵaiŶ 
du Đode de la PGMS Ŷ͛a pu se faiƌe Ƌue taƌdiǀeŵeŶt et Đes tƌaǀauǆ Ŷ͛oŶt pas pu ġtƌe ŵeŶĠs 
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Annexe 1 : Graphiques des temps d’exécution du calcul du champ 
électrique. 
 
Figure 0-1 : Temps d'exécution du calcul du champ électrique sur GPU du nombre de particules 
(cube de 51 cellules de côté, 20 itérations). 
 
 
Figure 0-2 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul du Đhaŵp électrique réalisée grâce à la 















































Figure 0-3 : CompaƌaisoŶ du teŵps d’exécution du calcul de champ électrique en fonction du 
nombre de cellules présentes sur CPU et sur GPU (200 particules, 20 itérations). 
 
 
Figure 0-4 : Teŵps d’exécution du calcul de champ électrique en fonction du nombre de cellules 

























































Figure 0-5 : AĐĐĠlĠƌatioŶ du teŵps d’eǆĠĐutioŶ du ĐalĐul du Đhaŵp électrique réalisée grâce à la 
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