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and Mukherjee also employed the optimality conditions of [10] to construct two dual problems and derived duality theorems for (convex) differentiable fractional minimax programming. Recently, Chandra and Kumar [4] pointed out certain omissions and inconsistencies in the formulation of Yadav and Mukherjee [13] , and they constructed two modified dual problems and proved duality theorems for (convex) differentiable fractional minimax programming. To relax convexity assumptions imposed on theorems on sufficient optimality conditions and duality, various generalized convexity notations have been proposed. Bector and Bhatia [1] and Weir [17] relaxed the convexity assumptions in the sufficient optimality of [10] and also employed the optimality conditions to construct several dual problems which involve pseudoconvex and quasiconvex functions, and they also derived weak and strong duality theorems. In [14] , Zalmai used a certain infinitedimensional version of Gordan's theorems of the alternative to derive first-and secondorder necessary optimality conditions for a class of minimax programming problems in a Banach space, and he established several sufficient criteria and duality formulations under generalized invexity assumptions. In [7] , Liu et al. relaxed the convexity assumptions in the sufficient optimality of [4] and employed the optimality conditions to construct one parametric and two parametric-free dual models. They also established weak duality, strong duality, and strict converse duality theorems for a class of generalized minimax fractional programmings involving pseudoconvex and quasiconvex functions. Liu and Wu in [8] and [9] derived recently the sufficient optimality conditions and duality theorems for the generalized conditions and duality theorems for the generalized minimax fractional programming in the framework of (F, ρ)-convex functions and invex functions. Recently, Liang et al. [15] and [16] introduced a unified formulation of generalized convexity, which was called (F, α, ρ, d)-convex and obtained some corresponding optimality conditions and duality results for the single objective fractional problems and multiobjective problems. In this paper, motivated by Chandra and Kumar [4] and Liu et al. [8] and [9] , we also established the sufficient conditions for the minimax fractional programming problem with (F, α, ρ, d)-convexity. When the sufficient conditions are utilized, two dual problems may be formulated and duality results are presented. In view of the generalized convexity, we extend the results of [8] and [9] . This paper is organized as follows. Some definitions and notations are given in Section 2. In Section 3, we establish the sufficient conditions for generalized fractional programming involving (F, α, ρ, d)-convex functions. When the sufficient conditions are utilized, two dual problems may be formulated and duality results are presented in Section 4.
Notations and preliminary results
and
The concept of the sublinear functional was given in Preta [18] . By (2), it is clear that F (x, x 0 ; 0) = 0.
Based upon the concept of the sublinear functional, Liang et al. [15] introduced the unified formulation about generalized convexity as follow:
∀x ∈ X, the following condition holds:
The function f is said to be
From Definition 2.2, there are the following special cases:
is the invexity in [20] .
We now consider the following generalized fractional minimax problem,
where Y is a compact subset of
where X is the set of feasible solutions of problem (P), in other words, X = {x ∈ R n : g(x) 0}. For each x ∈ X, we define Chandra and Kumar [4] derived the following necessary conditions for optimality of (P):
Theorem 2.1 (Necessary condition [4] ). Let x * be a (P)-optimal solution and ∇ x g i (x * 0 ), j ∈ J (x * ), be linearly independent. Then there exist (s * , t * , y) ∈ K, v * ∈ R, and µ * ∈ R p + such that
Sufficient conditions
In this section, we derive sufficient conditions for optimality of (P) under the assumption of (F, α, ρ, d)-convexity.
Theorem 3.1 (Sufficient conditions). Assume that (x
then x * is an optimal solution of (P).
Proof.
Suppose that x * is not an optimal solution of (P). Then there exists a (P)-feasible point x, such that
Thus, we have
By (6), (8) and (10), we obtain
By (12), multiplying the above s * inequalities with t * i , respectively, and adding them together. By the sublinerity of F , we have
By (13), similarly, we have
Adding (14) and (15), by the sublinerity of Y
By (11), we know that
Since α(x; x * ) > 0, by the sublinearity of F , we have
On the other hand, for j = 1, 2, . . ., p, by the (F, β j , ζ j , c j )-convexity of g j , we have
By µ * j 0, β j (x, x * ) > 0 and the sublinearity of F , we have
Since the feasibility of x, β j (x, x * ) > 0 and (7) imply that
We obtain
From (5), (17) and (18), we have
We have a contradiction. Hence the proof is completed. ✷
Proof. Under the assumptions of this corollary, we know that the inequality (by (9)) holds. Therefore, x * is an optimal solution of (P). ✷
Duality theorems
In this section we build weak, strong, and strict converse duality for (P). Now we state two dual models as follows.
(DI) max
where
If for a triplet (s, t, y) ∈ K the set H 1 (s, t, y) is empty, then we define the supremum over it to be −∞.
Theorem 4.1 (Weak duality). Let x and (z, µ, v, s, t, y) be (P)-feasible and (DI)-feasible, respectively, and assume that f (· , y i ) (
i = 1, 2, . . ., s) is (F, α, ρ i , d i )-convex at z, −h(· , y i ) (i = 1, 2, .
. ., s) is (F, α, ρ i , d i )-convex at z and g j (x) (j = 1, 2, . . . , p) is (F, β j , ζ j , c j )-convex at z, and the inequality
Therefore, we obtain the relation
from which it follows that
with at least one strict inequality since t = 0. From (20) and (23), we obtain
f (z, y i ) − vh(z, y i ) .
Similar to the proof of Theorem 3.1, we have
Utilizing both the feasibility of x for (P) and (21), we have
From (25), we obtain
Hence, we get from (19) , (24) and (26)
Corollary 4.1. Let x and (z, µ, v, s, t, y) be (P)-feasible and (DI)-feasible, respectively, and assume that f (· , y i ) (i = 1, 2, . . ., s) is strong (F, α, ρ i , d i )-convex (or (F, α)-
Proof. Under the assumptions of this corollary, we know that the inequality (22) Let x and (z, µ, v, s, t, y) be optimal solutions of (P) and (DI), respectively, and assume that f (· , y i ) (i = 1, 2, . . ., s) is (F, α, ρ 
. ., p) is (F, β j , ζ j , c j )-convex at z, and the inequality
p j =1 µ j ζ j c 2 j (x, z) β j (x, z) + s i=1 t i ρ i d 2 i (x, z) α(x, z) + s i=1 vt i ρ i d 2 i (x, z) α(x, z) > 0 (27)
holds, and ∇ x g j (x), j ∈ J (x), is linearly independent. Then x = z, that is, z is a (P)-optimal solution and sup y∈Y f (x,y)
h(x,y) = v.
Proof. We shall assume that x = z and reach a contradiction. From the conditions, similar to the proof of Theorem 3.1, we have
Adding the two inequalities above, we have
By Theorem 4.2, we know that
Similar to the proof of Theorem 4.1, we have
By both the feasibility of x and (21), we have
We know that
By (19), (27) and (29), we have
By (20) and (28), we have
Therefore, there exists a certain i 0 , such that
Finally, we have a contradiction, and the proof is completed. ✷
In order to discuss another dual model for (P), we first state another version of Theorem 2.1. This is done by replacing the parameter v * with f (x * ,y i ) h(x * ,y i ) and by rewriting the multiplier functions associated with the inequality constraints. The result of Theorem 2.1 can be stated as follows.
Theorem 4.4. If x * is an optimal solution of the problem (P) and ∇ x g j (x * ), j ∈ J (x * ), is linearly independent, then there exist (s * , t * , y) ∈ K and µ * ∈ R p + such that
Now we introduce a dual (II) to the minimax problem (P).
(DII) max
y i ∈ Y (z), i = 1, 2, . . ., s, and
If the set H 2 (s, t, y) is empty, then we define the supremum over it to be −∞.
Theorem 4.5 (Weak duality). Let x and (z, µ, s, t, y) be (P)-feasible and (DII)-feasible, respectively, and assume that f (· , y i ) (
holds. Then
Since y i ∈ Y (z) for all i = 1, 2, . . ., s, we have
We have
From the inequalities above, we have
Since
From the two inequalities above and sublinearity of F , we obtain
.
From the equality above, α(x, z) > 0 and (34), we have
On the other hand,
By µ j 0, β(x, z) > 0, the sublinearity of F , we obtain
By the feasibility of x, β(x, z) > 0 and (31), we have
Hence, by (30) and (33), we have We have a contradiction and the proof is completed. ✷ Similarly, we have the corresponding corollary as follows. feasible points (z, µ, s, t, y) , then the two problems (P) and (DII) have the same extreme values. Let x and (z, µ, s, t, y) be optimal solutions of (P) and (DII), respectively, and assume that f (· , y i ) (i = 1, 2, . . ., s) is (F, α, ρ i , d i ) 
Corollary 4.2 (Weak duality

Theorem 4.7 (Strict converse duality).
