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Abstract 
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Chernoff and Lehmann (Ann. Math. Stat., 1954) have shown that the chi-square 
goodness-of-fit statistic is asymptotically distributed as X2 + \ Z2 + ••• + 
r-s-1 1 r-s 
\ Z2 1 when the r classes are predetermined and the s unknown parameters are esti-s r-
mated by maximum likelihood from the ungrouped data. The Zi are NIID(O,l) inde-
pendent of X~-s-l and the ~j' 0 < \j < 1, depend on the s unknown parameters in 
F(x; e). Subsequent papers have shown that this same result applies in the more 
realistic and useful case where only the number of classes r and their probability 
A 
content with respect to F(x;e) are predetermined. In either case the joint con-
ditional distribution of the class frequencies v = (v1 , •••, vr_1), conditioned on 
e, is asymptotically nonsingular multinormal and the quadratic form Q l(v;e,e) of 
r-
this conditional distribution is therefore asymptotically distributed as X2 1. r-
If F(x; 9) belongs to the Koopman-Pitman family then this quadratic form does 
A 
not depend on 9; in other cases the substitution of e for e still gives 
Qr_1(v;e,e) ~ x~_1 • structurally, this statistic takes the form Qr_1(v;e,e) = 
X2 + Q-1!•( v· e e) where Q* is a function of the estimated information matrix and 
s ' ' s 
A A ;/_ Q*(v;e,e)- (l- ~1)z2 + ••• + (1- A )z2 1• s r-s s r-
Corresponding results are obtained when maximum likelihood estimators are replaced 
by other asymptotically normal consistent estimators. 
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September, 1971 
When the class boundaries used in constructing a chi-square goodness-of-fit 
statistic are predetermined and the unknown parameters are estimated by maximum 
likelihood from the ungrouped data, the resulting statistic does not have a limiting 
X2 -distribution but instead is asymptotically distributed as a linear function of 
chi-square variables. The same result applies in the more realistic and useful 
case where only the number of' classes and their probability content are predetermined. 
It is shown here that in both of the above cases the quadratic form of the asymptotic 
multinormal conditional distribution of the class frequencies given the parameter 
estimates can be used to test the goodness-of-fit• This statistic does have a 
limiting X2 -distributiori and the degrees of freedom are o'nly one less than the 
number of classes after grouping, regardless of the number of parameters estimated. 
1. Introduction 
The classical procedure for testing whether a sample x1 , x is obtained n 
from a speG~fied univariate parametric fa;m:i:ly f'(x; e), such as Poisson or Normal, 
·. )• 
employs a.statistic measuring goodness-of-'fit between the observed {v.) and ex-
1 
pected (np.) numbers of observations falling in the r predetermined classes. If 
]. 
f{x; 8) involves unknown parameters e = ( 81, .. ~ 
-, ' 
e ) these can be estimated as 
s 
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functions of v. using the maximum likelihood method or minimumX2 -procedure to 
~ 
obtain estimates pi =pi (vi, • ··, vr) of class probabilities pi (i = 1, · • ·, r). 
Under certain regularity conditions (cf. Cramer (l946)) the goodness-of-fit 
statistic 
I'V 
R = (1.1) 
is then asymptot7?a.lly distributed as X2 with r-s-1 degrees of freedom (X~-s-l' 
briefly). However, if the original observations x1, • • •, xn are available and if 
the class frequencies v1, ••• v are not a statistically sufficient reduction 
' r-1 
of x1, · • ·, x , then more efficient estimators of p. are a.vailable, such as maximum n . ~ 
,:., "' 
likelihood estimators pi = pi (e) obtained by maximizing the likelihood of x1, • · ·, xn 
with respect to e. Chernoff and Lehmann (1954) have shown that the statistic thus 
constructed 
(1. 2) 
is asymptotically distributed as a linear function of chi-square variables, 
;;{ 
:x2 ... yf + '· • + Y~-s-l + 'A 1Y~-s + • • • + 'Asy~_ 1, where y i are independent standard 
normal variables and the 'A's, constrained by 0 s: 'Ai < 1, may depend on the s un-
known parameters 91, e . s 
Chernoff and Lehmann (1954) considered only the case where the class boundaries 
are predetermined, Subsequently, A .. R. Roy (1956) and Watson (1957,·1958) inde-
pendently showed that this same result applies· in the more realistic and useful 
"" case where only the number of classes, r, and the p. are predetermined; the class 
~ 
A 
boundaries are then functions of e. Watson (1958) concludes that if the parameters 
involved are those of location and scale, the asymptotic distribution of (1. 2) is e 
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independent of parameters. Moore (1971) shm-1s that this asymptotic distribution is 
dependent on the functional form of f(x; e) and he tabulates the percentile points 
of the asymptotic distribution of (1. 2) when f(x; 9) is the normal distribution with 
unknown mean and variance. 
The'main result of-this paper is to show that, in the case of predetermined 
class boundaries and also in the case where class boundaries are functions of 
estimates of 91 there exists a goodness-of-fit statistic which is asymptotically 
.distributed as X2 1. This is accomplished by considering the conditional distri-r-
A 
···, V.r-l w~ich 1 conditioned one, is asymp-bution of the class frequencies v1, 
. ' 
"' totically nonsingular multinormal. The quadratic form Q 1(v;9) of this asymptotic r-
conditional distribution is then asymptotically distributed as X2 1 . If f(x;e) r-
belongs to the exponential family then this quadratic form does not depend on 8; 
in other cases the substitution of e for e still gives Q 1( v; e' e) ~ X2 1. 
r- r-
Structurally, this statistic takes the form 
Q (v·e) = x2 + Y2 
r-1 ' (1. 3) 
where X2 is the same as (1. 2) and Y2 is a function of the estimated information 
"' "' matrices J and J (cf. CherJ;~.off and Lehmann (1954)) and is asymptotically distributed 
as (1 - A. )y2 + • • • + (1 - \ )y2 • Corresponding results are obtained when the 1 r-s s r-1 
maximum likelihood estimators are replaced by other asymptotically normal and 
consistent estimators. 
2. Examples 
We consider two examples of tests of goodness-of-fit, (i) a binomial with 
three classes where the first two are grouped.and (ii) a. normal distribution with 
unknown mean and known variance with two class intervals determined by the sample 
mean. 
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Binomial: 
Let v = (v0, v1, v2 ), v0 + v1 + v2 = n, denote the frequency distribution in 
a sample from some probability distribution p' = (p0, p1 , p2 ) on the integers 0, 1, 
and 2; and consider the problem of testing goodness-of-fit to the binomial family 
Q:$;9Sl. 
The conventional approach gives 
9 = (2.1) 
which is asymptotically X~. Suppose, however, that one of the observed class 
frequencies is extremely small, say v0 = 0; convention would then dictate that the 
0 and 1 classes be combined to give 
( . · A A )2 ( A )2 
\ v 0 + v 1 - np 0 ( a ) - np 1 (e) v 2 - np 2( e ) 
x2 = + ---~~-- = 
g npo(e) + npl(e) np2(a) 
" (v2 - na2)2 
ne2(1 -e2 ) (2.2) 
The loss of one degree of freedom due to the grouping now creates an impasse which 
is clarified but not overcome by the results of Chernoff and Lehmann (1954); X2 g 
nominally has zero degrees of freedom but converges in law to some fraction A.(e) of 
a chi-square variable on one degree of freedom. 
This particular impasse was resolved by H. Levene (1949) who noted that for a 
A 
fixed value of the sufficient statistic e the conditional di'stribution of any of 
the three class frequencies, say v2, is asymptotically normal. 
s-2v 
2 2 n! 
This distribution 
' 
where s = v1 + 2v2, is thus approximated by a normal distribution with moments 
The test statistic 
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"' "' 
E(v2 la) = nS2 - ne(l - e) = ne2 + o (1) 
2n - 1 p 
Va.r(v2· 18') = nBE(l - e)2 = + 0 (1) • p .. 
(2.3) 
is then approximately X~. Exact critical values of this particular test statistic 
have been tabulated by C. Vithayasai (1971) and compared with nominal critical 
values, showing that chi-square approximation is usable even in small samples with 
"' extreme values of e. Note that this approach of Levene (1949) circumvents the 
distasteful matter of grouping to eliminate small class frequencies. 
Asymptotic normality of the conditional distribution of v2 loosely follows 
e from the multinomiality of Vj since the joint distribution of Vl and v2 is asymp-
totically bivariate normal then so also is the joint density of v2 and S. The 
quadratic form of the resulting conditional normal distribution of v2, 
= 
[v2- n92 - e(s- 2n8)]2 
ne2 (1 - 9)2 
where s is the value assumed by S in the sample, depends on e. But 
"' ~·. "" 
and hence all three statistics Q1 (v;e,e), Q1(v1;e}, and Q1(v;e,e) are asymptotically 
identically distributed as X~: This resolution of the impasse is summarized in the 
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relation 
or 
Q1(v;e,a? =X~+ (1: X(e))Q1(v;e,e). 
We have thus added to X~~ x xf, a statistic.Y2 -= (1- X(e))Q1 (\I;S,e) ~ (1- A.)X~ 
Normal distribution: 
H : x1, • • • , x are n independent observations from a Norma.l distribution with o n 
unknown mean ~ and known variance 1. 
Let x denote the sample mean, let the class intervals be (-~,x) and (i,~), and 
let v1 be the number of observations less than i. The conditional density of x1 
given x is 
1 -(J.C1.:.x)2/2(1-l/n) · 
fn{x1 lx) = ----- e 
l2rr(1 - 1/n) 
(2.4) 
Let P1 = P~x1 < xlx) and P11 = P(x1 < x, x2 < xlx). For a fixed x the conditional 
distribution of vl can be approximated for large n by normal distribution with 
E(v1 lx} = nP1 and Var(v1 lx) = n(P1 - P11} + n2 (P11 - P~}. The quadratic form 
(2.5) 
is asymptotically distributed as X~. To compute (2.5) we need only to evaluate the 
. 1 
conditional mean and variance of v1 correct up to terms Op(n). For this :purpose we 
ca.n approximate (2.4} using Taylor's expansion for factors involving terms 
and ignoring terms o (~). The first approximation of (2.4) yields 
. pn . 
. . 1 1 ( {xl - x)2 1 ) 
f (x11x) = --- (1 + --) exp - · (1 + -) • n /2fT 2n 2 n 
(1 - 1/n) 
(2.6) 
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( (xl - :X)<:!). Let f = f(x ;x) = ..l:... exp - ----
1 ./2IT 2 
; ( .. }'• l 
mating (2.6) again, ignoring termS'op(n), 
Approxi-
Using (2.7) we obtain, correct up to terms 0(~), ~(v!x) = n/2, Var(v!x) = n(~- ~). 
Then (2.5) becomes 
· i 2 2 ( n) 2/n , Wr~t ng X = l - n and X = v1 - 2 .4 , we have 
3. General Case 
In this section, we consider two cases---(1) predetermined class intervals 
and (ii) variable class intervals. Throughout the discussion the subscripts i and 
h will assume values 1, ···, r, while j and k assume the values 1, ···, s. 
3.1 Predetermined Class Boundaries 
Use of Maximum Likelihood·Estimates 
Let X= (x1, ···, xn) ben independent observations with common density f(x;~). 
Let N( a) denote a neighborhood o:f the true but unkl:l.own 9:. We assume that :f satisfies 
(a) :for almost all x, the derivatives 
exist :for every ~ in the closure o:f N(e). 
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(b) .if 1l€N(9) 
'_£!_' <F(x), o11j 
where F(x) is finitely integrable and E(H(x)) < M, where M is independent 
of 'fl. 
( ) ~ ( ) (E(~log f ~log f)) is c if •1eN 9 , the matrix finite and positive definite. 
o1lj a\ 
. ·, -- . . \ 
Let the likelihood function be given by 
n ... 
L(x;n) :k n f(xa;il).· 
a=l 
From the above conditions it follows ·that ··for 1l€N'(e) 
~log L(X,11) =~log L(X;e) + A(e- il) + ~(il- e)'B(11- e) + 11ll 3 oP(l) 
where A is the vector whose jth component is 
1 ~ olog f(xa;e) 
A - L . j - i1 oe. 
a=l J 
and B is the matrix whose (j,k)th term is 
I:f the true value of the parameter is given by 11 = e, then the 
bution of In A is normal with mean 9 and covariance matrix J = 
asymptotic distri-
(E(olog f clog f)) 
oej aek 
where J is the positive definite information.matrix and B ~ -J in probability. 
Further we assume that the sample space is divided into r mutuelly exclusive 
and exhaustive subsets and suppose that the probability of obtaining a result 
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• • • 9 ) , 
s 
{s < r). The p. ('Tl) "" 
~ 
, 'Tl ) satisfy the conditions on pages 426-427 of Cramer (1946)--namely, 
s 
r 
(i) I pi <11> :; 1 
i=l 
(iii) every pi has continuous derivatives 
oPi o~i 
-, 
o'llj o1l.,o\ 
{iv) Op.) the matrix (--2:. 1 = 1 ·• • • r· ·j = 1 • • • s is of rank s o'll. ' . ' , ' ' ' . 
J 
Let vi denote the number of ~'s belonging to the ith group which occur in a 
r 
sequence of n repetitions of the exJ;ie!'iment so that 2: v. = n. 
i=l ~ 
Let z = (g1(xa), ···, gr(xa)) w~:re g1 (xa) = 1 if the atn observation falls 
in the ith cell and 0 otherwise. Applying the Central limit theorem to the vector 
(g (x ) · ....... g (x: .) olog f • • • clog f). 
. ·1 a ' . ' r-1 a ' ae , ' oe 
1 s 
(3.1.1) 
we see that the joint density of 
is asymptotically normal with mean vector 
' Pr-1' o, , o) 
and the covarurnce matrix 
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= 
J ~f(x_; e) dx = O!>i 
. 1 ae. ~e. {x: g. (x)=l J J 
J. 
( ~. ~n A)= E(alog f(x;e) clog f(x;9)) • Cov\" n .Aj, "o _k 
aej : a\ 
Now the asymptotic conditional distribution of ("1, 
:rn 
• • •, "r-l) given lii(.A1, rn 
is multivariate normal witb mean vector 
and the covariance matrix 
The quadratic form of this asymptotic conditional distribution 
( ) 1( -1 ) -1( -1 ) Qr-1 v; e = ii " - np - ni.d'22A 'V v - np - ni.l2'£22A 
is asymptotically distributed as X2 1• r-
(3.1.2) 
(3.1.4) 
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For each fixed i ( i = l, , r-1) the 1th component of (3.1.2) is 
-· 
"k ~pi (v np - n "' bJ A. -) i - 1 ~ -k ae. j,k J 
(3.1.5) 
( jk) -1 -1 -!._. ( ) where b = r.22• The covariance matrix of nt1'ff22A is nt1~22"21 = n cih • 
'~ ~f . . 
Since E( olog f }--;; 0, by' ':K:hintchine Is theorem Aj ... 0 in probability for each j. 
ae. 
J ( · jk ~i WD.)' . 4cii ( jk ®i Furth~r, we have P In l: b -\ --:-1 ;;;;: 2 - < -. -. and P lvi - npi - n l: b -\ -·-1 J,k ~aJ y2 J,k aaj 
The probability that we have In E bjk~ apil ;;;:Yin for at least 
J. k. aa. 2 
4Ec .. ' J 
one value of i is less 
4Ecii 
than--~-~ and conversely '1-lith a probability greater than 
y2 
1 - _...._ we have 
y2 
In "' bjkA 'Opil .# y/D. f . ~ -1t """ or all ~. 
J,k aej 2 
4Ev .. 
Similarly with a probability greater than 1 -~ we have 
y2 
lv. - np. - n E bjk\: Opil < y.fD. for all i. 
~ ~ J,k aeJ 2 
4(Ev .. + Ec1 .) 
(3.1.6) 
(I ) i ~~ i ~ Therefore P vi - npi J < y/n, for all 1 ;;;;: 1 - ... 1 as n ... 03 • We 
'Y2 
assume that (3.1.6) holds and V. satisfy (3.1.7). 
~ 
As in Cramer (1946) we denote 
'Y to be a function of n such that y ... m with n, while y2j/n -> 0. We may take 
'Y = nq, 0 < q .<. !. Therefore all t:P,e .re.s~lts obtained under these assumptions 
.t · · · · · · . 4tv. . . . 4~ct i 
will be true with a probability equal to min(l - i ~~, 1- ----)which tends to 
y2 y2 
1 as n .... 00 • 
Theorem 1: 
• 1'':-
Q ·1(v;e) of (3.1.4) can be expressed as the sum of two quadratic r-
forms, one of which is positive definite and the other non-negative definite; and 
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Q 1( v;e Y is asymptotic'~lly distributed as r-
r-1 
I "-1~ + 
i=r-s 
r-1 
\' (1 - ).. )y~ ~ 1 1 
i=r-s 
. . . y r-l ar.e independent standard normal variables . 
Proof: Let V-1 = (Ell- El2E;~21)-l = E~~ +[(Ell- El2E~~21)-l .. E~~J. Con-
sider E11 - (E11 - z12E~~21) = E~;~21 which is non-negative definite symmetric 
matrix because it is the COVB:riance mat.rix ~f .fn .E12z;~A. Therefore, 
(E11 - z12E;~21)"" 1 - E~i is. non-m~gatJ:ve definite matrix. The characteristic 
( -~ )-1 -1 I -L l roots of z11 - E12E27"21 - E11 are the same as the roots of. E12r.22L21 - ).E11 
= 0 and are all:;;:: 0. Since rank (E12E~~21) = s, only s of the ).'s are not equal 
to zero. Further, the roots of !E~i(z11 - z1~;~21 ) - ~~ = 0 are the same as 
the roots of !(r- ziir.12z;~z21)- ~II= o. Since E11·- z12E~~21 is positive 
definite ~1. > 0 and from the above discussion ~· = 1 - >.. > 0 which implies l. 1 ' 
0 =:;; /... < 1. 
1 
(' -1 ) If we define Y = P v - np - nr.1i'22A , where P'P = V, then Y is distributed 
as a multi variate normal with mean vector 0 and covariance matrix I. Therefore 
~-1(v;e) is distributed as 
r-1 r-1 r-1 
2 + y2 + I )...y~ + I (1 ~ ;.i)~ I yf y'l + = r-s-1 ' 1 1 
i=r-s i=r-s i=l 
where yi are standard normal variables. :£ Hence, Q 1(v;e) ~ X2 1 • r- r-
Since (3.1.2) is a continuous real valued function in (e1 , • • •, es) and since 
'!· 1"(1·{':._ ,; . . . . . A. '. ·.· .. ~ "' . 
the maximum likelihood estimate en=. (el, ···, es) of e tends toe in probability 
.. ... ~1' :, ;·: ·. - A 
'(noting that A becomes a zero vector when we substitute 9 for e), we observe that 
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In p(e) tends in probability to In p +In E1~;~A. Further the elements of all the 
matrices that occur in Q 1(v;e) are real continuous functions in e. Therefore r-
( . /'.) lc· "'), "'-lc· ) Q 1 v; ~ = - v ;,. np V v - np r- n '"'!:.;". 
..... _ 
tends, in probability, to Qr_1(v;_e). Since. convergence in probability implies con-
vergence in distribution, Qr-1 ( v; e)_-- x~-r 
The computational form of Q 1(v;S) is given by r-
Theorem 2: 
...... Q (v·e); X2 + Y2 where X2 
r-1 ' 
1 ( (v.- np.) 
Y2 ; - E E 1 1 
n j ,k i · p. 
l. 
A )2 r {v. - npi 
= r: - 1---- and 
i=l ...... npi 
~jk , where 
~ -1 ~ :::: "e for 0 l.·n J -- ("' _1 op'l.··· opi) J) , J and J are obtained by subst~tuting ~ ~ 
Pi oej aek 
Proof: 
definition. 
Remark 1: If the distribution under consideration belongs to Koopman-Darmois 
family then the dimension of the sufficient statistic is the same as the dimension 
of 9; and the solution of the maximum likelihood equations will "be a ·function of 
the sufficient statistic. In this case we can employ the sufficient statistic as 
conditioning variables. 
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Remark 2: T.he foregoing development applies wel~ to tests of· goodness-of-fit of 
continuous distributions and discrete distribution:s··that ha.ve support on a countably 
infinite set of points on the real line. The case of discrete distributions, in-
., ' 
volving s unknown parameters, tha.t have support on fiilite number, r, of points on 
the real line needs to be-considered specially. For, consider a goodness-of-fit 
test of a. discrete distribution involving two parameters and four classes with the 
last two classes being grouped. The develop~nt in Chernoff and Lehmann (1954) 
.. 
indicates that the statistic X2 of (1.2) will be distributed as ~1y~ + X2y~, 
0 < >..i < 1, i = 1, 2, where_ y1 and y2 are i~d~pendent ~tandard normal variates. 
However, the degrees of freedom of the X2 -statistic cannot exceed 1 in this case 
and this is true for Q a~o. ·The following corollary explains what happens in 
these cases. 
Let us assume that the r - 1-. +.;·,~, , r class~s are grouped. 
Corollary 1: The maximum number of degrees of freedom for the Q statistic ~s r-s-1 
and this is achieved when t is equal to s + 1. 
To prove this it is sufficient to examine the roots of IJ' -- j.LJI =. 0 and show 
that if 1- < s + 1 then exactly i, - 1 of the ).. 's are non- zero and s - 1- + 1 of the 
>..'s are zero. If the last t classes are grouped then the (j,k) term of (J- J) is 
/"'J " (J - J) .k 
' J 
(all the summations extend from r - t + 1 to r) 
Then (J - ·J) = c•pc·where 
( Opi) ( Opi) ~ oej ~ a~ .. 
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1 opr-.Hl 1 opr-.t+2 1 @r-.t+l 1 apr-.t+2 
Pr-.t+l oe1 pr-.t+2 oe1 pr-.t+l ae pr-.t+2 oe s s 
1 opr-.t+l 1 apr-.t+3 1 Opr-.t+l 1 opr-.t+3 
c = Pr-i+l ae1 Pr-.t+3 ae1 Pr- . e+l o9s Pr-.t+3 09 s 
. . . 
. . . 1 
--·· 
is a .t(.t-l) X s matrix of which only the first (.t-1) rows are independent and the 
2 . . . 
remaining rows are linear combinations of the first (.t-1) rows. 
"""' A 
so the rank of (J - J) is .t-1, if .t < s + 1, and equal to s if .t ~ s + 1. Hence 
the determinantal equation IJ'- J.LJI = 0 has exactly s - t + 1 of J.L's equal to l. 
This implies the corresponding A.'s in Chernoff and Lehmann (1954) are zero, for 
~. = 1 - J.1 
,..]. i. 
~ A 
The ·minimum value of .t for which (J - J) is an invertible matrix is s + 1 
(that is, in this case the .conditional distribution of v1, ···, vr-.t given the 
maximum likelihood equations is nonsingular multivariate normal) and in this situ-
ation Q statistic has max~~m number of deg~ees of freedom, r - s - 1. In this 
case given the particular distribution one can show that Q 1 (v;e) = R of (1.2). r-
Similarly, if there is an arbitrary grouping of classes and several groupings 
are made, then looking at the matrix C one can determine the exact number of degrees 
of freedom for the statistic Q. For example, if m groups of sizes n ••• n are 1' ' m 
m 
formed out of r classes and m ~ s + 1, then E ni - m (> s) of the columns of C 
i=l 
are independent and J - J has full rank s. 
~- •i .: 
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Use of Sample Moments 
The argument offered in the part---Use of Maximum Likelihood Estimates---can 
be modified to' apply when e1, ···, ~s.are estimated by the method of moments. Let 
(xl, ···, xn) oe a set of independent observations from a distribution involving s 
unknown parameters e1 , ••• e • Furtner let the firsts raw moments of the distri-
' s 
bution exist as explicit functions aj(e1, ···, es) of the unknown parameters. If 
n j 
a. = .I~ j = 1, s J ·' 
(3=1 
denote the sample raw moments, 'then the method of moments consists of equating the 
values a. computed from the sample to the hypothetical moments 
J 
... e. ) = a. 
s J 
j = 1,' ••. -, s 
and solving for e1, ···, es. Since aj is the mean of n random variables and if 
E(x~), the jth raw moment, exists then by Khintchine's theorem aj ~ aj(e1, ···, 
in probability so that a. is a consistent (and also unbiased) estimator of a .. 
J J 
Now if the correspondence between e1, •••, es and a1, 
inverse functions 
a is one-to~one and 
s 
e ) 
s 
j = 1, s (3.1.8) 
are continuous in a1 , ... a then s 
a ) 
s 
j = 1, s 
are solutions of (3.1.8) and qj(a1 , ···, as) is a consistent estimator of ej. 
Let f(x,e) be the density function (with e unknown) from which the sample 
x1 , • • ·, xn is obtained. We assume pi (e) satisfy the conditions described in 
section 3.1. Now applying the Central limit theorem to the vector 
. . - . :· ; ~, ... ... 
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(gl(xf3), ···, gr-l(x~), ·:X, . - } s)· x· 
we see that the joint density of 
/n (vl •.. vr-1 Ex~ 
n' } -n-, n' 
is multivariate normal with mean vector 
and covariance matrix .. ·-· .. :. 
t= 
where E11 = (pi(oij- pj)),. oij-. l if i = j 
=Oifif:j 
where 
... 
s E:~) 
J (x~ ..: a)f(x, e )dx = mij 
{x: g1 (x)=l} 
Cov(/ll EX~, rn .wck) = o:J.+k - o:j~ • ~ 1-' f3 ~ 
r-l 
Now following a similar argument as in section 3.1 and noting that E m .. = -m . 
i=l l.J rJ 
for each j, we can write the statistic 
where 
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: ~' i -
"' and Q 1(v;9) converges to Q 1(v;9) in probability and hence in distribution. r- r-
3. 2 . Vari~ple -'Qlass .Boundaries 
Use of Sufficient Statistic 
In this section we consider the problem of goodness-of-fit tests of continuous 
distributions when f(x; 9) adniits a sufficie.nt statistic and the maximum likelihood 
method of estimation is employed. It is assumed that the class boundaries are 
uniq_uely determined as functions of estimates of the parameters in such a manner 
"' "' that the class intervals have predetermined.probability content. Let a= (e1 , ···, 
A A A A 
98 ) be the maximum likelihood estimator of e and -m = z0(e) < z1(e) < ••• < zr_1(e) 
< z (e) = Q) denote the class boUndaries such tha.t for predetermined p. 
r ~ 
"' zi(e) 
J f(x;e)dx = Pi 
"' 
(i = 1, • • • r ). (3.2.1) 
zi-l(e) 
"' Let g1(xa) = l if xa€I1, 
0 otherwise. Then the number of x's falling in the ith grou~ is given by 
n 
v. = E gi(xa), i = 1, ···, r. In this representation the asymptotic conditional 
~ a=l 
distribution of~ (v1, ···, vr_1) given e, by the central l~mit theorem applied rn . . 
to the vector (g1(xa)' ···, gr_1(xa)), is multinormal with 
E(v1 le> == bPi 
'
A - ( 2 2 Var(vi 9) - n Pi - Pii) + n (Pii - Pi) (3.2.2) 
Cov(v1,vhle) = -nPih + n2 (Pih- P1Ph) 
where 
- 19 -
pih = P(xleii, x2€~le) ="I "I f~·(xl,x21e)cbi~dx2 -,, 
Ii ~ 
fn(x1 le) is 
fn(x1,x21e) 
" the marginal conditional density function of x1 given e and similarly 
"' is joint conditional density of x1,x2 given e. The conditional density 
function is difficult to calculate and depends on the-particular family under con-
sideration; this difficulty can be obviated by noting that we need only evaluate 
Pi:~d Pih correct up to OP(~) terms. 
Wtr·assume that f(x;e) satisfies the regUlarity conditions (cf. Crame;, 1946) 
A • 
such that a is distributed asymptotically multinormal with mean vector and co-
variance·ma.trix 
" 1 ' .. 1 J- . 1 
a + o(-) and --- + o(-) 
n n ... n 
respectively. With this assu~tion we shall give an approximation to fn(x1 1e) in 
A A " 
terms of f(x;e), where f(x;e) is obtained by substituting e for e in f(x;e). Tb 
this end we prove the following three lemmas. First we reproduce, lemma l, from 
Feller (1966, pp. 218-219). 
For n = 1, 2, ••• consider a family of distributions F 9 with expectation e n, 
and variance a2 (a) where e is a parameter varying in a finite or infi~ite interval. 
n 
!emma 1: If a~(e) .... 0 then En,e(u) - u(e)..for ·every bounded contin~us function u. 
The convergence is uniform in every subinterval in which a~(a) .... 0 uniformly and u 
is uniformly continuous. 
Let g(n) be a positive function defined for all positive integers n. Under 
- 20 -
the same conditions as in lemma 1, we prove 
Lemma 2: I En, e ( u) I I ( e ) I If - ~ 0 uniformly in 9 thenu ~ 0 as n increases. 
g(n) g(n) 
Proof: Suppose not. Then there exists a 9 and € > 0 such that lu(e)l > €g(n) for 
infinitely many n. That is, 
€< !u(e)l = 
g(n) 
lu(e) - En e(u) + En e(u) I 
g(n) 
lu(e)- En e(u)l IE (u)l IE (u)! ~ + n,e ~ _Jl_ + n,e 
g(n) g(n) g(n) g(n) 
or, IE 9(u) I > €g(n) - 'Tl for infinitely many n. For n large, since 1') is arbitrary, n, 
this implies 1En, 9(u)! ~ €g(n) for infinitely many n which contradicts the con-
clusion of lemma 1. 
Lemmas 1 and 2 can be generqlized in an obvious way to the case where 9 is a 
~ . 
vector consisting of s components. Because of the regularity conditions assumed 
A A 
earlier on f(x;e) we have the densit~ function h(e;e) of e satisfying the con-
ditions of lemma 1. Using lemma 2 we prove for any x (= x1, x2, ···, or xn) 
Lemma 3: 
f· (x!e) = f 
n 
A A 
1 r. Jjk 
2n j,k 
(3.2.4) 
where (Jjk) = s-l is obtained by substituting e for e ins-land f = f(x;e). 
Proof: For large n, using Taylor's expansion around ewe have 
f(x;e) = .f(x;e) + r.(ej - e ) of(x;e) +! r. (e. 
j oej 2 j,k J 
+ ••• 
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And by lemma 2, this shows that f (xle) can be approximated, uniquely, by the 
n 
right side of (3.2.4). 
Using this approximation for fn(xle) we can evaluate Pi and Pih (i,h = 1, 
r-1) correct up to 0 (~) terms. As in Watson (1958) we introduce the operator P n 
o' = (__2_, ···, _2_), a row vector, with the convention that it only operates on 
ae1 ae8 
"' A A 1 
fi = f(xi;e) (i = 1, 2) but not on J- • We obtain 
(3.2.6) 
Thus, asymptotically; 
E(_l:_ v.le) = /Ii p. 
'In ~ ~ 
- 22 -
Writing uij = I a:l d.x1 "\ole ·obtain the conditio~al- di~tribution o~ ~ = ·1:._ 
I"' oe . In IIi i J 
"" (v1, •••, vr_1 ) given 8 as multinormal with mean vector In p' =In (p ••• p ) 1' ' r-1 
and covariance matrix V = r:11 - r:12r:;~21 where r:11 = (Pi (oij - ph)) (with oij = 
" . A 
1 if i = j, i,h = 1, ···, r-1, 0 otherwise), r:22 = J, E12 = (uij) = r:21• Thus 
"" 1 -1 ,;e Q 1(v;e) = -(v- np)'V (v- np) ... X2 1 • r- n r-
Since the pi's are predetermined constants and tp. = 1, we have 
i ~ 
"" 
A A 0Zi-l(e) 
- f(z. 1(9);8) ,.. ~- ae 
or 
A 
"' "" az·. (e) 
f(z.(e);e) ~ 
J. ae. 
r 
· which imPlies I: u .. = 0 for j = 1, • • •, s. 
i=l l.J 
J 
j 
Mann and Wald (1942) proved, in the case where there is no estimation of 
parameters, that the classical X2 goodness-of-fit yields an unbiased test if the 
class probabilities are equal under the null hypothesis. Following this recom-
mendation in our case also, we can select pi=~ (i = 1, •••, r) and then the test 
statistic reduces to 
Qr-l(v;e) = ~ L (vi- r/n)2 + rn2 ( L ( L (vi- r/n)uij)( L (vi- r/n)uik)~jk) 
"k 
where (~J ) 
i j,k i i 
(3.2.8) 
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Use of Sample M0ments 
"' Lemma 3 holds even if the maximum likelihood estimators e are replaced by any 
consistent and asymptotically normal estimators with variance of the form£. This 
. . n 
can be seen by considering the estimators obtained by the method of moments as in 
3.1. The distribution of estimates obtained by the method of moments is asymp-
totically multinormal. The mean of an estimator differs from the true value by 
a quantity o(.!) and variance is of the form.£. By a simple correction we may often 
n n 
"' remove the bias and obtain an unbiased estimator 9. Since the method of moments 
gives estimators which are asymptotically sufficient (Le Cam, 1956) satisfying 
conditions of lemma 1, then using lemma 2 we can prove for any x ( = x1, ~' • · ·, or xn) 
Lemma 4: 
f (xle) 
n 
where *(Vjk) is the estimated covariance matrix of e. Again, Qr-l (v~ e') (!an be 
"' ; . 
obtained as before and Q 1(v;9) - Q 1(v;e) in probability and hence in distri-r- r-
bution to X2 1" 
r-
4. Some Numerical Examples 
4.1 Predetermined Class Boundaries 
Binomial Distribution 
Consider a multinomial situation with r 
probability, pi(e) = (~)ei(l- e)r-i, i = o, 
+ l classes where the 1th class 
. • •' r. If f. denotes the number of ~ 
observations falling into the ith class out of a sample of n observations, then 
P(f0 = v O' ... f = \) ) = r r 
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and l:.ifi = S is a sufficient statistic for e. The conditional probability of 
i 
obtaining v0 , •··, vr givenS= sis 
• • • 
.,, f 
f = v Is = s) * ...EL n(r1) i;(rn) • 
r r """'i s 
u.r i • 
i 
For r = 3 the case is considered where i = 0 and 1 classes are pooled. In this 
case we get 
p = 1 (1 - 9)2 (1 + 29), p = 392 (1 -2 e)' p = 93· 3 ' 
dp1 
-69(1 - e), dp2 39(1 - 39), dp3 = 392 ; -= -= 
de de d9 
"' j = 3(2 - 59)/(1 - e)(1 + 2e), J = 3/B(l - e) • 
Then the test statistic from theorem 2 is given by 
which is distributed asymptotically as X~. The critical region for such an 
approximate test of nominal size a is 
"' For e = .6 the exact size of this conditional test is evaluated and compared to 
the nominal value for o: = • 05 and o: = • 025. 
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Table 1: Simulated Sampling Distribution of Q 
for SBlli.Ples f;r_6:ql Binomial Distribution 
Sample size P(X2 > x2 ) = a 2 2;a 
n .05 .025 
10 .o480l .00667 
20 .03588 .02511 
30 .o4224 .02338 
40 .o4681 .02148 
50 .05140 .02151 
60 .04467 .02507 
Normal Distribution 
Consider the case of a goodness-of-fit test of a normal distribution with 
unknown mean J.L and unknown variance cr2 and the predetermined classes (-co, -1), 
(-1, o), (o, 1) and (1, co). If pi= pi(J.L, cr) (i = 1, 2, 3, 4) denote the proba-
bility that an observation falls into the 1th cell, then 
-1 
-
~x-~}2 
J 1 20"2 dx p = e 1 l2rT (f 
_co 
with similar expressions for i = 2, 3, 4. 
(l+!J)2 
cpl 1 
-=--e 
oJ.L /2iT cr 
op2 = __!__ (e- 2cr2 
oJ.L /2iT cr 
Op4 1 
-= e 
l2:r7 (f 
- 26-
-
{l+!:!:l2 
opl (1+~:) 20'2 oP2 1 [ -ll2/2cr2 -(l+ll)2/2cr2J 
-= e -= ll e - (1 + ll)e 
00'2 al2iT 0'3 (lcr2 al2iT 0'3 
-
~l-ll)2 
Op3= 1 [- (1 - ll)e 2a2 ll e -ll2f 2cr2] , ' 
oP4 ll _ll2f 20'2 
-= e 
ocr2 al2iT 0'3 00'2 af2i1 0"3 
1 /oP1)2 1 oPi opi 1 l:- ~- l:-----
i Pi oil i Pi oil ocr2 0'2 0 
I'V 
" J = J = 
1 oPi opi 1 (aPiy 0 l:----- l:- --
i pi Oil ocr2 i pi ocr2 
Let y ••• 
1' ' y be a random sample of N( 0, 1) variates and zi = (y. - y )/ s1 n 1 · 
where y = l: y~n, 
i 
sf= I (yi - y)2/n - 1. Given x and s1 the variates xi = x + zis 
(i = 1, • • ·, n) will have sample mean .X and sample variance s2• For N = 2000 
A 
samples of size 61 each, the statistic Q3(v;e) is computed and compared against 
X~ (a= .75, .50, .25, .10, .05, .025, .01) where P[X3 >X~] =a. The following 
A 
table gives the estimates a of a conditioned on several different selected values 
of .X and s. 
Table 2: Simulated Sampling Distribution of Q 
for Samples from Normal Distribution with Unknown Mean and Variance 
P(X2 > X2 ) 3 3;a =a 
·75 .50 .25 .10 .05 .025 .01 
-X = -0.5 
s2 = 1.9887 ·7502 .5105 .2375 .094 .o43 .025 .0105 
X = 0.0 
s2 = 1-75999 ·746 .4975 .25 .095 .0465 .019 .0115 
-X = 2.5 
s2 = 2.2276 ·742 .471 .248 .085 .047 .0215 .005 
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4. 2 Variable Class Boundaries 
In the following two examples the r classes are select-ed such that the class 
"' boundaries are functions of 9 and each class has the same probability content under 
f(x;e). 
Exponential Distribution 
( ) . 1 -x/9 H0 : f Xj 9 = e e • X <:! 0 
= 0 X< 0 unknown. 
-The sample mean x is a sufficiep.t statistic for e. Let the r class intervals be 
which implies z1 
i 
= -log(l - -). 
r 
xz. 
~ . J f(x;x )dx = ; 
-xz. 1 ~-
Let z 's be determined from i 
and u1 = xv i, (i = 1, · • • r). After some simplification, we obtain the test 
statistic as 
[r:{v. - n/r)ui]2 
r2 ' ~ Q 1(v;x) ! L (v. - ~)2 i = +-r- n ~ r n (1 - rr:u~) i i ~ 
-Thus the value of x only shifts the class boundaries without affecting the va.lues 
of the v's, and hence of Q 1 (v;x). So, without loss of generality, we can take r-
the value of the conditioning variable x to be 1. If y1, • • •, yn is a sample of 
size n from a standard exponential distribution, x. = 
~ 
y. 
- ~ -y = r: -- , will have mean x = 1. 
. n 
~ 
i = 1, ···, n, where 
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3500 samples of size n c~ 50, 100) were generated and for each such sample 
"' Qr_1 ( v; e), (for r = 4, 6, 8, 10, 12) and X2 were,: ~omputed.. In tables 3 (n = 50) 
and 4 (n = 100), the first line for each value of r gives. the value a, the pro-
portion of samples in which Q 1(v;B) exceeds X2 1 , and the second line gives r- r- ;a 
the value a ' the proportion of samples in which X2 exceeds X2 2 N. In table 5 
c r- ;~ 
the case r = 2;3 is considered and the simulated sampling distributions of 
Qr_1(v;e), R - the chi-square statistic for goodness-of-fit when the parameter is 
assumed known (= l) and that of X2 are compared. When r = 2, the asymptotic 
distribution of X2 is degene~ate. 
Normal Distribution 
H: 
0 
f(x;e) 
' 
_a:! < X < a:! 
-Q) < ~ < Q)' a > 0 unknown. 
Let x and s2 be the sample mean and_ variance. Form the r class interva.ls 
(:X + zi-l s 1 x + zi s) i = l, • • • 1 r where z0 = -Q), zr = Q)' zi 's axe determined from 
the relation 
x+zis 
Let vi1 = I 
x+z. 1s ~-
x+zis 
vi2 = I 
x:t-zi-1s 
x+z.s 
~ . 
I f(x;x,s2 )dx=; i = 1, ···, r. 
x+z. 1s ~-
1 ( -zf_/2 -z~/2) of(x;x, s2 ) dx= e - e 
oX s I2IT 
and 
( -z~_y'2 -z1'2) of(x;x,s2 ) 1 
= z1_1e - e • 
os2 2s2 I2IT 
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r.Eu~1 . r~uilui2 l 0 
A . l. l. l. 
"' s2 
""' "' J = J = 
rL.u. 1u. 2 r.Eu~2 0 1 i l. l. i l. 2s4 
After simplifying the expressions one obtains ~jk, j,k = 1, 2 of (3.2.8) a.s 
Then 
"'12 
a 
Now it is seen that Q 1(v;x,s2 ) is independent of x,s2 and thus, for the purpose r-
of simulation, one can take the values of x and s2 to be 0 and l, respectively. 
As in the case of predetermined class boundaries, the x. 's are generated by taking 
l. 
Using these values of x's the statistics ~-1(v;x,s2 ) and X2 are 
computed. Using y's the· statistic R = E .E(m. 
n i J. 
- n/ r )2 where mi is the number of 
y's falling in (zi-l' zi), i = 1, ···, r is computed. R becomes the test statistic 
to test H : f(y;9) = (l/12IT)exp(-y2/2). Table 6 gives the comparison of simulated 
0 
sampling distributions of the goodness-of-fit statistics Q, R, X2• The first line 
"' gives a, the proportion of samples in which Q 1 (v;x,s2 ) exceeds X2 1 a; the second r- r- ; 
...... 
line gives the aci' the proportion of samples in which R exceeds X~-l;a; and the 
third line gives the proportion of samples in which X2 exceeds X2 3.a for r = 4, r- , 
6, 8' 10, 12. 
Table 3. Simulated sampling distribution of goodness-of-fit statistics for samples (3500) of size 50 from an 
exponential distribution with unknown mean. 
1:\ -975 -95 .90 .80 -70 .so -30 .20 .10 .05 .025 .01 
.978 
-94943 -90571 ·798 .69971 .51543 ·30686 .19686 .10257 .05514 .02714 .00771 
4 
1.000 .96943 -96943 .85229 .85229 -55771 ·33971 .26543 .12486 .06857 .032 .01286 
.97257 .94371 .89829 ·79743 .69571 .49514 .29971 .184 .o8857 .04029 .02057 .00111 I 
6 
.98343 -95829 .92743 .81714 -73371 .51886 -32486 .20857 .096 .04486 .02l.l4 .00886 I 
.982 .95514 .go429 -79800 .69657 .49743 .288 .18714 .09371 .04714 .02429 .00886 
8 
.97886 .96343 • 9o486 . • 83571 -70086 .52571 -31571 .19629 .10743 .o4886 .02829 .012· I 
I 
·97943 -95343 -90771 .80971 ·70686 .49 .278 .18714 .09029 .o4629 .02571 .01057 i 
10 
.98143 .96686 .92429 .82143 ·73857 .50143 .30371 .19486 .09686 .o4914 .02914 .00886 
.97914 -95457 .90743 .80657 .69943 .48943 .27771 .18486 .090857 .o45l4 .02486 .00829 
12 
.98829 
-95857 -90971 .8 -70657 .5ll.l4 .29829 .18486 .09657 .o4943 .02857 .01114 
a = nominal size: In each cell first line gives the sampling distribution of Q and the second line that of X2 • 
e e e 
w 
0 
e e e 
Table 4. Simulated sampling distribution "of goo~ess-of-fit statistics Q and X2 for samples of. size 100 from a.n 
exponential distribution with unknown mean. 
I~ ' .g(5 ·95 .90 .80 ·70 .50 .30 .20 .10 .05 .025 .01 
' Q .98257 .948 .90029 ·79429 ·.70229 .50143 .30286 .20686 .10286 .056 ' .02571 .00971 
4 
x2 
.99829 .gr886 .968 .88229 .80543 ·574 .36486 .24171 .12 .05771 .02914 .01029 
Q -97371 .944 .9Q086 ·79657 .692 .50143 .29143 .18714 .09 .044 .02229 .ooB 
6 
x? .98486 .96057 .91229 .82314 ·73943 .528 .31771 .20486 .09743 .04514 • 02429 ::, • Oo829 
Q .97229 ·953429 .9<)086 .80257 .69714 .49114 .30657 .204 .09686 .o4771 .02457 .ooB 
8 
x2 
.98314 ·95686 .922 .81857 -72629 .51143 ·30771 .21429 .10057 .05229 .02486 .oo886 1 
Q 
-97571 -95 .89743 .80171 .694 .48343 .27657 .185429 .09 .o4343 .02029 . ,. • Oo886 I 
10 • C.7 
x2 
.984 ·95571 .90714 .826 ·71971 .50371 .29571 .19057 • 09o86 .o4771 .02514 .00914 . 
Q • 97343 • 94429 .896 .80?+57 ·70829 .50486 .296 .19886 .09914 .05029 .02286 .00743 
12 . 
x? 
-97371 .948 .91286 .81343 •_72943 .51686 .31543 .20057 .10171 .058 .02057 .00857 
i. 
Entries 1st line: Proportion of Q' s > X~ 1 ; 2nd line: Proportion of X2 > X2 2 in samples of 3500. r- ;a r- ;a 
w 
..... 
- - 32-
Table 5. Simulated sampliri~ "<listr.ibution of goodness-of-fit statistics for 
samples (3500) of :~srze 500 from an exponential distribution with 
unknown mean. 
~ ·990 ·975 ·95 .90 .80 ·75 ·70 .60 .50 .40 
Q .99133 -97567 .94967 .89967 .80067 ·74267 ·701 ·595 .49633 ·393 
3 R .988 ·97767 .95233 .89267 .803. -750 - .69267 .60067 -50233 .40633 
x2 1.00 1.00 1.00 
·993 .944 .92033 .87667 ·79267 .678 .56233 
Q 
.94733 .94733 .94733 .848 ·75167 ·75167 .66067 .58567 .50067 .42367 
2 
R .961 .• 961 .961 .89733 .83167 ·76333 ·70067 .63433 .50967 .41333 
~ ·30 .25 .20 .10 .05 .025 .02 .01 .005 .001 
Q .299 .24333 .192 .09367 .05167 .025 .02133 .01067 .oo467 .00067 
3 R .29933 .24867 .20633 .10667 .05267 .02833 .02367 .01067 .00433 .o 
x2 
.42767 ·35233 ·27533 .13333 .06567 .03267 .024 .01267 .00067 .00067 
Q .30367 .24333 .19133 .09167 .05433 .02133 .02133 .01167 .00533 .002 
2 
R 
·317 ·27833 .20633 .10033 .05833 .025 .01833 .01133 .00533 .001 
R: Chi-square go9dness-of-fit statistic when the parameter is assumed known and 
equal to 1. 
e e e 
Table 6: Simulated sampling distribution of goodness-of-fit statistics for samples of size 100 from a normal 
distribution with unknown mean and variance. 
~ -975 -95 ·90 .80 ·70 .50 -30 .20 .10 .05 .025 .01 
Q • 97833 .949 .91533 .80933 ·71 .51067 .29267 .18467 .09567 .051 .028 .01067 
4 R • 97833 -95567 .89833 .83 ·72233 .50967 .30167 .20733 .103 .05 .02867 .012 
x2 
-999 -999 ·999 ·999 .964 .82267 .52933 .389 .209 .107 .055 .024 
Q 
-97733 -95333 ·90 .80933 -71533 -50367 .29667 .20433 .09467 .046 .02367 .00833 
6 R .97267 -95967 .913 .811 ·70767 .51367 -31267 .197 .10533 .056 .032 .01467 
x2 
-99533 .98433 -957 .90067 .814 .60967 -392 .25167 .13033 .061 .033 .01433 
Q .97433 .94667 .89767 -79'267 .69367 .49067 .28367 .18567 .087 .04167 .026 .01033 
8 R • 98133 -95667 .905 .81333 .69633 .50567 .29867 .19967 .10267 .055 .02733 .01133 
x2 • 98833 .97067 .92867 .855 ·76567 -55133 .34033 .23367 .11133 .05847 .02767 .01367 . 
Q .970 -95067 .899 ·78833 .685 .485 .28833 .19133 .09533 .04767 .02367 .oo867 
10 R .978 
-95733 .910 .81767 -71633 .508 .30667 .19933 .10567 .052 .02733 .012 I I 
x2 • 98233 -96867 -91467 .817 ·73333 -54167 -341 .22167 .11033 .05467 .02867 .011-3 
Q 
-97367 ·95033 .89667 -789 .680 .49467 .289 .19667 .10133 .05367 .025 .00967 
12 R .98033 
-95733 .914 .817 -707 • 50067 .297 .21067 .11467 .05833 .02133 .011 ' 
x2 
.98267 .961 .907667 .815 
-725 -52333 .32733 .222 .11933 .05933 .03167 .013671 
~-- -~ - -- -----------
w 
w 
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5. Discussion 
A 
The test statistic Q 1(v;9) is admittedly rather cumbersome to compute when r-
the number of parameters to be estimated is more than one; the classical statistic 
(1.1) shares this difficulty, however, even if there is only one parameter to be 
estimated. Further, if the classical procedure is modified to accommodate variable 
class boundaries the parameters must be estimated twice, by solving maximum likeli-
hood equations formed first using ungrouped data and then using grouped data 
(watson (1959, section 4); MOore (1970)) while in using Qr_1(v;e) e is estimated 
only once. In (1.2) 9 is also estimated only once but different tables are needed 
(Moore (1971)) to test different null hypotheses, while Qr_1 (v;e) is distribution 
free and X2 tables can be used in act~l execut~on of the test. Our simulations 
support a recommendation by Watson (1958) that the number of classes be increased 
to 10 or more so that the difference between the asymptotic distribution of (1.2) 
and that X2 1 is not appreciable. When the number of classes cannot be increased e 
r-s-
(cf. the contribution to the discussion section of Watson (1958) by Chernoff and 
Lehmann), then Q 1(v;e) becomes an eminently usable alternative to the recommend-r-
ation of Chernoff and Lehmann (1954) as implemented by Moore (1971). Again the 
tables in Moore (1971) are quite restricted in terms of degrees of freedom. Com-
puter programs for calculating Q 1(v;e) can be easily written, however, and those r-
employed in our simulation studies are available upon request in the reports 
BU-363-M and BU-364-M of the Biometrics Unit Mimeograph Series, Cornell University, 
to test the goodness-of-fit of exponential and normal distributions, respectively. 
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