A read-once formula is one in which each variable appears on at most a single input. Angluin, Hellerstein, and Karpinski give a polynomial time algorithm that uses membership and equivalence queries to identify exactly read-once boolean formulas over the basis fAND;OR;NOTg AHK93]. The goal of this work is to consider natural generalizations of these gates, in order to develop exact identi cation algorithms for more powerful classes of formulas. We show that read-once formulas over a basis of arbitrary boolean functions of constant fan-in k or less (i.e. any f : f0;1g 1 c k ! f0;1g) are exactly identi able in polynomial time using membership and equivalence queries. We show that read-once formulas over the basis of arbitrary symmetric boolean functions are also exactly identi able in polynomial time in this model. Given standard cryptographic assumptions, there is no polynomial time identi cation algorithm for read-twice formulas over either of these bases using membership and equivalence queries. We further show that for any basis class B meeting certain technical conditions, any polynomial time identi cation algorithm for read-once formulas over B can be extended to a polynomial time identi cation algorithm for read-once formulas over the union of B and the arbitrary functions of fan-in k or less. As a result, read-once formulas over the union of arbitrary symmetric and arbitrary constant fan-in gates are also exactly identi able in polynomial time using membership and equivalence queries.
Introduction
A read-once formula is one in which each variable appears on at most a single input. These can be viewed as circuits in which each gate, including the input units, has a fan-out of one. The basis of a formula is the set of functions computed by its gates. Angluin, Hellerstein, and Karpinski give a polynomial time algorithm that uses membership and equivalence queries to exactly identify a hidden target read-once boolean formulas over the basis fAND;OR;NOTg AHK93] .
(In this learning model proposed by Angluin A88] , a membership query allows the learner to present an arbitrary input instance and be told the target formula's true value on that input, and an equivalence query allows the learner to propose a candidate formula and either be told that indeed this hypothesis is correct, or else be given a counterexample on which the hypothesis and the target disagree.) An early generalization of their result shows that in this model the more general class of read-once formulas over the basis of arbitrary threshold functions remains e ciently learnable BHHK91]. In this paper we consider much more powerful sets of boolean basis functions and show that read-once formulas over these generalized bases remain learnable. These results are the culmination of a line of research on learning boolean read-once formulas with queries.
The techniques of Angluin, Hellerstein, and Karpinski are fairly readily extended to allow exclusive or (XOR) as an additional basis function. This result can then be interpreted as saying that read-once formulas over the basis of all boolean functions of fan-in at most 2 are learnable. In this paper we extend this result to hold for an arbitrary constant k. We present a polynomial time algorithm that uses membership and equivalence queries to identify read-once formulas over this basis set ff : f0;1g 1 c k ! f0;1gg. Another natural generalization of the basis fAND;OR;NOTg (and the boolean threshold basis) is to arbitrary symmetric functions (i.e. functions, such as majority, whose output is invariant under permutations of the input bits). We show that read-once formulas over the basis of arbitrary symmetric functions are polynomial time identi able with membership and equivalence queries.
We further show that we can combine these two algorithms, to obtain the result that read-once formulas over the union of symmetric and arbitrary constant fan-in functions are identi able in polynomial time. More generally, we show that if B is a basis (meeting certain technical conditions) for which there exists a polynomial time membership and equivalence query algorithm to identify read-once formulas over B, then there also exists a polynomial time membership and equivalence query algorithm to identify read-once formulas over the union of B and the arbitrary functions of fanin k or less. An analogous statement holds in Valiant's PAC model, with the addition of membership queries, so that if read-once formulas over B are polynomial time PAC learnable with membership queries, then so are read-once formulas over B and fan-in k functions. We can therefore extend a number other learning results by choosing B to be either binary matroid port functions HC93] (a generalization of switch con gurations RS90]), read-once perceptron networks HGM91], or branching programs RW93]. Boolean formulas over the constant fan-in basis can simulate decision trees, using the three input if-then-else function that evaluates either its second or third argument depending on the value of the rst argument. Thus our results generalize earlier work on -formula decision trees Han90] .
There are a number of technical challenges involved in learning read-once formulas over our bases. For example, there is no longer necessarily a unique topology to represent a formula (even if we require that negations be pushed to the leaves and that adjacent AND or OR gates be merged together). We introduce the notion of prime functions to establish a canonical form for our formulas.
Another problem is that, in contrast to the situation in the fAND;OR;NOTg basis, a formula over our bases may consist of gates that are all of the same type but cannot be merged together. Thus simply nding out the type of the lowest common ancestor gate of every pair of variables in the formula (as is done for the fAND;OR;NOTg basis) is not su cient to reconstruct formulas over our bases. The arbitrary fan-in basis presents the problem of handling asymmetric basis functions.
In developing learning algorithms for the basis of arbitrary symmetric functions, a more subtle but signi cant source of di culty lies in what information we need to obtain via equivalence queries. Angluin, Hellerstein, and Karpinski use equivalence queries only to generate a set of \justifying assignments" for the variables (i.e. input settings for which ipping the value of a particular variable changes the output of f). They then present an exact identi cation algorithm that uses just membership queries and justifying assignments. The same approach is used in the threshold basis algorithm BHHK91]. This approach is not adequate for the symmetric basis, since one can show that there is no polynomial time identi cation algorithm for such read-once formulas using only membership queries and justifying assignments. Thus to achieve our positive results, we are forced to use our equivalence queries in a qualitatively more substantial way.
Under certain cryptographic assumptions (such as the hardness of factoring Blum integers), Angluin and Kharitonov have shown that there is no polynomial time algorithm to identify boolean formulas in this query model (or to PAC learn them with membership queries), even when each variable appears at most three times AK91]. For our bases we show that this is true even if variables appear at most twice. The key new basis function for this argument is the function that computes whether three values are equal. Thus our results are tight in the sense that they cannot be achieved for read-twice or greater formulas (under the cryptographic assumptions).
The rest of this paper is organized as follows. In Section 2 we present our de nitions and terminology, and we prove a few basic results about our bases. In Section 3 we present a number of basic techniques for learning read-once formulas (and perhaps other classes) that will reduce our learning task to a number of simpler sub-problems. In Section 4 we present the algorithm to learn read-once formulas over the basis of arbitrary functions of constant fan-in, and in Section 5 we generalize this argument to show how constant fan-in functions can be added to another basis for which a learning algorithm is known. In Section 6 we present the algorithm to learn read-once formulas over the basis of arbitrary symmetric functions Finally, in Section 7 we present the negative results for read-twice formulas.
De nitions and Preliminary Material 2.1 Boolean read-once formulas
A formula can be viewed as a rooted tree where each internal node (or gate) is labeled by the function computed by the gate, and where each leaf contains a variable or constant. We de ne the basis of a formula to be the set of functions from which the internal nodes are labeled (usually assumed by default to be fAND;OR;NOTg) 1 . A formula is read-once if no variable appears on more than one leaf. If B is a set of basis functions, we shall let ROF (B) denote the set of all read-once formulas over that basis (for the identi cation problem we are interested in those formulas that are de ned on a speci c number of inputs, n). We assume without loss of generality that every basis function depends on all its inputs.
The two main basis sets we consider are the following:
All boolean functions of k or fewer inputs (where k is an arbitrary constant). We denote this set as ff : f0;1g 1 c k ! f0;1gg.
Arbitrary symmetric boolean functions. A function of multiple inputs is symmetric if its output is invariant under permutations of those inputs (i.e. the count of how many inputs are set to 1 is su cient to determine the output of the function).
A boolean function is unate if for each variable, it is either monotone in that variable or its complement. Some of the functions in the above bases are unate (e.g. AND, OR, and NOT), and some are not (e.g. XOR).
The depth of a gate in the formula is the distance from the gate to the root (the root itself is as depth 0). I.e. the inputs to a gate at depth d are all at depth d + 1.
For any pair of vertices v and w in the tree, there is a unique deepest node (farthest from the root) that is an ancestor of both v and w, called their lowest common ancestor, which we write as lca(v; w). We say that a set W of variables have a common lca if there is a single vertex that is the lca of every pair of variables in W. In this paper we do not consider a node in a tree to be its own descendant.
We de ne the skeleton of a formula f to be the tree derived from f by deleting any unary gates (i.e. negations) and erasing the labels from any remaining gates. (Thus the skeleton describes the topology of the formula, which is typically highly constrained if not uniquely determined in the case of read-once formulas, while leaving open the question of what the formula's actual gates compute.) 2.2 Assignments, partial assignments, and projections An assignment to a set V of boolean variables is a function from V to f0;1g. If f is a formula de ned on V , and a is an assignment to the variables in V , then we denote by f(a) the output of the formula f when its inputs are set according to the assignment a. If x (0) 2 f0;1g, let a x x (0) denote the assignment b such that b(y) = a(y) for all y 2 V ? fxg, and b(x) = x (0) . Let a :x denote the assignment a x :a(x) . We shall also use the notation a x x (0) ;y y (0) to denote the assignment obtained from a by setting both x to x (0) and y to y (0) , and we shall write a W x (0) where W is a set of variables to denote the assignment obtained from a by setting each variable x 2 W to the value x (0) . We speak of the Hamming distance between two assignments (viewed as bit vectors) to mean the number of variables on which they disagree. Two assignments are complementary if they disagree on every variable. An assignment a is positive if f(a) = 1 and negative if f(a) = 0. We shall sometimes refer synonymously to examples rather than assignments.
We say that a formula f is de ned on the variable set V if all variables appearing in f are members of V . If f is de ned on V , a is an assignment to V , x 2 V , and f(a) 6 = f(a :x ), then a is justifying for x in V . We say that a formula f depends on the variables in V if for every x 2 V , there is a justifying assignment for x in f. We say variable x is relevant (for f) if f depends on x.
We say an assignment p to a set of variables V is partial if it assigns values to only some subset of V . If p does not assign a value to a variable x we write p(x) = . If p is a partial assignment and a is a total assignment, we let p=a denote the extension of p obtained by setting the unassigned variables according to a, i.e.
For a formula f and a partial assignment p we de ne the projection f p to be the formula induced on f by replacing those variables assigned values by p by the appropriate constants. That is, we hard-wire to its assigned value each input that is assigned a value by p. As a consequence of our de nitions it is easy to see that for any partial assignment p and any assignment a, f(p=a) = f p (a):
We say a class of formulas C is projection closed if any projection of a formula from C is also in C (or has an equivalent representation in C). For all bases B that we consider, the class ROF (B) is projection closed. Our results below will repeatedly state a condition that the basis B be projection closed, which implies that ROF (B) is projection closed. (When we say a basis is projection closed we ignore the constant projections, which may not be in the basis, but can be realized with zero gate formulas.) While it is possible for B not to be projection closed while ROF (B) is, all our results can cover such a case by replacing the basis B with its closure under projections, which does not a ect the expressive power of the class of formulas.
A c-justifying assignment for a set W of c variables is a partial assignment p that assigns values to the variables not in W in such a way that f p depends on each variable in W. If a is a justifying assignment for x and y then a x is a one-justifying assignment for x, and a x;y is a two-justifying assignment for fx;yg.
Symmetric boolean functions
We describe a symmetric function f on n inputs by a vector h 0 ; 1 ; : : : ; n i, where i is the value of f when exactly i inputs are set to 1. We name the functions with vectors of the form h1;0;0;::: ; 0; 0; 1i as consensus functions (these test whether all inputs have the same value).
We de ne the dual of a symmetric function g with a vector h 0 ; 1 ; : : :; m i to be the function g (dual) with the vector h: m ; : m?1 ; : : :; : 0 i. It is easy to verify the following generalization of deMorgan's law:
:g(x 1 ; : : :; x m ) = g (dual) (:x 1 ; : : :; :x m ):
This fact allows us to assume that in the symmetric basis all negation appears at the leaves (i.e. all NOT gates have variables as their inputs).
Prime boolean functions
A function is prime if any read-once formula computing the function (over an arbitrary basis) cannot include more than one non-unary gate. In other words, a function f over n variables that depends on all its inputs is a prime function if there is no choice of functions f 1 and f 2 (as read-once formulas or otherwise) such that for some permutation on f1;:::;ng and some 1 < k < n, f(x 1 ; : : : ; x n ) = f 1 (f 2 (x (1) ; : : : ; x (k) ); x (k+1) ; : : : x (n) ) (The term prime comes by analogy to factoring, where we view the description of a function as a composition of sub-functions over smaller but non-trivial subsets of its inputs as being analogous to the description of an integer as a product of non-trivial factors.)
Since we deal only with bases that are projection closed, we shall be able to assume without loss of generality that our read-once formulas contain only gates computing prime functions.
If a function f in a projection closed basis is not prime and may be decomposed as above, then the basis must also include functions f 1 and f 2 , as they are computable as projections of f. (Actually the projections that are in the basis may not be exactly f 1 and f 2 , but rather may have some of the inputs and possibly the output negated, But that is possible only in cases where projection closure implies negation is in the basis, in which case it remains true that both f 1 and f 2 can be expressed by basis functions.) Thus we can replace any gate in labeled with f by a pair of gates labeled with f 1 and f 2 . Hence for a projection closed basis we may assume without loss of generality that all gates compute prime functions.
We de ne a relation by saying f 1 f 2 if there exist ; w 1 ; : : : ; w n 2 f0;1g and a permutation y such that f 1 (x 1 ; : : : ; x n ) = + f 2 (x y(1) + w 1 ; : : :; x y(n) + w n ) where \+" refers to addition modulo 2 (i.e. exclusive or). We let f] denote the equivalence class of f according to this relation. It is easy to show the following lemma. This implies that if we assume all the gates in a read-once formula are prime, then whether a set of variables share an lca is invariant across equivalent formulas.
Lemma 1 Suppose f is a boolean read-once formula (over an arbitrary basis) and p is a partial assignment such that f p is a prime function depending on variables x 1 ; : : :; x n . Then x 1 ; : : :; x n have a common lca in f. If lca(x 1 ; : : : ; x n ) has only n children, then it is labeled with a function from f p ].
Proof:
If the variables do not share an lca then the projection f p will be a read-once formula with more than one gate of fan-in at least two, and hence not prime (by de nition). If lca(x 1 ; : : : ; x n ) exists and computes the function g(x 1 ; : : :; x n ), then f p will compute + g(x 1 + w 1 ; : : : ; x n + w n ) (for ; w i 2 f0;1g and + being XOR). It follows that g 2 f p ].2
The following two lemmas give general properties of prime functions. We rst prove that \almost all" boolean functions are prime. where n > k > 1, fi 1 ; : : :; i k g fj 1 ; : : : ; j n?k g = f1;:::;ng. There are at most n(n!) Our algorithm will perform primality testing on various projections of the target formula. These projections will depend on only a constant number of variables so we can do this testing exhaustively in time polynomial in n. We know of no other technique more e cient than trying all possible decompositions.
We shall refer to a partial assignment as prime (or symmetric, or asymmetric) to mean that the projection it induces is a prime (or symmetric, or asymmetric) function.
Identi cation with queries
We consider learning in a model developed by Angluin A88] . The learning goal is exact identication. There is a formula f called the target formula, which is a member of a class of formulas C de ned over the variable set V . The goal of the learning algorithm is to halt and output a formula f from C that is logically equivalent to f.
In a membership query, the learning algorithm supplies an assignment a to the variables in V as input to a membership oracle, and receives in return the value of f(a). Note that because f p (a) = f(p=a) it is possible to simulate a membership oracle for the projection f p using a membership oracle for f.
In an equivalence query, the learning algorithm supplies a formula h from the class C as input to an equivalence oracle. The reply of the oracle is either \yes", signifying that h is equivalent to f, or a counterexample, which is an assignment b such that h(b) 6 = f(b).
In the learning procedures given in this paper, we assume that the algorithm has access to membership and equivalence oracles for a target formula f, and to a variable set V . We do not include these oracles, or the set V , as inputs to the procedures, but specify them when the procedures are called.
We follow Angluin, Hellerstein, and Karpinski AHK93] in determining how much time to charge for making a query. We charge both for setting up the query and for invoking the oracle. In a membership query consisting of an assignment to n variables, we charge unit time for specifying each of the n assignments. Therefore, the set-up cost of a membership query is typically O(n) (it can be lower if the query is formed by changing only a small number of bits in the previous query, as is the case in several of our algorithms). The set-up cost of an equivalence query is the time it takes to \write down" the hypothesis in some sort of \reasonable" representation. In this paper, our equivalence queries usually involve either read-once formulas over the symmetric basis, or read-once formulas over the fan-in k basis. Each such formula contains O(n) nodes, and the labels of all the nodes in the formula can be represented by a string of O(m) bits where m is the number of inputs to the formula (ignoring constant factors involving k). We therefore consider the set-up cost of these equivalence queries to be O(n).
We charge unit time for invoking either the membership oracle, or the equivalence oracle, once the query is set up.
General Techniques
In this section we present some techniques generally useful in identi cation algorithms for read-once formulas (and perhaps other concept classes as well). Much of this machinery is carried over from previous work on read-once formulas AHK93, BHHK91] and is also used in other read-once formula algorithms HGM91, BHH92].
We rst observe a standard reduction stated in Lemma 4 , showing that as long as the target class is projection closed, we may assume without loss of generality that the learning algorithm has a justifying assignment for each relevant variable. In Section 3.1 we show how to learn a formula given its skeleton (or at least a partition of variables according to whether they appear in some subformula).
Lemma 4 ( BHHK91]) Suppose C is a projection closed class for which there is polynomial time exact identi cation algorithm that uses membership queries, equivalence queries, and a justifying assignment for each relevant variable. Then there is a polynomial time exact identi cation algorithm for C that uses only membership and equivalence queries.
Proof:
The algorithm using justifying assignments is called as a subroutine from within a single main loop that uses equivalence queries to gradually nd justifying assignments for more and more relevant variables. On each iteration of the loop we have a subset V 0 of V , and a partial assignment p assigning values to the variables in V ? V 0 and leaving the variables in V 0 unassigned. For every variable x 2 V 0 , we know a justifying assignment for x in f p . For the rst iteration of the loop, we set V 0 to the empty set, and we set p to an arbitrary assignment to V (so f p is constant).
We then run the algorithm A that uses the justifying assignments to learn the projection f p . We simulate a membership oracle for f p using the membership oracle for f. If A makes a query h f p ? we make the equivalence query h f? If the answer is \yes", we're done. Otherwise we get a counterexample c for which either h(c) 6 = f p (c) or f p (c) 6 = f(c). In the former case we answer A's equivalence query \no", and give c as a counterexample. In the latter case we terminate A, and run a routine Bit-Flip (Figure 1 ) that returns a new, larger subset V 0 of V , a new associated projection p, and justifying assignments (with respect to f p ) for the variables in the new V 0 . We then repeat the loop.
Termination of the main routine is guaranteed by the fact that at each iteration we increase the size of V 0 .
Bit-Flip takes as input V 0 , the projection p, and the counterexample a. It returns a new and strictly larger set of variables for the next V 0 , as well as justifying assignments for all the new variables added to V 0 .
Bit-Flip(V 0 ; p; a; A) 1 . Set b to a. Set W to be the set of variables in V ? V 0 such that b(x) 6 = p(x). Using the above technique to convert an algorithm using membership queries, equivalence queries, and justifying assignments, to one that uses only membership and equivalence queries, adds a factor of O(n) overhead.
Learning a Read-Once Formula Given a Skeleton
In this section we present a technique to identify an unknown formula from ROF (B) given its skeleton. This is a general technique that works for any basis B meeting certain technical conditions. Thus we reduce the problem of read-once formula identi cation to that of nding a correct skeleton. Note that it is possible in principle for two read-once formulas f 1 f 2 to have signi cantly di erent skeletons. This will turn out not to be the case for the bases we consider (although some variation is possible, as for example AND(x; AND(y; z)) AND(AND(x; y); z)).
Lemma 5 Suppose B is a projection closed set of basis functions. Then given a justifying assignment for each relevant variable, ROF(B) is identi able in polynomial time with membership queries if 1) There is a polynomial time routine that uses justifying assignments and membership queries to determine the skeleton of any formula f 2 ROF (B) (or of a formula equivalent to f). 2) There is a polynomial time routine that uses justifying assignments and membership queries to identify any formula in ROF(B) that has only one non-unary gate. If there are polynomial time routines for problems (1) and (2) using membership and equivalence queries, then ROF(B) is identi able in polynomial time using membership and equivalence queries.
Proof:
First learn the skeleton. To nd a formula equivalent to f it is then necessary to determine which basis functions are computed at internal nodes and to determine where negations need be inserted (if negations are in the basis). For the moment, assume that f does not contain any negations, except possibly at the leaves.
The basic idea is to run parallel copies of the algorithm for problem (2) , where each copy is applied to a di erent node of the skeleton. For this to be feasible we need to be able to provide justifying assignments for each gate in the skeleton (where the \variables" are now the subformulas that are the inputs to the gate) and to answer the membership and possibly equivalence queries for the gate. To show how to do this (using justifying assignments and oracles for f) let us rst suppose we are able to perform the following two tasks for any gate G in the skeleton, Evaluation: Determine the output of G on an arbitrary assignment, Inversion: Given a desired value for G, nd an assignment on which G outputs that value.
Suppose for the moment that we have e cient solutions to the evaluation and inversion problems for each gate. We argue that we can run our single gate subroutine to learn the function computed at each gate in the skeleton. To nd a justifying assignment for some input to a gate G, use a justifying assignment for a variable that appears in the corresponding subformula of G. Then use the evaluation procedure to determine the values assumed by all G's inputs on this assignment. The result is a justifying assignment for the speci ed input to G. When the routine to learn gate G makes a membership query, it speci es values for each of G's inputs. By inversion, obtain settings for each variable that is a descendant of G, and then use evaluation to determine G's output on this assignment (answering the membership query). When the subroutine makes an equivalence query for G, pause and wait until all other subroutines are ready to make equivalence queries (or have halted successfully). Then form a hypothesis h by labeling each gate of the skeleton with the hypothesis of the corresponding equivalence query. Make the equivalence query h f?, and if the answer is \yes", we output h and halt. If we get a counterexample c, then clearly there must be some node(s) in the skeleton for which the output of h from that node's gate is di erent from the output of f (certainly true at the root). Since h and f agree on all the input variable settings when evaluating c, there must be some deepest node in the skeleton at whose output h and f di er (as we propagate values bottom up from the leaves when evaluating c, at some point we reach a rst node in the skeleton where h's gate produces one value and f's gate produces the other). Thus there is at at least one gate G in h for which the inputs are set correctly (we can check this for each gate by evaluation), but the output is wrong (also determined by evaluation). For each such gate we restart the subroutine to learn that gate, giving it c as a counterexample to the last equivalence query. We let the subroutine(s) continue until the next round of equivalence queries. Now we need to show how to solve the evaluation and inversion problems for an arbitrary gate G. Pick a variable x that is a descendant of G, and let a be a justifying assignment for x. Let p be the partial assignment obtained from a by setting to (i.e. unsetting) all descendants of G. We claim that without loss of generality, the output of G on an assignment is equivalent to f p . Assuming this for the moment, then we can solve the computation problem using a simulated oracle for f p , and we can also solve the inversion problem, since to obtain a value t as the output of G we need just to pick whichever of a x 1 or a x 0 sets f p to t. In truth though, if the basis B is non-monotone, the output of G in f might be the negation of f p (and since B is projection closed, negation must be in B). We handle this by observing that there is a formula equivalent to f with the same skeleton, but where there is a negation gate applied to the output of G, and another negation gate immediately above that. If we temporarily extend the basis to include compositions of unary basis functions with non-unary basis functions (which we can do without changing the power of the class), then we can say that there is a modi ed formulaf withf f and the same skeleton as f, such that indeed the projections f p for each gate give the formula's true output of the gate. Under this extended basis, our initial assumption that f contains no negations except at the leaves is justi ed.
Our routine to solve problem (2) still works over this slightly enhanced basis. Now we can solve the evaluation and inversion problems forf, and hence learn that formula as above.
The nal sentence of the lemma follows from the fact that in this case we can generate justifying assignments by Lemma 4. 2
The resource bounds of this process come from the sum of those for building the skeleton and for running the algorithm to learn single gate formulas, where in the latter case there is O(n) overhead for each membership and equivalence query. There is also a potential factor of n overhead to nd justifying assignments (as in Lemma 4).
Learning a read-once formula with a meta-skeleton or partitions
Lemma 5 shows that we can reduce our learning problem to the two subproblems of constructing a skeleton and learning a single gate formula. The lemma can also be applied to two situations where we do not nd a complete skeleton, but have useful partial skeleton information.
One situation is where the basis B can be expressed as B 1 B t where the B i 's are types of basis functions. We shall only consider cases where the B i 's are disjoint except for NOT. We de ne the meta-skeleton of f with respect to the basis decomposition B = B 1 B t as the skeleton of a formula f 0 from ROF (ROF (B 1 ) ROF(B t )) where f 0 f and where f 0 has no two adjacent gates labeled with formulas over the same basis type. In other words the gates of the formula are labeled with functions that are themselves read-once formulas over one of the B i 's. A meta-skeleton can be obtained by taking a skeleton of f and combining adjacent nodes that were labeled with basis functions from the same B i . Applying Lemma 5 to the class ROF (ROF (B 1 ) ROF(B t )) gives the following result.
Lemma 6 Suppose B = B 1 B t is a projection closed set of basis functions. Then the class ROF (B) is learnable in polynomial time with membership and equivalence queries if for any f 2 ROF(B), 1) There is a polynomial time routine that learns the meta-skeleton with respect to B 1 B t of a formula in ROF(B) that is equivalent to f using membership and equivalence queries, and 2) For each B i 2 B there is a polynomial time routine that learns formulas in ROF (B i ) using membership and equivalence queries.
We de ne the type of a node in f, with respect to the decomposition B 1 B t , to be the basis class B i containing the function whose label appears on the node. The following lemma (which is a variation of a lemma used in Angluin et. al. AHK93]) states that if we can determine the type of the lca of all pairs of variables in f, then we can construct the meta-skeleton of f in polynomial time. This reduces problem (1) to the problem of determining the types of the lca's of all pairs of variables in f.
Lemma 7 Let f be read-once formula over the basis B. Let B 1 B t be a decomposition of the basis B such that the B i 's are disjoint (except possibly for the function NOT). Then there is a polynomial time procedure that, given the type of lca(x,y) for all pairs of variables fx;yg in f, constructs the meta-skeleton of f with respect to the decomposition B 1 B t .
Proof:
Let f 0 be a formula from ROF (ROF(B 1 ) ROF(B t )) such that f 0 f and f 0 has no two adjacent gates labeled with formulas over the same basis type (as described above). The skeleton of f 0 is the meta-skeleton of f. Given the type of lca(x,y) for all pairs of variables in f, it is easy to construct the type graphs of f 0 . We show that we can use these graphs to recursively construct the skeleton of f 0 .
Our construction relies on the following observations. If f 0 contains at least one node, and the root of f 0 is labeled with a function from ROF(B j ), then the B j -graph of f 0 is disconnected, and for every type B i 6 = B j , the B i -graph is connected. Suppose f 0 has at its root a node labeled with To construct f 0 from its type graphs, we rst check whether the type graphs all consist of a single leaf labeled with a variable y. If so, f 0 must consist of the single variable y. Otherwise, we perform depth-rst search on the type graphs to nd the unique type B z such that the B z -graph of f 0 is disconnected. In performing depth rst search on the B z -graph, we also determine the connected components C 1 ; :::; C k of the graph. For 1 j k, the B i -graph of f j 0 is the subgraph of the B i -graph of f 0 induced by the variables in C j . Using these subgraphs, we then recursively construct f 0 1 ; :::; f 0 k . The skeleton of f 0 consists of a root node whose children are the roots of the subtrees f 0 1 ; :::; f 0 k .
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Another situation where we do not nd the complete skeleton is the case where we nd a partition of the variables V = V 1 V 2 where V 1 is exactly the set of variables in a subformula of f. Such a decomposition represents a two node skeleton for the target formula over the basis ROF(B) (i.e. we view our class as ROF (ROF (B)) instead of ROF (B)). Thus the technique of Lemma 5 provides a recursive algorithm in this case, where by nding a partition we solve a problem of size n by combining the answers of two smaller problems whose total size is (basically) n. We state this in the following lemma (a subformula of f is trivial if it includes a single variable or all the variables).
Lemma 8 Suppose B is a projection closed set of basis functions. Then the class ROF(B) is learnable in polynomial time with membership and equivalence queries if for any f 2 ROF (B), 1) There is a polynomial time routine that identi es the set of variables that appear in some non-trivial subformula of f (should such exist) using membership and equivalence queries, and 2) There is a polynomial time routine that identi es formulas in ROF (B) that have a single non-unary gate using membership and equivalence queries.
Learning read-once formulas over the fan-in k basis
In this section we show how to learn read-once formulas over the basis ff : f0;1g 1 c k ! f0;1gg.
We assume without loss of generality that all gates in the target formula are prime. We start in Section 4. As long as f has some gate of fan-in three or more, this allows us to apply our recursive partitioning technique of Lemma 8. When all gates have fan-in two or less, we learn f over the fan-in two basis. In Section 4.3 we prove our main theorem for the basis ff : f0;1g 1 c k ! f0;1gg.
In the next section we shall generalize this result to produce an algorithm to learn read-once formulas over B ff : f0;1g 1 c k ! f0;1gg for a general basis B (given that ROF(B) is learnable and B meets certain technical conditions). In preparation for that result, this section will use some slightly more general approaches than we immediately require.
Learning read-once formulas over the fan-in 2 basis
In this section we consider the case where the only gates in the formula are AND, OR, XOR, and NOT. We learn formulas over this basis by nding a meta-skeleton with respect to the bases fAND,OR,NOTg and fXOR,NOTg. We already know how to learn read-once formulas over fAND, OR, NOTg AHK93], and learning formulas over fXOR,NOTg is trivial since all such formulas collapse to compute either XOR, its negation, or a constant. Thus by applying Lemmas 6 and 7, we can reduce our learning problem to deciding for each pair of variables whether their lca is XOR or is in fAND,ORg. The following lemma shows how to do this (in a slightly more general fashion than we need for the moment).
Lemma 9 Let B be a basis that includes XOR, but does not include any other function whose projection is XOR or its complement. Then there is a polynomial time membership query and justifying assignment algorithm that determines, for any formula in ROF(B), whether the type of the lca of each pair of variables x,y in the formula is XOR.
Proof: To determine the type of lca(x; y), we start with a justifying assignment a for x and a justifying assignment b for y. We loop through each variable z on which a(z) 6 = b(z), and if a :z is still justifying for x we reset a to a :z . (we call this process walking a towards b). Suppose lca(x; y) is an XOR gate. Then changing any variable in y's subformula of this gate cannot a ect the fact that a is justifying for x. Thus after a single pass of such changes, it must be true that p = a x;y is two-justifying for x and y and that f p is XOR(x; y) or :XOR(x;y). Conversely if lca(x; y) is not an XOR gate, then f p cannot compute XOR or :XOR unless the projection of that gate does, which is not possible by the conditions of the lemma. Thus with O(n 3 ) time and membership queries we are able to determine, for each pair of variables, whether the type of the lca is XOR. 2 
Routines for nding k-justifying assignments and partitioning
In this section we present two key routines for generating justifying assignments for formulas over the fan-in k basis.
The routine Grow-k-Justifying-Assignments ( Figure 2 ) takes a set J 1 of one-justifying assignments for each relevant variable, and returns a set J of partial assignments with the property that for each gate G of fan-in c k, there is a c-justifying assignment in J for a set of variables that includes one variable from each subformula of G. ( We can e ciently determine whether a function of k or fewer inputs depends on a variable simply by building a complete truth table with membership queries).
Grow-k-Justifying-Assignments(J 1 ) We prove the following lemma that applies to read-once formulas over any basis.
Lemma 10 Suppose J 1 is a set of one-justifying assignments including one for each relevant variable in a read-once formula f over an arbitrary basis. The routine Grow-k-Justifying-Assignments when invoked with a membership oracle for f will return a set J of partial assignments with the following property: For every gate G in f with fan-in c k, there is a p 2 J where p is a c-justifying assignment for a set of variables that includes one variable from each subformula of G. Proof:
For the conditions of this lemma to hold, G must be labeled with a prime function of fan-in c. We claim that any U satisfying the conditions at step 2a must be such that each u i appears in the same subformula of G as does w i . This is clearly the case when we chose u i = w i . Otherwise the fact that we obtain a prime c-justifying assignment for (W ?fw i g) fu i g implies that the variables (W ?fw i g) fu i g must share an lca in f. Since this set includes at least two variables from W (as c 3) , that lca must be G. Furthermore u i must appear in the only subformula of G not represented by W ? fw i g (i.e. w i 's). If a U fxg is a prime c-justifying assignment then the variables U fxg must share an lca, and since U contains more than one variable this lca must be the same as the lca of U, which is G. Moreover, x must appear in the only subformula of G not represented by the u i 's, which we've just shown is w's. Hence if the routine returns \w's subformula" it is correct. Now suppose x is a descendant of G and appears in the same subformula of G as does w 2 W.
Consider a subformula of G that does not contain x or w. After step 1, either a and p agree on all the variables from the subformula except the single w i 2 W to which p assigns , or else there is some variable u i we could not change in a to agree with p. In either case, the subformula contains some variable y such that the two assignments a and a :y induce di erent values on the subformula's input to G (in the rst case, y = w i , and in the second, y = u i ). Let U be a set of such variables y, one from each of the c ? 1 subformulas of G not containing x or w (i.e. changing u i in a changes the value induced on the subformula of G that contains w i ). The partial assignment q = a U fxg induces a non-constant function on each of the inputs to G. Moreover, because a is justifying for x, the projection of f induced by q = a U fxg depends on the output of G. Therefore, the projection induced by q = a U fxg is a prime c-justifying assignment for U fxg. In order to prove that \w's subformula" is output by the routine, it remains only to show that each of the variables in U satisfy one of the conditions of step 2a.
The rst condition is clearly satis ed for each u i 2 U such that u i = w i . If u i 6 = w i , then p and a ended up disagreeing on u i in w i 's subformula, and we could not change u i in p. This implies that p u i is (c + 1)-justifying for W fu i g. By xing w i so that the induced projection still depends on u i , we obtain a partial assignment induces a non-constant function on each of the inputs to G, and induces a projection of f that depends on the output of G. This projection is prime, so u i satis es the second condition. 2
Walk-Prime-Projection requires O(n c?1 ) time and membership queries.
The algorithm and theorem
We can now prove the main theorem of this section.
Theorem 12 There is a polynomial time membership and equivalence query identi cation algorithm for ROF ff : f0;1g 1 c k ! f0;1gg . Proof:
Note that the class is projection closed, so by Lemma 4 we may add justifying assignments to the model.
We assume without loss of generality that the gates in the target formula f all compute prime functions. We also assume without loss of generality that all two-input gates in f are labeled with AND, OR, or XOR.
We invoke the routine Grow-k-Justifying-Assignments once. We search for a p 2 J where 1) f p is a prime function that depends on at least three variables, and 2) There is no other such p that depends on more variables. By Lemma 10, the rst fact implies that the variables W on which f p depends share an lca G that is labeled with a function from ff : f0;1g 3 c k ! f0;1g and f prime g.
The second fact implies that W includes a variable from every subformula of G (if it didn't, J would contain a prime justifying assignment for a larger set of variables that did include one from every subformula). Furthermore there must be such a p unless f contains only gates of fan-in at most two.
If there is no such p then we learn f as described above in Section 4.1. If there is such a p, we call Walk-Prime-Projection with each remaining variable. We use the information returned by Walk-Prime-Projection to partition the remaining variables into one set containing variables that are not descendants of G, and jWj sets each containing the variables that are in a given subformula of G.
One of the sets in the partition must be non-trivial unless G is the only gate in f. Since learning one gate functions from f : f0;1g 3 c k ! f0;1g is simple (there are only a constant number of possibilities), the theorem follows from Lemma 8. 2
In the above algorithm, we can avoid re-invoking Grow-k-Justifying-Assignments each time we recurse with a partition by using the justifying assignments produced from the invocation of Growk-Justifying-Assignments at the start of the algorithm. We need a total of at most n 2 invocations of Walk-Prime-Partition (fewer than n for each partition), requiring O(n k+1 ) time and membership queries. Adding in the factor n overhead in time and queries to generate justifying assignments and the factor n time to implement membership queries, we can obtain the total resource bounds of O(n k+3 ) time, O(n k+2 ) membership queries, and n equivalence queries.
There is no algorithm for this problem whose running time is polynomial in both n and k (such an algorithm would have to learn an arbitrary boolean function in less time than it takes to output its representation). It may be possible to have an algorithm whose running time is polynomial in n and 2 k , though that would require signi cant new techniques beyond ours, whose complexity is based on enumerating the possible subsets of variables that may share an lca.
Adding the Constant Fan-in Functions to a Basis
In this section we generalize the results of the previous section. We show how to convert an algorithm for learning a read-once formula over a basis B into an algorithm for learning read-once formulas over the basis B ff : f0;1g 1 c k ! f0;1gg. The results of this section, along with the results of Section 6, will imply that there is a polynomial time identi cation algorithm for the class ROF SYMM ff : f0;1g 1 c k ! f0;1gg (where SYMM is the set of symmetric boolean functions). The reader who is not interested in the generalizations of this section may skip it without any loss of continuity. To achieve our results we rst deal with the functions of fan-in less than three (essentially NOT, AND, OR, and XOR) as special cases. Suppose we have an algorithm for ROF(B), and suppose that B is projection closed. In Section 5.1 we shall describe an algorithm for learning ROF (B fNOT;XORg) (provided B meets an additional technical condition). Then in Section 5.2 we show how to learn ROF(B fAND;ORg). We conclude in Section 5.3 by describing how to learn ROF B ff : f0;1g 3 c k ! f0;1g and f prime g .
The technical condition we require in addition to B being projection closed is that B either contains the function NOT, or it absorbs negation, by which we mean that any formula in ROF (B fNOTg) can be rewritten so that all negations appear at the leaves. Note that any symmetric basis that includes the duals of all its elements has this property (e.g. the basis fAND;ORg), as does the basis of constant fan-in functions. If B does not satisfy the technical condition, we are only able to prove that we can add monotone functions of constant fan-in to the basis.
We shall state the intermediate results of this section in terms of exact identi cation algorithms using membership queries and justifying assignments. Recall that as long as the class is projection closed, an identi cation algorithm in this model implies one in the membership and equivalence query model by Lemma 4.
Adding \NOT" and \XOR" to a basis
Lemma 13 Suppose B is a class of boolean functions for which there is a polynomial time algorithm to identify ROF(B) using justifying assignments and membership and equivalence queries, If the class ROF(B) is projection closed and B either contains the function NOT or absorbs negations, then there is a polynomial time algorithm to identify ROF (B fXOR;NOTg) also using justifying assignments and membership and equivalence queries.
Proof:
First we show that we can add NOT to the basis. If it's already in B this is trivial, and if not then the projection closed property implies that every function in B is monotone. In the latter case every formula in ROF (B fNOTg) can be rewritten with all negations at the leaves. The sign of a variable is then indicated by its justifying assignment, and the problem is easily reduced to one of identifying a formula in ROF (B). Now assuming we have NOT in the basis, consider adding XOR. If B already includes XOR or its complement this is trivial. Otherwise no projection of a function in B computes XOR or its complement. By Lemma 9, we can use justifying assignments and membership queries to determine for each pair of variables x, y whether the type of lca(x, y) is XOR. By Lemmas 6 and 7, this reduces the problem of identifying formulas in ROF (B fXOR;NOTg) to the problems of identifying formulas in ROF (B fNOTg) and formulas in ROF (fXOR; NOTg). We have already addressed the former problem, and as mentioned earlier the latter problem is trivial since all possible in ROF (fXOR; NOTg) target formulas are equivalent to a constant, XOR, or :XOR. 2 
Adding \AND" and \OR" to a basis
To show that we can add AND and OR to a basis while preserving identi ability, we rst state three technical lemmas. These lemmas imply that non-trivial bases that are projection closed include at least two of fAND;OR;XORg. Lemma 14 If B is a projection closed class of boolean functions that does not include NOT, and if the only binary function in B is AND, then B = fANDg. Proof:
We show this by induction on the number of variables n. The claim is obvious for n = 2. Assume it is true for functions of n?1 variables, and consider a function f(x 1 ; : : : ; x n ) in B over n variables. Now (using xy to denote AND(x; y)), f(x 1 ; : : :; x n ) = OR(f 1 (x 2 ; : : :; x n ):(x 1 ); f 2 (x 2 ; : : :; x n )x 1 ) Since f(0; x 2 ; : : : ; x n ) = f 1 (x 2 ; : : :; x n ), f 1 is a projection of f, and hence is in B and by induction f 1 (x 2 ; : : : ; x n ) = x i 1 x i l for some i 1 ; : : :; i l . We also have f 2 (x 2 ; : : :; x n ) = x j 1 x jm . If f 1 and f 2 depend on a common variable, say x 2 , then f(x 1 ; : : : ; x n ) = x 2 g(x 1 ; x 3 ; : : :; x n ) = (by the inductive hypothesis) x 1 x 2 x n . But if there are no common variables we get a contradiction by substituting We show this by induction on the number of variables n. The claim is obvious for n = 2. Suppose the claim is true for functions with n?1 or fewer variables. As in Lemma 14, we have that f(x 1 ; : : :; x n ) = OR(f 1 (x 2 ; : : :; x n ):x 1 ; f 2 (x 2 ; : : :; x n )x 1 ) where here f 1 (x 2 ; : : :; x n ) = g 1 (XOR(x i 1 ; : : :; x i l )) and f 2 (x 2 ; : : :; x n ) = g 2 (XOR(x j 1 ; : : :; x im )) (where g 1 and g 2 are either the identity function or negation). If f 1 and f 2 contain a common variable, say x 2 , then f(x 1 ; : : :; x n ) = XOR(x 2 ; f(x 1 ; 0; x 3 ; : : : ; x n )), which by the inductive hypothesis is XOR(x 1 ; x 2 ; : : :; x n ) or its complement. Therefore, suppose they have no common elements. Then set x i 1 = = x i l to 0 or 1 so that the output of g 1 is 1, and set x j 2 = = x j m?1 = 0. This gives the unate projection OR(x 1 ; g 2 (x j 1 )). 2 Now we prove the main result for this section.
Lemma 17 Suppose B is a projection closed class of boolean functions and there is a polynomial time algorithm to identify ROF(B) using justifying assignments and membership and equivalence queries. Then there is a polynomial time algorithm to identify ROF (B fAND;ORg) also using justifying assignments and membership and equivalence queries. 
Adding fan-in 3 c k functions to a basis
The previous sections dealt with adding the two input functions to the basis. Here we consider adding arbitrary functions of fan-in c for 3 c k. We assume without loss of generality that all such functions are prime.
In the proof of the following theorem, we make use of the routines Grow-k-Justifying-Assignments and Walk-Prime-Projection introduced in the previous section. Recall that these routines were valid for read-once formulas over arbitrary bases.
Theorem 18 Suppose B is a projection closed set of basis functions for which there is a polynomial time membership and equivalence query identi cation algorithm for ROF (B Note that in both cases the class is projection closed (since B is), so by Lemma 4 we may add justifying assignments to the model. If B absorbs negations or includes NOT we may assume it includes both NOT and XOR by Lemma 13. In any case we may assume that B includes AND and OR by Lemma 17. Thus we need only concentrate on adding the prime functions of fan-in three or more.
The claim is clearly trivial unless f includes some gate G labeled with a function g not representable in ROF (B). We argue that any projection f p that depends on exactly one variable from each subformula of G will also not be representable in ROF(B). This is easily shown to be true if B cannot be augmented to include negation, in which case f is monotone. If f is monotone the only possibility is f p g. If, however, B includes negation, then since f p computes a function in g], any representation in ROF(B) for f p could be converted to a representation for g by appropriate placement of negations.
We invoke the routine Grow-k-Justifying-Assignments once. The complexity of the processing described here is essentially the sum of the costs of our previous algorithm to learn read-once formulas over the fan-in k basis and of repeatedly executing the algorithm to learn ROF (B) (which we potentially multiply by a factor of n overhead to generate the justifying assignments).
The next result will follow from Theorem 39 in Section 6
Corollary 19 There is a polynomial time algorithm using membership and equivalence queries to Corollary 21 There is a polynomial time algorithm using membership and equivalence queries to exactly identify read-once formulas over the basis of binary matroid port functions (and hence also switch con gurations) and arbitrary functions of fan-in k or less.
Corollary 22 There is a polynomial time algorithm using membership and equivalence queries to exactly identify read-once formulas over the basis of -branching programs and and arbitrary functions of fan-in k or less.
Identi cation of Read-Once Formulas over a Symmetric Basis
The problem of learning read-once formulas over a symmetric basis presents some di culties that are not encountered in learning read-once formulas over the basis of gates of fan-in k, or over any of the bases (such as fAND, OR, NOTg and threshold) considered in previous work AHK93, BHHK91].
By Lemma 8 we can learn read-once formulas over the symmetric basis provided that we can 1. learn those formulas that contain at most one non-unary gate, and 2. either build skeletons or nd partitions.
To learn formulas with fan-in k or with threshold gates, problems (1) and (2) can be solved by taking a list of justifying assignments for each of the relevant variables, and asking appropriate membership queries. However, justifying assignments and membership queries provably do not su ce for solving these problems for the symmetric basis in polynomial time. Therefore to learn over the symmetric basis we must use not only membership queries and justifying assignments, but equivalence queries as well. Problem (1) can be solved fairly easily with membership queries and equivalence queries, and we present the solution below in Section 6.1.
Problem (2) is more interesting than Problem (1). The following example proves that it cannot be solved using membership queries and justifying assignments. Consider a partition of the variables x 1 ; :::; x n into two equal sets (assume n is even), fx i 1 ; :::; x i n=2 g and fx i n=2+1 ; :::; x n g. Let g be the consensus function and consider the formula h = AND(g(x i 1 ; :::; x i n=2 ); g(x i n=2+1 ; :::; x in )):
Even given an assignment that is justifying for every variable (such as the all 1's assignment), it may take exponentially many membership queries to distinguish this function from g(x 1 ; :::; x n ).
The technique used in nding partitions in the fan-in k case was to exploit justifying assignments to nd c-justifying assignments for subsets of c k. These c-justifying assignments provided enough information to nd partitions. Sometimes it is possible to use such an approach to nd a partition for a ROF over the symmetric basis. In particular, we show in Section 6.4 that if we can produce a projection p assigning all but three relevant variables, then in all of the following cases it is possible to generate a partition using p, membership queries, and justifying assignments (in the second case, this is assuming that f has more than one non-unary gate):
1. f p is incomplete. It depends on some, but not all of the two or three variables. 2. f p is prime. It computes a prime function of its three variables. 3. f p is asymmetric. It is not a symmetric function of literals of its variables.
Unfortunately such projections may not exist. In the previous AND of consensus example any c-justifying assignment for a constant c induces an AND projection (non-prime and symmetric) over the variables or their negations. On the other hand if we knew a priori that f was an AND of consensus gates we could learn it by the following straightforward algorithm. Notice that if a is a positive assignment that sets some non-trivial subset S of the variables V to 1, and the remainder of the variables to 0, then no consensus gate contains inputs from both S and V ?S. The algorithm begins by making an equivalence query with the hypothesis g(x 1 ; :::; x n ), where g is the consensus function. If the oracle returns a counterexample a, that counterexample must be a positive one setting some non-trivial subset S of the variables to 0, and the remainder in V ?S to 1. This gives us a partition of the variables; the variables in S must be the inputs to some subset of consensus gates, and the variables in V ?S must be the inputs to the remainder of the consensus gates. If the target formula is the AND of 2 consensus gates, then the inputs to one of those gates must be S, and the inputs to the other one of those gates must be V ?S. The algorithm makes an equivalence query with this hypothesis. If a counterexample is obtained, that counterexample must again be a positive example, allowing us to partition the variables further into sets of inputs to distinct consensus gates. The algorithm continues this process until the correct partition is eventually obtained.
Our algorithm to learn read-once formulas over the symmetric basis is a combination of the two approaches of searching for partitions, and of trying to learn f as an AND (or NAND) of consensus gates. Perhaps surprisingly, failure of the AND of consensus algorithm always produces a counterexample that will allow us to nd a partition.
We begin in Section 6.1 by presenting the algorithm for learning a formula with at most one non-unary gate. In Sections 6.2 and 6.3 we present the two approaches mentioned above. In Section 6.4 we describe the methods for turning prime, asymmetric, and incomplete projections (assigning values to all but two or three of the variables) into partitions.
Learning formulas with only one symmetric non-unary gate
If f has a single non-unary gate it computes a symmetric function over some literal setting of the input variables. If we knew what those literal settings were, the identi cation process would be just to make n + 1 membership queries on inputs that have from 0 up to n of the gate's inputs set to 1. Our algorithm starts by building such a hypothesis under the uninformed assumption that no variables are negated. A counterexample is then used to determine correct signs for the variables.
The key fact we use is that if two variables x and y have the same sign, then for any assignment a it will be true that f(a x 1;y 0 ) = f(a x 0;y 1 ). We search for assignments where this is not the case to establish that variables have di erent signs (signs are not absolute since we can get an equivalent function by negating each input and reversing the vector of the function). The details of the routine are given in Figure 4 . The correctness of this routine proves the following lemma.
Lemma 23 Suppose f is a symmetric function over some literal setting of its inputs. Then the subroutine LearnOneGate when invoked with those variables and membership and equivalence oracles for f will return a hypothesis equivalent to f.
Finding an s-assignment (or a projection that yields a partition)
Formally, we say that a formula is an \AND of consensus gates", or ANDC, if its root is labeled with AND, and the children of the root have the following properties: they are either variables (possibly negated), or they are consensus gates whose inputs are variables (possibly negated). We are only interested in read-once ANDCs, and when we discuss properties of ANDCs we are referring implicitly only to those that are read-once. A NAND of consensus gates (NANDC) is the complement of an ANDC (also representable by an OR of consensus gates).
Our algorithm for learning a formula over the symmetric basis with more than one non-unary gate makes extensive use of s-assignments. We say that an assignment a is an s-assignment if 1. a is justifying for every relevant variable x and 2. for any pair of variables fx;yg, a x;y is a unate two justifying assignment. Our algorithm begins by obtaining a unate two-justifying assignment. This in fact is already done for us at step 2 of LearnOneGate. At that step we march the counterexample c towards the assignment a m until we nd a c for which f(c) 6 = f(c :x;:y ). Since f cx;y cannot be constant or compute XOR or its complement given this condition, the only possibilities are that c x;y is incomplete (in which case we partition) or is a unate two-justifying assignment.
Once a unate two-justifying assignment is found, we try to transform it into an s-assignment. This attempt will either succeed, or we shall nd an incomplete, asymmetric, or prime projection (in which case, again, we proceed to nd a partition).
If we nd an s-assignment, we run an algorithm similar to the one described in the rst part of Section 6 above that tries to learn ANDCs and NANDCs, given an s-assignment of the target formula as input. The algorithm either succeeds in learning f (if f is really an ANDC or NANDC), or succeeds in discovering a partition.
Converting a two-justifying assignment to an s-assignment, or nding a partition
We say that a unate two-justifying assignment p reveals a partition if, for some third variable u, the projection f pu is either asymmetric, prime, or incomplete.
Given a unate two-justifying assignment, we rst test, for every third variable u, whether f pu reveals a partition. If not we convert p into an s-assignment, as described in the proof of the following lemma.
Lemma 24 Suppose f is a read-once formula over a symmetric basis, and p is a unate twojustifying assignment. Then either p can be extended to an assignment a such that a is an sassignment, or it is possible to generate a two-justifying assignment p 0 that reveals a partition (in polynomial time using membership queries), Proof:
For each variable u, check whether f pu reveals a partition. If so, we're done. Suppose that for every variable u given a value by p, f pu does not reveal a partition. In this case, for every u given a value by p, f pu must depend on all its variables and compute a symmetric, unate, and non-prime function. Let f p = g(x 0 ; y 0 ) where x 0 and y 0 are literals of x and y, and where g is symmetric. The function g must be either AND or OR. It follows that for any u distinct from x and y, f pu = g(x 0 ; y 0 ; u 0 ), where u 0 is some literal of u. Suppose g is AND (the other case is symmetric). Then because f p is justifying for x and y, it follows that u 0 is set to 1 by p. If we extend p by setting x 0 and y 0 to 1, then the resulting assignment is justifying for all the variables. Let a be the extension of p. If for every pair of variables z; w, f az;w is unate, then a is an s-assignment; it will de nitely depend on both z and w because a is sensitive to both. If for some pair of variables z; w, f az;w is not unate, then f ax;z;w or f ay;z;w is asymmetric, and reveals a partition. 2 6.3 Learning f as an ANDC (or nding a projection that yields a partition)
The algorithm described in this section takes as input an s-assignment a of f. Without loss of generality let us assume that a is the all 1's assignment and that f(a) = 1 (This assumption will in e ect allow us to ignore the issue of negations on the leaves. It is without loss of generality since we can handle other values of a simply by rede ning \1" for each variable to be the value that it takes on in a, which in e ect means replacing variables that are 0 in a by their negations.) The routine ANDCPart in Figure 5 either learns an ANDC or returns a partial assignment p setting all but two or three variables, and for which f p is prime, incomplete, or asymmetric. The algorithm in this section is similar to the algorithm sketched at the beginning of Section 6 for learning ANDCs with no negations (that algorithm actually works only if all children of the root are consensus gates. A simple modi cation handles the more general case in which some of the children are variables). In that algorithm, we begin by asking an equivalence query which gives an initial positive counterexample. Note that in a true ANDC function all positive examples are s-assignments (i.e. ipping any one or two variables gives a negative assignment). If the counterexample is an s-assignment, then we use it to split the inputs into two sets corresponding (we believe) to di erent groups of consensus gates. The key property we are able to prove is that when we group our variables according to s-assignments, we preserve the fact that only positive counterexamples are possible, even if f is not in fact an ANDC. >From this it follows that if f is not an ANDC we shall eventually receive a positive counterexample that is not an s-assignment. By walking this toward our initial s-assignment (all 1's), we prove that we are able to nd a unate two-justifying assignment for a pair of variables that cannot be extended to an s-assignment, and hence by Lemma 24 we are able to partition.
We present the algorithm in Figure 5 . In the next two sections, we prove lemmas that establish its correctness.
ANDCPart(a)
1. Let K = fag. K will hold the set of s-assignments. 2. Let S = ;. S will hold sets of subsets of variables thought to be inputs to di erent consensus gates.
3. Let W = fx 1 ; : : :; x n g. W will contain the variables not in a subset of S, and hence possible inputs to the AND gate. (c) Go back to step 4. 7. Else repeat forever (we shall prove this loop preserves the fact that b is not an s-assignment). 
Properties of s-assignments
We begin the proof of correctness with some important lemmas characterizing s-assignments.
Lemma 25 Let f be a read-once formula over the symmetric basis. On an s-assignment, every gate G in f has all its inputs set to the same value.
Proof:
Suppose there is an s-assignment c such that some gate G in f has one inputs set to 0 by c, and another input set to 1 by c. Let x be a variable whose root leaf path includes this 0 input, and let y be a variable whose root leaf path includes this 1 input. Let h 0 ; 1 ; : : : ; m i be the vector of the function computed by G, and let k be the number of inputs of G set to 1 by c. Because c is a justifying assignment for both x and y, k?1 6 = k 6 = k+1 . It follows that c x;y induces a non-unate projection on G, and therefore a non-unate projection of f, which contradicts the assumption that c is an s-assignment. 2 Lemma 26 Let f be a read-once formula over the symmetric basis. Either the output of f on all sassignments is the same, or there are only two s-assignments a and b to f, and a is the complement of b.
Lemma 25 implies that for any variable x, the output of f on an s-assignment is completely determined by the value the s-assignment gives to x. Thus if two s-assignments give the same value to some variable x, the output of f must be the same on those two s-assignments. 3. For every distinct S i ; S j pair in S, there is some s-assignment in K setting all the variables in one of them to 0, and all the variables in the other to 1. 4. For every s-assignment in K, the variables in W are all set to 1.
It is easy to show that Invariants 2-4 hold. We will show that Invariant 1 holds using the following Lemma.
Lemma 28 If the output of f on all possible s-assignments is not the same, then the algorithm will make only one equivalence query. The counterexample to that query will be an assignment b such that b is not an s-assignment and f(b) = 1.
By Lemma 26, assignment a (all 1's) is the only positive s-assignment. The initial h has h(a) = AND(a) = 1 and no other positive assignments. Therefore the rst counterexample b must be a positive assignment other than a, and hence not an s-assignment. Therefore we reach step 7 and return without ever asking another equivalence query. 2 Lemma 29 Invariant 1 is true.
Lemma 28 shows this is trivially true unless the output of f on all possible s-assignments is the same. Suppose this is the case (this output equals f(a) = 1). Note that an assignment is only added to K if it's an s-assignment, and h is only updated when an s-assignment is added.
Observe that each change to h caused by splitting an S i or moving variables from W to S strictly increases the number of positive examples of h, so we never make h incorrect on an s-assignment in K. Furthermore the changes to S at step 6b guarantee that h will output 1 on the new s-assignment being added to K. 2 We now prove two lemmas to show that each time the algorithm asks an equivalence query with hypothesis h, the counterexample received is a negative example of h. We rst present another de nition. For all S i 2 S, let Founders(S i ) be the set of nodes G in f (gates or inputs) with the property that all variables in the subformula of f rooted at G are in S i , and the parent of G has a descendant that is not in S i .
Lemma 30 Suppose the output of f on all possible s-assignments is the same. Then during the execution of algorithm ANDCPart, for every S i in S and for every gate G in Founders(S i ), the output of G is the same whether all variables in S i are set to 0, or all variables in S i are set to 1.
If G is the root of f, this follows from Invariant 2. Suppose G is not the root of f. Let x be a variable in S i , and let y be a variable not in S i such that lca(x; y) is the parent of G. Either y is in some S j not equal to S i , or y is in W. We consider only the rst case (the second is simpler). Let G 1 be the gate that is a sibling of G and has y as a descendant. By Lemma 25, the output of G on an s-assignment is completely determined by the value assigned to x. Let x : f0;1g ! f0;1g be such that for b 2 f0;1g, x (b) is the output of G on an s-assignment in which x is set to b. Let y : f0;1g ! f0;1g be such that for b 2 f0;1g, y (b) is the output of G 1 on an s-assignment in which y is set to b. Lemma 25 implies that if there exists an s-assignment which sets x to b 1 and y to b 2 then x (b 1 ) = y (b 2 ). Since K contains the all 1's assignment x (1) = y (1) . If the lemma is not true for G then x (0) 6 = x (1). By Invariant 2, K contains an s-assignment a 0 that sets x to 0. Since x (0) 6 = y (1) , that s-assignment must also set y to 0, and hence y (0) = x (0)(6 = x (1)). One consequence of Lemma 31 is that we can guarantee termination.
By
Lemma 32 The algorithm makes at most n equivalence queries. Proof:
Each counterexample on which we repeat the equivalence query loop (rather than reaching step 7) is a positive s-assignment. But each time we add this s-assignment to K either some S i in S is split into two sets, or some of the variables not in an S i are placed in an S i . This can happen at most n times. 2 To complete the proof of correctness, we now show that if a counterexample b is received such that b is not an s-assignment, the algorithm will indeed nd a partition.
Lemma 33 At the start of each iteration of the loop at step 7, f(b) = 1, b is not an s-assignment, and there exist variables x and y that are set to 0 by b.
Proof:
We only iterate the loop in cases where ipping two variables in b do not change f(b) (i.e. where f bx;y is either constant or non-unate). Thus we preserve f(b) = 1. Each change to b is in just two variables. Thus by Lemma 27 we can never make b a positive s-assignment, since that would mean the previous setting for b must have been a negative assignment. We can never make b a negative s-assignment since we preserve f(b) = 1. By Lemma 27 the only positive assignment with two or fewer variables set to 0 is a itself, and b never equals a, so it follows that b always has at least three variables set to 0.2 Lemma 34 If the algorithm asks an equivalence query and receives a counterexample b such that b is not an s-assignment for f, then on some iteration of the loop at step 7, it will return a projection that reveals a partition.
By Lemma 33, on each iteration of the loop there are variables x and y such that b sets x and y to 0. It is clear that on each iteration f(b x;y ) satis es one of the four \if" conditions. Each time b is updated the number of variables that are set to 1 by b increases by two. Thus after at most n=2 loop iterations, either f bx;y reveals a partition, or f bx;y does not reveal a partition and is unate. In the rst case, the lemma is clearly true. In the second case Lemma 24 will produce a partition unless b x;y can be extended to produce an s-assignment. But Lemma 27 shows there is no positive s-assignment in that range, and Lemma 26 shows that since all those extensions besides b itself set x or y to 1 there is also no negative s-assignment.2
Techniques for nding partitions
In this section, we present our algorithms to produce partitions given an incomplete projection on two variables, or an asymmetric or prime projection on three variables. This allows us to apply the recursive technique of Lemma 8 to solve our problem by learning two subformulas of f.
Using a prime projection to nd a partition
If a projection on a set of variables is prime, those variables must share an lca in f. A prime three-justifying assignment corresponds to a unique gate in the formula that is the lca of its three variables. Condition (1) of Lemma 35 below states a criterion for testing whether any fourth variable is also a descendant of that lca. Repeating this test we can nd a partition of variables according to whether they appear in the subformula rooted at the three variables' lca. As long as this lca is not the root of the formula, this gives a non-trivial partition. If on the other hand this lca is the root, then using condition (2) we can split the remaining variables according to the root's subformulas. One of those subformulas must be non-trivial (assuming f has more than one gate). To apply Lemma 35, however, we need our prime three-justifying assignment to satisfy the condition of extensibility to a four (or ve)-justifying assignment for the original three variables plus one (or two) more. While this may not be true of our initial three-justifying assignment, we show how to obtain such a extensible partial assignment in Lemma 36.
Lemma 35 Suppose f is a read-once formula over a symmetric basis, and p is a three-justifying assignment for variables fx;y;zg such that f p is prime. If w is a fourth variable for which f pw depends on w, then the following two statements are true:
1. w is a descendant of lca(x; y) if and only if there are no functions g 1 and g 2 such that f pw g 2 (w; g 1 (x; y; z)) 2. lca(x; w) is a descendant of lca(x; y) if and only if f pw g 1 (g 2 (x; w); y; z)) where g 1 is a prime symmetric function.
Proof:
The only if directions of both claims follow readily from the topology of the formula. Claim (2) follows from the fact that a function of the given form cannot be expressed as a read-once formula without lca(x; w) being below lca(x; y; z). And claim (1) is true because if w is a descendant of lca(x; y) then (depending whether w appears in the same subformula of that gate as one of the other three variables) f pw must have either the form g(w; x; y; z) where g is symmetric and prime (since it has a prime projection) or the form g 1 (x; y; g 2 (w; z)) (or likewise with w paired with x or y) where g 1 is prime. Neither type of projection can be expressed in the form of the lemma. 2 To nd a p as called for in the above lemma we prove the following result.
Lemma 36 Suppose p is a c-justifying assignment for a set of c variables appearing in some readonce formula f over a symmetric basis. There is a polynomial time (if c is constant) membership query algorithm that takes a di erent variable w and a justifying assignment for w and produces a partial assignment p 0 such that f p f p 0 and such that f p 0 w depends on w.
To nd p 0 we use the standard greedy walk approach, starting with p and trying to ip a single bit (plus possibly w) to make p agree with a justifying assignment for w, while not changing the projection f p . If we ip all the bits then, since the partial assignment agrees with a justifying assignment for w on every variable it assigns a value, we shall surely succeed. And we may succeed at some point along the way. The claim is that we cannot get stuck along the walk.
To show this, consider an f p for which f pw does not depend on w. Let G be the deepest gate of f whose input depends on w in f pw , but whose output does not. None of the unassigned variables in p can be descendants of G (since the symmetry of G implies that f pw can not depend on such variables without depending on w). There must be some subformula of G other than w's that contains a variable u on which p di ers from w's justifying assignment. If ipping u changes f p then (1) ipping u changes p's value on this input to G, and (2) p induces di erent values on the subformulas of G that contain u and w. In this case, ipping both u and w in p therefore leaves f p unchanged. Thus we continue moving p closer to w's justifying assignment until we reach a p with the desired property.
This algorithm requires at O(n 2 ) time and membership queries. 2 6.4.2 Using an asymmetric projection to nd a partition Lemma 37 There is a polynomial time routine to take an asymmetric (non-prime) three-justifying assignment and return a subset of variables that are exactly those appearing in some non-trivial subformula of f.
An asymmetric three-justifying assignment p induces a projection of the form g 1 (z 0 ; g 2 (x 0 ; y 0 )) where x 0 , y 0 and z 0 are literals and where g 1 ; g 2 2 fAND;OR;XORg with g 1 6 = g 2 . Here we shall consider just the case where f p is AND(z; OR(x; y)) (the other cases follow similarly). We start by considering each remaining variables w, and nding (by Lemma 36) a partial assignment p 0 such that f p 0 f p and f p 0 w depends on w. The hope is that such a projection be viewed as progress since each time we do this the higher of our two lca's has been moved deeper in the formula, and hence the number of times we restart is bounded by the depth of the formula). In the third case we can extract a prime three-justifying assignment, and partition as above. And in the fourth case we can restart using an asymmetric three-justifying assignment for fv;x;yg.
We continue the above processing (restarting at most n times). Each time we grow W repeatedly until no further extensions are possible. At that point W must contain exactly those variables that are descendants of some one of the gates on the path from lca(x; y) (inclusive) to lca(x; z) (exclusive), and we have succeeded. 2 For each of the n (or fewer) restarts we need to obtain at most n 2 ve-justifying assignments (for our original three variables, plus some other two). This is the most expensive part of the processing, and gives us bounds of O(n 4 ) time and membership queries.
Using an irrelevant variable to nd an asymmetric projection
We show that an incomplete projection can be manipulated to nd an asymmetric projection, from which we nd a partition as above.
Perhaps the most basic evidence of asymmetry in f is a partial assignment p that assigns values to all but two variables such that the induced projection f p depends on one but not both of its two inputs. In this section we show how such a projection (along with a justifying assignment for the irrelevant variable) can be manipulated to produce an asymmetric projection on three variables. This then can be used to partition by the techniques of the previous section.
Lemma 38 Let f be a read-once formula over a symmetric basis. Suppose partial assignment p assigns values to all variables but fx;yg, and f p depends on x but not y. There is a polynomial time algorithm using membership queries that takes as input p and a justifying assignment for y, and returns an asymmetric three-justifying assignment for some set of variables fx;y;zg. Proof:
The algorithm uses a technique very similar to that of Lemma 36 to modify p to get a p 0 for which ipping one more variable z makes it depend on y.
For each z where p(z) 6 = a(z) we consider p 0 = p :z . If we nd a z for which f p 0 still depends on x and not y we update p to p 0 and continue. If we nd a f p 0 that depends on y we have succeeded since the projection f pz depends on all three variables and is asymmetric (since it has an asymmetric projection f p ). We continue this process greedily as long as possible. If we change all bits in p to agree with a then clearly we will get dependence on y and have succeeded. Thus we must show only that p does not get stuck part way there.
Since each f p does not depend on y, we know that p must block y below lca(x; y). Let G be the blocker gate, so a and p disagree on some variable z from other subtrees of G. The only way we cannot either move p closer to a or return is if f p:z is constant. This can happen only if p :z forces the output of G to the opposite value from what it is forced to by p (in both cases regardless of y). This would imply that on p z;y , the output of G depends on one input but not another, which contradicts the symmetricity of that gate. Thus as long as y is blocked below lca(x; y) there is some z we can change in p to move closer to x (if we cannot return successfully). And if y ever becomes unblocked we shall return successfully.
The routine runs in O(n 
The main theorem
We now state our main result for Section 6.
Theorem 39 There is a polynomial time identi cation algorithm using membership and equivalence queries for the class of boolean read-once formulas over the basis of arbitrary symmetric functions. Proof:
If the target formula f has a single non-unary gate this follows from Lemma 23. If f is an ANDC (or NANDC, symmetrically) this follows from Lemma 31, Lemma 32, and the fact that every positive example is an s-assignment. Otherwise, this follows from Lemma 34, the partitioning techniques of Section 6.4, and Lemma 8.
The bound on time and membership queries comes from the fact that we may nd up to n partitions of the target formula before we terminate, and each such partitioning phase requires up to O(n 4 ) time and queries. An additional factor of n comes from the technique to nd justifying assignments (Lemma 4). Routines LearnOneGate and ANDCPart will each be invoked at most n times. The latter routine makes up to n equivalence queries. Combined with the factor of n for obtaining justifying assignment, this gives us the n 3 equivalence query bound. 2 7 Negative Results For Read-Twice Formulas
Here we show that given common cryptographic assumptions, the results of this paper cannot be generalized to achieve polynomial time identi cation algorithms for boolean formulas over these bases that have at most two appearances of each variable. First we show that the two appearance case is no easier than the general case, and then we appeal to a previous result stating that the general case is hard.
Lemma 40 If B is a basis that contains AND and the consensus function on three inputs, then there is a polynomial time membership and equivalence query algorithm to identify read-twice formulas over B only if there is one to identify arbitrary formulas over B.
Proof:
Suppose f is an arbitrary formula over B de ned on V n = fx 1 ; : : :; x n g. Suppose f has s leaves. We shall create a read-twice formula f 0 de ned over the variable set V 0 = fx i;j j1 i n; 0 j 2sg (the idea is that each x i;j will be a copy of x i ). Letf be f with each appearance of x i replaced by a distinct x i;j where j is odd (sof is read-once). Let f 0 be an AND off as well as ns consensus gates de ned as follows. For each 1 i n, 1 j s, there is a consensus gate with the three inputs x i;2j?2 , x i;2j?1 , and x i;2j .
Note that f 0 is read-twice. If j is odd, x i;j appears (at most) once inf and once as an input to a consensus gate. If j is even x i;j appears as an input to two consensus gates.
Let A be an algorithm to identify read-twice formulas over B. We use A to identify f 0 over V 0 (and hence f over V ) by simulating oracles for f 0 using oracles for f.
For any membership query on an assignment a 0 over V 0 , rst check whether for some i; j; k we have a 0 (x i;j ) 6 = a 0 (x i;k ). If so, return \0". This condition implies that there is some j l < k for which a 0 (x i;l ) 6 = a 0 (x i;l+1 ), which means there is some consensus gate in f 0 , of which those two variables are inputs, whose output is set to 0 by a 0 . Otherwise (in which case all the consensus gates in f 0 output 1 and f 0 (a 0 ) =f(a 0 )), return the value of f(a) where a is the assignment over V n that has a(x i ) = a 0 (x i;1 ) (= a 0 (x i;2 ) = : : : = a 0 (x i;2s )).
If A makes an equivalence query on h 0 , make an equivalence query \h f?" where h is the formula obtained from h 0 be replacing each x i;j with x i . If the answer is \yes", we're done. Otherwise Theorem 41 If we assume the intractability of any of the following three problems: testing quadratic residues modulo a composite, inverting RSA encryption, or factoring Blum integers, then there is no polynomial time algorithm that uses membership and equivalence queries to identify read-twice formulas over any basis that includes AND, OR, NOT, and the three-input consensus function.
Note that such bases include both the fan-in k basis (for k 3) and the symmetric basis. If we allow only fan-in two basis functions (e.g. the basis fAND;ORg), it is unknown whether read-twice formulas are identi able (although under the same cryptographic assumptions it is known that read-thrice formulas are not AK91]).
Conclusions
The learning algorithms presented in this paper show that the class of read-once formulas is learnable in the membership and equivalence query model for much more powerful families of basis functions than one might initially suspect. This leads to the interesting open question of whether it is in fact possible to perform e cient exact identi cation of ROF(B) for any basis B for which the class B has an e cient exact identi cation algorithm (e. Another open question mentioned at the end of Section 4 is whether the result for the fan-in k basis can be extended to handle fan-in of O(log n) (i.e. can the running time be improved from poly(n k ) to poly(n; 2 k ))? Our approach has n k performance due to implicitly enumerating subsets of k out of n variables, so a qualitative improvement to parts of the algorithm would be required.
