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Abstract 
Control is important for transferring theoretical scientific knowledge into practical technology 
for applications in numerous fields. This is why coherent control study is significant on every 
timescale to have a complete understanding of dynamic processes that occur on the electron, 
atomic and molecular levels. As a result, numerous schemes have been proposed to carry out 
effective control of diverse systems. This study focuses on coherent control of systems based 
on their natural timescales from the picoseconds (10
–12
 s), femtosecond (10
–15
 s) to attosecond 
(10
–18
 s) regimes. For instance, in photochemistry a long standing goal is to achieve selective 
population transfer from an initial state to a desired target state with little or no diminution in 
the energy transferred. Another application is the excitation of unoccupied Rydberg states for 
the design and implementation of robust fast two-qubit gates in quantum computation.  
This thesis explores the modelling of dynamical light-matter interaction processes, like 
effective population inversion and generation of vibrational coherences in atoms and 
molecules, on their fundamental timescales using the density matrix (DM) theory under and 
beyond the rotating wave approximation (RWA). One main advantage of the density matrix 
over other theoretical approaches is that it allows the possibility of easily computing 
relaxation terms and other physical parameters critical to successful coherent control. The 
density matrix formalism is shown to be successful in properly describing the enhancement 
effects in atoms and complex molecular systems, it is robust in coherent control and quantum 
control spectroscopy (QCS) schemes and is extendable to numerous systems and geometric 
configurations. In the last part of the thesis, experiments on laser dressing processes in 
attosecond transient absorption spectroscopy are compared to numerical simulations using the 
DM formalism beyond the RWA. The research in this thesis thus opens a pathway to 
numerous studies using the DM formalism for applications in diverse fields of 
femtochemistry, attophysics, high precision spectroscopy and quantum information 
processing.  
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Chapter 1 
Introduction 
Ultrafast laser spectroscopy has been of huge significance in the characterization of atomic, 
molecular and biochemical system dynamics [1]. When dealing with coherent fields 
interacting with quantum mechanical systems, quantum interference becomes an essential 
phenomenon. Therefore, being able to understand how this quantum interference can be 
properly manipulated to effectively control the dynamic processes that occur when these 
atoms and molecules interact with some form of coherent excitation, can broaden our 
comprehensive understanding of the dynamics and physio-chemical properties of these 
systems.  
A fundamental concept in ultrashort laser spectroscopy is the control of population transfer 
from an initial state to a target state and the generation of vibrational coherences between 
different states. The importance of these coherent effects makes it worth employing numerous 
theoretical models to explore the influence of these effects and compare them with the 
experiments [2]. To achieve this level of control of dynamic processes, numerous approaches 
have been introduced to utilize the coherence of laser excitation fields and the quantum 
interference effects among the eigenstates of atoms and molecules to achieve control of 
targeted states in the systems. Coherent control comprises numerous techniques that can steer 
quantum mechanical systems to target electronic states using carefully tailored coherent 
excitation [3]. For instance, a photoreaction can be channelled towards a desired product 
channel through modulated excitation. Also selective control of chemical reactions like bond 
formation and dissociation become possible on a microscopic level [4].  
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The implementation of these methods is dependent on the size and other properties of the 
system studied, whether it is an atomic or a simple molecular system, complex chemical, bio-
molecular or a solid state system or nano-systems [5]. These control methods could be in the 
temporal, frequency or adiabatic domain in single and multilevel transitions.  
Studies on coherent population trapping (CPT) and electromagnetically induced transparency 
(EIT) set the basis for many coherent control techniques based on combined detuned lasers 
and adiabatic transfer [6–12]. The concept of CPT was employed to demonstrate pumping of 
atomic systems in a particular state, and has been theoretically analyzed by Arimondo and 
Orriols [7] and Gray et al. [8] based on the solution of the Bloch-like equations of motion for 
a 3-level system with applications in Sodium atoms. This concept was further experimentally 
demonstrated by Whitley and Stroud [10]. 
The main goal of these studies was to optimally pump as much population as possible to the 
excited state from the ground state with the requirements of a proper combination of density 
matrix relaxation rates, Rabi frequencies and precise detuning of the laser field. An important 
scheme combined with CPT and EIT is the adiabatic transfer scheme, which entails using two 
pulses, a Stoke and pump pulse with a delay between these pulses which turns off the initial 
pulse from returning the population to the lower levels thereby successfully trapping the final 
population in the target state. The stimulated Raman adiabatic passage (STIRAP) fosters the 
generation of Rabi oscillations. Two photon Rabi transfer has been previously demonstrated 
for resonant and near-resonant excitation based on Rabi flopping [13, 14, 15].  
Previous studies employing adiabatic transfer schemes have been used to demonstrate EIT for 
achieving population transfer to bounded states in atomic systems [9, 16, 17] and molecular 
systems [18, 19], with extensions to solid media [20]. Some studies also showed the 
possibility of extending these techniques to four-level schemes, achieving a limited but 
significant amount of population transfer [21]. 
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This previous research showed the potential for other interesting phenomena in multilevel 
systems, such as transfer to higher bound and continuum levels [8], and development of 
techniques for efficient transfer to unpopulated Rydberg states [18], which is essential for 
further advancement on spectroscopy, collision dynamics, quantum memories [20] and 
photon control in quantum information processing [22]. Kuklinski et al [18] showed an 
extension to the Heisenberg picture which presents a solution of the Liouville equations that 
allows the computation of the relaxation processes during the evolution of population transfer 
in multilevel systems. Zhang and George [23–25] employed the dynamical solution of the 
Liouville equations to find a practical path to more efficient CPT in Fullerenes with a proper 
combination of parameters, like time delay and pulse duration. CPT and EIT have also been 
demonstrated in Rubidium with extensions to different multilevel configurations, for instance, 
in a 3-level Λ-type and ladder-type atomic systems in 87Rb atoms cooled and confined in a 
magneto-optical trap [26], in a three-level V-type system in a D2 transition of 
87
Rb [27], in a 
4-level inverted-Y atomic system [28], and in a 4-level tripod atomic system in the 
87
Rb D1 
line [29].  
One of the earliest schemes was introduced by Brumer and Shapiro [30], which was a 
quantum pathway interference method based on phase control in the frequency domain. They 
theoretically demonstrated that the transition probability can be controlled by manipulating 
the relative phase between two excitation pathways that lead to the desired reaction product. 
This method has been used to demonstrate population transfer [31]. For instance, control has 
been achieved in the ionization of atoms such as Hg [32], in the ionization of deuterium 
iodide (DI) molecules using the 3ω–ω scheme [33] and also in semiconductors like N-doped 
AlGaAs/GaAs specially designed quantum wells [34]. Another interesting application is in 
the control of nonlinear parametric processes with femtosecond pulses using Four wave 
mixing (FWM) [35].   
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Another very relevant approach to coherent control is the temporal control scheme using the 
pump-probe (pump-dump) technique in time-resolved spectroscopy. Initially introduced in the 
work of Tannor, Kosloff and Rice [36], this method has become ubiquitous in experimental 
demonstration of control in atomic and molecular systems [37]. The method introduces the 
implementation of the wavepacket that is created when ultrashort pulses excite several 
vibrational states. This vibrational wavepacket play a huge role in light absorption processes 
of these molecules investigated.  The pump-probe (pump-dump) method can be employed to 
control the wavepacket, shown in figure 1.1(a).  
Baumert et al [38, 39] demonstrated bond formation and breakage of Na2 by applying a 
wavepacket to both ground and excited state potential energy surfaces (PES). Proper 
manipulation of the phase of the laser pulse can foster change in the amplitude of the 
wavepacket which could lead to an enhancement or suppression of the population transfer 
between electronic states and the vibrational coherence generation between these states. 
Introduction of different pulse shaping methods capable of phase modulation, for instance 
methods like optimal control theory that combine wavepackets or density matrix propagation 
between states and self learning algorithms [40], has sparked numerous interests in 
implementing this temporal domain method for coherent control of quantum systems.  
Ideally, transform-limited (TL) pulses can be tailored into modulated single or train of pulses 
as shown in figure 1.1(b), which can achieve increased selectivity and recently shown 
enhancements of population transfer to target states [41]. A comparison of the transient 
behaviour of these molecular systems after interaction with transform limited (unmodulated) 
and a shaped excitation sets up the conceptual basis for quantum control spectroscopy, which 
will be discussed in further detail in Chapter 5. Since the advent of extreme ultraviolet (XUV) 
and x-ray pulses generated using high harmonics processes, the pump-probe method has also 
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been extended to attosecond physics experiments, where the electronic dynamics are 
examined on their fundamental timescale [42].  
 
Figure 1.1: (a) Vibrational wavepacket theory (b) TL pulse (green), modulated pulse 
(red-dotted lines) and train of pulses (blue). 
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These coherent control schemes have been demonstrated to have prospective applications in 
numerous fields which will be discussed in section 1.1.  
1.1 Applications of Coherent Control 
 The potential of the earlier mentioned schemes to control quantum systems has been an 
essential prerequisite for present and future applications involving manipulation of atoms, 
molecules and other forms of matter [5]. Numerous applications of coherent control are 
demonstrated in fields such as femtochemistry [4, 43], quantum information processing and 
Rydberg states [44, 45], attosecond physics [42] and nanoscience [46].  
One of the most prominent applications of coherent control is femtochemistry. This field of 
chemistry allows studies of chemical, biological and physical variations in molecules to be 
observed on a timescale equivalent to that of atomic motion and molecular vibrations. The 
main goal of femtochemistry is to study atomic motions during chemical reaction processes 
such as bond formation and breakage, as they are steered through vibrational states. Ahmed 
Zewail, known as the founding father of femtochemistry, was awarded the 1999 Nobel Prize 
in Chemistry for his groundbreaking work on transition states of chemical reactions using 
femtosecond spectroscopy through pump-probe experiments [43]. Since then, several studies 
on femtochemistry have been done from demonstration of the control of simple atomic and 
molecular systems such as iodine [47], control of complex systems, for instance, 
photodissociation processes [48], retinal isomerization [49], study of emission properties of 
fluorescent molecules [50] and control of energy transfer pathway in biomolecules [51].  
Another important application is in quantum information processing. Preparation of states for 
quantum simulation and logic gates has been a “huge” achievement of coherent control [45, 
52]. The introduction of Rydberg states has opened pathways to expanded applications in 
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quantum computation [53]. Protocols using Rydberg interaction and control have been 
proposed in quantum information applications. An example is the design of fast quantum 
gates [54], collective encoding of multiqubit registers [45], quantum interfaces, hybrid 
quantum devices, superconducting circuits [55] and ultracold molecules for Bose-Einstein 
condensates (BEC) [56].  
Coherent control applications can be expanded to attosecond physics. Corkum and Krausz 
first identified experimentally electronic motion on the atomic scale, which opened doors to 
time-domain control of atomic-scale electron dynamics and their real-time observation [57]. 
Control schemes such as the pump-probe method have been used to study ultrafast processes 
on the attosecond timescale. The applications have expanded to the study of ultrafast x-ray 
diffraction of biological samples [58], real time observation of fast material responses [59]. 
Other applications are in the study of attosecond pulse generation with high frequency weak 
extreme ultraviolet (XUV) and strong infrared (IR) pulses [60, 61] and also, in attosecond 
vacuum UV control of the dynamics of simple molecular systems like simple Hydrogen H2 
and Deuterium D2 molecules [62]. Here, they combined VUV (<200 nm) attosecond pulse 
trains from high harmonic generation (HHG), i.e. 7ω–13ω, synchronized with an IR field 
(784 nm) together with another delayed IR field. By doing such, they were able to 
demonstrate ionization control of electron wavepackets in the excited neutral and singly 
ionized molecules.  
Another application worth mentioning is in the control of nanostructures. The importance of 
applying coherent control is to study ultrafast nanoscale processes like energy localization in 
nanosystems, time-resolved nanoscale probing and detection [63]. Stockman et al 
demonstrated the effect of shaped excitation on a V-shaped nanostructure. Extensive 
understanding of these effects could open doors for energy distribution and control of optical 
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computations in nanostructures. The study is even further extended to the attosecond 
timescale with possible applications in ultrafast nanoplasmonics [64].  
1.2 Scope of the thesis 
The thesis is divided into six chapters. Chapter 2 discusses the theoretical concepts used in the 
context of the thesis. Ultrashort pulses are introduced, and then electric field, Rabi 
oscillations, π-pulse scheme and density matrix formalism are explained. Chapter 3 introduces 
the multiphoton π-pulse scheme. First, bichromatic π-pulse excitation in a three level system 
is shown and optimal parameters are established. Next, extended results from trichromatic π-
pulse excitation in a four level cascade system are shown using the density matrix formalism. 
The goal is to demonstrate the influence of different parameters and phenomena that affect 
population inversion like detuning and chirp.  
Chapter 4 introduces Rydberg atoms and multiphoton π-pulse excitation of these atoms. Later 
on, the applications of Rydberg atoms are presented. With a focus on application to quantum 
information processing, control of low-lying Rydberg states of Hydrogen-like alkali atoms 
(for instance, Rubidium atom) is demonstrated. The results of the simulations are presented 
showing a comparison between using the rotating wave approximation (RWA) and going 
beyond the RWA. Influence of detuning and comparison between the results obtained using 
single and multiphoton π-pulse schemes are investigated. Chapter 5 introduces the application 
of coherent control and quantum control spectroscopy (QCS) in time-resolved spectroscopy 
and transient absorption spectroscopy (TAS). Enhancement and suppression effects in typical 
Oxazine systems are examined and results on population transfer and vibrational coherences 
and how they are influenced by different parameters are discussed.  
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In chapter 6, TAS is extended to the attosecond regime. At the beginning of this chapter, the 
concept of attosecond transient absorption spectroscopy (ATAS) is introduced. After that, the 
density matrix formalism is used to support experimental measurements on laser dressing on 
XUV transmission. A study on the time-evolution of the atomic polarization response of 
Krypton (Kr) is presented. Experimental results obtained by the group of Professor Jozsef 
Seres in Vienna (Austria) on the dynamics of the transient absorption in Kr for weak and 
strong field ionizations are shown. Theoretical calculations using the density matrix 
formalism beyond the RWA are compared to these experimental measurements. Finally, the 
summary and bibliography are presented.  
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Chapter 2 
Theoretical Background  
Ultrashort laser spectroscopy and coherent control as stated earlier are used to steer quantum 
mechanical processes in atoms and molecules through manipulation of properties of the 
optical fields. No matter what technique is used to achieve this goal, there are physical 
parameters and phenomena that are depended on to achieve desired results. It is essential to 
understand these parameters and phenomena to achieve optimal control and fully understand 
the dynamics of these systems as they interact with coherent excitation.  
In this chapter, we are going to cover the characteristics of ultrashort pulses based on the 
electric field, as they are electromagnetic waves. Parameters like field intensity (i.e. modulus 
square of field amplitude), the duration of the excitation pulse, chirp and spectral phase of the 
pulse are briefly introduced. We are also going to briefly look at Rabi oscillation and its 
frequency, pulse area theorem and π-pulse excitation using multiphoton excitation schemes 
for resonant and detuned transitions. We will further discuss the density matrix formalism by 
first defining the properties of the density operator, then examining light-matter interaction 
using this formalism and the optical Bloch equations for a simple two level system, 
considering cases with and without decay and dephasing times. The non-pertubative density 
matrix approach will be further expanded to multilevel systems in subsequent chapters under 
different approximations such as the RWA and the slowly varying envelope approximation 
(SVEA), and additionally applied to different systems.  
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2.1 Characteristics of ultrashort laser pulses 
Since the advent of ultrashort (pico- and femtosecond) laser pulses, coherent control and time-
resolved spectroscopy has experienced a wide range of successful applications [43, 47 – 49]. 
This success is due to the possibility of obtaining more spectroscopic information as a result 
of the larger bandwidths of these very short pulses, and has opened a vital pathway into the 
understanding of dynamic behaviours of atomic, molecular and solid state systems that 
influences our comprehension of science in general.  
In this section, we take a look at some characteristics of ultrashort laser pulses and their 
interaction with matter. First, the electric field and its representation with ultrashort pulses 
will be examined.  
2.1.1 Electric field and field amplitude 
Ultrashort pulses are electromagnetic waves and as such can be fully demonstrated 
mathematically by the spatial and temporal dependence of the electric field which directly 
relates to numerous measurable physical quantities that facilitate the characterization of these 
pulses. For the intensities used in the present research, the magnetic field of the 
electromagnetic wave can be neglected. When considering a case where these electromagnetic 
pulses undergo interaction, the complex representation plays a key role in managing problems 
relating to the propagation of these pulses. The electric field can be illustrated in the time and 
frequency domains [2].  
The linearly polarized real-valued time-dependent laser pulse electric field oscillating with a 
carrier frequency ω, is given as: 
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Neglecting the spatial dependence by considering the light pulse at a fixed point in space, the 
real oscillating electric field can also be written as  
              
                                  
Where Eo(t) is the field amplitude, ω is the angular laser frequency and     is a time-varying 
phase . The complex spectrum of the field strength,      , through the Fourier transform ( ) 
can be defined as: 
                          
  
  
                
                                                          
Considering E(t) to be real, the conditions               and             hold [2].  
The time-dependent electric field can be directly obtained by the inverse Fourier transform 
( –1) of the frequency-dependent electric field in (2.3) 
                
 
  
             
  
  
                  
Where, E(t) and E(ω) represent the time and frequency evolution of the electric field of the 
laser pulse, as shown in figure 2.1.  
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Figure 2.1: Representation of the time-dependent and spatial-dependent electric 
fields in the temporal and frequency domain for a transform limited pulse. The 
Fourier transform relationship is demonstrated.  
The complex time-dependent electric field       can be further represented by a product of its 
amplitude function and the time-dependent phase term, ϕ(t) as; 
            
                                        
Where      is the slowly varying complex amplitude. Extension to polychromatic laser 
sources is very important in the understanding of this thesis (Chapter 3). In this case, the total 
electric field E(t) consists of oscillating fields [E1(t), E2(t), ....... En(t)] with individual 
contributions to the total E(t) with each individual field possessing its amplitude, angular laser 
frequency and phase term.  
The field intensity of the laser pulse is of critical importance when demonstrating interaction 
of these pulses with atoms and molecules. The field intensity can be described in the 
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frequency and time domain as proportional to the square modulus of the electric fields,      
and      respectively: 
     
 
 
          
                      
                                          
                                       
2.1.2 Pulse duration and Spectral bandwidth 
Pulse duration is a fundamental physical parameter to further characterize ultrashort pulses 
and classify their interaction with matter in terms of the appropriate timescales [65]. 
It is widely known that half maximum quantities are easier to measure experimentally. Hence, 
pulse duration, τFWHM can be defined as the full width at half maximum (FWHM) of the 
intensity in time, I(t), while the spectral bandwidth, ∆ν as the FWHM of the spectral intensity, 
I(ω) . Both τFWHM and ∆ν are dependent on each other as they are directly linked by the 
Fourier transform, therefore, they fluctuate together [2]. The relationship between these two 
quantities can be mathematically represented by the “pulse duration–spectral bandwidth” 
product given as: 
                               
Where, K is a numerical constant that depends on the definite pulse profile. The condition of 
            in the equation (2.9) above holds for transform-limited pulses, that is to 
say, pulses without any frequency modulation.  
In numerical calculations, the shape of the pulse plays an important role and is more ideal for 
implementation. The two widely quoted pulse profiles are the Gaussian and Hyperbolic secant 
15 
 
pulses [2, 66]. The temporal dependence of the field for the Gaussian and hyperbolic secant 
pulse profiles can be written as (2.10) and (2.11) respectively [2]; 
           
       
 
                    
               
 
  
                
The corresponding values of τp are     
     
     
   and    
     
      for the 
Gaussian and hyperbolic secant profiles. A constant angular frequency TL pulse has a 
duration-bandwidth product of                while for a hyperbolic secant pulse, the 
product is               .  
 
2.1.3 Chirp and Spectral Phase 
TL pulses are pulses free of phase modulation. This means that ϕ(ω) = constant and ϕ(t) = 0. 
In the Fourier domain, chirp can be defined as the amount of group delay dispersion (GDD) 
added to the spectral phase of the pulse. This dispersion addition could be as a result of 
propagating these short laser pulses through a transparent dispersive medium, which leads to a 
phase modulation in the frequency domain by changing the phase of the pulse without 
affecting its spectral amplitude [2].  
The said quadratic phase modulation plays a key role in light propagation, whether in the 
temporal or spatial domain. It results from the different phase delays that different spectral 
components experience on interaction. Due to this frequency chirp, a TL pulse in the time 
domain becomes temporally broadened with a certain frequency distribution across the 
envelope, such that the spectral amplitude profile remains unchanged.  
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In this thesis, the spectral chirp parameter ϕʺ was implemented in the Fourier domain and is 
defined as  
     
 
 
          
                      
ϕ(ω) is the group delay dispersion (GDD) added to the spectral phase of the pulse. The 
rephasing of the spectral components that leads to the time broadening of the pulse can be 
given by [2] 
       
                                  
Where,     is the FWHM of the chirped pulse intensity profile and    is the pulse duration of 
TL pulse. The physical interpretation of phase function ϕ(t) and chirp can be further 
demonstrated in the time domain.  
Assume a pulse propagating with an instantaneous frequency, ω(t) which is dependent on the 
variation of the phase function ϕ(t). This instantaneous frequency, ω(t) can be given as: 
       
 
  
                              
Where, ω is the angular laser frequency. A case where 
 
  
     is constant, the pulse is referred 
to as an unchirped pulse and therefore, transform limited. In a case where 
 
  
      is not 
constant, i.e.  
 
  
                               
The carrier frequency varies with time and the pulse is said to be chirped [2]. From equation 
(2.15), if the carrier frequency decreases along the pulse, the pulse is described as being down 
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or negatively chirped and if the frequency increases, it is said to be up or positively chirped 
(shown in figures 2.2(c) and (d)).  
As we considered a Gaussian pulse profile, a linearly chirped pulse would have an electric 
field given by  
         
       
 
                         
With pulse duration                 and a chirp parameter,   , which is positive for 
down chirped pulses and negative for up chirped pulses having a time dependent phase, with 
         
   
  . This can be represented as a cosine function as in equation (2.1) for a 
single component pulse [2].  
            
 
               
 
  
 
 
                        
Where E0 is the peak amplitude,        
 
 is the Gaussian profile. Figure 2.2(a) shows a TL 
pulse which has not been frequency modulated. Figure 2.2(b) shows the pulse after the 
Fourier transform ( ) in the frequency domain where the positive or negative frequency 
modulation is implemented, it demonstrates the quadratic term which is a parabolic function 
introduced to the phase to create a linear chirp that leads to a temporally broadened pulse in 
the time domain after the inverse Fourier transform ( –1) as shown in Figure 2.2(c) and (d) for 
up-chirped and down-chirped pulses respectively.  
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Figure 2.2: (a) TL pulse in time domain which is Fourier transformed (b) The frequency 
domain of the pulse where the spectral phase chirp is applied (c) Up-chirped pulse which 
represents an addition of a positive chirp (d) Down-chirped pulse which represents addition of 
a negative chirp. 
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2.2    Rabi Oscillation 
Rabi oscillations are oscillations of atomic population between two coherently coupled states 
and are a confirmation of the coherence of the coupling between these two states. To 
demonstrate this concept, assume a two level system coherently interacting with a near–
resonant or resonant pulse. This interaction is characterized by the Rabi oscillation which is 
dependent on Rabi frequency,  , involving the coupling strength, pulse duration and field 
amplitude. This means the pulses can easily be characterized by the Rabi frequency, which is 
a frequency measure of the electric dipole interaction between the field and the atomic system 
given by [67]: 
      
     
 
                      
Where,     is the transitional dipole moment. Assuming introducing detuning, this means 
setting the laser frequency to be slightly off-resonant with the transition,          , i.e. 
       , as shown in figure 2.3.  
 
Figure 2.3: 2-level system showing field detuning,          
20 
 
Then the generalized Rabi frequency,   , will become 
      
                        
Where,    is the resonant Rabi frequency at which the population oscillates between the 
states,      and     .  
A fundamental physical parameter for a coherent resonant interaction is the pulse area, θ, 
which can be fully described using the McCall and Hahn Pulse area theorem [68] 
  
  
  
 
 
                      
With the pulse area θ being the angle that incline the pseudo-polarization vector as 
demonstrated in Figure 2.4 at resonance when ∆ω = 0 and given by 
         
 
  
               
Where Ω(t) is the Rabi frequency. In a case of adequately intense pulse excitation which 
defines the π-pulse area condition, it is possible to achieve a complete atomic population 
inversion in a two level system when         
This means that pulses with area θ becomes multiples of π that propagate between the 
transitions of the atomic system with no changes to the field amplitudes [69].  
         
 
  
                 
                                   
As the electric field amplitude E0 is strongly linked to the Rabi frequency as shown in 
equation (2.18), it is therefore dependent on the area. A consequence of this is that in an 
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absorbing medium, one can keep the area fixed. Therefore, the product μτp has to be 
sufficiently large enough to compensate the field amplitude in order to avoid the E0 from 
producing strong ac–Stark effects [70]. Chirp can be applied to increase the pulse duration 
thereby reducing the field strength to avoid these effects.  
Pulses with an area value that is an odd multiple of π change the wave form of the pulses 
propagating in this two level system. Although, the pulses with even multiples of π are proven 
to be more stable, an illustration is the soliton pulse having an area of 2π that remain constant 
in shape and peak amplitude as they propagate through absorbing media [69] 
This brings us to the question of π-pulses control scheme, a control technique that has 
attracted huge interest over the years [67] based on interaction times. According to the area 
theorem, a fully resonant π-pulse (i.e. ∆ω = 0) represents a field with a 180-degree rotation of 
its pseudo-polarization vector on the Bloch sphere (see, Ref [2, 68]) about an axis at a Rabi 
frequency, ΩR(t). Assuming a two level atomic system (see Figure 2.4(a)) with all the 
population distributed in the presumed ground state      is illuminated by the field for a period 
of time,    
 
  . After interaction, the atom will be completely driven to the excited state 
     due to the π rotation about that axis resulting in a complete inversion. 
This means a π-pulse is a pulse that will completely transfer the population from one state to 
another and satisfies the area condition for the transition. A 2π-pulse will return the system 
back to its original ground state after making a complete Rabi cycle of population inversion. 
This concept is demonstrated in Figure 2.4 where multiples of π pulses are shown to make 
population transfers between the ground      and excited      states. 
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Figure 2.4: Rabi transfer between transitions in a two level system. 
π-pulse control excitation scheme has been widely demonstrated to achieve optimal 
population transfer and even combined with other techniques like the adiabatic methods  for 
transfer to highly excited states with single π-pulses [71 – 72].  
At higher laser intensities, multiphoton processes using π-pulse scheme become possible [73] 
and have been used to demonstrate multiphoton interactions, more especially, the population 
of highly excited states and Rydberg states [74 – 76]. A major drawback is that these higher 
laser intensities produce large ac–Stark shifts, which move the energy levels of the interacting 
material in some way that amount to a form of detuning making it difficult to retain resonance 
[77]. This limitation can be averted by introducing multilevels by coupling the ground state to 
intermediate levels to achieve stronger coupling. Holthaus and Just [78] demonstrated a 
possible extension of the generalized π-pulse scheme to multilevel systems. Excitation using 
single and multiphoton pulses is shown in figure 2.5.  
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Figure 2.5: Demonstration of excitation of target vibrational states of a molecular 
system using a single pulse and Multiphoton pulse 
2.3 Density Matrix (DM) Formalism 
In this section, the density matrix formalism is described. First, we will take a look at the 
properties of the density operator and then we introduce the relaxation terms due to noise 
sources, collisions in gases and inhomogeneous broadening in an ensemble of atoms [79, 80]. 
Then, the density matrix in the Heisenberg picture is further considered, where the 
generalized Schrödinger equation (also known as the quantum Liouville or the Von-
Neumann–Liouville equation) and the optical Bloch equations for the time evolution of the 
system is illustrated. Important physical quantities and approximations that can easily be 
introduced using the density matrix formalism are considered. Finally, the application to the 
simplest quantum system, a two-level system as it interacts with a coherent resonant or near-
resonant light source is demonstrated. The application is further expanded to multilevels in 
subsequent chapters. 
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2.3.1 Properties of the density matrix  
Density matrix is a semi-classical approach to understanding the interaction of ultrashort laser 
pulses with matter. The density matrix allows atomic and molecular systems to be classified 
as ensemble averages which is particularly convenient for most optically driven spectroscopic 
experiments. Reason is because unlike in the Schrödinger picture, where individual particles 
are prepared identically and requires an accurate aforementioned knowledge of the 
preliminary state of the system, these experiments are carried out on large ensembles of 
particles [81]. This is not the case for the density matrix as it surmises that the distribution of 
the system could initially be in different states, known as mixed states [80]. Practical 
examples are applications to statistical thermodynamics, where the distribution of molecules 
is due to Boltzmann probability function and thus, the molecules could initially be in different 
states [2, 80, 81]. Another example is complex systems like Oxazine [82, 83], where its 
modes could be summarized into fewer active modes and large number of reservoir modes. 
The concept of relaxation is easy to compute as these modes are coupled to each other and the 
statistical effect of the reservoir on the active mode is conveyed. For instance, in this study we 
summarized the levels of the system to a few active modes of a typical Oxazine system [84], 
See chapter 5.  
As stated earlier one of the major advantages of the density operator is the possibility of 
describing both pure and mixed states. To fully describe the density matrix, we will start with 
the Schrödinger picture, using a wave function       to describe a pure state and its evolution 
as seen in equation (2.24) 
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Where, the total Hamiltonian, H, is the sum of the unperturbed Hamiltonian, H0 and the 
interaction part, HI, i.e. H = H0 + HI. A good example to demonstrate this concept is a simple 
two level quantum system, having      as the ground state and      as the excited states, as seen 
in Figure 2.4(a). Therefore the wave function of the system can be written as: 
                                     
Where,    and    are the probability amplitudes for the ground and excited states. Also, it is 
worth taking into account that the sum of the modulus of the amplitudes is equal to 1, i.e. 
    
      
                   
In the initial case where the system is free from interaction, the equation (2.24) will solely 
depend on the free Hamiltonian, H0, which is: 
                                
 
 
By combining (2.24) with (2.27), the new equation becomes 
  
 
  
                                  
  
 
  
                  
 
                        
The density operator can be introduced for a pure state as; 
                                              
       
  
  
  and         
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The density matrix is Hermitian i.e.    
     , therefore, substituting the density matrix 
elements for the probability amplitudes, we have 
   
      
      
                 
For mixed states, we have            
 
 , where the diagonal element,     is a real 
positive integer representing the probability of the population of the upper state      . The off-
diagonal element            
 
  represents the coherent interference between the states, 
      and       and if      , it is considered to be the coherence between the states.  
In the Heisenberg picture, a more generalized form is introduced representing the evolution 
equation of the time dependent density matrix, ρ(t) 
 
  
     
 
  
          
 
  
                           
 
  
     
 
  
           
 
  
                        
Substituting equation (2.30) into (2.35), we get  
 
  
     
 
  
                                          
Written in terms of commutator defined for two operators    and    by                      , 
equation (2.36) becomes 
  
  
 
 
  
                                                
As we already know ρ is the density operator and H = H0 + HI is the total Hamiltonian. 
Equation (2.37) is known as the Quantum Liouville or Von-Neumann–Liouville equation. 
27 
 
One extra advantage of using the density matrix is its ability to estimate the expectation value 
of an observable quantity. Let’s assume an observable, say Ø,   
                                                   
     
     
  
       
  
                   
                                                          
As in the case of molecular system interaction, the density matrix can be described as the 
trace over the reservoir modes [79 – 81, 85].  
2.3.2 Light-Matter Interaction using the DM Formalism 
The Von-Neumann–Liouville equation was introduced in the previous section (equation 
(2.37)). Imagine a condition where the 2-level system interacts with an excitation field, unlike 
the case of equation (2.28), the total Hamiltonian will involve both the free and interaction 
parts, i.e. H = H0 + HI. A further look at the interaction part of the total Hamiltonian, we have  
                                                       
Where,    is the transitional dipole moment matrix element and    is the electric component of 
the excitation pulse described as            
 
 
              .  
Recall, the Rabi frequency is given as            . Hence, introducing Ω, we have 
    
 
 
            
           . From the previous equation we can see that the 
slowly varying off-diagonal density matrix elements fluctuate in time with         and 
      . Hamiltonians oscillate containing components that fluctuate rapidly with frequency, 
      and the reverse sign of these components fluctuate slowly with frequency,       
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[80, 86]. In the framework of the Rotating wave approximation (RWA), we neglect the fast 
oscillating terms in the effective Hamiltonian and keep the slowly oscillating terms. The 
RWA is used in Chapter 5 for studying Oxazine systems with low intensity pulses. However, 
the majority of the thesis employs the density matrix equations integrated beyond the RWA to 
account for the entire Fourier components of the interaction pulses in the case of intense 
ultrashort pulses.  
2.3.3 Density Matrix Time Evolution Equations 
The time evolution equations, also referred to as the optical Bloch equations, represent the 
dynamics of the quantum system and illustrate how the system interacts with light. First, we 
consider a case where the pulse duration is far shorter than any form of relaxation emerging in 
the system, i.e. τp << T1, T2, thereby neglecting relaxation [80], imputing all physical 
parameters and substituting         with      and 
 
  
    with      we have [86]: 
     
     
 
                 
      
     
 
                                            
              
     
 
               
In a situation where the relaxation processes are relevant and having times close to the pulse 
duration, we consider their effects on the evolution of the system as it undergoes interaction. 
One of the major advantages of the density matrix as stated earlier is the convenience in 
introducing the relaxation terms [79, 81] which includes the relaxation and decoherence 
effects arising from numerous sources including spontaneous emission.  
Assume our 2-level system (Figure 2.6), an excited state       experiences an exponential decay 
over time to the ground state at a rate given by    . This means      
 
     becomes the 
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lifetime of that energy level       and is referred to as the population relaxation time, as it is the 
time taken for the population to leave the upper level to the ground state [80].  
 
Figure 2.6: 2-level system demonstrating population decay terms      
Apart from the decay, an extra addition to the relaxation is observed as atomic dipole moment 
oscillates and slowly decays to zero. This type of decay of the off-diagonal terms does not 
necessarily affect the populations but reduces the coherences between the two states and is 
referred to as the dephasing [81]. The dephasing rate      is given as  
   
 
    , where     is 
the purely dephasing rate. The dephasing time,      
 
     
   
 
   
 
      
 and is widely 
depicted to be shorter than T1 (i.e. T2 < T1) [80].   
Incorporating parameters like the decay and dephasing rates,     and      and the detuning, 
        into the time evolution equations, we have 
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2.3.4 Numerical Implementation 
Assume a completely resonant π-pulse with a wavelength of 800nm interacts with a two level 
system with a full width at half maximum, τFWHM of 5fs. Assuming all populations are 
initially in the ground state, a complete population transfer can be demonstrated as shown in 
Figure 2.7 using the aforesaid pulse with area,             
 
  
 having a Gaussian 
profile i.e.         
   
   
 
 with pulse duration    
     
     
   . We have     
 
  
     
 taking μab as 4.2 × 10
–29
 Cm.  
In figure 2.7(a) we have our 2-level model with the ground       and excited       states, Figure 
2.7(b) shows the Gaussian pulse for n = 1. Figure 2.7 Figure 2.7(c) shows the complete 
population transfer with n = 1 and E0 = 1.048 × 10
9
 V/m. (d) demonstrates a complete 
population transfer and depopulation to the ground state with n = 2 with E0 = 2.095 × 10
9
 
V/m. 
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Figure 2.7: (a) 2-level system excited by a fully resonant π-pulse with a wavelength of 
800nm (b) the Gaussian profile of the pulse with intensity in the order of 10
11
 W/cm
2
 and E0 = 
1.048 × 109 V/m (c) Time evolution showing complete population transfer with the resonant 
π-pulse (d) Complete Rabi oscillation using a 2π-pulse, where the populations return 
completely back to the ground state b.  
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Chapter 3 
Multiphoton π-pulse excitation schemes for 
Coherent Control  
 
In this chapter, multiphoton π-pulse excitation scheme is presented as a more suitable 
alternative to single-photon excitation schemes for achieving enhanced selectivity and 
forestalling certain effects that hinder complete population inversion at higher laser 
intensities, thereby, optimizing the inversion in resonant and near-resonant cases. The chapter 
is divided into two main sections. The first section talks about the introduction of the 
polychromatic π-pulse scheme to a 3-level system, where a bi-chromatic π-pulse is used for 
excitation. The second part further extends this scheme to a 4-level system. In this work, the 
density matrix formalism is used to theoretically analyse the interaction of the bi- and tri-
chromatic π-pulses with atomic sodium. Influence of key physical parameters like field 
detuning, pulse chirp and areas are demonstrated and discussed in detail.   
 
3.1 Bichromatic π-pulse Scheme in a 3-Level System 
In this section, extension of the density matrix formalism for population inversion in a 3-level 
system is demonstrated. The complete transfer is shown to be influenced by the field detuning 
and pulse chirp, specifically, the sign of the pulse chirp as demonstrated in the work of Serrat 
and Biergert [67]. First, a case of a bichromatic pulse in full resonance with the three-level 
system is considered, which the pulse area, i.e.              
 
  
 as shown in Figure 
3.1(a). After that, a near-resonant case is investigated where chirp and detuning is computed 
and the system is integrated beyond the RWA [67] as demonstrated in Figure 3.1(b).  
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Figure 3.1: Schematic energy level configuration (Cascade configuration) (a) A fully 
resonant coherent interaction with the 3-level system. Here, the detunings, ∆1 and ∆2 = 0 and 
pulse areas for each pulses are     [15, 67]. (b) In a case where detuning and other 
parameters are considered. The detuning, ∆1 is defined as        and ∆2 as         
   , parameter values are shown in table 3.1.  
3.1.1 System configuration 
In the study, the control of atomic sodium is investigated and the energy levels of Na atoms 
are summarized to a 3-level system (Figure 3.1) with target excited state       representing the 
      state and the ground state      , assumed to initially contain all the population, represents 
the       state. An intermediate level       is included between       and       which represents the 
      state in order to facilitate the two-photon excitation scheme. The goal is to completely 
steer the population from the       state to the       state as shown in Figure 3.2. In the case 
of Figure 3.1(a), the solution is completely analytical. Complete inversion using a bichromatic 
π-pulse can be achieved for resonant and near-resonant cases and is demonstrated in Figure 
3.2 [13 – 15].  
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Figure 3.2: Complete population inversion achieved using optimal conditions for 
resonant and near-resonant cases [13 – 15]. 
In the case of near-resonant bichromatic laser pulses coherently interacting with the 3-level 
system (Fig 3.1(b)), certain physical parameters like chirp and detuning are considered, 
thereby creating a need for numerical integration of the system. The density matrix formalism 
is implemented without the RWA. It is considered that the interaction time, τp was shorter 
than any relaxation time of the system (i.e. τp << T1, T2) thereby neglecting all decay T1 and 
dephasing T2 times.  
3.1.2 Numerical Simulation and Physical Parameters 
The non-perturbative time dependent density matrix equations for the 3-level system after 
neglecting all relaxation terms become equations (3.1(a) – (f)); 
    
     
 
               
35 
 
    
     
 
                            
    
     
 
                                                               
           
     
 
                      
           
     
 
                
           
     
 
                      
 
3.1.3 Parameters Used 
The diagonal terms     (i.e.    ,    ,    ) represent the populations of the different levels      , 
      and       respectively while the off-diagonal terms, terms     (i.e.    ,    ,    ) are the 
coherences between the corresponding levels.     are the dipole coupling coefficients that 
correspond to the allowed transitions, and                are the angular frequencies of 
the transitions,    and    represent the energies of their equivalent quantum states. The 
bichromatic pulse is considered to be a Gaussian pulse having two components with the total 
electric field E(t) being the sum of both components,       and       as shown in equation 
(3.2) 
                   
                                                     
Where, the components       and       have peak amplitudes,     and    , and angular 
frequencies of ,    and    respectively. Both components are considered to have the same 
duration    
     
     
  . In the work of Serrat and Biergert [67], they show that a 
complete population inversion to       state [Figure 3.2] using the bichromatic pulse can be 
achieved with optimal parameters as in table 3.1 [67] without considering the effects of chirp.  
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Table 3.1: Optimal parameters for population inversion [67] 
Parameters definition and unit Value 
Central wavelengths, ω   = 16978 cm
-1
 (589 nm) 
  = 8762 cm
-1
 (1141 nm) 
Peak amplitudes,      = 3.25 × 10
6
 V/m 
  = 4.34 × 10
6
 V/m 
Atomic transitional dipole coupling coefficient,             = 1.85 × 10
-29
 Cm 
Pulse duration, τp τp = 10 ps 
 
In order to thoroughly understand the control of population inversion process in the chosen 
atomic system, chirp is taken into account. The chirp parameters a1 and a2 are included into 
the equation (3.3) as 
  
    to give  
            
 
               
 
  
 
 
                
 
  
 
 
                       
3.1.4 Results and Discussion 
Introducing chirped pulses are beneficial in reducing peak intensity by broadening pulse 
duration to avoid certain effects that could limit population inversion with π-pulse control 
scheme [2, 70]. Studies show that coherent population transfer strongly depends on the pulse 
chirp, especially the chirp sign [87]. A positive up-chirped pulse (i.e.     ) can always 
invert more population than a negative down-chirped pulse (i.e.     ), so a positive-chirp 
can prove advantageous over a TL or negatively chirped pulse especially in molecular 
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excitation [70]. The influence of chirp is demonstrated where a combination of chirp 
parameters is studied to see its influence on the population inversion as shown in the contour 
map in Figure 3.3(a). In a case where both pulse chirps are positive there is a substantial 
enhancement of the population as compared to cases where one or both chirp signs are 
negative. The optimal transfer condition is seen with TL pulse where         achieving 
a complete transfer to       state with      . A diagonal cut was used to simplify the 
results in the contour map as shown in Figure 3.3(b).  
 
Figure 3.3: (a) Final population ρ33 (in %) as a function of the adimensional chirp parameter 
for the 589 nm (a1) and the 1140 nm (a2) bichromatic pulse components. For instance, ai = 10 
represents a chirp value of   0.14 ps−2. (b) Final populations values for ρ11, ρ22 and ρ33 as a 
function of the chirp parameter (in units of τ−2 i.e. 2ln 2/100ps2) for a1 = a2. [Source: Ref 67] 
 
The chirp influence on the population inversion can also be controlled by detuning the field 
excitation. The study can readily be extended to more complex multilevel systems for 
example, to a 4-level system of atomic sodium [88], which will be discussed in the section 
3.2.  
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3.2 Trichromatic π-pulse Scheme in a Four Level System 
The concept of polychromatic excitation using resonant or near-resonant π-pulses has been 
shown to achieve complete transfer to target states with demonstrations in three-level systems 
[13 – 14, 67, 89 – 98] and even to four-level systems with transfer schemes that combine the 
π-pulse method with adiabatic techniques [99]. Unlike, the two-photon excitation of a 3-level 
system, analytically solving differential equations of multilevel quantum systems interacting 
with coherent multiphoton excitation can be a complex task that often leads to expressions 
that lack any physical insight. This creates a need for the development of efficient numerical 
algorithms for the general solution of these systems [2].  
In this work, a numerical solution for complete population inversion in a four-level ladder 
type system using a full π-pulse excitation scheme with completely resonant ultrashort phase-
locked Gaussian laser pulses is presented. The full π-pulse scheme is preferred to the 
adiabatic method as they prove to be energetically more efficient as the intensities required 
for optimal excitation are on the order of the intensities for resonantly pumped single-photon 
transitions. A set of pulse area,          
 
  
, is found to achieve complete population 
inversion in the chosen target state. The effects of detuning and chirp of the laser pulses on 
the complete transfer are studied using ultrashort pulses with durations in the order of pico- 
(ps) and femtosecond (fs) timescales.  
 
3.2.1 System Configuration 
Here, we demonstrate control of atomic systems extended to 4-levels using atomic sodium as 
the case study. The level structure chosen in this case corresponds to the energy levels of 
Sodium atoms, where the ground state       represents the       state, the intermediate states 
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      and       represent       and        respectively and the target upper state       is the 
    state. The goal is to completely drive all the populations, which are assumed to be in the 
ground state 3S to the 7P state. The transitional dipole moments      to couple these different 
levels are               
     ,               
     ,             
       , with the lifetimes in the order of nanoseconds.  
 
Figure 3.4:  Energy level of atomic sodium showing the detuning parameters 
definitions discussed in section 3.2.5 II. An exponential decay from 7P to 3S 
states leads to a generation of UV radiation of 259 nm (ω14).  
 
3.2.2 Numerical Simulation 
The Liouville equation was numerically solved for the 4-level cascade configuration shown in 
figure 3.4 when the system is in interaction with a trichromatic π-pulse. The density matrix 
equations are solved beyond the rotating wave approximation. Assumption beyond the RWA 
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enables the density matrix analysis to account for interaction of all the Fourier components of 
the pulses with all the permitted transitions in the system, and therefore in the study, the 
effects of large detuning and chirp of ultrashort pulses with a broad range of intensities can be 
evaluated. We take into account the relaxation terms, although which does not have much 
influence on the expected results as the interacting field has a duration of ps and fs while our 
decay times are in the order of ns. The final equations representing the dynamics of the 
system undergoing interaction are: 
                            
    
 
                            
                     
    
 
                            
              
    
 
                            
                                                                        
                       
    
 
                    
          
                       
    
 
                     
          
                       
    
 
                             
                       
    
 
                             
                       
    
 
              
                 
                       
    
 
                           
   
 
3.2.3 Simulation Parameters 
    are the populations of the levels  , the off-diagonal elements     represent the coherences 
between levels   and  ,     are the dipole coupling coefficients of the corresponding electronic 
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transitions, and                are the angular frequencies of the transitions    , with    
being the energies of the corresponding quantum states. The decay rates of the transitions 
    are given by     and the population relaxation rates of the levels satisfy          
           ,                . The overall rate    , which is inversely proportional 
to the population decay time T1 of level            
   , is thus given by the sum of each 
deactivation pathway in the four-level system. The decay rates of the coherences are defined 
by      
   
 
    ,      
   
 
    ,      
   
 
    ,      
         
 
    ,      
         
 
    , and      
         
 
    , which include the relaxation of the coherences and 
the pure coherence dephasing rates    , which are defined as the inverse of the corresponding 
pure coherence dephasing times and vice versa          
   . The laser pulses used in our 
simulations are of Gaussian shape, with the electric field E(t) given by 
                         
  
 
  
 
                                       
Where, E01, E02 and E03 are the peak amplitudes of the three pulse components E1(t), E2(t) and 
E3(t), and   ,   , and   , are the respective optical angular frequencies. The duration of the 
pulses is given by    
     
        
, where       is the full width at half maximum of 
the pulse intensity profile. In the present study we consider ultrashort pulses of ps and fs 
durations, so that considering an effective dipole coupling coefficient such as μ   10-29 Cm 
for all transitions, the peak intensities for 2π pulses of 10 ps and 100 fs durations result in   
10
5
 W/cm
2
 and   1010 W/cm2 respectively. First a trichromatic pulse with a duration of 10 ps 
composed of three resonant components with central wavelengths of 589 nm, 1141 nm and 
781 nm was considered and subsequently, other pulse duration were studied. 
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3.2.4 4-Level Pulse Area Calculation 
The area of the pulse (       ) is of crucial importance in achieving selective population 
transfer. The equations (3.4) are numerically integrated using a 4 – 5 order Runge-Kutta based 
algorithm which scans the areas of the three pulse components E1(t), E2(t) and E3(t) between 0 
to 4π in steps of 0.01π. The simulation is carried out using the optimal parameters stated 
above. The only possible solution established for complete population inversion to the desired 
target stae 7P from the ground state 3S is the set of pulse areas    ,    and     for E1(t), 
E2(t) and E3(t) respectively. The complete population transfer is demonstrated in Figure 3.5. 
From this figure, it can be seen that the intermediate levels 3P and 4S are momentarily 
populated during the course of excitation but the population is optimally transferred at the end 
of the interaction process. In order to estimate the accuracy, tests were done to vary the vary 
the pulse area of the E1(t) and E2(t) components by ±5%, it was observed that the population 
inversion in the 7P state was reduced to approximately 98% and could reduce even further to 
90% depending on the pulse area combination. The final verification of the accuracy of this 
set of areas was doubling the area of each pulse to check for the complete 2π Rabi cycle, with 
all the population returning back to the initial state after interaction, which was obtained and 
shown in the inset of Figure 3.5.  
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Figure 3.5: Time evolution of the populations of the four levels, as indicated, for a “π-pulse” 
transition produced by a tricolour resonant 10 ps Gaussian pulse of central angular 
frequencies ω1, ω2 and ω3. The inset on the left shows a scheme of the four-level ladder 
system with the pulse areas that completely invert the population. Atomic sodium has been 
considered in our study as an example, with transition energies such as ω12 = ω1 = 16,978 cm
-
1
 (589 nm for 3s–3p), ω23 = ω2 = 8762 cm
-1
 (1141 nm for 3p–4s), and ω34 = ω3 = 12,801 cm
-1
 
(781 nm for 4s–7p). The inset on the right shows a complete oscillation of a “2π-pulse”, 
which is produced with the corresponding double pulse areas     ,   , and     . 
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3.2.5 Results and Discussion 
It was demonstrated in Figure 3.5 that a complete inversion of a target excited state in a 4-
level ladder type system can be achieved and applied for other pulse durations shorter than 10 
ps. As the areas are kept constant, some limitations to complete transfer using this scheme are 
observed and depend on some physical phenomena which will be looked at in detail.  
I. Limitations of Study 
The limitation of the results of our numerical solution is on the one hand dependent on the 
relaxation times and line broadening factors of the system which strongly limits the usability 
of long pulses. On the other hand, it depends on the combination of the value of the 
transitional dipole moments     and the pulse duration,   , since weak coupling dipole 
moments with ultrashort pulses result in large peak intensities involving carrier field 
dynamics [100] and ac-Stark shifts that preclude the population inversion.  
As an example, for values of the transition dipole moments in sodium as             
       ,               
     ,               
     , and considering 10 ps 
laser pulses, the peak intensity of the corresponding laser pulses stated earlier for    ,    
and     illumination is I1 = 4.3 × 10
5
 W/cm
2
, I2 = 5.8 × 10
5
 W/cm
2
, I3 = 1.1 × 10
8
 W/cm
2
, 
which results in a population inversion to the 7p state of 99.3%. This population inversion is 
reduced to 98% for 5 ps pulses and to 84% for 1 ps pulses, which require pulse peak 
intensities of two more orders of magnitude. Dephasing times of the considered transitions in 
sodium are in general of the order of ns and therefore they do not influence the results 
obtained in the present study, which considers ps and fs pulses, but as commented above the 
complete density matrix equations including dephasing rates need to be computed for longer 
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pulses. An exponential decay from 7P to 3S states leads to a generation of UV radiation of 
259 nm (ω14 in Figure 3.4).  
II. Effect of Field Detuning  
The robustness of the full π-pulse trichromatic scheme against detuning and chirp of the laser 
pulses is investigated by taking different durations into consideration. In order to study the 
effect of field detuning we define the following detuning parameters:          , 
                 and                        , with     
corresponding to the energy transition of the     levels (1 = 3S, 2 = 3P, 3 = 4S, 4 = 7P, see 
Figure 3.4).    = 0 corresponds to all field detunings that keep the three-photon resonance 
between levels 7P and 3S,    = 0 means that the two-photon resonance between 3S and 4S is 
maintained, and    = 0 means that the E1 field is in resonance with the 3S–3P transition. 
Figure 3.6 shows how complete population inversion from level 3S to level 7P is affected by 
detuning in the case of using 100 fs pulses. Figure 3.6(a) shows the results obtained when the 
three-photon resonance between 3S and 7P is kept (   = 0). In the case shown in Figure 
3.6(b) the two-photon resonance between 3S and 4S is maintained while the frequency of the 
three pulses is varied (   = 0). In Figure 3.6(c) the results corresponding to having resonance 
in the lowest transition 3S–3P are shown (   = 0). In these three first cases we observe a 
roughly symmetrical geometry around the centre of the figure where the detuning is zero (   
=    =    = 0), which shows the sensitivity of the complete inversion effect. 
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Figure 3.6: Study of the effect of field detuning on the population inversion from level 3s to 
level 7p in atomic sodium (see Figure 3.5) for 100 fs pulses. Note that in (a–c) the most 
yellow regions correspond to 100% population transfer; while in (d–f), they correspond to 
80%, 40% and 12%, respectively. 
.  
We observe that for inversion to stay at values larger than 95% the system supports detuning 
of the order of about 100 cm
-1
, which roughly corresponds to the width of the Gaussian 100 fs 
pulses used (147 cm
-1
). In Figure 3.6(d)–(f) the three detuning parameters have been varied 
simultaneously. Figure 3.6(d) shows that for    = 75 cm
-1
 a comparable detuning    produces 
a population inversion as high as 80%. The combined effect of    and     is further shown in 
Figure 3.6(e) for a higher value of     = 150 cm
-1
, where a corresponding higher value of     
reduces the inversion to about 40%. For larger values of     population inversion is basically 
suppressed, as it is shown in Figure 3.6(f), where the yellow colour in the plot represents only 
a 12% of inversion. For longer pulses the supported detuning is scaled accordingly with the 
duration of the pulses, as it was also reported in the case of a three-level system interacting 
with two phase-locked pulses [101]. This is, if a factor m is multiplied to the duration of the 
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pulse, the same factor m divides the scale of the supported detuning, which concurs with the 
fact the detuning should be comparable to the spectral width of the pulses. The optimal pulse 
duration for a particular application and the corresponding effect of detuning will therefore be 
dependent basically on the line-broadening factors of the system under consideration and the 
value of the dipole moments of the transitions, which for ultrafast population inversion have 
to be high enough not to involve too strong laser fields, as commented above.  
III. Effect of Pulse Chirp 
The pulse chirp on the three pulses interacting with the four-level system was considered and 
its effect for different transform limited (TL) pulse durations has been computed. In Figure 
3.7 the effect of pulse chirp on the final populations is shown. The populations of the four 
levels after the pulse interaction are plotted as a function of the spectral chirp parameter    , 
which has been implemented in the Fourier domain as                   
 , with ϕ(ω) 
being the GDD added to the spectral phase of the pulse. Note that, as only the spectral phase 
of the laser pulse is varied in the study, the frequency content remains as the TL pulse for any 
value of the spectral chirp    . Recall that the time broadening of the pulse caused by chirp is 
given by        
                 , where,     is the FWHM of the chirped pulse 
intensity profile [2], and therefore the regular effect produced by for instance propagating the 
laser pulse in a linear dispersive medium has been implemented. For GDD measurements of 
atmospheric and other gases with ultrashort pulses see, e.g., [102]. 
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Figure 3.7: Effect of pulse chirp    on the populations of the four levels after the interaction 
for different durations of the corresponding TL pulses. Indicated are the final populations of 
levels 7p (red lines) and 4s (blue lines); levels 3p and 3s become basically unpopulated in all 
cases (green and black lines). Note that the x-axis has been scaled for the different cases as 
indicated in the legend of the figure. Clearly, the population inversion produced by the longer 
pulses is less affected by chirp. 
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Table 3.2: Effect of Group Delay Dispersion 
    
                   
10 ps 100 ps
2
 29.5 ps      
1 ps 0.94 ps
2
 2.8 ps      
100 fs 9765 fs
2
 289 fs      
 
In this study, the same amount of spectral chirp for the three frequency components of the 
interacting pulse have been considered and implemented with central frequencies resonant to 
their closest transition (   =    ,    =    ,    =    ). The red lines in Figure 3.7 
correspond to the final population in level 7P, the blue lines show the final population in level 
4S, and the green and black lines (close to zero) are the final populations in levels 3P and 3S. 
It is clear from Figure 3.7 that the main effect of pulse chirp in the case that we have 
considered is to bring part of the final population to level 4S, while levels 3P and 3S remain 
basically unpopulated. Note that the x-axis in Figure 3.7 has been scaled for the different 
pulse durations, as it is indicated in the legend of the figure. We observe that the trichromatic 
π-pulse effect is robust for spectral chirps of the order of ps2 for TL pulses of 10 ps. In table 
3.2 we show the GDD (   ) values supported for the pulses with TL durations of tp = 1 ps, 10 
ps and 100 fs for a reduction in the population inversion to values of   92%, together with the 
associated pulse broadening (   ). Clearly, the shorter pulses support a lower value of chirp, 
with a pulse broadening that corresponds roughly to three times the TL duration for the three 
cases. We finally observe that the large electric fields associated to shorter pulses of the 
considered pulse areas prevent complete population inversion, as shown for the case of 10 fs 
pulses by the red-dotted line in Figure 3.7. 
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3.3 Conclusions 
In conclusion, the complete population transfer to target excited states has been described 
using polychromatic π-pulse scheme for multilevel system. In this work, particularly, three 
and four level cascade system configurations were considered. It is shown how much this 
control technique is affected by field detuning and pulse chirp. The study covers a valuable 
range of parameters useful for the extension of the control technique to other atomic and 
molecular systems and possible expansion to other applications.  
Parameters, for instance fluctuations in the energy and duration of pulses or ionization rate 
associated with much shorter pulses need further studies to optimize the application for 
different experimental geometries.  
This study based on polychromatic π-pulse method, shown to be more efficient, has hence 
provided a general numerical solution to a fascinating fundamental theoretical problem with 
numerous potential applications in variety of fields such as (i) quantum computing (ii) 
spectroscopy and microscopy (iii) quantum control of chemical and biochemical reactions (iv) 
control of nanosystems (v) effective generation of UV ultrashort pulse and pumping of UV 
lasers. Another advantage of the scheme is the excitation of highly excited states having large 
principal quantum numbers, known as Rydberg states. Excitation to these states will be 
described in Chapter 4.  
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Chapter 4 
Control of Rydberg States of Hydrogen–like Alkali 
atoms Using Multiphoton π-pulse Scheme 
 
4.1 Introduction 
Highly excited atoms commonly referred to as Rydberg atoms have attracted numerous 
interests over the past few years. The study and excitation of Rydberg atoms particularly 
contributed to the development of practical experimental techniques in ultrasensitive high 
resolution spectroscopy and also in quantum information processing and computation on the 
MHz scale [45] like the implementation of fast quantum gates between neutral atom qubits 
[54]. These numerous interests are a result of the role played by the exaggerated properties of 
these kinds of atoms. The physical properties of atoms in Rydberg states are important in the 
presence of external fields [103, 104] and during collision or ionization processes [103 – 105]. 
The question is what are these Rydberg atoms and why are their properties so important.  
In this chapter, the concept of Rydberg atoms is generally introduced. The properties are 
discussed and shown to be advantageous in applying to numerous fields. Multiphoton π-pulse 
scheme based on the density matrix formalism is used to demonstrate Rydberg excitation in 
Rubidium atoms. Certain physical parameters relating to control are tested to show how 
population inversion to Rydberg states can be influenced. Also, the advantage of using 
multiphoton π-pulse scheme over single π-pulse for excitation is shown. Finally, the effects of 
detuning, comparison between using the RWA and going beyond the RWA, and their 
influence on Rydberg excitation are demonstrated.  
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4.2 Rydberg atoms and their properties 
Atoms excited to their Rydberg states are generally known as Rydberg atoms. These states are 
characterized by a high principal quantum number, n. Atoms can be made a Rydberg atom by 
enhancing their valence electron to a highly excited energy level [106] which are 
exceptionally long-lived states. On the average, a Rydberg atom decays to the ground state in 
orders of milliseconds (ms) as compared to an ordinary excited state that possesses a lifetime 
in the orders of microseconds (μs).  
An interesting property of Rydberg atoms is their size. These atoms are estimated to have a 
diameter approximately 100,000 times that of atoms in the ground state. This means a 
diameter in the orders of a hundredth of a millimetre [105 – 106]. They also have very large 
radii as the radius of the orbit is equivalent to n
2
 and a geometric cross sectional area 
corresponding to n
4
. They have a Radiative lifetime that scale as n
3
, this means the separation 
of the next energy level varies as 1/n
3
 leading to more closely spaced energy levels as they 
almost merge when approaching the Energy continuum. As the energy levels increases they 
are denoted by increasing values of n. These closely spaced merging Rydberg states create the 
Rydberg series [107]. As these states are closely spaced (as shown in Figure 4.1), an 
ultrashort pulse will excite a superposition of many Rydberg states forming what is known as 
the Rydberg wave packet [2].  
Rydberg atoms are Hydrogen–like atoms in terms of their fundamental properties, hence, can 
be described by the Bohr model of atoms. The formula based on Bohr model that 
demonstrates the Binding energy EB of Rydberg series [106] is given by: 
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Where, Rc represents the Rydberg constant, given as 1.0974 × 10
5
 cm
-1
 and n represents the 
principal quantum number.  
Another particularly interesting feature of Rydberg atoms is their sensitivity. Rydberg atoms 
are highly sensitive to their environment due to the large dipole moments, which foster long-
range dipole–dipole interactions [Figure 4.1], thereby having extreme response to external 
fields [108]. They are so sensitive that even a weak electric field easily affects them and can 
be used to control and enhance their interactions with other Rydberg atoms. An adverse 
consequence of this sensitivity is that they are easily perturbed or ionized by collision, 
ionization and other decoherence sources like blackbody radiation which suppresses optimal 
excitation to Rydberg states.  
These numerous properties have attracted increasing interest in channelling the application of 
Rydberg atoms into numerous fields like quantum computing and high precision spectroscopy 
[45, 109]. 
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Figure 4.1: Rydberg dipole-dipole interaction between two atoms with an interatomic 
distance R between them. μx represents the transitional dipole moment of these atoms 
from their ground states.   
4.3 Applications of Rydberg atoms 
Numerous researches on Rydberg atoms have demonstrated wide range of applications in 
different fields such as astrophysics [110], high precision spectroscopy [109], ultracold quasi-
neutral plasma by photoionization and control of electron temperatures in these ultracold 
plasmas of neutral Rydberg atoms [111] and most especially in quantum information 
processing (QIP) [44, 45].  
One very important research field linked to Rydberg atoms is astrophysics [110]. This study 
by Gnedin et al shows the possible existence of Rydberg atoms in certain interstellar regions. 
Their goal was to demonstrate some astrophysical targets of Rydberg atoms and further show 
that some observed collision induced absorption and Radiative recombination of low-energy 
ions in interstellar media by molecular hydrogen are as a result of absorption by these atoms 
in highly excited Rydberg states.  
Since the introduction of laser cooling and trapping, these atoms have been experimentally 
prepared in milli-kelvins (mK) regime by exciting these Rydberg atoms to foster strong 
interactions with other Rydberg atoms which has proven beneficial in numerous extended 
applications. These include potential for simulating quantum many-body system interactions 
and design of fast long-range two qubit gates. Proposals have been made to utilize the 
numerous advantages of the properties of these atoms to implement high fidelity quantum 
gates between neutral atom qubits based on Rydberg interactions [112]. According to 
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Saffmann [45, 112], the availability of these strong long-range interactions being able to be 
coherently tuned on and off is a useful tool for wide range applications in QIP. 
Earlier protocols [54, 113 – 115] were based on Rydberg blockade mechanism, where the 
presence of excited Rydberg atoms prevent other atoms from being excited with gate 
operations being mediated by the excitation of Rydberg states [54]. Excitation to low-lying 
Rydberg states is particularly important for providing the required energy to perform gate 
operations [54]. As discussed by Safronova [44], decoherence poses to be a serious issue and 
hence, detrimental to gate operations. An advantage of implementing gates based on 
excitation to low-lying Rydberg states is that decoherence effects like blackbody radiation is 
almost negligible as the Radiative lifetimes of these states are overshadowed by spontaneous 
emission [116].  
4.4 Control of Rubidium low-lying Rydberg states with 
trichromatic femtosecond π-pulses for ultrafast QIP. 
In this section, an ultrafast femtosecond time scale trichromatic π-pulse illumination scheme 
for coherent excitation and manipulation of low-lying Rydberg states in rubidium is proposed. 
Selective population of       levels with principal quantum numbers n   12 using 75 fs laser 
pulses is achieved. The density-matrix equations of a four-level ladder system beyond the 
rotating-wave approximation have to be solved to clarify the balance between the principal 
quantum numbers, the duration of the laser pulses and the associated ac-Stark effects for the 
fastest optimal excitation. The mechanism is robust for femtosecond control using different 
level configurations for applications in ultrafast quantum information processing and 
spectroscopy.  
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This section is organized as follows: in sub-section 4.4.1, a general introduction to the study 
of control of Rydberg states in rubidium is given. In sub-section 4.4.2, the mathematical 
model and the main results from the simulations are presented. In sub-section 4.4.3, the 
influence of the transitional dipole moments together with the pulse duration is discussed. In 
sub-section 4.4.4, the advantages of using π-pulse multiphoton processes over the single-
photon excitations are shown. In sub-section 4.4.5, the influence of field detuning on the 
population inversion is investigated. In subsection 4.4.6, the need of avoiding the RWA in our 
simulations by comparing the results with the ones obtained in the RWA is discussed and 
finally, the conclusion is presented.  
 
4.4.1 Introduction 
Selective excitation and manipulation of Rydberg states plays a crucial role in quantum 
information processing, a field of rapid theoretical and experimental progress with a large 
number of proposals for quantum information processors being investigated [45, 112]. A 
central issue is the design of fast quantum gates, with recent proposals using neutral atoms 
and molecules that allow gate operation times set by the time scale of the laser excitation [54, 
117, 118]. In the case of neutral atoms, the requirement that the gate operation time is short 
compared to the typical time of decoherence mechanisms, including spontaneous emission, 
collisions, ionization of the Rydberg states, transitions induced by black body radiation, or 
motional excitation of the atoms trapped in an optical lattice, leads to the search of state-
selective Rydberg excitation schemes using femtosecond pulses.  
Despite the fact that excitation to a single n-Rydberg level requires nanosecond or cw lasers 
with a narrow bandwidth, coherent control tools as control algorithms to optimally shape 
femtosecond laser pulses have been successfully used to address a single transition [119, 120], 
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as well as multipulse schemes using 150 fs pulses, which alone would populate about ten n-
Rydberg levels, have shown the ability to selectively populate a single or a few levels [121, 
122]. These different schemes address the excitation of relatively high Rydberg levels, 
typically of principal quantum numbers as n   30. Several models have recently been 
proposed however to implement fast quantum gates in neutral atoms by using specific low-
lying Rydberg states [54, 117], for which faster femtosecond time scale selective coherent 
excitation schemes are demanded. 
The present study analyses a particular control scheme based on the Rabi flopping behaviour 
involving polychromatic π-pulses. For ultrafast control, π-pulse polychromatic control 
techniques benefit from the fact that no delay between pulses is involved as compared to 
adiabatic schemes, so that the interaction time remains of the order of the laser pulse temporal 
width. The control of population transfer between a pair of quantum states involving single or 
polychromatic transitions by illuminating the atom with resonant π-pulses has extensively 
been implemented using from long to ultrashort pulses [2, 67, 88]. For the case of a four-level 
ladder system, population transfer schemes combining adiabatic and π-pulse techniques have 
also been proposed [99]. 
Optimal π-pulse single photon excitation from the ground state to a low-lying Rydberg level 
with ultrashort femtosecond pulses is not feasible due to the small dipole coupling coefficients 
associated to UV transitions, which require a large electric field to produce a π area and result 
in ac-Stark splittings from all other allowed transitions, which frustrates the π-pulse 
excitation. In the present work, we show that this impediment can be circumvented by using 
trichromatic π-pulse excitation, an approach that was recently reported as a robust method for 
complete population inversion in a four-level system [88]. 
In this work, it is shown that the higher values of the dipole coupling coefficients associated 
to the transitions in a four-level scheme allow for ultrafast excitation of low-lying Rydberg 
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states, without the need of deep UV wavelengths and with field intensities that avoid 
significant ac-Stark effects. The study explores the possibilities of trichromatic π-pulse 
control for ultrafast selective excitation and manipulation of low-lying Rydberg states in 
rubidium (Rb), as a paradigmatic system for most experiments with Rydberg atoms. Figure 
4.2 illustrates the basic control mechanisms of trichromatic π-pulse excitation in a four-level 
ladder system, as it was also reported in [88]. From left to right in Figure 4.2, complete 
population inversion from level 1 to level 4 is produced by simultaneous illumination of the 
atom with a set of pulses with areas as   π, 2π, and   π, which corresponds to the effect of a 
π-pulse in a two-level system. The intermediate levels 2 and 3 become temporally populated 
during the process and become completely de-populated at the end of the interaction. 
Complete de-excitation of the atom is accomplished by the same set of pulses, which is shown 
by the central interaction in Figure 4.2, while a two-level like 2π-pulse is produced with 
doubling the areas of the three pulses. 
 
 
Figure 4.2: In analogy to the effect of a resonant π-pulse in a two-level system (as 
demonstrated in Chapter 2), which completely transfers the population from one state to the 
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other; the figure schematically shows the effect of a resonant “trichromatic π-pulse” in a four-
level ladder system. A set of 75 fs pulses with areas    ,   , and    , each one resonant 
with a particular transition as indicated, completely transfer the population from the lowest to 
the highest state (up-π-pulse, left), or in the other direction (down-π-pulse, center). Using 
“trichromatic 2π -pulses”, this is of areas     ,   , and     , the system is completely 
excited and then de-excited, as shown by the third interaction process in the figure (up-and-
down-2π-pulse, right). 
. 
Different requirements have to be considered for the success of the trichromatic π-pulse 
scheme for ultrafast excitation of Rydberg states. On the one hand, the energies of the chosen 
atomic transitions have to be different enough compared to the spectral bandwidth of the laser 
pulses, so that each individual pulse interacts only with its corresponding transition. On the 
other hand, since the area θ of the pulses is fixed, with        , the product μτ of the 
electric dipole moment coefficients μ and the pulses duration τ has to be sufficiently large so 
that the envelope field E does not produce important ac-Stark effects. The spectral separation 
between adjacent levels in the low-lying Rydberg states region in Rb is suitable to 
accommodate the bandwidth of femtosecond pulses for optimal selective excitation, and as it 
will be shown in our calculations, the dipole moment coefficients in a four-level ladder 
scheme warrant its implementation for ultrafast complete population transfer in a trichromatic 
π-pulse configuration. 
4.4.2 Model and Simulation  
A 4-level cascade configuration has been chosen in the present study for Rubidium atoms as 
shown in Figure 4.3. Rubidium was chosen as it is an Alkali atom (hydrogen–like atom) 
having all its inner electrons along with the nucleus forming a unified core which makes it 
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seem like a heavy version of hydrogen. It is also a widely used atom for experimental 
realization of Rydberg excitation. However, the results of this work can be extended to other 
level configurations and other systems which will be demonstrated in the simulations below.  
 
Figure 4.3: Energy levels configuration of the Rb atom chosen to excite the low-
lying Rydberg states       with principal quantum numbers n  12 
The ground state is the       level of Rb (level 1), which is coupled with a 420.2 nm laser 
pulse to the       (level 2), with     = 0.54 × 10
−29
 Cm. The laser pulse has an area of   π. 
The       level is coupled to the       (level 3) with a 772.69 nm laser pulse, with     = 
1.01 × 10−29 Cm. This laser pulse has an area of 2π. The precise value of the 3–4 transition 
energy does not vary the results, so that in our simulations we safely consider a wavelength of 
2 μm for the transition from       to the       Rydberg state (level 4). The laser pulse 
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coupling this transition has an area of   π. The value of     sets the quantum number n of 
level 4 and it is varied in our study in the range 0.25 × 10−29 <     < 1.25 × 10
−29
 Cm. The 
precise values for the dipole matrix coefficients have been taken from the data in [123, 124], 
from which we also estimate     = 0.02 × 10
−29
 Cm for the allowed              transition, 
considering n   11. We evaluate the balance between the principal quantum number n of the 
Rydberg states available for excitation and the duration of the pulses for optimal selective 
population inversion by trichromatic π-pulse excitation in the femtosecond time scale. For 
pulse durations   500 fs only decoherence processes of the order or faster than picoseconds 
can affect the coherent interaction. The natural decay times associated to a four-level system 
as in figure 4.3 are in the nanosecond and microsecond time scales and they can be neglected 
[125]. Collision and other possible broadening mechanisms are examined in our study by 
comparing the results for pure dephasing times as short as T2 = 1 ns and T2 = 1 ps. We obtain 
robust almost 100% selective excitation of the (n   12)     levels of Rb with 75 fs pulses 
with pure dephasing of 1 ns, and  95% population transfer for 1 ps. The density-matrix 
equations of the four-level system have to be considered without the assumptions of the 
rotating-wave approximation (RWA), as it will be further discussed below. The equations 
read 
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where     are the populations of the levels i, the off-diagonal elements     represent the 
coherences between levels  ,  ,     are the dipole coupling coefficients of the corresponding 
transitions, and                are their angular frequencies, with    being the energies of 
the corresponding states. The relaxation of the coherences is considered by pure dephasing 
rates         
  . The laser pulses are of Gaussian shape, with the electric field E(t) given by 
                       
    
 
  
 
                                                        
where E01, E02 and E03 are the peak amplitudes of the three pulse components E1(t), E2(t) and 
E3(t), and   ,    and    are the optical angular frequencies coupling the transitions 1–2, 2–3, 
and 3–4, respectively. The duration of the pulses is given by                     , where 
      is the full width at half maximum of the pulse intensity profile. In the present 
simulations all pulses are considered of the same duration. 
4.4.3 Influence of Dipole moment and Pulse duration 
As discussed above, the selection of pulse duration plays a crucial role in achieving selective 
manipulation of the desired Rydberg state [126]. Figure 4.4 shows the final population of 
level 4 that is obtained by trichromatic π-pulse illumination of the system, this is, by 
simultaneously sending a set of resonant pulses with areas  π in the first transition (       
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     ), 2π in the second transition (            ), and   π in the third transition (       
     ). As discussed above and as shown in Figure 4.2, for sufficiently long μτ products and 
negligible decoherence this illumination scheme completely transfers the population from the 
ground state       to the Rydberg state      . The final population ρ44 is evaluated in figure 
4.4 as a function of the pulses duration for τp < 500 fs, and for different values of the μ34 
transition dipole coupling coefficient.  
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Figure 4.4: Final population of the excited Rydberg state (ρ44) as a function of pulse duration, 
for dephasing times (a) T2 = 1 ns and (b) T2 = 1 ps, and for μ34 = 0.25, 0.50, 0.75, 1.00, 1.25, 
as indicated, in units of 10
−29
 Cm. 
Figure 4.4 (a) shows the results for a pure dephasing of 1 ns and Figure 4.4 (b) considers a 
faster dephasing of 1 ps. We observe that, in both cases, for laser pulse durations shorter than 
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about 25 fs, the population transfer to the highest state (level 4) is strongly suppressed. This 
can be explained by the ac-Stark effect produced in the different transitions of the system, 
which can only be properly computed by considering the density-matrix equations beyond the 
RWA. With fixed pulse areas, such short pulses (     25 fs) involve high electric fields that 
produce significant ac-Stark shifts which destroy the trichromatic π-pulse population 
inversion process. As shown in figure 4.4(a), population transfer to level 4 is not effective 
either for a transition dipole value as small as     = 0.25 × 10
−29
 Cm and for pulse durations 
     300 fs, which is due to the same effect i.e. the electric field in the 3–4 transition 
becomes too large. Since the     transition dipole coupling coefficient decreases as the 
Rydberg state quantum number n increases, the value of     eventually sets the highest       
Rydberg state that can be optimally accessed for a given duration of the laser pulses. This is 
clear for dephasings of 1 ns as shown in figure 4.4(a) and also for the 1 ps dephasing in figure 
4.4(b). Figure 4.4(b) shows how the fast 1 ps dephasing degrades the population transfer as 
the duration of the pulses increases, as it can be expected since the dephasing time becomes 
shorter than the full interaction time.  
As mentioned above, our goal is to selectively populate the highest       Rydberg state with 
the shortest femtosecond pulse. The results in figure 4.4 suggest to consider a value of the 
dipole moment larger than approximately     = 0.5 × 10
−29
 Cm, which corresponds to the (n 
  12)     low-lying region of the Rydberg states in Rb [123, 124]. To be selective in the 
excitation process, we further need a spectral bandwidth of the pulses sufficiently narrow 
compared to the separations between the levels in the region that we are considering, which 
are 702 cm
−1
 for 9     – 10     , 460 cm
−1
 for 10     – 11    , and about 300 cm
−1
 for 11     
– 12    . Therefore, our simulations show that laser pulses of about 75fs, which have a 
linewidth of 195.7 cm
−1
, will produce the desired ultrafast selective population inversion 
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process from the 5     ground state to the (n   12)     low-lying region of Rydberg states in 
Rb. A further impediment for the success of the ultrafast process is the possible weak 
coupling of the used laser pulses to other non-resonant transitions of the system. For instance, 
in the present case, the ground state 5     couples to the 5     level with 780 nm (see figure 
4.3), which is close to the 772.69 nm laser used in our scheme but is still sufficiently a part to 
be strongly involved. A system with a larger number of levels than the four-level system 
considered here should be used to consider the quantitative effect of all close transitions. 
Nevertheless, these undesirable non-resonant couplings would ultimately be reduced by using 
some longer laser pulses. Population transfer from level 1 to level 4 in more than 99% is 
hence achieved with 75 fs pulses and     = 0.5 × 10
−29
 Cm (n   11) for 1 ns dephasing 
[figure 4.4(a)], which is reduced to  95% in the case of the fast 1 ps dephasing [figure 
4.4(b)]. This optimal case is also shown in figure 4.5. 
4.4.4 Advantages of multiphoton π-pulse scheme over single π-
pulse scheme 
Poor selectivity is obtained when attempting direct excitation using single deep ultraviolet 
(UV) wavelengths of laser [127], although these shortcomings may be averted by using a 
multistep excitation via some intermediate states [128, 129]. In this section we show the 
advantage of using a multiphoton π-pulse over a single π-pulse scheme for driving the 
population to the targeted Rydberg state.  
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Figure 4.5: Time evolution of the populations for the interaction with 75 fs laser pulses with 
μ34= 0.5×10−29 Cm (n ~ 11), for T2 = 1 ns and T2 = 1 ps, as indicated. The black-thin lines 
(legend on the right) show the case of illumination with a single pulse of area π resonant with 
the 1–4 transition, considering μ14 = 0.02×10−29 Cm and T2 = 1ns. Note that levels 2 and 3 
become slightly populated during the interaction (right y-axis). 
 
Figure 4.5 shows the time evolution of the four populations for optimal illumination with 75 
fs laser pulses with     = 0.5 × 10
−29
 Cm, and for dephasing times of 1 ns and 1 ps. The 
resulting peak intensities of the optimal 75 fs pulses with   π, 2π, and   π areas are 1.17 × 
10
11
 W/cm
2
, 0.44 × 1011 W/cm2 and 1.37 × 1011 W/cm2, respectively. As required for optimal 
population inversion, partial population and depopulation of the intermediate levels is not 
affected by spontaneous emission during the process for these pulse durations, which is 
advantageous compared to other three-photon excitation schemes with narrower linewidth 
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lasers [130–135]. As also shown in figure 4.5, although most population is transferred to level 
4 at the ending of the pulses, where the field intensity is low, at time about 20 fs – which is 
within the FWHM of a 75 fs Gaussian pulse – the population in the final Rydberg state is 
already  50%, and therefore ionization from the Rydberg states might weakly affect the 
process. A quantitative study of the effect of ionization would however depend on the 
particular conditions and geometry [136] and it is beyond the scope of the present analysis. 
The grey lines in figure 4.5 show the evolution of the populations in the case of illuminating 
the system with a single 75 fs π-pulse resonant with the UV 1–4 transition (             ). 
Considering the dipole coupling coefficient    = 0.02 × 10
−29
 Cm [123, 124], the peak 
intensity of the π-pulse results in 2.85 × 1013 W/cm2. In a two-level system (i.e. if levels 2 and 
3 were not present), this resonant π-pulse would produce complete population inversion from 
level 1 to level 4. However, due to the effect of the pulse on the intermediate levels in the 
four-level system, the π-pulse complete population inversion is frustrated by the ac-Stark 
shifts produced in the non-resonant transitions involving levels 2 and 3. The coupling of the 
pulse with the other transitions is apparent in figure 4.5 (right y-axis) since levels 2 and 3 
become slightly populated during the interaction. The ac-Stark shift produced by a field of 
peak amplitude     resonant with the 1–4 transition on the 1–2 transition, which is far from 
resonance, is given by [137] 
   
      
  
 
 
       
 
 
       
                  
which gives −160.6 cm−1 for the single 75 fs π-pulse. This frequency shift of the transition is 
hence of the order of the linewidth of the 75 fs laser pulse (195.7 cm
−1
) and, as it was also 
discussed in [88], it prevents optimal π-pulse population inversion (see grey lines in Figure 
4.5). For a higher value of dipole coupling in the 1–4 transition, such as      0.1 × 10
−29
 
Cm, the resulting electric field is already weak to substantially affect the system (  1.14 × 
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10
12
 W/cm
2
), in this case        6.42 cm−1 and the π-pulse complete inversion is recovered. 
It is therefore clear how the single π-pulse population inversion is not effective for a direct 
ultrashort UV excitation from 5     to n    .  
4.4.5 Influence of detuning: 
Detuning as shown in previous chapters is a parameter which greatly demonstrates the 
robustness of the scheme [88] especially being applied to Rydberg excitation and blockade 
mechanism in quantum computation most particularly with the numerous hyperfine structures 
present in the Rubidium atoms and also the packed energy states in the Rydberg series. The π-
pulse trichromatic scheme is shown to be robust against frequency variations of the laser 
central frequency, as it is shown in figure 4.6(a) and (b).  Basically, effective population 
transfer is suppressed for values of field detuning comparable to the linewidth of the laser 
pulses of 75 fs, which in this case is as large as  200 cm−1. This is shown in figure 4.6(b) for 
T2 = 1 ns (solid line) and T2 = 1 ps (dashed line). 
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Figure 4.6: (a) Definition of detuning terms, detuning was applied only to the Rydberg state 
(b) Final population of the excited Rydberg state (   ) as a function detuning in the 3–4 
transition (    =       ), considering the interaction with 75 fs laser pulses with     = 0.5 
× 10−29 Cm. The calculations are shown for T2 = 1 ns (solid line) and T2 = 1 ps (dashed line).  
4.4.6 Comparison between RWA and beyond RWA 
The results that we have obtained with 75 fs pulses hence involve pulse Fourier components 
that can substantially interact with all the dipole allowed transitions of the system, and 
therefore it becomes necessary to consider the density matrix equations beyond the RWA. 
Figure 4.7 shows a comparison of the simulations performed without the RWA with 
simulations performed considering the RWA. In the RWA the fields are coupled only to their 
respective transitions, and therefore the effect on the other transitions is absent, so that 
complete inversion is obtained for all pulse durations [Figure 4.7 (a)]. The disagreement 
between the two theories is clear for pulses shorter than   100 fs for     = 0.5 × 10
−29
 Cm. 
For     = 0.25 × 10
−29
 Cm the results converge for durations   500 fs [see also Figure 4.7(a)]. 
Figure 4.7(b) shows how the coupling of the pulse with the other transitions results in 
population left in levels 2 and 3 after the interaction, which is only seen without the RWA. 
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Figure 4.7: Comparison of the calculations without and with the RWA. (a) The final 
populations of levels 1 and 4 are shown, considering trichromatic π-pulse excitation 
and the level configuration of Fig. 4.3, for μ34 = 0.5 and 0.25, as indicated – in units 
of 10
−29
 Cm, and considering T2 = 1 ns. (b) Final populations of levels 2 and 3 
without the RWA. Levels 2 and 3 become empty using the RWA in all cases. 
 
4.5 Conclusions 
Summing up, the inapplicability of single-photon UV excitation to reach and control Rydberg 
states with femtosecond laser pulses leads to the need of using multiphoton processes. 
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Ultrafast selective population of rubidium low-lying Rydberg states using trichromatic π-
pulse excitation is demonstrated. 75 fs laser pulses with areas such as   π, 2π, and   π 
produce purely coherent excitation of (n   12)     Rb Rydberg states due to the short time 
scale involved in the interaction. The study shows that some higher-n Rydberg states might 
also be reached by using the same technique but with some longer pulses, which would also 
reduce the possible non-resonant couplings with other transitions involved in the system. 
Therefore, although we have chosen a particular configuration of Rb, the fundamental 
mechanism can readily be extended to other configurations and using different geometries. To 
the best of our knowledge, this is the fastest scheme that has been proposed for coherent 
excitation and manipulation of low-lying Rydberg states which display properties that show 
key applications in quantum information technology and high precision spectroscopy.  
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Chapter 5 
Density Matrix Analysis of Multi-dimensional time-
Resolved Spectroscopy and Transient Absorption 
Spectroscopy  
5.1   Introduction 
In this chapter, a brief overview on the concepts of Multidimensional time-resolved 
spectroscopy (MTRS) and transient absorption spectroscopy (TAS) will be presented. 
Coherent control and quantum control spectroscopy will be further applied to demonstrate 
control of population transfer and vibrational coherences using both TL and shaped pulses in 
Oxazine systems. Four-level time-dependent density matrix formalism will be employed to 
simulate the pulse interaction with these types of systems. The density matrix equations will 
be used to analyze mode enhancement of population and coherences. The brief relationship 
between the theoretical approach and the TAS will be discussed. Finally, the influence of 
numerous parameters on the enhancement and suppression of the population and vibrational 
states will be discussed. 
Multidimensional time-resolved spectroscopy is an important application of coherent control 
which involves techniques producing spectra that show the magnitude of an optical signal as a 
function of two or more pulsed laser frequencies. These spectra can be obtained in either 
frequency or temporal domain. An advantage of these multidimensional spectroscopic 
methods is the degree of control they provide as the signal primarily depends on multiple 
input and output beams. [138] 
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These techniques from multidimensional spectroscopy includes four wave mixing [139], 
transient absorption involving pump-probe methods [40, 41, 47, 50]. However, the transient 
absorption spectroscopy is of huge interest and will be discussed next. 
5.1.1 Transient Absorption Spectroscopy  
Transient absorption spectroscopy is a dynamic time-resolved spectroscopic technique 
involving two pulses (pump and probe) whereby a portion of the molecule investigated is 
steered to an excited electronic state by the former. Among different MTRS methods, the 
TAS is preferred in so many experiments due to its adaptability in carrying out spectroscopic 
study on numerous types of systems over broad ranges of frequencies and pulse durations 
(from slower timescales to much faster timescales like sub-attosecond timescales) [140]. 
Pump-probe method allows for proper control and manipulation of the dynamics of molecular 
systems, as the laser frequencies required to meet the corresponding transition frequencies of 
these molecules are readily available with this technique. The idea of the pump-probe 
technique is that two pulses produced from a laser system are used to excite and probe a 
sample light absorbing molecule. The initial pump pulse serves as the excitation pulse which 
is spectrally or temporally modified to cause a change in the dynamics of the system being 
investigated, for example, by using a liquid crystal (LC) shaper [141]. The delayed second 
pulse, which is the probe pulse, is almost completely transform limited and is used to cross-
examine the initial excitation pulse in order to measure the time-dependent absorption change 
(transient absorption spectrum). A typical schematic representation of the transient absorption 
pump-probe measurement is shown in figure 5.1. The transmitted intensity difference between 
the pump and probe pulse measured by the photodetector and the transient absorption signals 
are extracted from these measurements. There are three main contributions to the pump-probe 
signal, which are all equivalent to the final population of the excited state and simultaneously 
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decay to the lower state. [Figure 5.1(b)]. The first contribution is the ground-state bleaching 
(GSB), when the molecule is excited, parts of the molecule are steered to the excited state 
causing a reduction in the ground state distribution of the molecule.  
The second is the stimulated emission (SE) for optically allowed transitions where photons of 
the probe pulse fosters emission from the excited state of sample molecule. The last 
contribution is excited state or induced absorption (ESA). This stage occurs when molecules 
in the excited state absorb more protons and are further steered to a higher excited state. There 
are other possible contributions as molecules undergo more processes after excitation. The 
information relating to population and vibrational coherences are extracted from the transient 
absorption signal levels and oscillatory components appearing in the transient absorption 
signal. This will be further discussed in section 5.2. 
 
      
 
                                   
                                             
The tailored electric field in the time domain will be given as  
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Figure 5.1: Schematic representations of (a) the femtosecond pump-probe spectroscopy 
showing the delay Δt between the two pulses. The pump pulse is modulated using an LC 
shaper for instance, LCM and focused on a sample molecule. The probe pulse is left 
unmodulated and used to measure the dynamic changes made by the pump pulse (b) the main 
contributors to the transient absorption signal; ESA, GSB and SE.  
5.2 Relationship between the TAS measurement and the 
Density Matrix Formalism 
Intensity is vital when dealing with molecules and their interaction with laser light. 
Information related to the time evolution of the population and vibrational coherence can be 
extracted from the transient absorption signal level and oscillation amplitudes. The signal 
level is as a result of absorption of an electronic state. If the system is excited by an ultrashort 
laser pulse, it could promote the creation of vibrational wavepackets as stated much earlier 
which could modulate the absorption leading to presence of oscillations in the transient signal 
[141]. The study of these molecules can be simplified by summarizing the active modes to a 
77 
 
4-level system which is theoretically analyzed using the density matrix formalism. In this 
work, the 4-level system has two electronic states, each having two vibrational states; 
therefore, the signal level can be separated into the ground-state absorption (       ) and 
the excited-state absorption (       ) that describes the transient effects.  
Other important parameters include the characteristic decay and pure dephasing times of the 
populations (   ) and coherences (   ) given by       
   and       
   respectively. Values 
related to the coupling coefficient and vibrational frequency (i.e. the separation between 
vibrational levels obtained from the period of the oscillatory motion in the transient 
absorption signal or the ring breathing mode of the molecule being investigated) can directly 
be measured in the pump-probe experiments. These different parameters can directly be 
inputted into the density matrix simulation as shown in subsection 5.3.2.  
 
5.3   Quantum Control of Population Transfer and 
Vibrational States via Chirped Pulses in Four Level 
Density Matrix Equations 
In this section, the effect of chirped excitation and the excitation detuning on the coherent 
control of population transfer and vibrational states in a four-level system is investigated. 
Density matrix equations are studied for optimally enhanced processes by considering specific 
parameters typical of Oxazine systems. Our simulations show a strong dependence on the 
interplay between chirp and excitation detuning and predict enhancement factors up to 3.2 for 
population transfer and up to 38.5 for vibrational coherences of electronic excited states. The 
study of the dynamics of the populations and vibrational coherences involved in the four-level 
system allows an interpretation of the different enhancement/suppression processes observed. 
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5.3.1. Introduction 
Tailoring of the optical phase of femtosecond pulses has been used in several applications in 
photochemistry and time-resolved spectroscopy [39, 50, 142–155]. In general, tailored pulses 
can be applied using two different approaches: Coherent Control (CC) or Quantum Control 
Spectroscopy (QCS). Closed-loop learning algorithms are exploited in CC to generate 
complex optical phases in order to optimize specific reaction pathways. CC has been used as a 
tool in the control of dynamic processes [3, 30, 156–158], and it explains how a specific state 
can be selectively populated, for example, to attain 100% population transfer [159–162], and 
recent studies have shown the possibility of having enhancements even higher than 100% 
[163–172]. QCS also exploits tailored excitation but differs from CC in its applications [167, 
173]. Its goal is to simplify complex molecular dynamics by tailoring excitation pulses to 
enhance or suppress specific molecular signal features by comparing molecular transient 
between TL and modulated pulses. A central aspect in both approaches, CC and QCS, is the 
control of population transfer between the ground and excited states, as well as the generation 
of vibrational coherence in both potential surfaces. By controlling the population transfer or 
by suppressing specific molecular vibrational coherences, a photochemical reaction channel 
can be selectively chosen [41, 164, 166, 169, 174–185], or a certain mode in a 
multidimensional time-resolved signal can be suppressed [174, 186–191]. 
The control of population transfer and vibrational coherences in molecules in general is 
challenging since several molecular and optical parameters play a role. Indeed, the molecular 
system under study dictates the displacement of the addressed levels and the vibrational and 
electronic dephasing rates. While the electronic dephasing rates can in some cases be 
influenced by the choice of the solvent [192–195], the displacement between the ground and 
the excited states is generally fixed. Pulse characteristics can be more easily tailored than 
molecular properties. Crucial parameters are the spectral detuning of the excitation with 
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respect to the molecular absorption region as well as the temporal shape of the excitation, 
which is tailored by using phase and/or amplitude shaping. In the present paper we address 
the coherent control of population transfer and vibrational states in laser dye Oxazine systems. 
We have chosen Oxazine systems since these systems are being extensively studied in 
spectrally and time-resolved transient absorption spectroscopy experiments, in the 
femtosecond time regime, to elucidate the fastest fundamental processes in photochemistry 
and photobiology, like isomerization and electron and photon transfer [196]. In particular, we 
analyze the response of a four-level system, consisting of two electronic states both including 
two vibrational sub-states (see Figure 5.2), to the excitation of chirped and detuned 
femtosecond laser pulses. We will show that the basic processes producing 
enhancement/suppression factors on the population transfer and vibrational coherences can be 
understood from this relatively simple molecular model by studying the dynamics of the 
density matrix elements, and will compare our results with previous theoretical studies and 
experimental measurements. 
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Figure 5.2: Schematic representation of the four level system showing the transition 
wavenumbers considered and different excitation frequencies. 
Indeed, an asymmetry in the molecular response to chirped pulses was first predicted 
theoretically by Ruhman and Kosloff [197] and observed experimentally by Bardeen et al. 
[198]. They explained how the excitation of a vibration in the ground state of a molecular 
system can be accomplished by negatively chirped pulses in an intrapulse pump-dump 
process. A similar scheme was implemented by Cao et al. [199] for quantum coherent control 
of population transfer. They demonstrated theoretically that electronic population inversion 
probabilities of up to 99% in molecular systems can be achieved by using intense positively 
chirped broadband laser pulses. Their results are robust with respect to thermal and condensed 
phase conditions and are supported by experimental evidence. For instance, solvent 
environment was recently shown to be sensitive to positively chirped pulses, and a 
dependence of the optimal chirp with respect to the displacement between excited and ground 
state’s molecular potentials was also found. On the way to find the optimal chirp for coherent 
manipulations, the electronic dephasing rate is theoretically studied to take both effects into 
account. It is found that for increasing dephasing times, the coherence is enhanced especially 
if negative chirp is added [200]. 
In this work the influence of chirp, detuning and dephasing on the enhancement in population 
transfer and vibrational coherence in a four level system (Figure 5.2) is studied in detail. The 
density matrix model is first described and the parameters used are given in Section 5.3.2. As 
mentioned above, the parameters used to solve the system are specific for the case of 
Oxazine; however, due to the simplicity of the mathematical model that we consider, the 
physical mechanisms elucidated in this study are of a fundamental type and can therefore be 
extended to other systems. In Section 5.3.3 the main results obtained from the simulations is 
shown. Maps showing the enhancement in the populations and the vibrational coherences 
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have been produced by varying the incident spectral phase chirp from −103 fs2 to 103 fs2 and 
the excitation spectral detuning from −5 × 103 cm−1 to 5 × 103 cm−1. The most relevant 
regions in these maps are then studied in detail by plotting the evolution in time of the 
respective density matrix elements for the important specific cases 
(enhancement/suppression), and an interpretation of the observed effects is given. In Section 
5.3.4 a study of the influence of the duration of the laser pulse on the observed enhancement 
effects is presented. The influence of the laser peak intensity in some specific cases is shown 
in Section 5.3.4(2), and in Section 5.3.4(3) the important effect of electronic dephasing is 
investigated. Finally, the overall conclusions of the chapter are given in Section 5.4. 
 
5.3.2 Density Matrix Simulations  
A non-perturbative, time-dependent density matrix approach is used to simulate the 
interaction of a femtosecond laser pulse with a four level system consisting of 2 electronic 
states — ground and excited state, each containing two vibrational levels (Figure 5.2). 
All simulations were carried out under the slowly-varying envelope (SVEA) and rotating-
wave (RWA) approximations, by using a 4–5 order Runge-Kutta algorithm (see also Section 
3.2.4 [88],). The laser temporal pulse shape is a direct input to the code, and the system allows 
the laser pulse to interact with all electronic transitions. The model can be written as follows: 
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I. Parameters of the Density Matrix Simulation 
The diagonal elements     are the populations of the levels, the off-diagonal elements     
represent the coherences between levels, and     are the dipole coupling coefficients of the 
electronic transitions.               are the angular frequencies of the transitions    , 
with      being the energies of the quantum states   and   (see Figure 5.2).      
                  represents the input slowly-varying complex amplitude of the electric 
field. E(t) is the slowly varying real field envelope, and      is the slowly varying phase, 
which for transform limited pulses is chosen constant. The decay rates of the transitions     
are given by     and the relaxation rates of the levels satisfy                     , 
               . The decay rates of the coherences are defined by      
   
 
    , 
     
   
 
    ,      
   
 
    ,      
         
 
    ,      
         
 
    , and      
         
 
    , which include the relaxation of the coherences and the pure dephasing rates 
   The parameters used are summarized in Table 5.1. 
Table 5.1: Parameters used in the simulations 
Parameters Value 
Transitional dipole coupling coefficient (μij)                 
Peak amplitude of field, E               
Vibrational Frequency 
(    and    )               
   
 
600 cm
−1
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Wave numbers of the different transitions.  
19400 cm
−1 
20000 cm
−1
 
18800 cm
−1
 
    
    
    
     →      
     →      
     →      
Spectral chirp φʺ −1000 fs2 to 1000 fs2 
Purely dephasing rates (   )    
      
          
   
      
      
      
          
Decay rates of the transitions, i − j (   )    
        
Duration (full width at half maximum, FWHM) 
of the Gaussian TL (transform limited) pulses 
30 fs, 17 fs 
The non-diagonal terms ρ
  
, ρ
  
, ρ
  
 and ρ
  
 define the electronic coherences and include 
dispersive and absorptive properties in the optical transitions, while ρ
12
 and ρ
  
 represent the 
vibrational coherences of the ground and excited states, respectively. 
II. Enhancement Factors 
The enhancement factors are defined by the ratio between the values calculated using a 
chirped pulse (PS) and the ones calculated with a transform limited (TL) Gaussian pulse as: 
Enhancement of population in the ground states 
 ρ
11 
ρ
22
  S
 ρ
11 
ρ
22
 TL
                                  
Enhancement of vibrational coherence in the ground states  
 ρ
12
  S
 ρ
12
 TL
                                         
Enhancement of population in the excited electronic state 
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 ρ
   
ρ
  
  S
 ρ
   
ρ
  
 TL
                                  
Enhancement of vibrational coherence in the excited electronic state 
 ρ
  
  S
 ρ
  
 TL
                                           
 The initial population is in level |1 in all the simulations.  
5.3.3   Main Results Obtained from the Simulations 
In order to resolve the dependence on the central input pulse frequency and the amount of 
chirp on the transfer of population and the creation of vibrational coherences in the system, 
the central wavenumber of the input pulse is considered from   15,000 cm−1 to 25,000 cm−1 
(see Figure 5.2), in steps of 100 cm
−1
, and the values of the spectral phase chirp have been 
taken from φʺ = −103 fs2 to 103 fs2, in steps of 10 fs2. The spectral chirp parameter φʺ has been 
implemented in the Fourier domain and is defined as φ(ω) = 0.5 φʺ ω2, with φ(ω) being the 
group delay dispersion (GDD) added to the spectral phase of the pulse. Therefore, since only 
the spectral phase of the laser pulse is varied in our study, the frequency content and the 
power remains as in the TL pulse for any value of the spectral chirp φʺ, as it is usually the 
case in the experiments. The rephasing of the spectral components produces a time 
broadening of the pulse given by        
          φʺ    , where     is the FWHM of 
the chirped pulse intensity profile and    is the duration corresponding to the TL pulse [2]. 
Figure 5.3 shows the results for the enhancement/suppression factor of the population in the 
ground state (Figure 5.3a), the vibrational coherence in the ground state (Figure 5.3b), the 
population in the upper state (Figure 5.3c) and the vibrational coherence in the upper state 
(Figure 5.3d), sufficiently long after the interaction of the system with the laser pulse. 
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Figure 5.3: Enhancement/suppression factor of (a) population in the ground state; 
(b) vibrational coherence in the ground state; (c) population in the upper state; and 
(d) vibrational coherence in the upper state. Dashed lines indicate the position of the 
excited states (see Figure 5.2). 
As is clear from Figure 5.3, the interplay between chirp and excitation detuning is crucial for 
the coherent control of the population transfer and the enhancement or suppression of the 
vibrational coherences. We can observe regions with more than a 2% 
enhancement/suppression in the case of the population in the excited state (Figure 5.3c), and 
enhancement factors as high as 4 for the vibrations in this state (Figure 5.3d). In order to 
understand the origin of the processes involved in the calculations of Figure 5.3, the different 
time-scales involved in the interaction need to be considered. On the one hand, the period of 
the vibration both in the ground and the excited states, which in our simulations is      = 
         60 fs. On the other hand, we note that the duration of the 30 fs laser pulse with φʺ = 
86 
 
     fs2 is   94 fs. For the values of the peak field amplitude and dipole coupling that we 
have considered, the period associated to the Rabi oscillations is       =          180 fs. 
Also important is the spectral width of the 30 fs Gaussian laser pulse, which is       
        490 cm
−1
, which is to be compared with the 600 cm
−1
 of the vibrations, considered 
in our simulations. The fastest dephasing rate in the simulations shown in Figure 5.3 is 100 fs, 
which therefore allows in this case for purely coherent processes, since all the interaction is 
basically finished before that time. We study the influence of the dephasing rates on the 
enhancement effects in the last part of the paper. We next describe in detail and provide an 
interpretation of the main results shown in Figure 5.3. 
 
I. Population in the ground state (ρ11 + ρ22):  
The peak enhancement of the population in the ground state (Figure 5.3a) is   1.073 at a 
chirp value of φʺ = −103 fs2 and for an excitation wave number of     19,520 cm−1, which is 
red-detuned and close to the resonance of the first upper vibrational state at   = 19,400 cm−1. 
The highest suppression is obtained at a chirp of 10
3
 fs
2
 with a laser central wavenumber of   
  20,320 cm−1, which is blue-detuned to the resonance of the second upper vibrational state at 
  = 20,000 cm−1. The asymmetry of the enhancement with respect to the sign of the chirp can 
be understood as follows. The first half of the interacting laser pulse promotes population 
inversion, which can be available for stimulated emission depending on the shape of the laser 
pulse and its spectral components. In the case of the highest enhancement of the population 
ρ11 + ρ22, for instance, if we consider that the upper state is first excited at a wave number at   
  19,765 cm−1, which corresponds to the beginning of the laser pulse, a vibrational wave 
packet will be created in the upper state, which will initiate its oscillation between the upper 
state vibrational sublevels at this particular frequency. The round trip of the wave packet to 
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the highest vibrational level at   = 20,000 cm−1 and back to     19,765 cm−1 will take about 
23.5 fs. From that time, the resonant transitions of the excited atom or molecule available for 
stimulated emission will be smaller than 19,765 cm
−1
, and therefore the red shifted 
frequencies of the negatively chirped laser pulse will meet them and stimulated transfer back 
to the ground state will be promoted. This is therefore an adiabatic intra-pulse pump-dump 
scenario that explains the enhancement observed for negatively chirped pulses. For a laser 
pulse positively chirped, e.g., at this same central pulse frequency of 19,520 cm
−1
, however, 
the later higher frequencies of the pulse cannot promote the system down and will instead 
continue exciting the system to the upper states. Consequently, the population of the ground 
state when the laser pulse is gone is not enhanced for positively chirped pulses, as it can be 
seen in Figure 5.3(a). The results that we obtain with our simple four-level system are 
therefore fully corroborated by the previous theoretical studies and experimental 
measurements [197–199]. In Figure 5.4 we have plotted the evolution in time of the 
populations at some specific values of the central laser pulse wavenumber and chirp. Figure 
5.4(a) shows how the maximum enhancement obtained for negatively chirped pulses at 18800 
cm
−1
 presents an oscillatory behaviour of ρ11 + ρ22, while the TL pulse at this wavenumber 
induces a pump-dump scenario. Note that the transferred population is small at this detuning 
( 5%). This behavior is qualitatively different from the more resonant cases in Figure 5.4b,c, 
where the pump-dump processes are not that clear and the population transfers become 
 40%. 
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Figure 5.4: Time evolution of the populations in the ground state (a–c), and in the 
upper states (d–f), for specific parameter values, as indicated. Note that the lines, 
which are named with letters, correspond to the parameter values detailed in Figure 
5.6a,e. 
 
II. Coherence in the ground state |ρ12|: 
The highest enhancement of the coherence in the ground state is  1.35 and is obtained at a 
negative chirp of φʺ   −430 fs2 and at the excitation wavenumbers of     19,660 cm−1 and   
  19,150 cm−1 (see Figure 5.3b). The enhancement of the vibrational coherence in the ground 
states therefore responds basically to the same phenomena that the one for the ground state 
population, i.e., the pump-dump intra-pulse mechanisms are promoted for negatively chirped 
pulses and suppressed for positive chirp. The details of the precise values of the two central 
laser pulse wavenumbers that produce the maximum enhancement are intriguing intra-pulse 
mechanisms which have not been clarified completely. Our result is in accordance with the 
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studies made in [196], where it is observed for Oxazine 1 systems in ethanol that ground-state 
vibrational coherences are enhanced predominantly by negatively chirped pulses. Figure 5.5 
shows the evolution in time of the coherences at some specific values of the central laser 
pulse wavenumber and chirp. In Figure 5.5a the time evolution of the vibrational coherence in 
the ground states for the two different wave numbers that produce enhancement at negative 
chirp can be seen, and also the reduction of the coherence       after the interaction of the 
first half of the pulse in the case of positively chirped pulses. 
 
Figure 5.5: Time evolution of the vibrational coherences in the ground state (a); and 
in the upper states (b), for the indicated parameter values. 
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III. Population in the upper states (ρ33 + ρ44): 
Figure 5.3c shows that the peak enhancement in population transfer to the upper states is 
 1.2  at the chirp values φʺ = ±103 fs2 and for an excitation wave number of     20,550 
cm
−1
. A qualitatively different smaller enhancement of  1.1 is also obtained at the positive 
chirp φʺ = 260 fs2 and for an excitation wave number of     18,840 cm−1. The highest 
suppression is obtained at a close wave number of     18,920 cm−1 for a negative chirp of φʺ 
= −103 fs2. On the one hand, the symmetric enhancement with respect to chirp at     20,550 
cm
−1
 can be understood by the evolution in time of the population in the upper states for the 
TL and the chirped pulses at this particular central laser pulse wavenumber, in Figure 5.4f. 
The behaviour can be seen as the opposite to the effect in the ground state and for red detuned 
pulses (Figure 5.4a). In this case the oscillatory behaviour corresponds to the positively 
chirped pulse. On the other hand, the enhancement obtained for red detuned pulses at     
18,800 cm
−1
 is the consequence of an optimized pump-dump transition, as shown in Figure 
5.4d, which as opposed to the enhancement of the population in the ground state; it is 
favoured by positively chirped pulses, as was also observed in [193–195]. 
IV. Coherence in the upper states |ρ34|: 
Figure 5.3d shows two narrow peaks of the upper vibrational coherence that are obtained at a 
pulse central frequency of     19,110 cm−1 and for spectral phase chirps as φʺ   −180 fs2 and 
φʺ   170 fs2. The corresponding values are  3.56 and  4.34, respectively, and therefore a 
slightly higher enhancement is obtained with positively chirped pulses. Of relevance is the 
narrow parameters window observed in this case. The nearly symmetric values of the upper 
vibrational coherence observed in our simulations, however, shows that the vibrational states 
in the upper levels can be enhanced by relatively small positive or negative chirp values, with 
a central laser pulse wavenumber red shifted with respect to the resonance of the upper 
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vibrational levels. This result is partially in accordance with the studies made in [196], where 
it is shown that excited state vibrational coherences are enhanced predominantly by positively 
chirped pulses. Figure 5.5b shows the evolution in time of the coherence |ρ34| at the relevant 
parameter values. It is clear that the two chirped pulses after the interaction of the first half of 
the pulse are able to retain the |ρ34| coherence as compared to the TL pulse. 
 
5.3.4    Discussion 
I. Influence of the Duration of the Laser Pulse  
Although a systematic study of all the parameters involved is far from the scope of the present 
work, we have evaluated the effect of the TL laser pulse duration by repeating some of our 
simulations using a shorter laser pulse durations (17 fs), and then comparing the results to the 
ones obtained with the TL 30 fs pulse. Figure 5.6 shows the output obtained for five specific 
different laser pulse excitation wavenumbers (18,800 cm
−1
, 19,400 cm
−1
, 19,700 cm
−1
, 20,000 
cm
−1
 and 20,600 cm
−1
). As it is indicated, in the left-hand part of the figure (Figure 5.6a,c,e,g) 
the simulations have been performed with a laser pulse of 30 fs, as in Figure 5.3. The right 
hand panels (Figure 5.6b,d,f,h) show the results obtained by keeping all the same parameters 
but using the shorter laser pulse.  
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Figure 5.6: Enhancement/suppression factors of (a,b) population in the ground state; 
(c,d) vibrational coherence in the ground state; (e,f) population in the upper state; 
and (g,h) vibrational coherence in the upper state. The right hand panels are for a 
laser pulse of 30 fs and the right hand panels for 17 fs, as indicated. The coloured 
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lines represent the different excitation frequencies: 18,800 cm
−1
 (black line), 19,400 
cm
−1
 (red line), 19,700 cm
−1
 (blue line), 20,000 cm
−1
 (dark cyan line), and 20,600 
cm
−1
 (magenta line). The electronic dephasing time is 100 fs for all cases. A bold 
(blue) line has been chosen for the excitation wavenumber of 19,700 cm
−1
, in order to 
clarify the comparisons with Figure 5.8. 
The results in the left hand side of Figure 5.6 are cuts of the density maps shown in Figure 5.3 
at specific excitation wavenumbers. The right hand side panels obtained for 17 fs show 
basically the same qualitative behaviour as the ones obtained for 30 fs, except that we observe 
some undulations of the enhancement factors as the chirp is varied. An overall increase in the 
value of their maximum is also observed. The observed undulation may occur due to the 
larger effect of chirp on the shorter 17 fs pulse, since its duration for φʺ =      fs2 results in 
 159 fs, i.e., it is longer than the 94 fs that correspond to the 30 fs pulse at these chirp values. 
The longer time broadening of the 17 fs pulse hence allows the upper state vibration to make 
several oscillations (       60 fs) during the intrapulse interaction, and can thus explain the 
observed enhancement undulations. The overall highest value of the enhancement factors 
obtained can be explained by the broader spectral wavelength of the 17 fs laser pulse (  865 
cm
−1
), which in this case covers all the resonant energies of the upper states, and therefore 
more resonant transitions become available. The maximum enhancement obtained with 
positively chirped pulses for the population in the upper state is in this case  1.4, at   = 
18,800 and with φʺ = 168.5 fs2 (Figure 5.6f). For the coherence in the upper state the 
maximum enhancement is  3.2 at   = 18,800 and for φʺ = 168.5 fs2 (Figure 5h). 
II. Influence of the Laser Peak Intensity 
It is also worth noting that the Rabi period in the present simulations, as mentioned above, is 
 180 fs, which means that during the interaction times that we have considered   90 fs) the 
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system is in the exciting half of the Rabi cycle. We have performed simulations by doubling 
the amplitude of the interacting pulse so that the Rabi period becomes of  90 fs. We would 
expect a response of the system to the fact that most of the interaction is produced during a 
whole Rabi cycle, but the results that we obtain are qualitatively the same as those described 
for a Rabi period of  180 fs. The only difference that we observe is quantitative, as shown in 
figure 5.7a – d. We obtain a higher enhancement factor of  3.2 for the population in ρ11 + ρ22. 
The maximum enhancement of |ρ12| results in  1.6, and for ρ33 + ρ44 is  2.1. Of relevance, 
however, is the maximum enhancement factor in |ρ34|, which becomes in this case  38.5. 
This large value is observed close to the resonance of the first vibrational upper state level, 
with     19,365 cm−1 and for two almost symmetric chirp values, namely φʺ   −210 fs2 and 
φʺ  220 fs2 (see Figure 5.7e). 
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Figure 5.7: Enhancement/suppression factor for complete Rabi oscillation of (a) 
population in the ground state; (b) vibrational coherence in the ground state; (c) 
population in the upper state; and (d) vibrational coherence in the upper state. 
Dashed lines indicate the position of the excited states (see Figure 5.2). (e) 
Enhancement of in |ρ34| with     19,365 cm
−1
 and for pulse durations of 30 fs and 17 
fs, as indicated. 
III. Influence of the Electronic Dephasing 
In all simulations above, the electronic dephasing (             
  ) was kept constant at 100 fs. 
The role of the electronic dephasing, however, has been already experimentally observed and 
theoretically discussed in several coherent control experiments of small and large molecular 
systems. In general, the magnitude of electronic dephasing of a given electronic transition 
determines how fast the induced dipole coherently oscillates after interacting with the laser 
electric field. In this regard, molecular systems with very fast electronic dephasing rates will 
be potentially less affected by, e.g., long tailored excitations than by shorter laser pulses, since 
(e) 
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the electronic coherence already dephases faster in the former case. We have considered the 
influence of electronic dephasing by studying the specific values          5 fs, 25 fs, 50 fs, 
100 fs and 200 fs with a TL laser pulse of 30 fs centered at 19,700 cm
−1
. The case of         
 100 fs corresponds to the one considered in Figure 5.6 (left panels) and it is shown with 
thicker blue lines, both in Figures 5.6 and 5.8, for a clearer comparison.  
 
Figure 5.8: Influence of electronic dephasing (         5 fs, 25 fs, 50 fs, 100 fs and 
200 fs, as indicated) on the enhancement of (a) population in the ground state; (b) 
vibrational coherence in the ground state; (c) population in the upper state; and (d) 
vibrational coherence in the upper state, considering an excitation frequency of 
19,700 cm
−1
. The bold blue lines show the electronic dephasing time          100 fs 
for a clearer comparison with Figure 5.6. 
The results in Figure 5.8 are basically expected. They show how a faster electronic dephasing 
destroys the enhancement/suppression effect of the chirped pulses both in the populations of 
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the ground and excited states (Figure 5.8a,c), so that for T2,elec = 5 fs no 
enhancement/suppression is obtained. This is clearly due to the lack of population transfer at 
this fast dephasing time. The vibrational coherences of the ground and upper states show a 
decrease in the enhancement in all cases as the dephasing times are reduced, and they also 
show a clear symmetric reduction for increasing positive and negative values of chirp as 
compared with the TL interaction (Figure 5.8b,d). 
5.4    Conclusions 
The numerical calculations reported in this work produced two major results. The first one is 
the clear enhancement of population and vibrational coherence for near-resonant excitation 
obtained by using chirped laser pulses (Figure 5.6a,b,e,f). The enhancement of the population 
and the vibrational coherences in the upper and ground states differ, though, in the sign of the 
chirp and the direction of the detuning. While population transfer due to pump-dump 
processes from the ground and back to the ground states is maximized for negative chirp, 
when the laser is tuned near the lowest upper vibrational state (level     ), enhancement of the 
population in the excited states is obtained both for positive and negative chirps, with a 
central laser wavelength slightly tuned above the upper vibrational states. The simulations 
show that the enhancement of the ground vibrational states is obtained by negatively chirped 
pulses slightly tuned above and below level       while the enhancement of the excited state 
vibrations is observed in a tiny region with both positive and negative small chirps and the 
laser slightly tuned below level     . 
The second major result is the absence of population enhancement in the upper states using 
chirped pulses, when their spectra are resonant with the transition (Figure 5.6e,f). Also 
important is the lack of any substantial change in the population enhancement with resonant 
chirped pulses when molecular electronic dephasing is increased to 200 fs (Figure 5.8c). This 
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clearly indicates how robust this result is for a wide range of molecular systems. Perhaps even 
more importantly, these findings hint at why coherent control experiments of photochemical 
reactions in electronic excited states, which often use electronic resonant tailored excitations, 
have been challenging in many cases [49, 201, 202]. 
In conclusion, a numerical study on coherent control via chirped pulses in a four-level system 
was performed by considering specific parameters typical of Oxazine systems. We have 
studied in detail the influence of the detuning of the laser input pulse with respect to the 
electronic transitions. We have evaluated in some particular cases the effect of the duration of 
the laser pulse, its peak intensity, and also the influence of the electronic dephasing. It is 
shown that the time ordering of frequencies inside a pulse makes a fundamental difference in 
the population transfer and vibrational coherence generation, which can be computed with our 
four-level model. Intra-pulse adiabatic mechanisms explain most of the enhancement effects 
that we have observed. Although the results that have been presented are obtained for specific 
parameter values, the numerical model that has been studied is sufficiently simple to allow for 
an extension of these findings to other systems. An advance in the understanding of these 
light-matter interaction processes could open up new pathways and ideas in the field of 
nonlinear quantum control spectroscopy [141]. 
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Chapter 6  
Attosecond Transient Absorption Spectroscopy of 
Krypton Using the Density Matrix Formalism  
Transient absorption spectroscopy has been a ubiquitous measurement technique in the 
femtosecond timescale and recently extended to the attosecond regime by means of high 
harmonic generation (HHG) [57] in terms of electron dynamics as it unfolds on few 
femtosecond (1 fs = 10
-15
 s) to attosecond (1 as = 10
-18
 s) timescales. Pump-probe technique 
allows for the study of ultrafast atomic and molecular behaviour/dynamics on different 
wavelengths from the ultraviolet (UV) to near infrared (NIR) wavelengths. With the 
introduction of XUV pulses, attosecond transient absorption spectroscopy (ATAS) using 
pump-probe method can be employed to study the electronic motion of atoms on their natural 
occurring timescale. ATAS has been used to demonstrate numerous time-resolved studies and 
control of electron dynamics in the core of atoms [203], molecules [204] and even in solid-
state systems on attosecond temporal resolutions. Studies like motion of electron wavepacket 
during ionization process and control of population and quantum phases of ionic states can be 
achieved using ATAS [205].  
In this chapter, we will present simulations using the density matrix formalism that support 
experimental measurements performed by the group of Professor Jozsef Seres in Vienna 
(Austria). We will first take a look at the concept of ATAS and how extension to the 
attosecond timescale has broadened our comprehension of the dynamics of atomic and 
molecular systems. Some applications of ATAS will be discussed. The theory of ATAS and 
its relationship with the density matrix formalism will be presented. For instance, the need for 
avoiding the RWA will be explained and some relevant parameters that influence the study 
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will be discussed. Finally, the joint theoretical and experimental study of attosecond physics 
will be presented.  
From the theoretical view, we are going to apply the density matrix analysis to examine core 
transitions of krypton using attosecond pulse trains from a HHG source. The dressing process 
is modelled using the DM equation to theoretically describe the experimentally observed 
XUV transmission dynamics and both the linear and non-linear dressing oscillations. The 
study is carried out for cases of weak and strong ionization and atomic polarization response 
(material response) in krypton core transition is examined. Quantum beats between the sub-
levels of krypton are discussed. Experimentally, two measurement techniques are utilized; 
transient absorption spectroscopy and Fourier-transform spectroscopy. The former is used to 
study laser dressing dynamics in Kr for spectral ranges 205 – 230 eV where transient 
spectroscopy of Kr had not been covered before especially with attosecond resolution. The 
latter is used to experimentally identify quantum beats between 3d and 3p sub-levels of Kr.  
6.1 Theory of Attosecond Transient Absorption 
spectroscopy 
ATAS similar to femtosecond transient absorption using pump-probe method involves two 
pulses (one for probing and the other for excitation) with a delay between these pulses. In the 
case of ATAS, the goal is to achieve interior shell excitation in the target atomic system by 
extending the excitation and probing field photon energies to extreme ultraviolet (XUV) and 
x-ray regimes [205]. ATAS is used to study electron motion in atoms in few femtosecond and 
attosecond timescales and corresponds to excitation energies of sub-eV to several eV 
respectively. This can enable us to extract more information about the populations and 
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quantum phases of ionic states [206] which can in turn facilitate probing and extraction of 
electron dynamics on their natural timescale.  
As stated earlier, two pulses are involved in ATAS. The first pulse is a strong field NIR sub-
cycle fs pulse used for excitation causing certain changes in the electronic dynamics of the 
target atom by modifying unoccupied levels of the atom, this process is referred to as the laser 
dressing. The delayed second pulse is a weak field attosecond XUV pulse which could be a 
single XUV pulse or train of XUV pulses used for interrogating the observed changes of the 
newly laser dressed atom [as shown in figure 6.1]. A controlled temporal delay exists between 
these pulses with an attosecond time resolution that can be varied. The variation induces a 
delay-dependent XUV absorption spectrum, which together with the induced macroscopic 
polarization       gives information about the dynamics induced by the IR field.  
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Figure 6.1: Schematic representation of the fs IR pulse and as XUV pulse in the 
frequency and time with a delay τ between both pulses for the ATAS experiments. 
I. High harmonic generation (HHG) and XUV pulses 
HHG is a non-perturbative process where an intense optical IR field (with intensity exceeding 
10
14
 W/cm
2
 for attosecond pulse generation) interacting with a gas atom, undergoes certain 
frequency conversion through a highly non-linear processes [80]. The HHG process is used to 
generate the attosecond XUV radiation as single pulses or as a train of pulses which 
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synchronizes with the IR pulse [207]. The higher-order harmonics that create these ultrashort 
XUV fields with very broad spectral bandwidth (in the range of tens of electron volts, eV) are 
due to strong field non-linear interactions between intense laser pulses with high electric field 
strength and the noble gas target (an example is jet of Neon gas) [208].  
A prominent description of the generation of XUV fields by HHG is the 3-step model 
introduced by Corkum [208] which involves electrons being ionized due to the strong IR field 
(typically by tunnel ionization), driven in the continuum by the IR field, and finally 
recombining with the parent ion to produce XUV photons. Several methods using HHG have 
been proposed to generate isolated attosecond XUV pulses or train of pulses for the primary 
aim of electron dynamics probing [209] on relevant timescales, which has opened pathways 
for numerous applications. Formation of hole wavepackets and measurement of coherence of 
the hole wavepackets have been demonstrated using ATAS [210]. Other applications of 
ATAS include observation of AC Stark shifts of excited states in Argon [211] and Krypton 
[212], probing population transfer and coherence generation between ionic states through ion 
density matrix of atoms [213]. An important application is the study of the time-resolved 
electronic dynamics of autoionizing states like hole creation dynamics and electron motion in 
the valence shell of these atomic systems.  
II. Mathematical representation  
In attosecond absorption spectroscopy, a strong IR electromagnetic field together with a weak 
XUV pulse interact with an atom target. In order to elucidate the temporal-dependent XUV 
absorption spectrum, the field is treated classically and the target atom quantum mechanically, 
resulting in a semi-classical analysis of the dynamic processes. In this thesis, we analyse these 
processes using the density matrix formalism beyond the RWA, which in this case cannot be 
applied due to the high intensity of the IR pulse and the short timescales involved [214]. First, 
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the intensity Iout after interaction can be represented by the relationship between the 
transmission signal, T and the incident pulse, Iin as  
             
     
 
   
     
       
                     
       
     
 
   
     
       
                 
  
    
   
                                     
In cases of experimental measurements, the absorption, A, is vital and is related to the 
Transmission signal in equation (6.2) and (6.3) by the Beer-Lambert’s law [215] given by 
           
    
   
                      
  
     
 
   
     
       
                   
Where, N is the density of the target atomic system, L is the interaction length.    is the 
polarization,      is the electric field strength of the incident laser pulse.           
 
 and 
            
 
 are the incident and transmitted pulse intensities.  
As commented above, in the density matrix analysis, we have to study the light-matter 
interaction processes by going beyond the RWA. Indeed, experiments involving HHG field 
are very sensitive to the field waveform rather than the envelope of the field, thereby laying 
emphasis on precise phase control.  
The polarization    can be calculated by taking a trace of the product of the density matrix   
and the transitional dipole matrix,   , given by 
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The equation (6.6) represents the atomic polarization response.  
The density matrix will be used to interpret precisely the dynamics of the laser dressed system 
observed in the experiments, which will be demonstrated for core-transitions in krypton.  
 
6.2  Attosecond sublevel beating and nonlinear dressing 
on core-transitions in krypton 
Extreme ultraviolet (XUV) transient absorption spectroscopy has been widely used to 
examine the quantum effect of intense laser fields on atoms, molecules and solids. It is known 
as laser dressing and the examined object is illuminated with a laser field strong enough to 
modify, by its electric field, the unoccupied quantum levels. A weak XUV field is used as 
probe to measure the changes of the levels by means of time-resolved (or transient) x-ray 
absorption spectroscopy. 
Krypton atoms were experimentally examined by illuminating them with ultrashort laser 
pulses within a wide intensity range of 4 × 1013 W/cm² to 6 × 1014 W/cm². The dynamics of 
the two laser dressed transitions 3d5/2–5p3/2 and 3p3/2–5s1/2 at photon energies of 91.3 eV and 
210.4 eV, respectively, and their spectral surrounds were examined with attosecond temporal 
resolution using attosecond pulse trains generated in Ne gas by a Ti:sapphire laser. The 
dressing process was modelled with density matrix equations and the experimental and 
theoretical results were compared. It was demonstrated that density matrix equations describe 
very accurately the experimentally observed femtosecond and attosecond-scale transmission 
dynamics and also the linear and second order non-linear dressing oscillations at 0.75 PHz 
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and 1.5 PHz frequencies. Furthermore, quantum beats between the 3d5/2 and 3d3/2 sub-levels 
at 0.3 PHz and between the 3p3/2 and 3p1/2 sub-levels at 2.0 PHz were experimentally 
identified and resolved. 
6.2.1 Introduction 
Intense laser fields interact with atoms, molecules and even solids non-adiabatically by 
producing transient changes in their occupied or unoccupied electronic quantum states. The 
response of the material to this so called dressing is typically very fast lying in the few PHz 
and sub-PHz frequency range. Attosecond transient absorption spectroscopy (ATAS) [216] is 
a suitable spectroscopy tool to follow and study such a fast material responses. Revealing 
PHz-scale responses of materials helps in developing and improving coherent extreme 
ultraviolet (XUV) [59, 217, 218] and soft X-ray (SXR) [219-221] light sources by means of 
high harmonic generation (HHG) and to extend the operational speed of different 
optoelectronic detectors [222]. 
Nowadays, ATAS is extensively applied to study intense laser field dressed solids like Si 
[223, 224], diamond [225], Zr [224], by probing valence or core electrons. Gases like helium 
[226-229], neon [230] and H2 [231] were mainly probed by their valence electrons at around 
and below 20 eV with attosecond or femtosecond resolution. Probing core level electronic 
states in atoms or molecules is more challenging because they require HHG sources with 
much higher photon energies, where the conversion efficiency of HHG is typically low. 
Consequently, mainly Xe gas [214, 232, 233] and two-electron transitions in He [234] have 
been studied at around 60 eV, and time resolved spectroscopy at higher photon energies were 
rare [235-238] and gave mainly femtosecond resolution even in solids [239-241].   
The aim was to measure the time-resolved XUV absorption of neutral Kr gas. ATAS of 
krypton was earlier measured [235] at its ionized states. In the case of neutral krypton, a 
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strong absorption can be observed between 90 and 95 eV containing several transitions 
between the occupied 3d inner-shell and the unoccupied np levels [242, 243], and transitions 
from the 3p inner-shell at around 210 eV have also been measured [244-246]. 
The generated HHG spectrum that was used as probe covered the spectral range from 70 eV 
to 230 eV, making it possible to study both types of core level transitions i.e. the excitations 
from the sublevels of the 3d and 3p electronic states. The study of these transitions in Kr was 
motivated by the fact that the distance between the 5s and 5p levels is 1.52 eV, which is 
within the bandwidth of the dressing laser pulse (central energy was at 1.55 eV). 
Consequently, the 5s and 5p levels were resonantly coupled by the dressing laser field and a 
strong dressing effect was predicted for both the 3d5/2-to-5p3/2 and 3p3/2-to-5s1/2 transitions at 
91.3 eV and 210.4 eV, respectively. Furthermore, since the 5p and 6p levels have an energy-
difference of 1.3 eV, it was also close to resonance with the laser field. 
 
6.2.2 Experimental setup and examined transitions of krypton 
In the experimental arrangement, similarly to earlier measurements [224], a concentric mirror-
pair focused the 25-fs-long pulses of a Ti:sapphire laser system to two gas sources, see figure 
6.2(a). The inner mirror focused the 6 mJ/pulse portion of the laser beam to a jet containing 
Ne gas for HHG serving as probe pulse. The beam diameter in the focus was 110 µm giving a 
peak intensity of about 1.5×10
15
 W/cm², a suitably large one to produce harmonics up to the 
cut-off energy of about 300 eV. Zr thin-film filter was placed before the XUV spectrograph 
(McPherson 248/310G with multichannel plate) to suppress all light below 50 eV. The gas jet 
was a tube with small holes and had a diameter of 1 mm to block the laser beam as little as 
possible, focused by the outer mirror. The generated harmonic spectrum covered a wide 
spectral range from about 70 eV to 230 eV [figure 6.2(b)] at the optimal backing pressure of 
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the Ne gas of 1.6 bar. Harmonic lines at different parts of the spectrum are well recognizable. 
For calibration purpose, 100-nm-thick Si foil was used in certain measurements of which L-
edge can be seen in figure 6.2(b) at about 100 eV.  
The generated divergent HHG beam passed through the 1 mm diameter hole of the second gas 
jet (tube with 3 mm diameter) placed 500 mm from the HHG source. This contained the 
examined Kr gas and the HHG beam probed the transmission change in Kr produced by the 
dressing laser field. For dressing/pump, the outer mirror focused a conical beam to the Kr gas. 
In the focus, the outer mirror produced a ring structure with a well distinguishable intense 
central beam part. The laser energy reaching the outer mirror was controlled with a motorized 
aperture. In the experiments, the estimated laser peak intensity in the Kr gas was varied 
between 4×10
13
 and 6×10
14
 W/cm². Using a suitable distance between the gas jets, the 
intensity originated from the divergent laser beam of the inner mirror added less than 2% to 
the dressing intensity, what was negligible since it was comparable or less than the shot-to-
shot fluctuation of the laser system. The internal movable mirror allowed scanning the delay 
between the generated harmonic pulses and the dressing laser beam. 
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Figure 6.2: (a) In the experimental setup, a concentric mirror pair focused the 
inner and outer parts of the laser beam to two gas jets serving as HHG source 
for probe and for pump. (b) The high harmonic spectrum generated for probe 
covered the spectral range from about 70 eV to 230 eV. (c) The averaged 
change along the delay scan shows the two spectral ranges where the effect on 
the Kr gas was observed, namely between 85-100 eV and 205-230 eV. (d) 
Within these spectral ranges, two laser dressed transitions: the transition from 
3p3/2 to the dressed 5s1/2 at 210.4 eV and the transition from 3d5/2 to the dressed 
5p3/2 at 91.3 eV furthermore beating between 3p and 3d sublevels were 
examined. The few occupied (solid lines) and unoccupied (dashed lines) states 
of the krypton atom being within our interest are given. 
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The generated harmonic spectrum was well suitable to probe the two laser-dressed transitions 
in Kr gas presented in figure 6.2(d) or the sublevel beating presented in figure 6.2(e). The 
backing pressure of Kr was chosen to 1.2 bar to be mainly transparent but to produce 
measurable absorption at the two transitions 3d
-1
5p at 91.3 eV and 3p
-1
5s at 210.4 eV [243, 
246]. The transmission change along a delay scan was averaged in Fig. 6.2(c) to determine 
and demonstrate the spectral ranges where laser dressing and beating took effect. Well 
distinguished changes can be observed in the spectral range of 85-100 eV and 205-230 eV, 
around the two particular transitions. Some weaker change can also be observed between the 
two spectral ranges, which can be attributed to the effect of the laser dressing to the 3d to 
continuum transitions and is out of the interest of the present study. 
In the experiment, an attosecond pulse train (APT) was used to probe transient absorption. 
Since the probe pulses are weak, i.e. the absorption can be considered as linear (no saturation 
of absorption), and the temporal distance between the pulses in the APT is uniform, APT is 
suitable for attosecond pump-probe measurements. It can measure processes with time 
constant shorter than the optical half-cycle or longer than the optical pulse, what was within 
the scope of the experimental measurements.    
 
6.2.3 Beating between 3p and 3d sublevels in krypton 
Beating can be expected when two transitions are possible at the same time with close photon 
energies. As presented in figure 6.2(e), two possible beating channels are possible in the 
spectral range of this study: between the 3d3/2 and 3d1/2 sublevels and between the 3p1/2 and 
3p3/2 sublevels. In the case of 3d shell, the distance between the two sublevels is 1.2 eV, 
which means a beat frequency of          = 0.29 PHz, what is within the ±0.02 PHz 
measurement accuracy of the observed 0.3 PHz frequency. Because the 1.3 eV distance 
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between 5p and 6p levels was almost the same as the distance between the 3d sublevels, the 
transitions 3d1/2 – 5p3/2 and 3d3/2 – 6p1/2 and their dressed levels were probed at the same time 
giving one of the possible channels of beating, which had to appear periodically in the 
spectrum. This channel is noted with red arrows in figure 6.2(e). The other possible beating 
channel was the transitions from both sublevels into the continuum, and the associated beating 
had to appear continuously above 95 eV. 
 
Figure 6.3: Beat signal were calculated from the measurements by applying a 
Fourier window on the (a), (b) 0.3 PHz beat frequency in the case of 3d levels 
and (c), (d) on the 2 PHz beat frequency for 3p levels at laser intensities of (a), 
(c) 4×10
13
 W/cm
2
 and (b), (d) 8×10
13
 W/cm
2
. In panels (e) and (f), the delay 
dependence of the transmission changes were compared at two nearby photon 
energies at the 3p1/2 – 5s-1/2 transition at around 218.2 eV. 
 
Similar beating channels should be observed in the case of the 3p level, where the distance 
between the sublevels is 7.8 eV, giving a beat frequency of      = 1.9 PHz that is very close 
to the observed 2 PHz peak, which gave an 8.2 eV measured difference between the 
sublevels. Note that from the available literature [244–246] the origin and the accuracy of 
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these level-energies cannot be concluded. The possible channel of the beating from the 3p 
levels is presented in figure 6.2(e) with blue arrows. Similarly to the 3d level, there should be 
a spectrally periodic beating produced by the transitions 3p1/2 – 5s1/2 at 218.2 eV and its 
dressed levels, and the transition from 3p3/2 to the continuum. The other possible channel was 
the transition from the 3p sublevels to the continuum, similarly to 3d shell, giving a 
continuous beating beyond 222 eV. 
To observe the beating and separate it from other processes, the delay dependent signal was 
Fourier transformed and Fourier filters were applied to the measured data sets with a window 
selecting only the 0.3 PHz peak in the case of 3d levels and the 2 PHz peak for 3p levels. 
More details about the Fourier filtering will be given Section 6.2.4. The results can be seen in 
Figures 6.3(a)-6.3(d) for dressing laser intensities of (a), (c) 4 × 1013 W/cm2 and (b), (d) 8 × 
10
13
 W/cm
2
. In the case of 3d levels [Figures 6.3(a) and 6.3(b)], the beating was very well 
visible and appeared mainly between -10 fs and +10 fs delays, where the laser intensity was 
the highest and the spectral periodicity can be observed for both intensities. At the higher 
intensity, the beating spread over a boarder spectral range, as it can be expected, while the 
higher laser intensity produced more high-order dressed levels. The continuous beating 
contribution can mainly be seen between -20 fs and -10 fs delay at around 100 eV, where 
there was no periodic beating. In the case of 3p levels [Figure 6.3(c) and 6.3(d)], the beating 
was relatively weak at lower laser intensity [Figure 6.3(c)] and appeared mainly at higher 
photon energies and the continuous contribution dominated. However, at higher intensity 
[Figure 6.3(d)], it was spectrally periodic and it appeared in the -10 fs to +10 fs delay range, 
as it was expected. More details were resolved at the 3p1/2 – 5s-1/2 transition at around 218.2 
eV. The black frames in Figure 6.3(d) show the delay ranges where transmissions were 
plotted separately in Figures 6.3(e) and 6.3(f) and at two neighbour photon energies just 
below and above the transition. Figure 6.3(e) shows the XUV transmission at negative delay 
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before strong dressing. Here, the beatings were weak and in phase. At around zero delay in 
Figure 6.3(f), where the laser intensity and consequently the dressing and beating were strong, 
and the phase between the two photon energies changed to inverse. To understand fully the 
detailed behaviour of the beating, development of a suitable theoretical model and further 
examinations are needed.     
 
6.2.4    Dynamics of laser dressing in krypton 
As presented in Figure 6.2(d), two types of possible core transition can be studied by the 
broad HHG spectrum that was generated, namely the 3d5/2-to-5p3/2 and 3p3/2-to-5s1/2 
transitions at 91.3 eV and 210.4 eV, respectively. The energy difference between the 5s1/2 and 
5p3/2 levels of Kr is 1.52 eV, which gave a unique opportunity to couple these levels 
resonantly with short Ti:sapphire laser pulses, and due to this coupling a strong dressing effect 
was expected. It was studied theoretically and experimentally.  
I. Theoretical predictions of the laser dressing on the XUV transmissions 
To make predictions about the expected effect of the laser dressing and for comparison with 
measurements, calculations were performed. Density matrix equations were used beyond the 
rotating wave approximation (RWA), since this approximation is unsuitable when the field 
strength of the control IR field is in the high-field regime [247]. To follow the processes for 
the 3d
-1
5p transition, 4 levels were taken into account, namely 3d, 5s, 5p, and 6p. Note that 
the 3d
-1
6p (92.6 eV) transition was included in the calculation since it is close to one of the 
dressed states of 3d
-1
5p, as mentioned above. The four-level system equations correspond to a 
double-Λ configuration [84] shown in figure 6.4 and read (Equation 6.7) 
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Figure 6.4: Representation of the 4-level system of krypton interacting with the IR and 
XUV pulses. The levels 1, 2, 3 and 4 represent 3d, 5s, 5p and 6p respectively.  
                                     
                                     
                                     
                     
                                                                   
                                              
                                              
                                              
                                              
                                               
Where,     are the populations of levels i, with i = 1, 2, 3, 4 corresponding to levels 3d, 5s, 5p, 
6p, respectively, the off-diagonal elements     , with         
  , represent the coherences 
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between levels i, j,     are the dipole coupling coefficients of the corresponding transitions 
and      are their angular frequencies. For the 3p
-1
5s transition, a corresponding three-level 
system in a cascade configuration 3p-5s-5p was considered. The laser pulses are of Gaussian 
shape, with the electric field       given by 
         
            
 
               
                  
 
                        
Where,     and      are the peak amplitudes of the IR and XUV pulses, respectively, 
     and       are their optical angular frequencies. The duration of the pulses:     and 
      are the full width at half maximum (FWHM) of the pulse intensity profiles.     is the 
delay between the IR and the XUV pulses. The values of the parameters considered in the 
simulations shown in figure 6.3 are:     =     = 7×10
-32
 Cm, :     =     = 2.1×10
-29
 Cm, 
     = 89.8 eV,      = 1.5 eV,      = 1.3 eV, and       = 91.95 eV, for the 3d
-1
5p four-level 
system (upper row in Figure 6.3); and     = 3.3×10
-32
 Cm,     = 3.0×10
-29
 Cm,      = 210.4 
eV,      = 1.5 eV, and      = 210.4 eV, for the 3p
-1
5s three-level system (lower row in Figure 
6.3).      = 1.55 eV      = 25 fs,       = 200 as, the peak intensity of the XUV pulse is       = 
10
8
 W/cm
2
, and     is considered from -80 fs to 80 fs in steps of 0.2 fs. The atomic 
polarization response is 
                                                     
For the calculation of the time evolution of the atomic polarization, we subtract the 
contribution from the IR field alone, and we safely use a window function given by a super 
Gaussian centred at the IR pulse with a width of 40 fs (FWHM) in order to avoid the 
coherences induced by the XUV pulse and the upper states when the atom is not laser dressed, 
which in the numerical simulation produces a "ringing" effect until long after the XUV pulse 
is over [207]. This well-known spurious ringing does not produce stimulated emission or 
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absorption and is basically absent when the atom is laser dressed. The calculated transmission 
signal is given by 
       
     
 
   
     
        
                           
where       and          are the spectra of the atomic polarization and the input XUV field, 
respectively, c is the speed of light in vacuum, N is the atomic density, and L is the length of 
the interaction region [247]. In the simulations we chose NL = 9×10
21
 m
-2
, which corresponds 
to a pressure of 120 mbar at room temperature with a propagation distance of 3 mm.    
Calculations were performed in a wide intensity range from      = 4×10
13
 W/cm² to 6×10
14
 
W/cm² for both the 3d
-1
5p (91.3 eV) and 3p
-1
5s (210.4 eV) transitions and three of them are 
shown in Figure 6.5, where T-1 is plotted as a function of delay and photon energy. The 
unique feature of Kr that the energy distance between the 5s and 5p levels is 1.52 eV indeed 
assures a strong dressing effect for both the 3d
-1
5p and the 3p
-1
5s transitions. As can be seen 
from the calculations in Figure 6.5, the absorption lines of 3d
-1
5p, 3d
-1
6p [Figures 6.5(a,c,e)] 
and 3p
-1
5s [Figures 6.5(b,d,f)] split to a structure of absorption between the delays of -20 fs 
and +20 fs, when the gas is pumped by the dressing laser pulse. It means temporal absorption 
at other photon energies than the original absorption lines appeared. This structure was 
broader at higher intensities and there was a spectrally periodic structure with the energy of 
the pump laser photons. This structure is almost washed out and disappears at very high 
intensities between -40 and +40 fs. Furthermore, there is a fast oscillation in the absorption 
following the shape of the square of the electric field of the dressing laser pulse. It can also be 
seen that the transmission (T-1) can exceed 0 meaning the appearance of gain within very 
short time intervals as was earlier predicted and measured [248]. The calculated dressing 
effect was about 3-times stronger for the 3d
-1
5p than for the 3p
-1
5s as can be seen from the 
colour bars in Figure 6.5. 
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Figure 6.5: Calculated XUV transmission change [T-1, see Eq. (6.10)] of the 
(upper row) 3d
-1
5p and (lower row) 3p
-1
5s dressed transitions at intensities of 
(a, b) 4×10
13
, (c, d) 1×10
14
 and (e, f) 6×10
14
 W/cm². 
 
II.  Results on the laser dressing of the 3d-15p and 3p-15s transition of 
krypton atoms 
To examine and resolve the dynamics of the laser dressing on the 3d
-1
5p and 3p
-1
5s transitions 
of Kr atoms, delay scans were performed with femtosecond resolution in a delay interval of 
420 fs using delay steps of 1.4 fs, furthermore with attosecond resolution in a delay interval of 
50 fs using delay steps of about 170 as, respectively. Within one delay scan, HHG spectra 
were recorded with 2 s integration time (20 laser shots) in 300 delay steps limited by technical 
reasons. According to the calculations (Figure 6.5), weak dressing was predicted for a weak 
driving field below 1×10
14
 W/cm
2
, where the ionized fraction of Kr atoms was also small 
below 10
-4
 according to ionization theories [249] and measurements [250]. In a strong driving 
field [e.g. at 6×10
14
 W/cm
2
, Figures 6.5(c), 6.5(f)], the theory predicted a strong dressing 
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effect on the transmitted XUV signal with all atomic states merged into a continuum. 
Although for these laser intensities the ionization was strong and almost all the atoms became 
ionized during the interaction with the laser pulse, as an earlier study on Xe [233] also 
showed, the dressing effect remained still observable. 
 
A.  Femtosecond dynamics of the transient absorption 
Applying a strong field dressing with laser peak intensity of 6×10
14
 W/cm
2
, a delay scan was 
performed with femtosecond (1.4 fs) temporal resolution and plotted in Figures 6.6(a) and 
6.6(c) in the spectral ranges around the core transitions of 3p
-1
5s (210.4 eV) and 3d
-1
5p (91.3 
eV), respectively. Below the 214.4 eV (3p3/2) ionization threshold in Figure 6.6(a), strong 
distortion of the harmonic line H137 at 211 eV can be observed at around zero delay as the 
consequence of the dressing laser field, as it would be expected from the calculation in Figure 
6.6(f). Going further from the 3p
-1
5s absorption line, calculations predicted decreasing 
dressing effects, which was well observable on the measurement. While the harmonic line 
H135 at 208 eV was still strongly affected, H133 was only weakly and H131 was almost not 
affected. Over the ionization threshold (H139, H141), the effect of dressing was not visible 
similarly to [233]. In Figure 6.6(b), the measured and calculated transient transmissions were 
compared at two particular photon energies of 210.4 eV, which belonged to the 3p
-1
5s 
transition, and of 209.3 eV, where the calculations predicted a strong dressing effect. At the 
3p
-1
5s absorption line, the calculated strong increase of the transmission was well followed by 
the measurement. Similarly, the transient absorption at 209.3 eV was well reproduced by the 
measurement. The fast modulations observable on the calculations were caused by the 
dressing laser field and had a period of 1.3 fs, which could not be resolved with the 1.4 fs 
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temporal steps of these measurement series. They would have produced only confusing noise 
in the measurement, so a Fourier filter was applied to suppress the faster than 10 fs processes. 
 
Figure 6.6: Femtosecond dynamics of the dressed Kr was resolved at laser 
intensity of 6×10
14
 W/cm
2
. The measurements showed strong transmission 
change around zero delay at the core transitions of (a) 3p
-1
5s at 210.4 eV noted 
with white dashed lines, (c) at 3d
-1
5p and 3d
-1
6p transitions between 91.3 eV 
and 92.6 eV. The dashed frames show the windows where higher resolution 
measurements were performed. (b), (d) Comparison of the theoretical 
calculations (thin lines) with the measurements (thick lines) gave good 
agreement for both spectral ranges. The curves were shifted vertically for 
better visibility. Black dashed lines note the shape of the laser pulse used for 
the calculations. The measured transmission changes are given in arbitrary unit 
in this and every later figure. 
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The change in the absorption spectrum at around 92 eV during the illumination with the 
strong laser field was also measured for the transitions 3d
-1
5p and 3d
-1
6p in Figure 6.6(c). In 
this spectral range, the shape of the HHG spectra and especially the presence of the harmonic 
line would dominate and overwhelm the dressing effect. To avoid this, a Fourier filter had to 
be applied on the measured spectra to filter out the harmonic line structure at the 0.5 harmonic 
orders and also the spectral shape at zero order. Consequently, this figure shows only the 
change of the XUV transmission. Such filtering for Figure 6.6(a) was not necessary, because 
there were no big changes in the spectral shape and the harmonic-line-structure was also weak 
in that spectral range. In Figure 6.6(c), an essential transmission change can be observed at 
three photon energies, at around 89 eV, 92 eV and 96 eV. At about 92 eV, the transmission 
increased at around zero delay, which can be attributed to the disappearance of the absorption 
of the transitions 3d
-1
5p and 3d
-1
6p, similarly to the 3p
-1
5s absorption line. This increased 
transmission was also predicted by simulations at 91.3 eV plotted in Figure 6.5(c). The fast 
modulations observable on the calculations were caused by the dressing laser field, which 
could not be resolved in the measurements with such large delay steps. The observed signal at 
about 89 eV had a strong transmission at negative delays and transient absorption within a 
time interval at and after zero delays. It can be attributed to a dressed state and also to an 
additional process of transient two-photon (XUV+NIR) excitation of the 3d
-1
5s transition. 
Comparing to the calculation in Figure 6.6(d), the measurement showed a similar change of 
transmission but a somewhat broader delay range, what can be the consequence of the used 
super-Gaussian temporal window in the calculation making the calculations more efficient in 
the attosecond time scale but less accurate in the sub-ps time scale. The observed signal at 96 
eV, which appeared at the ionization threshold, was probably caused by the laser field 
enhanced ionization, which process was not part of the present study and was not considered 
in the theory. Both in figures 6.6(a) and 6.6(c), weaker distortions of the transmitted signal 
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were observed at around ±190 fs delays, which were probably the consequence of a weaker 
pre and post pulses in the laser pulse, unrecognized during pulse characterization. 
B. Fourier-transform spectroscopy to recognize attosecond transient processes  
Transient changes of two core-level transitions were studied, namely, the transition from 3d5/2 
to 5p3/2 at around 90 eV and the transition from 3p3/2 to 5s1/2 at around 210 eV. Looking into 
the results of the measurements and calculations in more detail, however, one can recognize 
different contributions. To do so, measurement series in the time window noted in Figure 
6.6(a) and 6.6(c) were performed with attosecond resolution and the 2D data sets (spectrum 
versus delay) of both the measurements [Figures 6.9(a), 6.9(c), 6.10(b), 6.10(d)] and 
calculations (Figure 6.5) were Fourier transformed and compared in Figure 6.7. In the first 
row of Figs. 6.7(a) and 6.7(b) show the result of the theory and the second row the results of 
the corresponding measurements.  
A similar change of the transient absorption can be expected in gases as was observed in 
earlier measurements for solids [224] and was described as follows 
            
           
                                  
Where, τ is the delay between the pump and probe pulses;       is the envelope of the laser 
pulse;    is the laser frequency and          is the beat frequency determined by the 
energy difference of the sublevels of certain electron shell of the atom. This equation can be 
rewritten into a more intuitive form  
                                                                  
It predicts laser dressing at     = 0.75 PHz, beating at frequencies     and    , furthermore 
few smaller mixed terms. One can recognize from the calculations in Figure 6.7 that the 
density matrix equations [Eqs. (6.7)] describe the dressing as a strongly nonlinear process and 
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beyond the expected dressing frequency of 0.75 PHz, its second and even third harmonics 
appear at     = 1.5 PHz and     = 2.25 PHz. The linear description [Eq. (6.12)] however, did 
not predict the appearance of     and     harmonics of the laser dressing. In comparison to 
the 1D Fourier spectra of the measurements [Figure 6.7(c) and 6.7(d)], the peaks at 0.75 PHz 
and 1.5 PHz clearly appeared and were noted with black arrows. Mainly in Figure 6.7(d), the 
measured dressing peaks were double peaks of 0.65/0.75 PHz and their harmonics of 1.3/1.5 
PHz. The third harmonic peaks at 1.95/2.25 PHz can even be recognized but were near the 
level of the background noise. The origin of the double-peek structure has not still been 
resolved.  
 
Figure 6.7: (a), (b) The 2D Fourier transformed spectra of the modelled and 
the measured 2D spectra-delay data sets, for the (a), (c) 3d
-1
5p and (b), (d) 3p
-
1
5s transitions, show the peaks of the laser (black arrows) dressing and (yellow 
arrows) the beating. (c), (d) Averaged Fourier spectra of the (orange/light-blue) 
measurement and (red/blue) calculation. Possible transitions are noted with 
arrows where beating can be observed from 3d and 3p levels, respectively.  
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Additional strong spectral components can be observed at 2 PHz in Figure 6.7(d) noted with 
yellow arrow and at 0.3 PHz in both Figure 6.7(c) and 6.7(d) noted with red arrows. These 
two peaks were the beating between two absorption channels starting from the sublevels of 
the 3d and 3p quantum states of Kr and the possible beating schemes were presented in Figure 
6.2(e) for the two quantum states. These beating are examined in details in Section 6.2.3. 
In addition, well distinguishable peaks can be observed at about 0.2 PHz, which appeared in 
both cases. The origin of these peaks has not yet been resolved; it could be the consequence of 
the coupling between 5s, 5p, 6p and one higher atomic level, which were not included in the 
DM model. 
 
C.  Attosecond dynamics of the transient absorption in case of strong ionization 
To study the transient processes in more detail, a part of the delay range in Figures 6.6(a) and 
6.6(c) was scanned with a higher temporal resolution of 170 as temporal steps and was plotted 
in Figures 6.8(a) and 6.8(b) and compared with the calculations of Figure 6.8(c) and 6.8(d). 
Here, the aim was to study laser dressing, thus Fourier windows at the 0.75 PHz dressing peak 
and at the zero-order were applied. Beyond the temporal and spectral patterns recognized 
earlier, the fast change in the transmission caused by the electric field of the dressing laser 
pulse appeared in both spectral ranges. The calculations showed much richer temporal and 
spectral structures that were not possible to resolve with the measurements; however the main 
structural properties were well resolved in both cases. It was worth laying emphasis on the 
phase shift along the vertical line structures caused by the electric field of the dressing laser 
pulse, which consequently have a temporal period of 1.3 fs. In Figure 6.8(a), a phase shift of 
about one quarter period (0.7 fs) can be observed between the two measured periodic 
structures, just above and below the absorption line at 91.3 eV, which can also be seen in the 
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calculation. A similar shift can be observed at the absorption line of 210.4 eV in Figure 
6.8(b). At the two photon energies below and above the two absorption lines, the transmission 
changes were plotted in Figures 6.8(e) and 6.8(f). Both the slow changes and the fast periodic 
modulations show very good agreement between the measured and the calculated results 
(dark and light blue solid lines), and additionally, the phase shift between the curves plotted at 
different photon energies (red dashed lines) are clearly visible.  
 
Figure 6.8: Attosecond dynamics of the dressed Kr was resolved at laser 
intensity of 6×10
14
 W/cm
2
. The measurements and calculations of (a), (c) 3d
-
1
5p and (b), (d) 3p
-1
5s dressed transitions showed the fast transmission change 
caused by the electric field of the dressing laser pulse beyond the slow change. 
(e), (f) At certain photon energies, the comparison of the measurements and the 
calculations shows very good agreements. 
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D.  Attosecond dynamics of the transient absorption in case of weak ionization  
As seen in Figures 6.5(c) and 6.5(f), when dressing the Kr atoms with a strong laser field of 
6×10
14
 W/cm
2
 the original absorption line of the atoms disappeared completely, and only 
weak and strongly structured absorption appeared during the time the atoms were illuminated 
with the laser pulse. Additionally, this induced absorption was extended over a wide spectral 
range. Much less extended and more prominent absorption changes were predicted by the 
theory at lower laser intensities as shown in Figures 6.5(a), 6.5(b), 6.5(d) and 6.5(e). To study 
this case, measurements were performed at two lower dressing intensities of 4×10
13
 W/cm
2
 
and 8×10
13
 W/cm
2
. At the former intensity, it was observed that there was no visible 
ionization of the Kr gas, while at the later one, a weak ionization was visible. 
To look into the measurements in detail, temporal and spectral windows of interest have been 
plotted in Figures 6.9(a) and 6.9(c), namely at around 92.4 eV at higher intensity, and at 
around 210.4 eV at lower intensity. The involved transitions are noted with red dashed arrows 
in Figures 6.9(a) and 6.9(c). As it can be recognized for both transitions, the phase of dressing 
(0.75 PHz) transmission modulation shifted at around the absorption lines. Plotting the 
transmission change separately at nearby photon energy (orange dashed) together with the 
transmission at the absorption lines (blue) in Figures 6.9(b) and 6.9(d), the phase shift can be 
well recognized. An interesting phenomenon can be observed in both transitions, namely that 
the sign of the phase shift changed at about -12 fs and -18 fs delays respectively. The phase 
shift of the transmission was resolved in the experimental measurements with accuracy 
between 300 as and 650 as. 
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Figure 6.9: Attosecond dynamics of the dressed Kr was resolved at laser 
intensity of (a) 8×10
13
 W/cm
2
 at 3d
-1
5p and (c) 4×10
13
 W/cm
2
 at 3p
-1
5s 
transitions. In panels (b) and (d), the delay dependence of the transmission 
changes were compared at two nearby photon energies. 
 
For further comparison, a larger delay range was also measured and the measurement results 
were plotted in Figures 6.10(b) and 6.10(d) for both transitions of 3d
-1
5p and 3p
-1
5s as noted 
in the figure. In these measurements, the Si foil was not used as earlier in Figure 6.6, so that 
the effects of the dressing over 100 eV became also visible. Furthermore, the zero order was 
not filtered out as it was done in the strong field measurement in Figure 6.6. Here another 
method was used to eliminate the shape of the spectrum and harmonic lines, mainly by 
subtracting the DC part of the delay-dependent signal at every photon-energy and plotting 
only the AC part. 
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Figure 6.10: Attosecond dynamics of the dressed Kr was resolved at laser 
intensity of 8×10
13
 W/cm
2
. The measurements of (a), (b) 3d
-1
5p and (c), (d) 3p
-
1
5s dressed transitions showed the dense periodic change of the transmission 
caused by the electric field of the dressing laser pulse. The split of the 
absorption lines and the appearance of the dressed states are highlighted with 
black dashed lines. 
 
In the left column of Figure 6.10, the magnified part of the calculations was plotted in the 
same delay ranges as the measurements. It can be recognized on the calculated figures that the 
original absorption lines were split and opened to ±1 and ±2 order dressed lines. Additionally, 
a fast periodic structure was around the dressed lines everywhere with a period of half optical 
cycle of the dressing laser field (1.34 fs or 0.75 PHz). The split of the absorption lines can be 
recognized in the measurement too (right column). Furthermore, the higher order (mainly 
negative order) dressed states caused additional absorptions and spectrally periodic patterns 
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with about 1.5 eV periods. The split of the absorption lines and the new dressed states were 
highlighted with gray dashed lines in the measured (b) and (d) panels. 
For direct comparison, the delay dependence of the XUV transmission was separately plotted 
in Figure 6.11 at few photon energies around the absorption lines. The calculated curves at 
four dressing laser intensities were plotted with plastic colours and shifted with integers for 
better visibility. At the two measured intensities, the results (within the narrower delay range 
of the measurements) were plotted with similar but darker colours and also shifted with half-
integers for better visibility. 
 
Figure 6.11: Attosecond dynamics of the dressed Kr is plotted (light colours) 
at four laser intensities of the calculation and (dark colours) two intensities of 
the measurement at few photon energies. For better visibility, the curves were 
shifted vertically with integers in the case of the calculations and with half-
integers in the case of the measurements. 
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The measured transmission curves followed the theoretical predictions with good accuracy: 
At 94 eV and 209.5 eV, the dressing laser induced absorption with two characteristic valleys 
(noted with back arrows) being more prominent at higher intensities and their positions were 
dependent on the laser intensity. On the measurements, both the laser induced absorption and 
the presence of the valleys and the mentioned characteristics were observed at the correct 
delays. Additionally, around zero delay, the theory predicted increasing amplitude of the 
modulation of 0.75 PHz dressing on increasing intensity, what was also observed. At 210.4 
eV, the original absorptions of the Kr atoms were cancelled by the laser pulse and even 
transient gain (larger than 1 transmission) appeared at the characteristic peaks at around -20 fs 
delay at intensity of 4×10
13
 W/cm
2
, what range was anyway measured and plotted in Figure 
6.9(c). This peak that was well visible at low intensities, almost disappeared at higher 
intensities both in the theory and the experiments, see Figure 6.11(c). Similar transient gains 
were theoretically predicted at 94 eV and at about +20 fs delay at larger laser intensities of 
8×10
13
 W/cm
2
 and 1×10
14
 W/cm
2
 in Figure 6.11(a). Transient gain was also theoretically 
predicted and experimentally observed in Figure 6.8(a) – 6.8(d), where the calculated positive 
transmission change (red colours) meant larger than 1 transmission or gain.   
 
6.2.5 Conclusion 
By using attosecond pulse trains of HHG and the broad generated spectrum covering the 70 – 
230 eV photon energy range, laser dressed krypton atoms was studied by attosecond transient 
absorption spectroscopy at the two core level transitions 3d
-1
5p and 3p
-1
5s, at 91.3 eV and 
210.4 eV, respectively. The energy difference of the 5s and 5p levels of Kr (1.52 eV) gave a 
unique opportunity for resonantly dressing these levels with the laser pulses of a Ti:sapphire 
laser system. Therefore, making it possible to observe strong dressing effects not only at high 
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laser intensities such as 6×10
14
 W/cm
2
, but even at about 10 times lower laser intensities of 
4×10
13
 W/cm
2
 and 8×10
13
 W/cm
2
 too. In the meantime, the dressing processes were modelled 
with three- and four-level density matrix equations beyond the rotating-wave approximation 
and compared the experimental and theoretical results. The theory predicted a complex 
temporal behaviour of the transmission change containing delay ranges with transient 
absorption and with transient gain also in the femtosecond time scale and fast laser field 
driven temporal oscillations at its second, fourth and sixth harmonic frequencies of 0.75, 1.5 
and 2.25 THz. Experimentally, the second and fourth harmonics were observed. Furthermore, 
quantum beats at 0.3 PHz and 2.0 PHz were observed, which were attributed to the beating 
between the 3d5/2 and 3d3/2 sub-levels and the 3p3/2 and 3p1/2 sublevels, respectively. 
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Summary 
The thesis deals with the control of atomic and molecular quantum systems dynamics as they 
interact with ultrashort laser pulses in the femtosecond and attosecond regime. The density 
matrix (DM) formalism was introduced to model and simulate the interaction process and 
describe the dynamics of these systems on their fundamental timescales. It gives a physical 
insight into coherent control and quantum control spectroscopy as they steer population 
distribution of atoms and molecules from an initial state to a target state with numerous 
potential applications.  
A first study using the DM analysis was shown in chapter 3 by simulating population transfer 
in atomic sodium as it interacts with a trichromatic π-pulse. Complete population inversion 
was successfully demonstrated and controlled using optimal parameters. The influences of 
critical parameters like pulse area combination, field detuning and pulse chirp were shown. A 
set of areas    ,    and     was found to be the optimal area combination for achieving 
complete population inversion for a four-level system. 
In chapter 4, the study was extended to the excitation of unoccupied Rydberg state of 
hydrogen-like Alkali atoms using the trichromatic π-pulse scheme. Excitation of low-lying 
Rydberg states in Rubidium was successfully achieved theoretically for application in the 
design of robust fast quantum gates, which plays a key role in effective implementation of 
quantum computation. A balance between the dipole moment and pulse duration is carefully 
studied to achieve almost complete population inversion. This was demonstrated also by 
comparing results obtained using single and multiphoton π-pulse schemes. The work shown 
in Chapters 3 and 4 were carried out beyond the RWA since intense ultrashort pulses inducing 
large ac-Stark shifts were involved. In cases of complex molecular systems, where low 
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intensity fields are involved, the RWA and slowly varying envelope approximation were 
implemented.  
Control of population inversion and vibrational coherences was shown in Chapter 5. 
Parameters for a typical Oxazine system were selected to perform the simulations. An 
extensive study of the enhancement of population inversion and vibrational coherences was 
carried out by comparing results of TL pulses and shaped excitation pulses. The DM 
formalism was finally extended to describe control of dynamical processes on the attosecond 
timescale. In Chapter 6, the laser dressing processes in krypton atoms interacting with 
attosecond pulse trains were modelled using the DM equations beyond the RWA. The 
theoretical results were compared with attosecond transient absorption experiments performed 
in Vienna with good agreements showing the applicability of the DM formalism in this 
relatively new area of Physics.  
An advantage of the DM formalism used without the RWA is the possibility of its 
implementation on different timescales and laser pulse intensities, which can account for 
numerous fundamental processes. The work performed in this thesis suggests several possible 
extensions of the DM formalism for studying other systems and geometric configurations like 
nano-systems, solid-state systems and also to describe other dynamic processes and 
configurations in atoms and molecules.  
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