Abstract. We consider the random Schrödinger equation as it arises in the paraxial regime for wave propagation in random media. In the white noise limit it becomes the Itô-Schrödinger stochastic partial differential equation (SPDE) which we analyze here in the high frequency regime. We also consider the large lateral diversity limit where the typical width of the propagating beam is large compared to the correlation length of the random medium. We use the Wigner transform of the wave field and show that it becomes deterministic in the large diversity limit when integrated against test functions. This is the self-averaging property of the Wigner transform. It follows easily when the support of the test functions is of the order of the beam width. We also show with a more detailed analysis that the limit is deterministic when the support of the test functions tends to zero but is large compared to the correlation length.
1. Introduction. In the study of wave propagation in random media, the parabolic or paraxial approximation is used often when waves propagate mostly in one direction and there is little backscattering [27] . The scattering problem is reduced to an initial value problem in a random medium in which distance along the direction of propagation plays the role of time. This is a very significant simplification that has been adopted in many physical applications [27, 28, 29, 24] . The study of waves in the parabolic approximation is also very useful in the analysis of time reversal and imaging in random media [9, 5, 6, 10, 11, 12] . Self-averaging is the property of some physical quantities to be statistically stable, that is, independent of the random fluctuations in the medium properties. For this reason, self-averaging functionals of the wave field play an important role in imaging and time reversal. They were analyzed in the regime of the parabolic approximation in [5, 25, 2] and in the random geometrical optics regime in [4] . In this paper we extend and simplify the analysis in [25] . We show that in the parabolic approximation, in a variety of scaling regimes local averages of the wave field in phase space are self-averaging when there is substantial lateral diversity. This means that the correlation length of the inhomogeneities is small compared to the width of the propagating beam.
In the parabolic approximation the wave equation reduces to the Schrödinger equation in a random medium. When the propagation distance is large compared to the correlation length, then the random potential in the Schrödinger equation tends to white noise in the propagation direction [13, 1, 16, 17] . We begin here with this white noise, Itô-Schrödinger equation. In Section 2 we formulate the problem and introduce the scaling. In Section 3 we introduce the Wigner transform of the wave field and state the main results. They characterize the behavior of the Wigner transform in the high frequency and large diversity limits. In Section 4 we prove the weak convergence of the Wigner transforms in law, in the various asymptotic limits. This is done in a simple way using infinitesimal generators, which is a general approach that identifies the limit problem in an efficient way. In Section 5 we extend the analysis of weak convergence in law to test functions with asymptotically diminishing support. Such results were also obtained in [2] using convergence of the second moments but the rate of diminishing support is faster in the analysis of Section 5.
The random Schrödinger equation.
2.1. Characteristic scales. We consider wave propagation in a random medium in the regime when the paraxial approximation is valid and waves propagate over distances that are much larger than both the typical wavelength and the correlation length of the random inhomogeneities. We introduce several characteristic scales in order to identify the regimes for the asymptotic analysis that we want to carry out. They are
• L z , the characteristic distance in the direction of propagation.
• L x , the length scale in the directions transverse to the direction of propagation. This is typically taken to be the width of the propagating beam.
• k 0 = 2π/λ 0 , the central wavenumber corresponding to the central wavelength λ 0 .
• l, the correlation length of the random medium. It characterizes the dominant spatial scale of the random fluctuations.
• σ 0 , the dimensionless standard deviation of the random fluctuations in the medium. In the asymptotic regimes that we consider here L z and L x are large compared to l and λ 0 , and σ 0 is small.
The parabolic approximation.
We consider the wave equation in a random medium
with d = 1, 2 and the local wave speed c(z, x) such that
Here z and x ∈ R d are, respectively, the coordinates along and transverse to the direction of propagation, and x = (z, x). The random function µ models the fluctuations in the propagation speed. Solutions of the wave equation (2.1) may be written in the form
where the complex amplitude ψ(z, x; k) satisfies the Helmholtz equation
Here k = ω/c 0 is the wavenumber and n(x, z) = c 0 /c(x, z) is the random index of refraction relative to a reference speed c 0 . The fluctuations of the refraction index have the form
The fluctuations are modeled by a stationary random field with mean zero, variance σ 2 0 and correlation length l. The normalized and dimensionless covariance is given by
with the normalization R(0, 0) = 1.
We obtain the dimensionless form of (2.3) by introducing dimensionless variables by
after dropping the primes. We identify now the following three, usually small, dimensionless parameters in the problem:
, the ratio of the correlation length to the propagation distance,
, the ratio of the correlation length to the transverse length scale, which is usually the beam width,
, the inverse of the Fresnel number, the ratio of the diffraction focal spot of the beam to its width. In terms of these parameters (2.6) has the form
We will assume here that ε is the smallest parameter in the problem. This assumption is satisfied by wave fields propagating mainly in the z direction. It then follows formally, but it is quite difficult to prove, that the ψ zz term on the right in (2.7) is a lower order term and can be neglected. The parabolic wave equation, or the random Schrödinger equation, is what results when the right side of (2.7) is zero. The validity of this approximation for underwater sound propagation is discussed in [27] and a more recent analysis is found in [1] . We will thus consider the initial value problem for the random Schrödinger equation
with ψ at z = 0 given and where
This scaled noise strength parameter will be assumed to be independent of ε and δ as these parameters tend to zero in the asymptotic analysis that follows.
2.3. The white noise limit. We are interested in the behavior of the solution of (2.8) in the limit ε → 0 while δ and θ are fixed. This means that ε is the smallest of the three parameters ε, θ, δ in (2.8). We note that under suitable mixing conditions [20] on the random field µ the central limit theorem holds and
weakly in law, where B is a Brownian random field parameterized by x. This means that for any test function
in law, where
The Brownian random field B(z, x) is a Gaussian process with mean zero and covariance
Here R 0 is the integrated in z transverse correlation function defined by
We assume that it is smooth, rapidly decaying and isotropic.
In the white noise limit ε → 0 the solution of the random partial differential equation (2.8) converges in law to the process defined by the stochastic partial differential equation
given here in the Stratonovich form. The Itô form of (2.10) is given by
When the fluctuation process µ(z, x) is Markovian in z with values in a suitable function space, then the above white noise limit for the random Schrödinger equation can be analyzed with the perturbed test function methods presented in [22] . More generally, white noise limits for random ordinary differential equations are studied in [8] and for partial differential equations in [13] . A recent study of white noise limits for Schrödinger and Wigner equations is given in [16, 17] .
Scaling limits.
There are two small parameters left in the Itô-Schrödinger equation (2.11) after we have taken the white-noise limit -the inverse Fresnel number θ and the non-dimensional correlation length δ. The purpose of this paper is to analyze the stochastic partial differential equation (2.10) or (2.11) in the following scaling limits.
• The low frequency limit and large lateral diversity limit: δ → 0 with θ fixed, • the high frequency or geometric asymptotics limit followed by the large lateral diversity limit: θ δ 1, that is, θ → 0 followed by δ → 0, and • the combined scaling limit: θ ∼ δ 1 with θ → 0 and δ → 0 simultaneously. We refer to the limit θ → 0 in (2.11) as the high frequency limit and to the limit δ → 0 as the limit of large lateral diversity.
2.5. The low frequency limit. It follows immediately from (2.11) that if we pass to the limit δ → 0 with a fixed θ > 0 we arrive at the homogeneous Schrödinger equation
This is because, first, we have an a priori bound ψ(t) L 2 = ψ 0 L 2 , as the L 2 -norm of ψ is preserved by the Schrödinger equation, and, second, for any deterministic test function η(z, x) we have by the Itô isometry
A similar bound holds for the third term on the left side of (2.11) -therefore, convergence in probability of the solution to (2.11) to the solution of (2.12) follows. The other regimes -when θ δ and θ ∼ δ are more involved. Their analysis is easier to perform in phase space and not for the solution of the Ito-Schrödinger equation itself. For this purpose we introduce the Wigner transform.
3. The Itô-Wigner equation. In the high frequency limit θ → 0 (whether coupled with the limit δ → 0, or not) solutions of the Itô-Schrödinger equation become oscillatory in time and space. Therefore, rather than studying the limit of the solution itself we consider the limits of its Wigner transform which resolves the wave energy of oscillatory fields in the phase space and (unlike the spatial energy density) satisfies a closed evolution equation.
We define the spatial Fourier transform bŷ
so that the inverse transform is given by
where d = 1 or 2 is the number of transverse spatial dimensions.
3.1. The Wigner transform. A convenient tool for the analysis of wave propagation in a random medium is the Wigner distribution [26] . We define it here relative to the scale θ by
where the bar denotes complex conjugate. The Wigner distribution is real, may be interpreted as phase space wave energy and is particularly well suited for the high frequency asymptotics in random media [26] . Using the Itô calculus we find from (2.11) that the scaled Wigner distribution satisfies the stochastic transport equation
We will consider the high frequency and large diversity limits with the Itô-Wigner equation (3.2) as our starting point.
We will use the fact that the L 2 norm of the Wigner distribution is conserved
which follows from the definition (3.1) and the invariance of the
In the asymptotic analysis we will assume that the initial Wigner transform is a square integrable function independent of θ. The way such initial data can arise from the corresponding ones for the Schrödinger equation is by assuming that we have a suitable mixture of states [3] .
3.2. The high frequency limit. We first discuss (2.11) in the high frequency limit θ → 0 followed by the limit of large lateral diversity, δ → 0. When we take the high frequency limit in (3.2) we find that W θ converges weakly to W δ satisfying the Itô-Liouville equation
We state this in the following theorem:
Theorem 3.1. The solution W θ of (3.2) converges in the limit θ → 0 weakly in law to the process W δ solving (3.3). We remark that R (0) < 0 so that (3.3) is well-posed. Existence and uniqueness of solutions of the stochastic equation (3.3) follows from the general theory of stochastic flows [21] .
3.3. The large diversity limit. The limiting Wigner distribution in Theorem 3.1 solves a stochastic PDE (3.3), in which the coefficient of the random term fluctuates on the small scale δ. When we subsequently take the limit of large lateral diversity we find that the limiting Wigner distribution actually becomes deterministic. We refer to this as the stabilization of the Wigner distribution. Define W as the deterministic solution of
Then we have the following theorem.
Theorem 3.2. The solution W δ of (3.3) converges in the limit δ → 0 weakly in S (R 2d ), in probability to W solving (3.4). We prove Theorems 3.1 and 3.2 in Section 4.
3.4. The combined high frequency and large diversity limit.
3.4.1. Weak limit. Next, consider the case where the parameters θ and δ are small and comparable, with the ratio ξ = δ/θ kept fixed, and δ → 0. We introduce the solution W of the deterministic part of (3.2)
with σ ξ = σξ. The limiting Wigner distribution is now W .
Theorem 3.3. The solution W δ of (3.2) converges in the limit δ = ξθ → 0 weakly (in S (R 2d )) and in probability to W solving (3.5). We prove this theorem also in Section 4. Note that when θ is comparable to δ the limit Wigner distribution is again deterministic. However, unlike the limit in Theorem 3.2, the full lateral correlation function affects the limiting Wigner distribution, not only its form for small displacements.
Localized test functions.
All of the above theorems deal with the weak limit of the Wigner distribution as a distribution in S (R 2d ) with the test functions independent both of θ and δ. This introduces additional averaging that makes the proof of the stabilization of the Wigner distribution in the limit fairly straightforward. The next result shows that the averaging may be performed essentially on an arbitrary scale that is larger than the non-dimensional correlation length δ but still much smaller than the macroscopic scale. That means that we have stabilization with much less averaging.
Let λ ∈ C ∞ c (R 2d ) be a given smooth test function of compact support, then we define a stretched test function
This is an approximate δ-function on the spacial scale δ a1 and wave vector scale δ a2 .
Theorem 3.4. Let W δ be the (random) solution of (3.2) with ξ = δ/θ and let W satisfy (3.5). Then the difference process
converges to zero in probability as δ → 0, provided that a 1 + 2a
We prove this theorem in Section 5. In the case d = 1 one possible choice is a 2 = 0, a 1 < 1 -which means that in the case of one transverse direction we may actually average the Wigner transform on any spatial scale larger than the correlation length provided we average over p. A result similar to Theorem 3.4 with the weaker condition a 1 + a 2 < 1/2 is proved in [2] .
4. Generators and weak limits for the Itô-Wigner process.
4.1. A general convergence result. Theorems 3.1, 3.2 and 3.3 can be put in a unified framework which we now describe. Consider a family of distributions W h (t, x, p) which satisfy a stochastic differential equation
in the sense of the associated weak martingale problem. The Brownian fieldsB(z, q) are the Fourier transforms of the corresponding ones B(z, x) with covariance (2.9). We will assume that the operators M h (q) are antisymmetric and the operators L h are non-positive: L h λ, λ ≤ 0 for any smooth test function λ(x, p). We also assume that the family
In addition, we assume that for any such λ(x, p) we have
Regarding the operators M h we ask that
with the constant C(λ) independent of h ∈ (0, 1) and q ∈ R d , and we require that the following quadratic forms converge:
weakly in S (R d ) (as functions of the variable q), uniformly in the ball { W L 2 ≤ C} for each smooth test function λ. Condition (4.5) is needed to ensure that the infinitesimal generators for the process W h converge.
Let us introduce the process W which is a solution of
in the sense of the associated weak martingale problem. Let also A be the infinitesimal generator for the process W (t). We assume that the functions of W of the form (4.6) . The existence and uniqueness of the solution of the martingale problem for W h and W depends in an essential way on the particular form of the operators L h , L 0 , M h and M 0 . We address this issue in the specific applications of this result in the following sections.
The method of the proof of Theorem 4.1 is quite standard [22] . Let us recall a general strategy for the proof of weak convergence of a family of distributions
. First, one has to establish tightness for the family W h (z). This shows that a weak limit along a subsequence exists. The second step is to verify that the infinitesimal generators A h of the Markov processes W h (z) converge to the infinitesimal generator A for a process W (z). This identifies the limit as a solution of the martingale problem for A. As we are dealing with infinite-dimensional processes, convergence of generators is easier to check on special test functions which nevertheless should determine the generator uniquely. [23] that in order to verify the tightness of the family of distributions W h (z) it is sufficient to establish tightness of the processes
Tightness. We consider the processes
We use the following tightness criterion: [7] .
Using the stochastic equation (4.1) we compute that (dropping λ in the notation for
It follows from (4.9) that the stochastic process
is a martingale. In addition, it has a bounded quadratic variation:
The last inequality above follows from the fact that W h (z) L 2 is uniformly bounded by a deterministic constant and (4.4). It follows from (4.10) and the uniform bounds (4.2) and (4.3) that we have the moment bound
Here we have set
The tightness of the family W h (z) is a consequence of (4.11).
4.3.
Generators for a determining class of test functions. As the processes W h are infinitedimensional Markov processes, the action of the corresponding infinitesimal generators on an arbitrary function of W is somewhat difficult to write down explicitly. However, it is sufficient to consider special continuous functions F ∈ C(S ; R) of the form (4.7). We have to verify that for such test functions of the form (4.7) we have
uniformly in the balls { W L 2 ≤ C}. As we have explained above, (4.12) together with the uniqueness of the Markov process W (t) with the generator A would prove the weak convergence of W h to W .
Let λ 1 , . . . , λ N ∈ C ∞ c (R 2d ) be a collection of smooth test functions of compact support and define the corresponding stochastic processes
Let also f ∈ C ∞ (R N ) and define the process
To keep the presentation simple we will consider in detail the action of the generator A h only in the special case N = 1 -the generalization to an arbitrary N is immediate at the expense of a greater number of indices. We drop the subscript n and use the Itô formula to obtain
Therefore, the generator A h acts on f (X) as
Similarly, the analogous infinitesimal generator A in the case corresponding to the process W solving (4.6) acts on f (X) as
Therefore, A h f (X) converges to Af (X) as follows from the assumptions (4.3), (4.5) and (4.4). This finishes the proof of Theorem 4.1.
The High Frequency Limit.
We now prove Theorem 3.1. Equation (3.2) may be written in the form (4.1) as follows:
Using the Taylor formula for small θ it is straightforward to verify that the operators L θ and M θ (q) satisfy the assumptions of Theorem 4.1 with the limits (recall that we let θ → 0 with δ > 0 fixed)
Therefore, Theorem 4.1 applies and the solution of (4.17) converges to the solution of
Uniqueness of the solution of the martingale problem for (4.18) follows from the general theory of stochastic flows [21] . The conclusion of Theorem 3.1 follows.
The Large Diversity Limit.
In this section we take the Itô-Liouville equation (4.18) as our starting point and derive the large diversity limit δ → 0 in Theorem 3.2. This is also an easy consequence of Theorem 4.1. Indeed, (4.18) has the form (4.1) with
In order to verify that Theorem 4.1 applies with M 0 = 0 we only need to check condition (4.5): for any test function φ(q) we have
Hence, Theorem 4.1 applies and the conclusion of Theorem 3.2 indeed follows.
4.6. The combined high frequency and large diversity limit. We now show that Theorem 3.3 is also a corollary of Theorem 4.1. We find from the transport equation (3.2) that in the case ξθ = δ the Wigner distribution W δ solves
This equation is also of the form (4.1) with
In order to verify that (4.5) holds with M 0 = 0 we take a smooth test function φ(q) and compute
Let us look, for instance, at I 1 :
HereW is the Fourier transform of W (x, k) in the second variable only. We may assume without loss of generality thatλ(z, x, η) is compactly supported in η. Then, for almost every (x, η), (y, η ) ∈ suppλ we havê
The Lebesgue dominated convergence theorem implies that I 1 → 0. Similarly we may show that I 2,3,4 → 0 and thus the proof of Theorem 3.3 is complete.
5. The Local Weak Convergence. We consider here the Itô-Wigner equation (3.2) in the limit θ ∼ δ → 0 and prove the local weak convergence result stated in Theorem 3.4.
The Integral Formulation of the Itô-Wigner Equation .
Let us recall the Itô-Wigner equation (3.2) in the regime δ = θ: we will set σ ξ = 1 without any loss of generality
Our objective is to analyze the role of the Brownian term in (5.1), and show that in the limit δ → 0 the rapid oscillatory phase in the q integral makes it small, so that W δ converges to the solution of (3.5) in the "locally weak" sense of Theorem 3.4.
The proof is based on the integral formulation of the transport equation and the Picard iteration. In order to develop this argument it is convenient to introduce the function u(z, x, p) = W δ (z, x, p) exp (Σz) with the total scattering cross-section
This, in turn, can be re-written as an integral equation that will be the starting point of our analysis
The first result addresses the existence and uniqueness of solutions of (5.3). Let us fix Z > 0 and define the space
We have the following proposition.
Then there exists a unique solution to (5.3) in the space X.
We also introduce the functionū that satisfies the deterministic part of (5.3), without the random term
with the initial data u(0, x, p) =ū(0, x, p) = W 0 (x, p).
We will show that u converges toū in a locally weak sense. More precisely, the following proposition holds.
Proposition 5.2. Let λ(x, p) ∈ C ∞ c (R 2d ) be a smooth deterministic test function of compact support and define the stretched test function as in (3.6)
Then, under the assumption (5.4) there exists a constant C = C(k, R, λ, Z) > 0 so that for z ≤ Z The iterative series. The proof of Proposition 5.1 is by an iterative process expanding the solution into a series according to the order of scattering. We introduce the operators T 1 , T 2 : X → X by
and
With this notation, equation (5.3) may be re-written as
We now represent the solution of (5.10) as a series. Let
be the solution of the homogeneous transport equation, and set the "up to n-th order" scattering term as
for n ≥ 1. We also define the pure n-th order scattering contribution as v n = u n − u n−1 , n ≥ 1, the solution of 
Convergence of the iteration process. We now prove Lemma 5.3. This lemma follows from the Cauchy-Schwarz inequality and the Itô-isometry for stochastic flows. Observe that we have
with the correlation function R 0 defined in (2.9) and [z 1 , z 2 ] = min(z 1 , z 2 ). We then find that the following bounds hold for the operators T 1 and T 2 , respectively:
Hence we have
Using (5.12) and iterating (5.15) we obtain for n ≥ 1
and the conclusion of Lemma 5.3 follows. The proof of Proposition 5.1 is also complete.
5.3.
Convergence to the non-random process: proof of Proposition 5.2.
The iterative series for the error. In order to prove Proposition 5.2 we construct an iterative approximationū n to the function u and estimate the n-th order error u n −ū n . Recall that
Similarly to Lemma 5.3 we have the same estimate forv n =ū n −ū n−1 as for v n : 
Proof of Proposition 5.2. Lemma 5.3 and (5.18) imply that ∀δ > 0 ∃ N (δ) > 0 so that
The estimate (5.7) now follows by writing u −ū = (u − u n ) + (u n −ū n ) + (ū n −ū) and using Lemma 5.4.
The proof of Lemma 5.4. The difference u n −ū n satisfies
which can be written as
In order to prove Lemma 5.4 we observe from the above that
The individual terms in (5.20) are estimated with the help of the following lemma.
Lemma 5.5. Let θ i ∈ X, z i ≤ Z, the stretched test function λ δ be defined as in (5.6) and R < ∞ be defined as in (5.4) . Then there exist two constants C 1 (k, R, Z) and C 2 (k, R, Z, λ), the second of which depends in addition on the test function λ, such that
It follows from Lemma 5.5 that
Using Lemma 5.3 and expression (5.20) we therefore find that
Thus, the conclusion of Lemma 5.4 follows.
5.4. The Born expansion: the proof of Lemma 5.5. It remains only to prove Lemma 5.5 in order to finish the proof of Theorem 3.4. First, we obtain the bound (5.21) in the case j = l = 0. In this case we start by rewriting the expression in (5.20) using the Fourier transform and Itô isometry. In the second step the z-integral in T 2 is decomposed into two intervals. In the final boundary layer interval we simply use the Cauchy-Schwarz inequality as well as the smallness of the boundary layer. Outside the final time boundary layer we use the line integration in (5.9) to produce additional averaging, as is typical in the transport theory. The price is in the factors of (z 1 − s) and (z 2 − s) appearing in the denominator which produce large contributions if the final boundary layer is taken too small. In the last step we optimize with respect to the width of the boundary layer to obtain a bound for the j = l = 0 term.
Then we present the induction step that gives the bound in Lemma 5.5 for general j and l. The general term can be written in terms of the corresponding expressions with smaller j and l and bounded using an induction argument. A complicating aspect of the induction is the shift of the arguments in the integrals in (5.8), which we handle by introducing a shift operator in the induction.
Bound on Born Term for the Random Scattering. We begin by proving (5.21 ) in the special case j = l = 0. Let θ j ∈ X, then we need to show that
The left side in (5.23) is given explicitly by
2 )dq 1 dq 2 dx 1 dx 2 dp 1 dp 2 .
Using the Itô isometry (5.14) and writing λ δ in terms of the Fourier transform we find that the above expression for I 00 becomes
j=1 dx j dp j dr j dl j (5.25)
. Making a change of variables x j = x j − (z j − s)p j /k and taking the Fourier transform in x 1 and x 2 , we obtain
j=1 dp j dr j dl j .
Expression (5.26) contains four terms that come from the products of θ j . We consider one of them, take the Fourier transform in p 1 and p 2 and make a change of variables q/δ → q to find
We now decompose the interval (0, [z 1 , z 2 ]) in the above integral as
for p some positive constant, then I
00 ≤ I 1 + I 2 , where I j is the integral (5.27) over the time interval A j . Making use of the Cauchy-Schwarz inequality in the integration over the random variable and q we find
It then follows after applying the Cauchy-Schwarz inequality with respect to the l 1 and l 2 variables that
Next, we derive a bound for I 2 , the integral (5.27) over the interval z ∈ A 2 . Using the Cauchy-Schwarz inequality as above, with respect to the random variable and the variable q first, and then with respect to r 1 and r 2 , we obtain
E θ 1 (s, q, −l 1 − r 1 (z 1 − s)/k) After a change of variables the above integral becomes if we take
We conclude that (5.34) holds for 0 ≤ j ≤ j + 1 and 0 ≤ l ≤l.
To complete the induction argument we must finally show that (5.34) is valid for j = l = 0. This can be accomplished by a generalization of the argument leading to the bound (5.23) derived in the case without shift and we summarize this step below. We need to estimatẽ × λ δ (x 1 , p 1 )λ δ (x 2 , p 2 )dB(s 1 , q 1 )dB(s 2 , q 2 )dq 1 dq 2 dx 1 dx 2 dp 1 dp 2 , ×λ(δ a1 r 1 , δ a2 l 1 )λ(δ a1 r 2 , δ a2 l 2 )R 0 (q)dqdsΠ 2 j=1 dp j dr j dl j .
Considering the term similar to that in (5.27) and taking Fourier transform in p 1 and p 2 we obtain Ĩ (1) 00 ≤ C(k) E The other terms contributing toĨ 00 in (5.36) can again be bounded analogously. This concludes the inductive proof of (5.34) and hence also that of Lemma 5.5.
