Different methodologies to extract a dynamic compact thermal model of a microelectronic or MEMS device have been developed in recent years. They include strategies based on data fitting, a time-constant spectrum, modal analysis and finally formal model reduction. Researchers seek compact thermal multiport representation for system level simulation. However, thermal flux is not lumped by nature as electrical flow and, as a matter of fact, there appears to be very few works on how to couple dynamic compact thermal models with each other. In the present work, we take a finite element model of a MOS-transistor-based microhotplate array made in ANSYS as a case study. We consider two available techniques to make the model reduction. First, we employ the block Arnoldi algorithm that makes model reduction of the whole array at once. Second, we use the modified Guyan algorithm for a single hotplate and couple reduced models via substructuring. We compare both techniques with each other and discuss the possibility of combining the best parts of the two approaches.
Introduction
In microelectronic and micro-electro-mechanical systems (MEMS), system-level modeling and simulation have become an essential requirement for system optimization and for the reduction of design cycles. Unfortunately, analytical solutions for the governing partial differential equations (PDEs) of microelectronic and MEMS components are only available for simple device geometries, whereas for complex geometries, either approximations or numerical methods must be used. However, the numerical solution of the PDEs, via e.g. finite elements (FE), is often impractical or even prohibitive for the system simulation of a large number of interconnected devices. Note that the number of resulting ordinary differential equations (ODEs) for a single device easily exceeds 100 000. Even by using a domain decomposition technique on parallel computers, this huge number of unknowns demands high resources on CPU time and memory. Hence, a reduction of the number of unknowns to a lower dimensional system, known as compact-or macromodeling, is about to become standard for MEMS and microsystem simulation in various physical domains [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Concerning the all-important heat transfer macromodeling, in recent years several methodologies for the extraction of dynamic compact thermal models (DCTM) of microelectronic and MEMS devices have been proposed [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . However, they all consider the DCTM of a single device only. Since microelectronic and MEMS are usually composed of subsystems that interconnect each other, for example array structures, it is desirable, especially for a large number of subsystems, to extract a heat-transfer macromodel of each subsystem on its own and then to couple them back together. Hence, we seek a kind of compact thermal multiport representation, which permits thermal fluxes to cross the boundaries and allows straightforward coupling to the next thermal multiport. The main problem hereby is that the thermal flow is not lumped by nature as for example the electrical flow is along a metallic wire interconnect. The ratio of electrical conductivity of metals and that of insulators is of the order of 10 8 . Hence, the electrical current flow takes place almost solely in metal paths. This is not the case with heat flow, because the ratio of thermal conductivities in microtechnology is only of the order of 10 2 (see figure 1 ). Therefore, it is unclear how to lump the thermal fluxes at shared surfaces between two finite element models in order to form the thermal ports (figure 2) which would serve to couple together several compact models. As a matter of fact, there appear to be very few works on how to couple (dynamic) compact thermal models [15, 16] . At this point, we would like to emphasize the difference between our method and the domain decomposition technique [17] . The goal of the domain decomposition technique is the solution of the original ODE system on parallel computers. To this end, the system is split into several subsystems, which is similar to our starting point. However, in the domain decomposition technique each subsystem is solved on a single processor within an iterative process, which converges to the exact solution over the whole domain. In our case, we target a compact model for each subsystem and try to couple those reduced models with each other afterwards.
The goal of this paper is to present and discuss the currently available solutions for model order reduction (MOR) of thermal micro array structures. In section 2 our MEMS case study, a MOS-transistor-based microhotplate array model [18] , is presented. It is a high dimensional model, containing several hundreds of FE nodes at each shared interface. Section 3 describes the possibility of reducing the entire array, i.e., without decoupling its parts, via the block Arnoldi procedure [25] . This projection algorithm is suitable for multiple-inputmultiple-output (MIMO) linear systems. It offers a simple and effective solution for the reduction of array structures, but in a way 'hides' the problem of coupling the dynamic compact thermal models. Section 4 discusses the possibility of coupling reduced order models via substructuring based on a modified Guyan algorithm [29] . This method is usually used in structural mechanics, but is available for the thermal domain as well. As it demands the preservation of all shared (coupling) nodes, the resulting orders of compact models are much larger than those by block Arnoldi. In section 5 we discuss the possibility of combining the two approaches described, i.e., to reduce each subsystem using projection and then to couple the reduced models. Finally, section 6 concludes the paper with a brief comparison of the available methods.
Microhotplate array
The microhotplate array model is built upon a real gas sensor device fabricated in CMOS technology [18, 19] . It is composed of a 500 µm × 500 µm CMOS multilayer fully suspended membrane and a ring PMOS transistor heater (of 5 µm gate length and 720 µm overall gate) buried in a silicon island under the membrane, as shown in figure 3 . Figure 4 shows an example of a fabricated chip with digital circuitry in the lower part, analog circuitry in the middle and an array of three microhotplates in the upper section. The microhotplates are covered with drop-deposited noncrystalline SnO 2 as sensitive layers. Full advantage is taken of the features offered by applying CMOS technology. All sensor values can be set and read out via the digital interface, which drastically reduces the packaging complexity since the number of bond wires is the same as that for a single microhotplate.
Before the microhotplate devices are fabricated, the designs undergo an extensive simulation process such as thermal modeling using finite element simulations. Modeling the transducer and hotplate behavior is an extremely important step toward the formulation of a compact sensor model for monolithic system realizations. The parameters of interest are, for example, the hotplate thermal resistance and thermal time constant, whose prediction facilitates and accelerates the design of the monolithic array systems for a given microhotplate design. The heat conduction within the array is described through the nonstationary heat transfer equation
where κ is the thermal conductivity, C p is the specific heat capacity, ρ is the mass density, T is the temperature distribution and Q is the heat generation rate. In the following a linearity assumption will be made, which implies that all relevant material properties are considered to be temperature independent. This assumption is common for dynamic compact thermal models [10] . Under a further assumption that Q is uniformly distributed within the heating area, the finite element based spatial discretization converts (1) into a large linear ODE system of the form
where C, K ∈ R n×n are the global heat capacity and heat conductivity matrices, T (t) ∈ R n is the temperature vector, F ∈ R n×m and E ∈ R n×p are the input and the output matrices,
T is the vector of heat sources, n is the dimension of the system and m and p denote the number of inputs (heat sources) and outputs.
For test purposes, we have built a finite element model of a 2 × 2 microhotplate array structure, which contains 100934 DOF (meshed and discretized with ANSYS8.0 using SOLID90 elements). We have modeled the membrane as a single layer with material properties as proposed in [20] . The transistor heater is modeled as a lumped element circular heater buried in the Si island under the membrane, which allows for a purely thermal simulation. Our model captures the thermal efficiency of the real device, which is 6
• C mW −1 [21] , to within 70%.
For the reduction of interconnected thermal systems it is necessary to describe the thermal crosstalk within a reduced order model. To accomplish this, we have modeled a 2 × 2 array as a part of a still larger array. At all four side walls ( q ) of the chip, the convection boundary conditions were applied:
where q is a heat flux through the boundary and h is the convection coefficient, which characterizes the thermal contact between the conducting solid and its adjacent gaseous material with the temperature T ambient . The convection coefficient was set to h = 10 4 and the ambient temperature was set to T ambient = 0
• C. The initial temperatures were also set to zero. The heat source power for each circular heater was set to 40 mW. In sections 3 and 4 it will be shown that it is possible to turn the heat sources on and off also after the model order reduction step. Temperature contour plots in figures 5-7 demonstrate that the chosen BCs result in a temperature increase of about 10
• C per added heat source, everywhere on the chip. This effect must be taken into account if, e.g., no automatic temperature control is employed. Note, however, that the model only resembles the real device and hence, the true crosstalk level may be different. 
Block Arnoldi
The ideas of mathematical model order reduction have been developed in control theory [22, 23] and are applicable to the first-order linear ODE systems, such as (2). They target a reduction of the number of state variables, i.e., equations within a system, while trying to preserve the input-output behavior. Mathematically, this is equivalent to projecting the system (2) onto some lower dimensional subspace, using two orthonormal basis matrices U ∈ R n×r and V ∈ R n×r , where n and r are the dimensions of the full and reduced systems, respectively. If such matrices are found, a reduced model is defined. Different MOR methods construct U and V in different ways. Methods suggested in [22] are mathematically optimal, i.e., offer a global error estimate, but require a computational complexity of O(n 3 ), and hence are only applicable for systems with less than a few thousand unknowns. On the other hand, the Krylov-subspace-based methods (Arnoldi process and Lanczos algorithm) [25] have no global error estimate, but can easily be applied to highdimensional ODE systems.
In simple terms, the Arnoldi process [24] is a mathematical algorithm which can be used to find U and V with which to reduce the number of state variables of the firstorder linear ODE system, while preserving the all-important transfer function properties. Although it was originally applied to single-input-single-output systems, its modification to block Arnoldi [25] can be applied to approximate matrixvalued transfer functions as well. It offers a straightforward approach to reduce a model of an array structure with multiple heat sources provided that the number of devices within the array remains moderate. By block Arnoldi the entire discretized array model (2) is reduced to a system of the same form:
but with much smaller dimension r n. A generalized coordinate z can be seen as a projection of the n-dimensional temperature vector onto an r-dimensional subspace, subject to some (hopefully small) error ε:
and the entries of the vector y r ∈ R p are those linear combinations of the reduced states z, which correspond to the required outputs y in (2). The matrix V in (5) is composed of r n-dimensional vector columns that form a basis for the reduced subspace. When the subspace is found, the equation system (2) is projected onto it by applying (5) (ε is neglected) and then multiplying (2) from the left-hand side by V T :
The block Arnoldi algorithm computes the transformation matrix V as an orthogonal basis for the so-called right block Krylov subspace of dimension r, induced by A = K −1 C and
The r column vectors of (7) should be linearly independent and hence a so-called deflation step may be needed (see [25] for more details). The algorithm takes as inputs the matrices K, C and the target reduced order r. The transformation matrix V is a direct output. Several variations of this algorithm are described in [26] . A crucial property of (7) is that the transfer functions of systems (2) and (4) 
where m i and m ri are called the ith moments, match in the first r moments:
Furthermore, the passivity and stability of the original system are preserved in the reduced system [27] . The computation of Step response of the full-scale and reduced order models in two output points for two heat sources of 40 mW each. Step response errors corresponding to figure 8.
and requires a new matrix-vector product in each iteration, namely, These results show that block Arnoldi offers a simple and effective solution for the model order reduction of the 2 × 2 microhotplate array. As the multiple input vector
T does not explicitly partake in the model order reduction process, it is possible to separately switch each heat source on and off after the order reduction has been performed. Furthermore, the input terms Q 1 · · · Q 4 can also be nonlinear, i.e., functions of time and temperature and can still be transferred to the reduced system (see [7] for more details). A further advantage of block Arnoldi is Step response of the reduced order 50 models in a single output point, when one, two or three heat sources of 40 mW each are switched on.
that the output matrix also does not explicitly participate in the model order reduction procedure and hence the approximation of the complete output (E is an identity matrix of dimension n) is warranted as well. The disadvantage, however, may become significant with the growing number of devices within an array. At some point, the system matrices C and K, although sparse, grow so large that a LU or Cholesky decomposition and matrix vector multiplications, as needed for (10), may become difficult or even prohibitive. In such cases, it is clearly better to search for an alternative to reduce each device on its own and then to couple these compact models back into an array model. How this can be done is discussed in section 5.
Coupling of the reduced order models via substructuring
Substructuring is a commercially available method [28] based on the modification of the Guyan algorithm [29, 30] . It has been for many years in common use in mechanical engineering. The Guyan algorithm is another model order reduction method, which projects (similar to equations (5) and (6) in the block Arnoldi) a high-dimensional ODE system to a lower dimensional one. A projection subspace is, however, chosen based on engineering intuition, rather than on mathematical rigour. Practically, this means that the designer can choose the 'important' FE nodes which are to be physically preserved within a reduced model. Below, we briefly explain the Guyan-based model order reduction process and show afterwards how it is possible to couple the reduced models in a process called substructuring. The presented results are computed using ANSYS 8.0. The system matrices C and K obtained by spatial discretization of the heat transfer PDE contain terminal nodes, which connect to external circuitry as well as to internal nodes. The terminal nodes can be chosen by the designer at will. Hence, the system matrices can be split into four blocks:
with the index sets e and i ranging over all external and internal nodes respectively. In the stationary case (C = 0) it is possible to eliminate the equations for the nonterminal nodes by means of linear algebra operations (e.g. the Schur complement) [31] and to obtain a reduced system:
with
Assuming that no loads have been applied to the internal nodes (F i = 0), the Schur complement amounts to a coordinate transformation of the form
where I is the unity matrix, whose dimension corresponds to the number of terminal nodes. Note that, different than in equation (5) by block Arnoldi, a reduced state vector T e is more than a generalized coordinate. It is a vector of physical temperatures at terminal nodes. Furthermore, the reduced heat conductivity matrix and the load vector (13) are seen to be built (equivalent as in (6)) by projection:
Guyan was the first to generalize (via the energy functions) the projection (14) to order reduction of nondamped mechanical systems, i.e., to the mass matrix. A further generalization (without mathematical background) to the model order reduction of dynamical thermal systems (we call this method the modified Guyan algorithm) is done by projecting the heat capacity matrix C in a similar manner to (15):
The main disadvantage of the modified Guyan algorithm versus Arnoldi, when applied to thermal models, is that for the same accuracy the Guyan algorithm generates a reduced system of much larger dimensions than the Arnoldi algorithm [13] . Its major advantage however, is that it allows the coupling of several reduced models into an array structure, because it is possible to physically preserve the model surface nodes during reduction. Let us briefly explain this coupling. An equation system which describes two thermal models, RM 1 with order r 1 and RM 2 with order r 2 , reduced by the modified Guyan algorithm, using (15) and (16), is given as (17) where T e1 ∈ R r1×1 and T e2 ∈ R r2×1 are terminal node vectors of RM 1 and RM 2 (see figure 11 ). Of course, by performing a Guyan reduction of each submodel, the chosen terminal nodes T e1 and T e2 must contain the surface nodes which are to be coupled to another model. Depending on the desired accuracy and efficiency, additional nodes can be chosen as terminals. In figure 11 the shared nodes are denoted as T e1,i and T e2,i .
The coupling is done through the set of constraint equations for the temperatures and for the fluxes on the shared interface:
Guyan`s reduction FE model Figure 11 . Two Guyan-based reduced models with terminal nodes T e1 and T e2 which can be coupled over the surface nodes T e1,i and T e2,i .
which actually reduce the number of variables in (17) by m. We now transform the equation system (17) into a block-matrix form:
where T 1 = T e1,i are the coupling nodes belonging to RM 1 , and T 2 are all other nodes belonging to both models T 2 = T e1,bulk ∪ T e2 . For simplicity, the input terms u 1 (t) and u 2 (t) in (19) have been incorporated in the load vector. We further rewrite the constraint equations (18) as (20) where I stands for the unity matrix of dimension m × m and
T . The problem of solving (19) under the constraints (20) can be carried out by several standard techniques, such as the Lagrange multiplier adjunction method, penalty function method, perturbed Lagrangian method, etc [32] [33] [34] . In the Lagrange multipliers adjunction method, the constraints are imposed by adding new equations containing the Lagrange multipliers, which leads to the multiplier-augmented form of (19) (see equation (6.3.41 ) and its generalization to transient problem (6.3.45) in [33] ). In our special case of a linear system with linear constraints, it is possible to eliminate both Lagrange multipliers and m temperatures T 1 of shared nodes. This turns the equation system (19) into a coupled reduced system of the formC Note that at this stage the heat sources are still independent, i.e. it is possible to scale the load vectors by scaling F 1 and F 2 .
In order to accurately describe the heating area of a single hotplate, during the reduction we have preserved the 948 heater nodes in addition to the surface nodes. As a result, the reduced model of a single microhotplate contains 2140 ordinary differential equations. The lower limit of the reduced model, when applying the modified Guyan method, would have been the description of the interfaces, which requires 1192 ODEs. The coupling of four reduced models into an array structure according to equations (21) and (22) results in an equation system of 7351 ODEs. Note once more that the full-scale FE model contains 100 934 equations. An important computational issue here is that the reduced system (21) is dense and hence its computation may not necessarily represent a large decrease in CPU time compared to the computation of the full-scale system, which is sparse. Figure 12 shows the assembled contour plots of four substructured and coupled microhotplates when two heat sources are switched on. The approximation of the thermal crosstalk effect, when compared with the full-scale FE model (figure 6), is excellent. Figure 13 further compares the step response of the substructured array with the step responses of the full-scale model and the block Arnoldi reduced model in figure 8 .
Let us emphasize once more that the convenience of the modified Guyan reduction algorithm is that it preserves the chosen terminal nodes in a physical sense, while using the projection (14) . Hence, it is possible to decouple an array, to reduce each device on it's own, while preserving the surface nodes as terminals and to couple several reduced models back into an array structure. The coupling is done via the terminals, by using any of the methods for treating linear multifreedom constraints in finite element systems [32] [33] [34] . The main disadvantage is that the lower size limit of a single reduced model is defined by the description of the surfaces, which implies, when using accurate meshes, relatively large number of equations. For the microhotplate array, several hundred nodes per single surface were present. It is of course possible to reduce the number of coupling nodes by coarsening the mesh on the interface, but this results in a more difficult mesh generation step and lower mesh quality. Besides, we may need to choose more internal (nonterminal) nodes in order to reach the desired accuracy (see discussion in [13] ).
Discussion
Both presented methods have their advantages and disadvantages. Block Arnoldi is straightforward, for it reduces the entire array model and offers high accuracy. Its crucial disadvantage is that the computation can become prohibitive as the number of devices within an array increases. Substructuring requires the decoupling of the array model and physical preservation of all shared nodes during reduction of a single device using a modified Guyan algorithm. This allows easy back coupling of the reduced models, but results in an unnecessary large reduced array model. For the presented case study, the block Arnoldi method could reduce an array model of the order of 100 934 to that of the order of 50, whereas substructuring required an order of 7351 for the reduced model. Hence, the best way would be to reduce each subsystem by (Krylov-subspace-based) projection, as it guarantees smaller dimension for the same accuracy than Guyan-based substructuring [13] , and then to try to couple several reduced models back into the array structure. Let us explain how this can be done.
If the MOR of a single device model is done by Krylovsubspace projection (Arnoldi process), the surface nodes are not preserved. Instead, we have generalized coordinates z. In this case the Lagrange multiplier method cannot be applied any longer and hence, the only way to couple the reduced models back into an array structure is over additional 'flux inputs', as follows.
The two, still uncoupled models (M1 and M2 in figure 14) are described through the equation system:
Let us initially suppose that M1 and M2 are the full-scale models with surface node vectors T α and T β . The heat fluxes between the model surfaces are introduced as
where the heat transfer coefficient h can be chosen on the basis of e.g., experimental measurements. The coupling of M1 and M2 can be done by simply adding the right-hand side of (24) to (23) while first rewriting (24) in a matrix form
Note that H is of low rank, i.e., only the rows and columns corresponding to the coupling nodes T α and T β are nonzero. These rows contain h and −h entries at the α i and β i locations:
A coupled system is then given through
Note that we need a strategy on how to choose an optimal h, and that in this way the temperatures in the coupling nodes T α and T β , different than in substructuring method, are not necessarily equal to each other during time evolution. It is now possible to treat the coupling flux terms as additional inputs by rewriting (27) as
where h 11 , . . . , h 22 are the four matrix blocks of H. For convenience we will transform (28) into the right-hand side formulation:
Equation (29) is valid for a system of two coupled models, when no MOR has been performed. Let us emphasize once more that what we really want is to couple two reduced models for the case when no surface nodes T α and T β have been preserved. In order to follow the reverse path, we project (29) using (30) to get a coupled reduced system of the forṁ
where z 1 and z 2 are the generalized coordinates. Note that (31) is formally correct, regardless of the rank of the matrices h 1 and h 2 and the choice of V 1 and V 2 . Hence, if we know the projection matrices and the heat transfer coefficients at the shared surfaces, equation (31) couples the reduced models. The key question becomes how to find a good projection subspace, especially if the number of coupling nodes is large, as it is usually the case after the spatial discretization of thermal domain.
The authors in [15] suggest a modal approach, which is to construct the projection matrices V 1 and V 2 by using the eigenvectors of the original system matrices C −1 11 · K 11 and C −1 22 · K 22 of (23). Such foregoing offers a facility of not having to re-create the reduced model corresponding to the new coupling conditions, but provides no guideline on how to choose the important eigenvectors.
It is also possible to reduce a number of shared surface nodes already at the meshing level by coarsening the mesh on the interface. In such a case, the rank of the matrices h 1 and h 2 is low. Hence, it is convenient to apply a block Arnoldi projection to each subsystem in (31) 
However, the reduction of shared node numbers at meshing level requires additional knowledge of ANSYS meshing tool and makes a process non automatic. It is further possible to consider only a sum of the columns of h 1 and h 2 by constructing (32) and then to compute (31) as written above. This is equivalent to forcing the entire heat flow between two devices through a single point. Alternatively, the average heat flow could be taken as well.
Both last approaches require a sacrifice of precision at the model's surfaces. In the case when there is only a small temperature gradient over the surface nodes (by analogy this is the case we have for electrical interconnects), this might be an acceptable approximation. It is also worthwhile mentioning that the solution sensitivity with respect to the number of nodes on the interface has been studied for the domain decomposition technique [35, 36] and hence, some of the ideas may be 'borrowed' in the future. An implementation of these issues certainly deserves further research. 
Conclusion
In this paper we have presented and applied two methods for the MOR of interconnected thermal systems, block Arnoldi and the Guyan-based substructuring. The application of the block Arnoldi algorithm is straightforward. It reduces the entire array model and results in much smaller reduced model sizes than by using substructuring. Its main disadvantage is that it is not well scalable to a large number of devices within an array. Substructuring decouples the array model and physically preserves the shared nodes. This allows easy backcoupling of the reduced models, but results in unnecessarily large array model sizes. Hence, both methods require alternatives for use in engineering practice.
We have discussed the possibility of finding a 'mixture' of both methods, which could work in the general case, i.e., to reduce each subsystem by some kind of projection and then to couple the reduced models via the surface fluxes into an array. Equation (31) couples the reduced models regardless of the number of coupling nodes and regardless of the choice of the projection subspaces. The question which remains open is how to find good projection matrices. Due to the large number of shared nodes (several hundreds), it appears that the Krylov subspace methods have met their limitations. However, by observing the numerical simulation results for the microhotplate array, we find almost no temperature gradient over the model surface nodes. This can be expected for other thermal MEMS models, which by design allow a heat transfer mostly in the horizontal direction, as well. In such cases, it may be acceptable to focus the heat flux to one or several points, which allows us to consider the coupling flux terms as additional inputs. Hence, the subspaces (32) could be easily computed and block Arnoldi could be applied for the reduction of each subsystem. The backcoupling can be done afterwards using equation (31) . Figure 15 schematically summarizes the main characteristics of the discussed methods.
Let us mention at the end that currently a new method, called structure preserving MOR, is being researched by mathematicians [37, 38] . It seems to offer the possibility of reducing a subsystem without even decoupling an array. This method, as well as the reduction of shared node numbers, certainly deserves further research.
