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Abstract: One of the most important features of the reachability of a state space representation
is the complete assignability of the closed loop spectrum by means of a state feedback. This
equivalence is no longer the case when dealing with implicit representations. For the reachable
implicit description case, a geometric condition has to be added in order to guarantee such a pole
assignment ability. In this paper, we give geometric conditions, which enable us to assign the
closed loop spectrum of: (i) a reachable implicit description, and (ii) a reachable and observable
implicit description with output equation.
Notation
Script capitals V , W , . . ., denote linear spaces with elements v,
w, . . .; the dimension of a space V is denoted dim(V ); V ≈ W
stands for dim(V ) = dim(W ); when V ⊂ W , W
V
or W /V stands for
the quotient space W modulo V ; the direct sum of independent
spaces is written as ⊕. X−1V , stands for the inverse image of
the subspace V by the linear transformation X. Given a linear
transformation X : V → W , ImX = XV denotes its image, and
KerX denotes its kernel. The special subspaces: ImB, KerE and
KerC, are denoted by: B, KE and KC , respectively. The zero
dimension subspace is denoted {0}, and the identity operator is
denoted I, namely: Ix = x. Given the linear transformations, X :
V → V and Y : W → V , 〈X | Im Y 〉 stands for the subspace of
V : Im Y +XIm Y + · · ·+Xdim(V )−1Im Y . AFp and EFd stand for
(A+BFp) and (E −BFd), respectively. R+, R+∗ and Z+, stand for
the sets of: non negative real numbers, positive real numbers and non
negative integers, respectively. C∞(R+,V ) is the space of infinitely
differentiable functions.
Geometric Algorithms
Given the linear transformations, X : V → W , Y : T → W , and Z :
V → W , and the subspace, K ⊂ V , we have the two following pop-
ular geometric algorithms (see mainly Verghese [1981], O¨zc¸aldiran
[1986], Malabre [1987, 1989], Lewis [1992]):
Algorithm for computing the supremal (X,Z, Y ) invariant subspace
contained in K :
V 0[K :X,Z,Y ] = V ,
V µ+1
[K :X,Z,Y ]
= K ∩X−1
(
ZV µ
[X,Z,Y ]
+ Im Y
)
.
(ALG–V)
which limit is V ∗[K :X,Z,Y ] = sup{S ⊂ K | XS ⊂ ZS + Im Y }.
Algorithm for computing the infimal (Z,X, Y ) invariant subspace
related to Im Y :
S 0
[Z,X,Y ]
= {0}, S µ+1
[Z,X,Y ]
= Z−1
(
XS µ
[Z,X,Y ]
+ Im Y
)
. (ALG–S)
which limit is S ∗[Z,X,Y ] = inf
{
S ⊂ V | S = Z−1(XS + Im Y )
}
.
In the case where: i) K = X , X = A : X → X , Y = B :
U → X , and Z = I, we write V ∗X and S ∗X ; ii) X = A : Xd → X eq,
Y = B : U → X
eq
, and Z = E : Xd → X eq, we write V ∗Xd
and S ∗Xd , for K = Xd, and we write V
∗, for K = KC ; and
iii) K = KC , X = AFp , Y = 0 and Z = EFp , we write
N(Fp,Fd) (this is the closed loop unobservable space). Let us
note that: (i) V ∗[K :A,E,B] = V
∗
[K :AFp
,EFd
,B], (ii) S
∗
[K :E,A,B] =
S ∗[K :EFd ,AFp ,B]
, and (iii) for any Fd, there exists Fp such that:
AFpV
∗
[K :AFp
,EFd
,B] ⊂ EFd V ∗[K :AFp ,EFd ,B], the set of such pairs
(Fp, Fd) is identified by F(V
∗
[K :A,E,B]).
1. INTRODUCTION
As a generalization of proper linear systems, described by
state space representations, Rss(A, B),
dx/dt = Ax+Bu, (1.1)
Rosenbrock [1970] introduced the implicit representations,
Rimp(E,A,B), which are a set of differential and algebraic
equations [Brenan et al, 1996] of the following form (see
also Lewis [1992]):
Edx/dt = Ax+Bu, (1.2)
where: E : Xd → X eq, A : Xd → X eq and B : U → X eq are
linear maps. The linear spaces Xd ≈ Rnd , X eq ≈ Rneq , and
U ≈ Rm are called the descriptor, the equation, and the
input spaces, respectively. In order to avoid redundant
components in the input variable, u, and linear dependance
on the descriptor equations, (1.2), it is usual to assume:
[H1] KerB = {0} and [H2] ImE + ImA + B = X eq.
One of the most studied concepts in System Theory is the
one of the reachability. This concept is normally associated
with “the set of vectors which can be reached from the
origin, in a finite time, following trajectories, solutions of
the system, generated by an exogenous input”.
For the case of regular implicit representations [Gant-
macher, 1977], i.e. representations where the linear trans-
formations E and A are square and the pencil [λE −A] is
invertible, the reachability was studied by Verghese, Le´vy
and Kailath [1981], from a transfer function point of view,
Yip and Sincovec [1981], in the time domain, Cobb [1984],
from a distributional point of view, and by O¨zc¸aldiran
[1985], from a geometric point of view.
In the case of implicit representations, where the linear
transformations E and A are square and the pencil [λE −A]
is not necessarily invertible, O¨zc¸aldiran [1986] extended his
reachability geometric characterization [O¨zc¸aldiran, 1985],
for the case of regular implicit representations, by means
of the supremal (A,E,B) reachability subspace contained
in Xd:
R∗Xd = V
∗
Xd
∩S ∗Xd . (1.3)
This is a nice generalization of the classical case, Rss(A, B)
= Rimp(I, A, B), where the reachable space, R∗Xd , is equal
to 〈A |B 〉). Thus, for representations Rimp(E, A, B), with E
and A not necessarily square, it was natural to associate
its reachability with R∗Xd .
Frankowska [1990] firmly established the pertinence of this
reachability concept, using differential inclusions to relate
it with behavioral properties.
In this paper, we study the reachability notion in the sense
of Frankowska [1990], showing some connections with the
work of Geerts [1993], and we consider the relationships,
between the reachability property and the complete pole
assignment ability.
2. BACKGROUND
2.1 Implicit Systems
In this Subsection, we formalize the notion of implicit
systems, following the behavioral point of view. For this,
let us first state the following definition:
Definition 1. An implicit representation, Rimp(E, A, B), is
called an input/descriptor system, when for all initial
condition, x0 ∈ Xd, there exists at least one solution,
(u, x) ∈ C∞(R+,U ×Xd), such that: x(0) = x0. The input/des-
criptor system is defined by the triple: 1 Σi/d = (R+,U ×Xd,
B[E,A,B]), with behavior:
B[E,A,B] ={
(u, x) ∈ C∞(R+,U ×X )
∣∣∣∣ [ (E ddt −A) −B ] [ xu ] = 0
}
(2.4)
At this point, it is important to clarify what exactly means
the sentence “there exists at least one solution”. For this,
we are going to recall hereafter the notions of existence
of solution introduced by Geerts [1993] and Aubin &
Frankowska [1991].
A. Existence of solution for every initial condition Fol-
lowing [Hautus, 1976] and [Hautus & Silverman, 1983],
Geerts [1993] generalized the solvability results of [Geerts
& Mehrmann, 1990]. One advantage of this generalization
is that the solvability is introduced in a very natural
way, passing from the distributional framework [Schwartz,
1 See also Polderman & Willems [1998] and Kuijper [1992].
1978] to the usual time domain with ordinary differential
equations.
Geerts [1993] considered the linear combinations of impul-
sive and smooth distributions, with µ coordinates, denoted
by C µimp, as the signal sets. The set C
µ
imp is a subalgebra
and is also decomposed as, C µp−imp ⊕ C µsm, where C µp−imp
and C µsm denote the subalgebras of pure impulses
2 and
smooth distributions 3 , respectively [Schwartz, 1978]. He
introduced the following definitions for the distributional
version of the implicit representation (1.2): 4 Rimp
dist
(E,A,B):
pEx = Ax+Bu+ Ex0 (c.f. [Definitions 3.1 and 4.1, Geerts,
1993])
Definition 2. [Geerts, 1993] Given the solution set, SC(x0,
u) :=
{
x ∈ Cndimp
∣∣ [pE −A]x = Bu+ Ex0}, the implicit repre-
sentation Rimp
dist
(E,A,B) is:
C-solvable if ∀x0 ∈ Xd ∃ u ∈ Cmimp : SC(x0, u) 6= ∅,
C-solvable in the function sense if ∀x0 ∈ Xd ∃ u ∈ Cmsm :
SC(x0, u) ∩ Cnsm 6= ∅.
Given the “consistent initial conditions set”, IC :={
z0 ∈ Xd
∣∣ ∃u ∈ Cmsm ∃x ∈ SC(z0, u) ∩ Cndsm : x(0+) = z0}, and
the “weakly consistent initial conditions set”, IwC :={
z0 ∈ Xd
∣∣ ∃u ∈ Cmsm ∃x ∈ SC(z0, u) ∩ Cndsm 6= ∅}, a point x0 ∈
Xd is called C-consistent if x0 ∈ IC and weakly C-consistent
if x0 ∈ IwC .
Geerts [1993] characterized the existence of solution for
every initial condition in his Corollary 3.6, Proposition 4.2
and Theorem 4.5, hereafter we summarize these results
with their geometric equivalences:
Theorem 3. [Geerts, 1993] If [H2] is fulfilled, then:
Rimp
dist
(E,A,B) is C-solvable if and only if:
[(λE −A) −B]] is right inv. as a rational matrix(
EV ∗Xd +AS
∗
Xd
+B = X eq
) (2.5)
Rimp
dist
(E,A,B) is C-solvable in the function sense if and only
if IwC = Xd, namely, if and only if:
ImE +AKE +B = X eq(
EVX ∗
d
= ImE
) (2.6)
IC = Xd if and only if:
ImE +B = X eq(
EVX ∗
d
+B = X eq
) (2.7)
B. Existence of a viable solution In order to study
the reachability for implicit systems, Frankowska [1990]
2 The unit element is the Dirac delta distribution, δ.
3 The set of regular distributions are distributions that are functions;
namely, piecewise continuous, integrable, or measurable functions.
In those papers, they assume that the regular distributions u(t)
are smooth on [0, ∞), i.e., that a function v : [0, ∞)→ R exists,
arbitrarily often differentiable including at t = 0, such that: u(t) = 0
for t < 0 and u(t) = v(t) for t ≥ 0 [Hautus & Silverman, 1983]. These
distributions are identified as ordinary functions with support on R+.
4 Ex0 stands for Ex0 δ, being x0 ∈ Xd the initial condition, and
pEx stands for δ(1) ∗ Ex (∗ denotes convolution); if pEx is smooth
and Ex˙ stands for the distribution that can be identified with the
ordinary derivative, Edx/dt, then pEx = Ex˙+ Ex0+ .
introduced the set–valued map (the set of all admis-
sible velocities), F : Xd ; Xd, F(x) = E−1
(
Ax+B
)
={
v ∈ X |Ev ∈ Ax+B
}
, and the differential inclusion:
dx/dt ∈ F(x), where: x(0) = x0, (2.8)
Frankowska [1990] showed that the solutions of (1.2) and
the ones of (2.8) are the same. She also clarified the
meaning of a viable solution and she characterized the
largest subspace of such viable solutions:
Definition 4. [Frankowska, 1990, Aubin & Frankowska,
1991] An absolutely continuous function, x : R+ → Xd, is
called a trajectory of (2.8), if: x(0) = x0 and dx/dt ∈ F(x)
for almost every t ∈ R+, that is to say, if there exists a
measurable function, u : R+ → U , such that: x(0) = x0 and
Edx/dt = Ax+Bu for almost every t ∈ R+.
Let K be a subspace 5 of Xd. A trajectory x of (2.8) is
called viable in K , if x(t) ∈ K for all t ≥ 0. The set of such
trajectories is called the set of solutions viable in K . The
subspace K is called a viability domain of F, if for all
x ∈ K : F(x) ∩K 6= ∅. The subspace K is called the viability
kernel of (2.8) when it is the largest viability domain of
F.
Theorem 5. [Aubin & Frankowska, 1991] The supremal
(A,E,B)–invariant subspace contained in Xd, V ∗Xd , is the
viability kernel of Xd for the set-valued map, F : Xd ; Xd,
F(x) = E−1(Ax+B). Moreover, for all x0 ∈ V ∗Xd , there exists
a trajectory, x ∈ C∞(R+,V ∗Xd ), solution of (1.2), satisfying
x(0) = x0.
Frankowska [1990] called a singular system, “strict”, when
the viability kernel coincides with the whole descriptor
space, Xd, namely:
V ∗Xd = Xd (2.9)
An importance contribution of Geerts [1993], is that it
gives conditions under which the distributional and time-
domain frameworks lead to the same conclusions with
respect to the shape of the resulting system’s solution tra-
jectories (c.f. (2.7) and (2.6)), namely the resulting distri-
butions are identified as ordinary functions, with support
on R+, and the generalized derivatives can be identified
with ordinary derivatives. Also, it is well connected with
the viability discussion of Frankowska [1990] and Aubin
& Frankowska [1991]; indeed, a singular system is strict if
and only if the consistent initial condition set, IC , coincides
with the whole descriptor variable space,Xd (c.f. (2.9) and
(2.7), and recall Assumption [H2]).
2.2 Reachability
For the case of implicit systems, Frankowska [1990] ex-
tended the classical reachability definition as follows:
Definition 6. [Frankowska, 1990] The implicit representa-
tion (1.2) is called reachable if for any pair of vectors x0,
x1 ∈ Xd and for any pair of real numbers t1 > t0 ≥ 0, there
exists a trajectory x(·), solution of (1.2), such that x(t0) = x0
and x(t1) = x1.
5 We restrict our discussion to subspaces of finite dimensional vector
spaces. In [Frankowska, 1990] and in [Aubin & Frankowska, 1991] this
definitions are stated in the more general framework of closed sets of
normed vector spaces.
Frankowska [1990] has established in her Theorem 4.4 that
R∗Xd (see (1.3)) is the reachable space of implicit systems
like (1.2), with E and A not necessarily square. Hereafter,
we recall Corollary 2.4 of Aubin and Frankowska [1991],
which is more ad hoc for our paper:
Theorem 7. [Aubin & Frankowska, 1991] For any t1 > 0
and for a system like (1.2), with E and A not nec-
essarily square, the reachable space of (1.2) at time
t1, from the initial descriptor variable x(0), is equal to
R∗Xd . Moreover, R
∗
Xd
is the supremal subspace such that
for all, x0, x1 ∈ R∗Xd and t1 > 0, there exists a trajectory
x ∈ C∞(R+,R∗Xd ), solution of (1.2), satisfying x(0) = x0 and
x(t1) = x1.
Lemma 8. When R∗Xd = Xd, the implicit representation
(1.2) can be restricted to R∗Xd in the domain, and to
AR∗Xd +B in the codomain.
Moreover, the implicit representation (1.2), restricted to
R∗Xd in the domain, and to AR
∗
Xd
+B in the codomain,
takes the following form:[
IC 0
0 0
]
︸ ︷︷ ︸
E
dx/dt =
[
A1,1 A1,2
A2,1 A2,2
]
︸ ︷︷ ︸
A
x+
[
B1 0
0 IUC
]
︸ ︷︷ ︸
B
u, (2.10)
where IC : R∗Xd
/
(R∗Xd ∩KE) ↔ ER
∗
Xd
, and IUC :
U
/
B−1ER∗Xd ↔ B
/
(B ∩ ER∗Xd ) are isomorphisms.
3. POLE ASSIGNMENT
One of the most important features of the reachability
of a state space representation, (1.1), is the complete
assignability of the closed loop spectrum by means of
a state feedback. This equivalence is no longer the case
when dealing with implicit representations, (1.2). For the
implicit description case, a geometric condition has to
be added in order to guarantee such a pole assignment
ability. In the sequel we give geometric conditions, which
enable us to assign the closed loop spectrum of: (i) a
reachable implicit description, (1.2), and (ii) a reachable
and observable implicit description with output equation,
Rimp(E,A,B,C):
Edx/dt = Ax+Bu, y = Cx, (3.11)
where: C : Xd → Y is a linear map, and the linear space,
Y , is the output space.
3.1 Pole Assignment for a Reachable Implicit Description
Theorem 9. [Bonilla & Malabre, 1993] Given an implicit
system, represented by (1.2), for every symmetric set of
complex numbers, Λ, of cardinality, dim(R∗Xd ), there exists
a proportional and derivative descriptor variable feedback,
u = Fpx+ Fddx/dt, such that the spectrum of (λEFd −AFp )
is Λ, if and only if:
R∗Xd = Xd, (3.12)
dim(EV ∗Xd +B) ≥ dim(V
∗
Xd
). (3.13)
Bonilla & Malabre [1993] named this property as exter-
nal reachability. In that paper, the condition (3.13) is
expressed in its equivalent form:
dim(B/(B ∩ EV ∗Xd )) ≥ dim(V
∗
Xd
∩KE) (3.14)
Let us note that the geometric condition (3.12) is the
reachability condition of Frankowska [1990] (c.f. Theorem
7) and the geometric condition (3.13) is the descriptor
variable uniqueness of Lebret [1991], namely the closed
loop left invertibility property, which enables us to assign
the poles by means of a proportional and derivative
feedback:
Lemma 10. [Lebret, 1991] There exists a proportional
and derivative descriptor variable feedback, u = Fpx +
Fddx/dt + v, such that the fed-back implicit representation,
Rimp(EFd , AFp , B), satisfies Ker
(
λEFd −AFp
)
= {0} iff (3.13)
is satisfied.
Let us also note that in the case of a strict singular
system, the geometric condition (3.13) is translated to
(c.f. (2.9) and (2.7)). dim(X eq) ≥ dim(Xd). In other words,
it is not possible to assign all the spectrum of an implicit
system having a degree of freedom, as for example the ones
considered in [Bonilla & Malabre, 2003].
We have the following Corollary of Theorem 9:
Corollary 11. Let the implicit representation (1.2) satisfy
the geometric conditions (3.12) and (3.13). We then have
the following two cases:
For the case UC = {0}, the implicit representation (2.10)
reduces to the following reachable state space representa-
tion:
dx/dt = A1,1x+B1u with
〈
A1,1
∣∣ ImB1〉 = Xd . (3.15)
For the case UC 6= {0}, there exists a map V ` : R∗Xd ∩KE → BC
such that Ker V ` = {0}.
Then, applying the proportional feedback:
u =
[
0 0
−I−1UCA2,1 −I
−1
UC
(A2,2 + V `)
]
x+ v (3.16)
we get:[
IC 0
0 0
]
dx/dt =
[
A1,1 0
0 −I
]
x+
[
B1 A1,2V
g
` IUC
0 V
g
` IUC
]
v, (3.17)
where V g` : BC → R∗Xd ∩KE is some left inverse of V `, and:
ICRC = ER∗Xd =
〈
A1,1
∣∣ [B1 A1,2V g` IUC]〉 and
R∗Xd ∩KE = V
g
` IUCUC .
(3.18)
Furthermore, applying the proportional and derivative
feedback:
u =[
0 0
−I−1UCA2,1 −I
−1
UC
(A2,2 + V `)
]
x+
[
0 0
0 −I−1UCV `
]
dx
dt
+ v
(3.19)
we get:
dx/dt =
[
A1,1 A1,2
0 0
]
x+
[
B1 0
0 V
g
` IUC
]
v, (3.20)
with:〈[
A1,1 A1,2
0 0
] ∣∣∣∣ Im [ B1 00 V g` IUC
]〉
=
〈
A1,1
∣∣ Im [B1 A1,2]〉⊕UC = Xd (3.21)
From this Corollary, we realize that with a propor-
tional feedback, we can only modify the spectrum of:
A1,1 =
(
ER∗Xd
) ∣∣A∣∣ (R∗Xd/R∗Xd ∩KE); to assign all the spec-
trum of A, we need a proportional and derivative feedback.
3.2 Pole Assignment for a Reachable and Observable
Implicit Description
In this Section we are going to consider the reach-
ability of the observable part, after feedback, of the
implicit representation (3.11). For this, let us recall
the supremal (A,E,B)–invariant subspace contained in
KerC, V ∗ = sup{V ⊂ KC | AV ⊂ EV +ImB}, which charac-
terizes the biggest part of a given implicit representa-
tion, Rimp(E, A, B, C), which can be made unobservable by
means of a suitable proportional and derivative descriptor
variable feedback (c.f. the early Geometric Algorithms
Section).
Given a proportional and derivative descriptor variable
feedback, u = F ∗p x + F ∗d dx/dt, where (F
∗
p , F
∗
d ) ∈ F(V ∗), let us
consider the quotient implicit representation, Rimp(E∗, A∗,
B∗, C∗), where the linear applications, E∗, A∗, B∗, C∗, are
the induced maps uniquely defined by:
E∗Φ = ΠEF∗
d
, A∗Φ = ΠAF∗p , B∗ = ΠB and C = C∗Φ (3.22)
where Φ : Xd → Xd
/
V ∗ and Π : EXd → EXd
/
EF∗
d
V ∗ are the
canonical projections.
Theorem 12. Given an implicit system, represented by
(3.11), for every symmetric set of complex numbers, Λ,
of cardinality, dim
(
(R∗Xd + V
∗)
/
V ∗
)
, there exists a propor-
tional and derivative descriptor variable feedback, u =
F ∗p x + F ∗d dx/dt + v, with (F
∗
p , F
∗
d ) ∈ F(V ∗), such that the
spectrum of (λE∗ −A∗) is Λ, where E∗ and A∗ are the
induced maps (3.22), if and only if:
(R∗Xd + V
∗)
/
V ∗ = Xd
/
V ∗, (3.23)
dim
(
(EV ∗Xd+B)
(EV ∗+B)
)
+ dim(B) ≥ dim
(
V ∗Xd
V ∗
)
. (3.24)
Let us note that (3.24) is equivalent to:
dim
(
B
(B∩EV ∗
Xd
)
)
≥ dim
(
V ∗Xd ∩KE
)
− dim
(
V ∗ ∩ E−1B
)
(3.25)
For the implicit representations (3.11), satisfying Theorem
12, we will say that they have the externally reachable
output dynamics property 6 . Theorem 12 is important
because it enables us to tackle systems having an internal
variable structure (see for example Bonilla & Malabre
[1991], Bonilla & Malabre [2003], and Bonilla & Malabre
[2008]). Let us also note that the geometric condition
(3.24) is the descriptor variable uniqueness property notion
of Lebret [1991], namely the closed loop left invertibility
property of the observable part of the system:
Lemma 13. [Lebret, 1991] There exists a proportional
and derivative descriptor variable feedback, u = Fpx +
Fddx/dt + v, such that the fed-back implicit representation,
Rimp(EFd , AFp , B), satisfies Ker
(
λEFd −AFp
)
⊂ N(Fp,Fd) iff
(3.24) is satisfied.
Let us finally note that, when comparing (3.24) with
(3.13), we realize that Theorem 12 is indeed establishing
the external reachabilty of the observable part, after feed-
back. Also note that in the case: V ∗ = {0}, (3.24) and (3.13)
are the same; and in the case: V ∗ = V ∗Xd , we get the trivial
condition: dim(B) ≥ 0.
6 The externally reachable output dynamics notion is a simplifica-
tion of the one of reachable with output dynamics assignment [see
Bonilla et al, 1994, Definition 6].
REFERENCES
Aubin, J.P. and H. Frankowska (1991). Viability kernels of
control systems. In: Nonlinear Synthesis, Eds. Byrnes
& Kurzhanski, Boston: Birkha¨user, Progress in Systems
and Control Theory, 9 (1991), 12–33.
Bonilla, M. and M. Malabre (1991). Variable Structure
Systems via Implicit Descriptions. In: 1st Europe Con-
trol Conference, Vol. 1, 403–408, ISBN 2-86601-280-1,
Herme`s, Paris. Grenoble, FRANCE.
Bonilla, M. and M. Malabre (1993). External Reachability
(Reachability with Pole Assignment by P.D. Feedback)
for Implicit Descriptions. Kybernetika. 29(5), 449–510.
Bonilla, M., G. Lebret, and M. Malabre. Output Dynamics
Assignment for Implicit Descripcions. Circuits, Systems
and Signal Processing, special issue on “Implicit and
Robust Systems”. 13(2-3), 349–359.
Bonilla M. and M. Malabre (2003). On the control of
linear systems having internal variations. Automatica,
39, 1989–1996.
Bonilla M. and M. Malabre (2008). Switching Systems: an
Implicit Point of View. In: 8th Portuguese Conference
on Automatic Control - CONTROLO’2008, 637–642,
UTAD Villa Real, Portugal, July 21-23.
Brenan, K.E., S.L. Campbell and L.R. Petzold (1996).
Numerical Solution of Initial Value Problems in
Differential Algebraic Equations. North Holland.
Republished by SIAM, 1996.
Cobb, D. (1984). Controllability, Observability and Dual-
ity in Singular Systems. IEEE Transactions on Auto-
matic Control, AC-29(12), 1076–1082.
Frankowska, H. (1990). On the controllability and observ-
ability of implicit systems. Systems and Control Letters,
14 (1990), 219–225.
Gantmacher, F.R. (1977). The Theory of Matrices. Vol.
II, New York: Chelsea.
Geerts, T. and V. Mehrmann (1990). Linear Differential
Equations with Constant Coefficients: A Distributional
Approach. Preprint 90-073, SFB 343, Univ. Biele- feld,
Germany.
Geerts, T. (1993). Solvability Conditions, Consistency,
and Weak Consistency for Linear Differential-Algebraic
Equations and Time-Invariant Singular Systems: The
General Case. Linear Algebra and its Applications,
181, 111–130.
Hautus, L.J. (1976). The Formal Laplace Transform for
Smooth linear systems. In: Lecture Notes in Econom.
and Math. Systems, 131, 29-46.
M. L. J, Hautus and L. M. Silverman (1983). System
structure and singular control, Linear Algebra Appl.
50: 369-402.
Kuijper, M. (1992). First–order Representations of Lin-
ear Systems. Ph.D. Thesis, Katholieke Universiteit Bra-
bant, Amsterdam, May 22, 1992.
Lebret, G. (1991). Contribution a` l’e´tude des syste´mes
line´aires ge´ne´ralise´s: approches ge´ome´trique et struc-
turelle. The`se de Doctorat, Universite´ de Nantes, France,
le 26 septembre 1991.
Lewis, F.L. (1992). A tutorial on the geometric analysis
of linear time-invariant implicit systems. Automatica
28(1), 119–137.
Malabre M. (1987). More geometry about singular sys-
tems. In: 26th IEEE Conference on Decision and Con-
trol, 1138–1139.
Malabre M. (1989). Generalized linear systems, geomet-
ric and structural approaches. Linear Algebra and its
Applications 122/123/124, 591–621.
O¨zc¸aldiran K. (1985). Control of descriptor systems. Ph.D.
Thesis, Georgia Institute of Technology, 1985.
O¨zc¸aldiran K. (1986). A geometric characterization of
the reachable and controllable subspaces of descriptor
systems. Circuits, Systems and Signal Processing, 5(1),
37–48.
Polderman, J.W., and J.C. Willems (1998). Introduction
to Mathematical Systems Theory: A Behavioral
Approach. New York: Springer–Verlag.
Rosenbrock H.H. (1970). State–Space and Multivari-
able Theory. Nelson, London 1970.
Schwartz L. (1978). Theorie des Distributions. Her-
mann, Paris.
Verghese, G.C. (1981). Further notes on singular descrip-
tions. JACC, TA4, Charlottesville.
Verghese, G.C. , B.C. Le´vy , and T. Kailath (1981). A
Generalized State-Space for Singular Systems. IEEE
Transactions on Automatatic Control, 26(4), 811–831.
Yip, E.L. and R.F. Sincovec (1981). Solvability, Con-
trollability and Observability of continuous descriptor
systems. IEEE Transactions on Automatatic Control,
26(3), 702–707.
