We consider the nonlinear functional discrete system
Introduction
In this work we use Lyapunov functionals to prove general theorems about boundedness and stability of the solution of the nonlinear discrete system x(n + 1) = G n, x(s); 0 s n def = G n, x(·) , (1.1) where G : Z + × R k → R k is continuous in x. When Lyapunov functionals are used to study the behavior of solutions of functional difference equations of the form of (1.1), we often end up with a pair of inequalities in the form of 
Boundedness and stability
In this section we are going to use (1.2) and (1.3) to conclude boundedness of the solution x(n) of the functional difference equation
where G is as described in (1.1), when F is bounded and when
We are now ready to state the main results for this section. 
and ∆V (2.1) 
for some constants ρ and K 0. Then solutions of (2.1) are uniformly bounded.
for all n n 0 , then by (2.2) we have
from which it follows that
On the other hand, if V (n) > V (n * ) for some n n 0 , then V (n) = max 0 s n V (s).
We multiply both sides of (2.3) by ϕ(n, s) and then sum from s = n 0 to s = n − 1; we obtain
Summing by parts the left side we arrive at
Thus, from inequality (2.4) we have
In view of (2.2), we have
As a result, inequality (2.5) yields
Now, inequality (2.2) implies that
where
Finally, from the above inequality we arrive at
This completes the proof. ✷
The next theorem extends Theorem 2.1. 
Theorem 2.2. Let ϕ i (n, s) be a scalar sequence for 0 s n < ∞ and suppose that
and
for some constants ρ i 0, i = 1, 2, and K 0. Then solutions of (2.1) are uniformly bounded.
Proof. We follow the proof of the previous theorem. Let V (n) = max 0 s n V (s), n n 0 . If the max of V (n) occurs on [0, n 0 ], then it is trivial. Multiply both sides of (2.7) by ϕ i (n, s) and then sum from s = n 0 to s = n − 1 to obtain
For H > 0 and |φ(n)| < H , we have
Thus, inequality (2.8) yields
Now, by (2.6), if |x| > L, then ∆V < 0. Thus, V (n) attains its maximum when |x| L and hence
From the above inequality we obtain
In the next theorem we obtain boundedness and stability results about solutions and the zero solution of (1.1). Theorem 2.3. Let ϕ(n) 0 be a scalar sequence for n 0 and V and W i , i = 1, 2, be defined as before. Also, suppose that for each n 0 0 and each bounded initial function
for some constants ρ and α > 0. 
Proof. Let H > 0 and |φ(n)| < H on [0, n 0 ], and set V (n) = V (n, x(·)). By (2.10), V (n)
is monotonically decreasing and hence, by (2.9), we have
(2.11)
Let > 0 be given. Choose H such that H < and
Hence from (2.11) we have |x(n)| < for n n 0 . Consequently, the zero solution of (2.1) is uniformly stable. Also, it follows from (2.11) that
which implies that solutions of (2.1) are uniformly bounded. Sum (2.10) from s = n 0 to s = n − 1 to obtain
and hence
On the other hand, if we sum (2.9) from s = n 0 to s = n − 1, we arrive at
Since V (n) is positive and decreasing for all n n 0 0, we have
Let > 0 be given. Then, for n n 0 + aW 2 (H )/W 1 ( ) we have form (2.9) and (2.12) that
Hence, inequality (2.13) implies that
From this we have the uniform ultimate boundedness and the uniform asymptotic stability. ✷
Volterra discrete systems
In this section we apply Theorems 2.1 and 2.3 to establish stability and boundedness results about the nonlinear Volterra discrete system
vector functions with |g(n, x(n))| N and |f (x(n))| λ|x(n)| for some positive constants N and λ.
In the case of f (x) = x, Medina [9] showed that if the zero solution of the homogenous equation associated with (3.1) is uniformly asymptotically stable, then all solutions of (3.1) are bounded when C(n, s) = C(n − s) and g(n, x(n)) = g(n) is bounded. In proving his results, Medina used the notion of the resolvent matrix coupled with the variation of parameters formula. Also, Raffoul in [12] used Lyapunov functionals of convolution type coupled with the z-transform and obtained results about boundedness of solutions of (3.1) when g(n, x(n)) = g(n). Moreover, when f is linear in x, unlike the case here, Eloe et al. in [6] used total stability and under suitable conditions, they showed that the zero solution of (3.1) is uniformly asymptotically stable when |g(n, x(n))| λ(n)|x(n)|. We remark that the notion of the resolvent cannot be used to obtain boundedness of solutions of (3.1), since the summation term in (3.1) is nonlinear.
where K = |A T B| 2 + λN 2 |B| 2 n s=0 |C(n, s)| + |g T Bg|. Thus, by Theorem 2.1, all solutions of (3.1) are uniformly bounded. ✷
In the next theorem, we use Theorem 2.3 to establish boundedness and stability results for (3.1) when g(n, x(n)) is identically zero.
Theorem 3.2.
Suppose there is a function ϕ(n) 0 with ∆ϕ(n) 0 for n 0 such that
Also, suppose that for n 0, 
Proof. Define the Lyapunov functional
Then along solutions of (3.1) we have
and the results follow from Theorem 2.3. ✷
Scalar case
In this section we consider the scalar Volterra discrete equation with nonlinear perturbation where g(n, x(n)) is as defined before. In Theorem 4.2 we will display a Lyapunov functional and make use of Theorem 2.2 and obtain boundedness and stability results for (4.1).
In the past and present literature on the stability of the zero solution of (4.1), see [3] [4] [5] [6] [7] [9] [10] [11] [12] , it has always been assumed that |a(n)| < 1, a condition that is very restrictive. Instead, we will use the sign of b(n, n) and try to relax the severe condition |a(n)| < 1. As the reader will see, Theorem 2.1 cannot be used to arrive at any results regarding Eq. 
H (u, s) .
Then all the conditions of Theorem 2.2 are satisfied, and hence solutions of (4.1) are uniformly bounded. ✷
