Abstract-Methods for direct data-driven tuning of the parameters of precompensators for l.lPV systems are developed. Since the commutativity property is not always satisfied for LPV systems, previously proposed methods for LTI systems that use this property cannot be directly adapted. Wh~n the ideal precompensator giving perfect mean tracking exists in the proposed parameterisation of the precompensator, the LPV transfer operators do commute and an algorithm using only two experiments on the real system is proposed. It is shown that this algorithm gives consistent estimates of the ideal parameters despite the presence of stochastic disturbances. For the more general case, when the ideal precompensator does not belong to the set of parameterised precompensators, another technique is developed. This technique requires a number of experiments equal to twice the number of precompensator parameters and it is shown that the calculated parameters minimise the mean squared· tracking error.
I. INTRODUCTION
It is commonplace to use precompensators, based on the inverse of the closed-loop system, in order to improve the tracking performance of linear tiJne-invariant (LTI) systems. rrhis technique typically uses the inverse of a model of the closed-loop system for the precompensator. Ho\vever, the model \vill be subject to uncertainty and "vhen this is above a certain level, the tracking performance of the system can be adversely affected (I] . In (2) a data-driven method is proposed for direct tuning of the parameters of precompensators for LrI systems. This method minimises the tracking control criterion directly using measured data, rather than passing through a system modelling step and then minimising a criterion based on the uncertain Inodel. 'l'his approach means that the achieved tracking is not affected by system model uncertainty and leads to high performance tracking. The method is based on parameter estimation algorithms using instrumental variables and takes advantage of the commutativity of I ]'1 transfer operators. Ho\vever, in many applications the l~rl assulnption is not satisfied e.g. certain mechatronic systems such as x-y positioning tables "vhere the dynamics change as a function of position and consequently the method proposed in [2) cannot be applied.
A class of systems "vhose dynamics change as a function of the operating point are linear parameter varying (L.lPV) systems. For I.iPV systelTIS, methods have been proposed (131, 14) ) to tune precompensators and feedfor\vard controllers "vhose paralneters vary also as a function of the operating point. These methods, ho"vever, are based on uncertain identified LPV models and thus, unlike direct data-driven methods, suffer from model uncertainty.
No data-driven precompensator, or feedfor\vard controller, tuning Inethods for LPV systems have been proposed to the authors' kno"vledge. But, as is the case for LTI systems, system identification techniques for LPV systems should be adaptable to the tuning of these controllers.
Research into the problem of identifyingLPV systems has been active in recent years (see e.g. [5] , [6] , [7] , [8] ). In [9] a method is proposed for the identification of the parameters of Single Input Single Output (SISO)LPV systems in inputoutput form. Each parameter of the system transfer operator is a linear combination of predefined, operating point dependent functions. The identification procedure is then one of identifying the coefficients multiplying these functions, which is a linear regression problem, and so can be computed using the standard least squares technique. Hc)\vever, as occurs in the l.iTI case, the least squares technique generally gives biased parameter estimates. Consistent estimates can be obtained in the general case using instrumental variables [101. In this paper the application of instrumental variables to the problem of direct, data-driven tuning of precompensators for LPV systems is considered. It is shown that if the ideal precompensator giving zero mean tracking exists in the proposed precompensator parameterisation, theLPV transfer operators commute and a tuning technique is proposed \vhich gives consistent estimates using measurements from just hvo experiments. For the more general case, \:vhere the LPV transfer operators do not commute, another algorithm is proposed requiring a number of experiments equal to t\vice the number of precompensator parameters. The algorithm leads to parameter estimates that converge to those that minimise the desirable mean squares criterion.
"'he paper is organized as follo"vs. Notation and preliminaries are given in Section II. The tuning scheme when the ideal precompensator exists in the precompensator parameterisation is presented in Section Ill. In Section IV, the tuning method for the general case is explained. Finallys ome concluding remarks are made in Section V.
II. PRELIMINARIES
The output of a SISO ljnear Parameter Varying (t.lPV) system G(a(t),q-l) is given by: (I) 978-1-4244-3124-3/08/$25.00 ©2008 IEEE47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 ThA03.
k=O is said to be unijorlnly stable if (9) and k=O 'rhe output of the system, \rvith an LPY precompensator F(a(t), q-l), is given by (see Fig. 1 ): Definition: An LPV transfer operator P(a(t), q-l),
The objective is to calculate the parameters of the precompensator F(a(t), q-1) such that the tracking error:
\vhere 0-(t) is the single scheduling parameter.
These choices lead to the follo\ving expression for F:
is reduced, \rvhere Yd(t) is the desired system output, \vhich is defined over the duration t == 0, ... , N -1.
In this paper \rve consider the ideal precompensator to be that \rvhich gives zero mean tracking error. It can clearly be seen from (4) and (5) that the ideal precompensator is the precompensator for \vhich:
A fact \vhich should be noted is that due to the timevarying nature of the transfer operators, commutativity does not apply to them, in general. In fact the back\vard-shift operator should obey a non-commutative multiplicative operation '0' defined as [11] : 
Remark: In the special case that the desired output Yd (t) and scheduling parameter a(t) are kno\rvn a priori, they can be used to improve the tracking of systems \vith a time delay. This ilnprovement is achieved by setting 1 81(q-l) == q8, \vhere c5 equals the system's time delay. This fact can be illustrated via the following example. Consider the noise-free system \vith a time delay m,:
al(a(t))y(t-1)-a2(a(t))y(t-2)+u(t-m). (14)
We \vant y(t) == Yd(t), so substituting this equality into the above equation gives: (8) 
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A. Precon1pensator Paralneterisation
The precompensator is parameterised such that F(a(t), q-l) is linear in its parameters and can be expressed as:
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fj( t) F(a(t), q-l)
Tuning experiment
Fig. 2. Precompensator tuning scheme c(t) == Yd(t) y(t) == Yd(t) F(p,a(t))Yrn(t) == Yd(t) -F(p,CJ(t))G(a(t))Yd(t) -F(p,a(t))v(t) Yd(t) -F(p, a(t) )z(t) -F(p, a(t) )v(t) (22)
In the absence of noise, and \vhen G(a(t)) and F(p, a(t)) are commutative, the same tracking error \vould be obtained if the positions of the system and the precompensator \-vere s\vapped so that F acts as a post-compensator. Using this idea., it is possible to estimate E(t) from one set of data obtained from the system \vithout a precompensator as:
\vhere z(t) and Yrn(t) are the noise-free and noisy outputs, respectively., of the system \vhen Yd(t) is applied as the input (see Fig. 2 ).
B. Algorithnl (19)
It is possible to express ((t) in linear regression form as: 
III. TUNING WHEN LPV TRANSFER OPERATORS
COMMUTE
As mentioned previously, in general, time-varying operators do not commute. ()ne case, ho\vever, \vhere they do is \vhen the hvo operators considered are reci procal. 'Thus, in the case that the precompensator's parameterisation and parameters are such that (6) is satisfied then F(po~a-(t))G(a(t)) == G(cr(t))F(po. a(t)) == 1, \vhere Po are the parameters satisfying (6) . 'rhis fact gives an idea for a tuning scheme for the precompensator's parameters.
A. Tuning schenle
We have that the tracking error of the system, \vith a precompensator, is given by: \vhere the dependence of the transfer operators on the back\vard-shift time operator has been left out for notational clarity.
\vhere:
(24) rhe precompensator parameters can then be found by the minimisation of a quadratic cost function: 
PmLS = N t; 4>m(t)¢m(t) N t; 4>m(t)Yd(t).
(26)
Unfortunately when F(p. a(t))
is placed as a postcompensator, it filters the noise v(t) also, as seen in Fig.   2 . Therefore the parameters \vhich minimise the variance of the tracking error estimate \vill not be the same as those \vhich minimise the variance of the true tracking error.
The Instrumental Variables (IV) method can be used, nonetheless, to give consistent estimates of the true minimising parameters Po. For the IV estimates to converge to the true values, the IV vector must be correlated \vith the non- (27) t=O this paper is to use a vector similar to ¢m (t), but with Ym (t) obtained from a second experiment, performed in the same \vay as the first. The second experiment ,viII, however, be affected by a different, independent noise realisation. I'his choice has been made as it leads to an IV vector that is strongly correlated "vith the non-noisy component of Ym(t), and so leads to parameter estimates \vith lo\v variances. The IV estimate is thus given by:
"¢z(t)¢~2(t) = 0 w.p. 1.
N~oo
L..t t=O
A similar result for the second matrix on the right hand side of (31) can be derived using Theorem 2B.1 Le. that: 
¢vl (t)¢v2(t)
=1~T 1~1, T N L.J ¢ml(t)¢v2(t) =:: N L..
t qJz(t)¢v2(t)
t=O t=O
¢~2(t). (31) t=O
Considering the first matrix on the right hand side of (31), each of its elements is the sum over time of products of terms
such as aj(t)z(t -17,) and ai (t)V2 (t -p). Then, referring to
Theorem 2B.1 given in Subsection II-B, we can define: 
(a(t), q-l). rfhe components of s(t)sT (t) give, amongst others, aj(t)z(t -'n)a'i(t)v2(t -p). So by applying
Theorem 2B.1 \ve can state that:
(29) where ¢z(t) and ¢vi(t) are similar to ¢'mi(t), but Ymi(t) is replaced by z(t) and Vi(t) respectively. Additionally
t ¢ml (t)¢z (t)Po
t=o N-l -1 1 "" ( T T) M N L..t ¢m1(t) ¢m2(t) -¢v2(t) Po t=O 1"1-1 -1 1 ' " T Po -M 1V L..t <Prnl(t)¢v2(t)PO,
¢mi.(t) =:: ¢z(t) + ¢vi(t).
In order for the parameter estimates to be consistent i.e.
that P~IV converges almost surely to Po as N -t 00, it is necessary that:
\tv here ¢m1 ( t) and ¢m2 (t ) are the ¢m (t ) from the t\VO experiments.
The consistency of the IV estimates is not directly obvious as, unlike the standard LTI case, the signals considered contain nonstationary stochastic components. The applicability of ergodicity type results typically used in consistency analysis is not, therefore, immediately evident. An analysis is thus performed in the next subsection \vhich demonstrates that IV does indeed lead to consistent estimates, despite the presence of these types of disturbances.
C. Consistency of IV Estirnates
To see that the IV method gives consistent estimates we begin by re,vriting (27) as:
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The aim is to find P such that the average tracking error is small, therefore a logical objective is to minimise its mean squared value i.e. to find the p that minimises:
\vhere the dependence of E on p has been sho\vn explicitl y. rrhe minimiser of (40) is given by:
In the case that G(a(t) ) \vere kno\vn exactly, X could be calculated, follo\ved by PtAlS' G(a(t)) is never known exactly, ho\vever, and the model uncertainty leads to a non optimal p.
It is possible to obtain an cstimate .. x of thc matrix X \vithout the use of a model through a series of experiments on the rea] system. This can be seen to be the case by noting that the element ..<J(t,j of the matrix X is the output of the system G(a(t)) \vhen the jth element of ¢(t) is applied as an input. Thus for each column of ..<¥ an experiment can be carricd out on the rcal system i.c. '12 cxperimcnts in total. In reality an estilnate, rather than the exact value, of X "viII be found as each experiment "viII have its o\vn noise realisation Vj(t). The estimate of X is:
"vhere V is a matrix \vhose t, jth element is Vj (t:). Substituting X in for X in (41) \ve have:
Therefore, unfortunately, \vhen X is used in place of X in (41) the presence of the noise in the experiments performed to find X "viII mean that the minimising value ptAls cannot be calculated i.e. prA18 -# PZAlS"
One \:vay of dealing with this problem is to use instrumental variables again. This time t\VO estimates of X, ..<Y1 and .. t 2 , are used. They are obtained from 1\vo sets of the 'll experiments previously described. The IV minimiser estimate is then given by:
Remark: l'he same G (O'(t) , q-l) should be used at each t for all the experiments i.e. \\'hen different signals tl(t) are applied. It is therefore necessary that the scheduling parameter a (t) be independent of u (t), which Inay not be the case for certain quasi-LPV systems \vhcre the scheduling parameter can be an input-dependent, internal variable. Nonetheless, a number of I..lPV systems found in practice do satisfy this requirement, such as x-y positioning tables where the dynamics of one stage depend on the position of the other and not their o\\'n.
(37)
IV. TUNING WHEN LPV TRANSFER OPERATORS DO NOT COMMUTE In general, unfortunately, (6) is unlikely to be satisfied by a precompensator \vith the linear parameterisation proposed. In this case, the order of the precompensator can be increased until the condition is approximately satisfied and the method of the previous section can be used. If, ho\vever, the required order is too large to be implemented, and the approximation achieved \vith a reduced order controller is not sufficiently good, the precompensator and system \vill no longer commute. A method that can be used in this situation is developed belo\v.
The signal u(t) == F(p,O'(t))Yd(t) can be expressed as:
\vhere the vector E is given by:
Remark: The values of the scheduling parameter CTj(t) used in the calculation of P;;-dF \vill normally also be measured. They are, therefore~susceptible to measurelnent noise as well. In the case that the noise-to-signal ratio is very lo\,y~the effect of this noise can be neglected. Ho\vever, if the ratio is not negligihle the measurement noise may degrade the precision of the parameter estimates. It can be sho\vn, however, by an analysis similar to that previously presented and also to that found in (10) , that \vhen the scheduling parameter is uncorrelated \vith the output signal and the dependency on it is affine the use of an IV vector like ¢rn2(tL but using OJ(t) measured during the second experiment, leads to consistent estimates.
The tracking error (5) can then be expressed as:
or in vector form as:
Yd and v are defined silnilarly~and the matrix X is:
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Consistency of estimates
To demonstrate that the IV estimate (44) converges to the true minimiser of (40) and Vi T Yd to converge to zero as N ---t 00. This can be sho,,,,,n to be the case by noting that the i, jth element of the matrix V 1 T X is given by:
L [H(a(t), q-l )e1i(t)][G(a(t), q-l )¢j(t)], t=O
\vhere vIi(t) corresponds to the t, i element of l7 1 , and proposed. The first one, applicable \vhen the precompensator and the system commute, only requires t\VO experiments in order to obtain consistent estimates of the parameters leading to perfect mean tracking. The second one, ,vhich has no restriction on the precompensator parameterisation, requires a number of experiments equal to t\vice the number of precompensator parameters. It is demonstrated that the computed parameters converge to those minimising the mean squared tracking error in the presence of noise.
v1i,(t) == H(a(t), q-l )e1i(t).
