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Minimizing the number of particles used by a quantum code is helpful, because every particle
incurs a cost. One quantum error correction solution is to encode quantum information into one
or more bosonic modes. We revisit rotation-invariant bosonic codes, which are supported on Fock
states that are gapped by an integer g apart, and the gap g imparts number shift resilience to these
codes. Intuitively, since phase operators and number shift operators do not commute, one expects a
trade-off between resilience to number-shift and rotation errors. Here, we obtain results pertaining
to the non-existence of approximate quantum error correcting g-gapped single-mode bosonic codes
with respect to Gaussian dephasing errors. We show that by using arbitrarily many modes, g-
gapped multi-mode codes can yield good approximate quantum error correction codes for any finite
magnitude of Gaussian dephasing errors.
I. INTRODUCTION
Traditionally, quantum error correction is studied on
physical systems comprising of multiple particles, where
each particle has a finite number of states and admits an
interpretation as a qudit. The subspace within multiple
qudits which encodes quantum information to gain re-
silience against noise is known as a qudit code. A resource
required for qudit codes is the number of their underly-
ing qudits. This is because by increasing the number of
qudits, one can correspondingly increase the number of
correctible errors.
Since every qudit has an associated cost, it is advan-
tageous to minimize the number of particles used by a
quantum code. However, qudit codes often use many
particles. One way to circumvent the high cost of using
too many qudits is to encode quantum information in a
few bosonic modes [1–4], where each bosonic mode has
an infinite number of states. A state on a bosonic mode
lies in the span of the Fock basis {|n〉 : n ∈ N}, where
〈n|m〉 = δi,j and n in |n〉 counts the number of excita-
tions. Hence, the larger n is, the more energy lies in |n〉.
A large number of states available in each bosonic mode
allow the construction of bosonic quantum codes with
resilience against various types of errors. Even with a
single bosonic mode, we can have corresponding bosonic
quantum codes that correct a non-trivial set of errors [5–
7]. This feature combined with the possibility of prepar-
ing single-mode bosonic codes [8] have contributed to re-
newed interest in bosonic quantum codes [6, 7, 9, 10].
On a single bosonic mode, we can always express log-
ical codewords in the form |jL〉 :=
∑
k≥0 cj,n|gk + n〉,
where the integer g relates to the number of correctible
number-shift errors and n is any constant shift. This is
fully general because the trivial g = 1 case allows for
arbitrary logical codewords. However, many families of
interest such as rotation-invariant bosonic codes [7] and
binomial codes [6], have encoded states with support on
Fock states that are gapped by a constant integer g > 1
apart. We call such codes, g-gapped codes. On N modes,
such states have the form
|jL〉 :=
∑
k∈NN
cj,k|n + gk〉, (1)
where n ∈ NN is any constant shift on multiple modes.
By carefully choosing the coefficients for the logical code-
words, these g-gapped codes can also correct phase er-
rors.
By correcting number-shift and phase-shift errors,
rotation-invariant codes are analogous to GKP codes [5]
that correct small displacement errors in the position and
momentum quadratures. For single-mode GKP code,
there is a trade-off between these quadratures. In prin-
ciple, GKP codes can tolerate an arbitrary amount of
position displacement noise, though at the cost of an in-
creased vulnerability to momentum displacement noise.
We are not aware of any no-go theorems enforcing such
a trade-off for single-mode bosonic codes, though it is
widely believed that there is a general principle at work
here. Similarly, Grimsmo et al. [7] have argued that
there is a trade-off between number and phase shift, but
without any strict no-go statements.
Given any bosonic quantum codes on a single-mode,
one can evaluate its performance with respect to a noisy
quantum channel N . Since logical error rates cannot be
perfectly suppressed for realistic error channels N , such
codes are invariably approximate quantum error correct-
ing (AQEC) codes with respect to N . In what follows
we define AQEC codes [11–19].
Definition 1 (AQEC criterion). Given a non-negative
number  and a noise channel N , we say that a quan-
tum code C is (,N )-AQEC if and only if there exists a
quantum channel R such that for every |ψ〉 ∈ C, we have
1
2
‖(R(N (|ψ〉〈ψ|)− |ψ〉〈ψ|‖1 ≤ . (2)
Numerous works have focused on the existence of
AQEC codes [11–17] and non-existence of covariant
AQEC codes [18, 19], but less is known about non-
existence of AQEC codes in general. The first gen-
eral non-existence of AQEC qubit codes was recently
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2addressed in the context of amplitude damping errors.
Roughly speaking, using the language of quantum weight
enumerators and linear programming bounds, when  is
too small, amplitude damping qubit codes do not exist
[20]. In contrast, we lack results for the non-existence of
AQEC codes on any finite number of bosonic modes.
Intuitively, we expect that when the noise described by
N becomes too severe, there cannot exist (,N )-AQEC
bosonic codes when  is sufficiently small. An example of
a noise channel that severely decoheres a bosonic mode
is one that introduces random displacements with large
variances in both the position and momentum quadra-
tures. Indeed, any single-mode bosonic code with too
little energy is doomed to be useless under the effect of
such a noise channel, because such large random displace-
ment errors will effectively apply a one-time pad on the
code [21]. However, number and phase shift errors with
respect to AQEC codes remain to be studied.
The trade-off between resilience to number-shift and
rotation errors, while recognized to be an important
problem, is not well-understood [7]. In this paper, we
address this by studying the performance of g-gapped
codes with respect to a Gaussian dephasing channel Eσ
with standard deviation σ with the following action
Eσ(|n〉〈m|) = exp(−(m− n)2σ2/2)|n〉〈m|, (3)
as was also considered in Ref. [7]. The noise channel Eσ
could arise as the result of a time t evolving according to
the master equation
ρ˙ = κ
(
nˆρnˆ− 1
2
nˆ2ρ− 1
2
ρnˆ2
)
(4)
where σ = κt/4 and nˆ =
∑
n≥0 n|n〉〈n| denotes the num-
ber operator. Such a master equation could result from
a cross-Kerr nonlinearity between the bosonic mode and
the environment. Alternatively, our dephasing process
could be the result of imperfect calibration of the system
Hamiltonian, where if we average over a distribution of
calibration errors we have a channel
Eσ(ρ) =
∫ ∞
−∞
p(θ)e−iθnˆρeiθnˆdθ, (5)
with a Gaussian probability distribution p(θ) =
e−θ
2/(2σ2)/(σ
√
2pi).
We give our main result on the non-existence of AQEC
g-gapped bosonic codes in the following theorem. This
result applies not just g-gapped bosonic codes on a single
bosonic mode, but also those for multiple bosonic modes.
Theorem 2. Let Cg be any N -mode bosonic quantum
code with codewords of the form (1) where g is a pos-
itive integer. Let Eσ be a Gaussian dephasing channel
with variance σ as defined in Eq. (3), and let N = E⊗Nσ .
Then, the code Cg is not (,N )-AQEC (recall Def. 1) for
any  < g,σ where
g,σ := 1− 1√
2
1 + 2∑
k∈N
k 6=0
e−g
2‖k‖22σ2/2
 . (6)
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FIG. 1. For single-mode g-gapped bosonic codes, we plot the
value of g,σ defined in Eq. (6) as a function of the noise
parameter σ and the number shift distance g. By virtue
of Thm. 2 this gives upper bounds on  for which -AQEC
bosonic quantum codes on a single mode exist against the
noise channel Eσ.
Furthermore, if
gσ ≥
√
−2 log
(
1− 23N/2(2 +
√
2)−1/N
)
, (7)
we have the non-trivial bound g,σ > 0.
The trade-off in Eq. (7) highlights an analogous phe-
nomenon to the Heisenberg uncertainty relation in a
quantum error correction setting. We plot our bound
on g,σ in Fig. 1. In a subsequent plot given by Fig. 2,
we compare the performance of g-gapped binomial codes
[6] with our no-go bounds when g = 64.
Our no-go results for AQEC on bosonic codes with a
finite number of modes are complementary to those re-
lating to the achievability of AQEC bosonic codes. Our
results extend the converse bounds on quantum capac-
ities for finite block-length qudit codes [22, 23] to the
bosonic setting, in the special case where we consider
g-gapped bosonic codes and Gaussian dephasing errors.
In this context, our results give converse bounds on g-
gapped bosonic codes with finite block-length. To the
best of our knowledge, no-go results for AQEC bosonic
codes have never before been addressed, and our results
can be interpreted to provide the first converse bounds
for bosonic codes in an AQEC setting. The simplicity of
our result’s proof as compared to related results on qubit-
codes [20, 22, 23] leads us to believe that our methods
can pave the way ahead to provide more accessible results
for converse bounds for bosonic codes.
Besides no-go results for AQEC on bosonic codes,
we prove that g-gapped codes suffice to correct purely
number-shift errors, and also provide bounds on what
g-gapped codes can achieve asymptotically. Namely,
we show that AQEC bosonic codes on arbitrarily many
modes can have with vanishing failure probabilities for
3any finite noise strength for the Gaussian dephasing chan-
nel. This reveals an additional trade-off between the
number of modes used and the threshold of σ.
II. NO-GO FOR AQEC g-GAPPED BOSONIC
CODES
In this section, we prove Thm. 2 which applies not
just for single-mode g-gapped bosonic codes, but also to
multi-mode g-gapped bosonic codes. Now, Def. 1 can be
equivalently stated in the following converse form.
Definition 3 (Alternative AQEC criterion). Given a
non-negative number  and a noise channel N , we say
that a quantum code C is not (,N )-AQEC if and only if
for every R there exists a |ψ〉 ∈ C, so that
 >
1
2
‖(R(N (|ψ〉〈ψ|)− |ψ〉〈ψ|‖1. (8)
This form of the AQEC criterion is more natural when
proving an impossibility result. We start by establishing
a simple lemma that relates the AQEC property to trace-
norm closeness for pairs of orthogonal noisy codewords.
Lemma 4. Let δ be a positive real and N be a noise
channel, and C be a quantum code. Suppose that there
exist orthogonal density matrices ρ1 and ρ2 supported on
the codespace C such that ‖N (ρ1 − ρ2)‖1 ≤ δ. Then C is
not (,N )-AQEC where  = 1− δ/2.
Proof. Since quantum channels are contractive with re-
spect to the trace-norm,
‖R(N (ρ1 − ρ2))‖1 ≤ ‖N (ρ1 − ρ2)‖1 ≤ δ. (9)
By the triangle inequality, we can see that
‖(ρ1 − ρ2)‖1 − ‖R(N (ρ1 − ρ2))‖1
≤ ‖(ρ1 − ρ2)−R(N (ρ1 − ρ2))‖1. (10)
Since ρ1 and ρ2 are orthogonal, we have ‖ρ1 − ρ2‖1 = 2.
Then using (10) with (9), we get
‖(ρ1 − ρ2)−R(N (ρ1 − ρ2))‖1 ≥2− δ. (11)
By linearity of quantum channels, we have
(ρ1 − ρ2)−R(N (ρ1 − ρ2))
=(ρ1 −R(N (ρ1)))− (ρ2 −R(N (ρ2))). (12)
Using the triangle inequality, it follows that
‖(ρ1 −R(N (ρ1)))− (ρ2 −R(N (ρ2)))‖1
≤‖ρ1 −R(N (ρ1))‖1 + ‖ρ2 −R(N (ρ2))‖1. (13)
Hence
‖ρ1 −R(N (ρ1))‖1 + ‖ρ2 −R(N (ρ2))‖1 ≥2− δ. (14)
Hence, either
‖ρ1 −R(N (ρ1))‖1 ≥1− δ/2, (15)
or
‖ρ2 −R(N (ρ2))‖1 ≥1− δ/2, (16)
from which the result follows.
Our next lemma shows that dephasing noise can lead to
trace-norm closeness for pairs of orthogonal noisy code-
words.
Lemma 5. For any positive integer g, let Cg be any
N -mode bosonic quantum code with codewords of the
form (1). Let N = E⊗Nσ . Then, there always exists or-
thogonal pure states |φ〉 and |ψ〉 in Cg such that
‖N (|φ〉〈φ| − |ψ〉〈ψ|)‖1 ≤
√
2 + 2
√
2
∑
k∈NN
k6=0
e−g
2‖k‖22σ2/2.
Proof of Lemma 5. Pick any pair of orthogonal code-
words that we will call |0L〉 and |1L〉 and expand in
the dephasing-basis, which for us is the number basis,
so that |0L〉 =
∑
k∈NN ak|k〉 and |1L〉 =
∑
k∈NN bk|k〉,
where normalisation demands that
∑
k∈NN |ak|2 =∑
k∈NN |bk|2 = 1. Then the following states are nor-
malised codewords
|+L〉 = |0L〉+ |1L〉√
2
=
∑
k∈NN
ak + bk√
2
|k〉 (17)
|−L〉 = |0L〉 − |1L〉√
2
=
∑
k∈NN
ak − bk√
2
|k〉 (18)
|+ iL〉 = |0L〉+ i|1L〉√
2
=
∑
k∈NN
ak + ibk√
2
|k〉 (19)
| − iL〉 = |0L〉 − i|1L〉√
2
=
∑
k∈NN
ak − ibk√
2
|k〉. (20)
Let ρ+ = |+L〉〈+L|, ρ− = |−L〉〈−L|, ρ+i = |+ iL〉〈+iL|,
ρ−i = | − iL〉〈−iL|. For the dephasing noise model of
interest (recall Eq. (3)) and the g-gapped property of the
bosonic code, it follows that
N (ρ+ − ρ−)
=2
∑
j,k∈NN
Re(a∗j bk)|j〉〈k| exp(−‖j− k‖22σ2/2)
=2
∑
j∈NN
Re(a∗j bj)|j〉〈j|
+ 2
∑
j∈NN
∑
k∈NN ,k6=0
Re(a∗j bj+gk)|j〉〈j + gk|e−g
2‖k‖22σ2/2
+ 2
∑
j∈NN
∑
k∈NN ,k6=0
Re(a∗j+gkbj)|j + gk〉〈j|e−g
2‖k‖22σ2/2.
4Since the trace norm of every matrix basis |j〉〈k| is at
most 1, we can apply the triangle inequality for the trace
norm to get that ‖Eσ(ρ+ − ρ−)‖1 is at most
2
∑
j∈NN
(|Re(a∗j bj)|+ 2 ∑
k∈NN
k 6=0
|Re(a∗j bj+gk)|e−g
2‖k‖22σ2/2).
Similarly, ‖Eσ(ρ+i − ρ−i)‖1 is at most
2
∑
j∈NN
(|Im(a∗j bj)|+ 2 ∑
k∈NN
k 6=0
|Im(a∗j bj+gk)|e−g
2‖k‖22σ2/2).
Now, for any complex number z we have that |Re(z)| +
|Im(z)| ≤ √2|z|. Therefore
‖Eσ(ρ+ − ρ−)‖1 + ‖Eσ(ρ+i − ρ−i)‖1
≤ 2
√
2
∑
j∈NN
|a∗j bj|+ 4
√
2
∑
j∈NN
∑
k∈NN
k6=0
|a∗j bj+gk|e−g
2‖k‖22σ2/2.
Now we like to apply the Cauchy-Schwarz inequal-
ity over the above summation indices j. Let |ψ0〉 =∑
j∈NN |aj||j〉 and |ψ1〉 =
∑
j∈NN |bj||j〉. Clearly
〈ψ0|ψ0〉 =
∑
j∈NN |aj|2 = 1 and 〈ψ1|ψ1〉 =
∑
j∈NN |bj|2 =
1. Hence, the Cauchy-Schwarz inequality yields∑
j∈NN
|a∗j bj| = |〈ψ0|ψ1〉| ≤
√
〈ψ0|ψ0〉〈ψ1|ψ1〉 ≤ 1.
Now let |φgk〉 =
∑
j∈NN |bj+k||j〉. Clearly, 〈φgk|φgk〉 ≤
〈ψ1|ψ1〉 = 1. Hence∑
j∈NN
|a∗j bj+gk| =|〈ψ0|φgk〉| ≤
√
〈ψ0|ψ0〉〈φgk|φgk〉 ≤ 1.
Hence, ‖Eσ(ρ+ − ρ−)‖1 + ‖Eσ(ρ+i − ρ−i)‖1 is at most
2
√
2 + 4
√
2
∑
k∈NN
k 6=0
e−g
2‖k‖22σ2/2. (21)
Given two positive real numbers a and b and an inequality
a + b ≤ c, we know that either a ≤ c/2 or b ≤ c/2.
Applying this reasoning to (21), we get that either
‖Eσ(ρ+ − ρ−)‖1 ≤
√
2 + 2
√
2
∑
k∈NN
k6=0
e−g
2‖k‖22σ2/2, (22)
or
‖Eσ(ρ+i − ρ−i)‖1 ≤
√
2 + 2
√
2
∑
k∈NN
k 6=0
e−g
2‖k‖22σ2/2. (23)
This proves the result.
Combining Lem. 4 and Lem. 5 we immediately deduce
the first statement Thm. 2. To prove the second result of
Thm. 2, we determine the values of σ for which Thm. 2
is non-trivial so that g,σ > 0. Now, we observe the
following fact.
Remark 1. Using a geometric series, we find that
g,σ ≥ 1− 1√
2
(
1 + 2
(
1
1−Ne−g2σ2/2 − 1
))
. (24)
When N = 1, we have
g,σ ≥ 1− 1√
2
(
1 +
2
eg2σ2/2 − 1
)
. (25)
We obtain this by noting that when r ≥ 1 we have the
relaxation
∑∞
k=0 r
−k2 ≤∑∞k=0 r−k = 1/(1−1/r). Hence,
∑
k∈NN
e−g
2‖k‖22σ2/2 ≤
(∑
k∈N
e−g
2kσ2/2
)N
= (1− 1/r)−N .
Setting r = exp(g2σ2/2) and applying to the expression
for g,σ gives the result.
To obtain upper bounds on values of σ, we let σthres
denote the value where the right side of Eq. (25) equals
zero. Therefore, we solve the equation
1− 1√
2
(
2
(1− e−g2σ2thres/2)N − 1
)
= 0. (26)
Rearranging terms in (26), we get
e−g
2(σthres)
2/2 = 1− 23N/2(2 +
√
2)−1/N (27)
Solving this, we get
gσthres =
√
−2 log
(
1− 23N/2(2 +
√
2)−1/N
)
. (28)
For small values of N , we find that
gσthres ≈

1.87, N = 1
2.19, N = 2
2.36, N = 3
2.48, N = 4
2.56, N = 5.
(29)
This is reminiscent of a Heisenberg uncertainty rela-
tionship between excitation errors and phase errors. We
can tighten this bound by, instead of using a geomet-
ric series to bound
∑∞
k=1 exp(−g2k2σ2/2), to evaluate
the sum explicitly. Our main result hence implies that,
whenever σ is greater than σthres, we cannot completely
suppress the errors induced by the Gaussian dephasing
channel, no matter how much energy the bosonic code
has.
III. THE g-GAP IS SUFFICIENT FOR
NUMBER-SHIFT RESILIENCE
We now prove the existence of g-gapped codes encod-
ing a single-qubit that are resilient against number-shift
5errors, purely by virtue of their g-gapped property. Let Ω
denote a finite set of Kraus operators that induce number
shifts in the Fock basis. In particular, every Kraus oper-
ator in Kp ∈ Ω has the form Kp =
∑
j∈N kp,j |j+u〉〈j| or
Kp =
∑
j∈N k
′
p,j |j〉〈j + u|, corresponding to number gain
and number subtraction respectively for some positive
integer u and complex coefficients kp,j and k
′
p,j . From
the g-gap criterion, if distinct logical codewords |jL〉 in
a g-gapped code are supported on a distinct set of Fock
states, then it is clear that for all K,K ′ ∈ Ω and for
j 6= j′ we have
〈jL|K†K ′|j′L〉 = 0. (30)
Hence, many requirements for the Knill-Laflamme quan-
tum error correction criterion are satisfied. Notice also
that for distinct K and K ′,
〈jL|K†K ′|jL〉 = 0. (31)
The only requirements from the Knill-Laflamme quan-
tum error correction criterion that do not automati-
cally follow from the g-gapped criterion are the non-
deformation conditions given by
〈jL|K†K|jL〉 = 〈j′L|K†K|j′L〉 (32)
for every K ∈ Ω and all logical codewords |jL〉 and |j′L〉.
In the special case where a g-gapped code encodes a sin-
gle qubit, techniques in Ref [4] imply the existence of
codes that satisfy the non-deformation condition (32).
To see this, consider single-mode bosonic codes. Define
a matrix,
A =
∑
K∈Ω∪{I}
∑
k∈N
〈gk|K†K|gk〉|K〉〈k|, (33)
where I denotes the identity operator. Since every term
〈gk|K†K|gk〉 in (33) is the norm of a vector K|gk〉, the
matrix A has real, non-negative valued elements. Now
let |ξ〉 be any non-zero real vector such that
|ξ〉 =
∑
k∈N
xk|k〉, (34)
and
A|ξ〉 = 0. (35)
Such non-zero vectors |ξ〉 always exist because A has
an infinite number of columns and a finite number of
rows, and hence its kernel must have a positive dimen-
sion. Then, it follows using the techniques of [4] that
that the code spanned by
|0L〉 =
∑
k∈N
x+k |gk〉/
√
‖x‖2,
|1L〉 =
∑
k∈N
x−k |gk〉/
√
‖x‖2 (36)
is a g-gapped code that corrects the number shift errors
in Ω, where x+k = max(0, xk), x
−
k = max(0,−xk) and‖x‖2 denotes the 2-norm of the vector (xk)k∈N.
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FIG. 2. We compare upper bounds on bin using g-gapped
binomial code with g,σ from Thm. 2, where g = 64. Binomial
codes are optimized over those that correct at least one gain
and loss error, and with D ∈ [2, 700]. Shaded in blue is what
is not achievable, and the white region is the intermediate
region where we do not know if can do better.
IV. TIGHTNESS OF NO-GO RESULTS ON A
SINGLE BOSONIC MODE
To investigate the tightness of our no-go results on g-
gapped AQEC codes in the presence of Gaussian dephas-
ing errors of standard deviation σ as given in Thm. 2,
we investigate the performance of an explicit family of
g-gapped bosonic codes. We investigate binomial codes
[6], which are bosonic variants of permutation-invariant
quantum codes designed for spin-systems [17, 24]. can
correct number-shift errors such as gain and loss errors,
which are given explicitly by (aˆ†)j and aˆk. Here aˆ de-
notes the lowering operator and j and k are non-negative
integers that count the number of gain or loss errors.
The number of correctible phase error in binomial
codes can be understood from the series expansion of
the rotation operator e−iθnˆ given by e−iθnˆ = 1 − iθnˆ −
θ2nˆ2/2! + . . . . Correctibility of polynomials in nˆ corre-
sponds to the correctibility of the leading order terms in
the series expansion of e−iθnˆ. Hence, the number of phase
errors that a single-mode bosonic code corrects is defined
to be the maximum order of the correctible polynomials
in nˆ.
For binomial codes encoding a single logical qubit
that correct G gain and L loss errors, we must have
g ≥ G + L + 1 [6, Eq (7)]. Correcting D phase er-
rors requires a maximum photon number of nmax =
(max{L,G, 2D} + 1)g. When D ≥ G/2 and D ≥ L/2,
the maximum number of photons required simplifies to
nmax = (2D + 1)g. (37)
The requirement of correcting gain and loss errors in-
troduces the bound D ≥ 2. Now, a Gaussian dephasing
channel introduces the rotation operator exp(−iθnˆ) with
probability p(θ) where p(θ) is the Gaussian probability
6distribution with standard deviation σ that appears in
(5). The truncation error of exp(−iθnˆ) on |n〉 is at most
(|θ|n)D+1/(D+ 1)!. For fixed values of θ, the probability
of obtaining an uncorrectible phase error on a binomial
code is at most
bin,θ = 2
−2D
2D+1∑
j=0
(
2D + 1
j
)
(|θ|gj))D+1
(D + 1)!
. (38)
Here, 2−2D
(
2D+1
j
)
corresponds to the maximum prob-
abilities that a logical codeword of a binomial code is
supported on the Fock state |gj〉, and (38) is obtained
using a union bound. Since bin,θ becomes unbounded
when D becomes arbitrarily large, there is an optimum
size for D which minimizes bin,θ for fixed θ. By bound-
ing the size of the tails of a Gaussian distribution, we find
that the overall probability of obtaining an uncorrectible
phase error when the channel Eσ is used is at most
bin = min{bin,θ + 2
∫ ∞
θ
p(x)dx : 0 < θ <∞, D ≥ 2}.
We numerically find upper bounds to bin by optimiz-
ing over 2 ≤ D ≤ 700, and σ < θ < 15σ when g = 64.
We compare these upper bounds with our lower bound
on g,σ in Figure 2.
V. ACHIEVABILITY BOUNDS ON
MULTIMODE g-GAPPED CODES
Evaluating the quantum capacity of an arbitrary quan-
tum channel is difficult, and simple upper bounds for it
are not necessarily tight [25]. Evaluating the quantum
capacity simplifies when the quantum channel is degrad-
able [26]. Fortunately for us, Eσ is degradable, because
it has simultaneously diagonal Kraus operators [27].
However, consider simple multimode g-gapped codes
that are effectively qubit codes. Let S be the span of
{|0〉, |g〉}. Given m modes, consider g-gapped codes in
S⊗m. This reduces our analysis on Eσ to that on a simple
single-qubit dephasing noise model of the form
D(ρ) = (1− p)ρ+ pZρZ, (39)
where ρ is supported on S, Z = |0〉〈0| − |g〉〈g|, and 2p−
1 = exp(−g2σ2/2). If σ <∞, we have p > 1/2. Now the
channel D with p > 1/2 has a non-zero quantum capacity
Q(D) [27–29] because
Q(D) = 1 + p log2 p+ (1− p) log2(1− p). (40)
For completeness, we explain how to evaluate Q(D) ex-
plicitly in Appendix A. The quantum capacity Q(D)
gives us lower bounds to the quantum capacity of Eσ
when restricted to g-gapped codes. Extending our anal-
ysis from qubit-dephasing channels to qudit dephasing
channels can give correspondingly tighter lower bounds
on the g-gapped quantum capacity of Eσ.
VI. DISCUSSIONS
In summary, we have explored trade-offs on number
and phase shift resilience in bosonic quantum codes. By
fixing the parameter g which quantifies the number-shift
resilience of bosonic codes, we obtain corresponding no-
go results on the correctibility of g-gapped errors against
dephasing noise. Our results apply both to the sim-
plest setting of a single-bosonic mode, and also multiple
bosonic modes. Our work gives no-go results on what
can be achieved using g-gapped bosonic codes both in a
single-mode and a multi-mode setting.
There are several possible directions in which we be-
lieve that our work can be extended. Given that energy
constraints in bosonic codes have received much attention
in recent years [30–32], it will be interesting to see how
the additional introduction of energy constraints affects
the trade-offs. Also, we leave the problem of tightening
our no-go bounds for future work.
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Appendix A: The quantum capacity Q(D)
We remark that the quantum capacity of generalized
dephasing channels is known to be its Rains information
[33, Proposition 10].
Kraus operators of the dephasing channel D can be
written as
A0 =
√
1− p|0〉〈0|+
√
1− p|g〉〈g| (A1)
A1 =
√
p|0〉〈0| − √p|g〉〈g|, (A2)
and the Kraus operators of the complementary channel
Dˆ are
R0 =
√
1− p|0〉〈0|+√p|0〉〈0| (A3)
R1 =
√
1− p|g〉〈g| − √p|g〉〈g|. (A4)
Now let us denote a diagonal state τr to be given by
τr = (1− r)|0〉〈0|+ r|g〉〈g|. (A5)
8Denoting S(ρ) = −tr(ρ log ρ) as the von-Neumann en-
tropy, the coherent information of D is given by
Icoh(D, τr) = S(D(τr))− S(Dˆ(τr)). (A6)
Because the Kraus operators of D are diagonal, the co-
herent information can be maximized using only diago-
nal input states [26]. The symmetry that allows this is
the covariance of the dephasing channel with respect to
diagonal operators, coupled with the concavity of the co-
herent information with respect to input states because
of its degradability [34, Corollary 4.3]. We will show that
this coherent information is maximized by the maximally
mixed state.
Since D is degradable, we know that it is a concave
function with respect to its argument which is a density
matrix. Therefore, Icoh(D) = maxρ Icoh(D, ρ) is opti-
mized whenever
d
dr
Icoh(S, τr) = 0 (A7)
and r is contained in the open interval (0, 1). Indeed,
we can verify that (A7) holds for r = 1/2. Hence the
maximally mixed state on S maximizes the coherent in-
formation.
Next we find that for all 0 ≤ p ≤ 1/2, we have
Icoh(D, τ1/2) = log(2− 2p)− 2p tanh−1(1− 2p), (A8)
where
tanh−1(z) =
1
2
(log(1 + z)− log(1− z)) . (A9)
Simplifying (A8), we get
Icoh(D, τ1/2) = (1 + p log p+ (1− p) log(1− p)) log 2,
(A10)
which is in agreement with [28, 29] when expressed in
nats.
