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Abstract-In this article, we study the dual fuzzy similarity relation equation R o X = X and its 
characteristic solutions space. We discuss the maximal and minimal solutions and provide a feasible 
method to find the characteristic solutions using the basic elements of R. We shall also discuss the 
properties of the solutions and explore the relationship between the characteristic solutions space and 
the clusters based on R. 
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1. DUAL FUZZY SIMILARITY RELATION EQUATIONS 
Let R = (rij)nxn be a fuzzy similarity relation with transitive closure R* = (~t),~~. Let 
F = [0, l] be the fuzzy algebra under Zadeh operations. 
DEFINITION 1.1. The following fuzzy similarity relation equation 
RoX=EoX (1.1) 
is called a dual fuzzy similarity relation equation, where E is the unit matrix, X is the unknown 
column vector, and ‘0” denotes the multiplication of fuzzy matrices. 
Clearly, Equation (1.1) can be rewritten as 
RoX=X. (1.2) 
A vector X which satisfies (1.1) or (1.2) will be called a solution of the equation. The collection 
of all solutions will be denoted as O(R). 
THEOREM 1.1. There is always a solution for Equation R o X = X. The minimal solution is 
x = (0,. . . , O)T and the maximal solution is X = (1,. . . , l)T. 
THEOREM 1.2. For all X E [0, 11, X = (X, . . . , X)T is a solution to Equation (1.2). 
PROOF. Since (r~ A X) 2 X, we have that Vjn_r(rij A A) 5 X. But rii = 1, thus, 
\j(Tij AX) = A. 
j=l 
Therefore, 
Ro (A,. . . , X)T = (A,. . . , ZA)~. I 
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Let Xj = (R*)j, the jth column vector of matrix R* = (r,Tj),xn. 
THEOREM 1.3. For any fuzzy similarity relation R, Xj is always a solution to R o X = X. 
PROOF. Note that R* = R o R* implies that (R*)j = R o (W)j. I 
THEOREM 1.4. For all X E a(R) and all X E [O,l], X o X is a solution to Equation (1.2). 
PROOF. We need only to notice that 
Ao(RoX)=Ro(XoX)=XoX. 
Since X o Xj is a solution to the characteristic equation Ro X = X o X [l], we give the following 
definition. 
DEFINITION 1.2. For any X E [O,l], we call X o Xj a characteristic solution of Equation (1.2). 
Denote @(R) as the collection of all characteristic solutions of Equation (1.2). 
2. THE CHARACTERISTIC SOLUTIONS 
In order to find all characteristic solutions, we need first to identify the transitive closure R* 
of the coefficient matrix R of Equation (1.2). 
We can use the popular square algorithm (see, e.g., [2]) to find the transitive closure of a fuzzy 
similarity matrix. However, the computation is enormous, especially when the dimension of the 
matrix is large. Other methods have been proposed to reduce computation; see, e.g., [3-61 and 
quotes therein. Here, we provide a simple method, called basic elements method, to help find 
the transitive closure. First, note that due to the symmetry of R, we consider only the elements 
under the principal diagonal. In the following, elements of R refer to those elements which are 
not on the diagonal. The steps of the basic elements method are as follows. 
Step 1. 
Step 2. 
Step 3. 
Mark the maximal element of R (if there are several, then choose one arbitrarily; the 
same applies to the following steps), and write down its row and column subscripts. 
Mark the maximal unmarked element of R, and write down its row subscript, Ic, and 
column subscript, 1. 
(i) If there is one and only one of k and 1 belonging to the set of marked subscripts, 
denoted as A, then replace A by B = A U {k, 1). Delete those unmarked elements 
of R that have subscripts in B. Go to Step 2. 
(ii) If Ic and 1 belong to two subscript sets C and D, respectively, then replace 
C and D by C U D. Delete those elements of R that have subscripts in C U D. Go to 
Step 2. 
Step 4. 
EXAMPLE 
(iii) If none of lc and 1 belongs to any subscript set, then repeat Step 2. 
If there are n - 1 elements marked (where n is the dimension of R), then stop. The 
transitive closure R* can now be obtained by replacing those deleted elements with 
the element marked at that step. 
2.1. Let matrix R be given as follows: 
- 1 
0.9 1 
0.3 0.2 1 
0.3 0.2 0.5 1 
R = 0.1 0.3 0.4 0.4 1 
0.2 0.2 0.3 0.3 0.8 1 
0.1 0.1 0.2 0.2 0.3 0.3 1 . . . . . 
0.1 0.3 0.1 0.2 0.2 0.4 0.1 1 . . 
LO.2 0.1 0.2 0.1 0.3 0.2 0.2 0.6 1 1 
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First, we mark (with boldface) the largest element of R, ~21 = 0.9, with subscript set, {1,2}. The 
next, largest element is ~65 = 0.8, with subscript set {5,6}. The next, largest element is rgs = 0.6, 
with subscript set {8,9}. The next largest is r4s = 0.5, with subscript set {3,4). The next 
largest, is r54 = 0.4. Since its subscripts are 4 and 5, we replace subscript sets {3,4} and {5,6} by 
their union {3,4,5,6} and delete elements r63, r64, and ~53 (single underlined). The next, largest 
is rss = 0.4, with subscripts 6 and 8. Thus, we replace {3,4,5,6} and {8,9} by {3,4,5,6,8,9} 
and delete elements 7-83, 7-84, 7-85, rg3, T-94, 7-95, and rgs (double underlined). The next largest is 
r75 = 0.3. Thus, we replace {3,4,5,6,8,9} by {3,4,5,6,7,8,9} and delete elements rg7, rg7, ~73, 
~74 and r7,j (dotted underlined). The next largest is rs1 = 0.3. However, since we have already 
marked 9 - 1 = 8 elements, we can now write out the transitive closure R* as follows: 
r 1 
0.9 1 
0.3 0.3 1 
0.3 0.3 0.5 1 
R’ = 0.3 0.3 0.4 0.4 1 
0.3 0.3 0.4 0.4 0.8 1 
0.3 0.3 0.3 0.3 0.3 0.3 1 
0.3 0.3 0.4 0.4 0.4 0.4 0.3 1 
0.3 0.3 0.4 0.4 0.4 0.4 0.3 0.6 1 
We can now write out the solutions to Equation (1.2) as follows: 
x1 =(1,0.9,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, 
x2 =(0.9,1,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, 
x3 =(0.3,0.3,1,0.5,0.4,0.4,0.3,0.4,0.4)T, 
x4 =(0.3,0.3,0.5,1,0.4,0.4,0.3,0.4,0.4)T, 
X5 =(0.3,0.3,0.4,0.4, 1,0.8,0.3,0.4,0.4)T, 
X6 =(0.3,0.3,0.4,0.4,0.8, I,0.3,0.4,0.4)T, 
X7=(0.3,0.3,0.3,0.3,0.3,0.3,1,0.3,0.3)T, 
Xs =(0.3,0.3,0.4,0.4,0.4,0.4,0.3, 1,0.6)T, 
X9 =(0.3,0.3,0.4,0.4,0.4,0.4,0.3,0.6,1)T. 
Finally, having obtained the Xj’s, we can immediately get the characteristic solutions of Equa- 
tion (1.2). To save space, the details are omitted here. 
It can be shown that for each X E [O, 11, the collection of all characteristic solutions of Equa- 
tion (1.2), @(R), is a turning-vector space [l]. In addition, the distinct elements in fix(R) form 
the unique standard base. We call aA the characteristic solutions space of Equation (1.2). 
EXAMPLE 2.2. Let matrix R be given as in Example 2.1. Then for X1 E [0,0.3], X2 E (0.3,0.4], 
X3 E (0.4,0.5], x4 E (0.5,0.6], x5 E (0.6,0.8], As E (0.8,0.9], and A7 E (0.9,1], we get, the following 
seven characteristic solutions spaces @(R) (i = 1,2,. . . , 7), which are all turning-vector spaces: 
@(R) = (Xl), 
S@(R) = (X21,X22,X23), 
C@(R) = (X31,X32, X33, X34, X35), 
+(R) = (X41,X42,X43,X44,X45,X46), 
0’” (R) = (X51, X52, X53, X54, X55, X56, X57), 
fix”(R) = (X61, X‘j2, X63, X64, X65, X66, X67, X68), 
o”(R) = (X71, X72, X73, X74, X75, X76, X77, X78, X7’), 
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where (o) is the turning-vector space generated by (Y, and 
x1 = (~l,~l,~l,~l,~lr~l,~l,~l,~l)T, x56 = (0.3,0.3,X!j,0.5,0.4,0.4,0.3,0.4,0.4)T, 
X21 =(O.~,O.~,X~,X~,X~,X~,O.~,X~,XZ)~, x57 = (X~,Xa,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, 
x22 = (0.3,0.3,0.3,0.3,0.3,0.3, Xz,0.3,0.3)T, X6r = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,0.6,&j)T, 
x23 = (X2, X2,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, X62 = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,XG,0.6)T, 
x31 = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,X3,X3)T, X63 = (0.3,0.3,0.3,0.3,0.3,0.3, Xs,0.3,0.3)T, 
x32 = (0.3,0.3,0.3,0.3,0.3,0.3,X3,0.3,0.3)T, X64 = (0.3,0.3,0.4,0.4,0.8, &,0.3,0.4,0.4)T, 
x33 = (0.3,0.3,0.4,0.4, X3,X3,0.3,0.4,0.4)T, X65 = (0.3,0.3,0.4,0.4,&,0.8,0.3,0.4,0.4)T, 
x34 = (0.3,0.3,X3,X3,0.4,0.4,0.3,0.4,0.4)T, X66 = (0.3,0.3,0.5,&,0.4,0.4,0.3,0.4,0.4)T, 
x35 = (X3, X3,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, X67 = (0.3,0.3,&j,0.5,0.4,0.4,0.3,0.4,0.4)T, 
x41 = (0.3,0.3,0.4,0.4,0.4,0.4,0.3, X4,X4)T, X68 = (A,, x6,0.3,0.3, 0.3,0.3,0.3, 0.3,0.3)T, 
x42 = (0.3,0.3,0.3,0.3,0.3,0.3,X4,0.3,0.3)T, X7r = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,0.6,X7)T, 
x43 = (0.3,0.3,0.4,0.4, X4,X4,0.3,0.4,0.4)T, X72 = (0.3,0.3,0.4,0.4,0.4,0.4,0.3, X7,0.6)T, 
x44 = (0.3,0.3,0.5,X4,0.4,0.4,0.3,0.4,0.4)T, x73 = (0.3,0.3,0.3,0.3,0.3,0.3, X7,0.3,0.3)T, 
x45 = (0.3,0.3,X4,0.5,0.4,0.4,0.3,0.4,0.4)T, x74 = (0.3,0.3,0.4,0.4,0.8,X7,0.3,0.4,0.4)T, 
x46 = (X4,X4,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, X75 = (0.3,0.3,0.4,0.4, X7,0.8,0.3,0.4,0.4)T, 
X5’ = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,0.6, X5)T, x76 = (0.3,0.3,0.5,X7,0.4,0.4,0.3,0.4,0.4)T, 
X52 = (0.3,0.3,0.4,0.4,0.4,0.4,0.3,X5,0.6)T, x77 = (0.3,0.3,X7,0.5,0.4,0.4,0.3,0.4,0.4)T, 
x53 = (0.3,0.3,0.3,0.3,0.3,0.3,X5,0.3,0.3)T, x78 = (0.9,X7,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T, 
x54 = (0.3,0.3,0.4,0.4, X5,/&0.3,0.4,0.4)T, x7g = (X7,0.9,0.3,0.3,0.3,0.3,0.3,0.3,0.3)T. 
x55 = (0.3,0.3,0.5,X5,0.4,0.4,0.3,0.4,0.4)T, 
3. THE CHARACTERISTIC SOLUTION 
AND CLUSTER ANALYSIS 
In this section, we explore the relationship between the characteristic solutions and the cluster 
analysis. 
Assume that the similarity relations of the samples are given by matrix R. Then, we can 
perform the cluster analysis without using the transitive closure R*. Such a method is called 
WKL dynamic direct clustering (71. The basic steps are as follows: 
Step 1. Establish the similarity relations R among samples. 
Step 2. Determine the base elements of R. 
Step 3. Draw the clusters based on the value and coordinates of the base elements. 
EXAMPLE 3.1. For the problem given by Example 2.1, we can get the clustering shown in Fig- 
ure 3.1 using the WKL dynamic direct clustering method. 
Therefore, if the clustering level is Xi (i = 1,2,. . . ,7), then the number of clusters is the same 
as the number of the basic vectors of the characteristic solutions space. For instance, at a level 
of X.5 E (0.6,0.8), there are seven classes of clustering, and there are seven basic vectors in the 
characteristic solutions space O’“(R). 
Generally, for any given dual fuzzy similarity equation R o X = X and any X E [0, 11, the 
number of basic vectors in the characteristic solutions space Q’(R) is equal to the number of 
clusters at level X, with R representing the similarity relations of the samples. 
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Figure 3.1. The clustering of Example 3.1. 
4. CONCLUDING REMARKS 
In this article, we introduced the concept of dual fuzzy similarity relation equations RoX = X. 
We also provided a method to find all the characteristic solutions using the basic elements of R. 
We notice the relationship between the characteristic solutions space and the maximal supporting 
tree of the complete weighted graph corresponding to R. The results of this article can be 
generalized to the distance relations. Being limited by space, we shall not go into the details. 
Some problems remain open. For example, what is the solution space of Equation (1.2)? Are 
there any solutions other than those given in this article? 
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