Abstract. We study invariant percolation processes on the d-regular tree that are obtained as a factor of an iid process. We show that for large d, the density of any such percolation process with finite size clusters is at most (1 + o(1))(log d)/d. This bound is optimal as it can be realized by independent sets of the d-regular tree. We also provide upper bounds to the density of factor of iid percolation processes in terms of its correlation between two neighbouring vertices.
Introduction
Let Informally speaking, the factor is a rule that decides the value of the root by considering the randomly labelled tree from the point of view of the root itself. Given any other vertex v, the value of the process at v is determined by shifting v to the root, which naturally permutes the labels, and then applying the rule for the root. The prototypical example of FIID percolation is Bernoulli percolation: for each p ∈ [0, 1] the factor associated to Bernoulli percolation on T d of density p is f (ω) = 1 {ω(•)≤p} .
FIID processes over T d , or more generally over Cayley graphs of non-amenable groups, have been of much interest in probability, combinatorics, computer science and ergodic theory. Recently, they have been used as randomized algorithms to construct and estimate important graph parameters such as maximal independent sets, perfect matchings, large cut sets, eigenvectors, etc. See [6, 8, 9, 10, 12, 15, 18, 20, 21, 22] and the references therein for examples.
FIID processes also arise naturally in the theory of sparse graph limits as developed by Hatami, Lovász and Szegedy [16] . The authors pose the question of what processes over large graphs can be realized as FIID processes on T d , and make the conjecture that all reasonable optimization problems over random d-regular graphs can be approximated by FIID processes over T d (see [16] , Conjecture 7.13). The conjectured was refuted for maximal independent sets by Gamarnik and Sudan [13] , followed by an asymptotically optimal approximation gap, in d, established by Rahman and Virág [25] . On the other hand, the conjecture is true for perfect matchings [9, 22] and covariance structures [2] .
In this paper we study FIID percolation processes and show as a result of the main theorem that maximal density percolation processes with bounded components on random d-regular graphs can not be realized as FIID percolation processes on T d . The conclusion is similar to that for independent sets, however, we need to introduce some notation before it can be stated.
The T d with components of size one, which is called an independent set, that has density asymptotic to (log d)/d as d → ∞ [20] . On the other hand, large random d-regular graphs contain independent sets of size density (2 + o(1)) log d d for large d [11] . Interestingly, the largest size density of induced subgraphs of random d-regular graphs whose components remain bounded as the size of the graph becomes arbitrarily large is also (2 + o(1)) log d d [24] . 
Alternatively, if avdeg(Y
The result stated in terms of the average degree follows from the one in terms of the correlation because corr( 
The natural question that arises following Theorem 1.1 is whether there is a bound on the density of FIID percolation on T d in terms of the correlation. That is, suppose
There is no density bound if c = 1. Indeed, Bernoulli percolation on T d has correlation 1 and density p for any desired p ∈ [0, 1]. Also, Lyons [21] constructs, as a weak limit of FIID percolations on T d , a density 1/2 percolation on T d with correlation 1 − O(1/ √ d) for every d. His construction can be utilized to get any desired density. On the other hand if c < 1 then there is a bound on the density of order O((log d)/d).
Also, given 0 ≤ c < 1 there exists a sequence of percolations {Z d } with corr(Z d ) = c and
The upper bound also holds if corr(Y d ) ≥ c > 1 for every d, and the proof remains unchanged. We expect these bounds to be suboptimal but do not know how to improve upon them in a general setting.
The proofs of Theorems 1.1 and 1.3 are based on the close connection between FIID processes on T d and their projections onto random d-regular graphs. We will explain how to project a FIID percolation on T d to a large, random d-regular graph. This will result in a percolation process on random d-regular graphs whose local statistics, such as the density and correlation, are close to that of the original with high probability. Then we use combinatorial properties of random d-regular graphs to bound the probability of observing a percolation process whose statistics are close to that of the original. This procedure results in a fundamental non negativity condition for an entropy type functional that can be associated to the FIID percolation process. From there we proceed to show that the entropy functional is non negative only if the density is small with respect to the correlation.
The strategy of proof is similar to what has been done for independent sets [25] . The difference lies in a more technical analysis of the aforementioned entropy functional for FIID percolation processes. This is done in Section 4.1. Finally, we note that the entropy functional that we come upon has been studied by Bowen [5] , who developed an isomorphism invariant for free group actions on measure spaces in order to resolve questions in ergodic theory. Backhausz and Szegedy [3] have also used similar entropy arguments to show that certain processes in random d-regular graphs can not be represented on trees.
Random regular graphs and entropy for FIID processes
We use the configuration model (see [1] chapter 2.4) as the probabilistic method to sample a random d-regular graph, G n,d , on n labelled vertices. It is sampled in the following manner. Each of the n distinct vertices emit d distinct half-edges, and we pair up these nd half-edges uniformly at random. (We assume that nd is even.) These nd/2 pairs of half-edges can be glued into full edges to yield a random d-regular graph. Note that the resulting graph can have loops and multiple edges. There are (nd)!! = (nd − 1)(nd − 3) · · · 3 · 1 such graphs. We denote this set of multigraphs by G n,d .
In order to project FIID processes on T d onto G n,d it is necessary to understand the local structure of G n,d . It is well known (see [19] chapter 9.2) that the number of cycles of length ℓ in G n,d converges in moments to a Poisson random variable with mean (d − 1) ℓ /2ℓ. Consequently, for every constant L, the expected number of cycles in G n,d of length at most L remains bounded as n → ∞.
It follows from the fact above that locally G n,d is a tree around most vertices. Indeed, if the r-neighbourhood, N G (v, r), of a vertex v in a graph G is not a tree then it contains a cycle of length at most 2r. Thus, N G (v, r) is a tree if v is not within graph distance r of any cycle in G with length at most 2r. Since N G n,d (v, r) contains at most d r vertices, and the expected number of cycles in G n,d of length at most 2r is bounded in n, the expected number of vertices in G n,d such that N G n,d (v, r) is not a tree remains bounded in n for every fixed r. An equivalent formulation is that if • n is a uniform random vertex of G n,d then for every r ≥ 0
2.1. Projecting FIID processes onto random regular graphs. For simplicity let
. Following Lyons [21] , we say a factor f is a block factor if there exists a finite r such that f :
The smallest such r is the radius of the factor. It is well known [21] that given a FIID process Φ on T d with factor f it is possible to find block factors f n such that the corresponding processes Φ n converge to Φ in the weak topology. As such, for any FIID percolation process Y there exists approximating percolation processes Y n having block factors such that den(Y n ) → den(Y) and corr(Y n ) → corr(Y). Henceforth, we assume that all factors associated to FIID percolation processes on T d are block factors. We now explain how to project a FIID process Φ with block factor f of radius r onto a d-regular graph G ∈ G n,d . Recall that f maps to a finite set χ, which we take to be {0, 1, . . . , q}. We begin with a random labelling X = (X(v), v ∈ V (G)) of G. Given any vertex v ∈ G if its r-neighbourhood is a tree then set Φ G (v) = f (X(u), u ∈ N G (v, r)). This is allowed since N G (v, r) = T d,r by assumption. Otherwise, set Φ G (v) = 0. The process Φ G is the projection of Φ onto G.
If we project Φ to G n,d then the projection Φ G n,d has the property that its local statistics converge to the local statistics of Φ as n → ∞. To be precise, let (• n , • ′ n ) be a uniform random directed edge on G n,d . Note this implies that • n is a uniform random vertex of G n,d . Also, let • be the root of T d with a neighbouring vertex • ′ . Then for any i, j ∈ χ, the probabilities
To see this, observe that the value of the pair (
) depends only on the labels on the r-neighbourhood of the edge (
In our proof we need more than the convergence of local statistics. We require that the random quantities
In other words, we require that the empirical values of the local statistics of Φ G n,d are close to their expected value with high probability. Given the convergence of the local statistics of Φ G n,d shown above, this would imply that the empirical local statistics of Φ G n,d are close to the local statistics of Φ. To achieve this we use the Azuma-Hoeffding concentration inequality: given a product probability space (Ω n , µ n ) and a function h : Ω n → R, if h is L-Lipschitz with respect to the Hamming distance in Ω n then
In our case we fix a graph G ∈ G n,d and consider the probability space generated by a random labelling X of G. The function h is taken to be #{(u, v) ∈ E(G) :
We verify that h is Lipschitz as a function of the labels with Lipschitz constant at most 2d r+1 (recall that r is the radius of the factor associated with Φ). If the value X(w) of the label at w is changed to X ′ (w) then the value of the pair (Φ G (u), Φ G (v)) can only change for edges (u, v) that are within graph distance r of w. Otherwise, the labels used to evaluate (Φ G (u), Φ G (v)) does not contain X ′ (w). Therefore, the number of directed edges (u, v) where the value of Φ G can change is at most 2d r+1 , which is a trivial upper bound on the number of edges that meet N G (w, r).
From the Azuma-Hoeffding inequality we conclude that
Due to the convergence of local statistics we can replace
in the inequality above at the expense of increasing the constant 8d 2r . Moreover, by taking a union bound over all i, j ∈ χ we deduce from the inequality above that for some constant C d,r,q = O(d 2r log q),
2.2. Counting percolation processes on graphs. From (2.3) we see that we can prove bounds on the local statistics of Φ if we can use the structural properties of G n,d to deduce bounds on the empirical value of the local statistics of Φ G n,d . We achieve the latter by combinatorial arguments. On any graph G ∈ G n,d , the process Φ G creates an ordered partition Π of V (G) with q + 1 = #χ cells, namely, the sets Π(i) = Φ −1
(It is ordered in the sense that the cells are distinguishable.) Associated to Π is its edge profile, defined by the quantities
As we have noted earlier, if we pick a uniform random directed edge (
In particular, the matrix P = P (i, j) {i,j∈χ} and the vector π = (π(i)) {i∈χ} are probability distributions over χ 2 and χ, respectively. Also, the marginal distribution of P along its rows is π, and P is symmetric because (• n , • ′ n ) has the same distribution as (• ′ n , • n ). Our chief combinatorial ingredient, in particular where we use the structural property of G n,d , is computing the expected number of ordered partitions of G n,d that admit a given edge profile. From (2.3) we see that any FIID process Φ admits, with high probability, an ordered partition of V (G n,d ) with edge profile close to
Thus, if the probability of observing a partition of G n,d with this edge profile is vanishingly small then the process Φ can not exist on T d . Bounding the probability of observing partitions with a given edge profile is difficult, so instead we bound the expected number of such partitions, which serves as an upper bound to the probability.
Let Z(P, π) = Z(P, π, G) be the number of ordered partitions of V (G) with edge profile (P, π). The entropy of a discrete probability distribution µ is
where poly(n, d) is a polynomial factor.
Proof. The number of candidates for ordered partitions Π on V (G n,d ) that induce the edge profile (P, π) on G n,d is the multinomial term n π(i)n;i∈χ . This is the number of ways to partition V (G n,d ) into q + 1 distinguishable cells such that the i-th cell has size π(i)n. (Of course, we may assume that (P, π) is a valid edge profile so that the numbers π(i)n and P (i, j)nd are all integers.)
For any such ordered partition Π, the probability that its edge profile in
The first product counts the ways to partition the ndπ(i) half edges from Π(i) into distinguishable cells Π(i, j). The half edges in Π(i, j) are to be paired with half edges from Π(j, i). The second and third products count the number of ways to achieve these pairings. As each configuration of pairings appear with probability 1/(nd)!!, the formula above follows. From the linearity of the expectation it follows that
To analyze the asymptotic behaviour of (2.4) we use Stirling's approximation:
. From Stirling's approximation we can easily conclude that
Here, the ρ i m are non negative integers such that ρ 0 + . . . + ρ q = 1. From these two estimates we can simplify (2.4). We ignore writing polynomial factors in n and d explicitly. We get
. From Stirling's formula and after some algebraic simplifications the latter term becomes poly(n, d) e
Algebraic simplification shows that it equals H(P ) − H(π). Consequently,
and the above simplifies to the formula in the statement of the lemma.
We now have the ingredients to prove a key inequality about FIID processes on trees.
will be denoted the entropy functional for Φ.
Proof. For any two matrices
admits an ordered partition with edge profile (P, π) satisfying ||P −P Φ || ≤ ǫ .
Observe that there are at most (2nd) (q+1) 2 edge profiles (P, π) that satisfy ||P −P Φ || ≤ ǫ.
Indeed, any such P has entries P (i, j) that are rational numbers of the form a/nd with 0 ≤ a ≤ (P Φ (i, j) + ǫ)nd. Since P Φ (i, j) + ǫ ≤ 2 for every entry P Φ (i, j), there are no more than 2nd choices for a. As there are (q + 1) 2 entries, the bound follows. From Lemma 2.1 and a union bound we observe that
is continuous with respect to the norm ||·||. Continuity implies that there exists δ(ǫ) → 0 as ǫ → 0 such that
On the other hand, from the concentration inequality (2.3) we see that P [A(ǫ)] → 1 as n → ∞ for every ǫ since
This implies from (2.6) that P [A(ǫ)] → 0 and provides a contradiction.
Proof of Theorem 1.3
We prove Theorem 1.3 before Theorem 1.1 because it serves as an introduction to the ideas used to prove the latter, which are of a more technical nature. We begin with the proof of the upper bound.
Let
In terms of the correlation and density of Y d we have
Set h(x) = −x log x for 0 ≤ x ≤ 1. (Throughout the paper we use the convention that h(0) = 0.) For convenience we write
Before we can analyze this inequality we need to conclude from the fact that ρ d ≤ c that α d → 0 as d → ∞. Suppose otherwise, for the sake of a contradiction. By moving to a subsequence in d we may assume that α d → α ∞ > 0 and ρ d → ρ ∞ ≤ c < 1. Then dividing (3.1) through by d and taking the limit in d we see that
It is straightforward to show from differentiating with respect to ρ ∞ that the term above it uniquely maximized at ρ ∞ = 1, for any α ∞ > 0. However, when ρ ∞ = 1, the three terms involving ρ ∞ simplify to give 2[h(α ∞ ) + h(1 − α ∞ )]. (This, of course, follows from subadditivity of entropy and the fact that the entropy of a pair of distributions is maximal when they are independent.) Thus, when ρ ∞ = 1 the term above equals zero, but is otherwise negative for ρ ∞ < 1 and α ∞ > 0. This contradicts the inequality above and allows us to conclude that
Now, we analyze the asymptotic behaviour of α d from (3.1). The following two properties of h will be utilized. First, h(xy) = xh(y) + yh(x) for all x, y ∈ [0, 1]. Second, from Taylor expansion,
We get that
where the inequality follows due to
After simplifying, we get that
, where the big O term comes about due to α d → 0. Therefore,
The top order terms are h(α d ) and 
From Theorem 2.2 we conclude that
, we deduce that β d is no more than the smaller of the two roots of the quadratic polynomial above. Solving for the root by using the quadratic formula gives
The upper bound of Theorem 1.3 follows immediately because Ψ is a decreasing function.
3.1.
In the following calculation we ignore the 1 − o(1) factor from den(I d ) for tidiness. It does not affect the conclusion and introduces the o(1) term in the statement of the lower bound from Theorem 1.3. Continuing from the above we see that den(
. Setting the correlation equal to c and solving for x in terms of p gives x = 
It follows directly from the bound above that
we can analyze the terms of entropy functional about α = den(Y d ) and proceed as before. We will be able to conclude that for the entropy functional to remain non negative the density of
This bound beats the bound in (3.2) only if
4. Proof of Theorem 1.1
From Theorem 1.3 we conclude that lim sup d→∞
The key step to prove Theorem 1.1 is to use the entropy inequality, but for many copies of the percolation process Y d coupled in a particular way. We apply the entropy inequality to the edge profile associated to the coupled copies, and similar to the proof of Theorem 1.3, derive the conclusion by analyzing an appropriate upper bound to the entropy. The bound follows from an important convexity argument. We begin with the derivation of this upper bound. Once it is established, which is in Lemma 4.1, the remaining argument follows the same logic as for independent sets.
4.1.
Upper bound for the entropy functional. In order to derive bounds on the density of a FIID percolation process we must upper bound the entropy functional in terms of the probability distribution π associated with its edge profile (P, π). The subadditivity of entropy implies that for any edge profile (P, π), the entropy H(P ) ≤ 2H(π), which in turn implies that (d/2)H(P ) − (d − 1)H(π) ≤ H(π). However, this is useless towards analyzing the entropy inequality since H(π) ≥ 0. In fact, this upper bound is sharp if and only if P (i, j) = π(i)π(j) for all pairs (i, j). However, any high density percolation process Y d whose correlation satisfies the hypothesis of Theorem 1.1 can not have an edge profile with this property. In order to derive a suitable upper bound we have to bound the entropy functional subject to constraints on the edge profile induced by small correlations.
We derive such a bound from convexity arguments that take into account the constraints put forth by small correlations. Although our bound is not sharp, it appears to become sharp as the degree d → ∞. This is the reason as to why we get an asymptotically optimal bound on the density as d → ∞. When the correlations do not converge to zero the bound becomes far from sharp and we can not get bounds on he density that improve upon Theorem 1.3 in a general setting.
Before proceeding with the calculations we introduce some notation and provide the setup. Let (P, π) be an edge profile such that the entries of P are indexed by χ 2 , where #χ = q + 1 ≥ 2. Suppose that there is a subset Λ ⊂ χ 2 with the following properties.
• Λ is symmetric, that is, if (i, j) ∈ Λ then (j, i) ∈ Λ.
• There exists an element 0 ∈ χ such that Λ does not contain any of the pairs (0, j) for every j ∈ χ.
• There are positive constants K ≤ 1/(eq) and J such that P (i, j) ≤ K for all (i, j) ∈ Λ and π(i) ≤ J for all i = 0.
Set Λ i = {j ∈ χ : (i, j) ∈ Λ}, and define the quantities
In our application both K and J with converge to zero with d while χ stays fixed, so the bounds stipulated on K and J will be satisfied for all large d.
Lemma 4.1. With the setup as above the following inequality holds:
Proof. We use the concavity of the function h(x) = −x log x, which can be verified from taking second derivatives. Using the identity h(xy) = xh(y) + yh(x) we get
To bound i π(i)h(
π(i) ) we consider the summands for i ∈ Λ j and i / ∈ Λ j separately.
Jensen's inequality applied to h(x) implies that
Since π(Λ 0 ) = P (Λ 0 ) = 0, the first sum from (4.1) is empty for j = 0 and the second equals h(π(0)). We analyze the bound on second sum from (4.1) for j = 0.
). The first of these two terms, (1 − P (Λ j ) π(j) )h(π(j)), simplifies to h(π(j)) + P (Λ j ) log(π(j)). The second term satisfies π(j)h(1 −
Since π(Λ j )h
The last two terms of (4.2) contribute to the error term involving J and K. From the hypotheses we have π(j) ≤ J and π(Λ j ) ≤ #Λ j J ≤ qJ, so that π(j)π(Λ j ) ≤ qJ 2 . The function h(x) is also increasing for x ≤ 1/e, and since P (Λ j ) ≤ qK ≤ 1/e, we see that
This implies from (4.2) that for j = 0, i π(i)h(
, and the inequality from the statement of the lemma follows immediately. 
The edge profile of this process can be described as follows. For subsets S, T ⊂ {1, . . . , k},
Observe that den(Y d ) = π({i}) for any i, and if S ∩ T = ∅ then
We describe some important properties of the coupled processes that will be used to complete the proof of Theorem 1.1. Since the statement of the theorem is about the scaled density π({1}) d log d , we need to find a probabilistic interpretation for these scaled quantities. We use the coupling to find such an interpretation for the ratio
Define the normalized density α(S) for any non empty and finite set S ⊂ {1, 2, 3, . . .} by
Since the coupled percolation processes is exchangeable, α(S) = α({1, . . . , #S}) for all S. For convenience, we write α i,d = α({1, . . . , i}) and call these the intersection densities of the processes
. . (although, these densities are normalized by the factor of (log d)/d). A key observation is that the ratios α i,d /α 1,d can be realized as the moments of a random variable.
This random variable is defined on a new probability space, which is obtained from the original probability space generated by the random labels X d by essentially restricting to the support of the factor f Y d . The new sample space is the set {f
, and the new expectation operator E * is defined by
for any measurable random variable U defined on {f Y d ≡ 1}. In the following, we write
If F is a σ-algebra containing the σ-algebra generated by Y 0 (•), then for any random variable U defined on the original probability space we have
This is to be interpreted by restricting F to {f Y d ≡ 1} on the left and the random variable E [U | F] to {f Y d ≡ 1} on the right. To prove this suppose that Z is a Fmeasurable random variable. Then,
, which we denote the stability, on the restricted probability space as follows. Set
In an intuitive sense the stability is the conditional probability, given the root is included in the percolation process, that it remains to be included after re-randomizing the labels. The ratio of the intersection densities can be realized as moments of the stability:
Hence,
Observe that the Y j are independent of each other conditioned on (
Since Y 0 is measurable with respect to X 0 d we see that
. We will require the following continuity lemma about the stability. 
Proof. Recall we had assumed that the factor f Y d is a block factor with some radius r = r d < ∞. The parameter p enters into E * [Q u ] through the random finite set {v ∈ V (T d,r ) : Ber
This is a polynomial in p, and by conditioning on the output of Ber
can be expressed as a convex combination of terms that are free of p with coefficients given by these probabilities. Thus, E * [Q u ] is a polynomial in p as well.
When p = 0 the process Ber 
. We apply the upper bound from Lemma 4.1 to the entropy functional associated to the edge profile (P, π). We take χ = {0, 1} k , the role of the element 0 is taken by the empty set, and Λ = {(S, T ) : S ∩ T = ∅}. For all large d we may take K = 100ǫ d 
The key point to note is that
It remains to find the contribution from the term H(π) − (d/2)π 2 (Λ), which will be of order 
Similarly, for S = ∅, h(π(S)) ≤ β(S)
This provides the following critical upper bound on the entropy functional.
From the non negativity of the entropy functional in Theorem 2.2 we deduce that the right hand side of (4.5) must be non negative for all large d. In particular, the coefficient of the leading order term is non negative for all large d. As such,
For the analysis of (4.6) it is convinient to parametrize π through the intersection densities of the coupled process, as is defined in (4.4) , and then express (4.6) in terms of those densities. The principle of inclusion and exclusion provides the following relation between the β(S) and the intersection densities α(S) defined in (4.4).
We now show that the term involving the β(S) in (4.6) can be rewritten as
The term S =∅ β(S) equals i (−1) i−1 k i α i,d because both terms are equal to the normalized density
The relations (4.7) and (4.8) imply that the quantity α(S) 2 
Recall the binomial identity
for any integer t ≥ 1. Using this to simplify the last equation above implies
We now express (4.6) in terms of the stability. Let Q d denote the stability of
for all i ≥ 1. Henceforth, we denote the operator
for 0 ≤ x ≤ 1, we translate the inequality from (4.6) via the identity (4.9) into lim inf 
. Now pass to the subsequence d i and take limits in (4.10). The quantity α 1,d may not have a limit but since we assume, for sake of a contradiction, that α 1,d ≥ α > 1, we deduce from taking limits in the d i that for that for all k ≥ 1
We want to take the limit in k as well but we must be careful. The function s k (x) monotonically converges to 1/x for x ∈ [0, 1]. So by taking limits in k in (4.11) and using the independence of Q and R we conclude that 2E [ To deal with these issues we have to use the parameter p that is at our disposal in the construction of the coupling and use Lemma 4.2 to control expectations involving Q. To proceed, fix a parameter u > 0 and for each d, pick p = p d,u in the construction of the coupling such that E [Q u d ] = 1/α. This can be done due to the continuity of expectations given by Lemma 4.2 and the assumption that α > 1. Setting the expectation to 1/α turns out to be a judicious choice for arriving at a contradiction.
Three cases can arise: 
The latter probability is 2q − q 2 due to Q and R being independent and identically distributed. By dividing the inequality in (4.11) by k and taking a limit we conclude that
Now, since for x ∈ [0, 1], we have that 1 x=0 ≤ 1 − x u . It follows from here that
Simplifying the latter inequality gives α ≤ 1; a contradiction.
Fix 0 < ǫ < 1, and write
Observe from the positivity of s k that
The latter two terms are equal by symmetry, so
The fact that s k (x) is decreasing in x and R ≤ 1 imply that s k (QR) ≥ s k (Q). Together with the independence of Q and R we deduce that
Consequently,
The inequality in (4.11) is
. The bounds from (4.12) and (4.13) imply that
.
Since E [s k,≤ǫ (Q)] → ∞ with k we can take a limit in k to conclude that
As ǫ → 0 the probability P [Q > ǫ] → P [Q > 0] = 1, by assumption. Thus, α ≤ 1; a contradiction.
Case 3: E [1/Q] is finite. Since s k (x) monotonically converges to 1/x as k → ∞, we deduce from (4.11) that for all u > 0. However, as u → 0 we see that α ≤ 1. This final contradiction completes the proof of Theorem 1.1.
Proof of Corollary 1.2. If Y is a FIID percolation process on T d that has finite components with probability one, then the components of Y are all finite trees. Thus, the component of the root provides a measure on finite, rooted trees with the root being picked uniformly at random (due to invariance and transitivity). If a tree has n vertices then the expected degree of a uniform random root is 2(n − 1)/n ≤ 2. This implies that the average degree of the root of T d , given that it is included in Y, can not be larger than 2. As such, the hypothesis of Theorem 1.1 applies in this situation.
FIID edge orientations and percolation with finite components
We conclude the paper with some results on FIID processes on trees that may be of interest. In particular, we will explain a combinatorial construction of Endre Csóka that provides an exact value to the largest density of FIID percolation on T 3 with finite components. Csóka's percolation process can be derived through an appropriate invariant edge orientation of T 3 . Finally, in the theme of edge orientations we will show, using the existence of FIID perfect matchings on T d due to Lyons and Nazarov [22] , that there exists a FIID edge orientation of T d with no sources or sinks.
An important tool used to derive some of the aforementioned results is the Mass Transport Principle (MTP) for invariant processes on trees. Suppose F :
invariant process and • is the root of T d then the MTP states that
To see why this holds note that for any vertex v there exists an automorphism γ of T d that swaps v and •. Consequently, F (•, v, Φ) = F (v, •, γ·Φ) and after taking expectations and using the invariance of Φ we conclude that
The identity follows from summing over all vertices.
We can deduce from the MTP that any invariant percolation process on T d with finite components has density at most d/(2d − 2). Indeed, for any such percolation process This upper bound is sharp for T 2 , which is a bi-infinite path, because Bernoulli percolation has finite components at any density p < 1. However, if d > 4 then a result of Bau et. al. [4] implies that FIID percolation processes on T d can not achieve density arbitrarily close to d/(2d − 2). The cases for d = 3 or d = 4 is rather interesting. The upper bound of 2/3 for T 4 can not be ruled out by counting arguments, but the best known lower bound is 0.6045 due to a construction of Hoppen and Wormald [17] . We suspect that the upper bound of 2/3 is optimal. For d = 3, a construction of Csóka's confirms the upper bound of 3/4 as optimal [7] .
Theorem 5.1 (Csóka (unpublished)). There is an invariant percolation process on T 3 having density 3/4 that can be obtained as a weak limit of FIID processes.
We explain Csóka's construction in a heuristic manner. The idea is to greedily construct an invariant percolation process such that the components have at most two ends, i.e., each component contains at most two edge disjoint infinite rays. Then the components can be made finite through a Bernoulli percolation at any density p < 1. The percolation process is constructed by starting with a random labelling X of V (T 3 ) and processing the vertex v at 'time' X(v). The vertices are coloured either blue or red as follows. The vertex v is coloured red if in the partial colouring observed until time t < X(v), there are three monochromatic infinite blue rays emanating from the three neighbours of v. Otherwise, v is coloured blue. The required process is the set of blue vertices.
The description of the process above does not immediately imply that the density of blue vertices is 3/4 or that the components have at most two topological ends. There is an alternate way to view this process, in terms of edge orientations of T 3 , which makes these properties clear. This argument was explained to us by Viktor Harangi. There exists, as a weak limit of FIID processes, an invariant orientation of the edges of T 3 such that the out-degree of every vertex is ether 1 or 3 [14] . The blue vertices can be realized as the set of vertices with out-degree 1. To see that they have density The components of the blue vertices are infinite because the outgoing edge from any blue vertex points to another blue vertex, and following these outgoing edges gives an infinite blue ray emanating from any blue vertex. However, it is known (see [23] Proposition 8.17) that if an invariant percolation process on T d has infinite components and average degree 2 then its components have at most 2 ends. The average degree of the blue vertices can be computed via the MTP. Indeed, given any blue vertex send mass 1 along its unique outgoing edge to the other endpoint. If the root • is blue then the sum of the mass entering and leaving • is its number of blue neighbours. Both terms of this sum are equal in expectation by the MTP, and the mass leaving • is 1 (provided that it is blue). Consequently, the average degree of the blue vertices is 2 by definition.
We conclude with a result on FIID edge orientation of T d that may be of independent interest. Given any edge orientation of a graph G, a vertex v is called a source if all edges that are incident to v are oriented away from it. If all incident edges are oriented towards v, then v is a sink. We show that there exists a FIID edge orientation of T d , for d ≥ 3, that has no sources or sinks. Such an orientation can not exists for the bi-infinite path T 2 . Indeed, there are only two edge orientations of T 2 with no sources or sinks: either all edges point to the right or all point to the left. However, the uniform distribution on these two orientations can not be a FIID process because it is not mixing. Proof. We use the existence of a FIID perfect matching on T d for every d ≥ 3, which is due to Lyons and Nazarov [22] . We select such a perfect matching and orient its edges independently and uniformly at random. Then we remove the oriented edges of the matching and are left with a forest whose components are isomorphic to T d−1 . We continue with this procedure of selecting a FIID perfect matching from the components, orienting those edges at random and then removing them from the graph until we are left with a forest whose components are isomorphic to T 3 . We will be successful if we can orient just the edges of T 3 with no sources or sinks as a FIID process.
Henceforth, we explain how to orient the edges of T 3 in such a manner. Begin by finding a FIID perfect matching on T 3 and then orient the edges of the matching independently and uniformly at random. The un-oriented edges span a graph whose components are isomorphic to T 2 , i.e., the graph is a disjoint union of bi-infinite paths.
Consider any such path L. The oriented perfect matching partitions L into contiguous finite paths L n , n ∈ Z, which are characterized by the following properties.
First, L n is incident to L n+1 via an edge {v n , v n+1 } in L. Second, for every n, the edges of the perfect matching that meet L n are all oriented in 'parallel', either all pointing towards L n or away from it. Finally, the edges of the matching that meet L n+1 are oriented in the opposite direction compared to the (common) orientation of those edges of the matching that meet L n . The reason the paths L n are finite is because the edges of the matching that are incident to L are oriented independently. We can think of the L n s that are pointing towards the matching as the output of a Bernoulli percolation on L at density 1/2.
To complete the orientation we first orient all the edges on the path L n in the same direction. As there are two possible directions, we choose one at random. This is done independently for each L n on each un-oriented component L. The finiteness of the L n is crucial to ensure that these orientations can be done as a FIID. Following this, any vertex in the interior of the path L n has one edge directed towards it and another directed away. This ensures that such a vertex can not form a source or a sink.
The vertices that can form sources or sinks are those at the endpoints of any path L n . Also, the un-oriented edges that remain are the {v n , v n+1 } which connect two contiguous paths L n and L n+1 on a common component L. Observe that the endpoints of these edges are precisely the vertices that can form sources and sinks. Given such an edge {v n , v n+1 } let u n (resp. u n+1 ) be the neighbour of v n (resp. v n+1 ) such that the edge {v n , u n } (resp. {v n+1 , u n+1 }) lies in the matching. The edges {v n , u n } and {v n+1 , u n+1 } have opposite orientations by design. Suppose that u n → v n and v n+1 → u n+1 . We orient {v n , v n+1 } as v n → v n+1 , thus ensuring that both v n and v n+1 have one incoming edge and another outgoing one. This completes the FIID orientation of T 3 and produces no sources or sinks.
