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Abstract
How can we apply the ideas that made deep neural networks successful
to other aspects of computing? For this purpose, we reformulate these
ideas in a more general form – and we show that this generalization also
covers fuzzy and quantum computing. This enables us to suggest that
similar ideas can be helpful for fuzzy and quantum computing as well. In
this suggestion, we are encouraged by the fact that as we show, to some
extent, these ideas are already helpful.

1

Formulation of the Problem

A natural idea is to learn from successes. We all, scientists and practitioners, try our best to solve our problems better – more effectively, more efficiently,
etc. We want to better (and faster) predict all aspects of the future state of
the world, we want to compute designs and controls that will make the world’s
future state even better.
From this viewpoint, every time an approach leads to a success, a natural
idea is: how can we use the corresponding successful idea(s) to make improvements in other areas as well?
From this viewpoint, what can we learn from the successes of deep
learning. At present, in AI – and, arguably, in computer science in general –
one of the most successful directions is deep learning; see, e.g., [4]. It is therefore
reasonable to ask: how can we use the main ideas behind this success to make
improvements in other directions of computing as well?
This is the problem that we concentrate on in this paper.
1

Comment. Of course, some researchers may say (and have said): just abandon your less-successful ideas and jump on deep learning bandwagon – but, in
contrast to these researchers, we believe that all approaches have potential and
can benefit each other. And we will provide examples showing that our belief
is justified.
Why quantum and fuzzy computing? In other to analyze how we can
generalize the success of neural networks – in their deep learning form, a natural
idea is to reformulate the main ideas behind neural networks and deep learning
ideas in a more general form. This is what we will do, and we will show that
this generalization naturally leads to fuzzy and quantum computing.
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Let Us Reformulate the Main Ideas Behind
Neural Networks and Deep Learning in a More
General Form

What is the main challenge of computing? In order to come up with the
desired generalization, let us recall what is the main problem of computing now.
For many practical problems, we have, at least on the theoretical level,
algorithms for the desired prediction and/or for the desired control. For many
problems, these algorithms are practically useful. For example, the existing
algorithms can predict tomorrow’s weather reasonably well – not perfectly well,
but definitely much better than it was possible even a few years ago. Many
of these algorithms are so good that, e.g., modern airplanes are designed and
tested on computer simulations – and the following flight tests only confirm the
simulation results. Self-driving cars, while they still have accidents, are already,
on average, much safer than human drivers.
However, in some problems, we have algorithms, but these algorithms require
so much computation time that they become practically useless. For example,
it is possible to predict in which direction a potentially deadly tornado will
turn in the next 15 minutes – this can be done by using algorithms similar
to weather prediction – but this prediction is practically useless since it takes
several hours on a high-performance computer. By the time we have computed
this prediction, the tornado has already moved.
Such examples are plentiful. The need to make computations faster is one
of the main challenges of computing.
This challenge is objective. In some cases, it is possible to come up with
faster algorithms for solving the same problem. However, in general, there is a
limit to how much we can gain this way. Many practical problems are known to
be NP-hard. This means that unless P = NP (which most computer scientists
believe to be impossible), no feasible algorithm can solve all the instances of
this general problem; see, e.g., [6, 11]. In other words, no matter how clever our
algorithms, there will always be instances on which these algorithms will take
too long to be practically useful.
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Since there is a limit to how much we can speed up computations by coming up with better algorithms, it is crucially important to make sure that the
implementation of current algorithms is as fast as possible.
How to make the algorithm implementation faster? An algorithm, by
definition, consists of elementary computational steps. What are these elementary steps – i.e., hardware supported elementary operations – depends on the
computational device. So, to speed up computations, we need:
 to select elementary computational steps that can be computed in the
fastest possible way, and
 to actually implement these elementary steps in the fastest possible manner.

Let us analyze these two aspects one by one.
Which elementary steps are the fastest? In sensors and in computers,
information is transferred by electric signals.
Some signals are analog. In these signals, the information is conveyed by
different values of current and/or voltage. This is how most sensors operate:
e.g., a photosensor transforms the intensity of light into the intensity of the
corresponding current.
For electric signals, all basic transformations are linear: Ohm’s law – according to which voltage V linearly depends on current I, as V = I · R – is
clearly linear, more general Kirkhoff’s laws are also linear. For analog signals,
any linear function is easy to implement:
 multiplication by a constant corresponds to using different resistances R,
and
 if we bring two currents I1 and I2 together, the resulting current I will be
equal to their sum I = I1 + I2 .

In principle, we can have non-linear electric devices, but the fastest are linear
transformations.
In most modern computational devices, signals are digital, they are represented as a sequence of bits. For numbers represented in binary form, addition
or multiplication by a number are still reasonably fast, but they are no longer
the fastest possible operations: just like when we add multi-digit numbers, we
perform several digit operations, so does the computer. For digital signals, the
fewer bits we have to compute, the faster the computations. From this viewpoint, the fastest are operations in which we compute only one bit – i.e., for
which, in effect, we decide whether some property is true ot false. For numbers,
the only such properties are equality and inequality, so the fastest operations
are min and max. Indeed, in each of these operations:
 first, we decide – via computations – which number is smaller (or larger),
and
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 then return this smaller (or larger) number – without performing any
additional computations.

How to actually implement these elementary operations in the fastest
possible way? One of the main factors that limits computer speed is the speed
of limit – since, according to modern physics, no communication can be faster
than the speed of light; see, e.g., [3, 12].
This may sound like a remote restriction, not something to worry about –
but we are already close to this limit. For a typical computer which is about 30
cm across, it takes 30 cm / 300 000 km/sec = 1 nanosecond to go across. During
this time, the standard 4 Gigahertz computer already performs 4 operations!
So, the only way to make computers much faster is to make them much smaller
– and this means making all their components much smaller.
Already each memory cell is of the size of thousands or even hundreds of
molecules. If we make this cell smaller, its size will approach the size of a single
molecule. For such small objects, we can no longer use the laws of Newtonian
mechanics, we need to use special physics of microworld knows as quantum
physics.
Computing that takes quantum effects into account is known as quantum
computing; see, e.g., [9]. Interestingly, one of the main features of quantum
physics is that most its processes are linear, so we again go to the need to use
linear transformations [3, 9, 12].
So which elementary operations are the fastest? Our analysis shows that
the fastest possible elementary operations are:
 linear transformations, that transform inputs x1 , . . . , xn into their linear
combination w0 + w1 · x1 + . . . + wn · xn , and
 min- and max-transformations that transform inputs x1 , . . . , xn into either
min(x1 , . . . , xn ) or max(x1 , . . . , xn ).

Unfortunately, fastest transformations are not sufficient. It would be
great if we could only use these fastest elementary operations, but, unfortunately, they are no sufficient:
 if we only use linear transformations, then we can only compute linear
functions – and many real-life processes are non-linear;
 if we only use min and max – both of which select one of the input values
as the output – we will always return one of the inputs, and we will never
be able to compute anything else.

So, in addition to the fastest elementary operations, we need something else:
 in addition to linear transformations, we need to use some non-linear transformations, and

4

 in addition to min and max, we need to use some operations that return
the value which is different from one of the inputs.

This is exactly what leads us to neural, fuzzy, and quantum computing. Let us first consider the case when we add some non-linear transformation
to linear operations. In this cases, computations means that we interchangingly
apply linear transformations and some non-linear operations y = f (x). This is
exactly what neural networks do. On each layer, each processing unit – called a
neuron – first computes a linear combination of inputs (or, for next layers, outputs from the previous layer), and then applies some non-linear transformation
to the result. For neural networks, the corresponding transformation is known
as an activation function; see, e.g., [2].
For artificially set up neural networks, we can select any activation function
we want. For quantum computing, we have to rely on nature’s non-linear process. Such a process is known as measurement. If we have a quantum state s
which is a linear combination s = c1 ·s1 +. . .+cn ·sn of the basic states s1 , . . . , sn ,
then measurement transforms this state into one of the states si with probability
|ci |2 ; see, e.g., [3, 9, ?].
The operations min and max correspond to the most widely used operations
of fuzzy logic, corresponding to “and” and “or”. In this case, the corresponding
additional operation is known as defuzzification; see, e.g., [1, 5, 7, 8, 10, 13].
Thus, our general approach to computations indeed leads to neural, fuzzy,
and quantum computing.

3

From This General Viewpoint, What Can We
Learn from Deep Learning?

A seemingly reasonable idea. At first glance, the situation is straightforward:
 in addition to the fastest elementary computational steps, we need at least
one not-so-fast more complex one;
 overall, we want to speed up computations;
 thus, we need to limit the number of not-so-fast computational steps to a
minimum – if possible, to just one such step.

As a result, it is reasonable to use exactly one not-so-fast computational step.
This is exactly how traditional neural networks worked. This is exactly
how traditional neural networks worked (see, e.g., [2]):
 first, each neuron k transformed the inputs x1 , . . . , xn into their linear
combination yk = wk0 + wk1 · x1 + . . . + wkn · xn ;
 then, we apply an appropriate nonlinear transformation z = f (0 to each
of these results, getting zk = f (yk ) for each k, and
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 finally, we apply a linear transformation to the values zk , resulting in
y = W0 + W1 · z1 + W2 · z2 + . . .

This is exactly how fuzzy and quantum computing work now. How
does a usual fuzzy control works?
 we apply min and max operations to the original values of the measurement functions, and then
 we apply an appropriate defuzzification procedure to the result, generating
the recommended control value.

This is also how usual quantum computing algorithms work:
 we perform some linear quantum operations, and then
 we perform a measurement to get the result.

The above seemingly natural idea is only a first approximation. The
above idea would work perfectly if computing fastest elementary operation
would require no time at all, and the only computing time would be spent
of computing other not-so-fast operations. In reality, computing fastest elementary operations also spends time, and these times accumulate. Sometimes, it
may be more efficient to perform more not-so-fast operations.
A simply analogy can explain this. Suppose that you own a car. For a car,
repairs are usually cheaper than buying a new car. So, by the same logic as we
described above, to save money, we should postpone buying a new car until it
is absolutely necessary: e.g., when our previous car stops working. This advice
is reasonable at the beginning, when the car is not very old, but with time, it
becomes more expensive to continuously spend more and more money on more
and more frequent repairs than simply to buy a newer car.
Similarly here, while in general, the above logic sounds reasonable in the
first approximation, in reality, it may be faster to have two or more not-so-fast
elementary operations than to limit ourselves to only one such operation.
When does it make sense to use several not-so-fast operations. When
we have a small number of inputs and simple computations, probably the above
argument works: not-so-fast elementary operations are still much slower than all
corresponding faster elementary operations taken together. In this case, limiting
ourselves to only one not-so-fast operation makes perfect sense.
However, as the number of inputs grows and the computations become more
complex, the overall time needed for all elementary operations become comparable with – and even larger – than the time needed for a single not-so-fast
operation. In this case, using more than one not-so-fast operation may be beneficial.
What deep learning showed. This is exactly what happened in neural networks: it turned out that in many complex applications, it is more beneficial
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to use several nonlinear layers. This is what is called deep learning – when we
have several nonlinear layers.
So what can fuzzy and quantum computing learn from this success.
In view of the above analysis, a natural idea is to allow several not-so-fast layers.
In fuzzy control, it means that instead of a single one-stage fuzzy controller,
we should use multi-stage (e.g., hierarchical) fuzzy controllers, where results of
some stages are used as input to other controllers. This indeed works – hierarchical fuzzy controllers have been shown to be efficient in controlling complex
systems.
In quantum computing, it means that instead of trying to fit everything into
a single quantum algorithm, it may be better to have a multi-stage algorithms,
in which we first perform measurements, and then do something with this measurement results. This also works – e.g., this is how quantum cryptography
works: we first perform measurements, and then process the results of these
measurements; see, e.g., [9].
Our examples show that this idea is not as new and as revolutionary as it
may seem at first glance. Our point is that at present, this idea is not the
mainstream neither in fuzzy nor in quantum computing. Our argument is that,
as we handle more and more complex problems, with more and more inputs,
this idea should become mainstream.
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