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Sandwich-type resultAbstract In the present paper, we introduce a family of integral operators I k;lp;n;dða; b; cÞ associate
with the Noor integral operator in the open unit disk U ¼ fz 2 C : jzj < 1g, which is deﬁned by
the convolution ½flp;dða; b; cÞðzÞð1Þ  fðzÞ, where
flp;dða; b; cÞðzÞ ¼ ð1 lþ dÞzp2F1ða; b; c; zÞ þ ðl dÞz½zp2F1ða; b; c; zÞ0 þ ldz2½zp2F1ða; b; c; zÞ00
ðp 2 N ¼ f1; 2;   g; l; dP 0; z 2 UÞ:
By using the operator I k;lp;n;dða; b; cÞ, we investigate some subordination and superordination
preserving properties for certain classes of analytic and multivalent functions in U. Various sand-
wich-type results for these multivalent functions are also obtained.
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D license.1. Introduction
Let HðUÞ denote the class of analytic functions in the open
unit disk U ¼ fz 2 C : jzj < 1g. For a 2 C and
n 2 N ¼ f1; 2;   g, let
H½a; n ¼ ff 2 HðUÞ : fðzÞ ¼ aþ anzn þ anþ1znþ1 þ   g:
Let f and g be two members of HðUÞ. The function f is said to
be subordinate to g, or g is said to be superordinate to f, if
there exists a Schwarz function x, analytic in U with
x(0) = 0 and jxðzÞj < 1ðz 2 UÞ, such that
fðzÞ ¼ gðxðzÞÞðz 2 UÞ. In such a case, we write fp g oricense.
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in U, then we have (see [1,2]):
f  g ðz 2 UÞ () fð0Þ ¼ gð0Þ and fðUÞ  gðUÞ:
Deﬁnition 1.1 (see [1]). Let / : C2 ! C and let h be univalent
in U. If p is analytic in U and satisﬁes the following differential
subordination
/ðpðzÞ; zp0ðzÞÞ  hðzÞ ðz 2 UÞ; ð1:1Þ
then p is called a solution of the differential subordination
(1.1). The univalent function q is called a dominant of the solu-
tions of the differential subordination (1.1), if p  q for all p
satisfying (1.1). A dominant ~q that satisﬁes ~q  q for all domi-
nants q of (1.1) is said to be the best dominant.
Deﬁnition 1.2 (see [3]). Let u : C2 ! C and let h be univalent
in U. If p and uðpðzÞ; zp0ðzÞÞ are univalent in U and satisfy the
following differential superordination
hðzÞ  uðpðzÞ; zp0ðzÞÞ ðz 2 UÞ; ð1:2Þ
then p is called a solution of the differential superordination
(1.2). An analytic function q is called a subordination of the
solutions of the differential superordination (1.2), if q  p
for all p satisfying (1.2). A univalent subordination ~q that sat-
isﬁes q  ~q for all subordinations q of (1.2) is said to be the
best subordination.
Deﬁnition 1.3 (see [3]). We denote by Q the class of functions
f that are analytic and injective on U n EðfÞ, where
EðfÞ ¼ n : n 2 @U and lim
z!n
fðzÞ ¼ 1
 
;
and are such that f0ðnÞ–0ðn 2 @U n EðfÞÞ.
Let AnðpÞ denote the class of all analytic functions of the
form
fðzÞ ¼ zp þ
X1
k¼n
apþkz
pþk ðp; n 2 N; z 2 UÞ;
and let A1ðpÞ ¼ AðpÞ.
For f 2 AðpÞ, we denote by Dnþp1 : AðpÞ ! AðpÞ the oper-
ator deﬁned by
Dnþp1fðzÞ ¼ z
p
ð1 zÞnþp  fðzÞ ðn > pÞ
or, equivalently, by
Dnþp1fðzÞ ¼ z
pðzn1fðzÞÞðnþp1Þ
ðnþ p 1Þ! ;
where n is any integer greater than p and the symbol (\)
stands for the Hadamard product (or convolution). The oper-
ator Dnþp1 with p= 1 was introduced by Ruscheweyh [4], and
Dnþp1 was introduced by Goel and Sohi [5]. The operator
Dnþp1 is called as the Ruscheweyh derivative of (n+ p  1)th
order.
Recently, analogous to Dnþp1, Liu and Noor [6] introduced
an integral operator I n;p : AðpÞ ! AðpÞ as below.Let fn,p(z) = z
p/(1  z)n+p(n> p), and let fðyÞn;pðzÞ be
deﬁned such that
fn;pðzÞ  fðyÞn;pðzÞ ¼
zp
ð1 zÞpþ1 :
Then
I n;pfðzÞ ¼ fðyÞn;pðzÞ  fðzÞ ¼
zp
ð1 zÞnþp
 ðyÞ
 fðzÞ ðf 2 AðpÞÞ:
ð1:3Þ
We note that I 0;pfðzÞ ¼ zf0ðzÞ=p and I 1;pfðzÞ ¼ fðzÞ. Also, the
operator I n;p deﬁned by (1.3) is called the Noor integral oper-
ator (n+ p  1)-th order [6]. For p= 1, the operator
I n;1  I n was introduced by Noor [7] and Noor and Noor
[8], which is an important operator in deﬁning several classes
of analytic functions. In recent years, it has been shown that
Noor integral operator has fundamental and signiﬁcant appli-
cations in analytic function theory. For the properties and
applications of the Noor integral operator, see, for example,
[9–13].
For real or complex numbers a, b, c other than 0, 1,
2,    , the Gauss hypergeometric function 2F1(a,b;c;z) is de-
ﬁned by
2F1ða; b; c; zÞ ¼
X1
k¼0
ðaÞkðbÞk
ðcÞk
zk
k!
; ð1:4Þ
where (m)k denotes the Pochhammer symbol deﬁned, in terms
of Gamma function, by
ðmÞk ¼
Cðmþ kÞ
CðmÞ ¼
1 ðk ¼ 0Þ;
mðmþ 1Þ    ðmþ k 1Þ ðk 2 NÞ:

Since the series in (1.4) converges absolutely for all z 2 U, so
that it represents an analytic function in U.
We now introduce a function flp;dða; b; cÞðzÞ deﬁned by
flp;dða;b;cÞðzÞ¼ ð1lþdÞzp2F1ða;b;c;zÞ
þðldÞz½zp2F1ða;b;c;zÞ0
þldz2½zp2F1ða;b;c;zÞ00ðp2N;l;dP 0;z2UÞ:
In its special case when p= 1 and d= 0, we obtain
fl1;0ða; b; cÞðzÞ ¼ flða; b; cÞðzÞ studied by Shukla and Shukla
[14].
On the other hand, we deﬁne a function ½flp;dða; b; cÞðzÞð1Þ
by means of Hadamard product (or convolution):
flp;dða; b; cÞðzÞ  flp;dða; b; cÞðzÞ
h ið1Þ
¼ z
p
ð1 zÞkþp ðl; dP 0; k > pÞ;
which leads us to the following family of linear operators
I k;lp;n;dða; b; cÞfðzÞ ¼ ½flp;dða; b; cÞðzÞð1Þ  fðzÞ; ð1:5Þ
where a, b, c are real numbers other than 0, 1, 2,    , and
f 2 AnðpÞ.
We observe that the operator I k;lp;n;dða; b; cÞ generalizes sev-
eral previously studied familiar operators, and we will show
some of the interesting particular cases as follows.
(i) I k;l1;1;0ða; b; cÞ ¼ I klða; b; cÞ, where I klða; b; cÞ is the Srivast-
ava et al. operator [15];
(ii) I k;0p;n;0ða; b; cÞ ¼ I kp;nða; b; cÞ, where the operator
I kp;nða; b; cÞ was introduced by Fu and Liu [16];
354 H. Tang, G.-T. Deng(iii) Ik;01;1;0ða; b; cÞ ¼ I kða; b; cÞ, where the operator I kða; b; cÞ
was introduced by Noor [17];
(iv) Ik;0p;1;0ða; 1; cÞ ¼ I kpða; cÞ, where I kpða; cÞ is the Cho et al.
operator [18];
(v) I1;0p;1;0ðnþ p; c; cÞ ¼ I n;p, where the operator I n;p was
introduced by Patel and Cho [19];
(vi) I n;01;1;0ða; nþ 1; aÞ ¼ I n, where I n is the Noor integral
operator [7].
It is easily veriﬁed from the deﬁnition (1.5) that
I k;0p;n;0ða;kþp;aÞfðzÞ¼ fðzÞ and I 1;0p;n;0ða;p;aÞfðzÞ¼
zf0ðzÞ
p
;
z I k;lp;n;dða;b;cÞfðzÞ
 0
¼ ðkþpÞI kþ1;lp;n;d ða;b;cÞfðzÞkI k;lp;n;dða;b;cÞfðzÞ; ð1:6Þ
z I k;lp;n;dðaþ1;b;cÞfðzÞ
 0
¼ aI k;lp;n;dða;b;cÞfðzÞðapÞI k;lp;n;dðaþ1;b;cÞfðzÞ: ð1:7Þ
With the help of the principle of subordination, various subor-
dination preserving properties involving certain integral oper-
ators for analytic functions in U were investigated by Bulboca˘
[20], Miller et al. [21], and Owa and Srivastava [22]. Moreover,
Miller and Mocanu [3] considered differential superordina-
tions, as the dual problem of differential subordinations (see
also [23]), while some other interesting results involving differ-
ential subordination and subordination, the interested reader
may refer to, for example, [24–31]. In the present paper, we ob-
tain some subordination and superordination preserving prop-
erties for the operator I k;lp;n;dða; b; cÞ deﬁned by (1.5). Also, we
derive several sandwich-type results for these multivalent
functions.
2. Preliminaries
In order to establish our main results, we shall require the fol-
lowing lemmas.
Lemma 2.1 (see [32]). Suppose that the function H : C2 ! C
satisﬁes the following condition
RefHðis; tÞg 6 0
for all real s and t 6  nð1þs2Þ
2
ðn 2 NÞ. If the function
pðzÞ ¼ 1þ pnzn þ    is analytic in U and
RefHðpðzÞ; zp0ðzÞÞg > 0 ðz 2 UÞ;
then RefpðzÞg > 0 for z 2 U.
Lemma 2.2 (see [33]). Let j; c 2 C with j „ 0 and let h 2 HðUÞ
with h(0) = .. If RefjhðzÞ þ cg > 0 ðz 2 UÞ, then the solution
of the following differential equation
qðzÞ þ zq
0ðzÞ
jqðzÞ þ c ¼ hðzÞ ðz 2 U; qð0Þ ¼ .Þ
is analytic in U and satisﬁes the inequality given by Re
{jq(z) + c} > 0 for z 2 U.
Lemma 2.3 (see [1]). Let p 2 Q with /ð0Þ ¼ a and let the func-
tion qðzÞ ¼ aþ anzn þ    be analytic in U with qðzÞ–a and
n 2 N. If q is not subordinate to p, then there exist points
z0 ¼ r0eih 2 U and n0 2 @U n EðfÞ;
for whichqðUr0 Þ  pðUÞ; qðz0Þ ¼ pðz0Þ and z0q0ðz0Þ ¼ mn0p0ðn0Þ ðmP nÞ;
where Ur0 ¼ fz 2 C : jzj < r0g.
A function Lðz; tÞ : U	 ½0;1Þ ! C is called a subordina-
tion chain (or Lo¨wner chain) if L(Æ,t) is analytic and univalent
in U for all tP 0, and Lðz; t1Þ  Lðz; t2Þ ðz 2 U; 0 6 t1 6 t2Þ.
Lemma 2.4 (see [3]). Let q 2 H½a; 1 and U : C2 ! C. Also let
UðqðzÞ; zq0ðzÞÞ ¼ hðzÞ ðz 2 UÞ:
If L(z, t) = U(q(z), tzq0(z)) is a subordination chain and
p 2 H½a; 1 \ Q, then
hðzÞ  UðpðzÞ; zp0ðzÞÞ ðz 2 UÞ;
implies that qðzÞ  pðzÞ. Furthermore, if U(q(z),
zq0(z)) = h(z) has a univalent solution q 2 Q, then q is the best
subordinant.
Lemma 2.5 (see [34]). Let the function L(z, t) = a1(t)z + a2
(t)z2 +    with a1(t) „ 0 for all tP 0, and
limtﬁ+1Œa1(t)Œ=+1. Suppose that L(Æ, t) is analytic in U
for all tP 0, L(Æ , t) is continuously differentiable on [0,1)
for all z 2 U. If L(z, t) satisﬁes
Re
z@Lðz; tÞ=@z
@Lðz; tÞ=@t
 
> 0 ðz 2 U; tP 0Þ
and
jLðz; tÞj 6 K0ja1ðtÞj ðjzj < r0 < 1; tP 0Þ
for some positive constants K0 and r0, then L(z, t) is a subordi-
nation chain.3. Main results
First of all, we begin by proving the following subordination
theorem involving the operator I k;lp;n;dða; b; cÞ. Unless otherwise
mentioned, we assume throughout this paper that a; b; c 2 Rn
f0;1;2;   g; k > p; l; dP 0; 0 < a 6 1; b > 0; p; n 2 N
and z 2 U.
Theorem 3.1. Let f; g 2 AnðpÞ and suppose that
Re 1þ z/
00ðzÞ
/0ðzÞ
 
> r; ð3:1Þ
where
/ðzÞ ¼ ð1 aÞ I
k;l
p;n;dða; b; cÞgðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞgðzÞ
I k;lp;n;dða; b; cÞgðzÞ
 !
I k;lp;n;dða; b; cÞgðzÞ
zp
 !b
and
r ¼ a
2 þ b2ðkþ pÞ2  ja2  b2ðkþ pÞ2j
4abðkþ pÞ : ð3:2Þ
Then the following subordination condition
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k;l
p;n;dða;b;cÞfðzÞ
zp
 !b
þa I
kþ1;l
p;n;d ða;b;cÞfðzÞ
I k;lp;n;dða;b;cÞfðzÞ
 !
I k;lp;n;dða;b;cÞfðzÞ
zp
 !b
/ðzÞ
ð3:3Þ
implies that
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞgðzÞ
zp
 !b
:
Moreover, the function
Ik;l
p;n;d
ða;b;cÞgðzÞ
zp
 b
is the best dominant.
Proof. Let us deﬁne the functions F and G, respectively, by
FðzÞ ¼ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
and GðzÞ ¼ I
k;l
p;n;dða; b; cÞgðzÞ
zp
 !b
: ð3:4Þ
We ﬁrst prove that, if the function q is deﬁned by
qðzÞ ¼ 1þ zG
00ðzÞ
G0ðzÞ ðz 2 UÞ; ð3:5Þ
then Re{q(z)} > 0 for z 2 U.
Taking the logarithmic differentiation on both sides of the
second equation in (3.4) and using (1.6) for g 2 AnðpÞ, we have
/ðzÞ ¼ GðzÞ þ azG
0ðzÞ
bðkþ pÞ : ð3:6Þ
Differentiating both sides of (3.6) with respect to z yields
/0ðzÞ ¼ 1þ a
bðkþ pÞ
 
G0ðzÞ þ azG
00ðzÞ
bðkþ pÞ : ð3:7Þ
Combining (3.5) and (3.7), we easily get
1þ z/
00ðzÞ
/0ðzÞ ¼ qðzÞ þ
zq0ðzÞ
qðzÞ þ bðkþ pÞ=a ¼ hðzÞ ðz 2 UÞ:
ð3:8Þ
Thus, form (3.1) and (3.8), we see that
Re hðzÞ þ bðkþ pÞ
a
 
> 0 ðz 2 UÞ:
Also, in view of Lemma 2.2, we conclude that the differential
Eq. (3.8) has a solution q 2 HðUÞ with q(0) = h(0) = 1.
Let us put
Hðu; vÞ ¼ uþ v
uþ bðkþ pÞ=aþ r; ð3:9Þ
where r is given by (3.2). From (3.1) and (3.8), together with
(3.9), we obtain
RefHðqðzÞ; zq0ðzÞÞg > 0 ðz 2 UÞ:
Now, we proceed to show that
RefHðis; tÞg 6 0 s 2 R; t 6  1þ s
2
2
 
: ð3:10Þ
In fact, from (3.9), we have
RefHðis; tÞg ¼ Re isþ t
isþ bðkþ pÞ=aþ r
 
¼ tabðkþ pÞ
a2s2 þ b2ðkþ pÞ2 þ r 6 
ErðsÞ
2½a2s2 þ b2ðkþ pÞ2 ;where
ErðsÞ ¼ ½abðkþ pÞ  2ra2s2  2rb2ðkþ pÞ2 þ abðkþ pÞ:
ð3:11Þ
For r given by (3.2), we can prove easily that the expression
Er(s) in (3.11) is greater than or equal to zero, which implies
that (3.10) holds true. Therefore, by using Lemma 2.1, we con-
clude that Re{q(z)} > 0 for z 2 U, that is, that the function G
deﬁned by (3.4) is convex (univalent) in U.
Next, we prove that F  Gðz 2 UÞ holds for the functions F
and G deﬁned by (3.4). Without loss of generality, we assume
that G is analytic and univalent on U and that G0(n) „ 0 for
ŒnŒ= 1. Otherwise, we replace F and G by F(qz) and G(qz),
respectively, with 0 < q< 1. These functions satisfy the
conditions of the theorem on U, and we need to prove that
F(qz)p G(qz) for 0 < q< 1, which enables us to obtain
Fp G by letting qﬁ 1.
Let us deﬁne the function L(z, t) by
Lðz; tÞ ¼ GðzÞ þ að1þ tÞ
bðkþ pÞ zG
0ðzÞ ðtP 0; z 2 UÞ: ð3:12Þ
Then,
@Lðz; tÞ
@z
jz¼0 ¼ G0ð0Þ 1þ
að1þ tÞ
bðkþ pÞ
 
¼ 1þ að1þ tÞ
bðkþ pÞ–0
ðtP 0; z 2 UÞ;
and this show that the function L(z, t) = a1(t)z+ a2(t)z
2
+    satisﬁes the conditions a1(t) „ 0 for all tP 0 and
limtﬁ+1Œa1(t)Œ=+1.
From the deﬁnition (3.12) and for all tP 0, we have
jLðz; tÞj
ja1ðtÞj ¼
GðzÞ þ að1þtÞbðkþpÞ zG0ðzÞ
 
1þ að1þtÞbðkþpÞ
6
jGðzÞj þ að1þtÞbðkþpÞ zG0ðzÞ
 
1þ að1þtÞbðkþpÞ
: ð3:13Þ
Since the function G is convex in U, so the following
well-known growth and distortion sharp inequalities (see
[35]) are true:
r
1þ r 6 jGðzÞj 6
r
1 r ðjzj 6 rÞ; ð3:14Þ
1
ð1þ rÞ2 6 jG
0ðzÞj 6 1ð1 rÞ2 ðjzj 6 rÞ: ð3:15Þ
By using (3.14) and (3.15) in (3.13), we deduce that
jLðz; tÞj
ja1ðtÞj 6
r
ð1 rÞ2
að1þ tÞ þ bðkþ pÞð1 rÞ
að1þ tÞ þ bðkþ pÞ 6
r
ð1 rÞ2
ðjzj 6 r; tP 0Þ
and thus, the second assumption of Lemma 2.5 holds.
Moreover, we have
Re
z@Lðz; tÞ=@z
@Lðz; tÞ=@t
 
¼ Re bðkþ pÞ þ að1þ tÞ 1þ zG
00ðzÞ
G0ðzÞ
  
> 0 ðtP 0Þ;
356 H. Tang, G.-T. Dengbecause G is convex in U. Hence, by virtue of Lemma 2.5, we
see that L(z, t) is a subordination chain. We notice from the
deﬁnition of subordination chain that
/ðzÞ ¼ GðzÞ þ azG
0ðzÞ
bðkþ pÞ ¼ Lðz; 0Þ;
and
Lðz; 0Þ  Lðz; tÞ ðtP 0Þ;
which implies that
Lðn; tÞ R LðU; 0Þ ¼ /ðUÞ ðn 2 @U; tP 0Þ: ð3:16Þ
Now, we suppose that F is not subordinate G, then by Lemma
2.3, there exist two points z0 2 U and n0 2 @U, such that
Fðz0Þ ¼ Gðn0Þ and z0F0ðz0Þ ¼ ð1þ tÞn0G0ðn0Þ ðtP 0Þ:
Thus, by means of the subordination condition (3.3), we have
Lðn0;tÞ¼Gðn0Þþ
að1þ tÞn0G0ðn0Þ
bðkþpÞ ¼Fðz0Þþ
az0F
0ðz0Þ
bðkþpÞ
¼ ð1aÞ I
k;l
p;n;dða;b;cÞfðz0Þ
zp0
 !b
þa I
kþ1;l
p;n;d ða;b;cÞfðz0Þ
I k;lp;n;dða;b;cÞfðz0Þ
 !
I k;lp;n;dða;b;cÞfðz0Þ
zp0
 !b
2/ðUÞ;
which contradicts to (3.16). Therefore, we conclude that
Fp G. Considering F= G, we know that the function G is
the best dominant. This completes the proof of Theorem
3.1. h
By applying the similar method as in the proof of Theorem
3.1 and using (1.7), we easily get the following result.
Corollary 3.1. Let f; g 2 AnðpÞ and suppose that
Re 1þ zw
00ðzÞ
w0ðzÞ
 
> s;
where
wðzÞ ¼ ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞgðzÞ
I k;lp;n;dðaþ 1; b; cÞgðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
and
s ¼ a
2 þ b2a2  ja2  b2a2j
4aba
ða > 0Þ: ð3:17Þ
Then the following subordination condition
ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 wðzÞ
implies that
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
:
Moreover, the function
Ik;l
p;n;d
ðaþ1;b;cÞgðzÞ
zp
 b
is the best dominant.We next derive the dual result of Theorem 3.1, in the sense
that subordinations are replaced by superordinations.
Theorem 3.2. Let f; g 2 AnðpÞ and suppose that
Re 1þ z/
00ðzÞ
/0ðzÞ
 
> r;
where
/ðzÞ ¼ ð1 aÞ I
k;l
p;n;dða; b; cÞgðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞgðzÞ
I k;lp;n;dða; b; cÞgðzÞ
 !
I k;lp;n;dða; b; cÞgðzÞ
zp
 !b
and r is given by (3.2). If the function
ð1 aÞ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
is univalent in U and
Ik;l
p;n;d
ða;b;cÞfðzÞ
zp
 b
2 H½1; 1 \ Q. Then the
following superordination condition
/ðzÞ  ð1 aÞ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
implies that
I k;lp;n;dða; b; cÞgðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
:
Moreover, the function
Ik;l
p;n;d
ða;b;cÞgðzÞ
zp
 b
is the best subordination.
Proof. Let us deﬁne the functions F and G just as (3.4). We
ﬁrst observe that, if the function q is deﬁned by (3.5), then
we obtain from (3.6) that
/ðzÞ ¼ GðzÞ þ azG
0ðzÞ
bðkþ pÞ ¼ U GðzÞ; zG
0ðzÞð Þ: ð3:18Þ
By using the same method as in the proof of Theorem 3.1, we
can prove that Re{q(z)} > 0 for z 2 U. That is, the function G
deﬁned by (3.4) is convex (univalent) in U.
Next, we will show that Gp F. For this purpose, we
consider the function L(z, t) deﬁned by
Lðz; tÞ ¼ GðzÞ þ at
bðkþ pÞ zG
0ðzÞ ðtP 0; z 2 UÞ:
Since the function G is convex inU, so we can prove easily that
L(z, t) is a subordination chain as in the proof of Theorem 3.1.
Hence, by Lemma 2.4, we conclude that Gp F. Furthermore,
since the differential Eq. (3.18) has the univalent solution G, it
is the best subordination of the given differential superordina-
tion. We thus complete the proof of Theorem 3.2. h
Subordination and superordination preserving properties 357By applying the similar method used in the proof of
Theorem 3.2, in conjunction with (1.7), we easily obtain the
following result.
Corollary 3.2. Let f; g 2 AnðpÞ and suppose that
Re 1þ zw
00ðzÞ
w0ðzÞ
 
> s;
where
wðzÞ ¼ ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞgðzÞ
I k;lp;n;dðaþ 1; b; cÞgðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
and s is given by (3.17). If the function
ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
is univalent in U and
Ik;l
p;n;d
ðaþ1;b;cÞfðzÞ
zp
 b
2 H½1; 1 \ Q. Then the
following superordination condition
wðzÞ  ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
implies that
I k;lp;n;dðaþ 1; b; cÞgðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
:
Moreover, the function
Ik;l
p;n;d
ðaþ1;b;cÞgðzÞ
zp
 b
is the best
subordination.
Combing Theorems 3.1 and 3.2, and Corollaries 3.1 and
3.2, respectively, we derive the following two sandwich-type
results.
Theorem 3.3. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ z/
00
j ðzÞ
/0jðzÞ
( )
> r; ð3:19Þ
where
/jðzÞ ¼ ð1 aÞ
I k;lp;n;dða; b; cÞgjðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞgjðzÞ
I k;lp;n;dða; b; cÞgjðzÞ
 !
I k;lp;n;dða; b; cÞgjðzÞ
zp
 !b
and r is given by (3.2). If the functionð1 aÞ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
is univalent in U and
Ik;l
p;n;d
ða;b;cÞfðzÞ
zp
 b
2 H½1; 1 \ Q. Then the
following subordination relationship
/1ðzÞ  ð1 aÞ
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
 /2ðzÞ
implies that
I k;lp;n;dða; b; cÞg1ðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞg2ðzÞ
zp
 !b
:
Moreover, the functions
Ik;l
p;n;d
ða;b;cÞg1ðzÞ
zp
 b
and
Ik;l
p;n;d
ða;b;cÞg2ðzÞ
zp
 b
are, respectively, the best subordination and the best dominant.
Theorem 3.4. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ zw
00
j ðzÞ
w0jðzÞ
( )
> s; ð3:20Þ
where
wjðzÞ ¼ ð1 aÞ
I k;lp;n;dðaþ 1; b; cÞgjðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞgjðzÞ
I k;lp;n;dðaþ 1; b; cÞgjðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞgjðzÞ
zp
 !b
and s is given by (3.17). If the function
ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
is univalent in U and
Ik;l
p;n;d
ðaþ1;b;cÞfðzÞ
zp
 b
2 H½1; 1 \ Q. Then the
following subordination relationship
w1ðzÞ  ð1 aÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 w2ðzÞ
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I k;lp;n;dðaþ 1; b; cÞg1ðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞg2ðzÞ
zp
 !b
:
Moreover, the functions
Ik;l
p;n;d
ðaþ1;b;cÞg1ðzÞ
zp
 b
and
Ik;l
p;n;d
ðaþ1;b;cÞg2ðzÞ
zp
 b
are, respectively, the best subordination and
the best dominant.
Since the assumption of Theorem 3.3 that the functions
ð1 aÞ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
and
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
need to be univalent in U, is not so easy to check, we will re-
place these conditions by another simple condition in the fol-
lowing result.
Corollary 3.3. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ. Suppose that the
condition (3.19) is satisﬁed and
Re 1þ zu
00ðzÞ
u0ðzÞ
 
> r; ð3:21Þ
where
uðzÞ ¼ ð1 aÞ I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
and r is given by (3.2). Then the following subordination
relationship
/1ðzÞ  ð1 aÞ
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
þ a I
kþ1;l
p;n;d ða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞfðzÞ
 !
I k;lp;n;dða; b; cÞfðzÞ
zp
 !b
 /2ðzÞ
implies that
I k;lp;n;dða; b; cÞg1ðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞg2ðzÞ
zp
 !b
:Moreover, the functions
Ik;l
p;n;d
ða;b;cÞg1ðzÞ
zp
 b
and
Ik;l
p;n;d
ða;b;cÞg2ðzÞ
zp
 b
are, respectively, the best subordination and the best dominant.
Proof. To prove our result, it sufﬁces to show that the condi-
tion (3.21) implies the univalence of u and
FðzÞ ¼ I
k;l
p;n;d
ða;b;cÞfðzÞ
zp
 b
. Since r given by (3.2) in Theorem 3.1
satisﬁes the inequality 0 < r 6 1
2
, the condition (3.21) means
that u is a close-to-convex function in U (see [36]) and hence
u is univalent in U. Also, by using the same techniques as in
the proof of Theorem 3.1, we can prove that F is convex (uni-
valent) in U, and so the details may be omitted. Therefore, by
applying Theorem 3.3, we obtain the desired result. h
Using the same method as in the proof of Corollary 3.3, as
well as Theorem 3.4, we have the following result.
Corollary 3.4. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ. Suppose that the
condition (3.20) is satisﬁed and
Re 1þ zv
00ðzÞ
v0ðzÞ
 
> s;
where
vðzÞ ¼ ð1 aÞ I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
and s is given by (3.17). Then the following subordination
relationship
w1ðzÞ  ð1 aÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dðaþ 1; b; cÞfðzÞ
 !
I k;lp;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 w2ðzÞ
implies that
I k;lp;n;dðaþ 1; b; cÞg1ðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 !b
 I
k;l
p;n;dðaþ 1; b; cÞg2ðzÞ
zp
 !b
:
Moreover, the functions
Ik;l
p;n;d
ðaþ1;b;cÞg1ðzÞ
zp
 b
and
Ik;l
p;n;d
ðaþ1;b;cÞg2ðzÞ
zp
 b
are, respectively, the best subordination and
the best dominant.
Upon setting b= 1 in Theorems 3.3 and 3.4, we are easily
led to the following results.
Corollary 3.5. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ z/
00
j ðzÞ
/0jðzÞ
( )
>r /jðzÞ¼
ð1aÞI k;lp;n;dða;b;cÞgjðzÞþaI kþ1;lp;n;d ða;b;cÞgjðzÞ
zp
 !
;
Subordination and superordination preserving properties 359where r is given by (3.2) with b= 1. If the function
ð1 aÞI k;lp;n;dða; b; cÞfðzÞ þ aI kþ1;lp;n;d ða; b; cÞfðzÞ
zp
is univalent in U and
Ik;l
p;n;d
ða;b;cÞfðzÞ
zp
2 H½1; 1 \ Q. Then the follow-
ing subordination relationship
/1ðzÞ 
ð1 aÞI k;lp;n;dða; b; cÞfðzÞ þ aI kþ1;lp;n;d ða; b; cÞfðzÞ
zp
 /2ðzÞ
implies that
I k;lp;n;dða; b; cÞg1ðzÞ
zp
 I
k;l
p;n;dða; b; cÞfðzÞ
zp
 I
k;l
p;n;dða; b; cÞg2ðzÞ
zp
:
Moreover, the functions
Ik;l
p;n;d
ða;b;cÞg1ðzÞ
zp
and
Ik;l
p;n;d
ða;b;cÞg2ðzÞ
zp
are, respec-
tively, the best subordination and the best dominant.
Corollary 3.6. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ zw
00
j ðzÞ
w0jðzÞ
( )
>s wjðzÞ¼
ð1aÞI k;lp;n;dðaþ1;b;cÞgjðzÞþaI k;lp;n;dða;b;cÞgjðzÞ
zp
 !
;
where s is given by (3.17) with b= 1. If the function
ð1 aÞI k;lp;n;dðaþ 1; b; cÞfðzÞ þ aI k;lp;n;dða; b; cÞfðzÞ
zp
is univalent in U and
Ik;l
p;n;d
ðaþ1;b;cÞfðzÞ
zp
2 H½1; 1 \ Q. Then the
following subordination relationship
w1ðzÞ 
ð1 aÞI k;lp;n;dðaþ 1; b; cÞfðzÞ þ aI k;lp;n;dða; b; cÞfðzÞ
zp
 w2ðzÞ
implies that
I k;lp;n;dðaþ 1; b; cÞg1ðzÞ
zp
 I
k;l
p;n;dðaþ 1; b; cÞfðzÞ
zp
 I
k;l
p;n;dðaþ 1; b; cÞg2ðzÞ
zp
:
Moreover, the functions
Ik;l
p;n;d
ðaþ1;b;cÞg1ðzÞ
zp
and
Ik;l
p;n;d
ðaþ1;b;cÞg2ðzÞ
zp
are,
respectively, the best subordination and the best dominant.
Finally, we consider the generalized Libera operator
Fm(m> p) deﬁned by (see [37,38]; also [5,39])
FmðfÞðzÞ ¼ mþ p
zm
Z z
0
tm1fðtÞdt ðm > p; f 2 AnðpÞÞ; ð3:22Þ
which satisﬁes the following relationship
z I k;lp;n;dða; b; cÞFmðfÞðzÞ
 0
¼ ðmþ pÞI k;lp;n;dða; b; cÞfðzÞ
mI k;lp;n;dða; b; cÞFmðfÞðzÞ: ð3:23Þ
We now derive the following sandwich-type result involving
the integral operator Fm deﬁned by (3.22).
Theorem 3.5. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ z/
00
j ðzÞ
/0jðzÞ
( )
> r; ð3:24Þ
where/jðzÞ ¼ ð1 aÞ
I k;lp;n;dða; b; cÞFmðgjÞðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞgjðzÞ
I k;lp;n;dða; b; cÞFmðgjÞðzÞ
 !
I k;lp;n;dða; b; cÞFmðgjÞðzÞ
zp
 !b
and
r ¼ a
2 þ b2ðmþ pÞ2  ja2  b2ðmþ pÞ2j
4abðmþ pÞ ðm > pÞ: ð3:25Þ
If the function
ð1 aÞ I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
 !
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
is univalent in U and
Ik;l
p;n;d
ða;b;cÞFmðfÞðzÞ
zp
 b
2 H½1; 1 \ Q. Then the
following subordination relationship
/1ðzÞ  ð1 aÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
 !
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
 /2ðzÞ
implies that
I k;lp;n;dða; b; cÞFmðg1ÞðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞFmðg2ÞðzÞ
zp
 !b
:
Moreover, the functions
Ik;l
p;n;d
ða;b;cÞFmðg1ÞðzÞ
zp
 b
and
Ik;l
p;n;d
ða;b;cÞFmðg2ÞðzÞ
zp
 b
are, respectively, the best subordination
and the best dominant.
Proof. Let us deﬁne the functions F and Gj(j= 1,2), respec-
tively, by
FðzÞ ¼ I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
and GjðzÞ
¼ I
k;l
p;n;dða; b; cÞFmðgjÞðzÞ
zp
 !b
:
Without loss of generality, as in the proof of Theorem 3.1,
we assume that Gj is analytic and univalent on U and that
G0jðnÞ–0ðn 2 @UÞ. Then, form (3.23) and (3.24), we know
that
/jðzÞ ¼ GjðzÞ þ
azG0jðzÞ
bðmþ pÞ : ð3:26Þ
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qjðzÞ ¼ 1þ
zG00j ðzÞ
G0jðzÞ
ðj ¼ 1; 2Þ;
and differentiating both sides of (3.26) with respect to z, we
obtain
1þ z/
00
j ðzÞ
/0jðzÞ
¼ qjðzÞ þ
zq0jðzÞ
qjðzÞ þ bðmþ pÞ=a
ðj ¼ 1; 2Þ:
The remaining part of the proof is similar to that of Theorem
3.3 (a combined proof of Theorems 3.1 and 3.2), and is thus
omitted. h
Applying the same method as in the proof of Corollary 3.3,
from Theorem 3.5, we can derive the following result.
Corollary 3.7. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ. Suppose that the
condition (3.24) is satisﬁed and
Re 1þ zu
00ðzÞ
u0ðzÞ
 
> r;
where
uðzÞ ¼ ð1 aÞ I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
 !
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
and r is given by (3.25). Then the following subordination
relationship
/1ðzÞ  ð1 aÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
þ a I
k;l
p;n;dða; b; cÞfðzÞ
I k;lp;n;dða; b; cÞFmðfÞðzÞ
 !
I k;lp;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
 /2ðzÞ
implies that
I k;lp;n;dða; b; cÞFmðg1ÞðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 !b
 I
k;l
p;n;dða; b; cÞFmðg2ÞðzÞ
zp
 !b
:
Moreover, the functions
Ik;l
p;n;d
ða;b;cÞFmðg1ÞðzÞ
zp
 b
and
Ik;l
p;n;d
ða;b;cÞFmðg2ÞðzÞ
zp
 b
are, respectively, the best subordination
and the best dominant.
By putting a= b= 1 in Theorem 3.5, we have the following
result.
Corollary 3.8. Let f; gj 2 AnðpÞðj ¼ 1; 2Þ and suppose that
Re 1þ z/
00
j ðzÞ
/0jðzÞ
( )
> r /jðzÞ ¼
I k;lp;n;dða; b; cÞgjðzÞ
zp
ðj ¼ 1; 2Þ; z 2 U
 !
;
wherer ¼ 1þ ðmþ pÞ
2  j1 ðmþ pÞ2j
4ðmþ pÞ ðm > pÞ:
If the function
Ik;l
p;n;d
ða;b;cÞfðzÞ
zp
is univalent in U and
Ik;l
p;n;d
ða;b;cÞFmðfÞðzÞ
zp
2 H½1; 1 \ Q. Then the following subordination
relationship
I k;lp;n;dða; b; cÞg1ðzÞ
zp
 I
k;l
p;n;dða; b; cÞfðzÞ
zp
 I
k;l
p;n;dða; b; cÞg2ðzÞ
zp
implies that
I k;lp;n;dða; b; cÞFmðg1ÞðzÞ
zp
 I
k;l
p;n;dða; b; cÞFmðfÞðzÞ
zp
 I
k;l
p;n;dða; b; cÞFmðg2ÞðzÞ
zp
:
Moreover, the functions
Ik;l
p;n;d
ða;b;cÞFmðg1ÞðzÞ
zp
and
Ik;l
p;n;d
ða;b;cÞFmðg2ÞðzÞ
zp
are,
respectively, the best subordination and the best dominant.
Remark 3.1. By taking n= 1, l= d= 0, b= k+ p and
c= a in Corollary 3.8, we obtain Corollary 5 in [40], which
contains, as its special case, the result obtained earlier by Pom-
merenke [34].
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