In this paper, we discuss the existence of solution for nonlocal initial value problem for pantograph equations with Hilfer-Katugampola fractional derivative.
Introduction
In this paper we discuss, nonlocal initial value problem for pantograph equation with Hilfer-Katugampola fractional derivative of the form (1.1)
where ρ D α,β is Hilfer-Katugampola fractional derivative of order α and type β , ρ > 0and 0 < λ < 1 where f : J × R × R → R is given continuous function, τ i , i = 0, 1, ..., m are prefixed points satisfying a < τ 1 ≤ ... ≤ τ m < b and c i is real numbers. Here nonlocal condition x(0) = ∑ m i=1 c i x(τ i ) can be applied in physical problems yields better effect than the initial conditions x(0) = x 0 in [2] . Further (1.1) is equivalent to mixed integral type of the form
Functional-differential equations with proportional delays are usually referred to as pantograph equations or generalized equations. The recent development of pantograph equation with fractional order can be seen in [1, 4, 6, 14] . The fractional calculus is the generalization of the classical calculus of arbitrary orders. Fractional calculus is more than three centuries old, yet it only receives much attention and interest in last decades [5, 7] . Fractional derivatives developed in the past era namely, Grunwald-Letnikov, Erdlyi-Kober, Riesz, Riemann-Liouville, Caputo, Hadamard and Hilfer are just a few. Many researchers dabbled in the fractional derivatives and their existence of solutions, one can refer to [3, 11, 12, 16] . In recent times, U. N. Katugampola [8] introduced generalized fractional derivative and it has been studied extensively by some researchers [9, 10, 15] . Further a new fractional derivative which is known as Hilfer-Katugampola fractional derivative was introduced in [13] , which is the interpolation of Hilfer, Hilfer-Hadamard, Riemann-Liouville, Hadamard, Caputo, Caputo-Hadamard, generalized and Caputo-type fractional derivatives, as well as Weyl and Liouville fractional derivatives for particular cases of integration extremes. Here, our aim to employ the Hilfer-Katugampola fractional derivative for obtaining the existence results for differential equations with non local condition. The paper is organized as follows. In Section 2, we present notations and definition used throughout the paper. In Section 3, we discuss the existence results for pantograph equation with Hilfer-Katugampola fractional derivative involving nonlocal initial condition.
Preliminaries
Some basic definitions and results are declared in this section. The following observations are taken from [7, 9, 13] Throughout this paper, let C[a, b] a space of continuus functions from J into R with the norm
with the norm
. For n ∈ N we denote by C n δ ρ,γ [a, b] the Banach space of functions f which are continuously differentiable, with the operator δ ρ , on [a, b] up to (n − 1) order and the derivative δ n ρ f of order n on (a, b] such that
For n = 0, we have
3)
if the integral exists. The generalized fractional derivative, corresponding to the generalised fractional integral (2.3), is defined for 0 ≤ a < t, by
4)
if the integral exists.
Definition 2.2. The Hilfer-Katugampola fractional derivative with respect to t, with ρ > 0, is defined by
• The operator ρ D α,β a + can be written as
a + is considered as interpolator, with the convenient parameters, of the following fractional derivatives 1. Hilfer fractional derivative when ρ → 1.
Hilfer-Hadamard fractional derivative when
ρ → 0.
Generalized fractional derivative when
4. Caputo-type fractional derivative when β = 1.
Riemann-Liouville fractional derivative when
10. Weyl fractional derivative when β = 0, ρ → 1, a = −∞.
• We consider the following parameters α, β , γ, µ satisfying
Then, for f ∈ X p c (a, b) the semigroup property is valid. This is, 
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In order to solve our problem, the following spaces are presented.
} .
It is obvious that
if and only if x satisfies the following Volterra integral equation 
Existence results
First we introduce the following lemma to establish our main result. 
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Proof. According to lemma 2.8, a solution of Eq(1.1) can be expressed as
Next, we substitute t = τ i and multiply by c i we can write
Thus, we have
Substituting (3.9) in (3.8) we obtain (1.2). Next we prove the sufficiency. Applying I 1−γ a + on both sides of (1.2) and applying Lemmas 2.1 and 2.2, we have x(λt) ).
, and by Lemma 2.4 the limit t → a,
Substititing t = τ i and multiply by c i in (1.2). Then we derive
It follows from (3.10) and (3.11)
Now we apply ρ D γ a + on both sides of (1.2), it follows from Lemmas 2.2 and 2.5 b] , and obviously ρ I
] . Thus f and ρ I 1−β (1−α) a + f satisfies the condition of Lemma 2.8. Next we apply ρ I β (1−α) a + on both sides of (3.12) and using Lemma 3.1, we obtain
The results are proved completely.
Before stating and proving the main results, we introduce the following hypotheses.
(H1) Let f :
For all x 1 , x 2 , y 1 , y 2 ∈ R, there exists a positive constant L > 0 such that
The first result is based on Theorem 2.1. 
Consider the operator N :
, it is well defined and given by
Set f (s) = f (s, 0, 0) and
. Now we subdivide the operator N into two operator A and B on B r as follows
The proof is divided into several steps.
Step.1 Ax + By ∈ B r for every x, y ∈ B r .
(Ax)(t)
) .
This gives
Thus we obtain 
Step.2 A is a contration mapping.
For any x, y ∈ B r 
The operator A is contraction mapping due to hypothesis [H2].
Step.3 The operator B is compact and continuous. According to Step 1, we know that
So operator B is uniformly bounded. Now we prove the compactness of operator B. For 0 < t 2 < t 1 < T , we have
tending to zero as t 1 → t 2 . Thus B is equicontinuous. Hence, the operator B is compact on B r by the Arzela-Ascoli Theorem. It follows Krasnoselskii fixed point theorem that the problrm (1.1) has at least one solution.
