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K-means is a clustering algorithm that allows the classification of data into specific groups or clusters. Data points belonging
to the same cluster are more similar (same properties and/or features) to each other than those in other groups. In this study, K-
means++ clustering, an improved variant of the K-means clustering, was applied to hybrid rocket combustion data, in order to get
insights into the complex flow phenomena. Hybrid rocket propulsion is a promising technology for many applications, because it
allows for cost reductions, still being able to deliver similar performance as solid and liquid propulsion. However, the complex fluid
dynamic and combustion phenomena taking place in the hybrid rocket combustion chamber are not fully understood yet and still a
matter of ongoing research. In the last years, many combustion tests with different paraffin-based fuels were performed at the German
Aerospace Center (DLR) with an optically accessible combustion chamber. For gaining a better insight into the combustion process,
the tests were captured with a high-speed video camera. This led to a huge amount of data images for each test, which needed to
be analysed in detail. In the framework of this study, the combustion data set was clustered with a K-means++ algorithm. From the
results it is possible to observe that different clusters, corresponding to different combustion phases, were identified by the algorithm.
A dependency of the combustion flame behaviour on the oxidizer mass flow and fuel composition was also found.
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Nomenclature
C = ck : cluster, [-]
J : squared error, [-]
K : number of clusters, [-]
X = xi : set of data points, [-]
d : problem dimension, [-]
n : dimension of the set of data points, [-]
αk : weight factor, [-]
µk : mean of cluster ck (centroid), [-]
1. Introduction
Hybrid rocket engines have several advantages compared to
classical solid or liquid rockets. Due to the fact that the pro-
pellants are stored in two different states of matter, hybrid mo-
tors are safer than solid motors. This also contributes to reduce
the total costs of the engine. Moreover, they are characterized
by controllable thrust, including shut off and restart capability.
With respect to liquid engines, they are mechanically simpler
and, consequently, cheaper.9) Finally, their performance are in
between those of solid and liquid engines. However, due to
the diffusion limited combustion process typical for this kind
of engines (the propellants are not pre-mixed, but they need
to gasify and mix with each other before being able to react),
hybrid systems using conventional polymeric fuels are charac-
terized by poor regression rate performance (resulting in low
thrust level). In order to overcome this problem, the so-called
liquefying hybrid rocket fuels, such as paraffin-based ones, can
be used. These fast burning fuels are characterized by low vis-
cosity and surface tension and they experience a different com-
bustion mechanism with respect to conventional polymeric fu-
els.8) During the combustion, instead of pyrolysing, they form
a thin liquid layer on the fuel surface, which becomes unstable
due to the high-speed gas flow in the fuel port.7) The liquid
layer instabilities produce, in turn, droplets that entrain in the
gas flow, thus working like a spray injection along the length
of the motor. This causes an increase in the fuel burning area
and, consequently, an increase in the regression rate of the fuel
grain. Unfortunately, the entrainment phenomenon in hybrid
rocket combustion process is still a matter of ongoing research
and not yet fully understood.
For a better understanding of the experiments, the combus-
tion process has been captured with a high-speed video camera
that is able to capture 10 000 frames per second. This produces
a huge amount of data, which needs to be analyzed in detail.
Therefore, it is important to group the images into subsets such
that the essential flow structures and their length in time can be
identified. In each combustion test, at least three different flow
phases are expected, which correspond to the ignition phase, the
steady combustion state and the extinction of the flame. Fur-
thermore, turbulent or other irregular structures might exist in
the dataset. Even if these turbulent structures only exist within
a short period of time, they might strongly affect the overall
combustion behaviour. Therefore, a clustering of the dataset
is required, which is able to group the data into separate flow
phases and furthermore to detect strongly irregular combustion
phenomena.
In this work, K-means++, an improved variant of K-means
clustering,11, 12) using the Euclidean metric is applied to the
combustion data. Since the number of clusters K is not known
in advance, a detailed analysis has been performed to estimate
K in each experiment. As a result, it is shown that there is not
a single optimal choice for K in our dataset but that for each
experiment several values should be considered. This results
can be generalized to the clustering of experimental datasets
in other areas of fluid dynamics. The analysis gives detailed
insights into the combustion process and allows to identify op-
timal experimental configurations for future experiments.
2. Data Clustering
The goal of data clustering is to discover the natural group-
ing of a set of objects. Practically, given a representation of
n objects, the clustering algorithm finds K groups based on a
measure of similarity such that the similarities between objects
in the same group are high, while the similarities between ob-
jects in different groups are low.5) Of course, there is not a
unique notion of similarity. The clusters can differ in terms of
their shape, size and density. The presence of noise in the data
makes the detection of clusters even more difficult. In fact, an
ideal cluster is composed of a set of points that is compact and
isolated. In reality, a cluster is a subjective entity that is in the
eye of the beholder and whose significance and interpretation
requires domain knowledge. It is also important to underline
there is no best clustering algorithm. Each algorithm imposes a
structure on the data either explicitly or implicitly. When there
is a good match between the model and the data, good parti-
tions are obtained. Since the structure of the data is not known
a priori, it is important to try different approaches to determine
an appropriate algorithm for the data to analyze.5) Clustering
algorithms can be generally divided into two groups:
• hierarchical, which recursively find nested clusters either
in agglomerative mode or in divisive mode;
• partitional, which find all the clusters simultaneously as
a partition of the data and do not impose a hierarchical
structure.
The most well-known and simplest partitional algorithm is
K-means. Let X = xi, i = 1, ..., n, be the set of n dimen-
sional points to be clustered into a set of K clusters, C =
ck, k = 1, ...,K. K-means algorithm finds a partition such that
the squared error between the empirical mean of a cluster and
the points in the cluster is minimized. Let µk be the mean of
cluster ck. The squared error between µk and the points in clus-
ter ck is defined as:
J(ck) =
∑
xi∈ck
‖xi − µk‖2 (1)
The goal of K-means is to minimize the sum of the squared
error over all K clusters,
J(C) =
K∑
k=1
∑
xi∈ck
‖xi − µk‖2 (2)
The minimization of this objective function leads only to a
local minimum, even though there is a large probability that K-
means could converge to the global optimum when clusters are
well separated.11) K-means starts with an initial partition with
K clusters and assigns patterns to clusters so as to reduce the
squared error. Since the squared error always decreases with an
increase in the number of clusters K (with J(C) = 0 when K =
n), it can be minimized only for a fixed number of clusters.11)
The combustion dataset is clustered with a K-means++ al-
gorithm2) that bases on the classical K-means algorithm.11, 12)
K-means++ and K-means only differ in the initialization of the
cluster centroids. In contrast to K-means, K-means++ reduces
the probability that the algorithm terminates with local opti-
mal findings for min(J) as final output. This is achieved by
using an improved seeding algorithm. K-means++ takes only
the first centroid from a uniform random distribution. Then, all
further cluster centroids are taken randomly from a weighted
probability distribution that scales with the squared distance to
the closest centroids that have already been chosen (see Arthur
and Vassilvitskii2) for a more detailed description). In average,
this leads to a more homogeneous distribution of the initial cen-
troids. Furthermore, it can be shown that the objective function
J of the initial centroids chosen by K-means++ differs from the
objective function of the optimal clustering only by a factor of
O(log K) in expectation. Nevertheless, all experiments in Sec-
tion 4. are clustered with ten independent runs of K-means++
to avoid obtaining local optimal solutions
Next, we motivate the choice of a K-means type clustering
for our specific problem. Since each observation xi ∈ Nd corre-
sponds to a d-pixel grayscale image represented by integer val-
ues, the dimensionality d of the problem is high. Nevertheless,
the Euclidean metric is widely used to quantify the difference of
two images. It is known from the literature that the Euclidean
metric is prone to the so-called “Curse of dimensionality”for
high-dimensional data, cf. Steinbach et al.18) This can be a se-
vere problem for density-based clustering such as DBSCAN4)
or OPTICS1) in which an -neighbourhood has to be specified,
since a close to optimal choice for  can be difficult in practice.
To avoid this problem, a K-means type clustering has been cho-
sen, in which the number of clusters K instead of the parameter
 has to be predefined. For our specific application, this input
quantity can be roughly estimated from background knowledge
in combustion theory, whereas a parameter such as  cannot.
Nevertheless, since the number of clusters in the combustion
dataset is not known in advance, a detailed analysis to find K is
necessary. This article follows a twofold approach to determine
K.
First, different values for K are clustered in a range from one
up to ten. Using the different results for the minimized objective
function, a function f (K) is built to estimate an optimal choice
of K. In the following, an evaluation function f (K) according
to Pham et al.16) is used. Using this approach, the objective
function is
f (K) =

1 if K = 1
J(K)
αK J(K−1) if J(K − 1) , 0,∀K > 1
1 if J(K − 1) = 0∀K > 1
(3)
αK =
{
1 − 34d if K = 2 and d > 1
αK−1 + 1−αK−16 if K > 2 and d > 1
(4)
where J(K) is the optimal solution of the objective function for
K clusters, d is the number of dimensions and αK is a weight
factor. The weight factor αK is used to reduce the effect of
the problem dimension. It converges to 1 in the limit d → ∞.
Therefore, in the high-dimensional application that is consid-
ered here f (K) ≈ J(K)/J(K − 1) for all K > 1 and f (K) = 1
otherwise. According to Pham et al.,16) f (K) represents the ra-
tio between real distortion and estimated distortion. The output
of f (K) is close to 1 when the data distribution is uniform. Val-
ues of f (K) smaller than 1 reflect that the data distribution is
more concentrated. As a result, a small value of f (K) is an
indicator for a choice of K that gives well-defined clusters.
Second, even though the problem dimension is high, the cen-
troids µk can still be visualized and give information on the
mean combustion in the corresponding clusters ck. Therefore,
it is essential to give a physical interpretation of the phenomena
that are shown in each cluster center. Then, the optimal number
of clusters depends on the leading question. If only the main
flow phases of the combustion are relevant, K can be chosen
comparatively low. On the other hand, if short-time turbulent
structures are relevant, K has to be chosen larger. The second
approach therefore leads to an ambiguity for K but ensures that
the results are relevant in practice.
3. Combustion Tests
The combustion tests were performed at the German
Aerospace Center (DLR), Institute of Space Propulsion in Lam-
poldshausen, at the test complex M11. An already existing
modular combustion chamber, used in the past to investigate
the combustion behavior of solid fuel ramjets,3) was adjusted
and used for the test campaigns at atmospheric pressure. A
side view of the whole combustion chamber set-up is shown
in Fig. 1. The oxidizer main flow is entering the combustion
chamber from the left, after having passed two flow straight-
eners. The mass flow rate is adjusted by a flow control valve
and it is measured with a Coriolis flow meter. A high frequency
static pressure sensor is mounted in the combustion chamber.
Ignition is done via an oxygen/hydrogen torch igniter from the
bottom of the chamber. A test sequence, reported in Table 1, is
programmed before the test and is run automatically by the test
bench control system. More details about the test bench and test
settings are given in Kobald et al. and Petrarolo et al.10, 13, 15)
Fig. 1. Side view of the atmospheric combustion chamber set-up, adapted
from19)
In the framework of this research, all tests were done at atmo-
spheric pressure and with an oxidizer mass flow ranging from
10 to 120 g/s. Combustion tests were performed using a single-
slab paraffin-based fuel with a 20° forward facing ramp angle
(see Fig. 2), in combination with gaseous oxygen. Two differ-
ent fuel compositions were analyzed in this study: pure paraffin
6805 from the manufacturer Sasol Wax and the same paraffin
with 5% mass addition of a commonly available polymer. Burn-
ing time was 3 seconds for each test. For video data acquisition
a Photron Fastcam SA 1.1 high speed video camera was used
with a maximum resolution of 1024x1024 pixel. The frame
Table 1. Automatic test sequence
Time [s] Action
T-0.2 Open ignition valves
T0 Open oxidizer main valve,
start high-speed camera
T+0.3 Close ignition valves
T+3 Close oxidizer main valve,
start nitrogen purge
T+5 End of sequence
rate, resolution and shutter time of the camera were adjusted
for each test, according to the test conditions and position of the
camera. A test was also done using a CH* chemiluminescence
imaging technique, with a band-pass filter centered around 431
nm placed in front of the camera. The excited CH* molecules
emit photons around this wavelength, when they relax back to
a lower energy state. Since high CH* concentration exists only
in the main reaction zone, the resulting images provide a good
indication of the instantaneous flame sheet location and topol-
ogy.
Fig. 2. Fuel slab configuration used in this research, before (top) and after
(bottom) combustion test
In this study, five combustion tests have been analyzed. The
test matrix is presented in Table 2.
Table 2. Test matrix
Test no. Fuel m˙Ox[g/s] CH* filter
234 6805+5% 100 -
polymer
203 6805+5% 50 -
polymer
243 6805+5% 10 -
polymer
253 6805 50 -
284 6805 50 X
4. Results and Discussion
This section is subdivided into two parts. First, the output of
the clustering algorithm is analyzed to determine the number of
relevant clusters in the dataset. Second, a physical interpreta-
tion of the different clusters and their centroids is given and the
results are connected to the experiments.
4.1. Analysis of the number of clusters
The experiments listed in Table 2 have been clustered with
a K-means++ algorithm and different input values for K up to
ten. Furthermore, all runs of the algorithm with all values for
K have been repeated ten times to avoid obtaining local optimal
minimum solutions for J. In all cases, the relative differences
in min(J) in the different runs was below 0.5% and the obtained
clusters were almost identical. Therefore, this indicates that
the clustering results are optimal with respect to the Euclidean
distance norm.
The algorithm was implemented vectorized in Matlab and
was executed sequentially on a workstation with 128 GB main
memory. A complete clustering of a single experiment with an
image data size of about 8 GB integer values required about 1.5
days on the workstation. Since the combustion data was con-
verted from integer to floating point numbers to allow a com-
putation of the cluster centroids (arithmetic mean of all images
in the cluster), the main memory requirement of the program
was in the order of 60 GB. Furthermore, it is noted that the
complexity of K-means type clustering increases linearly with
K, which restricts the maximum value for K in practice.
As explained in Section 2., we first determine K for each ex-
periment. For this purpose, Fig. 3 visualizes f (K) as defined in
Equations (3) and (4) for all experiments. In the region of K that
is considered, f (K) always has its global minimum at K = 2.
This indicates that there are two main structures in the combus-
tion on the coarse scale: an ignition phase and a much longer
steady combustion process. But, as known from the combus-
tion theory, more structures can be found on a short-time scale.
Furthermore, we note that f (K = 2) ≈ 0.8 for experiment 284
but f (K = 2) ≈ 0.6 for the experiments 203 and 253. This al-
ready indicates that more short-time phenomena can be found in
experiment 284 compared to the remaining experiments. More-
over, f (K) of test 284 has a local minimum for K = 7. Later on,
it is shown that a short-time turbulence is resolved with K = 7
and the results will be interpreted in Subsection 4.2.. The out-
come of f (K) in Fig. 3 for the experiments 203, 234, 243 and
253 are not conclusive in the first place. In all cases, values for
K in the range 2, . . . , 6 can be justified. For larger values K > 6,
further short-time structures might exist even if f (K) ≈ 1 but
the computational effort increases strongly and results cannot
be achieved within a reasonable amount of time.
Since the dataset consists of images from a high-speed video
camera, it is interesting to analyze the correlation between the
clusters and the points in time of the corresponding images.
This correlation is shown in Fig. 4 for all five combustion ex-
periments, each with individual choices for K. As a first re-
sult, the K-means++ algorithm has identified structures that are
connected in time and therefore can be interpreted as a separate
flow phase. For a better illustration of the output, the clusters
have been ordered in time such that the first cluster represents
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Fig. 3. Evaluation function f (K) for each combustion experiment to de-
termine the number of clusters K.
images from the first flow phase and analogously for all other
clusters. Furthermore, the different scatter plots in Fig. 4 have
been slightly shifted in vertical position. The reason for this
shift in y-direction is to avoid an overlap of the different exper-
iments. Again, it is noted that the clusters for experiment 284
differ from the remaining experiments. More precisely, clus-
ter 6 in experiment 284 is a long-time flow phase that consists
of 16980 of the 30000 images or, equivalently, exists for about
1.7 seconds in time. In the other experiments, the long-time
phase has a length of about 1.2 seconds in time. Moreover, an
extinction phase for about t > 3.2 seconds is resolved in all
experiments. Since this phase only exists for a short period in
time, it is allocated to the initial clusters C1, C2 and C3. It is
expected that the extinction phase can be separated into its own
cluster for much larger choices of K.
Figure 4 lists 6 separate clusters for the experiments 234, 243,
253 and 5 clusters for experiment 203. These choices will be
justified in the following. According to Fig. 3, it was concluded
that K ≤ 6. In practice, a value of K that is too small has the
effect that relevant flow phases are not resolved. On the other
hand, if K is too large the only potential drawback is that iden-
tical flow phases are separated in two clusters. But, as the sepa-
rated structures are connected in time, see Fig. 4, this situation
Fig. 4. Distribution of the frames in 5 experiments to their corresponding
clusters. For a better visualization and to avoid an overlap, the points have
been slightly shifted in vertical direction.
can be identified. As a result, a comparatively large value K = 6
has been chosen for the experiments 234, 243 and 253 except
for K = 5 for experiment 203. In experiment 203, the effect
that an identical flow phase is separated into two clusters al-
ready occurs for K = 6. As an example, this effect is visualized
in Fig. 5 for the clusters with K = 5 and K = 7 in experiment
203. It is obvious that the clusters C6 and C7 for K = 7 belong
to the same period in time and therefore represent the same flow
phase. This effect is also visible for K = 6 but less pronounced.
As a result, experiment 203 is analyzed with K = 5 clusters in
Section 4.2..
−0.5 0 0.5 1 1.5 2 2.5 3 3.5
1
2
3
4
5
6
7
time t [s]
cl
u
st
er
s
experiment 203 (5 clusters)
experiment 203 (7 clusters)
Fig. 5. Distribution of the frames in experiment 203 to K = 5 and K = 7
clusters.
4.2. Analysis of the combustion
As already said in Section 3., five combustion tests have been
analyzed in the framework of this study (see Table 2). The re-
sults obtained give many insights into the hybrid combustion
process and allow to separate the different burning phases.
First of all, it is interesting to have a look at test 284. This
combustion video was realized with a band-pass filter centered
around 431 nm placed in front of the high-speed camera. It is
generally recognized (see Devriendt et al.6) and Schefer17)) that
the primary species contributing to flame luminescence are the
electronically excited species CH*, C2* and OH*. All three
species show a close correspondence across the main reaction
zone and are thus equally suitable as markers for the flame
zone location. In particular, the concentrations of CH* increase
rapidly to a maximum within the flame and then decay rapidly
downstream of the reaction zone.17) Therefore, the CH* im-
ages of test 284 give a good representation of the main flame
location. Fig. 6 shows the centroids belonging to the 7 clusters
separated by the algorithm. A centroid of a cluster is an average
image coming from all the frames belonging to that cluster. The
first cluster goes from t=+0.2 until t=+0.33 seconds and it rep-
resents the initial ignition phase. In fact, until t=+0.3 seconds
the valve of the torch igniter is open (see Table 1) and the gases
coming from the hydrogen/oxygen combustion enter the com-
bustion chamber from the bottom head of the fuel slab. They
start gasify the fuel, which, in turn, initiates burning with the
oxygen entering the chamber. Since the ignition is coming from
the bottom of the combustion chamber, the first area that starts
to gasify and to burn is exactly the fuel step, as it can be seen
in the image of centroid 1 in Fig. 6. Clusters 2, 3 and 4 are rep-
resenting the different phases of the fuel ignition transient and
are going from t=+0.33 until around t=+1.23 seconds. Cluster
2 is starting directly after the closing of the ignition valves, thus
no combustion gases are coming from the igniter any more and
the fuel slab starts to burn without any energy addition from
the outside. This is the start of a self-sustained combustion.
At this point, the oxygen mass flow is not yet settled down
(m˙Ox < 10 g/s), but it is still increasing; therefore, there is still
no steady-state. As the fuel slab starts to burn, different phases
can be observed in these 3 clusters: at the beginning (cluster
2) the fuel slab is burning just in the front, then, as the time
goes on (and the oxygen mass flow increases m˙Ox < 25 g/s), it
starts to burn in the middle (cluster 3) and, finally, in cluster 4
(m˙Ox reaches 40 g/s), almost the whole surface is burning. It
is also possible to notice that, in cluster 4, the brightness of the
flame already starts going down. This means that the tempera-
ture in the combustion chamber is already quite high and a quasi
steady-state flame is appearing. This could seem strange, but it
is important to remember that the CH* radicals are more likely
to appear at the beginning of the combustion process, when the
temperature is not yet too high. Later, they are further react-
ing (the most likely reaction is: CH∗ + O2 = CO + OH∗) and,
therefore, their concentration decreases while the OH* concen-
tration increases. So, it is more likely that the brighter burning
regions are seen at the beginning of the combustion (clusters
2,3,4), while during the steady-state phase (clusters 5 and 6),
the concentration of the CH* decreases and so does also the
flame brightness (see Fig. 7). Clusters 5 and 6 also show a more
or less constant flame thickness on the whole fuel slab length.
In the time window of these two clusters (between t=+1.23 and
t=+3.18 seconds), the oxidizer mass flow is more or less steady
(it increases from 45 to 50 g/s), the temperature reaches the
maximum flame temperature and the flame is well settled down
on the fuel slab surface. This situation does not change until the
closing of the oxygen main valve and the opening of the nitro-
gen purge at t=+3.18 seconds, when cluster 7 starts. This last
phase represents the combustion extinction phase. According
to the test sequence, at t=+3 seconds, the oxygen main valve
closes and the nitrogen purge starts. In the video, it is possible
to see that the nitrogen purge comes at around t=+3.08 until
t=+3.1 seconds. At t=+3.18 seconds the flame is completely
extinguished. This causes, in turn, a drop in the chamber pres-
sure, which practically causes a suction of still-burning paraffin
gases from the rear part of the fuel slab. In the video it is clearly
visible that these reacting gases are coming from the back and
they are travelling until the fuel slab head (see Fig. 7). So, clus-
ter 7 represents the flame extinguish phase, where the remaining
paraffin gases are still burning with the rest of the oxygen avail-
able in the combustion chamber. As it can be noticed from Fig.
4, only clusters 1 (first ignition transient), 6 (steady state) and 7
(extinction) are well separated. Clusters 2,3,4 and 5 contain el-
ements that could also belong to other clusters (they are slightly
overlapped on each other). This happens because the transition
between the ignition transient and the steady state phase is not
well defined. The flow dynamics and, consequently, the flame
brightness change slowly and gradually and it is not really pos-
sible to define when one phase is finished and when a new one
starts. Thus, these four clusters represent the transition between
the ignition and the steady state phases. On the other hand, the
transition between the steady state and the extinction phase is
well defined because it begins exactly when the nitrogen purge
starts (at t=+3 seconds).
For what concerns the test without the filter, they present
more or less the same phases. The first 3 clusters (between
t=+0.5–0.7 and t=+1.45–1.65 seconds, depending on the test)
represent the ignition transient of the fuel slab (note that the
first visible flame, which corresponds to the first self-sustained
flame, is only visible starting at t=+0.3–0.4 seconds). The first
cluster represents the initial flame, which is not yet developed
over the whole fuel slab length. Actually, only in test 243, there
is a brighter visible area in front of the fuel slab (see Fig. 8).
It seems like a recirculation zone where most likely the paraf-
fin gases are entrained in a kind of vortex (probably caused by
the step) and start burning with the oxidizer. Then, the vor-
tex becomes bigger (cluster 2) and more paraffin gases get en-
trained in the recirculation area, until the whole fuel slab burns
(cluster 3). It is possible to note that in test 243 there is al-
ways a small recirculation area directly after the step, which
is not burning. The oxidizer is not able to reach that area be-
cause it burns completely before and so no combustion is oc-
curring there. It is also observed that the higher the oxidizer
mass flow, the faster the ignition phase. In tests 203, 234 and
253 (see, respectively, Fig. 9, 10, 11), the flame is already de-
veloped on the whole fuel surface in cluster 2, while, in test
243 (m˙Ox = 10 g/s), it appears only in cluster 3 (see Fig. 8).
This is due to the faster dynamics of the convection and diffu-
sion processes, which allow a faster burning process (more tur-
bulence, faster heat exchange, higher regression rate). Cluster 4
(between t=+1.45–1.6 and t=+1.86–2.2 seconds) represents the
transition between the ignition and the steady-state, while clus-
ter 5 (between t=+1.86–2.2 and t=+3.18 seconds) identifies the
steady-state. This is easily recognizable as the longer phase,
where the oxidizer mass flow has settled down to its steady
state value. Only in test 253, the steady-state is divided into
two smaller clusters (cluster 5 and 6). This is due to the pres-
ence of a reflection on the window (visible on the left side of the
image), which changes the average brightness of the frames that
(a) centroid 1 (1320/30000 frames)
(b) centroid 2 (2619/30000 frames)
(c) centroid 3 (2942/30000 frames)
(d) centroid 4 (3493/30000 frames)
(e) centroid 5 (2452/30000 frames)
(f) centroid 6 (16980/30000 frames)
(g) centroid 7 (194/30000 frames)
Fig. 6. Visualization of the seven centroids in experiment 284.
are then recognized as a new cluster by the algorithm. Since the
flame in these two clusters is identical, it is possible to merge
them and consider them as one. As it can be noticed from Fig-
ures 8, 9, 10, 11, in all the tests there is not a big difference
between clusters 4 and 5. This is again due to the fact that there
is no clear distinction between the end of the ignition phase
and the beginning of the steady-state. Moreover, in test 234
(m˙Ox = 100g/s) and 203 (m˙Ox = 50g/s), the steady-state flame
is not so flat like in test 243 (m˙Ox = 10 g/s). This trend was
(a) centroid 3
(b) experiment at t = 0.7006 s
(c) centroid 6
(d) experiment at t = 2.3576 s
(e) centroid 7
(f) experiment at t = 3.1927 s
Fig. 7. Comparison between individual frames and the corresponding cen-
troids for experiment 284.
already observed during other test campaigns (see Petrarolo et
al.14)), where it was showed that the flame height depends on
the fuel formulation (fuel viscosity) and oxidizer mass flow. In
particular, for the lower viscosity fuel (pure paraffin 6805), the
flame height decreases with increasing oxidizer mass flow. On
the other hand, the flame height of the fuel with the higher vis-
cosity (6805+5%polymer) increases with increasing oxidizer
mass flow. The explanation for this trend could be found in
the balance between the vaporization and the entrainment re-
gression rate, which contribute to the final total regression rate
in liquefying hybrid rocket fuels. The combination of fuel vis-
cosity and oxidizer mass flow decides which of the two regres-
sion rates plays a more important role. For the lower viscosity
fuel, the droplets entrainment at high oxidizer mass flows domi-
nates direct gasification. This brings to an important increase in
(a) centroid 1 (4677/30000 frames)
(b) centroid 2 (3995/30000 frames)
(c) centroid 3 (5521/30000 frames)
(d) centroid 4 (2950/30000 frames)
(e) centroid 5 (12093/30000 frames)
(f) centroid 6 (764/30000 frames)
Fig. 8. Visualization of the six centroids in experiment 243.
the regression rate and a decrease in the liquid layer thickness
(see Karabeyoglu et al.7)). Consequently, also the flame height
tends to decrease. On the other hand, for the higher viscos-
(a) centroid 1 (4361/30000 frames)
(b) centroid 2 (2953/30000 frames)
(c) centroid 3 (6525/30000 frames)
(d) centroid 4 (5429/30000 frames)
(e) centroid 5 (10732/30000 frames)
Fig. 9. Visualization of the five centroids in experiment 203.
ity fuel (which is the case of the tests analyzed in this study),
even at high oxidizer mass flows, the vaporization regression
rate plays still an important role with respect to the entrainment
mass transfer. This means that the evaporation blowing of the
gaseous phase mass transfer from the fuel surface is still pretty
high. This pushes the flame sheet further away from the liq-
uid layer and, consequently, increases the flame height. Addi-
tionally, the steady-state flame seems to be a bit more detached
from the fuel surface in test 243. This is probably also due to
the different oxidizer mass flow rate. At higher mass flow rates
(tests 234, 203, 253), the dynamic pressure exerted by the gas
(a) centroid 1 (2533/30000 frames)
(b) centroid 2 (4093/30000 frames)
(c) centroid 3 (5273/30000 frames)
(d) centroid 4 (4326/30000 frames)
(e) centroid 5 (12598/30000 frames)
(f) centroid 6 (1177/30000 frames)
Fig. 10. Visualization of the six centroids in experiment 234.
flow on the flame is higher and so the flame gets pushed to-
wards the fuel surface. Moreover, the blowing effect from the
(a) centroid 1 (5329/30000 frames)
(b) centroid 2 (3404/30000 frames)
(c) centroid 3 (4582/30000 frames)
(d) centroid 4 (4268/30000 frames)
(e) centroid 5 (5912/30000 frames)
(f) centroid 6 (6505/30000 frames)
Fig. 11. Visualization of the six centroids in experiment 253.
fuel surface to the flame (due to the vaporization of the fuel) is
higher in the lower oxidizer mass flow case (test 243). Thus the
flame gets pushed far from the fuel surface. So this behaviour
of the flame is due to the balance of these two forces (dynamic
pressure and blowing). Finally, cluster 6 (between t=+3.18 and
t=+3.2–3.24 seconds) represents the extinction phase. It is the
shorter phase and it starts just after the closing of the oxidizer
main valve and opening of the nitrogen purge (t=+3 seconds,
according to the test sequence; in the video the purge comes at
t=+3.08 seconds).
As it can be observed, the big differences between the tests
with and without the filter are the transients. In fact, the initial
ignition phase, when the ignition valve is still open (between
t=+0.2 and t=+0.33–0.35 seconds), is not visible in the test
without the filter (nothing is visible in the video of tests 243 be-
fore t=+0.35 seconds). The brightness of the combustion gases
of the torch igniter is too weak to be visible without the filter.
Thus, the first visible flame is that of the fuel slab itself when it
starts burning. Also the extinction phase in the tests without the
filter is different from that of test 284. This is, of course, also
due to the filter that allows us to see only the CH* emissions.
5. Conclusion
K-means++ clustering was applied to the hybrid combustion
dataset. To the best of our knowledge, this is the first appli-
cation of image clustering in the specific application of hybrid
rocket combustion. The analysis revealed several interesting
short-time phenomena in the dataset and clearly indicate the
potential of unsupervised learning techniques for the structur-
ing of large datasets. This results could be also generalized to
the clustering of experimental datasets in other areas of fluid
dynamics.
In the future, a parallel implementation of the algorithm on
the HPDA-cluster operated at DLR Simulation and Software
Technology might remove the restrictions that were necessary
to obtain results for such a large dataset within a reasonable
amount of time, e.g. the limited amount of up to K = 10 clus-
ters that was investigated. Larger values for K might resolve
further short-time structures and give further insights into the
complex combustion process. Different clustering algorithms
will be also investigated and compared, in order to identify the
appropriate algorithm to analyze the data at hand.
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