We consider many-site mutation-recombination models of molecular evolution, where fitness is a function of a Hamming distance from one ͑one-dimensional case͒ or two ͑two-dimensional case͒ sequences. For the one-dimensional case, we calculate the population distribution dynamics for a model with zero fitness and an arbitrary symmetric initial distribution and find an error threshold transition point in the single-peak fitness model for a given initial symmetric distribution. We calculate the recombination period in the case of a single-peak fitness function, when the original population is located at one sequence, at some Hamming distance from the peak configuration. Steady-state fitness is calculated with finite genome length corrections. We derive analytical equations for the two-dimensional mutation-recombination model.
I. INTRODUCTION
Recombination is one of the key factors in evolution and is assumed to be one of the possible advantages of sex ͓1͔. Therefore, the investigation of recombination is one of the central directions of evolution research ͑see recent reviews ͓2,3͔͒. It has been found that recombination increases mean fitness, providing advantage in the case of negative epistasis ͓i.e., fitness function f͑m͒ in Eq. ͑4͒ is convex near m =1͔ ͓4͔. Mathematical aspects of these problems have been analyzed in ͓5,6͔. In ͓7͔, a theorem of existence of a solution to the continuous-time recombination problem has been proven and a general construction has been suggested for obtaining the solution. In ͓8͔, the existence of exact recombination dynamics in discrete time models has been questioned. In this paper, we derive several exact results for continuoustime recombination and among them the first analytical explicit solution of selection-free recombination dynamics.
During the recombination process, an exchange of parts between two genomes occurs and many different recombining allele may be involved at several loci. Models may consider both discrete time and continuous time. What is common to all recombination models in the case of continuous time is that they are described using strongly nonlinear ordinary differential equations ͑ODEs͒. It is known that related models of molecular evolution by Crow and Kimura ͓9,10͔ and Eigen ͓11,12͔ may be mapped to a system of linear ODE ͓13,14͔. There, it is possible to find exact dynamics for an infinite population within a large-genome limit ͓15͔. However, such simplification is not possible in the case of recombination. For this reason, the solution of recombination dynamics is a highly involved problem. While several books and many articles with thorough mathematical investigation have been devoted to recombination in infinite population case, there are no known explicit analytical results for manyallele dynamics; neither in the selection-free model nor in the simple cases of selection. In ͓7͔, it has been proven that recombination models with zero selection and linear-fitness function are exactly solvable. Here, we provide a solution to the evolution dynamics for a large-genome length, haploid, many-loci recombination model in a selection-free case for a single-peak fitness landscape. Such a fitness landscape is rather popular in quasispecies model research and is sometimes applied in population genetics. It could be considered as a first approximation of a fitness landscape with a high peak at one sequence. In order to verify our analytical results, we construct the recombination model in a twodimensional case and complete the investigation of the single-peak fitness model by calculating the mean fitness.
We are interested in the recombination dynamics of many-loci, haploid model, with two alleles at any locus. Such models are, for example, considered to be realistic for human immunodeficiency virus ͑HIV͒ ͓16͔. Evolution models of this kind are characterized by fitness landscapes and mutation schemes. Usually, biologists consider phenomenological models of recombination, assuming simplified mutation schemes between different genome configurations. More interesting and realistic are microscopic evolution models, where the genome can be considered as a chain of letters ͑alleles͒ and mutation is a process involving only a change of letters. Such a microscopic model with discrete dynamics and also with processes of mutation and recombination has been considered in Ref. ͓16͔. There, during each recombination event, two genomes undergo a crossover. In other words, two points are chosen along the length of each genome and the two genomes exchange their contents between these pairs of points. Thus, as a rule, large pieces of genomes are exchanged. Such a recombination process distinguishes distance along the genome ͑i.e., if two points are neighbors or not͒, making such models analytically intractable.
Recently, multiallele models have been introduced and mean fitness has been calculated in a simpler ͑as compared to ͓16͔͒ model of recombination. In the horizontal gene transfer ͑HGT͒ ͓17,18͔ model, there is an exchange by a single allele and, therefore, recombination is a mean-field-like process ͑i.e., there is no concept of distance between points along the genome͒. Thereby, the model of ͓17,18͔ can be solved analytically: mean fitness ͓18͔ and a steady-state distribution ͓19͔ have been obtained. Unfortunately, it is impossible to find exact dynamics ͑in the large-genome limit͒ for a general symmetric fitness case ͑indeed, fitness is a function of the Hamming distance from one reference sequence͒, unlike what has been done in ͓15͔ for the Crow-Kimura and Eigen models. Here, we use the Hamilton-Jacobi equation ͑HJE͒ approach to evolution models ͓20,21͔ to solve exactly the dynamics of the recombination model with single-peak fitness. We follow the methodology of our previous paper ͓22͔.
In the model ͓17,18͔, the genome is a chain of N alleles ͑i.e., spins taking values Ϯ1͒. Thus, there are 2 N sequences, distributed among the Hamming classes 0 Յ k Յ N ͓23͔. 0th class corresponds to the reference sequence and the number of −1 spins in the lth class is equal to l. We consider a symmetric distribution of population among the Hamming classes. The fitness depends on the Hamming class and all the sequences of the lth Hamming class have the same fitness
where m l is the mean magnetization of spins in the lth class.
There is a mutation process with a rate 1 and recombination with a rate c. During the recombination event, one allele of the given sequence is replaced ͑with the rate c͒ by the allele at the same position of the genome chosen randomly from the population. This is the HGT model. The HGT model is equivalent to the recombination model, where two sequences exchange one allele with the rate c / 2. One has the following system for P l ͑total probabilities of sequences in the lth Hamming class͒:
where l= ͚ l=0 N lP l . The first two lines of Eq. ͑2͒ correspond to the Crow-Kimura model with two types of alleles at any loci ͑see Ref. ͓15͔ for the detailed description͒. At the instance of time dt, any allele could change to the opposite one with a probability dt. The term −P l ͚ k r k P k supports a balance condition: following the population growth, there is a uniform dilution retaining a constant population size. The following lines in Eq. ͑2͒, describe the recombination process. During the period of time dt, for a given sequence, we replace any allele in the genome with the probability cdt by the allele at the same position of other sequences, chosen randomly from the population ͑see ͓18͔͒. Therefore, there is a term −cP l in the third line of Eq. ͑2͒. The remaining terms in the third line correspond to the replacement of an allele with the allele of the same type. The last term corresponds to the replacement of an allele with the allele of another type. The model defined with Eq. ͑2͒ describes the case of general mutation rate per allele as well, after mapping c → c / , r l → r l / , and t → t.
It is important to note that mutation and recombination events are independent random processes; i.e., there is no correlation between mutation-recombination events in different parts of genome or between neighbor points. Equation ͑2͒ is a nonlinear system of ODE. In the Crow-Kimura model, it is possible to avoid the balance condition, find the solution of a linear system for the relative probabilities P l , and then rescale them to have a constraint ͚ l P l =1. In our case of the model with recombination, this trick is impossible.
Considering an ansatz
we obtain with 1 / N accuracy an equation for the bulk expression of u͑m , t͒,
where p = uЈ is the derivative via m, s = ͚ l P l ͑1−2l / N͒ is the surplus ͑surface magnetization ͓10,18͔͒ of the distribution, and Nf͑m͒ϵr k , m =1−2k / N. u͑m , t͒ has a maximum at point m = s at the moment of time t. Differentiating Eq. ͑4͒ via m at point m = s͑t͒, we derive
where u mm ϵ
‫ץ‬m‫ץ‬t and in Eq. ͑5͒ we consider the derivatives at point m = s͑t͒. We use the fact that u m Ј ͓s͑t͒ , t͔ = 0. On the other hand, near m = s͑t͒, one can use u͑m , t͒
.
͑6͒
The plan of the paper is as follows. In Sec. II, we solve the case without selection, i.e. f͑m͒ = 0. We calculate the probability of having N͑1−m͒ mutations, when originally the population is grouped at some reference ͑master͒ sequence. Different sequences are specified according to their Hamming distance from the reference sequence. In Sec. III, we calculate the error threshold in the case when the population originally is located at some sequence with some Hamming distance from the peak sequence ͑all sequences besides the peak one have the same, smaller fitness͒. In Sec. IV, we solve the static case of the model. We calculate the mean fitness including the finite genome length corrections. In Sec. V, we derive the system of equations for the two-dimensional re-combination model. In Appendixes A and B, we derive the population dynamics for the case without recombination and compare it to the result derived by an alternative method.
II. SELECTION-FREE EVOLUTION WITH MUTATIONS AND RECOMBINATION
Equation ͑6͒ gives in the case f͑m͒ =0,
Thus the overlap of the maximum point decreases exponentially
Now, s͑t͒ is just a given function and we get the HamiltonJacobi equation ͓27,28͔ with the Hamilton function explicitly dependent of t,
We solve the equation using the standard method of characteristics for the initial distribution u͑x ,0͒ = u 0 ͑x͒, considering the corresponding Hamilton equations
͑10͒
By solving this system, we can find the solutions p͑t ; x 0 , p 0 ͒ and x͑t ; x 0 , p 0 ͒, where x 0 and p 0 are, respectively, the initial coordinate and the initial momentum of the characteristic. Given the pair ͑x , t͒, we find the corresponding characteristic parameters x 0 and p 0 from the equation x = x͑t ; x 0 , p 0 ͒. Thereafter, we can obtain u͑x , t͒ by integrating the formula du = pdx − Hdt. The solution u͑x , t͒ is given in the form of an implicit functional system ͑see Appendix A͒.
First, we solve Eq. ͑10͒ which contains only p and t and can be solved independently
where A ϵ s͑0͒ and B are parameters characterizing the solution. Then we find the solution for x͑t͒,
where
Finally, we get u͑t , x͒,
The integral is calculated along the characteristics and x 0 is calculated from Eq. ͑11͒. In Fig. 1 , we give the comparison of the direct numerics of Eq. ͑2͒ to our analytical results. In biological applications, an important case corresponds with the population initially located at the sequence m =1 and thereby A = 1. In this case, exp͓Nu͑m , t͔͒ gives the probability having N͑1−m͒ / 2 mutations. When A =1, c = 0, a solution has been derived via alternative methods ͓22͔
In Appendixes A and B, we derive this solution using the HJE approach to verify our HJE method.
III. EVOLUTION IN THE CASE OF A SINGLE-PEAK FITNESS
A. Original population located at one sequence
In the previous section, we calculated the dynamics for a given symmetric distribution: originally, the distribution is symmetric around some reference sequence and the symmetry is conserved during the dynamics. If the fitness is a function of the Hamming distance from some other sequence, then it corresponds to the dynamics in two-dimensional ͑overlap͒ space. Such a dynamical problem cannot be solved analytically in the case of a general fitness landscape. However, in the case when the fitness landscape has a single-peak form at some other reference sequence, our analytical results of the previous section are sufficient to solve this twodimensional problem exactly ͑Sec. V͒. This point will be proven via direct numerical evaluation of the twodimensional evolution model. First, we consider the evolution dynamics, when at t =0 the population is located at some configuration with overlap m with the master sequence. Such a situation is not a theoretical abstraction, but occurs in virological experiments ͓25͔. An alternative version of the initial distribution could also be realized in experiment: a homogenous distribution around some reference sequence with the fixed overlap m ͓26͔. Then, we will calculate the relaxation period of the population to move to the master sequence. The key idea of the solution is borrowed from Ref. ͓22͔. We consider a free diffusion from the original sequence to the master sequence. Then we are looking at the growth of the population at the master sequence. Such an approach is correct with 1 / N accuracy.
Consider the dynamics for this case. At t = 0, we have x͑0͒ = A = 1. At the point x = m, there is a high-peak sequence with a fitness J; all other sequences have zero fitness. The probability of a given sequence is
͑16͒
Equation ͑16͒ provides the valid dynamics for t Ͻ t 0 . We calculate the probability of the master peak using the approach of Ref. ͓22͔. After the point t Ͼ t 0 , we consider the growth of the master sequence. Ignoring the nondiagonal and nonlinear terms ͑i.e., the time period when P 0 grows from 0.01 to 1 is ϳ1 / N͒, for P 0 in Eq. ͑2͒ we have
Thus,
Then, we calculate t 0 from the condition of maximum in Eq. ͑18͒. The relaxation period T is defined as the a point where P 0 ͑T͒ϳ1. Thus, we have a system of equations
For m Ϸ 0.797, J = 5.196, c = 1, and t 0 = 0.02, we derive T = 0.123 and B = −0.5 ͑see Appendix A͒. The next task is to numerically check these results for the relaxation process, when the maximal fitness is in one sequence, and originally the population is located at another sequence. This corresponds with a two-dimensional evolution process ͑one dimension is the Hamming distance from the peak configuration; the second dimension is the Hamming distance from the original sequence͒. In the case of zero recombination, the situation is simpler. The selectionfree dynamics is described by linear equations. If we are interested in calculating just the probability of P 0 ͑t͒ in an selection-free case, then, instead of putting the whole original population at one sequence at the Hamming distance N͑1−m͒ / 2, we can uniformly distribute it ͑at zero time͒ among all sequences at the Hamming distance N͑1−m͒ / 2. The key point is that such a symmetric distribution could be described by a one-dimensional evolution model, when originally only the probability of the lth Hamming class P l , l = N͑1−m͒ / 2 is nonzero. In the case of nonzero recombination, the selection-free dynamics is nonlinear and we cannot use this trick ͓the population is uniformly distributed over all the sequences at the Hamming distance N͑1−m͒ / 2 instead of being located at one sequence with Hamming distance N͑1−m͒ / 2͔. Therefore, we need in a two-dimensional evolution model to check our analytical results, Eq. ͑19͒. We will formulate the two-dimensional evolution model with recombination below, in Sec. V. The direct numerical evaluation of the two-dimensional model gives T Ϸ 0.122 for N = 1000, which is consistent with the result found by the analytical formula Eq. ͑19͒.
B. Threshold values of J for the given s(0)
The multistability phenomenon is well established in recombination models ͓24͔. In Ref. ͓18͔, an interesting fact has been identified: the error threshold depends on the initial distribution. Consider the fitness landscape r 0 = J, r i =0, i Ͼ 0. According to ͓18͔, when s͑0͒ = 1, the error threshold is J Ͼ 1, as was found first reported in Ref. ͓22͔ . For s͑0͒ =0, new error threshold J Ͼ 1+c / 2 has been provided in Ref.
͓18͔.
Let us find the threshold value of J, when the population originally is located at some sequence at any Hamming distance from the peak sequence. We should look for the maximum of the left-hand side of second equation in Eq. ͑19͒ via T,
IV. STEADY-STATE SOLUTION FOR SINGLE-PEAK FITNESS
To complete the investigation of the single-peak fitness model, let us calculate mean fitness with finite genome corrections. Without horizontal gene transfer, the steady-state distribution is
gives for the steady state
ͪͬ. ͑21͒
For the P 0 , we have
Replacing on the right-hand side and before the parenthesis on the left-hand side, P 0 and P 1 with their bulk expressions, P 0 Ϸ͑1−1/ J͒ and P 1 Ϸ͑J −1͒ / J 2 , and taking
we find a second-order accuracy expression for the P 0 in the presence of horizontal gene transfer
Therefore, in the infinite-genome limit, the horizontal gene transfer does not change the mean fitness for the single-peak fitness landscape, as has been first found in Ref. ͓18͔. We see that the recombination does not change the master type probability in the infinite-genome limit, while there are O͑1 / N͒ corrections. This is a rather large correction for the short variable parts of genome ͓16,26͔, where biologists consider rather small effects of epistasis ͓29͔. The finite-size corrections are negative; thus, the mean fitness decreases due to recombination, as has been first derived numerically in ͓31͔.
V. TWO-DIMENSIONAL RECOMBINATION MODEL
In ͓30͔, a two-dimensional model has been solved with mutation and selection. There are two reference sequences with the second sequence. Let us first give a slightly modified derivation of the results of ͓30͔ for the two-peak case and then use it for the recombination case.
There are N͑1+m͒ / 2 identical alleles ͑s l 1 = s l 2 ͒ of two reference sequences and N͑1−m͒ / 2 different ones. For simplicity, in the sequence, we put first the identical alleles, then different ones. Let us take arbitrary sequence with spins s l . We define magnetizations for the first group as m 1 and for the second group as m 2 ,
A simple calculation gives the following connection between these local magnetizations m 1 , m 2 , and the overlaps M 1 , M 2 with the reference sequences:
We consider an original distribution, where the sequence probability depends on l 1 , l 2 . If the fitness depends also on l 1 , l 2 , then all the sequences with the same l 1 , l 2 have identical probabilities during the dynamics. There are constraints 0
To find the solution of two-peak evolution model, one should first calculate the fractions ͑x ␣,i , ␣ = Ϯ 1, 1 Յ i Յ 2͒ of N alleles with the given alignment along the first and second sequences ͑see ͓30͔͒
Now we have the following system of equations for the probabilities of sequence classes with the same l 1 , l 2 :
where r͑l 1 , l 2 ͒ is the fitness of configuration and NR is the mean fitness. The term −p͑l l , l 2 ͒ is due to mutation with a rate 1 per allele, the third and fourth terms describe the mutation, when one allele is changed either in a first group of alleles ͑third term͒ or in the second group of alleles ͑fourth term͒. They are similar to the first line in Eq. ͑2͒: in Eq. ͑2͒ the relative number of positive alleles is l / N and for the negative alleles is 1 − l / N. The terms proportional to c correspond to the recombination. The second term in the third line corresponds to the third line in Eq. ͑2͒: the recombination terms which do not change the allele types. The fourth line is similar to the fourth line in Eq. ͑2͒: the change of allele types. We denote
We used Eq. ͑28͒ to calculate relaxation dynamics for the single-peak fitness case and the numerical verification confirmed our analytical result of Eq. ͑19͒. It is possible to write ͑nonlocal͒ Hamilton-Jacobi equation, similar to Eq. ͑4͒. In ͓19͔, we derived the mean fitness from the Hamilton-Jacobi equation, having a system of two equations for m, s: one is the maximum condition for the mean fitness R = ͕min͓−H͑m , p , s͔͒ ͉ p ͖͉ m and the second one is a condition R = f͑s͒. Now, following to ͓19͔, we get only three equations for the four variables m 1 , m 2 , s 1 , s 2 . Therefore, we cannot define the mean fitness following only to the ideas of ͓19͔. One needs a more advanced method to calculate the mean fitness.
VI. CONCLUSION
The solution of recombination dynamics in the case of many-allele models is a very hard task, and even the selection-free case has not been solved analytically to date. We solved the dynamics of the recombination model for the selection-free case and for the single-peak fitness landscape. Our analytical results are confirmed by direct numerical calculation. While the dynamics of the maximum of the distribution has a simple analytical expression, we need implicit functions to calculate the population profile. The results are exact at the large-genome limit. Our results Eqs. ͑12͒-͑14͒ could be applied in population genetics to calculate the probability of having N͑1−m͒ / 2 mutations after the period of time t. We also found how the error threshold depends on the initial distribution, generalizing the corresponding result of ͓18͔, and calculated finite-genome corrections to the mean fitness. These corrections are negative, as has been found before numerically in ͓31͔. These finite-size corrections could play an important role in the case of short-genome length, even suppressing the contribution of small epistasis ͓29͔.
We derived the system of equations for the recombination in the case of a two-dimensional fitness landscape. The calculation of the mean fitness is a harder task than in the case of the model without recombination and one needs new ideas to calculate it.
We do not see any chances to solve the models for other fitness functions besides the three cases ͑i.e., selection-free case and single-peak fitness function͒. We considered only the models in continuous time. In ͓8͔, recombination model in discrete time for a selection-free case has been considered; however, no solution has been presented. It would be interesting to apply our HJE approach to this case. 
APPENDIX A: THE DERIVATION OF FREE DYNAMICS
In this appendix, our task is to derive the dynamics for the selection-free case, i.e., the case f͑x͒ = 0. We refer now to the second line of Eq. ͑10͒ which, taking into account Eq. ͑7͒, turns into an independent ordinary first-order differential equation. Solving it, we obtain the function p͑t ; B͒ along a characteristic. Then similarly, after inserting p͑t ; B͒ into the first line of Eq. ͑10͒, we find the function x͑t ; B͒ along the characteristic. Having this function, one can find the characteristic corresponding to any given point ͑x , t͒ using the equation x͑t ; B͒ = x and thus obtain the desired B. Further, this B can be used in combination with du = p ‫ء‬ dx − H ‫ء‬ dt to calculate the value of u͑x , t͒ by integrating along the characteristic. We denote by x 0 and p 0 , respectively, the start point at t = 0 of the characteristic and the derivative u x Ј͑x 0 ,0͒ of the initial distribution u͑x ,0͒ at that point.
We start with Eq. ͑10͒ dp dt
where ␣ =1+c / 2 and ␤ = Ac / 2 are used for convenience dp dt
Let us do the following substitutions: v Џ tanh͑p͒ and z Џ exp͑2t͒. We derive
where B is a parameter of the characteristic and depends on p 0 : coth͑p 0 ͒ = A͑1−B͒. Now we modify Eq. ͑10͒
Equation ͑A4͒ is easily solved. Let us denote
Then the solution can be presented as
Now let us return to the explicit forms of functions f 1 ͑t͒ and f 2 ͑t͒,
͑A6͒
One should keep in mind that the functions f 1 and f 2 depend on the selected characteristic: f 1 ͑t ; B͒ and f 2 ͑t ; B͒. Now we insert p͑t͒ and x͑t͒ into Eq. ͑8͒ to obtain H͑t͒. Let us now simplify the expression for H,
where in the last line, the definition of functions f 1 and f 2 in Eq. ͑A4͒ was used. Finally, we shall use the formula du = pdx − Hdt. The last line of the Eq. ͑A3͒ can be rewritten in this form
͑A8͒
where Ae −2t ͑Be −ct −1͒ Ͼ 1. Equation ͑A4͒ now gives
Finally, we have u͑x , t͒,
Now one can calculate numerically the value of u͑x , t͒ for any ͑x , t͒ given the initial distribution u͑x ,0͒, which relates B with x 0 through u x Ј͑x 0 ,0͒ = p͑0,B͒ and provides u͑x 0 ,0͒ and A = argmax͕u͑x ,0͖͒.
APPENDIX B: THE DERIVATION OF FREE DYNAMICS WITHOUT RECOMBINATION
In this appendix, we shall use the results of Appendix A to derive the exact solution of u͑x , t͒ in the case without selection and recombination, i.e., f͑x͒ = 0 and c = 0. More precisely, we shall compare this solution, obtained for the single-peak case, i.e. A = 1 and u͑x ,0͒ = ͕−ϱ , when x Ͻ 1;0,when x =1͖, with the one derived via alternative methods, Eq. ͑14͒. Differentiating Eq. ͑14͒ by x, one gets p͑x,t͒ = 1 2 lnͩcoth͑t͒ 1 − x 1 + x ͪ.
͑B1͒
We see in Eq. ͑11͒ that Having p͑x , t͒ in the whole region, u͑x , t͒ is determined uniquely up to a constant summand in the initial distribution. Therefore, let us compare p͑x , t͒ in Eq. ͑14͒ to that obtained by solving Eqs. ͑11͒-͑13͒ putting c =0, A = 1 and u͑x ,0͒ = −a͑x −1͒ 2 , a → ϱ. ͓Any other u͑x ,0͒ = lim a→ϱ F͑x ; a͒ with a smooth monotonous F͑x ; a͒ satisfying lim a→ϱ F͑x ; a͒ = ͕0,x =1;−ϱ , x Ͻ 1͖ might be used instead.͔ The equation coth͑p 0 ͒ = A͑1−B͒ already mentioned immediately after Eq. ͑A3͒ implies x 0 ͑B͒ = A = 1 for all B besides B ͓0;2͔. Indeed, here we understand p 0 ͑B͒ as lim t→0 p͑t ; B͒ and p 0 will be certainly unbounded if x 0 = lim t→0 x͑t ; B͒ 1 while u x Ј͑x ,0͒ = +ϱ for x Ͻ 1. An unbounded p 0 implies coth͑p 0 ͒ = Ϯ 1. As a result, B =0 or B = 2 when x 0 1. Furthermore, B = 0 and B = 2 lead to a singularity in Eq. ͑A6͒. B ͑0,2͒ do not allow a real solution for p 0 = arccoth͓A͑1−B͔͒. Therefore, all the characteristics which are nonsingular in this sense start from the point x 0 =1. Let us refer to Eq. ͑12͒. Putting c =0, we get 
