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We investigate the transfer of the CohenMacaulay property from a commuta-
tive ring to a subring of invariants under the action of a finite group. Our point of
view is ring theoretic and not a priori tailored to a particular type of group action.
As an illustration, we discuss the special case of multiplicative actions, that is,
 n  nactions on group algebras k  via an action on  .  2001 Academic Press
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INTRODUCTION
This article addresses the following question: to what extent does the
CohenMacaulay property pass from a commutative ring R to a subring
RG of invariants under the action of a finite group G on R? As is well
known, the CohenMacaulay property is indeed inherited by RG whenever
G Ž . Ž the trace map tr : R R , rÝ g r , is surjective HE ; see alsoG gG
.Corollary 3.2 below . In general, however, the property does not transfer,
even in the particular case of linear actions, that is, G-actions on polyno-
 mial algebras R k X , . . . , X by linear substitutions of the variables.1 n
The CohenMacaulay problem for linear invariants has been rather thor-
oughly explored without, at present, being anywhere near a final solution.
Our focus in this article will not be on linear G-actions on polynomial
algebras nor, for the most part, on any other kind of group action on affine
algebras over a field. Rather, in Sections 14, we work entirely in the
setting of commutative noetherian rings. Besides being more general, this
approach has resulted in a number of simplifications of results previously
 obtained by Kemper Ke , Ke in a geometric setting using geometric1 2
1 Research of both authors supported in part by NSF Grant DMS-9988756.
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methods. Nevertheless, the article owes a great deal to Kemper’s insights
and originated from a study of his work.
A short outline of the contents is as follows. Section 1 is devoted to
relative trace maps. We determine the height of their image, an ideal of
RG, and use this result to give a lower bound for the height of annihilators
in RG of certain cohomology classes. Section 2 reviews basic material on
CohenMacaulay rings and local cohomology. In particular, we describe a
 pair of spectral sequences constructed by Ellingsrud and Skjelbred ES .
These quickly yield certain depth estimates. Section 3 develops the main
technical tools of this article. We use the EllingsrudSkjelbred spectral
sequences to derive a depth formula for modules of invariants. This
formula underlies virtually all our subsequent applications to the Cohen
Macaulay property of rings of invariants RG. These applications, in the
main, concern the case where R has characteristic p 0 and focus on the
role played by the Sylow p-subgroup of G. For the precise statements of
our results, we refer the reader to Section 4 where they are presented. The
final Section 5 initiates the study of the CohenMacaulay property in the
special setting of multiplicative actions. These are defined to be G-actions
 1 1 on Laurent polynomial algebras R k X , . . . , X stabilizing the1 n
² : nlattice of monomials X , . . . , X   ; so we may think of G as a1 n
Ž .subgroup of GL  . We show that if G maps onto some nontrivialn
p-group and has a cyclic Sylow p-subgroup, P, then RG is CohenMacaulay
Ž .if and only if P is generated by a bireflection, that is, a matrix gGL n
so that g 1 has rank at most 2. In this case, P must have order 2, 3,nn
or 4. A more detailed study of the CohenMacaulay property for multi-
plicative invariants will form the subject of the second author’s Ph.D.
thesis.
Notations and Conentions. Throughout, G will denote a finite group
Ž .and R will be a commutative ring with 1 on which G acts by ring
Ž .automorphisms, r g r . The subring of G-invariant elements of R will
be denoted by RG and the skew group ring of G over R by RG. Thus, RG
is the free left R-module with basis the elements of G, made into a ring by
  Ž  .   means of the multiplication rule rg  r g  rg r gg for r, r  R, g, g G.
 Ž .The ring R is a module over RG via rg  r  rg r . All modules are
understood to be left modules.
1. THE RELATIVE TRACE MAP
1.1. Throughout this section, H denotes a subgroup of G. The relatie
trace map tr : R H RG is defined byGH
tr r  g r r R H .Ž . Ž . Ž .ÝGH
gGH
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Here, g runs over any transversal for the cosets gH of H in G. Since
tr is RG-linear, the image of tr is an ideal of RG which we shallGH GH
denote by
RG .H
1.2. Coering Primes. The proof of the following lemma was communi-
cated to us by Don Passman. The special case where R is an affine algebra
  g 1over a field is covered by Ke , Satz 4.7 . As usual, we will write H gHg2
Ž . Ž .  Ž .Ž . 4gG and I   gG  g 1 R 	 denotes the inertia groupG
Žof an ideal  of R. We mention that in the geometric context i.e., when
R is the coordinate ring of an affine variety X and  comes from a point
. Ž .x X , the inertia group I  is just the isotropy group G .G x
LEMMA 1.1. For any prime ideal  of R,
G
g
 R  I  : I   for all gG.Ž . Ž .H G H
Proof. The implication follows from the straightforward formula
gtr r  I  : I  g r mod Ž . Ž . Ž . Ž .ÝGH G H
Ž .gI  GHG
for all r R H. For  , assume that 
 RG . It suffices to show thatH
I  : I   .Ž . Ž .G H
G G Ž . Ž Ž .. Hg gIndeed, R  R , since tr r  tr g r holds for all r RH H GH G H
and gG.
Ž .To simplify notation, put I I  and let P denote a Sylow p-sub-G
Ž .group of IH I  , where p 0 is the characteristic of the commu-H
Ž  4 .tative domain R. Here P 1 if p 0. Then our desired conclu-
 sion, I : IH  , is equivalent to
 I : P  .
Furthermore, our assumption 
 RG entails that 
 RG, becauseH P
tr  tr tr . Thus, leaving H for P, we may assume that H PGP GH HP
 Ž . 4is a p-subgroup of I. Let D gG  g   denote the decomposi-
tion group of ; so ID. We claim that

 R D .P
Ž .To see this, choose r R so that r g  for all gGD but r.
Ž . Ž .Then sŁ g r also belongs to  g  but not to  and, ing D gG D
addition, s R D. Now assume that, contrary to our claim, there exists an
P Ž . Ž . Ž .element f R so that tr f . Then tr sf  s tr f DP DP DP
Ž . Ž . g   , and hence tr sf  , a contradiction.gG D GP
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By the claim, we may replace G by D, thereby reducing to the case
Ž .where  is G-stable. Note that I is unaffected by this replacement. So
G acts on R with kernel I, P is a p-subgroup of I, and RG P
Ž .   Ž .. Thus, 0 tr r  I : P Ý g r mod  holds for all rGP gG I
P  R . Our desired conclusion, I : P  , will follow if we can show that
Ž . PÝ g r  holds for some r R . But Ý g induces a nonzerogG I gG I
endomorphism on R, by linear independence of automorphisms of
Ž . Ž .KFract R ; so Ý g s  holds for some s R. Putting rgG I
Ž . P  P   Ł h s , we have r R and r s mod . Since P is 1 or a powerh P
Ž . Ž  P . Ž Ž ..  P of p char K , we obtain Ý g r Ý g s  Ý g sgG I gG I gG I
 0 mod  , as required.
1.3. Height Formula. For any collection X of subgroups of G, we
define the ideal RG of RG byX
RG  RG .ÝX H
H X
Inasmuch as RG  RG  RGg holds for all DHG and gG, thereD H H
is no loss in assuming that X is closed under G-conjugation and under
taking subgroups.
Moreover, for any subgroup HG, we define
I H  h 1 R R .Ž . Ž . Ž .ÝR
hH
Ž . Ž .Thus, I H is an ideal of R, and 
 I H is equivalent with HR R
Ž .I  . When R is the coordinate ring of an affine variety X the idealG
Ž . HI H defines the subvariety X of H-fixed points in X.R
LEMMA 1.2. Assume that R has characteristic p, a positie prime, and let
X be a collection of subgroups of G that is closed under G-conjugation and
under taking subgroups. Then
height RG  inf height I P  P is a p-subgroup of G , P X . 4Ž .X R
Proof. One has
height RG  inf height  inf height  ,X
 
where  runs over the prime ideals of RG containing RG and  runsX
over the primes of R containing RG. Here, the first equality is just theX
definition of height, while the second equality is a consequence of the
G standard relations between the primes of R and R ; see, e.g., Bou,
Theoreme 2, p. 42 .´ `
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By Lemma 1.1,
G
R  p I  : I  for all H X .Ž . Ž .X G H
Ž . Ž .Since I   I  H belongs to X for H X , the latter conditionH G
Ž .just says that the Sylow p-subgroups of I  do not belong to X or,G
Ž .equivalently, some p-subgroup P I  does not belong to X . There-G
fore,

 RG
 I P ,Ž .X R
PG a p-subgroup, PX
which implies the asserted height formula.
1.4. Annihilators of Cohomology Classes. Let M be a module over
the skew group ring RG. Then, for each r RG, the map  : MM,
m rm, is G-equivariant, and hence  induces a map on cohomology :
Ž . Ž . Ž .H* G, M H* G, M . Letting r act on H* G, M via  we make
Ž . GH* G, M into an R -module.
 The following lemma generalizes Ke , Corollary 2.4 .3
LEMMA 1.3. The ideal RG of RG annihilates the kernel of the restrictionH
G Ž . Ž .map res : H* G, M H* H, M .H
G 0Ž . Ž .Proof. The action of R H G, R on H* G, M can also be inter-
preted as coming from the cup product
 0H G , R H* G , M H* G , R M H* G , M ,Ž . Ž . Ž . Ž .
where the map denoted by  comes from the G-equivariant map R M
 M, rm rm; see e.g., Br, Exercise 1, p. 114 . Furthermore, the
relative trace map tr : R H RG is identical with the corestriction mapGH
G 0Ž . 0Ž .  cor : H H, R H G, R ; cf. Br, p. 81 . Thus, the transfer formula forH
 Ž .  H Ž .cup products Br, 3.8 , p. 112 gives, for s R and xH* G, M ,
tr s x  tr s  x   corG s resG x .Ž . Ž . Ž .Ž .Ž . Ž .GH GH H H
G Ž . Ž .Therefore, if res x  0 then tr s x 0.H GH
We summarize the material of this section in the following proposition.
GŽ . For convenience, we write res    .PP
PROPOSITION 1.4. Assume that R has characteristic p, and let M be an
Ž .RG-module. Then, for any xH* G, M ,
Gheight ann x  inf height I P  P a p-subgroup of G , x 	 0 . 4Ž . Ž . PR R
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  Proof. Let X denote the splitting data of x, that is, X HG x H
4   Ž . GG0 ; cf. CoR . By Lemma 1.3, ann x 
 R , and by Lemma 1.2, heightR X
G  Ž .  4R  inf height I P  P is a p-subgroup of G, x 	 0 . The propositionPX R
follows.
2. DEPTH
2.1. In this section, A denotes a commutative noetherian ring,  is an
ideal of A, and M is a finitely generated module over the group ring
 A G .
2.2. Depth and Local Cohomology. Let H i denote the ith local coho-
mology functor with respect to  , that is, the ith right derived functor of
the -torsion functor
0  4 M H M  mM m is annihilated by some power of  .Ž . Ž . 
Then
depth  , M  inf i H i M 	 0Ž . Ž . 4
Ž .  where inf  ; see BS, Theorem 6.2.7 .
Ž G . Ž .Recall from Section 1.4 with A R that H* G, M is a module over
A. Our hypotheses on A and M entail that M is a noetherian A-module,
Ž .and hence so are all H* G, M . Therefore,
depth  , H* G , M  inf i H i H q G , M 	 0 .Ž . Ž . 4Ž . Ž .
iŽ .    All H M are A G -modules, via the action of A G on M.
2.3. The EllingsrudSkjelbred Spectral Sequences. The above A-mod-
pŽ qŽ .. p qules H H G, M feature as the E -terms of a certain spectral se- 2
 quence due to Ellingsrud and Skjelbred ES . In fact, two related spectral
 sequences are constructed in ES in the following manner.
Ž .G 0Ž .The -torsion functor  and the G-fixed point functor  H G, 
Ž G . Ž Ž ..G  clearly commute:  M   M . Moreover, if the A G -module M 
Ž .  is injective, then one checks that  M is also injective as A G -module
Ž  . Gas in BS, Proposition 2.1.4 and M is injective as an A-module.
iŽ Ž .. iŽ G .Therefore, H G,  M  0 and H M  0 holds for all i 0 if M is 
injective. We obtain two Grothendieck spectral sequences converging to

 Ž . Ž Ž .G .Ž . 
 ŽŽ .G .Ž .  H G, M  R*   M  R   M , for any A G -module M;  
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 e.g., Ro, Theorem 11.38 :
p , q pŽ qŽ .. E H H G , M2 
pqŽ . 2.1Ž .H G , M 
p , q p qŽ Ž ..E H G , H M2 
2.4. Depth Estimates. The depth formulas in Section 2.2 combined with
Ž . Ž G .the spectral sequences 2.1 yield the following estimates for depth  , M .
Ž . Ž G .  Ž .LEMMA 2.1. a lower bound: depth  , M min depth  , M , h 
4  Ž qŽ ..41 , where h  inf q depth  , H G, M . q 0
Ž . p0Ž q0Ž ..b upper bound: Assume that H H G, M 	 0 for some p 0
Ž . 0, q  0 with s  p  q  depth  , M . Assume further that0 0 0
s1lŽ lŽ .. s1lŽ lŽH H G, M  0 holds for l 1, . . . , q  1 and H H G, 0 
.. Ž G .M  0 holds for l q . Then depth  , M  s 1.0
Ž . qŽ .Proof. Put m depth  , M . Then H M  0 for qm, and so the
Ž . nŽ .E-sequence in 2.1 implies that H G, M  0 for nm. Therefore, the
E-sequence satisfies
E p , q 0 if p qm. 2.2Ž .
p, 0 pŽ G .Furthermore, E H M ; so2 
depth  , M G  inf p  E p , 0 	 0 .Ž .  42
Finally,
h  inf p q  q 0, E p , q 	 0 . 4 2
Ž .  4 p, 0 Ž .To prove a , assume that pmin m, h  1 . Then E  0, by 2.2 ,a 
and Ei, j 0 for j 0, i j p, r 2. Recall that the differential d ofr r
Ž . p, 0E has bidegree r, 1 r . Thus, E has no nontrivial boundaries andr r
consists entirely of cycles. This shows that E p, 0 E p, 0   E p, 0, and2 3 
p, 0 Ž .hence E  0. Thus, a is proved.2
Ž . s1, 0For b , we check that E 	 0. Our hypotheses imply that, at2
Ž . Ž .position p , q , all incoming differentials d r 2 are 0 as well as all0 0 r
Ž . p0 , q0 p0 , q0 p0 , q0outgoing d r 2, r	 q  1 . Therefore, E  E and E r 0 q 1 2 0
p0 , q0 Ž p0 , q0. p0 , q0E Ker d . The former implies that E 	 0, by hypothesis onq 2 q 1 q 10 0 0
Ž . p0 , q0 p0 , q0p , q , and the latter shows that d is injective, because E  0 by0 0 q 1 0
Ž . p0 , q0 p0 , q0 s1, 02.2 . Thus, d embeds E into E , forcing the latter to beq 1 q 1 q 10 0 0
s1, 0nonzero. Hence, E is nonzero as well, as desired.2
In this article, we will only apply the above estimates in a very limited
Ž .way, namely with p  0 in the notation of part b . This case yields0
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estimates that could also be derived by other means, e.g., by using Koszul
 complexes as done by Kemper in Ke , Ke .1 2
2.5. CohenMacaulay Rings. For any finitely generated A-module V,
Ž .one defines dim V dim Aann V andA
height  , V  height  ann Vann V ;Ž . Ž .A A
Ž .so dim V sup height  , V . Always,
 ann VA
depth  , V  height  , V ;Ž . Ž .
 Ž .see BH, Exercise 1.2.22 a . The A-module V is called CohenMacaulay if
equality holds for all ideals  of A. In order to show that V is
Ž . Ž .CohenMacaulay, it suffices to check that depth  , V  height  , V
holds for all maximal ideals  of A with 
 ann V.A
3. MODULES OF INVARIANTS
3.1. Throughout this section, RG is assumed noetherian and  denotes
an ideal of RG. Moreover, M denotes an RG-module that is finitely
generated as an RG-module. Our finiteness assumptions hold, for example,
whenever R is an affine algebra over some noetherian subring k RG and
 M is a finitely generated RG-module; see Bou, Theoreme 2, p. 33 .´ `
3.2. The Problem and a Sufficient Condition. Assuming M to beR
CohenMacaulay, we are interested in the question under what circum-
stances G M G will be CohenMacaulay as well. We remark that M isR R
 GCohenMacaulay if and only if M is; see Ke , Proposition 1.17 .R 2
For future reference, we record the following simple lemma.
'LEMMA 3.1. Assume that M is CohenMacaulay and that 
R
G Ž . Ž . Ž G .Gann M . Then depth  , M  height  , M  height  , M .R
G' ŽG GProof. Note that 
 ann M 
 ann M entails that height  ,R R
. Ž G . Ž . Ž . GM  height  , M . Further, height  , M  depth  , M , because MR
is CohenMacaulay. The lemma follows.
We now give a sufficient condition for G M G to be CohenMacaulay.R
We note that dim M dim G M, by the familiar relations between theR R
primes of R and of RG.
qŽ .COROLLARY 3.2. Assume that M is CohenMacaulay. If H G, M  0R
holds for 0 q dim M 1 then G M G is CohenMacaulay as well. InR R
particular, this holds wheneer the trace map tr  tr : R RG isG G14
surjectie.
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Proof. Let  be an ideal of RG with 
 ann G M G. Our hypothesis onR
qŽ .H G, M entails that the value of h in Lemma 2.1 satisfies h  dim M  R
Ž . Ž G .G 1. Also, dim M  dim M  height  , M  height  , M , byR R
Ž . Ž G . Ž G .Lemma 3.1. Thus, Lemma 2.1 a gives depth  , M  height  , M ,
which proves that G M G is CohenMacaulay.R
qŽ .For the last assertion, just note that Lemma 1.3 implies that H G, M
G G 0 holds for all q 0 when R  R .14
qŽ .Note that the condition H G, M  0 for 0 q dim M 1 isR
1Ž .vacuous for dim M 2. For dim M 3 it becomes H G, M  0. TheR R
latter holds, for example, whenever M is a G-permutation module without
  Ž   Ž ..G -torsion; explicitly, as a G-module, M  G  M H , whereH H
Ž .H runs over certain subgroups of G and each M H is an H-submodule
H   Ž .of M so that H m 0, mM H implies m 0.
3.3. Example: Multiplicatie Inariants oer CohenMacaulay Rings. Let
  nM R k A be the group ring of a free abelian group A  over a
CohenMacaulay ring k; so R is CohenMacaulay as well. Let G act on
A by group automorphisms. By k-linear extension to R we obtain a
G-action on R by algebra automorphism which is indeed a permutation
action. Thus, the foregoing implies immediately that RG is CohenMacau-
 lay when n dim k 3 and k has no G -torsion. We will return to this
type of group action, called multiplicative, in greater detail in Section 5,
 focusing on the case where k is a field whose characteristic divides G .
3.4. Depth Formula. In view of Corollary 3.2, we may concentrate on
the case where M has non-vanishing positive G-cohomology. The follow-
ing proposition is a version of results of Kemper, see Ke , Corollary 1.6;1
Ke , Kor. 1.18 .2
'PROPOSITION 3.3. Assume that M is CohenMacaulay and that 
R
G qŽ .Gann M . Furthermore, assume that, for some r 0, H G, M  0 holdsR
rŽ .for 0 q r but  x 0 for some 0	 xH G, M . Then
depth  , M G min r 1, depth  , M . 4Ž . Ž .
Ž . Ž .Remark. height  , M  depth  , M holds in the above formula; see
Lemma 3.1.
Proof of Proposition 3.3. Our hypothesis  x 0 for some 0	 x
rŽ . 0Ž rŽ .. Ž rŽ ..H G, M is equivalent with H H G, M 	 0; so depth  , H G, M
Ž G . 0. The asserted equality is trivial for r 0, since depth  , M 
Ž .depth  , M  0 holds in this case. Thus we assume that r 0. Then, in
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Ž .the notation of Lemma 2.1, we have r h , and part a of the lemma
gives the inequality  .
Ž .To prove the reverse inequality, note that Lemma 3.1 gives depth  , M
Ž G . Ž G . depth  , M . Therefore, it suffices to show that depth  , M  r 1
Ž . Ž .if depth  , M  r 1. For this, we quote Lemma 2.1 b with p  0 and0
Ž .q  r so s r .0
4. THE SYLOW SUBGROUP OF G
4.1. In this section, we focus on rings of invariants RG. If not explicitly
mentioned otherwise, R is assumed to be noetherian as a RG-module and
to have characteristic p, a positive prime. We let P denote a Sylow
p-subgroup of G.
4.2. A Necessary Condition. Put
  G , R  inf r 0 H r G , R 	 0 . 4Ž . Ž .
  Ž . 4PROPOSITION 4.1. Put P P  P  height I P   1 . If R andR
RG are both CohenMacaulay and   then the restriction map
resG : H  G , R  H  P , RŽ . Ž .ŁP
P P
is injectie.
Ž . Ž .GProof. Let 0	 xH G, R be given and put  ann x . Then,R
by Proposition 1.4,
   height  inf height I P  P a p-subgroup of G , x 	 0 . 4Ž . PR
Since RG is CohenMacaulay, height  depth . Finally, Proposition 3.3
with M R gives depth   1. Thus, there exists a p-subgroup P of
  Ž .G with x 	 0 and height I P   1. Note that both the conditionP R
  Ž  . x 	 0 and the value of height I P are preserved upon replacing P byP R
a conjugate gP with gG. Therefore, we may assume that P P,
which proves the proposition.
4.3. Galois and Almost Galois Actions. Recall that the G-action on a
commutative ring R is Galois, in the sense of Auslander and Goldman
 AG , if every maximal ideal of R has trivial inertia group in G or,
Ž .equivalently, I H  R holds for all subgroups 1	HG. Thus, aR
G-action on the coordinate ring of an affine variety X is Galois precisely if
the fixed point subvarieties X H are empty.
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Ž .We will say that a G-action on R is almost Galois if height I H R
Ž .dim R holds for all 1	HG where height R  . In the geometric
setting, this means that the fixed point subvarieties X H are finite. For
linear actions, X is a nonzero vector space on which G acts linearly; so
H Žeach X is a subspace. Thus, linear actions are never Galois when
. ŽG	 1 , and they are not even almost Galois in the modular case i.e.,
. Ž .when P	 1 . Similarly, multiplicative actions cf. Section 3.3 are never
Ž .Galois but they are often almost Galois; see Section 5.2. Part a of the
following proposition holds for any commutative ring R; it is included for
the sake of completeness.
Ž . GPROPOSITION 4.2. a If the G-action on R is Galois then R is Cohen
Macaulay if and only if R is.
Ž .b Assume that R is CohenMacaulay and that the action of the Sylow
p-subgroup P on R is almost Galois. Then RG is CohenMacaulay if and only
if dim R  1.
Ž .  Proof. a By CHR, Lemma 1.6 and Theorem 1.3 , the trace map tr :G
R RG is surjective for Galois actions and R is finitely generated
projective as an RG-module. Thus, R is faithfully flat as an RG-module.
Ž G .Moreover, for any prime  of R, the fibre R   R R has 
  Gdimension 0. Therefore, by BH, 2.1.23 , R is CohenMacaulay if and
only if R is.
Ž .b The implication  follows from Corollary 3.2 with M R. For
the converse, let RG be CohenMacaulay and assume, without loss, that
 . Then Proposition 4.1 implies that there is a subgroup 1	 P P
Ž .with height I P   1. On the other hand, by hypothesis on theR
Ž .P-action, height I P  dim R; so dim R  1.R
4.4. Example: Affine Actions on Polynomial Algebras. A G-action on
 the polynomial algebra R k X , . . . , X over a field k is called affine if1 n
G stabilizes the subspace L kÝ kX of polynomials of degree at mosti i
 1. Since G acts trivially on k, the quotient V Lk inherits a k G -mod-
Ž .ule structure. Let  Ext V, k denote the extension class of 0 kkG 
L V 0. We claim
the G-action on R is Galois if and only if the restrictions
  Ext V , k are nonzero for all subgroupsŽ .H kH 
1	HG.
Indeed, if   0 for some H then H acts linearly on R, and hence theH
action won’t be Galois. Conversely, assume that all  are nonzero. ThenH
Ž .G is a p-group, where p char k. In order to show that all I H  R, itR
² :suffices to consider cyclic subgroups 1	H h . But then the restriction
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Ž . Ž H .map Ext V, K  Ext V , k can be identified with the canonicalkH  kH 
i Ž . 
 Ž H .
 
 Ž . 

map ann Ýh  h 1 V  V  V  h 1 V , and hence it isV
 Ž H .injective. Thus,  has a nonzero image in Ext V , k , that is,H kH 
Ž . Ž . Ž .0	 h l  l k holds for some l L. Since h l  l I H , we con-R
Ž .clude that I H  R, as desired.R
Ž .In the special case where the G-action on V is trivial, Ext V, k cankG 
Ž 
 .be identified with Hom G, V and the above Galois condition just says
that  is an injection G V
. Geometrically, this case corresponds to an
Ž . 
 Ž . Ž .action of G on Hom R, k  V by translations, g f  f  g .
Returning to general affine actions on R, we remark that if the action of
the Sylow p-subgroup P is almost Galois then it is actually Galois. For, as
we have remarked above, no nonidentity subgroup of P can act linearly,
and so  must restrict nontrivially to all these subgroups. In this case, the
P-trace tr is surjective, and hence so is tr which in turn entails that .P G
Ž .Hence Proposition 4.2 b says
 G 	 0 for all subgroups 1	H P R is CohenMacaulay.H
 4.5. Bireflections. Following Ke , we will call an element gG a2
Ž² :.bireflection on R if height I g  2.R
COROLLARY 4.3. Assume that R and RG are CohenMacaulay. Let H
denote the subgroup of G that is generated by all p-elements of G and all
bireflections in P. Then RG  RG .H
Proof. First note that H is a normal subgroup of G and GH is a0G G HŽ .p-group. Thus, if R 	 R or, equivalently, H GH, R 	 0 then alsoH
1Ž H .  H GH, R 	 0; see Br, Theorem VI.8.5 . In view of the exact se-
quence
resGH1 H 1 10H GH , R H G , R H H , RŽ . Ž .Ž .
Ž  . 1Ž .see Ba, 35.3 we further obtain H G, R 	 0. Thus,  1 holds in
Proposition 4.1 and every P P consists of bireflections. Therefore
 G 1Ž . 1Ž .P H and Proposition 4.1 implies that res : H G, R H H, R isH
injective, contradicting the above exact sequence. Therefore, we must have
G GR  R .H
In case     1 is a G-module direct summand of R, the conclusionp R
RG  RG of the above corollary is equivalent with GH. In this form,H
  Ž .the corollary is essentially Ke , Korollar 4.10 at least for affine R .2
 4.6. The Case P  p. Put
 G   G ,   inf r 0 H r G ,  	 0 .Ž .  4Ž . Ž .p p p
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We will determine this number in the case where the order of G is
2   Ž .divisible by p but not by p ; in other words, P  p. As usual  P andG
Ž . P will denote the normalizer and the centralizer, respectively, of P inG
Ž . Ž . Ž . Ž . 
G. Thus,  P  P is a subgroup of Aut P Aut p   , andG G p
hence it is cyclic of order dividing p 1.
  Ž .  Ž . Ž .COROLLARY 4.4. Assume that P  p. Then  G  2  P : Pp G G
1. Moreoer, if  is a G-module direct summand of R and R and RG arep
Ž .  Ž . Ž .both CohenMacaulay then height I P  2  P : P .R G G
Ž . Ž .  Proof. Put N P , C P , and r 2 N : C  1. In order toG G
Ž . 
 Ž . 
 Ž .NCprove that  G  r, we use the fact that H G,  H P, p p p
 holds for  0; see Be, Corollary 3.6.19 . If p 2 then N C and so

 Ž .NC 
 Ž .r 1. Moreover, H P, H 2,  equals  in all degrees.p 2 2
This proves the assertion for p 2; so we assume p odd from now on. In

 Ž .   Ž 2 .this case, H p,     , b   ,  b  b  with deg   1 andp p 1 2 1 1 2 2 1 1
  Ž .deg b  2; see AM, Corollary II.4.2 . Moreover, identifying Aut p2

 Ž . 
 Ž .with  , the action of Aut p on H p,  becomes scalar multipli-p p
cation,   l  , b  l b , where l 
. Taking l to be a generator1 1 2 2 p
for the subgroup of 
 corresponding to NC, we see thatp
NC
 iN : C  iN : C 1H P ,    b    b ;Ž .  p p 2 p 1 2
i0 i0
  
 Ž .NCsee AM, pp. 104105 . The smallest positive degree where H P, p
Ž  .does not vanish is therefore indeed 2 N : C  1  1 r.
Now assume that  is a G-module direct summand of R and R and RGp
rŽ .are both CohenMacaulay. The former hypothesis implies that H G, R
 	 0 and hence  r. Moreover, our hypothesis on P implies that P P
holds in Proposition 4.1, because otherwise P would consist of the identity
Ž .subgroup alone. Therefore, height I P   1 r 1, as desired.R
Ž .In the case of a linear action, the upper bound for height I P given inR
 the above corollary also follows from Ke , Theorem 3.1 .3
4.7. The Non-CohenMacaulay Locus. We finish this section by record-
ing an elementary observation independent of the local cohomology meth-
ods used thus far and valid for any commutative ring R.
By definition, the non-CohenMacaulay locus of RG consists of those
G Ž G .prime ideals  of R so that the localization R is not Cohen
Macaulay. Thus, RG is CohenMacaulay if and only if its non-Cohen
Macaulay locus is empty. Here, we point out a general bound for the
non-CohenMacaulay locus in terms of relative trace maps. More detailed
 results for affine algebras over a field can be found in Ke , Kapitel 5 .2
Recall the notation RG from Section 1.3.X
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PROPOSITION 4.5. Let C M denote the set of subgroups H of G so that R H
is CohenMacaulay. Then, for eery prime ideal  of RG so that  RG ,C M
Ž G .the localization R is CohenMacaulay.
Proof. By hypothesis,  RG for some H C M. Let R denote theH 
localization of R at the multiplicative subset RG. Then the G-action on
Ž .G Ž G . Ž .H Ž H . Ž .HR extends to R and R  R . Similarly R  R ; so R     
Ž .His CohenMacaulay. By choice of  the relative trace map tr : RGH 
Ž .G Ž .H Ž . R is onto. Fix an element c R so that tr c  1 and  GH
Ž .H Ž .G Ž . Ž .define  : R  R by  x  tr cx . This map is a ‘‘Reynolds  GH
Ž .G Ž .Goperator,’’ i.e.,  is R -linear and restricts to the identity on R . 
Ž .H Ž .G Since R is integral over R , a result of Hochster and Eagon HE; 
 Ž .GBH, Theorem 6.4.5 implies that R is CohenMacaulay, which proves
the proposition.
As an application, we note that if G has subgroups H so that each R H ii
  G Gis CohenMacaulay and the indices G : H are coprime in R then R isi
  GCohenMacaulay as well. Indeed, writing 1Ý G : H r with r  R ,i i i i
Ž . Gwe obtain 1Ý tr r  R ; so the non-CohenMacaulay locus ofi GH i C Mi
RG is empty.
5. MULTIPLICATIVE ACTIONS
5.1. In this section, we focus on a particular type of group action often
called multiplicative actions. These arise from G-actions on lattices A n
 by extending the action k-linearly to the group algebra R k A 
 1 1 k X , . . . , X . Here, we assume k to be a field such that p char k1 n
divides the order of G; otherwise the invariant subalgebra RG would
certainly be CohenMacaulay because R is; see Proposition 4.5. There is
Ž . Ž .no loss in assuming G to be faithfully embedded in GL A GL  , andn
we will do so. The above notations will remain valid throughout this
section.
  Ž .5.2. The action of G on R k A is almost Galois see Section 4.3 if
and only if G acts fixed-point-freely on A, that is, no 1	 gG has an
eigenvalue 1 on A. Furthermore, an element gG is a bireflection on R
Ž . Ž . Ž .Section 4.5 if and only if the endomorphism g 1 End A M n
has rank at most 2. Both these observations are consequences of the
following
Ž . HLEMMA 5.1. For any subgroup HG, height I H  n rank A .R
Ž .Proof. By definition, the ideal I H of R is generated by the elementsR
Ž . Ž Ž . 1 . Ž .h a  a  h a a  1 a for h  H, a  A. Thus, RI H R
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     ² Ž . 1 :k A H, A , where we have put H, A  h a a  hH, a A  A.
Ž . Ž .Consequently, height I H  dim R  dim RI H  n  rankR R
   A H, A . Finally, since the group algebra  H is semisimple, A
H HŽ . Ž  .  A   H, A  ; so rank A H, A  rank A .
5.3. Since G permutes the k-basis A of R, the EckmannShapiro
 Ž .Lemma Br, VI 5.2 implies that
H
 G , R  H
 G , k ,Ž . Ž . a
aAG
where G denotes the isotropy group of a in G. In particular, using thea
notations of Sections 4.2 and 4.6, we have
 inf  G . 5.1Ž . Ž .p a
aA
² :  5.4. Example: Inersion. Let G g act on R k X ,nn 1
1  Ž . 1 n. . . , X via g X  X . This action is fixed-point-free on A  .n i i
Ž . Ž .Moreover, assuming p 2, we have   G  1 by 5.1 . Therefore,2
Ž .Proposition 4.2 b gives
RG is CohenMacaulay if and only if n 2.
5.5. Example: Reflection Groups. An element gG is called a reflec-
Ž² :.tion on R if height I g  1 or, equivalently, if the endomorphismR
Ž . Ž .g 1 End A M  has rank at most 1; see Lemma 5.1. If G isn
generated by reflections then RG is an affine normal semigroup algebra
  Gover k; see Lo . Therefore, R is CohenMacaulay in this case, for any1
 field k; see BH, Theorem 6.3.5 . This is in contrast with the situation for
finite group actions on polynomial algebras by linear substitutions of the
Ž .variables, where modular reflection groups need not lead to CohenMa-
 caulay invariants Nak .
5.6. Cyclic Sylow Subgroups. As before, we let P denote a fixed Sylow
pŽ .p-subgroup of G. Moreover, O G denotes the intersection of all normal
subgroups N of G so that GN is a p-group.
pŽ . GTHEOREM 5.2. Assume that O G 	G and that P is cyclic. Then R is
CohenMacaulay if and only if P is generated by a bireflection. In this case, P
has order 2, 3, or 4.
pŽ . Ž .Proof. Our hypothesis O G 	G is equivalent with  G  1; sop
Ž . G 1 holds as well, by 5.1 . Assuming R to be CohenMacaulay,
Corollary 4.3 and the subsequent remark imply that GH. Since all
 pŽ . pŽ .p -elements of G belong to O G , it follows that GO G  PP
pŽ .O G is generated by the images of the bireflections in P. Since P is
cyclic, it follows that P is generated by a bireflection. Now, P acts
faithfully on the lattice AA p of rank at most 2. Thus, P is isomorphic to
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Ž .a cyclic p-subgroup of GL  , and these are easily seen to have orders 2,2
3, or 4.
The converse follows from the more general lemma below which does
pŽ .not depend on cyclicity of P or nontriviality of GO G .
LEMMA 5.3. If rank AAP 2 then RG is CohenMacaulay.
Proof. By Proposition 4.5, it suffices to show that R P is Cohen
Macaulay; so we may assume that G P is a p-group. Note that G acts
Gfaithfully on A AA . If G acts as a reflection group on A then it does
so on A as well, and hence the invariants RG will be CohenMacaulay;
see Section 5.5. Thus we may assume that A has rank 2 and G acts on
2A  as a non-reflection p-group. By the well-known classification of
Ž . Ž  .finite subgroups of GL  e.g., Lo , 2.7 , this leaves the cases G q2 2
with q 2, 3, or 4 to consider.
The cases q 2 or 3 can be dealt with along similar lines. Indeed, for
both values of q, the only indecomposable G-lattices, up to isomorphism,
ˆ ˆ    Ž . are ,  G , and  G  G , where GÝ g ; see CR, Exercise 4, p.gG
m ˆ r s G G 1 Ž   Ž ..     5145 . Thus, A    G  G   G , and R  k B X ,1
1 ˆ r s G Ž   Ž ..  . . . , X , where we have put B  G  G   G . Since R ism
 GCohenMacaulay if and only if k B is, we may assume that m 0.
rsˆŽ   Ž .. Ž .Ž   .Now, A  G  G ; so 2 r s G  1 . When n 3, this leads
to either r 1, s 0 or r 0, s 1. In the former case, rank A 2 and
so RG is surely CohenMacaulay, being a normal domain of dimension 2.
If r 0, s 1 then A is a G-permutation lattice of rank 3. Hence,
  Ž .R k A is a localization of the symmetric algebra S A k , and like-
wise for the subalgebras of invariants. Since linear invariants of dimension
Ž  . G 3 are known to be CohenMacaulay e.g., Ke , R is CohenMacau-2
lay in this case as well. For n 2, there are three cases to consider, one of
Ž .which r 2, s 0 leads to an invariant algebra of dimension 2 which is
clearly CohenMacaulay. Thus, we are left with the possibilities r 1,
s 1, and r 0, s 2. Explicitly, after an obvious choice of basis, G acts
as one of the following groups on A:
Case 1.
1
G  g  .0 11 1− < 01 0
Case 2.
0 1
1 0
G  .2 0 1− < 0
1 0
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For G , A 4 is a permutation lattice. Hence, as above, it suffices2
Ž .Gto check that the linear invariant algebra S V for V A k is
  GCohenMacaulay which is indeed the case, by ES , since dim VV  2.
² ŽFor G , one can proceed as follows: Embed G into  g , diag 1, 1,1 1 1
.: 31  2 2 and denote the corresponding basis of A  by
 4 Ž . 1 Ž . Ž .x, y, z ; so g x  x , g y  z, and g z  y. One easily checks that1 1 1
  1  1R  k  , 	 , 	 , where  x x , 	  y z, and 	  yz. Fur-1 2 1 2
     thermore, R k A  R  xR  yR  xyR . With this, the invariant
G1 Ž . G1subalgebra R is easily determined; the result for char k 2 is R 
 Ž 1 . R  xy x z R which is indeed CohenMacaulay. This completes
the proof for G 2 or  3.
² :We now sketch the remaining case, G g  4. The action on
G 20 1 ²Ž .:   ŽA AA can then be described by G  ; so A  G  g A 1 0
. Ž .1 . With this, one calculates Ext A,  2. Thus, there is exactly oneG
Ž .up to isomorphism non-split extension of G-modules 0 U A
  Ž .Ž 2 . 0. A suitable module U is U  G  g 1 g  1 . Furthermore,
GŽ .one calculates Ext U,  0. Consequently, either A A  A or AG
m G G G    U, and hence either R  k A A which is CohenMacaulay
G G G 1 1     because k A has dimension 2, or R  k U X , . . . , X which is1 r
 GCohenMacaulay precisely if k U is. This reduces the problem to the
case where AU which can be handled by direct calculation, taking
advantage of the fact that a conjugate of group G is contained in G. We1
leave the details to the reader.
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