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Abstract
Classification is the task of predicting the label(s) of future instances by learning and inferring
from the patterns of instances with known labels. Traditional classification methods focus on
single-label classification; however, many real-life problems require multi-label classification that
classifies each instance into multiple categories. For example, in sentiment analysis, a person may
feel multiple emotions at the same time; in bioinformatics, a gene or protein may have a number
of functional expressions; in text categorization, an email, medical record, or social media posting
can be identified by various tags simultaneously. As a result of such wide a range of applications,
in recent years, multi-label classification has become an emerging research area.
There are two general approaches to realize multi-label classification: problem transformation
and algorithm adaption. The problem transformation methodology, at its core, converts a multi-
label dataset into several single-label datasets, thereby allowing the transformed datasets to be
modeled using existing binary or multi-class classification methods. On the other hand, the algo-
rithm adaption methodology transforms single-label classification algorithms in order to be applied
to original multi-label datasets.
This thesis proposes a new method, called Multi-Label Super Leaner (MLSL), which is a
stacking-based heterogeneous ensemble method. An improved multi-label classification algorithm
following the problem transformation approach, MLSL combines the prediction power of several
multi-label classification methods through an ensemble algorithm, super learner. The performance
of this new method is compared to existing problem transformation algorithms, and our numerical
results show that MLSL outperforms existing algorithms for almost all of the performance metrics.
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1 Introduction
Classification is the task of predicting the label(s) of future instances by learning and inferring
from the patterns of instances with known labels (Herrera, Charte, Rivera, & Jesus, 2016). Such a
learning process requires both input and output attributes of a dataset. The input attributes are the
discriminating variables, which act as the predictors in a classification task; the output attributes
are either a label or a class, or a set of labels associated with each instance in the dataset.
The traditional classification problem is known as single-label classification, where each dataset
has only one output attribute (Tsoumakas & Katakis, 2007). Single-label classification can be
further divided into two categories: binary and multi-class classification.
In binary classification, each instance belongs to one of the two possible categories: we denote
it as 1 (one) if the instance falls into the category of interest; otherwise, it is coded as 0 (zero). A
common application of binary classification is spam filtering for email messages, as seen in Figure
1.
Figure 1: Spam filtering - an example of binary classification as seen in Herrera et al. (2016)
In multi-class classification, each dataset has only one output attribute, just like in binary
classification. However, in multi-class classification, each instance can take on any value out of a
finite and discrete set of labels, as opposed to only 1 and 0 as seen in binary classification. A famous
example of multi-class classification is species categorization of flowers using Fisher’s Iris flower data
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set, where each flower belongs to either the setosa, the virginica, or the versicolor species, as seen
in Figure 2.
Figure 2: Species categorization - an example of multi-class classification as seen in Herrera et al.
(2016)
In this thesis, we focus on multi-label classification, which di↵ers from both binary and multi-
class classification in that it allows each instance to have more than one output attribute. That is,
in multi-label classification, each instance is associated with an array of outputs, and each element
of the array takes values of 0 or 1, as in binary classification (Herrera et al., 2016). Within a single
dataset, the length of the array is fixed for each instance; however, two instances can have di↵erent
combinations of active labels. For instance, in Figure 3, the output attributes consist of four labels,
Beach, Field, Mountain and Sea. Each instance, which in this case is a picture, is associated with
a combination of the binary values that the four labels take on; Figure 4 showcases the array form
of the outputs in Figure 3. Such is an example of multi-label classification.
2
Figure 3: Image labelling - an example of multi-label classification as seen in Herrera et al. (2016)
Figure 4: Multi-label classification outputs in array form (based on Figure 3)
Traditional classification methods focus on single-label classification; however, many real-life
problems require multi-label classification that classifies each instance into multiple categories. For
example, through Figure 3 we introduced the use of multi-label classification in image labelling, an
application that is also discussed in Boutell, Luo, Shen, and Brown (2004) and Duygulu, Barnard, de
Freitas, and Forsyth (2002). Moreover, in sentiment analysis, a person may feel multiple emotions
at the same time (Sobol-Shikler & Robinson, 2010; Turnbull, Barrington, Torres, & Lanckriet,
2008); in bioinformatics, a gene or protein may have a number of functional expressions (Diplaris,
Tsoumakas, Mitkas, & Vlahavas, 2005; Elissee↵ & J., 2001); in text categorization, an email,
medical record, or social media posting can be identified by various tags simultaneously (Charte,
Rivera, del Jesus, & Herrera, 2015; Crammer, Dredze, Ganchev, Talukdar, & Carroll, 2007; Katakis,
Tsoumakas, & Vlahavas, 2008; Klimt & Yang, 2004; Lewis, Yang, Rose, & Li, 2004; Sriram, Fuhry,
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Demir, Ferhatosmanoglu, & Demirbas, 2010). As a result of such wide range of applications, in
recent years, multi-label classification has become an emerging research area.
There are two general approaches to realize multi-label classificaition: problem transformation
and algorithm adaption. The problem transformation methodology, at its core, converts a multi-
label dataset into several single-label datasets, thereby allowing the transformed datasets to be
modeled using existing binary or multi-class classification methods. On the other hand, the algo-
rithm adaption methodology transforms single-label classification algorithms to be applied to the
original multi-label datasets.
This thesis proposes a new method, called Multi-Label Super Leaner (MLSL), which is an im-
proved multi-label classification algorithm following the problem transformation approach. MLSL
is an ensemble model (Dietterich, 2000) that makes predictions based on an integration of multi-
ple classifiers, and specifically classifiers that use di↵erent models. The performance of this new
method is compared to existing problem transformation algorithms in Chapter 6. Our numerical
results show that MLSL outperforms existing algorithms for almost all of the performance metrics.
To the best of our knowledge, no published research has implemented such ensemble methods in
multi-label classification.
The rest of the thesis is structured as follows. In Chapter 2 we introduce background definitions
as well as metrics that are consistently used throughout the thesis. Then, we present traditional
binary and multi-class classification methods in Chapter 3, followed by a discussion of commonly
used multi-label classification methods in Chapter 4. Chapter 5 presents the proposed method
MLSL, and we evaluate the performance of our proposal in comparison to existing methods on
three real data sets in di↵erent disciplines in Chapter 6. Finally, we conclude the thesis with a
discussion of future work and consideration in Chapter 7.
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2 Definitions and Metrics
In this Chapter, we present the classification problem in formal mathematical language. In addition,
we introduce characteristic metrics that are used to determine the nature of the samples we work
with, and define performance metrics that are used to evaluate the performance of a classifier. The
definitions and metrics introduced in this Section are referred to and used consistently throughout
this thesis. Detailed definitions of the characteristic and performance metrics are also introduced in
Charte and Charte (2016), Charte, Rivera, del Jesus, and Herrera (2014), Tsoumakas and Katakis
(2007), and Herrera et al. (2016).
Additionally, in this Chapter we discuss ways to calculate the performance metric precision
in situations where the theoretical definition of the metric cannot be computed. Specifically, we
suggest two di↵erent adjusted precision measures that can be used in real data implementation.
More details of the adjusted metric can be found in Section 2.3.2.
2.1 Formal Definitions for Single-label & Multi-label Classifications
Consider a dataset D with a finite number of input attributes V1, · · · , Vf . We denote the set of
all input attributes in the dataset to be V, where V = {V1, · · · , Vf}. Here |V| = f   1. Let
X = V1 ⇥ V2 ⇥ V3 ⇥ · · ·⇥ Vf . That is, X is the input space of the dataset, and D ✓ X .
Let xi be an instance in D ✓ X , i.e. xi 2 V1 ⇥ · · · ⇥ Vf . In other words, each instance xi is a
cartesian product of the input attributes. In addition, we can also consider each xi 2 X as a row
vector of values for all input attributes. Specifically, we denote an instance xi as
xi =

xi1 xi2 · · · xif
 
,
where xij 2 Vj represents the value of the measurement Vj for instance xi. As such, we can write








x11 x12 · · · x1f





xn1 xn2 · · · xnf
377777775 .
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We call this matrix a design matrix X.
Let L = {y1, · · · , yk} be the set of distinct labels in a given dataset, where each of yi is a label.
Here |L| = k   1. In single-label datasets, which include both binary and multi-class datasets,
each instance xi 2 X is associated with one and only one label yj 2 L. In particular, in binary
datasets, we have |L| = 1, and each instance is either labeled or not labeled. On the other hand,
in multi-class datasets, we have |L| > 2, where each instance is labeled by one yi 2 L. However,
in multi-label datasets, each instance xi 2 X can be labeled by a subset of labels Yi ✓ L, where
|Yi|  |L|.
Let Ysingle denote the output space in single-label classification, where Ybinary = {y | y =
0, 1}. Let Ymulti-class denote the output space in multi-class classification, where Ymulti-class = L =
{y1, · · · , yk}. Given a multi-label dataset D, for each xi 2 D, let Yi be the row vector denoting the
multi-label output associated with xi, i.e.
Yi =







1 if xi is labeled by yj 2 L,
0 otherwise.
The output space in multi-label classification, denoted as Ymulti-label, is thus defined as the cartesian
product of k sets of binary values 0 and 1, i.e.
Ymulti-label = {0, 1}1 ⇥ {0, 1}2 ⇥ · · · {0, 1}k.
Note that each of Yi has length |L| = |{y1, · · · , yk}| = k.
Remarks. The main di↵erences between binary, multi-class and multi-label datasets can be seen
in a visual comparison of the three di↵erent types of classification in Figure 5.
Given a multi-label sample dataset D, for each xi 2 D, let Li be the set of active labels associated
with the instance xi, where Li ✓ L. In addition, let L denote the set of active labels associated
with D, i.e.
L = {L1, L2, · · · , Ln}.
6
Figure 5: Binary, multi-class, and multi-label datasets as seen in Herrera et al. (2016)
Note that |L| = |D| = n.
Let C : X ! Y be a classifier, where Y = Ybinary in binary classification, Y = Ymulti-class in
multi-class classification, and Y = Ymulti-label in multi-label classification. This is to say that the
classifier C takes in any instance in the input space X and predicts its corresponding label(s) in the
output space Y. For a given xi 2 X , we denote the actual output to be Yi 2 Y and the predicted
output to be bYi in single-label classification, and we denote the actual output to be Yi 2 Y and
the predicted output to be bYi in multi-label classification.
2.2 Characteristic Metrics of Multi-label Data
There are many existing metrics that evaluate the characteristics of multi-label data. These metrics
are often used to signal the size and richness of a dataset, the distribution of the labels, as well as
the di culty level of classifying the labels. Common measures of multi-label data can be divided
into three groups: basic measures, label distribution, relationship among labels and imbalance level
measures. Figure 6 shows a taxonomy of the common characterization measures for multi-label
datasets. Note that some of these measures can be applied to single-label datasets as well.
7
Figure 6: Multi-label dataset characteristic metrics
2.2.1 Basic Measures
Basic measures consist of # instances, # labels, # attributes, and # label-sets.
Definition 2.1. Given a sample D, we define the metric # instances (number of instances) as
# instances = |D|.
Definition 2.2. Given a sample D labeled by L = {y1, · · · , yk}, we define the metric # labels
(number of labels) as
# labels = |L|.
Remarks. In single-label classification, we have # labels = 1; in multi-class and multi-label
classification, we have # labels   2.
Definition 2.3. Given a sample D and its associated labels L, we define the metric # attributes
(number of attributes) as
# attributes = |V|+ |L|,
i.e. the number of attributes is the sum of input attributes and labels.
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Definition 2.4. In multi-label classification, given an input space X and its finite set of labels L,
we define the metric # label-sets (number of labelsets) as
#label-sets = |P(L)| = 2|L|,
where P(L) denotes the powerset (set of all subsets) of L, including ; and L itself.
Remarks. For any finite set of labels L, we can prove |P(L)| = 2|L| by induction.
2.2.2 Label Distribution
Label distribution metrics consist of cardinality, density, Pmin(D), and frequency.
Definition 2.5. The cardinality of a sample D is the average number of active labels occurred per







Remarks. In a single-label dataset, each instance is only labeled by 1 label, and so the cardinality
of a single-label dataset is 1. We can thus see that the minimum value of cardinality is 1 for any
dataset. Multi-label datasets with cardinality close 1 have most of its instances labeled by only 1
label. In general, a large cardinality indicates a large value for |L|, but the reverse is not necessarily
true.










Remarks. In general, if a sample has low density, then most of its instances are associated with
a small number of labels L, and vice versa.
Definition 2.7. Given a sample D, the Pmin(D) metric measures the percentage of instances that






Here we use J K to denote the Iverson bracket, introduced by (Iverson, 1962), and this notation is




1 if P is true,
0 otherwise.
Definition 2.8. Given a sample D and its associated labels L, the frequency of each label yi 2 L






A multi-label dataset is said to be highly imbalanced when certain labels appear significantly
more frequent than others. In general, highly imbalanced samples presents more challenges for
the classifiers to correctly predict labels, and most multi-label datasets su↵er from a high level of
imbalance (Charte et al., 2014; Herrera et al., 2016; Tahir, Josef, & Ahmed, 2012). Metrics that
measure the imbalance level consist of label diversity, the imbalance ratio (IRLbl), the maximum
balance ratio (MaxIR), the mean balance ratio (MeanIR), the coe cient of variation of IRLbl
(CVIR), the score of concurrence among imbalanced labels (SCUMBLE), and the Theoretical
Complexity Score (TCS).
Definition 2.9. Given a sample D labeled by L = {y1, · · · , yk}, diveristy is the number of label-sets






JLi = LjK◆ = 1{
Definition 2.10. The imbalance ratio IRLbl measures the degree of imbalance of any label yi 2 L








Remarks. Intuitively, the imbalance ratio measures how infrequent a label is compared to the
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most frequent label in the dataset. Note that IRLbl(yi)   1. When IRLbl(yi) = 1, we know yi is
the most frequent label; the higher IRLbl(yi) is, the less frequent yi is compared to the most active
label in the dataset.
Definition 2.11. The maximum balance ratio MaxIR is the ratio of the frequency of the most







Definition 2.12. The mean balance ratio MeanIR calculates the average imbalance ratio among







Remarks. In general, datasets with higher MeanIR are more imbalanced.
Definition 2.13. The coe cient of variation of IRLbl (CVIR) tells us if high imbalance among
labels is caused by relatively high IRLbl for a large number labels or extremely high imbalance
labels for a small amount of labels, which is not reflected in the measure of MeanIR on its own.















Definition 2.14. To measure the Score of ConcUrrence among iMBalanced LabEls (SCUMBLE)
for a dataset, we first measure the values of SCUMBLEins(xi) of every instance in the dataset,



























Remarks. SCUMBLE was initially designed based on the Atkinson inequality measure (Atkinson,
1970), which was orginally proposed as an index that measures income inquality. When used in
classification, SCUMBLE aims to measure the complexity of a given multi-label dataset. A dataset
with a higher SCUMBLE is more imbalanced and thus is generally harder to be learned from.











Remarks. TCS is a metric that aims to measure the complexity of a given multi-label dataset.
The higher the TCS value, the more complex the dataset is, and as a result the more work is needed
to preprocess the dataset and learning algorithms.
2.3 Performance Metrics of Multi-label Classifiers
In this Section, we outline six of the most commonly used performance metrics for multi-label clas-
sifiers in the literature: accuracy, precision, recall, F-measure, hamming loss and subset accuracy.
Along with the definitions, we explain the purposes and shortcomings of each metric (if relevant), as
well as the relationships between metrics. Last but not least, in Section 2.3.2, we propose modified
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precision measure that could be used when tthe theoretical metric is not well defined.
2.3.1 Formal Definitions
Definition 2.16. Accuracy measures the proportion of all labels, including predicted labels and








Note that accuracy takes on values between 0 and 1, inclusive. In the extreme case where each
instance is correctly labeled, we have accuracy = 1; if no correct labels are predicted, then
accuracy = 0.
Remarks. In general, weak classifiers have low accuracy values, and vice versa. However, note
that the accuracy metric alone does not inform us the source of the weaknesses. This is because
accuracy measures the averaged sum of the ratios between | bLiTLi| and | bLiSLi| of a given sample,
and as a result, a low accuracy could be due to either low | bLiTLi|’s or high | bLiSLi|’s. These
two causes of low accuracy showcase two distinct types of weaknesses of a classifier: for a given
Li, a low | bLiTLi| indicates that the classifier did not correctly predict a lot of the true labels (i.e.
a low True Positive rate for a given multi-labeled instance), while a high | bLiSLi| indicates that
the classifier falsely predicted a lot of labels that were not true (i.e. a high False Positive rate for
a given multi-labeled instance). Both aspects show weakness of the classifier, but in practice, we
may want to distinguish between the two. In order to do so, we use recall (Definition 2.26) and
precision (Definition 2.27).
Definition 2.17. Recall measures the proportion of true labels that are correctly predicted. The
general definition of recall, a metric used in all types of classification, is given by
Recall =
True Positives
True Positives + False Negatives
.
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Definition 2.18. Precision measures the proportion of the predicted labels that are in fact true
labels. The general definition of precision, a metric used in all types of classification, is given by
Precision =
True Positives
True Positives + False Positives
.








Remarks. Note here that in practice, the value of precision may not always be well-defined. For
example, when implementing binary relevance (see Chapter 4), it is possible for some observations
xi 2 D to have predicted label-set bLi as an empty set, i.e. | bLi| = 0. In Section 2.3.2, we elaborate
on the consequences of having these predictions, and we propose 2 ways to handle such situations.
Definition 2.19. F-Measure is the harmonic mean between precision and recall, which gives a




Definition 2.20. Hamming Loss measures the ratio of the average symmetric di↵erence (denoted












| bLiSLi   bLiTLi|
|L| .
Remarks. A stronger classifier has a lower value for hamming loss. Note that hamming loss is the
only performance metric included in this Thesis of which we desire a lower value for.
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Definition 2.21. Subset Accuracy, also known as classification accuracy, measures the average






[[ bLi = Li]].
Remarks. Out of all the performance metrics introduced in this Thesis, subset accuracy is the
strictest measure. However, note that subset accuracy penalizes the following two classifiers equally:
one that could accurately predict most (but not all) of the labels of an instance, and another that
could not predict any of the labels correctly. In practice, we often want to distinguish between
these two kinds of classifiers and would prefer the former to the latter. As a result, we do not
always consider subset accuracy as the best indicator of a classifier’s performance.
2.3.2 Proposal for Adjusted Precision in Data Applications








where bLi is the set of predicted labels for the instance xi. Now suppose that for an instance xk, a
classifier gives predictions such that |cLk| = 0. Accordingly, any classifier that predicts such a set of
labels would have its value of precision undefined. How should precision be computed in this case?
Here we propose two solutions to this problem. In the first solution, we propose to remove the
instance xk and its predictions when evaluating the precision metric of the classifier. For the sake of
consistency, one may also consider removing this instance when evaluating any other performance
metrics, or exclude this instance completely in both the training and the testing process. This
approach may yield possible overstatement of the precision for the classifier: in theory, for any
instance xi, we have Li ✓ L, and so it is possible to have Li = ;. However, when collecting samples
in the real world, it is unlikely that we would analyze or even observe instances with no labels.
Therefore, if we encounter any bLi = ; in real data application, it is most likely an inaccurate set of
predictions. As a result, removing such predictions altogether when evaluating precision may allow
15
for an overstatement of the classifier’s precision. The same concern could be raised when removing
such an instance when calculating other performance metrics. Nonetheless, with a large dataset,
the measurements of performance metrics often do not fluctuate dramatically when removing one
instance. The possible issue would only drastically a↵ect the calculated performance of a given
classifier if the sample size is small. If this is the case, we may consider the second solution.








| bLi|+ ✏ ,
where ✏ 2 R. In general, our choices of ✏ should be a small positive value close to 0. This solution
is best used when we have datasets with large density.
To summarize, when computing the precision of a given classifier, we should check whether
precision is well-defined. If not, then we could either remove any instance xi with predicted label-
set bLi = ;, or compute adjusted precision instead. The first approach is preferred if a large dataset
is involved; otherwise, we can consider the second approach if the data has large density. If a
particular dataset is both small in size and has small density, then we can consider using other
performance metrics to evaluate the performance of the classifier.
16
3 Binary and Multi-Class Classification Methods
In this Section, we summarize the details of several commonly used techniques for single-label
classification problems, including logistic regression, linear and quadratic discriminant analysis,
K-Nearest Neighbors, and support vector machine. When introducing each method, we outline
assumptions of the model (if any) and detail the formulation of the model or derivation of the
decision criterion. The content of this Chapter follows James, Witten, Hastie, and Tibshirani
(2013), Pohar, Blas, and Turk (2004), Worth and Cronin (2003), and Srivastava (2014) closely.
3.1 Preliminaries
Given an f -dimensional vector of a random variables
X =

X1 X2 · · · Xf
 ⌧
and random output Y, our goal is to build a classifier C : X! Y that predicts the output of any
instance xi in X. In order to do so, we study the relationship between X and Y based on a data
sample D and the observed outputs of its instances. In binary classification, the output variable,
denoted as Ybinary, takes values of either 0 or 1; in multi-class classification, the output variable,
denoted as Ymulti-class, takes any value in L, where L is the set of labels associated with the data
sample D. Here we denote L = {l1, · · · , lk}, where k > 2. Note that the labels in L are not ordinal.
For a given xi in D, we denote the actual output of xi as Yi, and the predicted output of xi as bYi.
3.2 Logistic Regression
Linear regression models assume that the response variables are continuous and analyze data sam-
ples with quantitative outputs. However, in practice, we often encounter data samples with cat-
egorical outputs where the ordinary linear regression models do not apply. As a result, a family
of generalized linear regression models is proposed which can be used to model categorical re-
sponse. One example of generalized linear regression is logistic regression, which transforms the
mean response such that the transformed mean takes all possible real values.
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3.2.1 Binary Logistic Regression
Binary logistic regression models the probability that each instance belongs to a particular category
of interest. It applies the logit link function on the mean response. Denote the probability that
Yi = 1 (i.e. the ith instance falls into the category of interest) to be ⇡i. Yi is assumed to follow a
Bernoulli distribution
Yi ⇠ Bernoulli(⇡i),
where the probability mass function of Yi is
P (Yi = 1) = ⇡i and P (Yi = 0) = 1  ⇡i. (0  ⇡i  1)
Thus, we have
E(Yi) = ⇡i.
Further, define the odds of the event Yi = 1 to be
odds =
⇡i
1  ⇡i. (0  odds  1)
















Then, the logit transformation successfully converts the binary categorical variables Yi’s into quan-
titative variables log(odds), which takes on all possible real values (i.e.,  1  log(odds) <1). As
1In this thesis, we use log(·) to denote the natural logarithm.
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1  ⇡i = exp{ 0 +  1xi,1 +  2xi,2 + · · ·+  fxi,f},
or
E(Yi) = ⇡i =
exp{ 0 +  1xi,1 +  2xi,2 + · · ·+  fxi,f}
1 + exp{ 0 +  1xi,1 +  2xi,2 + · · ·+  fxi,f} .
This model is referred to as a binary logistic regression model. Note that the mean response is not
a linear function in terms of the predictors.
With a given training data set D, the fitted regression model can be expressed as3
b⇡i = exp{b 0 + b 1xi,1 + b 2xi,2 + · · ·+ b fxi,f}
1 + exp{b 0 + b 1xi,1 + b 2xi,2 + · · ·+ b fxi,f} .
In the prediction process, given a testing instance xt, we estimate P (Yi = 1) using
b⇡t = exp{b 0 + b 1xt,1 + b 2xt,2 + · · ·+ b fxt,f}
1 + exp{b 0 + b 1xt,1 + b 2xt,2 + · · ·+ b fxt,f} .
To determine the predicted label of the testing instance, we often use 0.5 as the cut-o↵; i.e.,
bYi =
8>><>>:
1 if b⇡t > 0.5
0 if b⇡t  0.5.
Apart from 0.5, one could also find alternative discriminating thresholds that may work better for a
given dataset, by examining di↵erent cut-o↵ values and see which value gives the smallest prediction
error. The prediction errors are best to be collected from evaluating instances independent from
the training data (e.g. through cross-validation).
2In this thesis, we use exp{·} to denote the natural exponential function.
3Given a population parameter ✓, we use b✓ to denote the estimate of ✓.
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3.2.2 Multinomial Logistic Regression
In multinomial logistic regression, the output variable Y takes any value in L = {l1, · · · , lk}, where
k > 2. Since the response has k di↵erent categorical values, given an instance xi, we consider k
di↵erent indicator response variables Yi,1, · · · , Yi,k, where
Yi,1 =
8>><>>:






1 if Yi = lk,
0 otherwise
.
Because each instance only falls into one of the k categories, for 1  i  |D|, we havePkj=1 Yi,j = 1.
In addition, for 1  j  k, we define the probability that an instance xi has output Yi,j = 1 as ⇡i,j ,
where
Pk
j=1 ⇡i,j = 1.
Subsequently, one may randomly select a class, say lJ where 1  J  k as the baseline of the
multinomial logistic model. Then, following the binary logistic regression model, we consider the




for any (1  j  k), as a linear form


















=  0,k +  1,kxi,1 +  2,kxi,2 + · · ·+  f,kxi,f .
















= exp{ 0,1 +  1,1xi,1 + · · ·+  f,1xi,f},
...
⇡i,J




= exp{ 0,k +  1,kxi,1 + · · ·+  f,kxi,f},
=
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
⇡i,1 = ⇡i,J exp{ 0,1 +  1,1xi,1 + · · ·+  f,1xi,f},
...
⇡i,J =
exp{ 0,J +  1,Jxi,J + · · ·+  f,Jxi,f}
1 + exp{ 0,J +  1xi,1 + · · ·+  f,Jxi,f} ,
...
⇡i,1 = ⇡i,J exp{ 0,k +  1,kxi,1 + · · ·+  f,kxi,f}.
In general, fitting a multinomial logistic regression model requires a bigger data set than when
fitting a binary logistic regression model, as the associated number of parameters is much larger
than that in the simple case. In addition, note that we are allowed to use the baseline method




binary logistic regression models because we can obtain any of the
latter models as linear combinations of the formal one. In other words, the choice of any baseline
will allow us to model the odds between any two levels. As an example, supposed we have baseline




















=  0,1 +  1,1xi,1 +  2,1xi,2 + · · ·+  f,1xi,f
   0,2    1,2xi,1    2,2xi,2   · · ·   f,2xi,f
= ( 0,1    0,2) + ( 1,1    1,2) xi,1 + · · ·+ ( f,1    f,2) xi,f .
The rest of the fitting procedure follows binary logistic regression closely, which we is omitted here.
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3.3 Linear and Quadratic Discriminant Analysis
While logistic regression is a more general approach because it makes no assumptions on the
distribution of the explanatory variables, Linear Discriminant Analysis (LDA) is expected to deliver
better results when we know that the explanatory variables are normally distributed. In addition,
LDA can be used instead of logistic regression when the classes are well-separated, as the former
method delivers a more stable results.
The LDA method makes a few assumptions, which include the assumption of multivariate
normality for (X1, . . . , Xf ) as mentioned above. This is to say that the scores on the predictor
variables have been independently and randomly sampled from a multivariate normal distribution.
In addition, the LDA assumes identical variance-covariance matrix of each class. When we relax
this assumption and allows the variance-covariance matrix of the multivariate normal distribution
to change from one class to another one, we have the Quadratic Discriminant Analysis (QDA)
model. Both LDA and QDA build upon the Bayes’ Classifier. Below we will first introduce the
Bayes’ Classifier, and then detail the methods of LDA and QDA in subsequent subsections.
3.3.1 Bayes’s Rule Classifier
Just like in logistic regression, we define the probability that an instance X = xi has output Yi = 1
as the prior probability of success ⇡i, then Yi follows a Bernoulli distribution
Yi ⇠ Bernoulli(⇡i),
where the probability mass function of Yi is
P (Yi = 1) = ⇡i and P (Yi = 0) = 1  ⇡i.
Note that the Bayes’ theorem states that the probability that an observed X = xi has out Yi = j
(for j 2 {0, 1}) can be calculated as
P (Yi = j | X = xi) = P (X = xi | Yi = j)P (Yi = j)P (X = xi | Yi = 1)P (Yi = 1) + P (X = xi | Yi = 0)P (Yi = 0)
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In addition, we define the odds-ratio for an instance X = xi to have output Yi = 1 as
P (Yi = 1 | X = xi)
P (Yi = 0 | X = xi) =
P (X = xi | Yi = 1)P (Yi = 1)
P (X = xi | Yi = 0)P (Yi = 0)
=
P (X = xi | Yi = 1)(⇡i)
P (X = xi | Yi = 0)(1  ⇡i)
Then for a given instance X = xi, the Baye’s rule classifier estimates Yi by
Yi =
8>><>>:
1 if odds-ratio > 1,
0 otherwise.
That is, an instance xi will be labeled by Yi if the estimated

P (X = xi | Yi = 1)






3.3.2 Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) builds upon the Bayes’s rule classifier, while including the
following assumptions. First, we assume that the conditional probabilities for X in each class is
normally distributed. That is, assume P (X = xi | Yi = 1) to follow a Nf (µ1,⌃1) distribution
and P (X = xi | Yi = 0) to follow a Nf (µ0,⌃1) distribution. Second, we assume that X is
homoscedastic. This implies that ⌃0 = ⌃1 = ⌃, where ⌃ is the variance-covariance matrix of X.
Given our assumptions, we have
P (X = xi | Yi = 1)
P (X = xi | Yi = 0) =
(1/
p
(2⇡)f |⌃|) exp{ 12(xi   µ1)⌧⌃ 1(xi   µ1)}
(1/
p
(2⇡)f |⌃|) exp{ 12(xi   µ0)⌧⌃ 1(xi   µ0)}
=
exp{ 12(xi   µ1)⌧⌃ 1(xi   µ1)}
exp{ 12(xi   µ0)⌧⌃ 1(xi   µ0)}
.
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Taking natural log on both sides, we have
log

P (X = xi | Yi = 1)




(xi   µ1)⌧⌃ 1(xi   µ1) + 1
2










( µ0⌧⌃ 1xi   x⌧i⌃ 1µ0 + µ0⌧⌃ 1µ0 + µ1⌧⌃ 1xi + x⌧i⌃ 1µ1   µ1⌧⌃ 1µ1)













From Baye’s rule classifier, we have that an instance xi is labeled by Yi = 1 if

P (X = xi | Yi = 1)








P (X = xi | Yi = 1)


































 1 = ⌃ 1(µ1   µ0).
The decision boundary, i.e. where  0 +  ⌧1xi = 0, is a linear equation of xi. Thus, the LDA’s
decision boundary partitions the f-dimensional feature space into disjoint classification regions.
3.3.3 Quadratic Discriminant Analysis




P (X = xi | Yi = 1)




(xi   µ1)⌧⌃ 11 (xi   µ1) +
1
2





1  ⌃ 10 )xi + (µ⌧1⌃ 11   µ⌧0⌃ 10 )xi,
24
where c is a constant independent of x1. From Baye’s rule classifier, we have that an instance xi is
labeled by Yi = 1 if

P (X = xi | Yi = 1)










1  ⌃ 10 )xi + (µ⌧1⌃ 11   µ⌧0⌃ 10 )xi   log
⇡i
1  ⇡i > 0
() c  log
⇡i









1  ⌃ 12 )xi > 0
The decision boundary is thus a quadratic function of xi.
3.4 K-Nearest Neighbor
K-Nearest Neighbor (KNN) can be used for both classification and regression predictive problems,
and is known for its ease of interpretation and low calculation time. To set up the KNN algorithm,
let K 2 Z+ and x0 be a test observation. KNN first identifies the set of K points in the training
data that are closest to xi (think a point on a 2-dimensional plane), which we call Ni. Then, for a
given class of interest lj , the KNN algorithm estimates the condition probability for j by:






Finally, KNN classifies the test observation xi to the class with the largest probability.
As an example, say we would like to classify a data-point x0 in a 2-dimensional space using
KNN. If we set K = 3, then we will make a circle5 with x0 as the center just as big as to include
only 3 data-points on the plane. The classification of x0 will then depend on the majority of the
classes of the 3 data-points included. Note that as K !1, all data points will be included in the
circle and the classification of data-point x0 will depend on the overall majority class.
When using KNN, note that K must not be a multiple of the number of classes. In addition,
there are two major considerations when choosing K: the training error rate and the validation
error rate. The training error rate is a function of K that increases at a decreasing rate. Note
5In other words, we are calculating the distance between X and each of the surrounding points, and then the
circular region formed will only contain the points with the smallest distance, unless there is a tie.
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that the error rate at K = 1 is always zero for the training sample, since the closest point to any
training data point is itself. The validation error rate, however, is quite di↵erent from the training
error rate. At K = 1, the validation error rate is high, then it drops and reaches a minima at some
level of K. After the minima, the validation error rate increases as K increases.
3.5 Support Vector Machine
To start with, we define a hyperplane: in a f -dimensional space, a hyperplane is defined as a flat
a ne subspace of dimension f 1. For example, in 2D, a hyperplane is a straight line, with equation
 0 +  1x1 = 0; in 3D, a hyperplane is a 2D flat subspace  0 +  1x1 +  1x2 = 0, i.e. a plane; in
f > 3, we define a hyperplane as
 0 +  1x1 + · · ·+  fxf = 0.
Now, let xi = (x1, · · · , xf ) be a point that does not satisfy the equation
 0 +  1x1 + · · ·+  fxf = 0.
If  0+ 1x1+ · · ·+ fxf > 0, then xi lies on one side of the hyperplane; if  0+ 1x1+ · · ·+ fxf < 0,
then xi lies on the other side of the hyperplane.
As a result of this property, in binary classification, we can define the two levels of our categorical
response for each instance xi to be Yi =  1 or Yi = 1. Then, in cases where it is possible to construct
a hyperplane that separates the observations perfectly by their classes, we have:
•  0 +  1x1 + · · ·+  fxf > 0 for all points above the hyperplane; i.e., yi = 1;
•  0 +  1x1 + · · ·+  fxf < 0 for all points below the hyperplane; i.e., yi =  1.
However, we note that when data can be perfectly separated by a hyperplane, there will be
infinitely many equations of the hyperplane. To find the optimal form of such a separating hyper-
plane, we find the one with the maximum margin. That is, we find a separating hyperplane that is
furthest from all observations.
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To do so, given a separating hyperplane, we define the (smallest) distance from each instance
xi to the hyperplane as the margin, denoted as Mi. Then, finding the separating hyperplane that







 2j = 1, and
yi( 0 +  1x1 + · · ·+  fxf )  M
We call this the maximal margin classifier.




j = 1 will allow us to uniquely define the hyperplane. In
addition, yi( 0 +  1xi1 + · · · +  fxif ) represents the perpendicular distance between xi and the
hyperplane. Moreover, the constraint yi( 0 +  1x1 + · · · +  fxf )   M   0 suggests that points
must have at least distance M to the hyperplane, and points must be on the correct side of the
hyperplane.
There are a few drawbacks to the maximal margin classifier: First, the resulting hyperplane
is sensitive to points that have distance M to the hyperplane; second, not all classes are linearly
separable. As a result, we introduce the support vector machine, which allows misclassification of
a few (say C) points in order to predict most instances correctly. That is, we find the separating
hyperplane by:
max





 2j = 1, and






4 Multi-Label Classification Methods
In this Chapter, we introduce methods of multi-label classification. In particular, we study how
single-label classification techniques can be transformed to solve multi-label classification problems.
The two main approaches for multi-label classification are Problem Transformation and Algorithm
Adaption. In Problem Transformation, a multi-label dataset is transformed into a number of
single-label datasets, each of which is suitable for single-label classification. Individually predicted
labels are obtained from each of these single-label datasets, and then combined to produce the
desired multi-labeled outputs as the final predictions. In Algorithm Adaption, existing single-label
classification methods are altered so that they can be used on multi-label datasets. Thus, both
Problem Transformation and Algorithm Adaption require the use and understanding of single-label
classification techniques. Figure 7 gives an overview of the methods introduced in this Chapter and
showcases their relationship with the single-label classification methods introduced in Chapter 3. A
detailed introduction of multi-label classification methods, including Problem Transformation and
Algorithm Adaption, can be found in Herrera et al. (2016) and Tsoumakas and Katakis (2007).




In Problem Transformation, a given multi-label dataset is transformed into one or more single-
label datasets. Two realizations of Problem Transformation method include (1) converting the
multi-label dataset into multiple binary datasets, and (2) converting the multi-label dataset into
one multi-class dataset. These two approaches are called Binary Relevance and Label Powerset
respectively. In the rest of the Section, we outline these two approaches.
4.1.1 Binary Relevance
In Binary Relevance, a multi-label dataset is converted into multiple single-label datasets. Such a
transformation can be done in two ways: One-vs-All or One-vs-One.
One-vs-All
Consider a multi-label dataset D. Recall that each instance xi is associated with an array of
outputs Yi =

yi1 yi2 · · · yik
 
. The One-vs-All Binary Relevance approach transforms the
multi-label dataset D, which is associated with k labels, into k unique binary datasets - one for
each label. We then use the k binary datasets to train k single-label classifiers, one for each dataset.
In the prediction process, each test samples with unknown labels is given as inputs to each of the
binary classifiers mentioned above. That is, the k binary classifiers each determines if the test
sample should be assigned to each of the L , and each single-label classifier will produces a binary
output, either 1 or 0. All outputs generated by the trained binary classifiers will then be combined
to form a final multi-labeled prediction. The One-vs-All Binary Relevance algorithm is showcased
in Figure 8.
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Figure 8: One-vs-All Binary Relevant Transformation
The One-vs-All Binary Relevance approach has two main disadvantages. First, since the single-
label classifiers are independently trained, any potential correlations between labels are not taken
into account in the final multi-labeled predictions. Label correlations are valuable information that
could improve the performance of a binary classifier; thus, not using such a piece of information
means that we are not reaching the full potential of the classifier. Second, it is possible that the
transformed binary training data sets are more imbalanced than the original multi-label dataset.
As a result, more challenges are imposed in the training process.
One-vs-One
In the One-vs-One approach, one transforms the multi-label dataset into several unique binary
datasets, each containing only two labels. The two-label combinations are chosen from the label-set
L. Thus, for k unique labels, a given multi-label dataset is transformed into is  k2  = k(k 1)2 binary
datasets. In addition, note that in the training process any instance that is not categorized by
any of the two labels of interest or is categorized by both is discarded from the particular binary
dataset.
In the prediction process, the test samples are given as inputs to each of the single-label classifiers
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trained by the two-level binary datasets. The output of each binary classifier is then used as votes,
and subsequently a ranking of labels will be generated to decide which ones are to be included in
the final multi-label prediction based on these individual votes. Examples of ranking algorithms
used in One-vs-One Binary Relevance include Ranking by Pairwise Comparison by Hu¨llermeier,
Fu¨rnkranz, Cheng, and Brinker (2008) and Calibrated Label Ranking by Fu¨rnkranz, Hu¨llermeier,
Menc´ıa, and Brinker (2008). The One-vs-One Binary Relevance algorithm is showcased in Figure
9.
Figure 9: One-vs-One Binary Relevance Transformation
The One-vs-One Binary Relevance has the same drawbacks as the One-vs-All Binary Relevance
approach: lack of considerations of label correlations and imbalance in training datasets. In com-
parison, the One-vs-One Binary Relevance approach is likely to be less e cient than the One-vs-All
Binary Relevance approach for the following two reasons. First, in the training process, the One-vs-
All approach transforms multi-label datasets into an equal or fewer number of single-label datasets
compared to the One-vs-One approach. This is because in any multi-label dataset with k labels
(k > 2), we have
 k
2
    k. In practice, it is almost always that case the k > 2. Second, in the
prediction process, since the One-vs-One approach incorporates ranking algorithms, which requires
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extra work and is more likely to introduce errors to the algorithm. As a result, when considering
the Binary Relevance methods, one may often prefer the One-vs-All approach.
4.1.2 Label Powerset
In Label Powerset, the multi-label dataset is transformed into a single multi-class dataset. This
is done by considering each unique label combination as a unique class. For example, in Figure
10, the label-set of the instance

x11 x12 x13 x14 x15
 
is identified as a single label C101,
and the label-set of the instance

x21 x22 x23 x24 x25
 
is identified as a single label C011. In
general, each instance in the transformed multi-class dataset is labeled by a label-set consisting of
a combinations of labels in L = {y1, · · · , yk}. A multi-class classifier is then used in the training
process. In the prediction process, the trained multi-class classifier classifies the test sample to one
of the label-sets, say C101 as seen in Figure 10. In the end, we transform the predicted label-set
back to a set of classified labels.
Figure 10: Label Powerset Transformation
Unlike Binary Relevance, where label correlations are not considered, the Label Powerset
method implicitly takes into account of the correlations among labels in the learning process.
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However, this advantage is often o↵set by the negative impact brought by having a large number
of possible label combinations, which leads to a small average number of instances per label-set
in the multi-class dataset. For dataset with large numer instances and large numer labels, it is
possible for the transformed multi-class dataset to contain a large number of distinct labelsets. As
a result, the performance of a multi-class classifier may be poor. In addition, the Label Powerset
transformation method can only predict label-sets that have occurred in the training dataset. Since
in most cases |D| < 2|L|, it is likely that the trained classifier does not have all the possible label
combinations.
4.2 Algorithm Adaption Methods
In Algorithm Adaption Methods, existing single-label classification methods are altered such that
they can be used on multi-label datasets. Methods under the Algorithm Adaption framework in-
clude Instance-Based and Logistic Regression (IBLR-ML) (Cheng & Hu¨llermeier, 2009) which is
based on KNN and Logistic Regression, and MODEL-x (Boutell et al., 2004) which is based on Sup-
port Vector Machines. In this thesis, we focus on the Multi-Label k-Nearest Neighbor lazy learning
algorithm (ML-KNN) by Zhang and Zhou (2007), since it is the most visible and widely-used, and
it is also the foundation of many other multi-label classification algorithms such as IBLR-ML.
ML-KNN
Let K 2 Z+ be the number of nearest neighbors of each instance that we consider. In addition,
for any instance xi, let N(xi) be the set of the K nearest neighbors of xi. In general, we use the
Euclidean distance to determine N(xi), and we refer to any elements in N(xi) as a neighbor of
xi. For each yk 2 L, let Cxi(yk) be the membership counting vector that denotes the number of





where each Lj is the associated label-set for each neighbor xj 2 N(xi).
To determine the label-set of an unknown instance xt in the classification process, we estimate
if xt is labeled by each individual label yk 2 L based on whether its neighbors are labeled by yk.
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Specifically, we use the maximum a posteriori (MAP) principle for each label yk 2 L. To do so, we
first let Hyk1 (xt) denote the event that xt has label yk, and let H
yk
0 (xt) denote the event that xt
does not have label yk. Further, denote E
yk
m (0  m  K), as the event that there are m instances
in N(xt) that are labeled by yj . Then, the prediction of whether an instance xt is labelled by yk
is given by





Applying the Baye’s rule, we have












































is simply the prior probability that xt is labeled by yk, once can estimate it by
counting the number of times yk appears in a label-set divided by the total number of label-sets in




















In addition, let cyk [m] denote the number of instances in D with label yk whose neighbors
6For example, in Zhang and Zhou (2007), s is set to be 1 which yields the Laplace smoothing.
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contain exactly m instances labeled by yk, and let c0yk [m] denote the number of instances in D that




























s⇥ (K + 1) +PKp=0 cyk [p].








s⇥ (K + 1) +PKp=0 c0yk [p].









(b 2 {0, 1}) are collected individ-










can be used to compute the ranking of the
labels for each instance. That is, we are not only able to identify the labels of each instance, but
also which labels are more relevant than others.
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5 Multi-Label Super Learner
In this Chapter, we propose a stacking-based heterogeneous ensemble method, Multi-Label Super
Learner (MLSL). MLSL is a multi-label classification algorithm that combines the prediction power
of several One-vs-All Binary Relevance multi-label classification method through an ensemble al-
gorithm, super learner. The rest of the Chapter is outlined as follows: in Section 5.1 we explain the
background of MLSL; in Section 5.2 we provide a step-by-step description of the MLSL algorithm;
in Section 5.3, we further discuss the method, its uses, and limitations.
5.1 Background
Like the super learner, MLSL can find its roots in the stacking algorithm, stacked generalization,
first introduced by Wolpert (1992). Stacked generalization combines information from multiple
generalizers and minimizes the generalization error rate or biases of the generalizers. The model
was later introduced in the context of regression, and is referred to as stacked regression in Breiman
(1996). Based on the work of Wolpert (1992) and Breiman (1996), van der Laan and Hubbard
(2007) developed the ensemble method, super learner, in the context of regression. Later on,
Polley, Rose, and van der Laan (2011) demonstrated the implementation of super learning in
prediction. The super learner algorithm can be summarized as follows: given a set of single-label
classification methods, super learner first fits each of these methods on the dataset of interest, and
then coins a meta-learner that is the optimal combination of these simple learning algorithms. Such
a combination is determined using cross-validation, which protects the predictor from overfitting.
5.2 Methodology
Suppose we have input space X and its associated labels L. MLSL is a classifier that can take any
instance xi 2 X as an input and predicts an array of outputs
Yi =








1 if xi is labeled by yj 2 L,
0 otherwise.
Step 1. Selecting base learners.
Define a library of m (m   2) base learners { 1, · · · , m}. Candidates for the base learners include
any classifier that is able to take an observed instance and predict an output. Eligible algorithms
range from simple models introduced in Chapter 3 to multi-step algorithms involving covariate
screening, parameter optimization, and model selection.
Step 2. Transforming multi-label dataset.
Given the training dataset D ✓ X , we transform the multi-label datasets into |L| binary datasets,
one for each label in L. Note that this transformation is the same as the data transformation
process in the One-vs-All Binary Relevance approach. We denote these |L| transformed binary
datasets as D1, · · · ,D|L|.
Step 3. Indexing.
For any Di, let xs be an instance from Di, where s denotes the index of the instance in Di.
Step 4. Training single-label classifiers into super learners.
For each of Di, we train the single-label super learner Ci : X ! {0, 1}, by implementing the
following:
1. We first apply a V -fold cross-validation scheme on Di. That is, we split Di into V equally
sized subsets. Then, for every v 2 {1, · · · , V }, let the vth subset be the validation sample
while the remaining data be the training sample. We use D vi to denote the training sample
in the vth fold and Dvi to denote the validation sample in the vth fold (so that D vi = Di \Dvi ).
2. For each of the V folds, we fit every base learner { 1, · · · , m} on Dvi . Then, we use the fitted
classifiers to make predictions on the corresponding independent validation data D vi . We
denote the prediction of each instance as  j(xs), where 1  j  m.
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3. We construct a new data set by creating a |Di| ⇥ m prediction matrix, and combining the




 1(x1)  2(x1) · · ·  m(x1)
 1(x2)  2(x2) · · ·  m(x2)





 1(x|Di|)  2(x|Di|) · · ·  m(x|Di|)
377777777775
.
4. We apply a set of weights {↵1, · · · ,↵h} on the predictions given by the base learners. That




The coe cients ↵1, · · · ,↵h are estimated by minimizing the cross-validated risk of the pre-
dictor:




(Yni   bYni)2 where ↵1, · · · ,↵h   0 and hX
i=1
↵i = 1.





Based on the predicted probabilities, we can simply use a discriminating threshold, such as
0.5, to determine the classification output. Instances with predicted probability greater than
the threshold will be predicted as 1, and 0 otherwise.
Step 5. Predicting future instances. In the prediction process, given an unknown instance xt,
the multi-label output is given by the combination of all |L| binary outputs predicted by the |L|
super learners: 





Theoretical results derived by van der Laan and Hubbard (2007) show that the single-label super
learner performs asymptotically as well as the best possible weighted combination of its input learn-
ers, including individual base learner. Consequently, when applying the super learner algorithm on
each of the transformed single-label data sets under Binary Relevance, as long as the base learner
is included in the library for the super learners, we expect to see the multi-label classifier perform
equally well, if not better, than any Binary Relevance algorithms that utilize only the binary base
learners in the library. This is equivalent to saying that, for any given Binary Relevance algorithm,
we can always apply the MLSL method to potentially improve its performance by stacking the
single-label classifiers as base learners. Specifically, we expect to see an improvement in multi-label
classification performance metrics including accuracy, F-measure (a combination of precision and
recall) and hamming-loss, which are measures that are consistent with the loss function that the
super learners are trained to minimize. Chapter 6 of this thesis shows that MLSL outperforms its
input base learners for all three of the performance metrics mentioned above.
Due to the nature of the super learning algorithm, MLSL is expected to perform well on many
di↵erent binary data generating distributions (van der Laan & Hubbard, 2007). To optimize the
performance of MLSL, one should include as many reasonable base learners as possible (van der
Laan & Hubbard, 2007). By including a diverse set of base learner algorithms, the super learner
is able to benefit from the strengths of multiple base learner algorithms at the same time (van der
Laan & Hubbard, 2007). This is confirmed by the results in numerical investigations (in both data
simulation by van der Laan and Hubbard (2007), and real data investigation in Chapter 6), that
the weights of the super learner (and MLSL) are mostly non-zero, with some base learners weighted
more heavily in the binary super learner than others.
Given a multi-label data set, each label may have a di↵erent underlying distribution. Through
the Binary Relevance approach, the multi-label data set is transformed into multiple binary data
sets, revealing di↵erences among labels. As a result, each individual classification method, regard-
less of its complexity, is unlikely to perform well on all of the transformed single-label datasets. By
introducing super learner which generally incorporates a large and diverse group of diverse base
learners, the MLSL method maximizes the chance for each label to find its best fit through stacked
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base learners.
Although we expect to see improvements in performance metrics such as F-measure and hamming-
loss based on the proposed MLSL algorithm, we do not necessarily expect any improvement in subset
accuracy. This is because MLSL does not take into account of label correlations, as it utilizes the
Binary Relevance approach. In addition, while we expect multi-label accuracy to improve, whether
precision or recall would both improve depends on the weighting criteria. To prioritize certain
metrics such as precision and recall, possible variations of the MLSL algorithm may be suggested
by altering the weighting criteria.
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6 Empirical Evaluation
In this Chapter, we implement the Multi-Label Super Learners (MLSLs) on data collected by
researchers in di↵erent disciplines where multi-label classification is used to address important
practical questions. Our results show evidence that the MLSL algorithm consistently improves upon
the performance of ordinary one-vs-one binary relevance methods based on various performance
evaluation metrics across di↵erent data sets.
The rest of the Chapter is structured as follows. In Section 6.1, we give a brief introduction of
our empirical analysis; in Sections 6.2, we introduce the background of the data we considered and
we give an overview of the multi-label characteristics of these data-sets; in Section 6.3 we present
numerical results of our real data applications, followed by a brief discussion of the findings.
6.1 Introduction
In our analysis, we empirically examined the Multi-Label Super Learner algorithm introduced in
Chapter 5. We include 4 di↵erent optimization criteria of the proposed method: (1) non-negative
least squares (MLSL-NNLS), (2) non-negative binomial likelihood maximization (MLSL-NNloglik),
(3) negative binomial log-likelihood minimization on the logistic scale using convex combination
of weights (MLSL-CC nloglik), and (4) area under the ROC curve minimization. We compare the
performance the MLSLs against 6 benchmark methods using real data sets. These 4 methods all
follow the one-vs-one binary relevance approach, each incorporating one single-label classification
method we introduced in Chapter 3: logistic regression or generalized linear regression (BR-GLM),
linear/quadratic discriminant analysis (BR-LDA/BR-QDA), k-Nearest Neighbor (BR-KNN), and
support vector machines (BR-SVM). In the implementation of the Multi-Label Super Learners, we
use the same single-label classification methods as base learners as well. R package Super Learner
(Polley, LeDell, Kennedy, & van der Laan, 2018) was used as part of the implementation process.
We evaluate the performances of all methods implemented using multi-label performance metrics
introduced in Chapter 2. The results are computed based on ten 10-fold cross-validations. That is,
we implement ten iteration of cross-validations in total. In each iteration, we implement one 10-fold
cross-validation by partitioning the dataset into 10 roughly equal sized subsamples, aggregating 9 of
the subsamples into a single training dataset, while using the remaining sample as the independent
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testing data; the cross validation process is then repeated 10 times, with each of the 10 subsamples
independently tested exactly once. In sum, 100 independent datasets are tested, and the average
of the results are computed and reported.
6.2 Data
We chose three open-source datasets in our analysis, namely emotions, birds, and scene. Our choice
on datasets is a result of three considerations. First, we focused our attention on datasets on those
that are available and well-known to the field of multi-label classification, so that scholars within the
field can easily reference our results in comparison to existing literature as well as future research.
Second, we chose datasets from diverse real-world domains, with each dataset initially collected to
answer a di↵erent research question. By using datasets that serve di↵erent purposes, we test our
algorithm on samples that possibly come from various underlying distributions. Third, to the best
of our abilities, we included data sets that have distinct multi-label characteristics.
To illustrate the second point of our data selection process, we include the background and brief
descriptions of the datasets we used in Section 6.2. In Section 6.3, we compare the three datasets
using characteristics metrics we discussed in Chapter 2.
6.2.1 Music, Sentiment Analysis and Emotion Recognition: emotions
The emotions dataset7 (Trohidis, Tsoumakas, Kalliris, & Vlahavas, 2011) is used to model the
relationship between 593 song clips and the 6 kinds of emotions they evoke in listeners. The
original collected data consist of 100 songs from 233 musical albums. Seven di↵erent genres of
music were included: Classical, Reggae, Rock, Pop, Hip-Hop, Techno and Jazz.
For each song, a song clip was extracted between the time period of 30 seconds after the start
of the song, and 60 seconds after the start of the song. The resulting sound clips were converted
into WAV files for subsequent feature extraction. The resulting dataset contains 72 music features
that are either rhythmic features or timbre features. Since this thesis does not focus on attribute
selection or model inference, we will not explain in depth what the input variables entail. Details
of the feature extraction process can be found in Trohidis et al. (2011).
7The emotions data set can be found at http://b2b.musicovery.com/.
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The outputs values in this data was created based on the annotation by three male experts of
age 20, 25 and 30 from School of Music Studies at the Aristotle University of Thessaloniki. Since
the interpretation of one’s own emotions evoked by music can be abstract, Trohidis et al. (2011)
asked the participants to choose from one or more of the six emotional clusters created based on
the Tellegen-Watson-Clark model of mood (Watson, Wiese, Vaidya, & Tellegen, 1999), thereby
creating the multi-label outputs. In addition, any song clips that did not receive completely iden-
tical labeling from all experts were discarded, resulting in a final sample of size 593. The label








Table 1: Label distribution of the emotions dataset
6.2.2 Biology, Ecology, and Acoustic Monitoring: birds
The birds dataset8 (Briggs et al., 2013) is used to model the relationship between 645 audio clips and
the 19 bird species that were recorded in the clips. The original dataset was collected by members
of the Oregon State University Bioacoustics group using Songmeter audio recording devices. The
dataset was first made public in the 2013 Machine Learning for Signal Processing (MLSP) challenge,
and was chosen from all song clips collected between 2009 and 2010, in the H. J. Andrews (HJA)
Long-Term Experimental Research Forest (Cascade mountain range of Oregonm). The data sample
was chosen such that it was a representative sample of HJA between 2009 and 2010.
Each song clip was given as a ten-second audio recordings in WAV form, which, just as in birds,
went through feature extraction later on. The recordings were inspected9 by several experts who
identified the set of one or species species that was recorded within each clip. Note that because
each clip was recorded in a natural setting, it may contain environmental noises such as rain or
8The birds dataset can be found on https://www.kaggle.com/c/mlsp-2013-birds.
9Species were identified by both listening to the auto and looking at the spectrograms.
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wind. More details of how the species were identified can be found in Briggs et al. (2013). Table 2
shows the label distribution of the dataset.
Label Description Count
1 Brown Creeper 14
2 Pacific Wren 81
3 Pacific-slope Flycatcher 46
4 Red-breasted Nuthatch 9
5 Dark-eyed Junco 20
6 Olive-sided Flycatcher 14
7 Hermit Thrush 47
8 Chestnut-backed Chickadee 40
9 Varied Thrush 61
10 Hermit Warbler 53
11 Swainson’s Thrush 103
12 Hammond’s Flycatcher 28
13 Western Tanager 33
14 Black-headed Grosbeak 9
15 Golden Crowned Kinglet 37
16 Warbling Vireo 17
17 MacGillivray’s Warbler 6
18 Stellar’s Jay 10
19 Common Nighthawk 26
Table 2: Label distribution of the birds dataset
6.2.3 Image Recognition, photography and semantic scene classification: scene
The scene dataset10 (Boutell et al., 2004) is used to label 2407 photographs by one or more of the
6 kinds of scenery they captured. The features of each image in the dataset were extracted based
on color and spacial information. Details on how the feature space was extracted can be found in
(Boutell et al., 2004). The labels of each photo can be categorized by the content it capture. Table
3 shows the label distribution of the dataset.
As an example, Figure 11 showcases two images in the scene dataset, as seen in Boutell et al.
(2004). Photo (a) in the example is labeled as both Fall Foliage and Field, and photo (b) in the
example is labeled as both Beach and Urban.









Table 3: Label distribution of the scene dataset
Figure 11: Two examples of instances in the scene dataset, as seen in (Boutell et al., 2004)
6.3 Characteristic Metrics of the Three Datasets
Using the characteristic metrics introduced in Chapter 2, we compare selected characteristics of the
three datasets in Table 4. Based on these characteristics shown in 4, we can see that although scene
is the largest dataset with 2407 instances and 300 attributes, it is the least imbalanced dataset,
with a SCUMBLE score of 0.000337. In comparison, birds is a smaller dataset that is much more
45
imbalanced than either scene or emotions, with a MaxIR of 17.167 and a MeanIR of 5.407. Lastly,
compared to scene and birds, the emotions dataset is the smallest dataset and is partially balanced,
with all of its imbalance measures, including MaxIR, MeanIR and SCUMBLE, falling between those
of scene and birds.
emotions birds scene
# Instances 593 645 2407
# Labels 6 19 6
# Attributes 78 279 300
Cardinality 1.868 1.014 1.074
Density 0.311 0.053 0.179
Highest Label Frequency 81 194 405
Diversity 4 73 3
MaxIR 1.784 17.167 1.46
MeanIR 1.578 5.407 1.25
CVIR 0.817 0.180 0.122
SCUMBLE 0.011 0.033 0.000337
TCS 1.265 2.298 10.18
Table 4: Summary of characteristic metrics for datasets emotions, birds and scene
6.4 Results
Table 5, Table 6 and Table 7 show the average of our ten 10-fold cross validation results tested
on three di↵erent datasets respectively. Within each dataset, we highlighted the best-performing
learner for every metric.
Binary Relevance (BR) MLSL
GLM LDA QDA KNN SVM NNLS NNloglik CC nloglik AUC
Hamming Loss 0.215 0.208 0.239 0.273 0.18 0.179 0.179 0.178 0.183
Accuracy 0.785 0.792 0.761 0.727 0.82 0.821 0.821 0.822 0.817
F-Measure 0.675 0.686 0.625 0.546 0.726 0.729 0.729 0.731 0.722
Precision 0.678 0.699 0.693 0.573 0.764 0.77 0.769 0.771 0.769
Recall 0.673 0.675 0.571 0.523 0.693 0.693 0.695 0.695 0.681
Subset Accuracy 0.236 0.259 0.172 0.183 0.323 0.317 0.318 0.32 0.304
Table 5: Results for the emotions dataset
At first glance, we see that most of the time, the most competitive performance comes from
one of the MLSLs. There are only two instances, out of eighteen comparisons, where the base
learner yields better performance metrics. The first case is found in Table 5. There, the BR-SVM
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Binary Relevance (BR) MLSL
GLM LDA KNN SVM NNLS NNloglik CC nloglik AUC
Hamming Loss 0.125 0.073 0.053 0.053 0.052 0.052 0.05 0.061
Accuracy 0.875 0.927 0.947 0.947 0.948 0.948 0.95 0.939
F-Measure 0.31 0.49 0.41 0.494 0.495 0.527 0.544 0.49
Precision 0.221 0.426 0.512 0.584 0.557 0.558 0.643 0.47
Recall 0.53 0.588 0.348 0.436 0.453 0.507 0.479 0.519
Subset Accuracy 0.34 0.451 0.477 0.484 0.485 0.49 0.495 0.465
Table 6: Results for the birds dataset
Binary Relevance (BR) MLSL
GLM LDA KNN SVM NNLS NNloglik CC nloglik AUC
Hamming Loss 0.156 0.11 0.055 0.053 0.041 0.04 0.04 0.051
Accuracy 0.844 0.89 0.945 0.947 0.959 0.96 0.96 0.949
F-Measure 0.705 0.787 0.868 0.923 0.932 0.934 0.932 0.911
Precision 0.639 0.749 0.88 0.922 0.94 0.941 0.94 0.908
Recall 0.788 0.83 0.857 0.924 0.926 0.927 0.925 0.914
Subset Accuracy 0.416 0.566 0.786 0.744 0.806 0.809 0.809 0.771
Table 7: Results for the scene dataset
scored 0.323 on subset accuracy, while the MLSL-CC nloglik method came to a close second at
0.32, averaged over ten 10-fold cross validation. As mentioned in Chapter 5, since label correlation
is not taken into consideration in MLSLs, we do not expect the MLSLs to necessarily outperform
the ordinary binary relevance method when it comes to subset accuracy. In fact, we see that within
the same data set, the MLSL-CC nloglik method outperformed the BR-SVM for all other metrics.
This indicates that, on average, the MLSL-CC nloglik method can better predict the labels in the
emotions dataset than the BR-SVM.
Similarly, the second case is found in Table 5. There, the BR-LDA scored 0.588 on subset
accuracy, averaged over ten 10-fold cross validation. In fact, the BR-LDA outperformed all MLSLs
when it comes to recall. However, as mentioned in Chapter 5, we do not expect both precision and
recall to improve based on the weighting criteria we are using, as recall is not what the algorithm
is optimizing on. In practice, it is possible to significantly improve one of precision and recall at
the expense of the other.
We further investigated this case by comparing the precision of the BR-LDA with that of the
MLSLs, and found that all MLSLs recorded higher precision than BR-LDA. In addition, we looked
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at the F-measure, which is the harmonic average between precision and recall, and found that three
out of the four MLSLs recorded higher F-measure than BR-LDA, with the remaining one scoring the
same as BR-LDA. This indicates that, on average, while BR-LDA performed significantly better
than all four MLSLs in terms of Recall, it is likely that such an edge was gained by BR-LDA




In this thesis, we present an overview of existing single-label and multi-label classification meth-
ods. In addition, we propose a new multi-label classification method, called Multi-Label Super
Learner (MLSL). We discussed the MLSL algorithm under four di↵erent optimization criteria and
implemented the proposed methods on three real data sets in various disciplines. Among all MLSL
algorithms evaluated, MLSL-nloglik and MLSL-CC nloglik appear to be the most e↵ective which
outperformed the bench-mark binary relevance methods for almost all performance metrics. In ad-
dition, the overall predictive performance is higher for the MLSLs in comparison to the bench-mark
binary relevance methods.
Given the outstanding performance observed for both MLSL-nloglik MLSL-CC nloglik, for fu-
ture work we plan to focus on the theoretical properties of using the minimization criterion of
log-likelihood in comparison to other criteria such as non-negative least squares and area under the
ROC curve. Furthermore, one of optimization criteria we consider is MLSL-AUC that minimizes
the area under the ROC curve for each transformed binary dataset. Current ROC curves are graph-
ical plots that are used to diagnose the performance of binary classifiers. One interesting future
research question is to investigate how to construct ROC curves for multi-label classification (e.g.
multi-dimensional graphical illustration that diagnose the performance of multi-label classifiers.)
Lastly, we are interested in exploring the possibility of implementing classifier chain to MLSLs that
considers label correlations; we anticipate that using classifier chain in MLSLs may further improve
the performance of the multi-label classifier.
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