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The paper considers a model of dispersing populations in the form of a system of 
nonlinear ordinary differential equations. Dispersal pressure is density dependent 
and a parameter measures the barrier strength. The model also incorporates a 
transition probability to allow for a risk in changing habitats. For the two-dimen- 
sional case, the region in parameter space for existence of a stable equilibrium 
solution is exactly determined, bounded in part by a branch of a hyperbola. For the 
n-dimensional case, similar, but less complete results are obtained. e 1986 Academic 
Press. Inc. 
1. INTRODUCTION 
The subject of the effect of dispersal of populations is a topic of con- 
siderable ecological interest. Bibliographies can be found in the work of 
Levin [S, 91 and Segel and Levin [lo]. More recently Holt [7] has con- 
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sidered a two patch model and a migrating predator from an optimal 
habitat selection point of view. Hastings [6] focused on spatial diffusion 
but also had a two patch model and showed the stabilizing effect of high 
dispersal rates. The point of interest is the ralationship of dispersal to the 
question of the existence of a population equilibrium. The view of the 
problem taken in this paper is that “pressure” to disperse is given as a 
(monotone increasing) function of population size but that dispersal is 
inhibited by the difficulty of leaving the habitat which we, in turn, think of 
as surmounting a “barrier.” It turns out that the more reasonable 
parameter is inverse barrier strength. This view appeared in our previous 
paper [3]. When this (vector) parameter is zero, dispersal is impossible 
(the barrier is infinite) and each population grows to its own carrying 
capacity. For small values of this parameter, implicit function techniques 
allow one to show that this equilibrium continues and to approximate the 
equilibrium as an expansion in the parameter. This was done in the 
previous work [3] for two habitats and a common barrier strength. 
In this paper we analyze both two habitats and n-habitats, each permit- 
ted to have a different level of difficulty in its “escape” barrier. In addition, 
once the population has left its present habitat it may not successfully 
reach a new one (predation, harvesting, or for other reasons.) This idea is 
motivated by migrating populations which pass through a “danger zone” in 
the process of changing habitats. A particular example is the Burwash 
caribou herd crossing the Shakwak trench as discussed at the end of the 
paper. On this point the work (and the dispersal conclusion) differs from 
Hastings [6], since high dispersal rates incur a high penalty. In the 
analysis we regard the probabilities of a successful transition between 
habitats as given and analyze the question of the existence of the 
equilibrium as a function of the inverse barrier strength. Under reasonable 
biological hypotheses and one technical hypothesis we are able to deter- 
mine the region exactly for two habitats and, in the general case of n 
habitats, to show that the same qualitative picture holds. 
The model is discussed in Section 2. The two habitat case is analysed in 
Section 3 and a determination (in parameter space) of the existence region 
is obtained, by describing a curve (in terms of the transition probabilities) 
which separates the existence and non-existence regions. Stability is also 
determined. Section 4 treats the n habitat case, and, although the 
separating surface is not obtained, its existence is demonstrated. Section 5 
contains a discussion which includes the Burwash caribou herd example 
alluded to above. 
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2. THE MODEL 
In this section we consider the case where a population is able to dis- 
perse among n different habitats at some cost to the population in the sense 
that the probability of survival during a change of habitat may be less than 
one. This situation is modeled by an autonomous system of ordinary dif- 
ferential equations of the form 
Xi = Xi gi(Xi) - Eihi(Xi) + f &jpjihj(Xj) (2.1) 
,=I 
j#L 
with C;=, if j pii 6 1 and xi(O) > 0. (Here and throughout this paper 
means derivative with respect to the argument.) xi represents the same 
population in different habitats, g,(x,) represents the specific growth rate 
of population in the ith habitat, si (not necessarily small, but positive) 
represents inverse barrier strength in going out of the ith habitat, hi(xi) is 
the rate of dispersal out of the ith habitat and pji is the probability of suc- 
cessful transition from jth habitat, where i is different from j. 
We list the following hypotheses, the first two of which are standard in 
modeling such phenomena: 
(Hl ) All solutions of the initial value problem (2.1) exist, are unique, 
and are continuable for all positive time. 
(H2) g,(O)>O, g((x,)<O, K,>O, gi(Ki)=O, xigi(xi)+ -a as 
xi + co, i = 1, 2 )..., n. 
(H3) h(O)=O, ~j>h:(x,)>h;(0)>O, i= 1, 2 ,..., n. 
Here Ki is the carrying capacity of the ith environment. Hypothesis (H3) 
states that the rate of dispersal out of the ith habitat is density dependent 
and an increasing function of the population of the ith habitat. The 
requirement hi( h((0) > 0 is a technical condition required in the 
proofs. yli is a bound on the growth rate of h,(x,). 
We note that boundedness follows from the fact that if x = C;= I Xi, then 
x’ 6 C;=, xi g,(x,), and by (H2) if ((x(( is sufficiently large, x’ < 0, xi 4 0. We 
also note that the positive cone in R” is positively invariant. 
3. THE CASE n = 2 
The model (2.1) assumes the following form 
x; =x1 gl(xl)--El~l(XI)+&*P*,~2(X*) 
-4 = x2 g&d - %M%) + &I PlZ~l(XI)5 
where hypotheses (H 1 )-( H3) hold. 
(3.1) 
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For si = 0, i= 1,2 the Eqs. (3.1) are uncoupled and there exists an 
equilibrium (K,, K2) interior to the positive quadrant which is globally 
asymptotically stable. Clearly when si, i= 1, 2, are sufficiently small, from 
elementary perturbation theory it follows that there always exists an 
interior equilibrium. We seek to find the region (precisely) in the cl -E* 
plane where an interior equilibrium exists and to determine its stability 
properties. 
Equilibria are solutions of the following system of equations: 
X1g,(x,)-&,h,(x,)+E2P21h2(X2)=0 
x2 g2b2) - &2&(X2) + El PdI(XI) = 0. 
(3.2a) 
(3.2b) 
Let (x:(E~, s2), x:(E~, Q)) denote an interior equilibrium state, if it exists. 
We call this point E*(E,, Q). Also let 
Ei= (gi(“)lh((o))7 i= 1, 2. (3.3) 
THEOREM 3.1. (a) There exists E*(O, g2) if and only if 06 Ed <E2. 
Furthermore, lim,, ~ E2 E*(O, s2) = (K, , 0). 
(b) There exists E*(E,, 0) if and only if 0 6 E, <E,. Furthermore, 
lim E,+i, E*(&,, O)= (0, W 
ProoJ: (See Fig. 3.1). We prove (a). The proof of (b) is analogous. 
Equations (3.2) become 
XI g,(x,) + EzPziM.4 =O 
~2g2b2)-~2h2(x2)=0. 
(3.4a) 
(3.4b) 
x2 
r1 
K2 
E* 
r2 
(a) KI *1 
x2 
(b) 
FIG. 3.1. (a) The locus of points given by (3.2a) (Denoted by r,) and (3.2b), (Denoted 
by r,) s1 =+=O. (b) The locus of points given by (3.2a) (f,) and (3.2b) (r,), E, =O, 
O-e&~<&. 
409/115/l-IO 
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Suppose first that 0 d a2 d E2. Let #(x2) =x2 g,(x,) - e2h2(x2). Then 
d(O) = 0, d’(O) = g*(O) - Ebb; > 0. Hence xzO > 0, @(x2,,) > 0. Also 
&K,) = -s2h2(K2) < 0. Therefore, x:(0,4 > 0, KGV, ~2)) = 0. BY 
hypothesis (H2) the equation, x1 g,(xl)= -E~J+~~Q(x~) has a solution 
x1 =xT(O, Q). Next suppose E2 6~~. Then d(O) =O, @(O)<O. By (H2), 
x2 g;(xz) + g,(x,) < g2(0) and by (H3), &(x2) > h;(O) for x2 > 0. Therefore 
Q’(x,) <d’(O) d 0 for xq > 0. Thus 4(x2) = 0 only at x2 = 0 and there is no 
interior equilibrium. 
We now note from (H3) that sZh;(0) x2 6 E~/z;(x~) x2. Hence if i2 is the 
solution of g,(..C,) = cZh;(0), then x: 6 j&. Let 6 > 0 be given and let s2 = 
EZ- 6. Then & satisfies gz(i,) = g2(0) - &z;(O). Hence, since g,(x,) is a 
decreasing function of x2, lim, j 0 & = 0, and therefore lim, _ ,, x: = 0. Then 
using (3.4a) and setting s2 = E2- 6, lim,,, XT = K,. This completes the 
proof of the theorem. 
Now we consider the case where E, > 0, s2 > 0. We shall contruct a cer- 
tain hyperbola in the E, - e2 plane and show that a necessary and sufficient 
condition for the existence of an equilibrium is that the point (E, , Q) lies on 
the origin side of the upper branch of this curve. We do this in two parts, 
the first of which considers two overlapping strips in the E, - a2 plane. 
Let r, , Tz denote the locus defined by (3.2a) and (3.2b), where we think 
of sl, sZ, plz and pz, as fixed. We compute dx,/dx, at points of r, and find 
dx, Xl dlbl) + g,(x,) - ElKI 
dx, r,= -&2 P214(x*) . 
Similarly 
dx, --El Plzh;(x,) 
ig &= x2 g;(h) + 82(X2) - E2W2)’ 
We note that each locus is defined on a half line [~:(a,, 0), co) and 
[x2*(0, Ed), co). We further note that by the boundedness of hl(xi) and by 
the fact that 
lim x,(x,)= cc on r, and r2, 
XI - 00 
we may conclude that 
Finally, we note that if 0 < E~ -C E,, then the point (x:(E~, 0), 0) lies on r, 
and if O<e2 <EZ then the point (0, x?(O, Ed)) lies on Tz. 
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By the above argument we have proved the following theorem (see 
Fig. 3.2). 
THEOREM 3.2. There exists E*(E, , Q) if either 0 < E, < E, or 0 < Ed < E;. 
At this time we introduce the following notation: 
P= 1 -P12P21r 
and assume 0 < p < 1. Let 
F(E,, ~2) = b-%(O) h;(O)) ~1~2 - (gdo) h;(O)) ~1 
- k,(O) h;(O)) ~2 + s,(O) g2(0). (3.4) 
We note that (3.4) may also be written as 
flE1? E2) = P@l(O) h;(o) (&*--f+) (&2-f$) 
(1 - P) s,(O) g*(O) - 
P 
(3.5) 
From (3.5), it is obvious that F(E,, Q) =0 is a hyperbola in the .sr - s2 
plane, whose asymptotes are the lines E, = El/p, s2 = EJp. We note that the 
upper branch of this hyperbola lies in the region E, > E,/p, c2 > EJp, (see 
Fig. 3.3). 
THEOREM 3.3. Let cl >E, and ~,a&. Then E*(E~, Ed) exists if and only 
I~F(E~,E~)<O. 
(a) 
Kl Xl 
FIG. 3.2. The locus of points given by 
O<E~<&, (b) E,>&, O<E~<&. 
(3.2a) (r,) and (3.2b) (f,), (a) OK&, <I,, 
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5 q/P El 
FIG. 3.3. The locus of points in the c-plane given by F(E,, Ed) = 0, s1 2 E,, c2 2 E,. 
Proof (See Fig. 3.4). Since E~ 2 E,, E* > E2, (0,O) E rl and r2. Define 
dx $4(x,, x*)=2 -2 I I 1 r, dx, 1-2’ 
Then lim x,e&G~x*)=~ and WA 0) = (F(E~, 41~2~214(0)x 
(O;(O) - gA0))). For e2 2 G, ESPY, h;(O)(~,h;(0) - g,)) 2 0. This means 
that if F(E,, Q) < 0, then $(O, 0) < 0 and hence I?*(&, , c2) exists. Suppose 
now that F(E~, Q) > 0. Then $(O, 0) 3 0. Further $(x,, x2) can be written 
as 
Icl(Xl Y x2) = 
N,(x,, x2) + N,(x,, x2) 
md ’ 
FIG. 3.4. The locus of points given by (3.2a) (r,) and (3.2b) (f,), Ed a~,, Ed>&, 
F(%,d<O. 
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where 
g,@,) g,(x*) 
~,(x,,x,)=Ph;(x,)h;(x,)&,--& -- 
Ph;(x,) 2 ?&(x2) 
_ (1 -PI gdx,) &(X2) 
P 
g,(xd 
~,(x,,.x,)=x,x2g;(x*)g;(x*)-x,g;(*,)h;(X*)&2-h;(X 
2 
LT,(Xl) 
-X2 &(x2) h;(x,l El -- 
4(x,) 
and 
W*) = P21 M-4 dE2UX2) - g,w - x2 gXx*)). 
From (Hl)-(H3) it follows that D(x2) > D(O)>O, Nz(xl, x2) > 
NJO, 0) = 0, N,(O, 0) = F(E,, .Q)> 0, and N,(xl, x2) > N1(O, 0). Hence, 
$(x1, x2) > 0 for x, > 0, x2 > 0, and E*(E,, sZ) does not exist. This com- 
pletes the proof of the theorem. 
For the remainder of this section, we assume that the interior 
equilibrium, when it exists, is unique. Having established the existence of 
an equilibrium, we proceed to examine its stability properties. The first step 
is to compute the variational matrix, which takes the form: 
P2ld4(d) 
x: 8;(e) + 82(x:) - ~2ux:) 1 
= HIh > 62) 
1, 
~21~2h;W 
neth;b:) fJd&t 7 82) 1 ’ (3.6) 
where H~(~l,~2)=x:g;bI*)+ g,M+)-&lh;@:) and HZ(EI9 E*) = 
x: g;W I+ g Ax: I- GXx: 1. 
We prove two lemmas. 
Li3Mkt~ 3.4. Hi(~lr .z2)<0, i= 1,2. 
Proof We give a proof that H,(E,, s2) ~0; the proof for H2(eI, s2) is 
similar. First of all H,(O, 0) = K1 g’,(K,) < 0. Note also that 
(3.7) 
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Suppose there exist el,,, Q,, such that H1(~,O, F*,,) = 0. We interpret this fact 
geometrically (see Fig. 3.5). The curves x, g,(x,) and e,,h,(x,) intersect at 
the equilibrium x:(E,~, 0). For (3.7) to be satisfied it must be the case that 
x:(.slo, czO) < x:(E,~, 0) so that the tangents to the curves are parallel (see 
Fig. 3.5). This ordening is not possible since then 
0 < x:(~Icl, d gl(x:(h3, Ql)) - E,&,(x:(E,O, EZO)) 
= -P*,hlMc(~t0, E20)) <0. 
LEMMA 3.5. Det M(sr , s2) > 0. 
Proof At an equilibrium 
i.e. 
Ht(Et2 4 
-P2’~2Mx:) 
> J-wtW?) 
H*(E,, 62) 
Thus Det M(E~, s2) = H, H, --E,E~~~~~~,~~(x~) h;(xz) >O, completing the 
proof of the lemma. We now introduce some notation. Let 
4 = v;(o) g,(O) + MO) s,(O) u 
+ (w;(o) g*(O) - 4 St(O) 4* 
+4W(O)UO) g,(O) g,(O) P12Pz,)“*)/2~wJ) MOKl - Pl2P21)7 (3.7) 
Y 
FIG. 3.5. A value of XT, where the slope of the tangent line to x, g,(x,) equals the tangent 
line to s,hl(xI). 
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where E^i is the value of .sl at which the ray .s2 = acl intersects the curve r 
(upper branch of the hyperbola given by F(E, , Ed) = 0 in the cl, e2 plane). 
Further let 
d={(0,E2)IO~E2<E2}u((E,,0)10~E,<E,} 
u {(&,,~&,)(0<0!<00,0<&,<~,). 
We note by the previous theorem that E*(E,, E*) exists if and only if E,, a2 
is in d. 
THEOREM 3.6. If E*(E,, c2) exists and is unique, it is globally 
asymptotically stable. 
Proof: The variational matrix of the system (3.1) about E* (E,, Ed) is 
given by (3.6). Let I + be the eigenvalues, whose real parts determine the 
stability of E*(E,, Q). By Lemma (3.4) tr M(E,, F~)<O and by Lemma 3.5 
det M(E~, Q) > 0. Hence by the Routh-Hurwitz criteria for stability the real 
parts of ;1+ are negative, proving that E*(E,, c2) is asymptotically stable. 
Further the Poincare criterion for system (3.1), (i.e., (a/ax,) x’, + 
(a/ax,) xi = Cf=, [xi g,(x,) + g,(x,) - E$;(x~)] < 0) and boundedness of the 
solutions imply that there cannot be any non-trivial closed paths lying in 
the interior of the positive quadrant in the x, -x2 plane and hence the 
stability must be global. 
Finally we note that 
4. THE GENERAL CASE 
In this section we consider the full system (2.1). As expected from the 
analysis in the previous section an equilibrium will not exist for all positive 
values of a,, i = 1, 2 ,..., n. The main purpose of this section is to show under 
which conditions an interior equilibrium will exist. For convenience of 
notation define 
pjj= -1, i = 1, 2 ,..., n, 
and we rewrite the system (2.1) as 
xi = Xi gj(xi) + i PjiCjhj(xj), i = 1, 2 ,..., n, x;(O) 3 0. (4.1) 
j=l 
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At E, = 0, i = 1, 2,..., n, the system decouples and may be written as 
xi =x, g;(x,), i = l,..., n. 
The interior equilibrium occurs at the vector 
K= (K,, I&.., lQT 
where g,(K,) = 0, i = 1, 2 ,..., n. The boundary equilibria occur where one or 
more of the Kls are replaced by zero. We will restrict our attention to the 
interior one as the analysis of the boundary equilibria follows by similar 
techniques. 
Let E denote the vector E = (E,, s2 ,..., E, )T. For jlsll small, the implicit 
function theorem implies 
X*(E) = K- @,(K, 0)-l i @JK, 0) cj+ O(E), 
i=l 
where x is the vector (xi, x2,..., x,)~, @ is the vector (bi, & ,..., #,)T with 
dJx, &I = xi gdxi) + i Pjicjjhjtxj), i = 1, 2 ,..., n, 
i=l 
and 4, is the matrix whose ijth entry is (adi/aXj). We define the matrix P as 
P = (pti), i, j = 1, 2 ,..., n. 
Before stating the main theorem of this section we require the following 
lemma: 
LEMMA 4.1. Det P = 0 if and only if C;= 1 pji = 0, j = 1, 2 ,..., n. 
Proof. If the sum XI= i pji = 0, j = l,..., n then the column vectors of P 
are linearly dependent and det P = 0. Suppose on the contrary that there 
exists a j such that the sum C:= i pji < 0 (without loss of generality we take 
j= 1). Then 
det P= 
-1 PI2 ..’ PI” 
P21 -1 ..* pzn . * 
P nl Pn2 -1 
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Now multiplying the lirst column in det P by pli, adding to ith column i = 
2, 3,..., n, and expanding the determinant about the first row produces 
- 1 + P12 P21 P23 + Pl3 P21 . . . P2n + Pln P21 
P23 + Pl2 P31 detP= - . -l+P13P31 ... p3n+ PlnP31 
Pnz+PlzPnl Pn3+Pl3Pnl ..’ -l+PlnPnl 
To show that det P#O in this case we find the radius (denoted by R,) of 
the Gershgorin circle centered at (- 1 + p12 p2,). 
RI = (P23 + Pl3 P21) + (P24 + Pl4 P21) + ’ ’ ’ + (P2n + Pin P21) 
< 1 -P12P21. 
Therefore the origin is exterior to the Gershgorin circle. Similarly, we show 
that this is true for all the (n - 1) Gershgorin circles. Now application of 
the Gershgorin circle theorem proves the lemma. 
The next lemma describes a locus in n-dimensional space, containing all 
the possible equilibria in the case det P = 0. 
LEMMA 4.2. Let det P = 0, then if X*(E) is an equilibrium it lies on the 
locus of points given by the equation 
i xi g,(x,) = 0. (4.2) 
i= 1 
Proof If X*(E) is an equilibrium of system (4.1) it must satisfy 
X:(E) gi X*(E))+ i E,pjihi(XT(E) ~0, i = 1, 2 ,..., n. (4.3) 
j=l 
Summing over i and interchanging the suffixes in the second summation we 
get 
i$l XT(&) gi(X?(&)) + f: Ejhj(Xj*(E)) i Pji=O* 
j=l i=l 
However, by Lemma (4. l), Cr=, pii = 0, j = 1, 2 ,..., n, proving the lemma. 
Remark. The locus of points described by Eq. (4.2) consists of the 
origin together with a connected (n - 1 )-dimension surface denoted by 0 
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which passes through all boundary equilibria together with the interior 
equilibrium K = x*(O). 
The next lemma shows that every point lying on 0 corresponds to an 
equilibrium. 
LEMMA 4.3. Let det P = 0 and x(O) E IS. Then there exists E(O) such that 
,p) = x*(&(o)). 
Proof: x (‘I is an equilibrium if the Eq. (4.3) with X:(E) replaced by xi”) 
can be solved for E, i.e., if 
i pjihj(xJo’) &j = -xi”’ g,(xjO’), 
j= 1 
i = 1, 2 ,..., n. (4.4) 
This can be done, since a straightforward calculation shows that under our 
hypotheses, the rank of the augmented matrix is the same as the rank of 
the coeficient matrix of E. 
We now state and prove the main result of this section. 
THEOREM 4.4. System (4.1) has an equilibrium for all values of E, z=- 0, 
i = l,..., n, if and ordy if det P = 0. 
Proof. If det P= 0, the result follows from Lemmas l-3. Now suppose 
det P ~0. Let E, = aill, where 0 <a, -C co. Then if x* is an interior 
equilibrium, it must satisfy (4.3), i.e., if Bi= a,h,(xT), yi= x* g,(x*), p= 
(PI ,..., flm)T, y= (y ,,..., ym)T, then P@= -7, or pp= -P-‘y. If /I 11 denotes 
Euclidean norm, then jjpll p < I/ Pp ’ /I Ij~lj. But this is clearly not satisfied for 
p sufficiently large, completing the proof. 
The above theorem states that if det P # 0, as one moves away from the 
origin in c-space along an interior positive ray, a point is reached for which 
an interior equilibrium in x space no longer exists. In the case n = 2, this 
point lies on the hyperbola given by F(;(E, , Ed) = 0, where F(E,, Ed) is given 
in (3.4). 
When E, = 0, i= l,..., n, then the equilibrium x(O) is globally 
asymptotically stable. By perturbation theory (see, e.g., [S]) there will be 
an asymptotically stable equilibrium for sufficiently small jl~ll. Whether or 
not the equilibrium remains stable for all values of E (perhaps utilizing 
Routh-Hurwitz) where it exists remains an open question. 
5. DISCUSSION 
In this paper, we propose a model of dispersal between habitats, where 
all the population leaving one habitat do not necessarily arrive at another. 
DISPERSAL II 153 
This may be due to predation, harvesting, or other causes of death between 
habitats, or it may be due to members of the population leaving the region 
under consideration altogether. 
The main result of this paper was to show that a necessary and sufficient 
condition for the total population to reach a stable equilibrium for all 
barrier strengths is that all members of the population leaving one habitat 
safely arrive at another habitat. In the case of two habitats, we were able to 
exactly describe the barrier stenghts for which a stable positive equilibrium 
exists, even with uncertain survival between habitats. 
An example illustrating the model may be given in terms of migrating 
animal populations. If predation occurs while the herd moves between 
habitats, then it may not be reasonable to expect the herd population to 
approach equilibrium. This seems to be born out by data collected on the 
Burwash caribou herd (see [l, 4, 53) located in two habitats (the Burwash 
Uplands and the Brooks Arm Plateaux) on both sider of the Shakwak 
trench in the Kluane mountain ranges of the Yukon Territories, northern 
Canada. There are calving grounds in both habitats, and hence in the 
absence of migration, each sub-population would reach its appropriate 
carrying capacity. 
Migrations between habitats occur twice a year (spring and fall) with 
about 50% of the animals participating. Presumably, because of the 
migration, the two habitats can support a greater total population (see 
[3]). However, there is predation by wolves (and possibly by bears) as the 
caribou cross through the Shakwak trench. It has also been observed that 
the total populations has not settled to an equilibrium value, varying 
between 350 and 550 animals. 
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