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Abstract
We take the point of view of the particle in a multidimensional nearest neigh-
bor random walk in random environment (RWRE). We prove a quenched large
deviation principle and derive a variational formula for the quenched rate func-
tion. Most of the previous results in this area rely on the subbadditive ergodic
theorem. We employ a different technique which is based on a minimax theo-
rem. Large deviation principles for RWRE have been proven for i.i.d. nestling
environments subject to a moment condition and for ergodic uniformly ellip-
tic environments. We assume only that the environment is ergodic and the
transition probabilities satisfy a moment condition.
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Chapter 1
Introduction
1.1 The Model
The random walk in a random environment (RWRE) is usually described as a
time homogeneous Markov chain (random walk) whose transition probabilities
depend on a randomly chosen environment. One can then define an auxiliary
Markov chain on the space of environments; this is commonly called “the en-
vironment viewed from the particle”. Here we will take the reverse (but math-
ematically equivalent) approach and begin by defining a Markov chain on a
suitably chosen space of environments, and then consider the “shadow” Markov
chain on the space Zd.
We model the environment with a probability space and an ergodic family
of commuting measure preserving transformations (Ω,F ,P, Te), e ∈ U and U =
{e : e ∈ Zd, |e| = 1}. By an ergodic family we mean that any set that is invariant
under all of the {Te}e∈U has measure zero or one. This is less restrictive than the
assumption that each Te is ergodic. The space Ω is usually taken to be the space
of maps ω : Zd × U 7→ [0, 1], such that
∑
e∈U ω(z, e) = 1 for all z ∈ Z
d. Here
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we place no such restriction on Ω, but instead consider the more general case
where Ω is an arbitrary space and F is a countably generated σ-algebra. The
transformations Te and T−e are inverses of each other. We are also given a map
p : Ω× U → [0, 1] such that for all ω we have
∑
e∈U p(ω, e) = 1. We construct
a transition function, also called p, by defining p(ω, Teω) = p(ω, e). We fix ω
and consider the Markov chain {ωn} with transition function p(ω, Teω), state
space Ω and induced measure Pω(ω0 = ω) = 1. Under Pω we associate a shadow
markov chain {Xn} in Z
d starting at 0, that moves one step in the direction e
according to which Te is chosen. The requirement e ∈ U makes the RWRE a
nearest neighbor random walk. Our main results are a large deviation principle
and a variational formula for its rate function for the quenched random walk in
random environment.
1.2 Notation
We list some of the notations that will be used throughout. We denote by ei the
vector in U with a 1 in the ith coordinate and zeros elsewhere. Since we often
need to exponentiate functions of the vectors e ∈ U , we denote the base of the
natural logarithm by the roman typeface e (e.g., we wirte ex for exp(x)). For
integer vectors x we denote the transition probability on the shadow Markov
chain {Xn} again by p and write p(x, x + e) = p(Txω, Tx+eω), where Tx is the
obvious generalization of the transformation T by the vector x ∈ Zd. Similarly
we will write F (x, x + e) for F (Txω, e). For a function h(ω) we define the
operator Teh(ω) = h(Teω). For x ∈ Z
d, we take |x| to be the ℓ1 norm, that
is |x| = |x1| + · · · + |xd|. We use E for expectation with respect to P. The
quantities c, c0, c1, . . . are positive constants and we note that constants may
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change value from one line to the next. The closed L1 ball centered at a with
radius r, that is {x ∈ Rd : |x − a| ≤ r} is denoted by Br(a) and when a = 0
simply by Br.
1.3 Previous Results
Previous results concerning large deviations for the nearest neighbor RWRE
typically rely on the subadditive egodic theorem. In our proofs we use only the
multivariate ergodic theorem and rely more heavily on the minimax theorem of
Ky Fan [3].
The first quenched large deviation principle for a multidimensional RWRE
is due to Zerner [12]. He assumes that the environment is not only ergodic
but is i.i.d., that is {p(x, x + e)}x is an i.i.d. family of random variables. He
also assumes (as we do) that the transition probabilities satisfy the moment
condition, ∫
Ω
(− log p(ω, e))d <∞
The most limiting restriction of Zerner’s result however, is that he proves a large
deviation principle only for so called “Nestling Environments”.
Definition 1. A random environment and it’s transition function are said to
have the nestling property if the convex hull of the support of the law of
∑
e∈U
p(ω, e)e
contains the origin.
More recently Varadhan [11] considers ergodic environments and dispenses
with the nestling assumption. He proves both quenched and annealed large
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deviation principles. He does however restrict the transition functions to be
uniformly elliptic, that is
0 < a ≤ p(ω, e) ≤ b < 1
with P probability 1.
We will consider ergodic environments that satisfy a slightly stronger mo-
ment condition than that of Zerner, namely
∫
Ω
| log p(ω, e)|d+α <∞
for some α > 0.
1.4 Results
The basis for our results is the existence of the logarithmic moment generating
function limn→∞
1
n
logEPω
[
e〈λ,Xn〉
]
. We then use this to derive the large devia-
tion principle for the RWRE. We define first the class of functions required in
the variational formula for the rate function. We will denote by K the class of
mean zero functions whose sum over any closed loop is zero and are in Ld+α(P)
(that is E[|F |d+α] <∞) for some α > 0.
Definition 2. A function F : Ω×U → R is in class K if it satisfies the following
three conditions:
(i) Moment: for each e ∈ U , F ∈
⋃
α>0 L
d+α(P).
(ii) Mean Zero: for each e ∈ U , E[F (ω, e)] = 0.
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(iii) Closed Loop: For any finite sequence {xi}
n
i=0 ∈ Z
d, such that xi+1−xi ∈ U
and x0 = xn
n−1∑
i=0
F (xi, xi+1) = 0
Remark 1. The closed loop condition (iii) in the above definition guarantees
that for any two points x, y ∈ Zd the sum
∑m−1
i=0 F (zi, zi+1) where z0 = x, zm = y
and zi+1 − zi ∈ U is independent of the path {zi} chosen.
According to Remark 1, we can define unambiguously the sum of F from
one point x to another y. We observe that the path can be chosen so that the
number of summands is |x− y|.
Definition 3. For x, y ∈ Zd we define
∑
x y
F
as the sum of F over any path from x to y as in Remark 1. We also define for
x ∈ Zd,
f(x) =
∑
0 x
F
The large deviation principle will be stated in terms of a function, Λ.
Definition 4.
Λ(λ) := inf
F∈K
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e)
where the ess sup is with respect to the measure P.
Theorem 1. Suppose
∫
|log p(ω, e)|d+α dP < ∞ for some α > 0 and all e ∈
Zd, |e| = 1. Then
lim
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
= Λ(λ) (1.1)
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Theorem 2. (Large Deviation Principle) Under the assumptions of Theorem
1, Xn/n obeys a large deviation principle with rate function
I(x) = sup
λ
{〈λ, x〉 − Λ(λ)} (1.2)
Remark 2. In one dimension α can be taken to be zero.
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Chapter 2
Functions in class K
In this chapter we prove an important property of functions in class K. Theorem
3 below will play an a key role in the proof of the upper bound in Chapter 3.
The main result of this chapter is;
Theorem 3. For F ∈ K,
lim
n→∞
sup
|z|≤n
z∈Zd
f(z)
n
= 0 (2.1)
In Chapter 3 we will use this theorem to show that given ǫ > 0 for n large
enough, ∣∣∣∣∣
n∑
j=1
F (Xj−1, Xj)
∣∣∣∣∣ ≤ cǫ + nǫ (2.2)
where cǫ is a constant depending on ǫ. As we show in Remark 4 of Chapter 3,
in one dimension inequality (2.2) follows easily from the ergodic theorem. For
dimension greater than one the ergodic theorem is an average over the volume
of a rectangle. What we need to prove (2.1) for dimension two or more is an
average over paths in the multidimensional integer lattice. Therefore, a direct
application of the ergodic theorem will not work for dimension greater than 1.
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The trick is to use the multivariate ergodic theorem to prove convergence to
zero on the fibers of the rectangle and then to use a continuity argument to
extend the result to arbitrary paths.
We will use a compactness argument for a certain family of continuous func-
tions which we construct from f . Recall that f(x) =
∑
0 x F . We study a
family of functions {gn} which are scaled versions of f , that is gn(t) = f(nt)/n.
This will allow us to use some results from analysis. In order for gn to be defined
for t ∈ Rd we need to extend the domain of f from Zd to Rd. We will define
fˆ(t), t ∈ Rd by interpolating f over d-cubes.
The strategy for the proof is to show that the sequence of functions {gn}
converges uniformly to zero on bounded sets. Then for n large enough we will
have |fˆ(ns)/n| ≤ ǫ which will imply (2.1). The crucial step is to prove that
{gn} is equicontinuous and hence compact. To accomplish this fact we rely
on a theorem of Garsia, Rodemich and Rumsey (see [8]) to derive an estimate
of the modulus of continuity of the functions {gn} from the moment condtion
E[|F |d+α] <∞. We begin with the interpolation.
2.1 Interpolation
For clarity we define the interpolation of a function on the cube [0, 1]d and so
we need a way to translate an arbitrary point in Rd to the cube [0, 1]d and back.
Let πt be the vector in Z
d such that for any point u in the cube containing t,
u− πt ∈ [0, 1]
d.
Definition 5. For τ ∈ [0, 1]d, z ∈ Zd, and t ∈ Rd
f˜(τ, z) =
∑
η∈{0,1}d
τ η11 τ
η2
2 · · · τ
ηd
d (1− τ1)
(1−η1) · · · (1− τd)
(1−ηd)f(z + η)
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and
fˆ(t) = f˜(t− πt, πt)
We also define,
at(η, u) = (u− πt)
η1
1 · · · (u− πt)
ηd
d (1− (u− πt)1)
1−η1 · · · (1− (u− πt)d)
1−ηd
so that we can write
fˆ(t) =
∑
η∈{0,1}d
at(η, t)f(πt + η)
Remark 3. For points on the face of a cube the translation vector will not be
unique. This does not create a problem however, since fˆ(t) is continuous. The
reason for letting at(η, u) depend on both t and u even though we set u = t above
is that if s and t are in the same cube then πs = πt and at(η, t) = as(η, t). We
will need to use this fact below.
We can now define the family of functions {gn}
Definition 6.
gn(s) =
1
n
fˆ(ns); s ∈ Rd
2.2 Ergodic Theorems
We will make frequent use of Zygmund’s multivariate ergodic theorem. We state
it here for completeness and derive some useful corollaries. First we need,
Definition 7. We say that a function Y ∈ L logd−1 L(P) if∫
|Y | logd−1(|Y | ∨ 1)dP <∞
where (a ∨ b) = max(a, b).
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Theorem 4 (Multivaritate Ergodic Theorem, Zygmund). Let T1, . . . , Td be an
ergodic family of P-measure preserving transformations that commute. Then
for any Y ∈ L logd−1 L(P), we have
lim
n1,n2,...,nd→∞
1
n1n1 · · ·nd
n1−1∑
i1=0
· · ·
nd−1∑
id=0
Y (T i11 T
i2
2 · · ·T
id
d ω) = E[Y ] a.s.
Proof. see [5] pages 186-187.
The next two corollaries follow immediately.
Corollary 5. Under the assumptions of Theorem 4 we have for ai ∈ (0,∞),
i = 1, . . . , d.
lim
n→∞
1
(⌊a1n⌋⌊a2n⌋ · · · ⌊adn⌋)
⌊a1n⌋−1∑
i1=0
· · ·
⌊adn⌋−1∑
id=0
Y (T i11 T
i2
2 · · ·T
id
d ω) = E[Y ] a.s.
Here ⌊a⌋ is the largest integer not greater than a.
Corollary 6. Let T1, . . . , Td and their inverses T−1, . . . , T−d be an ergodic family
of P-measure preserving transformations that commute. Then for any Y ∈
L logd−1 L(P), we have
lim
n→∞
1
nd
n−1∑
i1=−n+1
· · ·
n−1∑
id=−n+1
Y (T i11 T
i2
2 · · ·T
id
d ω) = 2
dE[Y ] a.s.
Corollary 7. Suppose there exist Y (ω) and α > 0 such that E[|Y |d+α] <∞. Let
{Ti}
d
i=1 and their inverses {T−i}
d
i=1 be a P-ergodic family of measure preserving,
commuting transformations. Then for β ≤ α
lim
n→∞
1
nd
n−1∑
i1=−n+1
· · ·
n−1∑
id=−n+1
T i11 T
i2
2 · · ·T
id
d |Y (ω)|
d+β = 2dE[|Y |d+β]
Proof. By Corollary 6 it is sufficient to show∫
Ω
|Y |d+β logd−1(|Y |d+β ∨ 1)dP <∞
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For any α − β > 0, there is a constant a ≥ 1 such that for |Y | > a, |Y |α−β >
logd−1 |Y |. Therefore,
∫
Ω
|Y |d+β logd−1(|Y |d+β ∨ 1) ≤
∫
|Y |≤a
|Y |d+β logd−1(|Y |d+β ∨ 1) +
∫
|Y |>a
|Y |d+α
≤ ad+β logd−1(ad+β) +
∫
Ω
|Y |d+α <∞
2.3 Equicontinuity
The core of the proof is to show that gn is an equicontinous family of functions.
We will accomplish this by using the Garsia, Rodemich, Rumsey (GRR) theorem
to derive a modulus of continuity from the the integrability condition. The GRR
theorem will give us for each ω and for all n an estimate of the form
|gn(x)− gn(y)| ≤ cω|y − x|
δ
where cω is a constant depending on ω and the dimension d, and δ > 0. For our
purposes the following version of the GRR theorem will suffice. For the proof
and the more general version see Stroock and Varadhan [8].
Theorem 8 (Garsia, Rodemich, Rumsey). Let h : Rd → R be a continuous
function on B2, assume γ > 2d. If∫
B1
∫
B1
|h(x)− h(y)|d+α
|x− y|γ
dxdy ≤ c0 (2.3)
then for x, y ∈ B1,
|h(x)− h(y)| ≤ c1|x− y|
γ−2d
d+α (2.4)
where c1 depends on c0 and on the dimension d.
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Clearly we need to show that the integral in (2.3) applied to gn is bounded
by a constant independent of n (depending on ω). We divide the domain of
integration into two parts giving us the sum of two double integrals. First we
integrate over the region {x, y ∈ B1, |x − y| ≤ 2d/n}. Then we integrate over
{x, y ∈ B1, |x− y| > 2d/n}.
Lemma 1. Suppose F ∈ K, then there is a β > 0 such that for γ < 2d+ β, the
2-d dimensional integral
lim
n→∞
∫
B1
∫
B2d/n(x)∩B1
|gn(y)− gn(x)|
d+β
|y − x|γ
dydx = c <∞
Proof. Choose α so that F ∈ Ld+α and set β = α/2. By the definition of gn and
the change of variables t = ny, s = nx, we can write the integral in the lemma
as
=
1
nd+β
∫
B1
∫
B2d/n(x)∩B1
|fˆ(ny)− fˆ(nx)|d+β
|y − x|γ
dydx
=
1
n3d+β−γ
∫
Bn
∫
B2d(s)∩Bn
|fˆ(t)− fˆ(s)|d+β
|t− s|γ
dtds
We begin by considering s and t in the same cube. If s and t are in the same
cube πt = πs and
∑
η∈{0,1}d at(η, u) = 1. Therefore since f(πt) does not depend
on η,
|fˆ(t)− fˆ(s)| =
∣∣∣∣∣∣
∑
η∈{0,1}d
(at(η, t)− at(η, s))(f(πt + η)− f(πt))
∣∣∣∣∣∣ (2.5)
≤
∑
η∈{0,1}d
|at(η, t)− at(η, s)| |f(πt + η)− f(πt)| (2.6)
We now show that |(at(η, t)− at(η, s)| ≤ c|t− s|. We use the following lemma,
Lemma 2. If s, t ∈ [0, 1]n then |t1t2 · · · tn − s1s2 · · · sn| ≤ |t− s|.
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Proof of Lemma 2. By induction. Clearly the lemma is true for n = 1. Suppose
it is true for n, consider,
|t1t2 · · · tn+1 − s1s2 · · · sn+1|
= |t1t2 · · · tn+1 − t1t2 · · · tnsn+1 + t1t2 · · · tnsn+1 − s1s2 · · · sn+1|
= |(t1t2 · · · tn)(tn+1 − sn+1) + sn+1(t1t2 · · · tn − s1s2 · · · sn)|
(and since |t1t2 · · · tn| ≤ 1)
≤ |tn+1 − sn+1|+ |t1t2 · · · tn − s1s2 · · · sn|
by the induction hypothesis
≤ |tn+1 − sn+1|+
n∑
i=1
|ti − si| = |t− s|
We observe that, at(η, t) − at(η, s) is the difference between two products,
each with at most d factors, so that we may write it as,
t′1 · · · t
′
d − s
′
1 · · · s
′
d
where the s′j, t
′
j ∈ [0, 1]. By Lemma 2 each of these terms is less than or equal
to |t′ − s′| = |t− s|. We have shown that for s, t in the same cube,
|fˆ(t)− fˆ(s)| ≤ |t− s|
∑
η∈{0,1}d
|f(πt + η)− f(πt)|
≤ |t− s|
∑
η∈{0,1}d
∑
πt πt+η
|F |
If t and s are in different cubes then there is a sequence of points {u(i)}mi=1
where m ≤ c, and c is a constant depending only on the dimension such that
13
the pairs (s, u(1)), (u(i), u(i+1)), . . . , (u(m), t) are in the same cubes and satisfy for
i = 1, . . . d,
min(si, ti) ≤ u
(1)
i ≤ . . . ≤ u
(m)
i ≤ max(si, ti) (2.7)
By the triangle inequality,
|fˆ(t)− fˆ(s)| ≤ |fˆ(t)− fˆ(u(m))|+ |fˆ(u(m))− fˆ(u(m−1))| (2.8)
+ · · ·+ |fˆ(u(2))− fˆ(u(1))|+ |fˆ(u(1))− fˆ(s)| (2.9)
using the above inequality for points in the same cube
≤
m∑
j=1
∑
η∈{0,1}d
∑
π
u(j)
 π
u(j)
+η
|F | (2.10)
·
(
|t− u(m)|+ |u(m) − u(m−1)|+ · · ·+ |u(2) − u(1)|+ |u(1) − s|
)
(2.11)
Since | · | is the ℓ1-norm, we have for s1 ≤ u1 ≤ t1,
|t1 − s1| = t1 − s1 = t1 − u1 + u1 − s1 = |t1 − u1|+ |u1 − s1|
hence, our choice of the u(i), i = 1, . . . , m, guarantees that (2.11) above is equal
to
|t− s|
m∑
j=1
∑
η∈{0,1}d
∑
π
u(j)
 π
u(j)
+η
|F |
Since |t − s| ≤ 2d the number of terms in the triple sum is bounded by a
constant. Hence it will suffice to show that for any e ∈ U ,
c
n3d+β−γ
∫
Bn
∫
B2d(s)∩Bn
|F (πs, πs + e)|
d+β |t− s|d+β−γdtds
converges to a finite limit. The previous display is,
≤
c
n3d+β−γ
∫
Bn
|F (πs, πs + e)|
d+β
(∫
B2d(s)
|t− s|d+β−γdt
)
ds
=
c
n3d+β−γ
∫
Bn
|F (πs, πs + e)|
d+β ds
∫
B2d
|w|d+β−γdw
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The assumption on γ guarantees that the righthand integral is finite and that
3d+ β − γ > d. So to prove the claim we need to show that
c
nd
∫
Bn
|F (πs, πs + e)|
d+β ds =
c
nd
∑
|u∈Zd|≤n
|F (u, u+ e)|d+β
converges to a finite limit, but this follows from Corollary 7.
We now consider the integral over the region {B1 ∩ |x− y| > 2d/n}.
Lemma 3. Suppose F ∈ K, then there exists α > 0 so that if γ > 2d+ α − 1,
then
lim sup
n→∞
∫
B1
∫
Bc
2d/n
(x)∩B1
|gn(y)− gn(x)|
d+α
|y − x|γ
dydx <∞ (2.12)
Proof. Choose α > 0 so that F ∈ Ld+α(P).
∫
B1
∫
Bc
2d/n
(x)∩B1
|gn(y)− gn(x)|
d+α
|y − x|γ
dydx
=
1
nd+α
∫
B1
∫
Bc
2d/n
(x)∩B1
|fˆ(ny)− fˆ(nx)|d+α
|y − x|γ
dydx
Making the change of variables t = ny and s = nx we have,
1
n3d+α−γ
∫
Bn
∫
Bc2d(s)∩Bn
|fˆ(t)− fˆ(s)|d+α
|t− s|γ
dtds
We break up each d-dimensional integral into a sum of integrals over d-
dimensional cubes to arrive at
≤
1
n3d+α−γ
∑
|j−i|>2d
|i|≤n
|j|≤n
∫ i1+1
i1
ds1 · · ·
∫ id+1
id
dsd
∫ j1+1
j1
dt1 · · ·
∫ jd+1
jd
dtd
|fˆ(t)− fˆ(s)|d+α
|t− s|γ
(2.13)
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For each pair i, j ∈ Zd we are integrating s over one cube and t over another.
Since |j − i| overestimates |t− s| by at most 2d we have,
|j − i| ≤ |t− s|+ 2d
≤ |t− s|+ 2d|t− s|
≤ 3d|t− s|
1
3d
|j − i| ≤ |t− s|
Hence the left hand side of (2.12) is bounded from above by
(3d)γ
n3d+α−γ
∑
|j−i|>2d
|i|≤n,|j|≤n
∫ i1+1
i1
ds1 · · ·
∫ id+1
id
dsd
∫ j1+1
j1
dt1 · · ·
∫ jd+1
jd
dtd
|fˆ(t)− fˆ(s)|d+α
|j − i|γ
(2.14)
We write
fˆ(t)− fˆ(s) = f(πt)− f(πs)
+
∑
η∈{0,1}d
at(η, t)(f(πt + η)− f(πt))
−
∑
η∈{0,1}d
at(η, s)(f(πs + η)− f(πs))
Since 0 ≤ at ≤ 1, Holder’s inequality gives
|fˆ(t)− fˆ(s)|d+α ≤ c0|πt − πs|
d+α−1
∑
πs πt
|F |d+α
+ c0
∑
η∈{0,1}d
|(f(πt + η)− f(πt)|
d+α
+ c0
∑
η∈{0,1}d
|(f(πs + η)− f(πs)| |
d+α
Since the integrand in (2.14) is symmetric in s and t and constant on each
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d-cube we obtain after another application of Holder’s inequality,
1
n3d+α−γ
∫∫
|t−s|>2d
|s|≤n,|t|≤n
|fˆ(t)− fˆ(s)|d+α
|t− s|γ
dtds
≤
c1
n3d+α−γ
∑
i,j∈[−n,n]d∩Zd
i 6=j
[
|j − i|d+α−1
∑
i j |F |
d+α
|j − i|γ
+
2
∑
η∈{0,1}d
∑
j j+η |F |
d+α
|j − i|γ
]
Consider the second term in the sum
c1
n3d+α−γ
∑
i,j∈[−n,n]d∩Zd
i 6=j
2
∑
η∈{0,1}d
∑
j j+η |F |
d+α
|j − i|γ
(2.15)
≤
c1
n3d+α−γ
∑
i,j∈[−n,n]d∩Zd
i 6=j
∑
e∈U
|F (j, j + e)|d+α
|j − i|γ
(2.16)
Consider the coefficient of an arbitrary term in the sum (2.15) of |F (j, j+e1)|
d+α.
Which is certainly smaller than
c1
n3d+α−γ
∑
i∈Zd\0
1
|j − i|γ
=
c
n3d+α−γ
∑
i∈Zd\0
1
|i|γ
≤
c2
n3d+α−γ
Provide γ > 1. Therefore, as n tends to ∞ the right hand side of inequality
(2.15) will converge if for any e ∈ U , the following sum converges
c2
n3d+α−γ
∑
j∈Zd
|F (j, j + e)|d+α
which converges by Corollary 7 for γ ≤ 2d+ α. As for the first term,
c0
n3d+α−γ
∑
i,j∈[−n,n]d∩Zd
i 6=j
∑
i j |F |
d+α
|j − i|γ−(d−1)−α
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Again consider the coefficient of the term |F (k, k + e1)|
d+α. This term is only
included in sums where i′ = k′ with i = (i0, i
′). To see this observe that since
the canonical path from i to j starts with a move in the e1 direction, a path
starting at i will not cross (k, k + e1) unless k
′ = i′. Thus the coefficient is
c0
n3d+α−γ
∑
i0
∑
j0
∑
j′
1
|j − i|γ−(d−1)−α
≤
c1
n3d+α−γ
∑
i0
∑
j0
∑
j′
1
|j0 − i0|γ−(d−1)−α + |j′ − i′|γ−(d−1)−α
Where the sums here and in what follows are taken over i 6= j, |i|, |j| ≤ n Let
a := |j0 − i0|
γ−(d−1)−α, we need to calculate
c1
n3d+α−γ
∑
j′
1
a + |j′ − i′|γ−(d−1)−α
=
c1
n3d+α−γ
∑
j′
1
a+ |j′|γ−(d−1)−α
This sum converges iff γ − (d− 1)− α > d− 1, that is if γ > 2d+ α− 2 which
is assumed to be true. Indeed a straight forward calculus computation shows∑
j′
1
a+ |j′|γ−(d−1)−α
≤ c2a
d
γ−(d−1)−α
−1
Substituting in the value of a we have∑
j′
1
a + |j′|γ−(d−1)−α
≤ c2|j0 − i0|
2d−γ+α−1
Hence,
c0
n3d+α−γ
∑
i0
∑
j0
∑
j′
1
|j − i|γ−(d−1)−α
≤
c2
n3d+α−γ
∑
i0
∑
j0
|j0 − i0|
2d−γ+α−1
≤
c3
n3d+α−γ
n2d−γ−α
≤
c3
nd
Finally,
c0
n3d+α−γ
∑
i
∑
j
|f(j)− f(i)|d+α
|j − i|γ
≤
c3
nd
∑
e∈U
∑
k∈Zd
|F (k, k + e|d+α
which converges again by an application of Corollary 7.
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Lemma 4. The family of functions {gn} is equicontinous.
Proof. The previous two lemmas imply that there is an α > 0 such that with
β = α/2,
sup
n
∫∫
|y−x|≤1
|gn(y)− gn(x)|
d+β
|y − x|γ
dydx < B
for γ < 2d+ β, β = α/2, and B a constant. By theorem 8
|gn(y)− gn(x)| ≤ c|x− y|
γ−2d
d+β
Provided γ > 2d and x, y are in the unit L1 ball. The lemma is proved by
choosing 2d < γ < 2d+ α/2.
2.4 Proof of Theorem 3
Lemma 5. The sequence {gn} has a subsequence that converges uniformly on
compacts to a function g. (Indeed any subsequence has a further subsequence
which is convergent). We denote the subsequence by {gn} as well. Additionally,
for all b, a ∈ Rd,∫ bd
ad
· · ·
∫ b2
a2
g(b1, y2, . . . , yd)− g(a1, y2, . . . , yd)dy2 · · · dyd = 0
Proof. The existence of the convergent subsequence follows from Lemma 4. For
the second assertion, since any d-dimensional rectangle can by created by adding
and subtracting rectangles with a corner at the origin it will suffice to prove,∫ ad
0
· · ·
∫ a2
0
g(a1, y2, . . . , yd)− g(0, y2, . . . , yd)dy2 · · · dyd = 0
Consider the sum,
1
(⌊a1n⌋⌊a2n⌋ · · · ⌊adn⌋)
⌊adn⌋−1∑
id=0
· · ·
⌊a1n⌋−1∑
i1=0
T i1e1 · · ·T
id
ed
F (ω, e1)
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Since E[F (ω, e1)] = 0 this average tends to 0 as n→∞ by Corollary 5 provided
that F is in L logd−1 L(P), which is true since we are assuming that E[|F |d+α] <
∞. It follows immediately that
lim
n→∞
1
nd
⌊adn⌋−1∑
id=0
· · ·
⌊a1n⌋−1∑
i1=0
T i1e1 · · ·T
id
ed
F (ω, e1) = 0 (2.17)
On the other hand, changing notation shows that
1
nd
⌊adn⌋−1∑
id=0
· · ·
⌊a1n⌋−1∑
i1=0
T i1e1 · · ·T
id
ed
F (ω, e1)
is equivalent to
1
nd
⌊adn⌋−1∑
id=0
· · ·
⌊a2n⌋−1∑
i2=0
f((⌊a1n⌋ − 1)e1 + i2e2 + · · ·+ ided)− f(i2e2 + · · ·+ ided)
=
1
nd−1
⌊adn⌋−1∑
id=0
· · ·
⌊a2n⌋−1∑
i2=0
[
gn(e1(⌊a1n⌋ − 1)/n+ e2i2/n+ · · ·+ edid/n)
− gn(e2i2/n+ · · ·+ edid/n)
]
by the definintion of gn.
We want to show that the above converges to the desired integral so we consider,∣∣∣∣ 1nd−1
∑
(gn − g) +
1
nd−1
∑
g −
∫
g
∣∣∣∣
≤
∣∣∣∣ 1nd−1
∑
(gn − g)
∣∣∣∣+
∣∣∣∣ 1nd−1
∑
g −
∫
g
∣∣∣∣
The second term converges to zero since 1
nd−1
∑
gn is a Reimann sum. As n→∞
the first summand tends to zero since |gn − g| converges uniformly to zero.
We have assembled all of the ingredients needed to prove the main theorem.
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Proof of Theorem 3. The uniform limit of a sequence of continuous functions
g is continuous. Since a and b are abitrary Lemma 5 shows that the function
g(x, y2, . . . , yd) is a constant function of x. By analogous reasoning we see that
g is in fact constant in every coordinate, that is, g is a constant function. Since
g(0) is 0, g must be identically 0. Hence all convergent subsequences converge to
0 and therefore gn converges uniformly to 0 on the unit d-dimensional cube. In
other words, for any ǫ > 0 and n large enough we have |gn(s)| ≤ ǫ for s ∈ [0, 1]
d.
So that |fˆ(ns)/n| ≤ ǫ. To conclude the proof we need to show that for any
ǫ > 0 there is an N such that for n ≥ N ,
sup
|z|≤n
z∈Zd
∣∣∣∣f(z)n
∣∣∣∣ ≤ ǫ
Let z be arbitrary such that |z| ≤ n, then there is a vector s ∈ [0, 1]d such that
z = ns. By what we have shown so far we now have |fˆ(z)/n| ≤ ǫ and since
z ∈ Zd we can write |f(z)/n| ≤ ǫ. Since z is arbitrary the proof is concluded.
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Chapter 3
Logarithmic Moment Generating
Function
In this chapter we prove Theorem 1. Recall the definition of the logarithmic
moment generating function:
Λ(λ) = inf
F∈K
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e)
with the ess sup taken with respect to the measure P. Theorem 1 asserts that
Λ(λ) is the logarithmic moment generating function - i.e., the limit as n tends to
∞ of 1
n
logEPω [e〈λ,Xn〉]. To prove this assertation we first derive a lower bound
Γ(λ) for 1
n
logEPω [e〈λ,Xn〉] using standard methods from the theory of large
deviations. Then we derive the upper bound which turns out to be Λ(λ); this
is where we make crucial use of Theorem 3. Finally we show that Λ(λ) ≤ Γ(λ)
by establishing the existence of a family of functions {Fǫ} ∈ K so that for any
ǫ > 0
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+Fǫ(ω,e) ≤ Γ(λ) + ǫ
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Then since,
inf
F∈K
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e) ≤ inf
ǫ
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+Fǫ(ω,e)
and
inf
ǫ
Γ(λ) + ǫ = Γ(λ)
we will have our result.
3.1 Lower Bound
The lower bound is established in a straightforward manner. After changing
measure we take the supremum over all pairs of transition functions q and
densities φ where φ is an ergodic, invariant density for the Markov chain q. In
order that we can take this supremum over arbitrary pairs (q, φ) we introduce
a function h into the objective function which will force the objective funtion
to be negative infinity if φ is not an ergodic, invariant density for q. The result
is a lower bound of Γ(λ) which we define presently.
Definition 8. Γ(λ) is defined as:
sup
(q,φ)
inf
h
∫ (∑
e∈U
〈λ, e〉 − log
q(ω, e)
p(ω, e)
+ h(ω)− h(Teω)
)
q(ω, e)φ(ω)dP (3.1)
where q is a transition function, φ a probability density and h a bounded mea-
surable function.
We obtain the lower bound by a standard change of measure argument. We
write EPω
[
e〈λ,Xn〉
]
= EQω
[
e〈λ,Xn〉 dPω
dQω
]
for a Markov chain Qω. Then assum-
ing that the measure Qω is absolutely continuous with respect to Pω and is a
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stationary, ergodic Markov chain on the space of environments we use first the
ergodic theorem and then the law of large numbers for RWRE to take the limit
as n tends to ∞. Using Jensen’s inequality and taking the supremum over all
such measures Qω will yield a lower bound. In order to prove that Λ(λ) ≤ Γ(λ)
below we will need to replace this expression for the lower bound with one where
the supremum is taken over all pairs q and φ (not only those where φ is the
ergodic, invariant density for the Markov chain with transition function q). To
do this we incorporate the condition for a stationary ergodic density into the
expression for the lower bound. We first state the law of large numbers for the
RWRE. The proof is a straightforward generalization of that given by Sznitman
in [9] pages 14-15.
Theorem 9. Suppose Xn is a RWRE with transition function p and probability
measure on the environmnet P. If P′ is an invariant probability measure for the
Markov chain then Pω-a.s.
lim
n→∞
1
n
〈λ,Xn〉 =
∫ ∑
e∈U
〈λ, e〉 p(ω, e)dP′(ω)
The lower bound is proved as the following theorem,
Theorem 10.
lim inf
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≥ Γ(λ) (3.2)
Proof. For the change of measure we use the explicit formula for the Radon
Nikodym derivative of one Markov chain with respect to another, indeed
EPω
[
e〈λ,Xn〉
]
= EQω
[
e〈λ,Xn〉
dPω
dQω
]
= EQω
[
exp
{
〈λ,Xn〉 − log
q(X0, X1) · · · q(Xn−1, Xn)
p(X0, X1) · · · p(Xn−1, Xn)
}]
= EQω
[
exp
{
〈λ,Xn〉 −
n−1∑
k=0
log
q(Xk, Xk+1)
p(Xk, Xk+1)
}]
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where Qω is the Markov chain with transition function q and intial state ω. By
Jensen’s inequaltity
lim inf
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≥ lim inf
n→∞
EQω
[
1
n
〈λ,Xn〉 −
1
n
n−1∑
k=0
log
q(Xk, Xk+1)
p(Xk, Xk+1)
]
First we consider
EQω
[
1
n
n−1∑
k=0
log
q(Xk, Xk+1)
p(Xk, Xk+1)
]
By definition of p and q this expression can be written as,
EQω
[
1
n
n−1∑
k=0
log
q(ωk, ωk+1)
p(ωk, ωk+1)
]
We restrict Q to be absolutely continuous with respect to P so that we have
dQ = φ(ω)dP. We also take φdP to be an ergodic invariant measure for the
Markov chain Qω, then by the tower property of conditional expectation and
the ergodic theorem we have
lim inf
n→∞
EQω
[
1
n
n−1∑
k=0
log
q(Xk, Xk+1)
p(Xk, Xk+1)
]
(3.3)
= lim inf
n→∞
EQω
[
1
n
n−1∑
k=0
∑
e∈U
log
q(ωk, Teωk)
p(ωk, Teωk)
q(ωk, Teωk)
]
(3.4)
=
∫ ∑
e∈U
log
q(ω, e)
p(ω, e)
q(ω, e)φ(ω)dP(ω) (3.5)
To obtain a lower bound it remains to evaluate
lim
n→∞
EQω
[
1
n
〈λ,Xn〉
]
We let A be the set of all pairs (q, φ) where φ is the ergodic, invariant density for
the Markov chain with transition function q. For (q, φ) ∈ A we apply Theorem
9, the strong law of large numbers.
lim
n→∞
EQω
[
1
n
〈λ,Xn〉
]
=
∫ ∑
e∈U
〈λ, e〉 q(ω, e)φ(ω)dP(ω) (3.6)
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Therefore combining the results (3.5) and (3.6) we get
lim inf
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≥ sup
(q,φ)∈A
∫ ∑
e∈U
〈λ, e〉 q(ω, e)− log
q(ω, e)
p(ω, e)
q(ω, e)φdP
(3.7)
The final step of the proof is to remove the restriction on φ and q as explained
above. The condition for φ(ω) to be an invariant density for the chain is∫
h(ω)φdP =
∫ ∑
e∈U
h(Teω)q(ω, e)φdP (3.8)
for all bounded measurable functions h. It turns out that this condition guar-
antees ergodicity as well (see, e.g., [9]). Therefore if (q, φ) /∈ A then
inf
h
∫ ∑
e∈U
(h(ω)− h(Teω))q(ω, e)φdP = −∞ (3.9)
This allows us to use (3.8) to decouple φ and q in (3.7) and to take the supremum
over all φ and q. The result is,
sup
(q,φ)∈A
∫ ∑
e∈U
〈λ, e〉 q(ω, e)− log
q(ω, e)
p(ω, e)
q(ω, e)φdP
= sup
(q,φ)
inf
h
∫ (∑
e∈U
〈λ, e〉 − log
q(ω, e)
p(ω, e)
+ h(ω)− h(Teω)
)
q(ω, e)φ(ω)dP
which is the expression for Γ(λ) concluding the proof.
3.2 Upper Bound
To derive the upper bound for 1/n logEPω
[
e〈λ,Xn〉
]
we would like to bound the
increments EPω
[
e〈λ,Xn−Xn−1〉|Xn−1
]
by a constant, say ec. Then using the tower
property of conditional expectation to iterate this inequality we could show that
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EPω
[
e〈λ,Xn〉
]
is bounded above by ecn, and after taking the log and dividing by
n we would have an estimate for 1/n logEPω
[
e〈λ,Xn〉
]
of c. This program will
not work quite so simply because we do not know how to arrive at the value
of c; in fact since c is the quantity we are trying to derive in the first place,
we seem to have made no progress. However, we can easily obtain an upper
bound for EPω
[
e〈λ,Xn−Xn−1〉+F (Xn−1,Xn)
∣∣∣Xn−1] with the appropriate choice of F .
Proposition 3 shows that 1/n
∑n
i=1 F (Xn−1, Xn) is small (in the appropriate
sense), allowing us to derive an upper bound. Written as a variational formula.
Theorem 11.
lim sup
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≤ Λ(λ) (3.10)
Definition 9. For a function F (ω, e) we set
K(F ) := ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e)
Definition 9 is useful because for all functions F (ω, e) we have the obvious
inequality ∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e) ≤ eK(F ) (3.11)
Using inequality (3.11) gives,
EPω
[
e〈λ,Xn−Xn−1〉+F (Xn−1,Xn)
∣∣∣Xn−1] =∑
e∈U
p(ωn−1, e)e
〈λ,e〉+F (ωn−1,e) ≤ eK(F )
(3.12)
We can now perform the iteration mentioned above to obtain the dersired upper
bound for exp
{
〈λ,Xn〉+
∑n
j=1 F (Xj−1, Xj)
}
. This is done in the following
lemma.
Lemma 6. Sn := exp
{
〈λ,Xn〉+
∑n
j=1 F (Xj−1, Xj)− nK(F )
}
is a super-
martingale with respect to the sigma field σ(X0, X1, . . . , Xn).
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Proof. Since Xn is Markov, using inequality (3.12) gives
EPω
[
Sn
∣∣σ(X0, . . . , Xn−1)] = EPω[Sn∣∣Xn−1]
= EPω
[
exp
{
〈λ,Xn〉+
n∑
j=1
F (Xj−1, Xj)− nK
}∣∣∣Xn−1
]
= EPω
[
Sn−1 exp
{
〈λ,Xn −Xn−1〉+ F (Xn−1, Xn)−K
}∣∣∣Xn−1]
= e−KSn−1E
[
exp {〈λ,Xn −Xn−1〉+ F (Xn−1, Xn)}
∣∣∣Xn−1]
≤ Sn−1 by inequality (3.12)).
Proof of Theorem 11. Applying Lemma 6 gives,
EPω
[
exp
{
〈λ,Xn〉+
n∑
j=1
F (Xj−1, Xj)
}]
≤ enK(F ) (3.13)
We now restrict our attention to functions F in class K and use Theorem 3 to
show that for all F ∈ K, given ǫ > 0, there is a constant cǫ ≥ 0 such that
n∑
j=1
F (Xj−1, Xj) ≥ −cǫ − nǫ (3.14)
According to Theorem 3, for F ∈ K,
lim
n→∞
sup
|z|≤n
z∈Zd
f(z)
n
= 0
That is that given ǫ > 0, there exists Nǫ such that for n ≥ Nǫ,∣∣∣ sup
|z|≤n
z∈Zd
f(z)
∣∣∣ ≤ nǫ
On the other hand, for n < Nǫ∣∣∣∣∣ sup|z|<n f(z)
∣∣∣∣∣ ≤
∣∣∣∣∣ sup|z|<Nǫ f(z)
∣∣∣∣∣ ≤ cǫ
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Hence, for any n, ∣∣∣∣∣ sup|z|<n f(z)
∣∣∣∣∣ ≤ nǫ+ cǫ
which is exactly what we need to verify that∣∣∣∣∣
n∑
j=1
F (Xj−1, Xj)
∣∣∣∣∣ ≤ cǫ + nǫ
Hence using (3.14)
EPω [exp {〈λ,Xn〉 − cǫ − nǫ}] ≤ E
Pω
[
exp
{
〈λ,Xn〉+
n∑
j=1
F (Xj−1, Xj)
}]
and
EPω
[
e〈λ,Xn〉
]
≤ en(K(F )+ǫ)+cǫ
so that
1
n
logEPω
[
e〈λ,Xn〉
]
≤ K(F ) + ǫ+ cǫ/n
Letting n → ∞ then taking the inf over F ∈ K gives us the dersired upper
bound,
lim sup
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≤ inf
F∈K
K(F )
= inf
F∈K
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+F (ω,e)
Remark 4. In one dimension (3.14) follows readily from the ergodic theorem.
Indeed,
1
n
n∑
j=1
F (j − 1, j) =
1
n
n∑
j=1
F (T j−11 ω, e1)
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and
1
n
n∑
j=1
F (1− j,−j) =
1
n
n∑
j=1
F (T 1−j1 ω,−e1)
=
1
n
n∑
j=1
F (T j−1−1 ω,−e1)
and the righthand sides both converge to zero by the ergodic theorem. This
implies that for each ǫ > 0 there exists cǫ ≥ 0 such that for all n,∣∣∣∣∣
n∑
j=1
F (Xj−1, Xj)
∣∣∣∣∣ ≤ cǫ + nǫ
3.3 Equivalence of Upper and Lower Bounds.
At this point we have proven in Theorems 10 and 11 that
Γ(λ) ≤ lim inf
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≤ lim sup
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
≤ Λ(λ)
Therefore the proof of Theorem 1 will be complete once we show that Λ(λ) ≤
Γ(λ). We demonstrated at the beginning of this chapter that it will suffice to
prove
Theorem 12. For each ǫ > 0 there exists a function Fǫ ∈ K such that
ess sup
ω
log
∑
e∈U
p(ω, e)e〈λ,e〉+Fǫ(ω,e) ≤ Γ(λ) + ǫ
Proof. We would like to exchange the order of the inf and sup in Γ(λ), but we
cannot apply the minimax theorem here because we cannot find a topology that
simultaneously make the spaces of q and φ compact and the objective function
upper semicontinuous. Instead we take the supremum over a compact space to
construct a sequence {Fk,ǫ} that converges weakly to Fǫ.
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We assume the F = σ(∪kDk) where each Dk is a finite σ-algebra. Let
E1 = D1 and for k > 1 set
Ek = σ
((⋃
e∈U
TeEk−1
)⋃
Dk
)
so that TeEk ⊃ Ek−1 and T−eEk ⊃ Ek−1.
Let Ak be the set of Ek measurable probability densities, that is functions φ
which are constant on the (finite number of) atoms of Ek such that
∫
φdP = 1.
Similarly let Bk be the space of all simple functions on Ek with values in [0, 1].
By taking our supremum over these smaller sets we have,
sup
φ∈Ak
sup
q∈Bk
inf
h
{∫ (∑
e∈U
〈λ, e〉 − log
q(e)
p(e)
+ h− Teh
)
q(e)φdP
}
≤ Γ(λ)
We are now ready to apply the following minimax theorem due to Ky Fan [3].
Theorem 13. If M is a compact subset of a topological space and the function
f : M × N 7→ R is convex on N , concave on M and upper semicontinuous on
M for every ν ∈ N then,
sup
µ∈M
inf
ν∈N
f(µ, ν) = inf
ν∈N
sup
µ∈M
f(µ, ν)
Since the spaces Ak, Bk are compact and the function to be maximized
is continuous and concave in φ and q and is convex in h the theorem applies
allowing us to switch the order of the infimum and supremum.
inf
h
sup
φ∈Ak
sup
q∈Bk
{∫ (∑
e∈U
〈λ, e〉 − log
q(e)
p(e)
+ h− Teh
)
q(e)φdP
}
≤ Γ(λ)
which is equivalent to
inf
h
ess sup
ω
sup
q∈Bk
E
[(∑
e∈U
〈λ, e〉 − log
q(e)
p(e)
+ h− Teh
)
q(e)
∣∣∣Ek
]
≤ Γ(λ)
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Since q in Bk is Ek-measurable we have,
inf
h
ess sup
ω
sup
q∈Bk
{∑
e∈U
(
〈λ, e〉 − log q(e) + E
[
log p(e) + h− Teh|Ek
])
q(e)
}
≤ Γ(λ)
The supremum over q is an elementary calculus problem (see the appendix),
resulting in
inf
h
ess sup
ω
{
log
∑
e∈U
e〈λ,e〉+E[log p(ω,e)+h(ω)−h(Teω)|Ek ]
}
≤ Γ(λ)
for any k ∈ (1, 2, . . .). This means that for any ǫ > 0, k ∈ N there exists hk,ǫ
such that for P-a.e. ω,
log
∑
e∈U
e〈λ,e〉+E[log p(ω,e)+hk,ǫ(ω)−hk,ǫ(Teω)|Ek] ≤ Γ(λ) + ǫ (3.15)
We proceed with the construction of Fk,ǫ. Define Hk,ǫ(ω, e) = hk,ǫ(ω)−hk,ǫ(Teω)
and define Gk,ǫ(ω, e) = E [Hk,ǫ(ω, e)|Ek] then set Fk,ǫ(ω, e) = E [Hk,ǫ(ω, e)|Ek−1].
Next we need to show that {Fk,ǫ} is weakly compact. Inequality (3.15) shows
that
Gk,ǫ(ω, e) ≤ Γ(λ)− 〈λ, e〉 − E [log p(ω, e)|Ek] + ǫ
and by conditioning with respect to Ek−1 that
Fk,ǫ(ω, e) ≤ Γ(λ)− 〈λ, e〉 − E [log p(ω, e)|Ek−1] + ǫ
Note that −Hk,ǫ(T−eω, e) = −hk,ǫ(T−eω) + hk,ǫ(ω) = Hk,ǫ(ω,−e). Therefore
Γ(λ)− 〈λ,−e〉 − E [log p(ω,−e)|Ek] + ǫ ≥ Gk,ǫ(ω,−e)
= E [Hk,ǫ(ω,−e)|Ek]
= E [−Hk,ǫ(T−eω, e)|Ek]
= E [−Hk,ǫ(ω, e)|TeEk]
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and since TeEk ⊃ Ek−1, by conditioning with respect to Ek−1 we have
Fk,ǫ(ω, e) ≥ −
(
Γ(λ)− 〈λ,−e〉 − E [log p(ω,−e)|Ek−1] + ǫ
)
We conclude that,
|Fk,ǫ(ω, e)| ≤ c0 + E [− log p(ω, e)|Ek−1] + E [− log p(ω,−e)|Ek−1]
(3.16)
and by Holder’s inequality
|Fk,ǫ(ω, e)|
d+α ≤ c1
(
1 + E [− log p(ω, e)|Ek−1]
d+α + E [− log p(ω,−e)|Ek−1]
d+α
)
(3.17)
Applying the conditional version of Jensen’s inequality gives
|Fk,ǫ(ω, e)|
d+α ≤ c1
(
1 + E
[
| log p(ω, e)|d+α|Ek−1
]
+ E
[
| log p(ω,−e)|d+α|Ek−1
])
(3.18)
and taking the expectation of both sides yields
E
[
|Fk,ǫ(ω, e)|
d+α
]
≤ c1
(
1 + E
[
| log p(ω, e)|d+α
]
+ E
[
| log p(ω,−e)|d+α
])
(3.19)
which gives
E
[
|Fk,ǫ(ω, e)|
d+α
]
≤ c2 <∞ (3.20)
Therefore, the sequence {Fk,ǫ(ω, e)} is weak L
d+α-compact. We can therefore as-
sume (passing to a subsequence if necessary) that {Fk,ǫ(ω, e)} converges weakly
to some function Fǫ(ω, e) in L
d+α.
We would like to have a strogly convergent subsequence of
{Fk,ǫ + E[log p(ω, e)|Ek−1}
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Set ℓk(ω, e) := E [log p(ω, e)|Ek−1]; then ℓk is a L
d+α bounded martingale. In
particular, it converges strongly and therefore weakly in Ld+α. Thus the function
Sk,ǫ := Fk,ǫ+ℓk converges weakly to Fǫ+log p in L
d+α. We next use the following
theorem of Mazur to construct our strongly convegent subsequence. The proof
can be found in [6] page 67.
Theorem 14. Let 1 ≤ p ≤ ∞. Suppose {mn} is a sequence in L
p that converges
weakly to m. Then there is a subsequence {Mn} in L
p that converges strongly to
m and such that for each j, Mj is a convex combination of {m1, m2, . . . , mj}.
According to the theorem there exists a sequence {S˜k,ǫ(ω, e)} that converges
stongly to Fǫ(ω, e) + log p(ω, e) in L
d+α, where S˜k,ǫ is a convex combination of
{Fj,ǫ + ℓj}
k
j=1, say S˜k,ǫ :=
∑k
j=1 a
k
jSj,ǫ and
∑k
j=1 a
k
j = 1. Again by passing to
a subsequence, we can assume that S˜k,ǫ converges almost surely to Fǫ + log p.
Starting with (3.15) we have
exp {Γ(λ) + ǫ} ≥
∑
e∈U
exp {〈λ, e〉+ E [log p(ω, e)|Ej] +Gj,ǫ(ω, e)}
Conditioning with respect to Ej−1 gives
≥
∑
e∈U
E
[
exp {〈λ, e〉+ E [log p(ω, e)|Ej−1] +Gj,ǫ(ω, e)}
∣∣Ej−1]
and by Jensen’s inequality
≥
∑
e∈U
exp {〈λ, e〉+ E [log p(ω, e)|Ej−1] + Fj,ǫ(ω, e)}
=
∑
e∈U
exp {〈λ, e〉+ Sj,ǫ}
≥
k∑
j=1
akj
∑
e∈U
exp {〈λ, e〉+ Sj,ǫ}
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and by the convexity of the exponential function, and Jensen’s inequality once
again,
≥
∑
e∈U
exp
{
〈λ, e〉+
k∑
j=1
akjSj,ǫ
}
=
∑
e∈U
exp
{
〈λ, e〉+ S˜k,ǫ
}
Since S˜k,ǫ converges a.s. to Fǫ + log p, letting k →∞ gives
=
∑
e∈U
exp {〈λ, e〉+ log p(ω, e) + Fǫ(ω, e)}
=
∑
e∈U
p(ω, e)e〈λ,e〉+Fǫ(ω,e)
so that
Γ(λ) + ǫ ≥ log
∑
e∈U
p(ω, e)e〈λ,e〉+Fǫ(ω,e)
To conclude the proof it remains to show that Fǫ(ω, e) ∈ K. Condition (i)
that E[|Fǫ(ω, e)|
d+α] < ∞ follows from (3.20) and the fact that the Ld+α-norm
is weakly lower semicontinuous; indeed
E[|Fǫ(ω, e)|
d+α]
1
d+α ≤ lim inf
n→∞
E[|Fn,ǫ(ω, e)|
d+α]
1
d+α
≤ c
1
d+α
2
E[|Fǫ(ω, e)|
d+α] ≤ c2 <∞
The second condition (ii) that E[Fǫ(ω, e)] = 0 follows immediately from the
definition of weak covergence and the fact that the constant function 1 is in
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Lp(P) for any p. Indeed
E[Fk,ǫ] = E[E[Hk,ǫ|Ek−1]]
= E[E[hk,ǫ(ω)− hk,ǫ(Teω)|Ek−1]]
= E[hk,ǫ(ω)]− E[hk,ǫ(Teω)]
= 0
On the other hand weak convergence implies that
lim
k→∞
E[Fk,ǫ] = E[Fǫ]
Finally, to prove (iii), suppose the sequence {xi}
n
i=0 ∈ Z
d is such that x0 = xn
and xi+1 − xi ∈ U . Then
n−1∑
i=0
Fǫ(Txiω, xi+1 − xi) =
n−1∑
i=0
Fǫ(Txiω, xi+1 − xi)
= w-lim
k→∞
n−1∑
i=0
Fk,ǫ(Txiω, xi+1 − xi)
= w-lim
k→∞
n−1∑
i=0
E
[
hk,ǫ(Txiω)− hk,ǫ(Txi+1ω)
∣∣Ek−1]
= w-lim
k→∞
E
[
hk,ǫ(Tx0ω)− hk,ǫ(Txnω)
∣∣Ek−1]
= 0
thus concluding the proof of Theorem 12 and that the upper and lower bounds
are equivalent.
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Chapter 4
Large Deviation Principle
As usual we split the task of proving the large deviation principle into proving
an upper bound and a lower bound.
4.1 Upper Bound
The upper bound can be proved using the Ga¨rtner-Ellis Theorem (see for ex-
ample [2]) since the domain of Λ turns out to be all of Rd. For completeness we
prove the upper bound directly.
Theorem 15. For any closed set C ∈ Rd
lim sup
n→∞
1
n
logPω
[
Xn
n
∈ C
]
≤ − inf
x∈C
sup
λ
{〈λ, x〉 − Λ(λ)}
Proof. Since the walk is nearest neighbor, |Xn|/n ≤ 1. Therefore,
Pω
[
Xn
n
∈ C
]
= Pω
[
Xn
n
∈ C ∩B
]
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where B is the closed unit ball centered at the origin. Hence it suffices to
prove the result for compact sets. Set I(x) = supλ{〈λ, x〉 − Λ(λ)} and let
Iδ = min{I(x)− δ, 1/δ}. Let K be a compact set in R
d. By the definition of Iδ
we may choose for every z ∈ K, λz ∈ R
d so that
〈λz, z〉 − Λ(λz) ≥ Iδ(z)
For each z ∈ K choose αz > 0, so that αz|λz| ≤ δ. Define Dz to be the open
ball centered at z with radius αz that is Dz = {x : |x − z| < αz}. Then by
Chebyshev’s inequality,
Pω [Xn/n ∈ Dz] ≤ E
Pω
[
e〈λz ,Xn〉
]
e− infx∈Dz{n〈λz ,x〉}
Since −〈λz, x〉 = 〈λz, z − x〉 − 〈λz, z〉, we know that
− inf
x∈Dz
〈λz, x〉 ≤ αz|λz| − 〈λz, z〉
≤ δ − 〈λz, z〉
This gives us,
1
n
logPω [Xn/n ∈ Dz] ≤ E
Pω
[
e〈λz ,Xn〉
]
+ δ − 〈λz, z〉
By the compactness of K we can choose a finite number of these balls, say N ,
centered at points zi that cover K. Then
1
n
logPω [Xn/n ∈ K] ≤
1
n
logN + δ − min
i=1,...,N
{
〈λzi, zi〉 −
1
n
logEPω
[
e〈λzi ,Xn〉
]}
and hence,
lim sup
n→∞
1
n
logPω [Xn/n ∈ K] ≤ δ − min
i=1,...,N
{〈λzi, zi〉 − Λ(λzi)}
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and by our choice of the λzi
≤ δ − min
i=1,...,N
Iδ(λzi)
≤ δ − Iδ(K)
where I(K) = infx∈K I(x). Letting δ ↓ 0 gives the upper bound.
4.2 Lower Bound
Theorem 16. For any open set O ∈ Rd
lim inf
n→∞
1
n
logPω
[
Xn
n
∈ O
]
≥ − inf
x∈O
sup
λ
{〈λ, x〉 − Λ(λ)}
Proof. It suffices to prove that for any ball Dǫ(x) (an open ball centered at x
with radius ǫ) that
lim inf
n→∞
1
n
logPω
[
Xn
n
∈ Dǫ(x)
]
≥ − sup
λ
{〈λ, x〉 − Λ(λ)} (4.1)
This is because for each point x in an open set O there is a number ǫ such that
Dǫ(x) ⊂ O. So that after taking the infimum over x ∈ O of both sides of (4.1)
we see that for each x ∈ O and such an ǫ the left hand side of (4.1) is less than
or equal to
lim inf
n→∞
1
n
logPω
[
Xn
n
∈ O
]
Hence we can proceed to estimate,
lim inf
n→∞
1
n
logPω
[
Xn
n
∈ Dǫ(x)
]
= lim inf
n→∞
1
n
logEPω
[
1Dǫ(x)
(
Xn
n
)]
= lim inf
n→∞
1
n
logEQω
[
1Dǫ(x)
(
Xn
n
)
dPω
dQω
]
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Consider the probability measure Rω defined by
dRω =
1Dǫ(x)(Xn/n)
Qω(Dǫ(Xn/n))
dQω
setting D = Dǫ(x) we calculate
logEQω
[
1D(Xn/n)
dPω
dQω
]
= log
{
Qω(D)E
Rω
[
dPω
dQω
]}
(4.2)
= logQω(D) + logE
Rω
[
dPω
dQω
]
(4.3)
and by Jensen’s inequality
≥ logQω(D)−
1
Qω(D)
EQω
[
1D(Xn/n) log
dQω
dPω
]
(4.4)
multiplying by 1/n gives us
1
n
logEQω
[
1D(Xn/n)
dPω
dQω
]
≥
logQω(D)
n
−
1
Qω(D)
EQω
[
1D(Xn/n)
n
log
dQω
dPω
]
(4.5)
If dQ = φ(ω)dP is an ergodic invariant measure for the q-markov chain such
that ∫
q(ω, e)− q(ω,−e)φ(ω)dP = 〈x, e〉
then by (3.5) and the law of large numbers for the RWRE the right hands side
of (4.2) tends to
−
∫
Ω
∑
e∈U
log
q(ω, e)
p(ω, e)
q(ω, e)φ(ω)dP
as n tends to infinity. Therefore
lim inf
n→∞
1
n
logPω
[
Xn
n
∈ Dǫ(x)
]
≥ −g(x)
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where
g(x) := inf
(q,φ)∈Ax
∫
Ω
∑
e∈U
log
q(ω, e)
p(ω, e)
q(ω, e)φ(ω)dP (4.6)
Ax is the collection of pairs (q, φ), φ is an the egodic invariant distribution for
q and
∫
q(e)− q(−e)φ(ω)dP = 〈x, e〉.
We know from the conclusion of Theorem 1 that
lim
n→∞
1
n
logEPω
[
e〈λ,Xn〉
]
= sup
(q,φ)∈A
{∫
Ω
〈λ, e〉 q(e)−
∑
e∈U
log
q(e)
p(e)
q(e)φdP
}
= sup
x
sup
(q,φ)∈Ax
{
〈λ, x〉 −
∫
Ω
∑
e∈U
log
q(e)
p(e)
q(e)φdP
}
= sup
x
{
〈λ, x〉 − inf
(q,φ)∈Ax
∫
Ω
∑
e∈U
log
q(e)
p(e)
q(e)φdP
}
= sup
x
{〈λ, x〉 − g(x)}
We show below in Lemma 7 that g(x) is convex, identifying it as the convex
conjugate of Λ(λ) thus concluding the proof.
Lemma 7. The function g(x) in (4.6) is convex.
Proof. Set
γ(q, φ) :=
∫
Ω
∑
e∈U
log
q(ω, e)
p(ω, e)
q(ω, e)φ(ω)dP
Then
g(x) = inf
(q,φ)∈Ax
γ(q, φ)
We want to show that for a ∈ [0, 1], b = 1− a, that
g(ax1 + bx2) ≤ ag(x1) + bg(x2)
The definition of g(x) guarantee’s that for a given ǫ > 0, we can choose (qk, φk) ∈
Axk so that γ(qk, φk) ≤ g(x
k) + ǫ/2. Assume that we have chosen such a
(φk, qk) ∈ Axk for k = 1, 2. Our aim is to construct q3, φ3 so that
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(i) φ3 is an ergodic invariant distribution for q3
(ii)
∫
(q3(ω, e)− q3(ω,−e)φ3dP = a 〈x
1, e〉+ b 〈x2, e〉
(iii) γ(q3, φ3) ≤ aγ(q1, φ1) + bγ(q2, φ2)
Then q3, φ3 will be in Aax1+bx2 and
g(ax1 + bx2) ≤ γ(q3, φ3) ≤ aγ(q1, φ1) + bγ(q2, φ2)
≤ ag(x1) + bg(x2) + ǫ
proving the lemma. To construct (q3, φ3) define,
α :=
aφ1
aφ1 + bφ2
β :=
bφ2
aφ1 + bφ2
q3(ω, e) := αq1(ω, e) + βq2(ω, e)
φ3 := aφ1 + bφ2
To check condition (i), we have to show that φ3 is an ergodic invariant distri-
bution for q3. We use the condition (3.8) and calculate that for any bounded
measurable function h,∫ ∑
e∈U
h(Teω)q3φ3dP =
∫ ∑
e∈U
h(Teω)(αq1 + βq2)(aφ1 + bφ2)dP
= a
∫ ∑
e∈U
h(Teω)q1φ1dP+ b
∫ ∑
e∈U
h(Teω)q2φ2dP
= a
∫
hφ1dP+ b
∫
hφ2dP
=
∫
hφ3dP
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Showing that (i) is indeed true.
To check condition (ii) we simply expand the definitions to compute∫
(q3(e)− q3(−e))φ3dP =
∫
(αq1(e) + βq2(e)− αq1(−e)− βq2(−e))(aφ1 + bφ2)dP
=
∫
α(q1(e)− q1(−e))(aφ1 + bφ2)dP
+
∫
β(q2(e)− q2(−e))(aφ1 + bφ2)dP
= a
∫
(q1(e)− q1(−e))φ1dP+ b
∫
(q2(e)− q2(−e))φ2dP
= a
〈
x1, e
〉
+ b
〈
x2, e
〉
Lastly, we prove condition (iii), We have,
γ(q3, φ3) =
∫ {
log
q3(e)
p(e)
q3(e) + log
q3(−e)
p(−e)
q3(−e)
}
φ3dP
=
∫
log
αq1(e) + βq2(e)
p(e)
(αq1(e) + βq2(e))φ3dP
+
∫
log
αq1(−e) + βq2(−e)
p(−e)
(αq1(−e) + βq2(−e))φ3dP
and since x log x is convex, by Jensen’s inequality
≤
∫ {
α log
q1(e)
p(e)
q1(e) + α log
q1(−e)
p(−e)
q1(−e)
}
φ3dP
+
∫ {
β log
q2(e)
p(e)
q2(e) + β log
q2(−e)
p(−e)
q2(−e)
}
φ3dP
=
∫ {
a log
q1(e)
p(e)
q1(e)φ1 + a log
q1(−e)
p(−e)
q1(−e)φ1
}
dP
+
∫ {
b log
q2(e)
p(e)
q2(e)φ2 + b log
q2(−e)
p(−e)
q2(−e)φ2
}
dP
= aγ(q1, φ1) + bγ(q2, φ2)
proving that g(x) is indeed convex.
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Chapter 5
The One Dimensional Case
5.1 Previous results
The situation in one dimension has been well understood for some time. A good
starting place for a more detailed study and a more comprehensive bibliography
is [10]. Here we will show the equivalence of our results with those perviously
obtained in the one dimensional case .
Let τ1 = inf{n : Xn = 1} and τ−1 = inf{n : Xn = −1} and for any r ∈ R,
G(ω, r) = EPω [erτ11{τ1<∞}]; H(ω, r) = E
Pω [erτ−11{τ−1<∞}]
g(r) = E[logG(ω, r)]; h(r) = E[logH(ω, r)]
Comets, Gantert, and Zeitouni [1] present the following quenched large deviation
principle for an ergodic nearest neighbor random walk in a random environment,
Theorem 17. Assume that (P, T ) is ergodic and that the random walk is uni-
formly elliptic. Further assume that E[log(p−/p+)] ≤ 0 (i.e. the walk is transient
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to the right). Then Xn/n satisfies a large deviation principle with rate function,
J(x) =


supr∈R {r − xg(r)]} 0 ≤ x ≤ 1
supr∈R {r + xh(r)]} −1 ≤ x ≤ 0
(5.1)
Remark 5. There is an analogous result for the case where the walk is transient
to the left.
5.2 Our result in one dimension
In one dimension, U = {−1,+1}. We will use the following shorthand to make
the notation more transparent.
F (ω,+1) = F+(ω)
F (ω,−1) = F−(ω)
p(ω,+1) = p+(ω)
p(ω,−1) = p−(ω)
The class K includes those pairs of functions F± such that
(i) Moment: F ∈ L1(P).
(ii) Mean Zero: E[F±(ω)] = 0.
(iii) Closed Loop: F+(ω) + F−(Tω) = 0
Remark 6. Notice that F only needs to be in L1(P) as opposed to
⋃
α>0 L
1+α(P).
Looking back at the parts of the proof of Theorem 1 where Ld+α was needed will
show that in one dimension L1 will suffice.
The one dimensional version of Definition 4 and Theorems 1 and 2 are:
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Definition 10.
Λ(λ) := inf
F∈K
ess sup
ω
log
{
p+(ω)eλ+F
+(ω) + p−(ω)e−λ+F
−(ω)
}
where the ess sup is with respect to the measure P.
and
Theorem 18. Suppose
∫
|log p±(ω)| dP <∞. Then
lim
n→∞
1
n
logEPω
[
eλXn
]
= Λ(λ) (5.2)
Theorem 19. Under the assumptions of Theorem 18, Xn/n obeys a large de-
viation principle with rate function
I(x) = sup
λ
{λx− Λ(λ)} (5.3)
5.3 Equivalence with Previous Results
In this section we will show that the rate functions I(x) and J(x) are in fact
equal. In order to facilitate this it is easiest to put the rate function I(x) in a
slightly different form. We start with some definitions.
Definition 11. The set A is made up of all pairs (θ, λ) ∈ R×R such that there
exists F± ∈ K such that
log{p+eθ+F
+
+ p−e−θ+F
−
} ≤ λ
Definition 12.
I˜(x) = sup
(θ,λ)∈A
{θx− λ}
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Lemma 8.
I˜(x) = I(x)
Proof. We have I(x) = supθ{θx − Λ(λ)}. Now if (θ, λ) ∈ A, then there exists
F such that log{p+eθ+F
+
+ p−e−θ+F
−
} ≤ λ. The definition of Λ is
Λ(θ) = inf
F∈K
ess sup
ω
log{p+eθ+F
+
+ p−e−θ+F
−
}
that is, for all F ∈ K, Λ(θ) ≤ log{p+eθ+F
+
+ p−e−θ+F
−
} so that for (θ, λ) ∈ A
λ ≥ Λ(θ)
and hence
I˜(x) ≤ I(x)
On the other hand, by the definition of I(x), given ǫ > 0, for all θ there is an
F ∈ K such that
log{p+eθ+F
+
+ p−e−θ+F
−
} ≤ Λ(θ) + ǫ
which tells us that (θ,Λ(θ) + ǫ) is in A therefore,
I˜(x) ≥ sup
θ
{θx− (Λ(θ) + ǫ))}
Letting ǫ tend to zero finishes the proof.
We now turn to the main result of this section,
Theorem 20. I(x)=J(x)
Proof. The first step is to find two examples of members of the set A in terms
of the functions G(ω, r) and H(ω, r). We decompose according to the first step
of the random walk to observe that G(ω, r) satisfies,
G(ω, r) = p+er + p−erG(T−1ω, r)G(ω, r) (5.4)
e−r = p+e− logG(ω,r) + p−elogG(T
−1ω,r) (5.5)
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We choose,
F+g = − logG(ω, r)− θg
F−g = logG(T
−1ω, r) + θg
θg = −g(r)
λ = −r
One easily checks that Fg ∈ K and that
log{p+eθg+F
+
g + p−e−θg+F
−
g } = −r
so that indeed
(−g(r),−r) ∈ A (5.6)
Following the same procedure using the function H we see that
e−r = p+elogH(Tω,r) + p−e− logH(ω,r)
Now we choose,
F+h = logH(Tω, r)− θh
F−h = − logH(ω, r) + θh
θh = h(r)
λ = −r
and again Fh ∈ K and
(h(r),−r) ∈ A (5.7)
Having found the two elements of A that we require, the next step in the proof is
to utilize the defining property of set A to derive a relationship between θ, λ and
g. Recall that F (x, x+ e) is defined to be equal to F (Txω, e), which in our one
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dimensional case states that F (x, x+1) = F+(Txω) and F (x, x−1) = F
−(Txω).
Set
Rn = exp
{
θXn +
n∑
j=1
F (Xn−1, Xn)− nλ
}
If (θ, λ) ∈ A then according to Lemma 6, {Rn} is a supermartingale with respect
to σ(X0, X1, . . .Xn) and R0 = 1. Hence, E
Pω [Rn] ≤ 1 and in particular, since
{Rn} is a positive supermartingale the stopping theorem gives,
EPω [Rτ11{τ1<∞}] ≤ 1
and since on {ω : τ1 <∞} we have Rτ1 = exp{θ + F
+(ω)− λτ1} we have
EPω [exp{θ + F+(ω)− λτ1}1{τ1<∞}]] ≤ 1
so that
EPω [e−λτ11{τ1<∞}]] ≤ e
−θ−F+(ω)
Taking the logarithm followed by the expectation with respect to the environ-
ment gives,
E[logEPω [e−λτ1 ]1{τ1<∞}]] ≤ E[−θ − F
+(ω)]
in other words,
θ ≤ −g(−λ)
A similar argument will give us,
θ ≥ h(−λ)
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We deal first with the case when the argument of the rate function is positive,
that is 0 ≤ x ≤ 1. Since (5.6) gives us (−g(λ),−λ) ∈ A we obtain,
I(x) = I˜(x) ≥ sup
λ
{−g(λ)x+ λ} = J(x)
On the other hand, since −g(−λ) ≥ θ, for (θ, λ) ∈ A and x ≥ 0,
I(x) ≤ sup
λ
{−g(−λ)x− λ}
= sup
λ
{−g(λ)x+ λ} = J(x)
For the case −1 ≤ x ≤ 0, since (h(λ),−λ) ∈ A
I(x) ≥ sup
λ
{h(λ)x+ λ} = J(x)
and since h(−λ) ≤ θ, and x ≤ 0,
I(x) ≤ sup
λ
{h(−λ)x− λ}
= sup
λ
{h(λ)x+ λ} = J(x)
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Appendix
A Calculus Result
We solve the following maximization problem.
sup
q∈Bk
{∑
e∈U
(
〈λ, e〉 − log q(e) + E
[
log p(e) + h− Teh|Ek
])
q(e)
}
(A.1)
Where h is a bounded measurable function and Ek and Bk are defined as in
Chapter 3. Set ν(e) = E
[
log p(e)+h−Teh|Ek
]
. Since q(e) and ν(e) are constant
on the atoms of Ek, we can treat q and ν as constant functions of ω. We calculate
the first and second order conditions.
∂
∂q(e)
{∑
e∈U
(
〈λ, e〉 − log q(e) + ν(e)
)
q(e)
}
= (〈λ, e〉 − log q(e)− 1
∂2
∂q(e)2
{∑
e∈U
(
〈λ, e〉 − log q(e) + ν(e)
)
q(e)
}
= −
1
q(e)
Since q(e) > 0 the second order conditions will guarantee that we indeed have
a maximum. Setting the first order conditions to zero implies that q(e) is
proportional to
exp(〈λ, e〉 − ν(e)− 1)
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and since ∑
e∈U
q(e) = 1
The optimum of (A.1) is attained at
q∗(e) =
exp(〈λ, e〉 − ν(e))∑
e∈U exp(〈λ, e〉 − ν(e))
Substituting this value back into the objective function (A.1) we obtain
sup
q∈Bk
{∑
e∈U
(
〈λ, e〉− log q(e) + E
[
log p(e) + h− Teh|Ek
])
q(e)
}
= log
∑
e∈U
exp(〈λ, e〉+ ν(e))
= log
∑
e∈U
exp
(
〈λ, e〉+ E
[
log p(e) + h− Teh|Ek
])
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