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Abstract
In this paper, we study a class of zero-sum two-player stochastic differential games with
the controlled stochastic differential equations and the payoff/cost functionals of recursive
type. As opposed to the pioneering work by Fleming and Souganidis [Indiana Univ. Math.
J., 38 (1989), pp. 293–314] and the seminal work by Buckdahn and Li [SIAM J. Control
Optim., 47 (2008), pp. 444–475], the involved coefficients may be random, going beyond
the Markovian framework and leading to the random upper and lower value functions. We
first prove the dynamic programming principle for the game, and then under the standard
Lipschitz continuity assumptions on the coefficients, the upper and lower value functions
are shown to be the viscosity solutions of the upper and the lower fully nonlinear stochastic
Hamilton-Jacobi-Bellman-Isaacs (HJBI) equations, respectively. Under certain additional
regularity assumptions on the diffusion coefficients, the uniqueness of the viscosity solution
is addressed as well.
Mathematics Subject Classification (2010): 49L20, 49L25, 93E20, 35D40, 60H15
Keywords: stochastic Hamilton-Jacobi-Bellman-Isaacs equation, stochastic differential game,
backward stochastic partial differential equation, viscosity solution
1 Introduction
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space carrying anm-dimensional Wiener
process W = {Wt : t ∈ [0,∞)} such that {Ft}t≥0 is the natural filtration generated by W and
augmented by all the P-null sets in F . We denote by P the σ-algebra of the predictable sets
on Ω × [0, T ] associated with {Ft}t≥0, and for each t ≥ 0, EFt [ · ] represents the conditional
expectation with respect to Ft.
We consider the following controlled stochastic differential equation (SDE):{
dXs = b(s,Xs, θs, γs) ds + σ(s,Xs, θs, γs) dWs, 0 ≤ s ≤ T ;
X0 = x ∈ Rd.
(1.1)
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Here and throughout the paper, T ∈ (0,∞) is a fixed deterministic terminal time. Let Θ0 and
Γ0 be two nonempty compact sets in R
n, and denote by Θ (resp. Γ) the set of all the Θ0-valued
(resp. Γ0-valued) and {Ft}t≥0-adapted processes. The process (Xt)t∈[0,T ] is the state process.
It is governed by the controls θ ∈ Θ and γ ∈ Γ. We sometimes write Xr,x;θ,γt for 0 ≤ r ≤ t ≤ T
to indicate the dependence of the state process on the controls θ and γ, the initial time r and
the initial state x ∈ Rd. As the payoff for player I and the cost for player II, the functional
J(t, x; θ, γ) := Y t,x;θ,γt (1.2)
is given in terms of the solution (Y t,x;θ,γ, Zt,x;θ,γ) to the backward stochastic differential equation
(BSDE for short){−dY t,x;θ,γs = f(s,Xt,x;θ,γs , Y t,x;θ,γs , Zt,x;θ,γs , θs, γs) ds − Zt,x;θ,γs dWs, s ∈ [t, T ];
Y t,x;θ,γT = Φ(X
t,x;θ,γ
T ).
(1.3)
As standard in the literature of stochastic differential game, the players cannot just play
controls against controls for the existence of game value, but they may play strategies versus
controls: Given one player’s control, the other player chooses accordingly a nonanticipative
strategy from an admissible set. A nonanticipative strategy admissible for player I is a mapping
α : Γ 7→ Θ such that for any stopping time τ ≤ T and any γ1, γ2 ∈ Γ with γ1 ≡ γ2 on [0, τ ],
there holds α(γ1) = α(γ2) on [0, τ ]. For player II , the nonanticipative strategies µ : Θ 7→ Γ
are defined analogously. Denote by A (resp. M) the set of all the nonanticipative strategies
admissible for player I (resp. player II). We define the lower value function of our stochastic
differential game
V (t, x) = essinf
µ∈M
esssup
θ∈Θ
J(t, x; θ, µ(θ)), t ∈ [0, T ] (1.4)
and the upper value function is given by
U(t, x) = esssup
α∈A
essinf
γ∈Γ
J(t, x;α(γ), γ), t ∈ [0, T ]. (1.5)
Unlike the standard literature, we consider the general non-Markovian cases where the coef-
ficients b, σ, f and Φ depend not only on time, space and controls but also explicitly on ω ∈ Ω.
With the generalized dynamic programming principle, it is shown that the value functions V
and U are random fields and satisfy the stochastic HJBI equations{
−dV (t, x) =H−(t, x,D2V,Dψ,DV, V, ψ) dt − ψ(t, x) dWt, (t, x) ∈ Q := [0, T )× Rd;
V (T, x) =Φ(x), x ∈ Rd, (1.6)
and {
−dU(t, x) =H+(t, x,D2U,Dζ,DU,U, ζ) dt− ζ(t, x) dWt, (t, x) ∈ Q;
U(T, x) =Φ(x), x ∈ Rd, (1.7)
respectively, with
H−(t, x,A,B, p, y, ξ) = esssup
θ∈Θ0
essinf
γ∈Γ0
{
tr
(
1
2
σσ′(t, x, θ, γ)A + σ(t, x, θ, γ)B
)
+ b′(t, x, θ, γ)p
+ f(t, x, y, ξ + σ′(t, x, θ, γ)p, θ, γ)
}
,
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H+(t, x,A,B, p, y, ξ) = essinf
γ∈Γ0
esssup
θ∈Θ0
{
tr
(
1
2
σσ′(t, x, θ, γ)A + σ(t, x, θ, γ)B
)
+ b′(t, x, θ, γ)p
+ f(t, x, y, ξ + σ′(t, x, θ, γ)p, θ, γ)
}
,
(t, x,A,B, p, y, ξ) ∈ [0, T ]×Rd×Rd×d×Rm×d ×Rd ×R×Rm, where the pairs of random fields
(V, ψ) and (U, ζ) are unknown.
The stochastic HJBI equations (1.6) and (1.7) are a new class of backward stochastic partial
differential equations (BSPDEs) of which some special cases have been studied since about forty
years ago (see [22]). Indeed, the linear, semilinear and even quasilinear BSPDEs have been
extensively studied; we refer to [1, 4, 7, 17, 18, 21, 31, 33] among many others. In particular, the
so-called fully nonlinear stochastic Hamilton-Jacobi-Bellman (HJB) equations proposed by Peng
[24] for stochastic optimal control problem with controlled SDEs may be regarded as particular
cases of our concerned stochastic HJBI equations like (1.6) and (1.7); we refer to [29, 30, 32] for
the recent study on the wellposedness of such fully nonlinear stochastic HJB equations which
was claimed as an open problem in Peng’s plenary lecture of ICM 2010 (see [26]). However,
the general fully nonlinear stochastic HJBI equations have never been studied in the literature,
mainly due to the full nonlinearity and non-convexity of the Hamiltonian functions H± and the
dependence of function f on unknown variables.
Inspired by the viscosity solutions for the fully nonlinear stochastic HJB equations (see [30]),
the concerned random fields V and U may be confined to the stochastic differential equations
(SDEs) of the form:
u(t, x) = u(T, x)−
∫ T
t
dsu(s, x) ds −
∫ T
t
dwu(s, x) dWs, (t, x) ∈ [0, T ] ×Rd. (1.8)
The uniqueness of the pair (dtu, dωu) may be concluded from the Doob-Meyer decomposition
theorem, and this makes sense of the linear operators dt and dω which actually coincide with the
differential operators discussed in [20, Theorem 4.3] and [6, Section 5.2]. Then the stochastic
HJBI equations (1.6) and (1.7) may be written equivalently as{
−dtV (t, x) −H−(t, x,D2V (t, x), DdωV (t, x), DV (t, x), V (t, x), dωV (t, x)) = 0, (t, x) ∈ Q;
V (T, x) = Φ(x), x ∈ Rd, (1.9)
and{
−dtU(t, x)−H+(t, x,D2U(t, x), DdωU(t, x), DU(t, x), U(t, x), dωU(t, x)) = 0, (t, x) ∈ Q;
U(T, x) = Φ(x), x ∈ Rd, (1.10)
respectively. Solving (1.6) and (1.7) for pairs (V, ψ) and (U, ζ) is equivalent to searching for V
and U (of form (1.8)) satisfying (1.9) and (1.10), respectively.
Due to the non-convexity of the game and the nonlinear dependence of function f on unknown
variables, we define the viscosity solutions to (1.6) and (1.7) with finer test functions than in
[30], and some new techniques are used. To prove the dynamic programming principle, the
method of backward semigroups (see Peng [25]) is adopted, and the time-space continuity of
the value function is then proved with regular approximations for the coefficients. For the
existence of the viscosity solution, the approaches mix some BSDE techniques and the proved
dynamic programming principle, while for the uniqueness, we first prove a comparison result
straightforwardly and then under additional assumptions on the controlled diffusion coefficients,
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the value function is verified (via approximations) to be the unique viscosity solution on basis
of the established comparison results.
The zero-sum two-player stochastic differential games have been extensively studied. When
all the involved coefficients are just deterministic functions of time, state and controls, the
games are of Markovian type, the associated value functions are deterministic, and the dynamic
programming methods as well as the viscosity solution theory of deterministic HJBI equations
are widely used; see [3, 5, 13, 14] for instance. When the stochastic differential games are non-
Markovian, there are two different formulations: one is based on path-dependence and the other
one allows for general random coefficients. When the coefficients are deterministic functions of
time t, controls (θ, γ) and the paths of X and W , the concerned games are beyond the classical
Markovian framework. Nevertheless, if one thinks of the X and W as state processes valued in
the path space, the Markovian property may be restored, the value functions are deterministic,
and they may be characterized by path-dependent PDEs on the (infinite-dimensional) path
spaces. In this way, the viscosity solution theory of path-dependent PDEs developed in [8, 9]
is generalized to study the stochastic differential games; see [27, 28, 37] for instance. When
the involved coefficients are generally random and may be just measurable w.r.t. ω ∈ Ω, the
games are typically non-Markovian. When the diffusion coefficients are uncontrolled, Elliott
[10] and Elliott and Davis [11] used the methods of Girsanov transformations to study the value
functions and the Nash equilibrium, while Hamadene [15] and Hamadene, Lepeltier and Peng
[16] established the stochastic maximum principle and used the forward-backward backward
SDEs to study the open-loop Nash equilibrium points. Along this line, it becomes of great
interests in this paper to study such non-Markovian games with controlled random diffusion
coefficients, especially with the dynamic programming methods.
The rest of this paper is organized as follows. In the next section, we set the notations and
assumptions. Section 3 is devoted to some regular properties of the value functions and the proof
of the dynamic programming principle (DPP). In Section 4, we define the viscosity solution and
prove that V and U are viscosity solutions of the associated stochastic HJBI equations with the
help of the DPP and Peng’s backward semigroups. Then the uniqueness of viscosity solution
is derived in Section 5. Finally, we recall a measurable selection theorem and some results on
BSDEs in Appendix A and Appendix B, respectively. Appendix C gives the proofs of Lemmas
4.3 and 4.5.
2 Preliminaries
Denote by | · | the norm in Euclidean spaces. Define the parabolic distance in R1+d as follows:
δ(X,Y ) := max{|t− s|1/2, |x− y|},
for X := (t, x) and Y := (s, y) ∈ R1+d. Denote by Q+r (X) the hemisphere of radius r > 0 and
center X := (t, x) ∈ R1+d with x ∈ Rd:
Q+r (X) := [t, t+ r
2)×Br(x), Br(x) := {y ∈ Rn : |y − x| < r},
and by |Q+r (X)| the volume. Throughout this paper, we write (s, y) → (t+, x), meaning that
s ↓ t and y → x, and for a function g, g+ = max{0, g}, while g− = max{0,−g}.
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Let B be a Banach space equipped with norm ‖ · ‖B. For p ∈ [1,∞], Sp(B) is the set of all
the B-valued, P-measurable continuous processes {Xt}t∈[0,T ] such that
‖X‖Sp(B) :=
∥∥∥∥∥ supt∈[0,T ] ‖Xt‖B
∥∥∥∥∥
Lp(Ω,F ,P)
<∞.
Denote by Lp(B) the totality of all the B-valued, P-measurable processes {Xt}t∈[0,T ] such that
‖X‖Lp(B) :=
∥∥∥∥∥
(∫ T
0
‖Xt‖2B dt
)1/2∥∥∥∥∥
Lp(Ω,F ,P)
<∞.
Obviously, (Sp(B), ‖ · ‖Sp(B)) and (Lp(B), ‖ · ‖Lp(B)) are Banach spaces. When the processes
are defined on time intervals [s, t] ⊂ [0, T ], s < t, we define spaces (Sp([s, t];B), ‖ · ‖Sp([s,t];B))
and (Lp([s, t];B), ‖ · ‖Lp([s,t];B)) in a similar way. Through this paper, we define
Sploc([0, T );B) = ∩T0∈(0,T )Sp([0, T0];B), for p ∈ [1,∞].
For each (k, q) ∈ N0 × [1,∞], we define the k-th Sobolev space (Hk,q, ‖ · ‖k,q) as usual, and
for each domain O ⊂ Rd, denote by Ck(O) the space of functions with the up to k-th order
derivatives being bounded and continuous on O, Ck0 (O) being the subspace of Ck(O) vanishing
on the boundary ∂O. When k = 0, write C0(O) and C(O) simply.
By convention, we treat elements of spaces like Sp(Hk,q) and Lp(Hk,q) as functions rather
than distributions or classes of equivalent functions, and if a function of such class admits a
version with better properties, we always denote this version by itself. For example, if u ∈
Lp(Hk,q) and u admits a version lying in Sp(Hk,q), we always adopt the modification u ∈
Lp(Hk,q) ∩ Sp(Hk,q).
We define the following assumption.
(A1) (i) Φ ∈ L∞(Ω,FT ;H1,∞);
(ii) for the coefficients g = bi, σij , f(·, ·, y, z, ·, ·), 1 ≤ i ≤ d, 1 ≤ j ≤ m, (y, z) ∈ R× Rm,
g : Ω× [0, T ]× Rd ×Θ0 × Γ0 → R is P ⊗ B(Rd)⊗ B(Θ0)⊗ B(Γ0)-measurable ;
(iii) there exists L > 0 such that ‖Φ‖L∞(Ω,FT ;H1,∞) ≤ L and for all (ω, t) ∈ Ω× [0, T ] and any
(x, y, z, θ, γ), (x¯, y¯, z¯, θ¯, γ¯) ∈ Rd × R× Rm ×Θ0 × Γ0,
there hold
|(b, σ)(t, x, θ, γ)| + |f(t, x, y, z, θ, γ)| ≤ L,∣∣(b, σ)(t, x, θ, γ) − (b, σ) (t, x¯, θ¯, γ¯)∣∣+ ∣∣f(t, x, y, z, θ, γ) − f (t, x¯, y¯, z¯, θ¯, γ¯)∣∣
≤ L (|x− x¯|+ |y − y¯|+ |z − z¯|+ ∣∣θ − θ¯∣∣+ |γ − γ¯|) .
A standard application of density arguments yields the following approximations.
Lemma 2.1. Let (A1) hold. For each ε > 0, there exist partition 0 = t0 < t1 < · · · < tN−1 <
tN = T for some N > 3 and functions ΦN ∈ C3(Rm×N+d),
biN , σ
ij
N ∈ C
(
[0, T ] ×Θ0 × Γ0;C3(Rm×N+d)
)
, 1 ≤ i ≤ d, 1 ≤ j ≤ m,
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and
fN ∈ C
(
[0, T ]×Θ0 × Γ0;C3(Rm×N+d+1+m)
)
,
such that, for t ∈ [0, T ],
Φε := esssup
x∈Rd
|ΦN (Wt1 , · · · ,WtN , x)− Φ(x)| ,
bεt := esssup
(x,θ,γ)∈Rd×Θ0×Γ0
|bN (Wt1∧t, · · · ,WtN∧t, t, x, θ, γ)− b(t, x, θ, γ)| ,
σεt := esssup
(x,θ,γ)∈Rd×Θ0×Γ0
|σN (Wt1∧t, · · · ,WtN∧t, t, x, θ, γ)− σ(t, x, θ, γ)| ,
f εt := esssup
(x,y,z,θ,γ)∈Rd×R×Rm×Θ0×Γ0
|fN (Wt1∧t, · · · ,WtN∧t, t, x, y, z, θ, γ) − f(t, x, y, z, θ, γ)|
are {Ft}t≥0-adapted with
‖Φε‖L4(Ω,FT ;R) + ‖f ε‖L4(R) + ‖bε‖L4(Rd) + ‖σε‖L4(Rd×m) < ε,
and ΦN , fN , σN and bN are uniformly Lipschitz-continuous in the variables (x, y, z) with an
identical Lipschitz-constant Lc independent of N and ε.
The proof of Lemma 2.1 is so similar to that of [32, Lemma 4.5] that it is omitted. As a
remark, it is easy to see that under assumption (A1), all the functions involved in Lemma 2.1
are (essentially) uniformly bounded.
3 Some properties of the value function and dynamic program-
ming principle
We first recall some standard properties of the strong solutions for SDEs (see [36, Theorems 6.3
& 6.16]).
Lemma 3.1. Let (A1) hold. Given (θ, γ) ∈ Θ× Γ, for the strong solution of SDE (1.1), there
exists K > 0 such that, for any 0 ≤ r ≤ t ≤ s ≤ T and ξ ∈ Lp(Ω,Fr;Rd) with p ∈ [1,∞),
(i) the two processes
(
Xr,ξ;θ,γs
)
t≤s≤T
and
(
X
t,Xr,ξ;θ,γt ;θ,γ
s
)
t≤s≤T
are indistinguishable;
(ii) EFr maxr≤l≤T
∣∣∣Xr,ξ;θ,γl ∣∣∣p ≤ K (1 + |ξ|p) , a.s.;
(iii) EFr
∣∣∣Xr,ξ;θ,γs −Xr,ξ;θ,γt ∣∣∣p ≤ K (1 + |ξ|p) (s− t)p/2, a.s.;
(iv) given another ξˆ ∈ Lp(Ω,Fr;Rd),
EFr max
r≤l≤T
∣∣∣Xr,ξ;θ,γl −Xr,ξˆ;θ,γl ∣∣∣p ≤ K|ξ − ξˆ|p, a.s.;
(v) the constant K depends only on L, T and p.
The following assertions on BSDEs are standard, the readers are referred to [12, 23, 25].
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Lemma 3.2. Let (A1) hold. It holds that
(i) for each (t, θ, γ) ∈ [0, T ) × Θ × Γ and any ξ ∈ L2(Ω,Ft;Rd), BSDE (1.3) admits a unique
solution (Y t,ξ;θ,γ, Zt,ξ;θ,γ) ∈ S2([t, T ];R)× L2([t, T ];Rm) and
EFt
[
sup
s∈[t,T ]
∣∣∣Y t,ξ;θ,γs ∣∣∣2 +
∫ T
t
∣∣∣Zt,ξ;θ,γs ∣∣∣2 ds
]
≤ C (1 + |ξ|2) , a.s.;
∣∣∣Y t,ξ;θ,γt ∣∣∣ ≤ L (1 + T ) , a.s.;
(ii) given another ξ¯ ∈ L2(Ω,Ft;Rd), we have
EFt
[
sup
s∈[t,T ]
∣∣∣Y t,ξ;θ,γs − Y t,ξ¯;θ,γs ∣∣∣2 +
∫ T
t
∣∣∣Zt,ξ;θ,γs − Zt,ξ¯;θ,γs ∣∣∣2 ds
]
≤ C ∣∣ξ − ξ¯∣∣2 , a.s.;
∣∣∣Y t,ξ;θ,γt − Y t,ξ¯;θ,γt ∣∣∣ ≤ C ∣∣ξ − ξ¯∣∣ , a.s.;
(iii) the constant C depends only on L and T .
An immediate consequence of Lemma 3.2 is the following spacial regularity of the value
functions V and U .
Lemma 3.3. Let (A1) hold. We have
esssup
(t,x)∈[0,T ]×Rd
esssup
(θ,γ)∈Θ×Γ
max
{|V (t, x)|, |U(t, x)|, |J(t, x; θ, γ)|} ≤ L(T + 1), a.s..
And there exists a constant L0 > 0 such that, for all 0 ≤ t ≤ T , x, x¯ ∈ Rd,
|U(t, x)−U(t, x¯)|+ |V (t, x)− V (t, x¯)|+ esssup
(θ,γ)∈Θ×Γ
|J(t, x; θ, γ)− J(t, x¯; θ, γ)| ≤ L0|x− x¯|, a.s..
For the dynamic functional defined in (1.2), the following lemma is an immediate application
of [25, Theorem 4.7 and Lemma 6.5], for which a concise proof can be also be found in [5, Theorem
A.2].
Lemma 3.4. Let (A1) hold. For any (t, θ, γ) ∈ [0, T ] × Θ × Γ and any ξ ∈ L2(Ω,Ft;Rd), we
have
J(t, ξ; θ, γ) = Y t,ξt , a.s..
We now turn to discuss the dynamic programming principle for our stochastic differential
game, before which we introduce the family of (backward) semigroups associated with BSDE
(1.3) (see Peng [25]). Given 0 ≤ t ≤ t+ δ ≤ T , (θ, γ) ∈ Θ× Γ, and η ∈ L2(Ω,Ft+δ ;R), we set
Gt,x;θ,γs,t+δ [η] := Y
t,x;θ,γ
s , s ∈ [t, t+ δ], (3.1)
where Y
t,x;θ,γ
together with Z
t,x;θ,γ
satisfies the following BSDE:
−dY
t,x;θ,γ
s = f(s,X
t,x;θ,γ
s , Y
t,x;θ,γ
s , Z
t,x;θ,γ
s , θs, γs) ds − Zt,x;θ,γs dWs, s ∈ [t, t+ δ];
Y
t,x;θ,γ
t+δ = η,
(3.2)
with Xt,x;θ,γ being the solution of SDE (1.1).
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Obviously, for the solution (Y t,x;θ,γ, Zt,x;θ,γ), one has
Gt,x;θ,γt,T
[
Φ(Xt,x;θ,γT )
]
= Gt,x;θ,γt,t+δ
[
Y t,x;θ,γt+δ
]
, a.s.,
and thus
J(t, x; θ, γ) = Y t,x;θ,γt = G
t,x;θ,γ
t,T
[
Φ(Xt,x;θ,γT )
]
= Gt,x;θ,γt,t+δ
[
Y t,x;θ,γt+δ
]
= Gt,x;θ,γt,t+δ
[
J(t+ δ,Xt,x;θ,γt+δ ; θ, γ)
]
, a.s..
Theorem 3.5. Let (A1) hold. For any stopping times τ and τˆ with τ ≤ τˆ ≤ T , and any
ξ ∈ L2(Ω,Fτ ;Rd), we have
V (τ, ξ) = essinf
µ∈M
esssup
θ∈Θ
G
τ,ξ;θ,µ(θ)
τ,τˆ
[
V (τˆ , X
τ,ξ;θ,µ(θ)
τˆ )
]
, a.s., (3.3)
U(τ, ξ) = esssup
α∈A
essinf
γ∈Γ
G
τ,ξ;α(γ),γ
τ,τˆ
[
U(τˆ , X
τ,ξ;α(γ),γ
τˆ )
]
, a.s.. (3.4)
Proof. We prove (3.3) and then (3.4) follows analogously. Denote the right hand side of (3.3)
by V (τ, ξ).
Step 1. We prove V (τ, ξ) ≤ V (τ, ξ), a.s.. Fix an arbitrary µ ∈ M. Then
V (τ, ξ) ≤ esssup
θ∈Θ
G
τ,ξ;θ,µ(θ)
τ,τˆ
[
V (τˆ , X
τ,ξ;θ,µ(θ)
τˆ )
]
, a.s..
Put
Iˆ(τ, ξ; θ, γ) = Gτ,ξ;θ,γτ,τˆ
[
V (τˆ , Xτ,ξ;θ,γτˆ )
]
.
Notice that Iˆ(τ, ξ; θ, γ) depends only on the values of controls θ and γ on [τ, τˆ ]. There exists a
sequence {θi; i ≥ 1} ⊂ Θ such that θis = θ1s a.s. for any 0 ≤ s < τ , i ≥ 1, and
Iˆ(τ, ξ;µ) : = esssup
θ∈Θ
Iˆ(τ, ξ; θ, µ(θ))
= sup
i≥1
Iˆ(τ, ξ; θi, µ(θi)), a.s.. (3.5)
For any ε ∈ (0, 1), set Ω˜i := {Iˆ(τ, ξ;µ) ≤ Iˆ(τ, ξ; θi, µ(θi)) + ε} ∈ Fτ . Let Ω1 = Ω˜1,
Ωj = Ω˜j\ ∪i−1i=1 Ωj ∈ Fτ , j ≥ 2. Then {Ωj; j ≥ 1} is an (Ω,Fτ )-partition, and
θε := θ11[0,τ) +
∑
j≥1
1Ωjθ
j1[τ,T ] (3.6)
is an admissible control in Θ. Furthermore, the nonanticipativity of µ implies that µ(θε) =
µ(θ1)1[0,τ) +
∑
j≥1 1Ωjµ(θ
j)1[τ,T ], and in view of the uniqueness of the solution to forward-
backward SDE, we have Iˆ(τ, ξ; θε, µ(θε)) =
∑
i≥1 1Ωi Iˆ(τ, ξ; θ
i, µ(θi)) a.s. and thus,
V (τ, ξ) ≤ Iˆ(τ, ξ;µ) ≤
∑
i≥1
1Ωi Iˆ(τ, ξ; θ
i, µ(θi)) + ε = Iˆ(τ, ξ; θε, µ(θε)) + ε
= G
τ,ξ;θε,µ(θε)
τ,τˆ
[
V (τˆ , X
τ,ξ;θε,µ(θε)
τˆ )
]
+ ε, a.s.. (3.7)
In a similar way to (3.5)-(3.7), we construct the control θˆε ∈ Θ such that θˆεs = θεs for
0 ≤ s ≤ τˆ and
V (τˆ , Xτ,ξ;θ
ε,µ(θε)) ≤ Y τ,ξ;θˆε,µ(θˆε)τˆ + ε, a.s.. (3.8)
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From relations (3.7) and (3.8) and (iii) of Proposition B.1, it follows that
V (τ, ξ) ≤ Gτ,ξ;θε,µ(θε)τ,τˆ
[
Y
τ,ξ;θˆε,µ(θˆε)
τˆ + ε
]
+ ε
≤ Gτ,ξ;θε,µ(θε)τ,τˆ
[
Y
τ,ξ;θˆε,µ(θˆε)
τˆ
]
+ (1 + C0) ε
= G
τ,ξ;θˆε,µ(θˆε)
τ,τˆ
[
Y
τ,ξ;θˆε,µ(θˆε)
τˆ
]
+ (1 + C0) ε
= Y τ,ξ;θˆ
ε,µ(θˆε)
τ + (1 + C0) ε, (3.9)
which together with the arbitrariness of (µ, ε) implies V (τ, ξ) ≤ V (τ, ξ), a.s..
Step 2. We prove V (τ, ξ) ≤ V (τ, ξ), a.s.. The methodology is analogous to that in Step 1.
Notice that
V (τ, ξ) = essinf
µ∈M
Iˆ(τ, ξ;µ),
and that I(τ, ξ; θ, γ) depends only on the values of controls θ and γ on [τ, τˆ ]. There exists a
sequence {µi; i ≥ 1} ⊂ M such that µis = µ1s a.s. for any 0 ≤ s < τ , i ≥ 1, and
V (τ, ξ) = inf
i≥1
Iˆ(τ, ξ;µi), a.s.. (3.10)
For any ε ∈ (0, 1), set Λ˜i := {Iˆ(τ, ξ;µ)−ε ≤ V (τ, ξ)} ∈ Fτ , and Λ1 = Λ˜1, Λj = Λ˜j\∪i−1i=1Λj ∈
Fτ , j ≥ 2. Then {Λj ; j ≥ 1} is an (Ω,Fτ )-partition, and
µε := µ11[0,τ) +
∑
j≥1
1Λjµ
j1[τ,T ] (3.11)
belongs toM. The uniqueness of the solution of forward-backward SDE further yields Iˆ(τ, ξ; θ, µε(θ)) =∑
i≥1 1Λi Iˆ(τ, ξ; θ, µ
i(θ)) a.s. for all θ ∈ Θ and thus,
V (τ, ξ) ≥
∑
i≥1
1Λi Iˆ(τ, ξ;µ
i)− ε
≥
∑
i≥1
1Λi Iˆ(τ, ξ; θ, µ
i(θ))− ε
= G
τ,ξ;θ,µε(θ)
τ,τˆ
[
V (τˆ , X
τ,ξ;θ,µε(θ)
τˆ )
]
− ε, a.s. for all θ ∈ Θ. (3.12)
Analogously to (3.10)-(3.12), we may construct µˆε ∈ M such that µˆεs = µεs for 0 ≤ s ≤ τˆ and
V (τˆ , Xτ,ξ;θ,µ
ε(θ)) ≥ Y τ,ξ;θ,µˆε(θ)τˆ − ε, a.s.. (3.13)
From relations (3.12) and (3.13) and (iii) of Proposition B.1, it follows that
V (τ, ξ) ≥ Gτ,ξ;θ,µε(θ)τ,τˆ
[
Y
τ,ξ;θ,µˆε(θ)
τˆ − ε
]
− ε
≥ Gτ,ξ;θ,µε(θ)τ,τˆ
[
Y
τ,ξ;θ,µˆε(θ)
τˆ
]
− (1 + C0) ε
= G
τ,ξ;θ,µˆε(θ)
τ,τˆ
[
Y
τ,ξ;θ,µˆε(θ)
τˆ
]
− (1 + C0) ε
= Y τ,ξ;θ,µˆ
ε(θ)
τ − (1 + C0) ε, a.s. for all θ ∈ Θ, (3.14)
which together with the arbitrariness of (θ, ε) implies V (τ, ξ) ≥ V (τ, ξ), a.s..
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Remark 3.1. For any ε ∈ (0, 1), we have actually constructed in the above proof a pair
(θˆε, µˆε) ∈ Θ×M such that
Y τ,ξ;θˆ
ε,µˆε(θˆε)
τ − (1 + C0) ε ≤ V (τ, ξ) ≤ Y τ,ξ;θˆ
ε,µˆε(θˆε)
τ + (1 + C0) ε, a.s.;
Y
τ,ξ;θˆε,µˆε(θˆε)
τˆ − ε ≤ V (τˆ , Xτ,ξ;θˆ
ε,µˆε(θˆε)
τˆ ) ≤ Y τ,ξ;θˆ
ε,µˆε(θˆε)
τˆ + ε, a.s.,
where the constant C0 depends only on L and T .
Theorem 3.6. Let (A1) hold. With probability 1, V (t, x), U(t, x) and J(t, x; θ, γ) are contin-
uous on [0, T ] × Rd for each (θ, γ) ∈ Θ× Γ.
Proof. We need only to prove the continuity of V (t, x), as it will follow analogously for U(t, x)
and J(t, x; θ, γ). Due to the uniform Lipschitz-continuity of V (t, x) in x in Lemma 3.3, it is
sufficient to prove the time-continuity. We fix an x ∈ Rd in what follows.
For each fixed ε ∈ (0, 1), select (Gε, f ε, bε, σε) and (ΦN , fN , bN , σN ) as in Lemma 2.1. Then
by analogy with (3.1), we define the family of (backward) semigroups GN,t,x;θ,γs,t+δ [·] associated with
the generator fN (Wt1∧t, · · · ,WtN∧t, t, x, y, z, θt, γt). For each (s, x) ∈ [0, T ) × Rd, set
V ε(s, x) = essinf
µ∈M
esssup
θ∈Θ
G
N,s,x;θ,µ(θ)
s,T
[
ΦN
(
Wt1 , · · · ,WtN ,Xs,x;θ,µ(θ),NT
)]
,
where X
s,x;θ,µ(θ),N
t satisfies SDE{
dXt = bN (Wt1∧t, · · · ,WtN∧t, t,Xt, θt, µ(θ)(t))dt+ σN (Wt1∧t, · · · ,WtN∧t, t,Xt, θt, µ(θ)(t)) dWt;
Xs = x.
The theory of stochastic differential games (see [5]) yields that when s ∈ [tN−1, T ), V ε(s, x) =
V˜ ε(s, x,Wt1 , · · · ,WtN−1 ,Ws) with
V˜ ε(s, x,Wt1 , · · · ,WtN−1 , y) := essinf
µ∈M
esssup
θ∈Θ
G
N,s,x;θ,µ(θ)
s,T
[
ΦN
(
Wt1 , · · · ,WtN ,Xs,x;θ,µ(θ),NT
)] ∣∣∣
Ws=y
,
which is the lower value function of a stochastic differential game of Markovian type and thus
is time-continuous (see [5, Theorem 3.10]). It is easy to check that V ε(·, x) ∈ S4(R).
In view of the approximation in Lemma 2.1, using Itoˆ’s formula, Burkholder-Davis-Gundy’s
inequality, and Gronwall’s inequality, we have through standard computations that for each
(θ, µ) ∈ Θ×M,
EFs
[
sup
s≤t≤T
∣∣∣Xs,x;θ,µ(θ),Nt −Xs,x;θ,µ(θ)t ∣∣∣2
]
≤ C˜EFs
∫ T
s
(
|bεt |2 + |σεt |2
)
dt,
with C˜ being independent ofN , ε and (θ, µ). As a consequence of the uniform-Lipchitz continuity
of coefficients fN and ΦN , we have through standard estimates for BSDEs
|V ε(s, x)− V (s, x)|2
≤ C esssup
(θ,µ)∈Θ×M
EFs
[ ∫ T
s
(
|f εt |2 +
∣∣∣Xs,x;θ,µ(θ),Nt ,−Xs,x;θ,µ(θ)t ∣∣∣2) dt
+ |Φε|2 + L2
∣∣∣Xs,x;θ,µ(θ),NT −Xs,x;θ,µ(θ)T ∣∣∣2
]
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≤ C0EFs
[
|Φε|2 +
∫ T
0
(
|f εt |2 + |bεt |2 + |σεt |2
)
dt
]
,
with the constant C0 being independent of N , ε and (s, x). Taking supremum with respect to s
and then expectation on both sides, we obtain
‖V ε(·, x) − V (·, x)‖4S4(R) ≤ C E
[
sup
s∈[0,T ]
(
EFs
[
|Φε|2 +
∫ T
0
(
|f εt |2 + |bεt |2 + |σεt |2
)
dt
])2]
(by Doob’s inequality) ≤ C E
[
|Φε|4 +
∫ T
0
(
|f εt |4 + |bεt |4 + |σεt |4
)
dt
]
≤ Cε4 → 0, as ε→ 0.
Hence, V (·, x) ∈ S4(R). In particular, V (t, x) is continuous in t. We complete the proof.
4 Existence of viscosity solutions for stochastic HJB equations
4.1 Definition of viscosity solutions
Definition 4.1. For u ∈ S4(C1(Rd)) with Du, D2u ∈ S4loc([0, T );C1(Rd)), we say u ∈ C 3F if
there exists (dtu, dωu) ∈ S4loc([0, T );C1(Rd))× S4loc([0, T );C2(Rd)) such that a.s.,
u(r, x) = u(T0, x)−
∫ T0
r
dsu(s, x) ds −
∫ T0
r
dωu(s, x) dWs, for all 0 ≤ r ≤ T0 < T, x ∈ Rd.
Here, the two linear operators dt and dω are defined on C
3
F
, and they are actually consistent
with the differential operators w.r.t. the paths of Wiener process W in [20] and [6, Section 5.2].
For each stopping time t ≤ T , denote by T t the set of stopping times τ valued in [t, T ] and
by T t+ the subset of T t such that τ > t for any τ ∈ T t+. For each τ ∈ T 0 and Ωτ ∈ Fτ , we
denote by L0(Ωτ ,Fτ ;R
d) the set of Rd-valued Fτ -measurable functions.
We now introduce the notion of viscosity solutions. For each (u, τ) ∈ S2(C(Rd)) × T 0,
Ωτ ∈ Fτ with P(Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ;Rd), we define
Gu(τ, ξ; Ωτ ) :=
{
φ ∈ C 3F : (φ− u)(τ, ξ)1Ωτ = 0 = essinf
τ¯∈T τ
EFτ
[
inf
y∈Rd
(φ− u)(τ¯ ∧ τˆ , y)
]
1Ωτ , a.s.,
for some τˆ ∈ T τ+
}
,
Gu(τ, ξ; Ωτ ) :=
{
φ ∈ C 3F : (φ− u)(τ, ξ)1Ωτ = 0 = esssup
τ¯∈T τ
EFτ
[
sup
y∈Rd
(φ− u)(τ¯ ∧ τˆ , y)
]
1Ωτ , a.s.,
for some τˆ ∈ T τ+
}
.
It is obvious that if Gu(τ, ξ; Ωτ ) or Gu(τ, ξ; Ωτ ) is nonempty, we must have 0 ≤ τ < T on Ωτ .
Now we are ready to introduce the definition of viscosity solutions.
Definition 4.2. We say V ∈ S2(C(Rd)) is a viscosity subsolution (resp. supersolution) of
BSPDE (1.6), if V (T, x) ≤ ( resp. ≥)Φ(x) for all x ∈ Rd a.s., and for any τ ∈ T 0, Ωτ ∈ Fτ
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with P(Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ;Rd) and any φ ∈ GV (τ, ξ; Ωτ ) (resp. φ ∈ GV (τ, ξ; Ωτ )), there
holds
ess lim inf
(s,x)→(τ+,ξ)
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, x) ≤ 0, (4.1)
for almost all ω ∈ Ωτ (resp.
ess lim sup
(s,x)→(τ+,ξ)
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, x) ≥ 0, (4.2)
for almost all ω ∈ Ωτ ).
Equivalently, V ∈ S2(C(Rd)) is a viscosity subsolution (resp. supersolution) of BSPDE (1.6),
if V (T, x) ≤ ( resp. ≥)Φ(x) for all x ∈ Rd a.s., and for any τ ∈ T 0, Ωτ ∈ Fτ with P(Ωτ ) > 0
and ξ ∈ L0(Ωτ ,Fτ ;Rd) and any φ ∈ C 3F , whenever there exist ε > 0, δ˜ > 0 and Ω′τ ⊂ Ωτ such
that Ω′τ ∈ Fτ , P(Ω′τ ) > 0 and
essinf
(s,x)∈Q+
δ˜
(τ,ξ)∩Q
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, x) ≥ ε, a.e. in Ω′τ
(resp. esssup
(s,x)∈Q+
δ˜
(τ,ξ)∩Q
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, x) ≤ −ε, a.e. in Ω′τ ),
then φ /∈ GV (τ, ξ; Ωτ ) (resp. φ /∈ GV (τ, ξ; Ωτ )).
The function u is a viscosity solution of BSPDE (1.6) if it is both a viscosity subsolution
and a viscosity supersolution of (1.6). The viscosity solution is defined analogously for general
BSPDEs, especially for BSPDE (1.7).
We shall give some remarks about the viscosity solutions. First, in view of the assumption
(A1), for each φ ∈ C 3
F
, there is ζφ ∈ S4loc([0, T );R) such that for all x, x¯ ∈ Rd and a.e.
(ω, t) ∈ Ω× [0, T ),∣∣∣ {−dsφ−H±(D2φ,Ddωφ,Dφ, φ, dωφ)} (t, x)∣∣∣ ≤ ζφt ,∣∣∣ {−dsφ−H±(D2φ,Ddωφ,Dφ, φ, dωφ)} (t, x)− {−dsφ−H±(D2φ,Ddωφ,Dφ, φ, dωφ)} (t, x¯)∣∣∣
≤ ζφt · |x− x¯|. (4.3)
Therefore, the conditional expectations in (4.1) and (4.2) are well-defined a.e.
Remark 4.1. If u is a viscosity subsolution (resp. supersolution) of BSPDE (1.6), then for each
λ ∈ R, u˜(t, x) := eλtu(t, x) is a viscosity subsolution (resp. supersolution) of BSPDE:{
−du˜(t, x) =K(t, x,D2u˜(t, x), Dψ˜(t, x), Du˜(t, x), u˜(t, x), ψ˜(t, x)) dt − ψ˜(t, x) dWt, (t, x) ∈ Q;
u˜(T, x) = eλTΦ(x), x ∈ Rd,
(4.4)
where for (t, x,A,B, p, y, ξ) ∈ [0, T ]× Rd × Rd×d × Rm×d × Rd × R× Rm,
K(t, x,A,B, p, y, ξ) := λy + eλtH−(t, x, e
−λtA, e−λtB, e−λtp, e−λty, e−λtξ).
Therefore, w.l.o.g., we may assume that H−(t, x,A,B, p, y, ξ) is decreasing in y.
Indeed, assume u is a viscosity subsolution of BSPDE (1.6) and take u˜(t, x) = eλtu(t, x). Let
φ˜ ∈ Gu˜(τ, ξ; Ωτ ), for τ ∈ T 0, Ωτ ∈ Fτ and ξ ∈ L0(Ωτ ,Fτ ;Rd). Let τ˜ ∈ T τ+ be a stopping time,
corresponding to the fact φ˜ ∈ Gu˜(τ, ξ; Ωτ ). Set
φε(s, x) = e−λsφ˜(s, x) + ε(s − τ), ∀ ε > 0.
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Noticing that φ˜(τ, ξ) = eλτu(τ, ξ) for almost all ω ∈ Ωτ , we have for s > τ and x ∈ Rd,
φε(s, x)− u(s, x)− e−λτ (φ˜− u˜)(s, x)
=
(
e−λs − e−λτ
)
φ˜(s, x) +
(
eλ(s−τ) − 1
)
u(s, x) + ε(s− τ)
=
(
e−λs − e−λτ
)(
φ˜(s, x)− φ˜(τ, x)
)
+
(
eλ(s−τ) − 1
)
(u(s, x)− u(τ, x)) + ε(s− τ)
+
(
e−λ(s−τ) + eλ(s−τ) − 2
)
u(τ, x)
≥ ε(s − τ)− C(s− τ)
(
‖φ˜(s, ·)− φ˜(τ, ·)‖L∞(Rd) + ‖u(s, ·) − u(τ, ·)‖L∞(Rd)
+ ‖u(τ, ·)‖L∞(Rd)(s − τ)
)
.
Set
τˆ ε = τ˜ ∧ inf
{
s > τ : ‖φ˜(s, ·)− φ˜(τ, ·)‖L∞(Rd) + ‖u(s, ·) − u(τ, ·)‖L∞(Rd)
+‖u(τ, ·)‖L∞(Rd)(s− τ) ≥
ε
C
}
.
Then τˆ ε ∈ T τ+ and for any (τ¯ , x) ∈ T τ × Rd with τ¯ ≤ τˆ ε, we have
φε(τ¯ , x)− u(τ¯ , x) ≥ e−λτ
(
φ˜(τ¯ , x)− u˜(τ¯ , x)
)
, a.s..
Then, the fact φ˜ ∈ Gu˜(τ, ξ; Ωτ ) yields for almost all ω ∈ Ωτ ,
EFτ
[
inf
y∈Rd
(φε − u)(τ¯ , y)
]
≥ EFτ
[
inf
y∈Rd
e−λτ (φ˜− u˜)(τ¯ , y)
]
= e−λτEFτ
[
inf
y∈Rd
(φ˜− u˜)(τ¯ , y)
]
≥ 0 = (φε − u) (τ, ξ).
This implies that φε ∈ Gu(τ, ξ; Ωτ ) and thus,
ess lim inf
(s,x)→(τ+,ξ)
EFτ
{−dsφε −H−(D2φε,Ddωφε,Dφε, φε, dωφε)} (s, x) ≤ 0,
for almost all ω ∈ Ωτ . As ε tends to zero, we have
ess lim inf
(s,x)→(τ+,ξ)
EFτ
{−dsφ0 −H−(D2φ0,Ddωφ0,Dφ0, φ0, dωφ0)} (s, x) ≤ 0,
for almost all ω ∈ Ωτ , with φ0(s, x) = e−λsφ˜(s, x). Straightforward calculations yield
ess lim inf
(s,x)→(τ+,ξ)
EFτ
{
−dsφ˜−K(D2φ˜,Ddωφ˜,Dφ˜, φ˜, dωφ˜)
}
(s, x) ≤ 0,
for almost all ω ∈ Ωτ , which finally implies that u˜ is a viscosity subsolution of BSPDE (4.4).
Remark 4.2. Here, the definition of viscosity solution in 4.2 is different from that of [30] as
we employ the test functions from C 3
F
, which have stronger regularity than those in [30]. This
is to overcome the difficulties arising from the non-convexity of the game and the nonlinear
dependence of function f on unknown variables. In principle, the stronger regularity of test
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functions here makes the existence of viscosity solution tractable while increasing the difficulties
for the uniquness. On the other hand, these finer test functions allow us to define the viscosity
solution equivalently, by replacing the relations (4.1) and (4.2) respectively by the following
ess lim inf
s→τ+
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ) ≤ 0, (4.5)
for almost all ω ∈ Ωτ , and
ess lim sup
s→τ+
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ) ≥ 0, (4.6)
for almost all ω ∈ Ωτ .
In fact, the relations (4.5) and (4.6) straightforwardly indicate (4.1) and (4.2) respectively,
and for the equivalence, we need only to show how to derive (4.5) and (4.6) from (4.1) and (4.2)
respectively. We may use contradiction arguments. Suppose (4.1) is holding, while (4.5) is not
true. Then for some φ ∈ GV (τ, ξ; Ωτ ), there exist ε > 0, δ˜ > 0, T0 ∈ (0, T ), and Ω′τ ⊂ Ωτ such
that Ω′τ ∈ Fτ , {τ < T0} ⊂ Ω′τ , P(Ω′τ ) > 0 and
essinf
s∈[τ,τ+δ˜∧T0]
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ) ≥ ε, a.e. in Ω′τ .
Then for each δ ∈ (0, δ˜),
1
δ
∫ τ+δ∧T0
τ
essinf
s∈[τ,τ+δ˜∧t]
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ) dt
≥ ε · (τ + δ ∧ T0)− τ
δ
, a.e. in Ω′τ ,
and thus, recalling (4.3), we have for each ρ ∈ (0, 1),
(τ + δ ∧ T0)− τ
δ
· ess lim inf
(s,x)→(τ+,ξ)
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, x)
≥ 1
δ
∫ τ+δ∧T0
τ
essinf
(s,xρ)∈[τ,τ+δ∧t]×Bρ(ξ)
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, xρ) dt
≥ 1
δ
∫ τ+δ∧T0
τ
essinf
s∈[τ,τ+δ∧t]
EFτ
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ) dt
− 1
δ
∫ τ+δ∧T0
τ
esssup
(s,xρ)∈[τ,τ+δ∧t]×Bρ(ξ)
EFτ
∣∣∣∣ {−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, xρ)
− {−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, ξ)
∣∣∣∣ dt
≥ ε · (τ + δ ∧ T0)− τ
δ
− 1
δ
∫ τ+δ∧T0
τ
EFτ
[
sup
s∈[0,T0]
∣∣∣ζφs ∣∣∣ · ρ
]
ds
= ε · (τ + δ ∧ T0)− τ
δ
− ρ · (τ + δ ∧ T0)− τ
δ
·EFτ
[
sup
s∈[0,T0]
∣∣∣ζφs ∣∣∣
]
, a.e. in Ω′τ ,
which obviously contradicts with the assumed relation (4.1) when δ and ρ are sufficiently small.
In this way, we prove the equivalence between (4.1) (resp. (4.2)) and (4.5) (resp. (4.6)).
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4.2 Existence of the viscosity solution
Theorem 4.1. Let (A1) hold. The value function V defined by (1.4) is a viscosity solution of
the stochastic Hamilton-Jacobi-Bellmen-Isaacs equation (1.6).
The approaches for the proof mix some BSDE techniques and the obtained dynamic pro-
gramming principle. For some arbitrarily chosen but fixed test function φ ∈ C 3
F
, we put
F (s, x, y, z, θ, γ) = dsφ(s, x) + tr
(
1
2
σσ′(s, x, θ, γ)D2φ(s, x) + σ(s, x, θ, γ)Ddωφ(s, x)
)
+ b′(s, x, θ, γ)Dφ(s, x) + f(s, x, y + φ(s, x), z + σ′(s, x, θ, γ)Dφ(s, x) + dωφ(s, x), θ, γ) .
(4.7)
For each fixed T0 ∈ (0, T ) and δ ∈ (0, 1), we consider the following BSDE defined on the interval
[τ, τ + δ ∧ T0]: {−dY 1,θ,γs = F (s,Xτ,ξ;θ,γs , Y 1,θ,γs , Z1,θ,γs , θs, γs)ds − Z1,θ,γs dWs ,
Y 1,θ,γτ+δ∧T0 = 0 .
(4.8)
It is easy to check that F (s,Xτ,ξ;θ,γs , y, z, θs, γs) is uniformly Lipschitz in (y, z) and F (·, ·, 0, 0, ·, ·) ∈
L2([0, T0];R). Thus, (4.8) has a unique solution (see [23]). On the other hand, we would
note that the function F (s, x, y, z, θs, γs) is not uniformly Lipschitz in x but there exists some
ζφ ∈ S4loc([0, T );R) (recalling (4.3)) such that for all x, x¯ ∈ Rd, y ∈ R, z ∈ Rm, and all
(θ, γ) ∈ Θ× Γ,
|F (s, x, y, z, θs, γs)− F (s, x¯, y, z, θs, γs)| ≤ ζφt |x− x¯|, for a.e. (ω, t) ∈ Ω× [0, T ). (4.9)
Lemma 4.2. For any stopping time τ and any ξ ∈ L2(Ω,Fτ ;Rd), for any s ∈ [τ, τ + δ ∧ T0],
we have the following relationship:
Y 1,θ,γs = G
τ,ξ;θ,γ
s,τ+δ∧T0
[φ(τ + δ ∧ T0,Xτ,ξ;θ,γτ+δ∧T0)]− φ(s,Xτ,ξ;θ,γs ), a.s.. (4.10)
Proof. Recalling the definition of Gτ,ξ;θ,γs,τ+δ∧T0 [φ(τ + δ ∧ T0,X
τ,ξ;θ,γ
τ+δ∧T0
)], we only have to prove that
Y τ,ξ;θ,γs − φ(s,Xτ,ξ;θ,γs ) = Y 1,θ,γs . This can be obtained by applying the Itoˆ-Kunita formula (see
Lemma 4.1 in [30]) to φ(s,Xτ,ξ;θ,γs ).
Now we consider the following BSDE in which the driving process Xτ,ξ;θ,γ is replaced by the
initial value ξ:{−dY 2,θ,γs = F (s, ξ, Y 2,θ,γs , Z2,θ,γs , θs, γs)ds − Z2,θ,γs dWs, s ∈ [τ, τ + δ ∧ T0),
Y 2,θ,γτ+δ∧T0 = 0,
(4.11)
where θ ∈ Θ and γ ∈ Γ.
Lemma 4.3. For every θ ∈ Θ and γ ∈ Γ, we have
∣∣Y 1,θ,γτ − Y 2,θ,γτ ∣∣ ≤ δ 32 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s., (4.12)
where C is independent of δ, T0, and the control processes θ and γ.
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Lemma 4.4. Let (Y 0, Z0) be the solution of the following BSDE:{
− dY 0s = F0(s, ξ, Y 0s , Z0s )ds− Z0sdWs, s ∈ [τ, τ + δ ∧ T0),
Y 0τ+δ∧T0 = 0,
(4.13)
where ξ ∈ L2(Ω,Fτ ;Rd) and F0 is defined as
F0(s, x, y, z) = esssup
θ∈Θ0
essinf
γ∈Γ0
F (s, x, y, z, θ, γ). (4.14)
Then,
esssup
θ∈Θ
essinf
γ∈Γ
Y 2,θ,γτ = Y
0
τ , a.s.. (4.15)
Proof. It is obvious that F0(s, x, y, z) is Lipschitz in (y, z) uniformly w.r.t. (s, x), a.s.. Hence,
(4.13) admits a unique solution. We first introduce the function
F1(s, x, y, z, θ) = essinf
γ∈Γ0
F (s, x, y, z, θ, γ), (s, x, y, z, θ) ∈ [0, T0]× Rd × R× Rm ×Θ0, (4.16)
and consider the BSDE{ − dY 3,θs = F1(s, ξ, Y 3,θs , Z3,θs , θs)ds − Z3,θs dWs, s ∈ [τ, τ + δ ∧ T0),
Y 3,θτ+δ∧T0 = 0,
(4.17)
for θ ∈ Θ. Since, for every θ ∈ Θ, F1(s, x, y, z, θ) is Lipschitz in (y, z), the solution (Y 3,θ, Z3,θ)
uniquely exists. Moreover,
Y 3,θτ = essinf
γ∈Γ
Y 2,θ,γτ , a.s., for any θ ∈ Θ.
Indeed, from the definition of F1 and Proposition B.1(ii) (comparison theorem), we have
Y 3,θτ ≤ essinf
γ∈Γ
Y 2,θ,γτ , a.s., for any θ ∈ Θ.
On the other hand, there exist a measurable function µˆ : [τ, τ + δ ∧ T0]×Rd×R×Rm×Θ→ Γ
such that
F1(s, x, y, z, θ) = F (s, x, y, z, θ, µˆ(s, x, y, z, θ)), for any (s, x, y, z, θ).
Put
µ˜s := µˆ(s, ξ, Y
3,θ
s , Z
3,θ
s , θs), s ∈ [τ, τ + δ ∧ T0],
and we observe that µ˜ ∈ Γ and
F1(s, ξ, Y
3,θ
s , Z
3,θ
s , θs) = F (s, ξ, Y
3,θ
s , Z
3,θ
s , θs, µ˜s), s ∈ [τ, τ + δ ∧ T0].
Then, the uniqueness of the solution of the BSDE yields that (Y 3,θ, Z3,θ) = (Y 2,θ,µ˜, Z2,θ,µ˜), a.s.,
and in particular, Y 3,θτ = Y
2,θ,µ˜
τ , a.s. for any θ ∈ Θ. This implies that
Y 3,θτ = essinf
γ∈Γ
Y 2,θ,γτ , a.s., for any θ ∈ Θ.
Finally, since F0(s, x, y, z) = esssupθ∈Θ0 F1(s, x, y, z, θ), a similar argument as above provides
that
Y 0τ = esssup
θ∈Θ
Y 3,θτ = esssup
θ∈Θ
essinf
γ∈Γ
Y 2,θ,γτ , a.s..
The proof is complete.
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Lemma 4.5. For every θ ∈ Θ, γ ∈ Γ, there holds
EFτ
[∫ τ+δ∧T0
τ
∣∣Y 2,θ,γs ∣∣ds
]
+ EFτ
[∫ τ+δ∧T0
τ
∣∣Z2,θ,γs ∣∣ds
]
≤ δ 32 · C ·
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
a.s.,
where C is a constant independent of δ, T0, and the controls θ and γ. Moreover, we have
EFτ
[∫ τ+δ∧T0
τ
∣∣Y 0s ∣∣ds
]
+ EFτ
[∫ τ+δ∧T0
τ
∣∣Z0s ∣∣ds
]
≤ δ 32 · C ·
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
a.s.,
where C is independent of δ and T0.
Proof of Theorem 4.1. Step 1. We show that V is a viscosity supersolution. First, in view
of Lemma 3.3, we have V ∈ S∞(C(Rd)). And it is obvious that V (T, x) = Φ(x) for all x ∈ Rd,
a.s.. For each φ ∈ GV (τ, ξ; Ωτ ) with τ ∈ T 0, Ωτ ∈ Fτ , P (Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ;Rd), in
view of Remark 4.2, it is sufficient to verify that there holds for almost all ω ∈ Ωτ ,
ess lim inf
s→τ+
EFτ {dsφ+H−(D2φ,Ddωφ,Dφ, φ, dωφ)}(s, ξ) ≤ 0,
i.e.,
ess lim inf
s→τ+
EFτF0(s, ξ, 0, 0) ≤ 0.
Let τˆ be the stopping time corresponding to the fact φ ∈ GV (τ, ξ; Ωτ ). Notice that the definition
of φ ∈ GV (τ, ξ; Ωτ ) indicates that supy∈Rd(φ(t, y) − V (t, y)) = 0 over [τ, τˆ ], and thus, φ(t, y) ≤
V (t, y) a.e. on [τ, τˆ ]×Rd. We may choose T0 ∈ (0, T ) such that P({τ < T0}∩Ωτ ) > 0. W.l.o.g.,
we assume τˆ = T0 and Ωτ ⊂ {τ < T0}.
Thanks to Theorem 3.5 (DPP), we have on Ωτ ,
φ(τ, ξ) = V (τ, ξ) = essinf
µ∈M
esssup
θ∈Θ
G
τ,ξ;θ,µ(θ)
τ,τ+δ∧T0
[
V (τ + δ ∧ T0,Xτ,ξ;θ,µ(θ)τ+δ∧T0 )
]
.
In view of V ≥ φ and the monotonicity property of Gt,x;θ,µ(θ)t,t+δ∧T0 [·], we have on Ωτ ,
essinf
µ∈M
esssup
θ∈Θ
{
G
τ,ξ;θ,µ(θ)
τ,τ+δ∧T0
[φ(τ + δ ∧ T0,Xτ,ξ;θ,µ(θ)τ+δ∧T0 )]− φ(τ, ξ)
} ≤ 0, a.s..
Thus, by Lemma 4.2, it follows that on Ωτ ,
essinf
µ∈M
esssup
θ∈Θ
Y 1,θ,µ(θ)τ ≤ 0, a.s.,
and further, by Lemma 4.3, we have on Ωτ ,
essinf
µ∈M
esssup
θ∈Θ
Y 2,θ,µ(θ)τ ≤ δ
3
2 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s.
Since, essinfγ∈Γ Y
2,θ,γ
τ ≤ Y 2,θ,µ(θ)τ , we obtain on Ωτ ,
esssup
θ∈Θ
essinf
γ∈Γ
Y 2,θ,γτ ≤ essinf
µ∈M
esssup
θ∈Θ
Y 2,θ,µ(θ)τ
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≤ δ 32 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s.,
and Lemma 4.4 implies on Ωτ ,
Y 0τ ≤ δ
3
2 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s., (4.18)
where (Y 0, Z0) is the solution of (4.13). Combining (4.18) and the following relation
Y 0τ = EFτ
[∫ τ+δ∧T0
τ
F0(s, ξ, Y
0
s , Z
0
s ) ds
]
,
we have on Ωτ ,
ess lim inf
δ→0
1
δ
∫ τ+δ∧T0
τ
EFτF0(s, ξ, Y
0
s , Z
0
s ) ds ≤ lim
δ→0
δ
1
2 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
= 0. (4.19)
Then, one can easily deduce that on Ωτ ,
ess lim inf
s→τ+
EFτF0(s, ξ, 0, 0) ≤ 0.
If this is not true, there exists a Ω′τ ∈ Fτ , ǫ > 0 and δ0 > 0, such that Ω′τ ⊂ Ωτ , P(Ω′τ ) > 0, and
for all δ ∈ (0, δ0],
essinf
s∈[τ,τ+δ∧T0]
EFτF0(s, ξ, 0, 0) > ǫ.
Then, by Lipschitz condition and Lemma 4.5, we have on Ω′τ ,
1
δ
∫ τ+δ∧T0
τ
EFτF0(s, ξ, Y
0
s , Z
0
s )ds
> ǫ · 1
δ
· ∣∣((τ + δ) ∧ T0)− τ ∣∣− C
δ
·
{
EFτ
[∫ τ+δ∧T0
τ
|Y 0s |ds
]
+ EFτ
[∫ τ+δ∧T0
τ
|Z0s |ds
]}
> ǫ · 1
δ
· ∣∣((τ + δ) ∧ T0)− τ ∣∣− δ 12 · C ·
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
,
which leads to a contradiction with (4.19) as δ tends to zero. Therefore, the function V is a
viscosity supersolution of (1.6).
Step 2. We prove that V is a viscosity subsolution: for each φ ∈ GV (τ, ξ; Ωτ ) with τ ∈ T 0,
Ωτ ∈ Fτ , P (Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ;Rd), there holds for almost all ω ∈ Ωτ ,
ess lim sup
s→τ+
EFτ {dsφ+H−(D2φ,Ddωφ,Dφ, φ, dωφ)}(s, ξ) ≥ 0. (4.20)
Let τˆ be the stopping time corresponding to φ ∈ GV (τ, ξ; Ωτ ). Notice that the definition of
φ ∈ GV (τ, ξ; Ωτ ) indicates that φ(t, y) ≥ V (t, y) a.e. on [τ, τˆ ]× Rd.
Let us suppose that the relation (4.20) is not true. Then there exists some k > 0, Ω′τ ∈ Fτ ,
and δ0 ∈ (0, 1), such that Ω′τ ⊂ Ωτ , P(Ω′τ ) > 0, and there holds on Ω′τ ,
esssup
s∈[τ,τ+δ0∧T ]
F0(s, ξ, 0, 0) = esssup
s∈[τ,τ+δ0∧T ]
esssup
θ∈Θ
essinf
γ∈Γ
F (s, ξ, 0, 0, θ, γ) ≤ −k < 0. (4.21)
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Again, we may choose T0 ∈ (0, T ) such that P({τ < T0} ∩ Ω′τ ) > 0. W.l.o.g., we assume τˆ = T0
and Ωτ = Ω
′
τ = Ω. The measurable selection theorem (see Theorem A.1) allows us to find a
measurable function ψ : Θ→ Γ such that
F (s, ξ, 0, 0, θ, ψ(θ)) ≤ −k
2
, a.e. on [τ, τ + δ0 ∧ T0], for all θ ∈ Θ. (4.22)
For each δ ∈ (0, δ0), due to the DPP (see Theorem 3.5), we have
φ(τ, ξ) = V (τ, ξ) = essinf
µ∈M
esssup
θ∈Θ
G
τ,ξ;θ,µ(θ)
τ,τ+δ∧T0
[V (τ + δ ∧ T0,Xτ,ξ;θ,µ(θ)τ+δ∧T0 )], a.s.,
and from V ≤ φ and the monotonicity property of Gt,x;θ,µ(θ)t,t+δ∧T0 [·], it holds that
essinf
µ∈M
esssup
θ∈Θ
{
G
τ,ξ;θ,µ(θ)
τ,τ+δ∧T0
[φ(τ + δ ∧ T0,Xτ,ξ;θ,µ(θ)τ+δ∧T0 )]− φ(τ, ξ)
} ≥ 0, a.s..
Thus, by Lemma 4.2, it follows that
essinf
µ∈M
esssup
θ∈Θ
Y 1,θ,µ(θ)τ ≥ 0, a.s.,
and, in particular,
esssup
θ∈Θ
Y 1,θ,ψ(θ)τ ≥ 0, a.s.
Given an arbitrary ǫ > 0, we can choose θǫ ∈ Θ such that Y 1,θǫ,ψ(θǫ)τ ≥ −ǫδ. From Lemma 4.3,
we further have
Y 2,θ
ǫ,ψ(θǫ)
τ ≥ −ǫδ − δ
3
2 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s.. (4.23)
Notice that
Y 2,θ
ǫ,ψ(θǫ)
τ = EFτ
[∫ τ+δ∧T0
τ
F (s, ξ, Y 2,θ
ǫ,ψ(θǫ)
s , Z
2,θǫ,ψ(θǫ)
s , θ
ǫ, ψ(θǫ))ds
]
.
This together with the Lipschitz condition of F , (4.22) and Lemma 4.5 indicates that
Y 2,θ
ǫ,ψ(θǫ)
τ ≤EFτ
[∫ τ+δ∧T0
τ
(
L|Y 2,θǫ,ψ(θǫ)s |+ L|Z2,θ
ǫ,ψ(θǫ)
s |+ F (s, ξ, 0, 0, θǫ, ψ(θǫ)
)
ds
]
≤ − 1
2
kδ + δ
3
2 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
, a.s. (4.24)
Combining (4.23) and (4.24), we have
− δ 12 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
− ǫ
≤ δ 12 · C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
− 1
2
k.
Letting δ ↓ 0 and then ǫ ↓ 0, we deduce that k ≤ 0, which incurs a contradiction.
Remark 4.3. Similarly, we can prove that U defined by (1.5) is a viscosity solution of (1.7).
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5 Uniqueness of the viscosity solution
5.1 A comparison theorem
Due to the non-convexity of the games, it is not appropriate to prove the minimization of the
value function as a viscosity solution. Instead, we prove straightforwardly a comparison result,
which is strategically different from proofs in [30].
Let
ρ(x) =

c˜ e
1
|x|2−1 if |x| < 1;
0 otherwise;
with c˜ :=
(∫
|x|<1
e
1
x2−1 dx
)−1
, (5.1)
and set
h(x) =
∫
Rd
∫
Rd
1{|y|>2} (|y| − 2) ρ(z − y)ρ(x− z) dydz, x ∈ Rd;
φδ(x) =
∫
Rd
φ(z)ρ
(
x− z
δ
)
· 1|δ|d dz, (x, δ) ∈ R
d × (0,∞), φ ∈ C(Rd). (5.2)
Then the function h(x) is convex and continuously infinitely differentiable with h(0) = 0, h(x) >
0 whenever |x| > 0, and there exists a constant α0 such that
h(x) > |x| − 3, |Dh(x)| + |D2h(x)| ≤ α0, for any x ∈ Rd. (5.3)
And the theory of identity approximations indicates that for each δ > 0, the function φδ is
smooth with ‖φδ‖C(Rd) ≤ ‖φ‖C(Rd), and φδ converges to φ uniformly on any compact set of Rd.
In Definition 4.2, we use the test functions from C 3
F
that are logically finer than those in [30],
to overcome the difficulties from the non-convexity of the game and the nonlinear dependence of
function f on unknown variables. In principle, the stronger regularity of test functions increases
the difficulties for the uniqueness. To reduce the impact of the finer test functions, we use some
approximations and introduce the following function space.
Definition 5.1. For u ∈ S∞(C(Rd)) with Du, D2u ∈ S4loc([0, T );C(Rd)), we say u ∈ C 2,LipF if
it holds that:
(i) there is Lu > 0 such that a.s., |u(t, x)−u(t, x¯)| ≤ Lu|x− x¯| for all (t, x, x¯) ∈ [0, T ]×Rd×Rd;
(ii) there exists (dtu, dωu) ∈ S4loc([0, T );C(Rd))× S4loc([0, T );C1(Rd)) such that a.s.,
u(r, x) = u(T0, x)−
∫ T0
r
dsu(s, x) ds −
∫ T0
r
dωu(s, x) dWs, for all 0 ≤ r ≤ T0 < T, x ∈ Rd.
Theorem 5.1. Let (A1) hold and u be a viscosity subsolution (resp. supersolution) of BSPDE
(1.6) and φ ∈ C 2,Lip
F
with (u− φ)+ ∈ S∞(C(Rd)) (resp. (φ− u)+ ∈ S∞(C(Rd))). Suppose there
is a number λ > 0 such that φ(T, x) − Φ(x) ≥ λ (resp. ≤ −λ), for all x ∈ Rd a.s. and with
probability 1,
ess lim inf
s→t+
EFt
{−dsφ(s, y)−H−(D2φ,Ddωφ,Dφ, φ, dωφ)(s, y)} ≥ 0
(resp. ess lim sup
s→t+
EFt
{−dsφ(s, y)−H−(D2φ,Ddωφ,Dφ, φ, dωφ)(s, y)} ≤ 0),
for all (t, y) ∈ [0, T )× Rd. It holds a.s. that u(t, x) ≤ (resp. ≥)φ(t, x), ∀(t, x) ∈ [0, T ]× Rd.
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Proof. We argue by contradiction. Suppose that with a positive probability, u(t, x¯) > φ(t, x¯) at
some point (t, x¯) ∈ [0, T )× Rd. Define φδ as in (5.2):
φδ(s, x) =
∫
Rd
φ(s, z)ρ
(
x− z
δ
)
· 1|δ|d dz, (s, x, δ) ∈ [0, T ]× R
d × (0,∞).
Notice that a.s. |φ(s, x)− φδ(s, x)| ≤ Lφδ for all (s, x, δ) ∈ [0, T ]×Rd× (0,∞). Accordingly, set
φ(δ) = φδ + δL
φ.
Then there exist (δ0, ε0) ∈ (0, 1)× (0,∞), such that P(u(t, x¯) > φ(δ)(t, x¯)) > ε0 for all δ ∈ (0, δ0).
Moreover, there exists κ > 0 such that P(Ωt) > 0 with Ωt ⊂ {u(t, x¯) − φ(δ)(t, x¯) > κ} for all
δ ∈ (0, δ0). Furthermore, for any ε ∈ (0, 1), there exists ξt ∈ L0(Ωt,Ft;Rd) such that
α := u(t, ξt)−φ(δ)(t, ξt)−εh(ξt−x¯) = max
x∈Rd
{u(t, x)−φ(δ)(t, x)−εh(x−x¯)} ≥ κ for almost all ω ∈ Ωt,
where the existence and the measurability of ξt follow from the measurable selection (see Theo-
rem A.1), the linear growth of function h(x) (see (5.3)) and the fact that (u−φ(δ))+ ∈ S∞(C(Rd))
(because (u− φ)+ ∈ S∞(C(Rd))).
Note that t, κ and Ωt may be independent of (ε, δ), and that a.s. φ
(δ)(r, x) ≥ φ(r, x) for all
(r, x) ∈ [0, T ]× Rd with φ(δ) ∈ C 3
F
. W.l.o.g, we take Ωt = Ω in what follows. Denote
Λ = ‖(u− φ)+‖S∞(C(Rd)) + 2‖φ‖S∞(C(Rd)).
It is obvious that α ≤ ‖(u− φ(δ))+‖S∞(C(Rd)) ≤ Λ + Lφ.
For each s ∈ (t, T ], choose an Fs-measurable variable ξs such that(
u(s, ξs)− φ(δ)(s, ξs)− εh(ξs − x¯)
)+
= max
x∈Rd
(
u(s, x)− φ(δ)(s, x)− εh(x− x¯)
)+
= max
x∈Rd
(
(u(s, x)− φ(δ)(s, x))+ − εh(x− x¯)
)+
. (5.4)
Set
Ys = (u(s, ξs)− φ(δ)(s, ξs)− εh(ξs − x¯))+ + α(s− t)
2(T0 − t) ;
Zs = esssup
τ∈T s
EFs [Yτ ],
where we recall that T s denotes the set of stopping times valued in [s, T ]. Then for s ≥ t,
Ys ≤ Zs ≤ Λ+ Lφ + α, a.s..
As (u− φ(δ))+ ∈ S∞(C(Rd)), it follows obviously the time-continuity of
max
x∈Rd
(
(u(s, x) − φ(δ)(s, x))+ − εh(x− x¯)
)+
and thus that of
(
u(s, ξs)− φ(δ)(s, ξs)− εh(ξs − x¯)
)+
. Therefore, the process (Ys)t≤s≤T has
continuous trajectories. Define τ = inf{s ≥ t : Ys = Zs}. In view of the optimal stopping
theory, observe that
EFtYT =
α
2
< α = Yt ≤ Zt = EFtYτ = EFtZτ .
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Then, we have
α
2
+ (Λ + Lφ + α)P(τ < T ) ≥ E[Zt] ≥ α,
and thus, P(τ < T ) ≥ α
2(Λ+Lφ+α)
≥ κ
4Λ+4Lφ
> 0.
Notice that
(u(τ, ξτ )− φ(δ)(τ, ξτ )− εh(ξτ − x¯))+ + α(τ − t)
2(T − t) = Zτ ≥ EFτ [YT ] =
α
2
. (5.5)
Define
τˆ = inf{s ≥ τ : (u(s, ξs)− φ(δ)(s, ξs)− εh(ξs − x¯))+ ≤ 0}.
Obviously, τ ≤ τˆ ≤ T . Put Ωτ = {τ < τˆ}. Then Ωτ ∈ Fτ . In view of relation (5.5) and the
definition of τˆ , we have further Ωτ = {τ < τˆ} = {τ < T}, and P(Ωτ ) ≥ κ4Λ+4Lφ > 0.
Define
Tˆ = inf{s : max
(r,x)∈[s,T ]×Rd
(u(r, x) − φ(r, x) − εh(x− x¯))+ ≤ 0}.
Then Tˆ is not a stopping time but a random variable that does not depend on δ. As φ(δ)(r, x) ≥
φ(r, x) for all (r, x) ∈ [0, T ]× Rd a.s. and
u(T, x)− φ(δ)(T, x)− εh(x− x¯) ≤ u(T, x)− φ(T, x)− εh(x− x¯)
≤ Φ(x)− φ(T, x)− εh(x − x¯) ≤ −λ < 0, for all x ∈ Rd,
we have {Tˆ < T} = Ω and Ωτ = {τ < τˆ ≤ Tˆ < T}.
Set
γ(δ)(s, x) = φ(δ)(s, x) + εh(x− x¯)− α(s− t)
2(T − t) + EFsYτ .
Then γ(δ) ∈ C 3
F
as φ(δ) ∈ C 3
F
. For each τ¯ ∈ T τ , 1 we have for almost all ω ∈ Ωτ ,
(
γ(δ) − u
)
(τ, ξτ ) = 0 = Yτ − Zτ ≤ Yτ −EFτ [Yτ¯∧τˆ ] = EFτ
[
inf
y∈Rd
(γ(δ) − u)(τ¯ ∧ τˆ , y)
]
,
which together with the arbitrariness of τ¯ implies that γ(δ) ∈ Gu(τ, ξτ ; Ωτ ). In view of Remark
4.1, w.l.o.g., we may assume that H−(t, x,A,B, p, y, ξ) is decreasing in y. As u is a viscosity
subsolution, it holds that for almost all ω ∈ Ωτ ,
0 ≥ ess lim inf
s→τ+
EFτ
{
−dsγ(δ)(s, ξτ )−H−(D2γ(δ),Ddωγ(δ),Dγ(δ), γ(δ), dωγ(δ))(s, ξτ )
}
=
α
2(T − t)
+ ess lim inf
s→τ+
EFτ
{
− dsφ(δ)(s, ξτ )−H−(D2φ(δ) + εD2h,Ddωφ(δ),Dφ(δ) + εDh,
φ(δ) + εh, dωφ
(δ))(s, ξτ )
}
≥ κ
2(T − t)
+ ess lim inf
s→τ+
EFτ
{
− dsφ(δ)(s, ξτ )−H−(D2φ(δ) + εD2h,Ddωφ(δ),Dφ(δ) + εDh,
1Recall that T τ denotes the set of stopping times ζ satifying τ ≤ ζ ≤ T as defined in Section 2.2.
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φ(δ), dωφ
(δ))(s, ξτ )
}
(5.6)
≥ ess lim inf
s→τ+
EFτ
{
−dsφ(δ)(s, ξτ )−H−(D2φ(δ),Ddωφ(δ),Dφ(δ), φ(δ), dωφ(δ))(s, ξτ )
}
+
κ
2(T − t) − εC(L)α0 (5.7)
where we note that the relation (5.7) is based on the Lipchitz-continuity of H−(t, x,A,B, p, y, ξ)
with respect to A and p while in (5.6) we use the monotonicity of H−(t, x,A,B, p, y, ξ) in y
instead of the Lipchitz-continuity due to the unboundedness of function h(x). Here, α0 is from
(5.3).
Setting ε = 12 ∧ κ4(T−t)C(L)α0 and
ηs(δ) = EFτ
{
−dsφ(δ)(s, ξτ )−H−(D2φ(δ),Ddωφ(δ),Dφ(δ), φ(δ), dωφ(δ))(s, ξτ )
}
,
ηs = EFτ
{−dsφ(s, ξτ )−H−(D2φ,Ddωφ,Dφ, φ, dωφ)(s, ξτ )} ,
and recalling Ωτ = {τ < τˆ ≤ Tˆ < T}, Ω = {Tˆ < T}, and φ,Dφ,D2φ, dsφ, dωφ,Ddωφ ∈
S4loc([0, T );C(Rd)), we have for all s ≤ Tˆ ,
|ηs(δ) − ηs| ≤ C
(
|D2φ−D2φ(δ)|+ |Dφ−Dφ(δ)|+ |φ− φ(δ)|
+ |Ddωφ−Ddωφ(δ)|+ |dωφ− dωφ(δ)|+ |dsφ(δ) − dsφ|
)
(s, ξτ ), a.s.,
with the right hand side being continuous in time. Moreover, the time-spatial continuity yields
that with probability 1,
ess lim sup
s→τ+
|ηs(δ) − ηs| · 1Ωτ = |ητ (δ)− ητ | · 1Ωτ , and lim
δ→0+
|ητ (δ) − ητ | · 1Ωτ = 0. (5.8)
Here, we note that even though τ depends on δ, we have Ωτ = {τ < Tˆ} while Tˆ does not depend
on δ with P(Tˆ < T ) = 1. Notice that on Ωτ ,
ess lim inf
s→τ+
ηs(δ) ≥ ess lim inf
s→τ+
ηs−ess lim sup
s→τ+
|ηs(δ)−ηs| = ess lim inf
s→τ+
ηs−|ητ (δ)−ητ | ≥ 0−|ητ (δ)−ητ |.
Then we conclude from (5.7) that for all δ ∈ (0, δ0),
|ητ (δ) − ητ | ≥ κ
4(T − t) , a.e. on Ωτ ,
and
E
[
κ
(T − t) ∧ |ητ (δ)− ητ | · 1Ωτ
]
≥ κ
4(T − t) · P(Ωτ ) ≥
κ
4(T − t) ·
κ
4Λ + 4Lφ
,
which obviously contradicts with the fact that combining the dominated convergence theorem
and (5.8) gives
lim
δ→0+
E
[
κ
(T − t) ∧ |ητ (δ)− ητ | · 1Ωτ
]
= 0.
The proof is similar for the case when u is a viscosity supersolution of BSPDE (1.6).
Remark 5.1. Due to the lack of spatial integrability of V (or V possibly being nonzero at infin-
ity), we introduce a penalty function h in the above proof to ensure the existence of maximums
(for instance, in (5.4)).
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5.2 Uniqueness of the viscosity solution
We first discuss the uniqueness under an assumption allowing for possibly degenerate diffusion
coefficients σ:
(A2) the diffusion coefficient σ : [0, T ]→ Rd×m does not depend on (ω, x, θ, γ) ∈ Ω×Rd×Θ0×Γ0.
We note that under assumptions (A1) and (A2), we have for (t, x,A,B, p, y, ξ) ∈ [0, T ] ×
R
d × Rd×d × Rm×d × Rd × R× Rm,
H−(t, x,A,B, p, y, ξ) = tr
(
1
2
σ(t)σ′(t)A+ σ(t)B
)
+ esssup
θ∈Θ0
essinf
γ∈Γ0
{
b′(t, x, θ, γ)p + f(t, x, y, ξ + σ′(t)p, θ, γ)
}
,
H+(t, x,A,B, p, y, ξ) = tr
(
1
2
σ(t)σ′(t)A+ σ(t)B
)
+ essinf
γ∈Γ0
esssup
θ∈Θ0
{
b′(t, x, θ, γ)p + f(t, x, y, ξ + σ′(t)p, θ, γ)
}
.
Theorem 5.2. Let assumptions (A1) and (A2) hold. The viscosity solution to BSPDE (1.6)
is unique in S∞(C(Rd)).
Proof. Define
V =
{
φ ∈ C 2,Lip
F
: φ− ∈ S∞(C(Rd)), φ(T, x) −G(x) ≥ ε, ∀x ∈ Rd, a.s. for some ε > 0, and
ess lim inf
s→t+
EFt
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, y) ≥ 0, a.s.,
∀(t, y) ∈ [0, T )× Rd
}
,
V =
{
φ ∈ C 2,Lip
F
: φ+ ∈ S∞(C(Rd)), G(x) − φ(T, x) ≥ ε, ∀x ∈ Rd, a.s. for some ε > 0, and
ess lim sup
s→t+
EFt
{−dsφ−H−(D2φ,Ddωφ,Dφ, φ, dωφ)} (s, y) ≤ 0, a.s.,
∀(t, y) ∈ [0, T )× Rd
}
and set
u = essinf
φ∈V
φ, u = esssup
φ∈V
φ.
Notice that for each (φ, φ) ∈ V ×V , we have φ− ∈ S∞(C(Rd)) and φ+ ∈ S∞(C(Rd)). For each
viscosity solution u ∈ S∞(C(Rd)), we have (u− φ)+ ∈ S∞(C(Rd)) and (φ− u)+ ∈ S∞(C(Rd)),
and Theorem 5.1 indicates that u ≤ u ≤ u. Therefore, for the uniqueness of viscosity solution,
it is sufficient to check u = V = u.
For each fixed ε ∈ (0, 1), select (Φε, f ε, bε) and (ΦN , fN , bN ) as in Lemma 2.1; we do not
need the approximations for σ here.
Let (Ω′,F ′, {F ′t}t≥0,P′) be another complete filtered probability space which carries a
d−dimensional standard Brownian motion B = {Bt : t ≥ 0} with {F ′t}t≥0 generated by B
and augmented by all the P′-null sets in F ′. Set
(Ω¯, F¯ , {F¯t}t≥0, P¯) = (Ω× Ω′,F ⊗F ′, {Ft ⊗F ′t}t≥0,P⊗ P′).
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Then B and W are independent on (Ω¯, F¯ , {F¯t}t≥0, P¯) and it is easy to see that all the theory
established in previous sections still hold on the enlarged probability space.
Recalling the standard theory of backward SDEs (see [2] for instance), let the pairs (Y ε, Zε) ∈
S2
F
(R)× L2
F
(Rm) and (y, z) ∈ S2
F ′
(R)× L2
F ′
(Rd) be the solutions of backward SDEs
Y εs = G
ε +
∫ T
s
(f εt +Kb
ε
t) dt−
∫ T
s
Zεt dWt,
and
ys = |BT |+
∫ T
s
|Bt| dt−
∫ T
s
zt dBt,
respectively, and for each (s, x) ∈ [0, T ) ×Rd, set
V ε(s, x) = essinf
µ∈M
esssup
θ∈Θ
G
N,s,x;θ,µ(θ)
s,T
[
ΦN
(
Wt1 , · · · ,WtN ,Xs,x;θ,µ(θ),NT
) ]
.
Here, the value of constant K is to be determined, the process X
s,x;θ,µ(θ),N
t satisfies SDE{
dXt = bN (Wt1∧t, · · · ,WtN∧t, t,Xt, θt, µ(θ)(t))dt+ σ(t) dWt + δN dBt t ∈ [s, T ];
Xs = x,
with δN being a positive constant, and we adopt the (backward) semigroup
GN,s,x;θ,γt,T [η] := Y
s,x;θ,γ
t , t ∈ [s, T ],
with Y
s,x;θ,γ
together with Z
s,x;θ,γ
and Z˜s,x;θ,γ satisfies the following BSDE:

−dY s,x;θ,γt = fN
(
Wt1∧t, · · · ,WtN∧t, t,Xs,x;θ,µ(θ),Nt , Y
s,x;θ,γ
t , Z
s,x;θ,γ
t , θt, γt
)
dt
− Zs,x;θ,γt dWt − Z˜s,x;θ,γt dBt, t ∈ [s, T ];
Y
s,x;θ,γ
T = η.
(5.9)
The theory of stochastic differential games (see [5]) yields that when s ∈ [tN−1, T ), we have
V ε(s, x) = V˜ ε(s, x,Wt1 , · · · ,WtN−1 ,Ws) with
V˜ ε(s, x,Wt1 , · · · ,WtN−1 , y)
= essinf
µ∈M
esssup
θ∈Θ
G
N,s,x;θ,µ(θ)
s,T
[
ΦN
(
Wt1 , · · · ,WtN ,Xs,x;θ,µ(θ),NT
)] ∣∣∣
Ws=y
satisfying the following semilinear superparabolic HJBI equation:

−Dtu(t, x, y) = 1
2
tr(D2yyu(t, x, y)) +
δ2N
2
tr(D2xxu(t, x, y))
+ tr
(1
2
σσ′(t)D2xxu(t, x, y) + σ(t)D
2
xyu(t, x, y)
)
+ esssup
θ∈Θ0
essinf
γ∈Γ0
{
b′N (Wt1 , · · · ,WtN−1 , y, t, x, θ, γ)Dxu(t, x, y)
+ fN (Wt1 , · · · ,WtN−1 , y, t, x, , u(t, x, y), (Dyu+ σ′Dxu)(t, x, y), θ, γ)
}
,
(t, x, y) ∈ [tN−1, T )×Rd × Rm;
u(T, x, y) = ΦN(Wt1 , · · · ,WtN−1 , y, x), (x, y) ∈ Rd × Rm,
(5.10)
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and the theory of parabolic PDEs gives
V˜ ε(·, ·,Wt1 , · · · ,WtN−1 , ·) ∈ L∞
(
Ω,FtN−1 ;C
1+ α¯
2
,2+α¯([tN−1, T )× Rd) ∩ C([tN−1, T ]× Rd)
)
,
for some α¯ ∈ (0, 1), where the time-space Ho¨lder space C1+ α¯2 ,2+α¯([tN−1, T ) × Rd) is defined
as usual. We can make similar arguments on time interval [tN−2, tN−1) taking the obtained
V ε(tN−1, x) as the terminal value and recursively on the intervals [tN−3, tN−2), · · · , [0, t1). Then,
applying the Itoˆ-Kunita formula to V˜ ε(s, x,Wt1 , · · · ,WtN−1 , y) on [tN−1, T ] yields that

−dV ε(t, x− δNBt) = tr
(1
2
σ(t)σ′(t)D2xxV
ε(t, x− δNBt)
+ σ(t)D2xyV˜
ε(t, x− δNBt,Wt1 , · · · ,WtN−1 ,Wt)
)
+esssup
θ∈Θ0
essinf
γ∈Γ0
{
b′N (Wt1 , · · · ,WtN−1 ,Wt, t, x− δNBt, θ, γ)DxV ε(t, x− δNBt)
+fN (Wt1 , · · · ,WtN−1 ,Wt, t, x− δNBt, V ε, (DyV˜ ε + σ′DxV ε), θ, γ)
}
−DyV˜ ε(t, x− δNBt,Wt1 , · · · ,WtN−1 ,Wt) dWt + δNDxV ε(t, x− δNBt) dBt,
V ε(T, x− δNBT ) = ΦN(Wt1 , · · · ,WtN−1 ,WT , x− δNBT ).
(5.11)
In view of the approximations in Lemma 2.1 and with an analogy to Lemma 3.3, there exists
L˜ > 0 such that
max
(t,x)∈[0,T ]×Rd
{|DV ε(t, x)|} ≤ L˜, a.s.
with L˜ being independent of ε and N . Set K = L˜ and
V
ε
(s, x) = V ε(s, x− δNBs) + Y εs + δN K¯ys + ε,
V ε(s, x) = V ε(s, x− δNBs)− Y εs − δN K¯ys − ε,
with K¯ = 4L(L˜+ 1) and L the constant in (A1).
By assumption (A1), we have
|b(t, x, v) − b(t, x− δNBt, v)| + |f(t, x, y, p, θ, γ)− f(t, x− δNBt, y, p, θ, γ)| ≤ 2δNL|Bt|,
|G(x) −G(x− δNBT )| ≤ δNL|BT |.
Also, by Remark 4.1, we may, w.l.o.g., assume that H−(t, x,A,B, p, y, ξ) is decreasing in y. Then
for V
ε
on [tN−1, T ), omitting the inputs for some involved functions, we have
− dtV ε −H−(D2V ε,DdωV ε,DV ε, V ε, dωV ε)
= −dtV ε − tr
(1
2
σσ′D2xxV
ε
+ σDxdωV
ε
)
− esssup
θ∈Θ0
essinf
γ∈Γ0
{
(bN )
′DV
ε
+ fN + f ε + L˜bε + δN K¯|Bt|
+ (b− bN )′DV ε − bεL˜+ f − fN − f ε − δNK¯|Bt|
}
≥ −dtV ε − tr
(1
2
σσ′D2xxV
ε
+ σDxdωV
ε
)
− esssup
θ∈Θ0
essinf
γ∈Γ0
{
(bN )
′DV
ε
+ fN + f ε + L˜bε + δN K¯|Bt|
}
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= 0, (5.12)
and it follows similarly on intervals [tN−2, tN−1), . . . , [0, t1) that
−dtV ε −H−(D2V ε,DdωV ε,DV ε, V ε, dωV ε) ≥ 0,
which together with the obvious relation V
ε
(T ) = Φε+ΦN + δK¯ |BT |+ ε ≥ Φ+ ε indicates that
V
ε ∈ V . Analogously, V ε ∈ V .
Now let us measure the distance between V ε, V
ε
and V . By the estimates for solutions of
backward SDEs (see [2, Proposition 3.2] for instance), we first have
‖Y ε‖S4(R) + ‖Zε‖L4(Rm) ≤ C
(
‖Φε‖L4(Ω,FT ;R) + ‖f ε + L˜bε‖L4(R)
)
≤ C(1 + L˜)ε,
with the constant C independent of N and ε. Fix some (s, x) ∈ [0, T ) × Rd. In view of the
approximation in Lemma 2.1, using Itoˆ’s formula, Burkholder-Davis-Gundy’s inequality, and
Gronwall’s inequality, we have through standard computations that for any θ ∈ U ,
EFs
[
sup
s≤t≤T
∣∣∣Xs,x;θ,µ(θ),Nt −Xs,x;θ,µ(θ)t ∣∣∣2
]
≤ K˜
(
δ2N + EFs
∫ T
s
∣∣∣bN (W˜t1∧t, · · · , W˜tN∧t, t,Xs,x;θ,µ(θ),Nt , θt)− b(t,Xs,x;θ,µ(θ),Nt , θt)∣∣∣2 dt
)
≤ K˜
(
δ2N + EFs
∫ T
s
|bεt |2 dt
)
,
with K˜ being independent of s, x, N , ε and θ. Then the standard estimates for solutions of
BSDEs gives
E
[
|V ε(s, x)− V (s, x)|2
]
≤CE
[
esssup
(θ,µ)∈Θ×M
EFs
[ ∫ T
s
(
|f εt |2 + L2
∣∣∣Xs,x;θ,µ(θ),Nt −Xs,x;θ,µ(θ)t ∣∣∣2) dt
+ |Φε|2 + L2
∣∣∣Xs,x;θ,µ(θ),NT −Xs,x;θ,µ(θ)T ∣∣∣2
]]
≤CE
[
esssup
(θ,µ)∈Θ×M
EFs
[ ∫ T
s
(
|f εt |2 + |bεt |2
)
dt+ |Φε|2 + |δN |2
]]
≤C
(
E
[∫ T
s
(
|f εt |4 + |bεt |4
)
dt+ |Φε|4
])1/2
+ C|δN |2
≤K0
(
ε2 + |δN |2
)
,
with the constant K0 being independent of N , ε and (s, x). Furthermore, in view of the defini-
tions of V
ε
and V ε, there exists some constant K1 independent of ε and N such that
E
∣∣V ε(s, x)− V (s, x)∣∣2 + E |V ε(s, x)− V (s, x)|2 ≤ K1 (ε2 + |δN |2) , ∀ (s, x) ∈ [0, T ]× Rd.
The arbitrariness of (ε, δN ) together with the relation V
ε ≥ V ≥ V ε finally implies that u =
V = u.
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Remark 5.2. In view of the above proof, we may see that the condition (A2) is assumed
because of the possible degenerateness and the lack of certain estimates for D2xxV and DxdωV .
The lack of such estimates and the superparabolicity prevent us from using the perturbations
of σ, which is why σ may not depend on (ω, x, θ, γ) in (A2).
We may now consider the superparabolic cases. In a similar way to [30], we first decompose
the Wiener process W = (W˜ , W¯ ) with W˜ and W¯ being two mutually independent and respec-
tively, m0 and m1(= m−m0) dimensional Wiener processes. We also adopt the decomposition
σ = (σ˜, σ¯) with σ˜ and σ¯ valued in Rd×m0 and Rd×m1 respectively for the controlled diffusion
coefficient σ, and associated with (W˜ , W¯ ). Denote by {F˜t}t≥0 the natural filtration generated
by W˜ and augmented by all the P-null sets. Then we say the superparabolicity holds if
(i) For each (t, x, y, z, θ, γ) ∈ [0, T ] × Rd × R × Rm × Θ0 × Γ0, G(x) is F˜T -measurable and for
the random variables h = bi(t, x, θ, γ), f(t, x, y, z, θ, γ), i = 1, ·, d,
h : Ω→ R is F˜t-measurable;
(ii) The diffusion coefficient σ = (σ˜, σ¯) : [0, T ]×Rd ×Θ0 × Γ0 → Rd×m is continuous and does
not depend on ω, and there exists λ ∈ (0,∞) such that
d∑
i,j=1
m1∑
k=1
σ¯ikσ¯jk(t, x, θ, γ)ξiξj ≥ λ|ξ|2 ∀ (t, x, θ, γ, ξ) ∈ [0, T ]× Rd ×Θ0 × Γ0 × Rd.
In fact, instead of (A2), we may assume that there hold the superparabolicity and either of
the following three conditions:
(A2∗) the diffusion coefficient σ : [0, T ]×Rd×Θ0 → Rd×m does not depend on (ω, γ) ∈ Ω×Γ0.
(A2∗∗) the diffusion coefficient σ : [0, T ]×Rd×Γ0 → Rd×m does not depend on (ω, θ) ∈ Ω×Θ0.
(A2∗∗∗) d ≤ 2 and the diffusion coefficient σ : [0, T ] × Rd × Θ0 × Γ0 → Rd×m does not depend
on ω ∈ Ω.
In either of these three cases, one does not need to enlarge the probability space to introduce
another independent Wiener process B. Instead, for the cases of (A2∗) and (A2∗∗), one may
utilize the C1+
α¯
2
,2+α¯−estimate (for some α¯ ∈ (0, 1)) of viscosity solutions to deterministic HJB
equations (see [35, Proposition 3.7] and [19, Theorem 1.1] for instance), while for the case of
(A2∗∗∗), one may use the C1,2−estimate (that is actually sufficient) of viscosity solutions to
deterministic HJBI equations (see [27, Lemma 6.5] for instance). The proofs will then follow in
a similar way to that of [30, Theorem 5.6], and they are omitted.
A Measurable selection theorem
The following measurable selection theorem is referred to [34].
Theorem A.1. Let (Λ,M ) be a measurable space equipped with a nonnegative measure µ and
let (O,B(O)) be a polish space. Suppose F is a set-valued function from Λ to B(O) satisfying:
(i) for µ-a.e. λ ∈ Λ, F (λ) is a closed nonempty subset of O; (ii) for any open set O ⊂ O,
{λ : F (λ) ∩ O 6= ∅} ∈ M . Then there exists a measurable function f : (Λ,M ) → (O,B(O))
such that for µ-a.e. λ ∈ Λ, f(λ) ∈ F (λ).
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B A result on BSDEs
The following proposition summarizes the standard wellposedness and comparison principle of
BSDEs, whose proofs can be found in [2, 12, 23].
Proposition B.1. Assume
(a) g : Ω × [0, T ] × R × Rm → R is P ⊗ B(R) ⊗ B(Rm)-measurable with g(·, 0, 0) ∈ L1(R) ∩
L2(Ω;L1(0, T ;R));
(b) there exists C ≥ 0 such that for almost all (ω, t) ∈ Ω× [0, T ], y1, y2 ∈ R and z1, z2 ∈ Rm,
|g(t, y1, z1)− g(t, y2, z2)| ≤ C (|y1 − y2|+ |z1 − z2|) .
For the following BSDE:
yt = ξ +
∫ T
t
g(s, ys, zs) ds −
∫ T
t
zs dWs, t ∈ [0, T ], (B.1)
we have
(i) For each ξ ∈ L2(Ω,FT ;R), BSDE (B.1) admits a unique solution (y, z) ∈ S2(R) × L2(Rm)
with
‖y‖2S2(R) + ‖y‖2L2(R) + ‖z‖2L2(Rm) ≤ C(T,L0)E
[
|ξ|2 +
(∫ T
0
|g(t, 0, 0)|dt
)2]
.
(ii) Given two coefficients g1 and g2 satisfying (a) and (b) and two terminal values ξ1, ξ2 ∈
L2(Ω,FT ;R), denote by (y
1, z1) and (y1, z2) the solution of BSDE associated with datas (g1, ξ1)
and (g2, ξ2) respectively. It holds: If ξ1 ≤ ξ2 and g1(t, y2t , z2t ) ≤ g2(t, y2t , z2t ) a.s. for all t ∈ [0, T ],
then y1t ≤ y2t , a.s. for all t ∈ [0, T ]; If we have further P(ξ1 < ξ2) > 0, then P(y1t < y2t ) > 0, for
all t ∈ [0, T ].
(iii) Let
gi(t, y
i
t, z
i
t) = g(t, y
i
t, z
i
t) + hi(t), for almost all (ω, t) ∈ Ω× [0, T ], i = 1, 2,
with hi ∈ L1(R) ∩ L2(Ω;L1(0, T ;R)), i = 1, 2. For ξ1, ξ2 ∈ L2(Ω,FT ;R), letting (y1, z1) and
(y2, z2) be the solution of BSDE (B.1) associated with (g1, ξ1) and (g2, ξ2) respectively, we have
for all t ∈ [0, T ]
∣∣y1t − y2t ∣∣2 + EFt
∫ T
t
(∣∣y1s − y2s ∣∣2 + ∣∣z1s − z2s ∣∣2) ds
≤ C0
{
EFt
[
|ξ1 − ξ2|2 +
(∫ T
t
|h1(s)− h2(s)| ds
)2]}
a.s.,
with the constant C0 depending only on L0 and T .
C Proofs of Lemmas 4.3 and 4.5
Proof of Lemma 4.3. Note that (T0, δ) ∈ (0, T )× (0, 1). For all p ≥ 1, Lemma 3.1 (ii) combined
with the estimate
EFτ
[
sup
τ≤s≤τ+δ∧T0
|Xτ,ξ;θ,γs − ξ|p
]
≤ 2p−1EFτ
[
sup
τ≤s≤τ+δ∧T0
∣∣∣∣
∫ s
τ
b(r,Xτ,ξ;θ,γr , θr, γr)dr
∣∣∣∣
p
]
+ 2p−1EFτ
[
sup
τ≤s≤τ+δ∧T0
∣∣∣∣
∫ s
τ
σ(r,Xτ,ξ;θ,γr , θr, γr)dWr
∣∣∣∣
p
]
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yields
EFτ
[
sup
τ≤s≤τ+δ∧T0
|Xτ,ξ;θ,γs − ξ|p
]
≤ C(1 + |ξ|p)δ p2 , a.s., (C.1)
uniformly in θ ∈ Θ and γ ∈ Γ. Using Proposition B.1 combined with (C.1) and (4.9) further
yields
EFτ
[∫ τ+δ∧T0
τ
(
|Y 1,θ,γs − Y 2,θ,γs |2 + |Z1,θ,γs − Z2,θ,γs |2
)
ds
]
≤CEFτ
[(∫ τ+δ∧T0
τ
ζφs |Xτ,ξ;θ,γs − ξ|ds
)2]
≤Cδ 32 ·
√√√√EFτ
[∫ τ+δ∧T0
τ
∣∣ζφt ∣∣4dt
]
· EFτ
[
sup
τ≤s≤τ+δ∧T0
|Xτ,ξ;θ,γs − ξ|4
]
≤C(1 + |ξ|2)δ3 ·
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/2
.
Therefore,
∣∣Y 1,θ,γτ − Y 2,θ,γτ ∣∣ = ∣∣∣EFτ [Y 1,θ,γτ − Y 2,θ,γτ ]∣∣∣
=
∣∣∣∣EFτ [
∫ τ+δ∧T0
τ
(F (s,Xτ,ξ;θ,γs , Y
1,θ,γ
s , Z
1,θ,γ
s , θs, γs)− F (s, ξ, Y 2,θ,γs , Z2,θ,γs , θs, γs))ds
]∣∣∣∣
≤CEFτ
[∫ τ+δ∧T0
τ
[
ζφs |Xτ,ξ;θ,γs − ξ|+
∣∣Y 1,θ,γs − Y 2,θ,γs ∣∣+ ∣∣Z1,θ,γs − Z2,θ,γs ∣∣] ds
]
≤Cδ 34 ·
√√√√EFτ
[(∫ τ+δ∧T0
τ
∣∣ζφt ∣∣4dt)1/2
]
·EFτ
[
sup
τ≤s≤τ+δ∧T0
|Xτ,ξ;θ,γs − ξ|2
]
+ Cδ
1
2
(
EFτ
[∫ τ+δ∧T0
τ
(∣∣Y 1,θ,γs − Y 2,θ,γs ∣∣2 + ∣∣Z1,θ,γs − Z2,θ,γs ∣∣2)ds
]) 1
2
≤
(
δ
3
2 + δ2
)
C(1 + |ξ|)
(
EFτ
[
sup
t∈[0,T0]
∣∣ζφt ∣∣4
])1/4
.
This completes the proof.
Proof of Lemma 4.5. Since F (s, x, ·, ·, θ, γ) has a linear growth in (y, z), uniformly in (θ, γ),
Proposition B.1 gives the following estimates:
∣∣Y 2,θ,γs ∣∣2 + EFs
[∫ τ+δ∧T0
s
∣∣Z2,θ,γr ∣∣2dr
]
≤ CEFs
[(∫ τ+δ∧T0
s
∣∣ζφt ∣∣dt
)2]
(by Ho¨lder’s inequality) ≤ δ2 · CEFs
[
sup
t∈[0,T0]
∣∣ζφt ∣∣2
]
, a.s., s ∈ [τ, τ + δ ∧ T0].
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Then, the standard application of Ho¨lder’s inequality implies that
EFτ
[∫ τ+δ∧T0
τ
∣∣Y 2,θ,γs ∣∣ds
]
+ EFτ
[∫ τ+δ∧T0
τ
∣∣Z2,θ,γs ∣∣ds
]
≤
√
δ
(
EFτ
[∫ τ+δ∧T0
τ
∣∣Y 2,θ,γr ∣∣2dr
]) 1
2
+
√
δ
(
EFτ
[∫ τ+δ∧T0
τ
∣∣Z2,θ,γr ∣∣2dr
]) 1
2
≤Cδ 32
(
EFs
[
sup
s∈[0,T0]
∣∣ζφs ∣∣4
])1/4
.
Hence, the desired estimate is obtained and the proof for (Y 0, Z0) follows in a similar way.
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