Abstract. We revisit Ekedahl, Lando, Shapiro and Vainshtein's compactification of the stack of simply ramified covers of the projective line except for a fixed ramification profile above infinity. In particular we draw a connection with the Harris and Mumford stack of admissible covers showing that the boundary of the ELSV compactification appears as a contraction of the boundary of the stack of admissible covers. This lays the needed foundations for a combinatoral interpretation of boundary points of the ELSV compactification.
Introduction
Fix integers (g, n) ∈ N × N * distinct from (0, 1) and (0, 2). A genus g cover of profile k = (k 1 , . . . , k n ) ∈ (N * ) n is a ramified cover φ : X → Y from a genus g smooth n-marked curve (X, p = p 1 , . . . , p n ) on a genus 0 1-marked smooth curve (Y , q ∞ ), simply branched away from q ∞ and which sends p i on q ∞ (and only the p i s) with multiplicity k i . The Hurwitz number µ g, k is the sum over g covers φ of profile k having r fixed branch points each weighted by 1/ Aut 0 (φ). The automorphism group Aut 0 (φ) is the group of automorphisms of the domain curve that fix the marked points and commute to φ. In case the base field is C the celebrated ELSV formula [10, 1.1] (1)
relates µ g, k to an intersection number on the stack of stable genus g n-marked curves M g,n ([8] ). It was announced in [11] with a sign error, corrected and proved in [13] in the case k = (1, . . . , 1) and finally proved in the general case in [10] . Techniques in [13] and later on [15] depend on a fine understanding of Gromov-Witten theory of P 1 , those in [10] build up a geometry reflecting the right-hand side of 1. This geometry is the main interest of this paper. It involves constructing compactifications of stacks of covers of P 1 that have a projective cone structure over M g,n . The question we're interested in is how are these "ELSV" compactifications related to more standard compactifications of covers of P 1 such as [17] , [25] , [1] or [6] . The answer to this question is the content of theorem 8. 4 . In order to give a smooth functorial treatment of the subject we had to give a satisfactory algebrogeometric understanding of the cone of twisted polar parts [10, 3.4] . In sections 2 and 3 we give two constructions of this cone, they are isomorphic if the characteristic of the base field is big enough. The present work makes clear the fact that the ELSV formula is still valid as long as the characteristic of the base field doesn't divide any of the k i s and the number of branch points away from q ∞ . Lastly we mention that theorem 8.4 is the starting point of the combinatorial description of boundary points of the ELSV compactification announced in [9] . It is the subject of a forthcoming paper by the author. Throughout the paper k is an algebraically closed field of characteristic p ≥ 0 and schemes are algebraic schemes over k. We denote H g, k the stack of g covers of profile k. An automorphism of a point φ : X → Y in H g, k is a couple of isomorphisms (α, β) of the domain and target, fixing the marked points and such that βφ = φα, details can be found in [17] , [12] and [6] . More generally, following [6] , if given a set {ǫ j }r j=1 of partition of d = i=1 k i one can define the stack H ǫ g, k of g covers that have profile k above the only marked point of the target and ramification indices given by the partitions ǫ j over each branch point. Denote H • g, k the finite disjoint union of all such H ǫ g, k . The starting point of the ELSV compactification comes from the following understanding of the moduli stack of g covers of profile k: denote P g, k the space of couples ((X, p), ̺) where (X, p) is a smooth n-marked genus g curve and ̺ = (̺ 1 , . . . , ̺ n ) is a global section of O X ( i k i p i )/O X called a polar part. Locally at p i we ask for ̺ i to be of the form
where a k i 0.
We have a natural G m -action on the fibers of P g, k over M g,n . The residue theorem says the zero locus of the residue linear form κ → i Res p i (κ̺ i ) for κ ∈ H 0 (X, Ω X ) is precisely the set of meromorphic functions (up to the addition of a constant) whose behavior in the neighborhood of p i is given by ̺ i . The quotient of this locus by the G m -action coming from P g, k is H g, k . The ELSV approach is to extend P g, k into a cone over the proper stack of stable curves M g,n for which the residue theorem still makes sense. Notice first that one can still make sense out of polar parts at the marked points of any prestable genus g n-marked curve (see [5] ), in particular this is as well the case for stable curves. In [10] the authors construct the desired extension of P g, k locally over M g,n . Take a stable n-marked curve (X, p). For this to make sense one has to mod out the coordinates by the action of µ k i having weights (1, 1, 2, . . . , k i ). Extending P g, k is to allow u i = 0. The resulting extension of P g, k to M g,n which shall still be written P g, k is locally over M g,n isomorphic to
This is the model we keep in mind through sections 2 and 3 while giving more natural and functorial constructions of P g, k .
Conventions on stacks. We use the conventions of [4] . In particular, an algebraic stack is an algebraic stack over k in the sense of [23] that is quasi-separated and locally of finite type on k. A Deligne-Mumford stack is an algebraic stack in the sense of definition [8, 4.6] , i.e. an algebraic stack whose diagonal is unramified. By a morphism of stacks we mean a 1-morphism. A Deligne-Mumford stack comes with the Grothendieck topology of the small étale site. An algebraic stack that is not Deligne-Mumford has the faithfully flat of finite presentation topology. The action of a group scheme on a stack and the resulting quotient is to be understood in the sense of [28] . An A 1 -action on a stack in the sense of [4] is called an A 1 -structure in order to avoid confusion with the notion of a group action.
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Toroidal construction of twisted polar parts
We give an alternative description of the stack of twisted polar parts P g, k making use of toroidal techniques due to [20] . This approach is of local nature on the base. We start by focusing on the 1-marked case.
2.1. The group of formal diffeomorphisms of a marked point. Let (π : X → S, D) be a prestable 1-marked curve over an affine local scheme S = Spec(A). Let p be a point in the support of D having image s = π(p) and t a local equation of D at p. Since π is smooth at p the formal completion of O p relative to the maximal ideal is isomorphic to A t . The ring P of Laurent tails at p can be written
An element ̺ ∈ P can be uniquely written as
a ℓ t ℓ with k > 0 and a k 0
The integer k is the order of ̺. The set of Laurent tails at p of order k is written P k , it corresponds to the set of polar parts at p of order k. Define Diff A as the set of A-automorphisms of A t fixing the section t = 0. It is composed of elements f (t) = α 0 t 1 + α 2 t 2 + · · · such that α 0 ∈ A * and has a group structure given by f (t)h(t) = h(f (t)). One has a left action of Diff A on P defined by f (t) · ̺(t) = ̺(f (t)) < where the right-hand side denotes the Laurent tail of ̺(f (t)). It is clear that ̺(t) is invariant under the action of an element of the form f (t) = t + α k t k+1 + α k+1 t k+2 + · · · . Such elements define a normal subgroup Diff A (k) of Diff A . The elements of the quotient group
Lemma 2.1. Diff A,k acts transitively on the set of Laurent tails of order k with isotropy group µ k .
Proof. Transitivity results from the fact any such Laurent tail can be written ̺(t) = t −k ϕ(t) < for a truncated invertible formal series ϕ(t) < . The stabilizer of t −k is clearly µ k .
To look for affine embeddings of P k we study affine equivariant embeddings of Diff A,k .
2.2.
The group structure of Diff k . Recall the algebraic group G m,A is the spectrum of the graded A-algebra
The set of variables M is the group of characters of G m,A . Denote N the group of 1-parameter subgroups of G m,A .
In the sequel we drop the index A relative to the base scheme we work on. We thus write G m instead of G m,A and Diff k instead of Diff A,k .
The group Diff(2) defines a normal subgroup of Diff k . The corresponding quotient group is equal to Diff 1 which is the automorphism group of O p / O p (−p) and is thus equal to G m . This gives an extension of groups
Given a local coordinate t at p an element f (t) ∈ U k is of the form f (t) = t +α 1 t 2 +· · ·+α k−1 t k and hence U k is unipotent. The coordinate choice t gives sections of Diff k+1 → Diff k for k > 0 sending f (t) = α 0 t 1 + · · ·+ α k−1 t k on the corresponding element in Diff k+1 with α k = 0. We get an isomorphism of U k+1 /U k = Diff k+1 / Diff k on G a showing Diff k is a solvable group of unipotent radical U k , and a splitting of 2.1 sending λ ∈ G m on θ t (λ) = λt. The image of θ t in Diff k is a maximal torus and each maximal torus in Diff k appears this way.
The weights of the G m -action on 
these embeddings are respectively given by the spectra of
Following techniques of [20, 4] one can give equivariant embeddings of Diff k in affine schemes. Let σ be either σ + or σ − and write G m ֒→ A σ = A 1 for the attached toric embedding. One can get an affine equivariant embedding of Diff k by looking at
As an algebraic variety C σ = A σ × U k . It is clear that the right action of Diff k on itself extends to C σ . The left action extends to C σ if and only if σ = σ − : the affine embedding Diff k ⊂ C σ is given by
looking at the group law 2.2 one sees the left action of Diff k on itself extends if and only if S σ ∋ χ −ℓ and thus σ = σ − . Proceeding the same way (exchanging rights and lefts) with E σ = Diff k × G m A σ we get two affine bi-equivariant embeddings C σ − and E σ + (for short C and E) of Diff k . These constructions depend on the coordinate t. Let's focus on the case of the embedding C, the E case is identical. Any other coordinate at p is written ϑt for ϑ ∈ Diff k . If T is the maximal torus in Diff k defined by t then ϑTϑ −1 is the one defined by ϑt. Let C t and C ϑt be the affine bi-equivariant embeddings of Diff k defined by σ − . In C ϑt we have the re- [20, 4 (iv) ] page 183, there is a unique bi-equivariant isomorphism Ψ ϑ : C t ≃ C ϑt commuting to the embeddings of Diff k in C t and C ϑt . The isomorphism Ψ ϑ is the composition of the left action L ϑ −1 : C t → C t with the isomorphism δ ϑ : C t → C ϑt given by [x, f (t)] → [x, ϑf (t)]. Notice Ψ ϑ is the identity on Diff k .
2.4.
Back to twisted polar parts. Let (π : X → S, D) be a stable genus g marked curve over a scheme S. Following the previous procedure one gets two affine cones locally on the base. To glue these into a stack over M g,n one needs to specify transition functions on the intersection of two open affine subsets of the base. Let U 12 be the intersection of two such affine subsets U 1 and U 2 and let t 1 and t 2 be coordinates at D respectively over U 1 and U 2 . Looking at t 1 and t 2 as elements of Diff k there exists ϑ ∈ Diff k such that t 2 = ϑt 1 .
The transition function from C 1 on C 2 should correspond to the polar part coordinate change
This is exactly the right multiplication R ϑ −1 on Diff k . This isomorphism extends on C 1 and C 2 by G ϑ = Ψ ϑ R ϑ −1 . To keep track of the polar parts we need to mod out by the left action of µ k ⊂ G m on both C 1 and C 2 . Fortunately, G ϑ is µ k -equivariant and this local construction together with the transition functions G − give a stack over S. This procedure still makes sense in the case of n-marked points and gives a locally affine stack C k over M g,n .
Definition 2.1. The stack of twisted polar parts over M g,n is the locally affine cone C k defined previously.
Using the same transition functions we can glue the local cone E into a stack E over M g,n . However, E doesn't correspond to the stack P g, k of twisted polar parts introduced in [10] . The reason is simple, locally at the i-th marked point the right action of
which is (up to isomorphism) the expected behavior for the right action of G m on twisted polar parts at the same marked point. This is not the case for the right action of G m on E which has weights equal to χ.
Polar curves
3.1. Stable polar curves. Let (π : X → S, D) be a prestable n-marked curve of genus g. The sheaf
has support on the scheme defined by D. Base change in cohomology for finite morphisms ensures that the pushforward
Let p be a point in the support of D i and t a local coordinate at p. For s = π(p) any section ̺ of P X ,k i can be locally written in the form
With the difference with other coefficients a k i is of global nature. The quotient morphism
has kernel supported on D i . Its higher pushforwards are 0 and one gets an onto map
on the (−k i )-th tensor power of the restriction of the cotangent bundle at the i-th marked point. The morphisms ϑ −,k i commute to base change for each domain and target does and the quotient morphisms do. The global picture we get is that of a locally free sheaf P g, k
given by the collection P −, k and morphisms
over the stack of prestable marked curves M 
Most of the time we will abuse the notation by writing (π : X → S, ̺) the previous polar It is straightforward and formal to show that the functor in groupoids defined by the collection of polar curves over Sch is an algebraic stack. It is not separated, we do the obvious thing : restrict ourselves to objects having finite automorphism groups.
Lemma 3.1. Let (X, ̺) be a polar curve over k. The following are equivalent (1) the automorphism group of (X, ̺) is finite, 
Let us focus on (1) ⇔ (4). Assume (X, p) satisfies (4). The only components of (X, p) that have infinite automorphism groups are genus 0 components (R, p, e) having marked point p and nodal point e. It is enough to show the automorphism group of (R, p, e) endowed with a polar part ̺ at p are finite. Identify (R, p, e) with (P 1 , ∞, 0) and let t ∞ , t 0 be the coordinates of P 1 . An automorphism of (P 1 , ∞, 0) is an element in G m sending t 0 on λt 0 . The polar part ̺ at p is written in the chart P 1 \ {0} as
If λ ∈ G m is an automorphism of (P 1 , ∞, 0, ̺) we have that for all ℓ ∈ {1, . . . , k}, a ℓ = a ℓ λ ℓ . For ℓ = k we get a k = λ k a k and λ is therefore a root of unity. Conversely, assume the automorphism group of (X, ̺) is finite. There is nothing to prove if (X, p) is stable. Let (R, q 1 , q 2 ) be an unstable component of X with q 1 and q 2 either marked or nodal points. Then (R, q 1 , q 2 ) has exactly 1 marked point and 1 nodal one. If this wasn't the case then either q 1 and q 2 are both nodal points and the infinite automorphism group of (R, q 1 , q 2 ) is a subgroup of Aut(X, ̺) or q 1 and q 2 are both marked points and for connectivity reasons (X, p) = (R, q 1 , q 2 ). This case is excluded for (g, n) (0, 2). Other cases with less marked or nodal points are treated similarly. We show that stable polar curves form an open substack of the one of polar curves. We first make a statement on prestable curves underlying a stable polar curve. Definition 3.4. A bubbly curve is a prestable curve (X, p) satisfying the conditions (2) to (4) of lemma 3.1. An unstable component of (X, p) is called a bubble.
Let (π : X → S, D) be a prestable curve whose fibers are bubbly curves. Having fibers that are bubbly curves is stable under base change. Indeed, this means the invertible sheaf Proof. Let (X, p) be a k-point of B g,n and (π : X → S, D) be a versal deformation of (X, p) as a prestable curve. Since (X, p) is a bubbly curve ω X ( [8, 4] ). Since B g,n and P g, k → B g,n are locally of finite presentation it is the case for P g, k as well. It is therefore enough to show fibers of closed points on the diagonal are discrete and reduced. These fibers are automorphism groups of points of P g, k , they are quasi-finite. To show they are reduced it is enough to check automorphism groups over S ǫ = Spec(k[ǫ]/(ǫ 2 )) are trivial. Let (X → S ǫ , ̺) be such an object. Automorphisms of (X , D) are given by infinitesimal vector fields on the central fiber (X, p) fixing the marking. There are no such vector fields on stable marked curves ([8, 1.4]), we only have to check the case of a bubble (R, p, e). Vector fields on R fixing p and e are classified by H 0 (T R (−p − e)) which is of dimension 1. Identify (R, p, e) with (P 1 , ∞, 0). A vector field on (P 1 , ∞, 0) is of the form λt ∂ ∂t where t is the local parameter at ∞ and λ ∈ k. A polar part of order k at p is locally of the form ̺ = k ℓ=1 a ℓ t −ℓ . The vector field acts on ̺ through the automorphism α = id + ǫ∂. Asking that α fixes ̺ means
Hence ∂ 0 if and only if p > 0 and ℓ is a multiple p for every a ℓ 0. In other words ̺ is a p power. In this case the automorphism group scheme of (P 1 , ̺) is a µ p m . The automorphism group of a polar curve having vector fields is thus a product of finite tame groups by a number of µ p ℓ . This is a linear reductive group and tameness follows from [2,
There is a natural forgetful onto morphism P g, k → B g,n sending a stable polar curve on the underlying bubbly curve. Composing with the stabilization morphism ρ : B g,n → M g,n (see [5] ) contracting possible bubbles one gets an onto morphism κ :
Our goal is to study κ, we start by studying ρ.
Remark 1. We shall often restrict our study to the 1-marked case. This is due to the following fact: let P g,k i ,n−1 be the fiber product 
The starting point to the study of ρ is the following fact: we have a commutative diagram
whereα is induced by ρ and α is the direct sum of the α i s of lemma 3.4 for m = (1, . . . , 1).
is the Yoneda pullback of the low horizontal extension by α, i.e.
andα is given by the projection on the first factor. The only point to clarify about diagram 3.4 is the right exactness of the first row. The morphism ρ satisfies ρ * O X = O X ⋆ and its fibers are rational 1-dimensional curves. In particular
Proof. We restrict the proof to the 1-marked case. It is clear that points (1) and (2) define a category fibered in groupoids. For each T -object (π : X → T , D) and
) define the functor (of categories fibered in groupoids) F as follows
• since ψ fixes the marked point we get an isomorphism µ ψ :
This functor is fully faithfull:
We are going to show we have canonical isomorphisms
and the second says these fix D α . Let σ α be the S-section defining D α and given by τ α : 
This morphism is locally given by a generator of
Following the projection formula and the fact that ρ
To conclude, we have got a commutative diagram giving the needed material to end the proof
Corollary 3.6. We have an isomorphism
Proof. Proposition 3.5 is the definition of the right-hand side of this isomorphism.
) is isomorphic to the stack whose (1) objects over T ∈ Sch S are collections of couples
where
Proof. Following isomorphism 3.3 it is enough to treat the 1-marked case.
Following proposition 3.5 and corollary 3.6 an S-morphism F :
It is straightforward to see that
and morphisms from (α :
Now any such isomorphism φ can be recovered from the isomorphism µ φ : α ≃ f * β attached to φ and described in the proof of proposition 3.5. The morphism µ φ defines by functoriality of Yoneda extensions an isomorphismμ φ : E α ≃ f * E β that is equal to the one induced by φ.
induced by φ and that the space of polar parts on P(E α ) is equal to Sym
Finally φ acts on polar parts by the induced morphism on quotients
The only thing left to check is that the "of order k" condition corresponds to (1), but this is clear since
We are going to explicit the implicit local picture in proposition 3.7. We start by giving a local presentation of E α . Assume S = Spec(A) for a local k-algebra A and let t be a local equation of D ⋆ in a neighborhood U = Spec(B) of a closed point in the support of D ⋆ . Since D ⋆ is étale on S we identify B/tB with A and write c 0 (−) the quotient map B ։ A.
Proof. Locally α is just an element of A and E α = Bt −1 × B A is the set
This shows ϕ is onto and sends
Proposition 3.9. In the case S is the spectrum of a local k-algebra A the fiber of κ over (π ⋆ :
Let Z 1 = (t, 0) and Z 2 = (v, 1) be the elements of E v given in lemma 3.8. The filtration by order on the space of polar parts of order at most k along D v corresponds to
In particular
Let's show that we have an A-isomorphism
We have to show that Z
for ℓ k gives an A-basis of the left-hand side. Following lemma 3.8 and since B∆ is locally generated by Z 1 we get that
. Now the right-hand side is generated by Z 
given by a k 0. This is known to be isomorphic to the quotient stack [A k A /µ k ] where µ k acts with weights (−1, k − 1, . . . , 1). But this substack is isomorphic to the same quotient stack but where µ k acts with weights (1, 1, 2, . . . , k − 1).
3.3.
Relation to twisted polar parts. We show that the stack of twisted polar parts C k constructed in section 2 is isomorphic to P g, k in case p is 0 or greater than d. Since the former's construction is of local nature the expected isomorphism is built locally. We shall keep the notation introduced at the end of the previous section, we assume for instance that S is the spectrum of a local k-algebra A. For notation and details regarding the stack of twisted polar parts refer to section 2. It is enough to study the 1-marked case. Proof. Let M t be the A-module
from the proof of proposition 3.9. Objects of the fiber of κ are elements (α, a k , . . . , a 1 
The polynomial H ℓ,j (Y j ) is homogeneous of degree j if Y q is of degree q and H ℓ,0 = 1. Let
Notice that we always have a * k = a k , this implies Diff k acts indeed on the fiber of κ over π ⋆ . By construction, away from α = 0 this action is the action of Diff k on the set of polar parts. It is therefore transitive and has µ k stabilizers at each point with α 0. Now relations 3.7 show clearly that this action of Diff k is trivial on elements having α = 0. 
One can naturally extend this morphism to W by sending [x, (λ, f (t))] on the element
and [x, (βλ, f (t))] have the same image and we thus get a mor-
This shows that we get in fact a morphism
To see it is an isomorphism notice that H ℓ,j (Y j ) = −ℓY j + (⋆⋆) ℓ,j where (⋆⋆) ℓ,j is a polynomial Y r for r < j. Since either p = 0 or p > k one can recover the coordinates of C from those on the fiber of κ.
We still need to check how Σ t behaves under a coordinate change t → ϑt for ϑ ∈ Diff k . Let Σ t and Σ ϑt be the isomorphisms to P g, k built using t and ϑt. Recall the transition function from C t on C ϑt is G ϑ = Ψ ϑ R ϑ −1 . On Diff k the morphism Ψ ϑ = id and R ϑ −1 sends an element g(t) ∈ Diff k on g(t)ϑ −1 (t) = ϑ −1 (g(t)). Away from the zero section the composition Σ ϑt G ϑ Σ Proof. This boils down to checking the existence of local isomorphisms that glue together to define an isomorphism globally from P g, k to M g,n and this is the content of 3.11.
Cone structure and projectivization
Proposition 3.9 implies P g, k is locally a stack-cone in the sense of [4] over M g,n . This is trivially the case for the stack of twisted polar parts. The isomorphism from P g, k to C k defines local isomorphisms of cones over M g,n . We are going to describe the (global) natural A 1 -structure on P g, k needed to show it is indeed a stack-cone. It means defining a 0 section 0 : M g,n → P g, k , an M g,n -morphism γ : A 1 × P g, k → P g, k and 2-commutative diagrams corresponding to the usual compatibilities between γ, 0 and multiplication by 1 in the scheme theoretic context. In our case 2-commutativity is obvious and will not be treated.
It is easier to define 0 and γ while working with the description of objects of P g, k given in proposition 3.7 . We shall however always describe the corresponding constructions without reference to the stable model of the underlying bubbly curve.
The zero section 0 : M g,n → P g, k sends the stable n-marked S-curve (π ⋆ : X ⋆ → S, D ⋆ ) on the stable polar S-curve given by 
Proof. The bubbly curve underlying 4.1 is the curve
i is given by Z 1 = 0 and that is the zero section of P 1 S,i . This shows X is obtained by the announced gluing. Now 
is not the morphism induced by functoriality of pull-back of Yoneda extensions. The latter goes in the opposite way and sends x × λα i y on x × α i λ i y. Define γ as the morphism sending a couple (λ, (α i :
where m λ stands for the morphism induced by λ[l] on the k i tensor power. It is clear γ acts along the fibers of κ, it is thus an M g,n -morphism. 
There is x j,lj ∈ O X ⋆ (D ⋆ ) and y j,l j ∈ R for j ∈ J and l j ∈ {1, . . . , k} such that
Let t be an equation of D ⋆ . Writing x j,l j = αy j,l j + tz j,l j and using the local presentation of E α lemma 3.8 one gets
(λz j,l j × λα y j,l j ). In terms of Z 1 and Z 2 one gets
λ acts trivially on a k and with the expected weights on the coordinates of [A
Proof. Locally P g, k → M g,n is a finite product of weighted projective stacks and P g, k → M g,n is thus proper. Since M g,n is proper ( [21] ) this is the case as well for PP g, k .
It is instructive to see that γ acts on the set of polar parts over the underlying bubbly curve. An element λ ∈ O * S defines an isomorphism λ[r] : E λα i → E α i by functoriality of the pull-back of Yoneda extensions. It sends x × λα i y on x × α i λy. We get this way an isomorphism 
This can be understood by saying that the G m -action on P g, k → M g,n sends a stable polar curve (π : X → S, ̺ i ) on (π : X → S, λ k i ̺ i ). The difference between expression 4.4 and this one is the fact the former preserves the trivializations of L
while the latter preserves the underlying bubbly curve.
Unfortunately, this G m -action is not the action on polar parts that comes from the O Smodule structure and that sends (α i , ̺ i ) on (α i , λ̺ i ). The good news is that both G m -actions are equivalent on the complement of the zero section of κ : 
By tensoring the previous sheaf with O X α i (−k i (k i − 1)D α i ) one gets back the sheaf of polar parts and can thus locally identify ̺ k i i with a well defined polar part. It is straightforward to check that the stack of polar curves where one replaces the sheaf of polar parts by 4.8 is isomorphic to P g, k over M g,n . We therefore look at ν[ k] as a morphism having target
The polynomial G i,j is homogeneous of degree
where a is short for (a k i , . . . , a 1 ) . It is not hard to see that this map is indeed defined on A /µ k i ] \ {0} on itself. This is enough to claim that the projectivizations of P g, k for both G m -actions are isomorphic.
Residues and the ELSV compactification
5.1. Definition of the ELSV cone. Let (π : X → S, ̺) be a stable polar curve in P g, k and consider the exact sequence
The theory of base change in cohomology for proper flat morphisms says
are locally free sheaves commuting to any base change. As a result ∇ X ( k) commutes to any base change. To each S-object (π : X → S, ̺) we can thus attach a global section ∇ X ( k)(̺) in R 1 π * O X . We get in this way a section ∇( k) of the vector bundle
By Grothendieck-Serre duality we have that
Following [18] and [7] this isomorphism commutes to base change. This shows ∇( k) does in fact define a section ∇( k) ∨ of κ * E ∨ g,n where E g,n is the Hodge bundle on M g,n . Recall fibers of E g,n over a marked curve are global sections of the dualizing sheaf, see [3] for further details.
In the case of a polar curve (X, ̺) with smooth X the section ∇( k) ∨ (̺) is just the residue linear form
where κ is a regular 1-form on X. The characterization of meromorphic functions by their residues says (X, ̺) is in Z g, k if and only if ̺ is the collection of polar parts of a meromorphic function on X at the marked points. This theorem extends to the case of any polar curve by replacing regular 1-forms with sections of the dualizing sheaf. Since the marked points are in the smooth locus residues at the marked points are the usual ones. See [10] for the above formulation of this classical result. It can be deduced of the long exact sequence 5.1 and the expression of Serre duality which is explicit in this case (see for instance [3, 10.2 
]).
The previous analysis holds locally over the base. Let (π : X → S, ̺) be a polar curve in Z g, k . Take an affine open cover {U ℓ → S} ℓ of S and let X ℓ be the pullback of X along U ℓ → S. Assume U ℓ = Spec(A ℓ ) with A ℓ a local k-algebra. Pulling back the long exact sequence 5.1 along U ℓ → S we get the exact sequence
By assumption the image of
i )). This means we have local lifts of
is defined up to the addition of a constant in A ℓ . A polar curve in Z g, k is given locally on the base by meromorphic functions (up to the addition of a constant) on the underlying bubbly curve having the expected pole order along the markings.
Relation to stable maps.
A stable S-map of degree d from a curve of genus g on P 1 S is a degree d projective S-morphism F : X → P 1 S from a prestable n-marked S-curve of genus g into P 1 such that automorphism groups of fibers (X s , F s ) are finite. It is equivalent to the fact each smooth rational contracted component of X s has at least 3 nodal or marked points. Stable maps define a proper Deligne-Mumford stack M g,n (P 1 , d) ( [5] ). Automorphisms of stable maps are automorphisms of the marked domain curves commuting to the maps. For further details see [14] and [5] .
The stack of stable maps comes with n evaluation maps ev 1 , . . . , ev n : given a stable map F : X → P 
The stack M g,n (P 1 , k) comes with a natural action of Aut(P 1 , ∞). An automorphism α ∈ Aut(P 1 , ∞) sends an S-map F on α • F. We identify Aut(P 1 , ∞) with G m ⋉ G a where G a fixes ∞ and G m both 0 and ∞. ∞ extends to a relative meromorphic section ζ F on X . By assumption ζ F ∈ O X ( i k i D i ) and its image ζ F in P X , k is a well defined polar part of order k. This procedure defines a forgetful map from M g,n (P 1 , k) on Z g, k . This is the case because (X , D) is bubbly: any unstable component of a fiber has to dominate P 1 but this is the case if and only if it has a marked point.
Proof. This is a local statement. Assume S = Spec(A) for a local k-algebra A and that The map F ζ is stable because ζ is never colinear to 1 at the neighborhood of a marked point and thus F ζ does never contract a bubble. It is clear the action of a ∈ G a (A) on F ζ corresponds to the action of a sending ζ on ζ +a1. To prove the statement we only need to notice A acts freely on lifts of ̺, but this is always the case for a lift is never colinear to 1 at the marked points.
5.3.
The ELSV compactification. Let M g,n (P 1 , k) be the open substack of M g,n (P 1 , k) corresponding to maps having smooth domains. An S-map F :
Conversely, for an object in H • g, k one gets a map in M g,n (P 1 , k) if given an isomorphism from the target on (P 1 , ∞). This is always possible locally on the base. The map from M g,n (P 1 , k) on H • g, k built previously is, however, not an isomorphism because objects of H • g, k have more automorphisms than those of M g,n (P 1 , k).
Proof. The forgetful map M g,n (P 1 , k) → H • g, k is Aut(P 1 , ∞)-equivariant and gives a map from the expected quotient to
coming from the composition (on the left) of a section of G with β −1 . The isomorphism from Σ(φ) on Σ(ψ) is thus simply defined by α. It is clear Σ is the needed inverse.
Since G a is normal in Aut(P 1 , ∞), following [28, Remark 2.4] we have that
is the open locus in Z g, k corresponding to underlying smooth curves and the action of λ ∈ G m (S) on (π : X → S, ̺) is the one multiplying each polar part by λ. We've already seen that this action corresponds to the G m -action on fibers of κ away from the zero section. We get therefore that H • g, k ⊂ PZ g, k . In order to compactify H • g, k or H g, k it would be natural to take their closure in PZ g, k . The closure of a substack E in a stack C (see [29, 050A] ) is the unique reduced stack E whose underlying set of points |E| (in the sense of [23, 5] ) is the closure in |C| of the set of points of E. Details on the closure of a stack can be found at [ [17] or by standard deformation theoretic arguments as in [30] . Definition 5.3. In case the characteristic of the base field p = 0 or p ∤ k i for every i we define the ELSV compactification
Following [10, 3.6 ] the ELSV compactification is nearly never dense in PZ g, k . It is thus natural to try to have a better understanding of its boundary points.
Preliminaries on admissible covers
Details about the stack of admissible covers can be found in [17] and [6] . We fix here the type of admissible covers we're interested in.
Tame Assumption 6.1. When working with admissible covers we implicitly assume the characteristic of the base field p is 0 or greater than d. This ensures that the stacks of admissible covers make sense and are smooth on the locus of underlying smooth curves.
Let ǫ = {ǫ j }r j=1 be a set of partitions of d. Write H ǫ g, k for the stack of admissible covers whose S-points are finite degree d onto S-maps φ from a stable g curve (π : X → S, D, {D j }r j=1 ) on a genus 0 stable curve (η : Y → S, E ∞ , {E j }r j=1 ) such that (1) for a nodal point x ∈ X s such that φ(x) = y one can find étale locally m x in N * , t ∈ M x and T ∈ M y such that
(UV − T ) and for which φ is locally defined by U = u m x , V = v m x and T = t m x . (2) φ is étale on the smooth locus of π away from the marked S-points (3) φ satisfies the scheme theoretic equalities
Automorphisms of φ are automorphisms (α, β) of underlying marked curves, possibly exchanging markings D j,ℓ j for fixed j, such that φ • α = β • φ. The substack of admissible covers having smooth underlying curves is written H ǫ g, k .
It is an open dense substack of the proper stack H ǫ g, k .
In general H ǫ g, k is singular, its normalization is however a smooth stack which has been studied in [25] , [1] and [6] . The stack of admissible covers in the simply ramified case away from E ∞ is written H g, k . A result of [31] states that H g, k is irreducible. We denote H • g, k the finite disjoint union of admissible covers over all profiles ǫ for fixed d. Each stack of admissible cover appears as a correspondence between two sets of stable curves. By this we mean it is enclosed in a diagram of forgetful maps
The left hand-side map is the forgetful one keeping only the stable marked domain curve. The right-hand side does keep the target marked stable curve, it is to be understood as an extension of the standard branch divisor of a cover to the case of admissible covers. This extension can also be recovered independently. A branch point of an admissible cover φ : X → Y is a branch point of the induced map on the normalizations of X and Y that lands in the smooth locus of Y . Since points in the fibers of branch points of φ are smooth one can define the branch divisor in the usual way. In general the branch morphism Br(φ) of an admissible S-cover φ : X → Y is the Div of the perfect torsion complex in degrees −1 and 0 given by R φ
is the standard one if Y and X are smooth over S. It does extend to the case of admissible covers [6] and is an isomorphism at the nodal points. The branch divisor is thus supported in the relative smooth locus of Y . If φ is an S-object in H ǫ g, k we have that
Keeping only E ∞ and D gives a morphism
Starting with a point in H • g, k one only needs to specify an ordering on branch points away from ∞ to get back an admissible cover. Following this idea it is straightforward to see for instance that H g, k → H g, k is an S r -torsor and thus
is onto and finite.
Extension of the LL morphism
Tame Assumption 7.1. From this point on we assume that the characteristic of the base p = 0 or doesn't divide r = 2g − 2 + d + n and none of the k i s. The assumption p ∤ r is needed to define the LL morphism.
Given a map F : X → P 1 for smooth X the LL morphism introduced in [10] sends F on the divisor supported on finite critical points of dF. These critical points are branch points of F in P 1 \ ∞ and the LL divisor is equal to the branch divisor on this set. In fact this LL divisor is the branch divisor away from ∞.
B. Fantechi and R. Pandharipande showed in [13] that one can extend the definition of the branch divisor to stable maps having smooth target. The key point is to notice that for an S-map F : X → Y with Y /S smooth, the natural morphism d ω F :
defines a perfect torsion complex in degrees −1 and 0
. One has to mention that though results of [13] are stated for C they're valid in more generality. Indeed the fact 7.1 is a perfect torsion complex results from [13, 5 & 7] which do not depend on the characteristic ([13, 1.1]) . Following the proof of [13, 9] what is needed is generic smoothness of F on non-contracted components of closed fibers. Since F is finite this is true as soon as F is separable on each fiber. To make sure this is satisfied we either need p = 0 or p ∤ k i for every i and both are guaranteed by 7.1. We shall therefore use needed results of [13] in this generality. Following [13] we have a branch morphism
that sends a stable map in M g,n (P 1 , k) on an effective Cartier divisor on P 1 . It does coincide on the locus of M g,n (P 1 , k) given by smooth underlying curves with the classical branch morphism.
Lemma 7.1. The restriction of the branch divisor of a map F :
Proof. Let F v be the restriction of F to the connected component X v in the normalization of X and write n for the Weil divisor of nodal points in X. Following [13, 10 & 11] Br(F) = 2F * n +
The sum of the first two terms is an effective divisor. Now F v dominates P 1 if and only if X v contains a marked point. The last term thus contains(d − n)∞ and this is the only contribution of ∞ to Br(F). We get that Br(F) − (d − n)∞ is effective of expected degree.
where Br(F) Z is an effective relative divisor disjoint of ∞ along the fibers and of degree r.
Proof. Following lemma 7.1 it is enough to show Br(F) contains (d − n)∞, i.e. that there exists a decomposition Br(
→ ω X /S is equal at the neighborhood of a point in the support of ∇ to the classical dF :
The direct images of each vertical complex in degrees −1 and 0 by R F * define perfect torsion complexes ( [13, 6, 7 & 9] ). By standard properties of the Div operator we get that
Let's show (⋆⋆) is an effective relative divisor having support away from ∞. At the neighborhood of ∇ the sequence
In particular, in the neighborhood of ∇ we have that [
According to proposition [13, 1 v .] the branch divisor of this restriction complex is is the restriction along U → P 1 of the branch divisor of F. In particular (⋆⋆) is effective.
Using the branch divisor we build a section of the G a -torsor M g,n (P 1 , k) → Z g, k . This way one can define the branch divisor of a polar part (π : X → S, ̺) ∈ Z g, k . We focus first on the local case and assume that S is the spectrum of a local k-algebra A of maximal ideal m. Let ζ be a lift of ̺ to a global section of O X ( i k i D i ) and write F ζ the map to 
Proof. Write S = Spec(A) and let ζ be a lift of ̺. Denote ε a translation by a on (P 1 A , ∞). Since ε a is an automorphism we get that Proof. One can locally uniquely lift ̺ into a normalized section ζ ̺ . This is enough to show lifts glue globally and uniquely over S. Now f * ζ ̺ is a lift of f * ̺, we only need to check it is normalized. The branch divisor commutes to base change : If P(t) is a local equation for Br(F ζ ̺ ) having zero r − 1 coefficient then so is the case of P(t)
Proof. It is enough to build this embedding on closed points of Z g, k . For this to make sense one has to notice Z g, k is reduced and M g,n (P 1 , k) is separated. The latter comes from the fact M g,n (P 1 , k) is a locally open substack in M g,n (P 1 , d, ∞) which is proper by [5] . For the former notice that an infinitesimal automorphism of a point of Z g, k is an infinitesimal automorphism of the underlying polar curve. The proof of proposition 3.3 shows there is no such automorphisms assuming 7. k) . Corollary 7.5 shows this map does not depend on the equivalence class of x. It is clear this is a section of M g,n (P 1 , k) → Z g, k on points. This is as well the case on Z g, k for it is reduced and separated. Definition 7.2. The composition of the previous embedding with the branch morphism Br Z is the extension of the LL map to Z g, k . It sends an object of Z g, k on an effective relative divisor of degree 2g − 2 + d + n in P 1 \ ∞. It is denoted Br Z as well.
where the left hand-side morphism is the forgetful one. This is the expected behavior of a stack of covers. Recall the theorem on symmetric functions identifies Div r A 1 and A r . An image of an object in Z g, k by Br Z has zero first coordinate in A r , this is the coordinate corresponding to the first elementary symmetric function. Assume for simplicity x 1 = 0. The set theoretic image of Z g, k by Br Z is contained in the hyperplane x 1 = 0, i.e. an affine space of dimension r − 1. For degree reasons this image is not zero. The G m -action on Z g, k composing with automorphisms of Aut(P 1 , 0, ∞) corresponds to the G m -action on A r = Div r P 1 having weights (1, 2, . . . , r). The induced action on the hyperplane x 1 = 0 has weights (2, . . . , r). Taking quotients we get the diagram
δ which is to be compared to 6.1. This is the needed configuration to pull out the ELSV formula. The δ morphism is finite of degree the Hurwitz number µ g, k and an irreducible component of PZ g, k is of codimension at most g. The ELSV compactification H g, k is exactly of codimension g and thus of dimension r − 2. Using the projection formula one gets
. A simple computation shows that the union of components different of H g, k is sent by δ on a closed subset of codimension ≥ 1 in P(2, . . . , r). Summing these up we get that
To show the contribution of components not in H g, k is zero one can use the projection formula as in 7.5. The contribution on the right-hand side is precisely the one defined by the section of E g, k defining Z g, k . The precise computation is made in [10, 5] . 
Since each irreducible component of Y is a rational smooth curve a line bundle M on Y is given its multi-degree, i.e. the collection of degrees on each irreducible component. The invertible sheaf of multi-degree
Proof. By Serre duality 
is a prestable genus 0 curve having Card (V (Γ Y )) − 1 components we get the first statement by induction. The second is a special case of [26, 10.4] .
Since the later is isomorphic to O P 1 (1) it is base point free. By lemma 8.
We 
is equivalently given by a splitting of
together with a global nonzero section of L −1 ∞ . Given two rigidifications ξ and ξ ′ there is a unique (λ, a) ∈ H 0 (O * S ) × H 0 (O S ) such that ξ ′ = λξ + a1. This is an action of G m ⋉ G a for which the set of rigidifications of η (if not empty) is a torsor. This action corresponds to the one (by composition) of Aut(P 1 , ∞) on the map Y → P 1 S defined by {1, ξ}. Let ψ : Y → P S (Q ∞ ) be the map defined by Q ∞ . The section τ j and τ ∞ defining E j and E ∞ give rise to the S-sections of P S (Q ∞ ) given by composing with ψ. We get marked S-pointsĒ j which do not intersectĒ ∞ . Each marked pointĒ j is defined by a onto map
is the conormal bundle atĒ j . The marked pointĒ ∞ is given by κ in the exact sequence 8.1. The factĒ j does not intersectĒ ∞ corresponds to
being an isomorphism. Given a rigidification ξ of η we get elements
In terms of the base of Q ∞ defined by {1, ξ} and using
One Proof. To give a G m -torsor over M 0,r,∞ is to give a line bundle over M 0,r,∞ . Now an ǫ-rigidification of (η :
The stack M ǫ 0,r,∞ comes with a natural map on the divisors of degree r of P 1 . It is related to a construction of M. Kapranov in [19, C] .
Recall Div ℓ P 1 = A ℓ . The G m -action on the rigidification ξ corresponds to the action of Aut(P 1 , 0, ∞) on c[ξ] by composition. It acts with weights (1, 2, . . . , ℓ) on A ℓ . Now 8.3 is a degree ℓ divisor whose first coordinate (at least for reduced S) in A ℓ is zero. Since all the stacks involved are reduced and separated we get that k ⋄ ǫ factors through the hyperplane of zero first coordinate. Since ℓ cannot be zero taking the quotient by the G m actions on the source and target we get maps k ǫ and k • respectively from M 0,r,∞ and M 0,•,∞ on P(2, . . . , ℓ).
8.2.
The Hurwitz projection. Let ǫ = {ǫ j }r j=1 be a set of partitions of d. Denote H ǫ g, k,⋄ the fiber product
It is a line bundle over H ǫ g, k and has a natural action of G m coming from the one on
together with an ǫ-rigidification ξ of (η : Y → S, E ∞ , {E j }r j=1 ). Composing φ with the morphism to (P 1 S , ∞) defined by ξ one gets a map
which might not be a stable map.
Proof. Following theorem A.1
whereĒ j is the S-point of P to X along 0 and p j,ℓ j for fixed j. For each ℓ j choose a ramified cover R p j ,ℓ j → R q j simply branched away from p j,ℓ j where it has ramification index ǫ j (ℓ j ). We get this way a cover from X ⊔ p j,ℓ j R p j,ℓ j on Y ⊔ q j R q j whose image by h • is clearly F and whose number of non-simple branched points is less than the one of F. By induction we get the desired simply ramified cover. The section is dedicated to the proof of this theorem. We write down Br(ϕ) in terms of the data in the upper and lower triangles △ up and △ lo . Comparing relations in both triangles gives the statement. We start with a general lemma. By the same lemma it is enough to show that for every closed point t ∈ T we have H 1 (γ −1 (t), ω Z/S|γ −1 (t) ) = 0 to have R 1 γ * ω Z/S = 0. The fiber γ −1 (t) is a sub-curve of Z s for s = η(t). Since γ is onto γ −1 (t) Z s . We are brought to show that given a sub-curve X Z in a prestable curve H 1 (ω Z|X ) = 0. We can assume X Z is connected. Write n Z|X the set of nodal points in X ∩ Z \ X. A point in n Z|X is regular on X and n Z|X ∅. We have that ω Z|X = ω X ( x∈n Z|X x). Thus H 1 (ω Z|X ) = H 1 (ω X ( x∈n Z|X x)) and the latter is zero by duality.
Relations in △ lo . We have an isomorphism of complexes
In particular, we get the equality Br(ϕ) = Br(F). This last cohomology group is zero: the dual graph of the genus 0 curve c −1
Proof. By definition
< (x) is a tree. We prove our claim by induction on the number of irreducible components of c . This is the branch divisor of c > . Restricted to the fibers it contracts trees of smooth rational components on the component marked by infinity. Following [13, 3 (22) ] one can show this divisor is zero. Getting back to (⋆⋆) we have that
Following [22, 9] we get that 
