Kernels are similarity functions, and play important roles in machine learning. Traditional kernels are built directly from the feature vectors of data instances x i , x j . However, data could be noisy, and there are missing values or corrupted values in feature vectors. In this paper, we propose a new approach to build kernel -Collective Kernel, especially from noisy data. We also derive an efficient algorithm to solve the L 1 -norm based optimization. Extensive experiments on face data, hand written characters and image scene datasets show improved performance for clustering and semi-supervised classification tasks on our collective kernel comparing with the traditional gaussian kernel.
similarity information plays a central role in improving the performance of these algorithms. To our knowledge, there is still no reliable way to determine the optimal graph weights although semi-supervised/clustering tasks are very sensitive to the graph constructions. To deal with the parameter sensitive problem in graph construction, some robust graph construction methods(e.g, [4] , [5] , [6] , [7] ) are proposed. In this paper, we present a new kernel/pairwise similarity construction algorithm. Greatly different from previous works, our work builds rigorous kernels from noisy data.
Our model are motivated by nonlinear dimension reduction or subspace extraction models. There exist many nonlinear dimension reduction methods. such as Isomap [8] , locally linear embedding (LLE) [1, 9] , local spline embedding [10] , local tangent space alignment (LTSA) [11] , locality preserving projection [12] and Laplacian Embedding (LE) [13, 14] , etc. As the rapid accumulation of clustering data [15] , advances in data collection and storage capabilities during the past decades have led to an information overload. High-dimensional data, such as financial time series, digital images and gene expression microarrays, present many challenges as well as some opportunities. More and more effective machine learning algorithms are needed to handle these high-dimensional data. One of the widely used effective approaches in handling high-dimensional data is dimension reduction or subspace extraction which reduces the number of variables and linear combination of them. This can reduce time-complexity and space-complexity, and make it easier for data visualization.
Motivated by these recent work, in this paper, we propose a new model to build kernel -collective kernel in the presence of noise. This model aims to reduce noise using a robust formulation of L 1 norm. The resulting robust noise reduction model reduces the noise inherently in data.
We carry out extensive experiments to evaluate our collective kernel. We have applied the novel noise reduction model on many datasets for clustering work and semisupervised learning, the results on collective kernel are always consistently better than on the traditional gaussian kernel. In the following, we will present the kernel building with noise reduction model. We then present an efficient algorithm to solve the resulting nonlinear optimization problems.
Collective Kernel Construction
Existing kernels have the following characteristics: (1) it is constructed from pairs of data feature vectors individually. No consideration is given to their local environment. (2) the construction uses Euclidean distance between the two feature vectors. For example, the widely used gaussian kernel is constructed using the following equation
Collective kernel construction. From machine learning point of view, kernel function is a pairwise similarity function. For similarity function, local data distributions are important factors. For example, if x i , x j have many common nearby neighbors, x i , x j is more similar, compared with the situation where x i , x j have zero or very few common nearby neighbors. This consideration thus motivates a collective approach where similarities among a group of data points are constructed in a collective fashion.
Noise reduction. In real applications, data could have much noise, and some of the feature vectors could have missing values or corrupted values. Most existing kernel construction approaches use Euclidean distances which is prone to noise.
In this paper, we propose a method to build kernels in a collective fashion using local linear interpolation.
We motivate our approach by considering Locally linear Embedding(LLE). Let X = (x 1 , · · · , x n ) ∈ ℜ p×n . In LLE, each data point x i is represented by a linear interpolation of its k nearest neighbors (kNN), The weights are learned from
In LLE, the sum of j is restricted to the kNN. W ij is restricted to j w ij = 1. But W ij are not restricted to be nonnegative. In this paper, for a vector v, its L p norm is defined as
In this paper, we generalize this way to construct a kernel (pairwise similarity) function Z. Recall that a Kernel has the following property: (i) nonnegative; (ii) symmetric; (iii) semi-positive definite. Thus we require Z to have the above three properties.
In LLE, the nonzero elements of W is restricted to the kNN. Here, we relax this condition to let j sum over all nodes. Due to the sparse constraint of the second term, most elements of Z are zero.
This local data interpolation scheme provides a natural way for noise-reduction. In the LLE formulation, we use the noise-tolerant native of L 1 norm and reformulate LLE as
It is well-known that L 1 -norm is much more robust than the least square formulation of Eq.(2.2).
Collective Kernel
Combining the two motivations discussed above, our formulation for constructing kernel is to solve the following optimization
where Z 0 means Z is semi-definite positive (s.d.p). Here we use Z to denote the kernel. α > 0 and β > 0 are model parameters. In practical applications, we find
are good choices.
Property of Collective Kernel
The most important new feature of our formulation is the robustness w.r.t data noises. Here in Eq.(2.4), the error function X − XZ 1 uses L 1 norm, which is known to be tolerant to large errors. Standard least square in the LLE formulation Eq.(2.2) is prone to large errors since the error terms are squared.
The regularization Z 2 F is to enforce some smoothness on Z ij . It also forces Z = I. The regularization Z 1 is to induce certain sparseness on Z.
Relation to Sparse Coding
Our model has also some connections to sparse coding [16] , lasso [17] and elastic net [18] . The basic idea of sparse coding is to represent a feature vector as linear combination of few bases from a predefined dictionary, hence induce the concept of sparsity. In our case, the dictionary is the original data X itself. Note that our model's objective function can be written as
where Z = (z 1 , · · · , z n ). Thus each column of Z is the solution of the following optimization
If we replace the L 1 norm on the error term (1st term) by L 2 norm and set β = 0, This is exactly the LASSO [17] . term, this is identical to the elastic net [18] which improves the smoothness of the process.
Collective Similarity Function
The collective similarity function construction is resulted from Eq.(2.4).
The condition for a pairwise similarity function to be a Kernel has the requirement that the similarity function must be semi-definite positive. For the optimization of the Support vector machine (SVM), the s.d.p. property of kernel ensures the global optimal solution is unique.
However, this requirement is not necessary for most other learning tasks. Furthermore, the s.d.p. constraint is stringent for optimization. For these reasons, we learn a less restricted function, the pairwise similarity function. Thus we solve
where the s.d.p. condition Z 0 is dropped. The learning of this similarity function can be computed very fast. Illustration. In Figure 1 , we show the learned collective kernel Z for a dataset which contains 100 face images. In this data, 1-10 images are for the 1st person, 11-20 images are for 2nd person, etc, and there are total 10 persons used in this illustration. Samples of occluded images are shown in Figure 2 . 50% images are occluded by a random placed block square. In addition, all images have 10% of its pixels occluded (set to zero). see §4 for more details. Figure 1 shows that collective kernel Z has more clear diagonal block structure than gaussian kernel K across all 10 classes (10 images of a person is ordered consecutively, so a square block indicates strong similarity within the class.) 
Computational Algorithm
In this section, we give an efficient solution to our model, one of the main contributions of this paper is to derive an efficient algorithm to solve the L 1 norm problem of Eq.(2.4). To our knowledge, this problem has not been investigated before.
Our problem is to solve Eq.(2.4) to obtain collective kernel Z. In §3.1, we solve the problem with Z is restricted to be s.d.p., where the variable G is introduced for this exact purpose. As explained before, sometimes s.d.p. for Z is not necessary. This special case results in faster algorithm. The algorithm simplification is presented in §3.4.
Algorithm for Building Collective Kernel
The optimization problem of Eq.(2.4) is hard to solve, however, it can be naturally decomposed into three sub-problems f (Z) = f 1 (Z) + f 2 (Z) + f 3 (Z). Here, we introduce two more variables F and G, and let F = G = Z. Thus, the optimization problem of Eq.(2.4) becomes the following problem,
These three individual sub-problems in Eq.(3.8), Eq.(3.9) and Eq.(3.10) are easy to solve, and more important, the constraint of Eq.(3.11) needs to be maintained together simultaneously with the above three individual sub-problems, which is also much easier than solving the original problem in Eq.(2.4). We note that Augmented Lagrange Multiplier (ALM) algorithm [19] provides a simple and efficient framework to enforce this constraint. Therefore, combining Eqs.(3.7 -3.11), the optimization problem we wish to solve becomes the following, which is equivalent to the original optimization problem Eq.(2.4).
We use the Augmented Lagrange Multiplier (ALM) method to solve this problem.
Here the introduction of E is to simplify the handling of X − XZ 1 in Eq.(2.4). The constraint X − XZ = E is taken care within the ALM framework.
In ALM, constraint X − XZ = E is enforced in two directions simultaneously: (1) Add a Lagrangian multiplier Ω which has the same size as E. This adds the term Ω, X − XZ − E in the objective. (2) Add a quadratic penalty X − XZ − E 2 F . These two terms are the second line of Eq.(3.13). This double enforcement appears to be very effective.
The introduction of F is to simplify the handling of Z 1 in Eq.(2.4) and the constraint Z ≥ 0. The constraint Z = F is taken care within the ALM framework as explained above. The two related terms are the third line of Eq. (3.13) .
The introduction of G is to handle the difficult task of enforcing Z 0 and Z = Z T . The constraint Z = G is taken care within the ALM framework. The two related terms are the 4th line of Eq.(3.13).
ALM solves a sequence of sub-problems. It can be rewritten equivalently as
where P, Q = ij P ij Q ij = Tr(P T Q) denotes inner product.
Here Ω, Σ, Λ are Lagrange multipliers, µ is the penalty parameter. It can be rewritten equivalently as
There are two major procedures in the algorithm, solving the sub-problems and updating parameters. The final re-sult is obtained by iteratively running these two procedures, and the convergence can be proved.
Solving the Sub-problems
The key step of the algorithm is solving the sub-problems of Eq.(3.14) for fixed parameter values of Ω, Σ, Λ, µ. We solve one variable with its constraints at a time while fixing the rest of variables. Fortunately, all variables can be solved in closed form solutions. We will see that the diverse constraints can be handled easily in this approach.
Solving for E.
First, we solve E while fixing the rest variables Z, F , G. The optimization problem becomes
This problem has closed form solution:
Solving for Z.
Second, we solve Z while fixing the rest variables E, F , G. The optimization problem becomes
where P, Q, R are constants w.r.t. F . They are
Setting derivative w.r.t. Z to zero, we obtain
Solving for F.
Next, we solve F while fixing Z, E, G. This becomes
where S is a constant w.r.t. F and is defined as
In this form, the original constraint Z ≥ 0 and now become F ≥ 0. The optimization problem is easy to handle. The Karush-Kuhn-Tucker complementarity slackness condition for F ij ≥ 0 gives
Clearly, the solution is
Solving for G.
Finally, we solve G while fixing the rest variables E, Z, F . The relevant part of Eq.(3.14) is (3.22) min
where U is a constant w.r.t. G and is defined as
Note that the objective of Eq.(3.22) can be written as
. The solution G can be be easily shown to be (3.23)
where V ΓV T is the eigen-decomposition of symmetrized (U 1 + U T 1 )/2, and Γ + is the positive part of the eigenvalues contained in the diagonal matrix Γ.
Updating parameters
At the end of each iteration, parameters Ω, Σ, Λ, µ are updated as following
where ρ > 1.
Some insights to the algorithm can be seen if it's noted that as iteration proceeds, ρ become increasingly large thus the penalty terms in Eq.(3.14) become stronger and thus the constraints are enforced more precisely. It should be noted as the way Ω, Σ, Λ updated in Eqs.(3.24,3.25,3.26) are not exactly the Lagrangian multiplier in the usual way. In fact, they are estimations of Lagrangian multipliers. As iteration proceeds, Ω, Σ, Λ become more closer to the correct values of Lagrangian multiplier respectively, i.e., (3.28 )
It can be shown rigorously that this happens as Z t → Z ∞ . Similarly, it happens to Σ and Λ. This proof is similar to Theorem 4.2.2 in [19] where more detailed analysis of this approach is given.
It should be noted that in each ALM iteration, the original objective value of Eq.(3.13) is not guaranteed to decrease. This is because the values of Ω, Σ, Λ changed from one iteration to the next. But theoretical analysis (see [19] ) and extensive experiments we performed on real datasets show it always converges (see section on experiments). Considering the difficulty due to the non-smoothness of three terms in Eq.(3.13), this algorithm is both efficient and reliable.
Solving Collective Similarity Function
The algorithm for solving the similarity function defined by Eq.(2.6) is a simplification of the above algorithm due to the elimination of s.d.p. requirement for Z.
The variable G is eliminated. The corresponding Λ is eliminated. The sub-problem for solving E remains the same. The sub-problem for solving Z remains the same as Eqs. (3.17,3.18,3.19) , except R = 0 in these equations. And the sub-problem for solving F is almost the same too, except we need to enforce the similarity of S in Eq.(3.21), because the constraint F = F T is added to the sub-problem for solving F , so the solution for F in Eq.(3.21) becomes,
Computational Complexity
The computational complexity of this algorithm for solving the collective kernel of Eq.
where k is the number of required iterations, p is the data dimension, n is the number of data instances. The first term is for computing E through Eq.(3.16); The second term is for computing Z through Eq. (3.19) . Here the factor (I + X T X) −1 is an expansive O(n 3 ) eigen-decomposition computation. But it is computed once and stored for reuse. The second part of Eq.(3.19) is a simple matrix multiplication and all current cache based computers can compute this in near peak speed of the CPU. Although this part involves O(n 3 ) computation, but this part in fact does not take too much time. The third term is for computing F through Eq.(3.21). The fourth term is for computing G through Eq. (3.23) . This term is the most expansive part, because this is a repeated eigen-decomposition computation. Fortunately, this part is not needed if we compute similarity function through the model of Eq.(2.6).
Experiment Results
In this section, we evaluate our collective kernel building method on seven datasets, and also give algorithm convergence analysis. We do both semi-supervised learning and clustering for image categorization and clustering tasks, and comparing the performance with Gaussian Kernel. The seven datasets includes AT&T, CMU-PIE, Yaleb, MNIST, USPS, Caltech101 and MSRC-v1, which are introduced in the following section.
Dataset Description
The seven datasets used in our experiments are from a wide range of domains, including three face datasets AT&T 1 and CMU-PIE, Yaleb [20] , two digit datasets MNIST [21] , USPS, and two image scene datasets Caltec101(Caltec) [22] and MSRC-v1 [23] . Table 1 summarizes the characteristics of each dataset.
AT&T There are ten different images of each of 40 distinct subjects. In our experiment, we resize the images so that p=28×23 to speed up the computation.
CMU-PIE CMU-PIE is a face database collected by Carnegie Mellon Robotics Institute between October and December 2000. Each image is resized into 16x16 pixels in our experiment. We randomly select 10 images from each class with different combinations of pose, face expression and illumination condition.
YaleB There are totally 38 classes (10 subjects in original database with 28 subjects in the extended database) under 576 viewing conditions (9 poses with 64 different illumination conditions). 64 images in different illumination conditions from 31 classes are selected for our experiment, so there are totally 1984 images. Note, some of the images already includes noises due to bad illumination condition.
MNIST The MNIST dataset of handwritten digits has a training set of 60,000 examples, and a test set of 10,000 examples. The digits have been size-normalized and centered in a fixed-size image. We choose 20 images for each digits.
USPS USPS dataset have normalized handwritten digits, automatically scanned from envelopes by the U.S. Postal Service. The images here have been deslanted and size normalized.
Caltech 101 We choose 20 out of 101 categories by following [22] . The 20 classes include Faces, Leopards, Motorbikes, Binocular, Brain, Camera, Car-Side, DollarBill, Ferry, Garfield, Hedgehog, Pagoda, Rhino, Snoopy, Stapler, Stop-Sign, Water-Lilly, Windsor-Chair, Wrench, Yin-Yang. and we choose 20 images for each class for the convenience of demonstration of this data. We use the HOG feature extracted by [24] .
MSRC-v1
We select 7 classes for this dataset by using Lee and Graumans approach [23] , and use the feature extracted by [24] .
Algorithm Implementation Details
We use Algorithm 1 to generate collective similarity matrix Z, and apply both clustering and semi-supervised learning methods on Z and Gaussian kernel K using
For gaussian kernel, the bandwidth γ is set to γ = 0.5/σ 2 , where σ = the average distance of kNN with k=6.
In our implementation, iteration is stopped when the reduction in function value of Eq.(2.6) (J t − J t−1 )/J t is deemed sufficiently small(< 10 −6 ).
Convergence of Algorithm
We show the convergence property(e.g., iterations, values of object function) of our algorithm of Eq.(2.6) in Figure3a and Figure3b on AT&T and Yaleb datasets respectively. It takes around 100 iterations for our algorithm to converge on dataset AT&T, while around 200 iterations on dataset Yaleb. Considering L 1 problem is usually difficult to solve, our method has to optimize both L 1 and Frobenius terms, our algorithm is very efficient. Our algorithm also converges very fast on the other datasets.
Clustering Results Comparison
After we get Z and K, we apply 3 clustering methods -Spectral Clustering (SC) [25] , Normalized Cut (NC) [26] and Symmetric NMF (SNMF) [27] on them, and using clustering accuracy to evaluate the performances.
To compute clustering accuracy, we first compute the K-by-K contingency clustered data points, which is the clustering accuracy. Table 2 shows the clustering accuracy on all 7 datasets both on K and Z. For all datasets, clustering accuracies are improved on our collective kernel Z, especially on occluded datesets. Note, Yaleb dataset itself contains a lot of noise. So we don't need to occlude this dataset again. For face data AT&T, the accuracy improves around 10%, and for the occluded AT&T data, the accuracy improves around 20%. For hand written characters USPS, there are also around 10% improvement. For image scene data Caltech and MSRC-v1, our approach improves 1% -8%. Those results demonstrate the effectiveness of the kernel we built in noisy environment. Calculate E using Eq.(3.16); 5: Calculate Z using Eq.(3.19), note R = 0; 6: Calculate F using Eq.(3.29); 7: Update Ω using Eq.(3.24); 8: Update Σ using Eq.(3.25); 9: Update µ using Eq.(3.27); 10: until Converge 11: Output: Z
Semi-supervised Classification Results
The computed Z can also be used for semi-supervised classification. We run 3 state-of-the-art semi-supervised methods: (1) Green Function [28] , (2) Harmonic Function [29] , (3) Local and Global Consistency [30] . Classification accuracy results of 5-fold cross validation is shown in Table 3 .
From Table 3 , we see that our collective kernel Z generally perform better than gaussian kernel K especially on the corresponding occluded datasets.
In the above experiments, we test the performance of our model dealing with corrupted data, where corruption appears in a block or points of some of the images instead of being distributed across all image pixels. We provide AT&T occluded data, CMU-PIE occluded data, MNIST occluded data and USPS occluded data. Yaleb dataset itself contains a lot of noise due to bad illumination condition. So we don't need to occlude this dataset again. For the image scene datasets, we use features extracted by [24] instead of the original pixels, so we don't corrupt the features.
On the occluded images, we replace a randomly chosen square block of 50% images with occlusion. And also on each image there are 10% black point occlusion. Figure 2 shows 8 persons' occlusion images in AT&T dataset. Performance of semi-supervised learning on collective kernel improves over gaussian kernel the most on all occluded datasets in Table 3 . In unsupervised learning (see Table 2 ), the improvement on most occluded datasets is also significant. Those results demonstrate the effectiveness of our build kernel in noisy environment.
Conclusion
In this paper, we presented a new approach to build kernel -collective kernel in the presence of noise. We derived an efficient algorithm to solve the L 1 -norm based optimization. Extensive experiments show the performances of clustering tasks and semi-unsupervised image classification on collective kernel outperform that on gaussian kernel.
