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1. Introduction
Children’s speech environments vary in numerous ways. Our ability to
make claims about naturally-occurring speech in children’s daily environments
has been greatly assisted by recorders that can capture and store large amounts
of audio (e.g., an entire day). One notable example is the LENA digital language
processor (Gilkerson et al., 2017), which is worn inside a child’s front shirt
pocket and stores up to 16 hours of the audio environment around the child per
recording. Analyzing these recordings is facilitated by LENA software that
automatically segments and classifies the audio into relevant categories (e.g.,
silence, speech, television) and estimates the number of utterances or words
spoken “near and clear” to the child. However, these automated measures gloss
over many important features of audio environments, for example, if silence
represents periods when the child is sleeping, or if adult speech is directed to the
target child. The directed nature of speech has received particular attention, as a
growing body of work has proposed that child-directed speech (CDS), more so
than other-directed speech (ODS), supports lexical development
(Ramírez-Esparza, García-Sierra & Kuhl, 2014; Shneidman & Goldin-Meadow,
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2012; Weisleder & Fernald, 2013). To explore these more detailed aspects of
children’s learning environments, researchers have typically relied on
labor-intensive manual coding by humans who listen to and consider multiple
features of the speech environment (Ramírez-Esparza et al., 2014; Weisleder &
Fernald, 2013). To facilitate this work, we present two automated classifier
systems that take the output from the LENA software and identify periods of
sleep in the recording and segments which are primarily CDS and ODS. The
development of these tools can both ease the burden of labor-intensive coding
and potentially yield insights into the characteristics of speech in children’s
everyday language learning environments.
1.1. Child-directed versus other-directed speech for language learning
The importance of child-directed speech is central to theories that aim to
explain how children learn language from social interactions (Tomasello, 1995).
However, communities vary widely in how much speech is directed to children
(Casillas et al., 2019; Ochs & Schieffelin, 1984; Shneidman & Goldin-Meadow,
2012). Despite this variability, cross-cultural work finds that key language
milestones (e.g., onset of first words and multi-word utterances) emerge around
the same age in a variety of communities (Casillas et al., 2019; Crago et al.,
1997). Such evidence raises questions regarding how speech in children’s
environments supports language acquisition.
In addition, the ways in which child-directed speech specifically, rather than
all available speech, contributes to children’s language learning is an active area
of research. Some lab-based experimental studies demonstrate that children can
learn new words from speech that is not explicitly directed to them. For
example, Akhtar and colleagues (2001) found that 1- to 2-year-old children were
able to learn novel nouns and verbs when observing two adults play a game.
Other studies have varied the degree of joint attention, such as having speakers
turn their backs to infants, replicating these findings (Gampe et al., 2012). In
contrast, research examining speech in natural environments reports that
child-directed speech, more so than other-directed speech, is associated with
children’s vocabulary development. For example, using LENA recordings with
29 Spanish-speaking families in the US, Weisleder and Fernald (2013) recorded
speech environments and then hand-coded periods of child-directed vs.
overheard speech. Child-directed speech was directed to the target child, either
in one-on-one interactions or with others; overheard speech was directed to
adults or children other than the target child. Using estimates derived from
LENA to measure total adult word counts, variability in child-directed adult
words at 19 months was related to children’s vocabulary size at 25 months,
while adult words during periods of overheard speech was not. Similar findings
were seen in Shneidman and Goldin-Meadow (2012), where child-directed, but
not overheard, speech was linked to children’s vocabularies in
Yucatec-Mayan-speaking families in subsistence farming communities in
Mexico.
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1.2. Identifying periods of child-directed and other-directed speech in
daylong recordings
Daylong recordings provide an extraordinary opportunity to examine how
speech varies across different contexts in young children’s natural environments.
For example, some researchers seek to examine the audio environments of
young children during periods when the child is awake compared to periods
when the child is sleeping. Other researchers are interested in identifying which
features of talk differ in child-directed contexts compared to periods when that
speech is not directed to the target child. To examine how features of talk differ
across contexts, it is first necessary to identify these contexts within daylong
recordings. In studies to date, human listeners are trained to identify periods of
sleeping, child-directed, and other-directed speech by attending to numerous
cues that are available on the audio recording. However, less is known about
which of the multiple available features most reliably characterize these different
contexts. Moreover, while fruitful, these efforts are highly labor and time
intensive. Though there are emerging tools to support the efficiency of this type
of manual coding (Cychosz et al., 2021), efforts to create automated tools are
also in critical need. Additionally, in some cases, ethical considerations prevent
researchers from listening to the recordings (Cychosz et al., 2020). Thus, tools
that enable classification of periods of child-directed and other-directed speech
from features that are automatically extracted from the recordings could expand
the range of cases in which such features can be examined.
One advantage of LENA is that it provides an array of automated measures
that characterize the child’s audio environment (Xu et al., 2009), including: the
frequency of adult words (AWC), conversational turns (CTC), and child
vocalizations (CVC), and time-based estimates of noise, silence, distant speech
(i.e., duration of speech far from the target child or overlapping), meaningful
speech (i.e., duration of speech that is near and clear to the child), and
electronics (e.g., TV). Typically, these measures are used independently, ranking
individual families as having higher vs. lower mean AWC/hour or CTC/hour, or
ranking children as having higher vs. lower CVC/hour. However, it is also
possible that these measures can be used in conjunction to distinguish more
subtle differences among periods of time during the daylong recordings. For
example, for a given 5-minute segment, estimates of AWC may be more likely
to be target-child-directed speech (tCDS) when accompanied by relatively high
values of CTC or CVC. Or, a child is more likely to be sleeping when low
values of AWC are also accompanied by low values of CVC or CTC. Finally,
segments with relatively more minutes of distant speech may be more likely to
be ODS than segments with more minutes of meaningful speech. By combining
these features in various ways, we can gain insights into which features
characterize different periods in a child’s learning environment. Here, we
explored ways to combine automatically-generated estimates from LENA to
classify different kinds of speech segments. By comparing the results of these
methods to previously-made judgments from human listeners, we estimated their
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reliability; thereby, potentially identifying tools that could reduce the burden of
hand-coding in future studies.
1.3. Current study
We examined the feasibility of training automated classifiers to reliably
identify periods of (1) a child sleeping, and (2) CDS to the target child (tCDS)
versus speech that is available to the child but directed to others that are not the
target child, i.e., ODS. We first conducted preliminary analyses using only the
frequency counts, i.e., AWC, CTC and CVC, derived from recordings of 29
Spanish-speaking families (Weisleder & Fernald, 2013). We assessed the degree
to which variation in these measures was associated with variation in whether a
particular 5-minute segment was classified as tCDS or ODS by human coders.
Next, we applied more sophisticated machine-learning classifiers that combine
multiple frequency- and time-based measures from LENA to identify periods of
sleep, tCDS, and ODS. We first used cluster analyses to examine how multiple
LENA features hang together to predict the judgements of human listeners. We
then trained a sleep classifier and a tCDS/ODS classifier, comparing the results
of both classifiers to human coders in a large sample of 153 English- and
Spanish-speaking families. Finally, we examined if AWC values based on
model-predicted segments of tCDS versus ODS replicated previously published
links with hand-coded data and children’s later language outcomes (Weisleder &
Fernald, 2013).
2. Method
We analyzed daylong LENA recordings across five samples of children
from a total of 153 families with 17- to 28-month-old children. For all samples,
human listeners had coded 5-min or 10-min audio segments for periods of sleep,
tCDS, or ODS following similar protocols. We first conducted a logistic
regression to assess relations among AWC, CTC, and CVC. We then conducted
a cluster analysis and trained automated classifiers using the hand-coded
segments and LENA-derived measures, including features of speech (AWC,
CTC, CVC) and features based on time (meaningful speech, distant speech, TV,
noise, and silence).
2.1. Participants
Participants were families and their 17- to 28-month-old children from 79
English- and 74 Spanish-speaking households in the US. In total, families
contributed over 1,000 recorded hours of LENA recordings (12,936 segments).
Descriptives can be seen in Table 1.
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Table 1: Descriptives of families across five different samples
Sample

n

Lang.

Age
(mo)

Mat. Ed
(y)

Record.
length
(hours)

Seg.
dur
(min)

Num
seg.
incl.

1

27

En

18 - 19

12 - 18

10.62 (2.29)

5

3491

2

29*

En

17 - 19

10 - 18

9.32 (2.52)

5

3275

3

45

En

23 - 26

10 - 18

11.05 (3.22)

10

1891

4

29

Sp

18 - 20

4 - 16

10.67 (3.13)

5

2758

5

45

Sp

25 - 28

6 - 18

13.44 (3.68)

10

1521

*n = 22 from Sample 2 are also included in Sample 3 at a second time point, thus the
total sample results in 153 unique families; En = English, Sp = Spanish

2.2. Data collection and coding
Across all studies, research staff obtained informed consent from caregivers
and provided instructions of how to use the LENA. Caregivers were asked to
record on a ‘typical’ day. To respect families’ privacy, caregivers were told that
they were able to pause the recording at their convenience. Instructions varied
slightly across samples, but in all cases, families recorded on a single day or
across multiple days and were encouraged to record during all parts of the day.
Native speakers of each language hand-coded 5- or 10-min segments. To
determine periods of sleep, coders identified when audio segments consisted of
multiple consecutive AWC values of 0, and next listened to confirm if children
were sleeping. If the child was confirmed to be sleeping (e.g., often evident by
deep breathing), coders continued listening to segments prior to and after these
segments to determine the beginning and end of periods of sleep.
To identify segments of tCDS or ODS, coders classified each segment based
on the most prevalent type of language interaction in that segment. tCDS was
defined by speech that was directed to the target child, whether this was only to
the target child or seemed inclusive of the target child (e.g., if a speaker
addressed a group that included the target child, for example they said “you all”
or “look at this”, the speech would be considered tCDS). Coders based their
judgment on numerous features including exaggerated prosody, pace, affect,
number of people present, distance of the speaker relative to the child,
environmental sounds, semantic properties of the speech, and the activity of the
interaction. Periods of ODS were identified by speech that did not appear
directed to the target child or inclusive of the target child. For samples 3 and 5
coders were asked to identify the prevalent type of language interaction (i.e.,
approximately 70% of speech was either tCDS or ODS); for samples 1, 2, and 4
coders were asked to identify whether the segment was majority (>50%) tCDS
or ODS but were also able to identify a third category that indicated if a sample
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was ‘split’ to be approximately 50% tCDS and 50% ODS. For the classifiers, we
treated all ‘split’ segments as ODS, so that all segments coded as tCDS reflected
primarily child-directed speech. Coders could use the AWC value to determine
how much speech in the segment needed to be classified as tCDS or ODS.
3. Results
3.1. Preliminary analysis
We conducted hierarchical mixed effects logistic regression models to
examine the degree to which LENA-provided frequency measures of AWC,
CTC, and CVC predicted the hand-coded classifications of tCDS or ODS. We
used Sample 4, which consisted of all-day LENA recordings from a
previously-published study where 5-minute segments had been coded for tCDS
or ODS (Weisleder & Fernald, 2013). Models included a random intercept of
participant and all frequency measures were converted to rates per minute and
mean-centered within each family to allow interpretation of values as relative to
each family’s mean rates. We found that each frequency measure, AWC/min,
CTC/min, and CVC/min, independently contributed to the probability of a
segment being classified as tCDS versus ODS. As seen in Figure 1, lower AWC
rates (B = -.59, 95% CI [-.73, -.46]) were associated with a higher probability of
ODS, indicating that a one unit increase in AWC above a family’s mean would
result in a lower probability of the segment being coded as tCDS. In contrast,
higher rates of CTC (B = .36, 95% CI = [.21, .52]) and CVC (B = .39, 95% CI =
[.26, .52]) resulted in a higher probability that the segment was coded as tCDS.
These findings indicated that each of the LENA frequency measures predicted
the probability of tCDS, but did so in different directions, suggesting that
relations were more complex than these techniques could capture. Thus, we next
recruited machine learning techniques to explore the extent to which multiple
LENA features could be used to classify periods of sleep, tCDS, or ODS.
CVC

AWC

(child vocalizations)

(adult word counts)

Predicted Probability
of tCDS

CTC
(conversational turns)

CTC/segment

CVC/segment

(normalized for time per family)

(normalized for time per family)

AWC/segment
(normalized for time per family)

Figure 1. Predicted probabilities and confidence intervals (shaded region) of
tCDS from AWC, CTC, and CVC, when holding other measures at their
mean (vertical line at 0)
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3.2. Cluster analysis
We next examined whether segments could be meaningfully clustered,
which might suggest that a classifier based on thresholding multiple values (e.g.,
a decision tree) might work better than techniques that look at predictors
individually. Using an unsupervised clustering algorithm (k-means), we
clustered all 12,936 segments according to their raw LENA values, considering
k={2,..,15} clusters. Table 2 shows the preferred k=7 clusters along with the
proportion of each type of segment in the cluster and the mean values of LENA
features for segments in that cluster (e.g., AWC, CTC, silence, noise). Clusters
4 and 5 capture mostly sleep (64% and 53%) with low AWC, CTC, and CVC,
but both clusters also include a fair number of CDS segments (22% and 30%).
Note that Cluster 5 is also associated with high levels of noise, whereas Cluster
4 is associated with high levels of silence. Clusters 6 and 1 are both
predominantly CDS (73% and 60%) and cover 36.4% of the dataset, however,
one has somewhat higher mean AWC, CTC, and CVC values than the other.
Note also that these two clusters also contain many ODS segments. Clusters 7
and 2 are comprised mostly of ODS segments. While both clusters are
associated with low values of CTC and CVC, Cluster 7 is associated with high
values of AWC, while Cluster 2 is not. Finally, Cluster 3, which looks much like
the sleep clusters (4 and 5) in terms of low AWC, CTC, and CVC, is also
associated with a higher level of TV.
Overall, clustering the segments according to the LENA measures showed
that: 1) multiple LENA features captured meaningful variation between the
clusters, as some corresponded mostly to sleep, tCDS, or ODS, and yet 2) the
clusters have significant overlap in tCDS and ODS, and to a lesser extent, sleep.
Table 2: Means of LENA variables by cluster, annotated with proportion of
sleep, CDS, and ODS segments
cluster

N sleep CDS ODS AWC CTC CVC noise silence distant

TV meaningful

4
5
6
1
7

2041 0.64 0.22 0.14 3.01
142 0.53 0.30 0.17 3.44
1256 0.00 0.73 0.27 54.55
3450 0.01 0.60 0.39 21.97
1485 0.01 0.33 0.66 76.10

0.07
0.11
3.78
1.14
1.40

0.49
0.86
9.51
4.76
2.61

0.01
0.63
0.02
0.03
0.01

0.85
0.12
0.27
0.37
0.21

0.08
0.16
0.25
0.33
0.33

0.02
0.04
0.01
0.03
0.03

0.03
0.04
0.45
0.25
0.42

2
3

3475
1087

0.04 0.45 0.51 13.63
0.27 0.28 0.45 7.33

0.37
0.16

1.80
0.73

0.03
0.02

0.17
0.15

0.66 0.02
0.07 0.69

0.12
0.06

3.3. Identifying sleep segments
We next attempted to build a classifier to automatically distinguish sleep
from awake segments using only automatically-generated LENA features. A
simple decision tree classifier was trained to distinguish segments when the
target child was asleep from those when they were awake, mirroring the first
step that researchers often perform when manually cleaning a LENA dataset. We
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trained the model using 5-fold cross-validation on 90% of 12,936 segments
(1,879 sleep segments, 11,057 awake). The decision tree achieved an AUC of
0.881 on the held-out test set of 1,294 segments. Shown in Figure 2, the decision
tree splits first on the amount of “meaningful” speech per minute, and then on
silence. If meaningful speech is >0.4s per minute (i.e., where .4 is 0.0063 x 60
sec) and silence is less than 54s per minute (i.e. 0.9), then segments are highly
likely to be awake (96.5%; 9,707 of 10,056 segments). If meaningful speech per
minute is very low (i.e. <0.4s) and silence per minute is high (>.64, i.e. 38.4s),
then these segments are highly likely to be sleep (97%, i.e. 1022 of 1054
segments). If meaningful speech is very low but silence per minute is also low,
then when child vocalizations (CVC) are low (<0.1), segments are also
somewhat more likely to be sleep (66%; 263 of 397 segments).

0.04

0.85

silence < 0.9

silence < 0.64

Sensitivity
0.4
0.8

0.15
meaningful >= 0.0063 no

yes

AUC = 0.881

0.59

0.0

CVC >= 0.1

1.0
0.03

0.88

0.22

0.66

0.97

0.6
0.2
Specificity

Figure 2. (left) Decision tree for classifying LENA segments with sleep (dark
gray) vs. no sleep (white), and (right) the ROC curve for this classifier
3.4. Classifying tCDS vs. ODS segments
We turn now to the more challenging task of building a classifier to
automatically distinguish tCDS from ODS segments. While a simple decision
tree performed very well for the simple case of sleep, it did not work as well for
the overlapping clusters of child-directed and other-directed speech. Thus, we
instead used a more sophisticated machine learning model: XGBoost (eXtreme
Gradient-Boosted trees; Chen & Guestrin, 2016), a state-of-the-art algorithm
that trains a cascade of decision trees successively on subsets of the data,
upweighting the segments that were misclassified by earlier decision trees.
We trained a classifier on LENA features to distinguish tCDS segments
from all other segments (ODS and split segments). First, we removed the 1,879
segments during which children were asleep (assuming they would be cleaned
by hand or removed by the sleep classifier). We then reclassified the 1,012
“split” segments which raters judged to be 50% ODS and 50% tCDS as ODS
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(0), making a total of 5,239 ODS segments and 5,818 tCDS segments (58%
tCDS). The purpose of the classifier is thus to distinguish “pure” tCDS from
mixed or pure ODS, after removing periods of sleep. A random 90% of the data
(9,951 segments) was used to train the classifier, and the remaining 10% (1,106
segments) was used for evaluation. When trained on 90% of the segments using
the normalized LENA features, the XGBoost classifier achieved an AUC of
0.719, with an overall accuracy of 0.674 on the held-out data.1 Figure 3 shows
the ROC curve (left) and the relative importance of each LENA feature (right) in
the final classifier. A limitation of XGBoost is that it does not enable simple
visualizations, e.g., a decision tree, of how classifications are made. However,
we can use the feature importance measure to assess which features were most
informative in the ensemble of boosted trees. The classifier’s reliance on the
amount of silence, CTC, AWC, and meaningful talk per segment corresponds
well to researchers’ intuitions about how tCDS can be summarized.

1.0

silence

0.8

Feature Importance

CTC

Sensitivity
0.4
0.6

AWC
meaningful
CVC

0.2

distant
tv

0.0

AUC = 0.72

noise

1.0

0.8

0.6
0.4
Specificity

0.2

0.0

0.00

0.05

0.10

0.15

0.20

Figure 3. (left) ROC curve of the tCDS/ODS classifier and (right) relative
importance of the LENA features in this classifier

3.5. Replication of links between tCDS and child language outcomes
One critical question is whether the tCDS/ODS classifier works sufficiently
well to replicate results from manually-annotated studies. To test this, we used
the Weisleder & Fernald (2013) dataset of 29 Spanish-speaking children whose
caregivers completed the MacArthur-Bates Mexican Spanish CDI

1

To ensure that the classifier was not just learning characteristics of these particular
children, we also trained a cross-validated version on 90% of the children, leaving out
data from 10% of the children (n=15) in each fold. This classifier achieved approximately
the same performance (AUC = 0.73; average test accuracy = 0.66), suggesting that the
classifier will generalize well to data from additional children.
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R 2 = 0.27

500
400
300
200
100

Vocabulary at 24 months

Vocabulary at 24 months

(Jackson-Maldonado et al., 2007) to assess vocabulary size when the children
were 24 months. In this manually-annotated dataset, children who heard more
tCDS at 19 months had significantly larger vocabularies at 24 months (r = .52,
95% CI=[.19, .75], p = .004). However, there was no significant association
between the amount of ODS at 19 months and vocabulary size at 24 months (r =
.25, p = .199).
We attempted to replicate this result using the classifier’s predictions of
which segments were classified as tCDS vs. ODS. As in the original manual
annotations, children who heard more tCDS at 19 months had significantly
larger vocabularies at 24 months (r=.48, 95% CI=[.14, .72], p=.008), but there
was no significant relation between the amount of ODS and vocabulary size (r =
.32, 95% CI=[-.06, .61], p=.094). Notably, the strength of these correlations
using the hand-coded and model-predicted values are very similar, providing
further evidence that the classifier is an effective tool for this purpose.

R 2 = 0.23

500
400
300
200
100
0

0
0

250 500 750 1000 1250
Hand−coded CDS

0

250
500
750
Model−predicted CDS

1000

Figure 4. Scatterplots between hand-coded or model-predicted tCDS at 19
months and children’s later vocabulary sizes at 24 months
4. General Discussion
Our study suggests that standard LENA outputs can facilitate identification
of potentially meaningful sources of variation in children’s speech
environments. We discuss our five main insights in turn.
First, we found differences in how commonly-used frequency measures of
AWC, CTC, and CVC predicted the probability of a segment having
target-child-directed speech. Our preliminary analyses indicated that segments
with higher AWC relative to a family’s mean were more likely to be
other-directed rather than target-child-directed. Frequency measures of CTC and
CVC resulted in the opposite, where segments with higher values relative to a
family’s mean were more likely to be target-child-directed. These findings
suggest a possibly counter-intuitive finding that periods of child-directed speech
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are defined by relatively lower rates of adult words and relatively higher rates of
conversational turns and child vocalizations.
Second, a much more complex picture arose when including both LENA
frequency and duration measures in cluster analyses. While some distinct
features characterized different audio environments, there was also a high degree
of overlap across clusters. For example, as expected, clusters with more sleep
segments were characterized by the lowest AWC, CTC, and CVC. However, one
sleep cluster was characterized by more silence, while the other was
characterized by more noise. This aligns with human coders’ reports that periods
of sleep often involved what appeared to be fans or sound machines, sounds
which were likely categorized as “noise” by LENA. In predicting tCDS, clusters
were characterized by the highest averages of CTC and CVC, but were more
mixed with regards to AWC. In predicting ODS, one cluster consisted of the
highest average AWC, while the others had lower CTC and CVC values, or
longer durations of distant speech and TV. Thus, we observed multiple ways in
which features were combined for all three categories of sleep, tCDS, and ODS,
with each category represented by more than one cluster (and not perfectly).
Future work might fruitfully examine in more detail potential differences
between segments in different cluster types. For example, are segments in some
clusters more difficult for human raters to classify than other segments? Or, are
segments in some clusters associated with different types of language and/or
activities than other segments?
Third, we found a high degree of success in training a classifier to identify
periods of sleep. Using a simple decision tree classifier, AUC approached .90 for
both the full dataset and the held-out test segments. Consistent with the
multifaceted nature of clusters defined by more sleep, the classification was not
simply due to periods of silence. The decision tree first considered the duration
of ‘meaningful’ speech, which is defined as speech by a live speaker that is near
the child; it then considered the duration of silence, before finally considering
the number of children’s own vocalizations. This suggests that periods of sleep
can be reliably identified from characteristics of the audio environment and
shows advantages of considering multiple features of those environments.
Fourth, we found moderate success in training a classifier to distinguish
periods of tCDS versus ODS. To accommodate the overlapping clusters of tCDS
and ODS, we used a more sophisticated machine-learning model, XGBoost,
where the model could sequentially add a cascade of decision trees and weight
misclassifications by earlier decision trees. We found moderate sensitivity and
specificity on the full dataset and a slightly weaker AUC on the held-out test
segments. The feature importance list illustrated the average gain in our
prediction of tCDS versus ODS, highlighting many features that also emerged in
our cluster analysis. Ongoing work suggests that reliability between
model-derived versus human-coded segments are similar to interrater reliability
between human coders, thus moderate success of the classifier may be a
reasonable goal given the complexities of the speech environment. The superior
performance of the classifier relative to analyses with individual predictors
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suggests that human classifications of child-directed and other-directed speech
rely on nuanced distinctions that take into account combinations of features in
the audio environment (e.g., low silence with high CTC and moderate AWC).
Finally, we demonstrated that we could use model-derived predictions of
tCDS and ODS to replicate associations between caregiver speech at 19 months
and children’s vocabularies at 24 months that were observed in previously
published work (Weisleder & Fernald, 2013). Despite moderate success in
accuracy with the tCDS/ODS classifier, the model-derived predictions revealed,
as previously observed with hand-coding, that variability in adults’ directed
speech to target children was positively and significantly related to children’s
later vocabularies, whereas this link was not statistically significant when adult
speech was directed to others.
5. Suggested uses of the classifier
Taken together, our findings suggest that applying classifiers to LENA data
may facilitate data cleaning, coding, and analysis. First, the sleep classifier can
automate one laborious step of ‘cleaning’ daylong LENA recordings with a
reasonably high degree of reliability. Second, the tCDS/ODS classifier could
also be used to reduce the significant hours of manual labor when coding periods
of target-child- or other-directed speech. We have found that the classifier’s
per-segment probability of tCDS matches well with the uncertainty of human
raters (e.g., the 50/50 “split” segments were classified as ~50% probability of
being tCDS). This suggests that the classifier could be used to judge the
high-confidence of 2/3rds of the data, and then pass the segments it has less
certainty about to a “human in the loop” for closer scrutiny.
6. Limitations
While we included over 1,000 hours of data that had been hand-coded in
153 English- and Spanish-speaking families from varied socioeconomic
backgrounds, our sample represents a small subset of the variability that exists
within English- and Spanish-speaking families in the US. Our sample also
represents a tiny subset of the linguistic and cultural variability in child-rearing
environments around the world. Further validation studies are critical to
understand whether our classifiers can generalize to new languages and
communities (Cristia et al., 2021). Additionally, while our classifier is
open-source, LENA software is not; thus, the ability to use this classifier on
researchers’ own data requires a substantial cost to purchase the LENA
recorders and software. Future work should compare whether our classifiers can
be used with open-source speech algorithms (e.g., ALICE; Räsänen et al., 2021)
to achieve similar performance in sleep and tCDS/ODS classifiers.
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7. Conclusion
The findings here present exciting opportunities for advancement in
understanding how children learn from the available speech in their
environment. We were able to train and validate two automated classifiers using
LENA-based measures to identify periods of sleep and to distinguish between
periods of tCDS versus ODS. This work has the potential to significantly reduce
the time-consuming nature of identifying periods of directed speech to target
children from the rich and naturalistic information collected with daylong
recordings. We hope that by improving our systematicity in understanding
shared and different features of target-child- and other-directed speech, we can
better understand how children across different communities acquire and
develop their language skills.
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