Abstract-In this correspondence, we evaluate the variance of the union performance bound for a rate-1 3 turbo code over all possible interleavers of length , under the assumption of a maximum-likelihood (ML) decoder. Theoretical and simulation results for turbo codes with two-memory component codes indicate that the coefficient of variation of the bound increases with the signal-to-noise ratio and decreases with the interleaver length. Theoretical analysis for large interleaver lengths shows that the coefficient of variation asymptotically approaches a constant value. The results also demonstrate that the majority of the interleavers have performance bounds very close to the average value of the bound. This phenomenon is more palpable for larger interleaver lengths.
Variance of the Turbo Code Performance Bound Over the Interleavers

I. INTRODUCTION
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(RSC) component codes, connected through an interleaver(s). The interleaver, which reorders the input block of data given to the second encoder, plays a key role in the pseudorandom nature and, consequently, the high performance of turbo codes. Thus, the study and design of the interleaver has been an attractive subject for many researchers in this area. In [2] , an interleaver design technique is proposed which searches for a random interleaver resulting in the fewest output sequences with low weights corresponding to input weights of 2 or 3. The authors then use simulation results to show that for short frame transmission systems and bit error rates (BERs) of around 10 03 , a block interleaver outperforms the best such found pseudorandom interleaver, and the overall effect of the interleaver is not significant in this range [3] . In [4] , however, it is shown that, for turbo codes of large interleaver lengths, pseudorandom interleavers outperform block interleavers significantly, e.g., 2.7 dB at BER of 10 05 . Recently, a systematic approach for the design of the interleaver has been proposed in [5] . The method is based on recursively minimizing a cost function to find an interleaver which best breaks a set of a priori chosen error patterns. The weight distribution of a turbo code employing the best such found interleaver of length 100 shows 0.5-to 0.9-dB improvement over a randomly selected interleaver of the same length. In [6] , a deterministic interleaver design algorithm is proposed based on linear recursion to produce an initial interleaver which is subsequently optimized by pairwise exchange of its elements. These optimized interleavers show more than 0.5-dB improvement over a randomly selected interleaver and about 0.2-dB improvement over an S-random interleaver for BERs of less than 10 05
and block length 576. In [7] , a mathematical structure is developed for turbo-code interleaver design at low BERs, which achieves more than 0.5-dB improvement over random interleavers for interleaver length 1176. In [8] , high-spread interleavers have been designed for specific short interleaver lengths. These interleavers are shown to significantly lower the error floor occurring at high signal-to-noise ratios. Other works related to the design of the interleaver include [9] - [13] .
Although the above works implicitly suggest some conclusions regarding the effect of different choices of interleavers on the performance of turbo codes, they are mainly focused on either search algorithms for the best (or at least good) interleaver(s) or explaining the behavior of these codes in general. So far, the only statistical study of the turbo code behavior with respect to interleavers considers the upper bound on the maximum-likelihood (ML) performance of the turbo code, averaged over all possible interleavers (e.g., [14] ).
If higher order statistical averages of the turbo code performance with respect to the interleaver are known, it will be possible to have a more accurate estimate of the distribution of the performance bound with respect to the interleaver. As a first step, in this correspondence, we study the effect of the interleaver by looking at the variance of the turbo-code performance with respect to all possible interleavers of the same length, under the assumption of an ML decoder. Note that, in practice, turbo codes are decoded iteratively using a non-ML decoder, however, it is a widely accepted conjecture that the performance of the suboptimum iterative decoding converges toward the ML performance. This study tackles the question brought up in [14, Question 3] to give more insight regarding what performance to expect from a turbo code with fixed component codes and interleaver length. It also provides an estimate of how well a particular interleaver performs among the range of all possible interleavers and helps to evaluate the performance of an interleaver search algorithm.
The correspondence is organized as follows. In Section II, a brief review of the turbo-code average performance bound [14] is given and following that, the mathematical formulations for the second moment 0018-9448/02$17.00 © 2002 IEEE of the weight enumerating function (WEF) and of the union performance bound for a turbo code are derived. Asymptotic analysis of the derived formulas for large interleaver lengths is presented in Section III. Section IV shows some numerical and simulation results for the nonasymptotic and asymptotic cases, and explains the approach in deriving those results. Finally, Section V concludes this correspondence.
II. VARIANCE OF THE PERFORMANCE BOUND
The presence of the interleaver in the turbo-code structure makes it very difficult to enumerate the exact weight distribution of the code. The idea of averaging the performance of the code over all possible interleavers was presented in [14] by introducing the concept of the "uniform interleaver" (UI). The UI is a hypothetical interleaver that selects a permutation for each block of data uniformly at random from the set of all possible permutations. Coding with this hypothetical turbo code is equivalent to coding with a turbo code which randomly chooses an interleaver for each block of input data independently from all other blocks. The WEF of a turbo code employing a UI of length N is in fact the average weight enumerating function (AWEF) of the turbo code over all possible interleavers of this length. The truncated AWEF is then used to find the average performance bound of a turbo code of interleaver length N [14] .
Consider a rate-1=3 turbo code of interleaver length N . Let S N denote the set of all possible permutations of the length N input block, and let be the interleaver selected from S N with uniform probability. For a turbo code employing interleaver , let X i; j ; j () denote the number of codewords having total weight i + j 1 + j 2 with i; j 1 ; j 2 ones in the systematic, first encoder parity check, and second encoder parity check bits, respectively. E E E Xi; j ; j ()X i ; j ; j ()
It should be noted that the random variables Xi; j ; j () and X i ; j ; j () are not independent as they both depend on the same permutation . The value of one random variable (e.g., Xi; j ; j ())
imposes restriction on the structure of the interleaver and consequently on the value of other random variables (e.g., X i ; j ; j ()). Thus, in evaluating the MSWEF, we assume that every probabilistic experiment consists of choosing any one of the N! possible interleavers with equal probability, and fixing it for the rest of that experiment. 
and consequently 
The following theorem evaluates the probability involved in (9). With the UI, all the interleavers are equally likely. Hence, the probability of choosing one of such interleavers is the inverse of the multinomial coefficient.
We denote the nonzero part of the probability in (10) with r (i; i 0
).
Note that in (9) 
And, finally, substituting (11) in (4) 
The variance of the bound can then be evaluated.
III. ASYMPTOTIC BEHAVIOR
In this section, we study the MSWEF and E E E[B Substituting (14) in (5) Proof: It can be easily seen that, in G t , maximizing the terms corresponding to subscript 1 and those corresponding to 2 can be performed independently, i.e., The equality holds if and only if each loose event and each cluster contains exactly two positions containing a 1. This condition is met by codewords satisfying the following conditions.
• Each codeword is constructed of error events with input weight 2.
• Each error event is either a loose event or exactly matches and is tied up with an error event of the other codeword. 
with equality holding under the same conditions. As a result
Keeping only the terms with the largest power of N (i.e., corresponding to the terms with the largest value of G t ) and defining a new 
As can be seen from (21) [15] . Thus, the variance of the performance bound is also proportional to N 02 . As a result, we see that the coefficient of variation of B(; E b =N 0 ) does not change with N as N approaches infinity.
IV. NUMERICAL RESULTS AND DISCUSSION
To reduce the operational complexity in calculating the numerical results, the looser upper bound of [14] , using Q(x) exp(0x 2 ), has been adopted.
A. Nonasymptotic Case
For this case, E E E[B 2
(; E b =N 0 )] is evaluated according to (12) . We consider a super error state diagram constructed by the combination of 1's in the systematic part, and the length of the event from the point where at least one of the codes diverges from the all-zero path to the point where both codes remerge to the all zero path. The transfer function is then used to find q r (i; j; i 0 ; j 0 ) for different i; j; i 0 ; j 0 , and r, with an approach analogous to that of finding the conditional weight enumerating function explained in [14] . Table I shows the coefficient of variation of the bound
, for rate-1=3 turbo codes with identical (5; 7) RSC component codes and interleaver lengths N = 100 and N = 1000. In order to obtain an estimation of the distribution of the performance bound with respect to different interleavers, the union upper bound is calculated for the same codes over a number of randomly selected interleavers. Figs. 4 and 5 show the corresponding results. In these histograms, the x-axis represents the performance bound and the y-axis represents the number of interleavers which result in that performance. In calculating these results only input words of weights up to 6 (for N = 100) and 4 (for N = 1000), resulting in codewords with total weights up to 30, are considered. These limitations cause the simulation results to differ from the theoretical results of Table I .
As can be seen from Figs. 4 and 5 and Although the majority of interleavers result in rather similar distance spectra, there is a low percentage of interleavers which leads to a large number of low-weight codewords. Since the E b =N0 impacts the BER in an exponential manner, as E b =N 0 increases, the low-weight codewords become more dominant in the BER performance of the code. This causes the performance of the latter group of interleavers to have a larger deviation from the mean where the majority of interleavers operate. Note that, for N = 100 and E b =N 0 = 5 dB, less than 7% of the randomly chosen interleavers result in error performance bounds higher than 10 05 ; and for N = 1000 and E b =N0 = 5 dB, only 0.37% of the interleavers result in bounds higher than 0:7 2 10 06 .
B. Asymptotic Case
In this case, only codeword pairs which satisfy the conditions stated in Theorem 2 are enumerated. For this reason, in the super state diagram, only those paths corresponding to weight 2 in the systematic part of the codewords are taken into account and the error events are either completely overlapping (r = 2) or have no overlapping bits. Table II shows the results of the asymptotic analysis.
The asymptotic results for the (5; 7) turbo code follow the trend of In order to compare turbo codes with primitive and those with nonprimitive feedback polynomials, the asymptotic results corresponding to the (7; 5) turbo code are shown in Table II as well. As can be seen from the table, the nonprimitive feedback polynomial turbo code has a smaller coefficient of variation of the performance bound.
V. CONCLUSION
In this correspondence, the variance of the turbo-code performance bound over all possible interleavers is evaluated. It is shown that the coefficient of variation of the bound is asymptotically constant with the interleaver length. Furthermore, this coefficient is relatively small for lower E b =N 0 values and increases as the E b =N 0 value increases. Study of the analytical results and the distribution of the performance bound over a sample of randomly chosen interleavers shows that: a) as the interleaver length increases, the coefficient of variation decreases and b) as the E b =N0 increases, the distributions get more concentrated around the average performance bound and only a small percentage of interleavers result in high BERs, which cause the coefficient of variation to increase. These results support the statement made in [4] , where for a turbo code of length 65; 536 it is stated that most pseudorandom interleavers result in the same multiplicity of the free-distance codewords. In addition, it can be observed that the performance of those interleavers which are not close to the performance of the majority of the pseudorandom interleavers, in fact, deviate quite significantly from the average bound.
Finally, the asymptotic results corresponding to turbo codes of memory 2 show that turbo codes with nonprimitive feedback polynomials have smaller standard deviations. This may suggest that the choice of the interleaver has a stronger effect on the performance of turbo codes with primitive than for those with nonprimitive feedback component codes.
