In this paper, a robust guaranteed-cost preview repetitive controller is proposed for a class of polytopic uncertain discrete-time systems. In order to improve the tracking performance, a repetitive controller, combined with preview compensator, is inserted in the forward channel. By using the L-order forward difference operator, an augmented dynamic system is constructed. Then, the guaranteed-cost preview repetitive control problem is transformed into a guaranteed-cost control problem for the augmented dynamic system. For a given performance index, the sufficient condition of asymptotic stability for the closed-loop system is derived by using a parameter-dependent Lyapunov function method and linear matrix inequality (LMI) techniques. Incorporating the controller obtained into the original system, the guaranteed-cost preview repetitive controller is derived. A numerical example is also included, to show the effectiveness of the proposed method.
Introduction
In some control systems, it is hoped that the output can track the reference signal without steady-state error, even in the presence of uncertainty and/or exogenous disturbances. Preview control [1, 2] is one of the many ways to solve this kind of control problem. The basic idea of preview control is to use known future information of the reference or disturbance signals. It was found that preview control can enhance performance of the closed-loop system [3] . In recent years, the problem of preview control has received considerable attention and various control structures and algorithms have been proposed [4] [5] [6] [7] .
As a typical regulator method, the linear quadratic regulator optimal control is a powerful technique for designing preview controllers [8] [9] [10] . In [8] , a preview-based linear quadratic design method was investigated for reference-tracking motion control. In this way, the explicit implementation formulas for feedforward controllers were derived that can be applied to a range of rigid-body motion systems. In [9] , a preview control using a feedforward-imperfect forecast measurement of a disturbance signal was proposed, in the context of discrete-time linear quadratic Gaussian control. In [10] , the constrained optimal preview control of dual-stage actuators was proposed, and the problem was solved in terms of quadratic programming. In [11] , using the reference and disturbance signal preview information, an optimal feed-forward preview controller was presented for single-input single-output systems. In order to estimate the unmeasurable state vector, a state observer-based optimal preview controller was developed in [12] . Other relevant work may refer numerical example, to demonstrate the effectiveness of the method. Finally, Section 6 gives some concluding remarks.
Throughout this paper, R n denotes n-dimensional Euclidean space, R n×m is the set of all n × m real matrices, I is the identity matrix of appropriate order, 0 p×p is the p × p zero matrix (the subscript is omitted, if the dimension is clear), and * indicates the entries below the main diagonal of a symmetric block matrix. The notation X > 0 (< 0) means that matrix X is positive (negative) definite.
Problem Formulation and Preliminaries
Consider the following uncertain SISO discrete-time system:
where x(k) ∈ R n is the state, u(k) ∈ R m is the control input, d(k) ∈ R p is the periodic disturbance, and y(k) ∈ R q is the output of the plant. E and C are constant matrices with appropriate dimensions. A(θ) and B(θ) are uncertain matrices with appropriate dimensions, and are given by
where A i and B i , (i = 1, 2, . . . , s), are constant matrices with appropriate dimensions, and θ = [θ 1 , θ 2 , · · · , θ s ] T is the uncertain constant parameter vector satisfying
Let r(k) ∈ R q be a periodic reference signal to be tracked by y(k) ∈ R q , and
be the tracking error. Throughout this paper, two assumptions are made: A1: The reference signal r(k) and disturbance signal d(k) are periodic, both of period L.
A2:
The preview lengths of the reference signal r(k) and disturbance signal
, as well as the present and past values of the reference signal, are available.
Remark 1.
In fact, the disturbance signal and the reference signal are not necessarily the same period. In this case, the period of the repetitive controller can be set as the minimum common multiple of the period of reference signal and interference signal. Remark 2. Assumption A2 implies that the reference and the disturbance signals are previewable. Conventional discrete-time feedback control systems and the dynamic feedforward control scheme do not take full advantage of the known future values; that is, M r = 0 and M d = 0. Moreover, assumption A2 indicates that the previewable reference and the disturbance signals have significantly impacted performance in the control system only for a certain time period, during which the reference signal exceeds the preview length, and the impact is very small [2, 4, 5] .
Remark 3.
The future values of the disturbance signal are assumed to be measured in assumption A2. Admittedly, it is a very strong assumption. In most cases, the complete future disturbance signal cannot be measured directly. For some given control systems, the detailed mathematical modeling and estimation of future disturbance signal can refer to [36, 37] .
The basic configuration of a discrete-time repetitive control system [38] is shown in Figure 1 , where P(z) is the compensated plant, r(k) is a periodic reference input with period L, and
is a repetitive controller. The output of the repetitive controller, v(k), is This paper concerns the repetitive-control system configuration in Figure 2 , where G(z) is the controlled plant as described in System (1). K r (j), (j = 0, 1, 2, . . . , M r ), and K d (j)(j = 0, 1, 2, . . . , M d ) are the gains of the reference signal and disturbance signal preview compensator, respectively. K e (j), (j = 0, 1, 2, . . . , L − 1), and K y are the gains of the repetitive controller and the output feedback controller, respectively.
The objective is to design a guaranteed-cost preview control law, with the form Remark 4. The preview repetitive controller (7) consists of four parts: The first part is repetitive control, the second term represents output feedback, the third and the fourth represent the preview action based on the future values of the previewable reference signal and the disturbance signal. Besides, considering that the system states are not measurable, the static output feedback is used instead of taking the state feedback.
Remark 5.
Based on a state feedback controller with integral action and a dynamic feedforward controller, a new ILC structure was proposed in [31] . Similarly, the future values of the reference trajectory r(k) and the integral of the learning action are contained in the preview repetitive controller (7), which can be viewed as a feedforward controller and help the system reduce static errors.
For an uncertain discrete-time system (1), we introduce a quadratic cost function
where
, Q e , and R are the given symmetric, positive definite weighting matrices. A guaranteed-cost preview controller is defined as follows.
Definition 1.
For the uncertain discrete-time system (1) and the cost function (8), if there exists a preview repetitive-control law (7) that produces a control input u * (k), a positive constant J * such that lim k→∞ e(k) = 0, and, for all admissible uncertainties, the closed-loop system is robustly stable and the value of the cost function (8) satisfies J ≤ J * , then J * is said to be a guaranteed cost and u * (k) is said to be a guaranteed-cost preview repetitive-controller for the cost function (8) .
To obtain our main results, the following lemmas will be used.
Lemma 1 (Schur complement [39] ). For a real matrix Σ = Σ T , the following assertions are equivalent:
ii. Σ 11 > 0, and
Lemma 2 ([40]
). For the matrices L ∈ R n×n , H ∈ R n×n , and H > 0, one has
Lemma 3 ([41] ). For appropriately dimensioned matrices T, S, R, N, and scalar β, T + S T R T + RS < 0 if the following condition holds:
Construction of Augmented Dynamic System
In this section, we will construct an augmented dynamic system that includes previewed information, error vectors, and states of the system by using the L-order forward difference operator. Moreover, the augmented performance index will be also given.
For all the system variables, define the L-order forward difference operator as
Taking the L-order difference operator on both sides of the state Equation (1) and error Equation (4),
and combining (12) and (13), we have
From (2), the uncertain matrices A(θ) and B(θ) can be rewritten as
For the uncertain system (14), we specify the observation equation as
. . .
it follows from assumptions A1 and A2 that X r (k),
, and
Now, defining the augmented state vector
from (14), (19) and (20), we obtain the augmented system
For the augmented system (22) , the observation equation can be written as
where From (22) and (26), we get
In terms of the augmented state vector x(k), the performance index (8) can be rewritten as
and R is the same as in performance index (8).
Design of the Guaranteed-cost Preview Repetitive Controller
Note that the proposed preview repetitive controller (7) can be written as
Set
where α i (i = 1, 2, . . . , s) are adjustable variables and
it follows from (29)-(31) that we have
If we denote α = (α 1 α 2 . . .
Therefore, the guaranteed-cost preview repetitive control problem is transformed into the guaranteed-cost static output feedback control problem for the augmented dynamic system (27) .
In the following, we will give some sufficient conditions for the existence of a guaranteed-cost static output feedback controller (33) for the augmented dynamic system (27) . Theorem 1. For the augmented dynamic system (27) with performance index (28) , if there exists a positive defined parameter-dependent matrix P(θ) and an invertible matrix
Qx and R are the weighting matrices in performance index (28) , then the static output feedback controller (33) is a guaranteed-cost controller and the performance index satisfies J ≤ x T 0 P(θ) x 0 , where x 0 is the initial state of augmented error system (27) .
Proof. The proof is given in the Appendix A.
The following result is equivalent to Theorem 1.
Theorem 2.
For the dynamic system (27) with performance index (28) , if there exists a positive defined parameter-dependent matrix X(θ); invertible matrices W, U, and G(α); and a scalar β, such that
and Qx and R are the weighting matrices in performance index (28) , then the conclusion of Theorem 1 holds.
Proof. The proof is given in the Appendix B.
It should be pointed out that the condition (35) in Theorem 2 is not a convex problem. The following theorem can translate it into an LMI problem.
Theorem 3. Given a scalar β and matrix W, if there exists X i > 0, U, L i , and G i , (i = 1, 2, 3 . . . , s), with appropriate dimensions such that
Ψ 44 is defined in Theorem 2, and Qx and R are the weighting matrices in performance index (28) , then the augmented system (27) is robustly asymptotically stable under the guaranteed-cost controller (32) , and the gain matrix can be obtained by K i = L i U −1 . Moreover, the corresponding closed-loop performance index satisfies (23), and taking into account the definition of K(α)andG(α), one gets
In fact, inequality (36) implies Π(θ, α) < 0. As a result, the condition of Theorem 2 holds. The proof is completed.
Remark 6.
Note that the controller is still generated, based on the traditional LQR approach. With different weighting matrices Q e and R, various gain matrices can be obtained, which indicates that the controller is non-optimal in a true sense. In recent studies, plenty of methods have been reported to solve this type of optimization problem, such as the adaptive particle swarm optimization method [42] and genetic algorithms [43] .
Based on Theorem 3, the following conclusion can be obtained easily.
Corollary 1.
Given a scalar β and matrix W, if there exist X > 0, U, L, and G, with appropriate dimensions such that
then the augmented system (27) is robustly asymptotically stable under the guaranteed cost controller
Moreover, the corresponding closed-loop performance index satisfies J ≤ x T 0 X −1 x 0 .
Numerical Example
Consider the discrete-time system (1) and the disturbance signal is d(k) = sin( 2π 10 k). As previously highlighted, one of the difficulties in an LQR design is the determination of the weighting matrices. In this study, we obtained the weighting matrices, after many attempts, and found that Q e = 10, R = 0.01 is a good alternative.
The simulation results are first presented for the following three situations: Namely, When M r = 2, M d = 1, the following gain matrices will be obtained: Figure 3 shows the reference signal r(k) and the output y(k) of the closed-loop system (1). The tracking errors and control inputs are depicted in Figures 4 and 5 , respectively. It can be seen from Figures 3 and 4 that all of the outputs can track the reference signal accurately. Particularly, the repetitive control with preview compensator can effectively reduce the tracking error. In addition, the tracking error peak decrease is faster with an increase of the preview length.
Note that a perfect estimation of the disturbance signal can hardly be available in practical applications. Next, the robustness of the proposed controller, with respect to the previewed disturbance signal, will be checked. To this end, in the case of M r = 7, M d = 6, we added an exogenous disturbance ω(k) = 0.5 cos( 2π 5 k) in the forward control input channel. Figure 6 illustrates that the output can track the reference signal effectively, even with the exogenous disturbance. The preview repetitive controller guarantees the robustness of the closed-loop system.
As pointed out in [2, 4, 5] , the previewable reference and the disturbance signals have significantly impacted performance in the control system only for a certain time period, during which the reference signal exceeds the preview length, and the impact is very small. In the following, the limited performance with respect to the preview length will be inspected. To simplify this discussion, we set M d = 0, and let the preview length of M r be M r ∈ {1, 2, 7, 8, 9}. By solving the LMIs (36) in Theorem 3, the gain matrices are obtained in Table 1 . The tracking error curves, corresponding with the preview length M r = 7, 8, 9 , are shown in Figure 7 . From Table 1 and Figure 7 , we see that the gain matrices have little change when the preview length exceeds 7. The closed-loop control system achieves the best performance when M r = 7. It indicates that, when the preview length reaches a certain degree, there is almost no effect on the output response, which is consistent with Remark 6 and the conclusion of preview control theory [9, 12, 19] . Finally, for comparison, we let M r = M d = 0, to design a conventional guaranteed-cost repetitive-controller [34, 35] . The best results are shown in Figures 8 and 9 . From the comparison, we can see that the preview repetitive controller provides better performance than the repetitive controller with no preview compensation. 
Conclusions
This paper presented a design method of a guaranteed-cost preview repetitive controller for a class of polytopic uncertain discrete-time systems. Using the L-order forward difference operator, an augmented dynamic system was first constructed. Based on that, a guaranteed-cost static output feedback controller was then designed. By incorporating this controller into the original system, the guaranteed-cost preview repetitive controller was obtained. Simulation results verified the proposed method to be very effective. Our future work includes ILC and high-order ILC with preview compensation. Moreover, the case of continuous dynamics will also be included. 
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Appendix A. Proof of Theorem 1
Based on (27) and (33) , the following equation will be obtained:
Define a Lyapunov functional as
where P(θ) is a positive definitive matrix. The difference of the Lyapunov function (A2) can be obtained as
If the following condition
holds, then it follows from (A3) that one has
Thus, according to Lyapunov's stability theory, the closed-loop system (A1) is robust asymptotically stable. Furthermore, from (A5), we have
Summing both sides of the above inequality from k = 1 to k = ∞, it yields
On the other hand, applying the Schur complement lemma, condition (A4) can be equivalent to 
then inequality (A10) must hold. Using the Schur complement lemma again, inequality (A12) is equivalent to (34) . The proof is completed. 
Appendix B. Proof of Theorem 2

Denote
We further denote 
Setting X(θ) = P(θ) −1 , it follows from Theorem 1 that Theorem 2 holds.
