Using Strichartz estimates, it is possible to pass to the limit in the weakly compressible 2-D Euler system, when the Mach number tends to zero, even if the initial data are not uniformly smooth. More precisely, their norms in Sobolev spaces embedded in C 1 can be allowed to grow as small powers of −1 . This leads to results of convergence to solutions of the incompressible Euler system whose regularity is critical, such as vortex patches or Yudovich solutions.
Introduction
We consider a compressible fluid without viscosity, extended in the whole space R 2 . The Mach number, here a small positive parameter, is noted ; eventually, we let tend to 0. The state of the fluid is described by the velocity field v and the density ρ , which satisfy We assume the fluid to be isentropic, so the pressure is related to the density by p = ρ γ , where γ > 1 is a fixed parameter. If the speed of sound, defined by c = ργ √ γ/γ withγ = (γ − 1)/2, is used as unknown instead of the density, then the system (1. with c 0, = ργ 0, √ γ/γ. We also assume the fluid to be weakly compressible, that is, we look for c around some c 0 > 0. To get the simplest system possible, we set v (t, x) =γc 0ṽ (γc 0 t, x) and c (t, x) = c 0 + γc 0c (γc 0 t, x). This problem, of course, has already been studied in numerous articles; our reference list, although far from exhaustive, contains more items than we will refer to in the text [1, 6, 7, 8, 19, 20, 21, 22, 24, 26] . Fluids evolving in different domains have been considered (R N , torus, bounded domain), essentially under two kinds of hypotheses: in the well-prepared case [19, 20] , one assumes that divṽ 0, → 0 andc 0, → 0 as → 0; in the ill-prepared case, one only assumes thatṽ 0, andc 0, are bounded in certain Sobolev spaces (for example) and that the incompressible part ofṽ 0, tends to some field v 0 .
In this paper we allow the initial data to be so ill-prepared that corresponding solutions can tend to a vortex patch or even a Yudovich solution. Since these solutions do not belong to the Sobolev space H 2+s for any s > 0, we will have to allow initial data that are not uniformly bounded in these spaces. As we will see, the dispersive effects are strong enough to deal with such particularly ill-prepared initial data. Strichartz estimates, which reflect the phenomenon of dispersion of acoustic waves, are indeed efficient tools to deal with ill-prepared initial data when the fluid is extended in the whole space; this was shown previously in the presence of a term of viscosity [6, 7] as well as in its absence [1, 26] . Different phenomena occur in the torus or in a domain with boundary (resonances, formation of a boundary layer).
Similar results to those presented here have also been obtained about rapidly rotating fluids [9] and about solutions of the Boussinesq system and their quasigeostrophic limit [12] . These two examples are more complicated, because of the necessity of proving new dispersive estimates-instead of simply using the well-known estimates on solutions of the wave equation [15] , as we do below.
Our results are fully expressed by Theorem 3 (p. 11) and Theorem 4 (p. 16), but these are perhaps a bit technical. So we thought that particular cases were worth to be formulated in the introduction.
But before, recall that even a divergence-free velocity field whose curl is, say, bounded and compactly supported does not, in general, belong to L 2 [3] . So we will have considerṽ in some space σ + L 2 (R 2 ), where 5) with g ∈ C ∞ 0 (R + 0 ). Such σ are smooth stationary solutions of the Euler system:
where P denotes Leray's projector onto divergence-free vector fields; they behave like 1/|x| at infinity, and ∇σ belongs to H r (R 2 ) for all r ∈ R.
Convergence to Yudovich solutions is illustrated by the following theorem.
Suppose that, for some s ∈ ]0, 1[ α < 1 and β < 1/12, and some constant C 0 independent from ,
and that
Then the lifespansT of the solutions of (1.3) tend to +∞ as goes to zero:T ln ln −1 ; (1.8) the incompressible parts of the solutions tend to the Yudovich solution of the system (1.4):
finally, the compressible and acoustic parts of the solutions tend to zero:
An example of dataṽ 0, to which Theorem 1 can be applied is that of regularizations of v 0 . Denoting by ρ k the usual mollifiers, for all k ∈ N, we may take
and k 12) condition (1.11) being evidently much stronger than condition (1.12) for small . So the regularization process must be very slow. (The compressible and acoustic parts of the data don't matter as long as (1.7) is satisfied.) In the case of regularizations of a vortex patch, we can do better than just apply Theorem 1: condition (1.11) can be dropped . Then the lifespans of the solutions of (1.3) grow as ln ln −1 ; their incompressible parts tend, in L ∞ loc (R + ; σ + L 2 ), to the vortex patch solution of the incompressible Euler system with datum v 0 , and their compressible and acoustic parts tend to zero in L 1 loc (R + ; Lip). The explanation of this improvement is that actually, the C s -norm in assumption (1.6) may be replaced by a weaker norm-exploiting a kind of C s regularity in only one direction related to the structure of a vortex patch (see Section 4).
Plan of the article
In the next section, we reformulate the system one last time, mainly for the convenience of notations, but also to stress its similarity with the other systems for which analogous results have been obtained [12, 9] .
After that, we recall some basic a priori estimates and prove Theorem 1 (Section 3).
In Section 4, we show how to control the lifespans under slightly weaker assumptions and how this more elaborate line of reasoning (Theorems 3 and 4) actually yields the theorems stated in the introduction.
The statements of Theorems 3 and 4 involve Besov spaces, accordingly with what was announced in our note [13] . However, the reader unwilling to dwell on Besov spaces should not be deterred from reading Section 4, for the loss of precision in the last two theorems is not so great if B Finally, we give in appendix a fairly self-contained proof of all required estimates.
Reformulation of the system
We set
then (1.3) may be rewritten
where 
corresponding to the eigenvalue 0, and
corresponding to the eigenvalues ±i|ξ|. We shall use the projectors
One can check that
Proof of Theorem 1
In addition to the well-known logarithmic inequality between the Lipschitzian norm of a divergence-free vector fields and some Hölderian norm of its curl-here
for any s ∈ ]0, 1[-we will need three kinds of very classical estimates, namely
• an energy estimate [23] :
• dispersive estimates [15] :
for 2 < p < +∞, and
+ ∇σ
• estimates on the curls ofṽ (see Appendix C):
for all p ∈ [1, +∞], and
In view of (3.2), it is clear that
controls the lifespans of smooth solutions of (2.1). A consequence of (3.2) and of the assumptions on the initial data is that
dt and therefore
if we suppose, as we may, that ≤ 1 and C 0 ≥ 1. Introducing this in (3.4), we get
We suppose in the sequel that g (t) ≤ 1, which is true at least for small t. Now let us turn to the quantities in the right member of (3.1). The estimates (3.5) give
Then the estimate (3.6) gives
by Gronwall's lemma. Thus
A new application of Gronwall's lemma gives
if ≤ 1/e and as long as g (t) ≤ 1. So g (t) ≤ 1 actually implies
−β e (ln −1 ) α e CC 0 (Cσ +1)(t+1) , this last expression being not greater than
thus (1.8) and (1.10) are proved. The convergence part of Theorem 1 is proved in much the same way as Yudovich's theorem itself [3] .
Let T > 0 be fixed. We have just seen thatT ≥ T and g (T )
2 if is sufficiently small. Let η > 0 to be determined, and assume that
with
Since, for all b > 1,
-because (P 0 U 2 (t) + σ) 3 = 0, and (P 0 U 2 (t) + σ) is divergence-free and its curl is Ω 2 -, the integral in (3.7) is bounded by
itself bounded by
But-for the same reason-
for all p > 2. Now we can conclude thanks to Osgood lemma [3, p. 91]: if we set
which leads, after integration and exponentiations, to
if η makes the right member of (3.9) not larger than 1 and is sufficiently small. Since T may be arbitrarily large and η arbitrarily small, P 0 U converges to some
for all t ∈ R + , we must have V + σ = v, by virtue of the uniqueness part of Yudovich theorem.
Proofs of Theorems 3 and 4
Although we are in dimension 2, the formalism of 3-D vortex patches [14] , slightly adapted, shall be convenient. We will say that a system of continuous vector fields W = {w ν ; ν = 1, . . . , N } is admissible if
is bounded. We will also note
and denote by X s (W, Ω), for any s ∈ ]0, 1[ and any scalar function Ω, the quantity
Since div(w ν Ω) is some kind of substitute to w ν · ∇Ω-they are equal if div w ν = 0, and the latter is sometimes more difficult to define-one may think of X s (W, Ω) as a norm related to Ω's regularity in the directions indicated by the vectors of W . If rot v 0 is given by (1.13), then an admissible system W 0 = {w 1 0 , w 2 0 } of two C s vector fields, tangent to ∂D, can be constructed, such that div(w ν 0 rot v 0 ) ∈ C s−1 , for ν = 1, 2; this is a way to express that the vortex patch has some tangential regularity. We will recall the facts that we need to borrow from the theory of vortex patches as we go along. Now we can state the real theorem. Its main purpose is to describe the conditions under which the times of existence of the solutions of (2.1) can be bounded from below; it does not say anything about the convergence of these solutions (for that, see Theorem 4 below). + 1, the initial data of (2.1) are bounded as follows: 
for all t ∈ [0, T (µ) ], and
This theorem is interesting if C does not grow too fast as → 0, so that T (µ) → ∞. In particular, it applies neatly if the data are regularizations of a vortex patch, because then C ≤ C 0 for some constant C 0 independent of : this is the first example in the introduction (Theorem 2). Indeed, if div(
with C independent of . If the data are regularizations of a field without tangential regularity, as in the case of general Yudovich solutions, we can still gain control on C , but only by reducing the speed of regularization so drastically that the assumption (1.6) is satisfied. Then Theorem 3 may be applied with W 0 = {(1, 0), (0, 1)} and C = C exp((ln −1 ) α ).
Proof of Theorem 3. Let W (t) = {w ν (t); ν = 1, . . . , N } with w ν defined, for every ν, as the solution of
In other words, w ν (t) is the image of w ν 0 by the differential of the flow ψ of the vector fieldṽ = U + σ : w ν (t, ψ (t, ·)) = w ν 0 · ∇ψ (t, ·). (This definition is natural in the context of vortex patches, for it ensures in the simplest manner that if w ν 0 is tangent to ∂D, then w ν (t) will be tangent to ψ (t, ∂D).) From (4.3), one can deduce that 
for all t ∈ [0,T [. With our hypotheses, the estimate (A.8) gives
and
Using (4.5) and (4.6) in the dispersive inequalities (B.4), (B.5) and (B.6) gives
−β e C(C 0 t+V (t)) . (4.8)
Finally, using (4.7) in the estimation on the curl (3.5) and in the energy estimate
Second,
the fieldṽ being more regular in the same directions as his curl [10, Section 2.4.1]. Third, as a consequence of (C.1) and (4.3),
Hence, using an a priori estimate for Hölder spaces of negative index [3, Lemma 4.
Substituting this inequality in (4.10), we get −β )
−β ≤ 1. Therefore,
and finally
From this we conclude that, on [0,
−α e CC 0 t (e + C )
Hence (4.1) and (4.2) are proved with T (µ) replaced by min(T (µ) , T ), which in turn proves that T > T (µ) .
Theorem 4.
In addition to the hypotheses of Theorem 3, suppose that
and that U 0, H 1 ≤ C 0 −γ and U 0,
with γ ≤ δ ≤ α and
Then, for any stationary field σ defined by (1.
Proof. Let T > 0 be fixed. Choose µ > γ + δ − α; by Theorem 3 and our hypothesis on C , there is a > 0 such that T (µ) ≥ T . Now the proof can proceed exactly as the end of Theorem 1's proof, except for the estimates
for all p > 2, and for the choice of b in (3.8) (b = a − ln J η ).
A Energy estimates
As (2.1) is a very simple example of quasi-linear symmetric hyperbolic system, energy estimates are also very easy to prove. The main point is that terms in −1 disappear in the integration by parts, leaving estimates uniform with respect to .
Proof. Multiplying both sides of (A.1) by F (t) gives
. Hence, after integration by parts,
from which (A.2) follows, by Gronwall's lemma. As a consequence of Lemma 1, taking F = U , V = t (U + σ ,γU 3 ) and G = −(U + σ ) · ∇σ, we get the estimate (4.9).
Using a dyadic decomposition in frequency [3, 25] , we also deduce from Lemma 1 uniform estimates for higher norms. We will need the operators of frequency truncation ∆ m , defined for m ≥ −1 by
where χ is a smooth, compactly supported function, equal to 1 near the origin, and
We also set ∆ m = 0 for all m < −1, and
and that Sobolev spaces constructed on L 2 are special cases of Besov spaces:
Lemma 2. Let F , G and V as in Lemma 1. Let also r > 0 and q ∈ [1, +∞] . Then
Proof. For all integers m ≥ −1, we have
Lemma 1 gives
which can be bounded by the right member of (A.4), thanks to the commutator estimate
The proof of (A.5) will be included for the convenience of the reader, although the proof of similar estimates can be found elsewhere [3, p. 67-70] , [12, p. 23-25] , [9, p. 22-23] , [11, p. 182-183] . The commutator is decomposed following the method of Bony:
The integer N depends only on the function χ chosen for the dyadic decomposition. On one hand, we have
valid for f ∈ Lip, g ∈ L 2 and m ≥ −1. On the other hand, we may write
for all m ≥ 0. As a consequence of Lemma 2 we have, for all r > 0 and q ∈ [1, ∞], the a priori estimates
B Dispersive estimates
we have for P ±1 U Strichartz estimates similar to those valid for solutions of either half of the wave equation,
for all 2 ≤ p ≤ +∞, with r def = 4 + 8/(p − 2), and
We will actually use three estimates following from Lemma 3:
for 2 < p ≤ +∞, and ≤ C 0 .
Proof of Lemma 3. We give a proof of (B.2) and (B.3), but let us stress once again that these are just the classical, well-known Strichartz estimates for the wave equation [15] , which were already used, in order to solve a problem of incompressible limit, by Ukai [26] . This proof is directly inspired by the study of dispersion in rotating fluids due to Chemin, Desjardins, Gallagher and Grenier [4, 5] . A proof is also sketched in a recent paper by Danchin [6, Proposition 7.1].
We may assume that = 1, because settingf(t, x) = f ( t, x) and g(t, x) = g( t, x) will give (B.2) and (B.3) for all other .
The first step is a dispersive inequality for solutions of (B.1) whose Fourier transform is supported in a fixed annulus of R 2 : if ψ : R 2 → R is a smooth, compactly supported function such that 0 ∈ supp ψ and
for all t > 0. This is done by some sort of integration by parts. Next, let C be the support of the function ϕ defined by (A.3), and consider a function h such that supp h ⊂ C. On one hand,
Indeed, let ψ ∈ C ∞ 0 (R 2 ) equal to 1 on C and vanishing near the origin; then if ψ is the flow ofṽ , that is, the solution of ∂ t ψ (t, x) =ṽ (t, ψ (t, x)) ψ (0, x) = x, we also have
using the basic result on the evolution of a flow's Jacobian [16, 18] . Hence we get (3.5) by Gronwall's lemma, as divṽ = div U .
