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I. INTRODUCTION AND SUMMARY OF RESULTS 
Let I,(- 03~03) be the classical Hilbert space of complex valued functions 
defined on the discrete group of integers, and let L,(- 00, a)) be the Hilbert 
space of complex valued square-integrable functions defined on the con- 
tinuous group of real numbers. We use the symbol J?d to denote the subspace 
of all functions in the discrete space Z2( - ~,~) which vanish for negative 
values of their argument, and the symbol gC to denote the subspace of all 
functions in the continuous space L,(- ~,a) which vanish for negative 
values of their argument. Suppressing subscripts, let E be any subspace of 
fi which is invariant with respect to left translation, i.e., h(x) in e implies 
that the projection of R(x + r on fi belongs to f; for all positive 7. Now let T ) 
denote the restriction of the left unit shift operator to the nonnegative integers 
or real numbers, i.e., 
(TL) (x) = $‘” + l) zf;erwi;eF O 
and let o(T) denote the spectrum of T acting on e. In accordance with 
customary notation, a(T) is defined to be the set of all complex numbers h 
for which (T - X)-l does not exist as a bounded linear operator, and the 
point spectrum of T, denoted by q,(T), is taken to be the set of complex 
numbers X for which T - X is not one-to-one. 
The central problem of this paper may be briefly stated as follows. Given 
any left translation invariant space L, how can one characterize u(T) and 
q,(T) in terms of f: ? 
As an initial step in attacking this problem, take the orthogonal complement 
of z with respect to fi and call the resulting space 8. It is easy to see that a 
is a subspace of A which is invariant under right translation, i.e., z(x) E l? 
implies 2(x - T) E a for all positive 7. The Fourier transforms of A, 8, and 
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,? will be denoted by H, R, and L. (Fourier transforms for the discrete and 
continuous cases are defined in Sections II and III respectively.) In the 
discrete case, Beurling [l] has characterized all closed R spaces by the fol- 
lowing: 
REPRESENTATION THEOREM. Every nontrivial closed R space is of the form 
GH, where G(x) is an analytic function in the interior of the unit disc and 
( G(z) ( < 1 there. For x restricted to the unit circle, 1 G(z) j = 1 almost every- 
where. The function G(z) is uniquely determined by the space R, except for multi- 
plication by a complex constant of modulus 1. 
The continuous case has been treated by Lax [2], who obtained an analog- 
ous representation theorem for functions whose values lie in a finite dimen- 
sional Hilbert space over the complex numbers. In Section III we will deduce 
his result for complex valued functions directly from Beurling’s by con- 
structing an isometric mapping from Ha onto HC. 
The representation theorem provides an effective tool for dealing with our 
original problem. Call the function G appearing in Beurling’s theorem the 
characteristic function of the operator T acting on z. We will subsequently 
determine uP( T) explicitly in terms of the zeros of the characteristic function. 
We conclude our study by exposing an interesting point of contrast between 
the discrete and the continuous cases. In the discrete case it turns out that 
every point in the spectrum of the left translation operator whose modulus is 
less than unity must belong to the point spectrum, whereas this phenomena 
generally does not occur in the continuous case. In order to emphasize this 
fact, we will construct an E-space for the domain of T with the property 
that q,(T) = 4 and o(T) = {A ( / h [ < 1). 
II. SPECTRAL ANALYSIS IN THE DISCRETE CASE 
Throughout this section we will use the following notation. Let fi denote 
the Hilbert space of one sided sequences h = {h,}: with inner product 
(h, ,Y) = 2 h,cd, < C-J, 
n=O 
where the asterisk which appears is used to denote complex conjugation. 
The Fourier transform of h, denoted by F(h), is taken to be the function 
h(z) = 2 h,.P = F(h), 
?I=0 
which is holomorphic in the interior of the unit disc and satisfies the inequality 
~I~Ihre’R)ladB~/Ih1/2 O<r<l. 
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According to well known properties, the radial limit 
h(eie) = lili h(reis) 
exists almost everywhere and 
Let H denote the Fourier transform of the space A equipped with inner 
product 
(h, g) = & J”F h(eis) gF(eio) de. 
Under these conditions the Fourier transform is a unitary mapping of I? 
onto H. It is easy to see that the orthogonal complement HA of H with 
respect to the space of square integrable functions on the unit circle is given by 
HI = x*H*, 
and every function in HI can be analytically continued into the complement 
of the closed unit disc. 
Let l? be any subspace of fi which is invariant under right translation, i.e. 
whenever the sequence (ho, h,, *a-) belongs to l? we require that the sequence 
(0, 0, ***> ho, 4, -me) with n initial zeros should also belong to a for all positive n. 
Let e denote the orthogonal complement of J? with respect to fl and let 
T : e --f e be the unit left translation operator defined by 
l’(k) = &+I n 2 0. 
If we set p = FTF-I, an easy computation shows that p is expressed by 
the equation 
(fyg (@ = w- h(O) 
z - 
Since F is unitary, the spectrum of T acting on E may be determined 
directly from the spectrum p acting on L. The next lemma, which uses the 
representation theorem on page 2, gives us some useful information about the 
space L. 
LEMMA 2.1. Let f(z) be analytic in the interior of the unit disc. Then f(z) 
b&mgs to L if and only if it is square integrable on 1 z ( = 1 and the function 
G(z) z* f  *(z) can be continwd as an analytic function throughout the interior 
of the unit disc. 
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PROOF. Notice thatf(z) belongs to L if and only if it is square integrable 
on the unit circle and satisfies the condition (G*f, H) = 0. This means that 
{E)tbelongs to L if and only if there is a function k(z) in H with the property 
G*(z)f(z) = z* k*(z) P-1) 
when ) x j = 1. Taking the complex conjugate of (2.1), we see that f(z) 
belongs to L if and only if the function G(z) z*f*(z) is square integrable 
on ) z 1 = 1 and can be analytically continued as a function k in H, i.e. 
throughout the interior of the unit disc. 
We are now in a position to prove. 
THEOREM 2.1. Let h be any complex number whose modulus is less than 1. 
Then A $ a(T) ij and only if G(X*) # 0. 
PROOF. We first show that the condition G(h*) # 0 implies that the equa- 
tion 
(2.2) 
has a unique solutionf(x) in L for every Z(z) in L. It will then follow from the 
interior mapping principle [3] that h $ u(T). 
Solving (2.2) formally, we find 
f@) = 44 +m> 
l--AZ ’ (2.3) 
which is valid when ( z 1 = 1. Since we assumed that l(z) belongs to L, 
it follows from Lemma 2.1 that the function 
m(z) = G(z) z* l*(z) (2.4) 
defined for ( z ( = 1 can be analytically continued throughout the interior 
of the unit disc as a function in H. Taking the complex conjugate of (2.3), 
multiplying both sides by z*G(z), and then substituting (2.4) into the 
resulting expression, we finally obtain the relation 
+) z*f*(z) = m(x) + G(z)f*(o) 
z--x* (2.5) 
which is valid a.e. whenever [ z ( = 1. 
The right hand side of (2.5) is an analytic function throughout the interior 
of the unit disc whose L, norm is bounded on the unit circle if and only if 
m(h*) 
f*(o) = - G(h*) ’ (2.6) 
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Using the fact that G(X*) # 0, we may definef*(O) by (2.6) and substitute 
this value into the right hand side of (2.5) to obtain a function in H. Since the 
left hand side of (2.5) agrees with this function whenever 1 x 1 = 1, it follows 
that the left hand side of (2.5) can be extended as a function in H as well. 
We conclude that h $ o(T). 
Conversely, if G(X*) = 0, we may express G(x) as 
where 1 G,(x) 1 = 1 a.e. for ( z / = 1. From this factorization it follows that 
whenever 1 x ( = 1. Consequently, we deduce from Lemma 2.1 that L 
already contains the eigenfunction (1 - Ax)-l. This means that h E up(T). 
We pause to record an additional lemma which will be needed in the proof 
of Theorem 2.2. 
LEMMA 2.2. Let u(z) belong to the space H and let v(z) be analytic in any 
domain, 9, contained in the complement of the unit disc whose boundary contains 
the circular arc r = (eie ( 8, < 8 < O,}. Assume that no inner point of T is 
the limit point of boundary points of 9 which do not belong to r. I f  
lim u(reie) - v(r-leie) = 0 a.e. 
r-11-o 




81 1 u(rei@) - v(r-leiB) I2 de I M for 0 < r. < r < 1, 
then u(x) and v(z) are analytic continuations of each other across I’. 
PROOF. Let C(r,) be the boundary of the circular sector whose vertices are 
{rkeiYj}k,i=l,p and let c(r2) be the boundary of the sector whose vertices are 
b-i1eiyfh+l.2, where e1 < y1 < yz < e2 and r0 < rl < r2 < 1. Since u(z) 
belongs to H, we may assume without loss of generality that it has a finite 
radial limit at the points eiYl and ei% If z is any point inside C(r,), we may 
write 
Now pass to the limit as r2 goes to 1. By virtue of the conditions stated in the 
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hypothesis, we may apply Schwarz’s inequality and the Lebesgue dominated 
convergence theorem to obtain the relation 
This implies that u(z) can be expressed in the form 
44 = &j f 45) &- C(r1) z-5 ’ (2.7) 
where C(Y,) is the sector whose vertices are {rleiYj}i=l,a and {r;ledYj}i_r,a, while 
A similar argument shows that V(Z) may also be represented by (2.7). Thus 
ZJ(X) and V(X) are analytic continuations of each other across lY 
THEOREM 2.2. Let h be any complex number such that 1 h 1 = 1. If there 
exists a 6 > 0 such that 1 G(z) ( > 6 in the intersection of some neighborhood 
of A* with the interior of the unit disc, then h 4 a(T). 
PROOF. Let G(Z) and G(z) be analytic continuations of the functions 
l/G*(z) and x*Z*(z)/G*(z) defined for 1 z 1 = 1, into the complement of the 
closed unit disc. Since / G(z) 1 > 6 in the intersection of some neighborhood 
of h with the unit disc, it follows from Lemma 2.2 that the functions G(z) 
and iii(z) are analytic continuations of G(z) and m(z) defined in Theorem 2.1 
throughout some circular neighborhood of h*. As in the proof of Theorem 2.1, 
if we set 
m(h*) f*(o) = - qpj 
and substitute this value into (2.9, it is evident that the right hand side of (2.5) 
is a function in H. Using our previous reasoning, this means that the left 
hand side of (2.5) can also be extended as a function in H. 
We conclude this section with the converse of Theorem 2.2. 
THEOREM 2.3. Let h be any complex number of modulus 1 with the property 
that 
hry* inf 1 G(z) 1 = 0 
when Izj < 1. Then AEo(T). 
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PROOF. Let h, -+ h be any sequence of complex numbers having modulus 
less than 1 for which limn+m 1 G(h$) 1 = 0. It remains to be shown that 
h E u(T). 
We first consider the identity 
1 - I&J 
1 - h,z 
= (1 _ , h n ,2) 1 - Qv,*) G(4 + (1 _ , A, I”) G*(c) Gc4 1 - x,x 1 - x$X * 
(2.8) 
According to the representation theorem, the second function on the right 
hand side of (2.8) belongs to R; the first function, on the other hand, belongs 
to L by virtue of Lemma 2.1. Call these two functions r,(z) and In(z) res- 
pectively, so that (2.8) may be written in the form 
(2.9) 
where Z,(z) EL and r&z) E R. 
Using the fact that 1 G(x) 1 = 1 when 1 z 1 = 1, we may compute norms 
to obtain the relation 
II kn(4 II2 = 1 - I WC) I29 (2.10) 
because r&z) and I&) are mutually orthogonal. 
Applying the operator T - X to both sides of (2.9) and using the fact that 
we obtain the inequality 
< I X - An I + (1 + , A 1) I G(h,*) 1. (2.12) 
Passing to the limit as 71 ---f 00, we conclude from (2.12) that 
&,ll(T-W&)l/ =O. (2.13) 
But (2.10) implies 
;;% II u4 II = 1. (2.14) 
We therefore deduce from (2.13) and (2.14) that T - h cannot have a 
bounded inverse. 
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III. SPECTRAL ANALYSIS IN THE CONTINUOUS CASE 
For notational convenience, we will use the symbol A in this section to 
denote the space of all complex valued square integrable functions defined 
for real values of x which are zero for x < 0. Let H denote the space of 
functions h(u) which are the Fourier transforms of functions in A, i.e. 
F(R) = -$g 1” eiuz L(x) dx = h(u), 
00 
where u = s + it. The space H is characterized by the one-sided 
PALEY-WIENER THEOREM. Every function h in H can be extended as a 
regular analytic function into the upper half-plane in such a way that 
s 
m 
-~ h*(s + it) h(s + it) ds < constant 
for all positive values of t. Conversely, the restriction to the real axis of any such 
function belongs to H [4]. 
For fixed t, h(s + it) is the Fourier transform of e-+%((x); since rr<x) 
vanishes for negative values of x, the L, norm of e+%(x) decreases with 
increasing t. Hence, by Parseval’s theorem, we have the following: 
COROLLARY. If h(u) belongs to H, its L, norm along the line Im u = t, 
t 2 0, decreases with increasing t. 
The orthogonal complement of Z? with respect to the space of square 
integrable functions on the entire real axis is the space of square integrable 
functions which vanish for x positive. The Fourier transforms of these 
functions form the orthogonal complement B-L of I?. Functions in B1 can 
be continued analytically into the lower half plane. It is easy to check that AL 
is the conjugate of A, i.e. 
Let a be any right translation invariant subspace of fi and let R be its 
Fourier transform. Such an R-space can be characterized intrinsically by the 
property that eia”R is contained in R for all positive a. 
The next lemma will be used to establish the continuous representation 
theorem for R-spaces from the discrete representation theorem for R, spaces 
cited in the introduction. 
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LEMMA 3.1. The function 
g(s) = (s - i) (s + i)-1 
can be unsformly approximated on every compact subset of the real line by a 
sequence of trigonometric polynomials of the form 
tncs) = 5: ck(n) eibkCn)” 
k=O 
where b,(n) 2 0 and ) tn(s) / < M. 
PROOF. Define 
g,(s) = 1 - 2 1: e-(l-is)z dx 
and observe that the g,‘s converge uniformly to g on the real axis. Replacing 
the integral by its Riemann sum, we may write 
where 
&kC4 = iso exp [- f (1 - is)] . 
Using the summation formula for a geometric series, it is easy to verify 
that the gnk’s are uniformly bounded and converge uniformly to g, on every 
compact subset of the real line. 
CONTINUOUS REPRESENTATION THEOREM. Every nonempty closed R-space 
is of the form GH, where G(a) is a regular analytic function in the upper 
halfplane and 1 G(a) 1 < 1 there. For (T restricted to the real axis, 1 G(u) ) = 1 
almost everywhere. The function G(a) is uniquely determined by the space R, 
except for multiplication by a complex constant of modulus 1. 
PROOF. Let l?a be the discrete space of sequences defined in Section I, 
and let He be the Fourier transform of E;Td. 
The mapping U : Ho + H defined by 
(Uf) (o) = 42 (; + i> f  rsj = f(4 (3.1) 
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has an inverse which may be expressed in the form 
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(u-q, (2 





We therefore conclude that U is an isometry from Hd onto H. 
Let R be any closed R-space of H. Then eiasR C R for all positive a, and 
this implies that multiplication by any trigonometric polynomial with positive 
exponents maps R into itself. Let V, : R -+ R be defined by 
According to Lemma 3.1, the operators V, converge strongly to the ope- 
rator V defined by 
Since R is closed, V(R) C R. If we set lFVU = V, a computation using 
(3.1) and (3.2) shows that V is expressed by 
(0) (4 = xf(4* 
Therefore, 
hF(R) = z U-I(R) = U-l V(R) C U-l(R), 
and we conclude that U-r maps R spaces onto Rd spaces because multiplica- 
tion by z maps U-l(R) into itself. 
According to Beurling’s Theorem, we may write 
U-‘(R) = G(z) H,j. 
Applying U to both sides of this identity yields the relation 
R=Grs)H, 
which proves the theorem. 
Now let f: be the orthogonal complement of R with respect to A and let L 
be its Fourier transform. The next result is an analog of Lemma 2.1 for the 
continuous case. 
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LEMMA 3.2. The function f(u) belongs to the space L if and only ;f it is 
analytic in the upper half plane, square integrable on the real axis, and the 
function G(a) f*(u) can be continued into the upper half plane as an analytic 
function in such a way that its L, norm is uniformly bounded on every line parallel 
to the real axis. 
PROOF. Notice that f(u) belongs to L if and only if it is square integrable 
on the real axis, can be continued into the upper half plane as an analytic 
function in such a way that its norm is uniformly bounded on every line 
parallel to the real axis, and further satisfies the condition that (G*f, H) = 0. 
This implies that f(u) belongs to L if and only if there is a function ii(a) in H 
with the property that 
G*(u) f(u) = h*(u) (3.3) 
when u is real. Taking the complex conjugate of (3.3), we see that f(u) 
belongs to L if and only if the function G(u) f  *(u) can be analytically con- 
tinued into the upper half plane as a function in H, i.e. in such a way that 
its L, norm is uniformly bounded on every line parallel to the real axis. 
COROLLARY. Let h be any complex number in the upper half plane. Denote 
by dA the distance qf the normalized exponential function 
t?,(x) = I 43-G-X&” for x 2 0 0 otherwise 
from the space e. Then it follows that 
dn = 1 G(- A”) I. (3.4) 
PROOF. Consider the identity 
i &TGZi 
USA -= 
i ~~ G*(- ‘*) G(u) + i ~~ 1 - G*(- ‘*) G(u) 
0+X u+h * 
(3.5) 
The function appearing on the left hand side of (3.5) is the Fourier trans- 
form of l/z7 gA(x). A ccording to the representation theorem, the first 
function on the right hand side of (3.5) belongs to R. Using Lemma 3.2 and 
the fact that G(U) has modulus equal to 1 along the real axis, it is easy to 
verify that the second function on the right belongs to L. Formula (3.4) may 
be derived immediately by computing norms. 
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LEMMA 3.3. Let p be any complex number in the upper halfplane Im (u) > 0 
and let m(u) be an arbitrary function in H. Then the sequence {m(p + 2kT)}_“, 
beZongs to 12( - a, a). 
PROOF. Using the analyticity of m(u), we may write 
m(u) =1& j 
2n 
40 + p4 4, 
0 
from which it follows that 
m(u); = & 
2n 6 
IS 
m(a + pei)) p dp d$ 
0 0 
for some sufficiently small 6 > 0. 
An application of Schwarz’s inequality to this last expression yields 
Changing from polar to rectangular coordinates and replacing the domain 
of integration by a square centered at u, we obtain the relation 
1 m(s + it) 12 .< --& /:I: /:I: ( m(u + iv) 1’ du dzt (3.6) 
Since 
for all v > 0, (3.6) implies that 
We thus have 
2 
kc--03 
( m(p + 2km) I2 _( ‘g , 
which means that the sequence (m(p + 2kv)}za belongs to I,( - ~,~). 
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REMARK. This proof works equally well for real p if we make the additional 
assumption that m(u) has an analytic extension to an e-neighborhood of 
every point p + 2n7~ in such a way that 
for all 1 0 1 < 42. 
We are now ready to obtain the counterpart of Theorem 2.1 for the con- 
tinuous case. 
THEOREM 3.1. Let h be any complex number such that 0 < ( X 1 < 1. 
Then h $ U(T) if and only if there exists a 6 > 0 such that 
IG(2rn-ilnh*)I >6 
for all n = 0, & 1, *em. 
PROOF OF SUFFICIENCY. We will first demonstrate that the condition 
I G(2n.n - i In A*) ( > 6 for all n = 0, f  1, a** implies that the functional 
equation 
j(x 4 1) - Xf(x) = I(x) (3.7) 
has a unique solutionf(x) in z f or every l(x) in z. It will then follow from the 
interior mapping principle that h 4 o(T). 
We begin by taking the Fourier transform of both sides of (3.7) to get 
e+[f(4 -fddl - xf(4 = 44 (3.8) 
where 
Solvin, 
IS the Fourier transform of fi ) x restricted to the interval (0,l). 
‘) for f(u), we obtain 
fCu) = I(4 + e-infi(4 
e-in _ h 1 (3.9) 
which i #alid for all real U. 
Since Z(u) belongs to L, it follows from Lemma 3.2 that the function 
m(u) = G(u) Z*(u) (u real) (3.10) 
can be analytically continued into the upper half plane as a function in H. 
Taking complex conjugates, multiplying both sides of (3.9) by G(o), and 
applying (3.10) we get 
G(u) f  *cu) = m+‘> + eiO GMf&) 
,io - A* (3.11) 
for u real. 
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Both the numerator and the denominator of the right hand side of (3.11) 
are analytic functions in the upper half plane; consequently, the left hand 
side has an analytic continuation into the upper half plane if and only if 
m*(2n77 - i In h*) 
(3.12) 
Since m(u) belongs to H and since the sequence (G(2nr - i In h*)}2m is 
bounded away from zero by 6, we may invoke Lemma 3.3 to conclude that 
the right hand side of (3.12) belongs to Za( -. 03,~). Thus, according to the 
Riesz-Fisher Theorem, there exists a unique square integrable function, 
L(X), whose support is contained in the interval (0,l) having the property that 
m*(2m - i In X*) 1 - -=- 





fl(u) = ---& ,: [J(x) tWz] eios dx (3.14) 
and observe that fi(u) is the Fourier transform of a square integrable func- 
tion whose support is also contained in (0,l). Furthermore, fi(u) agrees with 
the right hand side of (3.12) on the points u = 2nr + i In h. If we substi- 
tute (3.14) back into (3.1 l), we see that the right hand side of (3.1.1) is now an 
analytic function in the upper half plane whose L, norm is uniformly bounded 
on every line parallel to the real axis. Applying the Paley-Wiener Theorem, 
this means that the left hand side of (3.11) can be analytically COI: nued into 
the upper half plane as a function in H - which is exactly what c* wanted 
to prove. I’* I :. 
PROOF OF NECESSITY. Let X be any complex number such that 0 cCZi.?/ < 1, 
and assume that there exists a sequence of integers {nj>F, with the property 
that 
lim G(277 - i In h*) = 0. j-m I’ a 
Our task is to show that X E u(T). 
We first consider the normalized exponential function 
&i(x) = I VTTK~ exp (In X - 25&z& if x 2 0 0 otherwise, 
and let Fj(x) and J(x) be its projections onto the spaces a and f; respectively. 
We may then write 
qx> = ?j(X) + l,(x), 
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where 
ll?j(x)II =/G(2~2~-~lnh*)I (3.15) 
and 
jj Qx) 11 = 2/T-- I/ Qx> 112 (3.16) 
by virtue of the orthogonality between Fj(x) and &(x). 
Since gj(x) is an eigenfunction for T associated with the eigenvalue A, it 
follows that 
II CT - W h(x) I I = II CT - W FAX) II 
5 (1 + I x I) II ~&) II 
I (1 + ( X I) I G(2z-nj - i In h*) I. 
By hypothesis, the last inequality implies that 
!iII /I (1’ - Al) lj(X) I( = 0, (3.17) 
whereas from (3.15) and (3.16) we have 
Equations (3.17) and (3.18) clearly imply that T - XI cannot have a 
bounded inverse, and this concludes the proof of Theorem 3.1. 
Our next lemma is an analog of Lemma 2.2. 
LEMMA 3.4. Let U(U) belong to H and let v(u) be analytic in any domain, 
~2, contained in the lower half plane whose boundary contains the interval 
r = (sl, s2). Assume that no inner point of r is the limit point of boundary 
points of 9 which do not belong to F. If 
lb-~+ u(s + it) - ZI(S -- it) = 0 a.e. for Sl < s < $7 
I 1: ( u(s + it) - v(s - it) I2 ds 5 M for 0 < t < t,, 
then u(u) and v(u) are analytic continuations of each other across I’. 
PROOF. Apply the method used in Lemma 2.2 to the rectangular paths 
whose vertices are (rk + iti}k.f~-l,2 and (rk - itj}k,j=1,2, where s1 < or < 
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ra < sa and t, > t, > t, > 0. Now pass to the limit as t, goes to zero and 
observe that the proof goes through exactly as before. 
THEOREM 3.2. Let h be any complex numb@ such that [ h ( = 1. If there 
exists a 6 > 0 such that j G(U) 1 > 6 in an c-neighborhood of every point 
on = 2nrr - i In A*, then h $ o(T). 
PROOF. If 1 G(U) 1 > 6 in an +neighborhood of every point a, = 
2~ - i In A*, it follows from Lemma 3.4 that the functions l/G*(a*) and 
Z*(o*)/G*(u*) are analytic continuations of the functions G(a) and m(u) 
defined in Theorem 3.1 throughout an E-neighborhood of every point 
2nrr - i In A*. By the remark at the end of Lemma 3.3, we further note that 
the sequence (m(2nr - i In h*)}zW belongs to 1a(- 00, a). 
Thus, as in the proof of Theorem 3.1, there exists a unique square inte- 
grable function, l(x), whose support is contained in the unit interval and 
which has the property that 
m*(2m - i In A*) - 
hG*(2m - i In A*) 
= --& 11 l(x) e2ninx dx. 
If we again set 
and substitute this value into (3.11), the resulting expression is still an ana- 
lytic function whose L, norm is uniformly bounded on every line parallel to 
the real axis. This means that the left hand side of (3.11) belongs to H. 
The following result is the converse of Theorem 3.2. 
THEOREM 3.3. If h is any complex number of modulus 1 which satisfies the 
condition 
then h E u(T). 
PROOF. Suppose the condition stated in the theorem is satisfied. Then 
there exists a sequence of integers {nj}? and a sequence of complex numbers 
{uj},” in the upper half plane with the property that 
limuj-2nrr+ilnh*=O 3 and j-m ;$J I W4 I = 0. 
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Consider the normalized exponential function 
‘o’,her;isf 0 9 
and let 7$(x) and h.(x) be its projections onto the spaces 8 and e respectively. 
We then have 
where 
by (3.4) and 
i&(x) = Fj(X) + l,(x) (3.19) 
I I ~j(X) I I = I (4%) I (3.20) 
-__ 
II b, II = IA - II ~44 II2 (3.21) 
by virtue of the orthogonality between Fi(x) and b(x). Using the fact that 
(T - A) qx> = (P’ - A) tqx) 
and applying the operator T - h to both sides of (3.19), we obtain the in- 
equality 
I( (T - A) l”(x) I/ I \ e+ - h \ + (1 + j h 1) (1 Fjj(x) )I 
< 1 e-“Oj - h ( + (1 + I X 1) ) G(oj) /. 
By hypothesis, this implies 
22 I I CT - 4 &4 I I = 0. 
However, it follows from (3.20) and (3.21) that 
We therefore conclude that T - h cannot have a bounded inverse. 
Our last two theorems pertain to the point spectrum of the translation 
operator acting on L. 
THEOREM 3.4. Let h be any complex number such that 0 < I h ( I 1. 
Then h E a,(T) if and only if 
G(2m, - i In A*) = 0 
for some integer no. 
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PROOF. Clearly,f*,( ) x is an eigenfunction corresponding to the eigenvalue h 
if and only if 
fA(X) = Aqyx), (3.22) 
where [x] denotes the largest integer in x andf(x) is the periodic continuation 
of an L, function whose support is contained in the interval (0, 1). Equation 
(3.22) implies that there are no points in a&T) which have modulus = 1 
because the associated eigenfunctions would not be square integrable. Let 
0 < ( h 1 < 1, and assume that there is a non-zero eigenfunction j,(x) in the 
space e. We will show that G(27m - i In A*) vanishes for some value of n. 
Rewrite (3.22) in the form 
where 
m = WP(x> (3.23) 
f(x) = (A)[“]-“f(x). 
Since!(x) is square integrable over the unit interval and has period 1, we 
may represent it by its Fourier series: 
where 
fn = j:!(x) e--2ninx dx. 
Observe from (3.23) that f(x) vanishes if and only if j(x) also vanishes. 
Consequently, for some fiO, we havefn, # 0. It is well known from classical 
theory that the closed subspace spanned by the left translates off(x) in the 
L,(O, 1) topology contains the exponential ezxinox. This means that, for any 
E > 0, there exist constants cr, ca, *es, ck (all distinct from zero) and positive 





2 c,3(x + t,J jz dx I E’. 
71=1 
Define new constants d, = c,hPn and notice that 
fin / Axe2ninoo 
Jo ’ 
- 3 dnFttn j(x + t,J 1’ dx 
n=l 






This last inequality implies that the exponential exp [(27&z,, + In h)x] 
belongs to the space t. Thus, from formula (3.4), it follows that 
Conversely, if 
G(2m, - i In X*) = 0. 
G(27rn, - i In X*) = 0, 
it follows from the same formula that an eigenfunction of the form 
f;(x) = exp (2&z, + In h) x 
is already in z. This completes the proof of Theorem 3.4. 
THEOREM 3.5. The ora@ belongs to o,(T) if and only if there exists an 
a > 0 such that [ eeiao G(a) ( I 1 in the upper halfplane. 
PROOF. Assume that the origin belongs to up(T). Then there exists a 
nonzero function a(x) E e whose support is contained in the interval (0, 1). 
Let a be the smallest number such that the support of l(x) is contained in 
(0, a). According to the well known Titchmarsh convolution theorem [5], 
E contains the space of all square integrable functions whose supports are 
contained in (0, a). This can occur if and only if every function in a vanishes 
for x < a. Let 8i be the right translation invariant space obtained from a 
by translating every function in Z? a units to the left. From the representation 
theorem it follows that 
e-iao G(o) H = R, C H. 
Since multiplication by eeiaJ G(u) maps H into H, multiplication by any 
power of em-baa G(u) also maps H into H. It is clear that the La norm on the 
real axis is preserved in this multiplication, so it follows from the Paley- 
Wiener theorem that it cannot be increased on any line parallel to the real 
axis. This is the case if and only if 1 eeiao G(u) / 5 1 in the upper half plane. 
Conversely, if 1 e- *” G u) 1 5 1 in the upper half plane, it follows that ( 
Taking inverse Fourier transforms, this implies that every function in a 
vanishes for x < a. Consequently, E contains all square integrable functions 
whose supports are contained in (0, a). This means that the origin must 
belong to u,(T). 
Using the information at hand, we will now construct an f: space for 
which u(T) is the closed unit disc, but which nevertheless has a void point 
spectrum. 
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To this end let f; be the space whose characteristic function is the conver- 
gent infinite product 
G(u) = fi ,,-in/o-2nn3. 
?Z=l 
If a is any real number greater than zero, we then have 
F+i 1 eatG(it) 1 = $2 exp [(CZ - 2 n 
n=lh2n6 + t2 
) r] = oo, 
According to Theorem 3.5, this implies that (0) $ a,(T); moreover, since 
G(o) never vanishes in the upper half plane, we may invoke Theorem 3.4 to 
justify the assertion that a,(T) = 4. 
In order to complete the proof, let A be any complex number such that 
0 < 1 h 1 < 1, and let ki ==j3 for j = 1, 2, ***. Then 
log I G(2?rkj - i In A*) I = gl , 2Tcj3 “:)‘A \ ln h* ,2 , 
and, by setting j = n, we obtain the inequality 
ln I h I log 1 G(29 - i In A*) 1 < j _I_. 
1 In X* I2 
A passage to the limit yields the relation 
$iir G(2rj3 - i In A*) = 0, 
from whence it follows that h E u(T) by Theorem 3.1. 
Since the spectrum of any bounded operator is a closed set whose radius 
cannot exceed its norm [3], o(T) is exactly the closed unit disc. 
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