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Abstract
We consider the so-called delayed loss of stability phenomenon for singularly perturbed
systems of differential equations in case that the associated autonomous system with a scalar
parameter undergoes the Hopf bifurcation at the zero equilibrium point. It is assumed that
the linearization of the associated system is independent of the parameter and the next terms
in the expansion of the right-hand parts at zero are positive homogeneous of order > 1.
Simple formulas are presented to estimate the asymptotic delay for the delayed loss of stability
phenomenon. More precisely, we suggest sufﬁcient conditions which ensure that zeros of a
simple function  deﬁned by the positive homogeneous nonlinear terms are the Hopf bifurcation
points of the associated system, the sign of  at other points determines stability of the zero
equilibrium, and the asymptotic delay equals the distance between the bifurcation point and a
zero of some primitive of .
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1. Introduction
The delayed loss of stability phenomenon for singularly perturbed systems was ﬁrst
described in [16], under the assumption that the so-called associated system undergoes
the Hopf bifurcation from the equilibrium at some bifurcation point  = 0, which
means that a branch of cycles bifurcates from the equilibrium at this point. The equi-
librium is supposed to be asymptotically stable for  < 0 and unstable for  > 0.
In this situation, according to Tikhonov’s theorem [17], all solutions of the singularly
perturbed system starting at the initial moment t0 < 0 in the basin of attraction of
the curve of equilibria jump to a small vicinity of this curve and stay there until the
moment t ≈ 0. In [16], examples are considered where the solutions stay near the
curve of equilibria until the moment T > 0 and only then jump out some ﬁxed neigh-
borhood of the curve (in these examples, the solutions jump to the neighborhood of
the branch of stable cycles in case of the supercritical bifurcation). Since the equilibria
of the associated system are unstable for 0 <  < T , this phenomenon is called the
delayed loss of stability and the difference T − 0 is referred to as the asymptotic de-
lay. Analogous results and formulas for the asymptotic delay for general systems with
analytic right-hand parts were obtained in [11,12] where also the principal difference
between analytic and nonanalytic smooth cases was ﬁrst noticed and studied. For simi-
lar results and phenomena observed for bifurcations of other types, mainly bifurcations
of equilibria, we refer to [1,3,8,10,13,15,18] (see also further bibliography therein).
Let us remark that another important scenario called the immediate exchange of
stability is that solutions of a singularly perturbed system always stay near a curve of
stable equilibria (eventually, near a branch of stable cycles) after the initial jump to
a vicinity of such a curve. For bifurcations of equilibria, it means that the solutions
follow one curve of equilibria for t < 0 and the other curve of equilibria for t > 0,
which can be the case both for transcritical and pitchfork bifurcations at the point 0
where the two curves intersect.
Assume that a singularly perturbed system has a zero solution and the associated
autonomous system satisﬁes the conditions of the classical Hopf bifurcation theorem
(cf. [2,7,9]) near the zero equilibrium. Then bifurcation points 0 and stability of the
equilibrium for  = 0 as well as the asymptotic delay are determined by the lineariza-
tion z′ = A()z of the associated system at zero. For example, bifurcation points are
determined by the condition that a pair of eigenvalues of A() crosses the imaginary
axis for  = 0. In this paper, we study another situation, which can be characterized
as degenerate from the point of view of the approach based on linearization. Namely,
for the systems considered here the linearization z′ = Az does not depend on . In this
case, the next order terms (asymptotically smaller than linear) in the expansion of the
right-hand part of the system play the main role. We assume that these nonlinear terms
are positively homogeneous of order  > 1 and use the results of [4–6] to formulate
sufﬁcient conditions for the Hopf bifurcation and to determine the Hopf bifurcation
points for the associated system. Under our assumptions, the bifurcation points are
zeros of some simple function  = () deﬁned by the positively homogeneous non-
linear terms and the constant linear part of the system; the sign of  at other points
determines stability of the zero equilibrium.
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The main results are theorems on the asymptotic delay. We prove that for the singu-
larly perturbed system the delayed loss of stability is the case and that the asymptotic
delay for solutions starting at the moment t0 < 0 equals T − 0 with T > 0 deﬁned
by the equality
∫ T
t0
() d = 0.
The main example for us are systems with right-hand parts admitting the Taylor
expansion at zero up to the third order terms. We discuss that a standard nonlinear
change of variables reduces such systems to the form satisfying the assumptions of our
theorems with  = 3. More details for the Hopf bifurcations with the constant linear
part in planar systems as well as some examples and related results on the delayed
loss of stability for scalar equations in case of bifurcations of equilibria can be found
in [14].
The paper is organized as follows. In the next section, we formulate as Theorem 1
the result from [5] on the Hopf bifurcation points for systems with constant linear
parts (in our setting, the associated system is of this type) and present without proofs
Theorem 2 on stability of the zero equilibrium. Main results on the asymptotic delay
for singularly perturbed systems are presented in Section 3 by Theorems 3 and 4. The
last section contains their proofs.
2. Hopf bifurcation points
In this section we study the system


x′ = y + f1(x, y, z, ),
y′ = −x + f2(x, y, z, ),
z′ = Az+ g(x, y, z, ).
(1)
Here x and y are scalar variables, z is a m-dimensional vector, A is a m×m real matrix,
and  ∈  = [1, 2] ⊂ R is a parameter; prime denotes differentiation with respect to
the time t. We use the notations  = {x, y, z}, r = (x2+y2)1/2, and || = (r2+|z|2)1/2,
where | · | denotes the norm for vectors as well as the modulus for scalar variables.
We also write system (1) in the short form
′ = A¯+ (, ) (2)
with the (m+ 2)× (m+ 2) matrix A¯ and the nonlinearity  = {f1, f2, g}.
It is supposed that the functions fj : R×R×Rm×→ R, g : R×R×Rm×→
Rm are continuous with respect to the set of their arguments and superlinear near
zero:
lim
||→0
max
∈
|fj (x, y, z, )|
|| = lim||→0 max∈
|g(x, y, z, )|
|| = 0, j = 1, 2.
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Therefore fj (0, 0, 0, ) ≡ g(0, 0, 0, ) ≡ 0, i.e., the origin  = 0 is an equilibrium of
system (1) for every  ∈ .
Deﬁnition 1. The value 0 of the parameter is called a Hopf bifurcation point for
system (1) if for any ε > 0 there exists a  ∈ (0−ε, 0+ε) such that system (1) with
this  has at least one nonstationary periodic solution (t) = {x(t), y(t), z(t)} satisfying
max |(t)| < ε, t ∈ R with a period T satisfying |T − 2| < ε.
In other words, 0 is a Hopf bifurcation point if for parameter values arbitrary close
to 0 system (1) has nonstationary periodic solutions of arbitrary small amplitudes with
periods arbitrary close to 2. It turns out that Hopf bifurcation points of system (1)
are determined by some terms in the expansions of the nonlinearities near the zero
equilibrium. Suppose that the following conditions are satisﬁed.
(i) The functions fj (x, y, z, ) have the form
fj (x, y, z, ) = Fj (x, y, )+ j (x, y, z, )
where Fj (x, y, ) are positively homogeneous of order  > 1 with respect to x, y, i.e.,
Fj (sx, sy, ) = sFj (x, y, ), s0, r < r0,  ∈  (3)
and the higher order terms j (x, y, z, ) satisfy
|j (x, y, z, )|c(r + |z|1/	)
, || < r0,  ∈  (4)
with some 1 < 	
,  < 
2− 1 and c, r0 > 0.
(ii) The main terms Fj (x, y, ) satisfy the Lipschitz condition
|Fj (x1, y1, )− Fj (x2, y2, )|c(r1 + r2)(|x1 − x2| + |y1 − y2|), rj < r0,  ∈ ,
where rj = (x2j + y2j )1/2 with some  such that 0 < 
− − 1 and
|Fj (x, y, 1)− Fj (x, y, 2)|cr|1 − 2|, r < r0, j ∈ .
(iii) The function g(x, y, z, ) has the form g(x, y, z, ) = G(x, y, )+(x, y, z, )
where
|G(x, y, )|cr	, r < r0,  ∈ 
and |(x, y, z, )|/|z| → 0 as || → 0 uniformly with respect to  ∈ .
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Set
() =
∫ 2
0
(
F1(sin t, cos t, ) sin t + F2(sin t, cos t, ) cos t
)
dt. (5)
The following theorem is proved in [5].
Theorem 1. Suppose conditions (i)–(iii) are satisﬁed and the numbers ik, k=0, 1, 2, . . .
do not belong to the spectrum of the matrix A. Suppose (0) = 0 and the function
() takes values of both sign in any vicinity of the point 0. Then 0 is a Hopf
bifurcation point for system (1).
It follows from the results of [5] that under the conditions of Theorem 1 any interval
(′, ′′) ⊂  such that (′)(′′) < 0 contains a Hopf bifurcation point of system
(1). Moreover, system (1) has nonstationary periodic solutions r = r (t) of all sufﬁ-
ciently small amplitudes ‖r‖C = r > 0 and the union of the cycles corresponding to
these solutions is a set that can be characterized as a continuous branch in a natural
sense.
Below we denote by O() any function  = (, . . .) such that for some C,0 > 0
the estimate |(, . . .)|C holds whenever 0 < 0 and this estimate is uniform
with respect to all variables of  different from  on the whole domain where  is
considered. For example, (, ) = O(||) means that |(, )|C|| for all  from
some ball || < 0 and all  ∈ . Similarly, the notation (, . . .) = o() is used if
(, . . .)/→ 0 as → 0 and this convergence is uniform with respect to all variables
different from .
The main example for us are systems (2) with the nonlinearities that admit the
Taylor expansion (, ) = B(2)(, )+B(3)(, )+O(||3+) at the point  = 0 with
some 0 < 1, where B(2)(·, ) and B(3)(·, ) are a vector-valued quadratic form
and a vector-valued cubic form of  with the coefﬁcients depending on ; we suppose
that these coefﬁcients are continuously differentiable and that |(1, ) − (2, )|
|1− 2|O(|1|+ |2|). Theorem 1 is not applicable directly in this case, since if the
main positively homogeneous terms Fj (x, y, ) are quadratic forms of x, y, then the
function (5) is identically zero. A possible approach is to cancel the quadratic terms by
the well-known nonlinear change of variables and bring the system to the equivalent
form with the main cubic terms. Namely, the change of variables  → ˜ = {x˜, y˜, z˜} by
the formula  = ˜ + d1()x˜2 + 2d2()x˜y˜ + d3()y˜2 with the appropriate dj () brings
system (2) to the system of the same form
˜
′ = A¯˜+ B˜(2)(˜, )+ B˜(3)(˜, )+O(|˜|3+)
with the same matrix A¯ and with the quadratic term satisfying B˜(2)({x˜, y˜, 0}, ) ≡ 0
(the vectors dj = dj () are related with the coefﬁcients bj = bj () in the expres-
sion B(2)({x, y, 0}, ) = b1()x2 + 2b2()xy + b3()y2 for the quadratic terms of the
original system by the explicit formulas d2 = −(A¯2 + 4I )−1(A¯b2 + b1 − b3),
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d1 = −A¯−1 (2d2 + b1), d3 = A¯−1(2d2 − b3)). The relation B˜(2)({x˜, y˜, 0}, ) ≡ 0
means that in the new variables the system has the form (1) with (we omit tilde in the
notation of the variables)
fj (x, y, z, ) =
3∑
k=0
ajk()xky3−k + j (x, y, z, ), j = 1, 2, (6)
g(x, y, z, ) =
3∑
k=0
ck()xky3−k + (x, y, z, ), (7)
where j (x, y, z, ) = (r3 + |z|)O(||), (x, y, z, ) = (r3 + |z|)O(||) and
|(x, y, z, )−(x, y, 0, )| |z|O(||). These relations imply that all the conditions
(i)–(iii) are satisﬁed for  = 	 = 3, 
 = 3+ ,  = 2 if we set
Fj (x, y, ) =
3∑
k=0
ajk()xky3−k, G(x, y, ) = g(x, y, 0, ).
The function (5) is then deﬁned by
() = (a11()+ a22()+ 3a13()+ 3a20())/4. (8)
Another examples of positively homogeneous functions of real order  are |x|s |y|−s ,
|x|s |y|−ssign x, |x|s |y|−ssign(xy) with any 0 < s < . Note that the linear com-
binations of positively homogeneous functions of order  (in our case, the coefﬁ-
cients of such linear combinations depend on ) are also positively homogeneous of
order .
Everywhere below the following additional condition is supposed to be satisﬁed.
(iv) The spectrum of the matrix A lies in the open left half-plane of the complex
plane.
Under the conditions (i)–(iv), there is a close relation between the existence of
bifurcation points and the stability of the zero equilibrium of system (1).
Theorem 2. Let conditions (i)–(iv) be satisﬁed. Then the zero equilibrium of system
(1) is asymptotically stable if () < 0 and unstable if () > 0.
This theorem is important to understand the results of the next section. In order to
be concise, we do not give its proof here. The proof can be obtained by straightforward
modiﬁcation of the proof of the main Theorem 3 presented below.
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3. Dynamic bifurcations
Let [0, T ] ⊂ (1, 2). Consider the nonautonomous system


x′ = y + f1(x, y, z, εt),
y′ = −x + f2(x, y, z, εt),
z′ = Az+ g(x, y, z, εt)
(9)
obtained from the autonomous system (1) by the substitution  = εt . Here ε > 0 is a
small parameter; the matrix A and the nonlinearities are supposed to satisfy the con-
ditions (i)–(iv). Introducing a new time  = εt and using the notation  = {f1, f2, g},
we can rewrite system (9) as the equivalent singularly perturbed system
ε
d
d
= A¯+ (, ). (10)
Systems (1) and (2) are said to be associated with systems (9) and (10).
We consider the trajectories of system (9) that start in some ﬁxed vicinity of its
zero solution x ≡ y ≡ z ≡ 0 at the moment t0 = 0 and estimate how long these
trajectories stay near the zero for t > 0 if the parameter ε is sufﬁciently small. In fact,
we formulate the main theorem for the system


x′ = y + f1(x, y, z, εt)+ ε1(x, y, εt),
y′ = −x + f2(x, y, z, εt)+ ε2(x, y, εt),
z′ = Az+ g(x, y, z, εt)+ ε(x, y, εt)
(11)
slightly more general than (9), where for some  satisfying 1 < 
|j (x, y, )|cr, |(x, y, )|cr, r < r0,  ∈ . (12)
The reason is that systems with the nonlinearities that admit the Taylor expansion
(, ) = B(2)(, ) + B(3)(, ) + O(||3+) (our main example) are reduced to this
more general form (11) by the change of variables  = ˜ + d1(εt)x˜2 + 2d2(εt)x˜y˜ +
d3(εt)y˜2 with the coefﬁcients introduced in the previous section. After such a reduction,
the nonlinearities fj and g in the resulting system (11) are deﬁned by exactly the same
formulas (6), (7) as above; recall that these nonlinearities satisfy the conditions (i)–(iii)
with  = 	 = 3, 
 = 3 + ,  = 2 and that formula (8) deﬁnes the corresponding
function (). The additional terms in (11) are deﬁned by {1,2,} = −D1(εt)x2−
2D2(εt)xy − D3(εt)y2 + O(r3) and satisfy (12) with  = 2; here Dj() = d ′j () is
the derivative of dj ().
Denote by () the primitive
() =
∫ 
0
() d
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of function (5) and by B() the open ball || <  in the phase space Rm+2 of
system (9).
Theorem 3. Let conditions (i)–(iv) and estimates (12) be satisﬁed. Let
(0) < 0, () < 0 for 0 <  < T. (13)
Then there is a number  > 0 and positive functions ε0(), C() such that for any
small  > 0 and any 0 < εε0() all the trajectories (t) = {x(t), y(t), z(t)} of system
(11) with the initial values (0) ∈ B() satisfy the estimate
|(t)|C()ε1/(−1) for all ε−1 tε−1(T − ). (14)
The functions ε0(·), C(·) satisfy ε0() → 0, C() → ∞ as  → +0. Theorem 3 is
continued by the following theorem.
Theorem 4. Let conditions (i)–(iv), estimates (12), and relations (13) be satisﬁed. In
addition, let
(T ) = 0, (T ) > 0. (15)
Then there are numbers 1, C1 > 0 and a positive function ε1(, r) such that for every
small , r > 0 and every 0 < εε1(, r) the trajectory (t) of system (11) with any
initial value (0) = {x(0), y(0), z(0)} satisfying
(x(0)+ y(0))1/2 = r, |z(0)|C1r	
escapes from the ball B(1) at some moment t such that ε−1(T − ) < tε−1(T + ).
Under the assumptions of Theorem 4, the estimate (0)(T ) < 0 is valid and
therefore the interval (0, T ) contains a Hopf bifurcation point of autonomous system
(1) associated with the equivalent systems (9), (10). In the simplest case, () < 0 for
0 < 0 and () > 0 for  > 0. By Theorems 1 and 2, these estimates imply that
the zero equilibrium of system (1) is asymptotically stable for  ∈ [0, 0) and unstable
for  > 0, and 0 is a Hopf bifurcation point. For singularly perturbed system (10)
with the time  = εt the conclusions of Theorems 3 and 4 can be interpreted as follows.
By Theorem 3, all the solutions of system (10) with the initial values (0) ∈ B() jump
to a small vicinity of the zero solution and stay near the zero solution until the moment
approximately  = T if ε is sufﬁciently small. Here T is the smallest positive zero
of the function (), therefore T > 0. Then according to Theorem 4 some of the
solutions escape from the ball B(1), which means that the asymptotic delay equals
T − 0.
For systems with nonlinearities that admit the Taylor expansion at zero, estimates
(14) have the form |(t)|C()√ε for εtT − .
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4. Proof of Theorems 3 and 4
4.1. Auxiliary lemmas
We start with the formulation of the three auxiliary lemmas.
Below 	1,1 > 1 are ﬁxed numbers such that 	/
 < 	1 < 	 and 1 < . Consider
a trajectory (t) = {x(t), y(t), z(t)} of (11) for t0; set r(t) = (x2(t)+ y2(t))1/2.
Lemma 1. There are numbers 0,  > 0 such that if (0) ∈ B(0) and |z(t)| >
r	1(t)+ εr1(t) for all 0 t < t0, then
|(t)|2e−t |(0)|1/	1 , 0 t t0. (16)
Lemma 2. There is a number 0 ∈ (0, r0) such that if (t0) ∈ B(0) and |z(t0)|
r	1(t0) + εr1(t0) at some moment t0, then |z(t)|r	1(t) + εr1(t) for all t0 t t1,
where t1 = sup{t : |()|0,  ∈ [t0, t]}.
Lemma 3. There is a number 0 > 0 such that for any r˜ < 0, 0 the relations
r() = r˜ , |z()| r˜	1 + εr˜1 imply
r(+ 2)− r˜ = (ε) r˜ +O(r˜
	1/	)+ εO(r˜1). (17)
Since the right-hand part of system (11) is O(||) in a vicinity of the origin, there
is a number d1 and a ball B(0) such that () ∈ B(0) implies
d−1|()| |(t)|d|()| whenever |t − |2. (18)
These estimates are used below systematically, sometimes without special references.
Without loss of generality, we assume that the number 0 is the same in all the three
lemmas above and 0 = 0.
4.2. Proof of Lemma 1
It follows from (iv) that there is a scalar product (·, ·) in the space Rm such that
(z, Az) − 1(z, z), z ∈ Rm,
where 1 > 0. Let us continue the Euclidean norm | · | generated by this scalar product
from Rm to the space Rm+2 by the formulae || = (x2+ y2+ |z|2)1/2 = (r2+ |z|2)1/2.
Everywhere in the proofs we use this norm. Note that conditions (i)–(iii) and the
formulations of all the theorems have the same form for any norm.
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Multiplying the last equation of (11) by 2z, we obtain
d|z|2
dt
= 2(z, Az)+ 2(z,G(x, y, εt))+ 2(z,(x, y, z, εt))+ 2ε(z,(x, y, εt)).
By conditions (iii) and (12), |G(x, y, εt)|cr	, |(x, y, z, εt)|1|z|/2, |(x, y, εt)|
cr for all sufﬁciently small r and |z|, hence
d|z|2
dt
 − 1|z|2 + 2c|z|(r	 + εr). (19)
By assumption, r	1(t)+ εr1(t) < |z(t)| for 0 t < t0, hence relations 	1 < 	, 1 < 
imply that the estimates 2c(r	 + εr) < 1|z(t)|/2 and
d|z(t)|2
dt
 − 1
2
|z(t)|2
are valid whenever |z(t)| is sufﬁciently small and t ∈ [0, t0]. Therefore there is a small
 > 0 such that |z(0)| <  implies
|z(t)|2e−1t/2|z(0)|2, 0 t t0.
Finally, using the estimates |z(t)| < |z(t)|1/	1 and r(t) < |z(t)|1/	1 , 0 t < t0, we
obtain
|(t)| |z(t)| + r(t)2|z(t)|1/	12e−1t/(4	1)|z(0)|1/	1 , 0 t t0
and (16) follows from |z(0)| |(0)|. This completes the proof of Lemma 1. 
4.3. Proof of Lemma 2
To prove the lemma it sufﬁces to show that
d
dt
(r	1(t)+ εr1(t)− |z(t)|) > 0 (20)
whenever |z(t)| = r	1(t)+ εr1(t) and r(t) > 0 is sufﬁciently small.
Suppose r(t) = r > 0, |z(t)| = r	1 + εr1 for some t0. By condition (i),
|fj (x(t), y(t), z(t), εt)|c1r + c(r + |z(t)|1/	)
,
therefore |z(t)| = r	1+εr1 implies |fj (. . .)| = O(r)+O(r
)+O(r
	1/	)+O(r
1/	),
which due to 
 >  > 1, 
	1/	 > , 
1/	1 > 1 means that |fj (. . .)| = o(r) for
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small r. From this relation, estimates (12), and the equalities
r ′(t) = r−1(x(t)x′(t)+ y(t)y′(t))
= x(t)r−1(f1(. . .)+ ε1(. . .))+ y(t)r−1(f2(. . .)+ ε2(. . .)),
it follows that |r ′(t)| = o(r), consequently
∣∣∣ d
dt
(r	1(t)+ εr1(t))
∣∣∣
= (	1r	1−1 + ε1r1−1)|r ′(t)|(	1 + 1)(r	1−1 + εr1−1)|r ′(t)|
= (	1 + 1)|z(t)||r ′(t)|/r = o(1)|z(t)|.
Combining this with the estimate d|z(t)|/dt − 1|z(t)|/2 + c(r	 + εr) equiva-
lent to (19), and taking into account that r	 + εr = o(1)(r	1 + εr1) = o(1)|z(t)|,
we obtain
d
dt
(r	1(t)+ εr1(t)− |z(t)|)(1/2+ o(1))|z(t)|,
which completes the proof of (20) and the proof of Lemma 2. 
4.4. Proof of Lemma 3
Denote r˜ = r(), ˜ = (), z˜ = z() and consider t from the segment [, + 2]. All
the following formulas are uniform with respect to t from this segment.
Let |˜| < d−10, |z˜| r˜	1 + εr˜1 . Then (18) implies |(t)|d|˜| < 0 and by
Lemma 2, |z(t)|r	1(t)+ εr1(t). Therefore from (4) it follows that
|j (. . .)|c
(
r + (r	1 + εr1)1/	)
 = O(r
)+O(r
	1/	)+ ε
/	O(r
1/	)
with r = r(t). Since 	1 < 	, this is equivalent to j (. . .) = O(r
	1/	)+ ε
/	O(r
1/	).
Also, relations (3), (12) imply Fj (. . .) = O(r), j (. . .) = O(r), fj (. . .) = Fj (. . .)+
j (. . .) = O(r)+O(r
	1/	)+ε
/	O(r
1/	) and due to the estimates 	
,  < 
	1/	,
1 < 
j (. . .) = O(r˜
	1/	)+ εO(r1), fj (. . .) = O(r)+ εO(r1),
j (. . .) = O(r1).
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We assume that r˜ is sufﬁciently small so that r˜	1 + εr˜1 r˜ , consequently |z˜| r˜ ,
|˜| |z˜| + r˜2r˜ and from r = r(t) |(t)|d|˜| it follows r = O(r˜). Therefore
j (. . .) = O(r˜
	1/	)+ εO(r˜1), fj (. . .) = O(r˜)+ εO(r˜1),
j (. . .) = O(r˜1). (21)
Now from the ﬁrst two equations of system (11), we see that
x′ = y +O(r˜)+ εO(r˜1), y′ = −x +O(r˜)+ εO(r˜1), (22)
which implies
x(t) = r˜ sin(t + )+O(r˜)+ εO(r˜1),
y(t) = r˜ cos(t + )+O(r˜)+ εO(r˜1) (23)
with some . Furthermore, it follows from (22) that r ′ = (x′x + y′y)/r = O(r˜) +
εO(r˜1), hence r(t) = r˜ +O(r˜)+ εO(r˜1). Combining this expression for r(t) with
(23) and taking into account the estimates ,1 > 1, we obtain
x(t)/r(t) = sin(t + )+O(r˜−1)+ εO(r˜1−1),
y(t)/r(t) = cos(t + )+O(r˜−1)+ εO(r˜1−1). (24)
We are ready to derive a more precise expression for r ′ = r ′(t) and ﬁnish the
proof. Denote t = t + . From the ﬁrst two equations of system (11) and relations
fj (. . .) = Fj (. . .)+ j (. . .) and (21), it follows that
r ′ = (x′x + y′y)/r = (xF1(x, y, εt)+ yF2(x, y, εt))/r +O(r˜
	1/	)+ εO(r˜1)
and due to (24) and Fj (. . .) = O(r˜) = o(r˜)
r ′ = F1(x, y, εt) sin t + F2(x, y, εt) cos t +O(r˜2−1)+O(r˜
	1/	)+ εO(r˜1).
The Lipschitz conditions (ii) imply
Fj (x, y, εt) = Fj
(
r˜ sin t, r˜ cos t, εt
)+O(r˜)(|x − r˜ sin t)| + |y − r˜ cos t|)
(here we use the relations |x|, |y|r = O(r˜)) and
Fj
(
r˜ sin t, r˜ cos t, εt
) = Fj (r˜ sin t, r˜ cos t, ε)+ εO(r˜).
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From these formulas and (23), it follows
Fj (x, y, εt) = Fj
(
r˜ sin t, r˜ cos t, ε
)+O(r˜+)+ εO(r˜+1)+ εO(r˜).
Therefore r ′ = F1
(
r˜ sin t, r˜ cos t, ε
)
sin t+F2
(
r˜ sin t, r˜ cos t, ε
)
cos t+1+2
with
1 = O(r˜+)+ εO(r˜+1)+ εO(r˜), 2 = O(r˜2−1)+O(r˜
	1/	)+ εO(r˜1).
Since  + 
 > 
	1/	, 2 − 1
 > 
	1/	,  > 1, we conclude that j =
O(r˜
	1/	)+ εO(r˜1) for both j = 1, 2 and using (3), obtain
r ′ = r˜(F1(sin t, cos t, ε) sin t + F2(sin t, cos t, ε) cos t)+O(r˜
	1/	)
+εO(r˜1).
Integrating this equality over the segment t ∈ [, + 2], we ﬁnally arrive at (17) and
complete the proof of Lemma 3. 
4.5. Proof of Theorem 3
The estimate (0) < 0 implies that () − < 0 for all  ∈ [0, 1] where 1 > 0
is sufﬁciently small. Take any  ∈ (0, 1); let it be ﬁxed up to the end of the proof.
Consider a trajectory (t) = {x(t), y(t), z(t)}, t0 of system (11) with an initial
value (0) = 0 from a small ball B(). We suppose that
6d21/	1 < 0 < 1 (25)
with 0 from Lemmas 1–3. Also,  is sufﬁciently small so that the second term in the
right-hand side of the formula (17) satisﬁes
|O(r˜
	1/	)|r˜/3 for r˜2d1/	1 . (26)
Estimate (25) implies |(0)| <  < 21/	1 < 0. Deﬁne
t∗ = sup{t : |()|21/	1e−, 0 t}
and
t∗∗ = sup{t : |()|0, 0 t}, t˜∗∗ = min{t∗∗, T ε−1}.
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Evidently, 0 < t∗t∗∗. If t∗∗ < ∞, then |(t∗∗)| = 0 > 2d1/	1 > d|(t∗)| and
therefore t∗ < t∗∗ − 2. Moreover,
|(t∗)| = 2e−t∗1/	1 > 2e−t∗ |(0)|1/	1
whenever t∗ < ∞. By Lemma 1, this means that |z(t0)|r	1(t0) + εr1(t0) for some
t0 < t∗, and by Lemma 2,
|z(t)|r	1(t)+ εr1(t), t0 < t∗ t t∗∗. (27)
If t∗(T − )ε−1, then the conclusion of Theorem 3 follows from the deﬁnition of
t∗. Suppose the opposite estimate t∗ < (T − )ε−1 is valid. We distinguish the two
cases.
Let p, q be some ﬁxed numbers such that 0 < − 1 < 1/p < 1/q < − 1. First,
assume that |(t˜)|εp for some t˜ ∈ [t∗, t˜∗∗].
Let ε < 1 and therefore |(t)| < εq in some neighborhood of the point t˜ . Denote
by [t1, t2] the maximal segment such that t˜ ∈ [t1, t2] ⊂ [t∗, t˜∗∗] and |(t)|εq for all
t ∈ [t1, t2]. Then r(t)εq , |z(t)|r	1(t) + εr1(t) for t ∈ [t1, t2]. By Lemma 3, this
implies that if εq < 0, then relation (17) is valid for all t1 t2, hence
|r(t + 2)− r(t)|C1εq + C2εq
	1/	 + C3εq1+1, t1 t t2
with some Cj > 0 independent of ε, and due to the estimates q
	1/	 > q > q + 1,
1 > 1 there are numbers C > 0,  > q + 1 such that
|r(t + 2)− r(t)|Cε, t1 t t2. (28)
Set n1 = [(t˜ − t1)/(2)], n2 = [(t2 − t˜ )/(2)] and t˜1 = t˜ − 2n1, t˜2 = t˜ + 2n2, where
[] denotes the integer part [] = max{k ∈ Z : k} of  ∈ R. It follows from (28)
that |r(t˜i )− r(t˜)|Cniε for i = 1, 2, hence
|r(t˜i )− r(t˜)|Cε(t2 − t1)Cε t˜∗∗CT ε−1
and r(t˜i )r(t˜)+ CT ε−1 |(t˜)| + CT ε−1εp + CT ε−1. Therefore
|(t˜i )| |z(t˜i )| + r(t˜i )r	1(t˜i )+ εr1(t˜i )+ r(t˜i )εq	1 + εq1+1 + εp + CT ε−1.
The estimate |t˜i − ti |2 implies |(ti)|d|(t˜i )|, consequently
|(ti)|d(εq	1 + εq1+1 + εp + CT ε−1), i = 1, 2.
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But min{q	1, q1 + 1, p, − 1} > q, hence |(ti)| < εq for both i = 1, 2 if ε is
sufﬁciently small. By deﬁnition of t1, t2, the estimates |(t1)| < εq and |(t2)| < εq
imply t1 = t∗ and t2 = t˜∗∗. For εq < 0, we obtain |(t˜∗∗)| < 0 which means that
t˜∗∗ = T ε−1 < t∗∗, i.e., [t1, t2] = [t∗, T ε−1]. Thus, |(t)|εq for t∗ tT ε−1. Since
q > 1/(− 1) and |(t)|2e−t1/	1 for 0 t t∗, we conclude that estimate (14) is
valid for any small ε.
It remains to consider the case when t∗ < (T − )ε−1 and |(t)| > εp for all
t∗ t t˜∗∗. The relations εp < |(t∗)| = 2e−t∗1/	1 < e−t∗ imply that t∗ <
p−1| ln ε|. Therefore
N∗ := [t∗/(2)] + 1 < N0 := [/(2ε)]
for small ε. Set tn = 2n, zn = z(tn), rn = r(tn), rn = rn+1 − rn. Suppose
rn < 2d1/	1 , t∗ tn t˜∗∗ (29)
for some n satisfying N∗nN0. Then rn < 0, (27) implies |zn|r	1n + εr1n , and
by Lemma 3,
rn = (εtn)rn +O(r
	1/	n )+ εO(r1n ). (30)
Here εtn2εN0 and hence (εtn) − . Also, (26) holds for r˜ = rn, therefore
rn − rn + rn/3+ εO(r1n ) = −2rn/3+ εO(r1n ).
Now note that relations (27) and εp < |(t)|0 < 1 imply |(t)|r(t)+|z(t)|r(t)+
r	1(t)+ εr1(t)3r(t) and
3r(t) > εp, t∗ t t˜∗∗. (31)
Therefore εO(r1n ) = ε1−(−1)p ε(−1)pO(r1n )Cε1−(−1)p rn and due to the esti-
mate 1− (− 1)p > 0,
rn − rn/2 < 0 (32)
for any small ε. Thus, from (29) relations (30), (32), and rn+1 < rn follow. In addition,
|(tn + )|d|(tn)|3drn < 6d21/	1 < 0 for all  ∈ [0, 2], therefore estimates
(29) imply tn+1 t∗∗. Since
t∗ < tN∗ t∗ + 2 < t˜∗∗, rN∗ |(tN∗)|d|(t∗)| < 2d1/	1 ,
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we conclude by induction that
2d1/	1 > rN∗ > rN∗+1 > · · · > rn > rn+1 > · · · > rN0 > rN0+1,
relations (30), (32) are valid for all N∗nN0, and t˜∗∗ tN0+1 = 2(N0+1) > ε−1.
Let us rewrite (32) as r−n rn − /2. Summing this estimates for N∗nk − 1
where kN0 + 1, we obtain
k−1∑
n=N∗
rn
rn
 − (k −N∗)/2, N∗ + 1kN0 + 1.
Since the function r− decreases,
rn
rn

∫ rn+1
rn
dr
r
= 1
(− 1)r−1n
− 1
(− 1)r−1n+1
,
therefore
k−1∑
n=N∗
rn
rn
 1
(− 1)r−1N∗
− 1
(− 1)r−1k
 − 1
(− 1)r−1k
(33)
and hence −1/((− 1)r−1k ) − (k −N∗)/2, i.e.,
rk((− 1)(k −N∗)/2)−1/(−1), N∗ + 1kN0 + 1. (34)
The last step of the proof is as follows. Let us ﬁx any q1 satisfying 0 < q1 <
1/(− 1). Set N∗∗ = [(T − )/(2ε)] − 1 and deﬁne the number N1 by N1 = N∗∗ if
rnεq1 for all N0 + 1nN∗∗ + 1 and by
N1 = min{n : nN0, rn+1 > εq1}
otherwise. As we already know, estimates (29) are valid for all N∗nN0. Moreover,
for any n estimates (29) imply the relations tn+1 t∗∗ and (30). Let εq1 < 2d1/	1 ;
then rn < 2d1/	1 for all N∗nN1 and therefore the relations tn+1 t∗∗ and (30)
are valid for N∗nN1, i.e., tN1+1 t∗∗ and
r−n rn = (εtn)+O
(
r

	1/	−
n
)
+ εO
(
r
1−
n
)
, N∗nN1.
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Summing this equalities for N∗nk − 1 with N0 + 1kN1 + 1, we obtain
k−1∑
n=N∗
rn
rn
=
k−1∑
n=N∗
(εtn)+
k−1∑
n=N∗
O
(
r

	1/	−
n
)
+
k−1∑
n=N∗
εO
(
r
1−
n
)
, N0 + 1kN1 + 1. (35)
Consider separately each of the three sums in the right-hand side.
From (31) it follows that εO(r1−n )Cε1−(−1)p for N∗nN1 and due to
k − 1N1N∗∗ < T ε−1,
∣∣∣∣∣∣
k−1∑
n=N∗
εO
(
r
1−
n
)∣∣∣∣∣∣ T ε
−1Cε1−(−1)p = CT ε−(−1)p.
Fix a p1 ∈ (0, 1) and set s = [ε−p1 ]. Denote w1 := 
	1/	−  > 0. The second sum
in the right-hand side of (35) we divide into the three parts, namely
k−1∑
n=N∗
O(r1n ) =
N∗+s∑
n=N∗
O(r1n )+
N0∑
n=N∗+s+1
O(r1n )+
k−1∑
n=N0+1
O(r1n );
here the last sum exists if kN0+2; it is supposed that ε is sufﬁciently small, therefore
N∗ + s < p| ln ε|/(2)+1+ s < N0. Estimate (34) implies for all N∗ + s+1nN0
rn  ((− 1)(n−N∗)/2)−1/(−1)((− 1)(s + 1)/2)−1/(−1)
 ((− 1)ε−p1/2)−1/(−1);
by deﬁnition of N1, we have rnεq1 whenever N0 + 1nN1; also, rn0 for all
N∗nN1. Therefore
∣∣∣∣∣∣
k−1∑
n=N∗
O(r1n )
∣∣∣∣∣∣
C
(
(s + 1)(0)1 + (N0 −N∗ − s)((− 1)ε−p1/2)−1/(−1)
+(k − 1−N0)εq11
)
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C
(
(s + 1)(0)1 +N∗∗((− 1)/2)−1/(−1)εp11/(−1) +N∗∗εq11
)
C
(
(ε−p1 + 2)(0)1 + T ε−1((− 1)/2)−1/(−1)εp11/(−1) + T ε−1εq11
)
C0ε−p2 ,
where p2 := max{p1, 1− p11/(− 1), 1− q11} < 1 and C0 is independent of ε.
Finally, consider the ﬁrst sum in the right-hand side of (35) (actually, it is the main
term). By the mean value theorem,
1
2ε
∫ εtn+1
εtn
() d = (εn)
with some n ∈ [tn, tn+1]. Since the functions Fj (. . .) are Lipschitz continuous w.r.t. ,
the same is true for the function (·). Therefore |(εtn)−(εn)|cε|tn−n|2cε,
hence
(εtn) = 12ε
∫ εtn+1
εtn
() d+O(ε) (36)
and consequently
k−1∑
n=N∗
(εtn) = 12ε
∫ εtk
εtN∗
() d+O(1).
Now note that
1
2ε
∣∣∣
∫ εtN∗
0
() d
∣∣∣ c0tN∗2 
c0(t∗ + 2)
2
 c0(p
−1| ln ε| + 2)
2
with c0 = max{|()| : 0T } and therefore
k−1∑
n=N∗
(εtn) = 12ε
∫ εtk
0
() d+O(| ln ε|) = (εtk)
2ε
+O(| ln ε|).
Thus, we can rewrite (35) as
k−1∑
n=N∗
rn
rn
= (εtk)
2ε
+O(| ln ε|)+O(ε−p2)+O(ε−(−1)p)
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and from (33) it follows that
− 1
(− 1)r−1k
 1
2ε
(
(εtk)+O(ε1)
)
, N0k − 1N1, (37)
with 1 := min{1− p2, 1− (− 1)p} ∈ (0, 1).
Deﬁne h() = min{|()| : T − } for  > 0. By condition (13), ()
 − h() < 0 for all T − . Hence, the relations  < εtN0+1εtkεtN1+1
εtN∗∗+1T −  imply (εtk) − h(). Substituting this estimate in (37), we obtain
rk 
( 2ε
(− 1)(h()+O(ε1))
)1/(−1)
 2
( 2ε
(− 1)h()
)1/(−1)
, N0k − 1N1, (38)
whenever ε is sufﬁciently small. In particular, estimates (38) and q1 < 1/( − 1)
imply rN1+1 < εq1 for small ε; by deﬁnition of N1, this means that N1 = N∗∗.
Finally, t∗ tN0+1 tN1+1 = tN∗∗+1 t∗∗, hence for all tk satisfying tN0+1 tk tN∗∗+1
estimate (27) is valid and therefore |(tk)| |zk|+rkr	1k +εr1k +rk3rk . Consequently
|(tk)|6(2ε/((− 1)h()))1/(−1) for all N0 + 1kN∗∗ + 1 and
|(t)|6d
( 2ε
(− 1)h()
)1/(−1)
for any t ∈ [tN0 , tN∗∗+2].
Since tN0ε−1(T − )ε−1 tN∗∗+2, the proof is complete. 
4.6. Proof of Theorem 4
The scheme of the proof is close to that of Theorem 3. We use the same notation.
Let us ﬁx any q such that 0 < − 1 < 1/q < − 1. Let ε < 1, 1 < 0 and
εqrn < 1, |zn|r	1n + εr1n (39)
for some n. Lemma 3 implies rn = (εtn)rn + O(r
	1/	n ) + εO(r1n ) and due to
εr1/qn ,
r−n rn = (εtn)+O(rn ) (40)
with  = min{
	1/	− , 1/q + 1 − } > 0. Therefore rn+1 = rn +O(rn), hence
rn
rn

∫ rn+1
rn
dr
r
 rn
rn+1
= (1+O(r−1n ))
rn
rn
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and (40) implies
r1−n − r1−n+1
− 1 =
∫ rn+1
rn
dr
r
= (1+O(r−1n ))
rn
rn
= (1+O(r−1n ))((εtn)+O(rn )).
Since 1/q+1− < 1− 1 < − 1, it follows that r1−n − r1−n+1 − (− 1)(εtn) =
O(rn ). Using the formula (36) and taking into account the estimates εr1/qn rn , we
can rewrite this equality as
r1−n − r1−n+1 − (− 1)
(
(εtn+1)−(εtn)
)
/(2ε) = O(rn ). (41)
Suppose that estimates (39) are valid for 0nk−1 with some k1 and therefore
relations (41) hold for such n. Summing relations (41), we obtain
∣∣∣r1−0 − r1−k − − 12ε (εtk)
∣∣∣C∗
k−1∑
n=0
rn . (42)
Now note that relations (13), (15) and (0) = 0 imply
() − , (T + ) for  ∈ [0, ];
() −  for  ∈ [, T − ] (43)
for some  > 0 and every  from some interval 0 <  < 1. Below we use a ﬁxed 1
satisfying the estimates 1 + 	11 + 11 < 0/d ,
4C∗1 < (− 1) (44)
and a ﬁxed C1 > 0. Consider an arbitrary  ∈ (0, 1), any sufﬁciently small r0 such that
r0 < 1, r0C
1/(	1−	)
1 , r0+C1r	0 <  (here  comes from Theorem 3), and an arbitrary
z0 such that |z0|C1r	0 . From these conditions it follows that relations (39) are valid
for n = 0 whenever ε is sufﬁciently small, and that (0) ∈ B(), which implies (14)
according to Theorem 3. Assume that (39) holds for all 0nK∗ := [(T +)/(2ε)].
Then (42) with k = K∗ implies
r1−0 
− 1
2ε
(εtK∗)− C∗
K∗−1∑
n=0
rn .
From (43) it follows (εtK∗)(εtK∗ − T )( − 2ε). Furthermore, rn < 1 for
all 0nK∗ − 1 and estimates (14) imply rnC()ε1/(−1) whenever K1n
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K∗ − 2K1 − 1 with K1 = [/(2ε)] + 1. Therefore
r1−0 
(− 1)(− 2ε)
2ε
− C∗
(
3K11 + (K∗ − 3K1)C()ε/(−1)
)
and due to K1(+ 2ε)/(2ε), K∗(T + )/(2ε) and (44),
2ε r1−0  C∗
(
41(− 2ε)− 3(+ 2ε)1 − (T + )C()ε/(−1)
)
= C∗
(
1 − 141ε − (T + )C()ε/(−1)
)
.
Since this estimate is impossible for sufﬁciently small ε (recall that r0 and  are ﬁxed),
we conclude that for such ε relations (39) cannot hold for all 0nK∗.
Denote by N the smallest positive integer such that at least one of the relations (39)
is violated for n = N . Therefore (39) holds for 0nN − 1, (42) holds for k = N ,
and tN tK∗(T + )/ε. To complete the proof, it sufﬁces to show that rN1 and
tN > (T−)/ε. For this purpose, remark that the estimates ε < 1, |zN−1|r	1N−1+εr1N−1
and rN−1 < 1 imply |(tN−1)|rN−1+|zN−1| < 1+	11 +11 < 0/d, consequently
|(t)| < 0 on the segment [tN−1, tN ] and by Lemma 2, |zN |r	1N + εr1N . From (42)
it follows that r1−0 − r1−N (− 1)(εtN )/(2ε)− NC∗1 and due to the estimates
NK∗(T +1)/(2ε) and εtNT +1, we have r1−0 − r1−N  −C/ε with C > 0,
i.e., rNε1/(−1)(C + εr1−0 )1/(1−). Since q > 1/( − 1), we conclude that rN > εq
for small ε. By deﬁnition of N, this estimate and |zN |r	1N + εr1N imply rN1.
Finally, note that from (42) and (43) it follows that for tk/ε
r1−0 − r1−k  −
(− 1)
2ε
εtk + C∗
k−1∑
n=0
rn = −(− 1) k + C∗
k−1∑
n=0
rn .
If kN , then rn < 1 for 0nk − 1, hence r1−0 − r1−k  − ( − 1) k + C∗1k
and (44) implies rkr0. Since r0 < 1rN , it follows that tN > /ε. At the same
time, relations (14) imply rkC()ε1/(−1) for all /ε tk(T − )/ε and therefore
rk < 1 for all such tk whenever ε is sufﬁciently small. Consequently tN > (T −)/ε.
The theorem is completely proved. 
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