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División de Estudios de Posgrado
Diseño de Planes Eficientes para la
Segmentación de Clientes con Múltiples
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Revisor Revisor
Vo. Bo.
Dr. Moisés Hinojosa Rivera
División de Estudios de Posgrado







1.1. Descripción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Motivación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Alcance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5. Estructura de la Tesis . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Marco Teórico 5
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4.1.1. Reducción de Número de SKUs . . . . . . . . . . . . . . . . . 57
4.1.2. Correlación entre Clientes . . . . . . . . . . . . . . . . . . . . 59
4.1.3. Formación de Metaclientes . . . . . . . . . . . . . . . . . . . . 60
4.2. Construcción de Particiones . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.1. Algoritmo p-medias . . . . . . . . . . . . . . . . . . . . . . . . 64
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Objetivos y método de estudio: El presente trabajo de tesis está enfocado a
una problemática real de una empresa distribuidora de productos de la ciudad de
Monterrey N.L., México. El objetivo de esta tesis es obtener conocimiento necesario
sobre el problema de segmentación de clientes y poder aplicar dicho conocimiento
para desarrollar una metodoloǵıa de fácil implementación y aplicación que abarque
los aspectos requeridos por la empresa para resolver el caso de estudio en cuestión y
problemas con similar estructura.
Debido al tamaño de las instancias reales no resulta práctico aplicar métodos
exactos para su resolución. Es por ello que la metodoloǵıa propuesta en esta tesis
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se basa en una combinación de métodos aproximados o heuŕısticas para resolver el
problema.
Esta metodoloǵıa consiste en una fase de preprocesamiento, una fase de con-
trucción y una fase de mejora de soluciones. La primera fase consiste principalmente
en el aprovechamiento de la estructura del problema real para poder reducir el núme-
ro de clientes a segmentar por medio de una pre-agrupación de éstos (creación de
metaclientes) y de esta manera minimizar los tiempos de cómputo en las fases poste-
riores. La fase de construcción de soluciones consiste en obtener una partición inicial
dado un número conocido de segmentos utilizando un procedimiento de búsqueda
adaptativo, aleatorizado y voraz (GRASP), donde la mejor solución obtenida es la
que se reporta como la solución final de esta fase y como la solución inicial de la fase
de mejora. Esta última, basada en una estructura de entornos variables (VNS), con-
siste en mejorar la solución obtenida de la fase anterior por medio de movimientos
de inserción e intercambio de clientes a otros segmentos.
Contribuciones y conlusiones: En términos generales, la contribución de este
trabajo de tesis consiste en el desarrollo de un modelo matemático que representa la
problemática de la empresa con respecto a la segmentación de sus clientes, aśı como
el proporcionar una metodoloǵıa para resolver dicho problema de manera eficiente.
La metodoloǵıa no solo tiene la ventaja de ser de fácil aplicación sino que también es
de fácil entendimiento para el usuario dado que se requiere de pocos elementos para
aplicarla. Además ésta fue creada con el fin de dar flexibilidad al usuario al permitir
el cambio de parámetros en sus fases correspondientes para dar mayor diversidad de
soluciones, las cuales pueden tomarse a consideración al momento de tomar decisio-
nes en la selección de aquélla que se ajuste mejor a los requerimientos de la empresa.
Firma del asesor:
Dr. Roger Z. Ŕıos Mercado
Caṕıtulo 1
Introducción
En un entorno cambiante, donde la competencia es un tema de gran interés,
la aplicación adecuada de las estrategias de mercadotecnia ayuda a desarrollar y
mantener ventajas competitivas que permiten sobresalir en el mundo corporativo.
Es decir, una empresa no puede permitir involucrarse en el mercado sin una clara
orientación al cliente que le permita desarrollar estrategias inteligentemente. Es por
ello que actualmente se han desarrollado diferentes estrategias para enfrentar a sus
competidores buscando necesidades que sus productos o servicios puedan satisfacer
a grupos espećıficos y generar de esta manera ganancias mediante dicha satisfacción.
Para ello es necesario entender como dirigirse a los clientes y aśı encontrar grupos de
mercado donde puedan ser exitosos. Es en estos casos en los que surge la importancia
de segmentar el mercado.
La segmentación de mercado es un proceso que consiste en dividir el mercado
total, generalmente heterogéneo, de un bien o servicio, en grupos más pequeños y ho-
mogéneos en cuanto a sus deseos, necesidades y posibilidades. Su principal esencia es
conocer realmente a los clientes que lo conforman para cubrir dichos requerimientos.
Un segmento de mercado representa a un grupo de clientes que se pueden identificar
dentro de un mercado y cuyas necesidades, poder de compra, ubicación geográfica
o actitudes son similares y que además reaccionarán de modo parecido ante una
determinada estrategia. El comportamiento del cliente suele ser demasiado complejo
como para explicarlo con una o dos caracteŕısticas, por lo que se deben tomar en
cuenta varias dimensiones partiendo de las necesidades del cliente.
1
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1.1 Descripción
En esta tesis, se aborda un caso de estudio de segmentación de clientes de una
empresa embotelladora de bebidas de la ciudad de Monterrey, N.L., México. La pro-
blemática que esta empresa enfrenta, es que, dado un conjunto de clientes, se desea
particionar dicho conjunto en segmentos de manera que la disimilitud con respecto
a cuatro atributos, de relevante importancia para la empresa, sea la menor posible.
Estos cuatro atributos son: a) la ubicación geográfica, b) el volumen de compra,
c) el tipo de contrato y d) el tipo de establecimiento del cliente. Dado que uno de
los atributos es con respecto a la ubicación geográfica se desean encontrar, además,
segmentos compactos (clientes que conforman un mismo segmento se encuentren re-
lativamente cercanos). La importancia de obtener segmentos de esta manera surge
de la necesidad de la empresa de desarrollar e implementar diferentes estrategias de
mercadotecnia y poder aśı satisfacer las necesidades de sus clientes según sus prefe-
rencias o necesidades. Además el obtener segmentos compactos disminuye el costo de
transportación del producto y posibles inconformidades entre sus clientes al aplicar
diferentes estrategias en cada segmento.
1.2 Motivación
Según Bowen [12], uno de los conceptos de estrategia más importantes contri-
buidos por la disciplina de la mercadotecnia es el de segmentación de mercados. La
importancia de descubrir segmentos, cada uno con caracteŕısticas un tanto diferen-
tes, es lo que permite a las empresas ofrecer productos que atiendan las necesidades
de los clientes. El encontrar grupos de clientes con necesidades similares hace que
éstos sean más fáciles de analizar, dando paso hacia la solución de otros tipos de pro-
blemas que no pueden ser identificados en un mercado completamente heterogéneo
y variado el cual puede ocultar información interesante y necesaria al momento de
tomar decisiones. Es entonces que la segmentación apropiada hace la tarea más fácil.
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Además, al combinar la segmentación de clientes con un buen diseño territorial de
los mismos podemos obtener resultados que pueden proporcionar un buen soporte
a problemas de aplicación real muy comunes en la actualidad, como lo son los pro-
blemas de distribución de productos en una área determinada, la determinación del
precio de sus productos y como consecuencia, la mejora de atención a las necesidades
del cliente, por mencionar algunos.
Es por ello que la motivación en esta tesis es la de desarrollar una metodo-
loǵıa sencilla y eficiente para obtener una buena segmentación que cumpla con los
requerimientos establecidos por la empresa en un tiempo de cómputo razonable y de
esta manera contribuir en el proceso de toma de decisiones al momento de desarro-
llar e implementar estrategias de mercadotecnia para el mejor posicionamiento del
producto en el mercado.
1.3 Objetivos
Los objetivos principales de esta tesis son: (a) adquirir y generar el conoci-
miento necesario para solucionar el problema en cuestión, (b) desarrollar y proveer
un modelo matemático que represente apropiadamente el problema planteado por la
empresa, (c) desarrollar un método de solución eficiente para el problema abordado,
y (d) evaluar el desempeño del mismo en base a una evaluación emṕırica. Con el
cumplimiento de estos objetivos se logra aportar una herramienta valiosa para el
apoyo de la toma de decisiones en el problema segmentación de clientes abordado.
1.4 Alcance
En la presente tesis se trabaja un caso de estudio de una problemática real de
una empresa distribuidora de producto. El modelo combinatorio propuesto está dado
como un modelo determinista mono-objetivo, el cual pretende encontrar de un con-
junto de particiones factibles del conjunto de clientes del problema, la partición cuya
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disimilitud (suma ponderada de cuatro atributos considerados importantes para la
empresa) sea la mı́nima.
Para medir la distancia entre un par de clientes se considera la distancia
eucĺıdea. Dado que se pretende solucionar un caso real, para fines de esta tesis,
se aplicará el método a una muestra de datos reales proporcionada por la empresa.
En base a esta instancia real se extraen instancias de diversos tamaños para evaluar
los diferentes componentes de la metodoloǵıa.
1.5 Estructura de la Tesis
Esta tesis se encuentra estructurada de la siguiente manera:
En el Caṕıtulo 2, se introduce brevemente al lector con temas relacionados al
trabajo de tesis, aśı como algunas de las aplicaciones de la segmentación de
mercado encontradas en la literatura.
En el Caṕıtulo 3, se describe el problema tratado el cual pertenece a una apli-
cación real de una empresa distribuidora de productos aśı como la modelación
matemática desarrollada.
En el Caṕıtulo 4, se describe la metodoloǵıa de solución propuesta para el
problema en cuestión la cual consta de una fase de preprocesamiento con base
de correlación estad́ıstica y una fase de construcción y mejora de soluciones
usando métodos heuŕısticos avanzados.
En el Caṕıtulo 5, se presenta una evaluación emṕırica de la metodoloǵıa pro-
puesta.
En el Caṕıtulo 6, se presentan las conclusiones de este trabajo de tesis, las
contribuciones y algunas recomendaciones para trabajo a futuro de la misma.
Caṕıtulo 2
Marco Teórico
En este caṕıtulo se pretende dar una breve introducción a algunos conceptos
teóricos relacionados con el tema a tratar en esta tesis. Se mencionan, además,
algunas aplicaciones de la segmentación no solo en problemas de la misma ı́ndole
sino también en problemas de diferentes áreas de trabajo encontrados en la literatura.
2.1 Antecedentes
La mayoŕıa de las organizaciones, cualquiera que sea su tamaño, buscan tener
éxito. Este éxito depende de muchos y diversos factores como la estrategia escogi-
da, la ejecución de dicha estrategia y los sistemas de información existentes, entre
otros. Sin embargo, actualmente toda empresa con éxito comparte el hecho de es-
tar centrada en el cliente y su orientación al mercado. Dedican gran parte de su
tiempo a identificar y satisfacer las necesidades de los clientes y a desarrollar pro-
ductos competitivos de alta calidad que proporcionen altos niveles de satisfacción.
La mercadotecnia es la función empresarial que más se centra en los clientes para
proporcionar valor y satisfacción a sus mercados.
2.1.1 Breve Introducción a la Mercadotecnia
La mercadotecnia (marketing) es la ciencia y el arte de explorar, crear y entre-
gar valor para satisfacer las necesidades de un mercado objetivo y obtener aśı una
5
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utilidad. Ésta identifica necesidades y deseos insatisfechos, define, mide y cuantifica
el tamaño del mercado y su potencial de utilidad [50].
La definición de mercadotecnia tiene su punto de partida al existir una necesi-
dad, es decir, una carencia de un bien básico, la cual no puede ser creada sino que
existe en la misma naturaleza humana, por ejemplo, el alimento, vestido, seguridad,
aceptación y autorrealización, entre otros. Las necesidades pueden satisfacerse con
algo en espećıfico; sin embargo, ese algo no siempre puede encontrarse. Es entonces
cuando surge un nuevo concepto llamado deseo, es decir, la carencia de algo espećıfi-
co que satisface las necesidades básicas. Por ejemplo, una bebida refrescante seŕıa el
deseo de una persona para satisfacer la sed.
Un producto es todo aquello que puede ser ofrecido para satisfacer una ne-
cesidad o un deseo y usualmente se relaciona con un objeto f́ısico. A todo aquello
que satisface una necesidad o un deseo y no puede ser relacionado con algo f́ısico
se le llama servicio. Las demandas son un producto espećıfico, en función de una
capacidad de adquisición determinada [51]. Es decir, los deseos se convierten en de-
mandas cuando existe un poder de adquisición. Siguiendo con el ejemplo anterior,
una persona puede desear una bebida refrescante pero solamente algunas pueden
adquirirla.
Aunque una persona tenga necesidades y deseos no implica que exista mercado-
tecnia. Ésta comienza una vez que la persona decide satisfacer dichas necesidades y
deseos mediante el intercambio. El intercambio [51] es el acto de obtener un producto
deseado de otra persona ofreciéndole algo a cambio. El comprender las necesidades,
los deseos y demandas de las personas proporciona información fundamental para
diseñar buenas estrategias para que dicho intercambio ocurra, es decir, para dar
comienzo al proceso de mercadotecnia.
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Estrategia de Mercadotecnia
Otro concepto ampliamente utilizado en el área de la mercadotecnia es el de
estrategia (vocablo que proviene del griego estrategas) cuyo propósito final es el logro
de determinados objetivos, los cuales se consideran como los resultados de mercado
esperados una vez que se apliquen las acciones que se tomarán en dicha área. Es un
conjunto de acciones a través de las cuales la empresa espera conseguir una ventaja
sobre sus competidores, atraer a los compradores y a hacer el mejor uso de los
recursos disponibles. Una estrategia de mercadotecnia debe ser capaz de trazar con
precisión el enfoque básico que será utilizado en determinado producto con el fin de
que el mismo logre los objetivos de mercado previstos.
Atributos
Otro concepto es el de atributo, el cual se puede definir como una caracteŕıstica
comercial de un bien o servicio, por ejemplo, grado de alcohol de un vino, sabor de
un refresco, tipo de envase de un producto, etc. Ballestero [5] define tres clases de
atributos:
Atributos incorporados al producto: Por ejemplo, en una lavadora, peculiari-
dades de los programas de lavado con los que cuenta. Si se habla de refrescos,
el sabor, el nivel de gasificación del ĺıquido, etc.
Atributos no incorporados al producto pero que forman parte de su entorno:
Para este tipo de atributos se puede mencionar, por ejemplo, la amabilidad de
los vendedores del producto, la presentación en cajas individuales, etc.
Precio del producto y condiciones de financiamiento: El precio y las condicio-
nes de financiamiento son considerados como atributos de una clase especial.
Obviamente, el precio es una caracteŕıstica del producto que atrae el interés
del comprador. Lo mismo pasa con las facilidades de pago.
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Durante la mayor parte de esta tesis, se menciona en varias ocasiones la palabra SKU
(acrónimo de Stock Keeping Unit) la cual se define como el número de referencia o
identificador usado en el comercio que permite el seguimiento sistemático de los
productos y servicios ofrecidos a los clientes. Cada SKU se asocia con un objeto,
producto, marca, servicio, cargo, etc. En esta tesis se hace uso del término SKU para
identificar a un producto en espećıfico que cuenta con determinadas caracteŕısticas
o atributos.
Segmentación de Mercados
El término segmentación, como estrategia de mercadotecnia, fué introducido
por primera vez en esta área por Smith [75] al considerarla como una alternativa a
la estrategia de diferenciación de producto (estrategia que crea una percepción de
un determinado producto por parte del cliente que lo diferenćıa claramente de los
de la competencia) de esos tiempos.
Existen diversas definiciones de segmentación de mercado, sin embargo, todas
llegan a un fin espećıfico: obtener ganancias a partir de la satisfacción del cliente.
La segmentación de mercado se define como la subdivisión de un mercado global en
varios submercados con respecto a distintos factores (necesidades de los consumido-
res, estilo de vida, valores, opiniones, entre otros) con el objetivo de ofrecer a cada
segmento lo que demanda [6]. La segmentación analiza las diferentes necesidades en
el interior de los mercados para tratar de satisfacerlas de la manera más adecuada.
Busca establecer segmentos donde los clientes que integran cada uno de ellos tengan
necesidades semejantes (veáse Figura 2.1).
Según Barroso González y Alonso Sánchez [6], existen dos conceptos importan-
tes ligados a la segmentación: la competencia y el posicionamiento. La competencia
surge cuando muchas empresas ofrecen el mismo producto dentro de un mismo mer-
cado y rivalizan entre ellas puesto que tienen objetivos comúnes. En general, en cada
mercado existe cierto grado de competencia, del cual se pueden identificar dos extre-
Caṕıtulo 2. Marco Teórico 9
Figura 2.1: Ejemplo de una segmentación ideal. Cada segmento es formado por
clientes que comparten las mismas caracteŕısticas (representados por el mismo color).
mos, monopolio y competencia perfecta. La primera surge cuando solo existe un único
organismo que ofrece un determinado producto o servicio, o bien, cuando habiendo
varios organismos o empresas que lo ofrecen, solo una lo domina y marca las pautas
a seguir para las demás empresas. La segunda, representa la competencia elevada a
su máximo exponente, en donde las empresas no pueden influir en el precio, existe
libertad de entrada y salida tanto de compradores como de vendedores y todos los
productos son iguales, en un determinado mercado. En cuanto al posicionamiento,
una vez que la empresa ha analizado su mercado y ha creado segmentos lo más
homogéneos posible, se dedica a crear estrategias para cada uno de los segmentos
formados de manera que pueda posicionarse en cada uno de éstos apropiadamente
obteniendo el mayor provecho de cada uno de ellos.
Para que la segmentación sea significativa, ambos conceptos deben cumplirse,
ya que, si no existe un cierto nivel de competencia no interesa segmentar un mercado.
Por otro lado, si la competencia existe, surge la necesidad de segmentar, pero la
segmentación no es útil sin el posicionamiento adecuado.
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2.1.2 Optimización Combinatoria
La optimización es el proceso de intentar encontrar la mejor solución posible a
un problema de optimización [19]. Un problema de optimización es un problema en
el que existen varias soluciones y una forma de comparación entre ellas. Éste existe
siempre y cuando se disponga de un conjunto de soluciones candidatas diferentes
que pueden ser comparadas [19].




x ∈ F ⊂ S,
donde f(x) es la función objetivo que evaluará a una solución x perteneciente a un
conjunto F de soluciones factibles contenidas dentro de un espacio de soluciones S,
la cual se desea optimizar (maximizar o minimizar). Este tipo de problemas se pue-
den dividir en dos categoŕıas: aquéllos en los que la solución está dada por valores
reales o continuos y aquéllos cuyas soluciones están dadas por valores enteros o dis-
cretos. Dentro de la segunda categoŕıa se encuentra un tipo particular de problemas
denominados problemas de optimización combinatoria.
Un problema de optimización combinatoria [63] consiste en encontrar un objeto
entre un conjunto finito, o al menos contable, de posibilidades el cual puede ser
representado por un número natural o conjunto de éstos, una permutación, una
estructura de grafo o subgrafo. Algunos ejemplos de este tipo de problemas son el
problema del agente viajero, el problema de asignación cuadrática, el problema de
secuenciación de tareas, el problema de partición de conjuntos, entre otros.
Existe un algoritmo exacto que permite obtener la solución óptima de los pro-
blemas combinatorios llamado método enumerativo. Este método, que consiste en
explorar todo el conjunto de posibles soluciones, suele ser ineficiente para la mayoŕıa
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de los problemas de optimización combinatoria de interés debido a que el tiempo
de cómputo requerido para encontrar la solución óptima del problema (la mejor de
todas las posibles) aumenta en forma exponencial o desmesurada conforme el ta-
maño del problema aumenta (véase Figura 2.2). Sin embargo, existen métodos que,
aunque no garantizan que la solución encontrada sea la mejor de todas las posibles,
tratan de obtener una solución aproximada en un tiempo de cómputo razonable.



















Tamaño de la Instancia (n)
f(n)= Log n
f(n)=        n
f(n)=      n2
f(n)=      n3
f(n)=      n!
Figura 2.2: Crecimiento del tiempo en función del tamaño de la instancia.
2.1.3 Problemas Fáciles y D́ıficiles
La teoŕıa de la complejidad computacional fué iniciada por Cook [17], un reco-
nocido cient́ıfico de la computación quien formalizó la noción de NP-completo. Cook
intentó categorizar los requerimientos computacionales de los algoritmos y clasifi-
car los problemas encontrados en la práctica como problemas fáciles o dif́ıciles. La
descripción de cada uno de ellos se menciona a continuación:
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Un problema se considera fácil si existe o se puede desarrollar un algoritmo que
lo resuelva a optimalidad (de forma exacta) en tiempo polinomial conforme aumenta
el tamaño del problema [63]. Es decir, un problema se considera fácil si existe una
manera de obtener la mejor solución (de todas las posibles) en un tiempo de cómputo
polinomial. Los problemas de optimización combinatoria tienen la caracteŕıstica de
ser usualmente fáciles de describir o representar, pero muy dif́ıciles de resolver.
Un problema de decisión es aquél donde las únicas respuestas posibles son śı o
no. Existen varias clases de complejidad, algunas están relacionadas con el espacio
(relacionadas con la necesidad de memoria requerida) y otras con el tiempo (relacio-
nadas con la tiempo de cómputo requerido para responder si o no). Una clasificación
de ésta última corresponde a las clases de complejidad conocidas como P (de po-
linomial) y NP (no determinista de tiempo polinomial). De ésta última se puede
identificar un subconjunto de problemas denominados NP-completos. Por otro lado
existe un conjunto especial de problemas que no pertenecen a la clase NP llamados
problemas NP-duros [28, 63].
P: Los problemas de esta clase son aquellos problemas de decisión para los cua-
les existe un algoritmo polinomial que los resuelve, es decir, que en la práctica
estos problemas pueden ser resueltos en un tiempo de ejecución razonable.
NP: Un problema de clase NP es un problema de decisión el cual puede resol-
verse mediante un algoritmo no determińısta en tiempo polinomial (donde un
algoritmo no determińısta es aquél que puede escoger una de varias posibles
alternativas existentes). Los problemas P también son NP ya que si un algo-
ritmo determinista resuelve un problema en tiempo polinomial, uno de tipo no
determinista tambien puede hacerlo y en igual tiempo.
NP-completo: Los problemas NP-completos [28] son los problemas más dif́ıci-
les del conjunto de problemas NP. Se piensa que muy probablemente no forman
parte de la clase de complejidad P.
NP-duro: Los problemas NP-duros son al menos tan dif́ıciles de resolver que
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los problemas NP-completos. Para un problema NP-duro, no puede establecer-
se que pertenezca a la clase NP. Sin embargo, existe un problema NP-completo
que es polinomialmente reducible, dicho de otra manera, transformable a este
problema.
De ser demostrada la relación de que P=NP, todos los problemas de NP
tendŕıan también una solución en tiempo polinomial. Demostrar que P=NP o P6=NP
es uno de los problemas abiertos más importantes en el campo de la computación
teórica, premiado con un millón de dólares. La Figura 2.3 muestra la relación que
existe entre los problemas P, NP y NP-completo.
Figura 2.3: Relación entre problemas P, NP y NP-completo [68].
2.1.4 Heuŕısticas y Metaheuŕısticas
El término heuŕıstica proviene del vocablo griego heuriskein que significa en-
contrar, descubrir o hallar. Desde un punto de vista cient́ıfico, el término heuŕıstica
se debe al matemático Polya [65]. Actualmente, existen muchas definiciones para
la palabra heuŕıstica. Una de las definiciones más claras e intuitivas es la de pro-
cedimientos simples, generalmente basados en el sentido común, con el objetivo de
obtener una buena solución (no necesariamente óptima) a problemas dif́ıciles de un
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modo sencillo y rápido [19].
Las heuŕısticas, también conocidas como métodos aproximados, son usualmente
utilizadas en problemas de optimización que no pueden ser resueltos a optimalidad
en un tiempo de cómputo razonable.
Mart́ı [56] destaca algunas otras razones por las cuales se hace necesaria la
aplicación de heuŕısticas:
No se conoce algún método exacto para resolver el problema.
Existe un método exacto para resolver el problema, pero su uso es muy costoso
computacionalmente.
Permite la incorporación de condiciones de d́ıficil modelización que no pueden
ser aplicadas a un método exacto.
Puede utilizarse para proporcionar una buena solución inicial o como paso
intermedio de un método exacto.
En los últimos años se han desarrollado métodos aproximados más sofisticados lla-
mados metaheuŕısticas, término que fué dado por primera vez por Glover [29] pre-
tendiendo definirlo como un procedimiento maestro de alto nivel que gúıa y modifica
otras heuŕısticas para explorar soluciones más allá de la simple optimalidad local.
Una metaheuŕıstica es un proceso iterativo que hace uso de una heuŕıstica
subordinada combinándola con diferentes conceptos de una manera inteligente con
el fin de encontrar soluciones cercanas al óptimo de manera eficiente [62].
Algunos ejemplos de metaheuŕısticas son GRASP, búsqueda tabú (TS), búsque-
da dispersa (SS), algoritmos genéticos (GA), búsqueda de entornos variables (VNS)
y búsqueda local iterativa (ILS), entre otros. Una sencilla y buena descripción sobre
heuŕısticas y metaheuŕısticas puede encontrarse en el trabajo de Mart́ı [56].
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2.1.5 GRASP
El término GRASP (Greedy Randomized Adaptive Search Procedures) fué in-
troducido por Feo y Resende [24] a final de la década de los ochenta para denominar
una nueva técnica metaheuŕıstica de propósito general. GRASP es un procedimien-
to multiarranque, voraz, adaptativo y aleatorizado para problemas combinatorios,
que consiste en la aplicación de una fase de construcción de soluciones y una de
post-procesamiento de las mismas (véase Pseudocódigo 1).
En la fase de construcción, GRASP aplica un método que construye iterativa-
mente una posible solución al problema. En cada iteración de esta fase, un elemento
es agregado a la solución basándose en una función voraz, la cual mide el beneficio
de agregar dicho elemento a la solución parcial sin tomar en cuenta que es lo que
ocurrirá en iteraciones posteriores. Tal beneficio es actualizado en cada iteración
(adaptativo). Con la finalidad de ofrecer diversidad de soluciones en cada reinicio del
GRASP, y aśı evitar repetir soluciones en construcciones diferentes, se crea una lista
restringida de candidatos (LRC) compuesta generalmente por aquellos k mejores
elementos o de más alto beneficio (por cardinalidad), o bien, por aquéllos que se en-
cuentren a un α % del mejor beneficio (por umbral de calidad) seleccionándose uno al
azar (aleatorizado). Para esta última forma de construcción de la LRC, el parámetro
de aceptación de los elementos llamado también parámetro de umbral de calidad, de-
notado por α ∈ [0, 1], proporciona el rango de aceptación en base al mejor beneficio.
Este rango se encuentra entre [cmı́n, cmı́n + α(cmáx − cmı́n)], donde cmı́n representa el
valor del mejor beneficio y cmáx el peor valor (problema de minimización).
La elección tanto de k como de α determinan que tan restringida será esta lista.
Por ejemplo, si tenemos 1000 elementos y si se ha decidido crear la LRC por medio
de los k mejores, si k es muy pequeño, como por ejemplo k = 3, la calidad podŕıa
ser mejor pero no habrá tanta diversidad puesto que solo existen pocos elementos
que escoger. Sin embargo, si k = 999 prácticamente la LRC estaŕıa compuesta por
casi todos los elementos y seŕıa casi igual que implentar un método completamente
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aleatorio. Para este último ejemplo existiŕıa gran diversidad pero la calidad seŕıa baja
con mayor probabilidad. De igual manera para el parámetro de umbral de calidad,
para los casos extremos, si α = 0 la construcción de la solucón seŕıa completamente
voraz, mientra que en el caso contrario (α = 1) el comportamiento de construcción
seŕıa totalmente aleatorio.
Dado que no se garantiza optimalidad local en la fase de contrucción, la solución
obtenida de ella es mejorada en la segunda fase mediante un algoritmo de búsqueda
local. Este procedimiento se aplica varias veces (multiarranque) hasta cumplir un
determinado criterio de parada (puede ser el haber alcanzado un número máximo de
iteraciones permitidas), reportándose la mejor de las soluciones como resultado final.
En el Pseudocódigo 1 se muestra el esquema general de GRASP, en donde Cons-
Pseudocódigo 1 GRASP(Max iter, α)
Entrada:
Max iter := Número máximo de repeticiones de GRASP;
α := Parámetro de calidad;
Salida: X∗ := Mejor solución encontrada;
1: X∗ ← ∅;
2: Para k = 1 hasta Max iter hacer
3: X ← Construcción(α);
4: X ← Post procesamiento(X);
5: Si (X es mejor que X∗) entonces




trucción(α) y Post procesamiento(X) dependen de las caracteŕısticas particulares del
problema que se trata de resolver. GRASP es repetido Max iter veces obteniendo
en cada una de ellas una solución con un α % de flexibilidad a la hora de la cons-
trucción. Dicha solución es mejorada por un procedimiento de post-procesamiento
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en donde usualmente una búsqueda local es implementada. La solución se compara
con la mejor encontrada anteriormente y se actualiza en caso de mejora.
2.1.6 Búsqueda de Entornos Variables (VNS)
Sea S el espacio de soluciones, Nk ⊂ S un conjunto finito de entornos predefi-
nidos y Nk(x) ⊂ S el conjunto de soluciones en el k-ésimo entorno de x. La búsqueda
de entorno variable (VNS, por sus siglas en inglés) es una metaheuŕıstica reciente
para resolver problemas de optimización cuya idea básica es el cambio sistemático
de entorno Nk dentro de una búsqueda local [35]. La VNS está basada en tres hechos
simples:
Un mı́nimo local con una estructura de entornos no es necesariamente un
mı́nimo local con otra.
Un mı́nimo global es un mı́nimo local con todas las posibles estructuras de
entornos.
Para muchos problemas, los mı́nimos locales con la misma o distinta estructura
de entornos están relativamente cercanos entre śı.
El cambio de entorno puede realizarse de manera determinista, estocástica o ambas.
Si se realiza un cambio de estructura de forma determinista cada vez que se llega a
un mı́nimo local se obtiene una búsqueda de entorno variable descendente (VND),
mientras que si se seleccionan soluciones de Nk(x) de forma aleatoria sin aplicarles
un descenso se obtiene una búsqueda de entorno variable reducida o RVNS (útil para
instancias muy grandes para las cuales la búsqueda local es muy costosa). Por otro
lado, si los cambios de estructuras de entorno combinan estrategias deterministas y
aleatorias se obtiene la búsqueda de entorno variable básica o BVNS.
Se pueden encontrar otras extensiones de esta metaheuŕıstica como VNS gene-
ral (GVNS), VNS con descomposición (VNDS), VNS sesgada (SVNS), VNS paralela
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(PVNS), aśı como algunas VNS h́ıbridas [35]. Diversas versiones de la VNS han sido
comparadas con heuŕısticas clásicas usadas en problemas de agrupamiento [7, 27, 58].
2.1.7 Métodos de Agrupamiento
El Análisis de Conglomerados es una técnica estad́ıstica multivariada cuya
finalidad es dividir un conjunto de objetos en grupos de forma que las caracteŕısticas
entre los objetos de cada uno de ellos sean muy similares entre śı (cohesión interna
del grupo) y entre los objetos de grupos diferentes sean distintos (aislamiento externo
del grupo).
Existen numerosos métodos utilizados para agrupar o particionar un conjunto
de elementos. Entre los muchos tipos de métodos que existen en la literatura cabe
destacar los algoritmos de agrupamiento jerárquico y los algoritmos de partición.
Estos algoritmos por lo general hacen uso de una determinada métrica de distan-
cia o medida de asociación [67] para determinar la distancia o similitud entre dos
elementos respectivamente.
Una de las métricas usualmente utilizada en los métodos de agrupamiento es
la distancia eucĺıdea la cual se representa por la longitud del segmento de recta que
une a dos puntos i y j por medio de sus coordenadas geográficas (x, y). La distancia
eucĺıdea está dada de la siguiente manera:
dij =
√
(xi − xj)2 + (yi − yj)2, (2.1)
donde (xi, yi) y (xj , yj) representan las coordenadas geográficas de los puntos i y j
respectivamente. La Figura 2.4 ilustra el concepto de esta métrica.
Durante la revisión de la literatura se encontró un amplia gama de métodos
utilizados en el área de agrupamiento o segmentación. La Figura 2.5 muestra una
breve clasificación de algunos de los métodos de agrupamiento encontrados [8, 43].






Figura 2.4: Ilustración del concepto de distancia eucĺıdea.
Métodos Jerárquicos
Estos métodos construyen una estructura de tipo árbol jerárquico denominado
dendrograma (véase Figura 2.6). Estos métodos pueden subdividirse básicamente en
dos tipos: divisivos y aglomerativos.
Divisivos
En este tipo de algoritmos, todos los objetos son asignados en un inicio a un
solo grupo. En los pasos subsecuentes a éste, los objetos más distantes o disimilares
son separados del grupo para formar uno nuevo. Este proceso continúa hasta que
cada objeto sea parte de un grupo distinto, es decir, que cada grupo solo contenga
a un solo objeto.
Aglomerativos
En este tipo de algoritmos, cada objeto es asignado a un grupo diferente. En los
pasos subsecuentes, los dos grupos más cercanos o similares se únen para formar un
nuevo grupo conformado por los elementos de cada uno, reduciendo de esta manera
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Figura 2.5: Clasificación de los métodos de agrupamiento [8, 43].
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el número de grupos en cada paso hasta unirlos todos en uno solo. En la Figura
2.6 se muestra un ejemplo de dendrograma. En el caso de los métodos o algoritmos
aglomerativos el dendrograma se va contruyendo de abajo hacia arriba, mientras que
en los métodos divisivos se construye de arriba hacia abajo.
Figura 2.6: Formación de un dendrograma o árbol de jerarqúıas.
El nivel más alto del dendrograma representa la máxima disimilitud (menor
similitud) que puede existir entre los elementos del grupo, esto es el caso en el que
todos los elementos han sido ubicados en el mismo grupo. Los niveles intermedios
representan grupos de elementos cuya disimilitud corresponde a la obtenida por los
clientes que los conforman (el valor de la disimilitud depende del criterio del méto-
do que se use para agrupar). El nivel más bajo que puede tener un dendrograma
se presenta cuando cada elemento es asignado a un grupo diferente (formado única-
mente por dicho elemento) obteniendo de esta manera la menor disimilitud (máxima
similitud) posible. Cada rama del dendrograma representa un grupo diferente.
Algunos de los métodos jerárquicos más conocidos son vecino más próximo
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(single linkage), el vecino más lejano (complete linkage), enlace promedio (average
linkage), método de Ward y el método del centroide. Una descripción breve se pre-
senta a continuación. Se pueden encontrar en la literatura métodos jerárquicos más
sofisticados, como por ejemplo el propuesto por Guha, Rastogi y Shim [32].
Vecino más próximo [34, 54]: Este método consiste en unir los grupos con-
siderando la menor de las distancias existentes entre los objetos más cercanos
de distintos grupos. Es decir, mide la proximidad entre dos grupos calculando
la distancia entre sus objetos más próximos o la similitud entre sus objetos
más semejantes.
Ventaja: Crea grupos más homogéneos.
Desventaja: Permite cadenas de alineamientos entre objetos muy lejanos.
Vecino más lejano [34]: A diferencia del método del vecino más próximo,
en este método los grupos se unen considerando la menor de las distancias
existentes entre los miembros más lejanos de distintos grupos .
Ventaja: Resuelve el problema del método del vecino más próximo.
Desventaja: Crea grupos menos homogéneos.
Enlace promedio [34]: En cada paso de este método se unen los dos gru-
pos cuya distancia promedio de todos los elementos de un grupo a todos los
elementos del otro sea la mı́nima. A diferencia de los métodos anteriores, este
método no depende de un par de elementos extremos.
Ventaja: Tiende a combinar grupos con varianza pequeña.
Desventaja: Tiende a generar grupos por lo general de tamaño similar.
Método de Ward [34]: Este método agrupa elementos de modo que se mi-
nimice una determinada función objetivo que por lo general es la suma de las
distancias cuadradas intra-grupo.
Ventaja: No es sensible a objectos distantes (outliers).
Desventaja: Tiende a generar grupos demasiados pequeños y demasiados equi-
librados en tamaño.
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Método del centroide [34]: En este método, la distancia entre dos grupos
está dada por la distancia (usualmente la distancia eucĺıdea o eucĺıdea cuadra-
da) entre sus centros o centroides. Los centroides de los grupos corresponden a
la media o el promedio de cada grupo. En este método cada vez que los objetos
son agrupados se procede a recalcular los centroides.
Ventaja: Es menos afectado por objetos distantes.
Desventaja: Pueden producir resultados confusos en grupos donde la distancia
entre un par de centroides sea menor que la distancia de un par de grupos
unidos anteriormente.
Figura 2.7: Comparación de las medidas de distancia de los métodos jerárquicos [34].
Algoritmos de Partición
Estos métodos, también llamados métodos de partición, no construyen un árbol
de jerarqúıas o dendrograma, en lugar de ello, asignan objetos a grupos una vez
que el número de grupos es dado. Dicho de otra manera, particiona el conjunto de
elementos en un número de grupos predefinido. Éstos tienden a determinar K grupos
que optimizan un cierto criterio. Además, tienen la ventaja de que pueden resolver
aplicaciones que involucran conjuntos de datos de gran tamaño para los cuales la
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construcción de dendrogramas es computacionalmente ineficiente. Se puede conocer
el número de particiones factibles de un conjunto de n objetos en K grupos utilizando












(K − k)n. (2.2)
La Tabla 2.1 muestra algunos valores de la fórmula (2.2) para diferentes com-
binaciones de n y K. Como puede observarse en la tabla, el número de particiones
factibles crece considerablemente al aumentar el número de elementos (n) y el núme-
ro de grupos a formar (K). Para un conjunto de elementos de tamaño n = 30 y un
número de grupos K = 6 la implementación de un método exacto como el método
enumerativo puede resultar muy ineficiente para obtener la mejor partición. Una
instancia de tamaño n = 17000 y un número de segmentos K = 60 resultaŕıa prácti-
camente imposible enumerar todas las posibles combinaciones para resolverla de
manera exacta.










Tabla 2.1: Número de particiones factibles para diferentes valores de n y K.
Algunos de los algoritmos de partición, encontrados en la literatura, se descri-
ben brevemente a continuación.
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Algoritmos basados en centros
Algoritmo K-medias: Un algoritmo sumamente utilizado, por su sencilla
implementación computacional y rapidez para particionar un conjunto de ob-
jetos, es el algoritmo de K-medias [36]. La utilización de este algoritmo es
conveniente cuando los datos a agrupar son muchos o cuando se busca refinar
un agrupamiento obtenido mediante un método jerárquico. Para este algoritmo
se supone que el número de grupos es conocido con anticipación. La Figura
2.8 muestra un ejemplo de este algoritmo cuyos pasos son los que se muestran
en el Pseudocódigo 2. El algoritmo comienza seleccionando aleatoriamente K
Pseudocódigo 2 K-medias(V )
Entrada: V {Conjunto de elementos}
Salida: X, K {Mejor partición encontrada, centroides de dicha partición}
1: Seleccionar K elementos de V ;
2: Para todo i ∈ V \K hacer
3: Asignar i elemento a su centroide k ∈ K más cercano.
4: Fin Para
5: Recalcular K (media aritmética de cada grupo de la partición)
6: Repetir pasos 2-4 hasta que se satisfaga un criterio de parada
elementos (llamados centros o centroides) de un conjunto V los cuales serán
los elementos representativos de cada grupo a formar. Una vez seleccionados
dichos elementos, el resto del conjunto V es asignado a su centroide más cer-
cano según una medida de distancia o similitud (Paso 2-4). Cuando todos los
elementos han sido asignados, se procede a recalcular los centroides de cada
grupo formado, calculando la media aritmética de cada grupo (Paso 5). Los
Pasos 2-4 se repiten hasta que se cumple un determinado criterio de parada,
como por ejemplo, número máximo de iteraciones alcanzado, la partición no
mejora o la ubicación de los centroides ya no cambió después del recálculo.
El método suele ser muy sensible a la configuración inicial de centros. Una
mala selección de éstos puede ocasionar que el algoritmo no pueda encontrar
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una partición mejor después de ciertas iteraciones quedando atrapado en un
óptimo local de menor calidad.
Figura 2.8: Ejemplo de agrupamiento usando el algoritmo K-medias.
En la Figura 2.9 se puede observar que los centroides finales (indicados por
+) obtienen una partición de mala calidad ya que la selección inicial no pudo
obtener la agrupación correcta (cada grupo representado por una nube de
puntos).
Figura 2.9: Sensibilidad K-medias con respecto a la selección de centros ini-
ciales.
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En la agrupación obtenida, una nube de puntos se divide en dos grupos y las
dos nubes restantes se unieron para crear uno sólo, por lo que es conveniente
utilizar algún procedimiento adicional para que dicha configuración sea buena
inicialmente. Una forma de construirla puede ser mediante una clasificación
obtenida por un algoritmo jerárquico o por alguna otra manera sistemática
para obtener dicha configuración inicial de centroides.
Algoritmo K-medioides: En el algoritmo K-medioides [8] un grupo es repre-
sentado por uno de sus elementos (medioide). Un medioide puede ser definido
como el objeto de un grupo cuya disimilitud con respecto a todos los demás
objetos (del mismo grupo) es la mı́nima. A diferencia del algoritmo K-medias,
éste tiene la ventaja de ser más flexible en cuanto al tipo de atributo (para
el K-medias debe ser numérico) y menos sensible a puntos extremos. Cuando
los medioides han sido seleccionados, los grupos se forman uniendo el resto
de los elementos al medioide más cercano y la función objetivo que se desea
minimizar es la distancia promedio o alguna otra medida de disimilitud entre
un punto y su medioide.
Algunas versiones de éste algoritmo son el llamado partición en torno a me-
dioides (PAM) y el agrupamiento para grandes aplicaciones (CLARA, por
Clustering Large Applications) [49].
PAM [49] comienza seleccionando K objetos llamados medioides (inicialmente
puede ser de manera aleatoria) del conjunto de objetos. Los grupos son forma-
dos asignando los objetos restantes a su medioide más cercano. Si la función
objetivo puede ser mejorada por un intercambio entre un medioide y un objeto
que no lo es, entonces el intercambio se lleva a cabo. Esto se repite hasta que
no se encuentre mejora en la función objetivo. Una desventaja que presenta
este algoritmo en comparación con el de K-medias, es su complejidad compu-
tacional, la cual es de orden cuadrático O(n2) mientras que la del algoritmo
K-medias es lineal O(n). Sin embargo, se han desarrollado diferentes versiones
del mismo para eliminar este problema. Una de estas versiones se describe a
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continuación.
CLARA (Clustering LARge Applications) [49] es una extensión del algoritmo
K-medioides que soluciona el problema del manejo de grandes conjuntos de
datos. La diferencia entre PAM y CLARA es que el segundo se basa en mues-
treos. Este método consiste en usar solamente una pequeña parte del conjunto
de datos en lugar de utilizarlo todo. Dependiendo del tamaño de la muestra del
conjunto de datos, la eficiencia es mejor en comparación a la de K-medioides.
Una vez seleccionada la muestra a usar, PAM es usada en cada una de ellas.
La calidad del agrupamiento depende de dicha selección. La intuición es que si
la muestra es seleccionada de manera aleatoria, entonces es representativa del
conjunto total de datos, y los medioides serán similares tal y como si hubieran
sido escogidos del conjunto total de datos. Una extensión de CLARA que apli-
ca lo último mencionado, es el método llamado CLARANS (Clustering Large
Applications based upon Randomized Search) [60].
Algoritmo K-modas: Este algoritmo [39, 41] es otra extensión del algorit-
mo K-medias aplicado a problemas con atributos categóricos. Por lo general
usa una medida de asociación [67] para medir la relación entre los objetos. A
diferencia del algoritmo K-medias los objetos representativos del grupo están
dados por las modas (los más frecuentes) de cada uno de ellos y no por la
media. Para recalcular las modas después de haber asignado todos los objetos
se basa en algún método basado en frecuencias.
Algoritmo K-prototipos: Este algoritmo [42] es una combinación de los al-
goritmos K-medias y K-modas utilizado en problemas que utilizan atributos
tanto numéricos como categóricos con el fin de eliminar las limitaciones que el
algoritmo de K-medias tiene con respecto a el tipo de atributo que debe ser
usado. El algoritmo K-prototipos consiste en seleccionar inicialmente K obje-
tos distintos aleatoriamente, a los que se les denomina prototipos, del conjunto
de datos. Posteriormente para cada objeto que no es considerado prototipo, se
obtiene la distancia a su prototipo más cercano (basada en una función objetivo
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ponderada que depende de ambos tipos de atributos) y se recalcula el proto-
tipo después de cada asignación. El prototipo para los atributos numéricos
representa la media del grupo formado hasta el momento y el prototipo para
los atributos categóricos es representado por el valor del atributo (categórico)
más frecuente hasta el momento. Una vez asignados todos los objetos de la
forma mencionada, estos son reubicados de manera similiar al proceso ante-
rior excepto que después de cada reubicación, tanto el grupo anterior como el
actual son actualizados.
Métodos basados en densidades
Los métodos basados en densidades [8] toman el principio de la densidad de
puntos para agrupar los elementos. Consideran a los grupos como regiones densas
de puntos que están separadas por regiones de baja densidad. Existen algunos algo-
ritmos de este tipo como DBSCAN y algunas versiones distintas del mismo, SNN y
DENCLUE, por mencionar algunos.
El algoritmo DBSCAN (Density Based Spatial Clustering of Applications with
Noise) [23], define conceptos como punto central (puntos que tienen en su vecindad
una cantidad de puntos mayor o igual que un umbral espećıfico), borde y ruido. Este
algoritmo comienza seleccionando un punto p arbitrario, si p es un punto central,
se comienza a construir un grupo y se ubican en su grupo todos los objetos denso-
alcanzables desde p. Si p no es un punto central, se visita otro objeto del conjunto
de datos. El proceso continúa hasta que todos los objetos han sido procesados. Los
puntos que quedan fuera de los grupos formados se llaman puntos ruido, los puntos
que no son ni ruido ni centrales se llaman puntos borde. De esta forma DBSCAN
construye grupos en los que sus puntos son o puntos centrales o puntos borde. Un
grupo puede tener más de un punto central. Otras versiones del método DBSCAN
son el algoritmo GDBSCAN (Generalized DBSCAN) [69] el cual puede agrupar
elementos tanto numéricos como categóricos y el algoritmo PDBSCAN (Parallel
DBSCAN) [85] el cual es una versión en paralelo del método DBSCAN creado para
resolver problemas de gran tamaño en un tiempo menor y el cual hace uso de un
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cierto número de ordenadores para realizar una partición del conjunto de datos
distribuyendo dicha partición en cada uno de ellos para luego aplicar DBSCAN en
cada uno.
Otro algoritmo basado en densidad es el algoritmo SNN (Shared Nearest Neigh-
bors) [22] el cual consiste en encontrar a los vecinos más cercanos de cada punto del
conjunto de datos y define la similitud entre cada par de puntos en términos de
cuántos vecinos más cercanos comparten los dos puntos. Usando esta definición de
similitud elimina ruido y puntos extremos, identifica puntos centrales y construye
grupos alrededor de éstos.
Métodos basados en Teoŕıa de Grafos
Los métodos basados en Teoŕıa de Grafos [43] definen grupos a partir de un
grafo (representación gráfica de una red que consiste en un conjunto de vértices y un
conjunto de aristas que unen a dichos vértices) derivado de una medida de similitud.
La definición del grupo se hace simplemente en función de la representación gráfica.
Para cada par de objetos se calcula el valor numérico que indica su similitud de
modo que se genera un grafo. Métodos de este tipo son los métodos de agrupamien-
to espectral [3] y los métodos basados en la construcción de un árbol de mı́nima
expansión [43].
Agrupamientos Espectrales: El agrupamiento espectral [3] se basa en algo-
ritmos de partición de grafos a partir de su matriz de adyacencia. Se le llama
espectral debido a que hace uso del espectro de dicha matriz (donde el espec-
tro representa al conjunto formado por todos los valores propios de esa matriz)
para poder agrupar los datos. Estos métodos tienen la ventaja de que las so-
luciones a los problemas de agrupamiento se obtienen utilizando métodos de
álgebra lineal estándar y usualmente son más eficientes que algunos algoritmos
de agrupamiento tradicionales. Algunas aplicaciones de estas técnicas pueden
encontrarse en los trabajos de Kurucz et al. [52], Ng, Jordan y Weiss [59], Von
Luxburg [55] y Verma y Meilă [79].
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Construcción de un Árbol de Mı́nima Expansión (MST): Otros de los
métodos basados en teoŕıa de grafos son aquéllos que involucran la construcción
de un árbol de mı́nima expansión (MST) de un determinado conjunto de datos
[43]. Una vez obtenido dicho grafo, las aristas de mayor longitud son eliminadas
para generar los grupos. La Figura 2.10 muestra un ejemplo de este método.
Una aplicación de agrupamiento de este tipo puede encontrarse en el trabajo de
Xu y Olman [86], quienes proponen tres métodos de agrupamiento basados en
un MST cada uno de los cuales minimiza una determinada función objetivo (la
distancia total de lo K sub-árboles, la distancia del centro los demás elementos
del grupo y la distancia total del mejor elemento representativo a los demás).
Dicho trabajo fué aplicado a dos conjuntos de datos de expresión de genes.
Figura 2.10: Ejemplo de agrupamiento usando el MST [43].
Métodos probabiĺısticos
Maximización de Expectativas (EM): El algoritmo EM (Expectation Ma-
ximization) es utilizado en los casos en los que no se conoce la distribución de
cada dato y no conocemos los parámetros de las distribuciones. Este algoritmo
comienza adivinando los parámetros de las distribuciones y los usa para obte-
ner las probabilidades para las cuales cada objeto pertenezca a un grupo. Usa
dichas probabilidades para re-estimar los parámetros hasta converger.
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Agrupamiento Confuso: En los métodos tradicionales de partición, cada
elemento solo puede pertenecer a un solo grupo. Un agrupamiento confuso
o borroso [43], en cambio, asocia a cada elemento un grado de pertenencia
con cada grupo. Esta asociación la hace mediante el uso de una función de
pertenencia. El resultado no necesariamente es una partición del conjunto de
datos más bien representa un agrupamiento donde cada grupo está formado
por un conjunto confuso o borroso de todos los elementos.
La Figura 2.11 ilustra un ejemplo de agrupamiento confuso en donde un agru-
pamiento encontrado por métodos tradicionales de partición está representado
por los ćırculos pequeños de diferente contorno, mientras que un agrupamiento
confuso (grupos delimitados por los ćırculos grandes) algunos de los elementos
pueden ser compartidos en dos o más grupos.
Figura 2.11: Ejemplo de agrupamiento confuso [43].
Métodos basados en celdas o mallas
Estos métodos dividen el espacio en un número finito de celdas que forman
una estructura de rejilla en la que se lleva a cabo el agrupamiento. Las celdas que
contienen un cierto número de puntos son tratadas como regiones densas y son
conectadas para formar grupos. Algunos algoritmos de agrupamiento que pertenecen
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a esta clase son: STING (STatistical INformation Grid-based method), CLIQUE
(CLustering In QUEst) y Wavecluster.
El método STING [83] primero divide el área en diferentes celdas rectangulares
de diferentes niveles de manera que se forme una estructura jerárquica la cual repre-
senta la información de agrupamiento para diferentes niveles. Por otro lado, CLIQUE
[1] comienza buscando todas las regiones densas en un espacio unidimensional co-
rrespondiente a cada uno de los atributos. Una vez encontras dichas regiones, genera
un conjunto de celdas bidimensionales, posiblemente densas, asociadas con un par
de celdas unidemensionales. Este procedimiento es realizado hasta obtener un con-
junto de dimensión k, posiblemente denso, combinando celdas de dimensión k − 1.
Wavecluster [72], mientras tanto, usa la transformación de wavelets para transfor-
mar el espacio original al dominio de las frecuencias mediante una transformación
matemática de tipo convolución. Es un método muy potente, sin embargo, no es
eficiente en espacios de alta dimensionalidad.
Otros métodos
Otras métodos de agrupamiento están basados en redes neuronales artificiales
y métodos evolutivos, entre otros.
Redes Neuronales Artificiales (ANN por sus siglas en inglés): Una
red neuronal artificial es un sistema basado en el cerebro humano [44, 88]. Es
un esfuerzo por simular dentro de hardware especializado o software sofistica-
do, las múltiples capas de elementos de procesamiento más simples llamadas
neuronas. Cada neurona se une a la otras vecinas con coeficientes variantes de
conectividad que representan las fuerzas de estas conexiones. Las redes neu-
ronales artificiales están inspiradas por la función del cerebro biológico y por
consiguiente mucha de la terminoloǵıa se encuentra relacionada.
Existe una gran variedad de modelos de ANN, estos dependen del objetivo
para el cual fueron diseñados y del problema práctico que solucionan. Uno de
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las modelos conocidos en el área de agrupamiento que utiliza ANN es el de los
mapas auto-organizados (Self-Organizing Map, SOM) [80].
Métodos Evolutivos: Estos métodos son motivados por la evolución natural.
Hacen uso de operadores evolutivos (selección, recombinación y mutación) y
de una población de soluciones para la obtención de una partición, óptima
globalmente, de los elementos [43]. Considera a las soluciones candidatas para
el agrupamiento como cromosomas. Éstos son evaluados según una función que
determina la probabilidad de sobrevivencia que dichos cromosomas tienen en
la siguiente generación.
En el área de agrupamiento, los algoritmos evolutivos escogen una población
de soluciones aleatoriamente. Cada una de estas soluciones representa una
partición del conjunto de elementos. Cada solución es evaluada y se aplican los
operadores evolutivos a dichas soluciones para generar la siguiente población de
soluciones. Este último paso se repite hasta que se cumpla un criterio de parada.
Algunos métodos de este tipo son los algoritmos genéticos [30], estrategias de
evolución [4] y programación evolutiva [70].
2.1.8 Validación de una Partición
Como se pudo observar en la sección anterior, existe una gran gama de métodos
para agrupar objetos con caracteŕısticas similares. Los métodos de agrupamiento
generalmente producen particiones de un conjunto de datos sin tomar en cuenta si
existen o no grupos reales. Cada uno de estos métodos puede identificar grupos en
donde los elementos que los conforman son diferentes. Es entónces cuando surge la
necesidad de saber cual de ellos es el más conveniente, es decir, cual proporciona la
mejor partición de un conjunto de datos.
En apoyo a esta decisión, existen algunos ı́ndices que miden la calidad de una
partición dada. Dichos ı́ndices incluso son aplicados para obtener el número óptimo
de grupos a formar (desventaja que presentan muchos métodos de agrupamiento en
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los que el número de grupos debe conocerse con anticipación).
Estos ı́ndices, conocidos como ı́ndices de validación de agrupamientos, evalúan
la calidad de un agrupamiento o partición resultante. Ortega Lobo et al. [61] men-
cionan dos criterios usados comúnmente para validar un agrupamiento:
1. Compacidad: Los elementos que conforman un grupo deben estar lo más cer-
canos (similares) posible.
2. Separación: Los grupos deben estar lo más separados posible (la similitud entre
los grupos de una partición debe ser mı́nima, o dicho de otra manera, que un
grupo no sea muy parecido a otro dentro de una misma partición).
Se puede encontrar en la literatura una descripción más detallada sobre estos ı́ndices
aśı como algunas de sus aplicaciones en problemas de agrupamiento [2, 10, 33, 48, 61,
64, 66, 82]. Algunos de los ı́ndices más representativos encontrados en la literatura
se mencionan a continuación.










X(i, j)Y (i, j) (2.3)
donde M es el número total de parejas del conjunto de datos de tamaño N
(M = N(N−1)
2
), X(i, j) y Y (i, j) son las matrices asociadas a las particiones X̄
(encontrada con un método de agrupamiento) y Ȳ (partición real conocida del
conjunto de datos) definidas como:
X(i, j) = {1, si xi y xj ∈ X̄ pertenecen a grupos diferentes, 0 en otro caso};
Y (i, j) = {1, si yi y yj ∈ Ȳ pertenecen a grupos diferentes, 0 en otro caso}.
Donde x = (x1, . . . , xN) y y = (y1, . . . , yN) corresponden a elementos de las
particiones X̄ y Ȳ respectivamente. Grandes valores de este ı́ndice indican
fuerte similitud entre X̄ e Ȳ .
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, K es el número de grupos, Si es la distancia promedio
de todos los elementos del grupo i a su respectivo centro ci y d(ci, cj) es la
distancia entre los centros de los grupos ci y cj . De manera que el valor de
dij es pequeño si los grupos i y j son compactos y sus respectivos centros
se encuentran lejanos uno del otro. Por lo tanto, un valor pequeño de (2.4)
significará que se cuenta con un buen agrupamiento. El cálculo de este ı́ndice
tiene un orden de complejidad O(n).





donde dmı́n representa la distancia más pequeña entre dos elementos de diferen-
tes grupos, mientras que dmáx es la distancia más grande entre dos elementos
del mismo grupo. Grandes valores de D indican la presencia de mejores agru-
pamientos. Este ı́ndice es de fácil interpretación pero muy inestable con la
presencia de puntos extremos ya que solamente dos distancias son considera-
das. El orden de complejidad del cálculo de este ı́ndice es O(n).





para este ı́ndice, S es la suma de todas las distancias de todos los pares de
elementos que conforman un mismo grupo (l es el número de esos pares), Smı́n
es la suma de todos las l distancias más pequeñas si se consideraran todos los
pares de elementos, Smáx es la suma de las l distancias más grandes si todos
los pares de elementos fueran considerados. La ventaja de este ı́ndice es que la
evaluación de calidad es muy acertada. Su desventaja es que requiere que los
grupos sean del mismo tamaño lo cual no aplica en muchos casos. El orden de
complejidad requerido para su cálculo es O(n2).
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, d̄w(k) es al distancia promedio desde el
elemento k a los demás elementos de su mismo grupo y d̄b(i, j) es la distancia
promedio desde el elemento i a todos los demás elementos de otro grupo j. Es
decir, que para cada elemento k, Sk es la medida que representa que tan similar
es dicho elemento con respecto a los demás que conforman el mismo grupo.
La suma promedio de esos valores representa el valor total de este ı́ndice, el
cual se encuentra dentro del rango [-1, 1]. Valores altos de este ı́ndice indican
mayor calidad de la partición.
2.2 Aplicaciones de Segmentación
Existen muchas áreas de aplicación donde la segmentación es fundamental
para poder manejar mejor la información [9, 11, 74, 76]. Algunas de las aplicaciones
encontradas en la literatura se describen en esta sección.
Bruco y Stahl [13] desarrollan un método exacto basado en ramificación y
acotamiento para el problema de agrupamiento enfocándose en la minimización de
uno de los siguientes criterios: diámetro de la partición, suma de distancias intra-
grupo y dos variaciones más de ésta última. El método es probado para instancias
de seis elementos agrupados en dos segmentos (instancias pequeñas) y veintiuno
agrupados de dos a ocho segmentos obteniendo particiones óptimas con respecto al
diámetro de la partición y suma de las distancias intra-grupo, por mencionar algunos.
Mart́ı et al. [14] desarrollan un procedimiento metaheuŕıstico para problemas
de agrupamiento multiobjetivo, basado en búsqueda tabú y búsqueda dispersa el cual
fué aplicado a un problema de segmentación de mercados que consiste en encontrar
un agrupamiento de clientes que maximiza dos criterios para mostrar la efectividad
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del procedimiento. Este procedimiento, llamado SSPMO, consta de dos fases. La
primera consiste en la generación de un conjunto inicial de puntos eficientes por
medio de p + 1 búsquedas tabú, donde p es el número de objetivos a considerar. La
segunda consiste en combinar las soluciones de dicho conjunto y actualizarlo usando
una búsqueda dispersa.
Golsefid, Ghazanfari y Alizadef [31] proponen una función basada en conceptos
de reglas de asociación y en el valor de exportación de productos básicos, la cual se
introdujo en el algoritmo K-medias y fué aplicada a un caso de estudio de segmenta-
ción de clientes de la Organización de Promoción de Comercio de Irán (TPO). Esta
función mide la disimilitud entre las canastas de exportación de diferentes páıses.
Los criterios que fueron usados para segmentar son el valor de los productos básicos,
el tipo de producto y la correlación entre productos de exportación. Para determi-
nar la calidad de la segmentación con respecto a esta función se comparó la calidad
obtenida usando la distancia eucĺıdea como métrica. También se calculó el número
óptimo de segmentos obteniendo el máximo valor de los promedios de las mı́nimas
similitudes encontrados para diferentes valores de K. Una vez encontrado el mejor
número de segmentos, se aplicó el algoritmo K-medias usando la función propues-
ta. El beneficio de la partición obtenida es analizada utilizando el modelo RFM
(Recency, Frecuency and Monetary) [45] el cual mide el intervalo entre la ocasión
más reciente de exportación, la frecuencia de exportación y el valor total monetario
dentro de un periodo espećıfico. Esta metodoloǵıa fué aplicada a una instancia de
210 páıses a los cuales Irán, según información de las bases de datos de la TPO,
exporta bienes y servicios (se obtuvieron 222078 transacciones relacionadas con la
exportación a estos páıses). Los bienes y servicios son alrededor de 16 mil tipos los
cuales fueron categorizados en 99 grupos. Los resultados obtenidos mostraron que
las partición encontrada con la la función propuesta superó a la encontrada con la
distancia eucĺıdea. Se evaluaron las particiones para encontrar el mejor número de
segmentos (usando un rango de K = {2, 3, . . . , 10}) resultando K = 5 el mejor de
todos. Se aplicó RFM para obtener las caracteŕısticas de cada segmento.
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Scheuerer y Wendolsky [71] proponen un método heuŕıstico basado en búsqueda
dispersa y búsqueda tabú para un problema de agrupamiento con capacidad. El
objetivo es particionar un conjunto de clientes en K segmentos de manera que se
minimice la suma de las distancias eucĺıdeas de todos los centros a todos los clientes
de su respectivo segmento y que a la vez no exceda un ĺımite de capacidad conocido
para cada grupo formado.
Hartuv y Shamir [37] desarrollaron un algoritmo polinomial para el análisis
de segmentos basado en técnicas sobre teoŕıa de grafos. Ellos definen un grafo de
similitud de cual los segmentos de dicho grafo corresponden a subgrafos altamente
conexos. El objetivo es encontrar segmentos de manera que se satisfagan dos criterios:
homogenidad entre los elementos del mismo segmento y separación entre elementos
pertenecientes a diferentes segmentos. La distancia entre un par de elementos esta
dada por el mı́nimo número de aristas que existen entre ambos. El algoritmo fué pro-
bado sobre datos simulados de expresión de genes y mostró buenos resultados aún
en presencia de altos niveles de ruido.
Zhang Fern y Brodley [25], basados en dos técnicas ya existentes (propuestas
por Strehl y Ghosh [77]), proponen una técnica de formulación de grafos que permite
modelar un problema de ensamble de grupos (combinar múltiples agrupamientos o
particiones para formar un agrupamiento superior) como un grafo bipartito el cual
puede ser resuelto eficientemente. Esta técnica consiste en obtener un conjunto de
agrupamientos o particiones (ensamble de grupos) C = {C1, . . . , CR} y a partir de
éste construir un grafo G = (V, W ), donde V representa al conjunto de vértices
formado tanto por los grupos como por el conjunto de n elemetos a agrupar y W
es el peso de las aristas que unen dichos vértices donde W = 1 si dada una pareja
de vértices i, j el vértice i corresponde a un vértice elemento y j a un vértice de
grupo y además i pertenece a j, W = 0 en otro caso. El grafo resultante es un grafo
bipartito. La Figura 2.12 ilustra un ejemplo del funcionamiento del método. El méto-
do fué aplicado a cinco instancias construidas aleatoriamente (agrupadas usando el
algoritmo K-medias) y se comparó con los propuestos por Strehl y Ghosh para tres
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tamaños de ensambles (20, 40 y 60). Para evaluar la calidad de los agrupamientos
hicieron uso del criterio NMI (Normalized Mutual Information) [77]. Los resultados
mostraron que la metodoloǵıa propuesta obtuvo los mejores resultados.
Figura 2.12: Ejemplo del método propuesto por Zhang Fern y Brodley [25].
Negreiros y Palhano [58] proponen dos modelos de agrupamiento llamados p-
CCCP y g-CCCP para un problema de agrupamiento con capacidad limitada por
cada grupo resultante. Para el primero, el número de segmentos es conocido y se
desea minimizar la suma de las disimilitudes en cada segmento. Para el segundo,
se desea encontrar el número de segmentos que agrupa a todos los elementos con
la mı́nima disimilitud posible. Debido a que el problema de agrupamiento que no
toma en cuenta algún ĺımite de capacidad por cada segmento formado es NP-duro,
proponen un algoritmo de dos fases. La primera fase construye una solución usando
el algoritmo de Forgy [16], y la segunda fase consiste en una fase de mejora basada
en una filosof́ıa VNS la cual consiste de dos estrategias: centro más cercano y centro
aleatorio. En la primera estrategia se escogen aleatoriamente elementos los cuales
son insertados en el segmento más cercano. La segunda consiste en escoger elementos
aleatoriamente e insertarlos en un segmento seleccionado de forma aleatoria.
Sheng y Liu [73] proponen una búsqueda local la cual es hibridizada con un
algoritmo genético para un agrupamiento de K-medioides de un conjunto grande de
datos, el cual es un problema de optimización conocido como NP-duro. La búsqueda
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local propuesta selecciona K centros o medioides de un conjunto de datos y trata,
eficientemente, de minimizar la disimilitud interna total para cada segmento. Dado
que la solución obtenida es un óptimo localmente, la búsqueda local es hibridizada
con un algoritmo genético para obtener de esta forma la búsqueda local llamada
HKA (Hybrid K-medioid Algorithm). Este algoritmo se probó con dos conjuntos de
datos de expresion de genes y fué comparado con algoritmos genéticos existentes
para problemas de agrupamiento. Los resultados mostraron que HKA puede obtener
mejores soluciones y de manera más eficiente.
Cano et al. [15] proponen un método para el problema de agrupamiento basado
en un GRASP para tratar de eliminar el problema de alcanzar óptimos locales (pro-
blema frecuente del algoritmo K-medias). El método propuesto aplica el algoritmo
de Kaufman como base en la fase de contrucción para obtener soluciones iniciales (en
la cual una lista restringida de candidatos es creada con los objetos más promete-
dores a ser centros representativos de los segmentos) y el algortimo K-medias como
un algortimo de búsqueda local. El método fué comparado con cuatros heuŕısticas
de agrupamiento simples obteniendo mejores resultados.
Vicente, Rivera y Mauricio [81] adaptan la metaheuŕıstica GRASP para la
resolución del problema de agrupamiento basado en los principios del algoritmo
K-medias. El algoritmo llamado GRASPKM, aprovecha la rápida convergencia del
K-medias evitando el incoveniente de alcanzar óptimos locales. El algoritmo consta
de tres fases: inicialización, construcción y búsqueda de la mejor solución. En la
primera fase se obtienen los K centros iniciales al igual que los segmentos de di-
chos centros. La segunda fase es una adaptación del algoritmo K-medias, la cual
se realiza principalmente sobre la asignación de los objetos (asignar elementos a su
centro más cercano) creando una lista restringida de candidatos (RCL) que conten-
ga a los posibles segmentos a los cuales puede ser reasignado un objeto, el cual se
selecciona de forma aleatoria. La tercera fase corresponde a la implementación de
un algoritmo de mejora basado en el algoritmo propuesto por Fränti y Kivijärvi [26]
aplicando algunos cambios. Se hicieron comparaciones contra un algoritmo genético
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existente para un problema de agrupamiento llamado KGA-clustering y contra el
algoritmo propuesto por Cano et al. [15]. Los resultados superaron en algunas ins-
tancias al KGA-clustering y en el resto fueron muy parecidos. Mientras que para
la comparación con el algoritmo de Cano et al., GRASPKM obtuvo resultados de
mejor calidad.
Xia et al. [84] proponen un algoritmo de agrupamiento basado en un modelo
de regresión lineal. Dicho modelo mide la relación que existe entre la lealtad de los
clientes (variable dependiente) y la satisfacción de los mismos (variable independien-
te). El objetivo consiste en encontrar que tanta relación existe entre ambas variables.
Para ello es necesario conocer bien a sus clientes siendo necesaria la aplicación de
la segmentación. Este modelo fué probado en un caso real de una industria de tele-
fońıa celular en China usándose una muestra real de 2708 individuos compradores de
teléfonos celulares mayores a los 18 años de edad. Los resultados mostraron que para
algunos grupos la relación entre la satisfacción y lealtad era significativa, mientras
que para otros la lealtad era independiente de la satisfacción.
Decker, Scholz y Wagner [18] aplican un método basado en redes neuronales
artificiales y uno basado en el algoritmo de K-medias a un problema de segmenta-
ción de consumidores de productos alimenticios. Para obtener el número óptimo de
segmentos a formar utilizaron el criterio JUMP propuesto por Sugar y James [78].
Los datos utilizados correspondieron a una submuestra real de 4266 consumidores y
37 segmentos (encontrados usando el critero de Sugar y James). Los métodos fueron
comparados obteniendo resultados muy similares. La conclusión de dichos autores es
que las deficiencias que puede presentar el algoritmo elegido para agrupar pueden no
ser determinantes si el procesamiento y elección de los datos se realiza correctamente.
Guha, Rastogi y Shim [32] proponen un algoritmo de agrupamiento, llamado
ROCK (Robust Clustering using Links), para datos con atributos binarios y categóri-
cos basado en el contexto de enlaces (links) para medir la similitud ó aproximación
entre un par de puntos. Este algoritmo pertenece a la clase de los algoritmos de
agrupamiento jerárquico. Dados un par de puntos o nodos, los enlaces de éstos re-
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presentan los puntos o nodos vecinos que ambos comparten. Dada esta información,
los puntos que pertenecen a un mismo grupo comparten una mayor cantidad de
vecinos y por lo tanto más enlaces. El objetivo es maximizar el número de enlaces
para cada par de puntos pertenecientes a un mismo segmento y al mismo tiempo
minimizar el número de enlaces para cada par de puntos pertenecientes a diferentes
segmentos. Una extensión de este algoritmo es propuesto por Hernández Valadez
[40].
Caṕıtulo 3
Planteamiento del Problema y
Modelación
La segmentación de clientes consiste en dividir a un conjunto de clientes en
grupos definidos, con diferentes necesidades, recursos, ubicación, comportamiento,
etc., que podŕıan requerir de diferentes productos y/o servicios al igual que distin-
tas estrategias de mercadotecnia. De esta manera, la empresa que requiere de dicha
segmentación prepara perfiles de aquellos segmentos resultantes e identifica diversas
maneras de atacar cada uno de ellos ya sea con determinados servicios, publicidad
y precios, por mencionar algunos. En este caṕıtulo se describe el problema de seg-
mentación abordado y el modelo matemático propuesto.
3.1 Descripción del Problema
Como ya se ha mencionado anteriormente, en este trabajo se trata con un
problema real. El objetivo principal es encontrar una partición de un conjunto de
clientes cuya disimilitud con respecto a cuatro atributos principales sea la mı́nima
posible. Se espera obtener segmentos lo más homogéneos posible conforme a estos
atributos, es decir, que los clientes que conforman cada segmento tengan atributos
similares. Dado que uno de los atributos considerados es la ubicación geográfica, se
requiere que los segmentos resultantes estén formados por clientes que se encuentren
a un cierto nivel de cercańıa. La principal razón de segmentar a los clientes de esta
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manera es debido a requerimientos de la empresa para la aplicación posterior de
diferentes estrategias de mercadotecnia en cada segmento establecido.
3.2 Datos y Supuestos
Dado que se trabaja con un caso de estudio, los datos proporcionados forman
parte de una muestra real de una instancia t́ıpica del problema. El problema abor-
dado es un problema combinatorio con datos deterministas. Debido a que es un caso
muy particular de la empresa, se desarrolló un modelo matemático que representa
el problema planteado por la misma. Este modelo es mono-objetivo, en donde la
función que mide el costo de la partición se representa por la suma ponderada de
las disimilitudes entre cuatro atributos del cliente. Estos atributos forman una parte
importante en el momento de la segmentación y tienen que ver con el tipo de contrato
y el tipo de establecimiento del cliente, sus respectivas coordenadas geográficas y el
volumen de compra (medido en número de cajas) que el cliente demanda de un deter-
minado producto ofrecido por la empresa. Cada uno de esos productos, usualmente
llamados por la empresa como SKUs (veáse sección 2.1.1), cuenta de igual manera
con un determinado número de atributos: si es o no retornable, en que presentación
se ofrecen y la marca del producto.
Los requerimientos de la empresa con respecto a los atributos asociados al
cliente son: (a) la disimilitud en cuanto al tipo de contrato (establecimiento) de una
pareja de clientes toma valor 0 si el tipo de contrato (establecimiento) de dicha pare-
ja corresponde al mismo, de lo contrario toma valor 1; (b) para medir la disimilitud
con respecto a la ubicación geográfica entre una pareja de clientes, se considera la
distancia eucĺıdea entre sus respectivas coordenadas geográficas; (c) para el caso del
atributo volumen de compra, se considera una medida que considera la diferencia
entre las proporciones de los volúmenes que los clientes i y j demandan del conjunto
de SKUs.
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La Tabla 3.1 muestra los atributos que se estudian en esta tesis y sus niveles
correspondientes. El tipo de SKU cuenta a su vez con tres atributos (retornabilidad,
presentación y marca) y sus correspondientes niveles.
Atributo Niveles
SKU Retornabilidad : Retornable y No retornable
Presentación: 6.5 Oz, 8 Oz., 200 ml., 250 ml., 310 ml.,
340 ml., 12 Oz., 458 ml., 400 ml., 500 ml., 600 ml., 750 ml.,
1 l., 1.5 l., 2 l., 2.5 l., Bolsa en Caja (Bag In Box).
Marca: Colas, Sangŕıa, Toronja, Lima limón, Sabor,
Naranja, Toronja 2, Manzana, Agua Gasificada,
Agua Saborizada, Agua Purificada, Jugo BF, Jugo MM,
Té Helado, Energetizante P, Energetizante B,
Energetizante TE.
Contrato B, C, CB, CBO, CO, CP, CPB, CPBO, CPO, P, PB, PO.
Establecimiento Restaurante de servicio rápido, Restaurante de servicio
completo, Farmacia, Abarrotes locales, Vendedor ambulante,
Rutas al hogar, Escuela primaria/secundaria, Todos los demás,
Comerciante en general, Licor/cerveza/vino/refresco, Tienda
de alimentos especializada, Otros alimentos y bebidas, Tienda
de conveniencia, Servicio automotriz, Gobierno, Venta al
mayoreo, Industria/agric/servicio público, Diversión,
Abarrotes de descuento, Servicios de venta al detalle, Tiempo
Libre, Preparatoria/universidad, Recreación, Hospedaje,
Bar/establecimiento bajo licencia, Servicios, Contrato
al mayoreo, Escuela comercial/técnica, Salud/hospital,
Transporte, Oficina, Club de precios, Minisúper.
Tabla 3.1: Atributos identificados en la muestra real.
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3.3 Modelo Matemático
Un modelo matemático es la descripción, en forma matemática, de una situa-
ción real. En esta sección se propone una modelo matemático para representar el
problema abordado en esta tesis.
Conjuntos e ı́ndices
V Conjunto de clientes; V = {1, 2, ..., n} .
K Conjunto de segmentos; K = {1, 2, ..., p}.
S Conjunto de tipos de SKUs; S = {1, 2, ..., l1}.
C Conjunto de tipos de contrato; C = {1, 2, ..., l2}.
E Conjunto de tipos de establecimiento; E = {1, 2, ..., l3}.
n Número de clientes.
l1 Número de SKUs.
l2 Número de contratos.
l3 Número de establecimientos.
i, j Índices de clientes; i, j ∈ V .
k Índice de segmentos; k ∈ K.
Parámetros
dij Distancia eucĺıdea entre el cliente i y el cliente j; i, j ∈ V .
A Matriz (clientes/SKUs), A = (ais), ais representa el volumen en cajas que
un cliente i demanda del SKU s; i ∈ V , s ∈ S.
ci Tipo de contrato del cliente i, i ∈ V , ci ∈ C.
ei Tipo de establecimiento del cliente i, i ∈ V, ei ∈ E.
Parámetros calculados
qSKUij Disimilitud entre un par de clientes i y j con respecto al atributo SKU,
i, j ∈ V .
hij Disimilitud entre un par de clientes i y j con respecto al tipo de contrato,
i, j ∈ V donde hij = 0 si ci = cj y hij = 1 en otro caso.
gij Disimilitud entre un par de clientes i y j con respecto al tipo de
establecimiento, i, j ∈ V donde gij = 0 si ei = ej y gij = 1 en otro caso.
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Variables
Xk Conjunto de clientes asignados al segmento k, k ∈ K.
m(k) Nodo centro del segmento k, k ∈ K.
Sea X una p-partición de V dada por X = (X1, ..., Xp). Por definición, X
cumple las siguientes condiciones [13]:
1. Xk 6= ∅, k ∈ K.
2. Xk1 ∩Xk2 = ∅; k1, k2 ∈ K, k1 6= k2.
3. ∪k∈KXk = V .
La primera condición establece que un segmento Xk no puede estar vaćıo, es decir,
que debe asignársele al menos un cliente. La segunda condición se refiere a que dos
segmentos Xk1 y Xk2 no pueden tener como miembro de éstos a un mismo cliente.
Por último, la tercera condición asegura que todo cliente i ∈ V debe ser asignado a
un segmento.
Sea entonces Π la colección de todas las p-particiones factibles de V . El pro-
blema consiste en encontrar una p-partición X = (X1, ..., Xp) cuya disimilitud con
respecto a los atributos del cliente (dispersión, volumen de compra, tipo de contrato
y tipo de establecimiento) sea mı́nima:
mı́n
X∈Π
f(X) = α1fdisp(X) + α2fsku(X) + α3fcont(X) + α4fest(X), (3.1)
donde
α1, . . . , α4 ∈ [0, 1],
α1 + α2 + α3 + α4 = 1
y fdisp(X), fsku(X), fcont(X) y fest(X) son las medidas de disimilitud para los atri-
butos de dispersión, volumen de compra, tipo de contrato y tipo de establecimiento,
respectivamente. Éstas se describen con mayor detalle a continuación.
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3.3.1 Dispersión
La disimilitud con respecto a la dispersión es de vital importancia para la em-
presa debido a que se requieren segmentos compactos para poder garantizar que el
promotor que atenderá a un determinado segmento recorrerá una distancia razo-
nable para atender a todos sus clientes. Además otra razón por la cual se requiere
de segmentos compactos está basada en la reducción de inconformidades entre sus
clientes en cuanto al tipo de estrategia implementada en su respectivo segmento.
Es decir, supongamos que se decide aplicar en un segmento A una promoción
como “en la compra de un refresco de cola llevate gratis una playera” y otra pro-
moción diferente en un segmento B como “en la compra de un refresco de cola más
veinte pesos llevate un llavero”. Entonces, si los segmentos A y B están formados tal
que no existe una buena compacidad, habrá un número de clientes fronterizos bas-
tante grande, y por consecuencia, una mayor incidencia de inconformidad por parte
de los clientes del segmento B al enterarse que la promoción del segmento A es más
tentadora. En cambio, si ambos segmentos fueran formados tal que la compacidad
fuera mejor, existe un menor número de clientes fronterizos y por ende existe menor
probabilidad de que la cantidad de clientes que estuviesen inconformes sea mayor.
La Figura 3.1 muestra la diferencia entre dos segmentos compactos y no com-
pactos. Aplicando el ejemplo anterior, podemos observar que el número de clientes
que probablemente se muestren inconformes es mayor cuando los segmentos no son
compactos (seis clientes) que cuando si lo son (dos clientes).
Para medir la disimilitud con respecto a este atributo se tomaron en cuenta
cuatro formas distintas las cuales pueden clasificarse como las basadas en centros y
las no basadas en centros.
Caṕıtulo 3. Planteamiento del Problema y Modelación 50
Figura 3.1: Ejemplo de segmentos compactos y no compactos.
Dispersión Basada en Centros
Para medir la dispersión con respecto a un centro utilizamos dos funciones
distintas llamadas p-centro y p-mediana.
p-centro
El problema del p-centro es un problema de localización conocido como NP-
duro [46]. Consiste en colocar p centros y asignar clientes a ellos (cada uno puede
servir a diferente número de clientes) de manera que se minimice la máxima distancia
entre un cliente y su centro. Las aplicaciones de este problema son usualmente la
localización de estaciones de bomberos, polićıa, ambulancias o unidades de urgencias.
Esta definición aplicada al problema de segmentación de clientes abordado en
esta tesis, podemos definirla de la siguiente manera. Dada una partición factible X,
se requiere evaluar la mayor distancia que existe entre el cliente central m1(k) y
un cliente j ∈ Xk perteneciente al mismo segmento (esto para todos los segmentos
de la partición). De dichas distancias se desea minimizar la mayor de todas. De
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esta manera ninguna de las distancias restantes será mayor a ésta, por lo tanto,
los segmentos serán a lo sumo tan dispersos como la distancia máxima que se ha











donde el cliente central m1(k) para cada segmento k, es aquél cuya máxima distancia
entre él y todos los demás clientes pertenecientes al mismo segmento es la mı́nima,









Por otra parte, el problema de la p-mediana considera una situación en la que
se requiere particionar un conjunto de clientes en exactamente p grupos. Cada grupo
estará definido no sólo por el conjunto de clientes que lo forman, sino también por
la ubicación de su mediana. Las medianas a su vez determinan el costo del grupo.
Cada cliente es asignado a la mediana más cercana. El objetivo consiste en encontrar
una partición de costo mı́nimo del conjunto de clientes. El problema de la p-mediana
es un problema NP-duro [47] cuyas aplicaciones están basadas en la ubicación de
almacenes, fábricas, sucursales bancarias y estaciones de ferrocarril, por mencionar
algunas.
Este tipo de medida representa la suma de las distancias eucĺıdeas del clien-
te central m2(k) a todos los demás clientes del segmento. Se suma para todos los







donde m2(k) está dado por aquel cliente cuya suma de distancias hacia todos los
demás es la mı́nima (mediana)
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Disimilitud de Dispersión no Basada en Centros
Con el objetivo de evaluar el comportamiento de la solución sin considerar la
dispersión en base a un centro, se utilizan dos criterios más para medir dicha dis-
persión conocidos como diámetro de la partición y suma de las distancias intragrupo
[13].
Diámetro de la Partición
Para un segmento Xk, la máxima distancia entre una pareja de objetos de ese
segmento es llamada diámetro del segmento. El máximo diámetro de entre todos los
p segmentos es llamado diámetro de la partición. Minimizar esta métrica produce
segmentos compactos en el sentido de que aquellos clientes con mayor dispersión son
ubicados en diferentes segmentos. Al minimizar el diámetro de la partición los demás









Suma de las Distancias Intragrupo
Este tipo de medida consiste en sumar todas las distancias de los elementos
que conforman cada segmento de la partición. El minimizar esta suma, se indica que







3.3.2 Volumen de Compra
Para medir la disimilitud entre los clientes que forman un partición X con
respecto a este atributo, se ha tomado como referencia la manera de medir dicha



























Es decir, la disimilitud qSKUij , entre dos clientes i y j está dada por la suma de
diferencias entre los porcentajes relativos de sus respectivos volúmenes de SKU dada
por la ecuación (3.9). La ecuación (3.10) expresa el volumen total para el cliente i.
Esto se realiza para todos los segmentos de una partición para obtener la disimilitud
total de la misma (3.8). La Figura 3.2 ilustra un ejemplo de como medir la disimilitud
entre dos clientes con respecto al volumen de compra.
Disimilitud entre C1 y C2
de compra. Eq. (3.9)








































Figura 3.2: Ejemplo de disimilitud entre cliente C1 y cliente C2 con respecto al
volumen de compra de cuatro diferentes SKUs.
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3.3.3 Tipo de Contrato y Tipo de Establecimiento
Para estos tipos de atributos, por requerimiento de la empresa, los valores que
pueden tomar solamente son igual a hij = 0 (gij = 0) si los contratos (estableci-
mientos) son iguales o hij = 1 (gij = 1) en caso contrario. Entonces el cálculo de la
disimilitud de una partición dada está dada por la suma las disimilitudes de todos
los clientes pertenecientes a cada segmento. Las ecuaciones (3.11) y (3.12) mues-
















La metodoloǵıa de solución que se plantea en esta tesis está basada en el uso de
heuŕısticas o métodos aproximados los cuales no garantizan que la solución encon-
trada sea la óptima o la mejor de todas, sino que será una solución aproximada que
se pretende sea buena y que puede encontrarse en tiempo razonable. Este caṕıtulo
se divide en tres secciones principales: preprocesamiento de datos, construcción de
particiones y mejora de la solución.
En la sección de preprocesamiento de datos se mencionan los pasos que se
siguieron para reducir la instancia real y aprovechar mejor los recursos computacio-
nales. Por otro lado, en la sección de construcción de particiones se describe el
algortimo p-medias y la adaptación de éste al problema abordado. Por último en la
sección de mejora de la solución se describe el método de búsqueda local desarrollado
para mejorar la solución del algoritmo p-medias.
La Figura 4.1 muestra un diagrama de flujo de los principales pasos de la
metodoloǵıa propuesta.
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GRASP para elección 
de centroides
Algoritmo p-medias para 
crear particiones
VNS para mejorar la










Figura 4.1: Esquema general de la metodoloǵıa propuesta.
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4.1 Preprocesamiento de Datos
En esta fase se pretende analizar la estructura de los datos de manera que se
reduzca la dimensión de los mismos y trabajar solamente con aquéllos que verdade-
ramente requieran de operaciones adicionales para su manejo. Como se trata un caso
de estudio, se requirieron datos reales los cuales fueron brindados por la empresa.
Esta fase puede ser opcional, debido a que puede no ser muy significativa para
instancias de tamaño pequeño; sin embargo, para instancias demasiado grandes la
aplicación de ésta puede reducir el tiempo de cómputo de las siguientes dos fases de
la metodoloǵıa.
Para el preprocesamiento de datos, primeramente, se trata de reducir el número
de SKUs, agrupando a aquéllos que sean muy similares. Dada tal reducción, se
procede a obtener una matriz (clientes-atributos) de la cual se obtiene la matriz de
correlación entre clientes.
Para finalizar, dada la matriz de correlación de dimensión n × n (clientes-
clientes), se agrupan aquellos clientes que tengan un determinado umbral de tole-
rancia γ con respecto al coeficiente de correlación, formándose de esta manera los
meta-clientes (grupos conformados por dos o más de clientes altamente correlacio-
nados entre śı).
4.1.1 Reducción de Número de SKUs
Para la empresa, cada SKU representa un tipo de producto distinto con deter-
minadas caracteŕısticas o atributos. En este caso se manejan tres atributos por SKU:
retornabilidad (retornable o no retornable), presentación (si está dado en mililitros,
litros, tetrapack, etc.) y marca (marca para refresco de cola, de sabor, jugos, etc).
Para la reducción de SKUs, se utiliza el método de agrupación de tipo jerárqui-
co conocido como el vecino más próximo mencionado en el Caṕıtulo 2. La métrica
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que se utiliza para medir que tan similares son dos productos está dada por la Dis-
tancia de Pearson (4.1) la cual hace uso del coeficiente de correlación de Pearson
(́ındice estad́ıstico que mide la relación lineal entre dos variables cuantitativas) para
obtener la distancia o dismilitud entre dos productos dados [53, 87]. La selección
de dicha métrica se debe a que esta fase está enfocada principalmente a reducir el
número de SKUs por medio del uso del coeficiente de correlación de Pearson entre los
atributos de éstos. La distancia de Pearson está representada de la siguiente manera:
DP = 1− CC, (4.1)
donde CC es el coeficiente de correlación de Pearson. Valores altos de correlación
entre dos productos dan como resultado una distancia menor.
Al utilizar un método de agrupamiento jerárquico puede obtenerse un dendro-
grama, en el cual cada rama de éste representa un agrupamiento distinto. Es entonces
cuando se debe determinar cuantos grupos se deben formar. Una manera de hacerlo
es recorriendo el dendrograma de arriba hacia abajo e ir obteniendo para cada ra-
ma el menor coeficiente de correlación (sea negativo o positivo) entre los productos
que conforman el grupo para dicho nivel. Mientras ese coeficiente sea menor a un τ
(valor mı́nimo del coeficiente de correlación permitido para un grupo de productos)
se siguen explorando las ramas subsecuentes hasta que el menor para cada nivel sea
mayor o igual a dicho valor. Entonces dicho nivel es seleccionado obteniendo grupos
de productos con al menos τ de correlación.
La Figura 4.2 muestra un ejemplo de dendrograma en el cual se desean encon-
trar grupos de elementos cuyo nivel de correlación mı́nimo permitido es de τ = 0.90,
para cada grupo de elementos (ramas del dendrograma) se calcula el nivel de corre-
lación entre los elementos obteniendo el mı́nimo para cada grupo (correspondiente al
número en cada rama del dendrograma). Entonces se va examinando cada rama del
árbol jerárquico hasta encontrarse con al menos τ de correlación. En ese entonces el
grupo representado por dicha rama se elige como uno de los que formarán el agru-
pamiento final. En el caso de la Figura 4.2 el número de grupos para un τ = 0.90 es
de cinco grupos de productos.
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Figura 4.2: Ejemplo de selección de grupos de SKUs dado un dendrograma. Para un
τ = 0.90, se forman cinco grupos.
4.1.2 Correlación entre Clientes
Una vez reducido el número de SKUs, se procede a formar una matriz clientes-
atributos (Figura 4.3) compuesta por los grupos formados después de la reducción
de los SKUs, el valor númerico del tipo de contrato y de establecimiento, aśı como de
las coordenadas geográficas. Ya que formado la matriz, el siguiente paso consiste en
obtener submatrices de la misma para posteriormente proceder a obtener la matriz
de correlación entre clientes de cada submatriz.
Como este problema se restringe a valores binarios para el tipo de contrato y
de establecimiento se desarrollaron tres estrategias. La primera estrategia consiste en
obtener submatrices con aquellos clientes cuyos tipos de contrato y establecimiento
sean iguales. Las otras dos estrategias consisten en formar las submatrices con aque-
llos clientes cuyo tipo de contrato sea igual pero vaŕıe el tipo de establecimiento y
viceversa, esto con el objetivo de dar más flexibilidad a la empresa en caso de que su
decisión sea que alguno de los atributos cuyos valores son binarios puedan no serlo.
Una vez obtenidas las submatrices, se obtiene la matriz de correlación para cada
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una de ellas. La Figura 4.3 muestra la matriz clientes-atributos que se requiere para
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Figura 4.3: Matriz clientes-atributos.
submatriz estaŕıa formada por los clientes (C1, C4), las otras por (C2), (C3) y (C5),
respectivamente. Si se aplicara la segunda estrategia seŕıa por (C1, C4), (C2, C3) y
(C5). Por último si se aplicara la tercera se formaŕıan tres submatrices conformadas
por los clientes (C1, C3), (C2, C5) y (C4).
4.1.3 Formación de Metaclientes
Un metacliente podemos definirlo como un conjunto de clientes con caracteŕısti-
cas muy similares que son agrupados para conformar uno solo. Para la creación de
metaclientes se utilizaron las matrices de correlación resultantes de la etapa anterior.
Dada una matriz de correlación, se crea una lista de todos aquellos clientes que tie-
nen un coeficiente de correlación por encima de un umbral de tolerancia γ dado. Es
decir, supongamos que tenemos cinco clientes C1, C2, C3, C4 y C5 cuyos coeficientes
de correlación se muestran en la Figura 4.4. Supongamos también, que el coeficiente
de correlación mı́nimo que deben tener los clientes para poder formar un metacliente
es de γ = 0.90, o bien, 90% si queremos verlo como porcentaje.
La Figura 4.5 muestra la respresentación de dicha matriz mediante un grafo en




























Figura 4.4: Matriz de correlación de clientes.
donde los nodos corresponden a los clientes y las aristas corresponden al coeficiente
de correlación entre ellos.
Como podemos observar, los clientes C1 y C2 pueden unirse para formar un
metacliente (ya que el coeficiente de correlación entre ambos es mayor a 0.90 y
además, no han sido seleccionados para formar otro metacliente). El cliente C3 no
puede seleccionarse para formar parte del metacliente formado por C1 y C2 debido
a que su coeficiente de correlación con C2 esta por debajo de 0.90, aún y cuando el


























(b) Ejemplo de la selección final de los clien-
tes que conforman el nuevo metacliente.
Figura 4.5: Ejemplo de creación de metaclientes.
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El cliente C4 se selecciona para unirse a C1 y C2 debido a que sus coeficientes
de correlación con C1 y con C2 son mayores a 0.90. Por otro lado, C5 no puede
seleccionarse por la misma razón que C3. Ahora, se puede decir que ya se ha for-
mado un metacliente con la unión de C1, C2 y C4; sin embargo, no se ha terminado
de verificar si aún se puede crear otro metacliente. Para ello, comenzamos con el
primer cliente de los que aún no forman parte de un metacliente, en este caso C3, y
verificamos su nivel de correlación con los demás clientes. Los clientes C1, C2 y C4
ya no pueden seleccionarse, por lo tanto, solo se verifica el coeficiente de correlación
con C5, pero como dicho coeficiente se encuentra por debajo de 0.90, no se puede
formar un metacliente con ambos y como ya no hay más elementos que verificar, se
finaliza la creación de metaclientes. Como resultado para este ejemplo se ha reducido
la cantidad de clientes de cinco a solamente tres, donde el cliente MC1 (metacliente
1) está formado por C1, C2 y C4, mientras que C3 y C5 se quedan igual.
El Pseudocódigo 3 describe la manera de crear los metaclientes donde MC(i, Mx)
representa el coeficiente de correlación mı́nimo entre el cliente i y los clientes que
conforman el metacliente Mx.
La ubicación geográfica de cada uno de los metaclientes resultantes será el
punto medio entre todos los que conformar el metacliente, el volumen de compra
será la suma de todos sus volúmenes por SKU y el tipo de contrato y establecimiento
serán aquéllos que fueron más frecuentes.
La creación de metaclientes pretende ser una forma de reducir el conjunto de
datos aprovechando algunas de sus propiedades ó caracteŕısticas. De esta manera se
tratará de reducir el tiempo de cómputo en instancias de gran tamaño usualmente
encontradas en problemas reales.
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Pseudocódigo 3 metaclientes(V ′, MC, γ)
Entrada:
V ′ : Conjunto de elementos, V ′ ∈ V ;
MC : Matriz de correlación correspondiente a los elementos de V ′;
γ : Nivel mı́nimo de correlación permitido para formar metaclientes;
Salida: M = (M1, . . . , Mx) : Metaclientes;
1: V̄ ← V ′;
2: x← 0;
3: Mientras (V̄ 6= ∅) hacer
4: x← x + 1; Mx ← ∅;
5: Tomar un elemento i ∈ V̄ ;
6: Mx ←Mx ∪ {i};
7: V̄ ← V̄ \ {i};
8: Para j ∈ V̄ hacer
9: Si (MC(j, Mx) >= γ) entonces
10: Mx ←Mx ∪ {j};




15: Regresar M = (M1, . . . , Mx).
4.2 Construcción de Particiones
En esta parte de la metodoloǵıa se pretende crear un partición inicial del con-
junto de clientes. Para ello, se utiliza el algoritmo de partición p-medias (también
llamado K-medias). Se mencionan también las ventajas y desventajas del algoritmo.
Para que los resultados de dicho algoritmo tuvieran significancia al problema tra-
tado en esta tesis, se hicieron algunas modificaciones de las cuales se hace mención
durante este caṕıtulo.
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4.2.1 Algoritmo p-medias
El algoritmo p-medias [36] es un algoritmo de partición que comienza con la
selección de p centroides iniciales los cuales representarán a un segmento distinto.
Posteriormente, asigna los elementos restantes a su centroide más cercano según
una métrica dada y se evalúa la partición. Cuando todos los elementos han sido
asignados se procede a la siguiente iteración que consiste en recalcular los centroides
y reasignar el resto de los elementos a estos nuevos centroides. El algoritmo procede
iterativamente y termina cuando un determinado criterio de parada se ha alcanzado.
Ventajas y Desventajas
Como ya se mencionó en el Caṕıtulo 2, el algoritmo p-medias muestra algunas
ventajas y desventajas. Para ajustar este algoritmo al problema que se trata en esta
tesis, se realizaron varias modificaciones que no solo ayudan a resolver el proble-
ma con las caracteŕısticas requeridas, sino que también ayudan a obtener mejores
soluciones al problema tratado. Estas modicaciones se enumeran a continuación:
1. Para medir la similitud entre una pareja cualesquiera de clientes i y j de un
segmento Xk se usará la función objetivo ponderada (3.1) que se ha formulado
para este problema.
2. El centro de un segmento está dado por el cliente cuya distancia hacia todos los
demás clientes de su mismo segmento, es la menor (no será la media aritmética
como usualmente se hace con el p-medias).
3. El criterio de parada a utilizar para el algoritmo es una combinación de dos
criterios: cuando la solución ya no mejore y cuando no exista movimiento en
cuanto a los centroides.
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4.2.2 GRASP para la Obtención de Centros Iniciales
Una de las desventajas que se conoce del algoritmo p-medias es que la mejor
solución encontrada por el algoritmo depende ampliamente de la selección inicial de
centroides. Por esta razón, se desarrolló un GRASP (Pseudocódigo 5) cuyas fases de
contrucción y post-procesamiento están basadas en una heuŕıstica de construcción
voraz propuesta por Erkut, Ürküsal y Yenycerioğlu [21], utilizada para problemas
de p-dispersión [20] (pseudocódigo 4) y en el algoritmo p-medias, respectivamente.
Pseudocódigo 4 p-dispersión(V, p)
Entrada:
V : Conjunto de nodos;
p : Número de nodos dispersos deseados;
Salida: P : Conjunto de nodos dispersos;
1: Encontrar v1 y v2 en V tal que d(v1, v2) = máx{dij : 1 ≤ i < j ≤ n};
2: P ← {v1, v2};
3: Mientras (|P | < p) hacer
4: Encontrar j ∈ V \ P tal que d(j, P ) = máx{d(i, P ) : i ∈ V \ P};
5: P ← P ∪ {j};
6: Fin Mientras
7: Regresar P .
En el Pseudocódigo 4 se ilustra una de las heuŕısticas de Erkut, Ürküsal y
Yenycerioğlu [21] para el problema de p-dispersión. Éste toma como entrada un
conjunto V de nodos y regresa un conjunto P de nodos dispersos. En el Paso 4, la
distancia d(i, P ) está dada por d(i, P ) = mı́n{dij : j ∈ P}. Es decir que d(i, P ) es
la mı́nima distancia que existe entre el nodo i y el conjunto P (conjunto de centros
seleccionados hasta el momento).
Ahora bien, regresando al problema de interés, la motivación de desarrollar un
procedimiento de búsqueda aleatorizado, adaptativo y voraz radica en la necesidad
de obtener soluciones de mejor calidad, las cuales se pretende se encuentren en
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menor tiempo al seleccionar los centros iniciales de una manera más sistemática
y no puramente aleatoria. Seleccionar los centros de una manera aleatoria puede
tambien ocasionar como resultado la obtención de una mala solución dado que dicha
selección queda atrapada en un óptimo local en el cual la calidad de la solución
no es buena. Además, la convergencia a dicho óptimo local puede ser rápida si la
ubicación de los centros iniciales es muy cercana a la de los centros finales, o bien,
puede requerir más tiempo si no lo es.
Con un GRASP es más probable que se converja más rápido a una solución
(para un β adecuado) que el procedimiento completamente aleatorio, sin dejar de
mencionar que basta con ajustar el parámetro de calidad β para obtener soluciones
de buena calidad para diferentes conjuntos de datos a manejar (si el conjunto es
muy compacto, disperso, etc.), incluso usar la selección completamente aleatoria
ó completamente voraz si es necesario.
El Pseudocódigo 5 muestra la implementación del GRASP para el problema de
segmentación de clientes que se aborda en esta tesis. La fase constructiva del Paso
3 consiste en seleccionar p clientes dispersos de un total de n, los cuales representan
a los centros iniciales requeridos por el p-medias. El procedimiento de obtención de
centros (mostrado en el Pseudocódigo 6) es una extensión de la heuŕıstica propuesta
por Erkut, Ürküsal y Yenycerioğlu [21] para el problema de p-dispersión que con-
siste en permitir una elección aleatoria voraz siguiendo la filosof́ıa de GRASP. La
diferencia es que ahora, en lugar de tomar una selección totalmente voraz, se selec-
ciona aleatoriamente un elemento de una lista restringida de candidatos (LRC) la
cual contiene aquellos candidatos cuya evaluación de su función voraz está dentro
de un β % de la mejor evaluación (β ∈ [0, 1] es el parámetro de umbral de calidad
de GRASP explicado en el Caṕıtulo 2). Inicialmente la LRC se construye con todas
aquellas parejas de clientes (i, j) cuya dispersión se encuentre a un β % de dmáx (dmáx
es la máxima distancia entre una pareja de clientes i, j del conjunto V ). Una vez
constrúıda la LRC, se selecciona una pareja de clientes (i, j) de esa lista de forma
aleatoria la cual es agregada al conjunto P (conjunto de centros seleccionados). En
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Pseudocódigo 5 GRASP(V, p, β, Max iter)
Entrada:
V : Conjunto de clientes;
p : Número de centros;
β : Parámetro de umbral de calidad;
Max iter: Número máximo de iteraciones;
Salida: Xbest : Mejor partición encontrada;
1: Xbest ← ∅;
2: Mientras (Max iter > 0) hacer
3: P ← kdispersión(V, p, β); {Obtiene p centros dispersos}
4: X ← kmedias(V, P ); {Refina centros y obtiene su partición}
5: Si (f(X) < f(Xbest)) entonces
6: Xbest ← X;
7: Fin Si
8: Max iter ← Max iter - 1;
9: Fin Mientras
10: Regresar Xbest.
cada una de las siguientes p − 2 iteraciones (p es el número de clientes dispersos
que se requieren encontrar), se agrega un nuevo cliente a la solución. Para ello se
calcula, para todo cliente i ∈ V\P , la mı́nima distancia entre el cliente i y los clientes
que forman parte de P . Se obtiene la máxima (dmáx) y la mı́nima (dmı́n) de dichas
distancias. Se construye nuevamente la LRC pero ahora con aquellos clientes cuya
distancia mı́nima al conjunto P se encuentre a un β % del nuevo valor de dmáx.
Una vez constrúıda dicha lista, se escoge un elemento de ella al azar y se agrega al
conjunto P . La fase de contrucción del GRASP finaliza cuando |P | = p.
El Paso 4 del Pseudocódigo 5 corresponde a la asignación de clientes a los
clientes centrales encontrados en el Paso 3 por medio del algoritmo p-medias el cual
fué adaptado al problema tratado en esta tesis. Esta fase, la cual se muestra de
manera detallada en el Pseudocódigo 7, comienza asignando todo cliente i ∈ V \ P
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Pseudocódigo 6 kdispersión(V, p, β)
Entrada:
V : Conjunto de clientes;
p: Número de centros;
β: Parámetro de calidad;
Salida: P : Conjunto de centros iniciales;
1: P ← ∅; V̄ ← V ;
2: dmáx = máx
i,j∈V̄
{dij}; dmı́n = mı́n
i,j∈V̄
{dij};
3: LRC = {(i, j) ∈ V̄ : dij ≥ dmáx − β(dmáx − dmı́n)};
4: (i, j)← aleatorio(LRC);
5: P ← P ∪ {i, j};
6: V̄ ← V̄ \ {i, j};
7: Mientras (|P | < p) hacer
8: Calcular dmáx = máx
i∈V̄
{d(i, P )}; dmı́n = mı́n
i∈V̄
{d(i, P )};
9: LRC = {i ∈ V̄ : d(i, P ) ≥ dmáx − β(dmáx − dmı́n)};
10: i← aleatorio(LRC);
11: P ← P ∪ {i};
12: V̄ ← V̄ \ {i};
13: Fin Mientras
14: Regresar P .
a su cliente central l ∈ P más cercano. Una vez asignados todos los clientes a su
segmento Xk, los centros se reasignan calculando para cada cliente i ∈ Xk la suma
de las disimilitudes entre dicho cliente y los demás del mismo segmento utilizando
la ecuación (3.1).
El nuevo centro de cada segmento será aquel cliente cuya suma de disimilitudes
sea la menor. Se asignan los clientes a dichos centros los cuales, posteriormente,
se recalculan nuevamente. El algoritmo termina cuando la calidad de la solución
empeora ó cuando ya no hay cambio en los centros.
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Pseudocódigo 7 kmedias(V, P )
Entrada:
V : Conjunto de clientes;
P = {i1, . . . , ip}: Conjunto de centros iniciales;
Salida:
X: Partición final;
1: Xk ← {ik}, k ∈ P ;
2: Mientras (solución no empeore y los centros cambien) hacer
3: Para i ∈ V \ P hacer
4: k̂ = arg mı́n
k∈P
{f(i, ik)}; {Asigna cliente i a su centro más cercano (similar)}
5: Xk̂ ← Xk̂ ∪ {i};
6: Fin Para
7: Para todo k ∈ P hacer








9: P ← {i∗};
10: Fin Para
11: Fin Mientras
12: Regresar X = {X1, . . . , Xp}.
4.2.3 Análisis del Número Ideal de Segmentos
Para el uso del algoritmo p-medias se necesita conocer a priori el número de
segmentos a formar. Es entonces cuando surge la necesidad de saber cual número de
segmentos será el indicado para obtener la mejor partición posible de un determi-
nado conjunto clientes. Para ello ya han sido desarrollado ı́ndices de validación de
particiones que tienen como principal objetivo evaluar la calidad de una partición
dada según ciertos criterios (véase Sección 2.1.7).
En esta tesis emplearemos el ı́ndice de Davies-Bouldin (2.4) para obtener el
número de segmentos para el cual la calidad de la partición obtenida por el p-medias
es mejor [48, 61].
Caṕıtulo 4. Metodoloǵıa de Solución 70
4.3 Mejora de la Solución
Una desventaja del algoritmo p-medias y de cualquier método heuŕıstico es que
no existe garant́ıa de que la solución encontrada sea óptima globalmente (la mejor
de todas las posibles soluciones) sino más bien es óptima de manera local (la mejor
de un cierto conjunto de posibles soluciones). La mejor partición encontrada por
el GRASP propuesto puede ser mejorada aún más aplicando a dicha partición un
procedimiento basado en una búsqueda de entornos variables o VNS (véase Sección
2.1.6) en el cual se aplican movimientos de inserción simple e intercambios. El entorno
de inserción simple consiste en reasignar un cliente a un segmento diferente. El
entorno de intercambio consiste en intercambiar dos clientes de segmentos distintos.
El Pseudocódigo 8 muestra el esquema general del procedimiento de mejora basado
en una VNS.
Pseudocódigo 8 VNS(X)
Entrada: X : Mejor partición encontrada por GRASP;
Salida: X: Partición mejorada;
1: ahorro total ← 1;
2: ǫ← 1.0e-04; iter ← 0;
3: Mientras ((ahorro total > 0) y (iter < 3)) hacer
4: (X)← inserción(X); ahorro ins ← f(X);{Primer entorno}
5: (X)←intercambio(X); ahorro inter ← f(X);{Segundo entorno}
6: ahorro total ← ahorro ins + ahorro inter;
7: Si (ahorro total < ǫ) entonces
8: iter ← iter + 1;
9: Fin Si
10: Fin Mientras
11: Regresar X = (X1, . . . , Xp).
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La búsqueda local de inserción simple (mostrada en el Pseudocódigo 9), se
efectúa seleccionando un segmento al azar y aleatoriamente tomar un cliente de
dicho segmento e insertarlo en uno de los segmentos restantes (aquél en el que se
haya encontrado la primera mejora). Si al haber tratado de insertarlo en todos los
segmentos restantes no se encontró mejora alguna, la inserción no se lleva a cabo
y se trata con otro cliente del mismo segmento. Esto se repite hasta que se hayan
terminado de explorar todos los posibles movimientos de inserción para todos los
segmentos a evaluar.
De la misma manera, la búsqueda de intercambio (Pseudocódigo 10), se lleva a
cabo seleccionando un segmento k al azar, k ∈ K, y aleatoriamente tomar un cliente
i ∈ Xk de dicho segmento e intercambiarlo por un cliente j ∈ X \Xk, de otro de los
segmentos restantes (aquél con el que se encuentre la primera mejora). Si después
de haber evaluado los posibles movimientos de intercambio no se encuentra mejora,
el intercambio no se efectúa. Esto se repite hasta que se hayan evaluado todos los
movimientos posibles.
Cabe recalcar que no todos los clientes, ni todos los segmentos pueden llegar a
ser evaluados. Es decir que solo se tomarán en consideración determinados segmentos
y determinada cantidad de clientes por cada uno de ellos. Esto con el fin de disminuir
el tiempo de cómputo para resolver instancias de gran tamaño.
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Pseudocódigo 9 inserción(X)
Entrada: X = {X1, . . . , Xp};
Salida: X = {X1, . . . , Xp};
1: m← 0; mejora ← Śı; {Contador de segmentos e indicador de mejora}
2: Mientras (m ≤ p
2
) hacer
3: Si (mejora = Śı) entonces
4: P̄ ← P ;
5: Fin Si
6: mejora ← No; m← m + 1;
7: Seleccionar un segmento k1 ∈ P̄ al azar;
8: P̄ ← P̄ \ {k1}; Ȳ ← Xk1 ;
9: z ← mı́n{|X̄k1|, | n2p − X̄k1|};
10: Mientras (z > 0) hacer
11: Seleccionar un cliente i ∈ Ȳ al azar; Ȳ ← Ȳ \ {i};
12: z ← z − 1; r ← 1;
13: Mientras ((r ≤ k1) y (mejora = No)) hacer
14: Si (r 6= k1) entonces







16: Si (φ(i, r) > 0) entonces
17: Xk1 ← Xk1 \ {i}; Xr ← Xr ∪ {i};
18: mejora ← Śı;
19: Fin Si
20: Fin Si




25: Regresar X = {X1, . . . , Xp};
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Pseudocódigo 10 intercambio(X)
Entrada: X = {X1, . . . , Xp};
Salida: X = {X1, . . . , Xp};
1: m← 0; mejora ← Śı; {Contador de segmentos e indicador de mejora}
2: Mientras (m ≤ p
3
) hacer
3: Si (mejora = Śı) entonces
4: P̄ ← P ;
5: Fin Si
6: mejora ← No; t← 0; m← m + 1;
7: Seleccionar un segmento k1 ∈ P̄ al azar;
8: P̄ ← P̄ \ {k1}; Ȳ ← Xk1 ;
9: z ← mı́n{|X̄k1|, | n4p − X̄k1|};
10: Mientras (z > 0) hacer
11: Seleccionar un cliente i ∈ Ȳ al azar; Ȳ ← Ȳ \ {i};
12: z ← z − 1; r ← 1;
13: Mientras ((r ≤ k1) y (mejora = No)) hacer
14: Si (r 6= k1) entonces
15: Para cada cliente j ∈ Xr hacer





















17: Si (φ(i, j) > 0) entonces
18: Xk1 ← Xk1 \ {i}; Xr ← Xr ∪ {i};
19: Xr ← Xr \ {j}; Xk1 ← Xk1 ∪ {j};








28: Regresar X = {X1, . . . , Xp};
Caṕıtulo 5
Resultados Computacionales
En este caṕıtulo se pretende analizar la metodoloǵıa, mediante determinados
experimentos computacionales, para mostrar el funcionamiento de la misma en la
creación de particiones. Primeramente se pretenden estudiar los parámetros para los
cuales el algoritmo obtiene mejores resultados sobre la muestra real. Posteriormente,
se usan dichos parámetros de manera fija para mostrar las particiones encontradas
en un ambiente gráfico y analizar las mismas para obtener conclusiones.
Un tercer experimento es realizado para mostrar las mejoras proporcionadas
por un procedimiento de búsqueda local sobre la partición resultante y discutir las
ventajas y desventajas de utilizar dicho procedimiento para mejorar la calidad de
la solución. Por último, se aplica la metodoloǵıa a la muestra preprocesada (pre-
agrupando mediante metaclientes) mostrando las ventajas y desventajas del uso del
preproceso.
Algunos aspectos a considerar con respecto a la aplicación de la metodoloǵıa
son los siguientes:
Exportación de la base de datos a un formato estandar: para poder
transformar la base de datos de la muestra brindada por la empresa se utilizó la
aplicación de Excel 2007 ya que cuenta con la ventaja de no tener tan limitado
el rango de filas y columnas permitidas como las versiones anteriores. Esto
resulta de gran ayuda cuando la base de datos a exportar es de gran tamaño.
A partir de esta aplicación se pudo transformar la base de datos (con extensión
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.dbf) a un formato estándar para poder obtener la información útil para la
aplicación de la metodoloǵıa.
Preproceso: para esta fase se utilizó software estad́ıstico como MINITAB
para reducir el número de SKUs mediante el uso de métodos de agrupamiento
inclúıdos en el software como lo son los métodos de agrupamiento jerárquico.
Una vez que se conoce que SKUs pertenecerán a un determinado grupo se
hace uso de un método desarrollado para crear la instancia en el formato que
se necesitará para aplicarla a las siguientes fases. Para obtener las correlaciones
entre los clientes que forman la instancia (una vez reducido el número de SKUs)
se desarrolló un programa en el lenguaje C++ que calcula dicho coeficiente
reportando la matriz de correlaciones en un archivo .xls el cual es utilizado en la
siguiente fase del preproceso. Para esta fase siguiente (creación de metaclientes)
también fue desarrollado un método en C++ que hace uso de la matriz de
correlaciones de la fase anterior para agrupar a aquellos clientes que tengan un
γ % de correlación entre ellos, como resultado se obtiene el nuevo conjunto de
clientes (metaclientes).
Contrucción y Mejora de Particiones: una vez obtenida la instancia a
tratar (ya sea la real o preprocesada) se aplica el método de solución propuesto
desarrollado en el lenguaje C++ el cual hace uso de la instancia y algunos
datos relacionados con ella. Como salida se obtienen archivos con información
detellada sobre los resultados finales.
Visualización de Particiones: Para la visualización de las soluciones obte-
nidas se utilizó Gnuplot, una herramienta gratuita para la creación de gráficos,
el cual está disponible para varios sistemas operativos populares como UNIX,
Linux y Windows.
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5.1 Descripción de la Instancia Real
Dado a que se trabaja un caso de estudio se obtuvo una muestra de datos
real para probar la metodoloǵıa. Dicha muestra fue proporcionada por la empresa y
llevada a un formato estándar. Esta muestra contiene la información de 17332 clientes
en cuanto al tipo de contrato, establecimiento, volumen de compra por cada SKU
aśı como sus respectivas coordenadas geográficas. El número de SKUs identificado
fue de 201 tipos diferentes, 32 tipos de establecimiento, 12 tipos de contrato distintos
y la respectiva ubicación geográfica de cada uno de los clientes. Los experimentos
Todos los experimentos (a excepción del preprocesamiento de los datos) se realizaron
en un servidor Dell con procesador Intel Core(TM) 2 Quad CPU a 2.4 GHz. con 3.2
Gb. de memoria RAM bajo la distribución de Ubuntu versión 9.04 de Linux. La
Figura 5.1 muestra como se encuentran distribuidos los clientes de la muestra real.
De dicha muestra se extrajeron cuatro submuestras cuyos tamaños corresponden a
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Figura 5.1: Representación gráfica de la ubicación geográfica de 17332 clientes.
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5.2 Experimento A: Selección de Parámetros
5.2.1 Número de Ejecuciones del algoritmo p-medias
Objetivo: Mientras más repeticiones del algoritmo sean permitidas se incrementa
la probabilidad de encontrar una mejor solución. Sin embargo, realizar esto requiere
de mayor tiempo de cómputo. Es por ello que el objetivo de este experimento es
determinar el número de ejecuciones para el algoritmo p-medias mediante la visua-
lización de las mejoras obtenidas durante 100 repeticiones del algoritmo y de esta
manera poder controlar el tiempo de cómputo requerido y al mismo tiempo obtener
una partición de mejor calidad.
Caracteŕısticas: Para este experimento se ejecutó 100 veces el algoritmo p-
medias (usando selección de centros totalmente aleatoria, es decir GRASP con β =
1), se fijó el número de segmentos de p ∈ {10, 20, 30, 40, 50} para cuatro instancias de
tamaño n ∈ {1000, 3000, 5000, 7000}. La ponderación para cada uno de los atributos
se fijó en α1 = α2 = α3 = α4 = 0.25. Se evalúan los cuatro tipos de dispersión.
Discusión: En las Figuras 5.9 a la 5.5 se muestran las mejoras en la función obje-
tivo encontradas durante las 100 ejecuciones del algoritimo. Cada punto representa
la mejor solución obtenida en cada ejecución (solo se muestran las que fueron mejor
que la reportada anteriormente). Como puede observarse, la mayor cantidad de me-
joras obtenidas por el algoritmo (que ocurre con más frecuencia) se encuentra dentro
de las 50 primeras repeticiones, solo en algunos casos y con menor frecuencia supe-
ran este número. Estas mismas observaciones se encontraron en los experimentos
realizados para los valores extremos de los parámetros de ponderación de la función
objetivo (α1, α2, α3, α4) mostrados en las Figuras A.1 a la A.4 del Apéndice A.
Conclusiones: Como conclusión se decide repetir el algoritmo p-medias a lo su-
mo 50 veces dado que en esta fase de construcción de particiones lo único que se






























































Figura 5.2: Evaluación de convergencia del algoritmo p-medias usando fdisp1(X) (p-
centro) como medida de dispersión.




























































Figura 5.3: Evaluación de convergencia del algoritmo p-medias usando fdisp1(X) (p-
centro) como medida de dispersión.




























































Figura 5.4: Evaluación de convergencia del algoritmo p-medias usando fdisp2(X) (p-
mediana) como medida de dispersión.




























































Figura 5.5: Evaluación de convergencia del algoritmo p-medias usando fdisp2(X) (p-
mediana) como medida de dispersión.






























































Figura 5.6: Evaluación de convergencia del algoritmo p-medias usando fdisp3(X)
(diámetro de la partición) como medida de dispersión.


























































Figura 5.7: Evaluación de convergencia del algoritmo p-medias usando fdisp3(X)
(diámetro de la partición) como medida de dispersión.





























































Figura 5.8: Evaluación de convergencia del algoritmo p-medias usando fdisp4(X)
(suma de las distancias intragrupales) como medida de dispersión.





























































Figura 5.9: Evaluación de convergencia del algoritmo p-medias usando fdisp4(X)
(suma de las distancias intragrupales) como medida de dispersión.
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requiere es obtener una partición de manera rápida cuya calidad no sea tan mala
para posteriormente partir de ella y tratar de mejorar la calidad de la partición me-
diante el uso de un método de búsqueda local. Con este número de repeticiones se
puede obtener una mejor solución que si lo ejecutaramos cinco o diez veces.
5.2.2 Elección del Número de Segmentos (p)
Objetivo: Obtener el mejor número de segmentos p para un determinado conjun-
to de clientes utilizando para ello el ı́ndice de validación de Davies-Bouldin (veáse
Sección 2.1.7).
Caracteŕısticas: Para este experimento se aplicaron 50 repeticiones del algor-
timo p-medias (número de repeticiones seleccionado en el experimento anterior), se
fijó el parámetro β = 1 (selección de centros totalmente aleatoria), número de clientes
n = {1000, 30000, 5000, 7000} y α1 = α2 = α3 = α4 = 0.25. El número de segmen-
tos evaluados fue de p ∈ {2, 3, . . . , 50} para instancias de n ∈ {1000, 3000, 5000} y
p ∈ {8, . . . , 50} para n = 7000 ya que para la instancia real de n = 17332 el número
de segmentos usados por la empresa se encuentra entre 60 y 80 segmentos general-
mente, lo que corresponde entre 216 y 288 clientes por segmento (si fueran asignados
de manera que existiera la misma cantidad de ellos por segmento).
Para instancias de 1000, 3000 y 5000 se han evaluado 49 diferentes valores de
p puesto que el tiempo empleado es menor que para la instancia de 7000 clientes,
además que el rango del número de segmentos (tomando como referencia el usado en
la instancia real) sigue estando dentro del rango [2-50]. Para la instancia de tamaño
7000, el número de segmentos se encuentra en el intervalo [8-50] entre los cuales se
encuentra el rango que podŕıa suponerse en la realidad.
Discusión: Una vez aplicado el ı́ndice de Davies-Bouldin se obtuvieron las gráficas
correspondientes a los diferentes tamaños de instancias y tipos de dispersión emplea-
dos. Como se puede observar, el número de segmentos no excede de p = 13; esto
Caṕıtulo 5. Resultados Computacionales 87
puede ser debido a que los clientes tienen caracteŕısticas muy similares utilizando la
combinación de parámetros de ponderación α1 = α2 = α3 = α4 = 0.25 en la función
objetivo. Sin embargo tambien puede ser causa de la selección de centros iniciales pa-
ra los cuales no se encontró alguna partición con un mejor ı́ndice de Davies-Bouldin.
Las Figuras 5.13 a 5.11 muestran el comportamiento del ı́ndice de Davies-Bouldin
encontrado para los valores de p establecidos. Mientras que la Tabla 5.1 muestra los
tres mejores valores encontrados por el ı́ndice. Los números remarcados representan
el mejor valor encontrado de los tres.
Conclusión: Se seleccionaron los tres mejores valores de p para los cuales el ı́ndice
de Davies-Bouldin fue mejor (para cada tamaño de instancia y para cada tipo de
dispersión). La Tabla 5.1 muestra los mejores tres valores de p encontrados por el
ı́ndice de validación para cada tipo de instancia. El tipo de dispersión 1 corresponde
a la suma de distancias intra-grupo, el tipo 2 al diámetro, el tipo 3 al de p-centro y
el tipo 4 al de p-mediana






























































































(d) n = 7000
Figura 5.10: Evaluación del número de segmentos mediante el ı́ndice de Davies-
Bouldin usando fdisp1(X) (p-centro).





























































































(d) n = 7000
Figura 5.11: Evalución del número de segmentos mediante el ı́ndice de Davies-
Bouldin usando fdisp2(X) (p-mediana).































































































(d) n = 7000
Figura 5.12: Evalución del número de segmentos mediante el ı́ndice de Davies-
Bouldin usando fdisp3(X) (diámetro de la partición).






























































































(d) n = 7000
Figura 5.13: Evalución del número de segmentos mediante el ı́ndice de Davies-
Bouldin usando fdisp4(X) (suma de las distancias intragrupales).
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Dispersión n Real (p) Davies-Bouldin (p)
1 1000 3-5 2, 7, 13
2 1000 3-5 6, 7, 12
3 1000 3-5 2, 5, 6
4 1000 3-5 5, 6, 7
1 3000 10-15 5, 6, 9
2 3000 10-15 5, 6, 7
3 3000 10-15 5, 6, 7
4 3000 10-15 5, 7, 10
1 5000 16-25 2, 6, 7
2 5000 16-25 2, 8, 10
3 5000 16-25 2, 5, 9
4 5000 16-25 2, 5, 7
1 7000 23-35 8, 9, 12
2 7000 23-35 9, 11, 12
3 7000 23-35 8, 10, 13
4 7000 23-35 8, 9, 10
Tabla 5.1: Número de segmentos encontrados por el ı́ndice de Davies-Bouldin para
distintos tamaños de instancias y tipos de dispersión.
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5.2.3 Parámetro de Calidad (β)
Objetivo: Determinar el valor del parámetro de calidad del GRASP para el cual
la elección de centros iniciales proporciona mejores soluciones durante el algoritmo
p-medias para las cuatro instancias en general.
Caracteŕısticas: Para el siguiente experimento se ha fijado el número de seg-
mentos cuyos valores se muestran en la Tabla 5.1 identificados para las cuatro instan-
cias de tamaño n ∈ {1000, 3000, 5000, 7000}. Los valores del parámetro de calidad a
evaluar son β ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}. El algoritmo es repetido 50 veces para cada
valor de β y n.
Discusión: Las Tablas 5.5 a 5.4 muestran el valor objetivo encontrado para dife-
rentes valores de β aplicando las diferentes medidas de dispersión a una instancia
de cada tamaño considerando los tres mejores valores de p encontrados con el ı́ndice
de Davies-Bouldin. Entre los mejores valores de β encontrados de manera general
fueron β ∈ {0.4, 0.6} para la mayoria y β ∈ {0.8, 1} para algunos casos. Los valores
de β ∈ {0, 0.2} reportaron los peores resultados.
Conclusión: Se decide seleccionar β = 0.6 dado que fue el valor para el cual se
aproximaban las mejores evaluaciones de la función objetivo con mayor frecuencia. El
valor de β = 0.4 pudo tambien ser seleccionado, sin embargo dado que las instancias
contienen puntos extremos (clientes) lejanos a la mayoŕıa de los clientes esto puede
disminuir la cantidad de centros iniciales potenciales.
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n p β = 0 β = 0.2 β = 0.4 β = 0.6 β = 0.8 β = 1
1000 2 0.2967 0.2967 0.2629 0.2629 0.26534 0.2701
1000 5 0.1845 0.1636 0.1595 0.1574 0.1523 0.1555
1000 6 0.1574 0.1446 0.1394 0.1472 0.1434 0.1452
3000 5 0.1773 0.1579 0.1603 0.1636 0.1590 0.1568
3000 6 0.1778 0.1463 0.1490 0.1494 0.1484 0.1490
3000 7 0.1578 0.1449 0.1413 0.1398 0.1366 0.1411
5000 2 0.3859 0.2739 0.2705 0.2701 0.2724 0.2718
5000 5 0.2307 0.1673 0.1647 0.1639 0.1599 0.1657
5000 9 0.2050 0.1303 0.1261 0.1327 0.1267 0.1258
7000 8 0.1563 0.1320 0.1325 0.1377 0.1333 0.1310
7000 10 0.1458 0.1265 0.1254 0.1268 0.1266 0.1255
7000 13 0.1303 0.1181 0.1167 0.1192 0.1192 0.1157
Tabla 5.2: Valor objetivo obtenido al variar el parámetro de calidad β usando como
dispersión fdisp1(X) (p-centro).
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n p β = 0 β = 0.2 β = 0.4 β = 0.6 β = 0.8 β = 1
1000 5 0.1115 0.0874 0.0854 0.0870 0.0845 0.0821
1000 6 0.0872 0.0751 0.0721 0.0732 0.0728 0.0724
1000 7 0.0879 0.0639 0.0650 0.0682 0.0638 0.0625
3000 5 0.0935 0.0781 0.0823 0.0799 0.0833 0.0862
3000 7 0.0726 0.0599 0.0611 0.0611 0.0601 0.0639
3000 10 0.0577 0.0443 0.0485 0.0459 0.0468 0.0453
5000 2 0.3052 0.2421 0.1871 0.1868 0.1872 0.1884
5000 5 0.1717 0.0856 0.0838 0.0804 0.0820 0.0805
5000 7 0.1258 0.0587 0.0601 0.0585 0.0608 0.0611
7000 8 0.0697 0.0535 0.0523 0.0548 0.0500 0.0515
7000 9 0.0639 0.0459 0.0488 0.0452 0.0454 0.0501
7000 10 0.0599 0.0442 0.0446 0.0438 0.0455 0.0464
Tabla 5.3: Valor objetivo obtenido al variar el parámetro de calidad β usando como
dispersión fdisp2(X) (p-mediana).
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n p β = 0 β = 0.2 β = 0.4 β = 0.6 β = 0.8 β = 1
1000 6 0.2401 0.2271 0.2112 0.2019 0.2053 0.2244
1000 7 0.2420 0.2140 0.1995 0.2059 0.2081 0.2069
1000 12 0.2030 0.1928 0.1779 0.1709 0.1803 0.1688
3000 5 0.2701 0.2561 0.2555 0.2536 0.2551 0.2491
3000 6 0.2620 0.2283 0.2373 0.2330 0.2344 0.2365
3000 7 0.2414 0.2255 0.2239 0.2280 0.2219 0.2199
5000 2 0.4794 0.3821 0.3806 0.3806 0.3812 0.3807
5000 6 0.2861 0.2198 0.2191 0.2218 0.2176 0.2221
5000 7 0.2559 0.2064 0.2109 0.2045 0.2073 0.2071
7000 9 0.2388 0.2159 0.2160 0.2112 0.2128 0.2166
7000 11 0.2344 0.2105 0.2043 0.2046 0.2077 0.2031
7000 12 0.2289 0.2052 0.1972 0.2037 0.2050 0.2026
Tabla 5.4: Valor objetivo obtenido al variar el parámetro de calidad β usando como
fdisp3(X) (diámetro de la partición).
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n p β = 0 β = 0.2 β = 0.4 β = 0.6 β = 0.8 β = 1
1000 2 0.2183 0.1930 0.1877 0.18848 0.1885 0.1870
1000 7 0.0721 0.0461 0.0433 0.0448 0.04632 0.0466
1000 13 0.0252 0.0218 0.0206 0.0207 0.0220 0.0201
3000 5 0.0794 0.06634 0.06561 0.06070 0.06652 0.06411
3000 6 0.0804 0.0493 0.0488 0.04930 0.0546 0.0535
3000 9 0.0418 0.0336 0.0305 0.0286 0.0304 0.0346
5000 2 0.3029 0.1820 0.1804 0.1811 0.1836 0.18797
5000 6 0.1558 0.0533 0.0499 0.0520 0.0494 0.04977
5000 7 0.1162 0.0433 0.0387 0.0399 0.0401 0.0433
7000 8 0.0565 0.0359 0.0363 0.0365 0.0321 0.0370
7000 9 0.0499 0.0285 0.0298 0.0321 0.0315 0.0291
7000 12 0.0403 0.0229 0.0234 0.0221 0.0229 0.0223
Tabla 5.5: Valor objetivo obtenido al variar el parámetro de calidad β, usando como
dispersión fdisp4(X) (suma de las distancias intragrupales).
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5.3 Experimento B: Contrucción y Mejora de
Particiones
Objetivo: Construir particiones utilizando los parámetros establecidos en los ex-
perimentos anteriores y tratar de mejorarlas mediante el método de búsqueda local
propuesto (VNS) para determinar las ventajas y desventajas de su uso.
Caracteŕısticas: Para este experimento se aplicó, a una instancia de cada ta-
maño (1000, 3000, 5000, 7000), el algoritmo de GRASP propuesto utilizando los
parámetros β = 0.6 y el tres mejores valores de p (veáse la Tabla 5.5) encontrados
mediante el ı́ndice de Davies-Bouldin. La mejor solución obtenida es introducida a
un método de búsqueda local basado en entornos variables con la finalidad de mejo-
rar la solución encontrada en la construcción. La ponderación de la función objetivo
es de α1=α2=α3=α4 = 0.25.
Discusión: La Tabla 5.6 muestra los resultados obtenidos al aplicar el método
propuesto. Las columnas de dicha tabla muestran el valor objetivo encontrado para
la fase de construcción y la de mejora, el porcentaje relativo de mejora obtenido
una vez aplicada la VNS aśı como los tiempos de cómputo (medidos en segundos)
tanto para cada fase como total. Como puede observarse en dicha tabla, la fase de
VNS encontró mejoras de hasta el 41% como lo fue en el caso de la instancia de
n = 1000 y p = 13 o n = 7000 y p = 12. El tiempo de cómputo empleado no excede
de los 500 segundos para los casos estudiados, sin embargo, este tiempo puede variar
dependiendo los movimientos realizados durante la VNS. El tiempo de cómputo
requerido de GRASP depende tambien de la convergencia hacia el óptimo local.
Conclusión: Para los casos estudiados, el método de búsqueda local propuesto
mejoró notablemente la solución obtenida por la fase contructiva en un tiempo de
cómputo razonable.
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n p f(GRASP). f(VNS) Mejora(%) tGRASP tV NS tTotal
1000 2 0.18874 0.18473 2.167 3.4 2.13 5.53
1000 7 0.04602 0.03521 30.69 3.62 3.53 7.15
1000 13 0.02091 0.01483 41.04 3.67 4.98 8.65
3000 5 0.06407 0.05427 18.06 36.81 33.07 69.88
3000 6 0.05227 0.04139 26.30 35.71 66.86 102.57
3000 9 0.03098 0.02453 26.29 38.87 47.82 86.69
5000 2 0.17968 0.17876 0.51 104.15 10.45 114.6
5000 6 0.05200 0.04163 24.92 111.56 116.33 227.89
5000 7 0.04462 0.03313 34.68 111.73 81.19 192.92
7000 8 0.03178 0.02705 17.47 223.88 136.76 360.64
7000 9 0.03193 0.02284 39.80 222.54 157.05 379.59
7000 12 0.02151 0.01535 40.08 221.21 198.35 419.56
Tabla 5.6: Resultados obtenidos al aplicar el método propuesto usando la función de
dispersión fdisp4(X).
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5.3.1 Sensibilidad de la Solución: Variación de los
Parámetros de Ponderación (αr)
Objetivo: Visualizar las particiones finales para diferentes valores de pondera-
ción (α1,α2,α3,α4) en la función objetivo y mostrar como vaŕıa la solución usando
diferentes valores de estos parámetros.
Caracteŕısticas: Para este experimento se han fijado el número de segmentos
a p = 5 y el tamaño de instancia a n = 1000, esto con el fin de poder visualizar
mejor la variación de las particiones al cambiar los parámetros de ponderación. El
parámetro de calidad usado es de β = 0.6. Se emplea el método completo usando la
función de dispersión de la suma de distancias intra-grupo (3.7). Los valores a variar
corresponden al parámetro de ponderación de la función objetivo (estos se muestran
en la Tabla 5.7).
Caso α1 α2 α3 α4
A 0.10 0.40 0.10 0.40
B 0.70 0.10 0.10 0.10
C 0.25 0.25 0.25 0.25
D 1 0 0 0
E 0 1 0 0
F 0 0 1 0
G 0 0 0 1
Tabla 5.7: Valores a variar de los parámetros de ponderación de la función objetivo.
Discusión: Las Figuras 5.14 a 5.19 muestran las particiones finales para cada
caso. Los primeros tres casos corresponden a una evaluación similiar a la que hace
la empresa. Primero se observa la partición final dando más peso a los atributos
comerciales volumen de compra y tipo de establecimiento (Caso A) los cuales son
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considerados primeramente como los de mayor importancia para la empresa (siempre
y cuando la dispersión no sea muy afectada).
Como se puede observar en la Figura 5.14 los segmentos de la partición resul-
tante, percibida desde la ubiciación geográfica, se empalman unos con otros. Además
presenta gran dispersión entre los clientes de cada segmento formado. Entonces en
estos casos la empresa le va dando más peso a la dispersión para evitar tener seg-
mentos donde la dispersión se ve muy afectada. Por ejemplo si se asignan los pesos
del Caso B, la dispersión mejora mucho pero eso deteriora la asignación con respec-
to a los demás atributos puesto que tienen importancia más baja al momento de
segmentar (Figura 5.15). Las Figuras 5.16 a 5.19 muestran la partición final cuando
se asignan pesos iguales y los casos donde cada atributo tienen el máximo peso de
importancia, respectivamente.
Conclusión: En las particiones obtenidas se pudo observar que no se pueden
apreciar grupos bien definidos de clientes cuando los cuatro atributos son considera-
dos igual de importantes. Aunque en la práctica lo ideal para la empresa es obtener
segmentos de clientes cuyo tipo de establecimiento y volumen de compra sean lo
más similares posible, esto no siempre ocurre puesto que en la realidad la ubicación
de los clientes es un factor que afecta a los segmentos con estas caracteŕısticas sin
dejar de mencionar que existe el atributo de tipo de contrato el cual tambien influye.
Cabe recalcar que no se pretende evaluar los valores de αr para los cuales la solución
es la mejor ya que el valor de este parámetro lo determina la empresa según sus
necesidades.




































Figura 5.15: Segmentación final al aplicar el Caso B




































Figura 5.17: Segmentación final al aplicar el Caso D.




































Figura 5.19: Segmentación final al aplicar el Caso F.


















Figura 5.20: Segmentación final al aplicar el Caso G.
5.4 Experimento C: Metodoloǵıa Aplicada a
Instancia Preprocesada
5.4.1 Reducción del Número de SKUs
Objetivo: Reducir el número de productos mediante la agrupación de éstos uti-
lizando un algoritmo de agrupamiento jerárquico. La razón del agrupamiento de
productos es debido a que se desea reducir el tiempo ó costo computacional para
instancias de gran tamaño. Además de aprovechar la estructura que tienen los datos
para para hacer mejor uso de los recursos computacionales. Cabe recalcar que el
agrupamiento de los productos identificados no afecta el comportamiento del cliente
en cuanto el volumen de compra ya que dicho volumen estará representado por la
suma de los volúmenes de todos los productos que el cliente compra para cada grupo
resultante.
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Caracteŕısticas: La cantidad de productos identificados en la muestra real es
de 210 de productos. Se utilizan tres métodos de agrupamiento jerárquico : vecino
más próximo, vecino más lejando y enlace promedio en conjunto con la distancia
de Pearson como métrica para agrupar los productos según su coeficiente de corre-
lación. De los tres métodos utilizados para agrupar el conjunto de SKUs, uno es
seleccionado para obtener por medio de su dendrograma los grupos que han de for-
marse. Para ello es utilizado un parámetro de tolerancia τ , el cual indica el mı́nimo
coeficiente de correlación que debe existir en cada grupo representado por cada rama
del dendrograma formado, el párametro de tolerancia seleccionado proporciona un
número fijo de grupos de SKUs a formar. Los niveles de tolerancia analizados fueron
para τ ∈ {0.95, 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60} de los cuales se seleccionó aquel
que fue más conveniente para la reducción.
Discusión: El resultado principal obtenido de este experimento es la reducción
del número de SKUs identificados en la instancia real proporcionada el cual inicial-
mente fue de 201 y fue reducido a solamente 32 grupos donde para cada uno de
ellos el coeficiente de correlación mı́nimo permitido (τ) es de 0.90. Para la obten-
ción de dicho resultado, primeramente se observó en forma detallada los diferentes
SKUs identificados, de dicha observación se pudieron identificar SKUs cuyos valores
de atributos eran idénticos. La razón de que existan productos con caracteŕısticas
completamente iguales se debe a que éstos verdaderamente pertenecen a productos
diferentes no es posible distinguir la diferencia entre ellos puesto que es necesario
inclúır más atributos que puedan mostrar dicha diferencia. Como se consideran so-
lamente tres atributos por producto en este caso, dichos SKUs son pre-agrupados
de manera que dos o más productos con valores idénticos formen uno solo con di-
chas caracteŕısticas. Una vez aplicada esta primera reducción el número de SKUs
que se obtuvo fue de 114 productos. La Tabla 5.8 muestra un ejemplo de como se
realizó dicho pre-agrupamiento. Se realizó una prueba de hipótesis para mostrar
Un vez reducido el número de productos por medio del agrupamiento de áque-
llos con caracteŕısticas idénticas, se procede a la aplicación de métodos jerárquicos
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SKU Retornabilidad Presentación Marca
1 Retornable 1 Lto. Sabor
2 Retornable 355 ml. Colas
3 Retornable 355 ml. Colas
4 Retornable 500 ml. Jugo
5 Retornable 600 ml. Agua
6 Retornable 2 Ltos. Colas
7 No Retornable 2 Ltos. Colas
8 No Retornable 1 Lto. Sabor
9 No Retornable 600 ml. Sabor
10 No Retornable 600 ml. Sabor
Tabla 5.8: Reducción del número de SKUs mediante la pre-agrupación de productos
con caracteŕısticas idénticas.
como el vecino más proximo, vecino más lejano y enlace promedio para agrupar el
resto de los productos utilizando la distancia de Pearson (1 − D) para medir la si-
militud entre un par de productos mediante su coeficiente de correlación (D). Para
cada uno de ellos se obtuvo su correspondiente dendrograma los cuales se muestran
en las Figuras 5.21, 5.22 y 5.23, respectivamente.
Para cada uno de los dendrogramas se obtuvo el coeficiente de correlación
Pearson mı́nimo que se encontraba para cada grupo formado (identificado por cada
rama del árbol de jerarqúıas). Una vez recorrido todo el dendrograma, se analizó el
número de grupos formados según un nivel de tolerencia τ permitido. Dicho nivel
especifica el mı́nimo coeficiente de correlación permitido en cada grupo de SKUs
formado para ser seleccionado como tal.
Se evaluaron diferentes valores de τ para los tres métodos de agrupamiento
jerárquico y los resultados obtenidos se muestran en la Tabla 5.9. Observando la
información de dicha tabla, los métodos más convenientes para agrupar los SKUs
fueron los métodos vecino más lejano y enlace promedio dado que requieren formar
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Figura 5.21: Dendrograma obtenido por MINITAB al aplicar el vecino más cercano.
Figura 5.22: Dendrograma obtenido por MINITAB al aplicar el vecino más lejano.
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Figura 5.23: Dendrograma obtenido por MINITAB al aplicar el enlace promedio.
una menor cantidad de grupos para un mismo nivel τ . Para ambos métodos se
analizaron las caracteŕısticas de los grupos formados con un τ = 0.90. Este nivel
de tolerancia fue seleccionado ya que con éste se puede reducir una mayor cantidad
de grupos sin afectar mucho la similitud intragrupal ya que el mı́nimo coeficiente
permitido entre SKUs del mismo grupo es de τ = 0.90.
Método Nivel de Tolerancia τ
Jerárquico 1 0.95 0.90 0.85 0.80 0.75 0.70 0.65 0.60
Más cercano 114 45 38 35 31 29 29 27 27
Más lejano 114 39 32 29 26 24 22 22 17
Promedio 114 40 32 29 26 23 21 21 19
Tabla 5.9: Grupos de SKUs obtenidos utilizando diferentes niveles de tolerencia τ
Para ambas agrupaciones encontradas utilizando un τ = 0.90, las caracteŕısti-
cas de los SKUs que las conformaban fueron muy similares. Ambos agrupamientos
presentaban muy pocas diferencias en cuanto a la asignación de los productos a ca-
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da grupo. Decidir cual método agrupó mejor los 114 SKUs para dicho τ no puede
determinarse fácilmente mediante las caracteŕısticas de cada grupo formado puesto
que son muy similares para ambos métodos. Por lo tanto se decidió seleccionar el
método del vecino más lejano ya que presentó levemente un mejor agrupamiento que
el método de enlace promedio y además para diferentes valores de τ el número de
grupos formados es menor en la mayoŕıa de los casos.
Conclusión: Como resultado se obtuvieron 32 grupos de SKUs de 201 identifi-
cados inicialmente. Esta reducción permite que una matriz de datos de entrada en
la metodoloǵıa propuesta que inicialmente era de 465884 filas (registros de clien-
tes) y 205 columnas (números de SKUs, tipo de contrato, tipo de establecimiento y
coordenadas geográficas) sea ahora de tamaño 173669 filas y 36 columnas. En dicha
matriz el volumen de compra por cliente ya no es representado por el volumen de
compra para cada SKU sino por la suma de los volúmenes de compra realizados por
el cliente sobre los productos que conforman dicho grupo dividido entre el volumen
de compra total del cliente sobre todos los productos.
5.4.2 Creación de Metaclientes
Objetivo: Reducir el número de clientes a agrupar por medio de la creación de
metaclientes (grupos de clientes con caracteŕısticas similares) para resolver instancias
de gran tamaño en menor tiempo y con el menor uso de los recursos computacionales
posible.
Caracteŕısticas: Para la reducción se hace uso de la matriz de datos obtenida
después de la reducción del número de SKUs. De dicha matriz se obtuvieron los
grupos de clientes cuyo tipo de contrato y establecimiento fueran iguales. Se obtuvo
la matriz de coeficientes de correlación de Pearson para cada uno de los grupos
y se crearon metaclientes conformados por aquellos clientes del mismo grupo cuyo
coeficiente de correlación fuera de γ ∈ {0.95, 0.90, 0.85, 0.80, 0.75} entre todos ellos
y poder deducir la reducción a ese nivel.
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Discusión: La Figura 5.24 muestra, desde una perspectiva geográfica, el cambio
sufrido en el conjunto de clientes real una vez creados los metaclientes. Podemos ob-
servar como es que la instancia real (Figura 5.24a) va cambiando y disminuyendo su
tamaño (valor entre paréntesis) una vez que se crean los metaclientes para diferentes
valores de tolerancia γ (Figuras 5.24b a 5.24f). El conjunto de clientes se torna cada
vez más disperso cuando γ se decrementa.
Conclusión: Se selecciona el conjunto de clientes obtenido con γ = 0.95. La razón
es que se pudo reducir la instancia real de 17332 a 7203 clientes con tan solo dar
5% de flexibilidad a la hora de crear metaclientes. Es decir, el conjunto de clientes
resultante no es muy afectado y es más acorde a la instancia real. La reducción
obtenida representa más del 58%. Se realizó una prueba de hipótesis para probar la
significancia del coeficiente de correlación seleccionado (véase Apéndice B).
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(f) Instancia preprocesada - correlación 75%
(2256 clientes)
Figura 5.24: Instancia real antes y después de la creación de metaclientes.
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5.4.3 Aplicación del Método Propuesto
Objetivo: Evaluar el beneficio de la aplicación del método propuesto.
Caracteŕısticas: Los parámetros a utilizar en este experimento son p = 9 (ob-
tenido mediante el ı́ndice de Davies-Bouldin), β = 0.6, se consideraron varios casos
en el peso para los atributos: (a) α1 = α2 = α3 = α4 = 0.25, (b) α1 = 1, (c) α2 =1;
(d) α3 = 1 y (e) α4 =1. Se aplica el método utilizando la función de dispersión de
suma de distancias intra-grupo (3.7).
Discusión: La Tabla 5.10 muestra los resultados obtenidos al aplicar el método
tanto a la instancia preprocesada como a la real. En la tercera columna de la tabla
se muestra el valor de la función objetivo obtenido en la fase de contrucción de la
partición (p-medias/GRASP). En la cuarta se muestra el valor objetivo una vez que
fue aplicada la fase de mejora (VNS). La siguiente columna muestra el porcentaje
de mejora una vez que se aplicó la VNS aśı como los correspondientes tiempos de
cómputo (medido en segundos) tanto para cada fase como para el método completo.
Como puede observarse el tiempo de cómputo (en todos los casos) empleado para
resolver la instancia preprocesada es mucho menor a resolver la instancia real bajo las
mismas condiciones. Por ejemplo resolver la instancia real para el caso (e) requiere
de 1523.2 segundos (25 minutos) mientras que para la instancia preprocesada solo
requiere de 169.17 segundos (3 minutos).
Por otro lado, las Figuras 5.25 a 5.26 muestran las particiones obtenidas para
el caso (b). Se analizaron los casos en donde los parámetros de ponderaćıon de los
atributos de contrato y establecimiento tienen su peso máximo (α3 = 1 y α4 =
1). El algoritmo p-medias agrupa la mayor cantidad de clientes en determinados
grupos obteniendo una mala calidad de la solución. Sin embargo, al aplicar la VNS
la solución mejora notablemente e incluso los grupos formados ya no son grupos con
un solo elemento. La Figura 5.27 muestra la partición del conjunto de clientes de la
muestra real usando la asignación obtenida por la VNS en la instancia preprocesada.
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En la figura se pueden distinguir algunos grupos no tan dispersos pero tambien
existen algunos grupos en los que la asignación no resultó buena.
Conclusión: Primeramente se pudo observar que el algoritmo p-medias obtiene
soluciones de muy mala calidad cuando solo se consideran atributos comerciales
como tipo de contrato y establecimiento. Sin embargo, la aplicación de la VNS
mejora mucho dicha solución. En cuanto las ventajas y desventajas del preproceso, se
observó que las principales ventajas del preproceso es la gran reducción del conjunto
real de clientes y por consecuencia el tiempo de cómputo para resolverlo es menor.
El inconveniente es que el agrupamiento que parece ser de buena calidad para la
instancia preprocesada no lo es demasiado para la real.
αr n p f(GRASP) f(VNS) Mejora(%) tGRASP tV NS tTotal
a 7203 9 0.03895 0.03211 21.30 178.92 184.94 363.86
17332 9 0.03247 0.02557 27.00 1377.17 930.20 2307.37
b 7203 9 0.00693 0.00606 14.33 627.88 105.11 732.99
17332 9 0.00955 0.00559 70.85 1485.47 856.9 2342.37
c 7203 9 0.02795 0.02245 24.55 269.43 163.76 433.19
17332 9 0.03084 0.02418 27.53 1660.16 845.12 2505.28
d 7203 9 0.00852 0.00023 3686.10 125.38 65.88 191.26
17332 9 0.01240 0.00185 568.80 1471.23 637.98 2109.21
e 7203 9 0.08564 0.02973 188.05 110.38 58.79 169.17
17332 9 0.07820 0.07820 0 1270.28 252.92 1523.2
Tabla 5.10: Resultados obtenidos al aplicar el método propuesto a la instancia real
y preprocesada.


































(b) Fase de mejora.
Figura 5.25: Particiones finales encontradas, en sus respectivas fases, al aplicar el
método propuesto a la instancia preprocesada. Caso α1 = 1.


































(b) Fase de mejora.
Figura 5.26: Particiones finales encontradas, en sus respectivas fases, al aplicar el
método propuesto a la instancia real. Caso α1 = 1.

















Figura 5.27: Partición obtenida de la muestra real tomando como referencia la asig-




En este trabajo de tesis se trató un caso real de segmentación de clientes de una
empresa distribuidora de productos de la ciudad de Monterrey, N.L., México. Este
problema de segmentación se basó en cuatro atributos principales considerados por
la empresa como importantes a la hora de segmentar un determinado conjunto de
clientes. Dichos atributos son la ubicación geográfica de los clientes, sus volúmenes
de compra y el tipo de contrato y establecimiento de cada uno de ellos.
Dado que éste es un problema que no hab́ıa sido estudiado formalmente previa-
mente por la empresa, se comenzó analizándolo para posteriormente representarlo
con un modelo matemático. Este modelo fue creado como un modelo de tipo com-
binatorio y cuyos datos son de tipo determinista (su valor se conoce con precisión).
Una vez obtenido el modelo se estudió la instancia real obtenida de la empresa para
buscar la manera de aprovechar su estructura y crear un procedimiento de preproce-
samiento para poder reducir la dimensión del tamaño de la instancia con el objetivo
de aprovechar mejor los recursos computacionales con los que se contaba.
Durante el análisis de la literatura se observó que el problema de segmentación,
también llamado de agrupamiento, es un problema de gran interés en una gran
variedad de áreas debido a la gran cantidad de estudios que han sido realizados para
tratar de resolver un problema de esta ı́ndole. Como consecuencia de ello se han
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creado numerosos métodos con la finalidad de resolver un determinado problema
con el objetivo de obtener resultados de buena calidad y cuyo tiempo de cómputo
para su resolución sea lo más eficientemente posible.
Para este trabajo se hizo uso del algoritmo K-medias el cual ha sido ampliamen-
te utilizado en el área de agrupamiento (clustering) por su simple implementación
computacional y rapidez para encontrar una solución al problema. Éste fué adapta-
do al problema tratado en esta tesis de manera que se pudieran obtener soluciones
relacionadas al mismo considerando como la distancia entre un cliente y otro la su-
ma ponderada de las disimilitudes de cada uno de los atributos considerados para
el problema y considerando como centros a elementos del conjunto de clientes los
cuales están representados por aquellos p clientes cuya distancia hacia los demás
clientes de su segmento sea la mı́nima. Dado que el algoritmo K-medias tiene algu-
nas desventajas que influyen en la calidad de la solución final se desarrolló un método
basado en una heuristica constructiva utilizada en problemas de p-dispersión a la
cual se adaptó a la filosof́ıa de la metaheuŕıstica GRASP para poder dar diversidad
de soluciones las cuales se pretenden sean de mejor calidad. Como un forma de po-
der mejorar aún más la solución se desarrolló también un método de búsqueda local
basado en una búsqueda de entornos variables (VNS) compuesto por dos búsquedas
locales simples, la primera de ellas consiste en insertar un cliente de un segmento a
otro y la segunda consiste en intercambiar dos clientes pertenecientes a segmentos
distintos cada uno.
Durante la experimentación se observó que el algoritmo K-medias efectivamen-
te es un algoritmo que requiere poco tiempo para obtener soluciones. Dado que los
centros no se seleccionan de forma determinista, la solución en cada nueva ejecución
del algoritmo es diferente pudiendo ser buena o mala con respecto a otras. Por ello,
se realizó un primer experimento para visualizar la calidad de la solución al repetir el
algoritmo un determinado número de veces y determinar un número de repeticiones
para el cual se puede garantizar soluciones de mejor calidad que si se ejecutara una
sola vez aśı como evitar hacer uso excesivo de los recursos computacionales y del
Caṕıtulo 6. Conclusiones y Consideraciones 120
tiempo de cómputo al repetir el algoritmo un número muy elevado de veces.
Una vez determinado el número de repeticiones necesarias para mejorar la
solución obtenida por el K-medias se evaluó el número de segmentos para el cual la
partición obtenida fué de mejor calidad mediante el uso del ı́ndice de Davies-Bouldin.
Cabe recalcar que este experimento se realizó con el objetivo de determinar que
número de segmentos utilizar y evitar tratar con valores escogidos totalmente al azar
en los experimentos posteriores. En la práctica esto no puede ser totalmente válido
puesto que puede darse el caso en el que la empresa cuente con una determinada
forma de hacerlo (aunque en el caso tratado en esta tesis se conoce hasta el momento
que no cuentan con algo parecido). Aśı que el cálculo de este ı́ndice puede ser una
herramienta útil para los casos en los que determinar un número fijo de segmentos
no pueda ser una decisión subjetiva.
Para aprovechar aún más la eficiencia del algoritmo K-medias se introdujo
una heuŕıstica voraz el cual se adaptó a una filosof́ıa GRASP para la selección de
los centroides iniciales los cuales repercuten en gran medida a la solución final obte-
nida por el algortimo. Los resultados del experimento mostraron que una selección
más sistemática obtiene mejores soluciones con más frecuencia que una selección
completamente aleatoria.
Se desarrolló una búsqueda de entornos variables compuesta por dos heuŕısticas
simples. La primera de ellas consiste en insertar un cliente de un segmento a otro.
La segunda está basada en el intercambio de dos clientes pertenecientes a segmentos
distintos. Esta VNS se aplicó a la solución obtenida por el K-medias mejorando
dicha solución hasta en un 41%.
El método propuesto se aplicó a distintos casos en los cuales la importancia de
los atributos variaba. Esto con el fin de observar el comportamiento de la solución
por dicha variación. Se realizó un experimento similiar a lo que comúnmente se hace
en la empresa para determinar que peso darle a los atributos.
Se realizó un último experimento para ver las ventajas y desventajas de la
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fase de preprocesamiento. Para ello, se preprocesó la instancia real obteniéndose una
reducción de más del 58%, es decir, de 17332 clientes de la muestra real se obtuvo
una reducción a 7203 clientes. El método propuesto se aplicó a ambas instancias
para comprar las soluciones resultantes y el tiempo de cómputo empleado para su
obtención.
6.2 Contribuciones
Dado que es un problema nuevo que enfrenta la empresa, ésta no cuenta con un
método adaptado a su problema en particular. El problema fué analizado y enten-
dendio obteniéndose, como una primer contribución, la formalización del problema
mediante la representación de un modelo matemático que considera los cuatro atribu-
tos contemplados por la empresa al momento de segmentar un determinado conjunto
de sus clientes.
Partiendo de este modelo se desarrolló una metodoloǵıa que resuelve el pro-
blema según las caracteŕısticas requeridas. Dicha metodoloǵıa está compuesta por
algunos métodos conocidos por su fácil desarrollo e implementación computacional
y algunos de de optimización metaheuŕıstica como VNS. La integración de éstos
resulta en un método muy eficaz a el problema en cuestión. Por otro lado, se desa-
rrolló un método de preprocesamiento para poder tratar instancias de gran tamaño
de manera eficiente.
6.3 Trabajo a Futuro
A continuación se muestra una lista sobre algunas recomendaciones sobre el
trabajo desarrollado en esta tesis:
Validez estad́ıstica: Dado que uno de los alcances de este trabajo fué aplicar
la métodoloǵıa a un caso estudio, algo recomendable es hacer un estudio emṕırico
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más profundo considerando más instancias del problema para dar una mayor validez
estad́ıstica a la métodoloǵıa propuesta.
Mejora de la fase de preproceso: Como se pudo observar en el último expe-
rimento del Caṕıtulo 5, esta fase redujo en gran cantidad el tamaño de la instancia
real y los tiempos de cómputo al aplicar el método propuesto fué menor. Sin embargo
al comparar las soluciones, usando una misma asignación, algunos grupos resulta-
ron dispersos. Para la creación de metaclientes se selecciona el primer cliente cuyo
coeficiente de correlación entre él y todos los demás que ya han sido seleccionados
sea al menos γ. Debido a esto puede darse el caso que dicha selección no sea tan
buena una vez que se hayan creado los metaclientes. Una recomendación es hacer
una seleccíıon más detallada de los clientes a ser agrupados.
Mejora del GRASP propuesto: El GRASP que se propone en este trabajo
de tesis se basa solamente en la dispersión geográfica para obtener los centroides
iniciales en su función voraz. Aśı que se puede cambiar dicho criterio usando la
función objetivo ponderada para evaluar la distancia (en este caso disimilitud) entre
los clientes tomando en cuenta los cuatros atributos y no solamente uno. Además con
ello si se fuera a agrupar con respecto a un solo atributo este tambien seŕıa el criterio
para seleccionar los centroides iniciales. Otra mejora seŕıa desarrollar un criterio de
distancia para los atributos numéricos y otra para los categóricos y aplicar uno u
otro, o bien, ambos cuando sea necesario.
Comparación con otros métodos: Ya que la metodoloǵıa no ha sido compa-
rada con otros métodos seŕıa bueno considerar la adapatación de otras heuŕısticas
y comparar las soluciones obtenidas por ambos métodos para determinar las venta-
jas y desventajas que resulten de dicha comparación. Incluso la misma metodoloǵıa
desarrollada para esta tesis puede ser tratada usando otros algortimos como, por
ejemplo, aquéllos que se basan en la contrucción de un árbol de mı́nima expansión
para construir particiones iniciales en lugar del K-medias.
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Mejora del método propuesto: Aunque el método cuenta con una fase de
mejora de soluciones, basada en una búsqueda de entornos variables, se pueden
encontrar aún más mejoras introduciendo el método propuesto a un esquema de
Búsqueda Local Iterativa (ILS, por sus siglas en inglés). En este punto se está tra-
bajando actualmente para el cual se ha implementado un algoritmo propuesto por
Ruiz y Stützle [ref] el cual ha obtenido muy buenos resultados para problemas de
secuenciación de tareas en una ĺınea de flujo.
Mejora del método propuesto: En esta tesis, se aborda el problema como un
modelo mono objetivo. Sin embargo, el problema es en realidad multi objetivo con
cuatro criterios a optimizar simultáneamente. Por lo tanto, una extensión natural
del trabajo es la de estudiarlo desde la perspectiva de la optimización multi objetivo,
lo cual implica desde luego una panorámica de solución diferente.
Apéndice A
Experimento A: Casos Extremos
En este apéndice se muestran las figuras obtenidas al aplicar el Experimento A a
los casos en los cuales el valor de los parámetros de ponderación de la función objetivo
es el máximo. Esto con el fin de mostrar la convergencia hacia una determinada
solución después de aplicar 100 repeticiones del algoritmo p-medias.
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(d) n = 7000
Figura A.1: Evaluación de la mejora de la partición (menor disimilitud) al aplicar
100 repeticiones del algoritmo p-medias utilizando la función (3.6) para medir la
dispersión de la partición. Caso α1 = 1.


























































































































(d) n = 7000
Figura A.2: Evaluación de la mejora de la partición (menor disimilitud) al aplicar
100 repeticiones del algoritmo p-medias utilizando la función (3.6) para medir la
dispersión de la partición. Caso α2 = 1.






























































































































(d) n = 7000
Figura A.3: Evaluación de la mejora de la partición (menor disimilitud) al aplicar
100 repeticiones del algoritmo p-medias utilizando la función (3.6) para medir la
dispersión de la partición. Caso α3 = 1.




























































































































(d) n = 7000
Figura A.4: Evaluación de la mejora de la partición (menor disimilitud) al aplicar
100 repeticiones del algoritmo p-medias utilizando la función (3.6) para medir la
dispersión de la partición. Caso α4 = 1.
Apéndice B
Significancia del Coeficiente de
Correlación
Coeficiente de correlación lineal de Pearson
El coeficiente de correlación de Pearson es un ı́ndice que mide el grado de
covariación entre distintas variables relacionadas linealmente. Decimos variables re-
lacionadas linealmente ya que pueden haber variables fuertemente relacionadas, pero
no de forma lineal, en cuyo caso no se procede a aplicarse la correlación de Pearson.
El coeficiente de correlación de Pearson toma valores entre 1 y -1. Un valor de 1
indica relación lineal perfecta positiva; un valor de 1 indica relación lineal perfecta
negativa (en ambos casos los puntos se encuentran dispuestos en una ĺınea recta);
un valor de 0 indica relación lineal nula.
Significancia del coeficiente de correlación
Una vez calculado el valor del coeficiente de correlación interesa determinar
si tal valor muestra que los clientes (variables) están relacionados en realidad o
solo presentan dicha relación como consecuencia del azar. Es decir, si el valor del
coeficiente de correlación obtenido tiene significancia estad́ıstica.
Un coeficiente de correlación se dice que es significativo si se puede afirmar,
con una cierta probabilidad, que es diferente de cero (que no existe independencia).
Para ello planteamos dos hipótesis posibles:
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Hipótesis Nula: Los vectores correspondientes a los clientes son independien-
tes, es decir no existe correlación entre ellos.
Hipótesis Alternativa: Los vectores correspondientes a los clientes no son
independientes, es decir, existe correlación entre ellos.
Donde la hiótesis nula se rechaza con un nivel de confianza del 95% si el
coeficiente de correlación obtenido r cumple el siguiente criterio (para ello se hace
uso del estad́ıstico t el cual se distribuye según el modelo de probabilidad t de Student




donde N es le número de datos de cada cliente (N = 36) y r el valor del
coeficiente de correlación seleccionado para la creación de metaclientes (r = 0.95).






Por lo tanto, se rechaza la hipótesis nula con un nivel de confianza del 95%.
Es decir, se rechaza que no hay correlación entre los clientes a es nivel de confianza.
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