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Abstract
Most of the resources involved in software development are human resources. The software development teams in Japan face 
various problems. One of these problems is miscasting. When the project managers decide about the staffing of team members, 
they must understand the collaboration skills of the members for the smooth execution of the project. However, there is no 
method to measure the collaboration skills of the team members objectively. Thus, there are projects that end in failure because 
of miscasting. 
Therefore, it was attempted to measure the collaboration skills and to construct a knowledge base. The knowledge base 
construction was based on the past interview records. This paper reports the results of a trial in a software development project, in 
which the collaboration skills of members were discriminated by using interview reports. The interviews with members were 
conducted by the project manager from the time of project start-up. The records pertinent to the members who had been active as 
the then current leaders were extracted. These records were used as a knowledge for collaboration skills. This knowledge was 
defined as Collaboration Skills Knowledge (CS Knowledge). The discriminant analysis in machine learning with CS Knowledge 
was performed. As a result of the analysis, discrimination rate of collaboration skills was 81 %.
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1. Introduction
Most of the resources involved in software development are human resources; therefore, effective human 
resource management is critical to this industry. As software development becomes more complicated, the 
development of human resources with advanced knowledge of software technology and advanced information and 
communication technology (ICT) skills is required [1]. In the development of human resources for advanced ICT, 
technical as well as other important skills, such as communication skills, problem finding and solving skills, are 
particularly important [2]. 
One of the problems of human resource management in the field of practice like software development projects, 
is to activate the communication within the organization for detecting complex problems early and gather feedback 
on these problems [3, 4]. In addition, staffing is an important concern in software development [5]. 
In this study, attempts were made to determine reasonable staffing of the project members to activate 
communication. Staffing of the members is the role of project manager (PM). The staffing method is based on the 
experience of each project manager; it is rare that a support system, such as a corporate personnel system is used. 
Therefore, when the skills information of members is insufficient, the process of appropriate staffing might be 
hindered. The project, in some cases, ends in failure due to improper staffing [3, 6, 7]. In software development, 
collaboration skills that enable working together towards one goal, along with the members of different 
organizations and different cultures are important. 
This paper reports the results of a trial in a software development project in which the collaboration skills of 
members are discriminated by using the interview reports. Discriminant analysis was performed using a supervised 
learning in Machine learning [8, 9]. Knowledge was used for machine learning from the records of members who 
actually demonstrated collaboration skills in a specific project. As a result of the analysis, discrimination rate of 
collaboration skills was 81 %. Verification was carried out using the following methods: comparison with 
unsupervised learning, cross-validation, and comparison by sampling change. A valid result was obtained in the 
entire verification. 
Collaboration skills are also important in project-based learning (PBL) in university [10, 11]. This study is not 
limited to software development; the results can also be used in educational fields, such as the teaming of PBL in 
university.
2. Case overview and analysis method
A software development project (Project X) was chosen as the analysis target for this study. Project X is 
developing a chip-embedded software for which high security is required. Over several generations of development 
spanning ten years, the company’s products have encountered no serious problems in the market and have a high 
reputation.
Project X has a mixed team consisting of members of more than one company. Therefore, the PM could not 
obtain the skills information of all the team members. In 2008, there was a replacement of the team members in 
Project X, carried out by the PM. Since the skills information of members was scanty, the PM used to regularly 
conduct interviews of the members for knowledge acquisition of their skills.
The PM conducted interviews for each member. The coordinator, as a third party, was present during the 
interviews. The coordinator made a progression and the records of interviews. The interview was set to 15 minutes 
per person. The question items of the interview were published in advance for the members. The main questions 
were modeled around the following five items: ``development", ``life", ``work environment", ``health", and other.
It was considered that the PM obtained some knowledge from the interviews and utilized it in the project 
management. However, the knowledge that served as a reference for the decision making by the PM was different 
for each individual. Therefore, it is difficult to formalize the knowledge.
Considering from the member who became the core person after a few years, it was found that collaboration skills 
were important in making staffing decisions. It was not very clear regarding what skills constituted collaboration 
skills. The PM used a knowledge at the time of staffing. The purpose of this paper is to identify collaboration skills 
using discriminant analysis by machine learning. The following procedure was performed.
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1. Quantification of the interview records
2. Selection of the training data
3. Creation of training data and verification data
4. Comparison of verification data and the predicted value, using the discriminant obtained from training data
5. Additional validations (Comparison of the resulting supervised/unsupervised learning in discriminant analysis,
Evaluation by leave-one-out cross-validation, Verification using a variety of sampling of analysis data)
1-4 are described in section 3. Section 4 describes 5 along with the discussion. Analysis is performed using the 
MASS package of R.
3. Overview of analysis
This section describes the procedure outlined in the previous section. First, the quantification methods of 
interview records are described. Next, it is described how to select the training data from the interview records. Next, 
it is described how to create training data and validation data. Finally, the comparison results of the verification data 
and the predicted value using the discriminant obtained from training data are reported.
3.1. Quantification of the interview records
The text data of the interview records were divided into sentence units, and they were classified as follows. The 
questions from the PM were defined as ``Q'', and the answers and suggestions for the question (Q) from the members 
were defined as ``A''. More detailed question from the PM to the answer (A) was defined as ``q". The answer for the 
detailed question (q) from the members was defined as ``a". With this operation, the interview record can be 
expressed as four integers per each member. The four integers, refers to the total number of Q, A, q, a, respectively: 
for example, sumQ is the number of Q, sumA is the number of A. This data is defined as Quantified interview data 
(QID). The example of QID is shown in Fig.1.
Fig. 1. Example of Quantified Interview Data (QID).
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3.2. Selection of the training data
The records of the members who actually demonstrated collaboration skills were extracted from the project 
records. Specifically, the records of members who became leaders after 2008 were extracted. It was assumed that 
they had the collaboration skills, and the collaboration skills (CS) flag was marked 1 for these members. The data 
with the CS flag set to 1 constituted the training data. In this paper, the training data is referred to as collaboration 
skills knowledge (CS knowledge). The overview of data is shown in Table 1 and Table 2.
Table 1. Excerpt of QID.
No. Name CS sumQ sumA suma sumq
1 A 0 2 6 8 3
2 B 0 2 5 9 3
3 C 1 1 4 3 0
4 D 0 2 5 10 1
5 E 0 1 3 4 1
6 F 0 2 6 9 3
7 G 1 4 9 0 0
8 H 0 2 5 3 2
9 I 0 2 6 6 4
10 J 0 3 5 5 2
Table 2. Summary of QID.
Classification Number of people
CS 13
General 29
Total 42
3.3. Creation of CS knowledge and verification data
The total of 42 (see Table 2) is divided into two as CS knowledge and verification data for the verification of 
discriminant analysis. CS knowledge is QID.train, while verification data is QID.test. Each datum is sampled by half. 
The 13 data that have the value of the CS flag set to 1 are included at a ratio of 7:6.
3.4. Comparison of verification data and the predicted value, using the discriminant obtained from CS knowledge
First, the discriminant is determined by discriminant analysis using the QID obtained by adding the CS 
knowledge. Next, the prediction is performed using this discriminant. Specifically, QID added with CS knowledge is 
divided into two randomly. The discriminant is determined by one data set (QID.train), and the other data set 
(QID.test) is used for the prediction and verification. Linear discriminant analysis is used. The result of the 
discriminant analysis is shown in Fig. 2.
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Fig. 2. Result of discriminant analysis.
Table 3 shows the results of discriminant analysis using discriminant obtained in Fig. 2.
Table 3. Results of linear discriminant analysis.
Predicted Group
Total
general CS
Actual Survey Number
general 12 2 14
CS 2 5 7
Discrimination rate of CS was 81 %. Fig. 3 and Fig. 4 show the distribution of this discrimination result.
Fig. 3. Distribution of linear discriminant analysis results (1).
Fig. 4. Distribution of linear discriminant analysis results (2).
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As a verification of linear discriminant, QID.test is applied to the discriminant that was obtained by QID.train. 
The result of the verification is shown in Table 4.
Table 4. Discriminant analysis result of the verification.
Predicted Group
Total
general CS
Actual Survey Number
general 13 2 15
CS 1 5 6
Discrimination rate of CS of the verification is 86 %. Significant difference was not observed as compared with 
81 % of the original discrimination rate. Therefore, it can be said that the analysis is satisfied. The distribution of the 
discriminant analysis result in verification is shown in Fig. 5.
Fig. 5. Distribution of discriminant analysis results in the verification.
4. Additional validation and discussion
An additional verification is carried out in the form of the following three analyses.
(a) Comparison of the result with and without CS knowledge in discriminant analysis
(b) Evaluation by leave-one-out cross-validation
(c) Verification using a variety of sampling of analysis data
This section discusses the reports of each of the verification results.
4.1. Comparison of the result with and without CS knowledge in discriminant analysis
In this section, comparison of the result with CS knowledge (supervised learning) and without CS knowledge 
(unsupervised learning) in discriminant analysis has been described. Cluster analysis of data without CS knowledge 
as unsupervised learning is performed to confirm the learning effect of adding CS knowledge. Analysis results are 
compared.
The distances used for cluster analysis are calculated using a squared Euclidean distance. The dendrogram of the 
cluster analysis is shown in Fig. 6.
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Fig. 6. Dendrogram of the cluster analysis.
In creating a cross table, based on this result, the target hierarchies were determined to be two hierarchies. The 
cluster analysis results without the CS Knowledge are shown in Table 5.
Table 5. Cluster analysis results without the CS Knowledge.
Predicted Group
Total
general CS
Actual Survey Number
general 26 3 29
CS 11 2 13
Discrimination rate of the entire data without CS knowledge in cluster analysis was 67 %. However, 
discrimination rate of CS was only 15 %.
Compared to the discrimination rate of 81 % of CS in data with CS knowledge, discrimination rate of 15 % in 
data without CS knowledge is a much lower value. Therefore, this result demonstrates that there is a learning effect 
due to the addition of CS knowledge.
4.2. Evaluation by leave-one-out cross-validation
Leave-one-out cross-validation is performed for verification and the result is evaluated. The discriminant analysis 
is performed one by one by interchanged of personal data from all of the data (QID.all).
Analysis was performed using R. Package used was MASS package lda (). In this package, ``CV = TRUE" was 
set to run. It is possible to obtain the results of the leave-one-out cross-validation by this option. The results of the 
leave-one-out cross-validation are shown in Table 6.
Table 6. Results of the leave-one-out cross-validation.
Predicted Group
Total
general CS
Actual Survey Number
general 24 5 29
CS 3 10 13
Discrimination rate of the entire verification in the leave-one-out cross-validation was 81 %, and the erroneous 
recognition rate was 0.19 %.
Discriminant rate of leave-one-out cross-validation, of QID.train, and of QID.test are almost the same. Therefore, 
this result demonstrates that discriminant rate is stable.
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4.3. Verification using a variety of sampling of analysis data
Depending on the sampling status of the data, there can be a possibility of good discrimination rate. There are 
variations due to sampling of QID.train and QID.test. Samplings are carried out multiple times to evaluate the 
difference of discriminant rates.
Samplings were carried out six times, and discriminant analysis was performed for each. The results are shown in 
Table 7.
Table 7. Results of the verification using a variety of sampling of analysis data.
Discrimination-rate
Sampling No.
Average
# 1 # 2 # 3 # 4 # 5 # 6
Analysis
Verification
0.86 0.95 0.81 0.95 0.95 0.91 0.91
0.81 0.667 0.857 0.762 0.762 0.81 0.778
Therefore, this result demonstrates that the sampling data used as the analysis target, is not projecting data. The 
sampling data used as the analysis target is an average sampling data.
5. Conclusion
This study aims to enable proper placement of the project members to activate the communication. It was 
attempted to evaluate discriminant rate of CS using machine learning. In the chosen project, the resultant 
discriminant rate of machine learning imparted with CS knowledge was 81 %. The resultant discriminant rate of 
unsupervised learning (without CS knowledge) was 15 %. Therefore, these results demonstrate that there is a 
learning effect due to the addition of CS knowledge.
By leveraging the knowledge base that is the result of this study, the PM can analyze CS of the members through 
a 15-min interviews.
Verification of the cause of the erroneous detection in discriminant analysis is a future challenge. In this paper, 
linear discriminant analysis was used. Next, we plan to execute the verification in a non-linear discriminant analysis.
The results of this study are not limited to software development; these can be used in educational fields, such as 
the teaming of PBL in university. We will advance this study to strengthen the knowledge base.
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