Surface fitting and a new direct method for solving block band linear system  by Nyíri, A.
PERGAMON 
An i m  Joumal 
computers & 
mathematics 
with q~k:atloM 
Computers and Mathematics with Applications 38 (1999) 161-173 
www.elsevier .nl/locate/camwa 
Sur face  F i t t ing  and  a New D i rec t  Method  for  
So lv ing  B lock  Band L inear  Sys tem 
A. NYIRI 
Fluid and Heat Engineering Department 
University of Miskolc 
3515 Miskolc, Hungary 
Abstract--Empir ical  values loaded by accidental errors of normal law are given in the grid points 
of a rectangular domain. The most probable true values are determined by minimizing the sum 
of the r th divided differences and the differences between the empirical and the smoothed values 
simultaneously. Choosing appropriate weights the quality of smoothing can be controlled. The 
coefficients of the linear algebraic equation system (L.E.S.) to be solved can be arranged in a block 
band matrix. A new direct method for solving the L.E.S. is presented needing comparatively small 
storing capacity and number of operations. (~ 1999 Elsevier Science Ltd. All rights reserved. 
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1. THE EQUATION OF SMOOTHING 
The aim of this paper is to present a method to fit a smooth surface on to a set of empirical 
values depending on two variables. This is an extension of a previously solved problem of curve 
fitting [1-3]. There will be no assumption concerning the class of the exact function from which 
the experimental values differ. The only hypothesis is that the probability distribution of the 
error follows the normal law. 
Let the ~k,e experimental values be given at the (xk, Ye) points in the (x ,y )  coordinate system 
(k = 1 , . . .n ;  £ = 1 , . . . ,m;  m < n), wherexk < xk+l and Ye < Ye+l. The notations for the 
divided differences of the function u(x,  y) at a point x = xK,  y = YL, and UK,L = u(xg ,  YL) are 
cN-  1-l-M_ .oN- l-bM~ oN+M- 1 ~:N'bM- I_ 
,~NWM. °N- I 'M  "°'K+I'L- °N- I 'M  °'K'L ---- °N'M-1 UK'L+I --ON'M-1 "¢ZK'L (1.1) 
UN'M "t~K'L -~" XK+N -- XK YL+M -- YL 
and 60,oUK,L = UI , : ,L .  
For the sake of short way of writing, the Lagrange polynomials will be denoted by 
p 
Cv,p(X) = H (X - Xv+,) and 
i=0 
the derivatives of which at xa and yfl are 
p 
e~,p (xa) -~ H (:Ea - xv+i)'  
i=o 
i~a-v  
q 
(1.2) 
j=0 
q 
= 1-[ - (1.3) 
j=0 
j#f l -w 
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With these notations the r th divided differences of the function u(x, y) at (xk, y~) can be written 
as follows: 
X • 
?'--8 
= , (1 .4 )  
~=0 #--0 
where s may have any of the values of 0, 1 , . . . ,  r. 
The Taylor expansion of the function u(x, y) up to the degree of r will be: 
Ur(X 'Y )  ~- E ~q-s,  s?~K'L" ~K 'q - I - s (X) '~L 's - I (Y ) '  (1 .5 )  
q=0 s=O 
where ~/)K,_ I (X)  ~--- ¢flL,-I(Y) -- 1 by definition. 
Whittaker worked out a method of curve fitting for experimental values given at equidistant 
points having normal probability density distributions for r = 3 [4]. The analogous formula to 
obtain the most likely correct values for our case is: 
n- r  rn - r  r n rn 
s=ZE Z 2 (~r-s, sua'e) + Z E Pk,t" (Uk,~ -- ¢k,~) 2- (1.6) 
k=l  t= l  s=0 k=l  l=1  
Our aim is to find the set of Uk,~ which minimizes the above sum. This set minimizes the 
measure of roughness and the differences between the experimental nd the smooth values si- 
multaneously. The smoothing parameter Pk,t > 0 is inversely proportional to the square of the 
standard eviation. The sum 
r--i 
= (6r-~,,UK-i,L-j) + PK,L" (UK,L -- <K,L) 2, (1.7) 
i=O j=0  s=0 
where 0 < i < r, 0 ~ j < r, and 0 < i + j < r is the part of S which belongs to a fixed pair 
of indices (K, L). The necessary condition to obtain the minimum is that the derivative of SK,L 
with respect o UK,L disappears, i.e., 
1 C~SK,L 
= E ~V_s,sUti-i,L-j" O--'~LK.L~ir-s,sUK-i,L-j +PK,L" (UK,L -- (K,L) = O, (1.8) 
20UK,L i=O j=O s=O 
r - s  s I ~. t --1 
where ~r_s ,sUg_ i , L -  j -=-- E#=0 Ev=0 Ug- i+#,L - j+v  " [¢~)K-i,r-s,( K- 'z+p)  " ~L- j , s (YL - j+v) ]  • 
The derivative of this is 
{[ ' ]-, 0 ~bK- i , r -s (xK)  "~IL-j s(YL) , if 0 < i < r -- s and  0 < j < s, 
OUK,L ~-s ' sUK- i ' L - J  = ' -- (1.9) 
O, if i > r - - sor  j > s. 
Introducing the notation 
! X t X I t x(g,  L, p,a, #, ~) = ¢g+p-, ,~-s(  g)'Og+p-,,~-~(K+p)'(PL+~-~,~(YL)'~L+<,-~,~(YL+~), (1.10) 
where p = # - i, ~ = v - j and range of these are 
- r  < p < r, - r  < a < r, 0 < IPI+ lal < r, 
0<#_<r ,  0<v<r ,  0<#+v<r ,  
we get for a summand in (1.8) that 
0 ~r r -8  
5r_s,sUl~-i,L-j "~ r_s,sUg-i,L-j = UK+p,L+~ E Z..., X- :(K,L,p,a,#,v).  
I~=0 u=0 
(I.II) 
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The term by which uK+p,L+,, is to be multiplied is denoted by aK+p,L+a and can be writ ten 
as 
aK+p,L+a : ~ E E :)('-I(K'L'P'°"#'u) Jr- ~paPK,L, (I.12) 
s u p, 
where lal < s < r - ]P l  and 
p < #_< r -  s, i f0  <_ p, 
0_<p<r-s - [p l ,  i f0>p,  j" 1, i fp=a=0,  
a < v < s, if 0 <_ a, 6pa ], 0, otherwise. 
0 < v < s -  lal, if 0 > a, 
One row of the linear algebraic equation system for the unknown quantit ies uk,t = UK+p,L+a 
is determined. The possible max imum number of coefficients is r 2 + (r + 1) 2. This is true only for 
those(K ,L )  fo rwh ichr+l_<K<__n- randr+l<L<m-r .  S ince l<k<nand l<g<m 
for the points near to the boundary of the domain, the following must hold: 
l < K +p<n,  l < L+a<m,  
(1.13) 
l<K+p-p<_n,  l<L+~-v<_m,  
furthermore, 
max imum (K  + p - # + r - s) = n, 
max imum (L + a - v + s) = m. 
Finally, the linear algebraic equation system for the unknown values uk,t to be solved is 
~ aK+p,L+a "UK+p,C+a = PK,L "~K,L, 
p a 
(K = 1, . . . ,n;  L = 1, . . . ,m).  
(1.14) 
We il lustrate the coefficients multiplied by (r!) 2 of the L.E.S. for the cases r = 2 and r = 3 
when xk+l - xk = 1, Yt+l - Yt - 1 in an inner point of the domain in the table below. 
a=2 
1 
0 
- I  
-2  
p = --2 --1 0 1 2 
1 
4 -12 4 
-12 28 + 4pK,L --12 
4 --12 4 
1 
a=3 
2 
1 
0 
-1  
-2  
-3  
p = -3  -2  -1  0 1 2 3 
- I  
-9  
24 
-9  
-9  
72 
-141 
72 
-9  
-1  
24 
-141 
256 + 36pK,L 
--141 
24 
--1 
-9  
72 
-141 
72 
-9  
-9  
24 -1  
-9  
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1.1. The Mat r ix  of  the Linear Equation System 
The number of unknowns in (1.14) is n .m.  The number of entries is (n. m) 2. The number of 
entries different from zero is less than n.  m.  [r 2 + (r + 1)2]. To obtain a block band matrix the 
following procedure can be applied. Let (K, L) be an optional point in the grid. Let us introduce 
the notat iona=K+L-1  (1 <~<N=n+m-1)  and~=p+a ( - r<A<r) .  Theak,t  
= ag+p,L+a coefficients belonging to a and ~ will be the u~,j = aK+p,L+a entries of the matrix 
A~,~. The number of rows in A~,~ is S and the number of columns is T (1 < i < S, 1 _< j < T), 
(see Figure 1). The maximum number of A~,~ is 2r + 1 at a given value of a. The A~,~ matrices 
are band matrices having nonzero entries in r or r + 1 diagonals. All elements different from zero 
are in the main diagonals. The A~,~ matrices constitute the blocks of A which are band matrices 
of 2r + 1 diagonals arranged symmetrically along the main diagonal. 
m • 
3 
2 
1 
k = K+Z+I-m 
1 2 '3 k --,.. I, 
K = K+~.+l-m 
K 
L=m 
K=K 
k=~: + ~. 
• ~ Ulj ak,f. 
a=2 \ ! ~  
.p=0 1 
A~,~. 
. . . . . . . . . . . . . . . . . . .  
2 
1 2 m 
I j=m+l-L-o ---~ 
k = ,:+)~+l-m k ..... ,. k = K:+~. 
I I 
t=m " - -  ( ~=1 
i= m+l-L 
I 
k=K+p t=L+a 
Figure 1. 
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The elements of A have four indices, two of which refer to the A~,A matrix, two to the row and 
the column in it: h,~,A,i,j = aK+p,L+a. It is easy to see that the A,~,A(A = a + A) matrix has S 
rows and T columns depending on ~ and A: 
S = a, T = A, 
S = m, T = m, 
S=N+I -a ,  T=N+I -A ,  
if I < a,A < m, 
if m<a,A<_n,  
i fn  < a,A_< N. 
(1.15) 
Concerning the indices i and j the following relationships are valid: 
i=S+I -L ,  
i=m+l -L ,  
j =T+I -L -a ,  
j =m+l -L -a ,  
i f l<a<m,  
if m < a < N, 
if 1 <_ A < n, 
i fn<A<N.  
(1.16) 
Figure 2 illustrates the above relationships. Figure 3 illustrates the block band matrix for the 
case m -- n = 5 and r -- 2, where the points represent the nonzero entries. 
K 
N 
m 
K 
1 2 r 
1_ \ , \  - \ 
I 
T 
rn 
A 
I rn A------ n N 1 2 S -- - - -~m 
\ 
~. ---- °r 
I 
T 
\ 
=r 
Figure 2. 
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A : K+K -------. 
1 
2 
4 
K 
5 
8 
N=9 
1 2 3 4 5 6 7 8 9 
°°I 
0 o 
0 0 
o 
0 0 
r=2 
n=m=5 
E:5  
Figure 3. 
It is a very important feature of the solution of L.E.S0 (1.14) that if PK,L = P for all (K, L), 
then the sum of the empirical and the graduated values are the same. It is to be seen that  a 
coefficient h~,~,i,j in A~,~ is equal to h a,,~,,, .... 3 in A~,,~,. To that  end, let us select the last indices 
p . . . .  #, 
as follows: a '=A,A '=~,  =-p ,a  =-a , i  = j , j  = i ,  =#-p ,L ,  =v-a .  In this case, 
we shall have the following equalities: 
' ' ' g '  ' ' 
~+p-#=n +p -#,  K= +p,  K+p=K,  
(1.17) / i t i i i 
L+a-~,=L  +a -v ,  L=L  +a,  L+a=L.  
Considering equation (1.10), one can see that 
x(K ,L ,P ,a ,#,  u) = X ,p ,a ,# ,u , 
from which it follows that  ha,~,~,j = h , - , . , . ,  
Let us sum up the coefficients in a column: 
(1.18) 
~_~ r-8 ~r 
M = Z aK+o,L+a ~ r-s'sUK-i'L-J 
0<lpl+lol_<r ,=o j=o i=o CK-i, r-s(xK) " ~L-j,s(YL) 
If we write v for K - i and w for L - j ,  we get for the sum 
M= ~" ~ ' ' ._~u~,~ ~,~_~(z~+~) . ~,o,~(y,~+j 
s=O j=O i=0 
(1.19a) 
(1.195) 
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The r th divided differences of the function f (x ,  y) in the point (x., y~) are, 
8 * ' - -8  I - -1  
j=O i=0 
The r th divided differences of the function f (x ,  y) = 1 are zero, therefore, the coefficients of UK,L 
in the L.E.S. is M what equals to P~:,L. Let us sum up all columns of A and the right sides, too. 
We shall obtain the equation 
Z Z PK,L " UK,L --- Z E PK,L " qK,L 
K L K L 
and choosing PK,L = P we arrive at the consequence that 
K L K L 
There are two extreme cases choosing values for p. If p = 0, then the sum (1.6) will be 
minimum, if 5~_8,auk,e = 0 which results the least squares polynomial. If p = oo, then uk,t = ~k,e 
meaning that no graduation is made. 
After having solved the L.E.S. surfaces can be fit onto the graduated values. The Hermite 
polynomial which fits onto the four points (x l ,y l ,U l l ) ,  (xl,Y2,U12), (x2,yx,u21), (x2,Y2,U22) 
and has the prescribed ivided differences up to the second order belonging to the points has the 
shape: 
H(x ,y )  = Ao(X) + AI(X)" (y - YI) + A2(x)- (y - yl) 2 + ( x - -  X l )  3 
(1.21) 
* [Bo(x) + BI(X) • (y - Y2) + B2(x) • (y - Y2)], 
where 
Ao(x)  = aoo + aol . (x - x l )  + ao2 . (x -x1)  ~ + (x -  xl) 3 
* [ao3--kao4.(x-x2)-kao5.(x-x2)2],  
AI(x) = a lo  -{- a l l .  (x  - X l )  + (x - X l )  2 .  [a12 ~{- a13.  (37 - x2) ] ,  
A2(z) = a20 + a21. (z - Zl), 
BO(X) = boo + bol" (x - Xl) + b02" ( x - Xl) 2 + (x - Xl) 3 
, ÷ ÷ 
BI(X) = blo + 511" (z -  xl) + (x -  Xl) 2. [512 + 513" (x -  x2)], 
B2(x) = b20 +b21" (x -z1) .  
The surface belonging to the neighboring domains will be continuous up to the second deriva- 
tives using such polynomials. 
2. SOLUTION OF  L INEAR SYSTEM OF BAND MATRIX  
The matrix of the L.E.S. to be solved is a block band one with band width 2r + 1 where the 
nonzero elements are located symmetrically along the principal diagonal. First, let us consider 
the blocks having only one row and one column. In this case, we have only an ordinary L.E.S., 
the matrix of which having the entries a~,h. The equation system can be written as 
A.x  = b, (2.1) 
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where a~,a--a~,x, A = ,~ - A, 1 < ~, A <_ n, 
a~,~ = O, if IAI > r, 
where x and b are column vectors. With this notation (2.1) has the form 
E a~,A .x~+A = b~, (,~ = 1 , . . . ,n ) .  
A 
(2.2) 
The solution of this system if det(A) ~ 0 is 
Xn ~ ~rt ~ 
X,~ = /~,~ + E O#~,p •X~+p, 
p=l 
X~ = t~ -'1- E O#~,p •X,~+p, 
p=l 
i fn>~>n-r ,  
i fn - r>~>l ,  
(2.3) 
where a~,p and/3~ will be determined later. 
The quick determinant Cn of the rank n with the entries ci j ,  the values of which are ci j  = 0 
i f j  < i - 1 and ci,~-i = -1,  can be computed using formula [5]: 
J 
Cj = E C~:-1 • ci j ,  (j = 1 , . . . ,  n) where Co = 1. (2.4) 
i= l  
To prove (2.3) suppose that 
r 
x~ =/3j + E a j ,p.  xj+p 
p-=l 
is true if j _< a - 1 and consider the M~ matrix having r + 1 rows and 2r + 2 columns: 
a,c,lr a~,-r+l a~,--r+2 ... a~,-1 aa,o a~,l ... aa,~ --bk 1 
I ~i Ot~--r, 1 Ot~--r,2 ... Ot~--r,r--1 Ot~--r,r 0 ... 0 ~--r  I 
M~= -1  o t~- r+ l ,1  . . .  ~3t~- r+ 1 , r - -2  ~- - r+ l , r - -1  Ot~--r+l,r "" 0 ~--r+l , 
0 0 ... - I  a~-1 ,x  ot~_ 1, 2 ,.. 0 ~-- I  J 
(2.5) 
where ~j,p (j = 1 , . . . ,~;  p = 1 , . . . , r ;  j +p  < n), aj,0 -- -1  and aj,p = 0 i fp  > r. 
Let us multiply M~ by the vector 
X~ = [X~-- r X~--r+l • • • X ,~- - i  X~ X ,~+l  . . • X~;.t.  r 1] T. (2.6) 
The first element of the product is ~-~[---r a~,~ • x~+x - b~ which is equal to zero because 
it is the gth row of (2.2), the rest of the elements are zero upon the assumption made earlier. 
Therefore, the product of M~ and X~ is 
M~-X~ = 0. (2.7) 
Let L~ denote the submatrix of M~ consisting of the first r + 1 columns. The remaining r + 1 
columns form the submatrix R~. 
The vectors XL and Xn  are defined appropriately. Then, 
M~ . X~ = L~ . XL  + R~ . Xn  = O. (2.8) 
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r elements are known in the equation system L~ • XL  -~ -R~ • XR.  The last one x~ can be 
expressed as the linear combination of X~+p (p = 1, . . . ,  r) and 1 [6]: 
p-~l 
where B~,p, B~,r+l, and C~,r are quick determinants of the degree r + 1 if ~ > r and are of the 
degree ~ if 1 < ~ < r. Let us denote 
B~,p B~,r+l  (2.10) 
a~,p = C~,r and /3~ = C~,~ ' 
and finally we have arrived to the solution given by (2.3). 
The principal minor determinants of L~ can be computed as follows if (r + 1 < ~ < n - r): 
i -1  
(i = 1 , . . . , r ) .  (2.11) 
5=0 
Inserting the pth column of R~ into the last column of L~ we get 
r--1 
B~,p = a~,p + Z C~j .  a~-r+~,r+p- j ,  (p = 1 , . . . ,  r -- 1), 
j=p 
r-~ (2.12) 
B~,~ = a~,~, and B~,r+~ = -b~ + ~ C~j • ~3~_~+j. 
j=0 
The corresponding formulae for 1 < ~ < r and n - r < ~ _< n are, respectively, 
i -1  
C~,r+l-~ = a~,-~+l, C~,~ = a~,-r+~ + ~ C~j • a~_r+j,~_3, (i = r - ~ + 2 . . . .  ,r),  
r--1 
B~,p = a~,p + ~ C~j  .o~_r-bj,rq.p_j, (p = 1 . . . .  , r - 1), q = max(r - a + 1,p), 
J=q (2.13) 
r-- I  
B~,r = a~,r, B~,r+l = -b~ + Z C~j •/3~_~+j. 
j=r+l - -~  
r--1 
C~,0 = a~,-r, C~# = a~,-r+~ + Z C~j .  c~_~+j,~_j, (i = 1 , . . . , r ) ,  
j=0 
r -1  
B ,p = a ,p + C ,j. (p = 1 , . . . ,  n - (2.14) 
j=p 
r -1  
B~,r+l = -b~ + Z C~j •/3~-r+j. 
j=O 
The C,~# are the elements of a lower triangular C with the bandwidth r and C,~,r are in the 
principal diagonal. Similarly a~,p are the elements of the ~ upper triangular of bandwidth r and 
all elements in the principal diagonal are -1 .  The product of these triangulars is C • c~ = -A ,  
therefore, -C  - I  • A.  x = -~.  x = C -1 • b --/3, consequently, 
a .x  +/~ = 0, (2.15) 
where the elements of/3 are/3~. Prom equation (2.15) it follows that (2.3) is true. 
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The number of flops solving equation (2.2) is n- (r 2 A- 3r + 1) + O(r 3) which is the same of that 
at the Gauss elimination for band matrix. Moreover, this method has the following advantages: 
1.) one has to store one row only each step; 
2.) the divisor is not an entry but the corresponding principal minor determinant; 
3.) the entries to be stored are less than n- (r + 1) because C need not be stored• 
3. SOLUTION OF  L INEAR SYSTEM 
OF BLOCK BAND MATRIX  
The method presented in the previous ection can be extended to a L.E.S. the matrix of which 
is a block band type: 
A .x  = b. (3.1) 
The elements of A are As,A (1 _< ,~ _< N, [A[ _< r). The number of rows and columns of A~,A 
are S and T, respectively. The elements of the band vectors x and b are the vectors x~ and b~. 
It is supposed that det(A) # 0. 
triangular: 
C l ~ r  
C2,r- 1 
C= C~,o 
0 
0 
A can be decomposed into a lower and an upper block band 
0 
~, r  
C~+l ,0  
•°•  
0 
, • °  0 0 
0 0 
0 0 
C~,~ 0 
Ct~q- l , r -  1 Ctc+l,r 
0 CN,o 
•°  
0 
0 
0 
0 
0 
°••  
CN,r 
(3.2) 
= 
"-El a1,1 al,2 
0 -E2  a2,1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
°•  
Oil, r 0 . • 
O/2,r-- 1 OL2,r • • 
-Z t¢  0~,~, 1 • • 
0 0 .. 
0 0 0 
where E~ is the unit matrix of corresponding rank. 
0 0 
0 0 
OL~,r 0 
0 --EN-1 
0 0 
•°•  
0 , 
OlN-  1,1 
--EN 
(3.3) 
The computation of the C~,i and the a~,p matrices can be carried out similarly as it was shown 
previously. For n = r + 1 , . . . ,  N - r 
i -1  
C~,o = A~,-r, C~# = A~,_r+i + Z C~d. a~_~+j#_j, (i = 1 , . . . , r )  
j=0  
r -1  
B~,p = A~,p + Z C~j. a~-r+j,r+p-j,  (p = 1 , . . . ,  r - 1), B~,r = A~,~, 
(3.4) 
r--1 
Bit,r+1 --" -b~ + Z C~j • Z~-~+j, 
j=0  
a~,p = -C~,r 1. B~,p, (p -- 1 . . . .  ,r)  and 13~ = -CZ 1. B~,~+I 
It is supposed that the matrices are conformable for multiplication• It can be seen that the 
matrices fulfilling conditions (1.15) are conformable. For the ranges 1 < ,~ < r and N-r  < ~ < N 
the (1.13) and (1.14) formulae are applicable too. 
The L.E.S. (3.1) is equivalent to the following: 
(~. x + 13 = 0. (3•5) 
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To prove this statement,  consider the lower tr iangular  block band matr ix  C~ the entries of 
which are matr ices as follows• Unit  matr ices of proper rank are in its principal d iagonal  and all 
other  entries are zero except in the t¢ th row.  In this row, the first a - r - 1 entries are zero and 
these are followed by -C~,Zr • C~# (i = 0 , . . . ,  r -  1) and the element in the main diagonal is -C~.  1. 
The C~ 1 is bui l t  up similarly, i.e., the elements of the main diagonal are the Ea unit matrices, 
all the others are zero except the /¢th row.  In this row the first ~ - r - 1 entries are zero which 
is followed by -C~,0 . . . .  , -C~, r -1 ,  - C~,r and the rest are zero too. It  can be verified that  
C~.C~ 1 =C~ 1 -C~ =E.  (3.6) 
Let us mult ip ly  A from the left by C1 ,C2 , . . .  ,C~ we 
CI¢" (Ct¢-1 .C~-2 . . . . .C1 .A)  = 
0 0 
0 0 
OL~-r,r-1 O/~,--r,r 
CX~-2,1 ~-2 ,2  
-E~- I  Q~- I , I  
0 -E~ 
A~+l , -2  A~+I, -1 
0 0 
"-El 
0 
0 
• ° •  
0 
0 
0 
0 
0 
0 
0 
. . °  
0 
. ° .  
CX~--2,3 
Cry- l ,1 
O~,1 
A~+I,O 
0 
shall arrive at the matr ix  shown below 
O/1,1 O'1,2 . . • 0 
-E2  a2,1 •..  0 
0 0 .•.  -E~- r  
0 0 . . .  0 
0 0 . . .  0 
0 0 . . .  0 
0 0 . . .  0 
0 0 . . .  0 
. . .  0 0 
. . .  0 0 
. . .  0 0 
.. 0 0 
•. O~-- 1,r 0 
•. O~,r -  1 O~,r 
• • A~+l , r -2  a~+l , r -1  
.. 0 0 
. .  
0 •. 
CX~-r,1 • . 
0 . .  
0 . .  
0 . .  
A~+l , - r  •. 
0 . .  
0 .. 0 
0 .. 0 
0 .. 0 
0 .. 0 
0 .. 0 
0 .. 0 
A~+l,r  .. 0 
0 .. AN,O 
After  having accomplished the mult ipl icat ions up to ~ = N the result is the upper  block band 
tr iangular  &: 
CN • CN-1  • .• .  • C2 • C1 • A = &. (3.7) 
The product  of the inverses: 
C~ -~ • C~ -I . . . . •  CN~_~ • CN x = -C ;  (3.8) 
the inverse of that  will be: 
and from these it follows that  
-C  -1  = CN .aN-1  • . . .  •C2 .C1 ,  (3•9) 
(e l  1• C21 .• . .•  CNL1 • CN 1) • (C  N • C N • - l . . .  • C 2 • C1)  = -C -  te~ = A, (3.10) 
furthermore,  
C -1 -A .x  = C -z .b= -& 'x=3 (3.11) 
in agreement with (3.5). 
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The solution vectors of the L.E.S. can be computed by the formulae: 
XN = ~N, 
N-~ 
x~ = E a~,p'Xa+p, (N > ~ > N-  r), 
p=l (3.12) 
x~ = ~ a~,p. x,~+p, (N  - r > a > 1). 
p---1 
The number  of nonzero coefficients in the L.E.S. of smoothing (1.14) are 
Na= (2r 2+2r+l ) .n .m-  r3+r2+l r  . (n+m)+8r3-12r2+-3- r -16 .  (3.13) 
The number  of flops solving the L.E.S. 
Nf  = (r 2 + r + 1) • m a 2n - m + O ( r3m3),  (3.14) 
if n > m and m > 2r + 1. 
Finally, the a lgor i thm for the solution of the L.E.S. with a band matr ix  in which a,~,e = 0 
i fe  < ~ - s and i fe  > a+t  (n,e = 0 : n - 1) is given below. 
a~,0 = -1  for all a. 
~=0;  
for (e = 
for (e = 
Co = ao,o; 
1 : t) {Bt- i  = ao,t; } 
Bt = -bo; 
1 : t )  {O~0,t Bt - I  
=-  C0 ;} 
f~0= Bt .  
co '  
for (~; = 1 : t) {groin = max(0, ~ - s); emax = min(~; + t); 
for (i  = ~min : t~) {jmin ---- maX(~min, i -- t);  
i -1 
Ci-£mln = aa,i-£min + E 
J=Jmln 
} 
Cj_£ml. • otj,i_ l _ j  ; 
for  (~ = g -{- 1 : ~max) {jmin = max(~min ,~ -- t) ;  
if (jmin < k) {B~_I_ a = a~;,~--lmln q- 2 
j=j~,. 
} 
j=~mln 
Cj-e~m • c~j,t-l-j; } 
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for (~ = ~ + 1 : Imax) {c~,e-1-~ = - 
Bt  ~=-- 
C~-~m|  n 
} 
Xn-1 ---- f~n-1; 
for (~ = n - 2 :  0) {~max = min(~ + t, n - 1); 
x~ =/~+ 
} 
~max 
£=~+1 
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