n , are said to be trivially orthogonal if in every coordinate i ∈ [n], at least one of A(i) or B(i) is zero. Given the n-dimensional Hamming cube {0, 1} n , we study the minimum cardinality of a set V of ndimensional {−1, 0, 1} vectors, each containing exactly d non-zero entries, such that every 'possible' point A ∈ {0, 1} n in the Hamming cube has some V ∈ V which is orthogonal, but not trivially orthogonal, to A. We give asymptotically tight lower and (constructive) upper bounds for such a set V except for the even values of d ∈ Ω(n 0.5+ ), for any , 0 < ≤ 0.5.
Introduction
Two n-dimensional vectors A and B, A, B ∈ R n , are said to be trivially orthogonal if in every coordinate i ∈ [n], at least one of A(i) or B(i) is zero. The vectors A and B are nontrivially orthogonal if they are orthogonal, but not trivially orthogonal. Consider the following problem: "Given the n-dimensional Hamming cube {0, 1} n , what is the minimum cardinality of a subset V of n-dimensional {−1, 0, 1} vectors, each containing exactly d non-zero entries, such that every point A ∈ {0, 1} n in the Hamming cube has some V ∈ V which is nontrivially orthogonal to A?". It is not hard to see that the all-zero vector and the unit vectors {(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1)} can never have any non-trivially orthogonal vector in {−1, 0, 1} n . Additionally, the all-ones vector (1, . . . , 1) cannot be non-trivially orthogonal to any vector in {−1, 0, 1} n consisting of exactly d non-zero entries, when d is odd. We call the vectors (0, . . . , 0), (1, 0, . . . , 0), . . . , (0, 0, . . . , 1) (and additionally, (1, . . . , 1) when d is odd) as trivial. Since no n-dimensional {−1, 0, 1} vector with exactly one non-zero entry is nontrivially orthogonal to any non-trivial point of the Hamming cube, we assume that d ≥ 2 in the rest of the paper. n has a non-trivially orthogonal vector V ∈ V.
In this paper, we study the problem of estimation of bounds for β d (n). We now define a general version of the aforementioned problem in terms of bicolorings of a hypergraph. Let G be a hypergraph on the vertex set [n] . Corresponding to the trivial vectors/points of the Hamming cube, the singleton sets and the empty set (and additionally, the set [n] when d is odd) are the trivial hyperedges or trivial subsets of [n] . Let X S denote a ±1 bicoloring of vertices of S ⊆ [n], i.e. X S : S → {+1, −1}, for some S ⊆ [n]. We abuse the notation to denote the subset of vertices colored with +1 (-1) with respect to bicoloring X S as X S (+1) (resp., X S (−1)).
arXiv:1610.00140v3 [math.CO] 12 Jan 2017 2 , then the hyperedge {a, b} ∈ H cannot be induced-bisected.
Relations to existing work
The problem addressed in this paper can be viewed as a generalization of the problem of bisecting families [3] . Let n ∈ N and let A be a family of subsets of [n] . Another family B of subsets of [n] is called a bisecting family for A, if for each A ∈ A, there exists a B ∈ B such that |A ∩ B| ∈ { 
n Hamming cube with the minimum number of affine hyperplanes has been well studied -a point x ∈ {0, 1} n is said to be covered by a hyperplane H(a, b) if a, x = b. Without any further restriction, note that H(e 1 , 0) and H(e 1 , 1) covers every point on the {0, 1}
n Hamming cube, where e 1 = (1, 0, . . . , 0) is the first unit vector. Alon and Füredi [1] show that the covering-by-hyperplanes problem becomes substantially nontrivial under the restriction that only the nonzero vectors are covered. They demonstrated, using the notion of Combinatorial Nullstellensatz [2] , that we need at least n affine hyperplanes when the zero vector remains uncovered. This can be achieved by the set of hyperplanes {H(e i , 1)}, where e i is the ith unit vector, 1 ≤ i ≤ n. Many other extensions of this covering problem involving other restrictions have been studied in detail (see [4, 7, 6] ). The problem of bisecting families [3] imposes the following constraints on the minimum cardinality set of covering hyperplanes
n . The problem of induced-bisecting families puts stronger restrictions not just on the hyperplanes, but also on the definition of 'covering' by a hyperplane
n and d ∈ [n]; (iii) we say a point x is covered by a hyperplane H(a, b) when a is nontrivially orthogonal to x.
Main result
In this paper, we establish the following theorem. 
This establishes asymptotically tight bounds on β d (n) for all values of n, when d is odd. Moreover, the bound is asymptotically tight when
) and d is even, the above lower bound may not be asymptotically tight, for any , 0 < ≤ 0.5.
Lower Bounds
Let H denote the hypergraph consisting of all the non-trivial subsets of [n] . Let the set X = {X S1 , . . . , X St } of bicolorings be any optimal induced-bisecting family of order d for H, where t ∈ N.
Considering only the two sized subsets of [n], we note that every two element hyperedge
. A constant factor improvement in the lower bound can be obtained by the following observation: the maximum number of two element subsets {a, b} that can be induced-bisected by any X S ∈ X ,
. So, we have the following proposition.
Observe that when d is large, say d ∈ Ω(n 0.5+ ), where 0 < ≤ 0.5, Proposition 1 only yields a sublinear lower bound. When d is odd, we can prove a general lower bound of n − 1 on β d (n) using the following version of Cayley-Bacharach theorem by Riehl and Graham [5] on the maximum number of common zeros between n quadratics and any polynomial P of smaller degree.
Theorem 2. [5] Given the n quadratics in n variables
n common zeros, the maximum number of those common zeros a polynomial P of degree k can go through without going through them all is 2 n − 2 n−k .
Proof. Let B be a minimum-cardinality induced-bisecting family for all the non-trivial subsets A ⊆ [n]. Let R B denote the n-dimensional vector representing the bicoloring B ∈ B, i.e. R B ∈ {−1, 0, 1} n and R B contains exactly d nonzero entries. Consider the polynomials M (X), N (X), and P (X), X ∈ {0, 1} n .
Let X A denote the 0-1 n-dimensional incidence vector corresponding to
, since d is odd, and (ii) possibly the singleton sets. Since N (X A ) vanishes for all singleton sets, P (X A ) vanishes on all subsets A ⊆ [n] except for the set [n] (corresponding to the the all 1's vector). Since the degree of P is |B| + 1 and P in non-zero only at X A = (1, . . . , 1), using Theorem 2, we have
However, when d is even, the above lower bounding technique does not work since the polynomial M may vanish at every point of the Hamming cube {0, 1}
n . In this case, we can obtain a lower bound of Ω( √ d) by considering the maximum number of hyperedges that can be induced-bisected by a single bicoloring.
Induced-bisecting families when n is d + 1
In what follows, we consider the hypergraph H consisting of all the non-trivial hyperedges of [n], where n = d + 1 and demonstrate a construction of an induced-bisecting family of order d of cardinality d + 1. 
. . , v d+1 }, and, (iii) the vertex v d 2 +1 remains uncolored. We obtain the second coloring X 2 from X 1 by one clockwise rotation of the vertices in the circular arrangement. Therefore, we have,
remains uncolored. See Figure 1 for an illustration. Similarly, repeating the process d times, we obtain the set X = {X 1 , . . . , X d+1 } of bicolorings. We have the following observations. , it follows that
. So, A e is induced-bisected under X. This completes the proof of Observation 1.
Therefore, it suffices to prove that X induced-bisects every non-trivial odd subset of [d+1]. For the sake of contradiction, assume that A is an odd hyperedge not induced-bisected by X . The first part of Observation 2 follows from the construction and we omit the details for brevity. Note that when c i is odd, the element in P d 2 +1 cannot belong to the odd hyperedge A. This takes care of the second part of Observation 2.
Observe that a bicoloring X j ∈ X , 1 ≤ j ≤ d + 1, induced-bisects the odd hyperedge A if and only if c j is 0. We know that bicoloring X 2 (X i+1 ) is obtained from X 1 (X i , respectively) by one clockwise rotation of vertices in the circular arrangement. Thus, during the construction of bicolorings X 1 through X d+1 , we perform a full rotation of the vertices with respect to their starting arrangement in X 1 . So, it follows that there exist i and j such that c i is positive and c i+j is negative. Combined with the second part of Observation 2, this implies the existence of an index p such that c p = 0. This is a contradiction to the assumption that A is not induced-bisected by X . Therefore, every odd subset of We have the following corollary which gives an upper bound to the cardinality of an induced-bisecting families for arbitrary values of n.
Corollary 1. Let H be any hypergraph on vertex set
V (H) = {v 1 , . . . , v n } and let d ∈ [n]. Let F consist of (d + 1
)-sized subsets of V (H) such that for every B ∈ E(H), there exists an A ∈ F with (i) |B ∩ A| ≥ 2, when d is even; (ii) 2 ≤ |B ∩ A| ≤ d, when d is odd. Then, we can construct an induced-bisecting family of order d of cardinality |F|(d + 1) for H.
Proof. For any subset A ∈ F, using the procedure used in the proof of Theorem 3, we can obtain an induced-bisecting family X A for all the non-trivial subsets of A, where
When d is even, X A induced-bisects all the 2 d+1 − (d + 1) − 1 non-empty and non-singleton subsets of A; therefore, each B ∈ E(H) with |B ∩ A| ≥ 2 is induced-bisected by X A . When d is odd, X A induced-bisects all but the empty set, the singleton sets, and A; so, each B ∈ E(H) with 2 ≤ |B ∩ A| ≤ d is induced-bisected by X A . Repeating the process for each A ∈ F, we get an induced-bisecting family of cardinality |F|(d + 1) for H.
2
Theorem 3 provides evidence for the following property (which is described in Corollary 2) of the odd subsets under any circular permutation of odd number of elements which may be of independent interest. For any circular permutation σ of [n], a, b ∈ [n], let dist σ (a, b) denote the clockwise distance between a and b with respect to σ, which is one more than the number of elements residing between a and b in the permutation σ in the clockwise direction. 
, where summation in the subscript of a is modulo k.
Proof. Consider a circular clockwise arrangement of n slots, namely P 1 , . . . , P n in that order. Put vertex σ(i) in P i . Now, following the procedure outlined in the proof of Theorem 3, obtain a bicoloring that bisects A. Pick the uncolored vertex residing in slot P n 2 with respect to the bicoloring X. Observe that this vertex satisfies the desired property. 
Upper bounds for β d (n) and proof of Theorem 1
From Proposition 1, we know that
. In this section, we prove an upper bound
A deterministic construction of induced-bisecting families
Before proceeding to the proof of the above lemma, we give few definitions that simplify the proof considerably. Let d be a positive even integer. Let S(n, d) For an even d, we define P(n, d), D(n, d) and B(n, d) as follows.
Definition of P(n, d)
, −1} denote a bicoloring, where
Let B 1,
, i < j} denote this set of bicolorings.
Definition of D(n, d)
Proof. If d = n−1, the statement of the lemma follows directly from Theorem 3. So, we assume that d < n − 1 in the rest of the proof. We prove this lemma considering the exhaustive cases based on whether d is even or odd, separately.
Case 1. d is even
Let P = P(n, d), B = B(n, d) and D = D(n, d).
Observation 3 For any
For any C ⊆ [n], |C| ≥ 2, it follows from the premise that there exist P i , P j ∈ P, i < j, such that |C ∩P i | = |C ∩P j | = 1. C is induced-bisected by the bicoloring B i,j , thus completing the proof of Observation 3.
Let C denote the family of all the subsets of [n] that are not induced-bisected by any B ∈ B. Rephrasing Observation 3, for each C ∈ C, there exists a P ∈ P (and thus, a D ∈ D) such that
where d is an even integer less than n−1. So, each D ∈ D is a (d+1)-sized set. Using Corollary 1, every C ∈ C can be induced-bisected using |D|(d + 1) bicolorings. Therefore, we have, 
Case 2. d is odd
Proof. Theorem 1 follows from Proposition 1, Lemma 1 and Lemma 2. Observe that the running time of our algorithm is asymptotically equivalent to the cardinality of the family of bicolorings it outputs. Therefore, the asymptotic running time of our algorithm is optimal whenever it outputs an asymptotically optimal solution. Recall that Theorem 1 asserts tight bounds for β d (n) except for the even values of d ∈ Ω(n 0.5+ ), for any , 0 < ≤ 0.5.
We note that if d = O(1), then Theorem 1 asserts that β d (n) = Θ(n 2 ). However, the corresponding coefficients are not the same: the constant factor in the Ω(n 2 ) lower bound is 
