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Abstract
This study investigated the relation between 
recognition and categorization and examined learning 
processes associated with categorization of ill-defined 
concepts. Three experiments were conducted, in which 
recognition and categorization data were simultaneously 
collected (Estes, 1986b). Stimuli were bar charts and 
letter strings that simulated symptom patterns. Category 
structures were defined by independent features in 
Experiment 1 and correlated features in Experiments 2 and 3. 
Three different models of categorization, exemplar models, 
rule models, and dual process models, were contrasted in 
predicting recognition and categorization performances and 
the learning processes used to categorize.
Across the three experiments, recognition and 
categorization were often affected differently by 
experimental variables. Stimulus types in Experiment 1 and 
salience in Experiment 3 had significant effects on 
categorization, but had no effect on recognition. The main 
effect of duration was significant in recognition, but not 
in categorization in Experiment 3. Finally, in all three 
experiments, block effects suggested that recognition 
performance decreased across blocks of practice, whereas 
categorization tended to increase across blocks. As noted 
by Metcalfe & Fisher (1986), recognition is based on
xi i i
exemplar memories, whereas categorization depends on 
abstract rules but is also influenced by exemplars in some 
conditions. Categorization rules were related to relative 
feature frequency in the learning of categories based on 
independent features. In categorization of categories based 
on correlated features, biconditional or symmetry rules were 
used when the correlations were salient or non-salient, 
respectively.
xiv
Introduction
Early research on concept learning focused on well- 
defined concepts. Well-defined concepts have one or more 
features that are connected by logical rules. The logical 
rules could be affirmative, conjunctive, disjunctive, 
conditional, or biconditional rules (Neisser & Weene, 1962; 
Hulse, Deese, & Egeth, 1975). Rules specify critical
features that all exemplars must have. For example, a 
concept might be "three red triangles." To discover well- 
defined categories, people generally formulate and test 
explicit hypotheses concerning the rules (e.g., Bourne,
1970, 1982; Bruner, Goodnow & Austin, 1956; Levine, 1975).
Recent research focuses on ill-defined concepts that 
have no logical rules for feature combination. These 
concepts are more similar to natural concepts (Rosch, 1978). 
Ill-defined concepts do not have critical features that are 
common to all exemplars. Instead, the presence of features 
in exemplars is probabilistic. Exemplars have a greater 
number of typical or characteristic (high probability) 
features than non-exemplars. Thus, a single rule cannot be 
used to identify all exemplars.
Three general types of models have been proposed to 
account for learning of ill-defined categories. They are 
rule induction, exemplar, and dual process models.
Proponents of rule induction models favor an abstract
1
2conceptual representation in the interest of simplicity, 
generality, and cognitive economy (Gelman, 1988; Hayes-Roth 
& Hayes-Roth, 1977; Holland, Holyoak, Nisbett, & Thagard, 
1986; Posner & Keele, 1968). Proponents of exemplar models, 
on the other hand, argue for specific representations, 
suggesting that overly general representations do not allow 
people to adjust easily to environmental changes (Brooks, 
1978; Estes, 1986a, 1986b; Jacoby & Brooks, 1984; Medin &
Schaffer, 1978; Nosofsky, Clark, & Shin, 1989).
Dual process models regard rule induction and exemplar 
learning as different modes of learning (Berry & Broadbent, 
1988; Hayes & Broadbent, 1988; Lewicki, 1986; Mathews, Buss, 
Stanley, Blanchard-Fields, Cho, & Druhan, 1989; McAndrews & 
Moscovitch, 1985; Reber, 1976, 1989; Reber & Allen, 1978).
Explicit learning is rule induction and uses conscious 
analytic strategies. Implicit learning is based on memory 
of exemplars and is thought to be more powerful than 
explicit learning for discovering non-salient covariance 
between task variables.
Relation Between Categorization and Recognition
The three types of models of concept learning (rule 
induction, exemplar, and dual process models) have different 
views concerning the relation between categorization and 
recognition. Categorization is to classify an item into one
3of several categories, whereas recognition decides whether 
or not an item has been presented before. Exemplar models 
assume that categorization and recognition are based on the 
same memory representations of specific instances, but 
different decision rules underlie performance of each task 
(Gillund & Shiffman, 1984; Hintzman, 1986; Medin, 1986;
Medin & Schaffer, 1978; Nosofsky, 1988; Nosofsky et a l ., 
1989). Recognition judgments are based on the summed 
similarity of to-be-recognized items to all exemplars stored 
in memory regardless of their category membership. 
Classification is related to a relative degree of similarity 
to stored instances in each possible category to which an 
item might belong. That is, the probability of categorizing 
an item in a particular category is the sum of its 
similarities to remembered exemplars of the category, 
divided by the sum of its similarities to all categories. 
This interpretation predicts a dependence between 
categorization and recognition. For instance,
classification of new instances (category exemplars not seen 
before) should be better when they are falsely recognized as 
old items, because false recognition implies that they are
more similar to items in memory than items classified as
"new" (e.g., Nosofsky et a l ., 1989).
Rule induction models suggest that categorization and 
recognition are completely different processes (Hayes-Roth & 
Hayes-Roth, 1977; Homa & Chambliss, 1975; Omohundro, 1981).
4Recognition is based on specific instance memories, whereas 
categorization depends on abstract category information 
(e.g., a prototype). This view predicts that categorization 
and recognition are statistically independent. That is, 
categorization does not depend on "old" responses of 
recognition. In addition, recognition and categorization 
can be experimentally separable. Omohundro (1981) 
manipulated category size and found that categorization and 
recognition are separable. Increasing category size did not 
enhance recognition of exemplars, but it enhanced 
classification of new exemplars.
According to dual process models, recognition is based 
on memory of specific episodes (Metcalfe & Fisher, 1986).
On the other hand, categorization can be based on either 
implicit or explicit knowledge. Implicit knowledge is 
dependent on memories of instances (Mathews, 1991; Vokey & 
Brooks, in press), but explicit knowledge depends on 
hypothesis testing strategy (see Mathews, Buss, et al.,
1989). Thus, the relation between recognition and 
categorization will be moderated by mode of learning. 
Recognition and categorization might be dependent when 
categorization depends on the implicit knowledge because 
both tasks rely on the same process. However, when 
classification is based on the explicit knowledge, 
recognition and classification might be independent because 
they depend on different processes.
5Estes (1986b) tested categorization and recognition 
simultaneously during the course of learning in two category 
structures of independent and correlated features. His 
results from the two category structures supported an 
exemplar model because categorization was dependent on 
recognition. That is, old exemplars were categorized better 
on trials when recognition was correct than when recognition 
was incorrect. This study uses Estes' design and 
manipulates additional variables such as salience, learning 
instructions, and stimulus types to further test the 
processes associated with categorization and recognition.
The three models of exemplar, rule, and dual process are 
contrasted in predicting the effects of the variables on 
categorization and recognition. Thus, the following 
sections include a review of the three models, and then the 
effects of the variables on categorization and recognition 
are examined.
Models for Learning Ill-Defined Categories 
Exemplar Models
An exemplar model is a type of memory array model 
(Estes, 1986a, 1986b). The memory array model assumes that 
categorization ability is a function of similarity of a to- 
be-classified item to exemplars retrieved from memory in 
each potential category. The model assumes that exemplar 
information is stored in the form of an array of features.
6In Estes' (1986b) experiments, examples had binary-valued 
features. Borrowing from Estes (1986b), a possible memory 
array of a sequence of examples from two categories, A and 
B, might have the form
Features
Category f l f 2 f 3 f 4 f 5 f 6 f 7 f 8
Exemplar 1 A l 2 2 1 2 1 1 2
Exemplar 2 B 2 1 1 1 1 2 2 2
Exemplar 3 B 2 2 1 2 2 2 1 2
where the rows represent individual exemplars and the 
entries in each column (1 and 2) denote the binary value of 
each feature. Thus, the columns of a memory array represent 
feature information, which can be averaged to give relative 
frequencies for each feature in a category.
Some array models assume that new items are categorized 
by direct comparison to exemplars (exemplar models), whereas 
others assume that summaries (feature frequencies) are used 
during categorization. In both cases, however, performance 
depends on the same two factors: (a) how similarity is
computed (or summarized), and (b) the probability of 
successful storage of an exemplar in memory. This type of 
model is supported by the findings of Medin and Smith (1981) 
showing that differences in similarity parameters could 
predict performance based on different strategies. The 
strategies were manipulated by three different instructions,
7in which subjects were told: (a) to form a prototype of each
category, (b) to learn each category as a rule-plus- 
exception, or (3) to simply expect a classification task 
(neutral instruction). The neutral instructions produced 
better performance in classification during transfer than 
the other two instructions. However, the same model fit all 
three conditions well when the parameter representing 
similarity of each exemplar to remembered exemplars was 
adjusted. Thus, the authors concluded that strategies 
affect only the amount of information encoded, not the 
process operating on representations.
Rule Induction Models
A rule induction model capable of learning ill-defined 
concepts has been proposed by Holland et al. (1986). 
According to their model, category learning is an inference 
process that induces the underlying principles (or rules) of 
concepts based on goals, pragmatics, and context (see also, 
Barsalou, 1983, 1985; Gelman, 1988; Medin, 1989; Medin &
Wattenmaker, 1987; Murphy & Medin, 1985). The most basic 
representations are condition-action rules. Learning of 
rules involves two factors: (1) changing the strengths of
rules, and (2) generating new rules. Rules compete against 
each other. Conflict among sets of rules is resolved as a 
function of a rule's strength (past effectiveness), 
specificity (the completeness with which it describes a
8current situation), and support (number of rules that 
support the current rule). The rule induction model is 
capable of using both abstract and specific information as 
categorical rules. Specific exemplars can be rules (c.f., 
Nosofsky, et al., 1989). Categories are considered as 
clusters of rules, and they yield a default hierarchy. A 
default hierarchy includes both default rules, which are 
general and abstract, and exception rules, which are more 
specific.
Consistent with a rule induction model, Martin and 
Caramazza (1980) suggested that the basic process of 
categorization involves sequential testing of features 
rather than the use of overall degree of similarity between 
items. They demonstrated that there were large individual 
differences in particular rules used by different subjects, 
suggesting that each subject found different rules rather 
than using computed similarities that would tend to converge 
on the same classification choices across subjects. They 
also pointed out that success of exemplar models may be an 
artifact of averaging over the responses of subjects and 
items that use different classification rules (e.g., Medin, 
1986; Nosofsky et al., 1989). Medin, Wattenmaker and 
Hampson (1987) also provided evidence that subjects sort 
concepts on the basis of simple fragmentary rules when 
categories are determined by independent features.
9Dual Process Models
Dual process models suggest that people can categorize 
items based on abstract rules (explicit mode) or 
similarities to memorized items (implicit mode) (Berry & 
Broadbent, 1988; Hayes & Broadbent, 1988; Lewicki, 1986; 
Mathews et a l ., 1989; McAndrews & Moscovitch, 198 5; Reber,
1976, 1989; Reber & Allen, 1978). Recently, Mathews et al.
(1989) proposed two learning mechanisms of memory-based and 
model-based processes. The model-based process involves 
conscious efforts to generate hypotheses or abstract rules 
involved in a task. The memory-based process is an implicit 
learning mechanism, which automatically captures 
similarities among exemplars.
In dual process models, "salience" has been proposed as 
a variable that can determine which mode of learning, 
implicit or explicit, is used to perform a task (Berry & 
Broadbent, 1988; Broadbent, 1989; Hayes & Broadbent, 1988; 
Lewicki, 1986; Reber, 1989). When a concept has salient 
features, the explicit mechanism detects these features and 
generates an abstract rule. The implicit learning mechanism 
is used as a default when no salient features are relevant. 
Reber, Kassin, Lewis, and Cantor (1980) examined this 
proposed interaction between the two modes of learning and 
salience of stimuli. Stimuli were generated by a finite 
state grammar. Different modes of processes were 
manipulated by instructions. Implicit instructions were to
10
learn and remember as much about each stimulus item as 
possible. Explicit instructions were to figure out rules 
involved in generating the stimuli. In the low-salience 
condition, the order of study items was presented randomly, 
whereas in the high-salience condition, the items were 
arranged in columns so that each column represented an 
underlying, highly salient grammar. It was found that 
explicit instructions were beneficial in learning salient 
stimuli, whereas implicit instructions were helpful in 
learning non-salient stimuli.
Along similar lines, several studies provide some 
evidence that category learning is a function of both 
abstract rules and specific exemplar memories (Elio & 
Anderson, 1981; Homa, Sterling, £< Trepel, 1981; Malt, 1989).
Homa et a l . (1981) manipulated category size of training
items and delay of transfer test. An increase in category 
size is known to enhance abstraction of prototypes. In 
their experiments, transfer performance was facilitated by 
increases in both category size and the similarity between 
transfer items and training items. However, the 
effectiveness of similarity was attenuated by increases in 
category size and delay of the transfer test. Therefore, 
Homa et al. (1981) concluded that exemplar models are 
effective only under certain conditions of minimal category 
experience and immediacy of test. Similarly, Elio and 
Anderson (1981) suggested that classification is a function
11
of specific instances and higher level category information 
abstracted from those instances. Elio and Anderson compared 
a blocked condition where items contributing to a category 
generalization were presented close in blocks with a random 
presentation condition. They found that transfer 
performance was better with blocked presentation than with 
random presentation, which indicates an effect of abstract 
category information on category learning. There was also 
an effect for the similarity of transfer items to study 
items. Recently, Malt (1989) has used a priming technique 
to test whether category decision is based on analytic 
(prototype) or non-analytic exemplar strategy.- She provides 
evidence that both types of strategies are used within and 
between subjects.
Variables Related to Categorization and Recognition 
Conceptual Structures and Salience
Two different types of category structures have been 
used in studies of concept learning. One type of the 
structure has independent features and the other has 
correlated features. These structures have been also 
referred to as having linearly separable and non-linearly 
separable features, respectively (Medin & Schwanflugel,
1981; Wattenmaker, Dewey, Murphy & Medin, 1986). in the 
case of independent features, the probability distributions 
of features differ across categories, and features predict
12
category membership independently (e.g., Estes, 1986b, in 
Experiment 1; Fried & Holyoak, 1984; Martin & Caramazza, 
1981; Medin, 1983; Medin & Schwanflugel, 1981; Medin, 
Wattenmaker, & Hampson, 1987). In structures based on 
correlated features, certain patterns of features predict 
particular categories, but single features are useless for 
predicting category membership (e.g., Estes, 1986b, 
Experiment 2; Medin, Wattenmaker, & Hampson, 1987).
Exemplar models propose that category learning depends 
on both probabilistic storage of exemplar patterns and a 
similarity comparison process (Estes, 1986b). The exemplar 
models do not predict any differences in the categorization 
of different category structures. In Estes' (1986b) 
experiments, an exemplar model could predict learning of 
both independent and correlated features by adjusting the 
values of the two parameters representing similarity and 
exemplar storage.
According to rule induct ion models, the two category 
structures may require induction of different types of rules 
to categorize the items (e.g., Medin, 1986). When 
categories have independent features, valid rules may be 
related to the relative frequency with which features appear 
in alternative categories. Thus, the basis of category 
learning might be a relative frequency coding in independent 
category structures (e.g., Hayes-Roth & Hayes-Roth, 1977; 
Martin & Caramazza, 1980; Medin et al., 1987; Reed, 1972).
13
On the other hand, correlation rules might be used in 
learning to categorize items from categories based on 
correlated features (e.g., Billman, in press; Billman &
Heit, 1988; Medin, Altom, Edelson, & Fresko, 1982). It 
might be assumed that subjects would try coding independent 
feature rules first and if that fails, they switch to 
encoding correlation rules.
Dual process models account for the basis of category 
learning in terms of salience of tasks (Berry & Broadbent, 
1989; Reber et al. 1980). Salience can be defined as to 
selectively encode relevant features (Broadbent, 1989).
When underlying rules of a category are not sufficiently 
salient to be detected, the implicit mode of exemplar 
storage might be employed (see Estes, 1986b, Experiment 2). 
On the other hand, when rules are sufficiently salient to be 
detected, explicit rules will be used rather than the 
implicit exemplar storage. For instance, explicit rules may 
be a correlation coding in correlated features (e.g., 
Billman, in press; Billman & Heit, 1988) and a frequency 
coding in independent features.
Salience is another potent variable that might alter 
the relation between categorization and recognition. The 
three different models are compared in predicting the effect 
of salience on recognition and categorization. The exemplar 
view predicts no different effect of salience on recognition 
and categorization because both judgments are based on
14
exemplar memories. According to the rule induction and dual 
process models, salience will have different effects on 
categorization and recognition. Analogous to Metcalfe and 
Fisher's (1986) results, categorization (which is sensitive 
to strategies) should be affected by salience, but 
recognition should not.
The present experiments include independent features in 
Experiment 1, and correlated features that are rather 
salient in Experiment 2. Experiment 3 manipulates the 
salience of correlated features.
Learning Strategies
A large number of studies have examined the effect of 
strategies on concept learning by manipulating different 
instructions. Two general types of instructions are (1) to 
notice similarities among exemplars by memorizing instances 
(memory instructions) and (2) to find rules (rule 
instructions). The exemplar, rule induction, and dual 
process models are different in predicting the effect of 
learning strategies on category learning. According to 
exemplar models, instructions to notice similarities among 
exemplars will result in better category learning than 
instructions to find rules. Estes (1986b) obtained the 
results that similarity instructions were better in category 
learning than rule instructions in a category structure of 
correlated features. Similarly, Medin and Smith (1981)
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found that subjects were better at classifying when they 
were simply told to expect a classification task; 
performance deteriorated with more explicit instructions, 
such as to form a rule plus exceptions or to form 
prototypes.
Rule induction models propose that category learning is 
a function of analytic rule induction rather than exemplar 
storage. Thus, rule models predict that explicit rule 
instructions might give better performance than exemplar 
memory instructions.
On the other hand, dual process models expect that the 
effect of instructions depends on how salient a task is 
(Broadbent, 1989; Reber, et al., 1980). Salient features 
will be easily learned by explicit rule instructions, 
whereas implicit memory instructions will facilitate 
learning of non-salient features. As described in an 
earlier section, Reber et al. (1980) found that explicit 
rule instructions were beneficial in learning salient 
stimuli, whereas implicit instructions of exemplar memories 
were helpful in learning non-salient stimuli. Along similar 
lines, Metcalfe and Fisher (1986) found that instructions 
had an effect on categorization performance, but not on 
recognition. Their results imply that recognition may not 
be sensitive to learning strategies, but that categorization 
is sensitive to learning strategies.
16
Stimulus Types
The present research investigates learning strategies 
by manipulating different stimulus types: using visual bar 
charts and verbal letter strings. Visual bar charts have
upward and downward bars, as shown in the example
I I I  I . Verbal letter strings use the letters Y and N,
I I II
as in the example NYNYYNNY. Concept learning studies have 
used different modalities of visual and verbal (or 
conceptual) categories even though they do not attempt to 
differentiate learning of different modalities. Visual 
modalities include perceptual categories, such as schematic 
faces (e.g., Martin & Caramazza, 1980; Reed, 1972), 
geometric patterns (e.g., Bruner, Goodnow, & Austin, 1956; 
Neisser & Weene, 1962), or dot patterns (e.g., Posner & 
Keele, 1970). Verbal modalities include conceptual
categories, such as descriptions of personalities, jobs, or 
diseases (e.g., Elio & Anderson, 1980; Medin et a l ., 1982;
Medin, et a l ., 1987) .
In contrast, studies on imagery indicate that the two 
stimulus types are related to different modes of 
representations and processes (Murphy, 1973; Nielsen &
Smith, 1973; Shepard & Chipman, 1970). Visual modality is 
associated with analogical representations of spatial image, 
whereas verbal modality is related with analytic 
representations (Bower, 1972; Santa, 1977). Santa (1977)
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demonstrated that geometric patterns tend to be stored 
according to spatial position, whereas verbal descriptions 
tend to be stored according to linear order. similarly, the 
studies of implicit and explicit learning imply that visual 
and verbal stimulus types might be related to different 
modes of learning (Berry & Broadbent, 1988; Hayes & 
Broadbent, 1988). Verbal letter strings tend to be easily 
reportable; thus, they may easily employ the explicit 
learning mechanism. In contrast, visual bar charts are not 
easy to report in verbal description; therefore the implicit 
learning mechanism will be involved.
The exemplar, rule induction, and dual process models 
are different in their predictions of the effect of stimulus 
types. Exemplar models seem to expect no differences in the 
effect of stimulus types because category learning depends 
on similarity to memorized items and likelihoods of exemplar 
storage. Assuming that exemplars of bars or letters are 
equally well remembered, the parameters of similarity and 
exemplar storage should not be affected by stimulus types if 
they use the same sequence of exemplars that have the same 
feature values.
Rule induction models predict differences in the effect 
of stimulus types. Verbal letter strings might be easier to 
learn than bar charts because letters are easier to induce 
abstract rules by analytic and explicit strategies (e.g., 
Berry & Broadbent, 1988; Hayes & Broadbent, 1988).
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According to dual process models, the effect of 
stimulus types depends on the salience of tasks. When 
underlying rules of a category are salient, the explicit 
rule mechanism will be used by capturing salience of the 
rules. Thus, letter strings might be easier to learn 
salient rules than bar charts since letter strings are 
easily reportable to employ explicit learning mechanisms.
On the other hand, implicit mechanisms of exemplar storage 
will be used when rules are not salient. Thus, bar charts 
might be easier to learn non-salient rules because they are 
easier to employ implicit mechanisms.
Different stimulus types further test the relation 
between categorization and recognition. The three models 
are different in predicting the effect of stimulus types on 
recognition and categorization. Exemplar view predicts no 
different effect of stimulus types on recognition and 
categorization because both judgments are based on 
similarity to specific exemplar memories. According to the 
rule induction and dual process models, stimulus types will 
have different effects on classification and recognition. 
Categorization (which is sensitive to strategies) should be 
affected by stimulus type, but recognition should not.
General Experimental Method
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The experimental procedure used in this research is 
analogous to that used by Estes (1986b). A major feature is 
that data on both new-old recognition and categorization 
judgments are collected simultaneously. A second important 
feature is that the present experiments collect recognition 
and classification data during the course of learning rather 
than after learning. This procedure differs from the 
typical concept learning procedure, in which subjects are 
tested in a transfer phase after reaching a learning 
criterion in a study phase. The present procedure provides 
an opportunity for a detailed analysis of the learning 
process.
Stimuli take the form of bar charts or letter strings.
Each stimulus has eight features. Patterns of bar charts
substitute an upward bar and a downward bar for the letters
Y and N, respectively. Examples of a bar chart and a letter
string that use the identical feature values are I II I
I I  I I
and NYNYYNYN.
The stimulus item presented on each trial is generated 
by assigning each trial to Category A and Category B, each 
with a probability 0.5. The appropriate feature probability 
distributions are then used to generate a pattern of letters 
or bars. The probability distributions employed vary from 
experiment to experiment. In Experiment 1, features have
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different independent probabilities to appear in two 
categories. In Experiments 2 and 3, a particular value of 
each feature is equally likely to appear in each category, 
but features are correlated such that certain patterns of 
features are representative of each category.
Subjects are instructed that the experiment is intended 
to simulate the problem of diagnosing diseases from symptom 
patterns. Symptoms are denoted by bars (in bar charts) or 
letters (in letter strings) and diseases by Category A or B. 
A stimulus is displayed for a short time (e.g., one second 
in Experiments l and 2 and in short duration of Experiment 
3; three seconds in long duration of Experiment 3). Then a 
question of "Y/NM appears and remains until subjects answer 
nonrecognition ("N") or recognition ("YM) of the stimulus on 
the keyboard. A question "A/B" appears and remains until 
subjects press the "A" or "B" key to indicate their choice 
of categories. Then the entire display, including feedback 
of the correct category, remains on the screen for a short 
time before the onset of the next trial. The 320 trials are 
tested. After the experiment, each subject is asked to 
write down rules (or strategies) he/she has used to 
categorize patterns.
Evidence of mental representations is obtained by 
collecting recognition and categorization data, and the 
rules and strategies are examined by analyzing verbal data. 
The exemplar, rule induct ion, and dual process models are
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contrasted in predicting categorization and recognition 
performance and the strategies used to categorize.
Experiments 1 and 2 are designed to contrast learning 
of the two stimulus types, bar charts and letter strings, in 
different category structures. The category structures are 
defined as independent features in Experiment 1 and 
correlated features in Experiment 2. Experiment 3 is 
designed to test learning processes in greater depth by 
manipulating instructions, duration of stimulus 
presentation, and salience of correlation rules.
Experiment 1
Experiment 1 aims to replicate Estes' (1986b)
Experiment 1 and further extends his experiment by 
manipulating stimulus types. This experiment uses the same 
category structure and procedures as in Estes' Experiment l. 
However, in contrast to the Estes' study which used bar 
charts as stimuli, this experiment uses letter strings in 
addition to bar charts as stimuli to compare the effects of 
stimulus types on categorization and recognition. In this 
experiment, category exemplars have independently determined 
features. Features appear in two categories with different 
probabilities, but combine independently. Thus, single 
features are useful for predicting category membership.
The three types of models of concept learning are 
compared on the basis of learning independent features. 
Exemplar models predict that learning depends on 
probabilistic storage of exemplar patterns and a similarity 
comparison process (Estes, 1986b). Estes (1986b) found 
evidence that category learning of independent features was 
based on exemplar memories, and he could predict 
categorization performances by adjusting the two parameters 
of similarity and exemplar storage.
According to rule induction models, a basis of learning 
independent features may be to code the relative frequency 
with which features appear in two categories (e.g., Martin
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and Caramazza, 1980; Medin et al., 1987). Dual process 
models may have the same predictions as rule induction 
models. Independent features seem to be salient in the 
sense that individual features {e.g., first or last feature) 
are correlated with a category. For example, a simple rule 
can be such that Category A starts with letter Y and 
Category B starts with letter N. Thus, dual process models 
expect that the explicit learning mechanism might be 
involved in learning independent features.
Stimulus types of bar charts and letter strings examine 
the processes of category learning in independent features. 
The exemplar, rule induction, and dual process models are 
compared. According to exemplar models, no differences are 
expected between the two stimulus types. The parameters of 
similarity and exemplar storage should not be affected by 
stimulus types if they use the same sequence of the same 
exemplars. Rule induction and dual process models have the 
same predictions on the effect of stimulus types because 
independent features are considered to be salient to employ 
the explicit rule learning mechanism. Rule induction and 
dual process models expect differences in the two stimulus 
types. Letter strings might be easier to learn than bar 
charts because letters are easy to induce abstract rules by 
analytic and explicit strategies (Berry & Broadbent, 1988; 
Hayes & Broadbent, 1988).
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This experiment examines the relation between 
recognition and categorization. First, whether two 
judgments are separable on the effect of stimulus types is 
examined. Exemplar models predict no different effects of 
stimulus types on recognition and categorization because 
both judgments are based on the same process of exemplar 
memories. According to rule induction and dual process 
models, stimulus types have different effects on 
classification and recognition because the two judgments are 
based on completely different processes (Metcalfe & Fisher, 
1986; Omohundro, 1981). Stimulus types may be related to 
explicit and implicit learning strategies (e.g., Berry & 
Broadbent, 1988; Hayes & Broadbent, 1988; Santa, 1977). 
Analogous to Metcalfe and Fisher's (1986) results, 
recognition is not affected by stimulus types because 
recognition is not sensitive to strategies. By contrast, 
categorization is affected by stimulus types because 
categorization is sensitive to strategies.
Second, the dependence of categorization on recognition 
is investigated. Exemplar models predict that 
categorization is dependent on recognition because they are 
based on the same similarity comparison process. It is 
expected that instances that are recognized as old items 
should be categorized better than instances that are 
recognized as new. On the other hand, rule induction and 
dual process models expect that categorization is
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independent of recognition because they are based on 
different processes. That is, categorization will not 
depend on "old" responses in recognition.
Method
Subjects
Each of the bar chart and letter string conditions has 
two subgroups of list 1 and list 2. In each list, 12 
subjects were assigned. In total, 48 subjects were used.
Apparatus
The experimental procedure was programmed on an IBM 
computer. Stimulus, questions to subject, and feedback 
information were presented on the display screen of the 
computer. Subjects' responses were recorded into a data 
file.
Design
Each of the bar chart and letter string conditions has 
two subgroups of list 1 and list 2. The two lists use the 
same sequence of exemplars, but feature values of each 
exemplar in list 2 are the complement of those in list 1. 
For example, if the first exemplar in list 1 is YYNNYNYN, 
then the first exemplar in list 2 will be NNYYNYNY.
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stimuli
The 320 trials were generated by assigning each trial
to Category A and Category B, each with a probability 0.5,
then, by applying appropriate probability distributions to
generate a pattern of letters or bars. As illustrated in
Figure 1, some positions had high probabilities of
containing letter "Y," or upward bar, on Category A, and
this pattern was inverted on Category B trials. The
probability distributions are constructed by assigning
probabilities of 0.75 of letter "Y" to four of the eight
feature positions and 0.25 to the other four feature
positions. The prototype of Category A for one of the
subgroups (list 1) is NYNYYNNY. On Category B trials, the
prototype is the complement, YNYNNYYN. For the other
subgroup (list 2), prototypes are interchanged between
Categories A and B.
Bar charts substitute an upward bar and a downward bar
for the letters Y and N, respectively. In list 1,
prototypes are I I I  I and I I  II for categories A
I I II I II I
and B, respectively. For list 2, the prototypes are
interchanged between Categories A and B.
Procedure
The procedure was the same as that described in the 
general method section. A stimulus was displayed for one
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LETTER STRING: YYNYYNNY
BAR CHART:
Figure 1: Probability distributions of features (letter Y or 
upward bar) in list 1 of Experiment 1. The sample stimuli 
shown at the bottom present a letter string and a bar chart 
that would have high probability on a Category A trial.
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second. Subjects answered non-recognition ("N") or 
recognition ("Y") of the stimulus, then chose a category of 
A or B. The entire display, including feedback of the 
correct category, was shown for two seconds before the start 
of the next trial. After the experiment, each subject was 
asked to write down rules (or strategies) he/she used to 
categorize patterns.
Results
Categorization
Categorization performances in terms of correct 
percentage per 80-trial block are shown for both stimulus 
types in the upper panel of Figure 2. Over the latter part 
of the 80-trial blocks, correct categorizations of letter 
groups reached 70%, whereas those of bar groups approached 
60% .
The mean percentages of correct categorizations are 
summarized by 80-trial blocks in Table 1. An analysis of 
variance (ANOVA) was employed using a 2 (stimulus type) x 2 
(list) x 2 (repeat) x 4 (block) design. The ANOVA on these 
data yielded significant effects of stimulus type, F(l,44) = 
13.55, p<0.001; list, F (1,4 4)= 5.15, p<0.03; repeat, F(l,44) 
= 45.89, p<0.0001; and block, F(3, 132) = 11.59, p<0.0001.
All interaction effects were not significant.
It was found that letter groups were better in 
categorization performance (64%) than bar groups (55%). The
CA TEGORIZATION
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Figure 2. Percentages of correct categorizations per 80- 
trial block for letter strings and bar charts in the 
upper panel, and the hit-minus-false alarm rates in the 
lower panel for Experiment 1
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Table l
Mean Percentages of Correct Categorizations of Old and New 
Exemplars by 80-Trial Block in Experiment 1
Group /Item type 1 2
Block
3 4 Total
Letter Strings
List 1 Old 61 62 68 71 66
New 53 58 58 63 58
List 2 Old 72 69 71 72 7 1
New 59 54 64 66 61
Bar Charts
List 1 Old 48 46 60 59 53
New 46 50 54 53 51
List 2 Old 61 60 65 64 62
New 50 54 56 58 54
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list: effect indicates that categorization performance was 
better in list 2, where Category A starts with Y or upward 
bar (62%), than in list 1, where Category A starts with N or 
downward bar (57%). The mean categorization performances 
were 56%, 57%, 62%, and 63% for each of the first, second,
third, and fourth blocks, respectively. In this analysis, 
old items were categorized better {63%) than new items 
(56%) .
The comparison of old and new items in Table 1 is 
subject to a possible confounding with typicality of each 
item. Because features of each exemplar are generated by 
means of probability distributions, it may be plausible 
that, for each category, more typical exemplars that contain 
many highly probable features in each category tend to occur 
frequently and that less typical exemplars tend to occur 
less frequently. In order to obtain a comparison that would 
eliminate this confounding, Estes (1986b) carried out 
another analysis by using only data from trials involving 
exemplars that occurred at least twice at some point in the 
sequence. The first occurrence of these exemplars falls in 
a new category, and the second occurrence, in an old 
category. The confounding of repetition with typicality can 
be eliminated because old-new comparison is made on the same 
items. These comparisons are shown in Table 2. An ANOVA on 
these data showed no significant main effect of repeat, but 
a interaction of repeat with block, F(3,132) = 2.95, p<0.05,
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Table 2
Mean Percentages of Correct Categorizations on First and 
Second Occurrences of Same Exemplars in Experiment 1
Block
1 2 3 4
Letters First 57 57 66 75
Second 65 58 67 65
Bars First 48 50 58 62
Second 57 52 62 59
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was significant. Test of simple effects for the interaction 
show that old items were tended to be categorized better 
than new items in the first block, F(l,176) = 4.76, p<0.03, 
but not in the rest of blocks.
Recognition
Overall recognition performance was measured by 
calculating the probability of a "hit" minus the probability 
of a "false alarm" for each subject (e.g., Nosofsky et al., 
1989) . The means of hit-minus-false-alarm rates are 
presented by 80-trial blocks in Table 3, and these means are 
illustrated in the lower panel of Figure 2.
An ANOVA was employed using a 2 (stimulus types) x 2 
(list) x 4 (block) model. The ANOVA yielded significant 
effects of list, F(l,44) = 5.63, p<0.03; and block, F{3,132) 
= 7.81, p<0.0001. The list effect suggests that list 2 
(where Category A starts with letter Y or upward bar) shows 
better recognition performance (mean = 0.073) than list 1 
(where Category A starts with N or downward bar) (mean = 
0.024). Mean comparisons for the block effect revealed that 
the first 80-trial block was significantly better in 
recognition than the second 80-trial block, F(l,44) = 13.45, 
p<0.001, but the comparison of blocks 2 and 3, and that of 
blocks 3 and 4, were not significant. The block effect 
suggests that exemplar memories were used in the first 
block. However, recognition performance was at a chance
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Table 3
Average Hit-Minus-False-Alarm Rates per 80 - Trial Block in 
Each Conditions of Experiment 1
Condit ion
Blocks
1 2 3 4 Total
Letters List 1 . 092 - . 017 -.006 .019 . 022
List 2 . 142 . 069 . 066 . 060 . 084
Bars List 1 . 079 . 012 008 . 022 . 026
List 2 . 132 . 022 . 105 - . 009 . 062
Mean .111 . 021 . 039 . 023 . 048
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level in Blocks 2 - 4.
Categorization and recognition performances can be 
compared with regard to block effects, as shown in Figure 2. 
Categorization performances increase across blocks, whereas 
recognition dramatically decreases after the first 80-trial 
block.
Categorization Conditional on Recognition
Categorization performance conditional on recognition 
was analyzed in order to examine whether categorization was 
dependent on saying “old" in recognition (Estes, 1986b; 
Metcalfe & Fisher, 1986). For the analysis, first, trials 
were separated into four types based on recognition status 
(e.g., correct and false recognition) of old and new items. 
Therefore, correctly recognized old items, falsely 
recognized old items, correctly recognized new items, and 
falsely recognized new items are differentiated. The mean 
percentages of correct categorization in each type are 
summarized in Table 4. An ANOVA was employed by a 2 
(recognition status: correct vs. false) x 2 (stimulus type) 
x 2 (repeat) x 4 (block) design. The ANOVA indicates no 
significant effect conditional on recognition. The variable 
of recognition status was not significant, which fact 
indicates that categorization performance was not affected 
by recognition.
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Table 4
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R— ) to Old and New 
Items in Experiment 1
Block
1 2 3 4
R R- R R- R R- R R-
Letters
New 53 58 62 55 57 63 61 66
Old 68 55 68 63 67 71 69 65
Bars
New 52 51 57 54 55 49 41 59
Old 51 56 50 50 62 55 59 58
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Verbal Data
Verbal data could be differentiated into three groups.
A first group reported rules of counting relative 
frequencies of individual features, which are referred to as 
analytic frequency rules in the regard that the frequency of 
individual features should be calculated one by one. A 
typical example of the analytic frequency rules is,
"Category A starts with N, Category B starts with Y." It 
is noted that the analytic frequency rules were based on a 
single feature or several features rather than whole 
features of an example. A second group counted a number of 
the same features in each exemplar, which is called hoiistic 
frequency rules in the sense that the whole pattern of an 
exemplar should be noticed. An example of the holistic 
frequency rules is, "Category A has more upward bars and 
Category B has more downward bars." In this task, 
the holistic frequency rules are not appropriate because the 
same number of Y's (or upward bars) and N's (or downward 
bars) has high probabilities to appear in each category. A 
third group just guessed or did not mention anything.
The number of subjects who mentioned each type of rules 
and their average categorization performances are summarized 
in Table 5. This table shows that letter groups chose 
analytic frequency rules more often (15 out of 24) than did 
bar groups (9 out of 24), whereas bar groups chose holistic 
frequency rules more often (12 out of 24) than did letter
Table 5
Correct Categorization Percentages and Number of Cases ( 
Mentioned Each Type of Rules
Letters Bars
List 1 List 2 List 1 List 2
Analytic Frequency Rules
66 68 57 66
(N=6)* (N=9) (N=3) (N=6)
Holistic Frequency Rules
58 * 52 51
(N=4) (N=0) (N=6) (N~6)
Guess 58 58 47 _ _
(N=2) <N=3) (N=3) (N=0)
* Total number of cases are 12 in each condition.
39
groups (4 out of 24)- This result indicates that analytic 
frequency rules were easily adopted by letter groups, 
whereas holistic frequency rules were easily adopted by bar 
groups. It was found that analytic frequency rules were 
chosen more often in list 2 where Category A starts with Y 
or upward bar (15 out of 24) than in list 1 where Category A 
starts with N or downward bar (9 out of 24). In contrast, 
holistic frequency rules were chosen more often by list 1 
than by list 2.
Performance of correct categorization differs depending 
on rule types. When subjects chose the analytic frequency 
rules, the average percentages of correct categorization 
were 67 and 63 in letters and bar groups, respectively.
When subjects chose the holistic frequency rules, the 
average percentages of correct categorization were 58 and 52 
in letters and bars groups, respectively. These results 
indicate that analytic frequency rules led to better 
categorization performance than did holistic frequency 
rules.
Discussion
The results of this experiment are different from 
Estes' (1986b) Experiment 1 in the following two ways.
First, categorization data show that old items were not 
categorized better than new items. This suggests that
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specific exemplar memories did not contribute to category 
learning in this experiment, implying that some abstract 
rules were used (Homa et a l ., 1981). On the other hand,
Estes found a substantial advantage for old over new 
exemplars. Second, in the analysis of categorization 
conditional on recognition of this experiment, exemplars 
that were recognized as old items were classified at the 
same level as exemplars recognized as new. On the other 
hand, in Estes' Experiment 1, old exemplars were categorized 
better on trials when they were correctly recognized as old 
items. The results of this experiment support rule 
induction and dual process models because categorization was 
relatively independent of recognition, whereas Estes' data 
supported exemplar models.
The effects of stimulus types and blocks provide 
evidence that categorization and recognition can be 
separable. The effect of stimulus types was different on 
recognition and categorization. Stimulus types affected 
categorization performance: Letter groups were superior to 
bar groups in categorization. In contrast, recognition 
performance was not affected by the stimulus types. Second, 
blocks of practice had different effects on categorization 
and recognition. Categorization performance tended to 
increase across blocks, whereas recognition dramatically 
decreased to lead to a floor effect after the first 80 
trials. Thus, it is suggested that exemplar memories were
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used in recognition in the first 80-trial block, whereas, in 
the latter blocks, recognition ability was at a chance 
level. However, some abstract rules were used for 
categorization.
As to the rules used to categorize, verbal data 
analyses indicate that optimal rules were to code the 
relative frequency of individual features, which are called 
analytic frequency rules. The analytic frequency rules were 
adopted by the majority of subjects and yielded better 
categorization performance than the holistic frequency 
rules, which were to count a number of the same features in 
an exemplar. In addition, verbal data suggest that the 
advantage of letter groups over bar groups found in 
categorization was related to rule types. Subjects in 
letter groups have taken the analytic frequency rules more 
often than subjects in bar groups. Also, it is noted that 
the analytic frequency rules were based on a single feature 
or several features. This result is consistent with the 
evidence of rule induction in ill-defined categories (Martin 
and Caramazza, 1980; Medin, et a l ., 1987). That is,
subjects tend to use simple rules in learning the categories 
defined by independent features.
Unexpectedly, a list effect was significant in 
recognition and categorization. The list where Category A 
starts with the letter Y was superior in both recognition 
and categorization performances to the list where Category A
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starts with N. Verbal data suggest that list effects were 
related to rule types. Subjects in the list (where Category 
A starts with letter Y or upward bar) found analytic 
frequency rules more often than did subjects in the list 
(where Category A starts with letter N or downward bar). It 
may be plausible that people learned Category A by 
associating a presence (letter Y or upward bar) of the first 
symptom rather than by an absence (letter N or downward bar) 
of the first symptom. It is also possible that individual 
differences may be involved in the list effect.
Experiment 2
This experiment examines learning of correlated 
features as in Estes' Experiment 2. In correlated features, 
certain feature patterns are unique to particular 
categories. However, individual features are useless for 
predicting category membership, since a particular value of 
each feature is equally likely to appear in two categories. 
In this experiment, the rules of feature correlation are 
constructed to be somewhat salient by having correlated 
features in adjacent positions. For example, the first 
feature controls the next three features and the fifth 
feature controls the next three features. On the other 
hand, in Estes' Experiment 2, correlated features are 
scattered in separate positions. For example, a second 
feature controls the third and fifth features, whereas the 
first feature controls the fourth and sixth features. The 
motivation of this study for using different correlation 
rules is to examine category learning in rather salient, 
correlated features.
As a basis of learning, exemplar models predict that 
learning of correlated features is based on similarity of 
remembered instances and likelihoods of exemplar storage as 
in learning of independent features (Estes, 1986b). Rule 
induction models suggest that some other rules than 
computation of feature frequencies (used in Experiment 1)
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may be involved because individual features have no 
predictive value. The basis of learning might be to code 
correlation rules (e.g., Billman, in press; Billman & Heit, 
1988; Medin, Altom, Edelson, & Fresko, 1982). Dual process 
models may predict that explicit learning mechanism is 
employed because the correlation rules used in this 
experiment seem to be rather salient.
The relation between recognition and categorization 
will be investigated, first, on whether two judgments are 
separable on the effect of stimulus types. Exemplar models 
predict that stimulus types do not have an effect on 
categorization as well as on recognition because both 
judgments are based on the same process of exemplar 
memories. According to rule induction and dual process 
models, stimulus types will have different effects on 
classification and recognition because the two judgments are 
based on different processes (Metcalfe & Fisher, 1986; 
Omohundro, 1981). Recognition will not be affected by 
stimulus types because recognition is not sensitive to 
strategies. In contrast, categorization will be affected by 
stimulus types because categorization is sensitive to 
strategies. Letter strings might be easier to learn than 
bar charts because letters are easy to induce abstract rules 
by analytic and explicit mechanisms (Berry & Broadbent,
1988; Hayes & Broadbent, 1988).
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Second, the dependence of categorization on recognition 
will be investigated. Exemplar models predict that 
categorization is dependent on recognition because they are 
based on the same similarity comparison process. It is 
expected that instances that are recognized as old items 
should be categorized better than instances that are 
recognized as new. On the other hand, rule induction and 
dual process models expect that categorization is 
independent of recognition because they are based on 
different processes. That is, categorization will not 
depend on "old" responses in recognition.
Method
Subjects
Bar charts and letter strings were used as stimuli.
For each stimulus type, 12 subjects were assigned to each of 
two subgroups (list 1 and list 2). In total, 48 subjects 
were tested.
Stimuli
A correlation structure is as follows: the first and 
the fifth features serve as control features. The two 
letters, Y and N, in each of eight features occur with 0.5 
probability in both Categories A and B. Features in the 
first four (1st, 2nd, 3rd, 4th) positions and features in 
the next four (5th, 6th, 7th, and 8th) positions have the
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same correlations. When the first feature has letter Y (or 
N) on any Category A trial, each of the 2nd, 3rd, and 4th 
features takes on the same letter Y (or N) as the first 
control feature, with the probability of 0.8. On the 
Category B trials, the correlations are reversed. For 
example, when the first feature has letter Y (or N) on any 
Category B trial, each of the 2nd, 3rd, and 4th features 
takes on a different letter N (or Y) from the first control 
feature, with the probability of 0.8. The probabilities 
that patterns of letter Y and N are combined for the first 
four features in the two categories are as shown in Table 6. 
The set of probabilities for features in the 5th, 6th, 7th, 
and 8th positions take exactly the same form. The bar 
charts substitute an upward bar and a downward bar for the 
letter Y and N.
Design and Procedure
They are the same as in Experiment 1.
Results
Categorization
Categorization performances in terms of correct 
percentages per 80-trial block for both stimulus types are 
shown in the upper panel of Figure 3. Correct 
categorizations of both letter and bar groups fluctuated in 
60%.
Table 6
Probabilities of Combinations of Correlated Features 
(1st, 2nd, 3rd, 4th or 5th, 6th, 7th, 8th) in Experiment
Category
Feature Combination A B
YYYY .256 . 004
YYYN . 064 . 016
YYNY . 064 . 016
YYNN . 016 . 064
YNYY . 064 .016
YNYN . 016 . 064
YNNY .016 . 064
YNNN . 004 .256
NY YY . 004 .256
NYYN . 016 . 064
NYNY .016 . 064
NYNN . 064 .016
NNYY .016 . 064
NNYN . 064 . 016
NNNY . 064 . 016
NNNN .256 . 004
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Figure 3. Percentages of correct categorizations per 80- 
trial block for letter strings and bar charts in the upper 
panel, and the hit-minus-false alarm rates in the lower 
panel for Experiment 2
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Mean percentages of correct categorizations are given 
in Table 7. An analysis of variance on these data yielded 
significant effects of repeat, F(l,44> = 137.63, pcO.OOl; 
block, F(3,132) = 5.74, pcO.OOl; an interaction of repeat 
with block, F(3,132) = 6.36, p<0.0005. But the main effects 
of stimulus type and list were not significant. The mean 
performances of each block were 61%, 64%, 60%, and 64% for 
the first, second, third, and fourth blocks, respectively. 
The repeat effect indicates that old items (68%) were 
categorized better than new items (57%). The interaction of 
repeat with block shows that an advantage of old items over 
new items was larger in the first (14%) and fourth (15%) 
blocks than the second (9%) and third (6%) blocks. But the 
effects related to repeat are likely to be confounded with 
typicality.
In order to eliminate the confounding effect of 
repetition with typicality, an ANOVA was performed with 
categorization performance on old and new exemplars that 
occurred at least twice. The means of these data are shown 
in Table 8. In contrast to Experiment 1, there was a 
significant effect of repeat, F(l,44) = 9.36, p<0.01. Items 
were categorized better at their second occurrences (63%) 
than at their first occurrences (58.5%).
Table 7
Mean Percentages of Correct Categorizations of Old and 
Exemplars in Experiment 2
Block
Group/Item type 1 2 3 4 Total
Letters New 55 59 57 54 56
Old 68 69 63 72 68
Bars New 52 61 58 60 58
Old 68 69 64 71 68
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Table 8
Mean Percentages of Correct Categorizations on First and 
Second Occurrences of Same Exemplars in Experiment 2
Group/Item type 1 2
Block
3 4 Total
Letters First 56 61 58 54 57
Second 65 67 57 68 64
Bars First 53 59 55 71 60
Second 58 65 59 65 62
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Recognition
Recognition performance was measured by calculating the 
probability of a "hit" minus the probability of a "false 
alarm" for each subject. The means of hit-minus-false-alarm 
rates are presented by 80-trial blocks in Table 9, and these 
means are illustrated in the lower panel of Figure 3.
An ANOVA was employed by a 2 (stimulus type) x 2 (list) 
x 4 (block) design. The effect of block was significant, 
F(3,132) = 43.5, p<0.0001. The block effect revealed that 
the first 80-trial block was significantly better than the 
second block, F(l,44) = 38.21, p<0.0001; that the second was 
significantly better than the third block, F(l,44) = 7.57,
p<0.01; but that the third and the fourth blocks were not 
different. Overall recognition performance was better than 
a chance level, t(47) = 3.66, p<0.001.
Categorization and recognition performances are 
compared with regard to block effects as shown in Figure 3. 
Categorization performances, in general, tend to be constant 
across blocks, whereas recognition dramatically decreases 
after the first 80-trial block.
Categorization Conditional on Recognition
Mean percentages of correct categorization given 
correct recognition and false recognition to each of new and 
old items are summarized by 80-trial blocks in Table 10. An 
ANOVA was employed by a 2 (recognition status: correct vs.
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Table 9
Average Hit-Minus-False-Alarm Rates per 80-Trial Block in 
Each Conditions of Experiment 2
Group
Block
1 2 3 4 Total
Letters .20 . 08 . 03 . 03 . 085
Bars .24 . 06 . 01 . 02 . 083
Means .22 . 07 . 02 . 025 . 084
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Table 10
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R-) to Old and New 
Items in Experiment 2
Block
1 2 3 4
R R- R R- R R- R R-
Letters
New 60 55 60 58 53 56 67 53
Old 80 66 75 63 64 49 78 57
Bars
New 4 8 57 53 64 54 62 61 61
Old 72 52 72 47 67 55 78 59
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false) x 2 (stimulus type) x 2 (repeat) x 4 (block) design. 
The ANOVA showed that significant effects related to 
recognition status were a main effect of recognition status,
F(l,14) = 11.81, p<0.005; an interaction of recognition
status with repeat, F(l,14) = 12.66, p<0.05; and a three-way 
interaction of recognition status, stimulus type, and list,
F (1,14) = 5.23, p<0.04.
Tests of simple effects for the interaction of 
recognition status with repeat show that old exemplars were 
classified better when they were recognized as old (73%) 
than in the case of being recognized as new (56%), F(l,28) =
118.04, p<0.0l. However, classification of new exemplars
was not different, whether they were falsely recognized as 
old or correctly recognized as new. The three-way 
interaction of recognition status, stimulus type, and list 
was due to the fact that correct recognition resulted in 
better categorization than false recognition in list 2 of 
letter groups, F(l,14) = 141.15, pco.oi, and in list 1 of 
bar charts, F(l,14) = 39.71, p<0.01. However, in list 1 of 
letter groups and list 2 of bar groups, correct and false 
recognition were not different.
Verbal Data
Verbal data were analyzed according to the rules used. 
Three types of rules were noticed: correlation, analytic 
frequency, and holistic frequency rules. The correlation
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rules included some feature patterns unique to each 
category. For example, subjects said that, "In Category A, 
letters were random, whereas in Category B, letters Y or N 
were grouped together in sequence." It is noted that the 
correlation rules did not include exact correlation rules, 
for example, the first (or fifth) feature controlled the 
next three features. Instead, they seem to be pattern 
goodness of regularity and symmetry, which is very similar 
to the symmetry rules found by Mathews et al. (1989) (see 
Mathews, 1991). In their study, subjects used symmetry 
rules in the learning of biconditional grammar, which 
generates exemplars of correlated features, through implicit 
training. For example, symmetry rules in their study relate 
to similarities in patterns of repetition of letters across 
halves of valid strings (e.g., PTTT.CXXX). In addition, it 
was noted that subjects using correlation rules often 
reported partial or fragmentary memories of exemplars, such 
as, "If letters YNNNY or NYYYN appeared it was A," with 
verbal descriptions. Yet no one mentioned whole exemplars. 
The analytic and holistic frequency rules involve 
calculation of feature frequencies as shown in Experiment 1.
The correct categorization percentages and the number 
of cases mentioned each type of rules are summarized in 
Table 11. This table indicates that letter and bar groups 
are not different in the number of cases that mentioned 
correlation rules. The correlation rules were mentioned by
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Table 11
Correct Categorization Percentages and the Number of Cases 
(N) Mentioned Each Type of Rules in Experiment 2
Letters Bars
Correlation Rules 60.2(N=20)* 61.3(N=18)
Hoiistic 
Frequency Rules 51.1(N=2) 57.8(N=2)
Analytic
Frequency Rules 52.1(N=l) 56.8(N=l)
Guess 64.1(N=l) 59.8(N=3)
* Total number of cases are 24 in each conditions.
20 out of 24 subjects in letter groups and by 18 out of 24 
subjects in bar groups. The frequency rules were used by 
the same number of subjects in each of the letter and bar 
groups (3 out of 24).
Correct categorization percentages were calculated 
based on the rule types mentioned. The correlation rules 
yielded 60.2% and 61.3% of correct categorizations in letter 
and bar conditions, respectively. On the other hand, when 
frequency rules were used, the correct categorization 
percentages were 51.4% and 57.5%, respectively.
Discussion
This experiment demonstrated that category learning of 
correlated features depended on specific exemplar memories. 
This result is consistent with that of Estes' Experiment 2 
in the following two points. First, the advantage for old 
items over new items was significant in categorization, and 
overall recognition performance was significantly better 
than a chance level. Therefore, it may be concluded that 
specific exemplar memories contribute to categorization and 
recognition during the course of learning. Second, in the 
analysis of categorization conditional on recognition, old 
exemplars were categorized better when they were correctly 
recognized as old items than when they were falsely 
recognized as new items. This result also supports exemplar
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models on the relation between recognition and 
categorization in terms that categorization depends on 
recognition. However, new exemplars did not show an 
advantage of the recognized-as-old items over the 
recognized-as-new items.
Moreover, bar and letter groups were not different in 
both categorization and recognition performances. This 
result is also consistent with the predictions of exemplar 
models concerning the relation between recognition and 
categorization.
However, block effects indicated that categorization 
and recognition were separable, as shown in Figure 3. 
Categorization performances, in general, tend to be constant 
across blocks, whereas recognition dramatically decreases 
after the first 80-trial block. Thus, it is suggested that 
recognition depends entirely on specific exemplar memories, 
whereas categorization is based on some abstract category 
information plus exemplar specific information.
Verbal data indicate that subjects used some rules in 
category learning. Valid rules were to code correlations 
among features based on pattern goodness of regularity and 
symmetry. The correlation rules are very similar to the 
symmetry rules found by Mathews, Buss, & et al. (1989).
Also, it is noted that the correlation rules were often 
based on fragmentary or partial memories of exemplars 
because subjects could report neither whole exemplars nor
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exact correlation rules in their protocols (see Mathews, 
1991; Mathews, Druhan, & Roussel, 1989). The correlation 
rules were adopted by the majority of subjects and yielded 
better categorization performance than frequency rules. 
Letter groups chose the correlation rules as often as did 
bar groups, which may account for the result that bar and 
letter groups were not different in their categorization.
In sum, recognition and categorization data provide 
evidence that exemplar specific memories strongly contribute 
to the learning of categories based on correlated features. 
However, the block effect showed that recognition decreased 
across blocks, whereas categorization tended to be constant. 
This suggests that recognition and categorization are based 
on different processes. That is, recognition is based on 
specific instance memories, whereas categorization depends 
on some abstract rules with additional helps of exemplar 
memories. Verbal data indicate that subjects used some 
abstract rules associated with pattern regularity to 
categorize items.
Here, the following question can be addressed: Why do 
subjects describe correlation rules (e.g., pattern 
regularity) as a basis of learning, although their actual 
performance depends on exemplar memories? It seems 
plausible to conclude that exemplar learning is the same 
process as the learning of correlation rules. As indicated 
by the proponents of exemplar models, rule learning is
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nothing but exemplar learning (e.g., Estes, 1986b; Medin & 
Smith, 1981; Nosofsky, et al., 1989). In contrast, dual 
process models predict that exemplar memories and rule 
induction are completely different processes (e.g., 
Broadbent, 1989; Mathews, Buss, et al., 1989; Reber, 1989).
The next experiment will manipulate salience of 
correlation rules to examine the foregoing controversial 
issue in greater depth.
Experiment 3
This experiment explores in greater depth the relation 
between recognition and categorization and mechanisms 
employed in learning of correlated features. It manipulates 
salience of correlation rules, instructions, stimulus types, 
and duration of stimulus presentation. Correlation rules 
used in this experiment are different from those of 
Experiment 2 in that correlated features are in spatially 
distant positions in Experiment 3. For example, each of the 
first four features of an exemplar controls a feature in a
corresponding position of the next four features. Stimulus
patterns in one category tend to have the same feature 
values in two correlated features, whereas stimulus patterns 
of the other category have reversed feature values in 
correlated features. The rules of this experiment are
similar to a biconditional grammar that was derived by
Mathews, Buss, et al. (1989). A difference from the 
biconditional grammar is that this experiment uses one 
letter association rule in each category (e.g., N goes with 
N, or Y goes with N ) , whereas Mathews and his associates 
used three letter association rules, making rules more 
complex.
The three variables of salience, instructions, and 
stimulus types are considered to affect learning strategies. 
Thus, the variables may affect category learning because
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categorization is sensitive to strategies. The effect of 
each variable on category learning will be discussed as 
follows.
In order to manipulate salience, a symmetry cue is 
given by inserting a space between the first and second set 
of four features. This will be called a salient condition. 
On the other hand, a non-salient condition does not have a 
space between features so that learning of the biconditional 
rules will be rather difficult. The three models of concept 
learning are compared with regard to the effect of salience 
on category learning. Exemplar and rule induction models do 
not expect that salience affects the basis of learning. 
According to exemplar models, learning depends on memories 
of prior episodes regardless of salience. Rule induction 
models predict that the basis of learning is to code 
correlation rules among features in both salient and non­
salient conditions. By contrast, dual process models 
predict an interaction between learning mechanism and 
salience of tasks. In the salient condition, category 
learning will be based on explicit learning mechanism since 
the correlation rules are easily detectable. In the non­
salient condition, however, learning will depend on the 
implicit learning mechanism.
Instructions are manipulated: Memory (implicit) 
instructions emphasize the notice of similarities among 
exemplars, and rule (explicit) instructions encourage one to
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attend to correlation rules. The three models are compared 
with regard to the effect of instructions on category 
learning. Exemplar models predict that memory instructions 
facilitate learning regardless of salience. Rule models 
predict that rule instructions will enhance category 
learning in both salient and non-salient conditions. 
According to dual process models, the effect of instructions 
depends on whether the correlation rules are salient (Reber 
et al., 1980). When the correlation rules are salient, 
explicit rule instructions facilitate category learning 
better than memory instructions. On the other hand, when 
correlation rules are not sufficiently salient to be 
detected, implicit memory instructions enhance category 
learning more than do rule instructions.
As in the previous two experiments, this experiment 
compares exemplar, rule induction, and dual process models 
with regard to the effect of stimulus types on category 
learning. Exemplar models expect no differences in the 
effect of stimulus types. Rule induction models predict 
that letter strings might be easier to learn than bar charts 
because letters are easy to induce abstract rules by 
analytic and explicit mechanisms. According to dual process 
models, the effect of stimulus types depends on salience of 
tasks (Berry & Broadbent, 1988; Hayes & Broadbent, 1988).
In the salient condition, letter strings might be easier to 
learn salient rules than bar charts since letter strings are
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easily reportable to employ explicit learning mechanisms.
On the other hand, bar charts might be easier to lear. in 
the non-salient condition because they are easier to employ 
implicit mechanisms.
In addition, duration of stimulus presentation was 
varied as short or long in order to make instructions more 
effective. Rule instructions might be more effective in 
long duration than in short duration because an explicit, 
conscious learning mechanism might need time to discover 
biconditional rules (e.g., Mathews, Buss, et al., 1989).
For the similar reason, the difference of duration might 
affect learning of stimulus types: letter strings might have
more benefit in long duration than in short duration because 
letters are related to analytic and serial processing, 
whereas bars might not be affected by duration because bars 
are associated with holistic processing (Santa, 1977).
As in the first two experiments, the relation between 
recognition and categorization will be investigated. First, 
whether or not two judgments are separable on the effect of 
variables such as stimulus types, salience, duration, and 
instructions will be examined. Exemplar models predict no 
different effects of the variables on recognition and 
categorization because both judgments are based on the same 
process of exemplar memories. According to rule induction 
models, variables that might affect strategies used to 
categorize have an effect on classification, but not on
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recognition. On the other hand, dual process models predict 
that the effects of variables on recognition and 
classification will be moderated by mode of learning. If a 
variable affects only implicit learning, then the variable 
will have the same effect on recognition and classification 
because both judgments rely on the same memory-based 
process. However, if a variable affects explicit learning 
mechanism, then the variable has different effects on 
recognition and categorization.
Second, dependence of categorization on recognition is 
investigated. Exemplar models predict that categorization 
is dependent on recognition because they are based on the 
same similarity comparison process. According to rule 
induction models, categorization is independent of 
recognition because they are based on different processes.
On the other hand, dual process models predict that the 
relation of dependence between recognition and 
categorization will be moderated by mode of learning. 
Recognition and classification might be related when 
classification depends on the implicit mode in non-salient 
condition because both tasks rely on the same process. 
However, when classification is based on the explicit mode 
in salient condition, recognition and classification might 
be independent because they depend on different processes.
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Method
P e g j qn
A 2 (instruction) x 2 (stimulus type) x 2 (salience) x 
duration (2) completely randomized factorial design is 
employed. Two instructions are memory and rule 
instructions. Salient and non-salient conditions are 
differentiated by having a symmetry cue or not, 
respectively. Two stimulus types are bar charts and letter 
strings. Duration includes short and long presentation.
Subjects and Apparatus
One hundred and ninety-two subjects were tested for 16 
different groups. Each group included 12 subjects. The 
apparatus was the same as that used in Experiments 1 and 2.
Stimuli
The stimuli are eight bar charts and eight letter 
strings of the same kind as that used in Experiments 1 and 
2. In this experiment, correlation rules are as follows: 
Each of the first four features serves to control one of the 
second four features. Each feature occurs with a 0.5 
probability in both Categories A and B. Correlation rules 
for Category A trials are as follows: When the first feature 
has Y (or N ) , the fifth feature takes the same letter Y (or 
N) with 0.9 probability. The 2nd, 3rd, and 4th features 
control the 6th, 7th, and 8th features, respectively, in the
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same way as the first and fifth features are correlated. On 
Category B trials, correlations are reversed. For example, 
when the 1st feature has letter Y (or N ) , the 5th feature 
has a different letter N (or Y), with 0.9 probability. The 
2nd, 3rd, and 4th features control the 6th, 7th, and Bth 
features in the same way. The most highly probable patterns
of each category are shown in Table 12. Bar charts
substitute an upward bar and a downward bar for the letter Y 
and N, respectively. In a salient condition, a space is 
inserted between the first four and the second four
features, whereas a non-salient condition does not include a
space.
Procedure
The procedure in short duration is the same as in 
Experiments 1 and 2 such that each stimulus is presented for 
one second and feedback for two seconds. In long duration, 
each stimulus is shown for three seconds and feedback for 
five seconds.
Results
Categorization Based on Old vs. New Exemplars
Categorization performances in terms of correct 
percentage per 80-trial block are shown for the groups of 
short and long durations in the upper panels of Figures 4 
and 5. In short duration, correct categorizations
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Table 12
Typical Patterns of Two Categories used in Salient 
Conditions of Experiment 3
Category A Category B
YNNN YNNN YNNN NYYY
NYNN NYNN NYNN YNYY
NNYN NNYN NNYN YYNY
NNNY NNNY NNNY YYYN
YYNN YYNN YYNN NNYY
NYYN NYYN NYYN YNNY
NNYY NNYY NNYY YYNN
YYYN YYYN YYYN NNNY
NYYY NYYY NYYY YNNN
YYYY YYYY YYYY NNNN
YNYN YNYN YNYN NYNY
YNNY YNNY YNNY NYYN
NYNY NYNY NYNY YNYN
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Figure 4. Percentages of correct categorizations per 80- 
trial block for salient and non-salient conditions in the 
upper panel, and the hit-minus-false alarm rates in the 
lower panel for short durations of Experiment 3
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upper panel, and the hit-minus-false alarm rates in the 
lower panel for long durations of Experiment 3
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approached to 60% in non-salient conditions and 70% in 
salient conditions, as shown in Figure 4. In the case of 
long duration, correct categorizations reached 65% in non­
salient conditions, but 70% in salient conditions (in Figure 
5) -
The means of correct categorization percentages are 
summarized by 80-trial blocks in Tables 13 and 14. An 
analysis of variance (ANOVA) was employed using a 2 
(salience) x 2 (instruction) x 2 (stimulus type) x 2 
(duration) x 2 (repeat) x 4 (block) design. The ANOVA on 
these data yielded significant effects of salience, F(l,l76) 
= 46.08, p<0.0001; duration x stimulus type, F(l,176) =
5.08, p<0.03; salience x stimulus type, F(l,176) = 3.94, 
p<0.05; duration x salience, F(l,176) = 4.27, p<0.05; 
repeat, F(l,176) = 548.6, p<0.0001; repeat x salience,
F (1,17 6) = 11.09, p<0.001; repeat x stimulus type, F(l,176)
= 5.95, p<0.02; repeat x duration x stimulus type, F(l,176)
= 7.05, p<0.01; block, F (3,528) = 36.45, p<0.0001; block x 
duration x instruction, F(3,528) = 4.42, p<0.01; repeat x 
block, F (3,528) = 10.56, p<0.0001.
The main effect of salience indicates that salient 
conditions were better in categorization performance (67%) 
than non-salient conditions (58%). Tests of simple effects 
for the interaction of salience with duration suggest that 
in the case of non-salient conditions, categorization 
performance was better in long duration (61%) than in short
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Table 13
Mean Percentages of Correct Categorizations of Old and New 
Exemplars by 80-Trial Block in Short Duration of Experiment 
3
Group /Item type 1 2
Block
3 4 Total
Non-Salient - Memory 
Bars New 50 49 49 51 50
Old 62 62 67 69 65
Letters New 46 49 50 43 47
Old 57 59 58 56 58
Non-Salient - Rule
Bars New 51 48 57 54 52
Old 62 66 71 75 68
Letters New 53 45 52 52 50
Old 57 56 61 61 59
Salient - Memory 
Bars New 57 52 58 54 55
Old 79 70 81 78 77
Letters New 58 58 58 54 57
Old 67 68 76 79 72
Salient - Rule 
Bars New 56 53 56 63 57
Old 71 74 85 86 79
Letters New 54 57 70 64 61
Old 64 74 79 83 75
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Table 14
Mean Percentages of Correct Categorizations of Old and New 
Exemplars by 80-Trial Block in Long Duration of Experiment 3
Group /Item type 1 2
Block
3 4 Total
Non-Salient - Memory 
Bars New 52 52 60 58 56
Old 66 64 73 77 70
Letters New 51 50 53 55 52
Old 60 62 69 68 65
Non-Salient - Rule
Bars New 49 56 53 52 52
Old 59 65 70 71 66
Letters New 56 54 57 57 56
Old 70 54 72 76 68
Salient - Memory 
Bars New 55 55 61 62 58
Old 65 65 72 76 70
Letters New 57 56 60 60 58
Old 73 72 82 77 76
Salient - Rule 
Bars New 56 53 55 52 54
Old 69 71 81 80 75
Letters New 61 56 68 62 62
Old 76 75 85 84 80
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duration (56%), F(l,176) = 7.86, p<0.01. However, long 
(67%) and short (67%) durations were not different in 
salient conditions.
The mean categorization performance was 60%, 60%, 65%, 
and 65% in each of the first, second, third, and fourth 
blocks, respectively. The third 80-trial block was 
significantly better in categorization than the second 
block, F (1,17 6) = 70.85, p<0.0001.
Tests of simple effects for the interaction of stimulus 
type with duration indicate that letter strings were 
categorized better in long duration (65%) than in short 
duration (60%), F(l,176) = 8.62, p<0.01, whereas bar charts 
were not different between long and short durations (63% and 
63%, respectively). Also, the interaction effect of 
stimulus type with salience was significant: bar charts 
(60%) tended to be categorized better than letter strings 
(57%) in non-salient conditions, whereas letter strings 
(68%) tended to be better than bar charts (66%) in salient 
conditions, although tests of the simple effects were not 
significant.
The three-way interaction among block, duration, and 
instruction is shown in Table 15. Tests of its simple 
effects indicate that, in memory instructions, short 
duration (61%) was worse in categorization performance than 
long duration (67%) in the fourth 80-trial block, F(l,704) = 
7.95, p<0.01, whereas the two durations were not different
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Table 15
Mean Percentages of Correct Categorizations shown in a 
Three-Way Interaction of Block, Duration, and Instructions 
in Experiment 3
Block
1 2 3 4
Short-Memory 59 59 62 61
Long-Memory 60 60 66 67
Short-Rule 58 59 68 67
Long-Rule 62 62 68 67
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under rule instructions (67% and 67%, respectively). Also, 
in the case of short duration, rule instructions were 
categorized better than memory instructions, F (1,704) =
9.82, p < 0 .01. But long duration was not different between 
rule and memory instructions. This result 
implies that rule instructions were not affected by 
duration, whereas memory instructions had more benefit in 
long duration than in short duration.
Categorization Based on First vs. Second Occurrences of Same
In order to eliminate the confounding effect of 
repetition with typicality, an ANOVA was performed with 
categorization performance on old and new exemplars that 
occurred at least twice. The mean percentages of correct 
categorizations are summarized by 80-trial blocks in Tables 
16 and 17. The fourth block on these data was not included 
in ANOVA because the number of first occurrence was one 
exemplar in the fourth block. An ANOVA on these data showed 
significant effects of repeat, F(l,176) = 105.82, p<0.0001; 
repeat x duration x stimulus type, F(l,176) = 4.765, p<0.04.
Repeat effect was significant: second occurrences were 
categorized better than first occurrences (64% vs. 56%).
The three-way interaction of repeat, duration, and stimulus 
type suggests that, in the case of letters, an advantage of 
second occurrences over first was larger in long duration
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Table 16
Mean Percentages of Correct Categorizations on First and 
Second Occurrences of Same Exemplars in Short Duration of 
Experiment 3
Group /Item type 1 2
Block
3 4 Total
Non-Salient - Memory
Bar First 50 48 54 33 46
Second 62 52 63 59 59
Letter First 47 48 52 17 41
Second 53 58 58 50 55
Non-Salient - Rule
Bar First 52 49 72 58 58
Second 59 63 62 60 61
Letter First 51 45 56 17 42
Second 53 56 56 49 54
Salient - Memory
Bar First 58 55 71 50 58
Second 77 64 72 57 68
Letter First 60 57 56 75 62
Second 67 62 68 60 64
Salient - Rule
Bar First 58 57 57 75 62
Second 70 66 69 63 67
Letter First 53 60 77 92 70
Second 62 68 74 76 70
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Table 17
Mean Percentages of Correct Categorizations on First and 
Second Occurrences of Same Exemplars in Long duration of 
Experiment 3
Group /Item type 1
Block 
2 3 4 Total
Non-Salient - Memory
Bar First 54 56 63 58 58
Second 61 59 62 64 62
Letter First 48 49 54 42 48
Second 61 55 67 49 58
Non-Salient - Rule
Bar First 50 55 56 17 44
Second 55 60 62 58 59
Letter First 59 55 56 50 55
Second 70 60 63 56 62
Salient - Memory
Bar First 56 53 64 33 52
Second 64 58 62 54 60
Letter First 61 56 60 67 61
Second 71 67 75 58 68
Salient - Rule
Bar First 57 53 58 75 61
Second 69 68 67 62 66
Letter First 62 60 66 42 58
Second 76 73 77 64 72
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(11%) than in short duration (6%), whereas, in bars, the 
advantage was larger in short duration (8%) than in long 
duration (5%). The effect of repetition implies the 
contributions of exemplar memories in learning the 
biconditional rules.
Recognition
Overall recognition performance was measured by 
calculating the probability of a "hit" minus the probability 
of a "false alarm" for each subject. The means of hit- 
minus-false-alarm rates are presented by 80-trial blocks in 
Tables 18 and 19, and their means are illustrated in the 
lower panels of Figures 4 and 5.
An ANOVA was employed using a 2 (stimulus types) x 2 
(duration) x 2 (salience) x 2 (instruction) x 4 (block) 
model. The ANOVA yielded significant effects of duration,
F (1, 17 6) = 5.08, p< 0.03; duration x stimulus type, F(l,176)
= 5.31, p<0.03; block, F (3, 52 8) = 24 .89, p<0.001; block x 
duration x salience x stimulus type, F(3,528) = 5.30, 
p<0.002.
The duration effect shows that long duration (0.122) 
was better in recognition than short duration (0.086). The 
interaction effect of duration with stimulus type suggests 
that letter groups were worse in recognition in short 
duration (0.057) than in long duration (0.125), F(l,94) = 
10.48, p<0.001. However, bar groups were not different in
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Table 18
Average Hit-Minus-False-Alarm Rates per 80-Trial Block in 
Each Conditions of Short Duration of Experiment 3
Blocks
1 2 3 4 Total
Non-Salient - Memory
Bar .115 054 . 024 . 086 . 070
Letter .102 034 . 023 . 063 . 056
Non-Sal ient - Rule
Bar . 184 091 . 066 . 065 .012
Letter . 054 061 . 037 . 053 . 051
Salient - Memory
Bar . 229 118 .116 .208 . 174
Letter . 147 083 . 056 - . 003 . 071
Salient - Rule
Bar . 184 106 . 108 . 127 . 13 1
Letter . 08 054 . 062 . 007 . 051
Mean .141 072 . 063 . 072
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Table 19
Average Hit-Minus-False-Alarm Rates per 80-Trial Block in 
Each Conditions of Long Duration of Experiment 3
Blocks
1 2  3 4 Total
Non-Salient - Memory
Bar .155 .126
Letter .220 .132
Non-Salient - Rule
Bar .14 5 .08
Letter .104 .148
Salient - Memory
Bar .192 .064
Letter .112 .094
Salient - Rule
Bar .248 .186
Letter .187 .131
Mean .180 .120
.149 .052 .120
.096 .120 .142
.105 .125 .114
.089 .051 .118
.038 .035 .08
.127 .086 .105
.093 .093 .155
.090 .126 .133
.098 .086
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recognition between long (0.117) and short (0.118) 
durations. Performances of each block were 0.161, 0.090,
0.081, and 0.07 9 for the first, second, third, and the 
fourth blocks, respectively. The first 80-trial block was 
significantly better in recognition than the second 80-trial 
block, F(1,176) = 34.47, p<0.001; and the second block was 
better than the third block, F(l,176) = 4.00, p<0.05; 
however, the third block and the fourth block were not 
different.
The four-way interaction of duration, salience, 
stimulus type, and blocks suggests that, in the case of 
short duration, recognition tended to be better in bars of 
non-salient conditions and in letters of salient conditions 
than the other two conditions of letters of non-salient 
conditions and bars of salient conditions, However, this 
tendency was not shown in long duration.
Categorization and recognition performances are 
compared with regard to block effects, as shown in Figures 4 
and 5. Categorization performances increases across blocks, 
whereas recognition decreases after the first 80-t ial 
block.
Categorization Conditional on Recognition
Mean percentages of correct categorization given 
correct recognition and false recognition to each of new and 
old items are summarized by 80-trial blocks in Tables 20 and
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21. An ANOVA was employed using a 2 (salience) x 2 
(instructions) x 2 (stimulus type) x 2 (duration) x 2 
(repeat) x 4 (block) x 2 (recognition status). The ANOVA 
presented significant effects that were related to 
recognition status as follows: recognition status, F(l,57) = 
8.28, p<0.006; recognition status x stimulus type, F (1,57) = 
4.42, p<0.05; repeat x recognition status, F(l,57) = 23.60, 
p<0.001; repeat x recognition status x salience, F(l,57) = 
6.15, p<0.02; repeat x recognition status x instruction, 
F(l,57) = 7.42, p<0.01; repeat x recognition status x 
stimulus type, F(l,57) = 7.21, p<0.01; repeat x recognition 
status x duration x stimulus type, F(l,57) = 4.96, P<0.03; 
recognition status x block, F(3,171) = 5.48, p<0.002; 
recognition status x block x salience x stimulus type,
F ( 3,171) = 3.35, p<0.03.
Interaction effects are mentioned as follows. An 
interaction of recognition status with repeat suggests that 
an advantage of correct recognition over false recognition 
was larger in old items (71% vs. 64%) than in new items (53% 
v s . 54%).
The interaction effect of repeat, recognition status, 
and salience is shown in Table 22. Tests of its simple 
effects suggest that, in non-salient conditions, old 
exemplars that were correctly recognized as old (69%) were 
categorized better than the old exemplars falsely recognized 
as new (59%), F(l,114) = 31.45, p<0.01. Also, in salient
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Table 20
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R-) to Old and New 
Items in Short Duration of Experiment 3
Block
1 2 3 4 Total
R R- R R- R R- R R- R R-
Non-Salient - Memory
Bar
New 45 61 54 46
Old 70 59 70 52
Letter
New 49 46 46 53
Old 56 58 65 59
Non-Salient - Ru le
Bar
New 48 60 37 50
Old 71 59 71 56
Letter
New 54 50 26 46
Old 65 76 62 59
Salient - Memory
Bar
New 50 66 49 52
Old 84 73 68 54
Letter
New 55 54 36 51
Old 36 50 52 58
Salient - Rule
Bar
New 54 64 51 68
Old 77 78 86 45
Letter
New 54 56 56 70
Old 56 71 74 76
48 61 54 55 50 56
70 62 69 64 70 59
51 49 38 44 46 40
64 67 64 60 62 61
57 58 65 57 52 56
78 70 81 30 75 54
32 54 39 51 38 50
63 62 65 42 64 60
51 56 54 41 51 54
80 78 83 68 79 68
66 40 100 54 64 50
60 58 55 51 51 54
73 50 78 82 64 66
85 50 95 52 86 56
69 78 62 48 60 63
78 62 76 73 71 70
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Table 21
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R-) to Old and New 
Items in Long Duration of Experiment 3
Block
1 2  3 4 Total
R R- R R- R R- R R- R R-
Non-Salient - memory
Bar
New 49 48 51 51
Old 55 53 69 66
Letter
New 55 48 40 50
Old 61 57 61 59
Non-Salient - Rule
Bar
New 48 62 54 64
Old 68 46 71 61
Letter
New 55 54 49 52
Old 77 64 67 59
Salient - Memory
Bar
New 54 40 47 42
old 54 42 53 47
Letter
New 50 62 59 62
Old 73 82 77 74
Salient - Rule
Bar
New 57 58 50 50
Old 79 65 70 71
Letter
New 56 66 59 62
Old 78 77 71 67
52 66 74 57 56 56
78 62 78 36 70 54
62 49 48 59 51 52
71 67 71 53 66 59
55 50 51 47 52 56
71 66 75 61 71 58
48 56 43 70 49 58
71 66 79 61 74 62
39 49 50 54 48 46
56 50 59 76 56 54
67 53 50 29 56 52
84 82 79 61 78 75
54 51 47 44 52 51
77 71 72 59 74 66
64 64 62 62 61 64
78 80 79 76 76 75
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Table 22
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R-) to Old and New 
Items in Salient and Non-Salient Conditions of Experiment 3
R R-
Non-Salient
New 50 54
Old 69 59
Salient
New 56 55
Old 73 68
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conditions, the old exemplars correctly recognized as old 
items (7 3%) were categorized better than the old exemplars 
falsely recognized as new items (68%), F(l,114) = 8-22, 
p<0.01. In the new exemplars of non-salient conditions, 
false recognition (recognized as old) tended to facilitate 
categorization better than correct recognition, F(l,114) = 
4.33, p<0.05, whereas there was no difference between false 
and correct recognitions in the new exemplars of salient 
conditions. These results indicate that in old exemplars 
categorization is dependent on old responses of recognition 
in both salient and non-salient conditions. In the case of 
new exemplars, categorization tends to depend on recognition 
in non-salient conditions, whereas categorization is 
independent to recognition in salient conditions.
The interaction effect among repeat, recognition 
status, and instruction is shown in Table 23. Tests of its 
simple effects show that old exemplars that were correctly 
recognized as old were categorized better than old exemplars 
that were falsely recognized as new in memory instructions: 
F(l,114) = 11.21, p<0.01, and in rule instructions: F(l,114) 
= 26.97, p<0.01. These results indicate that in old 
exemplars categorization is dependent on old responses of 
recognition in both memory and rule instructions. However, 
the advantage of correct recognition over false recognition 
was not found in new items.
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Table 23
Mean Percentages of Correct Categorization given Recognition 
(R) or Nonrecognition (R-) to Old and New Items in Memory 
and Rule Instructions of Experiment 3
R R-
Memory New 52 52
Old 68 62
Rule New 53 58
Old 74 63
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The interaction among repeat, recognition status, 
duration, and stimulus type is presented in Table 24. Tests 
of the simple effects indicate that the group of letter- 
short duration was not different in categorization of old 
exemplars between correct and false recognition. However, 
the other three groups of bar-long duration, bar-short 
duration, and letter-long duration were better in 
categorization of old exemplars in correct recognition than 
in false recognition: F(l,114) = 12.09, p<0.01 for bar-long 
duration; F(l,114) = 5.28, p<0.05 for letter-long duration; 
and F(l,114) = 31.74, p<0.01 for bar-short duration. All 
groups were not different between correct and false 
recognitions in new exemplars. These results suggest that 
categorization was not dependent on recognition in the group 
of letter-short duration. On the other hand, categorization 
depends on recognition in the other three groups.
The interaction of recognition status with stimulus 
type suggests that an advantage of correct recognition over 
false recognition was larger in bar groups (62% vs. 57%) 
than in letter groups (60% vs. 59%). The three-way 
interaction of recognition status, repeat, and stimulus type 
shows that an advantage of correct recognition over false 
recognition was larger in old items of bar groups (72% vs. 
59%) than in new items of bars and in both old and new items 
of letter groups. The two-way interaction of recognition 
status and block indicates that an advantage of correct
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Table 24
Mean Percentages of Correct Categorizations given Correct 
Recognition (R) or False Recognition (R-) in an Interaction 
of Repeat x Recognition Status x Duration x Stimulus Type in 
Experiment 3
R R-
Long-Bar New 52 53
Old 69 58
Long-better New 54 56
Old 73 67
Short-Bar New 52 56
Old 76 60
Short-Letter New 49 51
Old 62 61
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recognition over false recognition was larger in the fourth 
80-trial block (65% vs. 56%) than in the other blocks. 
Finally, the four-way interaction of recognition status, 
block, salience, and stimulus type indicates that, in the 
fourth block, an advantage of correct recognition over false 
recognition was larger in the three groups of letters of 
salient condition (69% vs. 58%), bars of salient (66% vs. 
58%) and non-salient (68% vs. 51%) conditions than in 
letters of non-salient condition. However, the advantage 
of correct recognition was not found in the other blocks.
Verbal data
Verbal data could be differentiated into five groups.
A first group reported to find both biconditional and 
exceptional rules. A typical example of the biconditional 
rules is: "Compare the first four letters with the second 
four letters. If the first four letters are exactly the 
same as the second four letters, they are Category A; 
whereas when they are opposite, they are categorized as B." 
The exceptional rules are such that, "If the first four and 
second four letters are exactly the same (or opposite) 
except one or two, it is still Category A (or B ) ." A second 
group mentioned that they used only biconditional rules. A 
third group used a part of biconditional rules: "The first 
and the fifth letters are the same in Category A, whereas 
they are different in Category B." The above three groups
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are referred to as biconditional rule-report group in the 
regard that specific positional match rules were mentioned.
A fourth group mentioned one or several symmetry rules, 
which were analogous to the rules reported in Experiment 2. 
As in Experiment 2, the symmetry rules were based on 
regularity or pattern goodness and did not contain any 
positional match rules of the biconditional rules (see 
Mathews, 1991). For this account, the fourth group is 
called symmetry rule-report group. Typical examples of the 
symmetry rule-report group are such that, "All bars are up 
or down in Category A," or "Category A has alternating 
patterns of up or down," or "If all the letters are the same 
except one, it is Category A," or "If the first half letters 
are N's and the second letters are Y's, then it is Category 
B," or "In Category B, letters are the same at the end and 
four letters are grouped together in the middle." Subjects 
in symmetry rule-report groups often reported whole 
examples, such as NNNNNNNN or NNNNYYYY, with verbal 
descriptions. It should be noted that the biconditional 
rule-report groups also mentioned symmetry rules and 
exemplars. A fifth group reported wrong rules such as to 
count the number of N's and Y's, to use beginning and ending 
letters, or to use A or B sequences.
The number of subjects who mentioned each type of rules 
is summarized in Table 25. Table 25 shows that salient 
conditions reported biconditional rules (74 out of 96
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subjects) more often than symmetry rules (9 subjects), 
whereas in the non-salient groups, symmetry rules {64 
subjects) were reported more often than biconditional rules 
{11 subjects). Short and long durations are not different 
in the report of biconditional rules (43 and 42, 
respectively) and in the report of symmetry rules (31 and 
37, respectively). Rule instructions tend to report 
biconditional rules (46) and symmetry rules (39) more often 
than memory instructions do (39 and 35 for biconditional and 
symmetry rules, respectively). In the case of letter 
groups, biconditional rules (46) were reported more often 
than symmetry rules (31), whereas bar groups reported 
symmetry rules (42) more often than biconditional rules 
(31) .
Performance of correct categorization differs depending 
on rule types. The biconditional rule-report groups (60%) 
categorized new exemplars better than the symmetry rule- 
report group did (51%). The symmetry rule-report group 
outperformed old exemplars (65%) over new exemplars (51%) by 
14%. In biconditional rule-report groups, old exemplars 
were categorized (81%) better than new exemplars by 21%. 
These results indicate that the biconditional rule-report 
groups facilitate categorization of old exemplars over new 
exemplars as does symmetry rule-report group.
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Table 25
Number of Cases Mentioned Each Type of Rules in Each 
Conditions and Correct Categorization Percentages in 
Experiment 3
Biconditional Symmetry Invalid
Rule-Report Rule-Report Rule-Report
Short -Non-Salient
Memory-better* 2 8 0
Memory-Bar 2 6 0
Rule-Letter 3 7 2
Rule-Bar 1 10 1
Short - Salient
Memory-Letter 9 0 2
Memory-Bar 7 1 4
Rule-Letter 11 1 0
Rule-Bar 8 3 1
Long - Non-Salient
Memory-Letter 1 6  5
Memory-Bar 0 11 1
Rule-Letter 1 6  4
Rule-Bar 1 10 0
Long-Space
Memory-Letter 9 2 1
Memory-Bar 9 1 0
Rule-Letter 10 1 0
Rule-Bar 11 0 0
Correct Categorizations (%)
New 60% 51% 50%
Old 81% 65% 54%
* Each condition has 12 subjects.
Dingussion
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This experiment used categories based on biconditional 
rules to investigate the relation between recognition 
memories and category learning by manipulating salience, 
instructions, duration, and stimulus type. In this
experiment, recognition and categorization can be separable
on the effects of several variables. First, salience had an 
effect on categorization performance, but not on 
recognition. Salient conditions were better in 
categorization than were non-salient conditions. Thus, it 
is implied that salience facilitates learning of rules. 
Second, the main effect of duration was very significant in 
recognition, but not in categorization. This result implies 
that duration is related to exemplar memories, but not to
rule learning. Finally, significant block effect indicated
that recognition performance decreased across blocks, 
whereas categorization tended to increase across blocks.
The different effect of variables on recognition and 
categorization suggest that recognition and categorization 
could be experimentally separable in this experiment. Thus, 
it is implied that recognition may be based on specific 
exemplar memories, whereas categorization is based on 
abstract rules plus some exemplar specific information (Elio 
& Anderson, 1981; Homa et al., 1981; Malt, 1989).
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The three variables of salience, instructions, and 
stimulus types had effects on category learning. Salience 
was manipulated by having a symmetry cue. It was found that 
salience affected categorization performances. The salient 
conditions outperformed non-salient conditions in 
categorization.
Verbal data suggest that the symmetry cue affected 
encoding of rules. Biconditional rules include exact 
position match rules (e.g., the first feature is correlated 
with the fifth feature), whereas symmetry rules are based on 
pattern goodness and regularity. Salient conditions 
reported biconditional rules more often than symmetry rules 
as the strategies used to categorize, whereas non-salient 
conditions mentioned symmetry rules more often than 
biconditional rules. The biconditional rule-report group 
yielded better categorization performance in both new and 
old exemplars than did the symmetry rule-report group.
Thus, the result that salient conditions reported 
biconditional rules more often than did non-salient 
conditions may explain the better performance of salient 
conditions over non-salient conditions. Thus, the verbal 
data confirm predictions of dual process models, and they 
are consistent with the findings of Mathews, Buss, et al. 
(1989), where specific letter association rules was learned 
under explicit training, but symmetry rules under implicit 
tra ining.
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As the other evidence related to salience, it was found 
that categorization performances in salient conditions were 
not affected by long and short durations, whereas, in non­
salient conditions, categorization was better in long 
duration than in short duration. That is, learning of the 
biconditional rules in the salient conditions was not 
affected by time duration, and biconditional rules could be 
learned in a short period of time. On the other hand, 
learning of symmetry rules or exemplars in non-salient 
conditions was affected by time duration of stimulus. As 
indicated by dual process models, this result suggests that 
learning of biconditional rules in salient conditions 
employs a qualitatively different process from learning of 
symmetry rules in non-salient conditions.
Stimulus types affected category learning. It is 
suggested that different mechanisms were involved in 
learning visual bar charts and verbal letter strings.
First, in interactions of stimulus type with duration found 
in both analyses of categorization and recognition, bar 
charts were not different between short and long durations 
in categorization and recognition, whereas letter strings 
were performed better in both judgments under long duration 
than under short duration. These results support evidence 
that visual and verbal stimulus types employ different 
processes (Bower, 1972; Nielsen & Smith, 1973; Shepard & 
Chipman, 1970; Santa, 1977). Verbal stimulus types tend to
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be stored by serial order from left to right, which might be 
affected by time variable, whereas visual stimulus types are 
stored by holistic spatial position, which is not affected 
by time variable. Second, visual and verbal stimulus types 
tend to be related to different modes of learning as 
indicated by dual process models (Berry & Broadbent, 1988; 
Hayes & Broadbent, 1988). in non-salient conditions, bar 
charts were learned better than letter strings. However, 
letters tended to be categorized better than bars in salient 
conditions. Similarly, verbal data show that subjects of 
letter string groups reported biconditional rules more often 
than symmetry rules, whereas subjects of bar groups 
mentioned symmetry rules more often than biconditional 
rules. On this account, letter strings were easy to 
discover biconditional rules based on explicit learning 
mechanisms. On the other hand, bar charts easily learned 
symmetry rules based on implicit memory mechanisms.
As to the effect of instructions, first, an interaction 
of instruction with duration was significant in the last 80 
trials. Categorization in rule instructions was not 
affected by long and short durations, whereas categorization 
under memory instructions was better in long duration than 
in short duration. This result implies that attempting to 
learn rules was not affected by time variable, whereas 
remembering exemplars was affected by time. This is in the 
similar line with the result that biconditional rules in
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salient conditions were learned within a short time and 
without the influence of duration for stimulus 
presentations.
Second, the result that rule instructions were more 
effective than memory instructions in the latter block in 
short durations is opposite to Estes' (1986) result in his
Experiment 2. In Estes' experiment, memory instructions 
resulted in better categorization performance than did rule 
instructions. It may be due to the fact that the 
correlation rules used in Estes' experiment were less 
salient in the sense that they were harder to describe and 
find. Thus, subjects in his experiment might have used 
memory-based processes, yielding memory instructions more 
effective. For example, in Estes' Experiment 2, (using 1 
and 2 represent upward and downward bars, respectively), 
examples of Category A were 122121, 211212, 111111, and
222222, Category B had typical patterns of 121212, 212121, 
112222, and 221111. Notice that many of these patterns are 
not symmetric. In Experiment 3 of the present study, some 
examples of Category A are 12221222, 11111111, and 22212221,
and Category B has 12112122, 22221111, and 11222211.
The present result that rule instructions were more 
effective than memory instructions is also different from 
that of Reber et al. (1980). Reber et al. (1980) found that 
rule instructions were better in salient conditions, whereas 
memory instructions were more effective in non-salient
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conditions. one reason for different results in the present 
study might be due to the type of rules. Reber et al.
(1980) used finite state grammars, where underlying rules 
were rather harder to describe in a simple or logical way 
than the biconditional rules used in this experiment.
in addition to the evidence of rule learning, this 
experiment strongly demonstrated the involvement of exemplar 
memories in learning of correlated features. As evidences, 
in both salient and non-salient conditions the advantage of 
old exemplars over new items was significant in 
categorization, and overall recognition performance was 
significantly better than a chance level. Also, the 
contribution of exemplar memories on learning was found in 
verbal data in that biconditional rule-report groups 
mentioned symmetry rules and exemplars. Additional verbal 
data that old exemplars were categorized better than new 
exemplars in biconditional rule-report groups indicate the 
use of both biconditional rules and rather specific 
exemplars as a basis of learning. As Medin (1986) 
indicated, rules might affect encoding of exemplars and make 
exemplars more memorizable.
In addition, the analysis of categorization on 
recognition provides evidence that exemplar memories were 
involved in the learning of both salient and non-salient 
features. Categorization of old exemplars was dependent on 
old responses of recognition in salient conditions,
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suggesting that exemplar memories contributed to the 
learning of salient features. In non-salient conditions, 
the role of exemplar memories was even stronger: 
categorization of both new and old exemplars was dependent 
on old responses of recognition.
In sum, this experiment demonstrated that 
categorization and recognition can be separable on the 
effect of salience, duration, and blocks. In category 
learning, exemplar memories contributed to the learning of 
both salient and non-salient conditions. However, learning 
strategies were different between salient and non-salient 
conditions. Subjects of salient conditions used 
biconditional rules, which employed an explicit rule-based 
mechanism, whereas subjects in non-salient conditions used 
symmetry rules based on an implicit memory mechanism.
It was suggested that the learning of biconditional rules 
and symmetry rules are qualitatively different in the 
findings that biconditional rules were learned in short 
duration as well as in long duration, whereas long duration 
facilitated the learning of symmetry rules better than did 
short duration.
Here, a question is raised on the reason that the role 
of exemplar memories was very significant in the learning of 
both salient and non-salient rules. One reason might be due 
to the characteristic of the task used in this experiment. 
Both recognition and categorization were measured at the
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same time in this experiment, which makes categorization 
performance heavily dependent on exemplar memories (c.f., 
Metcalfe & Fisher, 1986; Omohundro, 1981). Therefore, it 
might be worthwhile to test learning mechanisms of 
correlated rules in a task that does not heavily depend on 
exemplar memories.
General Discussion
Across the three experiments, recognition and 
categorization can be experimentally separable on the 
effects of several variables. In Experiment I, where 
independent features were used to define categories, 
stimulus types had an effect on categorization, but no 
effect on recognition. Letter strings facilitated 
categorization better than bar charts, but they did not 
enhance recognition. However, the different effect of 
stimulus types on categorization and recognition was not 
found for learning of correlated features in Experiments 2 
and 3. In Experiment 3, salience had an effect on 
categorization performance, but no effect on recognition. 
Salient conditions were better in categorization than were 
non-salient conditions. This finding suggests that salience 
facilitates learning of biconditional rules. Also, in 
Experiment 3, the main effect of duration was very 
significant in recognition, but not in categorization, 
implying that duration is related to exemplar memories, but 
is not rule learning. Finally, in all three experiments, 
block effects were different between categorization and 
recognition. Recognition performance decreased across 
blocks, whereas categorization tended to increase across 
blocks.
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The different effects of these variables on recognition 
and categorization suggest that recognition and 
categorization are based on different processes. As noted 
by Metcalfe & Fisher (1986), recognition is based on 
exemplar memories, whereas categorization is based on some 
abstract rules, under some conditions augmented by exemplar 
memories. Longer duration of stimulus presentation 
(facilitating recognition) yields better exemplar memories 
than does short duration, but rule learning is not affected 
by duration because the simple biconditional rules used in 
this experiment can be learned in a short time. The pattern 
of practice effects makes sense in the regard that valid 
rules used to categorize items may become strengthened after 
practice, whereas memory of individual exemplars, that is 
the basis of recognition, may be interfered by an experience 
of more items.
The results indicate that learners adapted their rules 
for categorizing to the structure of the to-be-learned 
category. In Experiment 1, learning of independent features 
depended on explicit rules related to relative frequency of 
individual features (see, for example, Hayes-Roth & Hayes- 
Roth, 1977; Reed, 1972). In contrast, the learning of 
correlated features in Experiments 2 and 3 could be based on 
two types of implicit and explicit rules, depending on 
salience. The explicit type is exact correlation rules 
(e.g., which feature controls which features as in
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biconditional rules), and the implicit type is symmetry 
rules (e.g., pattern goodness) (see, for example, Mathews, 
1991; Mathews et a l ., 1989). Biconditional rules could be 
learned when the rules were made salient in Experiment 3. 
Otherwise, learning was based on symmetry rules, as found in 
Experiment 2 and in non-salient condition of Experiment 3. 
Thus, as indicated by dual process models (Berry &
Broadbent, 1988; Broadbent, 1989; Lewicki, 1986; Mathews, 
Buss, et al., 1989; Reber, 1989), when correlated features 
are made salient, category learning is based on explicit 
mechanism. On the other hand, learning depends on implicit 
mechanism as a default in non-salient conditions.
Experiment 3 suggests that implicit symmetry rules and 
explicit biconditional rules could be learned simultaneously 
or in parallel in salient conditions. The majority of 
subjects in salient conditions reported both biconditional 
rules and symmetry rules. Also, categorization data of 
Experiment 3 indicate strong involvement of exemplar 
memories. However, in Experiment 1, explicit rules 
associated with relative frequency were learned without the 
help of implicit rules or exemplar memories, suggesting that 
only explicit learning occurred without implicit learning. 
The issue whether implicit and explicit learning occurs in 
serial or parallel might be further tested by manipulating 
salience of independent features.
107
Experiment 3 suggests that explicit learning is 
qualitatively different from implicit learning. As 
evidence, salience had an interaction with duration of 
stimulus presentation. Categorization performances in 
salient conditions were not affected by long and short 
durations, whereas in non-salient conditions, categorization 
was better in long duration than in short duration. It is 
implied that learning of the biconditional rules in salient 
conditions was not affected by time duration, and 
biconditional rules could be learned in a short period of 
time. On the other hand, learning of symmetry rules or 
exemplars in non-salient conditions was affected by duration 
of stimulus presentation. Contrary to exemplar models 
(Estes, 1986b; Medin & Smith, 1981), the results suggest 
that explicit learning is a process qualitatively different 
from implicit learning.
Similar findings were provided by an interaction effect 
of instruction with duration, suggesting that qualitatively 
different processes were involved between implicit and 
explicit processes. In memory (implicit) instructions, long 
duration was better in categorization than short duration in 
the final block of Experiment 3. However, rule (explicit) 
instructions were not different between short and long 
durations.
In Experiments 1 and 3, it was demonstrated that visual 
bar charts and verbal letter strings involve different
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learning processes (Bower, 1972; Nielsen & Smith, 1973; 
Shepard & Chipman, 1970; Santa, 1977). In Experiment 3, bar 
charts were not different between short and long durations 
in both categorization and recognition performances, 
whereas, in both judgments, letter strings were performed 
better in long duration than in short duration. As 
indicated by Santa (1977), verbal stimulus types tend to be 
stored by a serial order, which may be affected by a time 
variable, whereas visual stimulus types are stored by a 
holistic spatial position, which is not affected by a time 
variable. These are consistent with the result of 
Experiment 1, where letter strings were categorized better 
than bar charts because subjects developed the rules usually 
based on the first feature but not on whole features in the 
learning of independent features. In addition, it was found 
that, in Experiment 3, bar charts tended to be categorized 
better than letter strings in non-salient conditions. 
However, letters tended to be categorized better than bars 
in salient conditions of Experiment 3. Thus, letter strings 
may be easier to discover explicit, salient rules, whereas 
bar charts were easier to learn non-salient rules. This 
also suggests that bar charts and letter strings employ 
different learning processes of holistic and analytic, or 
implicit and explicit modes.
The contribution of exemplar memories in categorization 
was different between category structures. The role of
109
exemplar memories was minor in learning independent features 
of Experiment l. This may be plausible when subjects 
learning independent features tended to categorize exemplars 
by looking at the first or the last feature of an exemplar. 
On the other hand, in correlation rules of biconditional and 
symmetry rules, the whole pattern or regularities were 
picked up. This may yield strong contribution of exemplar 
memories in learning correlated features of Experiments 2 
and 3. This pattern of results is consistent to the results 
of Medin, Wattenmaker, & Hampson (1987), where people sorted 
independently determined features based on one or two 
salient features but correlated features based on exemplar 
memories.
Typical concept learning procedure tends to report 
strong involvement of exemplar memories in categorization 
(e.g., Brooks, 1978; Medin & Schaffer, 1978; Nosofsky et 
al., 1989; Vokey & Brooks, in press). This may be due to 
the characteristic of typical procedure, where subjects were 
tested in a transfer phase after completely learning small 
number of items (e.g., 10 or 20 items) in a study phase. In 
this study, categorization was tested with many items (i.e., 
at least over 100 items), but the procedure of testing both 
recognition and categorization at the same time have caused 
categorization performance to depend heavily on exemplar 
memories (e.g., Estes, 1986b; Nosofsky et al., 1989). By 
contrast, categorization can be tested without demand of
110
recognition (e.g., Metcalfe & Fisher, 1986; Omohundro,
1981). A test of learning mechanisms in a task which does 
not heavily depend on exemplar memories is beyond the scope 
of this study, so it is left for future study.
Another future study will be to develop a process 
model, which can specify the factors governing strategy 
selection as a function of task characteristics (Medin, 
Wattenmaker, & Mickalsky, 1987). In this study, subjects 
used different rules according to category structure. For 
example, rules related to feature frequency were used when 
features were independently determined, as in Experiment l. 
Biconditional rules were used when correlated features were 
salient, whereas symmetry rules were used when features were 
correlated, but non-salient. The rule types could be 
organized in a hierarchy to respond to task demands in a 
coherent manner. For example, subjects start by finding 
explicit rules, such as relative frequencies or 
biconditional rules, and if this fails, then turn to 
implicit symmetry rules or exemplar storage as a last resort 
(e.g., Medin, 1986).
A process model that can select strategies based on 
category structures is an induction model called THIYOS. 
THIYOS was implemented in learning of artificial grammars by 
Mathews and his colleagues (Druhan & Mathews, 1989; Mathews, 
Druhan, & Roussel, 1989; Roussel et al., 1990). THIYOS 
makes rules out of partial memories of exemplars, which is
called forgetting algorithm. Such fragmentary memories of 
exemplars correspond to THIYOS's rules, which are only 
partially valid as a future response. THIYOS can use both 
abstract and specific information as categorical rules. 
After the relative strength of rules has been adjusted to 
maximize performance of a task, rules of highest strength 
identify most typical instances. However, lower strength 
rules are also available, and they can override stronger 
rules when (1) several weaker rules act together through 
support, or (2) the weaker rules are more specific to a 
current situation compared to the more general default rul 
(Mathews, 1991). Thus, the model can account for 
preferences for selecting more typical instances and also 
preferences for responding to items that are more similar 
past instances, like exemplar models (e.g., Vokey & Brooks 
in press). Also, this models can account for evidences of 
rule induction and exemplar storage found in concept 
learning domains where people induce rules from examples.
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Appendix A 
Experimental Instructions
Instructions for Experiments 1 and 2 
tettsr Strings
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. The presence and absence of 
symptoms are indicated by the letters Y's and N's. Each 
pattern of symptoms is an example of the diseases of A and 
B.
Please keep your eyes on the computer screen. On each 
trial you will be shown a letter string which will indicate 
a pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you see the exact 
pattern of the symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take time as long as you can. We would also like you to 
tell us whether you think each pattern is disease A or B.
The next question "Category A/B ?*' appears and it also 
remains until you type the "A" or "B" key to suggest your 
choice of disease categories. After you make your choice of 
category, the computer will show you the letter string again 
and its correct category name for a short time before the 
start of the next trial. During the experiment you will 
learn which symptom patterns represent disease A and which 
symptom patterns represent disease B.
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In summary, your main task is to categorize each letter 
string and then to study its correct category name. You are 
also required to respond to recognition or nonrecognition of 
a letter string according to whether you saw the letter 
string in previous trials. The same procedure will be 
continued for a large number of trials. You will have a 
short break when the computer asks you to rest.
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Instructions for Experiments 1 and 2 
Bar Charts
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. The presence and absence of 
symptoms are indicated by the upward and downward pointing 
bars. Each pattern of symptoms is an example of the 
diseases of A and B.
Please keep your eyes on the computer screen. On each 
trial you will be shown a bar chart which will indicate a 
pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you see the exact 
pattern of the symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take time as long as you can. We would also like you to 
tell us whether you think each pattern is disease A or B.
The next question "Category A/B ?" appears and it also 
remains until you type the "A" or "B" key to suggest your 
choice of disease categories. After you make your choice of 
category, the computer will show you the bar chart again and 
its correct category name for a short time before the start 
of the next trial. During the experiment you will learn 
which symptom patterns represent disease A and which symptom 
patterns represent disease B.
In summary, your main task is to categorize each bar 
chart and then to study its correct category name. You are 
also required to respond to recognition or nonrecognition of
a bar chart according to whether you saw the bar chart in 
previous trials- The same procedure will be continued for 
large number of trials. You will have a short break when 
the computer asks you to rest.
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Instructions for Experiment 3 
Bar Charts and Rule Conditions 
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. Each disease has 8 symptoms 
and the presence and absence of symptoms are indicated oy 
the upward and downward bars. For example, a symptom 
pattern can be  ^ . Each pattern of symptoms is either
an example of disease A or disease B. Each disease has its 
own system of rules to combine symptoms. As an example of 
real disease, some symptoms such as high blood sugar level 
and weight loss go together in diabetes. Your task is to 
look at bar-charts very carefully and discover which symptom 
features go together in each disease.
Please keep your eyes on the computer screen. On each 
trial you will be shown a bar-chart which will indicate a 
pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you have seen this 
exact pattern of symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take as long as you wish to respond. We would also like 
you to tell us whether you think each pattern is disease A 
or B. The next question "Category A/B ?" appears and 
remains on the computer screen until you type "A" or "B" to 
suggest your choice of disease category. After you make 
your choice of category, the computer will show you the 
pattern of symptoms again and its correct classification.
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In summary, your main task is to discover correlation 
rules for determining which combination of symptom patterns 
are characteristic of Disease A and Disease B. This 
procedure will be continued for a large number of trials.
You will have a short break when the computer asks you to 
rest.
GIVE THIS INSTRUCTION AFTER COMPLETING EXPERIMENT
In this experiment you have a partner whom you will not 
see. We would like you to record instructions for your 
partner to perform the task. Your partner will perform the 
same task that you have at a later date using only the 
instructions you provide to make his or her choices. Your 
partner will not be told whether his/her choice is right or 
wrong. It is very important that you be as clear and 
specific as possible. Write down whatever is in your mind, 
do not hold back anything. Try to write specific patterns 
that you can memorize as possible in telling him how you are 
making your choices.
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Instructions for Experiment 3 
Bar Charts and Memory Conditions 
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. Each disease has 8 symptoms 
and the presence and absence of symptoms are indicated by 
the upward and downward bars. For example, a symptom 
pattern can be I . Each pattern of symptoms is 
either an example of disease A or disease B. Symptom 
patterns of a disease are very similar to each other. Your 
task is to memorize symptom patterns and classify new 
pattern based on similarities to previous items you have 
seen.
Please keep your eyes on the computer screen. On each 
trial you will be shown a bar-chart which will indicate a 
pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you have seen this 
exact pattern of symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take as long as you wish to respond. We would also like 
you to tell us whether you think each pattern is disease A 
or B . The next question "Category A/B ?" appears and 
remains on the computer screen until you type "A" or "B" to 
suggest your choice of disease category. After you make 
your choice of category, the computer will show you the 
pattern of symptoms again and its correct classification.
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In summary, your main task is to memorize symptom 
patterns and categorize each new pattern based on its 
similarity to previous items you have seen. This procedure 
will be continued for a large number of trials. You will 
have a short break when the computer asks you to rest.
GIVE THIS.INSTRUCTION AFTER COMPLETING EXPERIMENT
In this experiment you have a partner whom you will not 
see. We would like you to record instructions for your 
partner to perform the task. Your partner will perform the 
same task that you have at a later date using only the 
instructions you provide to make his or her choices. Your 
partner will not be told whether his/her choice is right or 
wrong. It is very important that you be as clear and 
specific as possible. Write down whatever is in your mind, 
do not hold back anything. Try to write specific patterns 
that you can memorize as possible in telling him how you are 
making your choices.
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Instructions for Experiment 3 
Letter Strings and Rule Conditions 
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. Each disease has 8 symptoms 
and the presence and absence of symptoms are indicated by 
the letters Y's and N's. For example, a symptom pattern can 
be YYNYYNNY. Each pattern of symptoms is either an example 
of disease A or disease B. Each disease has its own system 
of rules to combine symptoms. As an example of real 
disease, some symptoms such as high blood sugar level and 
weight loss go together in diabetes. Your task is to look 
at strings very carefully and discover which symptom 
features go together in each disease.
Please keep your eyes on the computer screen. On each 
trial you will be shown a letter string which will indicate 
a pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you have seen this 
exact pattern of symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take as long as you wish to respond. We would also like 
you to tell us whether you think each pattern is disease A 
or B. The next question "Category A/B ?" appears and 
remains on the computer screen until you type "A" or "B" to 
suggest your choice of disease category. After you make 
your choice of category, the computer will show you the 
pattern of symptoms again and its correct classification.
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In summary, your main task is to discover correlation 
rules for determining which combination of symptom patterns 
are characteristic of Disease A and Disease B. This 
procedure will be continued for a large number of trials.
You will have a short break when the computer asks you to 
rest.
GIVE THIS INSTRUCTION AFTER COMPLETING EXPERIMENT
In this experiment you have a partner whom you will not 
see. We would like you to record instructions for your 
partner to perform the task. Your partner will perform the 
same task that you have at a later date using only the 
instructions you provide to make his or her choices. Your 
partner will not be told whether his/her choice is right or 
wrong. It is very important that you be as clear and 
specific as possible. Write down whatever is in your mind, 
do not hold back anything. Try to write specific patterns 
that you can memorize as possible in telling him how you are 
making your choices.
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Instructions for Experiment 3 
Letter Strings and Memory Conditions 
This experiment intends to simulate how to diagnose 
diseases from symptom patterns. Each disease has 8 symptoms 
and the presence and absence of symptoms are indicated by 
the letters Y's and N's. For example, a symptom pattern can 
be YYNYYNNY. Each pattern of symptoms is either an example 
of disease A or disease B. Symptom patterns of a disease 
are very similar to each other. Your task is to memorize 
symptom patterns and classify new pattern based on 
similarities to previous items you have seen.
Please keep your eyes on the computer screen. On each 
trial you will be shown a letter string which will indicate 
a pattern of symptoms that a particular patient shows. We 
will ask you to indicate whether or not you have seen this 
exact pattern of symptoms before by pressing "Y" or "N" when 
the phrase "Recognition Y/N?" appears on the screen. You 
may take as long as you wish to respond. We would also like 
you to tell us whether you think each pattern is disease A 
or B. The next question "Category A/B ?" appears and 
remains on the computer screen until you type "A" or "B" to 
suggest your choice of disease category. After you make 
your choice of category, the computer will show you the 
pattern of symptoms again and its correct classification.
In summary, your main task is to memorize symptom 
patterns and categorize each new pattern based on its
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similarity to previous items you have seen. This procedure 
will be continued for a large number of trials. You will 
have a short break when the computer asks you to rest.
GIVE THIS INSTRUCTION AFTER COMPLETING EXPERIMENT
In this experiment you have a partner whom you will not 
see. We would like you to record instructions for your 
partner to perform the task. Your partner will perform the 
same task that you have at a later date using only the 
instructions you provide to make his or her choices. Your 
partner will not be told whether his/her choice is right or 
wrong. It is very important that you be as clear and 
specific as possible. Write down whatever is in your mind, 
do not hold back anything. Try to write specific patterns 
that you can memorize as possible in telling him how you are 
making your choices.
Appendix B 
Mean and Standard Deviation Tables
Experiment l; Categorization; Old vs. New
VAR IABLE HE AN STANDARD
DEVIATION
STVPE-BAR LIST-J
CATNEUI
CATNEU2
CATNEU3
CATNEU4
CATOLDI
CATOLD2
CAT0LD3
CAT0LD4
*312
12
12
12
-IS
46
15:
52
40
46
15:
333
333
250
750
UJ
5TYPE=BAR LIST-2
5TYPE-LETTER LIST-1
7 139 
9 670 
10. 558 
15 301
s?188
if i i ?
CATNEUi 12 49 917 6
CATNEU2 12 53 500 14
CATNEU3 12 55. 917 9
CATNEW4 12 57 500 17
CATOLDI 12 61 250 14
CAT0LD2 12 60. 167 14
CAT0LD3 12 65 250 15
CAT0LD4 12 64 167 14
867
811
952
943
256
534
947
CATNEUI 12 52 917 8 096
CATNEU2 12 57 667 7 451
CATNEU3 12 5B 083 9 737
CATNEU4 12 63 250 12. 152
CATOLDI 12 61 250 13 505
CAT0LD2 12 62. 000 8 801
CAT0LD3 12 67. 667 14. 067
CAT0LD4 12 70 633 11. 159
— C T V D C b I C T T r o 1 T C T * HL l o  1 *«.
CATNEUI 12 59. 417 9 209
CATNEU2 12 53 917 8 415
CATNEU3 12 64 OOO 5. 410
CATNEU4 12 66 167 11 968
CATOLDI 12 71 667 14 975
CAT0LD2 12 69 417 11 341
CAT0LD3 12 71 250 14 020
CATOLD4 1 2 71 583 14 475
Catnewl represents new items of block 1. 
Catoldl represents old items of block 1.
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Experiment 1: Cateaorizationj First vs. Second
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VARIABLE N MEAN STANDARD
DEVIATION
STYPE-BAR LIST-l
FIRSTI 12 43 917 9 010FIRST2 12 52 917 13. 480
F1RST3 12 38 333 12 992FIRST 4 12 38. 333 31 493
SECOND1 12 31. 300 17 733
SEC0ND2 12 47 000 9 224
SECONDS 12 36 333 10. 999SECOND4 12 34.230 14 704
STYPE-BAR LIST-2
FIRSTI 12
FIRST2 12
FIRSTS 12
FIRST4 12
SECOND1 12
SEC0ND2 12
SECONDS 12
SECOND4 12
49 383 
46 383 
37 230 
66 667 
62 230 
36 333 
67.000 
62 917
STYPE-LETTER LIST-1
STYPE=LETTER LIST=2
FIRST1
FIRST2
FIRST3
FIRST4
SECOND1
SECOND2
SECOND3
SECOND4
12
12
12
12
12
12
12
12
39 083 
33 667 
66 383 
66 667 
68.300 
36.383 
68 383 
63 417
11 
19 
13 
49
13
16
17
12
912
993
178
237
088
972
963
191
FIRSTI 12 34. 230 10 367FIRST2 12 30 333 17 703
FIRSTS 12 66 083 13 076
FIRST4 12 83 333 38 923
SEC0ND1 12 61. 300 13 608
SEC0ND2 12 39 833 1 1 976SECONDS 12 63 383 13 379
SECOND4 12 64 230 13 094
11
14
11
49
21
20.
20
13
113
783
316
237
194
447
206
704
Firstl represents first occurrences of block l.
Secondl represents second occurrences of block 1.
Experiment 1; Recognition
VAR IABLE N MEAN STANDARD
DEVIATION
1 T C T « 1 _  _  _  —Llbl"!
HIT 1 12 0. 671 0. 273
HIT2 12 0 634 0 309
HITS 12 0 721 0 299
HIT4 12 0 B09 0 201
FA1 12 0 392 0 276
FA2 12 0 623 0 293
FA3 12 O 729 0 299
FA4 12 0 7B7 0 2B4
RECI 12 O 079 0 129
REC2 12 0 012 0 009
REC3 12 -O 008 0 069
REC4 12 0 022 0 094
STYPE-BAR LIST-2
HIT1 12 0 687 0 192
HIT2 12 0 661 0. 283
HI T3 12 0 700 0 311
HIT4 12 0 715 0 323
FA1 12 0 553 0 228
FA2 12 0. 639 0. 293
FA3 12 0 595 0 332
FA4 12 0 724 0 321
RECI 12 O 132 0 184
REC2 12 0 022 0 114
REC3 12 0 105 0 116
REC4 12 -0 009 0 082
--------- ,----- —  STYPE-LETTER LIST-1 -----
HIT1 12 O 717 0 240
H1T2 12 O 669 0 333
HIT3 12 0 684 0 317
HI T4 12 0 733 0 318
FA1 12 O 625 0 204
FA2 12 0 685 0 293
FA3 12 0 690 0 310
FA4 12 0 714 0 292
RECI 12 O 092 0 102
REC2 12 -O 017 0 123
REC3 12 -O 006 0 083
REC4 12 O 019 0 130
----  STYPE-LETTER LIST-2 -----
HI T 1 12 0 673 0 261
HIT2 12 0 722 O 262
HIT3 12 0 735 0 260
HIT4 12 O 747 0 273
FA1 12 0 533 0 223
FA2 12 0 633 0 276
FA3 12 0 670 0 296
FA4 12 O 688 0 306
REC 1 12 O 142 0 140
REC2 12 O 069 0 113
REC3 12 0 066 0 114
REC4 12 0 060 0 122
Hitl represents hit ratio of block l.
Fal represents false alarm ratio of block 1.
Reel represents hit-minus-false alarm ratio in block
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Experiment 1; Categorization conditional on recognition
VARIABLE N
cTVPr-nad
MEAN
i T CT-1
STANDARD
DEVIATION
RECNEW1
alTrt^unn 
6
UiiD 1 “ 1 --
50. 167 17. 927
RECNEW2 6 52 167 14. 825
RECNEW3 6 53. 167 19 488
RECNEU4 6 30. 333 27. 178
N0RNEW1 6 44. 167 12.703
NQRNEW2 6 52. 000 14. 213
N0RNEW3 6 48.167 12. 952
N0RNEW4 6 57. 000 20.100
REC0LD1 6 44.333 13 486
REC0LD2 6 42.000 8. 414
REC0LD3 6 59. 333 8 017
RECQLD4 6 53 000 13. 431
N0R0LD1 6 58 333 37 639
N0R0LD2 6 44. 500 6 892
N0R0LD3 6 54 833 10 944
N0R0LD4 6 56 500 11.077
-------------------- STYPE=BAR LIST~2 ---- ---------------
RECNEW1 6 53 333 10 033
RECNEU2 6 62 667 17 294
RECNEW3 6 56 OOO 15 987
RECNEW4 6 51 333 29 049
NQRNEW1 6 58 333 8 383
N0RNEW2 6 55 000 14 142
N0RNEW3 6 50.167 10 889
NDRNEUI4 6 61 500 22 510
RECOLD1 6 57 667 21 087
REC0LD2 & 57 000 14 967
REC0LD3 6 64 333 20 820
RECDLD4 6 65 667 13 155
N0R0LD1 6 54 667 1 1 860
NDROLD2 6 56 000 15 073
N0R0LD3 6 55, 667 28 019
N0R0LD4 6 60, OOO 21 909
Recnewl means correct recognition of new items in block 1. 
Nornewl means false recognition of new items in block 1. 
Recoldl means correct recognition of old items in block 1. 
Noroldl means false recognition of old items in block 1.
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VARIABLE N MEAN STANDARD
DEVIATION
5TYPE=LETTER LI5T=i ----------------
RECNEW1 7 31. 143 8. 649
RECNEW2 7 63. OOO 18 120
RECNEW3 7 SO. 714 12 737
RECNEW4 7 36 714 28. 849
NORNEW1 7 33. 286 7. 296
NORNEWS 7 39. 371 7. 934
NORNEW3 7 39 714 12 6B3
NORNEW4 7 64 143 17. 218
RECOLD1 7 64 OOO 16 533
REC0LD2 7 38 714 18 081
RECQLD3 7 63. 286 14 032
RECOLD4 7 68 286 19. 328
NOROLD1 7 46 714 26 744
NDR0LD2 7 61. 143 26 748
N0R0LD3 7 65 429 17. 377
N0R0LD4 7 34. 371 28 334
STYPE=LETTER L 1 S T=2----------------
RECNEWl 7 34. 000 8 907
RECNEW2 7 60. 714 19 405
RECNEW3 7 63 143 6 793
RECNEW4 7 66 000 13 384
N0RNEW1 7 63 143 7 669
N0RNEW2 7 51 143 13 729
N0RNEW3 7 65 429 11.743
N0RNEW4 7 68 857 26 473
REC0LD1 7 72 714 12 958
REC0LD2 7 76 857 18 452
REC0LD3 7 70 143 11 796
REC0LD4 7 69 000 12 383
NOROLD1 7 62 857 23 724
NOROLD2 7 65 143 17 752
N0RQLD3 7 76 143 17 780
N0R0LD4 7 74 857 14 554
Experiment 2: Categorization: Old vs, New
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VARIABLE N MEAN STANDARD
DEVIATION
-----------------  STYPE-DAR L 1ST*I -----------------
CATNEW1 12 51 250 7, 399
CATNEW2 12 63 500 7 305
CATNEW3 12 59. 417 14. 222
CATNEU4 12 60 667 7. 27B
CATOLD1 12 66 167 8 233
CATOLD2 12 70 667 9 601
CAT0LD3 12 65. 917 9. 327
CAT0LD4 12 72 417 10 991
---- STYPE=BAR LIST-2 ------
CATNEWI 12 53 417 7. 179
CATNEW2 12 58 167 7. 814
CATNEW3 12 56 250 10. 217
CATNEW4 12 56, 417 8. 660
CATOLD1 12 68 750 10 402
CATOLD2 12 67. 250 7. 060
CATOLD3 12 62. 083 9 830
CATOLD4 12 69. 503 8. 512
1 T CT■1- 0 1Trt-Lt11Ln L Jo I■1
CATNEWI 12 54 250 7. 724
CATNEW2 12 60 000 9 630
CATNEW3 12 58. 250 10 997
CATNEW4 12 54 083 1 1 587
CATOLD1 12 70 333 11 649
CATOLD2 12 70 667 1 1 980
CATOLD3 12 66 583 8 878
CATOLD4 12 72 500 10 282
--- STYPE=LETTER LIST-2 ------ -----------
CATNEWI 12 56. 167 6 177
CATNEW2 12 58 583 12 979
CATNEW3 12 56 250 12 166
CATNEW4 12 54 417 9 307
CATOLDI 12 65 0B3 11 751
CATOLD2 12 67 417 9 643
CATOLD3 12 59 667 10 560
CATOLD4 12 71 250 9 507
Catnewl represents new items of block 1.
Catoldl represents old items of block 1.
Experiment 2: Categorization: First vs. Second
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VARIABLE N MEAN STANDARD
DEVIATION
STYPE-BAR LIST-I
FIRSTI 1? 52 833 7. 107
FIRST? 1? 60 OOO 6 150
FIRST3 1? 63 333 16 697
FIRST4 1? 70 833 33 428
SECOND! 1? 59 000 13. 191
SECOND? 1? 66 250 14 U 7
SECOND3 12 60. 333 13. 753
SECOND4 12 64. 917 18 913
-----  STYPE-BAR LIST-2 ------
FIRST! I? 52 417 7 242
FIRST? 12 57. 667 9. 566
FIRSTS 1? 46 667 17. 753
FIRST4 12 70. 833 39. 648
SECOND1 I? 57 667 13 660
SECOND? 12 64 250 13 074
SECOND3 12 58 250 12 0B4
SECOND4 12 64 333 17 042
I f  t s r -  « _ . _Llbl*]
FIRSTI 12 56 333 6. 228
FIRST? 12 58 667 12 456
FIRSTS 12 58. 333 19 924
FIRST4 12 45 833 25. 746
SECONDI 12 61 500 16 234
SECOND? 1? 67 500 12 192
SECOND3 12 54 500 1 1 091
SEC0ND4 12 68 500 9 672
1 1 CTL l b l sc
FIRSTI 12 54 833 7 247
FIRST? 12 62 333 10 299
F1RST3 12 58 333 18 007
FIR ST 4 12 62 500 2? 613
SECONDI 12 69 417 16 643
SECOND? 1? 67 167 10 58?
SECOND3 12 60 167 9 824
SEC0ND4 12 67 333 15 441
First1 represents first occurrences of block 1.
Secondl represents second occurrences of block 1.
Experiment 2; RegpqnitiQn
VARIABLE N MEAN STANDARDDEVIATION
KITi
HITS
HIT4
FA1
FAS
FA3
FA4
m i
HITl
HITS
HITS
HIT4
FAi
FAS
FA3
FA4
RECI
RECS
REC3
REC4
STYPE-BAR LIST-1
12
IS
l i
ii
ii 
'2 
2
0. 830 
O 937 
0 919 
O 946
8 gfi
8:8 ?
0. 24S 
0 065 
0 026 
0. 039
STYPE-BAR LIST-2
12
12
IS
12
IS
IS
12
IS
IS
IS
IS
IS
STYPE-LETTER LIST-I
STYPE-LETTER LIST-2
0 . 110 
064 
072 
108 
19 
4B
4
►9 
:?
0 913 0 162
0 906 0 097
0 914 0 086
0 930 0 057
0 672 0 250
0 860 0 179
0 917 0 084
0 920 0 092
0 241 0 140
0. 046 0 089
-0 003 0 083
0. Oil 0 066
HIT 1 12 0 698 0 246
HITS 12 0 840 0 188
HIT3 IS 0 B50 0 218
HIT4 IS 0 073 0 208
FAI IS 0 503 0 241
FAS IS 0 731 0 271
FA3 12 0 829 0. 235
FA4 IS 0 833 O 262
RECI 12 0 195 0 148
RECS IS 0 108 0 125
REC3 IS 0 021 0 089
REC4 IS O 040 0 108
HIT1 12 0 684 0 264
HIT2 12 0 773 0 319
H1T3 12 O 766 0 282
HI T4 12 O 842 O 292
FAI 12 0 478 O 261
FA2 12 0. 719 0 322
FA3 12 0 726 0 311
FA4 12 O 814 0 307
RECI 12 0 206 0 123
RECS 12 0 054 0 134
RECS 12 0 039 O 085
REC4 12 0 028 0 089
Hitl represents hit ratio of block 1.
Fal represents false alarm ratio of block 1, 
Reel represents hit-minus-false alarm ratio in block
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Experiment 2; categorization conditional on recognition
VARIABLE N MEAN STANDARD
nt v d AD 1 T nT—1 _______
DEVIATION
LIbl*1
RECNEU1 6 45. 500 lO 597
RECNEU2 6 50. 833 28 477
RECNEWS 6 52. B33 34 114
RECNEW4 b 7b 833 29 849
N0RNEW1 6 58. 500 8 313
NORNEW2 6 65 833 2 229
N0RNEW3 6 67. OOO 19 667
NDRNEW4 6 62 833 1 I 548
RECOLD1 6 74 667 5, 785
REC0LD2 6 73 500 11 023
RECOLD3 b 69 OOO 9. 099
REC0LD4 6 80 167 11 409
NOROLD1 6 53. 167 20 054
NDROLD2 b 42 OOO 25 020
NQR0LD3 b 58 667 23 704
NDR0LD4 b 53 167 45 239
LIST-2 -------
RECNEW1 3 53 667 1 528
RECNEW2 3 58 333 13 577
RECNEW3 3 55 667 9 815
RECNEW4 3 29.333 26 102
NORNEW1 3 55 333 8 622
N0RNEW2 3 60 667 9 074
NORNEW3 3 53 333 8 083
NORNEW4 3 58 667 2 082
REC0LD1 3 67 333 5 033
REC0LD2 3 68 333 lO 017
REC0LD3 3 62 333 13 868
REC0LD4 3 74 OOO lO 817
NOROLD1 3 50 OOO 17 000
N0R0LD2 3 57 333 8 737
NOROLD3 3 49 OOO 22 271
NOROLD4 3 69 667 23 094
Recnewl means correct recognition of new items in block 1 
Nornewl means false recognition of new items in block 1. 
Recoldl means correct recognition of old items in block 1 
Noroldl means false recognition of old items in block 1.
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VARIABLE N MEAN STANDARDDEVIATION
STYPE-LETTER LIST-1
RECNEWI 
RECNEW2 
RECNEW3 
RECNEW4 
NORNEW1 
N0RNEW2 
NORNEW3 
NORNEW4 
RECOLD1 
REC0LD2 
RECDLD3 
RECOLD4 
NOROLD1 
N0R0LD2 
NOROLD3 
N0R0LD4
RECNEWI 
RECNEW2 
RECNEW3 
RECNEW4 
NORNEW1 
N0RNEW2 
NORNEW3 
NORNEW4 
RECOLD1 
RECOLD2 
RECOLD3 
RECOLD4 
NORDLD1 
NOROLD2 
NOROLD3 
N0R0LD4
66 750 6. "994
54 250 13 401
32 750 17. 858
56 500 15 780
5B. 250 17 289
68 250 9. 845
65 000 22. 920
66 500 5 802
85 000 10. 614
79 500 11. 504
69. 000 19. 408
83 250 6 994
69 250 11 587
71. 750 23 472
57. 500 16 941
67 250 7. 500
STYPE-LETTER LIST-2
5 56 200 8 136
5 64. 600 21. 043
5 53 200 20 303
5 75 000 23 601
5 33 200 9 443
5 49 200 18 847
5 48 000 14 230
5 41 eoo 13 293
5 73 400 1 817
5 72 200 13 383
5 59 600 12 300
5 74 600 5 320
5 63 000 15. 890
5 36 600 12 876
5 42 000 13 058
5 48 600 30 493
Experiment 3: Categorization; Old vs. New
143
VARIABLE N MEAN STANDARD
DEVIATION
SAL I ENCE-NO STYPE-BAR DURATION-LONG INSTRUCT-MEH
NEW I 12 52 000 7. 320
NEW? 12 31 667 6 767
NEW3 12 39 300 11. 368
NEW4 12 37. 363 10 040
□LD1 12 65. 633 16. 749
OLD? 12 64 333 11.316
DLD3 12 73. 230 11. 647
0LD4 12 76 730 8. 463
SALIENCE-NO STYPE-BAR DURATION-LONG 1NSTRUCT-RUL
NEW1 12 49. 053 3 516
NEW2 12 33 917 B. 939
NEW3 12 33 000 9 113
NEW4 12 31. 730 17. 073
OLD1 12 39 000 15 043
OLD? 12 64 730 12. 371
0LD3 12 70 063 1 1 630
0LD4 12 71.083 14 022
SALIENCE=NO STYPE-BAR DURATION-SHOR INSTRUCT-MEM
NEW 1 12 49 667 4 979
NEW2 12 49 333 6 972
NEW3 12 49 167 13. 873
NEW4 12 30 383 12 366
OLD I 12 62 333 13 620
OLD2 12 62.333 10 634
OLD 3 12 67. 167 8. 633
0LD4 12 68 667 10 386
SALIENC E =N0 STYPE-BAR DURATION-SHOR INSTRUCT —RUL
NEW! 12 30. 363 7 361
NEW2 12 47. 300 12 963
NEW3 12 36 383 9 893
NEW4 12 33 917 16 366
OLD1 12 61 667 13 681
OLD2 12 66 OOO 10 427
0LD3 12 70 917 11 293
OLD 4 12 75 OOO 9 420
SALIENCE»N0 STYPE-LET DURATION-LONG INSTRUCT—MEM
NEW 1 12 30 833 6 306
NEW2 12 49 667 8 637
NEW3 12 33 OOO 11 086
NEW4 12 34 917 11 483
0LD1 12 39 917 9 472
□LD2 12 61 730 10 402
OLD3 12 68 383 13 014
OLD4 12 68 300 14 700
Newl represents new items of block 1. 
Oldl represents old items of block 1.
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VAR IABLE N MEAN STANDARD
DEVIATION
SALIENCE-NO STYPE-LET DURATION-LONG INSTRUC T—RUL
NEU1 12 56 417 10 587 
12 592NEU2 12 53 750
NEUI3 12 56 917 11 650
NEW4 12 57 000 15 966
OLD I 12 69. 583 17 661
□LD2 12 64 500 11 595
OLD3 12 72. 167 12 784
OLD 4 12 76 167 12 547
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT-hEM
NEW1 12 46 083 6 052
NEW2 12 48. 667 6 415
NEW3 12 50 000 12 240
NEW4 12 42. 750 16 488
OLD 1 12 57. 000 7 532
0LD2 12 59. 167 8 695
0LD3 12 58 083 7 891
DLD4 12 56. 167 8 778
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT—1
NEU1 12 52 833 6
NEW2 12 45 000 10NEW3 12 51 667 12
NEW4 12 52 167 7
OLD I 12 57 OOO 15
OLD2 12 55 833 8
0LD3 12 61 417 7
OLD 4 12 60. 750 11
SALIENCE-YS STYPE-BAR DURATION-LONG INSTRUCT-:
NEW 1 12 54 B33 10
NEW2 12 54 667 15
NEW3 12 60 667 16
NEW4 12 61 750 14
OLD I 12 65 417 16
OLD2 12 65 417 16
OLD3 12 72 083 18
OLD 4 12 76 333 17
SALIENCE-YS STYPE-BAR DURATION-LONG INSTRUCT —1
617
812
950
953
765
758
242
686
786
370
267
852
561
362
407
773
RUL
NEW1 12 56. 250 8 667
NEW2 12 52 750 6 744
NEW3 12 54 667 9 727
NEW 4 12 51 500 12 147
OLD 1 12 69 167 14 465
OLD2 12 71 417 13 925
OLDS 12 80 917 13 568
0LD4 12 79 583 13 494
145
VAR IABLE
SALIENCE-YS STYPE
NEW1 
NEU2 
NEWS 
NEW4 
DLD1 
0LD2 
OLDS 
OLD 4
SALIENCE-YS STYPE
NEW!
NEU2
NEW3
NEW4
OLD1
OLD2
OLDS
OLD4
N MEAN STANDARD
DEVIATION
-BAR DURATION-SHOR INSTRUCT-MEM
12 96.917 7 128
12 92 OOO 9 929
12 98 900 13 229
12 93 917 13 219
12 79. 290 16 311
12 70 SSS 16 278
12 81 000 IS 212
12 78 SSS 17 860
-BAR DURATION-SHOR INSTRUCT—RUL
12 96 167 6 617
12 93. 417 10. 944
12 96. 900 10 800
12 63. 333 9. 893
12 71 290 9. 992
12 73.833 9 703
12 84 917 7 194
12 89. 917 6. 136
SALIENCE-YS STYPE-LET DURATION-LONG INSTRUCT-MEM
NEW 1 12 96.917 10 638
NEW2 12 36 167 11 883
NEW3 12 39.917 13 866NEW 4 12 60. 417 19 444
0LD1 12 73. 083 19 329
0LD2 12 72. 333 13 338
OLDS 12 81. 730 17. 400
0LD4 12 76 300 19 239
SALT ENCE-YS STYPE-LET DURATION-LONG INSTRUCT-RUL
NEW1 12 60 667 1 1 032NEW2 12 36 333 16 972
NEW3 12 67 833 13 197
NEW4 12 62. 230 16 238
0LD1 12 76.417 14 613
0LD2 12 73 333 17 941
0LD3 12 84 583 13 233
0LD4 12 84 230 13 313
SALIENCE-YS STYPE-LET DURATION-SHOR INSTRUCT-MEM
NEW 1 12 58 083 6 667
NEW2 12 37 833 13 933
NEWS 12 38 333 13 600
NEW 4 12 34 417 16 193
0LD1 12 67. OOO 17 607
0LD2 12 67 383 13 621
DLD3 12 73 300 17 333
OLD 4 12 79. 417 13 400
VARIABLE
NEW1 
NEWS 
NEW3 
NEW4 
OLD1 
OLDS 
OLD 3 
OLD 4
N MEAN STANDARD
DEVIATION
»=LET DURATION=*SHOR INSTRUCT-RUL
12 53 833 6 590
12 57 OOO 13 163
12 70. 167 13 483
12 63 750 15 469
12 64 167 12. 648
12 74 250 16 971
12 78. 833 IB 527
12 83 167 14 813
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Experiment Categorization: First vs^Second
VARIABLE N MEAN STANDARD
DEVIATION
SALIENCE“NO STYPE-BAR DURATION-LONG INSTRUCT-MEM
FIRSTI 12 53 500 9 587
FIRST2 12 55 500 9 959
FIRSTS 12 63 OOO 14 238
FIRST4 12 58 333 51. 493
SECOND! 12 61. 250 16 080
SEC0ND2 12 59. 417 14 419
SECONDS 12 61. 833 17. 954
SEC0ND4 12 63 833 15 631
SALIENCE-NO STYPE-BAR DUR ATION-LONG INSTRUCT-RUL
FIRSTI 12 50 333 6 429
FIRST2 12 55. 167 13. 723
FIRSTS 12 55. 833 19 637
FTRST4 12 16. 667 38. 923
SECONDI 12 55 167 15 349
SEC0ND2 12 60 333 11 155
SECOND3 12 62 500 11 317
SEC0ND4 12 58 333 13 831
SALIENCE-NO STYPE-BAR DURATION-SHOR INSTRUCT-MEM
FIRSTI 12 49 500 3 600
FIRST2 12 47 667 12 673
FIRST3 12 53 667 19 298
FIRST 4 12 25 OOO 43 227
SECONDI 12 61 583 19 148
SEC0ND2 12 52 333 12 250
SECOND3 12 62 667 14 028
SECOND4 12 57 583 13 216
SALIENCE-NO STYPE-BAR DURATION-SHOR INSTRUCT-RUL
FIRSTI 12 52 333 10 334
FIRST2 12 48 833 15 420
FIRSTS 12 71 500 17 339
FIRST4 12 58 333 51 493
SECONDI 12 58 917 16 757
SEC0ND2 12 62 667 9 069
SEC0ND3 12 61 667 11 452
SECOND4 12 59 750 14 014
SALIENCE-NO STYPE-LET DURATION-LONG INSTRUCT-MEM
FIRSTI 12 48 300 3 333
FIRST2 12 48 917 11 797
FIRST3 12 33 300 21 923
FIRST4 12 41 667 31 493
SECONDI 12 61 OOO 10 180
SEC0ND2 12 34 667 14 473
SECONDS 12 67 417 19 009
SECOND4 12 49 333 14 367
Firstl represents first occurrences of block 1. 
Secondl represents second occurrences of block 1.
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N MEAN STANDARD
DEVIATION
-LET DURATION-LONG INSTRUCT-RUL
12 38 833 11 783
12 33 167 16 137
12 33 730 16 332
12 30 000 32 223
12 70 500 19 649
12 39 500 10 800
12 63 333 13 646
12 33 383 26 408
VAR IABLE
FIRSTI 
FIRSTS 
FIRSTS 
FIRST4 
SECONDI 
SEC0ND2 
SECOND3 
SEC0ND4
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT-MEM
FIRSTI 12 46 3B3 6 934
FIRST2 12 48 333 10 702
FIRST3 12 32 333 19 323
FIRST4 12 16.667 38 923
SECONDI 12 33 333 10 331
SEC0ND2 12 37.383 17. 422
SEC0ND3 12 37 667 10 316
SEC0ND4 12 49. 300 11 372
SALIFNCE-NO STYPE-LET DURATION-SHOR INSTRUCT-RUL
FIRSTI 12 31 167 7 893
FIRST2 12 44 833 13 637
FIRST3 12 33. 730 18 363
FIRST4 12 23. 000 43 227
SECONDI 12 32 730 16 343
SEC0ND2 12 33 730 14 333
SECOND3 12 33 300 10 939
SECOND4 12 48 3B3 11 673
SALIENC E =YS STYPE-BAR DURATION-LONG INSTRUCT-MEM
FIRSTI 12 36 333 12 331
FIRST2 12 32 383 16 189
FIRST3 12 64 333 21 470
FIRST4 12 41 667 51 493
SECONDI 12 64 OOO 17 934
SEC0ND2 12 38 333 14 202
SECONDS 12 61 833 20 880
SEC0ND4 12 39 167 22 843
SALIENCE-YS STYPE-BAR DURATION-LONG INSTRUCT-RUL
FIRSTI 12 36. 667 12 070
FIRST2 12 52. 750 8 792
FIRST3 12 58 333 17 643
FIRST4 12 75 000 45 227
SECONDI 12 68 730 12 513
SEC0ND2 12 67 583 11 188
SEC0ND3 12 67 417 18 263
SECOND4 12 61 730 14 467
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VAR IABLE N MEAN STANDARD
DEVIATION
SALIENCE-YS STYPE-BAR DURATION-SHOR INSTRUCT-MEM
FIRSTI 12 98. 000 9 029
FIRST2 12 99 OOO 13 328
FIRST3 12 71 417 19 289
FIRST4 12 90. OOO 52 223
SECONDI 12 76 667 19 490
SEC0ND2 12 63 667 16 582
SECONDS 12 72 333 13 904
SECOND4 12 $6 917 20 958
SALIENCE-YS STYPE-BAR DURATION-SHOR INSTRUCT-RUL
FIRSTI 12 98 900 8 274
FIRST2 12 96. 983 it. 131
FIRSTS 12 57 083 13 941
FIRST* 12 83 333 38 923
SECONDI 12 70. 083 12 439
5EC0ND2 12 69 900 11 813
SEC0ND3 12 68 833 14 205
SECOND4 12 62 417 18 093
SALIENCE-YS STYPE-LET DURATION-LONG INSTRUCT-MEM
FIRSTI 12 61 083 10 80S
FIRST2 12 55 917 13 426
FIRST3 12 60 500 18 387
FIRST 4 12 66.667 49 237
SECONDI 12 71 083 17 286
SEC0ND2 12 66 917 17 370
SECOND3 12 79 OOO 18 106
SECOND4 12 97 583 20 268
SALIENCE-YS STYPE-LET DURATION-LONG INSTRUCT-RUL
FIRSTI 12 62 333 11 332
FIRST2 12 60 OOO 22 103
FIRST3 12 66 417 1 1 057
FIRST4 12 41.667 51 493
SECONDI 12 76 083 IS 132
SEC0ND2 12 73 417 17 459
SECOND3 12 77 OOO 18 586
SEC0ND4 12 63 917 27 999
SALIENCE-YS STYPE-LET DURATION-SHOR INSTRUCT-MEM
FIRSTI 12 99 917 8 229
FIRST2 12 96 983 17 645
FIRST3 12 55 917 14 139
FIRST4 12 75 000 45 227
SECONDI 12 66 583 18 976
SECOND2 12 62 417 14 311
SECONDS 12 68 OOO IB 400
SECOND4 12 99 790 14 980
VARIABLE N MEAN STANDARD
DEVIATION
SALIENCE-YS STYPE-LET DURATION-SHOR INSTRUCT-RUL
FIRSTI 12 52 833 9 054
FIRST2 12 59 500 16 920
FIRST3 12 77 333 13 062
FIRST 4 12 91 6*7 28 868
SECONDI 12 62. 250 14 845
SECOND2 12 67.667 18 421
SECONDS 12 74. 333 15 727
SEC0ND4 12 75. 750 16 399
Experiment 3: Recognition
VARIABLE N MEAN STANDARD
Vft DEVIATION
SALIENCE-NO STYPE-BAR DURATION-LONG INSTRUCT-MEM
HITi 12 0. 677 O. 148
HIT2 12 0 B27 O 139
HITS 12 0 099 O 146
HIT4 12 0 941 O 110
FAI 12 O 322 O 173
FA2 12 O. 701 0 1 9 1
FA3 12 O. 730 O. 239
FA4 12 0 889 0 131
HITFAl 12 O. 133 _ O. 123
HITFA2 12 0 126 O 113
HITFA3 12 0.149 O.142
HITFA4 12 0. 032 O. 076
INSTRUCT-RUL
O 308 
O. 349 
O 326 
O 314 
O 317 
O 339 
O 387 
O 370 
O 134 
O 127 
O 146 
O 223
INSTRUCT=HEM
O 331 
0 298 
O 283 
O 286 
O 2B9 
O 342 
O. 296 
O 31 1 
O 092 
0 102 
O 032 
O 126
SALIENCE-NO STYPE-BAR DURATION-SHOR INSTRUCT-RUL
O 199 
O. 270 
O 088 
O 073 
O 248 
O 296 
O 161 
O 139 
O 110 
O 141 
O 090 
0 115
Hitl represents hit ratio of block 1.
Fal represents false alarm ratio of block 1.
Hitfal represents hit-roinus-false alarm ratio in block
SALIENCE-NO STYPE-BAR DURATION-LONG
HITI 12 O 621
HIT2 12 Q 673
HIT3 12 0 700
HIT4 12 0 731
FAI 12 0 476
FA2 12 O 393
FA3 12 0 593
FA4 12 0 606
HITFA1 12 0 143
HITFA2 12 0 080
HITFA3 12 O 103
HITFA4 12 0 125
SALIENCE-NO STYPE-BAR DURATION-SHOR
HITI 12 0 681
HIT2 12 0 773
HIT3 12 0 846
HI T4 12 0 831
FAI 12 0 363
FA2 12 O 719
F A3 12 O 822
FA4 12 0 744
HITFA1 12 O 113
HITFA2 12 0 034
HITFA3 12 0 024
HITFA4 12 0 086
HITI 12 0. 729
HIT2 j 2 0. 826
HI T3 12 0. 918
HIT4 12 0 937
FAI 12 0 543
FA2 12 0 735
FA3 12 0. B32
FA4 12 0 872
HITFA1 12 0 184
HITFA2 12 0 091
HITFA3 12 0 066
HITFA4 12 0 063
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SALIENCE-NO STYPE-LET DURATION-LONG INSTRUCT-MEM
HITI 12 0 740 0 138
HIT2 12 0 917 0 118
HIT3 12 0 046 0 109
HIT4 12 0 947 0 123
FAI 12 0 519 0 £40
FA2 12 0 605 0 218
FA3 12 0 750 0 160
FA4 12 0 728 0 213
HITFA1 12 0 220 0 128
HITFA2 12 0 132 0 142
HITFA3 12 0 096 0 111
HITFA4 12 O 120 0. 150
SALIENCE-NO STYPE-LET DURATION-LONG INSTRUCT-RUL
HITI 12 0. 726 0. 190
HIT2 12 0 824 0 132
HIT3 12 O 900 0. 114
HIT 4 12 0 901 0 134
FAI 12 0 542 0. 163
FA2 12 0 676 0 227
FA3 12 0 811 0 1B4
FA4 12 O 850 0 207
HITFA1 12 0 184 0 138
HITFA2 12 0 14B O 179
HITFA3 12 0 089 0 124
HITFA4 12 0 051 0 122
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT-MEM
H*IA 12 0 684 0 304HITS 12 O. 784 0 227
HIT3 12 0 803 0 251
HI T4 12 O. 863 0 194
FAI 12 0. 582 0 338
FA2 12 0 750 0 303
FA3 12 O. 780 0 268
FA4 12 0 800 0 298
H1TFA1 12 0 102 0 107
HITFA2 12 0, 034 0 083
HITFA3 12 0 023 0 092
HITFA4 12 0 063 0 150
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT-RUL
HITI 12 0 764 0 223
HIT2 12 0 851 0 197
HIT3 12 0 889 0 160
HIT4 12 0 919 0 125
FAI 12 0 710 0 214
FA2 12 0 790 0 236
FAS 12 0 852 0 232
FA4 12 0 867 0 203
HITFA1 12 0 054 0 103
H1TFA2 12 0 061 0 083
HITFA3 12 0 037 0 078
HITFA4 12 0 053 0 102
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SALIENCE-YS STYPE-BAR DURATION-LONC INSTRUCT-MEM
HITI 12 0 033 0 173
HIT2 12 0 920 0 090
HIT3 12 0. 944 0. 043
HIT4 12 0 959 0 097
FAI 12 0 432 0. 197
FA2 12 0 958 0 140
FA3 12 O. 940 O 103
FA4 12 O 939 0 125
HITFA1 12 0. 201 0. 144
HITFA2 12 0 042 O 094
HITFA3 12 0 024 0. 045
HITFA4 12 0 020 0 082
SALIENCE-YS STYPE-BAR DURATION-LONC INSTRUCT-RUL
HITI 12 0 740 0. 191
HIT2 12 0 899 0 102
HIT3 12 0. 941 0 043
HIT4 12 0. 932 O 107
FAI 12 0. 512 0. 203
FA2 12 0 713 0 182
FA3 12 0 848 0 140
FA4 12 0 839 0 240
HITFA1 12 0 248 0 159
HITFA2 12 0 184 0 145
HITFA3 12 0 093 O. 113
H1TFA4 12 0 093 0 173
SALIENCE-YS STYPE-BAR DURATION-SHOR INSTRUCT-MEM
HITI 12 0 747 0 244
HI T2 12 0 849 0. 193
HIT3 12 O 881 0 117
HIT4 12 0 891 0 125
FAI 12 0 539 0. 304
FA2 12 0 731 0 314
FA3 12 O 745 0 273
FA4 12 0 483 0 349
HITFA1 12 0 229 0 141
HITFA2 12 O 118 0 148
HITFA3 12 0 114 0 204
HITFA4 12 O. 208 0 240
SALIENCE-YS STYPE-BAR DURATION-SHOR INSTRUCT-RUL
HITI 12 0 847 0 151
HIT2 12 0 902 O 145
HIT3 12 O 953 O 074
HI T4 12 0 940 0 047
FAI 12 O 444 0 181
FA2 12 0 794 0 239
FA3 12 O 845 0 253
FA4 12 0 833 0 308
HITFA1 12 0 184 O 149
HITFA2 12 0 104 0 134
HITFA3 12 0 108 O 191
H1TFA4 12 O 127 0 244
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SALIENCE-YS STYPE <H_ET D U R A TI O N-LONG INSTRUCT-MEM
HITI 12 0 733 0 213
HITS 12 0 770 0 213
HIT3 . 12 O. 843 0 207
HITA 12 0. 847 O 232
FAI 12 0 620 0 231
FA2 12 0 676 0 323
FA3 12 0 716 0 280
FA4 12 0 761 0 328
HITFA1 12 0 112 0 133
HITFA2 12 O 094 0 132
HITFA3 12 0 127 0 193
HITFAA “ 12 0 086 O 213
SALIENCE-YS STYPE-LET DURATION-LDNC INSTRUCT-RUL
HITI 12 O 623 0 232
HIT2 12 0 743 0 282
HIT3 12 O 764 0 298
HITA 12 0. 799 0. 297
FAI 12 0 438 0 226
FA2 12 O 614 0 323
FA3 12 0 674 O 281
FA4 12 0 672 0 336
HITFA1 12 0 187 0 134
HITFA2 12 0 131 0 188
HITFA3 12 0 090 0 133
HITFA4 12 O 126 0 138
SALIENCE-YS STYPE-LET DURATION-SHOR INSTRUC T =MEM
HITI 12 0. 622 0. 193
HIT2 12 0 824 0 239
HIT3 12 0 901 O. 209
HIT 4 12 0. 909 0 196
FAI 12 0 475 0 196
FA2 12 0 741 0 293
FA3 12 0 843 O 240
FA4 12 0 911 0 247
HITFA1 12 0 147 0- 130
HITFA2 12 0 083 0 117
HITFA3 12 O 036 0 067
HITFA4 12 -O 003 0 064
SALIENCE-YS STYPE-LET DURATION-SHOR INSTRUCT-RUL
HIT2
12 0 778 0. 265
12 0 087 0 199
HIT3 1?
12
0 933 0 076
HI T4 0. 96B 0 086
FAI 12 0 698 0. 280
FAD 12 0 833 0 304
FA3
FA4
12
12 8 ?Ii
0. 197 
0 003
HITFA1 12 0 080 0 078
HITFA2 12 0 053 0 122
HITFA3 12 0 062 
0 007
0 134
HITFAA 12 0 024
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Experiment _3; Categorization conditional on recognition
VAR 1ABLE N MEAN STANDARD
DEVIATION
SALIENCE-NO STYPE-BAR DURATION-LONG INSTRUCT-MEM
NEWNEW1 4 48. 750 16 133
NEWNEW2 4 30 730 3 123
NEWNEW3 /. 32. 300 8 B13
NEWNEW4 4 74 300 17 597
NEWOLD1 4 48. 230 6 602
NE WOLDS? 4 30 730 14 773
NEWOLD3 4 66.230 13. 672
NEWDLD4 4 37 230 16. 070
0LDNEW1 4 33. OOO 31 834
0LDNEW2 4 66 230 2 986
0LDNEW3 4 61. 730 27. 909
OLDNEW4 4 36 000 30. 692
DLDOLD1 4 34. 730 19. 873
OLDOLD2 4 69 230 IS 370
OLDOLD3 4 77. 730 II. 738
0LD0LD4 4 78 OOO 1 1. 106
SALIENCE-NO STYPE-BAR DURATION-LONG INSTRUCT-RUL
NEWNEW1 6 48 333 9 243
NEWNEW2 6 33. 667 12 437
NEWNEW3 6 33 000 13 748
NEWNEW4 6 31 OOO 20 100
NEWOLDI 6 61 B33 22 982
NEW0LD2 6 64. 300 9 793
NEW0LD3 6 49 300 31. 703
NEWOLD4 6 46 667 31 469
ULDNEWI 6 43 833 8 886
0LDNEW2 6 61 167 12. 392
0LDNEW3 6 66 300 6 773
0LDNEW4 6 60 833 18 319
OLDOLDI 6 68 333 22. 509
OLDOLD2 6 70 667 22 241
0LD0LD3 6 70 833 19 934
0LD0LD4 6 73 333 18 949
SALIENCE-NO s t y p e =ba r DURATI0N=SH0R INSTRUCT-MEM
NEWNEW1 5 43 200 3. 033NEWNEU2 3 33. 800 8. 336NEWNEW3
NEWNEW4
3 48. OOO 34 2033 34 400 10 339
NEWOLOl 3 60 800 12 911
NEU0LD2 3 46 200 16 392
NEW0LD3
NEW0LD4
3 60 600 14 328
3 33 400 16 802
0LDNEW1 3 38 600 1 1 929
0LDNEW2 3 32 OOO 14 000
0LDNEU3
0LDNEW4
3
3
62
64
OOO
200
11
14
091
721
OLDOLDI 3 69 800 18 322
0LD0LD2 3 70 200 14 721
OLDOLD3 3 70 400 9. 017
0LD0LD4 3 69 400 18 876
Nevmewl means correct recognition of new items in block 1. 
Newoldl means false recognition of new items in block 1. 
Oldnewl means false recognition of old items in block 1. 
Oldoldl means correct recognition of old items in block 1.
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SALIENCE-NO STYPE-BAR DURATION-SHOR INSTRUCT-RUL
NEWNEWi 
NEUNEU2 
NEUNEW3 
NEWNEW4 
NEWOLDI 
NEWOLD2 
NEHOLDS 
NEWOLD4 
□LDNEU1 
OLDNEU2 
0LDNEU3 
0LDNEW4 
OLDOLDI 
OLDOLD2 
OLDOLD3 
OLDOLD4
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
48 333 
37 OOO 
97 333
69 OOO 
59 500 
50 500 
57 900 
57. 333 
59. 333 
55 667
70 167 
30. 500 
71. 333 
71. 333 
78. 000 
81. 333
11 708 
9 466
32 727 
41. 833
10 213 
6 317
10 821 
15 306 
791 
428 
400 
525 
16.488
12 307
11 153 
7. 554
20
16
20.
24
SALIENCE-NO STYPE-LET Pt^ATICW-LONfi INSTRUCT-HEH"
NEUNEU1 
NEWNEWS
n e w n e w :
NEWNEWS
NEWOLDI 8
NEWOLDS B
NEW0LD3 B
NEW0LD4 B
OLDNEW1 B
0LDNEW2 B 98
0LDNEW3 B 66 67
0LDNEW4 B 53. 37
OLDOLDI B 61 000
0LD0LD2 B 60 B75
0LD0LD3 B 71 250
0LD0LD4 B 71 125
701 
B 236 
10. 195
ii: m
n- m
9. 440
10. ftvu 
10 770 
9 203 
16 62B 
17. 192
SALIENCE-NO STYPE-LET DURATION-LDNC INSTRUCT-RUL
NEWNEW1 5 55 400 14 433
NEWNEW2 5 48 800 15 515
NEWNEW3 5 46 400 15 769
NEWNEW4 5 43 000 16. 263
NEWOLDI 5 54 200 9. 2B4
NEW0LD2 5 92 200 19 665
NEW0LD3 5 55. 600 22. 501
NEW0LD4 5 69 BOO 20 130
0LDNEW1 5 64 000 12. 021
0LDNEW2 5 98 800 14 601
0LDNEW3 5 66 200 18 226
0LDNEW4 5 60 600 20 416
OLDOLDI 5 76 600 23 469
0LD0LD2 5 66 BOO 10 849
0LD0LD3 5 71. 400 16 103
OLD0LD4 5 7B 600 12. 422
SALIENCE-NO STYPESET DURATION-SHOR INSTRUCT-MEM
NEWNEWI 6 40 033
NEWNEW2 6 43 667
NEWNEW3 6 31 167
NEWNEW4 6 30 167
NEWOLDI 6 46 333
NEW0LD2 6 33 167
NEWOLD3 6 48 667
NEW0LD4 6 44 500
OLDNEWI 6 30 OOO
□LDNEW2 6 39. 333
OLDNEU3 6 66.667
OLDNEW4 6 39 300
OLDOLDI 6 33 033
OLDOLD2 ' 6 63 167
OLDOLD3 6 63. 300
OLDOLD4 6 63 B33
6.
24
34
41
13 
3
14 
29 
24 
13
3B3
419
902
117
360
343
376
497
617
066
23.947 
22 439
11
11
13.
14
496
873
123
903
SALIENCE-NO STYPE-LET DURATION-SHOR INSTRUCT-RUL
NEWNEWI 3 33 667 4 726
NEWNEW2 3 23 667 22 898
NEWNEWS 3 32 333 9 432
NEWNEW4 3 39 OOO 34. 828
NEWOLDI 3 30. 333 2 807
NEWOLD2 3 46 333 13. 948
NEW0LD3 3 33 667 21 008
NEWOLD4 3 31 333 11 013
OLDNEW1 3 76 333 21 302
0LDNEW2 3 39. OOO 37 987
0LDNEW3 3 61 667 2. 082
0LDNEW4 3 42 OOO 13 077
OLDOLDI 3 6A 333 21 079
0LD0LD2 3 62.OOO 14. 422
OLDOLD3 3 63 333 lO 408
OLDOLD4 3 64 667 6 807
SALIENCE-YS STYPE-BAR DURATION-LONC INSTRUCT-MEM
NEWNEWI 3 33 667 10 214
NEWNEW2 3 47 333 29 092
NEWNEWS 3 39 000 33 BOB
NCWNEW4 3 30. 000 17 000
NEWOLDI 3 39 667 5 508
NEW0LD2 3 42. 000 6 557
NEW0LD3 3 48 667 14 012
NEW0LD4 3 34 000 18 350
0LDNEW1 3 41 667 22 301
0LDNEW2 3 47 333 22 301
0LDNEW3 3 30. 000 17 OOO
DLDNEW4 3 76 OOO 22 650
OLDOLDI 3 34 333 lO 693
OLDOLD2 3 32 667 10 408
0LD0LD3 3 56 000 8 344
0LD0LD4 3 58 667 12 662
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SALIENCE-YS STYPE-BAR DURAT ION-LONG INSTRUCT-RUL
NEWNEWI 
NEWNEW2 
NEWNEW3 
NEWNEW4 
NEWOLDI 
NEWOLDS 
NEW0LD3 
NEWOLD4 
OLDNEW1 
0LDNEW2 
0LDNEW3 
OLDNEW4 
OLDOLDI 
OLDOLDI?
OLDOLD3 
OLDOLD4
SAUENCE-YS STYPE-BAR DUR ATION-SHOft INSTRUCT-MEM
57 250 13 889
49 750 17 270
54 000 13 009
47. 000 24.138
57 500 1 I 387
49 500 5 916
51 250 10 813
43 750 26 31 1
65 250 29 792
71. 000 22.465
70 750 22 111
59 OOO 6. 633
79 000 10 832
70 500 17. 972
77 250 17.347
72 OOO 15. 427
w s m
NEWNEU3 
NEUNEU4 
NEWOLDI 
NEWOLDS 
NEWDLD3 
NEW0LD4 
OLDNEW1 
0LDNEU2 
0LDNEW3 
DLDNEW4 
OLDOLDI 
0LDDLD2 
0LD0LD3 
DLDOLD4
6
6
b
6
6
6
b
b
b
b
b
6
&
m
53. §33 
65. 633 
51 500
Sf:
73 000 
54 333 
76 167 
67 667 
84.167 
67. 500 
79. 500 
62 667
17. 387
5ALIENCE=YS STYPE-BAR DURAT ION-SHOR INSTRUCT-RUL
NEWNEWI 2 53 500 14 849
NEWNEW2 2 51. 000 22 627
NEWNEU3 2 73. 000 38 184
NEWNEW4 2 78 500 10 607
NEWOLDI 2 63 500 10 607
NEW0LD2 2 68 500 2 121
NEW0LD3 2 49. 500 7 778
NEW0LD4 2 81 500 26 163
OLDNEW1 2 78 500 30 406
0LDNEW2 2 45 OOO 7 071
0LDNEW3 2 50 000 14 142
OLDNEW4 2 52 000 2 828
OLDOLDI 2 77 000 0 485
OLDOLD2 2 85 500 0 707
0LD0LD3 2 85 000 2 828
OLDOLD4 2 95 OOO 4 243
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SALIENCE-YS s t y p e -l e t  DORATIo n -l o w  i n s t r u c t-m e m
NEWNEWl
KIEUNEW2
NEWNEW3
NEWNEW4
NEUOLD1
NEU0LD2
BiS8tB2
OLDNEWi
0LDNEW2
0LDNEW3
0LDNEW4
OLDOLDl
0LD0LD2
QLD0LD3
0LD0LD4
30. 400 
38 800 
66 600 
30 OOO 
62 QOO 
61 BOO 
33 200 
29 200 
82 200 
73 600 
81. 800 
>0 6<
»: t^ ><
« :  %
28. 237
SALIENCE-YS STYPE-LET DURATlON=LONG INSTRUCT-RUL
NEWNEUi & 36 300 13 793
NEWNEW2 h 38 667 21 787
NEUNEW3 6 64 000 26. 222
NEUNEU4 6 62 167 10 647
NEU0LD1 6 63 667 18 490
NEW0LD2 6 61 833 23 369
NEU0LD3 6 63 667 13 093
NEW0LD4 6 62 167 27 448
0LDNEU1 6 77 000 20 659
□LDNEU2 6 67 167 20 827
DLDNEW3 6 80 167 13 906
0LDNEW4 6 73. 833 20 074
OLDOLDl 6 77. 667 14 443
0LD0LD2 6 70 833 17. 337
□LD0LD3 6 78 333 IB 640
OLDOLD4 6 78 667 16 143
SALIENCE=YS STYPE-LET DURATION-SHOR INSTRUCT=MEM
NEWNEWl 2 33 000 4 243
NEWNEW2 2 36 000 26 870
NEWNEW3 2 66. 000 12. 72B
NEUNEW4 2 100 000 0 000
NEWOLD1 2 34 500 3 336
NEWOLD2 2 31 OOO 1 414
MEWOLD3 2 39 300 0 707
NEWOLD4 2 33. 300 14 849
OLDNEWI 2 30 000 9. 899
OLDNEW2 2 58 500 2 121
OLDNEW3 2 38 300 6 364
OLDNEW4 2 31. OOO 8 483
OLDOLDl 2 33 500 16 263
OLDOLD2 2 52 OOO 11 314
OLDOLD3 2 60 OOO 5 637
OLDOLD4 2 33. 000 12. 728
NEWNEWl
NEWNEW2
NEWNEW3
NEWNEW4
NEWDLD1
NEWOLD2
NEWOLD3
NEWDLD4
OLDNEWI
OLDNEW2
OLDNEW3
OLDNEW4
OLDOLDl
OLDOLD2
OLDOLD3
OLDOLD4
LET DURATION=SHOW INSTRUCT-RUL
2 54 500 2 121
2 55 500 16 263
2 69 OOO B 485
62 500 17 678
2 56 500 10 607
70 000 35 355
78 500 10 607
2 47 500 41 719
2 71 OOO 12 728
2 76, OOO 25. 456
2 61 500 40 305
2 73. OOO 14 142
2 56 500 16 263
74. OOO 25. 4562 78 500 24. 749
2 75. 500 23. 335
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