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L’e´volution constante des applications et des syste`mes embarque´s engendre le de´ve-
loppement de nouvelles architectures mate´rielles. Les syste`mes embarque´s e´tant soumis
a` de fortes contraintes de surface et d’e´nergie, ils doivent eˆtre capables de traiter tre`s
efficacement les calculs qui leur sont affecte´s. Alors que dans un ordinateur classique, la
majeure partie des traitements est effectue´e par un ou plusieurs processeurs ge´ne´ralistes,
les syste`mes embarque´s utilisent diffe´rentes ressources, chacune e´tant spe´cialise´e pour
un certain type de requeˆtes. De´sormais, il est donc courant de rencontrer au sein de la
meˆme puce, des blocs d’ope´rateurs DSP (Digital Signal Processing), des acce´le´rateurs
mate´riels de´die´s ou reconfigurables, des me´moires, ainsi que des processeurs ge´ne´ra-
listes. Nous parlons alors de « syste`mes sur puce », e´galement nomme´s SOC (System
On Chip).
Le caracte`re he´te´roge`ne de ce type de syste`mes permet d’utiliser des ressources
adapte´es a` chaque type de requeˆtes. Lorsque des traitements lourds sont requis (par
exemple un codage vide´o) des blocs mate´riels de´die´s peuvent eˆtre utilise´s tandis que
le processeur ge´ne´raliste est utilise´ pour des traitements plus le´gers. Contrairement
aux blocs mate´riels de´die´s, le processeur ge´ne´raliste pre´sente l’avantage de pouvoir eˆtre
programme´ facilement rendant ainsi le syste`me e´volutif. Nous voyons donc apparaˆıtre
une rivalite´ entre performance et e´volutivite´. Dans une certaine mesure, en proposant
des instructions spe´cialise´es performantes, les processeurs spe´cialise´s, tels que les DSP,
sont un compromis. En effet, ils permettent un traitement efficace de certaines requeˆtes,
tout en conservant l’aspect programmable du processeur. Ils restent cependant de´die´s a`
un type de traitements. Il serait pre´fe´rable que le syste`me puisse utiliser ses ressources
pour re´aliser des traitements fortement diffe´rents : on parle alors de flexibilite´.
En termes de flexibilite´, le vide architectural existant entre les processeurs et les
circuits de´die´s a e´te´ comble´ par l’introduction d’architectures reconfigurables telles que
les FPGA (Field Programmable Gate Array). Originellement, ces architectures ont e´te´
utilise´es afin de prototyper rapidement des circuits de´die´s. Elles sont constitue´es d’une
matrice d’unite´s de traitement interconnecte´es par un re´seau de communication flexible.
Les unite´s de traitement peuvent eˆtre configure´es en vue de re´aliser une fonction lo-
gique simple. Elles sont relie´es en configurant le re´seau d’interconnexion de manie`re a`
re´aliser une fonction logique plus complexe. Elles offrent ainsi des performances tre`s
proches d’un circuit de´die´ tout en e´tant flexibles. Cette flexibilite´ a encore e´te´ accrue
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Figure 1 – Exemple de syste`me sur puce compose´ de cinq ressources diffe´rentes ainsi
que d’une infrastructure de communication.
par la technologie de reconfiguration dynamique qui permet de configurer une partie de
l’architecture alors que des applications sont en cours d’exe´cution sur d’autres parties.
En plus des unite´s de traitement logique nomme´es LUT (Lookup Table), les ge´ne´ra-
tions actuelles de FPGA inte`grent e´galement des unite´s de me´morisation et des DSP.
A` l’instar des SOC, l’introduction de ressources de diffe´rents types confe`re e´galement
aux FPGA un caracte`re he´te´roge`ne. La figure 1 pre´sente le type d’architecture que nous
conside´rons dans ce document. Cet exemple est un syste`me sur puce compose´ de cinq
ressources dont un FPGA.
Nous avons de´crit le type d’architectures conside´re´ dans nos travaux. Ces architec-
tures ayant vocation a` exe´cuter des applications, il convient e´galement d’en de´finir la
nature. Ainsi, dans nos travaux, nous conside´rons des applications dynamiques ayant
des contraintes temps re´el. Une application est compose´e d’un ensemble de taˆches, cha-
cune de ces taˆches re´alisant un traitement spe´cifique. En vertu des contraintes temps
re´el, l’exe´cution des taˆches doit respecter des de´lais impose´s par le programmeur. De
plus, le caracte`re dynamique des applications conside´re´es implique que l’ordre d’exe´cu-
tion des taˆches n’est pas connu avant l’exe´cution de l’application.
En re´sume´, nous conside´rons l’exe´cution d’applications dynamiques et temps re´el
sur des syste`mes embarque´s he´te´roge`nes potentiellement pourvus d’une ressource de
type FPGA.
Proble´matique et contributions
Lors de l’exe´cution d’une application sur un syste`me sur puce, tel que celui pre´sente´
par la figure 1, il faut de´terminer quelles ressources vont eˆtre utilise´es et a` quel moment.
Cette proble´matique est connue sous le terme d’ordonnancement. L’ordonnancement
d’une application sur une architecture compose´e de plusieurs ressources comprend alors
deux dimensions :
– une dimension temporelle de´terminant les instants auxquels sont exe´cute´es les
taˆches, de manie`re a` satisfaire les contraintes temps re´el de l’application et
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– une dimension spatiale (ou placement) de´terminant les ressources exe´cutant ces
taˆches.
Dans le cadre d’un syste`me he´te´roge`ne, l’ordonnanceur temporel doit ge´rer des taˆches
n’ayant pas des temps d’exe´cution identiques sur l’ensemble des ressources. Il s’agit donc
de de´terminer les ressources accueillant les taˆches tout en respectant les contraintes
temporelles. Nous voyons donc que ces deux dimensions sont fortement lie´es et qu’il
paraˆıt difficile de les traiter inde´pendamment. Ainsi, nous proposons un ordonnanceur
pour SOC he´te´roge`nes traitant ces deux dimensions simultane´ment.
L’ordonnancement spatial (ou placement) pour architectures reconfigurables de type
FPGA s’ave`re quant a` lui bien plus complexe. Alors que pour un SOC, l’ordonnance-
ment spatial consiste a` de´terminer une ressource pour l’exe´cution d’une taˆche, dans le
cadre d’un FPGA, il est ne´cessaire de de´terminer une zone accueillant une taˆche. La
figure 2 pre´sente un exemple de mode´lisation d’une architecture reconfigurable compo-
se´e de 25 ressources (cinq DSP et 20 LUT). Nous voyons e´galement que deux taˆches (τ1
et τ2) sont en cours d’exe´cution. Pour placer ces taˆches, l’ordonnanceur leur a attribue´
un emplacement. Le choix de cet emplacement peut eˆtre effectue´ selon divers crite`res.
L’un des crite`res les plus courants vise a` favoriser le placement de futures taˆches. Dans
ce cas, le placement de taˆches revient a` placer un maximum de rectangles au sein
d’un rectangle, ce qui peut eˆtre assimile´ au proble`me Bin Packing , qui est prouve´ NP
Complet.
En fait, le placement de taˆches sur une architecture reconfigurable moderne s’ave`re
quelque peu diffe´rent. La pre´sence de ressources de natures diffe´rentes restreint le pla-
cement des taˆches a` un sous ensemble des positions. Par exemple, sur la figure 2, la
taˆche τ1 est place´e a` la position (0, 3). En termes de ressources, elle pourrait e´galement
eˆtre place´e a` la position (0, 2), tandis que la position (1, 3) ne conviendrait pas car
les ressources dont disposerait la taˆche τ1 ne seraient pas aligne´es avec les ressources
requises. Nous voyons donc que le caracte`re he´te´roge`ne de l’architecture complexifie les
ope´rations de placement de taˆches.
De nombreux auteurs proposent des algorithmes de placement pour des architec-
tures reconfigurables homoge`nes alors que la majorite´ des FPGA fabrique´s sont he´te´ro-
ge`nes. Leurs algorithmes s’ave`rent donc inadapte´s. Dans cette the`se, nous proposons des
algorithmes de placement capables de ge´rer le caracte`re he´te´roge`ne de l’architecture.
Lors de la pre´sentation du contexte de nos travaux, nous avons mentionne´ le dy-
namisme des applications. Ce dynamisme implique la ne´cessite´ d’effectuer l’ordonnan-
cement en-ligne, c’est-a`-dire, durant l’exe´cution de l’application. Ainsi, l’exe´cution des
algorithmes d’ordonnancement doit eˆtre la plus efficace possible afin de ne pas pe´naliser
l’exe´cution de l’application. Dans cette the`se, nous proposons une re´solution originale
des proble`mes d’optimisation par l’utilisation de re´seaux de neurones de Hopfield.
Les re´seaux de neurones de Hopfield sont des algorithmes inspire´s du fonctionnement
du cerveau humain. Un re´seau de neurones de Hopfield est compose´ d’un ensemble de
neurones, qui sont tous relie´s les uns aux autres par des connexions value´es. Initialement,
ce type de re´seau a e´te´ de´veloppe´ afin de re´aliser des me´moires associatives. Ensuite,
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Figure 2 – Exemple de placement de deux taˆches sur une architecture reconfigurable
he´te´roge`ne de type FPGA. La taˆche τ1 requiert quatre LUT et deux DSP, la taˆche τ2
six LUT.
la proprie´te´ de convergence de ces re´seaux a e´te´ utilise´e pour re´soudre des proble`mes
d’optimisation, tels que des proble`mes d’ordonnancement.
L’e´valuation d’un re´seau de neurones de Hopfield est effectue´e en e´valuant suc-
cessivement tous les neurones formant le re´seau. L’e´valuation d’un neurone consistant
en une ope´ration de multiplication-accumulation, il est possible d’obtenir une imple´-
mentation mate´rielle efficace. Cette caracte´ristique s’ave`re tre`s inte´ressante dans notre
contexte d’ordonnancement en-ligne sur une architecture reconfigurable. Afin de re´-
duire au maximum le temps d’exe´cution de l’ordonnanceur, nous proposons e´galement
d’ame´liorer le temps d’e´valuation d’un re´seau de Hopfield en e´valuant simultane´ment
plusieurs neurones.
Dans cette the`se, nous traitons donc trois proble´matiques principales :
– l’ordonnancement temporel pour architectures he´te´roge`nes,
– l’ordonnancement spatial pour architectures he´te´roge`nes de type FPGA,
– l’exe´cution rapide des algorithmes d’ordonnancement a` travers l’utilisation de
re´seaux de neurones de Hopfield.
Afin de re´pondre a` ces proble´matiques, nous proposons dans ce manuscrit
– un ordonnanceur temporel pour architectures he´te´roge`nes base´ sur un re´seau de
Hopfield [13],
– un ordonnanceur spatial pour architectures he´te´roge`nes reconfigurables e´galement
base´ sur un re´seau de Hopfield [1],
– un mode`le de taˆches permettant d’augmenter les emplacements utilisables par
une taˆche mate´rielle,
– une me´thode d’e´valuation paralle`le de neurones re´duisant le nombre d’e´valuations
de neurones d’un re´seau de Hopfield [23],
– ainsi qu’une e´tude portant sur la tole´rance aux fautes des re´seaux de Hopfield.
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Plan du me´moire
Ce document de the`se est articule´ en cinq chapitres. Les deux premiers chapitres in-
troduisent les notions ne´cessaires a` la compre´hension de nos travaux et les trois derniers
chapitres pre´sentent nos contributions et re´sultats.
Dans le premier chapitre, nous introduisons le contexte mate´riel sur lequel sont
fonde´s nos travaux. Dans une premie`re partie, nous pre´sentons les architectures recon-
figurables dynamiquement. Nous pre´sentons ensuite l’ordonnancement temporel puis
spatial. Concernant l’ordonnancement spatial, nous exposons les principaux travaux de
placement de taˆches sur une architecture reconfigurable.
Le second chapitre pre´sente les re´seaux de neurones de Hopfield. Parce que la ma-
jeure partie de nos travaux utilise de tels re´seaux, il est indispensable d’en comprendre
le fonctionnement en de´tail. Nous exposons donc leurs proprie´te´s mathe´matiques ainsi
que des techniques facilitant leur utilisation.
Le troisie`me chapitre pre´sente un ordonnanceur pour architectures he´te´roge`nes. Cet
ordonnanceur est base´ sur un re´seau de neurones de Hopfield dont nous avons modifie´ le
comportement afin d’ame´liorer son imple´mentation. Nous avons ainsi introduit les neu-
rones inhibiteurs qui permettent de re´duire de fac¸on importante le nombre de neurones
ne´cessaire a` la re´solution du proble`me. Cet ordonnanceur est compare´ a` l’algorithme
d’ordonnancement multiprocesseur Pfair afin d’e´valuer sa qualite´.
Dans le quatrie`me chapitre, nous exposons nos travaux relatifs a` l’ordonnancement
spatial pour une architecture reconfigurable he´te´roge`ne de type FPGA. Nous pre´sentons
deux ordonnanceurs qui sont chacun base´s sur des hypothe`ses mate´rielles diffe´rentes. Le
premier ordonnanceur ne requiert aucun me´canisme de placement complexe. Il est donc
utilisable avec les outils fournis par les fabricants de circuits. Le second ordonnanceur
est plus avant-gardiste a` cause des me´canismes de placement qu’il ne´cessite : nous
conside´rons alors disposer d’un outil permettant de placer une taˆche synthe´tise´e en
plusieurs endroits de la zone reconfigurable.
Finalement, le dernier chapitre expose des travaux relatifs aux re´seaux de neurones
de Hopfield. Dans une premie`re partie, nous pre´sentons une me´thode d’e´valuation pa-
ralle`le d’un re´seau de neurones de Hopfield permettant d’acce´le´rer conside´rablement le
temps d’obtention d’une solution. Une seconde partie de´crit des proprie´te´s de tole´rance
aux fautes de ce type de re´seaux. Cette technique permet de de´finir des crite`res garan-
tissant une e´valuation correcte du re´seau malgre´ l’apparition de fautes, telles que des
collages de transistors, au sein de l’architecture exe´cutant le re´seau de neurones.





Dans ce premier chapitre, nous exposons les notions ne´cessaires a` la compre´hension
de nos travaux ainsi que des travaux connexes aux noˆtres. Nous en profitons e´gale-
ment pour poser les principales hypothe`ses sur lesquelles sont base´s nos recherches et
re´sultats.
La premie`re partie de ce chapitre pre´sente les architectures reconfigurables. Parce
que ces architectures sont en perpe´tuelle e´volution, il s’ave`re ne´cessaire de de´finir quels
fonctionnalite´s et me´canismes nous conside´rons. Ainsi, la deuxie`me section de´crit les
hypothe`ses mate´rielles et logicielles communes a` l’ensemble de nos travaux. Le reste du
chapitre pre´sente l’ordonnancement de taˆches en ciblant les architectures he´te´roge`nes
reconfigurables dynamiquement. Ainsi, la troisie`me section pre´sente l’ordonnancement
temporel en indiquant les diffe´rentes composantes de cette proble´matique bien connue.
Finalement, la dernie`re section pre´sente le placement de taˆches applique´ aux archi-
tectures reconfigurables. Apre`s avoir introduit cette proble´matique, nous exposons les
principaux travaux relatifs au placement de taˆches sur ce type de composants.
1.1 Architectures reconfigurables
Cette section pre´sente les architectures reconfigurables de manie`re chronologique.
En commenc¸ant par les pre´misses de ce type de composants, leurs diffe´rentes fonction-
nalite´s et spe´cificite´s sont introduites au fur et a` mesure pour finalement pre´senter les
architectures he´te´roge`nes reconfigurables dynamiquement qui correspondent aux cir-
cuits conside´re´s dans nos travaux.
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1.1.1 Architectures configurables
Les architectures configurables sont des architectures pouvant eˆtre adapte´es a` un al-
gorithme pre´cis, de manie`re flexible mais de´finitive. La premie`re architecture de ce type
est le PAL (Programmable Array Logic) pre´sente´e par Monolithic Memories en 1978.
Ce type d’architecture offre un compromis entre un circuit de´die´ et un processeur. En
effet, elle apporte une certaine flexibilite´ par rapport aux circuits de´die´s et des perfor-
mances accrues par rapport aux processeurs ge´ne´ralistes. Cependant, les architectures
PAL pre´sentent l’inconve´nient de n’eˆtre configurables qu’une seule fois.
1.1.2 Architectures reconfigurables
Afin de pallier a` cette contrainte de configuration de´finitive des architectures PAL,
les fabricants ont de´veloppe´ de nouvelles technologies. Ainsi, LATTICE pre´sente, en
1985, la technologie GAL (Generic Array Logic) permettant d’effectuer une configura-
tion de l’architecture a` chaque initialisation du circuit. La meˆme anne´e, la socie´te´ Xilinx
pre´sente e´galement un nouveau type d’architectures reconfigurables [16], les FPGA. Ce
type d’architecture domine de´sormais le marche´ des architectures reconfigurables.
Les FPGA sont re´alise´s par un assemblage de trois fonctions logiques : des LUT, des
bascules, et des multiplexeurs. Une LUT est une table a` n variables ou` sont stocke´es
les 2n solutions possibles d’une e´quation logique a` n entre´es. En guise d’exemple, la fi-
gure 1.1 pre´sente un sche´ma et la table de ve´rite´ de la fonction logique (A¯·B)+(C⊕D).
Pour imple´menter cette fonction logique, une LUT est configure´e de manie`re a` me´mori-
ser la table de ve´rite´ de cette fonction logique. Les entre´es de la LUT correspondent alors
aux quatre variables A, B, C et D et permettent d’adresser les 24 solutions possibles.
Les LUT sont interconnecte´es par l’interme´diaire de multiplexeurs. Un multiplexeur
est une ressource de connexion compose´e de n entre´es et une sortie. Il est possible de
connecter dynamiquement une entre´e a` la sortie au moyen d’un mot de configuration
de taille t = dlog2(n)e.
Le re´seau de LUT ainsi forme´ constitue un circuit combinatoire qui est rendu syn-
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Figure 1.1 – Sche´ma et table de ve´rite´ de la fonction logique (A¯ ·B) + (C ⊕D).
Ge´ne´ralement, les fabricants regroupent plusieurs LUT, des multiplexeurs et des
bascules dans un bloc appele´ CLB (Configurable Logic Block). Ces CLB constituent les
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e´le´ments de base d’un FPGA, et la reconfiguration consiste alors a` configurer ces CLB.
Un re´seau de communication permet de re´aliser des connexions entre diffe´rents CLB.
Remarque. les FPGA sont des architectures reconfigurables dites a` grains fins car la
reconfiguration s’effectue au niveau bit. Il existe d’autres architectures reconfigurables,
dites a` grains e´pais travaillant sur des mots de plusieurs bits, tel que le processeur
reconfigurable DART [52]. Une architecture a` grains fins permet de spe´cialiser tre`s
finement l’architecture a` l’algorithme cible´, contrairement aux architectures a` grains
e´pais qui imposent, par exemple, une taille de mot fixe. En revanche, les architectures
a` grains e´pais be´ne´ficient de donne´es de configuration et de temps de configuration
nettement moins importants.
1.1.3 Architectures reconfigurables dynamiquement
Nous avons vu que les architectures reconfigurables offrent la possibilite´ d’imple´-
menter un algorithme diffe´rent a` chaque initialisation. Par rapport a` un processeur
ge´ne´raliste, les performances d’exe´cution sont nettement supe´rieures. Cependant, les
FPGA ont des lacunes en termes de flexibilite´ a` cause de la ne´cessite´ de rede´marrer
le circuit. Les processeurs ge´ne´ralistes sont pourvus d’une flexibilite´ bien plus impor-
tante. En effet, meˆme sur un mono-processeur, il est possible d’exe´cuter plusieurs pro-
grammes simultane´ment, par multiplexage temporel ou pre´emption, mais surtout, un
programme peut eˆtre modifie´ alors que d’autres programmes sont en cours d’exe´cution.
Nous pouvons imaginer exe´cuter plusieurs algorithmes simultane´ment sur une architec-
ture reconfigurable, en synthe´tisant tous ces algorithmes simultane´ment, cependant, il
est impossible de modifier un de ces algorithmes sans re´-effectuer une synthe`se globale,
et donc un rede´marrage du circuit.
A` la fin des anne´es 90, les fabricants ont commence´ a` concevoir des architectures
reconfigurables [31, 4] dont des parties peuvent eˆtre reconfigure´es alors que simultane´-
ment, les autres parties de la zone reconfigurable continuent de fonctionner normale-
ment. Cette e´volution technologique donna naissance aux architectures reconfigurables
dynamiquement.
Actuellement, Xilinx , a` travers sa gamme Virtex , propose les FPGA reconfigurables
dynamiquement les plus aboutis du marche´. En effet, l’architecture ainsi que les outils
fournis par le fabricant permettent d’exploiter assez simplement la reconfiguration dy-
namique. Nos travaux se focalisent sur ce type d’architectures dont le fonctionnement
est de´taille´ dans la suite de cette section.
1.1.3.1 Reconfiguration par colonne
Les premier FPGA Xilinx 1 e´taient reconfigurables dynamiquement par colonne. Le
FPGA e´tait alors compose´ d’un ensemble de colonnes, qui pouvaient eˆtre reconfigure´es
se´pare´ment mais entie`rement. La figure 1.8 repre´sente un FPGA compose´ de quatre
1. Virtex , Virtex -II et Virtex -II Pro
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colonnes. Un module M1 est exe´cute´ sur la colonne C1. Il reste donc trois colonnes
libres qui peuvent accueillir d’autres modules.
M1
C1 C2 C3 C4
Figure 1.2 – FPGA reconfigurable dynamiquement par colonne. Un module M1 est
exe´cute´ sur la premie`re colonne.
Le module M1 n’occupe pas toute la colonne du FPGA repre´sente´ par la figure 1.8.
Comme les colonnes ne peuvent pas eˆtre reconfigure´es partiellement, une partie de la
colonne C1 est perdue durant toute l’exe´cution du module M1.
1.1.3.2 Reconfiguration par re´gion
Afin de limiter les pertes de la reconfiguration par colonne, Xilinx a introduit la
reconfiguration par re´gion a` partir des Virtex -4 [67].
La figure 1.3 illustre l’exe´cution de deux modules sur un FPGA reconfigurable par
re´gion. La sous figure 1.3.a pre´sente le de´coupage en re´gions choisi. A` l’initialisation du
circuit, un de´coupage plus ou moins arbitraire est de´fini par l’utilisateur. La figure 1.3.b
illustre l’exe´cution de deux modules. Chaque module occupe une re´gion entie`re, laissant





Figure 1.3 – Reconfiguration par re´gion. La sous figure (a) pre´sente un FPGA compose´










Figure 1.4 – Illustration de la reconfiguration par re´gion. Deux PRR ont e´te´ instancie´s
sur la zone reconfigurable. Trois PRM diffe´rents peuvent eˆtre accueillis par le PRR1 et
deux PRM par le PRR2.
Dans nos travaux, nous conside´rons l’utilisation de la me´thode de reconfiguration
partielle module based [66] permettant de proce´der a` des reconfigurations de zones
de´finies a` l’initialisation du circuit. Dans un tel syste`me, le FPGA est partitionne´ en
une zone statique et en une ou plusieurs re´gions reconfigurables appele´es PRR (Partially
Reconfigurable Region).
La zone statique est une partie du circuit ou` la logique n’est pas modifie´e durant
l’utilisation du FPGA. Cette zone est configure´e a` l’initialisation du circuit, en te´le´-
chargeant un bitstream imple´mentant les me´canismes ne´cessaires a` la reconfiguration
partielle ainsi qu’aux communications des PRR.
Les PRR contiennent la logique pouvant eˆtre reconfigure´e inde´pendamment de la
zone statique et des autres PRR. Ainsi, un PRR peut accueillir successivement plusieurs
PRM (Partially Reconfigurable Module). Les PRM peuvent eˆtre conc¸us et imple´mente´s
inde´pendamment de la configuration statique. Cependant, ils sont associe´s a` un PRR
et doivent respecter les contraintes de connexions relatives a` ce PRR. La figure 1.4
pre´sente un zone reconfigurable ou` deux PRR ont e´te´ instancie´s. Dans cet exemple,
trois PRM ont e´te´ synthe´tise´s pour le PRR1 et deux PRM pour le PRR2.
Un bitstream partiel est ge´ne´re´ pour chaque PRM. En ayant une description pre´cise
d’un PRR, il est ainsi possible de synthe´tiser et d’exe´cuter des modules sur ce PRR
alors que d’autres modules sont en cours d’exe´cution sur le FPGA. Ces bitstream sont
charge´s sur le FPGA via le port de reconfiguration ICAP (Internal Access Configuration
Port) [68].
Finalement, un dernier e´le´ment dans le processus de reconfiguration dynamique des
FPGA Virtex est le Bus Macro [66]. Le Bus Macro permet aux PRM de communiquer
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avec la logique statique, assurant ainsi la communication des PRM avec le monde
exte´rieur.
1.1.4 Architectures reconfigurables he´te´roge`nes
Dans la section pre´ce´dente, nous avons pre´sente´ les unite´s fondamentales d’un
FPGA, a` savoir, les CLB. Ces unite´s permettent de re´aliser des fonctions logiques,
mais peuvent e´galement eˆtre utilise´es en guise de me´moires. Cependant, les fabricants
inte`grent de´sormais des ressources optimise´es pour la me´morisation, les BRam (Block
RAM ). Ces blocs me´moire sont re´partis sur l’ensemble de la zone reconfigurable afin
que l’ensemble des CLB puisse utiliser des BRam relativement proches.
Les FPGA issus de la famille Virtex sont e´galement pourvus de blocs DSP, ainsi
que de processeurs ge´ne´ralistes. Par exemple, certains mode`les issus de la famille Virtex
posse`dent deux cœurs de processeurs Power PC au centre de la zone reconfigurable.
L’introduction de ressources de types diffe´rents au cœur de la zone reconfigurable
lui fournit un caracte`re he´te´roge`ne dont il faut tenir compte lors de l’utilisation de ce
type d’architecture.
1.2 Hypothe`ses mate´rielles et logicielles de nos travaux
1.2.1 Pre´emption de programmes/taˆches
1.2.1.1 De´finition
Initialement, les processeurs ge´ne´ralistes e´taient utilise´s dans des mainframes (or-
dinateurs centraux), re´serve´s a` des grandes firmes. L’ope´rateur avait alors la possibilite´
de soumettre un job (programme ou ensemble de programmes) a` ces machines. Le
processeur e´tait alors monopolise´ par ce job durant tout le temps requis a` son exe´cu-
tion. Ce mode ope´ratoire a imme´diatement montre´ des limites notamment en terme de
performances. Lorsqu’un programme en cours d’exe´cution utilisait des donne´es prove-
nant d’un pe´riphe´rique lent (un disque dur par exemple), des cycles processeurs e´taient
perdus a` attendre les donne´es provenant de ce pe´riphe´rique.
Afin d’exploiter pleinement la puissance de calcul d’un processeur, la multipro-
grammation a e´te´ introduite. Cette technique permet de partager le temps processeur
entre plusieurs programmes. Ainsi, lorsqu’un programme est en attente de donne´es, le
syste`me peut exe´cuter un autre programme en attendant que les donne´es soient preˆtes.
La multiprogrammation requiert un me´canisme permettant de suspendre des pro-
grammes en cours d’exe´cution puis d’en reprendre l’exe´cution ulte´rieurement. Le me´ca-
nisme ge´ne´ralement utilise´ est la pre´emption. La pre´emption consiste a` sauvegarder le
contexte d’exe´cution d’un programme, capturant ainsi l’e´tat du programme au moment
ou` il est pre´empte´. Lorsque le programme est exe´cute´ sur un processeur ge´ne´raliste, ce
contexte est principalement de´crit par la valeur des registres ainsi que la valeur du comp-
teur ordinal. Lorsqu’un programme est pre´empte´, le syste`me d’exploitation stoppe son
exe´cution puis sauvegarde ces valeurs. Pour poursuivre l’exe´cution de ce programme,
le contexte est alors restaure´ et l’exe´cution reprend la` ou` elle avait e´te´ stoppe´e.
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Bien qu’initialement cre´e´e afin d’ame´liorer le rendement d’un processeur, la multi-
programmation est devenue essentielle a` l’utilisation d’un ordinateur moderne. Cette
technique permet de donner l’illusion a` l’utilisateur que plusieurs programmes sont exe´-
cute´s simultane´ment. De meˆme, les syste`mes d’exploitation multi-utilisateurs exploitent
pleinement la multiprogrammation.
Telle que de´crite pre´ce´demment, cette technique peut eˆtre re´alise´e logiciellement,
au prix d’une importante perte de performance, d’autant plus lorsque des politiques de
se´curite´ sont applique´es. Afin d’ame´liorer les pe´nalite´s induites par la multiprogramma-
tion, les fabricants ont introduit des me´canismes mate´riels, tels que la MMU (Memory
Management Unit) par exemple.
1.2.1.2 La pre´emption sur une architecture reconfigurable
La multiprogrammation ayant permis d’ame´liorer le rendement des processeurs ge´-
ne´ralistes, il est naturel de souhaiter appliquer cette technique aux architectures re-
configurables dynamiquement. Comme il est possible de reconfigurer une partie de
l’architecture sans alte´rer les exe´cutions en cours sur d’autres parties, il est envisa-
geable de partager une partie entre plusieurs modules en multiplexant temporellement
ces modules. Il est donc ne´cessaire d’avoir un me´canisme de pre´emption et donc de
sauvegarde et restauration de contexte. Or, il est beaucoup plus complexe d’obtenir
le contexte d’une application en cours d’exe´cution sur une architecture reconfigurable
que sur un processeur ge´ne´raliste. En effet, il serait ne´cessaire de sauvegarder l’e´tat in-
terne des donne´es, or aucun me´canisme permettant un acce`s direct a` ces donne´es n’est
actuellement fourni par les fabricants.
Ne´anmoins, il existe des travaux visant a` fournir un service de sauvegarde et res-
tauration de contexte sur FPGA. Bien que cela ne soit pas ne´cessaire a` l’appre´hension
de nos travaux, nous exposons brie`vement diffe´rentes strate´gies permettant de re´aliser
un tel service. Une premie`re me´thode consiste a` utiliser la fonctionnalite´ de read-back
pre´sente sur certain FPGA [42]. Cette fonctionnalite´ permet de relire le bitstream et
d’obtenir l’e´tat des registres. Le principal inconve´nient de cette me´thode est la quantite´
de donne´es d’une sauvegarde car elle contient toutes les informations de configuration
et pas uniquement l’e´tat des registres.
Une seconde approche consiste a` imposer au concepteur de respecter une interface
exposant explicitement le contexte du module [19]. L’inconve´nient majeur de cette
approche est qu’elle complexifie grandement la taˆche du concepteur qui doit ge´rer le
contexte de son application.
Finalement, une autre approche consiste a` modifier les bascules du design de manie`re
a` pouvoir obtenir leur e´tat [27, 26]. Cette technique, nomme´e scanpath, est couramment
utilise´e dans le domaine du test de circuit. La logique ajoute´e a` chaque bascule induit
une augmentation de la surface requise par le design et peut e´galement re´duire sa
fre´quence de fonctionnement maximale.
Nous avons pre´sente´ quelques techniques visant a` introduire la pre´emption de taˆches
mate´rielles sur des architectures reconfigurables. Cependant, ces techniques sont encore
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en cours d’e´tude et ne sont pas supporte´es par les fabricants. Dans nos travaux, nous ne
conside´rons donc pas de pre´emption, ce qui a une implication directe sur les algorithmes
d’ordonnancement.
1.2.2 Relocation
Lors de la pre´sentation des architectures reconfigurables par re´gion, il a e´te´ pre´cise´
qu’un PRM e´tait associe´ a` un PRR. Cette contrainte impose donc que l’exe´cution
d’un PRM ait lieu sur un PRR en particulier. Ainsi, pour exe´cuter un module sur n
PRR, il est ne´cessaire de ge´ne´rer n bitstreams puis de choisir a` l’exe´cution le bitstream
correspondant au PRR cible´.
Le me´canisme de relocation 2 vise a` offrir la possibilite´ d’exe´cuter sur plusieurs PRR
un module synthe´tise´ pour un seul PRR.
Relocation par colonne. Depuis plus de 10 ans, des travaux visant a` reloger un
bitstream sont mene´s. L’un des premiers re´sultats significatifs est l’outil PARBIT [36]
permettant de ge´ne´rer un bitstream partiel a` partir du bitstream complet d’un FPGA
reconfigurable par colonne. Cette ge´ne´ration est effectue´e logiciellement en amont du
controˆleur de reconfiguration. Cependant, la ge´ne´ration de bitstream partiel est effectue´e
sur un processeur externe, ce qui compromet l’utilisation de PARBIT dans un contexte
en-ligne.
Afin de re´duire le temps de ge´ne´ration d’un bitstream, REPLICA [37, 38] agit comme
un filtre, imple´mente´ mate´riellement et manipulant le bitstream lors du processus de
te´le´chargement. REPLICA supporte e´galement un FPGA reconfigurable par colonne.
Il permet donc d’exe´cuter un module sur une colonne de´termine´e lors de l’exe´cution.
Afin de maximiser l’utilisation du FPGA, les modules exe´cute´s doivent occuper la zone
reconfigurable dans toute sa hauteur.
Utilisation de plusieurs colonnes par un module. Les applications exe´cute´es sur
le FPGA pouvant eˆtre de natures diffe´rentes, la surface qu’elles requie`rent peut eˆtre
e´galement diffe´rente. Afin d’accroˆıtre la flexibilite´ du syste`me, un module doit pouvoir
occuper plusieurs colonnes, sans quoi, tous les modules exe´cute´s disposent de la meˆme
surface. Or l’exe´cution d’un module sur plusieurs colonnes engendre des proble`mes de
communications.
Dans la section 1.1.3.2, nous avons pre´sente´ le Bus Macro, re´alisant les communi-
cations entre PRR. Dans le cas d’une architecture reconfigurable par colonne, le meˆme
type de me´canisme est mis en place afin de permettre a` un module exe´cute´ sur une
colonne de communiquer avec d’autres modules. Lorsqu’un module est exe´cute´ sur plu-
sieurs colonnes, il s’ave`re alors ne´cessaire d’utiliser ce type de me´canisme au sein du
module. Cependant, les Bus Macro requiert un adressage spe´cifique de´termine´ lors du
placement-routage d’un module. Il s’ave`re donc inadapte´s au processus de relocation.
Ainsi, pour permettre l’occupation de plusieurs colonnes par un module, REPLICA
2. Dans la suite du me´moire, nous francisons le terme relocation.
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s’appuie sur une infrastructure de communication homoge`ne, de´taille´e dans [39, 28],
permettant a` un module de communiquer inde´pendamment des colonnes utilise´es.
Relocation par re´gion. L’e´volution technologique des FPGA a engendre´ des re-
cherches sur la relocation de modules dans le cadre d’une architecture supportant la
reconfiguration par re´gion.
BiRF (Bitstream Reconfiguration Filter) est un filtre de relocation comparable a`
REPLICA disposant de performances accrues [25]. Il a e´te´ e´tendu a` la relocation dans
le cadre d’une architecture supportant la reconfiguration par re´gion [17]. En effet, les
auteurs de [17] exposent des re´sultats de relocation par re´gion sur Virtex 4 et Virtex 5.
De plus, ils y pre´sentent des informations inte´ressantes quant a` la structure du bitstream
et l’organisation des ressources d’un FPGA Virtex 5. Cependant, l’infrastructure de
communication n’est pas aborde´e par ces travaux.
Dans [55], des travaux plus complets de relocation par re´gion sont pre´sente´s. En effet,
cet article e´voque la manipulation du bitstream ainsi que l’infrastructure de communi-
cation ne´cessaire a` la relocation. La figure 1.5 de´crit brie`vement le mode`le d’exe´cution
utilise´ dans [55]. La re´gion statique contient le controˆleur de reconfiguration (incluant
les me´canismes de manipulation du bitstream), ainsi que le controˆleur de bus. Chaque
module imple´mente une interface de communication lui permettant d’acce´der au bus.
Lors de la relocation d’un module, le controˆleur de reconfiguration doit donc veiller a`
ce que le module soit « aligne´ »avec l’un des bus disponibles.
He´te´roge´ne´ite´ et relocation. Toutes les techniques de relocation pre´sente´es pre´-
ce´demment ont pour point commun de de´placer un bitstream sur des zones identiques.
Or, la majorite´ des FPGA actuels dispose de ressources he´te´roge`nes. Ils s’ave`rent donc
ne´cessaire que la technique de relocation soit en mesure de supporter cette he´te´roge´-
ne´ite´.
Une technique triviale consiste a` synthe´tiser plusieurs bitstream pour une meˆme
application de manie`re a` supporter des emplacements offrant des ressources diffe´rentes.
Ainsi, pour a applications et r re´gions diffe´rentes, il est ne´cessaire de synthe´tiser et
stocker a× r bitstreams.
Afin de re´duire la quantite´ de me´moire ne´cessaire au stockage des bitstreams, les
auteurs de [8] proposent de de´terminer les ressources communes entre plusieurs re´gions
diffe´rentes, puis de synthe´tiser l’application conside´re´e en ne tenant compte que de
ces ressources communes. Cette technique re´duit le nombre de bitstreams a` stocker en
sacrifiant des ressources, ce qui peut mener a` une sous utilisation du FPGA.
La relocation dans nos travaux. La relocation d’un bitstream est une ope´ra-
tion complexe et fortement de´pendante de l’architecture sous-jacente, ne´cessitant une
connaissance pre´cise de celle-ci. Or, les fabricants ne communiquent que tre`s peu sur le
fonctionnement interne, principalement pour des raisons de proprie´te´ intellectuelle. Il
s’ave`re donc particulie`rement de´licat de de´velopper ce genre de techniques.
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Figure 1.5 – Mode`le d’exe´cution permettant la relocation de bitstream tel que pre´-
sente´ dans [55]. Trois modules sont en cours d’exe´cution et chacun de ces modules est
pourvu d’une interface de communication. La re´gion statique contient le controˆleur de
reconfiguration (incluant les me´canismes de manipulation du bitstream), ainsi que le
controˆleur de bus.
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La majeure partie des travaux pre´sente´s dans cette the`se ne requiert pas de re-
location afin d’eˆtre utilisable a` travers le flot de conception fourni par les fabricants.
Seuls les travaux expose´s dans la section 4.2 exploitent la relocation, en la restreignant
cependant au cas homoge`ne.
1.3 Ordonnancement de taˆches
1.3.1 De´finition ge´ne´rale
L’ordonnancement de taˆches consiste a` de´finir un ordre d’exe´cution sur l’ensemble
des taˆches soumises a` un syste`me. Dans nos travaux, nous conside´rons une application
compose´e d’un ensemble de taˆches. Le flot d’exe´cution de l’application correspond alors
a` l’ordre d’exe´cution des taˆches constituant l’application conside´re´e. L’action d’ordon-
nancement est re´alise´ par un composant nomme´ ordonnanceur.
L’ordonnanceur est l’un des composants principaux d’un syste`me d’exploitation [64].
Dans ce contexte, l’ordonnanceur choisit quel processus doit eˆtre exe´cute´ a` un instant
donne´. Afin de rester le plus ge´ne´raliste possible, nous n’utilisons pas le vocabulaire spe´-
cifique aux syste`mes d’exploitation. Ainsi, dans la suite de ce document, nous parlerons
d’applications et de taˆches.
En fonction des applications a` ordonnancer et des architectures sous-jacentes, de
nombreux types d’ordonnancements ont e´te´ propose´s. En fonction de la nature de l’ap-
plication a` exe´cuter, l’ordonnancement peut eˆtre effectue´ avant son exe´cution (hors-
ligne) ou pendant (en-ligne). Le mate´riel sur lequel est exe´cute´ l’application peut e´gale-
ment avoir une incidence sur les me´canismes utilise´s par l’ordonnanceur. Ainsi, certaines
architecture permettent de re´aliser efficacement la pre´emption ou non.
1.3.1.1 Hors-ligne versus en-ligne
Lorsque le flot d’exe´cution de l’application est connu a` l’avance, il est possible de
pre´de´finir l’ordonnancement des taˆches composant cette application. Dans ce cas, l’or-
donnancement est dit hors-ligne, la dure´e des temps de calcul engendre´s par l’algorithme
d’ordonnancement n’a pas re´ellement d’importance ce qui permet d’utiliser des algo-
rithmes tre`s sophistique´s. L’ordre d’exe´cution des taˆches est alors fourni au syste`me en
meˆme temps que les taˆches. Ce type d’ordonnancement est ge´ne´ralement applique´ a` des
syste`mes de´die´s a` une fonction bien particulie`re tels que des assistants a` la conduite
dans le domaine automobile par exemple [57].
Cependant, de nombreux syste`mes ont a` re´agir a` des e´ve´nements exte´rieurs, prove-
nant de l’environnement ou de l’utilisateur du syste`me. Des actions sont alors effectue´es
en fonction de ces e´ve´nements, il n’est plus possible de pre´de´finir l’ordonnancement
des taˆches car le flot d’exe´cution de l’application n’est pas connu a` l’avance. Dans
ce contexte, les algorithmes d’ordonnancement sont exe´cute´s en-ligne afin de de´ter-
miner quelle taˆche doit eˆtre exe´cute´e a` un instant donne´. Le temps d’exe´cution de
l’ordonnanceur participant a` la performance global du syste`me, il convient d’utiliser
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des algorithmes d’ordonnancement ayant un temps de re´ponse le plus bref possible,
tout en consommant le moins de ressources possible.
1.3.1.2 Pre´emptif versus non-pre´emptif
La section 1.2.1 a pre´sente´ le concept de pre´emption d’un point de vue architectural
et syste`me. Nous rappelons simplement que la pre´emption permet une exe´cution frag-
mente´e d’une taˆche. L’ordonnanceur peut donc utiliser la pre´emption pour partager
temporellement des ressources entre plusieurs taˆches. Les algorithmes d’ordonnance-
ments sont ge´ne´ralement conc¸us en fonction du support ou non de la pre´emption.
La figure 1.6 pre´sente deux sce´narios d’ordonnancement produits par deux algo-
rithmes diffe´rents, a` savoir, les algorithmes FIFO (First In First Out) et Round Robin.
L’application conside´re´e est compose´e de trois taˆches (τ1, τ2 et τ3) ne´cessitant chacune
trois slots d’exe´cution 3. La figure 1.6.a pre´sente l’ordonnancement produit par l’algo-
rithme FIFO non pre´emptif. Cet algorithme exe´cute les taˆches entie`rement en fonction
de leur ordre d’arrive´e. La figure 1.6.b pre´sente l’ordonnancement produit par l’algo-
rithme Round Robin. Cet algorithme exe´cute tour a` tour les taˆches en leur attribuant
un slot . Il pre´sente l’avantage de distribuer e´quitablement la ressource d’exe´cution entre
les taˆches mais ne´cessite le support de la pre´emption par l’architecture.














Figure 1.6 – Exemple d’ordonnancement de trois taˆches sur une architecture suppor-
tant la pre´emption et sur une qui ne la supporte pas. La sous figure (a) pre´sente un
ordonnancement FIFO. La sous figure (b) pre´sente un ordonnancement Round Robin.
Nous avons pre´sente´ une classification ge´ne´raliste des algorithmes d’ordonnance-
ment. Les choix relatifs a` la nature de l’ordonnancement sont effectue´s en fonction des
applications vise´es, notamment en ce qui concerne l’exe´cution hors-ligne ou en-ligne,
ainsi que de l’architecture en ce qui concerne la prise en compte de la pre´emption. Dans
la suite, nous pre´sentons une autre caracte´ristique importante de l’ordonnancement, la
gestion des applications ayant des contraintes temps re´el.
1.3.2 Ordonnancement temps re´el
De nombreuses applications sont soumises a` des contraintes temporelles qui doivent
eˆtre respecte´es par l’ordonnanceur. L’exe´cution de ces applications requiert un syste`me
3. Temps d’exe´cution entre deux pre´emptions.
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dit temps re´el. La correction de l’application de´pend du re´sultat produit mais e´galement
de son temps d’exe´cution.
Il convient de distinguer deux types d’applications diffe´rents. Les applications dont
le non-respect des contraintes temporelles n’engendre qu’une perte de qualite´ de ser-
vice peuvent eˆtre exe´cute´es sur un syste`me temps re´el souple. A contrario, lorsque le
non-respect des contraintes temporelles engendre une faute grave de l’application, un
syste`me temps re´el dur doit eˆtre utilise´. Pour cette dernie`re cate´gorie, nous pouvons
par exemple citer les applications de pilotage automatique d’avion ou de controˆle des
re´acteurs d’une centrale nucle´aire.
Dans cette the`se, nous conside´rons des applications peu sensibles, se contentant
d’un syste`me temps re´el souple. Ce type d’application repre´sente la majeure partie
des syste`mes temps re´el de´ploye´s. En effet, de tre`s nombreuses applications posse`dent
des contraintes temps re´el souples. Nous pouvons par exemple citer les applications de
visioconfe´rences, de te´le´phonie, ou de musique assiste´e par ordinateur.
1.3.2.1 Taˆche temps re´el
Dans cette section, nous introduisons les caracte´ristiques d’une taˆche temps re´el.
De manie`re ge´ne´rale, une taˆche temps re´el τi est caracte´rise´e par
– une DDPT (Date de De´marage au Plus Toˆt), note´e Si ;
– un WCET (Worst Case Execution Time) , note´ Ci ;
– une DFPT (Date de Fin au Plus Tard), note´e Di ;
– une pe´riode, note´e Pi.
Ces parame`tres sont utilise´s par l’ordonnanceur afin de fournir a` l’utilisateur les contraintes
temporelles requises par l’application.
La figure 1.7 pre´sente l’exe´cution d’une taˆche τi posse´dant comme caracte´ristiques
– une DDPT Si = 0,
– un WCET Ci = 3,
– une DFPT Di = 4 et
– une pe´riode Pi = 5.
L’ordonnanceur dispose alors d’une feneˆtre pour lancer l’exe´cution de la taˆche τi. Dans
cet exemple, lors de la premie`re pe´riode, la taˆche τi a e´te´ exe´cute´e imme´diatement
et son exe´cution se termine une unite´ temporelle plus toˆt que la DFPT. Durant la
seconde pe´riode, l’ordonnanceur a choisi d’exe´cuter la taˆche au deuxie`me slot temporel
de la feneˆtre, ce qui suffit cependant a` respecter la DFPT. Cette marge peut permettre
a` l’ordonnanceur d’adapter les ressources utilise´es par une taˆche en fonction du flot
d’exe´cution de l’application.
De nombreux algorithmes d’ordonnancement temps re´el ont e´te´ de´veloppe´s. Le plus
connu d’entre eux est certainement l’algorithme EDF (Earliest Deadline First) [69]. A`
chaque tick 4, l’algorithme EDF se´lectionne la taˆche ayant la DFPT la plus proche. Sur
4. Instant ou` le syste`me d’exploitation peut pre´empter une taˆche.
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Figure 1.7 – Exemple d’exe´cution d’une taˆche temps re´el τi ayant une DDPT Si = 0,
une pe´riode Pi = 5, une DFPT Di = 4, et un WCET Ci = 3.
une architecture monoprocesseur, cet algorithme produit un ordonnancement prouve´
optimal. Cependant, son imple´mentation requiert des calculs complexes limitant son
utilisation dans l’industrie.
1.3.2.2 Imple´mentation des syste`mes temps re´el
Dans la section pre´ce´dente, nous avons pre´sente´ un mode`le de taˆches permettant au
de´veloppeur de fournir des informations relatives au comportement temporel des taˆches.
En re´alite´, peu de syste`mes temps re´el offrent aux de´veloppeurs une API (Application
Programming Interface) permettant de spe´cifier ces parame`tres, ce qui complexifie l’uti-
lisation d’algorithmes d’ordonnancement tels que EDF. Il existe cependant quelques
syste`mes temps re´el imple´mentant directement l’algorithme EDF tels que MaRTE OS 5
ou RTLinux.
La majeure partie des syste`mes temps re´el utilise des priorite´s en lieu et place des
contraintes temporelles. Le de´veloppeur attribue des priorite´s aux taˆches, et l’ordonnanceur
se´lectionnera la taˆche ayant la priorite´ la plus importante. Il convient de distinguer deux
classes d’ordonnancements fonctionnant avec des priorite´s [47]. La premie`re, dite a` prio-
rite´s fixes, offre au de´veloppeur la possibilite´ d’associer a` une taˆche une priorite´ qui,
durant toute l’exe´cution de la taˆche, ne peut plus eˆtre modifie´e. L’algorithme RMS (Rate
Monotonic Scheduling) [46] exploite ce type de priorite´s. La seconde classe introduit
des priorite´s dynamiques aux taˆches. La priorite´ donne´e a` une taˆche peut alors e´voluer
durant son exe´cution, ce qui permet par exemple d’e´muler l’algorithme EDF. Dans ce
cas, le de´veloppeur doit faire e´voluer la priorite´ des taˆches en fonction de la proximite´
de leur DFPT respectives. Le syste`me d’exploitation VxWorks 6 permet l’utilisation de
priorite´s dynamiques.
1.3.2.3 Ordonnancement temps re´el multiprocesseur
L’inte´reˆt croissant pour les syste`mes multiprocesseur n’a pas e´pargne´ le domaine
du temps re´el. Les algorithmes d’ordonnancement ont donc duˆ eˆtre repense´s en te-
nant compte de ce type d’architectures qui introduit des changements importants. Par
exemple, l’algorithme EDF n’est plus optimal sur une architecture multiprocesseur [21].
De nouveaux algorithmes ont donc e´te´ de´veloppe´s afin de s’adapter aux architectures
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L’ordonnancement pour des architectures compose´es de plusieurs unite´s d’exe´cution
introduit une dimension supple´mentaire, la dimension spatiale. Dans le cas d’une archi-
tecture monoprocesseur, l’ordonnancement consiste a` de´terminer quand une taˆche doit
eˆtre exe´cute´e. Lorsque plusieurs unite´s d’exe´cution sont disponibles, l’ordonnanceur
doit e´galement de´terminer la ressource sur laquelle la taˆche va eˆtre exe´cute´e.
Dans le cadre des architectures multiprocesseur, deux strate´gies ont e´te´ propose´es.
La premie`re consiste a` effectuer un ordonnancement local a` chaque processeur. Dans
ce cas, des taˆches sont attribue´es a` un processeur donne´ et un ordonnancement local
a` ce processeur est applique´. Cette strate´gie pre´sente l’avantage d’eˆtre imple´mentable
facilement en utilisant des algorithmes d’ordonnancement monoprocesseur, tels que
EDF, sur chaque processeur. Cependant, l’association d’une taˆche a` un processeur est
une contrainte pouvant mener a` une re´duction de la qualite´ d’ordonnancement. Par
exemple, un processeur pourrait eˆtre surexploite´ alors qu’un autre processeur serait
sous-exploite´.
Pour pallier a` ce proble`me, une autre strate´gie consiste a` re´aliser un ordonnance-
ment global. Dans ce cas, l’ordonnanceur assigne une date de de´marrage ainsi qu’un
processeur a` une taˆche au fur et a` mesure de l’exe´cution de l’application. L’ordon-
nanceur dispose alors d’une vue globale du syste`me et peut ainsi re´partir la charge
de manie`re optimise´e. L’algorithme Pfair est un algorithme d’ordonnancement global.
Ce type d’algorithme ne´cessite ge´ne´ralement un me´canisme de migration de taˆches. La
migration d’une taˆche consiste a` de´placer un taˆche d’une ressource a` une autre suite a`
une pre´emption, ce qui s’ave`re proble´matique sur une architecture he´te´roge`ne.
1.3.3 Ordonnancement pour architectures reconfigurables
Au meˆme titre qu’un multiprocesseur, une architecture reconfigurable dispose de
plusieurs unite´s d’exe´cution. La section 1.1 e´voquait la possibilite´ d’exe´cuter plusieurs
taˆches sur la zone reconfigurable. L’ordonnancement sur une architecture reconfigurable
posse`de donc deux dimensions, une dimension temporelle et une dimension spatiale.
Cependant, la dimension spatiale est plus complexe que dans le cadre d’une architecture
multiprocesseur. Dans la section 1.1.3, nous avons vu que des zones de formes et tailles
plus ou moins arbitraires peuvent eˆtre cre´e´es afin d’accueillir des taˆches. L’ope´ration de
cre´ation de ces zones peut alors s’ave´rer tre`s complexe, notamment lorsque le but est de
maximiser le nombre de taˆches place´es. Dans ce contexte, ce proble`me est assimilable
au proble`me Bin Packing , qui est NP-complet [15].
Les sections suivantes pre´sentent en de´tail l’ordonnancement spatial, e´galement
nomme´ placement de taˆches, en exposant notamment des travaux relatifs a` cette pro-
ble´matique.
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1.4 Placement de taˆches sur architectures reconfigurables
1.4.1 Pre´sentation de l’ordonnancement spatial
L’ordonnancement spatial, ou placement, consiste a` placer une taˆche sur la zone
reconfigurable. L’ope´ration de placement d’une taˆche est constitue´e de deux e´tapes. La
premie`re consiste a` trouver un emplacement, la seconde consiste a` placer physiquement
la taˆche a` cet emplacement. Cette seconde e´tape a e´te´ e´voque´e dans la section 1.1.3
et est classiquement re´alise´e via le port de reconfiguration ICAP. Dans la suite, nous
nous focalisons donc sur la premie`re e´tape qui concerne directement les algorithmes de
placement.
La zone reconfigurable est une surface rectangulaire. Dans nos travaux, nous consi-
de´rons que les taˆches sont e´galement rectangulaires. Dans la section 1.3.2.1, nous avions
pre´sente´ un ensemble de variables (DFPT, DDPT, etc.) caracte´risant une taˆche temps
re´el. Afin de de´crire la dimension spatiale d’une taˆche, il est ne´cessaire d’ajouter a` cet
ensemble
– un couple de coordonne´es, note´ (x, y),
– une largeur, note´e li, et
– une hauteur, note´e hi.
Le placement d’une taˆche consiste a` de´terminer les coordonne´es (x, y) d’une zone
libre de largeur li et de hauteur hi. Le placement consiste donc a` agencer des rectangles
dans un conteneur rectangulaire. Lorsque le but est de maximiser le nombre de taˆches
a` placer, ce proble`me est connu sous le nom de bin-packing 2D et est NP-complet [15].
Il paraˆıt donc ambitieux de tenter une re´solution optimale de ce proble`me, d’autant
plus que la re´solution a lieu pendant l’exe´cution des taˆches. Le surcouˆt d’exe´cution de
l’ordonnanceur devant eˆtre ne´gligeable face aux charges induites par l’exe´cution des
taˆches, des heuristiques sont utilise´es afin de minimiser le surcouˆt de l’algorithme de
placement. Un objectif ge´ne´ralement vise´ est de maximiser le nombre de taˆches place´es,
mais d’autres objectifs peuvent eˆtre envisage´s tels que minimiser la distance entre des
taˆches communicantes.
Des travaux visent a` supporter des taˆches ayant une forme de polygone n’ayant
que des angles droits [29]. Cependant, afin de simplifier les algorithmes de placement
ainsi que le placement physique d’une taˆche, la majorite´ des travaux relatifs a` l’ordon-
nancement spatial conside`re des taˆches ayant une forme rectangulaire. Ainsi, nous ne
conside´rons que des taˆches rectangulaires.
Notons enfin que dans nos travaux, nous ne conside´rons que des taˆches mate´rielles.
Il existe cependant des recherches portant sur l’ordonnancement (et donc le placement)
de taˆches logicielles et mate´rielles [2].
1.4.2 Travaux relatifs a` l’ordonnancement spatial
Dans cette section, les principaux travaux relatifs a` l’ordonnancement spatial sont
pre´sente´s. Notre contexte e´tant l’ordonnancement en-ligne, nous n’e´voquons que tre`s
brie`vement le placement hors-ligne. De meˆme, nos travaux se focalisant sur les archi-
tectures reconfigurables par re´gion, nous ne pre´sentons que sommairement le placement
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sur des architectures reconfigurables par colonne.
Placement hors-ligne. Lorsque toutes les taˆches d’une application ainsi que le flot
d’exe´cution sont connus lors de la synthe`se [24], il est possible de pre´-calculer le place-
ment des diffe´rentes taˆches en fonction des flots d’exe´cution possibles. Dans ce contexte,
cette me´thode est tre`s efficace car elle n’engendre pas de surcouˆt lors de l’exe´cution.
De plus, elle pre´sente l’avantage d’eˆtre imple´mentable tre`s facilement. Cependant, lors-
qu’une application posse`de un caracte`re dynamique, c’est a` dire que son flot d’exe´cution
n’est pas connu lors de la phase de synthe`se, cette me´thode ne peut eˆtre utilise´e. Il est
alors ne´cessaire de de´terminer le placement lors de l’exe´cution.
Placement en-ligne. Le placement en-ligne a pour but de de´terminer la position
d’une taˆche lors de l’exe´cution de l’application. Le contexte d’utilisation est donc le
meˆme que dans le cas de l’ordonnancement temporel en-ligne, pre´sente´ dans la sec-
tion 1.3.1.1. Parce que les algorithmes de placement en-ligne s’ave`rent ge´ne´ralement
complexes a` imple´menter, un processeur ge´ne´raliste inte´gre´ a` la zone reconfigurable est
souvent utilise´ [10].
1.4.2.1 Placement par colonne
Les algorithmes de placement doivent donc de´terminer dans quelle(s) colonne(s)
une nouvelle taˆche doit eˆtre place´e. La figure 1.8 repre´sente une zone reconfigurable
compose´e de quatre colonnes. L’espace libre restant sur la zone reconfigurable est la
colonne C2. L’algorithme 1D Horizon, pre´sente´ dans [61], est un exemple d’algorithme
de placement pour architectures reconfigurables par colonne. L’avantage principal de cet
algorithme est de ge´rer l’espace libre graˆce a` une structure de donne´e d’imple´mentation
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Figure 1.8 – FPGA reconfigurable dynamiquement par colonne. Trois taˆches sont en
cours d’exe´cution sur le FPGA. L’espace libre restant est la colonne C2.
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1.4.2.2 Approches utilisant la notion de rectangle vide maximum
De nombreux travaux de placement sur une architecture reconfigurable par re´gion
utilisent la notion de MER (Maximum Empty Rectangle) afin de mode´liser les parties
non utilise´es de la zone reconfigurable et de de´terminer un emplacement libre [7]. La
zone reconfigurable est de´coupe´e en rectangles vides maximum, nomme´s MER, de telle
fac¸on qu’il n’existe aucun rectangle contenant une taˆche pre´alablement place´e et qui soit
entie`rement contenu dans un autre rectangle vide. La figure 1.9 repre´sente le placement






Figure 1.9 – Un exemple de placement et les MER M1 et M2 associe´s a` ce placement.
La zone barre´e verticalement correspond au MER M1, celle barre´e horizontalement au
MER M2.
Un algorithme de placement de taˆches, base´ sur les MER, est propose´ dans [7]. Il
est constitue´ de trois principales e´tapes. La premie`re consiste a` de´terminer les MER
pre´sents sur la zone reconfigurable. La seconde e´tape consiste a` de´terminer les MER
pouvant accueillir la taˆche devant eˆtre place´e. Enfin, une heuristique est utilise´e pour
de´terminer le MER dans lequel la taˆche va eˆtre place´e. La liste des MER est mise a` jour
a` chaque ajout et suppression de taˆches. Afin de simplifier ces ope´rations, les auteurs






Figure 1.10 – Exemple de placement identique a` la figure 1.9 ou` seuls des MER disjoints
sont conside´re´s [7].
L’ope´ration d’ajout (resp. suppression) consiste a` diviser (resp. fusionner) les rec-
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tangles obtenus. Une heuristique est utilise´e pour de´cider de quelle manie`re est effectue´e
la division (verticale ou horizontale) lors de l’insertion d’une taˆche dans un MER. Une
autre technique consiste a` retarder la division d’un MER, celle-ci e´tant alors effectue´e
lors de l’utilisation d’un sous rectangle [65]. Cette technique permet de choisir le type
de division en fonction de la taˆche place´e ulte´rieurement afin d’adapter au mieux cette
division.
Dans [7], le temps de recherche d’un MER pouvant accueillir une taˆche est line´aire
par rapport au nombre de taˆches de´ja` place´es. Cependant, il est possible d’utiliser
le temps durant lequel le placeur est inactif (pendant l’exe´cution des taˆches) pour
construire une structure de donne´es permettant de trouver un rectangle en temps
constant. Ainsi, les auteurs de [65] utilisent une table de hachage. Cependant, ces al-
gorithmes ne´cessitent des structures de donne´es particulie`rement complexes, qu’il est
difficile d’imple´menter mate´riellement.
Les MER permettent de mode´liser efficacement l’e´tat de la zone reconfigurable afin
de faciliter les ajouts/suppressions de taˆches. Des heuristiques s’ave`rent ne´cessaires
pour choisir le MER le plus propice - selon certaines contraintes - lors de la soumission
d’une taˆche. Dans la section suivante, nous pre´sentons des techniques visant a` re´duire
la fragmentation de la zone reconfigurable. Certaines sont utilise´es pour se´lectionner un
MER, d’autres constituent un algorithme de placement a` part entie`re.
1.4.2.3 Re´duction de la fragmentation
La zone reconfigurable est fragmente´e lorsqu’il existe des ressources utilise´es non
contigue¨s. La fragmentation est un proble`me re´current que l’on retrouve notamment
dans la gestion de la me´moire. La fragmentation d’une zone reconfigurable peut eˆtre
classe´e en quatre types [30].
– La fragmentation interne est cause´e par l’hypothe`se que les taˆches soient de forme
rectangulaire alors que l’outil de synthe`se peut cre´er des taˆches ayant des formes
plus complexes.
– La fragmentation virtuelle est engendre´e par un algorithme de placement qui ne
serait pas capable de trouver tous les emplacements vides.
– La fragmentation de partition se produit lorsque la zone reconfigurable est de´-
coupe´e en re´gions. Lorsqu’une seule taˆche peut eˆtre place´e dans une re´gion, cette
re´gion peut posse´der de l’espace libre inutilisable.
– La fragmentation externe est due aux insertions et suppressions re´pe´te´es des
taˆches. Il apparaˆıt alors des re´gions libres non contigue¨s.
La fragmentation interne peut eˆtre controˆle´e uniquement en utilisant un algorithme
de placement supportant des taˆches ayant une forme plus complexe qu’un rectangle. La
perte de surface engendre´e par ce type de fragmentation restant ne´gligeable, nous ne
conside´rons dans nos travaux que des taˆches de forme rectangulaire afin de simplifier
les algorithmes de placement.
Le mode`le de reconfiguration impose´ par les architectures reconfigurables engendre
ne´cessairement de la fragmentation de partition. Afin de la minimiser, il conviendrait de
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cre´er des re´gions de petites tailles. Cependant, les ressources requises par l’imple´menta-
tion d’un me´canisme de communication entre les re´gions croissent avec l’augmentation
du nombre de re´gions. Il s’agit donc de trouver un compromis entre la fragmentation
de partition et la surface utilise´e par le me´canisme de communication.
Finalement, les algorithmes de placement pre´sente´s dans la suite de cette section
visent a` minimiser la fragmentation externe de la zone reconfigurable.
Dans [30], les auteurs de´finissent une me´trique, nomme´e TF (Total Fragmentation),
permettant d’e´valuer la fragmentation a` l’e´chelle d’un MER. La TF d’une re´gion est
d’autant plus petite qu’elle est entoure´e de re´gions inutilise´es. La TF d’un MER est la
moyenne des TF des re´gions appartenant a` ce MER. Cette me´trique permet donc de
guider le choix d’un MER lors du placement d’une taˆche.
Dans [20], les auteurs pre´sentent un algorithme de placement non base´ sur les MER
permettant de re´duire la fragmentation. Lorsqu’une taˆche τ doit eˆtre place´e, l’algo-
rithme construit des re´gions interdites. Une re´gion interdite est une zone dans laquelle
la taˆche τ chevaucherait une taˆche de´ja` place´e. Donc, pour chaque taˆche place´e, une
re´gion interdite est cre´e´e. De plus, une autre re´gion interdite est cre´e´e de fac¸on a` garan-
tir que la taˆche τ soit entie`rement place´e sur la zone reconfigurable. Afin de minimiser
la fragmentation, une me´trique de densite´ est cre´e´e a` partir de ces informations. Cette
me´trique est base´e sur l’assertion suivante : plus un emplacement posse`de de voisins di-
rects appartenant a` des re´gions interdites, meilleur cet emplacement est. Cette assertion
permet donc de favoriser le placement d’une taˆche a` un emplacement entoure´ de taˆches
de´ja` place´es. Notons e´galement que les auteurs e´tendent cette me´thode en conside´rant
le temps. Les taˆches ayant des dure´es de vie, la densite´ d’une case de la zone reconfigu-
rable e´volue dans le temps. Pour placer une taˆche τ , la densite´ d’un emplacement est
alors calcule´e sur toute la dure´e de vie de la taˆche τ .
Tabero et al. proposent une me´thode de placement base´e sur une Vertex List [62].
La figure 1.11 pre´sente un sche´ma repre´sentant l’e´tat de la zone reconfigurable par
une liste de sommets. Si la zone contient plusieurs emplacements libres non adjacents,
plusieurs listes de sommets sont cre´e´es. Les sommets grise´s sont les sommets pouvant
accueillir une taˆche. Les auteurs proposent ensuite deux heuristiques visant a` re´duire la
fragmentation. La premie`re consiste simplement a` e´valuer l’adjacence d’un emplacement
avec le bord de la zone ou avec des taˆches en cours d’exe´cution. La seconde permet de
re´duire les placements entraˆınant la cre´ation d’emplacements libres ayant des formes
complexes et de petites tailles. La mise a` jour des listes lors d’ajouts et de suppressions
ne´cessite des ope´rations complexes impliquant un controˆle important, limitant ainsi
une imple´mentation mate´rielle efficace. Cette me´thode pre´sente cependant l’avantage
de fonctionner avec des formes plus complexes que des rectangles.
Une me´thode utilisant un profil des taˆches soumises au syste`me est de´veloppe´e par
Cui et al. [18]. Ils utilisent la probabilite´ que la future taˆche devant eˆtre place´e soit
d’une certaine taille. En fonction de cette probabilite´, ils choisissent dans quel MER
va eˆtre place´e une taˆche. Cette me´thode est alors e´tendue afin de conside´rer la dure´e
de vie des taˆches. Cependant, une me´thode ne´cessitant une connaissance a priori des






Figure 1.11 – Repre´sentation de l’e´tat de la zone reconfigurable et d’une liste de
sommets de´crivant l’espace libre.
taˆches ne peut eˆtre utilise´e dans le cas ge´ne´ral 7.
Les me´thodes de placement pre´sente´es jusqu’a` pre´sent ne tiennent pas compte de
l’he´te´roge´ne´ite´ de la zone reconfigurable. Or, ce facteur remet en cause bon nombre
d’algorithmes, en particulier les algorithmes base´s sur les MER.
1.4.2.4 Placement he´te´roge`ne
Les algorithmes de placement sur zones reconfigurables he´te´roge`nes doivent prendre
en compte la pre´sence des diffe´rentes ressources. Conside´rant qu’une taˆche puisse eˆtre
place´e n’importe ou`, les algorithmes de placement base´s sur les MER s’ave`rent inadapte´s
a` ce type d’architectures.
Lors de la synthe`se, une taˆche se voit allouer un ensemble de ressources, ainsi qu’une
position sur la zone reconfigurable. Comme e´voque´ dans la section 1.2.2, les outils
de relocation de bitstream e´tant actuellement limite´s, il paraˆıt inte´ressant de disposer
d’algorithmes de placement he´te´roge`ne n’utilisant pas de me´canismes de relocation.
Afin de fournir de la flexibilite´ au syste`me, il est indispensable de pouvoir placer une
taˆche en plusieurs endroits de la zone reconfigurable. Une solution consiste a` synthe´tiser
plusieurs bitstreams d’une meˆme taˆche. Ces diffe´rents bitstreams sont nomme´s instances
de taˆche. Ainsi, plusieurs instances sont synthe´tise´es pour une taˆche donne´e, permettant
de choisir un emplacement adapte´ lors de l’exe´cution de l’application.
Koester et al. proposent un algorithme de placement sur zone he´te´roge`ne, utilisant
des instances de taˆche [44]. Le choix de l’instance est base´ sur le degre´ d’utilisation
des re´gions par les taˆches actuellement soumises au syste`me. Pour chaque re´gion, l’al-
gorithme de´termine le nombre d’instances utilisant cette re´gion. Lorsqu’une taˆche doit
eˆtre place´e, l’instance se´lectionne´e est l’instance utilisant les re´gions les moins utili-
se´es. Nous revenons sur cette heuristique dans la section 4.1.3.3, ou` nous la de´taillons
7. Les auteurs justifient la faisabilite´ de cette me´thode en exposant le fait que les FPGA sont
ge´ne´ralement utilise´s dans des syste`mes embarque´s, et que la nature des applications soumises a` ce
type de syste`me est souvent connue a` l’avance.
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davantage. Deux versions de l’algorithme sont propose´es [44]. Une premie`re version,
dite statique et nomme´e SUP Fit (Static Utilization Probability Fit) est propose´e dans
laquelle les degre´s d’utilisation des re´gions sont calcule´s avant l’exe´cution de l’applica-
tion. Si toutes les taˆches de l’application ne sont pas connues avant son exe´cution, une
seconde version, dite dynamique et nomme´e RUP Fit (Run-time Utilization Probability
Fit), recalcule les degre´s d’utilisation des re´gions a` chaque soumission de taˆches. Ainsi,
lorsqu’une taˆche est soumise au syste`me, le degre´ d’utilisation de chaque re´gion occupe´e
par les diffe´rentes instances de cette taˆche est mis a` jour. Cette deuxie`me version de
l’algorithme ne´cessite des calculs supple´mentaires mais permet de ge´rer des applications
dynamiques.
Les instances de taˆche permettent d’offrir de la flexibilite´ a` des applications exe´cu-
te´es sur des architectures reconfigurables sans recourir a` des me´canismes de relocation.
Afin d’augmenter la flexibilite´ du syste`me, il convient d’augmenter le nombre d’instances
de taˆche. Cependant, les instances e´tant des bitstreams, la place requise pour leur sto-
ckage peut devenir proble´matique. Afin de diminuer le nombre d’instances stocke´es,
Koester et al. proposent de n’en se´lectionner qu’un sous ensemble [43]. Ce sous en-
semble contient alors des instances utilisant des re´gions diffe´rentes afin de minimiser le
nombre instances non plac¸ables simultane´ment.
1.5 Synthe`se
Nous avons pre´sente´ les principaux travaux relatifs au placement de taˆches sur
architectures reconfigurables dynamiquement. De nombreux travaux conside`rent une
architecture homoge`ne, et de´veloppent des algorithmes pour ce type de composant.
Dans ce cadre, nous avons cite´ les algorithmes base´s sur des MER, ainsi que sur des
Vertex List. Cependant, la majorite´ des architectures reconfigurables fabrique´es sont
he´te´roge`nes et cette he´te´roge´ne´ite´ rend inexploitable bon nombre de ces algorithmes.
En effet, meˆme en conside´rant l’existence d’un outil de relocation, il reste ne´cessaire de
partitionner la zone reconfigurable en parties de nature diffe´rente a` cause de la pre´sence
des diffe´rentes ressources utilisables par une taˆche.
A` notre connaissance, seuls les travaux de Koester et al. [44] s’adressent aux ar-
chitectures he´te´roge`nes a` travers la notion d’instances de taˆches. Dans le chapitre 4,
nous reviendrons sur leurs travaux et nous nous en inspirerons pour construire un al-
gorithme base´ sur un re´seau de neurones de Hopfield. Nous proposerons e´galement un
algorithme mixte, utilisant a` la fois les instances de taˆche et la relocation : les instances
sont utilise´es pour exe´cuter une taˆche sur des zones pourvues de ressources diffe´rentes
et la relocation est utilise´e afin de de´placer une instance sur des re´gions disposant
d’exactement les meˆmes ressources.
Chapitre 2
Re´seau de neurones de Hopfield
Les re´seaux de neurones artificiels sont des algorithmes bio-inspire´s, visant a` repro-
duire le fonctionnement du cerveau. Dans les anne´es 1950, des e´tudes neurologiques ont
permis d’appre´hender le fonctionnement du cerveau animal et d’en exhiber un nouveau
mode`le de calcul. De ces e´tudes sont ne´es de nombreuses variantes exploitant le concept
du neurone. Dans nos travaux, nous nous concentrons sur le mode`le de´veloppe´ par John
Hopfield en 1982 [34].
La premie`re section de ce chapitre pre´sente des concepts communs aux re´seaux
de neurones artificiels. Ces concepts permettent d’appre´hender la premie`re utilisation
des re´seaux de Hopfield, pre´sente´e dans la deuxie`me section, a` savoir, la re´alisation
de me´moires associatives. Ces re´seaux e´tant soumis a` des proble`mes de convergence,
nous montrerons, dans la troisie`me section, sous quelles conditions ils e´voluent vers
un e´tat stable. Pour prouver cette convergence, une technique inspire´e de la seconde
me´thode de Lyapunov est utilise´e. Cette technique consiste a` prouver la de´croissance
d’une fonction, nomme´e fonction d’e´nergie, associe´e au re´seau. Dans la quatrie`me partie,
nous verrons comment la de´croissance de cette fonction est utilise´e pour re´soudre des
proble`mes d’optimisations a` l’aide de re´seaux de Hopfield. Les deux dernie`res parties du
chapitre pre´sentent des me´thodes permettant de simplifier la construction d’un re´seau
de Hopfield associe´ a` un proble`me donne´.
2.1 Re´seau de neurones artificiels
Cette section introduit de manie`re ge´ne´rale les re´seaux de neurones artificiels. Des
concepts communs a` tous les types de re´seaux de neurones, tels que la de´finition d’un
neurone formel, y sont pre´sente´s.
2.1.1 Neurone biologique
Le neurone est l’unite´ fonctionnelle de base du syste`me nerveux. La figure 2.1 est
une photographie microscopique de neurones biologiques. Nous pouvons observer que
les neurones sont connecte´s les uns aux autres. Les biologistes distinguent deux types
de prolongements neuronaux re´alisant les connexions : les dendrites et les axones. De
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nombreuses dendrites ame`nent des stimuli au corps cellulaire qui inte`gre et propage ou
non un stimulus a` son unique axone. Ces stimuli peuvent eˆtre de nature chimique ou
e´lectrique et leur transmission par les prolongements neuronaux est effectue´ par des
synapses. Les neurones forment donc un re´seau.
Figure 2.1 – Photographie microscopique de neurones (agrandie 650x).
Dans la suite, nous nous focaliserons sur les neurones formels qui sont un mode`le
simplifie´ des neurones biologiques. Ainsi, les dendrites seront nomme´es entre´es, l’axone,
sortie et les connexions simplifie´es.
2.1.2 Neurone formel
Un neurone formel est une repre´sentation mathe´matique d’un neurone biologique.
Le premier mode`le de neurone formel a e´te´ propose´ par McCulloch et Pitts [50] en
1943, et est illustre´ par la figure 2.2. Dans cette formulation, un neurone posse`de un
e´tat binaire : il est actif ou inactif (respectivement 0 ou 1).
La figue 2.2 illustre le fonctionnement d’un neurone xi recevant des stimuli de n
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neurones. Ces stimuli sont repre´sente´s par un poids de connexion wji ∈ R du neurone j
au neurone i. L’e´valuation d’un neurone permet de de´terminer son e´tat. Elle peut eˆtre
de´compose´e en deux principales e´tapes incarne´es par une fonction de combinaison et















Figure 2.2 – Illustration du fonctionnement d’un neurone formel a` n entre´es.
Fonction de combinaison. La fonction de combinaison permet de re´duire le vecteur
d’entre´e d’un neurone a` un scalaire. Les valeurs du vecteur d’entre´es sont multiplie´es
par l’e´tat du neurone associe´ a` une entre´e. Cette fonction est classiquement une simple
somme des poids des connexions. Ainsi, pour un neurone i, le terme
∑n
j=1 xj × wji
produit un scalaire qui peut eˆtre soumis a` la fonction d’activation.
Fonction d’activation. La valeur obtenue suite a` la combinaison des entre´es est
soumise a` une fonction d’activation. Dans le mode`le originel de McCulloch et Pitts [50],
cette fonction est la fonction heaviside H de´finie telle que
∀x ∈ R, H(x) =
{
0 si x < 0
1 si x ≥ 0 . (2.1)
Lorsque la valeur retourne´e par la fonction heaviside est e´gale a` un, l’e´tat du neurone est
actif, sinon il est inactif. De nombreuses autres fonctions de seuillage ont e´te´ propose´es
et utilise´es telles que la fonction sigmo¨ıde [?].
L’e´tat du neurone est donc de´termine´ par le re´sultat de la fonction d’activation.
Dans le mode`le de McCulloch et Pitts, la valeur de l’impulsion et la valeur de l’e´tat du
neurone sont identiques et appartiennent a` l’ensemble {0, 1}. Des mode`les neuronaux
plus complexes permettent, lorsque le neurone est actif, de propager des valeurs re´elles
issues de la fonction d’activation.
En utilisant la fonction heaviside (2.1), la valeur du seuil est implicitement e´gale
a` ze´ro, il peut cependant eˆtre inte´ressant de parame´trer cette valeur. Le parame`tre ti
(threshold) permet ainsi de modifier la valeur de seuil du neurone xi. Chaque neurone
peut donc posse´der une valeur de seuil qui lui est propre. De plus, certains mode`les
neuronaux modifient cette valeur pendant l’e´valuation du re´seau. Cette technique est
tre`s proche de l’e´volution de la tempe´rature dans l’algorithme du recuit simule´.
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Le mode`le neuronal de McCulloch et Pitts comporte de nombreuses approximations
ou simplifications vis-a`-vis du neurone biologique. Il a cependant e´te´ montre´ qu’un tel
mode`le permettait d’obtenir une puissance de calcul e´quivalente a` celle d’une machine
de Turing [60].
En re´sume´, un neurone formel dispose :
– d’un ensemble d’entre´es,
– d’une valeur de seuil et
– d’une sortie associe´e a` l’e´tat du neurone.
Ces valeurs permettent de de´finir l’e´quation d’e´valuation associe´e au mode`le neuro-




xj × wji + ti), (2.2)
ou` wji est la valeur de la connexion du neurone xj vers le neurone xi. Nous utiliserons
principalement cette de´finition d’un neurone dans nos travaux.
Remarque. L’e´tat des neurones peut eˆtre e´galement de´fini sur l’ensemble {−1, 1}.
Dans ce cas, la fonction de seuil H est remplace´e par la fonction SGN
∀x ∈ R, SGN(x) =
{ −1 si x < 0
1 si x ≥ 0 . (2.3)
Cette de´finition peut permettre de simplifier les valeurs des connexions et des seuils
dans certains cas tels que celui pre´sente´ dans la section 2.2.2. L’e´quation d’e´valuation




xj × wji + ti), (2.4)
Dans nos travaux, nous utilisons principalement les valeurs {0, 1} car elles per-
mettent une imple´mentation mate´rielle imme´diate, contrairement aux valeurs {−1, 1}
qui ne´cessitent une interpre´tation binaire.
2.1.3 Perceptron, re´seau multicouche et autres
La section pre´ce´dente a pre´sente´ le concept du neurone formel. Afin de comple´ter
cette pre´sentation, nous e´voquons rapidement leur utilisation au sein d’un re´seau tre`s
simple propose´ par Rosenblatt en 1957 : le perceptron [54]. La figure 2.3 pre´sente
un exemple ayant deux entre´es. En fournissant aux unite´s d’entre´es deux variables
boole´ennes sur un bit, ce re´seau peut par exemple re´aliser la fonction logique et. Cette
fonction est re´alise´e en parame´trant les poids w1 et w2 des connexions. Le neurone
utilise l’e´quation (2.2) pour produire un re´sultat en sortie.
Malheureusement, le perceptron a tre`s vite montre´ ses limites car il n’e´tait pas
capable de re´aliser une fonction non line´aire tel que le ou exclusif. Ce proble`me a e´te´






Figure 2.3 – Illustration d’un perceptron a` deux entre´es.
re´solu en ajoutant des couches cache´es de neurones, c’est a` dire des neurones qui ne
sont plus directement connecte´s aux entre´es ou sorties du re´seau. Ce type de re´seau,
nomme´ re´seau multicouche, permet de re´aliser une fonction non line´aire [32].
2.2 Re´seau de Hopfield : ge´ne´ralite´s
2.2.1 Pre´sentation
En 1982, le physicien John Hopfield [34] proposa un mode`le de re´seau de neurones
re´cursif. Ce type de re´seau a originellement e´te´ propose´ pour re´aliser une me´moire
addressable par contenu. Un ensemble de motifs est pre´alablement me´morise´ dans le
re´seau. En fournissant le fragment d’un motif au re´seau, celui ci est alors capable de
trouver le motif correspondant au mieux a` ce fragment. On parle alors de me´moire.
La figure 2.4 pre´sente un exemple de re´seau de Hopfield contenant trois neurones. Il
est important d’observer le caracte`re re´cursif du re´seau : ce type de re´seau est mode´lise´
par un graphe oriente´ complet. Ainsi, un neurone du re´seau est connecte´ a` tous les
autres neurones du re´seau. Les connexions d’un neurone xi vers un neurone xj sont
note´es wij , et la valeur de seuil d’un neurone xi est note´e ti.
Par rapport aux re´seaux e´voque´s dans la section 2.1, le caracte`re re´cursif des re´seaux
de Hopfield modifie leur configuration et leur utilisation, parce qu’il n’y a pas d’entre´es
et de sorties explicites. La section suivante pre´sente brie`vement le fonctionnement d’un















Figure 2.4 – Exemple d’un re´seau de neurones de Hopfield posse´dant trois neurones.
2.2.2 Fonctionnement
Pour illustrer simplement le fonctionnement d’un re´seau de Hopfield, nous exposons
un exemple de me´moire associative. Cet exemple permet de comprendre comment les
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donne´es d’un proble`me sont expose´es au re´seau, et comment le re´seau pre´sente une
solution.
La figure 2.5 pre´sente un ensemble de motifs en guise d’exemple. Chaque motif est
une image de taille 3 × 3 pixels, un motif est donc compose´ de neuf pixels, et chaque
pixel est une variable binaire. Le re´seau ne´cessaire pour me´moriser ces motifs posse`dent
neuf neurones, chaque neurone repre´sentant un pixel. Quand l’e´tat d’un neurone est
actif, le pixel lui e´tant associe´ est allume´ et inversement.
Apprentissage. Pour stocker des motifs dans le re´seau, les poids des connexions sont
parame´tre´s de fac¸on a` ce que les neurones correspondant a` des pixels allume´s s’activent
simultane´ment. Cette notion est directement issu de la loi de Hebb [33] stipulant que les
connexions entre deux neurones active´s simultane´ment ont tendance a` eˆtre renforce´es
afin que l’activation d’un neurone facilite l’activation des autres. Les motifs sont appris









ou` p est le nombre de motifs et x
(k)
i l’e´tat du neurone i appartenant au motif k.
Dans cet exemple, l’e´tat des pixels et des neurones est code´ sur l’ensemble {−1, 1}
ou` la valeur −1 signifie que le pixel/neurone est de´sactive´. Afin de de´finir la matrice de
connexions, la loi de Hebb est applique´e sur les motifs pre´sente´s par la figure 2.5,








ou` i et j de´signent des nume´ros de pixels, k un nume´ro de motif, et x
(k)
i l’e´tat du pixel
i appartenant au motif k. Cette relation permet de de´finir la matrice de connexions
W =

0 −1 −3 1 −1 −1 −1 1 3
−1 0 1 1 −1 3 −1 1 −1
−3 1 0 −1 1 1 1 −1 −3
1 1 −1 0 −3 1 1 3 1
−1 −1 1 −3 0 −1 −1 −3 −1
−1 3 1 1 −1 0 −1 1 −1
−1 −1 1 1 −1 −1 0 1 −1
1 1 −1 3 −3 1 1 0 1
3 −1 −3 1 −1 −1 −1 1 0

.
Notons que dans cette application, les seuils des neurones sont tous implicitement e´gaux
a` ze´ro parce que nous avons choisi l’ensemble {−1, 1} comme ensemble de de´finition de
l’e´tat des neurones.
Utilisation. La matrice W est utilise´e pour parame´trer les connexions du re´seau. Des
motifs incomplets ou errone´s peuvent alors eˆtre soumis au re´seau, ce dernier tachera de
retrouver le motif me´morise´ correspondant.













Figure 2.5 – Exemple de motifs soumis au re´seau. Les pixels de chaque motif sont
nume´rote´s de un a` neuf et les motifs sont nume´rote´s de un a` trois.
Le motif (a) de la figure 2.6 est soumis au re´seau de Hopfield, c’est a` dire, l’e´tat
des neurones est initialise´ en fonction des pixels allume´s du motif. Sur cet exemple, les
neurones x1 et x9 sont initialement active´s, les autres e´tant de´sactive´s.
Tous les neurones sont alors e´value´s se´quentiellement au moyen de l’e´quation (2.4).
Lorsque l’e´tat des neurones n’e´volue plus au fil des e´valuations, le re´seau est dit stable.
Le re´seau a ainsi converge´ et l’e´tat des neurones code le motif correspondant le plus au
motif soumis. Pour reprendre l’exemple pre´ce´dent, le motif (b) de la figure 2.6 est le
motif obtenu par le re´seau.
(a) (b)
Figure 2.6 – Un motif partiel est soumis au re´seau. Le re´seau re´pond le motif corres-
pondant.
Cette section a pre´sente´ de manie`re succinte les re´seaux de Hopfield permettant de
re´aliser une me´moire associative. L’apprentissage des motifs, effectue´ a` l’aide de la loi de
Hebb, est spe´cifique aux me´moires associatives et n’est donc pas utilise´ pour re´soudre
des proble`mes d’optimisations.
En revanche, le fonctionnement du re´seau est commun aux diffe´rentes applications.
Les neurones sont e´value´s jusqu’a` ce que le re´seau soit stable. La convergence du re´seau
est essentielle et il est ne´cessaire de s’assurer de sa validite´. La section suivante pre´sente
une preuve de cette convergence.
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2.3 Convergence des re´seaux de Hopfield
Dans les parties pre´ce´dentes, la notion de convergence du re´seau a e´te´ e´voque´e.
Cette convergence est une caracte´ristique tre`s inte´ressante des re´seaux de Hopfield car
elle participe au fonctionnement simple et autonome de ce type d’algorithme. En effet,
il n’est pas ne´cessaire d’e´valuer la solution pour arreˆter l’algorithme, celui-ci s’arreˆte
lorsque les neurones n’e´voluent plus et cela, inde´pendamment du proble`me traite´.
Dans cette section, la de´monstration de la convergence du re´seau est rappele´e sous
certaines contraintes. Ces contraintes devront donc eˆtre respecte´es lors de la construc-
tion du re´seau.
Jusqu’a` pre´sent, le fonctionnement du re´seau a e´te´ aborde´ de manie`re intuitive. Afin
de mener a` terme la de´monstration, il est ne´cessaire de de´crire un re´seau de Hopfield
plus formellement. Ainsi, le mode d’e´valuation du re´seau, c’est-a`-dire la fac¸on dont les
neurones sont e´value´s, doit eˆtre de´fini.
Parce que le re´seau est re´cursif, l’e´valuation d’un neurone peut potentiellement
utiliser l’e´tat de tous les autres neurones du re´seau. Il convient donc de distinguer les
e´tats des neurones au fil des e´valuations. Ainsi, dans la suite, la notation xi(t) de´signe
l’e´tat du neurone i suite a` l’ite´ration t, une ite´ration correspondant a` une e´valuation
de tous les neurones du re´seau.
2.3.1 Modes d’e´valuation d’un re´seau de Hopfield
2.3.1.1 Mode se´quentiel
Le mode le plus utilise´ est le mode se´quentiel. Dans ce cas, tous les neurones sont
e´value´s les uns apre`s les autres. L’ordre d’e´valuation des neurones n’a pas d’incidence
sur la convergence du re´seau. En revanche, il influera sur les solutions ge´ne´re´es. Dans le
cas d’un ordre pre´de´fini tel que celui base´ sur la nume´rotation des neurones, les solutions
ge´ne´re´es seront de´terministes : avec les meˆmes entre´es, plusieurs e´valuations du re´seau
me`neront a` la meˆme solution. Pour fournir au re´seau un caracte`re non de´terministe, il
convient d’e´valuer les neurones de manie`re ale´atoire.
L’e´quation (2.7) exprime l’e´valuation d’un neurone en utilisant le mode se´quentiel
et un ordre d’e´valuation correspondant a` la nume´rotation des neurones. L’e´valuation
du neurone i a` l’ite´ration t+ 1 utilise l’e´tat des neurones 1 a` i− 1 calcule´ a` l’ite´ration
t+ 1 et l’e´tat des neurones i a` n calcule´ a` l’ite´ration t.
xi(t+ 1) = H(
i−1∑
j=1
xj(t+ 1)× wji +
n∑
j=i
xj(t)× wji + ti), ∀i ∈ [1, n] (2.7)
2.3.1.2 Mode synchrone
Ce mode d’e´valuation consiste a` e´valuer simultane´ment tous les neurones. L’inte´reˆt
majeur de ce mode est qu’il permet de paralle´liser l’e´valuation du re´seau. En revanche,
la qualite´ des solutions obtenues a` travers ce mode est largement de´te´riore´e. Ce mode
pre´sente donc un inte´reˆt limite´. De plus, la convergence d’un re´seau utilisant ce mode
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n’est plus garantie. Il a en effet e´te´ de´montre´ que des « 2-cycles » apparaissent lorqu’un
re´seau est e´value´ en utilisant le mode synchrone [41], les « 2-cycles » e´tant caracte´rise´s
par la relation
∃t,X(t) = X(t+ k), ∀k ∈ [2, 4, 6, . . . ,∞[. (2.8)
L’e´quation (2.10) exprime l’e´valuation du vecteur d’e´tat des neurones X. Parce que
tous les neurones sont e´value´s simultane´ment, l’e´valuation d’un neurone a` l’ite´ration
t+ 1 utilise l’e´tat des neurones a` l’ite´ration t
xi(t+ 1) = H
 n∑
j=1
xj(t)× wji + ti
 , ∀i, (2.9)
ce qui est e´quivalent, sous forme matricielle a`
X(t+ 1)T = H(X(t)T ×W + T T ), (2.10)
ou` W est la matrice de connexions, XT le vecteur transpose´ du vecteur d’e´tat, et T le
vecteur de seuil.
2.3.1.3 Mode paralle`le
Le mode paralle`le, e´galement appele´ mode bloc se´quentiel, est un compromis entre
les deux modes e´voque´s pre´ce´demment. Ainsi, des neurones peuvent eˆtre e´value´s en
paralle`le afin d’acce´le´rer la convergence du re´seau. Cependant, des contraintes sur les
neurones pouvant eˆtre exe´cute´s en paralle`le doivent eˆtre respecte´es. Ce mode sera e´tudie´
en de´tail dans la section 5.1.1.
Le but de ce chapitre e´tant de comprendre le fonctionnement d’un re´seau de neu-
rones de Hopfield, nous restreignons l’e´tude a` l’utilisation du mode se´quentiel afin de
ne pas nuire a` la clarte´ des explications.
2.3.2 Fonction d’e´nergie
Dans cette partie, nous allons rappeler la de´monstration de la convergence d’un
re´seau de Hopfield. Les re´seaux de neurones de Hopfield e´tant des syste`mes dynamiques
non line´aires a` temps discret, il y a de nombreux points commun avec les syste`mes
dynamiques non line´aires a` temps continu largement e´tudie´s, et en particulier, l’e´tude
de la convergence de tels syste`mes qui utilise la seconde me´thode de Lyapunov [48]. La
me´thode que nous allons utiliser dans le cadre des re´seaux de Hopfield est directement
inspire´e de la me´thode de Lyapunov.
L’ide´e de cette me´thode est de parvenir a` associer au vecteur d’e´tat une fonction
de´croissante tout au long de l’e´volution du re´seau. Ainsi, le re´seau convergera vers un
point fixe. Cette fonction, note´e E, est appele´e fonction d’e´nergie par analogie a` certains
syste`mes physiques.
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Soit X le vecteur d’e´tat associe´ a` un re´seau de Hopfield de n neurones avec des e´tats
appartenant a` l’ensemble [0, 1]. Supposons qu’il existe une fonction E(X) de´croissante
tant que le re´seau e´volue, c’est a` dire, tant que X(t) 6= X(t+ 1). Parce que le nombre
de vecteurs d’e´tat est borne´ par 2n, l’ensemble des vecteurs d’e´tat sera e´puise´ et un
cycle ne peut pas exister car la fonction E(X) est de´croissante. Finalement, le re´seau
convergera vers un e´tat stable ou` X(t) = X(t+ 1).







wij ×Xi ×Xj −
∑
i
Xi × ti, (2.11)
pouvant e´galement eˆtre exprime´e sous forme vectorielle
E(X) = −1
2
XT ×W ×X −XT × T. (2.12)
Il s’agit donc de montrer la de´croissance de cette fonction applique´e aux re´seaux de
Hopfield. Pour prouver la de´croissance, nous allons montrer que pour toute ite´ration t,
E(X(t + 1)) < E(X(t)) si X(t + 1) 6= X(t). Il faut donc que la diffe´rence ∆(E) =
E(X(t+ 1))− E(X(t)) soit ne´gative. Pour mener a` terme cette e´tude, des contraintes
sur les parame`tres du re´seau doivent eˆtre de´finies. Ainsi,
– la matrice de connexions doit eˆtre syme´trique (wij = wji) et
– les e´le´ments de sa diagonale doivent eˆtre positifs ou nuls.
Ces contraintes s’ave`reront ne´cessaires et seront rappele´es lors de l’e´tude de la fonction
d’e´nergie.
Dans la suite, nous allons e´tudier le signe de ∆(E) en conside´rant l’utilisation du
mode se´quentiel de´fini a` la section 2.3.1. L’e´quation d’e´valuation des neurones utilise´e
est donc l’e´quation (2.7).
Les neurones e´tant e´value´s se´quentiellement, le signe de ∆(E) est e´tudie´ suite a`
l’e´valuation d’un neurone. Afin de simplifier les notations, nous conside´rons l’e´valuation
du neurone associe´ au premier e´le´ment du vecteur d’e´tat. Nous pouvons re´e´crire le





















ou` X ′ = [x2, x3, ..., xn], W et T sont partitionne´s de fac¸on e´quivalente. En utilisant ce




x21(t)× w11 +X ′T (t)×W′ ×X ′(t) + 2x1(t)×W1 ×X ′(t)
]
− [x1(t)× t1 +X ′(t)× T ′] .
Comme pre´cise´ ci-dessus, le premier neurone est e´value´ a` l’instant t+ 1, ce qui me`ne a`
l’e´nergie
E(X(t+ 1)) = −1
2
[
x21(t+ 1)× w11 +X ′T (t)×W′ ×X ′(t) + 2x1(t+ 1)×W1 ×X ′(t)
]
− [x1(t+ 1)× t1 +X ′(t)× T ′] .
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A` partir de cette expression, nous pouvons alors exprimer la diffe´rence ∆(E) en
conside´rant l’e´valuation du neurone associe´ au premier e´le´ment du vecteur d’e´tat X.
L’objectif e´tant de montrer que ∆(E) est ne´gatif, l’expression est de´veloppe´e pour y
faire apparaˆıtre des termes analysables. La seule astuce de ce de´veloppement concerne
l’expression (2.14) ou` une transformation est effectue´e afin de faire apparaˆıtre l’e´qua-
tion (2.7).





′T (t)W′X ′(t) + 2x1(t+ 1)W1X ′(t)
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−x1(t+ 1)W1X ′(t) + x1(t)W1X ′(t)− x1(t+ 1)t1 + x1(t)t1
= −1
2
w11[(x1(t+ 1)− x1(t))2 + 2x1(t+ 1)x1(t)− 2x21(t)] (2.14)









′(t) + x1(t)w11 + t1
)
Si les termes A et B sont tous deux positifs, alors la diffe´rence ∆(E) est ne´gative.
Concernant le terme A, son signe est de´termine´ par le signe de w11. Or les e´le´ments
diagonaux de la matrice de connexions ayant e´te´ de´finis positifs, le terme A est positif.
Le second produit du terme B correspond a` l’e´quation (2.7) d’e´valuation se´quentielle
d’un neurone
B = (x1(t+ 1)− x1(t))
(
W1X









L’expression d’e´valuation d’un neurone i a` l’instant t de´termine l’e´tat de ce neurone a`
l’instant t + 1, nous pouvons ainsi mettre en relation les termes B1 et B2 de l’expres-
sion (2.15). Plus pre´cise´ment, nous pouvons de´terminer le signe de B2 en fonction du
signe de x1(t+ 1).
Si x1(t+1) = x1(t), le re´seau n’a pas e´volue´, or nous e´tudions la diffe´rence d’e´nergie
du re´seau suite a` une e´volution. Nous conside´rons donc que x1(t+ 1) 6= x1(t).
Parce que l’e´tat des neurones est une variable binaire de´finie sur l’ensemble {0, 1},
deux cas peuvent se produire, a` savoir x1(t+ 1) = 0 ou x1(t+ 1) = 1. Nous allons ainsi
examiner l’expression B dans ces deux cas.
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En vertu de l’e´quation (2.7),
x1(t+ 1) = H(
n∑
j=1
xj(t)wji + t1) (2.16)
= H(B2). (2.17)
Donc, d’apre`s l’e´quation (2.1), x1(t + 1) = 0 implique que le terme B2 est ne´gatif ou
nul. De plus, si x1(t + 1) = 0 alors B1 ≤ 0. Nous pouvons en de´duire que l’expression
B est positive lorsque x1(t+ 1) = 0.
Concernant le second cas, a` savoir x1(t+ 1) = 1, le meˆme type de raisonnement est
applique´. Dans ce cas, B1 et B2 sont tous deux positifs ou nul. Nous en de´duisons que
l’expression B est positive lorsque x1(t+ 1) = 1.
Il s’ave`re donc que l’expression B est positive. Parce que nous avions pre´ce´demment
montre´ que l’expression A est positive, l’expression ∆(E) est ne´gative et donc la fonction
d’e´nergie E est de´croissante tant que x1(t+ 1) 6= x1(t).
Finalement, en s’inspirant de la seconde me´thode de Lyapunov, nous pouvons
conclure que le re´seau e´volue vers un point fixe si
– la matrice de connexions est syme´trique et si
– ses e´le´ments diagonaux sont positifs ou nuls.
2.4 Re´seau de Hopfield pour l’optimisation
Dans les sections pre´ce´dentes de ce chapitre, les re´seaux de neurones de Hopfield ont
e´te´ pre´sente´s en tant que me´moires associatives. Cependant, ils peuvent e´galement eˆtre
utilise´s pour re´soudre des proble`mes d’optimisations comme l’ont imagine´s Hopfield et
Tank dans [35]. Leur ide´e a e´te´ d’exprimer un proble`me d’optimisation sous la forme
d’une fonction d’e´nergie puis de faire e´voluer le re´seau associe´ afin de minimiser cette
fonction d’e´nergie. La solution obtenue est donc code´e par l’e´tat des neurones.
2.4.1 De´finition d’un codage du proble`me
Afin de re´soudre un proble`me d’optimisation au moyen d’un re´seau de neurones
de Hopfield, il convient de de´finir un codage du proble`me adapte´ a` la technique de
re´solution. Un re´seau de neurones e´tant caracte´rise´ par un vecteur de variables binaires,
il faut de´finir un codage du proble`me ou` une solution au proble`me est repre´sente´e par
un vecteur de variables binaires. L’ensemble des e´tats du re´seau correspond donc a`
l’ensemble des solutions du proble`me. Le re´seau parcourera cet ensemble afin de trouver
une solution satisfaisante.
2.4.2 Construction d’un re´seau de Hopfield associe´ a` un proble`me
d’optimisation
Dans la section 2.3.2, la de´croissance de la fonction d’e´nergie a e´te´ utilise´e pour
montrer la convergence du re´seau. Or, nous pouvons e´galement affirmer que lorsque le
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re´seau converge, la fonction d’e´nergie de´croˆıt. Ainsi, un point fixe du re´seau correspond
a` un minimum local de la fonction d’e´nergie.
Il s’agit donc d’exprimer un proble`me d’optimisation P sous la forme d’une fonction
d’e´nergie. Cette de´marche est illustre´e par la figure 2.7. Un proble`me d’optimisation P
est de´crit par une fonction de la forme
P (X) = Fcontraintes(X) + Fcouˆt(X)
ou` X est un vecteur de variables binaires, Fcontraintes repre´sente des contraintes asso-
cie´es au proble`me P et Fcouˆt une fonction caracte´risant le couˆt d’une solution devant
eˆtre minimise´e.
La premie`re e´tape consiste a` transformer P en une fonction d’e´nergie. Cette e´tape
est illustre´e par des exemples dans les sections suivantes. La seconde e´tape consiste a`
utiliser la matrice de connexions et le vecteur de seuil issus de la fonction d’e´nergie
pour parame´trer le re´seau.
La figure 2.7 montre une e´tape de transformation du proble`me P en une fonction
d’e´nergie E faisant apparaˆıtre la matrice W ainsi que le vecteur T . Un re´seau de
neurones de Hopfield peut donc eˆtre construit en utilisant W et T .
Proble`me d’optimisation P = Fcontraintes + Fcouˆt
Tranformations mathe´matiques
Fonction d’e´nergie E(X) = −12XTWX −XTT
Construction du re´seau















Figure 2.7 – Transformation d’un proble`me d’optimisation en un re´seau de neurones
de Hopfield. Nous supposons que le proble`me est code´ sous une forme exploitable par
un re´seau de neurones.
2.4.3 Utilisation d’un re´seau associe´ a` un proble`me d’optimisation
Dans les sections pre´ce´dentes, nous avons de´fini un codage et exprime´ le proble`me
sous la forme d’un re´seau de neurones de Hopfield. Il s’agit maintenant de lancer et
laisser converger le re´seau afin d’obtenir une solution.
D’apre`s la section 2.3.2, d’un e´tat initial quelconque, le re´seau converge vers un
minimum local de la fonction d’e´nergie et donc vers un minimum local du proble`me
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d’optimisation conside´re´. Ainsi, pour obtenir une solution, il suffit d’initialiser le re´seau
avec un e´tat quelconque, laisser converger le re´seau et lire l’e´tat des neurones. Le vecteur
d’e´tat X code la solution trouve´e par le re´seau.
A` propos du non-de´terminisme. Jusqu’a` pre´sent, nous avons principalement e´vo-
que´ le fonctionnement du re´seau d’une manie`re de´terministe, notamment lors de l’e´tude
de la convergence car il e´tait suppose´ que les neurones e´taient e´value´s dans l’ordre de
leur nume´rotation. Or, une caracte´ristique inte´ressante des re´seaux de Hopfield est leur
non-de´terminisme.
Dans le cas ge´ne´ral, les re´seaux de Hopfield ne garantissent pas l’obtention d’une so-
lution optimale. Il est alors inte´ressant que le re´seau ait la capacite´ de ge´ne´rer diffe´rentes
solutions. Du non-de´terminisme peut eˆtre introduit en parame´trant ale´atoirement l’e´tat
initial du re´seau et en e´valuant les neurones dans un ordre ale´atoire. Ge´ne´ralement, ces
deux techniques sont utilise´es simultane´ment.
2.5 Re`gles ge´ne´riques de construction d’un re´seau
Les proble`mes d’optimisations sont mode´lise´s sous la forme d’un ensemble de contraintes
et d’une fonction de couˆt. Afin de simplifier la transformation du proble`me d’optimisa-
tion en fonction d’e´nergie, des re`gles permettant de satisfaire des contraintes ge´ne´riques
ont e´te´ de´finies. Ces re`gles peuvent alors eˆtre applique´es simplement sur une partie du
re´seau. Les sections suivantes pre´sentent quelques re`gles majeures.
2.5.1 Re`gle k-de-n
Tagliarini et al. [63] ont propose´ la re`gle k-de-n. Cette re`gle permettant d’activer k




ou` xi est l’e´tat du neurone i et n le nombre de neurones dans le re´seau.
Dans un premier temps, il s’agit de trouver une fonction qui est minimale lorsque
k neurones sont actifs parmi n. Tagliarini et al. ont propose´ la fonction





qui est e´gale a` ze´ro et minimale lorsque k neurones sont active´s.
La fonction E n’est pas assimilable a` une fonction d’e´nergie de´finie dans la sec-
tion 2.3.2. Elle peut cependant eˆtre simplement transforme´e afin d’y faire apparaˆıtre la
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matrice de connexions et le vecteur de seuil.














































(2k − 1)xi (2.18)
Le terme k2 est une constante n’influenc¸ant pas les positions des minimums locaux,











(2k − 1)xi. (2.19)
L’expression (2.19) correspond a` la fonction d’e´nergie telle qu’elle a e´te´ de´finie dans
la section 2.3.2. Elle spe´cifie donc la matrice de connexion et le vecteur de seuil ne´cessaire
a` la re´alisation d’un re´seau ayant un e´tat stable ou` k neurones parmi n sont active´s.
En identifiant les termes de (2.19) par rapport a` ceux de la fonction d’e´nergie (2.11),
les expressions
wij =
{ −2 si i 6= j,∀i, j
0 sinon
ti = 2k − 1 ∀i
(2.20)
permettent donc de parame´trer une re`gle k-de-n.
La figure 2.8 pre´sente l’application de la re`gle k-de-n avec k = 2 sur un re´seau
de Hopfield de 3 neurones. Comme le stipulent les expressions (2.21), le poids des
connexions est parame´tre´ a` −2 et les valeurs de seuil des neurones a` 2k − 1.
Il est relativement aise´ de comprendre le fonctionnement de la re`gle sur cet exemple.
En conside´rant les valeurs utilise´es dans la figure 2.8, la valeur de seuil d’un neurone est
e´gale a` 3. En l’absence d’e´nergie ne´gative apporte´e par d’autres neurones, l’e´valuation
de ce neurone l’activera d’apre`s l’e´quation (2.7). Pour de´sactiver ce neurone, il faut qu’il
rec¸oive une e´nergie ne´gative strictement supe´rieure a` −3, ce qui correspond a` l’e´nergie
apporte´e par deux neurones actifs. En effet, les poids des connexions e´tant fixe´s a` −2,
deux neurones actifs apportent une e´nergie e´gale a` −4. En re´sume´, si moins de deux
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neurones sont active´s, alors l’e´valuation d’un autre neurone activera ce dernier et, si
deux neurones ou plus sont active´s, l’e´valuation d’un autre neurone le de´sactivera. Ce









Figure 2.8 – Exemple de l’application d’une re`gle 2-de-3. Les connexions sont para-
me´tre´es a` −2 et les valeurs de seuil a` 2k − 1 = 3 avec k = 2.
2.5.2 Re`gle au-plus-k-de-n
Dans [63], Tagliarini et al. propose e´galement la re`gle au-plus-k-de-n permettant de




Cette re`gle est construite a` partir de la re`gle k-de-n en ajoutant des neurones cache´s.
Les neurones x4 et x5 de la figure 2.9 sont des neurones cache´s. Une re`gle k-de-n est
applique´e sur les cinq neurones du re´seau. Ainsi, lors de l’e´volution du re´seau, il est
possible que des neurones cache´s soient active´s. Si tel est le cas, moins de deux neurones
effectifs seront active´s ce qui correspond au comportement attendu de la re`gle au-plus-
k-de-n.
x1 x2 x3 x4 x5
neurones effectifs neurones cache´s
re`gle au-plus-2-de-3
3 3 3 3 3
Figure 2.9 – Exemple de l’application d’une re`gle au-plus-2-de-3. Les connexions sont
parame´tre´es a` −2 et les valeurs de seuils a` 2k − 1 = 3 avec k = 2. Les neurones x1 x2
et x3 sont des neurones utilise´s par le codage du proble`me contrairement aux neurones
cache´s x4 et x5 qui ne sont utilise´s que par la re`gle au-plus-2-de-3
N’e´tant pas ne´cessaire au codage du proble`me, les neurones cache´s augmentent
articiellement le nombre de neurones. Or, l’e´valuation du re´seau consistant a` e´valuer
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successivement tous les neurones, l’augmentation du nombre de neurones induit un
surcouˆt lors de l’e´valuation du re´seau. Il est donc pre´fe´rable d’e´viter les re`gles ajoutant
des neurones cache´s au re´seau.
2.5.3 Re`gle 0-ou-1-de-n
La re`gle 0-ou-1-de-n est un cas particulier de la re`gle au-plus-k-de-n en parame´trant



























suffit a` exhiber les poids de connexions ainsi que les valeurs de seuil tels que
wij =
{ −2 si i 6= j
0 sinon
ti = 0 ∀i
(2.21)
2.5.4 Re`gle de k-conse´cutivite´
La re`gle de k-conse´cutivite´ est une re`gle visant a` assurer que k neurones parmi
n conse´cutifs soient active´s. Carderia et al. [12] ont propose´ la re`gle succ-k-de-n dont
le roˆle est identique. Cependant, a` cause de la fonction d’e´nergie qu’ils ont choisie, le
fonctionnement du re´seau a e´te´ modifie´. Ils ont en effet propose´ l’ajout de neurones
inhibiteurs. Un neurone inhibiteur est un neurone qui peut inhiber une connexion, c’est
a` dire forcer son poids a` ze´ro. Cette extension ne´cessite une modification du mode`le de
Hopfield qui se traduit par une imple´mention plus complexe et moins performante.
Nous proposons une autre mode´lisation de cette re`gle, qui pre´sente l’avantage de
ne ne´cessiter aucune extension au mode`le de re´seau de´fini par Hopfield. La figure 2.10
repre´sente un re´seau de sept neurones ainsi qu’un sous ensemble des connexions per-
mettant de re´aliser un re`gle de 2-conse´cutivite´. Afin d’alle´ger le sche´ma, seules les
connexions issues des neurones x3 et x4 sont repre´sente´es. L’ide´e principale est de
de´sactiver des neurones se´pare´s de plus de deux neurones. Nous pouvons ainsi distin-
guer deux types de connexions, les connexions ayant comme poids a et 0, ou` a est un
poids ne´gatif suffisament important pour de´sactiver les neurones cible´s par ce type de
connection. Lorsqu’il est active´, les connexions de poids a du neurone x3 lui permettent
d’inhiber l’activation des neurones distant de plus de deux neurones, par exemple, le
neurone x1. Les connexions de poids 0, quant a` elles, n’auront aucune influence sur
l’activation des neurones les recevant.
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Figure 2.10 – Exemple d’une re`gle de k-conse´cutivite´ de 2 neurones parmi 7. Seules
les connexions des neurones x3 et x4 sont repre´sente´es.









est minimale s’il n’y a pas de neurones non conse´cutifs active´s. En effet, les connexions
de neurones distants de plus de k neurones ne sont pas prises en compte dans cette
somme. Cependant, cette fonction n’est pas satisfaisante car elle est e´galement mini-
male lorsqu’aucun neurone n’est active´. Or, le terme −∑Ni=1 xi est minimal lorsque N
















Il n’est cependant plus e´vident que cette fonction soit minimale lorsque k neurones
conse´cutifs sont active´s. Lors des activations de k neurones conse´cutifs, le terme A de
l’e´quation (2.22) est nul et le terme B de´croˆıt. Lorsque k neurones conse´cutifs sont
active´s, l’activation d’un neurone supple´mentaire engendrerait une croissance de E car
– le terme A est supe´rieur ou e´gal a` 2 et
– le terme B est e´gal a` −1.
La fonction E est donc minimale lorsque k neurones conse´cutifs sont active´s. Il convient
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D’apre`s l’e´quation (2.24), la matrice W est syme´trique et les valeurs de sa diagonale
sont nulles, elle satisfait donc les crite`res de convergence. Les e´quations (2.24) de´finissent
donc une re`gle de k-conse´cutivite´ qui ne ne´cessite aucune modification du mode`le de
re´seau de´fini par Hopfield.
2.6 Proprie´te´ d’additivite´ des re´seaux de Hopfield
Les sections pre´ce´dentes ont pre´sente´ diverses re`gles permettant de construire sim-
plement un re´seau de neurone de Hopfield adapte´ a` un proble`me particulier. Cependant,
un proble`me est ge´ne´ralement plus complexe que simplement « activer k neurones parmi
n ». Pour exprimer cette complexite´, les re`gles doivent eˆtre combine´es. Les re´seaux de
Hopfield permettent d’additionner des re`gles tout en garantissant la convergence du
re´seau.
Toutes les re`gles pre´sente´es sont de´crites par une fonction d’e´nergie satisfaisant les
crite`res de convergence de´finis dans la section 2.3. Conside´rons deux fonctions d’e´nergie
E1 et E2 respectivement associe´es a` deux re`gles r1 et r2 applique´es sur un meˆme re´seau.
Ces fonctions sont par de´finition de´croissantes tant que le re´seau e´volue. La combinaison
des re`gle r1 et r2 s’exprime par une nouvelle fonction d’e´nergie
E = E1 + E2
qui est la somme de deux fonctions de´croissantes. Ainsi, la fonction E est e´galement
de´croissante et donc la convergence du re´seau est garantie lors de la combinaison de
re`gles.
La proprie´te´ d’additivite´ permet donc de construire un re´seau en associant des re`gles
tout en pre´servant la convergence du re´seau.
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2.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ les re´seaux de neurones de Hopfield. Nous
avons pu constater qu’ils sortent du mode`le classique des re´seaux de neurones (de type
Perceptron par exemple). En effet, leur caracte`re re´cursif modifie comple`tement leur
utilisation ainsi que leur configuration. Il peut s’ave´rer particulie`rement complexe de
configurer un re´seau - de´finir une fonction d’e´nergie - pour qu’il re´solve un proble`me
donne´, c’est pourquoi nous avons pre´sente´ des re`gles de construction permettant de sim-
plifier leur application. Ainsi, dans les chapitres suivants, nous utiliserons fre´quemment




re´seaux de neurones de Hopfield
Ce chapitre pre´sente un ordonnanceur temporel, base´ sur des re´seaux de neurones
de Hopfield, supportant une architecture reconfigurable he´te´roge`ne [13]. La premie`re
section pre´sente la mode´lisation neuronale d’un proble`me d’ordonnancement. Dans un
premier temps, les travaux fondateurs [12] de l’ordonnancement par re´seau de neurones
de Hopfield, bien que destine´s a` une architecture homoge`ne, sont pre´sente´s afin d’intro-
duire l’ide´e principale de cette mode´lisation. Ces travaux ont e´te´ e´tendus a` la gestion
d’une architecture he´te´roge`ne dans [9], cependant, le nombre de neurones ne´cessaires
a` la mode´lisation d’une architecture he´te´roge`ne e´tait proble´matique. Nous proposons
donc une re´duction importante du nombre de neurones ne´cessaires a` la re´alisation de
l’ordonnanceur. Ainsi, la deuxie`me section introduit un nouveau type de neurones per-
mettant de re´duire le nombre de neurones, a` savoir, les neurones inhibiteurs. Finalement,
la troisie`me section pre´sente des re´sultats d’ordonnancement ainsi qu’une comparaison
avec l’algorithme Pfair. Cette section montre que les neurones inhibiteurs permettent
de re´duire la quantite´ de ressources ne´cessaire a` l’imple´mentation du re´seau de neurones
et d’acce´le´rer le temps de convergence du re´seau.
3.1 Mode´lisation neuronale d’un proble`me d’ordonnance-
ment
Afin de construire un re´seau de neurones re´solvant le proble`me d’ordonnancement
temporel, il est ne´cessaire de mode´liser ce proble`me sous une forme convenable. Dans
un premier temps, nous pre´sentons une mode´lisation de l’ordonnancement temporel
pour une architecture homoge`ne. Une extension de cette mode´lisation permettant de
supporter une architecture he´te´roge`ne est pre´sente´e dans la deuxie`me partie de cette
section.
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Figure 3.1 – (a) La repre´sentation initiale d’un proble`me d’ordonnancement de trois
taˆches sur une architecture disposant d’une ressource d’exe´cution. Chaque ligne cor-
respond a` une taˆche τi ayant un WCET Ci. Les colonnes correspondent a` des slots
d’exe´cution. (b) Un exemple de sce´nario d’exe´cution valide.
3.1.1 Architecture homoge`ne
Cardeira et al. ont propose´ un re´seau de neurones de Hopfield permettant de re´-
soudre un proble`me d’ordonnancement pour un mono-processeur [12]. Ces travaux sont
principalement base´s sur la re`gle k-de-n de´finie dans la section 2.5.1.
La figure 3.1.a pre´sente un exemple de mode´lisation neuronale d’un proble`me d’or-
donnancement mono-processeur. Chaque cercle repre´sente un neurone. Chaque ligne de
neurones est associe´e a` une taˆche τi, et chaque colonne a` un slot . Le nombre de colonnes
S est e´gale au nombre de slots d’exe´cution. Dans la suite, nous notons xi,j l’e´tat (actif
ou inactif) du neurone xi,j associe´ a` la taˆche τi et au slot j. Un neurone xi,j actif (disque
noir dans la figure 3.1) signifie que la taˆche τi est exe´cute´e au slot j. Inversement, un
neurone xi,j inactif (disque blanc) signifie que la taˆche τi n’est pas exe´cute´e au slot j. La
taˆche τf est une taˆche fictive mode´lisant l’inactivite´ du processeur, elle est donc active
lorsqu’aucune taˆche n’utilise la ressource d’exe´cution. Ainsi, les neurones associe´s a` la
taˆche τf de la figure 3.1a sont tous actifs car aucune taˆche n’a e´te´ ordonnance´e.
Le nombre de slots d’exe´cution requis par une taˆche τi est de´crit par le parame`tre
Ci correspond au WCET . L’application utilise´e en exemple dans la figure 3.1 posse`de
trois taˆches τ1, τ2 et τ3 dont les WCET sont respectivement C1 = 3, C2 = 2 et
C3 = 4 et les pe´riodes P1 = P2 = P3 = 12. Le nombre total de slots est e´gal a` 12.
Dans ces travaux, nous conside´rons que la DFPT d’une taˆche est e´gale a` sa pe´riode. La
figure 3.1.b pre´sente un exemple de sce´nario d’exe´cution valide.
La construction d’un re´seau de neurones de Hopfield associe´ au proble`me d’ordon-
nancement temporel est base´ sur l’utilisation de la re`gle k-de-n. La figure 3.2 de´crit
l’application des re`gles k-de-n sur l’exemple pre´sente´ par la figure 3.1.
Une re`gle 1-de-4 est applique´e sur chaque colonne. Cette re`gle permet de controˆler le
nombre de taˆches exe´cute´es a` chaque slot . Parce que nous conside´rons une architecture
disposant d’une seule ressource d’exe´cution, seule une taˆche peut eˆtre exe´cute´e par slot .
Le parame`tre k est donc e´gal a` un et le parame`tre n au nombre de taˆches soumises
(plus la taˆche fictive τf ).


















































































Figure 3.2 – Application des re`gles ne´cessaires a` la construction du re´seau.
Les re`gles k-de-n applique´es sur les lignes permettent de controˆler le nombre de
slots ne´cessaires a` chaque taˆche. Ainsi, une re`gle 3-de-12 est applique´e sur la premie`re
ligne, celle correspondant a` la taˆche τ1. Parce que le WCET de la taˆche τ1 est e´gal a`
trois (C1 = 3), le parame`tre k de cette re`gle est parame´tre´ a` trois. Le parame`tre n est
quant a` lui e´gal au nombre de slots conside´re´s. Des re`gles k-de-n parame´tre´es de fac¸on
e´quivalentes sont applique´es sur les autres taˆches a` l’exception de la taˆche fictive τf .
Par de´finition, la taˆche fictive se voit attribuer les slots non utilise´s par d’autres taˆches.
Ainsi, le WCET fictif de cette taˆche est e´gal a`




ou` S est e´gal au nombre de slots total sur lequel l’ordonnancement est recherche´, et t
au nombre de taˆches. Dans l’exemple de la figure 3.2, le WCET Cf de la taˆche τf est
e´gal a` 12− (3 + 2 + 4) = 3.
En re´sume´, pour construire un re´seau de neurones de Hopfield associe´ au proble`me
d’ordonnancement mono-processeur, il convient d’appliquer
– une re`gle Ci-de-S pour chaque taˆche τi (dont la taˆche fictive) et,
– une re`gle 1-de-t ou` t est e´gal au nombre de taˆches, pour chaque colonne.
3.1.2 Architecture he´te´roge`ne
Le mode`le pre´ce´demment de´veloppe´ a e´te´ e´tendu a` des architectures multiproces-
seurs he´te´roge`nes [9]. En ce qui concerne l’ordonnancement temporel, la conse´quence
principale de l’exe´cution d’une taˆche sur une architecture he´te´roge`ne est que le WCET
de cette taˆche n’est pas identique sur toutes les ressources. De plus, la migration d’une
taˆche devient tre`s complexe car il est ne´cessaire de transposer le contexte d’exe´cution
courant vers une cible d’exe´cution potentiellement diffe´rente. L’ide´e principale de notre
de´marche consiste a` garantir qu’une taˆche commenc¸ant a` eˆtre exe´cute´e sur une res-
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source ne peut pas eˆtre exe´cute´e sur une autre ressource, ce qui permet d’e´viter toute
migration.
Chaque cible d’exe´cution est repre´sente´e par un plan de neurones semblable au
re´seau utilise´ pour l’ordonnancement mono-processeur pre´sente´ dans la section pre´ce´-
dente. Chaque ressource est donc mode´lise´e par (T+1)×S neurones, ou` T est le nombre
de taˆches (sans la taˆche fictive) et S le nombre de slots conside´re´s par l’ordonnanceur.
La figure 3.3 est un exemple de mode´lisation conside´rant un nombre de slots e´gale a`
six (S = 6) et trois ressources. L’ensemble des neurones associe´s a` une taˆche τi pour
une ressource r est note´ i,r et le nombre de ressources est note´ R.
Une taˆche n’est exe´cute´e que sur une ressource, il est possible qu’une taˆche ne soit
pas exe´cute´e sur une ressource.
Dans le cas d’une architecture homoge`ne, une re`gle k-de-n e´tait applique´e aux neu-
rones associe´s a` chaque taˆche τi. Cette re`gle permettait une activation de Ci neurones.
Dans le cas d’une architecture he´te´roge`ne, il n’est pas possible d’appliquer cette re`gle
sur chaque ensemble i,r car une taˆche n’est e´xecute´e que sur une ressource, il existe
donc des ensembles i,r pour lesquels aucun neurone ne doit eˆtre active´. Ainsi, des re`gles
0-ou-k-de-n [9] sont applique´es sur les ensembles i,r. Cette re`gle permet de garantir
que le nombre de neurones active´s pour une taˆche τi et pour une ressource p est soit
e´gal a` ze´ro soit e´gal a` Ci,p, avec Ci,p le WCET de la taˆche τi sur la ressource p. L’appli-
cation d’une re`gle 0-ou-k-de-n ne´cessite l’ajout de k neurones cache´s, note´s xh. Sur la
figure 3.3, les neurones cache´s sont place´s dans les zones grises. Pour chaque ensemble
i,p, la re`gle 0-ou-k-de-n ne´cessite l’ajout de Ci,p neurones cache´s, note´s xhi,p.
Les re`gles 0-ou-k-de-n applique´es aux taˆches permettent de controˆler l’exe´cution
d’une taˆche ou non sur une ressource. Cependant, rien ne garantit qu’une taˆche n’est
exe´cute´e que sur une seule ressource. Afin de satisfaire cette contrainte, pour chaque
taˆche τi, max(|Ci,j−Ci,k|)∀(j, k) neurones cache´s sont ajoute´s au mode`le. Ces neurones
sont note´s xhgi (pour une taˆche τi) dans la figure 3.3. Pour chaque taˆche τi, une re`gle
k-de-n est applique´e sur chaque ensemble
⋃R
j=1 i,j ∪ xhgi ou` k est e´gal a` max(Ci,j)∀j.
Finalement, une re`gle 1-de-n est applique´e sur chaque colonne afin de garantir
qu’une seule taˆche utilise la ressource a` un slot donne´.
Le nombre de re`gles ne´cessaire a` la mode´lisation du proble`me est relativement im-
portant. Or, l’addition excessive de re`gles dans un re´seau de neurones, qui est permise
par la proprie´te´ d’additivite´, peut augmenter dramatiquement le nombre de minimums
locaux. Ces minimums locaux ne correspondant pas ne´cessairement a` une solution va-
lide, il est ne´cessaire de relancer la convergence du re´seau afin d’obtenir une nouvelle
solution. Bien entendu, des re´-initialisations successives augmentent le temps d’obten-
tion d’une solution.
Le nombre de neurones utiles Nu, c’est a` dire participant au codage de la solution
est e´gal a`
Nu = R× S × (T + 1), (3.2)







Ressource r1 Ressource r2 Ressource r3xh1,t xh2,t xh3,t xhgt
C1,1 = 4 C1,2 = 1 C1,3 = 2
Figure 3.3 – Exemple d’un proble`me d’ordonnancement (T taˆches et R ressources)
mode´lise´ par un re´seau de neurones utilisant des neurones inhibiteurs (place´s dans les
zones grise´es).









max(|Ci,j − Ci,k|)∀j, k = 1, 2, ..., R. (3.3)
Le nombre de neurones ne´cessaires Nn a` la mode´lisation est donc
Nn = Nu +Nc. (3.4)
L’e´quation (3.3) montre que le nombre de neurones croˆıt line´airement en fonction du
nombre de taˆches et de ressources mais de´pend e´galement du WCET de chaque taˆche
sur les diffe´rentes ressources. Pour des applications complexes, l’augmentation impor-
tante du nombre de neurones peut devenir proble´matique, tant au niveau du temps de
simulation du re´seau de neurones de Hopfield que de son imple´mentation.
Les principales limitations de ce mode`le sont donc le nombre de neurones ainsi que le
nombre de re´-initialisations ne´cessaires a` l’obtention d’une solution satisfaisante. Dans
la suite, nous allons re´duire le nombre de neurones en supprimant des neurones cache´s
et diminuer le nombre de re´-initialisations ne´cessaires en re´duisant le nombre de re`gles
applique´es au re´seau. La section 3.3.3 pre´sente des re´sultats illustrant pre´cise´ment ces
ame´liorations.
3.2 Simplification du re´seau : neurones inhibiteurs
Les limites de la proposition pre´ce´demment pre´sente´e proviennent principalement
du fait qu’une taˆche ne doit eˆtre exe´cute´e que sur une ressource. Dans cette section,
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une autre mode´lisation du proble`me est utilise´e afin de re´duire le nombre de neurones
cache´s ainsi que le nombre de re`gles applique´es au re´seau. Cette mode´lisation utilise
des neurones particuliers, nomme´s neurones inhibiteurs. Le roˆle des neurones inhibiteurs
consiste a` de´tecter l’activation d’une taˆche sur une ressource puis a` empeˆcher l’activation
de cette meˆme taˆche sur une autre ressource [9].
3.2.1 De´finition d’un neurone inhibiteur
Le principe d’un neurone inhibiteur est de provoquer la de´sactivation de neurones
lorsqu’il est active´. Il rec¸oit de l’e´nergie d’un ensemble de neurones, et lorsque l’e´nergie
rec¸ue par un neurone inhibiteur est suffisante pour l’activer, il e´met alors de l’e´nergie
ne´gative capable de de´sactiver des neurones auxquels il est connecte´.
Il est important de noter que l’e´valuation d’un neurone inhibiteur est identique a`
celle d’un neurone standard. La diffe´rence entre un neurone classique et un neurone in-
hibiteur se manifeste par la manie`re dont il est connecte´ au re´seau. En fait, les neurones
inhibiteurs introduisent des connexions asyme´triques au sein du re´seau de neurones.
Afin de pre´senter plus en de´tail les neurones inhibiteurs, quelques notations sont
introduites. Les S neurones d’une taˆche τi sur une ressource Rj sont regroupe´s dans
un ensemble note´ i,j = {xi,j,1, xi,j,2, . . . , xi,j,S}. La figure 3.4 pre´sente un exemple
d’un re´seau mode´lisant une taˆche τi et une architecture disposant de deux ressources
d’exe´cution j et l.
Phase d’activation d’un neurone inhibiteur. Un neurone inhibiteur xhi,j est
associe´ a` chaque ensemble i,j . Afin d’activer le nombre de neurones ne´cessaires a` une
taˆche, une re`gle k-de-n est applique´e a` chaque ensemble i,j avec k = Ci,j . La valeur de
seuil thi,j d’un neurone inhibiteur xhi,j est parame´tre´e a` thi,j = −Ci,j . Les neurones
d’un ensemble i,j sont connecte´s au neurone xhi,j avec un poids de connexion e´gal a`
1. Lorsque Ci,j neurones de l’ensemble i,j sont actifs, le neurone xhi,j peut eˆtre active´.




xi,j,kw(xi,j,k,xhi,j) − thi,j) (3.5)
ou` xi,j,k est l’e´tat du neurone xi,j,k, w(xi,j,k,xhi,j) la connexion du neurone xi,j,k vers le
neurone inhibiteur xhi,j . Comme le poids des connexions w(xi,j,k,xhi,j) est toujours e´gal




xi,j,k − Ci,j) (3.6)
La re`gle k-de-n applique´e a` l’ensemble i,j me`ne a` l’activation de Ci,j neurones, et
l’e´quation (3.6) montre bien que le neurone xhi,j est active´ si Ci,j neurones appartenant
a` l’ensemble i,j sont active´s. Le neurone xhi,j est donc bien active´ lorsque la taˆche τi
s’est vue attribuer un nombre de slots suffisants.









































Figure 3.4 – Re´seau de neurones comportant deux taˆches de´crites chacune par cinq
neurones ainsi que deux neurones inhibiteurs xhi,j et xhi,l. Le neurone xhi,j est active´
par les neurones xi,j,k pour tout k ∈ 1, . . . , 5 et inhibe les neurones xi,l,k pour tout
k ∈ 1, . . . , 5.
Phase d’inhibition. Les neurones inhibiteurs ont pour roˆle d’inhiber des neurones
suite a` leur activation. Dans notre contexte, un neurone xhi,j permet d’inhiber les neu-
rones associe´s aux instances de la taˆche τi sur les ressources k, ∀k 6= j. Sur la figure 3.4,
le neurone xhi,j doit inhiber les neurones xi,l,k,∀k = 1, . . . , 5. Les poids des connexions
wxhi,j ,xi,l,k ,∀k = 1, . . . , 5 doivent eˆtre parame´tre´s a` une valeur ne´gative suffisamment
importante pour de´sactiver les neurones xi,l,k,∀k = 1, . . . , 5. D’apre`s l’e´quation d’e´va-
luation d’un neurone (2.7), pour de´sactiver le neurone xi,l,k, il faut que
w(xhi,j ,xi,l,k) < −ti,l,k. (3.7)
Afin d’inhiber un neurone xi, le poids des connexions provenant d’un neurone inhibiteur
et a` destination du neurone xi doit eˆtre strictement infe´rieur a` la valeur de seuil ti du
neurone xi.
3.2.2 Application a` l’ordonnancement
Dans la section pre´ce´dente, le fonctionnement d’un neurone inhibiteur a e´te´ pre´sente´
sur un exemple simple. Il s’agit de´sormais de montrer comment ils peuvent eˆtre utilise´s
dans le cadre de l’ordonnancement.
La figure 3.5 pre´sente un exemple comprenant T taˆches etR ressources. Les neurones
place´s dans la zone grise´e sont des neurones inhibiteurs. A` chaque ressource r sont
associe´s T neurones inhibiteurs note´ xhr,t. Ainsi, lorsqu’une taˆche se voit attribuer un





Ressource r1 Ressource r2 Ressource rRxh1,t xh2,t xhR,t
Figure 3.5 – Exemple d’un proble`me d’ordonnancement (T taˆches et R ressources)
mode´lise´ par un re´seau de neurones utilisant des neurones inhibiteurs (place´s dans les
zones grise´es).
nombre suffisant de slots, le neurone inhibiteur lui e´tant associe´ est active´. Ce neurone
inhibiteur inhibe alors tous les neurones associe´s aux autres imple´mentations de cette
taˆche.
L’utilisation de neurones inhibiteurs simplifie conside´rablement la construction du
re´seau par rapport au mode`le pre´sente´ dans la section 3.1.2. La construction du re´seau
requiert alors :
– une re`gle k-de-n sur chaque ensemble i,j parame´tre´e avec k = Ci,j et n = S ;
– une re`gle 1-de-T applique´e sur les neurones inhibiteurs (xhi,j ,∀j) associe´es a`
chaque taˆche τi ;
– la valeur de seuil d’un neurone inhibiteur est parame´tre´e a` thi,j = −Ci,j ;
– les connexions des neurones inhibiteurs sont parame´tre´es a`
– w(xhi,j ,xi,j,1) < thi,j∀i, j, k, l|j 6= l,
– w(xi,j,1,xhi,j) = 1
3.2.3 Convergence d’un re´seau pourvu de neurones inhibiteurs
Les connexions associe´es aux neurones inhibiteurs illustre´es par la figure 3.4, sont
asyme´triques. Un neurone xhi,j rec¸oit des connexions des neurones associe´s a` la taˆche τi
mais n’e´met aucune e´nergie vers ces neurones. De meˆme, les connexions en provenance
des neurones inhibiteurs ne sont pas syme´triques. Or, lors de la preuve de la convergence
d’un re´seau de Hopfield dans la section 2.3.2, la syme´trie des connexions a e´te´ utilise´e
afin de montrer la de´croissance de la fonction d’e´nergie.
La figure 3.6 pre´sente l’e´volution de l’e´nergie d’un re´seau disposant de neurones
inhibiteurs. Nous pouvons constater que l’e´nergie n’est pas strictement de´croissante.
Cette figure montre que la me´thode de Lyapunov utilisant la fonction d’e´nergie de´finie
par l’e´quation (2.11) est inapplicable sur un re´seau disposant de neurones inhibiteurs.


















Évolution de l’énergie d’un réseau disposant de neurones inhibiteurs
Énergie
Figure 3.6 – E´volution de l’e´nergie d’un re´seau disposant de neurones inhibiteurs.
L’e´nergie du re´seau n’est pas strictement de´croissante au fil des e´valuations de neurones.
La premie`re partie grise´e - [1, 8] - correspond a` la phase d’activation des neurones. La
zone blanche correspond a` l’activation d’un neurone inhibiteur. La seconde partie -
[9, 30] - grise´e correspond a` la convergence du re´seau suite a` l’activation des neurones
inhibiteurs.
Cependant, la de´croissance de la fonction d’e´nergie est une condition suffisante mais
pas ne´cessaire pour garantir la convergence du re´seau.
Lors des multiples simulations effectue´es, le re´seau a toujours converge´ et ce, mal-
gre´ la pre´sence de connexions non syme´triques. Bien que nous ne soyons pas en mesure
d’e´tablir mathe´matiquement la convergence du re´seau, nous pouvons l’expliquer intui-
tivement a` l’aide des e´tapes ci-dessous.
1. Conditions initiales : Les neurones inhibiteurs sont initialise´s a` l’e´tat inactif et
l’e´tat des autres neurones est de´termine´ ale´atoirement.
xhi,j = 0 ∀i, j, (3.8)
xi,j,k = random(0, 1) ∀i, j, k, (3.9)
ou` random(0, 1) est une fonction retournant 0 ou 1 ale´atoirement.
2. Premie`re e´tape de convergence : les neurones des ensembles i,j (correspondant a`
la mode´lisation de la taˆche τi sur la ressource Rj) vont e´voluer de fac¸on a` activer
Ci,j neurones (a` cause de l’application des re`gles k-de-n sur ces ensembles). Cette
e´tape correspond a` la premie`re zone grise´e de la figure 3.6.
3. E´tape d’inhibition : lorsque le nombre de neurones actif d’un ensemble i,j est
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e´gal a` Ci,j , l’e´valuation du neurone inhibiteur xhi,j me`nera a` son activation. Cette
e´tape correspond a` la zone blanche de la figure 3.6.
4. Seconde e´tape de convergence : lorsqu’un neurone xhi,j est actif, il inhibe les
neurones des ensembles i,r∀r 6= j. Ainsi, lorsqu’un neurone appartenant a` l’un de
ces ensembles est e´value´, il est de´sactive´ par le poids de la connexion provenant
du neurone inhibiteur. Cette e´tape correspond a` la seconde zone grise´e de la
figure 3.6.
Cette e´tape de convergence permet donc de garantir qu’une taˆche n’est exe´cute´e
que sur une ressource.
3.2.4 Re´duction du nombre de neurones cache´s
3.2.4.1 Re´duction par les neurones inhibiteurs
L’utilisation de neurones inhibiteurs a re´duit de fac¸on importante le nombre de
neurones par rapport a` la proposition initiale d’ordonnancement sur architectures he´-
te´roge`nes.
Dans le cas de l’utilisation de neurones inhibiteurs, le nombre de neurones ne´ces-
saires N ′n est e´gale a`
N ′c = T ×R (3.10)
N ′n = Nu +N
′
c (3.11)
ou` N ′c est le nombre de neurones cache´s. Le nombre de neurones cache´s N ′c n’est donc
fonction que du nombre de taˆches et de ressources. Plus pre´cise´ment, le nombre de
neurones cache´s pour chaque taˆche et pour chaque ressource est e´gale a` un. Le mode`le
utilise´ dans [9] requiert un nombre de neurones cache´s, exprime´s par l’e´quation (3.3),
fonction du WCET des taˆches. Alors que la me´thode utilisant les neurones inhibiteurs
ajoute un neurone cache´ a` chaque ensemble i,j , la pre´ce´dente me´thode en ajoutait Ci,j .
3.2.4.2 Suppression des taˆches fictives
Le mode`le propose´ par Cardeira [12] illustre´ par la figure 3.7 utilise des taˆches fic-
tives pour mode´liser l’inactivite´ du processeur. Dans le cas d’une architecture disposant
de β unite´s d’exe´cution, β taˆches fictives sont ajoute´es au re´seau. Ainsi, l’architecture
conside´re´e par la figure 3.7 posse`de trois unite´s d’exe´cutions, dont l’inactivite´ est mo-
de´lise´e par les taˆches fictives τf1 , τf2 et τf3 . Les neurones associe´s aux taˆches fictives
sont en fait les neurones cache´s de re`gles au-plus-k-de-n, telles que de´finies a` la sec-
tion 2.5.2, applique´es a` chaque slot . Les neurones associe´s aux taˆches fictives ne´cessitent
des ressources et des e´valuations supple´mentaires. Parce qu’ils ne participent pas di-
rectement au codage de la solution, nous proposons de les supprimer en modifiant les
re`gles au-plus-k-de-n applique´es a` ce re´seau.
Dans notre contexte, l’objectif des re`gles au-plus-k-de-n est d’assurer que le nombre
de taˆches exe´cute´es simultane´ment n’est pas supe´rieur au nombre d’unite´s d’exe´cution.
Lorsqu’un neurone xi,j est active´, cela signifie que la taˆche τi est exe´cute´e au slot j.










Figure 3.7 – Exemple pre´sentant un sce´nario d’e´valuation d’un re´seau de neurones mo-
de´lisant l’ordonnancement de cinq taˆches sur une architecture disposant de trois unite´s
d’exe´cution. A` chaque slot , le nombre de neurones active´s est e´gal au nombre d’unite´s
d’exe´cution. Les taˆches fictives τf1 , τf2 et τf3 permettent de mode´liser l’inactivite´ des
unite´s d’exe´cution.
L’activation du neurone xi,j est due a` la re`gle k-de-n applique´e sur la taˆche τi, et
d’apre`s l’e´quation (2.21), lorsque k neurones d’une taˆche sont active´s, l’e´nergie des
neurones actifs est e´gale 1. Un apport d’e´nergie ne´gative strictement infe´rieure a` −1 est
donc suffisant pour de´sactiver un tel neurone. Les connexions visant a` assurer que le
nombre de taˆches exe´cute´es a` chaque slot n’est pas supe´rieur au nombre de ressources
d’e´xecution doivent donc satisfaire les deux contraintes suivantes :
– si β neurones associe´s a` un slot sont active´s, l’e´nergie apporte´e par les connexions
de ces neurones doit eˆtre strictement infe´rieure a` −1 ;
– si moins de β neurones associe´s a` un slot sont active´s, l’e´nergie apporte´e par les
connexions de ces neurones doit eˆtre supe´rieure ou e´gale a` −1 afin de ne pas
perturber les re`gles k-de-n applique´es sur les taˆches.
Les valeurs des connexions ws entre les neurones appartenant a` un meˆme slot sont alors
de´finies par
ws = − 1
β − α , (3.12)
ou` α ∈]0, 1[ et β le nombre d’unite´s d’exe´cution pre´sentes sur l’architecture conside´re´e.
La figure 3.8 pre´sente un sce´nario d’e´valuation d’un re´seau de neurones mode´lisant
l’ordonnancement de cinq taˆches sur une architecture disposant de trois unite´s d’exe´-
cution. Les neurones noirs sont des neurones actifs, les neurones blancs sont inactifs
et les gris sont des neurones inactifs dont nous allons analyser l’e´valuation. Des re`gles
k-de-n ont e´te´ applique´es sur chaque taˆche et des connexions avec un poids ws e´gal
a` ws = − 13−0.5 ont e´te´ applique´es entre les neurones appartenant a` un meˆme slot (le
parame`tre α de l’e´quation (3.12) a e´te´ arbitrairement fixe´ a` 0.5).
Nous supposons que le prochain neurone e´value´ est le neurone x3,3 (associe´ a` la
taˆche τ3 et au slot 3). A` ce stade, la taˆche s’est vue attribuer cinq slots alors que son
WCET est e´gal a` six. En ne conside´rant que les connexions apporte´es par la re`gle
k-de-n applique´e aux neurones de la taˆche τ3, d’apre`s l’e´quation (3.13), l’e´nergie du
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x3,i ∗ −2 + (2 ∗ 6− 1) = −10 + 11 = 1 (3.13)
Les connexions applique´es sur les neurones du slot 3 apportent une e´nergie au





= ws × (x1,3 + x2,3 + x5,3)
= − 1
3− 0.5 × 3 = −1.2. (3.14)
L’e´nergie totale du neurone x3,3 est e´gale a`
E(x3,3) = E(x3,3)slot + E(x3,3)k-de-n = −0.2.
Ce neurone n’est donc pas active´, ce qui correspond bien au comportement attendu
e´tant donne´ que l’architecture ne dispose que de trois unite´s d’exe´cution.
Lorsque le neurone x3,10 est e´value´, l’e´nergie provenant de la re`gle k-de-n est e´gale
a` un et l’e´nergie provenant des connexions applique´es aux neurones du slot 10 est e´gale
a`
− 1
3− 0.5 × 1 = −0.4.
L’e´nergie totale de ce neurone est donc e´gale a` 1 − 0.4 = 0.6, ce qui est suffisant
pour l’activer, et qui satisfait bien la contrainte indiquant que trois taˆches peuvent eˆtre
ordonnance´es sur ce slot .
L’exemple illustre´ par la figure 3.8 a permis d’expliquer le fonctionnement de cette
nouvelle re`gle au-plus-k-de-n. Cette re`gle permet de garantir qu’au plus k neurones
parmi n sont active´s sans ajouter de neurones cache´s. En utilisant la re`gle au-plus-
k-de-n classique, cet exemple aurait requis 30 neurones cache´s (10 slots et 3 unite´s
d’exe´cution) et 50 neurones codant la solution, soit 80 neurones au total. La re´duction
du nombre de neurones apporte´e par cette nouvelle re`gle au-plus-k-de-n est donc e´gale
a` 27% pour l’exemple de la figure 3.8.
3.3 Re´sultats
3.3.1 Comparaison avec des approches neuronales classiques
Le premier exemple pre´sente l’ordonnancement de trois taˆches τ1,τ2 et τ3 sur une ar-
chitecture disposant d’une seule unite´ d’exe´cution. Le mode`le propose´ par Cardeira et al.
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Figure 3.8 – Exemple pre´sentant un sce´nario d’e´valuation d’un re´seau de neurones
mode´lisant l’ordonnancement de cinq taˆches sur une architecture disposant de trois
unite´s d’exe´cution. Les neurones noirs sont des neurones actifs, les neurones blancs
sont inactifs et les gris sont des neurones inactifs dont nous analysons l’e´valuation.
dans [11] utilise des re`gles au-plus-k-de-n classiques. Il est donc ne´cessaire d’ajouter des
neurones cache´s mode´lisant la taˆche fictive τf . La figure 3.9.a repre´sente un e´tat initial
ale´atoire du re´seau propose´ par Cardeira et al. et la figure 3.9.b une solution obtenue
suite a` l’e´valuation de ce re´seau. Les auteurs de [11] indique qu’il est ne´cessaire d’effec-
tuer plus de 600 e´valuations de neurones pour atteindre un e´tat stable et donc obtenir
une solution. La figure 3.9.c pre´sente notre mode´lisation du meˆme proble`me d’ordon-
nancement. Parce que nous n’utilisons pas de neurones cache´s pour re´aliser la re`gle
au-plus-k-de-n, notre mode´lisation ne´cessite moins de neurones que le mode`le classique
et donc converge apre`s un nombre beaucoup plus faible d’ite´rations. A` partir d’un e´tat
initial, le nombre moyen d’e´valuations requis pour obtenir une solution est e´gale a` 79.
La figure 3.10 pre´sente un exemple de proble`me d’ordonnancement de taˆche sur
une architecture disposant de deux unite´s d’exe´cutions. Cette figure compare le mode`le
neuronal classique ainsi que notre mode`le de´pourvu de neurones cache´s. Dans les deux
cas, les re´seaux sont pre´sente´s dans un e´tat initial quelconque. La figure 3.10.a pre´sente
le mode`le classique ou` il a e´te´ ne´cessaire d’ajouter deux taˆches fictives τf1 et τf2 . Lors de
simulations de ce re´seau, plus de 300 e´valuations de neurones ont e´te´ ne´cessaires pour
obtenir une solution. La figure 3.10.b pre´sente quant a` elle notre mode´lisation du meˆme
proble`me. Dans ce cas, la convergence du re´seau est atteinte en effectuant environ 70
e´valuations neuronales.
3.3.2 Comparaison avec l’algorithme Pfair
Cette section pre´sente des comparaisons de notre algorithme avec l’algorithme Pfair [6,
5] prouve´ optimal dans un contexte d’ordonnancement de taˆches pe´riodiques sur une
architecture disposant de plusieurs unite´s d’exe´cution e´quivalentes. L’algorithme Pfair
ne permettant que d’ordonnancer des taˆches sur une architecture homoge`ne, nous utili-
sons notre algorithme dans un contexte homoge`ne bien qu’il soit principalement conc¸u
pour eˆtre utilise´ sur des architectures he´te´roge`nes.
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Figure 3.9 – Exemple de re´seaux mode´lisant l’ordonnancement de trois taˆches (τ1, τ2
et τ3) sur une architecture disposant d’une seule unite´ d’exe´cution. Les WCET des
taˆches τ1, τ2 et τ3 sont respectivement e´gaux a` 3, 2 et 2. (a) pre´sente le re´seau issu de la
mode´lisation classique dans un e´tat initial ale´atoire. (b) pre´sente ce meˆme re´seau apre`s
son e´valuation. (c) pre´sente le re´seau neuronal issu de notre mode´lisation dans un e´tat
initial ale´atoire. Sa convergence est semblable a` (b).
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Figure 3.10 – Exemple d’ordonnancement de trois taˆches sur une architecture dispo-
sant de deux unite´s d’exe´cution. (a) est le re´seau issu de la mode´lisation classique dans
un e´tat quelconque. (b) est le re´seau de´pourvu de neurones cache´s.
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Un inconve´nient majeur de l’algorithme Pfair est le nombre de pre´emptions et de
migrations de taˆches qu’il engendre. Notre algorithme garantit, quant a` lui, l’absence
de migrations de taˆches. En contrepartie, certains jeux de taˆches ne peuvent pas eˆtre
ordonnance´s par notre algorithme bien qu’ils le soient avec Pfair.
3.3.2.1 Re´sultats pre´liminaires
Afin de pre´senter quelques re´sultats pre´liminaires, nous utilisons un jeu de huit
taˆches inde´pendantes dont les caracte´ristiques sont
{τi, Ci} = {(τ1, 4), (τ2, 5), (τ3, 3), (τ4, 7), (τ5, 9), (τ6, 6), (τ7, 8), (τ8, 4)} . (3.15)
De plus, nous conside´rons une architecture disposant de quatre unite´s d’exe´cution,
une pe´riode d’ordonnancement e´gale a` 20 slots durant laquelle chaque taˆche doit eˆtre
exe´cute´e une fois.
La figure 3.11.a pre´sente le sce´nario d’ordonnancement des taˆches obtenu par l’al-
gorithme Pfair, la figure 3.11.b un sce´nario obtenu par notre algorithme. Dans les deux
cas, les sce´narios obtenus sont valides car toutes les taˆches ont e´te´ ordonnance´es sur
une pe´riode de 20 slots.
La figure 3.11.a montre que le nombre de migrations de taˆches engendre´ est relati-
vement important. Par exemple, la taˆche τ4 est exe´cute´e sur la ressource R1 au slot 0,
puis sur la ressource R2 au slot 5, puis sur la ressource R1 au slot 11. Dans le sce´nario
pre´sente´ par la figure 3.11.a, le nombre total de migrations engendre´es par l’algorithme
Pfair est e´gal a` 16 (0 pour τ1, 1 pour τ2, 1 pour τ3, 2 pour τ4, 2 pour τ5, 5 pour τ6,
5 pour τ7, 0 pour τ8). Les multiples migrations sont l’inconve´nient majeur de l’algo-
rithme Pfair. Ce proble`me est connu et a donne´ lieu a` modifications de l’algorithme
Pfair, notamment dans [3].
Par construction, notre re´seau de neurones produit un ordonnancement de´pourvu
de migrations. Cette proprie´te´ est assure´e par les neurones inhibiteurs garantissant
qu’une taˆche n’est exe´cute´e que sur une seule ressource. Le sce´nario pre´sente´ par la
figure 3.11.b conforte cette assertion.
Concernant le nombre de pre´emptions, les deux algorithmes produisent des pre´emp-
tions. Le nombre de pre´emptions dans le sce´nario produit par l’algorithme Pfair est e´gal
a` 35, alors que le sce´nario ge´ne´re´ par notre algorithme n’en posse`de que 21.
Remarque. Dans notre contexte d’expe´rimentation, il est possible d’effectuer une
passe de compactage de la solution ge´ne´re´e afin d’exe´cuter les taˆches au plus toˆt. La
figure 3.12 pre´sente le sce´nario issu de la figure 3.11.b en version compacte´e. Parce que
notre algorithme ne produit pas de migrations de taˆches, il est tre`s simple d’effectuer
ce compactage, contrairement aux sce´narios produits par l’algorithme Pfair. En effet,
les taˆches pouvant eˆtre exe´cute´es sur des unite´s d’exe´cution diffe´rentes, il serait ne´-
cessaire de s’assurer qu’une taˆche ne soit pas simultane´ment exe´cute´e sur deux unite´s
d’exe´cution diffe´rentes.
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Figure 3.11 – Diagramme de Gantt de l’exe´cution des huit taˆches de´crites par l’e´qua-
tion (3.15) sur une architecture disposant de quatre unite´s d’exe´cution. (a) Solution
obtenue par l’algorithme Pfair. (b) Solution obtenue par notre algorithme.
T1 T1 T1 T1
T2 T2 T2 T2 T2T3 T3 T3
T4 T4 T4 T4 T4 T4 T4
T5 T5 T5 T5 T5 T5 T5 T5 T5T6 T6 T6 T6 T6 T6





















































Figure 3.12 – Sce´nario illustre´ par la figure 3.11.b apre`s une passe de compactage.
3.3.2.2 Comparaison avec des jeux de taˆches ale´atoirement ge´ne´re´s
Dans cette section, nous comparons notre proposition avec l’algorithme Pfair sur
des jeux de taˆches ge´ne´re´s ale´atoirement par l’outil TGFF [22]. Chaque jeu contient 30
taˆches inde´pendantes, et la pe´riode d’ordonnancement S est fixe´e a` S = 100 slots. Le
WCET de chaque taˆche est de´termine´ ale´atoirement par TGFF dans l’intervalle [5 ; 15].
L’architecture conside´re´e dans ces expe´rimentations posse`de cinq unite´s d’exe´cutions.
L’algorithme Pfair originel [6] engendre de nombreuses migrations de taˆches. Les
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auteurs de [3] proposent des heuristiques visant a` diminuer le nombre de pre´emptions
et de migrations. Nous avons imple´mente´ l’heuristique nomme´e H2 dans [3].
La table 3.1 pre´sente les re´sultats de l’ordonnancement de 40 jeux de taˆches ge´ne´re´s
par TGFF (le jeu i est note´ Gi). Les deux premie`re colonnes du tableau indiquent le nom
du jeu et le pourcentage d’utilisation P qu’il induit sur l’architecture. Le pourcentage




S ×R × 100, ∀τj ∈ Gi, (3.16)
ou` R est le nombre d’unite´s d’exe´cution et S la pe´riode d’ordonnancement choisie.
Les colonnes suivantes pre´sentent les re´sultats des deux algorithmes pour chaque
jeu de taˆches Gi. Les re´sultats de chacun de ces algorithmes sont de´taille´s dans trois
colonnes. La premie`re donne le pourcentage de taˆches place´es, la seconde, le nombre
de pre´emptions et la troisie`me le nombre de migrations. La dernie`re ligne pre´sente les
moyennes des diffe´rents re´sultats.
Pour tous les jeux de taˆches, l’algorithme Pfair produit un sce´nario ou` toutes les
taˆches sont ordonnance´es. En moyenne, notre re´seau de neurones produit un sce´na-
rio d’ordonnancement ou` 91% des taˆches sont ordonnance´es, cependant le nombre de
re´-initialisations ne´cessaires a` l’obtention d’un sce´nario complet est faible (voir la sec-
tion 3.3.3). Le nombre moyen de pre´emptions ge´ne´re´es par l’algorithme Pfair avec
l’heuristique H2, est e´gal a` 306 alors que celui de notre re´seau est d’environ 340, ce qui
repre´sente une augmentation d’environ 10%. En revanche, notre re´seau de neurones ne
produit aucune migration de taˆches, alors qu’en moyenne l’algorithme Pfair en produit
100 par jeu de taˆches.
Ces re´sultats montrent que notre algorithme d’ordonnancement produit des re´sul-
tats d’une qualite´ relativement proche d’un algorithme optimal d’ordonnancement de
taˆches sur architecture homoge`ne. Les migrations produites par l’algorithme Pfair le
rendent tre`s difficilement applicable dans un contexte d’architecture he´te´roge`ne. Dans
les sections suivantes, nous pre´sentons des re´sultats de notre algorithme sur une archi-
tecture he´te´roge`ne.
3.3.3 Re´sultats sur une architecture he´te´roge`ne
Dans cette section, nous comparons les gains obtenus par notre mode`le par rapport
au mode`le initialement pre´sente´ dans [9]. Nous conside´rons une architecture disposant
de deux unite´s d’exe´cution diffe´rentes. La table 3.2 pre´sente les caracte´ristiques du jeu
de taˆches utilise´s dans cette section. Les taˆches ont un WCET diffe´rents sur chaque
unite´ d’exe´cution.
Taˆche τ1 τ2 τ3 τ4 τ5 τ6 τ7
Cτi,1 1 2 4 3 4 3 2
Cτi,2 2 1 2 5 6 2 3
Table 3.2 – WCET de chaque taˆche sur les deux ressources.
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Jeu de Pourcentage PFair avec l’heuristique H2 Re´seau de neurones
taˆches d’utilisation Pourcentage Nombre Nombre Pourcentage Nombre Nombre
des de taˆches de de de taˆches de de
ressources place´es pre´emptions migrations place´es pre´emptions migrations
G1 75.0 % 308 146 95.9 % 338.7
G2 74.5 % 306 142 97,7 % 336.5
G3 71.3 % 290 115 99.5 % 330.8
G4 76.8 % 315 86 87.9 % 345.5
G5 77.3 % 317 110 92.1 % 343.4
G6 68.0 % 278 82 100.0 % 322.1
G7 73.8 % 299 85 96.8 % 335.9
G8 76.8 % 315 114 90.7 % 343.7
G9 81.0 % 331 120 64.5 % 355.8
G10 71.3 % 293 115 97.1 % 329.9
G11 82.0 % 335 109 64.5 % 358.3
G12 65.3 % 266 42 100.0 % 318.1
G13 72.3 % 297 101 98.6 % 331.3
G14 75.8 % 311 86 91.1 % 341.5
G15 72.8 % 297 90 98.9 % 334.5
G16 67.3 % 277 98 100.0 % 322.7
G17 75.3 % 309 97 98.1 % 336.8
G18 78.0 % 320 113 83.7 % 348.4
G19 77.3 % 317 113 85.8 % 345.9
G20 75.5 % 100 % 310 94 59.5 % 341.2 0
G21 74.0 % 304 88 96.9 % 334.5
G22 70.3 % 288 94 100.0 % 327.4
G23 73.8 % 303 99 96.5 % 337.3
G24 78.8 % 321 85 80.5 % 350.1
G25 69.0 % 284 96 99.7 % 325.5
G26 73.8 % 303 92 98.2 % 334.3
G27 74.0 % 304 99 95.4 % 338.1
G28 67.0 % 272 112 100.0 % 320.6
G29 73.8 % 300 94 97.9 % 336.3
G30 79.3 % 323 95 73.1 % 352.4
G31 80.0 % 328 86 73.4 % 353.5
G32 78.3 % 319 85 79.6 % 350.1
G33 75.3 % 306 113 90.1 % 341.5
G34 79.3 % 325 101 81.6 % 349.7
G35 76.8 % 315 100 89.5 % 343.8
G36 75.3 % 307 123 95.9 % 336.8
G37 78.5 % 322 71 80.6 % 348.7
G38 76.0 % 308 103 90.7 % 341.1
G39 78.0 % 320 143 86.2 % 347.4
G40 74.0 % 303 90 94.9 % 336,82
Moyenne 74.8 % 100 % 306.2 100.7 90.95 % 339.6 0









Unite´ d’exe´cution r1 Unite´ d’exe´cution r2
Figure 3.13 – Exemple d’une solution ge´ne´re´e par notre re´seau de neurones. Les sept
taˆches de´crites par la table 3.2 sont ordonnance´es sur une architecture disposant de
deux unite´s d’exe´cution. La pe´riode d’ordonnancement est e´gale a` 20 slots. Les zones
grise´es contiennent les neurones inhibiteurs.
La figure 3.13 pre´sente un sce´nario d’ordonnancement du jeu de taˆches de´crit par
la table 3.2 ge´ne´re´ par notre re´seau de neurones. Nous pouvons constater qu’une taˆche
est entie`rement exe´cute´e sur la meˆme unite´ d’exe´cution, cette proprie´te´ e´tant assure´e
par les neurones inhibiteurs place´s dans la zone grise´e.
Nous e´tudions maintenant les comportements de notre re´seau, ainsi que d’un re´seau
classique (de´pourvu de neurones inhibiteurs) sur des jeux de taˆches variant de deux a`
sept taˆches. Les taˆches utilise´es sont celles de´crites par la table 3.2. Les tables 3.3 et 3.4
pre´sentent les caracte´ristiques de re´seaux associe´s a` diffe´rents jeux de taˆches ainsi que
le nombre d’e´valuations ne´cessaires a` l’obtention d’une solution.
La table 3.3 montre que le nombre de neurones ne´cessaire a` la mode´lisation du
proble`me est bien plus e´leve´ que le nombre de neurones utiles, c’est a` dire le nombre de
neurones repre´sentant la solution. La troisie`me ligne de ces tables indiquent le surcouˆt
induit par les neurones cache´s. Par exemple, pour un jeu de deux taˆches, 180 neurones
sont ne´cessaires a` la mode´lisation de ce proble`me, mais seuls 80 neurones codent la
solution. Les autres neurones sont donc des neurones cache´s ce qui repre´sente 2.25 fois
le nombre de neurones dits utiles.
Le nombre de re´-initialisations du re´seau permettant d’obtenir une solution valide
s’ave`re eˆtre tre`s important pour une utilisation en ligne de ce type de re´seau. En ef-
fet, les nombreuses re´-initialisations du re´seau engendrent des e´valuations de neurones
supple´mentaires qui sont directement lie´es au temps de convergence du re´seau.
Les re´sultats d’un re´seau pourvu de neurones inhibiteurs sont pre´sente´s par la
table 3.4. Nous pouvons constater que l’utilisation des neurones inhibiteurs permet
de re´duire ce couˆt a` un couˆt fixe e´gal a` 5% du nombre de neurones total. Les neu-
rones inhibiteurs permettent une re´duction importante du nombre de neurones. Cette
re´duction par rapport au mode`le classique est explicite´e par la quatrie`me ligne de la
table 3.4. Ainsi, sur les jeux de taˆches conside´re´s, les neurones inhibiteurs ont permis
de re´duire d’un facteur allant de 1.6 a` 2.1 le nombre de neurones.
Les trois dernie`res lignes de la table 3.4 illustrent des re´sultats quant au nombre
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Nombre de taˆches 2 3 4 5 6 7
Nombre de neurones (Nn) 180 240 306 364 416 468
Nombre de neurones utiles
(Nu)
80 120 160 200 240 280
Couˆt des neurones cache´s 2.25 2 1.91 1.82 1.73 1.67
Nombre moyen de re´-
initialisations du re´seau
54 338 1492 9191 31783 28546
Nombre moyen d’e´valuations
de neurones
545 3379 14920 91910 317830 285460
Table 3.3 – Re´sultats d’un re´seau mode´lisant l’ordonnancement de jeux de taˆches
posse´dant de 2 a` 7 taˆches sur une architecture disposant de deux unite´s d’exe´cution
diffe´rentes, en conside´rant 20 cycles d’ordonnancements.
Nombre de taˆches 2 3 4 5 6 7
Nombre de neurones 84 126 168 210 252 294
Nombre de neurones utiles 80 120 160 200 240 280
Couˆt des neurones cache´s 1.05 (+5 %)
Ratio de re´duction 2.1 1.9 1.8 1.7 1.65 1.6
Nombre maximal de re´-initialisation du
re´seau
0 0 0 1 2 5
Nombre moyen d’e´valuation de neurones 339 539 1025 1170 1583 1951
Gain du nombre d’e´valuations 1.6 6.3 14.5 78 200 146
Table 3.4 – Re´sultats d’un re´seau pourvu de neurones inhibiteurs sur un proble`me
identique a` celui de´crit par la table 3.3.
d’e´valuations ne´cessaire a` la convergence du re´seau. Sur ce point, les ame´liorations
obtenues graˆce aux neurones inhibiteurs sont tre`s importantes par rapport a` la solution
classique. Par exemple, pour le jeu de six taˆches, le nombre d’e´valuations de neurones
est re´duit d’un facteur e´gal a` 200. Cette ame´lioration est e´galement due a` la re´duction
du nombre de re´-initialisations ne´cessaires. En effet, les neurones inhibiteurs simplifiant
les re`gles applique´es au re´seau, il y a moins de minimums locaux et donc moins de
risque de converger vers une solution non valide.
3.3.4 Re´sultats dans le contexte des SoC reconfigurables
Les architectures de type SoC reconfigurables peuvent posse´der une dizaine de res-
sources diffe´rentes. Dans un souci de simplification de la pre´sentation, nous conside´rons
ici un SoC compose´ de cinq ressources diffe´rentes et une application compose´e de dix
taˆches. Nous supposons que ce SoC posse`de les ressources suivantes :
– R1 est un GPP (General Purpose Processor),
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– R2, R3, R4 sont des blocs mate´riels IP (Intellectual Property) et
– R5 est un acce´lerateur reconfigurable DRA (Dynamic Reconfigurable Accelerator).
A cause de la nature tre`s he´te´roge`ne des ressources, certaines taˆches ne sont exe´cutables
que sur un sous-ensemble de ressources. Ainsi, nous supposons que sept taˆches sont
exe´cutables par le GPP (τ2, τ3, τ4, τ6, τ8, τ9, τ10), trois taˆches ne sont de´finies que pour
les IP (τ1, τ5, τ7) et six taˆches sont e´galement de´crites pour le DRA (τ2, τ3, τ6, τ8,
τ9, τ10). Les unite´s d’exe´cution e´tant de natures diffe´rentes, le temps d’exe´cution d’une
taˆche n’est pas le meˆme sur toutes ces unite´s. Les WCET de chaque taˆche pour chaque
ressource sont re´capitule´s par la matrice C de´finie par l’e´quation (3.17). Lorsque la
taˆche n’est pas de´finie pour une architecture, son WCET est fixe´ a` ∞.
C = {Ci,j} =
∞ 2 2 4 ∞ 4 ∞ 4 4 2 R1
∞ ∞ ∞ ∞ ∞ ∞ 10 ∞ ∞ ∞ R2
∞ ∞ ∞ ∞ 5 ∞ ∞ ∞ ∞ ∞ R3
4 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ R4
∞ 2 1 ∞ ∞ 2 ∞ 2 1 2 R5
τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10
(3.17)
La figure 3.14 pre´sente des re´sultats de l’ordonnancement de l’application de´crite
pre´ce´demment sur le SoC conside´re´ dans cette section. Toutes les taˆches de l’application
n’e´tant pas force´ment exe´cute´es simultane´ment, le comportement du re´seau est e´value´
pour un nombre de taˆches variant de 1 a` 10. De plus, nous conside´rons une pe´riode
d’ordonnancement e´gale a` 10 slots. La mode´lisation du proble`me requiert 10 neurones
par taˆche et par ressource. Le re´seau est donc compose´ de 500 neurones. Cependant,
certaines taˆches ne sont exe´cutables que sur certaines ressources. Les neurones repre´-
sentant des slots d’exe´cution d’une taˆche sur une ressource sur laquelle elle ne peut
s’exe´cuter sont inutiles. Par exemple, la taˆche τ1 ne peut eˆtre exe´cute´e que sur la res-
source R1. Il n’est donc pas ne´cessaire de placer des neurones repre´sentant les slots de
la taˆche τ1 sur les autres ressources. Finalement, d’apre`s la matrice C (e´quation (3.17)),
il existe 16 possibilite´s d’exe´cution diffe´rentes. Le re´seau peut donc eˆtre re´duit a` 160
neurones.
La figure 3.14 montre que le nombre d’e´valuations de chaque neurone est relati-
vement stable et compris entre 8 et 12 sur l’exemple choisi dans cette section. Cette
constance permet d’obtenir une e´volution line´aire du nombre total d’e´valuations de neu-
rones par rapport au nombre de taˆches. En effet, le nombre de neurones e´tant fonction
du nombre de taˆches, le nombre total d’e´valuations des neurones est lie´ au nombre de
taˆches. Cette e´volution line´aire est illustre´e par la figure 3.14. Le nombre d’e´valuations
ne´cessaires a` la convergence du re´seau demeure limite´ graˆce aux diminutions du nombre
de neurones et du nombre de re´-initialisations.
3.3.5 Complexite´
Dans les sections pre´ce´dentes, les re´sultats pre´sentaient le nombre d’e´valuations de
neurones. Si l’on conside`re l’e´valuation d’un neurone comme ope´ration e´le´mentaire, le















































Figure 3.14 – Re´sultats de l’ordonnancement d’une application compose´e de 10 taˆches
sur un SoC compose´ de cinq unite´s d’exe´cution.
nombre d’e´valuations de neurones fournit une indication quant a` la complexite´ de l’e´vo-
lution du re´seau. Par exemple, la figure 3.14 a montre´ que la complexite´ de l’e´valuation
du re´seau e´tait line´airement fonction du nombre de taˆches soumis a` l’ordonnanceur.
Nous pouvons cependant eˆtre plus pre´cis en exprimant la complexite´ d’e´valuation
d’un neurone. L’e´valuation d’un neurone est donne´e par l’e´quation (2.7). Cette e´qua-
tion est compose´e d’une multiplication-accumulation (les connexions) ainsi que d’une
multiplication et d’une somme (la valeur de seuil). Le nombre d’e´le´ments a` multplier-
accumuler pour calculer l’e´tat d’un neurone xi correspond au nombre de connexions
vers ce neurone xi.
Conside´rons un proble`me d’ordonnancement sur une pe´riode de S slots, consistant
a` ordonnancer T taˆches, sur une architecture comportant R ressources. Nous notons
xt,r,s le neurone associe´ au slot s de la taˆche t sur la ressource r. Nous avons vu dans la
section 3.2 que trois types de connexions sont applique´s au re´seau. Nous les re´capitulons
et nous pre´cisons le nombre de chacune d’entre elles.
– Un neurone xt,r,s est connecte´ aux neurones xt,r,i,∀i 6= s. Ces connexions per-
mettent de controˆler le nombre de slots requis. Il y a donc S − 1 connexions de
ce type.
– Un neurone xt,r,s est connecte´ aux neurones xi,r,k, ∀i 6= t. Ces connexions per-
mettent d’e´viter que plusieurs taˆches soient exe´cute´es simultane´ment sur la res-
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source r. Il y a donc T − 1 connexions de ce type.
– De plus, R−1 connexions proviennent des neurones inhibiteurs associe´s aux autres
ressources.
Finalement, le nombre de connexions Nbconn par neurone est e´gal a`
Nbconn = (S − 1) + (T − 1) + (R− 1) = S + T +R− 3. (3.18)
L’ope´ration de multiplication-accumulation de n e´le´ments est compose´e de n multipli-
cations et n − 1 additions. Ainsi, d’apre`s l’e´quation (2.7), l’e´valuation d’un neurone
requiert
Nbmult = Nbconn + 1 = S + T +R− 2 (3.19)
Nbadd = Nbconn − 1 + 1 = S + T +R− 3, (3.20)
ou` Nbmult est le nombre de multiplications et Nbadd le nombre d’additions.
Le nombre d’ope´rations ne´cessaires a` l’e´valuation d’un neurone croˆıt donc line´aire-
ment avec la pe´riode d’ordonnancement (S), le nombre de taˆches (T ) et de ressources
(R).
3.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ un ordonnanceur temporel base´ sur des re´-
seaux de neurones de Hopfield, supportant une architecture he´te´roge`ne. Afin de re´duire
le temps de convergence du re´seau, il a e´te´ ne´cessaire d’introduire des neurones inhi-
biteurs. L’ajout de ces neurones inhibiteurs permet e´galement d’ame´liorer la qualite´
des solutions ge´ne´re´es par le re´seau. Notre ordonnanceur a e´te´ compare´ a` l’algorithme
d’ordonnancement pour architecture multiprocesseur Pfair. Nous avons montre´ que les
re´sultats obtenus par notre re´seau de neurones s’ave`rent relativement proche de ceux
obtenus par l’algorithme Pfair, qui est optimal. Ensuite, nous avons compare´ notre
re´seau pourvu de neurones inhibiteurs a` une solution neuronale plus classique. Nous
avons ainsi pu constater que la re´duction du nombre d’e´valuations - engendre´e no-
tamment par l’utilisation de neurones inhibiteurs - est tre`s importante. Finalement,
nous avons propose´ une utilisation de notre re´seau dans un contexte re´aliste, a` savoir,
l’ordonnancement temporel de taˆches sur une architecture he´te´roge`ne de type SoC.
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Chapitre 4
Placement de taˆches pour
architectures reconfigurables
he´te´roge`nes
Ce chapitre pre´sente des algorithmes d’ordonnancement spatial pour architectures
he´te´roge`nes partiellement reconfigurables. Lors de la pre´sentation des travaux relatifs
au placement de taˆches pour ce type d’architectures, nous avons constate´ qu’une grande
partie d’entre eux conside`rent une surface homoge`ne en termes de ressources. Dans ce
chapitre, nous pre´sentons des ordonnanceurs destine´s a` une surface he´te´roge`ne.
La premie`re partie de ce chapitre pre´sente un ordonnanceur spatial base´ sur des re´-
seaux de neurones de Hopfield [1]. Cet ordonnanceur permet de ge´rer l’he´te´roge´ne´ite´ de
l’architecture sans ne´cessiter de me´canismes complexes tels que de la relocation de bits-
tream. La deuxie`me partie, quant a` elle, est fonde´e sur des hypothe`ses avant-gardistes,
mais envisageables dans un futur proche. Ces hypothe`ses permettent de de´velopper un
mode`le de taˆches augmentant la flexibilite´ du syste`me.
4.1 Placement d’un ensemble de taˆches par un re´seau de
Hopfield
Cette section pre´sente un re´seau de neurones de Hopfield permettant de placer
un ensemble de taˆches sur une architecture reconfigurable he´te´roge`ne. Dans un pre-
mier temps, nous exposons comment l’architecture est mode´lise´e afin de prendre en
conside´ration son caracte`re he´te´roge`ne. Puis, nous pre´sentons comment les taˆches sont
mode´lise´es afin d’exploiter l’he´te´roge´ne´ite´ de la zone. Les sections suivantes pre´sentent
en de´tail la construction du re´seau de neurones. De plus, afin d’ame´liorer la qualite´
des solutions ge´ne´re´es, nous proposons une modification de la dynamique du re´seau.
Finalement, afin d’e´valuer la qualite´ des re´sultats obtenus par notre re´seau de neurones,
il est compare´ a` l’algorithme SUP Fit [44].
Le re´seau de neurones pre´sente´ dans cette section est construit par rapport a` un
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Figure 4.1 – Floorplan d’un Virtex 5
ensemble de taˆches spe´cifiques. Cela signifie que de nouvelles taˆches ne peuvent pas eˆtre
ajoute´es au re´seau sans en modifier sa topologie. Nous conside´rons donc des applications
compose´es de plusieurs taˆches, s’exe´cutant dans un ordre non connu avant l’exe´cution.
4.1.1 Mode´lisation d’une architecture reconfigurable he´te´roge`ne
La figure 4.1 pre´sente le floorplan d’un FPGA Xilinx Virtex 5. Ce FPGA est consti-
tue´ principalement de trois types de ressources, a` savoir, des CLB (re´gions bleues), des
DSP (re´gions vertes) ainsi que des BRam (re´gions rouges). Il est important de constater
l’he´te´roge´ne´ite´ de la zone reconfigurable. Lors de la synthe`se d’une application, un bits-
tream est ge´ne´re´ pour une zone particulie`re du FPGA. Le choix de cette zone est de´cide´
par le concepteur. Cependant, la position d’un bitstream sur la zone reconfigurable est
fixe´e lors de la synthe`se.
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Il convient donc de de´finir un mode`le permettant d’exprimer l’he´te´roge´ne´ite´ d’une
surface reconfigurable. La figure 4.2 pre´sente la mode´lisation d’une partie du floorplan
illustre´ par la figure 4.1. Les diffe´rents types de ressources sont mode´lise´s en suivant
le meˆme code couleur que celui utilise´ pour le floorplan. De plus, les ressources sont
regroupe´es afin de cre´er des re´gions. Sur cet exemple, il y a 25 re´gions, chacune e´tant
compose´e de quatre ressources. Trois types diffe´rents de re´gions apparaissent. Le type 1
contient uniquement des CLB, le type 2, deux CLB et deux DSP, et le type 3, trois




Re´gion type 1 CLB
DSP
BRam
Figure 4.2 – Mode´lisation d’une architecture reconfigurable. La surface mode´lise´e pos-
se`de trois types de ressources. Ces ressources sont regroupe´es dans trois types de re´gions.
La surface est compose´e de 25 re´gions.
Hypothe`ses mate´rielles. Au de´marrage du syste`me, la zone reconfigurable est de´-
coupe´e en re´gions et une modification de cette configuration requiert un rede´marrage de
l’architecture. Chaque re´gion est reconfigurable inde´pendamment des autres. La taille
des re´gions permet donc d’adapter le grain de reconfiguration.
Chaque taˆche est mate´riellement exprime´e par un bitstream. Une taˆche peut eˆtre
place´e sur plusieurs re´gions. Il est donc ne´cessaire de disposer d’un re´seau de commu-
nication entre les re´gions. Nous conside´rons disposer d’un tel me´canisme.
Les re´gions permettant d’adapter le grain de reconfiguration, dans la suite, nous
mode´liserons syste´matiquement la zone reconfigurable par une grille constitue´e de re´-
gions.
4.1.2 Mode´lisation d’une application
Dans nos travaux, nous conside´rons une application compose´e d’un ensemble de
taˆches. L’exe´cution d’une taˆche ne´cessite un certain nombre et type de ressources de´-
termine´s lors de la synthe`se. Les outils de synthe`se disponibles actuellement ge´ne`rent
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un bitstream ne pouvant eˆtre place´ qu’a` un endroit particulier de la zone reconfigurable.
Afin d’exploiter la flexibilite´ offerte par les architectures partiellement reconfigurables,
nous proposons de ge´ne´rer plusieurs imple´mentations d’une meˆme taˆche. Ces imple´-
mentations sont appele´es instances de taˆches. Dans la suite, τi,j de´signe l’instance j de
la taˆche τi. La figure 4.3 pre´sente une architecture reconfigurable disposant de deux
types de re´gions au nombre de 25, ainsi que trois instances de la taˆche τ1. Les instances
τ1,2 et τ1,3 utilisent le meˆme type de re´gions, a` savoir, six re´gions de type 1. L’instance
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Figure 4.3 – Instances de la taˆche 1
La figure 4.4 pre´sente les instances de deux taˆches τ1 et τ2. Les ressources utilise´es
par ces instances sont re´capitule´es dans le tableau 4.1. Cet exemple permet d’illustrer
l’utilite´ des instances en termes de flexibilite´. Supposons que l’instance τ2,1 soit place´e
et que la taˆche τ1 doive eˆtre exe´cute´e. Alors, l’instance τ1,1 ne peut pas eˆtre place´e
car elle utilise des re´gions occupe´es par l’instance τ2,1, qui est en cours d’exe´cution. En
revanche, l’instance τ1,2 ou τ1,3 peut eˆtre place´e. Les diffe´rentes instances d’une meˆme
taˆche permet donc au syste`me de s’adapter dynamiquement au flot d’exe´cution.
Taˆches Instances ] Type 1 ] Type 2
τ1 τ1,1 4 2
τ1 τ1,2 6 0
τ1 τ1,3 6 0
τ2 τ2,1 5 0
τ2 τ2,2 3 3
Table 4.1 – Ressources utilise´es par le jeu de taˆches de la figure 4.4.
4.1.3 Mode´lisation du proble`me
Nous conside´rons un ensemble de taˆches, chacune e´tant de´crite par au moins une
instance. Le proble`me du placement de taˆches, tel que nous le conside´rons dans cette
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Figure 4.4 – Exemple de ressources utilise´es et de position des instances de deux
taˆches.
section, consiste a` de´terminer un emplacement pour une instance de chaque taˆche. L’al-
gorithme que nous proposons permet donc de placer un ensemble de taˆches simultane´-
ment. Cette section de´crit la construction du re´seau de neurones associe´ au proble`me
de placement de taˆches.
La premie`re e´tape consiste a` de´finir une repre´sentation neuronale du proble`me.
Nous associons un neurone a` une instance de taˆche. Si nous conside´rons un ensemble
de taˆches τ et l(t) le nombre d’instances de la taˆche t ∈ τ , le nombre de neurones est∑
i∈τ l(i). Quand le re´seau a converge´, un neurone active´ signifie que la taˆche lui e´tant
associe´e peut eˆtre place´e et exe´cute´e.
La figure 4.5 pre´sente le re´seau (repre´sente´ ici sans les connexions) permettant de
mode´liser l’exemple pre´sente´ par la figure 4.4. La figure 4.5 servira de sche´ma de base
permettant d’illustrer les diffe´rentes e´tapes de la construction du re´seau. Il posse`de donc
cinq neurones repre´sentant les cinq instances de taˆches. Trois neurones repre´sentent les
trois instances de la taˆche τ1 et deux neurones repre´sentent les deux instances de la
taˆche τ2. L’instance j de la taˆche i e´tant note´e τi,j , le neurone associe´ a` cette instance
sera note´ xi,j .
x2,1 x2,2
x1,1 x1,2 x1,3
Figure 4.5 – Re´seau de neurone associe´ aux taˆches de´crites par la figure 4.4
Une fois le mode`le neuronal de´fini, il convient de de´finir les poids des connexions
et les valeurs des seuils des neurones. Selon notre mode`le, la re´solution du proble`me
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de placement consiste a` satisfaire deux contraintes. La premie`re permet de controˆler le
nombre d’instances de taˆches devant eˆtre active´es, la seconde permet d’e´viter le che-
vauchement de taˆches. De plus, une fonction de couˆt peut eˆtre ajoute´e au re´seau afin
d’accroˆıtre le nombre d’instances place´es. Ces trois fonctions sont formule´es inde´pen-
damment comme trois fonctions d’e´nergie, qui sont finalement somme´es en vertu du
caracte`re additif des re´seaux de Hopfield. Les sections suivantes pre´sentent en de´tail la
construction de ces trois fonctions puis leur sommation. En guise d’exemple, l’ensemble
de taˆches de´crit par la figure 4.4 est utilise´.
4.1.3.1 Controˆle du nombre d’instances active´es
Chaque taˆche est de´crite par une ou plusieurs instances. Il convient donc de controˆler
le nombre d’instances active´es pour chaque taˆche. Tagliarini et al. [63] ont de´fini la
re`gle k-de-n que nous avons largement pre´sente´e dans la section 2.5.1. Nous rappelons
qu’elle permet de s’assurer qu’un re´seau contenant n neurones converge vers un e´tat ou`
exactement k neurones sont active´s. Les parame`tres associe´s a` cette reˆgle sont
wi,j =
{
0 si i == j
−2 sinon ti = 2k − 1. (4.1)
Cette re`gle est applique´e sur toutes les instances de chaque taˆche, elle est donc
applique´e sur un sous ensemble des neurones du re´seau. Ainsi, pour toute taˆche t, n
est e´gal a` l(t). Ge´ne´ralement, k est instancie´ a` 1 afin de n’activer qu’une instance de
chaque taˆche. Une re`gle 1-de-l(t) est donc applique´e sur tous les neurones repre´sentant
les instances de la taˆche t.
Le nombre d’instances a` placer peut eˆtre choisi aise´ment en parame´trant k. Il est
ainsi possible d’activer ze´ro, une ou plusieurs instances d’une taˆche. Dans la suite,
le proble`me de placement est restreint au placement d’exactement une instance pour
chaque taˆche afin d’ame´liorer la lisibilite´. Cette restriction n’engendre aucune perte de
ge´ne´ralite´.
La figure 4.6 illustre l’application des reˆgles 1-de-n sur le re´seau associe´ a` l’ensemble
de taˆches de´crit par la figure 4.4. Une re`gle 1-de-3 est applique´e sur les neurones associe´s













Figure 4.6 – Application des reˆgles 1-de-n au re´seau associe´ aux taˆches de´crites par la
figure 4.4








Figure 4.7 – Illustration des connexions permettant de controˆler le chevauchement des
instances des taˆches de´crites par la figure 4.4.
4.1.3.2 E´viter le chevauchement d’instances de taˆches
Deux instances sont dites chevauchantes si ces deux instances utilisent des re´gions
identiques. Une solution pre´sentant un chevauchement d’instances est une solution in-
correcte car inutilisable. Le re´seau de neurones doit donc converger vers une solution
de´pourvue de tout chevauchement. Une relation entre deux instances se chevauchant
est cre´e´e afin d’e´viter l’activation de ces deux instances simultane´ment.
En termes de neurones, la figure 4.7 pre´sente les connexions entre des neurones
associe´s a` des instances se chevauchant. Des connexions sont cre´e´es entre les neurones
x1,1, x2,1 et x1,2, x1,3 car, d’apre`s la figure 4.4, les instances leur e´tant associe´es utilisent
des re´gions communes. Dans la suite des explications, nous nous focaliserons sur les
poids des connexions entre les neurones x1,1 et x2,1. w1 est le poids de la connexion du
neurone x1,1 vers le neurone x2,1 et w2 est le poids de la connexion du neurone x2,1 vers
le neurone x1,1.
Afin d’e´viter le chevauchement, l’activation du neurone x1,1 doit inhiber l’activation
du neurone x2,1 et re´ciproquement. Par l’e´quation (2.2), l’e´quation d’e´valuation du
neurone x1,1 est :
x1,1 = H(x2,1 × w2 + t1,1). (4.2)
Si x2,1 est active´ (x2,1 = 1), il est ne´cessaire que w2 < −|t1,1| afin d’inhiber x1,1.
Syme´triquement, w1 doit eˆtre infe´rieur a` −|t2,1|. Si l’on conside`re un re´seau plus grand,
cette condition reste suffisante car les connexions provenant d’autres neurones sont
ne´gatives, elles ne peuvent donc pas amener d’e´nergie.
Une condition ne´cessaire pour assurer la convergence du re´seau de Hopfield est la
syme´trie de la matrice de connexion W. Les poids w1 et w2 doivent donc eˆtre e´gaux,
cependant cela n’est pas vrai selon la pre´ce´dente de´finition. Pour satisfaire cette condi-
tion, la fonction min est utilise´e. Les poids w1 et w2 sont donc de´finis par
w1 = w2 = min(−|t1,1|,−|t2,1|)− 1. (4.3)
Ainsi, les connexions empeˆchant le chevauchement des instances sont syme´triques.
De plus, les poids de ces connexions sont toujours ne´gatifs. Donc, toutes les contraintes
ne´cessaires a` la convergence du re´seau sont satisfaites. Cette re`gle est applique´e entre
toutes les paires d’instances pre´sentant un chevauchement.
La construction des poids w1 et w2 est fonction des valeurs de seuil des neurones.
Cette re`gle doit donc eˆtre applique´e quand le seuil des neurones est fixe´, c’est a` dire,
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apre`s que l’application de toutes les autres reˆgles participant a` la construction du re´seau
aient e´te´ applique´es.
Notons qu’une re`gle 1-de-n pourrait e´galement eˆtre utilise´e afin de controˆler l’exclu-
sion mutuelle de deux taˆches se chevauchant. Cependant, lorsque d’autres re`gles sont
applique´es sur ce type de neurones, une re`gle 1-de-n ne permet que de tendre vers une
exclusion mutuelle de ces neurones. Or nous souhaitons expresse´ment e´viter l’activa-
tion simultane´e de neurones associe´s a` des taˆches se chevauchant car cela conduit a` une
solution non valide.
4.1.3.3 Augmenter le nombre d’instances place´es
Afin d’augmenter le nombre d’instances place´es, une fonction de couˆt est ajoute´e au
re´seau de neurones. Dans [44], les auteurs ont propose´ un algorithme de placement pour
architecture he´te´roge`ne en conside´rant e´galement diffe´rentes instances d’une taˆche. Ils
ont propose´ une heuristique permettant de de´finir un ordre de pre´dilection quant au
choix d’une instance.
L’ide´e principale de cette heuristique est qu’une instance utilisant des re´gions peu
utilise´es est pre´fe´rable a` une instance utilisant des re´gions fortement utilise´es par
d’autres instances. En effet, si une instance est place´e a` un emplacement fortement
demande´ par d’autres instances, elle va empeˆcher le placement d’autres instances ne´-
cessitant cet emplacement.
La zone reconfigurable est divise´e en re´gions, et une instance de taˆche utilise une ou
plusieurs re´gions. Pour chaque re´gion, le degre´ d’occupation 1 est de´termine´ en fonction
du nombre d’instances occupant cette re´gion. Le degre´ d’occupation d’une re´gion est
d’autant plus important que cette re´gion est utilise´e par un grand nombre d’instances
de taˆche. A` partir de ce degre´ d’occupation, un poids de position 2 est attribue´ a` chaque
instance. Ce poids de´pend du degre´ d’occupation de toutes les re´gions utilise´es par
l’instance. Plus ces re´gions sont utilise´es, plus le poids de position sera important. Les
instances sont alors classe´es par poids de position, du plus faible au plus important. Ce
classement permet de choisir une instance ne´cessitant des ressources peu utilise´es.
En guise d’exemple, les poids de position des instances τ2,1 et τ2,2 sont respective-
ment 0.65 et 0.5. Intuitivement, la se´lection de τ2,2 est un meilleur choix que τ2,1, car
τ2,1 et τ1,1 se chevauchent. Si τ2,1 est place´e, il n’est alors plus possible de placer τ1,1.
Soit L(τi) la liste ordonne´e des instances de la taˆche τi, d’apre`s les poids de position de
la taˆche τ2, nous avons
L(τ2) = [τ2,2, τ2,1]. (4.4)
Soit Pos(τi,j) la position de l’instance τi,j dans la liste ordonne´e L(τi) dont les
indices appartiennent a` N∗. En conside´rant L(τ2), nous aurions donc Pos(τ2,1) = 2 et










1. nomme´ static utilization probability dans l’article originel [44]
2. nomme´ position weight dans l’article originel [44]
Placement d’un ensemble de taˆches par un re´seau de Hopfield 87
a tendance a` minimiser le nombre de taˆches rejete´es, car les neurones utilisant des
re´gions peu utilise´es sont active´s.
Des valeurs de seuil peuvent eˆtre de´rive´es de la fonction Fc. Ainsi, la valeur de seuil





Par exemple, les valeurs des seuils des neurones x2,1 et x2,2 sont respectivement 0.5 et
1.
La fonction de couˆt Fc permet donc de cre´er des valeurs de seuil permettant de
re´duire le nombre de taˆches rejete´es.
4.1.3.4 Fusion des diffe´rentes fonctions
Les sections pre´ce´dentes ont pre´sente´ deux contraintes et une fonction de couˆt. Pour
construire le re´seau, les poids des connexions et les valeurs des seuils re´sultants de ces
trois fonctions doivent eˆtre additionne´s. L’e´nergie du re´seau est la somme des e´nergies
des fonctions le constituant. Soit,
– Eo la fonction d’e´nergie associe´e a` la contrainte de chevauchement,
– Ei la fonction d’e´nergie associe´e a` la contrainte de respect du nombre d’instances,
– Ec la fonction d’e´nergie associe´e a` la fonction de couˆt,
la fonction d’e´nergie globale du re´seau est alors
E = αEo + βEi + Ec
ou` α et β sont deux coefficients re´els.
Lorsque l’e´nergie E du re´seau n’est pas minimale, l’e´nergie apporte´e par au moins
une fonction d’e´nergie n’est pas minimale et la solution produite n’est pas optimale.
Si l’e´nergie apporte´e par les fonctions exprimant les contraintes Eo et Ei n’est pas
minimale, la solution est non seulement sous optimale mais surtout non valide. Si seule
la fonction de couˆt Ec n’est pas minimale, la solution est sous optimale mais valide.
On peut cependant conside´rer une solution ne respectant pas le nombre requis d’ins-
tances comme e´tant une solution valide. En effet, le nombre d’instances n’est pas celui
souhaite´ mais les instances peuvent eˆtre place´es. Ce cas se produit notamment lorsqu’il
n’est pas possible de placer toutes les instances demande´es, par manque de surface ou
de ressources. La solution contiendra un sous ensemble des instances souhaite´es.
L’addition des diffe´rentes re`gles est ge´ne´ralement une ope´ration assez complexe car
la valeur des coefficients (α et β) applique´s aux fonctions d’e´nergie doit eˆtre de´termine´e.
Ces coefficients permettent d’accorder plus ou moins d’importance a` chaque fonction.
Il est ainsi possible de privile´gier les contraintes au de´triment de la fonction de couˆt
afin d’obtenir des solutions valides. Comme nous l’avons vu dans la section 2.6, la
de´termination de ces coefficients peut s’ave´rer eˆtre une taˆche tre`s complexe.
Lors de la construction des fonctions d’e´nergie, des pre´cautions ont e´te´ prises afin
de privile´gier implicitement certaines fonctions. Comme nous l’avons vu dans la sec-
tion 4.1.3.2, la fonction Eo est applique´e apre`s les autres fonctions car elle de´pend des
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X2,11 + 0.5 X2,2 1 + 1
X1,11 + 0.5 X1,2
1 + 1

















Figure 4.8 – Re´seau de neurones de Hopfield associe´ aux taˆches de´crites par la fi-
gure 4.4.
valeurs de seuils apporte´es par les fonctions Ei et Ec. La contrainte incarne´e par la
fonction Eo est donc, par construction, toujours respecte´e.
Les valeurs des seuils apporte´es par la fonction de couˆt Ec sont quant a` elles stric-
tement infe´rieures a` un. Cette proprie´te´ lui permet de ne pas compromettre les re`gles
k-de-n. Si un neurone est de´sactive´ par une re`gle k-de-n, son e´nergie est au maximum
e´gale a`
−2k + 2k − 1 = −1
car au moins k neurones sont dans un e´tat actif. Or une e´nergie strictement infe´rieure a`
ze´ro aurait e´te´ suffisante pour de´sactiver le neurone. Cette marge peut donc eˆtre utilise´e
par la fonction de couˆt Fc en garantissant qu’elle ne compromettra pas les re`gles k-de-n.
Finalement, graˆce a` la construction des fonctions d’energie, les coefficients du re´seau
sont trivialement de´termine´s et valent
α = β = 1.
La figure 4.8 pre´sente la construction du re´seau de neurones de Hopfield associe´ a` la
figure 4.4. Le premier terme de la somme des valeurs de seuil est la valeur provennant
des re`gles k-de-n, le second, provient de la fonction de couˆt. Le premier terme de la
somme des poids de connexions provient des re`gles k-de-n, le second, de la contrainte
de chevauchement.
4.1.4 Modification de la dynamique du re´seau
Afin d’exploiter la fonction de couˆt pre´sente´e dans la section 4.1.3.3, il est ne´cessaire
de modifier la dynamique du re´seau. En effet, l’application seule de la fonction de couˆt
n’est pas suffisante pour ame´liorer la qualite´ des re´sultats car elle ne s’exprime qu’a`
travers des valeurs de seuil.
L’objectif de notre de´marche est de privile´gier, lors des premie`res ite´rations, l’activa-
tion de certains neurones, en l’occurrence les neurones associe´es aux instances occupant
des zones peu utilise´es par d’autres instances. Nous avons vu que la fonction de couˆt
permet de de´finir des valeurs de seuil en fonction du taux d’utilisation des re´gions : plus
le taux d’utilisation des zones occupe´es par une instance est important, plus la valeur
























Figure 4.9 – Exemple d’un jeu de taˆches
de seuil est petite. Les neurones a` privile´gier posse`dent donc une valeur de seuil plus im-
portante. Pour tirer parti de ces valeurs de seuil, nous allons modifier le comportement
de la fonction de seuillage H de´finie par l’e´quation (2.1).
Afin d’expliquer notre de´marche, nous allons conside´rer l’ensemble de taˆches re-
pre´sente´es par la figure 4.9. Les caracte´ristiques de ces taˆches sont re´sume´es dans le
tableau 4.2. Ce tableau pre´sente e´galement la valeur de seuil des neurones associe´s a`
chaque instance. Cette valeur est la somme de la valeur de seuil apporte´e par les re`gles
k-de-n ainsi que par la fonction de couˆt. Notons que, comme pre´ce´demment, des re`gles
1-de-n sont applique´es entre les diffe´rentes instances d’une meˆme taˆche. Les valeurs de
seuil appartiennent donc a` l’intervalle ]1, 2].
Les instances ayant une valeur de seuil e´gale a` deux sont les instances associe´es aux
neurones occupant les re´gions les moins utilise´es de la surface reconfigurable. Ce sont
donc ces neurones qui doivent eˆtre privile´gie´s.
A` l’initialisation du re´seau, tous les neurones sont a` l’e´tat inactif. Ainsi, aucun
neurone ne rec¸oit d’e´nergie via ses connexions. En utilisant la fonction d’activation H
classique (qui active un neurone si son e´nergie est supe´rieure ou e´gale a` ze´ro), le premier
neurone e´value´ de cet exemple sera active´, qu’il soit ou non inte´ressant. Or, si la fonction
d’activation compare l’e´nergie du re´seau, non plus a` ze´ro, mais a` la valeur deux, alors
seul les neurones les plus inte´ressants seront active´s lors de cette ite´ration. Il convient
ensuite d’utiliser la fonction d’activation H afin d’effectuer une exe´cution normale du
re´seau. Cette technique permet donc de guider l’initialisation afin d’ame´liorer la qualite´
des solutions ge´ne´re´es par le re´seau.
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Instance x y Largeur Hauteur Valeur de seuil
τ1,1 1 2 1 2 2.0
τ1,2 3 1 1 2 1.5
τ2,1 1 3 2 1 2.0
τ2,2 1 1 2 1 1.5
τ3,1 2 1 2 1 2.0
τ3,2 1 1 2 1 1.5
τ4,1 3 1 1 1 2.0
τ4,2 3 3 1 1 1.5
Table 4.2 – Re´capitulatif des caracte´ristiques des taˆches repre´sente´es par la figure 4.9
Cette modification de la dynamique du re´seau peut eˆtre pratique´e sur plusieurs
ite´rations du re´seau. Afin de ge´ne´raliser cette technique, la fonction d’activation H
de´finie par l’e´quation (2.1) est modifie´e. Nous de´finissons donc la fonction d’activation
H ′ telle que
∀x(t) ∈ R, H ′(x(t)) =
{
0 si x(t) < s(t)
1 si x(t) ≥ s(t) , (4.7)
ou` s(t) est une fonction de´croissante telle que
∃α ∈ N : ∀t > α⇒ s(t) = 0.
La fonction s, illustre´e par la figure 4.10, est donc une fonction de´croissante qui
est e´gale a` ze´ro apre`s un certain nombre d’ite´rations. Concre`tement, lors des premie`res
ite´rations, l’activation d’un neurone requiert une e´nergie strictement supe´rieure a` ze´ro.
Apre`s un certain nombre d’ite´rations, l’e´nergie des neurones est compare´e a` ze´ro et la
fonction H ′ se comporte comme la fonction H. Il est important de remarquer qu’apre`s
un certain nombre d’ite´rations, les comportements de la fonction H et H ′ sont iden-
tiques. Cela permet d’affirmer que la convergence du re´seau est e´galement garantie




Figure 4.10 – Exemple d’une fonction s. La fonction s est une fonction de´croissante
par e´chelon puis constante en ze´ro.
Si l’on conside`re l’ensemble de taˆches de´crit par la figure 4.9, les valeurs de seuil des
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s(t) H = [0] H ′ = [2 ; 0]
Pourcentage de jeux place´s entie`rement 37.58 50.75
Table 4.3 – Comparaison des fonctions d’activation H et H ′.
neurones sont e´gales a` 1.5 ou 2. Ainsi, la fonction
s(t) =
{
2 si t = 0
0 sinon
, (4.8)
peut eˆtre utilise´e afin de guider l’initialisation des neurones. Lors de la premie`re ite´ra-
tion, la fonction H ′ compare l’e´nergie des neurones a` 2, puis, lors des ite´rations suivantes
a` 0. Ainsi, dans un premier temps, seuls les neurones posse´dant une valeur de seuil e´gale
a` 2 pourront eˆtre active´s. A` cause des contraintes entre neurones, il est possible que
tout les neurones ayant une valeur de seuil e´gale a` 2 ne puissent eˆtre active´s. Alors, les
ite´rations suivantes activeront des neurones ayant une valeur infe´rieure a` 2.
La table 4.3 pre´sente des re´sultats de placement illustrant l’ame´lioration apporte´e
par la modification de la fonction d’activation. Un re´seau de neurones a e´te´ construit en
conside´rent le jeu de taˆches de´crit par la table 4.2. Nous comparons la fonction d’acti-
vation standard H de´finie par l’e´quation (2.1) a` la fonction d’activation H ′ utilisant la
fonction s de´finie par l’e´quation (4.8). Pour chacune de ces fonctions 1000 simulations
ont e´te´ effectue´es. Le pourcentage moyen de jeux entie`rement place´s a e´te´ retenu. Nous
pouvons ainsi constater que la fonction H ′ apporte une ame´lioration d’environ 13% sur
un jeu ou` il n’y a que peu de possibilite´s de placement.
Finalement, nous pouvons re´sumer le fonctionnement d’un re´seau disposant d’un
seuillage dynamique par les trois e´tapes suivantes
1. de´finir les e´chelons d’une fonction de seuillage s,
2. initialiser les neurones a` l’e´tat inactif,
3. e´valuer tous les neurones tant que s(t) 6= 0,
4. quand s(t) = 0, laisser converger le re´seau.
4.1.4.1 Choix d’une fonction s
L’exemple de la figure 4.9 utilise´ pre´ce´dement pour illustrer notre me´thode est un
exemple tre`s simple. Il n’y a en effet que deux instances par taˆche. La simplicite´ de
cet exemple a permis de facilement de´terminer les e´chelons de la fonction s. Lorsque
les jeux de taˆches sont plus importants, il peut s’ave´rer plus complexe de de´terminer
des e´chelons ade´quats. La de´termination des e´chelons va donc eˆtre effectue´e de manie`re
expe´rimentale.
La fonction de seuillage est de´croissante dans l’intervalle [1, 2] puis constante en
ze´ro. Les valeurs proches de deux permettent de se´lectionner les neurones privile´gie´s
par la fonction de couˆt. Il semblerait donc avantagueux de syste´matiquement de´finir
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une fonction s dont les premie`res valeurs de seuil seraient proches de deux. Or, ce type
de fonction peut mener a` des minimums locaux re´duisant ainsi la qualite´ du placement.
La figure 4.11 illustre ce phe´nome`ne. Diffe´rentes fonctions s sont teste´es sur un
jeu de sept taˆches posse´dant chacune six instances. Afin d’e´valuer la qualite´ des re´-
sultats produits par l’utilisation de chacune de ces fonctions, la figure 4.11 pre´sente
le pourcentage moyen de simulations ayant mene´es au placement de toutes les taˆches
soumises.
Comme un re´seau de Hopfield est non de´terministe, 1000 simulations pour chaque
fonction s ont e´te´ effectue´es et la moyenne a e´te´ retenue. La figure 4.11 pre´sente donc
le pourcentage de placement complet par rapport l’utilisation de diffe´rentes fonctions
de seuils. En abscisse, les valeurs de seuil utilise´es sont pre´cise´es. Lorsque la fonction

















Pourcentage de tâches placées en fonction de valeurs de seuils
Pourcentage de réussite
Pourcentage de réussite de H
Figure 4.11 – Simulation de diffe´rentes fonction s. L’abscisse de´crit les e´chelons utilise´s
tandis que l’ordonne´e pre´sente le pourcentage de taˆches place´es en fonction des e´chelons
utilise´s.
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Nous pouvons observer que les meilleurs re´sultats ne sont pas ne´cessairement ob-
tenu en utilisant les valeurs de seuil les plus e´leve´es (les plus proches de deux). En
effet, ce type de valeurs de seuil restreint la diversite´ des premie`res instances pouvant
eˆtre place´es, ce qui conduit a` une augmentation du nombre de minimums locaux. Par
exemple, lorsque la valeur de seuil est fixe´e a` deux, seules les instances ayant une valeur
de seuil supe´rieure ou e´gale a` deux peuvent eˆtre place´es. Si la valeur de seuil est fixe´e
a` 1.8, il existe potentiellement plus d’instances pouvant eˆtre place´es.
De plus, il est important de noter que les valeurs de seuil dynamiques ne de´gradent
jamais la qualite´ des re´sultats par rapport a` la dynamique classique (illustre´e par la
valeur de seuil [0.0]).
4.1.4.2 Seuillage dynamique et nombre d’instances active´es.
Dans les sections pre´ce´dentes, afin de simplifier les explications, des re`gles 1-de-
n ont e´te´ applique´es aux neurones associe´s aux instances d’une meˆme taˆche. Ainsi,
il n’est pas possible d’exe´cuter (et donc de placer) deux instances d’une meˆme taˆche
simultane´ment.
Or, dans un cadre plus ge´ne´ral, notre re´seau permet e´galement d’activer plusieurs
instances d’une meˆme taˆche. Les re`gles 1-de-n sont alors remplace´es par des re`gles k-de-
n, k e´tant e´gal aux nombres d’instances souhaite´es. Dans ce cas, les valeurs de seuil des
neurones n’appartiennent plus a` l’intervalle ]1, 2] comme e´nonce´ dans la section 4.1.4.
Pour appliquer notre technique de seuillage dynamique, il est alors ne´cessaire de nor-
maliser les valeurs de seuil et les connexions de tels neurones de manie`re a` ramener a` 1
les valeurs de seuil des neurones. Cette normalisation peut eˆtre re´alise´e en divisant par
2k − 1, les valeurs de seuil ainsi que les poids de connexions.
4.1.4.3 Imple´mentation du seuillage dynamique.
Pour re´aliser le seuillage dynamique, la fonction H a e´te´ modifie´e. Une alterna-
tive aurait e´te´ de modifier dynamiquement les valeurs de seuil des neurones du re´seau.
Ces deux solutions sont e´quivalentes en terme de comportement cependant, leur im-
ple´mentation diffe`re. Dans nos travaux, nous avons choisi d’imple´menter le seuillage
dynamique en modifiant la fonction H.
4.1.5 Re´sultats
Cette section pre´sente des expe´rimentations de notre algorithme de placement. Dans
un premier temps, les re´sultats du placement de jeux de taˆches par notre algorithme
sont pre´sente´s. Ces re´sultats sont finalement compare´s a` ceux obtenus en utilisant l’al-
gorithme SUP Fit [44].
Pour e´valuer ces algorithmes, nous ge´ne´rons des jeux de taˆches ale´atoirement ayant
certaines caracte´ristiques. Nous verrons que la taille des instances est de´finie ale´atoire-
ment dans un certain intervalle. Mais les parame`tres importants des jeux sont le nombre
de taˆches et le nombre d’instances par taˆche. De ces deux parame`tres de´pend directe-
ment la facilite´ ou non du placement d’un jeux de taˆches. Nous pourrons donc analyser
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le comportement de notre algorithme en fonction de la complexite´ de placement des
jeux de taˆches.
Conditions d’expe´rimentation. La zone reconfigurable conside´re´e pour ces simu-
lations est mode´lise´e par une matrice de dimension 10× 10. Parce que les instances ont
des positions pre´de´finies, il n’est pas ne´cessaire d’exprimer l’he´te´roge´ne´ite´ de la zone.
L’algorithme est teste´ sur des jeux de taˆches ge´ne´re´s ale´atoirement. La hauteur et la
largeur de chaque instance de taˆche ge´ne´re´e appartient a` l’intervalle [1, 5], ce qui corres-
pond au maximum a` la moitie´ de la taille de la surface mode´lise´e. De plus, nous avons
applique´ un seuillage dynamique au re´seau. La fonction de seuillage utilise´e posse`de les
valeurs de seuils
[1, 8 ; 1, 4 ; 1 ; 0].
Ces valeurs ont e´te´ choisies empiriquement en effectuant des simulations avec des valeurs
de seuils diffe´rentes sur des jeux de taˆches repre´sentatifs.
Parce que nous sommes dans un contexte he´te´roge`ne, il paraˆıt difficile d’estimer la
qualite´ du placement en e´valuant le degre´ de fragmentation de la zone. Nous basons
donc l’estimation de la qualite´ des re´sultats sur le pourcentage de taˆches place´es.
4.1.5.1 Simulations du placement d’un ensemble de taˆches
La table 4.4 pre´sente les re´sultats du placement d’un jeu de neuf taˆches posse´dant
chacune cinq instances. Les re´seaux de neurones de Hopfield ayant un comportement
non de´terministe, il est ne´cessaire d’effectuer plusieurs simulations pour estimer la qua-
lite´ des re´sultats. En guise d’exemple, la table 4.4 contient les re´sultats de 10 simula-
tions.
Le nombre de taˆches place´es n’est pas toujours optimal. Cependant, aucune solution
obtenue ne pre´sente d’instances se chevauchant. De plus, dans aucune solution, deux
instances d’une meˆme taˆche ont e´te´ se´lectionne´es. Toutes les solutions sont donc utili-
sables. La moyenne du nombre de taˆches place´es est 8.5, le nombre optimal de taˆches
place´es e´tant de 9, les re´sultats de cette simulation s’ave`rent tre`s proche de l’optimum.
Simulations 1 2 3 4 5 6 7 8 9 10
] Taˆches place´es 9 8 9 8 7 8 9 9 9 9
Table 4.4 – Nombre de taˆches place´es pour 10 simulations de placement d’un jeu de 9
taˆches posse´dant chacune 5 instances.
4.1.5.2 Simulations sur plusieurs jeux de taˆches ayant des caracte´ristiques
identiques
La figure 4.12 est un histogramme pre´sentant les re´sultats du placement de 10 jeux
de taˆches. Dans cet exemple, chaque jeu de taˆches contient neuf taˆches posse´dant cha-
cune cinq instances. Chacune de ces instances est ge´ne´re´e ale´atoirement, elles posse`dent
donc des positions et formes diffe´rentes a` chaque simulation.
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Pour chaque jeu de taˆches, 20 simulations sont effectue´es afin d’e´valuer le compor-
tement moyen du re´seau de neurones. L’histogramme pre´sente donc les moyennes de
20 simulations par jeu de taˆches. Le nombre moyen de taˆches place´es varie entre six et
neuf. La moyenne est de 7.9 pour l’ensemble des simulations. De plus, lors de toutes les
simulations, aucun chevauchement n’a e´te´ produit et le nombre d’instances par taˆche







1 2 3 4 5 6 7 8 9 10
Nombre moyen sur les 10 jeux
Nombre moyen de tâches placées
Figure 4.12 – Moyennes du nombre de taˆches place´es. Chaque jeu contient neuf taˆches,
et chaque taˆche posse`de cinq instances.
4.1.5.3 Comparaisons avec l’algorithme SUP Fit
La figure 4.13 pre´sente une comparaison entre l’algorithme SUP Fit [44] et notre
algorithme base´ sur des re´seaux de neurones. Cet histogramme compare le taux de
succe`s de ces deux algorithmes. Nous conside´rons ici qu’un succe`s est une solution ou`
toutes les taˆches sont place´es. Le taux de succe`s est donc le pourcentage de placement
complet.
Afin de comparer ces deux algorithmes, ils ont e´te´ teste´s sur plusieurs jeux de taˆches
aux proprie´te´s diffe´rentes. Ainsi, un jeu de taˆches particulier contient un certain nombre
de taˆches et chaque taˆche posse`de un certain nombre d’instances. Par exemple, le jeu
de taˆches 9× 6 de la figure 4.13 contient neuf taˆches posse´dant chacune six instances.
Dans cette e´valuation, toutes les taˆches d’un jeu de taˆches posse`dent le meˆme nombre
d’instances afin de simplifier le cadre d’e´tude. Bien entendu, chaque taˆche pourrait
posse´der un nombre distinct d’instances. 40 jeux de taˆches sont ge´ne´re´s ale´atoirement
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pour chaque type. La proce´dure d’e´valuation pour chaque jeu de taˆches est la meˆme
que celle de´crite pour la figure 4.12. Finalement, le taux de succe`s moyen de chaque
ensemble de 40 jeux de taˆche est retenu.
L’algorithme SUP Fit a e´te´ conc¸u pour placer une taˆche sur une architecture he´-
te´roge`ne. Pour placer un ensemble de n taˆches, il est donc ne´cessaire d’exe´cuter n fois
l’algorithme. L’ordre de placement des diffe´rentes taˆches impacte les re´sultats du pla-
cement de l’ensemble de taˆches. Afin d’en capturer le comportement moyen, tous les
ordres de placement de taˆches sont soumis a` l’algorithme SUP Fit , le taux de succe`s





























































Nombre de tâches x Nombre d’instances
Réseau de neurones
Algorithme SUP Fit
Figure 4.13 – Comparaison des taux de succe`s de l’algorithme SUP Fit et de notre
algorithme.
La figure 4.13 montre que notre re´seau de neurones fournit des re´sultats similaires
a` ceux obtenus par l’algorithme SUP Fit . En effet, le taux de succe`s moyen obtenu
par l’algorithme SUP Fit sur l’ensemble des jeux de taˆches est e´gal a` 66.96% et pour
notre re´seau de neurones, il est e´gal a` 66.43%. Nous disposons donc d’un ordonnanceur
spatial fournissant des solutions de qualite´ e´quivalente a` l’algorithme SUP Fit tout en
be´ne´ficiant des qualite´s intrinse`ques des re´seaux de neurones de Hopfield. Ainsi, notre
ordonnanceur profite d’une imple´mentation mate´rielle efficace commune aux re´seaux
de Hopfield. De plus, des techniques de´veloppe´es dans le chapitre 5, telles que la to-
le´rance aux fautes et la paralle´lisation de l’e´valuation du re´seau, sont applicables a`
notre ordonnanceur. Finalement, un dernier point tre`s inte´ressant est que le caracte`re
non de´terministe des re´seaux de neurones permet de ge´ne´rer des solutions diffe´rentes a`
chaque appel a` l’ordonnanceur. Il nous est ainsi possible de ge´ne´rer plusieurs solutions
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afin de choisir la plus satisfaisante.
4.1.5.4 Comparaison en temps d’exe´cution
Dans cette section, nous avons pre´sente´ des re´sultats relatifs a` la qualite´ des solutions
obtenues. Afin de mener une e´tude comple`te de notre algorithme, il serait ne´cessaire
d’effectuer une comparaison en temps d’exe´cution par rapport a` d’autres solutions. Ce-
pendant, il s’ave`re complexe de comparer une solution neuronale a` une autre solution,
de part les diffe´rences existantes entre les mode`les d’exe´cution. Pour effectuer une com-
paraison en complexite´, il serait ne´cessaire de borner le nombre d’ite´rations assurant
la convergence. Or cette e´tude mathe´matique requiert des outils tre`s sophistique´s issus
du domaine des syste`mes dynamiques. En ce qui concerne une comparaison en temps
d’exe´cution, nous ne disposons pas actuellement d’une imple´mentation mate´rielle de
notre re´seau de neurones. Parce qu’une imple´mentation logicielle du re´seau de neu-
rones n’est pas repre´sentative de ses performances, nous ne pouvons donc pas e´valuer
correctement son temps d’exe´cution. Afin de fournir un ordre de grandeur des perfor-
mances de notre re´seau, la figure 4.14 pre´sente le nombre d’e´valuations de neurones en
fonction du nombre de taˆches et d’instances. Chaque re´sultat pre´sente´ est la moyenne
de 20 jeux de taˆches ale´atoirement e´value´s 20 fois. Ainsi, pour un ensemble de neuf
























Nombre de tâches x Nombre d’instances
Nombre d’évaluations de neurones
Figure 4.14 – Nombre d’e´valuations de neurones en fonction du nombre de taˆches et
d’instances.
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4.1.6 Utilisation du re´seau de neurones dans un contexte re´el
Jusqu’a` pre´sent, tant pour la pre´sentation du re´seau que pour son expe´rimentation,
nous avons conside´re´ le placement d’un ensemble de taˆches sur une zone reconfigurable
comple`tement libre. Dans cette section, nous pre´sentons les me´canismes permettant de
s’abstraire de ces hypothe`ses, a` savoir, le placement d’un sous ensemble de taˆches et la
mode´lisation de l’e´tat de la zone reconfigurable.
4.1.6.1 Placement d’un sous ensemble de taˆches
Nous avons vu, qu’a` la construction du re´seau de neurones, toutes les instances des
taˆches sont prises en compte. Or, lors de l’exe´cution de l’application, il est fortement
probable qu’a` un instant donne´, seul un sous ensemble des taˆches doit eˆtre place´. Dans ce
cas, l’e´tat des neurones associe´s aux instances de taˆches ne devant pas eˆtre place´es peut
eˆtre bloque´ a` l’e´tat inactif, peu importe le re´sultat de leurs e´valuations. Cette me´thode
pre´sente l’avantage d’eˆtre tre`s simple a` imple´menter. Cependant, des e´valuations inutiles
seront effectue´es. Pour e´viter ces e´valuations, il est ne´cessaire d’ajouter un me´canisme
visant a` controˆler quels sont les neurones a` e´valuer.
Le me´canisme bloquant l’e´tat des neurones de´passe le mode`le d’e´valuation originel
d’un re´seau de neurones de Hopfield. Un moyen the´oriquement plus e´le´gant de controˆler
les taˆches a` placer consisterait a` profiter des re`gles k-de-n applique´es sur les instances
de chaque taˆche. Supposons qu’a` un instant t, toutes les taˆches de l’application doivent
eˆtre place´e a` l’exception de la taˆche τi. Si a` l’instant t, la re`gle 1-de-n applique´e sur
les instances de la taˆche τi est modifie´e en une re`gle 0-de-n, alors aucune instance de
la taˆche τi ne sera place´e a` l’instant t. Cette me´thode impliquant des modifications
des parame`tres du re´seau (valeurs de seuil et de connexion), nous pre´fe´rerons bloquer
artificiellement l’e´tat des neurones, dans un souci de simplifier l’imple´mentation du
re´seau.
4.1.6.2 Gestion de l’e´tat de la zone reconfigurable
Lors de l’exe´cution d’une application, les taˆches sont place´es a` diffe´rents instants,
en fonction de son flot d’exe´cution. L’ordonnanceur doit donc placer des taˆches sur une
zone partiellement occupe´e. Il convient donc d’eˆtre en mesure de spe´cifier ces occupa-
tions a` l’ordonnanceur. En fait, les zones occupe´es correspondent a` des taˆches en cours
d’exe´cution, plus pre´cise´ment, a` des instances de taˆches en cours d’exe´cution. Si l’e´tat
des neurones associe´s a` ces instances est bloque´ a` l’e´tat actif, la contrainte de chevau-
chement du re´seau de neurone empeˆchera l’activation d’autres instances utilisant ces
zones. Nous disposons donc d’un moyen simple de spe´cifier les zones occupe´es : lors-
qu’une instance est place´e, l’e´tat du neurone lui e´tant associe´ est bloque´ a` l’e´tat inactif
jusqu’a` que l’instance ait termine´ son exe´cution.
Les deux me´canismes pre´ce´demment e´voque´s utilisent la meˆme technique, a` savoir,
la capacite´ de bloquer artificiellement l’e´tat d’un neurone. Ainsi, une imple´mentation
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du re´seau de neurone pourvue de cette fonctionnalite´ permet d’exploiter l’ordonnanceur
dans un contexte applicatif re´el.
4.1.7 Conclusion
Dans cette section, nous avons pre´sente´ un algorithme base´ sur un re´seau de Hopfield
permettant de placer un ensemble de taˆches sur une zone reconfigurable he´te´roge`ne.
La me´thode de construction du re´seau a e´te´ pre´sente´e et s’ave`re relativement simple
en vertu de l’absence de coefficients applique´s aux re`gles composant le re´seau. Ces
re`gles garantissent l’obtention d’une solution de placement valide. La de´termination
des e´chelons permettant d’ame´liorer la qualite´ des solutions requiert cependant quelques
expe´rimentations. Enfin, nous avons compare´ notre algorithme par rapport a` un autre
algorithme de placement de taˆches sur une architecture he´te´roge`ne reconfigurable.
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4.2 Placement en colonne
Dans la premie`re partie de ce chapitre, le mode`le d’instance que nous avons utilise´
permettait d’apporter de la flexibilite´ tout en e´vitant les proble`mes que peuvent poser
la relocation de bitstream. Dans cette partie, nous supposons disposer d’un outil de
relocation, plus pre´cise´ment, d’un outil supportant un cas particulier de la relocation
de bitstream. En effet, nous pouvons distinguer deux degre´s diffe´rents dans la complexite´
de l’ope´ration de relocation, a` savoir
1. reloger un bitstream sur des zones offrant les meˆmes ressources,
2. reloger un bitstream sur des zones offrant des ressources de types diffe´rents.
La synthe`se d’une taˆche sur une architecture reconfigurable peut utiliser des ressources
particulie`res, non pre´sentes sur l’ensemble de la zone. Ainsi, il semble tre`s complexe
de reloger un bitstream sur des zones offrant des ressources de types diffe´rents car il
serait ne´cessaire d’effectuer dynamiquement une nouvelle synthe`se afin d’obtenir un
bitstream utilisant uniquement les ressources offertes par l’emplacement choisi. Cepen-
dant, la relocation d’un bitstream a` un emplacement offrant les meˆmes ressources que
l’emplacement originel semble bien plus re´aliste.
Dans cette partie du chapitre, nous pre´sentons un mode`le de taˆche permettant de
dissocier ces deux degre´s de relocation. Ainsi, l’algorithme pre´sente´ suppose la relocation
de bitstream uniquement entre des zones offrant des ressources identiques.
Motivations. Dans la premie`re partie du chapitre, nous avons pre´sente´ un algo-
rithme de placement pour architectures he´te´roge`nes. Nous utilisions alors les instances
de taˆches pour supporter le caracte`re he´te´roge`ne de l’architecture. A` chaque emplace-
ment d’exe´cution d’une taˆche, nous associons une instance. Lorsque la surface offerte
par l’architecture reconfigurable augmente, pour maintenir une flexibilite´ e´quivalente,
le nombre d’instances doit eˆtre d’autant augmente´. Ainsi, le concept d’instance tel que
nous l’avions de´fini peut montrer ces limites.
La figure 4.15 pre´sente l’e´volution en terme de quantite´ de ressources disponibles
pour diffe´rentes ge´ne´rations de FPGA Xilinx issus de la famille Virtex. La me´trique
choisie pour illustrer l’e´volution de ces FPGA est le nombre de slices 3. Comme les
familles Virtex sont compose´es de plusieurs mode`les aux nombres et types de ressources
diffe´rents, le graphique indique le nombre de slices minimum et maximum de l’ensemble
des mode`les de chaque famille.
Nous constatons donc qu’en moins de quatre ans, le nombre de slices des plus gros
mode`les de FPGA est passe´ d’environ 40 000 slices a` environ 300 000 slices. Cette
augmentation tre`s importante du nombre de slices, et donc des capacite´s de calcul des
FPGA, permet d’exe´cuter des applications de plus en plus complexes sur ce type de
cibles.
3. Les slices sont les unite´s programmables e´le´mentaires des FPGAs Xilinx. A` partir des Virtex 5,
ils sont principalement compose´s de quatre LUT.

















Figure 4.15 – E´volution du nombre de slices de la famille Virtex de Xilinx. Chaque
barre indique le nombre minimal et maximal de slices de l’ensemble des mode`les au
sein d’une famille.
A` cause de l’augmentation importante de la surface des FPGA, le nombre de posi-
tions pour chaque taˆche doit eˆtre augmente´ afin de s’adapter au mieux au flot d’exe´cu-
tion. C’est ainsi que le nombre d’instances augmente.
Nous taˆchons donc de trouver une me´thode permettant de re´duire ce nombre d’ins-
tances tout en conservant une flexibilite´ identique de placement sur une architecture
reconfigurable he´te´roge`ne.
La premie`re section de cette partie pre´sente une organisation typique des ressources
d’une architecture reconfigurable. Les observations de cette organisation permettent de
de´velopper un nouveau mode`le de taˆches, pre´sente´ dans la deuxie`me section. La troi-
sie`me section pre´sente un algorithme simple ayant pour objectif d’illustrer les avantages
de ce mode`le de taˆches. Finalement, la dernie`re section compare le mode`le de taˆches
utilise´ dans la premie`re partie du chapitre avec ce nouveau mode`le.
4.2.1 Organisation des ressources d’une architecture reconfigurable
he´te´roge`ne
Les ressources d’une architecture reconfigurable sont relativement organise´es. La
figure 4.16 expose explicitement cette organisation. Nous pouvons observer que les
zones en surbrillance sont compose´es des meˆmes ressources, a` savoir, des DSP (en vert),
des CLB (en bleu) et des BRam (en rouge), en nombres et emplacements identiques.
Bien que cette figure ne mette en e´vidence que les deux premie`res lignes, toute la zone
reconfigurable est organise´e de cette manie`re. La zone reconfigurable est donc compose´e
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Figure 4.16 – Illustration de la pre´sence de syme´tries dans la disposition des ressources
d’une architecture reconfigurable he´te´roge`ne (Xilinx Virtex 5 SX50t).
de colonnes, et chaque colonne est constitue´e de re´gions identiques. Dans la suite, nous
exploitons cette organisation pour de´finir un nouveau mode`le de taˆches.
4.2.2 Mode´lisation d’une taˆche
La section pre´ce´dente a montre´ que la surface reconfigurable peut eˆtre de´compose´e
en colonnes et qu’une colonne offre des ressources identiques sur toute sa hauteur. Nous
allons donc utiliser cette proprie´te´ pour de´finir un nouveau mode`le d’instances de taˆche.
Une instance peut utiliser les ressources de plusieurs colonnes conse´cutives. Elle a
donc une colonne comme origine et sa largeur est de´finie par un nombre de colonnes.
Comme une colonne offre des ressources identiques sur toute sa hauteur, nous conside´-
rons qu’une instance peut eˆtre place´e verticalement n’importe ou`.
La figure 4.17 pre´sente l’instance τ1,1 d’une taˆche τ1. La figure 4.17.a pre´sente les
caracte´ristiques de l’instance. Elle a pour origine la colonne 1 et requiert des ressources
des colonnes 2 et 3, sa hauteur est e´gale a` deux re´gions, une re´gion e´tant compose´e d’un
ensemble de ressources. Les figures 4.17.b, 4.17.c et 4.17.d pre´sentent les trois autres
positions possibles pour l’instance τ1,1. Ainsi, une instance peut eˆtre place´e a` quatre
emplacements diffe´rents.
Les caracte´ristiques cτ1,1 d’une instance τ1,1 sont de´finies par le triplet (lτ1,1 , hτ1,1 , Vτ1,1)
ou`
– lτ1,1 correspond au nombre de colonnes utilise´es ;
– hτ1,1 correspond au nombre de lignes ;
– Vτ1,1 est un vecteur de positions possibles de´fini par Vτ1,1 = [1, ..., hard − hτ1,1 ],
avec hard qui correspond a` la hauteur de la surface.
De plus, dans la suite, nous noterons τi,j,k l’instance τi,j place´e a` la position v
k
τi,j , ou`
vkτi,j de´note l’e´le´ment k du vecteur de positions potentielles Vτi,j . Et nous nommerons
instance positionne´e l’instance τi,j,k.
Par exemple, les caracte´ristiques de l’instance τ1,1 de´crite par la figure 4.17 sont
de´finies par le triplet (3, 2, [1, 2, 3, 4]).
De plus, nous conservons la notion d’instance afin de pouvoir utiliser diffe´rents
types de ressources pour exe´cuter une taˆche. La figure 4.18 pre´sente deux instances de
la taˆche τ1. L’instance τ1,1 a e´te´ de´crite pre´ce´dement. Quant a` l’instance τ1,2, elle utilise

















































Figure 4.17 – Description de toutes les positions verticales de l’instance τ1,1.
des colonnes diffe´rentes et dispose de trois positions diffe´rentes. Ces caracte´ristiques
sont de´finies par le triplet cτ1,2 = (2, 3, [1, 2, 3]). Une taˆche est donc de´crite par un
vecteur de triplets, chacun de ces triplets de´crivant une instance. Ainsi, la taˆche τ1 est
de´crite par le vecteur de caracte´ristiques de ses instance Cτ1 = [cτ1,1 , cτ1,2 ].
Nous constatons donc qu’avec seulement deux instances, nous disposons de´sormais
de sept emplacements diffe´rents pour l’exe´cution de la taˆche τ1. En effet, nous avons























Figure 4.18 – Illustration de deux instances de la taˆche τ1.
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Figure 4.19 – Illustration des e´tapes de l’algorithme de placement de taˆches.
4.2.3 Algorithme de placement
Dans cette section, nous pre´sentons un algorithme simple exploitant notre mode`le
d’instance par colonne. Dans la suite, nous nommons cet algorithme Colonne. Nous
de´taillons l’ope´ration de placement d’une taˆche. Cette ope´ration est base´e sur une heu-
ristique inspire´e des travaux de Marconi et al.[49]. De plus, nous pre´ciserons brie`vement
l’ope´ration de suppression d’une taˆche, qui est relativement triviale.
4.2.3.1 Placement d’une taˆche
La figure 4.19 pre´sente le fonctionnement global de l’algorithme dans le cas du
placement d’une taˆche ; il est principalement constitue´ de deux phases. La premie`re
e´tape consiste a` de´terminer des positions potentielles pour l’ensemble des instances
associe´es a` la taˆche devant eˆtre place´e. La seconde e´tape consiste a` se´lectionner une
instance parmi les instances pouvant eˆtre place´es. Ces deux e´tapes ne´cessitent des
heuristiques pouvant eˆtre de nature diffe´rente en fonction des objectifs impose´s. Par
exemple, si l’on souhaite conserver un type de ressources en particulier, il convient de
choisir une instance n’utilisant pas ce type de ressources. Dans la suite, nous avons choisi
d’appliquer une heuristique plus ge´ne´raliste ayant pour but de limiter la fragmentation
de la zone reconfigurable.
De´termination de la position des instances. La premie`re e´tape de l’algorithme
consiste a` de´terminer des positions pour les instances de la taˆche devant eˆtre place´e.
Ces choix sont effectue´s en utilisant une heuristique. Nous avons choisi de nous inspirer
de l’algorithme quad corner [49].
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Les auteurs de [49] s’inte´ressent au placement de taˆches sur une zone reconfigurable
homoge`ne. Ils proposent cependant une heuristique inte´ressante pour de´terminer l’em-
placement d’une taˆche. L’objectif de cette heuristique est de conserver un grand espace
contigu au centre de la surface. Les taˆches sont donc place´es prioritairement aux bords
de la zone reconfigurable. Ainsi, l’algorithme qu’ils proposent est nomme´ quad corner
car les taˆches sont prioritairement place´es aux quatre coins de la zone. De plus, les
taˆches sont place´es dans un coin en fonction de leur taille. Ainsi, chaque coin accueille
des taˆches ayant une taille semblable afin de limiter la fragmentation.
Parce que nous conside´rons une zone reconfigurable he´te´roge`ne, la liberte´ de place-
ment est plus restreinte que dans les travaux de Marconi et al. ou` ils conside`rent une
zone homoge`ne. Ainsi, nous nous contentons de choisir des positions le plus au bord de
la zone sans conside´rer la taille des taˆches. Afin d’estimer les positions des instances,
nous de´terminons leur centre de gravite´ g, gτi,j,k de´notant le centre de gravite´ de l’ins-
tance τi,j place´e verticalement a` la position vk. Nous notons gard le centre de gravite´ de
la zone reconfigurable. La position verticale la plus au bord de la zone reconfigurable
e´tant la position la plus eloigne´e du centre de gravite´ gard, nous se´lectionnons la position
la plus eloigne´e du centre de gravite´ gard. Bien entendu, seules les positions n’occupant
pas de re´gions de´ja` utilise´es peuvent eˆtre se´lectionne´es. Pour une instance τi,j , de´crite
par le triplet (hτi,j , lτi,j , Vτi,j ), nous souhaitons donc se´lectionner l’instance positionne´e
τi,j,k | max(d(gτi,j,k , gard)) ∀ k, (4.9)
qui n’utilise pas de re´gions occupe´es par d’autres instances.
La figure 4.20 illustre le fonctionnement de notre heuristique. Nous conside´rons que
la taˆche τ1 de´crite par la figure 4.18, doit eˆtre place´e. il s’agit donc de se´lectionner
des instances positionne´es pour les instances τ1,1 et τ1,2. La figure 4.20.a de´crit l’e´tat
de la zone reconfigurable au moment ou` les positions des instances τ1,1 et τ1,2 doivent
eˆtre de´termine´es. Les re´gions hachure´es sont occupe´es par des taˆches en cours d’exe´-
cution. Elles ne peuvent donc pas eˆtre utilise´es. Les figures 4.20.b et 4.20.c de´crivent
respectivement les positions des instances τ1,1 et τ1,2 de´termine´es par notre heuristique.




































Figure 4.20 – De´termination des positions en utilisant l’heuristique issue de l’algo-
rithme quad corner . (a) L’e´tat de la zone reconfigurable. Les re´gions hachure´es sont
occupe´es par d’autres taˆches. (b) Position obtenue pour l’instance τ1,1. (c) Position de
l’instance τ1,2
Se´lection d’une instance. Lorsque les instances d’une taˆche devant eˆtre place´e se
sont vues attribuer des positions, il convient d’en choisir une. A` nouveau, diffe´rentes
heuristiques peuvent eˆtre utilise´es pour effectuer ce choix. Dans notre proposition, nous
visons a` pre´server un espace libre au centre de la zone reconfigurable. Ainsi, nous choi-
sissons l’instance la plus e´loigne´e du centre de la zone. Nous conside´rons le placement
de la taˆche τi. L’e´tape pre´ce´dente de l’algorithme a se´lectionne´ une instance positionne´e
pour chaque instance d’une taˆche τi, ce qui constitue le vecteur d’instances position-
ne´es P = [τi,1,k1 , τi,2,k2 , ..., τi,j,kj ]. Cette e´tape de l’algorithme consiste a` se´lectionner
l’instance positionne´e
τi,l,kl | max(d(gτi,l,kl , gard)) ∀ l. (4.10)
En conside´rant l’exemple de´crit par la figure 4.20, l’instance positionne´e τ1,1,4 serait
se´lectionne´e.
Remarque. Le comportement de l’algorithme SUP Fit que nous avions pre´sente´
pre´ce´demment peut eˆtre e´quivalent a` celui de l’algorithme quad corner. Si l’on conside`re
une surface homoge`ne ou` une taˆche peut eˆtre place´e n’importe ou`, c’est a` dire qu’il existe
une instance pour toute position, alors, l’algorithme SUP Fit placera les taˆches dans les
coins. En effet, les re´gions au bord de la surface sont les re´gions utilise´es par le moins
d’instances et donc les re´gions privile´gie´es lors des premiers placements.
4.2.3.2 Suppression d’une taˆche
Lorsqu’une taˆche a termine´ son exe´cution, il est ne´cessaire de libe´rer l’espace qu’elle
occupait sur la ressource. Cette e´tape est de´pendante de l’imple´mentation de l’algo-
rithme de placement. Lors du placement d’une taˆche, il est ne´cessaire de disposer d’une
structure de donne´es capturant l’e´tat de la zone reconfigurable. L’e´tape de suppres-
sion d’une taˆche consiste simplement a` mettre a` jour cette structure de donne´es. Par
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exemple, si la zone reconfigurable est mode´lise´e par une matrice dont chaque e´le´ment re-
pre´sente l’e´tat d’une re´gion par une variable binaire, la suppression d’une taˆche consiste
a` modifier l’e´tat des e´le´ments de la matrice de´crivant les re´gions utilise´es par cette taˆche.
Compactage des taˆches. Notons qu’il serait possible de compacter la zone recon-
figurable suite a` la suppression d’une taˆche. Cependant, cette ope´ration ne´cessite de
de´placer des taˆches en cours d’exe´cution, ce qui requiert une sauvegarde du contexte
des taˆches. Or, il s’ave`re particulie`rement difficile d’obtenir le contexte d’une taˆche
mate´rielle [56]. Notre algorithme n’effectue donc pas de compactage.
4.2.4 Expe´rimentations
Cette section pre´sente des simulations de notre algorithme de placement en colonne.
Pour l’e´valuer, des sce´narios d’exe´cution sont ale´atoirement ge´ne´re´s. L’algorithme pre´-
ce´demment expose´ est alors applique´ a` chaque slot du sce´nario. Le pourcentage de
taˆches place´es par notre algorithme est alors compare´ a` celui obtenu par l’algorithme
SUP Fit . Finalement, une comparaison du nombre d’instances ne´cessaires a` l’obtention
de re´sultats similaires entre SUP Fit et notre algorithme illustrera les avantages de ce
dernier.
4.2.4.1 Sce´nario d’exe´cution
La figure 4.21 pre´sente un exemple de sce´nario d’exe´cution d’une application com-
pose´e de six taˆches. Dans ces expe´rimentations, nous conside´rons que chaque taˆche
de l’application peut eˆtre exe´cute´e plusieurs fois et que chaque exe´cution d’une meˆme
taˆche peut ne´cessiter un nombre diffe´rent de slots. Par exemple, la taˆche τ2 est exe´cute´e
au temps t = 8 durant deux slots et au temps t = 18 durant un slot .
Un sce´nario permet d’e´valuer le comportement de l’algorithme de placement en
fonction des ajouts et suppressions de taˆches. Plus pre´cise´ment, les placements succes-
sifs des taˆches peuvent engendrer une fragmentation de la zone reconfigurable, ce que
l’algorithme de placement doit limiter.
En conside´rant l’exemple illustre´ par la figure 4.21, au temps t = 0, la taˆche τ3 doit
eˆtre place´e. L’algorithme de placement de´termine une position pour une instance de la
taˆche τ3. La zone reconfigurable est partiellement occupe´e par cette instance jusqu’au
temps t = 16, ou` la taˆche τ3 termine son exe´cution. L’espace de la zone reconfigurable
occupe´ par cette instance est alors libe´re´.
Le choix d’une instance et d’une position de´pend de l’e´tat de la zone reconfigurable.
Par exemple, a` la premie`re exe´cution de la taˆche τ0 (a` t = 4), la zone reconfigurable
est occupe´e par les taˆches τ1 et τ3. Lors de la deuxie`me exe´cution de la taˆche τ0 (a`
t = 11), la zone reconfigurable est occupe´e par les taˆches τ1, τ3 et τ4. L’e´tat de la
zone est donc diffe´rent entre ces deux exe´cutions. L’algorithme sera donc probablement
amene´ a` choisir des instances et/ou des positions diffe´rentes.
Dans la suite des expe´rimentations, nous ge´ne´rons ale´atoirement des sce´narios en
parame´trant le nombre de taˆches ainsi que que le nombre de slots du sce´nario.
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Figure 4.21 – Exemple d’un sce´nario d’exe´cution de taˆches.
4.2.4.2 Comparaison du nombre de taˆches rejete´es
Dans cette section, une e´valuation de la qualite´ de notre algorithme est pre´sente´e.
Afin d’estimer sa qualite´, nous le comparons a` l’algorithme SUP Fit sur un ensemble
de sce´narios ge´ne´re´s ale´atoirement. Ces sce´narios comportent 40 slots et a` chaque slot
correspond une action d’ajout ou de suppression de taˆches.
Dans ces expe´rimentations, une zone reconfigurable mode´lise´e par une grille de
re´gion de dimension 30×30 est utilise´e. Chaque jeu de taˆches posse`de 20 taˆches, chacune
e´tant de´crite par un nombre d’instances spe´cifie´ dans les re´sultats que nous pre´sentons.
La taille et la position des instances sont de´termine´es ale´atoirement.
La figure 4.22 pre´sente des re´sultats de simulation de sce´narios. La qualite´ de ces
simulations est mesure´e par le pourcentage de taˆches place´es. La qualite´ du placement
de´pendant du nombre d’instances des taˆches, la figure 4.22 pre´sente des re´sultats pour
des taˆches disposant de une a` neuf instances, et le placement de chacun de ces jeux de
taˆches est effectue´ par trois algorithmes, a` savoir, l’algorithme Colonne de´crit pre´ce´-
demment, l’algorithme SUP Fit , note´ SUP Fit 1 dans la figure 4.22 et une variante de
l’algorithme SUP Fit , note´ SUP Fit *, ou` le nombre d’instances est augmente´ artifi-
ciellement. Ainsi, pour une instance d’une taˆche, nous ge´ne´rons les instances de´crivant
toutes les positions verticales valides de cette instance. L’algorithme SUP Fit * dis-
pose ainsi des meˆmes possibilite´s de placement que notre algorithme de placement en
colonne.
La figure 4.22 pre´sente donc les re´sultats de ces trois algorithmes en fonction du
nombre d’instances. Les re´sultats des diffe´rents algorithmes de´pendant des tailles et
positions des instances, nous testons chaque algorithme sur 100 jeux de taˆches. Par
exemple, 100 jeux de taˆches, dont chaque taˆche est de´crite par une instance, ont e´te´
ge´ne´re´s. La figure 4.22 pre´sente le pourcentage moyen de taˆches place´es.
De manie`re ge´ne´rale, nous pouvons observer que le pourcentage de taˆches place´es
croˆıt lorsque le nombre d’instances augmente. En effet, plus il y a d’instances de taˆches,
plus l’algorithme de placement a de liberte´ lors du choix des positions des taˆches a`
placer.
Nous pouvons e´galement constater que l’algorithme SUP Fit 1 obtient des re´sul-
tats tre`s nettement infe´rieurs aux deux autres algorithmes. Le pourcentage moyen de
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taˆches place´es obtenu par l’algorithme SUP Fit 1, sur l’ensemble des jeux de taˆches
pre´sente´s par la figure 4.22, est e´gal a` 54, alors qu’il est environ e´gal a` 78 pour les
deux autres algorithmes. Cette diffe´rence de qualite´ provient essentiellement du faible
nombre d’instances conside´re´es par l’algorithme SUP Fit 1. En effet, lorsque le nombre
d’instances est plus important, l’algorithme SUP Fit fournit des re´sultats similaires
a` notre algorithme de placement en colonnes. Ainsi, le pourcentage moyen de taˆches
place´es, sur l’ensemble de jeux de taˆches, par l’algorithme SUP Fit * est e´gal a` 78.2, et
celui de l’algorithme Colonne a` 77.5.
Les re´sultats obtenus par l’algorithme SUP Fit * et Colonne indiquent que les
heuristiques issues de l’algorithme SUP Fit et de l’algorithme quad corner fournissent
des re´sultats comparables. Cependant, le nombre d’instances conside´re´es par ces deux
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Figure 4.22 – Comparaison du pourcentage de taˆches place´es par l’algorithme SUP
Fit 1,SUP Fit * et Colonne. Dans ces simulations, nous conside´rons des sce´narios
comportant 20 taˆches et 40 slots. Les taˆches disposent d’un nombre variable d’instances
indique´es en abscisse.
4.2.4.3 Comparaison du nombre d’instances re´elles
Dans la section pre´ce´dente, nous avons constate´ que les algorithmes SUP Fit *
et Colonne fournissent des re´sultats similaires. Le proble`me majeur de l’algorithme
SUP Fit est que les instances de taˆches qu’il conside`re ont toutes une position fixe,
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Figure 4.23 – Comparaison du nombre d’instances utilise´es par l’algorithme SUP Fit *
et Colonne lors des simulations pre´sente´es par la figure 4.22.
contrairement a` l’algorithme Colonne qui dispose de la possibilite´ de placer une instance
dans toute la colonne de la zone reconfigurable.
Nous avons vu que l’algorithme SUP Fit * est une variante de l’algorithme SUP Fit
ou` nous avons cre´e´ des instances supple´mentaires afin d’obtenir une liberte´ de place-
ment e´quivalente a` celle de l’algorithme Colonne. La figure 4.2.4.3 pre´sente le nombre
d’instances re´elles utilise´es par l’algorithme SUP Fit * compare´ a` celui de l’algorithme
Colonne. Plus pre´cise´ment, cette figure pre´sente le nombre moyen d’instances sur l’en-
semble des 100 jeux, pour chaque type de jeux de taˆches.
Nous pouvons observer que le nombre d’instances conside´re´es par l’algorithme SUP
Fit * est tre`s nettement plus important que celui de l’algorithme Colonne. Par exemple,
pour les jeux de´crits par neuf instances, le nombre d’instances moyen est e´gal a` 180
pour l’algorithme Colonne (20 taˆches e´tant chacune de´crite par neuf instances). Pour
les meˆmes jeux de taˆches, le nombre moyen d’instances re´elles est e´gal a` 1429, ce qui
correspond a` un facteur d’environ huit.
En fait, ce facteur est lie´ a` la hauteur des instances et des colonnes. Par exemple, si
l’on conside`re l’exemple illustre´ par la figure 4.17, c’est a` dire une zone reconfigurable
ayant un nombre de re´gions verticales e´gal a` cinq et une instance ne´cessitant deux
re´gions verticales, il est ne´cessaire d’ajouter trois instances. Sur cet exemple, le facteur
serait e´gal a` trois.
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4.2.5 Conclusion
Dans cette section, nous avons pre´sente´ un nouveau mode`le de taˆches utilisable
par un ordonnanceur spatial pour architectures he´te´roge`nes reconfigurables. Malgre´
l’utilisation d’un algorithme simple, les expe´rimentations ont montre´ que les re´sultats
sont e´quivalents a` ceux obtenus au moyen de l’algorithme SUP Fit . En revanche, lorsque
la taille de la zone reconfigurable augmente, l’algorithme SUP Fit requiert un nombre
d’instances beaucoup plus important que notre algorithme. Ainsi, les structures de
donne´es manipule´es par notre algorithme sont bien moins importantes et favorisent
une utilisation en ligne de l’algorithme de placement. Nous avons donc pre´sente´ un
mode`le de taˆches permettant de de´velopper de nouveaux algorithmes de placement
pour architectures reconfigurables he´te´roge`nes.
112 Placement de taˆches pour architectures reconfigurables he´te´roge`nes
Chapitre 5
Optimisation et tole´rance aux
fautes des re´seaux de neurones
de Hopfield
Ce chapitre pre´sente des travaux relatifs aux re´seaux de neurones de Hopfield dans
un cadre ge´ne´ral. Nous proposons ainsi des ide´es applicables aux re´seaux utilise´s dans
les chapitres pre´ce´dents. La premie`re partie de ce chapitre pre´sente une me´thode de
paralle´lisation de l’e´valuation ayant pour but d’optimiser le temps d’e´valuation d’un
re´seau. La seconde partie pre´sente quant a` elle des proprie´te´s de tole´rance aux fautes
des re´seaux de Hopfield.
Ces deux techniques ont un inte´reˆt a` la fois dans un contexte ge´ne´ral, mais e´ga-
lement dans un contexte d’imple´mentation mate´rielles au sein des architectures SOC.
L’e´valuation paralle`le de neurones va permettre d’ame´liorer les temps d’exe´cution des
re´seaux de neurones, ce qui s’ave`re tre`s inte´ressant dans un contexte d’exe´cution en-
ligne. De plus, l’e´volution des architectures et des technologies conduit a` des syste`mes
dont on maˆıtrise de moins en moins bien le bon fonctionnement. Typiquement, les
technologies futures conduiront probablement a` des circuits pour lesquels la pre´sence
de fautes devra eˆtre ge´re´e par le circuit lui-meˆme. La de´finition de syste`mes tole´rants
aux fautes devient alors un challenge important qui va permettre d’envisager « vivre
avec des fautes »dans le syste`me.
5.1 E´valuation paralle`le d’un re´seau de neurones de Hop-
field
Dans cette section, nous pre´sentons une me´thode permettant de re´duire le temps
de convergence d’un re´seau de neurones de Hopfield tout en pre´servant sa convergence.
Cette acce´le´ration est obtenue en e´valuant plusieurs neurones simultane´ment [23].
La premie`re section pre´sente le mode d’e´valuation paralle`le et notament l’e´qua-
tion d’e´valuation de ce mode. Ces e´quations permettent de developper une preuve de
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convergence d’un re´seau de neurones de Hopfield lorsque des neurones sont e´value´s en
paralle`le. De cette preuve de´coulent des contraintes spe´cifiant quels neurones peuvent
eˆtre e´value´s simultane´ment. Ces neurones sont alors groupe´s en paquets de neurones
inde´pendants. La deuxie`me section pre´sente la construction des paquets sur un exemple
simple d’ordonnanceur temporel. Cet exemple est utilise´ dans la section suivante afin
d’e´valuer l’acce´le´ration obtenue par notre me´thode.
5.1.1 Mode d’e´valuation paralle`le
Dans la suite de cette section, les scalaires sont note´s en minuscule, les vecteurs
en majuscule et les matrices en gras. Par exemple, x1 de´note le premier e´le´ment d’un
vecteur X, alors que X1 de´note le premier sous vecteur d’un vecteur X.
Afin d’e´valuer des neurones simultane´ment, le vecteur d’e´tat X est partitionne´ en










ou` XT est le vecteur transpose´ du vecteur X. Le vecteur T et la matrice de connexion
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Wk1 Wk2 . . . Wkk
 (5.2)
Les neurones appartenant a` un meˆme bloc Xb (b ∈ [1, k]) sont tous e´value´s simul-
tane´ment. Le paralle´lisme apparaˆıt donc au sein de l’e´valuation d’un bloc. Les blocs,
quant a` eux, sont e´value´s se´quentiellement, et l’ordre d’e´valuation des blocs n’impacte
pas la proprie´te´ de convergence du re´seau, mais peut influer sur le temps de conver-
gence. Comme dans le cas d’une e´valuation purement se´quentielle, nous pouvons donc
utiliser un ordre d’e´valuation de´termine´ ou ale´atoire. De plus, la taille des blocs peut
eˆtre quelconque - le nombre de blocs l’est donc e´galement - permettant ainsi d’adapter
le grain de paralle´lisme. Nous verrons dans la suite que la taille des blocs est tout de
meˆme soumise a` certaines contraintes.
Afin de simplifier les notations, nous conside´rons une e´valuation se´quentielle de´ter-
mine´e des blocs, de´finie par leur nume´rotation. Les blocs sont donc e´value´s en commen-
c¸ant par le bloc X1 jusqu’au bloc Xk.
Parce que les notations introduites par ce mode d’e´valuation sont relativement com-
plexes, nous pre´sentons l’e´valuation d’un bloc sur un exemple simple, en l’occurence,
un re´seau compose´ de trois neurones et partitionne´ en deux blocs. Nous ge´ne´raliserons
ensuite a` un re´seau de taille n partionne´ en k blocs.
5.1.1.1 Sur un exemple simple
Dans un premier temps, nous illustrons la mise a` jour d’un bloc sur l’exemple d’un
re´seau contenant trois neurones de´crits par les objets








 w1,1 w1,2 w1,3w2,1 w2,2 w2,3
w3,1 w3,2 w3,3
 , (5.3)
avec wi,j indiquant le poids de la connexion du neurone xi au neurone xj .
Ce re´seau est partitionne´ en deux blocs, le premier bloc est compose´ des deux
premiers neurones, le deuxie`me bloc, du dernier neurone. L’e´quation (5.4) pre´sente un
vecteur d’e´tat X compose´ de deux sous vecteurs ainsi que le vecteur de seuil T et la
















Afin de bien comprendre les e´quations caracte´risant le mode d’e´valuation paralle`le,
nous les construisons pas a` pas. L’e´quation (5.5) de´crit l’e´valuation du premier bloc
(contenant les neurones x1 et x2). L’e´valuation de ces neurones est base´e sur l’e´qua-
tion (2.7). Ainsi, les neurones x1 et x2 sont e´value´s a` l’instant t + 1 en paralle`le, en
utilisant l’e´tat de tous les neurones constituant le re´seau a` l’instant t.
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x1(t) ∗ w1,1 + x2(t) ∗ w2,1 + x3(t) ∗ w3,1 − t1
x1(t) ∗ w1,2 + x2(t) ∗ w2,2 + x3(t) ∗ w3,2 − t2
]T)
(5.5)
ou` la fonction H ′ est simplement la fonction H (2.1) applique´e a` des vecteurs, et de´finie
par
H ′(V ) = [H(v1) H(v2) . . . H(vn) ] , (5.6)
avec V est un vecteur de dimension n. L’e´quation (5.5) peut eˆtre re´ecrite sous forme
matricielle
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 w1,1 w1,2w2,1 w2,2
w3,1 w3,2

− [ t1 t2 ]). (5.7)
Dans l’e´quation (5.7), les sous vecteurs et sous matrices du partitionnement de´crit par




























































l’e´quation (5.7) est alors exprime´e par












En de´veloppant l’e´quation (5.11), l’e´valuation du bloc X1 devient
XT1 (t+ 1) = H
′ (XT1 (t)×W1,1 +XT2 (t)×W2,1 − T T1 ) . (5.12)
5.1.1.2 Ge´ne´ralisation
Afin de ge´ne´raliser ce de´veloppement, il est ne´cessaire de de´finir une ope´ration d’ad-
dition agissant sur des vecteurs, note´e
∑
. En conside´rant un vecteur V de dimension






Vi = V1 + V2 + . . .+ Vn. (5.13)
En introduisant l’ope´rateur
∑
, l’e´quation (5.12) devient





XTi (t)×Wi,1 − T T1
)
. (5.14)
Afin de ge´ne´raliser l’e´quation d’e´valuation a` un re´seau compose´ d’un nombre arbitraire
de blocs, nous conside´rons le vecteur d’e´tat de´crit par l’e´quation (5.1), ainsi que le
vecteur de seuil et la matrice de connexion de´crit par l’e´quation (5.2).
En conside´rant un ordre d’e´valuation base´ sur les indices des blocs, l’e´quation d’e´va-
luation des neurones d’un bloc quelconque Xb est de´finie par









XTi (t)×Wib − T Tb
)
,
ou` Xb(t) de´note l’e´valuation du bloc Xb a` l’ite´ration t. L’e´valuation du bloc Xb au
temps t+ 1 requiert les valeurs des blocs X1, . . . , Xb−1 au temps t+ 1 et les valeurs des
blocs Xb, . . . , Xk au temps t.
E´valuation paralle`le d’un re´seau de neurones de Hopfield 117
5.1.2 Convergence dans le cas paralle`le
Dans le chapitre 2, nous avons vu que, sous certaines contraintes, la convergence
d’un re´seau de neurones de Hopfield est prouve´e. Nous pouvons rappeler que dans le
cas d’une e´valuation se´quentielle, la convergence est assure´e [35]
– si la matrice de connexion est syme´trique, et
– si ses e´le´ments diagonaux sont positifs ou nuls.
Parce que l’e´quation d’e´valuation des neurones est diffe´rente du cas se´quentiel, il
est ne´cessaire de s’assurer de la convergence du re´seau sous cette me´thode d’e´valuation.
Dans le contexte des me´moires associatives, les auteurs de [41] prouvent la conver-
gence d’un re´seau de Hopfield e´value´ paralle`lement. Ils e´noncent ainsi le the´ore`me sui-
vant : « lorsque le re´seau est e´value´ paralle`lement, la convergence est assure´e si la
matrice W est syme´trique et si les blocs diagonaux Wbb sont positifs ou e´gaux a` ze´ro ».
De meˆme que dans le chapitre 2, le the´ore`me de Lyapunov est utilise´ pour prouver
la convergence du re´seau en montrant la de´croissance de la fonction d’e´nergie associe´e
au re´seau.
Pour montrer la de´croissance de la fonction d’e´nergie, le signe de la diffe´rence entre
deux ite´rations est de´termine´. Sans aucune perte de ge´ne´ralite´s, nous conside´rons que
le premier bloc du vecteur d’e´tat X est e´value´. Afin de simplifier les notations, nous
re´e´crivons le vecteur d’e´tat X, le vecteur de seuil T ainsi que la matrice de connexion


















Il est important de remarquer que nous conside´rons la matrice W comme e´tant syme´-
trique. Cette syme´trie est exprime´e par les sous-matrices C et CT .
A` partir de l’e´quation d’e´nergie (2.12), et de l’e´quation (5.16), nous exprimons la
diffe´rence d’e´nergie entre deux ite´rations successives t et t+ 1 sous la forme :
∆(E(X)) = E(X(t+ 1))− E(X(t))
= −12
([
XT1 (t+ 1), X
′ T (t)
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Si la diffe´rence ∆(E(X)) est ne´gative, alors la convergence du re´seau est prouve´e
dans le cas d’une e´valuation paralle`le de neurones groupe´s selon l’e´quation (5.16). Nous
allons donc e´tudier les diffe´rents cas. Dans un premier temps, nous e´liminons le cas ou`
XT1 (t + 1) = X
T
1 (t) car il existe au moins une valeur de k tel que X
T
k (t + 1) 6= XTk (t)
sans quoi un point fixe serait de´ja` atteint. Dans la suite, nous conside´rons donc que
XT1 (t+ 1) 6= XT1 (t), ainsi, XT1 (t+ 1)−XT1 (t) posse`de des e´le´ments e´gaux a` −1 ou a` 1.
Si les produits A1×A2 et BT1 ×W11×B1 sont tous deux positifs, alors la diffe´rence
∆(E(X)) est ne´gative et la fonction E(X) est donc prouve´e de´croissante. Dans la suite,
nous e´tudions se´pare´ment le signe de ces deux produits.
5.1.2.1 Signe du produit A1 ×A2 de l’e´quation (5.17)
Afin de de´terminer le signe du produit A1 × A2, nous allons e´tudier deux cas :
lorsqu’un e´le´ment de XT1 (t+ 1) est e´gal a` 1 et lorsqu’un e´le´ment de X
T
1 (t+ 1) est e´gal
a` 0. A` partir de l’e´quation (5.15), nous avons
X1(t+ 1) = H
′(W11X1(t) + CTX ′(t) + T1) = H ′(A2). (5.18)
D’apre`s l’e´quation (5.6), si un e´le´ment i de XT1 (t+ 1) est e´gal a` 0, alors l’e´le´ment i de
A2 est ne´gatif. Parce que nous supposons que X
T
1 (t + 1) 6= XT1 (t), quand un e´le´ment
i de XT1 (t + 1) est e´gal a` 0, l’e´le´ment i de X
T
1 (t) est e´gal a` 1, et l’e´le´ment i de A1 est
alors ne´gatif (e´gal a` −1). Dans ce cas, A1 et A2 sont tous deux ne´gatifs et leur produit
est positif.
Nous avons montre´ que si un e´le´ment i de XT1 (t + 1) est e´gal a` 0, alors le produit
A1 × A2 est positif. Un raisonnement analogue peut eˆtre applique´ a` un e´le´ment i de
XT1 (t+ 1) e´gal a` 1.
Nous pouvons donc conclure que si XT1 (t + 1) 6= XT1 (t), les e´le´ments de A1 × A2
sont tous positifs.
5.1.2.2 Signe du produit BT1 ×W11 ×B1 de l’e´quation (5.17)
Le signe d’un e´le´ment du produit BT1 ×W11 × B1 de´pend du signe de W11. Si
tous les e´le´ments de W11 sont positifs, alors les e´le´ments du produit B
T
1 ×W11 × B1
sont e´galement positifs. Nous voyons qu’il a e´te´ ne´cessaire d’introduire une contrainte
supple´mentaire sur les blocs diagonaux de la matrice de connexion W. En effet, pour
garantir la convergence du re´seau, nous imposons que les blocs diagonaux de W soient
positifs.
Dans les deux sous-sections pre´ce´dentes, nous avons montre´ que les produits A1×A2
et BT1 ×W11×B1 sont positifs (sous certaines contraintes). Ainsi, le signe de ∆(E(X))
est ne´gatif et donc la fonction d’e´nergie est strictement ne´gative jusqu’a` ce qu’un point
fixe soit atteint. Par le the´ore`me de Lyapunov, nous pouvons conclure que le re´seau,
dont des blocs sont e´value´s paralle`lement, converge
– si la matrice de connexion W est syme´trique, et
– si les blocs diagonaux Wbb sont positifs.
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Ce the´ore`me permet d’e´tablir des conditions suffisantes a` la garantie de la conver-
gence, mais ces conditions ne sont pas ne´cessaires. En effet, il est possible que des
conditions moins contraignantes permettent e´galement d’assurer la convergence.
5.1.3 Construction des paquets
La section pre´ce´dente a permis d’e´tablir des contraintes assurant la convergence
d’un re´seau de Hopfield dont des neurones sont e´value´s paralle`lement. Nous avons pu
observer que ces contraintes e´taient relativement proches des contraintes associe´es a`
une e´valuation classique. Comme lors d’une e´valuation purement se´quentielle, la matrice
doit eˆtre syme´trique. Cependant, alors qu’il e´tait suffisant que les e´le´ments diagonaux de
la matrice soient nuls (absence d’auto-connexion), dans le cas d’une e´valuation paralle`le,
il faut que les blocs diagonaux de la matrice de connexion soient positifs ou nuls.
La figure 5.1 pre´sente un exemple de matrice de connexion. Nous pouvons observer
que cette matrice posse`de des blocs diagonaux dont les e´le´ments sont e´gaux a` ze´ro.
D’apre`s la section pre´ce´dente, des neurones ayant des connexions positives ou nulles
peuvent eˆtre e´value´s simultane´ment. Nous pouvons donc construire trois paquets de
neurones : {1, 2}, {3} et {4, 5, 6}. Les neurones appartenant a` un meˆme paquet pourront
eˆtre e´value´s simultane´ment tandis que les paquets sont e´value´s se´quentiellement.






















Figure 5.1 – Exemple d’une matrice de connexion. Les e´le´ments diagonaux ont des
valeurs e´gales a` ze´ro tandis que les autres elements wij sont ne´gatifs ou nuls.
Ge´ne´ralement, lors de la construction d’un re´seau de Hopfield, nous ne cre´ons pas
de connexions positives. Dans la suite, les matrices de connexions conside´re´es ne posse´-
deront que des e´le´ments ayant des valeurs ne´gatives ou nulles. Parce qu’une connexion
entre deux neurones ayant une valeur nulle est e´quivalente a` une absence de connexion, il
s’agira donc de de´terminer des ensembles de neurones n’e´tant pas connecte´s. La section
suivante pre´sente la construction de paquets sur un proble`me d’ordonnancement.










Figure 5.2 – Repre´sentation graphique des re`gles k-de-n applique´es aux re´seaux.
5.1.3.1 Application a` un proble`me d’ordonnancement
Afin d’illustrer l’e´valuation paralle`le d’un re´seau de neurones de Hopfield, nous
conside´rons dans la suite un proble`me d’ordonnancement temporel pour architectures
mono-processeur tel que de´fini dans [59]. Ce proble`me d’ordonnancement consiste sim-
plement a` de´terminer a` quel slot doivent eˆtre exe´cute´es des taˆches pre´emptives soumises
au syste`me. Ainsi, l’ordonnanceur doit attribuer a` chaque taˆche τi un nombre de slots
e´gal au WCET Ci. De plus, l’ordonnanceur doit veiller a` n’exe´cuter qu’une taˆche a`
chaque slot . Afin de pouvoir ordonnancer toutes les taˆches, nous conside´rons une feneˆtre
d’ordonnancement e´gale a` la somme des WCET de toutes les taˆches soumises.
La figure 5.2 pre´sente un exemple de re´seau de neurones de Hopfield mode´lisant
un proble`me d’ordonnancement disposant d’une feneˆtre d’ordonnancement e´gal a` six
slots et de quatre taˆches. Le re´seau de neurones associe´ a` ce proble`me posse`de 6 × 4
neurones. L’activation d’un neurone est interpre´te´e comme l’exe´cution de la taˆche lui
e´tant associe´e, au slot correspondant.
Dans ces expe´rimentations, nous re´utilisons le re´seau de´crit a` la section 3.1.1. Nous
appliquons donc des re`gles k-de-n repre´sente´es par des rectangles pointille´s sur la fi-
gure 5.2. Ainsi, les neurones appartenant a` un meˆme rectangle sont tous connecte´s les
uns aux autres.
Dans la section 5.1.3, nous avons vu que les neurones pouvant eˆtre e´value´s en pa-
ralle`le sans alte´rer la convergence du re´seau doivent eˆtre non connecte´s. La figure 5.2
nous permet de constater que les neurones place´s diagonalement ne sont pas connecte´s.
Nous pouvons donc grouper ces neurones au sein de paquets. Par exemple, les neurones
(3, 0), (2, 1), (1, 2) et (0, 3) peuvent former un paquet et ces neurones seront e´value´s
simultane´ment.
5.1.3.2 Construction des paquets : ge´ne´ralisation
Dans cette section, nous ge´ne´ralisons la me´thode de construction des paquets. La
cre´ation des paquets peut eˆtre exprime´e a` travers un proble`me de nombre de cliques
couvrantes [53].
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x1 x2 x3 x4 x5
Figure 5.3 – Exemple d’un re´seau de neurones compose´ de cinq neurones. Les neurones
x1 et x2 ne sont pas connecte´s entre eux.
x1 x2 x3 x4 x5
Figure 5.4 – Graphe comple´mentaire a` celui de´crit par la figure 5.3. Seuls les neurones
x1 et x2 sont connecte´s.
En guise d’exemple, nous conside´rons un re´seau compose´ de cinq neurones. La fi-
gure 5.3 repre´sente ces cinq neurones ainsi que leurs connexions. Nous pouvons constater
que les neurones x1 et x2 ne sont pas connecte´s entre eux. Dans la suite, nous notons
G le graphe associe´ a` ce re´seau de neurones.
La figure 5.4 pre´sente le graphe comple´mentaire G′ du graphe G de´crit par la fi-
gure 5.3. Les graphes G et G′ sont comple´mentaires si et seulement si deux sommets
adjacents du graphe G ne sont pas adjacents dans le graphe G′. Ainsi, dans G′, seuls les
neurones x1 et x2 sont connecte´s. A` partir du graphe comple´mentaire G
′, nous pouvons
effectuer une recherche de cliques pour obtenir des paquets de neurones non connecte´s.
Cet exemple de re´seau e´tant particulie`rement simple, nous obtenons quatre paquets
de neurones non connecte´s tels que repre´sente´s par la figure 5.5. Les neurones ayant
la meˆme couleur peuvent eˆtre e´value´s simultane´ment sans alte´rer la convergence du
re´seau. Nous obtenons donc quatre paquets forme´s par les neurones {x1, x2}, {x3},
{x4} et {x5}.
Le proble`me de cre´ation de paquets correspond a` un proble`me de de´couverte de
cliques. Plus pre´cise´ment, si l’on dispose d’un nombre infini de ressources d’exe´cution,
il s’agit de trouver le nombre minimal de cliques dans le graphe comple´mentaire G′.
En effet, moins il y a de cliques, plus le re´seau est e´value´ rapidement. Par exemple, si
l’on conside`re le re´seau de´crit par la figure 5.2 et compose´ de cinq neurones, le nombre
minimal de cliques est e´gal a` quatre. Il y a ainsi quatre paquets de neurones a` e´valuer
a` chaque ite´ration. Il serait e´galement possible d’e´valuer chaque neurone se´parement
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x1 x2 x3 x4 x5
Figure 5.5 – Repre´sentation des paquets de neurones. Les neurones ayant la meˆme
couleur peuvent eˆtre e´value´s simultane´ment. Des neurones de couleur diffe´rentes sont
e´value´s se´quentiellement.
mais dans ce cas, chaque ite´ration ne´cessite l’e´valuation de cinq paquets (chacun e´tant
compose´ d’un unique neurone). Nous voyons donc que le nombre minimal de cliques
permet de re´duire le nombre d’e´valuation se´quentielles ne´cessaires a` la re´alisation d’une
ite´ration.
Le nombre de neurones composant un paquet peut eˆtre trop important par rap-
port aux nombres de ressources ne´cessaires a` l’e´valuation de l’ensemble des neurones
d’un paquet. Dans ce cas, il convient de restreindre la taille des paquets afin d’eˆtre en
mesure d’e´valuer simultane´ment tous les neurones d’un paquet. Nous voyons donc que
diffe´rentes strate´gies de cre´ation de paquets peuvent eˆtre utilise´es. Dans la suite, nous
chercherons syste´matiquement le plus petit nombre de paquets. Nous supposerons donc
disposer d’un nombre suffisant de ressources.
5.1.4 Expe´rimentation
Dans cette section, nous pre´sentons une comparaison entre l’e´valuation se´quentielle
et paralle`le d’un re´seau de neurones de Hopfield afin de montrer les ame´liorations ap-
porte´es par notre me´thode de paralle´lisation. En guise d’exemple, nous conside´rons le
proble`me d’ordonnancement pre´sente´ dans la section 5.1.3.1.
La premie`re e´tape consiste a` de´terminer des paquets de neurones pouvant eˆtre
e´value´s simultane´ment. La figure 5.6 pre´sente la taille des paquets en fonction du nombre
de neurones. Dans notre exemple, la taille optimale des paquets correspond au nombre
de taˆches soumises au syste`me. Dans ces expe´rimentations, nous ge´ne´rons des jeux
de n taˆches, ou` chacune de ces n taˆches posse`de un WCET de´termine´ ale´atoirement
dans l’intervalle [1, 5]. La feneˆtre d’ordonnancement est e´gale a` la somme des WCET de
l’ensemble des taˆches soumises, afin de garantir l’existence d’un ordonnancement valide.
La feneˆtre d’ordonnancement posse`de donc un nombre de slots appartenant a` l’intervalle
[n, 5 × n]. Ainsi, le nombre de neurones ne´cessaires a` la mode´lisation neuronale de ce
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proble`me d’ordonnancement appartient a` l’intervalle [n2, 5 × n2]. La figure 5.6 de´crit






















Nombre de tâches (ou taille des paquets)
Figure 5.6 – Nombre de neurones par rapport a` la taille des paquets. Comme la taille
des paquets est e´gale au nombre de taˆches, l’abcisse repre´sente le nombre de taˆches et
la taille des paquets.
Me´trique utilise´e. La me´trique utilise´e dans nos expe´rimentations est le nombre
d’e´valuations de paquets. Lorsque l’e´valuation se´quentielle est utilise´e, un paquet contient
un unique neurone. Nous conside´rons donc disposer de suffisamment de ressources pour
e´valuer un paquet de neurones aussi rapidement qu’un neurone. Dans ce cas, le temps
d’e´valuation du re´seau de neurones est strictement lie´ au nombre d’e´valuations de pa-
quets.
La figure 5.7 pre´sente des re´sultats d’e´valuations se´quentielles et paralle`les. Quel
que soit le mode d’e´valuation, les paquets sont e´value´s dans un ordre ale´atoire. Chaque
simulation s’arreˆte lorsque le re´seau a atteint un e´tat stable. Nous pouvons observer
que le nombre d’e´valuations n’est pas strictement croissant avec le nombre de neurones.
En effet, le nombre d’ite´rations ne´cessaires a` l’obtention d’une solution est e´galement
de´pendant des donne´es du proble`me. La tendance globale montre tout de meˆme que le
nombre d’e´valuations croˆıt avec le nombre de neurones.
La figure 5.7 montre que l’acce´le´ration est vraiment importante et croit avec l’aug-
mentation du nombre de neurones. Par exemple, lorsque le re´seau posse`de environ 2000
neurones, la version paralle`le est 38 fois plus rapide que la version se´quentielle.



































































Figure 5.7 – Nombre d’e´valuations de paquets dans les cas se´quentiel et paralle`le.
Le facteur d’acce´le´ration pre´sente´ par le figure 5.7 suppose que la cible d’exe´cution
de l’ordonnanceur dispose de suffisamment de ressources pour e´valuer tous les neurones
simultane´ment, sans quoi il serait ne´cessaire de re´duire la taille des paquets, ce qui
engendrerait une augmentation du temps d’e´valuation du re´seau.
D’apre`s la section 5.1.3.1, le nombre de neurones composant un paquet paralle`le est
e´gal au nombre de taˆches t. En conside´rant un nombre n de neurones, le nombre de
paquets est e´gal nt . Le nombre de paquets se´quentiels e´tant e´gal au nombre de neurones,
la version se´quentielle posse`de donc t fois plus de paquets. Le facteur d’acce´le´ration entre
la version paralle`le et la version se´quentielle est donc proche d’un facteur t.
La figure 5.8 pre´sente le facteur d’acce´le´ration par rapport au nombre de taˆches. La
droite repre´sente la fonction identite´, a` savoir, f(t) = t, correspondant a` une acce´le´ra-
tion line´aire fonction du nombre de taˆches t. Nous pouvons observer que l’acce´le´ration
s’ave`re supe´rieure, dans certains cas, a` cette droite. Ce phe´nome`ne est duˆ au fait que
notre me´thode d’e´valuation paralle`le peut ge´ne´rer un ordre d’e´valuation des neurones
plus favorable, ce qui re´duit le nombre d’ite´rations ne´cessaires a` la stabilisation du re´-
seau. En effet, l’e´valuation diagonale des neurones favorise leur activation car a` chaque
slot , seul un neurone peut eˆtre active´. Un paquet e´tant constitue´ de neurones diagonaux,
de nombreux neurones peuvent eˆtre active´s lors des premie`res ite´rations.

























Figure 5.8 – Acce´le´ration par rapport au nombre de taˆches.
5.1.5 Conclusion
Dans cette premie`re partie de chapitre a e´te´ pre´sente´e une me´thode permettant
d’e´valuer simultane´ment plusieurs neurones tout en conservant la convergence de celui-
ci, et cette proprie´te´ a e´te´ prouve´e dans le cas d’une e´valuation paralle`le. Nous avons
montre´, sur un exemple simple, qu’une acce´le´ration tre`s importante du temps de conver-
gence peut eˆtre obtenue a` l’aide de notre me´thode. De plus, la cre´ation des paquets de
neurones e´value´s simultane´ment peut eˆtre automatise´e en e´tant exprime´e sous la forme
d’un proble`me de de´couverte de cliques.
Cette me´thode d’e´valuation est applicable aux re´seaux que nous avons propose´s
dans les chapitres pre´ce´dents. Par exemple, nous avons pre´sente´ dans la section 4.1 un
re´seau de neurones re´alisant un ordonnanceur. Les neurones associe´s a` des instances
non chevauchantes et a` de taˆches diffe´rentes peuvent eˆtre e´value´s simultane´ment tout
en garantissant la convergence du re´seau.
Les cibles d’exe´cution vise´es dans nos travaux sont des architectures pourvues d’un
grain de paralle´lisme tre`s fin permettant d’e´valuer simultane´ment de nombreux neu-
rones. Nous sommes donc en mesure d’e´valuer des paquets de grande taille afin d’obtenir
des facteurs d’acce´le´ration tre`s importants.
5.1.6 Perspectives
Dans les sections pre´ce´dentes, les neurones sont groupe´s en paquets ayant une taille
fixe, et l’acce´le´ration de´pend directement de la taille de ces paquets. Nous avons vu
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que, pour garantir la convergence du re´seau, les neurones appartenant a` un meˆme
paquet sont tous non connecte´s. Cependant, certains re´seaux peuvent posse´der trop de
connexions pour que le partitionnement soit efficace. Dans ce cas, il serait possible que
la taille des paquets e´volue au fur et a` mesure des ite´rations.
Dans un premier temps, des paquets de neurones non connecte´s sont cre´e´s comme
cela fut propose´ dans les sections pre´ce´dentes. Si ces paquets sont trop petits, alors
nous fusionnons plusieurs paquets en un. Au fur et a` mesure des ite´rations, les paquets
sont divise´s jusqu’a` obtenir l’ensemble initial de paquets. Cette me´thode d’e´valuation
est donc compose´e de deux phases. Durant la premie`re phase, la convergence du re´seau
n’est pas garantie car des neurones connecte´s sont e´value´s simultane´ment. La deuxie`me
phase, quant a` elle, consiste en une e´valuation paralle`le garantissant la convergence.
Cette e´volution de la taille des paquets permet d’acce´le´rer les temps d’e´valuation
du re´seau lors des premie`res ite´rations tout en garantissant la convergence du re´seau.
Cependant, l’e´valuation simultane´e de neurones connecte´s me`ne a` des solutions non
valides. La qualite´ des solutions ge´ne´re´es lors des premie`res ite´rations est donc de´grade´e,
ce qui risque d’augmenter le nombre d’ite´rations ne´cessaires a` l’obtention d’une solution
valide. Il s’agit donc d’effectuer des simulations pour s’assurer que l’augmentation du
nombre d’ite´rations soit compense´e par l’acce´le´ration de l’e´valuation du re´seau.
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5.2 Tole´rance aux fautes
L’e´volution technologique de fabrication des circuits inte´gre´s conduit petit a` pe-
tit vers des technologies si fines qu’il devient difficile de garantir une homoge´ne´ite´ des
transistors sur l’ensemble de la surface de silicium. Cette e´volution pousse alors les
concepteurs a` minorer les performances des syste`mes pour tenir compte de cette va-
riabilite´ en se basant sur le pire cas. Malheureusement, cette variabilite´ va se traduire
progressivement par des cas extreˆmes conduisant au non fonctionnement de certains
transistors du syste`me, provoquant alors la disparition de certaines fonctionnalite´s ou
un de´faut plus ge´ne´ral du syste`me. L’une des questions qui se pose alors est de sa-
voir comment contourner ce type de proble`me et parvenir a` assurer un fonctionnement
malgre´ l’apparition de fautes. Il est bien entendu possible d’inte´grer des techniques de
de´tection et de corrections d’erreurs, mais il va devenir de plus en plus crucial d’inte´grer
des techniques de tole´rance aux fautes dans ces syste`mes. Cette e´volution ame`ne au-
jourd’hui les concepteurs a` proposer des architectures innovantes inte´grant directement
cette caracte´ristique.
Dans un re´seau de neurones, a` l’instar du cerveau humain, la de´faillance d’un ou
plusieurs neurones dans un syste`me global peut ge´ne´ralement eˆtre corrige´e par les autres
neurones. Sans disposer de techniques de de´tection de fautes et de correction d’erreurs,
les re´seaux de neurones disposent en effet de cette capacite´ a` produire des solutions
valides meˆme en pre´sence de dysfonctionnements internes. Pour parvenir a` rendre tole´-
rant aux fautes les re´seaux de neurones, deux techniques peuvent eˆtre utilise´es : soit des
neurones cache´s sont ajoute´s, soit la me´thode d’apprentissage est modifie´e pour tenir
compte des fautes qui vont survenir [70, 40]. L’e´tude que nous proposons dans cette
section a pour objet de montrer que les re´seaux de neurones de type Hopfield sont tout
a` fait en mesure d’assurer la re´solution d’un proble`me d’optimisation, et cela malgre´
des de´faillances au sein meˆme de la structure du re´seau de neurones.
L’organisation de cette partie de chapitre est la suivante, la section 5.2.1 pre´sente
des fautes pouvant survenir dans une structure de type re´seaux de neurones. La section
5.2.2 montre comment, malgre´ l’apparition de fautes au sein des re´seaux de neurones,
ceux-ci peuvent toutefois produire des solutions valides. La de´finition du nombre de
fautes supporte´es, en fonction des fautes qui se produisent, est alors donne´e et permet de
de´finir deux contraintes sous lesquelles le re´seau continue a` converger vers une solution
valide. La section 5.2.3 pre´sente des re´sultats de simulation permettant de pre´ciser le
comportement d’un re´seau de neurones re´solvant un proble`me d’ordonnancement de
taˆches sur architecture monoprocesseur.
5.2.1 Mode`le de fautes au sein d’un re´seau de neurones de Hopfield
Pour illustrer les capacite´s de tole´rances aux fautes des re´seaux de neurones, nous
e´tudions dans un premier temps la robustesse de la re`gle k-de-n applique´e a` un ensemble
de neurones subissant des de´faillances. Soit un ensemble de N neurones sur lequel une
re`gle k-de-n est applique´e. Sur un tel re´seau, le nombre de neurones est e´gal a` N , le
nombre d’entre´es du re´seau est e´gal N et le nombre de connexions entre neurones est
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e´gal a` N × (N − 1).
Dans cette e´tude, nous conside´rons des fautes mate´rielles provoquant un blocage de
l’e´tat des neurones. Nous conside´rons les trois types de fautes suivantes.
– Sur un neurone : une faute sur la fonctionnalite´ du neurone lui meˆme, qui est fige´
a` une valeur donne´e. On parlera alors de faute de collage correspondant soit a` un
e´tat actif permanent soit a` un e´tat inactif permanent du neurone.
– Sur une entre´e : lorsqu’une faute sur une entre´e d’un neurone provoque un apport
d’e´nergie trop important, le neurone sera bloque´ a` l’e´tat actif lors de sa premie`re
e´valuation. Inversement, si trop peu d’e´nergie est apporte´e au neurone, celui-ci
sera bloque´ a` l’e´tat inactif. Sous l’hypothe`se que le neurone de´faillant ait e´te´
e´value´ au moins une fois, ces deux cas se rame`nent a` une faute de collage, a`
savoir un e´tat actif ou inactif permanent en fonction de la de´faillance survenant
sur l’entre´e du neurone.
– Sur une connexion : une faute sur une connexion engendrant un apport d’e´nergie
ne´gative trop important me`ne a` une de´sactivation permanente du neurone cible.
Inversement, une faute engendrant un apport d’e´nergie positive trop important
me`ne a` une activation permanente du neurone cible. Ainsi, un neurone e´value´
pourvu d’une connexion de´faillante engendrant un apport tre`s important d’e´ner-
gie, qu’elle soit ne´gative ou positive, se voit fige´ dans un e´tat respectivement
inactif ou actif.
Lors de la pre´sentation pre´ce´dente des fautes sur les entre´es et sur les connexions,
nous avons expose´ des fautes pouvant eˆtre ramene´es a` un collage du neurone cible.
Nous avions pre´cise´ que l’e´nergie apporte´e par une entre´e ou une connexion doit eˆtre
importante pour eˆtre ramene´e a` un collage. Par exemple, dans le cas d’une re`gle k-de-n,
l’entre´e non de´faillante des neurones a comme valeur 2k − 1. D’apre`s l’e´quation (2.2)
d’e´valuation d’un neurone, si la valeur de l’entre´e de´faillante est strictement infe´rieure
a` 0, alors le neurone posse´dant cette entre´e de´fectueuse est bloque´ a` l’e´tat inactif. Si
la valeur de l’entre´e de´faillante est supe´rieure ou e´gale a` 2(n − 1), ce neurone est blo-
que´ a` l’e´tat actif. A contrario, des entre´es de´faillantes ayant une valeur appartenant a`
l’intervalle ]0, 2(n − 1)] peuvent engendrer des changements d’e´tat. Nous restreignons
notre e´tude a` des entre´es de´faillantes n’appartenant pas a` cet intervalle afin de pou-
voir assimiler ces entre´es de´faillantes a` des collages de neurones. Dans la suite, nous
n’e´voquerons donc plus que des collages de neurones.
5.2.2 Maintien de la convergence d’un re´seau de Hopfield malgre´ les
de´faillances
Dans cette section, nous e´tablissons le nombre de fautes qu’un re´seau de neurones
de Hopfield peut tole´rer sans alte´rer sa convergence. Nous e´tudions les cas de collage
de neurones a` 0 ou 1.
Soit un ensemble εN compose´ de N neurones sur lequel une re`gle k-de-n est appli-
que´e, et soit un sous ensemble ε′ND1 compose´ de ND1 neurones de´faillants et colle´s a` 1,
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avec ε′ND1 ⊂ εN . Alors la fonction d’e´nergie relative a` la re`gle k-de-n (e´quation (2.19))



































Sachant que seuls les neurones contenus dans l’ensemble εN − ε′ND1 peuvent changer




xi − k soit ne´gatif, c’est-a`-dire que ND1 − k ≤ 0. En effet, la









) xi ≥ 0
⇒ ND1 − k ≤ 0
(5.20)
Du syste`me d’e´quation 5.20, nous de´duisons la contrainte
C1 : ND1 ≤ k (5.21)
indiquant qu’il ne faut pas que le sous ensemble de neurones de´faillants ε′ND1 contienne
plus de k neurones.
Le meˆme raisonnement peut eˆtre mene´ pour des de´faillances de collage dans l’e´tat
inactif des neurones. Soit un sous ensemble ε′ND0 compose´ de ND0 neurones de´faillants
et colle´s a` 0, avec ε′ND0 ⊂ εN . Alors la fonction d’e´nergie relative a` la re`gle k-de-n
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Les neurones xi ∈ ε′ND0 e´tant colle´s a` l’e´tat inactif (c’est-a`-dire dans l’e´tat 0), alors∑
xi∈ε′ND0
xi = 0. Sachant que seuls les neurones contenus dans l’ensemble εN − ε′ND0
peuvent changer d’e´tat, pour que cette fonction d’e´nergie puisse eˆtre minimise´e et ra-





) xi−k puisse eˆtre annule´. Pour assurer
cela, il faut que l’ensemble εN − ε′ND0 contienne au moins k e´le´ments. Cela se traduit
par Card(εN )− Card(ε′ND0 ) ≥ k, soit N −ND0 ≥ k. La contrainte s’e´crit donc
C2 : ND0 ≤ N − k (5.23)
Toute combinaison de de´faillances pour laquelle les contraintes C1 et C2 sont respec-
te´es permet d’assurer la convergence du re´seau vers une solution possible au proble`me
de l’activation de k neurones parmi N .
5.2.3 Re´sultats
Dans cette section, nous exposons quelques expe´rimentations relatives a` la tole´rance
aux fautes telle que pre´sente´e dans les sections pre´ce´dentes. Nous conside´rons un re´seau
re´alisant une re`gle k-de-n dont nous faisons e´voluer le parame`tre k. Nous pre´sentons
dans un premier temps le nombre de fautes tole´re´es en fonction de diffe´rentes valeurs
de k. Ensuite, le nombre d’ite´rations ne´cessaire a` la convergence du re´seau est mis en
relation avec le nombre de fautes dans le re´seau.
5.2.3.1 Nombre de fautes tole´re´es
Dans la figure 5.9, nous montrons le nombre de de´faillances de type collage a` 0 ou
collage a` 1 qu’un re´seau compose´ de 100 neurones est capable de supporter. Comme
le stipule les contraintes C1 (5.21) et C2 (5.23), le nombre de de´faillances tole´re´es est
de´pendant de k, c’est-a`-dire du nombre de neurones actifs souhaite´s pour la convergence.
La zone grise´e correspond a` la zone pour laquelle le nombre de de´faillances ne remet
pas en cause la convergence du re´seau.






















Valeurs	  de	  k	  
Min(C1,	  C2)	   Contrainte	  C1	   Contrainte	  C2	  
Figure 5.9 – Nombre de de´faillances supporte´es par une re`gle k-de-n pour N = 100 et
k variant de 0 a` 100.
5.2.3.2 Impact du nombre de fautes sur le temps de convergence
La figure 5.10 illustre l’impact des de´faillances sur le temps de convergence. Le
re´seau utilise´ pour ces re´sultats est constitue´ de 100 neurones, une re`gle 50-de-100 lui
est applique´e, et le nombre de de´faillances varie de 0 a` 50 de´faillances de collage a` 1,
puis de collage a` 0, puis de collage a` la fois a` 1 et a` 0. La figure montre que lorsque
le nombre de fautes reste relativement faible (quelques neurones de´faillants), alors le
re´seau parvient sans difficulte´ a` converger vers une solution valide. On notera aussi que
le nombre de cycles pour atteindre la convergence est peu impacte´, notamment lorsque
les de´fauts sont a` la fois des collages a` 1 et des collages a` 0, ce qui est plus probable
que le cas de collages uniquement a` 0 ou uniquement a` 1.
5.2.4 Conclusion
Les travaux pre´sente´s dans cette partie illustrent les capacite´s de tole´rance aux
fautes des re´seaux de neurones de Hopfield. Ces re´seaux sont capables de produire des
solutions a` un proble`me d’optimisation pour peu que l’on sache mode´liser le proble`me et
de´finir l’ensemble des solutions. Dans cette e´tude nous avons montre´ que la de´faillance
d’une partie de la structure du re´seau de neurones ne remet pas en cause la production
de solutions valides. Nous avons de´fini le mode`le de fautes qui peut survenir dans une
structure de Hopfield, et nous avons illustre´ la capacite´ de tole´rance aux fautes au
travers d’une structure de re´seau de neurones simple sur laquelle nous appliquons une
re`gle de convergence particulie`re. Nous avons alors montre´ sous quelles conditions de





























Nb	  de	  défaillances	  dans	  le	  réseau	  
Collage	  à	  1	  
Collage	  à	  0	  
Collage	  à	  1	  et	  0	  
Figure 5.10 – Impact sur le temps de convergence en cas de de´faillances au sein du
re´seau de neurones.
de´faillance ce type de re´seau peut continuer a` produire des re´sultats valides. Un exemple
de convergence de re´seau de neurones en pre´sence de fautes a e´te´ pre´sente´ et nous avons
montre´ que la convergence est peu sensible au nombre de de´faillances au sein du re´seau,
lorsque ce nombre de fautes reste raisonnable.
Conclusion
Synthe`se des travaux
Ce document a pre´sente´ nos travaux relatifs a` l’ordonnancement pour architectures
he´te´roge`nes partiellement reconfigurables. Nos ordonnanceurs e´tant principalement ba-
se´s sur des re´seaux de neurones de Hopfield, nous avons e´galement mene´ des travaux
sur ce type d’algorithmes. Ainsi, nous avons pre´sente´ les trois axes majeurs de nos tra-
vaux, a` savoir, l’ordonnancement temporel, l’ordonnancement spatial et les re´seaux de
neurones de Hopfield.
Concernant l’ordonnancement temporel, nous avons propose´ un ordonnanceur sup-
portant des architectures de type SOC he´te´roge`nes. Cet ordonnanceur est base´ sur
un re´seau de Hopfield dont nous avons modifie´ le fonctionnement afin de re´duire le
nombre d’ite´rations ne´cessaire a` sa convergence. Nous avons ainsi introduit le concept
de « neurone inhibiteur ». Afin d’e´valuer la qualite´ de notre ordonnanceur par rapport
a` une solution connue, nous l’avons compare´ a` l’algorithme d’ordonnancement pour
architectures homoge`nes nomme´ Pfair. Bien que notre algorithme soit destine´ a` des
architectures he´te´roge`nes, nous obtenons une qualite´ d’ordonnancement tre`s proche de
celle obtenue avec Pfair dont l’optimalite´ a e´te´ de´montre´e. Dans le cadre d’un SOC
he´te´roge`ne, nous pre´sentons une application de notre ordonnanceur sur un exemple
concret.
Notre ordonnanceur temporel supportant une architecture he´te´roge`ne, il permet
d’ordonnancer temporellement une application sur un FPGA. Cependant, il s’ave`re en-
core ne´cessaire de de´terminer un emplacement pour les taˆches a` exe´cuter. L’e´tat de l’art
des algorithmes de placement a permis de mettre en e´vidence le manque de travaux te-
nant compte de l’he´te´roge´ne´ite´ des architectures reconfigurables. Nous proposons donc
deux ordonnanceurs re´pondant a` cette proble´matique. Ces deux ordonnanceurs ont
pour point commun de conside´rer plusieurs imple´mentations d’une meˆme taˆche. Graˆce
a` cette technique, le premier ordonnanceur que nous avons propose´ ne requiert aucun
me´canisme de relocation. Cet ordonnanceur nous permet d’envisager une imple´menta-
tion neuronale re´solvant le proble`me de placement. Le second ordonnanceur, quant a` lui,
utilise la relocation en la restreignant a` des zones posse´dant les meˆmes ressources. Les
diffe´rentes instances d’une taˆche permettant alors de la placer en des endroits compose´s
de ressources diffe´rentes. Les re´sultats produits par ces deux ordonnnanceurs ont e´te´
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ensuite compare´s a` l’algorithme de placement SUP Fit. Concernant l’algorithme base´
sur un re´seau de neurones, nous obtenons un nombre de taˆches place´es comparable a`
celui obtenu par l’algorithme SUP Fit tout en be´ne´ficiant des qualite´s intrinse`ques -
imple´mentation mate´rielle efficace et tole´rance aux fautes - des re´seaux de Hopfield.
Concernant l’algorithme Colonne, celui-ci permet de re´duire de fac¸on tre`s importante
le nombre d’instances ne´cessaire a` l’obtention d’une solution de qualite´ identique.
En vue d’ame´liorer la rapidite´ d’exe´cution de nos ordonnnanceurs, nous avons mene´
des travaux visant a` re´duire les temps d’e´valuation d’un re´seau de neurones de Hop-
field. Nous avons e´tudie´ deux axes. Le premier axe concerne l’e´valuation simultane´e
de plusieurs neurones. Nous avons pre´cise´ les contraintes a` respecter pour garantir la
convergence du re´seau. Nous avons ensuite illustre´ ce mode d’e´valuation sur un exemple
simple ou` nous avons obtenu une re´duction tre`s importante du nombre d’ite´rations ne´-
cessaire a` la convergence. Le second axe pre´sente des proprie´te´s de tole´rance aux fautes
des re´seaux de Hopfield. Nous avons en effet observe´ qu’en dessous d’un certain taux
de fautes, telles que des collages de neurones, le re´seau continue de converger vers des
solutions valides. Nous avons donc de´fini un mode`le de fautes et de´termine´ le nombre
de fautes tole´rables sur un exemple simple. L’augmentation de la finesse de gravure
des circuits engendrant un nombre croissant de fautes, la proprie´te´ de tole´rance aux
fautes des re´seaux de Hopfield permettrait donc d’exploiter des architectures pouvant
eˆtre partiellement de´fectueuses tout en garantissant la validite´ des solutions obtenues,
et ce, sans recourir a` des me´canismes complexes de de´tection/correction d’erreurs.
Perspectives
Nous pre´sentons dans cette dernie`re section trois pistes de travaux futurs. Dans
la continuite´ des travaux pre´sente´s dans ce document, l’imple´mentation mate´rielle de
re´seaux de Hopfield est sans doute la piste prioritaire. Nous avons ainsi de´bute´ des
travaux pre´sente´s brie`vement dans la suite. La seconde piste concerne le placement de
plusieurs taˆches simultane´ment en vue d’ame´liorer la qualite´ du placement. Finalement,
nous e´voquons une extension de notre re´seau de neurones de placement en vue d’allouer
aux taˆches les ressources d’une architecture SOC 3D.
Imple´mentation mate´rielle d’un re´seau de neurones de Hopfield
Les ordonnanceurs que nous avons de´veloppe´s a` partir de re´seaux de neurones visant
a` eˆtre imple´mente´s mate´riellement, nous avons de´bute´ des travaux d’imple´mentation
sur FPGA [51]. Dans des travaux ante´rieurs, nous avions de´veloppe´ un ordonnanceur
temporel pour architectures partiellement reconfigurables, nomme´ RANN (Reconfigu-
rable Artificial Neural Network) [14]. Cet ordonnanceur se distingue d’un ordonnanceur
multiprocesseur par sa capacite´ a` s’assurer que la surface totale des taˆches exe´cute´es
ne soit pas supe´rieure a` la surface disponible sur l’architecture conside´re´e.
Nous avons re´alise´ des synthe`ses de re´seaux RANN sur le circuit XC5VFX70T de
la famille Virtex 5 de chez Xilinx . Ainsi, les figures 5.11 et 5.12 pre´sente les re´sultats en
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Figure 5.11 – Performances temporelles du re´seau de neurones RANN sur un circuit
Virtex 5 XC5VFX70TF.
Dans ces travaux, nous avons de´veloppe´ une description VHDL d’un neurone ge´-
ne´rique en s’efforc¸ant de re´duire au maximum les calculs complexes. Nous avons ainsi
pu supprimer les ope´rations d’additions et de multiplications. Dans la continuite´ de
ces travaux, nous souhaitons de´sormais imple´menter notre ordonnanceur spatial afin
d’obtenir une solution mate´rielle d’ordonnancement spatio-temporelle par re´seaux de
neurones de Hopfield.
Placement de taˆches par ensemble
Dans un premier temps, nous exposons des situations susceptibles de be´ne´ficier du
placement simultane´ de plusieurs taˆches. Un premier cas de placement d’un ensemble
de taˆches se produit lorsque plusieurs taˆches d’une application ont a` s’exe´cuter simulta-
ne´ment. La figure 5.13 pre´sente l’exemple d’un graphe de taˆches menant a` l’exe´cution
simultane´e de deux taˆches. Les taˆches τ2 et τ3 de´pendant du re´sultat de la taˆche τ1,
lorsque la taˆche τ1 a termine´ son exe´cution, les taˆches τ2 et τ3 peuvent de´marrer. Dans
ce sce´nario, l’ordonnanceur peut alors placer ces deux taˆches simultane´ment.
Une seconde opportunite´ apparaˆıt dans les travaux concernant la de´fragmentation
de la zone reconfigurable [58, 45]. A` un instant donne´, les taˆches sont pre´empte´es
pour eˆtre de´place´es sur la zone reconfigurable afin d’ame´liorer le placement. Dans ce
contexte, il s’ave`re e´galement profitable d’eˆtre capable de placer un ensemble de taˆches
simultane´ment.
Finalement, la figure 5.14 pre´sente un sce´nario d’exe´cution illustrant la possibilite´
du placement d’un ensemble de taˆches dans un contexte temps re´el. Nous conside´rons
les trois taˆches utilise´es pre´ce´demment auxquelles nous associons une dure´e d’exe´cution
ainsi qu’une pe´riode. Notons que les pe´riodes de ces trois taˆches sont e´gales a` six unite´s
















Figure 5.13 – Exemple d’un graphe de taˆche compose´ de trois taˆches. Les taˆches τ2 et
τ3 de´pendent du re´sultats de la taˆche τ1.
de temps et sont en phase. Au temps t = 2, la taˆche τ1 est soumise au syste`me.
L’ordonnanceur de´termine donc un emplacement pour τ1 au temps t = 2. Au temps
t = 3, l’ordonnanceur de´termine un emplacement pour la taˆche τ2, et au temps t = 4
un emplacement pour la taˆche τ3. Pour l’instant, les taˆches τ1, τ2 et τ3 ont e´te´ place´es
inde´pendamment au fur et a` mesure de leur arrive´e. Au temps t = 8, l’ordonnanceur doit
re´-exe´cuter la taˆche τ1. Cependant, il a de´sormais connaissance des moments d’exe´cution
des taˆches τ2 et τ3, l’ordonnanceur est donc en mesure de de´terminer les emplacements
de τ1, τ2 et τ3 simultane´ment afin d’ame´liorer la qualite´ du placement comme nous
l’avons vu pre´ce´demment.
Nous avons pre´sente´ des situations ou` il serait possible de placer plusieurs taˆches
simultane´ment. Dans la suite, nous montrons comment cette de´marche peut ame´liorer
la qualite´ du placement. Classiquement, le placement de taˆches sur une architecture
reconfigurable consiste a` placer des taˆches les unes apre`s les autres. Si n taˆches sont
soumises simultane´ment au syste`me, les algorithmes de placement classiques se com-
portent comme des algorithmes gloutons, a` savoir, ils sont appele´s successivement n fois
et le placement de chaque taˆche n’est jamais remis en cause. L’ordre de traitement des
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Figure 5.14 – Sce´nario d’exe´cution de trois taˆches pe´riodiques.
taˆches influera sur la qualite´ du placement et a` notre connaissance, aucun algorithme
de placement n’inte`gre un me´canisme permettant de choisir un ordre ade´quat de fac¸on
dynamique.
La figure 5.15 pre´sente un exemple de placement illustrant les avantages du pla-
cement d’un ensemble de taˆches. Pour cet exemple, nous conside´rons une heuristique
simple de placement consistant a` minimiser le nombre de rectangles vides. Les sous-
figures (a), (b) et (c) de´crivent les placements successifs des taˆches τ1, τ2 et τ3. La sous-
figure (d) repre´sente le placement optimal de ces trois taˆches. Nous pouvons constater
que le placement successif des taˆches a mene´ a` une solution sous-optimale en termes de
nombre de rectangles vides. Cet exemple montre que l’ordre de placement des taˆches a`
une importance quant a` la qualite´ de la solution obtenue. En e´tant capable de placer un
ensemble de taˆches, notre ordonnanceur serait alors en mesure de ge´ne´rer une solution














Figure 5.15 – Les sous-figures (a), (b) et (c) de´crivent le placement successif des taˆches
τ1, τ2 et τ3. La sous-figure (d) repre´sente le placement optimal en termes de nombre de
rectangles vides.
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Allocation de ressources pour SOC 3D
L’une des e´volutions architecturales des SOC envisage´es concerne la conception de
syste`mes 3D. La figure 5.16 pre´sente un sche´ma de´crivant ce type d’architectures. Lors
de l’exe´cution d’une application sur ce type d’architecture, il faudra de´terminer qu’elles
sont les ressources a` allouer aux taˆches composant l’application. Afin d’optimiser les
communications entre les taˆches, il convient de leur allouer des ressources ge´ographi-
quement proches. Dans un premier temps, le mode`le de communications conside´re´ pour
Figure 5.16 – Sche´ma ge´ne´ral d’un circuit de type SOC 3D
le plan de processeurs est base´ sur une me´moire partage´e, rendant ainsi les temps de
communications uniformes au sein de ce plan. En ce qui concerne le placement des
taˆches communicantes sur la zone reconfigurable, il demeure important qu’elles soient
ge´ographiquement proches. Ainsi, nous souhaitons enrichir notre ordonnanceur spatial
par re´seaux de neurones afin qu’il favorise un placement proche des taˆches communi-
cantes. Ensuite, nous souhaiterions l’e´tendre afin qu’il ge`re la dimension supple´mentaire
qu’est le plan de processeurs.
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L’e´volution constante des applications, que ce soit en complexite´ ou en besoin de
performances, impose le de´veloppement de nouvelles architectures. Parmi l’ensemble
des architectures propose´es se de´marquent les architectures reconfigurables. Ce type
d’architectures offre des performances proches d’un circuit de´die´ tout en proposant
davantage de flexibilite´. Si originellement ces architectures ne pouvaient eˆtre configure´es
qu’a` leur de´marrage, elles sont de´sormais configurables partiellement a` tout moment.
Cette fonctionnalite´, nomme´e « reconfiguration dynamique », permet de multiplexer
temporellement et spatialement l’exe´cution de plusieurs applications, rapprochant ainsi
l’utilisation des architectures reconfigurables de celle d’un processeur ge´ne´raliste. A`
l’instar des ordinateurs pourvus d’un processeur ge´ne´raliste, il s’ave`re donc ne´cessaire
de disposer d’un syste`me d’exploitation pour architectures reconfigurables. Cette the`se
se focalise sur la cre´ation d’ordonnanceurs destine´s a` ce type d’architectures. Parce
que nous ciblons l’exe´cution d’applications complexes - compose´es de plusieurs taˆches
dont l’ordre d’exe´cution n’est pas connu a` l’avance - les algorithmes d’ordonnancement
doivent eˆtre exe´cute´s en ligne et les solutions obtenues en des temps tre`s brefs. A` cette
fin, nous re´alisons nos algorithmes d’ordonnancement en nous basant sur des re´seaux
de neurones de Hopfield. Ce type de re´seaux a e´te´ utilise´ pour re´soudre des proble`mes
d’optimisations (tels que des proble`mes d’ordonnancement) ou` il a e´te´ constate´ qu’ils
produisaient des solutions rapidement. De plus, leur simplicite´ de fonctionnement (peu
de structures de controˆle) permet de les imple´menter efficacement sur des architectures
reconfigurables de type FPGA.
Le premier chapitre de ce document introduit les concepts sur lesquels sont base´s nos
travaux, a` savoir, les architectures reconfigurables ainsi que l’ordonnancement temporel
et spatial destine´ a` ce type d’architectures. Le second chapitre pre´sente les re´seaux de
neurones de Hopfield. Dans le troisie`me chapitre, nous pre´sentons un ordonnanceur
temporel pour architectures he´te´roge`nes reconfigurables.
Le quatrie`me chapitre pre´sente deux ordonnanceurs spatiaux, fonde´s sur des hypo-
the`ses mate´rielles diffe´rentes. Le premier, base´ sur un re´seau de Hopfield, ne requiert
que des me´canismes de reconfiguration simples et est donc utilisable avec les outils four-
nis par les fabricants. Le second, quant a` lui, ne´cessite des me´canismes actuellement
non fournis par les fabricants, mais permet d’exploiter plus finement l’architecture. Le
dernier chapitre pre´sente des travaux relatifs aux re´seaux de neurones de Hopfield, a`
savoir l’e´valuation paralle`le de neurones, ainsi que des proprie´te´s de tole´rance aux fautes
de ces re´seaux.
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