Modélisation des processus dynamiques dans les supercondensateurs by Péan, Clarisse
Mode´lisation des processus dynamiques dans les
supercondensateurs
Clarisse Pean
To cite this version:
Clarisse Pean. Mode´lisation des processus dynamiques dans les supercondensateurs. Chimie an-
alytique. Universite´ Pierre et Marie Curie - Paris VI, 2015. Franc¸ais. <NNT : 2015PA066243>.
<tel-01233566>
HAL Id: tel-01233566
https://tel.archives-ouvertes.fr/tel-01233566
Submitted on 25 Nov 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
   
 
PHysico-chimie des Electrolytes et Nanosystèmes InterfaciauX - UMR 8234 -  phenix-dir@upmc.fr  http://www.phenix.cnrs.fr 
 
 
Secrétariat :  33 (0) 1 44 27 31 93 -  33 (0) 1 44 27 32 28  phenix-admin@upmc.fr  http://www.phenix.cnrs.fr 
 PHENIX - UMR 8234 UPMC/CNRS - Université Pierre et Marie Curie - Case 51 - 4 place Jussieu - 75252 PARIS cedex 5 - France 
 
 
Dr Pierre Levitz 
Directeur de Recherche au CNRS 
Directeur  de  l’UMR  PHENIX 
 pierre.levitz@upmc.fr 
 
                                                           Paris, le vendredi 22 mai 2015 
 
 
 
Objet : Décès de Pierre Turq 
 
 
 
Cher Collègue, 
 
Pierre   Turq,   figure   historique   de   l’Université   Pierre   et   Marie   Curie et de la communauté 
Française et internationale de la Chimie Physique nous  a  quitté  mercredi  dernier  après  ce  qu’il  
est  convenu  d’appeler  une  longue  maladie.  Il  a  mené  un  combat  courageux  et  honorable tout 
en   gardant   jusqu’au   bout   sa   lucidité   et   son   humour. Il laisse une véritable école de pensée 
représentée par ses anciens élèves et thésards qui ont repris le flambeau. Il fut le fondateur du 
LI2C  sur  lequel  s’est  construit  en  partie  notre  projet  PHENIX.  Au-delà de sa disparition, son 
souvenir et son influence survivront encore longtemps. 
Ses obsèques auront lieu lundi 25 mai, au funérarium des Batignolles à 14 h. La volonté de 
Pierre était de ne recevoir ni fleurs  ni  couronnes  mais  de  faire  un  don  à  l’Institut  Curie (une 
corbeille sera disponible au funérarium). Je vous incite donc, pour ceux qui le peuvent, à vous 
y rendre. Afin de respecter les dernières volontés de Pierre, nous organiserons en interne une 
collecte de dons en « espèce ». Lise Michelot se chargera de la collecte. Pour les dons par 
chèque, nous vous proposons de les faire directement à l’Institut  Curie  à la mémoire de Pierre 
Turq. 
 
Très cordialement 
 
 
 
 
 
         Pierre Levitz 
Thèse de doctorat
Pour l’obtention du grade de Docteur
de l’Université Pierre et Marie Curie
École doctorale de Chimie Physique et Chimie Analytique de Paris Centre
Modélisation des processus dynamiques
dans les supercondensateurs
Clarisse Péan
Directeurs de thèse : Mathieu Salanne et Patrice Simon
Présentée et soutenue publiquement à l’Amphithéâtre Jean Perrin, le 21 Septembre 2015,
devant un jury composé de :
M. Benoit Coasne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Rapporteur
M. Frédéric Favier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Rapporteur
M. Andrea Balducci . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examinateur
Mme Marie-Laure Bocquet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examinatrice
Mme Hélène Gérard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examinatrice
M. Mathieu Salanne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Directeur de thèse
M. Patrice Simon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Directeur de thèse

Table des matières
Remerciements 1
Introduction 5
1 Les supercondensateurs pour le stockage de l’énergie 9
1.1 Un « supercondensateur » : définition, spécificités et applications . . . . . 10
1.1.1 Définitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.2 Petit vade-mecum d’électrostatique et d’électrodynamique . . . . 13
1.1.3 Diagramme de Ragone . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Les éléments composant le supercondensateur . . . . . . . . . . . . . . . 18
1.2.1 Matériaux d’électrode . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.2 Électrolytes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3 Mesure de la performance des supercondensateurs . . . . . . . . . . . . . 22
1.3.1 Grandeurs caractéristiques . . . . . . . . . . . . . . . . . . . . . . 22
1.3.2 Capacités intégrale et di érentielle . . . . . . . . . . . . . . . . . 23
2 Approcher les supercondensateurs par l’expérience 27
2.1 Caractérisation électrochimique . . . . . . . . . . . . . . . . . . . . . . . 28
2.1.1 La cellule électrochimique . . . . . . . . . . . . . . . . . . . . . . 28
2.1.2 Sollicitations constantes ou variant linéairement dans le temps . . 30
2.1.3 Spectroscopie d’impédance électrochimique . . . . . . . . . . . . . 32
2.2 Résonance magnétique nucléaire . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.1 Quelques définitions . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.2 Un exemple d’expérience . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Microbalance à quartz . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Caractéristiques de la cellule et variations de masse avec une ddp 36
2.4 Autres méthodes expérimentales . . . . . . . . . . . . . . . . . . . . . . . 39
3 Approcher les supercondensateurs par la modélisation 41
3.1 Modéliser le matériau et l’électrolyte . . . . . . . . . . . . . . . . . . . . 42
3.1.1 Modéliser le matériau . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2 Modéliser l’électrolyte . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3 Le supercondensateur modélisé . . . . . . . . . . . . . . . . . . . 48
3.2 Généralités sur la dynamique moléculaire . . . . . . . . . . . . . . . . . . 49
3.2.1 Choix de l’ensemble thermodynamique . . . . . . . . . . . . . . . 49
3.2.2 Choix de la température . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 Conditions aux limites périodiques . . . . . . . . . . . . . . . . . . 51
iii
iv TABLE DES MATIÈRES
3.2.4 Potentiel d’interaction entre sites . . . . . . . . . . . . . . . . . . . 51
3.3 Singularité du code de dynamique moléculaire utilisé . . . . . . . . . . . 54
3.3.1 Calculer « à charges constantes » ou « à charges fixes » . . . . . . 54
3.3.2 Calculer « à potentiel constant » ou « à charges fluctuantes » . . . 55
3.3.3 Exemple de comparaison entre les deux méthodes . . . . . . . . . 58
3.4 Détail des systèmes simulés . . . . . . . . . . . . . . . . . . . . . . . . . 60
4 Etudes à l’équilibre 63
4.1 Quelques résultats de la Thèse précédente . . . . . . . . . . . . . . . . . 64
4.1.1 Découverte expérimentale . . . . . . . . . . . . . . . . . . . . . . 64
4.1.2 Capacités obtenues par la modélisation . . . . . . . . . . . . . . . 64
4.1.3 Raisons de l’importante capacité des carbones poreux . . . . . . . 66
4.2 Capacité individuelle d’une électrode poreuse . . . . . . . . . . . . . . . . 68
4.2.1 L’impossibilité d’utiliser l’équation de Poisson . . . . . . . . . . . 68
4.2.2 Mise au point d’un système « hybride » . . . . . . . . . . . . . . . 70
4.2.3 Calcul des capacités . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.4 Comparaison avec les expériences . . . . . . . . . . . . . . . . . . 74
4.3 Caractérisation des di érents CDCs étudiés . . . . . . . . . . . . . . . . 78
4.3.1 Degrés de confinement . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Cartographie des électrodes . . . . . . . . . . . . . . . . . . . . . 80
5 Processus transitoires 85
5.1 Le supercondensateur composé d’électrodes de CDC-1200 soumis à de
faibles ddp comme référence . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1.1 Évolution de la charge sur l’électrode . . . . . . . . . . . . . . . . 86
5.1.2 Charges et décharges . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.1.3 Nombres d’ions dans les électrodes . . . . . . . . . . . . . . . . . 95
5.1.4 Profils de densité . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 E et de la structure de l’électrode de carbone . . . . . . . . . . . . . . . . 101
5.2.1 Évolution de la charge sur l’électrode . . . . . . . . . . . . . . . . . 101
5.2.2 Nombres d’ions et volumes occupés . . . . . . . . . . . . . . . . . 104
6 E ets de la ddp et du solvant sur la dynamique 107
6.1 E et de la valeur de la ddp . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1.1 Évolution de la charge sur l’électrode . . . . . . . . . . . . . . . . 108
6.1.2 Nombres d’ions dans les électrodes . . . . . . . . . . . . . . . . . 109
6.1.3 Profils de densité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.4 Sites préférentiels de confinement . . . . . . . . . . . . . . . . . . 114
6.1.5 Déplacements des ions . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 E et de la présence de solvant . . . . . . . . . . . . . . . . . . . . . . . . 118
6.2.1 Évolution de la charge sur l’électrode . . . . . . . . . . . . . . . . 118
6.2.2 Nombres d’ions dans les électrodes . . . . . . . . . . . . . . . . . 119
6.2.3 Profils de densité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.2.4 Déplacements des ions . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2.5 Sites préférentiels de confinement . . . . . . . . . . . . . . . . . . 124
6.2.6 Solvatation et désolvatation . . . . . . . . . . . . . . . . . . . . . 125
TABLE DES MATIÈRES v
7 Etude du mécanisme de di usion-électrosorption 131
7.1 Transport lors des processus transitoires . . . . . . . . . . . . . . . . . . 132
7.2 Simulations à l’équilibre et di usion . . . . . . . . . . . . . . . . . . . . . 133
7.2.1 Fonctions de corrélation et temps de résidence . . . . . . . . . . . 133
7.2.2 Déplacements quadratiques moyens . . . . . . . . . . . . . . . . . 136
7.2.3 Propriétés d’équilibre et processus transitoires . . . . . . . . . . . 139
Conclusion 143
Perspectives 145
A Courbes de masse vs charge obtenues par la modélisation 147
B Nanotubes de carbone 149
C Systèmes non symétriques 153
D Variations de température pour les simulations dans l’ensemble NVE 155
D.1 Simulations à charge constante . . . . . . . . . . . . . . . . . . . . . . . . 156
D.2 Simulations à potentiel constant . . . . . . . . . . . . . . . . . . . . . . . . 161
E Simple marche de potentiel ou marches successives 167
F Rampes de potentiel et processus transitoires 169
G Modèle de ligne à transmission 171
H Augmentation de la statistique 175
I Publications issues de ce travail 177

Remerciements
Ce travail de trois ans, réalisé en collaboration avec plusieurs équipes, a été l’occasion
de nombreuses rencontres précieuses, enrichissantes tant du point de vue scientifique
qu’humain. Ces quelques lignes ont pour dessein de rendre hommage à chacune d’entre
elles, certaines fois sous forme de clins d’œil que les intéressés comprendront. Parfois en
sciences, l’ordre dans lequel sont placés les noms a une signification, et suit des règles
plus ou moins universelles. Ici, au sein de chaque paragraphe, il n’y a pas d’ordre (comme
c’est le cas dans la réalité expérimentale), et les noms apparaissent tels que les personnes
sont apparues au fil du hasard, comme au cours d’un voyage brownien dans le temps (à
l’échelle de la journée ou de l’année) et dans l’espace.
Je remercie en premier lieu mes encadrants, deux o ciels et un plus « o cieux »,
mais qui a été aussi présent : Patrice Simon à Toulouse, Mathieu Salanne et Benjamin
Rotenberg à Paris. Je n’ai eu cesse d’être impressionnée par leurs compétences scientifiques
extrêmement pointues, inébranlables face à mes nombreuses questions. Sur le plan humain,
ils savent que je leur suis extrêmement reconnaissante pour leur soutien dans tous les
moments délicats de la vie auxquels on est potentiellement confrontés pendant trois ans.
Je mesure toute la chance que j’ai eue de travailler avec eux.
C’est Marie Jardat, Directrice de l’Equipe Modélisation, qui m’a incitée à commencer
ce travail de Thèse et présentée à Mathieu Salanne. Au vu des trois dernières années
passées, je lui dois donc beaucoup. Je remercie également Pierre Levitz, le Directeur
du laboratoire, pour sa gentillesse et les échanges scientifiques, très « mathématiques »,
comme je les a ectionne.
J’ai été installée pendant trois ans dans les bureaux de l’équipe Modélisation, par-
tageant ainsi d’excellents moments avec chacun de ses membres : Virginie Marry, et sa
voix hors du commun, Vincent Dahirel, Natalie Malikova et Olivier Bernard (d’excellents
souvenirs au Portugal), Emmanuelle Dubois, (et Côme !), Guillaume Mériguet (on n’aura
finalement pas fait d’aviron), Serge Durand-Vidal, et ses stagiaires aux talents de cuisiniers,
Christian Simon, et ses passionnantes conversations sur le Ministère. En ce qui concerne
mes voisins de bureau, plus ou moins éloignés, j’aimerais remercier Franciscarlos Gomes
da Silva (qui m’a cédé un emplacement très lumineux !) ainsi que tous les étudiants
brésiliens qui ont été de passage, avec qui j’ai pu continuer de pratiquer ma seconde
langue maternelle qui m’est si chère. J’aimerais remercier aussi Raphaël Pusset, dont
1
2 Remerciements
la musique (à défaut du vin) m’a portée durant les trois ans, Amaël Obliger, pour les
arrivages réguliers de « Branches », auxquelles il était bon de pouvoir se raccrocher après
une mauvaise journée de code, Antoine Carof (mon plus cher filleul) et sa « fâcheuse »
manie de venir prendre ses pauses dans le bureau d’en face parce que l’air y est plus vif,
Simon Gourdin, un collègue « singulier » (j’espère que l’adjectif est adéquat !) et attachant,
ses invitations à la réflexion ayant toujours été extrêmement productives, Stéphane Tesson
(pour sa chaleur !), Caterina Dolce, voisine de bureau sportive et gourmande, toujours
de bon conseil, Pauline Bâcle et Pauline Simonnin, réunies par leur homonymie et leur
bonne humeur, Wilfried Louisfrema, pour ses discours des grandes occasions déclamés
avec brio, Dario Corradini, qui m’a autant appris sur l’Italie que fait réviser les subtilités
de la langue française, Lisa Weiss, entre autres pour ses lumières très précises sur certains
points de mon travail, Xu-Dong Zhao, à qui j’ai trop souvent emprunté la chaise, Davide
Ceratti, qui nous a enseigné toute la panoplie des jurons italiens, Guillaume Batôt, qui a
bien participé à l’utilisation de mon casque, Maximilien Levesque, entre autres pour ses
compétences informatiques indispensables, Amandine Anfry, toujours e cace, Adriaan
Ludl, toujours présent aux événements malgré la distance géographique et enfin Jean
Chevalet, l’indispensable Jean, entre autres mille choses, pour les réparations de mes
bagues et sac à main au fer à souder.
Au 5ème étage, je remercie entre autres Ali Abou-Hassan, Anne-Laure Rollet, et Cécile
Rizzi, ainsi que Yasine Sakhawoth, Jamoowantee Ballah, Nadia Soulmi, Véronica Gavrilov-
Isaac, Clément Guibert, Blandine Bolteau, Guillaume La te, pour les agréables pauses
« rigolantes » passées ensemble, et les qualité, quantité et diversité du contenu du précieux
tiroir à gâteaux ! Ce n’est pas parce qu’aucune périphrase ne juxtapose leurs noms qu’ils
ont été moins importants.
Bien que travaillant principalement sur ordinateur, l’équipe à laquelle j’ai été rattachée
à Paris est l’équipe « Electrochimie et Liquides ioniques » composée de savants électro-
chimistes. Je remercie Didier Devilliers, Henri Groult, Eric Mahé et Denise Krulic, pour
leur gentillesse, bienveillance, et les connaissances qu’ils m’ont apporté. Pour ce qui est de
la fameuse « MST » (« Mathieu Salanne Team »), je suis très contente d’avoir partagé
savoir et moments d’amitié avec Fabien Pacaud (longues discussions très philosophiques
sur la vie), Mario Burbarno, Konrad Breitsprecher et Ryan Burt. Enfin, pour terminer de
parcourir le couloir, je remercie David Binet, l’ange gardien de ce laboratoire, Antonin
Grenier, pour sa représentation de Maisons-Alfort tout à fait à la hauteur, Damien Dam-
bournet, pour ses nombreux conseils sur l’avenir et la vie en général, Sandrine Leclerc,
dont on a souvent investi le bureau pour y partager un thé ou une brioche bien mérités,
Ana Porras-Gutierrez, qui a toujours été d’accord pour ce type d’intrusions, Wei Li (de
très bons souvenirs aux Journées du Fluor, alors qu’il faisait si chaud à Paris), José, pour
tout le soutien technique. Enfin, je souhaite terminer le tour de l’équipe ELI par la « last
Remerciements 3
but not least at all » Céline Merlet, dont j’ai repris la suite du travail, et avec laquelle
l’interaction scientifique a été très forte et a amené une amitié des plus solides. Elle sait à
quel point je reconnais tant la qualité de la scientifique que la fidélité de l’amie.
Pour terminer les remerciements envers le laboratoire parisien, j’aimerais adresser des
remerciements tout particuliers à la cellule administrative, aussi patiente qu’e cace, avec
qui nous avons échangé bien plus que des signatures : Lise Michelot, Brigitte Carrez, et
enfin Gérard Guillard, si impressionnant au début ! Enfin, Augusta mérite des remercie-
ments des plus chaleureux : sa présence est non seulement garante de la netteté de nos
lieux de vie, elle est garante de tout l’équilibre du laboratoire dans sa globalité.
En ce qui concerne mon laboratoire toulousain, je souhaite remercier, en plus de mon
Directeur Patrice Simon, Pierre-Louis Taberna et Barbara Da os, avec qui les échanges
scientifiques lors des réunions-bilan sur ma Thèse ont été extrêmement profitables. Être
conscient de la réalité des expériences quand on fait de la modélisation est indispensable
pour « garder les pieds sur terre », et ils ont su me retenir. Je remercie également les
doctorants, avec qui j’ai partagé bien plus que de la science : Wan-Yu Tsai, scientifique
et amie hors pair, Kévin Brousse (Justin ?), Léo Nègre (Léopold ?), Laurent Bazin, qui
aimait tant le rose... Enfin, je remercie Nicole Luga et Maryse Bellanger, responsables
administratives, qui ont toujours été très attentionnées.
Je remercie également toutes les personnes que j’ai rencontrées lors des réunions du
RS2E (Réseau pour le Stockage Electrochimique de l’Energie) et lors des nombreux congrès
auxquels mes Directeurs de Thèse m’ont donné la possibilité de participer : Jean-Marie
Tarascon, que j’ai aussi vu lors de sa première fois au Brésil, Marie-Liesse Doublet, Frédéric
Favier, Thierry Brousse, Andrea Balducci, Laura Coustan, Alex Forse, Georges Moussa, et
de nombreux autres chercheurs d’autres pays. On dit que les voyages forment la jeunesse,
mais il forgent aussi la science d’aujourd’hui ; j’ai vraiment beaucoup appris grâce à eux.
Je remercie enfin les membres de mon jury de Thèse d’avoir participé à la cristallisation
de ce travail lors de cette journée si particulière qu’est celle de la soutenance de la Thèse :
Benoit Coasne, avec qui s’est engagé une discussion très fructueuse, Frédéric Favier, qui ne
m’a finalement pas « piégée » (cf. chapitre 7), Andrea Balducci, qui a apporté sa grande
expertise sur les liquides ioniques et Marie-Laure Boquet, pour ses éloges si sincères qui
m’ont profondément touchée. Enfin, je suis très fière que le jury ait été présidé par Hélène
Gérard, qui a suivi mon parcours depuis maintenant 8 ans, toujours avec le plus grand
professionnalisme et beaucoup de prévenance.
C’est avec une douce nostalgie que je repenserai à tous ces moments.

Introduction
La question de l’énergie constitue aujourd’hui un enjeu économique et sociétal majeur,
et est par conséquent un des plus grands défis de la recherche actuelle. La diminution des
réserves en énergies fossiles, les problèmes posés par l’utilisation de l’énergie nucléaire,
obligent à rechercher de nouvelles sources d’énergie. La transition énergétique s’oriente en
particulier vers les énergies renouvelables : marémotrice (énergie issue des mouvement
spontanés de l’eau), solaire, éolienne, hydraulique (production d’énergie grâce à la force
d’une chute d’eau), géothermique (principe qui consiste à convertir la chaleur des nappes
aquifères en électricité à l’aide de turbo-alternateurs dans les zones d’activité volcanique
ou tectonique), et issue de la biomasse (ensemble des déchets verts pouvant devenir source
d’énergie).
Les inconvénients principaux de ces énergies sont leur disponibilité inégale à la surface
de la Terre ainsi que leur disponibilité inégale dans le temps. Pour assurer le développement
de leur utilisation, il est donc nécessaire de bien maîtriser le stockage de l’énergie. Et le
problème du stockage de l’énergie se pose autant pour le stockage stationnaire à grande
échelle, que pour les applications nomades ou pour les transports.
Di érents systèmes ont déjà été mis au point : le plus abouti est appelé « STEP »
(acronyme de « Station de Transfert d’Energie par Pompage ») [1]. Le stockage de l’énergie
se fait de façon mécanique, sous forme d’énergie potentielle. Le principe est le suivant :
deux réservoirs d’eau sont situés à altitudes di érentes, dans des zones à forts dénivelés.
Lorsque la consommation d’énergie est basse, le surplus d’énergie sert à monter l’eau
du réservoir en contrebas vers le réservoir en hauteur. Dès que la demande en énergie
augmente, l’eau du haut est relâchée, actionnant une turbine qui restitue l’énergie. Six
stations de ce type existent actuellement en France.
Il est possible également de stocker l’énergie chimiquement, avec les batteries et les
supercondensateurs. On parle de systèmes de stockage électrochimique. L’électrochimie
est la discipline scientifique qui s’intéresse aux relations entre la chimie et l’électricité ;
les phénomènes chimiques sont couplés à des échanges réciproques d’énergie électrique.
Dans le contexte du stockage de l’énergie, l’énergie électrique est convertie en énergie
chimique. Les systèmes de stockage électrochimiques sont particulièrement bien adaptés
au problème du stockage de l’énergie embarquée. En e et, ils présentent l’avantage d’avoir
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des rendements proches de 100%. À titre de comparaison, le rendement énergétique de la
photosynthèse (rapport entre énergie stockée chimiquement et énergie lumineuse reçue)
est inférieur à 1%, celui d’un moteur thermique, de 30%, celui d’un moteur électrique, de
90% [2].
Dans cette Thèse, nous travaillons sur les supercondensateurs, sur lesquels les études
ont débuté peu avant les années 1960 ; le premier brevet, déposé par la société General
Electric pour un composant à électrolyte aqueux et électrodes carbonées poreuses, date
de 1957 [3]. Ils ont l’avantage d’avoir une durée de vie bien plus importante que celle des
batteries et d’être bien plus puissants. En revanche, la quantité d’énergie que les supercon-
densateurs sont capables de stocker est encore relativement faible par rapport aux batteries.
Les recherches actuelles sur les supercondensateurs sont donc tournées vers l’amélioration
de cette caractéristique. Le chapitre 1 détaille les di érents aspects des supercondensateurs.
Dans ce contexte, en 2006, deux équipes d’expérimentateurs travaillant sur les super-
condensateurs, dirigées par Patrice Simon, co-Directeur de cette Thèse, et Yury Gogotsi,
montrent que les matériaux aux tailles de pores inférieures au nanomètre permettent
d’avoir des capacités supérieures de plus de 100% à la capacité des électrodes classiques
utilisées auparavant [4]. Ce résultat était tout à fait inattendu, la communauté scientifique
supposant que des pores très petits empêchaient le stockage des charges. En sus de la
composition du matériau de l’électrode et de sa structure, la taille des pores devient
donc une autre caractéristique à prendre en compte dans la façon de penser le matériau,
en vue d’accroître les performances des systèmes de stockage électrochimique [5]. Une
présentation des méthodes expérimentales permettant d’étudier les supercondensateurs,
dont certaines sont utilisées dans ce travail, est proposée dans le chapitre 2.
La modélisation et la simulation numérique sont des outils qui ont permis de mieux
comprendre les résultats expérimentaux sur les capacités [6]. En e et, bien souvent, afin
de comprendre les phénomènes ayant lieu à l’échelle macroscopique du laboratoire, il est
nécessaire de comprendre les phénomènes ayant lieu à l’échelle microscopique, c’est-à-dire
à l’échelle moléculaire. En 2012, un modèle de supercondensateur a été mis au point dans
l’équipe de Mathieu Salanne, co-Directeur de cette Thèse [6] ; il est décrit au chapitre 3.
La technique de dynamique moléculaire utilisée y est également expliquée, ainsi que la
particularité du code utilisé, qui inclut la polarisation des électrodes.
Les travaux de modélisation encadrés durant ces trois années par Mathieu Salanne
et Benjamin Rotenberg ont été réalisés au Laboratoire PHENIX. Les recherches précé-
demment menées ont porté sur les propriétés d’équilibre des supercondensateurs. Deux
résultats majeurs ont été obtenus, sur lesquels nous revenons au cours de ce texte dans le
chapitre 4 :
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– les électrodes nanoporeuses accueillent l’électrolyte en leur sein en brisant sa struc-
ture, et celui-ci n’a pas la place su sante pour s’organiser en couches. C’est cette
modification structurale de l’électrolyte qui est à l’origine d’une capacité élevée dans
les supercondensateurs.
– les ions de l’électrolyte les plus confinés dans les électrodes sont ceux qui permettent
un meilleur stockage de la charge.
En outre, le chapitre 4 présente une méthode originale qui permet de déterminer la capacité
individuelle de chaque électrode poreuse d’un supercondensateur, qui n’était jusqu’alors
pas calculable par la modélisation. Les di érences structurales entre les principales élec-
trodes étudiées dans cette Thèse y sont analysées.
Une fois les aspects d’équilibre bien compris, l’objectif principal de cette Thèse a été
d’étudier les processus dynamiques, principalement hors-équilibre : les aspects structuraux
des supercondensateurs étant maîtrisés à l’équilibre pour di érentes situations de potentiel
données (di érences de potentiel entre électrodes nulle ou plus ou moins grande), la
question est de savoir ce qui se passe entre ces situations d’équilibre, lors du passage de
l’une à l’autre. L’intérêt se porte ainsi sur les processus de charge et de décharge. Quel
chemin est adopté par les espèces conductrices ? Quelles grandeurs sont intéressantes à
observer ? Quels sont les phénomènes en jeu ? Y a-t-il un ordre à ces phénomènes, une
sorte de schéma réactionnel ? Sur quelles échelles de temps se déroulent-ils ? Et enfin,
quelle est l’influence de la structure du matériau, de la valeur de la di érence de potentiel
entre les électrodes, de la présence ou non de solvant ? Autant de questions auxquelles
s’attachent à répondre les chapitres 5 et 6 où sont respectivement analysés les processus
transitoires pour di érentes structures d’électrodes nanoporeuses et les e ets de l’élévation
du potentiel et de la présence de solvant.
Le dernier chapitre clôt ce travail en présentant les prémices de nos études sur la
question du transport, de la dynamique cette fois à l’équilibre. En e et, il est certes
primordial de simuler les processus hors-équilibre de charge et de décharge, que l’on
réalise dans la réalité expérimentale, mais pour aller plus loin, et caractériser précisément
le transport, c’est-à-dire calculer des coe cients de di usion, des conductivités, il est
nécessaire de simuler dans le temps des systèmes à l’équilibre. Le chapitre 7 apporte des
éléments de réponse à cette dernière problématique.

Chapitre 1
Les supercondensateurs pour le stockage de
l’énergie
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Ce premier chapitre, constitué de trois parties, a pour ambition de présenter les
notions générales sur les supercondensateurs et de définir simplement mais précisément
les principaux termes qui seront utilisés dans cette Thèse. La première partie traite
du supercondensateur à proprement parler : origine de sa dénomination, spécificités et
applications. La deuxième partie détaille les constituants du supercondensateur, et enfin
la dernière partie décrit comment mesurer la performance des supercondensateurs.
1.1 | Un « supercondensateur » : définition, spé-
cificités et applications
1.1.1 | Définitions
Le condensateur
Afin de savoir de quoi l’on parle, il est bon de débuter par quelques éléments d’étymo-
logie : pourquoi dit-on « supercondensateur » ?
Un condensateur (cf. figure 1.1, à gauche) est un composant électrique élémentaire
constitué de deux armatures métalliques conductrices appelées électrodes, par exemple
faites de cuivre, et séparées par un isolant polarisable ou diélectrique. Sous l’e et d’une
di érence de potentiel (abrégée « ddp » ; par abus de langage, on parle parfois seulement
de « potentiel ») imposée par un générateur par exemple, des charges positives et négatives
viennent s’accumuler sur l’une ou l’autre des électrodes. Un potentiel est toujours défini
par rapport à une référence, c’est-à-dire à une constante près ; le potentiel absolu n’existe
pas. Les seules grandeurs accessibles sont les ddp entre deux points, aussi appelées tensions.
« L’accumulation » d’énergie dans un condensateur se fait via un phénomène physique
électrostatique, dit processus non faradique : il n’y a pas de réaction chimique. À l’opposé,
dans les accumulateurs électrochimiques, communément appelés batteries, des réactions
d’oxydoréduction sont en jeu et le processus d’échange d’électrons est dit faradique, du
nom du célèbre physicien et chimiste britannique Michael Faraday qui a tout au long du
19e siècle largement fait progresser les connaissances sur l’électricité.
Le « super » condensateur...
Un « super » condensateur (schématisé en figure 1.1, à droite) permet de stocker
beaucoup plus de charge et donc d’énergie qu’un condensateur. De ce fait, le condensateur
est utilisé essentiellement dans des applications électroniques, où seules de toutes petites
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Figure 1.1 | Un condensateur (à gauche) et un supercondensateur (à droite) schématisés.
Pour le condensateur, un milieu diélectrique sépare les deux électrodes. Pour le super-
condensateur, on décompte quatre constituants principaux : les électrodes, l’électrolyte,
le séparateur, et les collecteurs de courant, par lesquels les électrodes sont reliées à un
circuit électrique extérieur. Chaque double-couche du supercondensateur est assimilable à
un condensateur.
quantités d’énergie sont mises en jeu.
Un certain nombre éléments expliquent cette di érence entre condensateur et supercon-
densateur. À la place du milieu diélectrique se trouve un électrolyte, substance conductrice
qui contient des espèces chargées. De plus, les matériaux utilisés pour les électrodes de
supercondensateurs sont des matériaux poreux dont la surface spécifique, c’est-à-dire la
superficie réelle de la surface par opposition à sa surface apparente, est très élevée. Il y a
donc beaucoup plus de place disponible pour l’adsorption des charges sur les électrodes.
Enfin, dans un condensateur, la séparation des charges situées sur les armatures est ma-
croscopique, puisque le diélectrique est un séparateur physique : environ 0,1 millimètre les
séparent. Dans le supercondensateur, les armatures se polarisent avec une charge opposée
à celle de l’espèce qui vient s’adsorber. Ainsi, chacune des deux électrodes peut-être vue
comme un condensateur où les charges ne sont séparées que d’un diamètre moléculaire.
Dans ce modèle très simple, un supercondensateur est assimilable à une association de
deux condensateurs. Un séparateur permet d’éviter que les deux électrodes ne se touchent
et n’entraînent un court-circuit. C’est une structure très poreuse qui laisse passer les
espèces de l’électrolyte. La zone avoisinant le séparateur, où l’électrolyte ne ressent pas
les e ets de la présence des électrodes est désignée par l’anglicisme « bulk ».
... ou « condensateur électrique à double-couche »
Ce sont donc les grandes énergies stockées par le supercondensateur qui lui ont valu
son nom. Dans les années 1990, la communauté scientifique a proposé d’utiliser une
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désignation plus générale - qui est malgré tout moins usitée à l’heure actuelle -, celle de
« condensateur électrique à double-couche », ou en anglais EDLC, pour « Electric Double-
Layer Capacitor ». En e et, la « double-couche » joue un rôle clé dans le fonctionnement
du supercondensateur.
Les modèles dits de double-couche décrivent l’interface électrochimique formée d’une
surface non réactive et polarisable en contact avec un électrolyte, à l’équilibre thermodyna-
mique. Parallèlement à la formation de la double-couche électrique, il y a apparition d’une
ddp entre la surface et la solution. La question de la description de la double-couche n’est
pas encore tranchée de nos jours ; de nombreux modèles théoriques ont été proposés [7]
(cf. figure 1.2, issue de [8]). Ils reposent sur la loi fondamentale de l’électrostatique de
Coulomb qui implique notamment que deux charges de signe opposé s’attirent.
Figure 1.2 | Les trois modèles historiques de description de la double-couche : le modèle
de Helmholtz est proposé en 1874, celui de Gouy-Chapman dans les années 1910, celui de
Stern en 1924. Adapté de [8].
Le premier modèle pour la distribution des ions près d’une surface polarisable a été
décrit par Helmholtz en 1874 [9] : on a deux plans parallèles de charges de signe opposé,
l’un étant localisé sur la surface métallique, l’autre du côté de la solution, à quelques
dixièmes de nanomètre de distance. L’excès de charges est réparti de manière uniforme.
Une quarantaine d’années plus tard, ce modèle est amélioré par Gouy [10] et Chap-
man [11], indépendamment : les ions en solution sont en mouvement et di usent. Ces
mouvements de matière chargée sont à l’origine de l’existence d’un courant dans un
conducteur.
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Quinze ans plus tard, Stern [12] imagine une combinaison des deux modèles précédents.
Une couche « compacte » dite de Helmholtz ne contient que des ions de charge opposée
à celle de la surface chargée (des contre-ions), et une seconde couche « di use » dite de
Gouy-Chapman contient des anions et des cations (des contre-ions et des co-ions). Cette
dernière est de taille variable. Des molécules de solvant peuvent être intégrées au modèle.
Ces modèles de double-couche où les espèces chargées en solution sont ponctuelles ne
sont valables que pour des surfaces planes de charge uniforme, des solutions très diluées
(le solvant est représenté par sa constante diélectrique). Les charges sont ponctuelles et
donc les e ets de volume exclu ne sont pas pris en compte. Les corrélations ioniques ne
sont pas calculées une à une : chaque ion interagit avec le champ électrostatique moyen
créé par les autres sites, et c’est la densité moyenne qui importe, non la structure locale
précise autour d’un ion.
Des propositions de description améliorée de la double-couche ont par la suite été
proposées : Huang et al. [13] se sont intéressés aux surfaces courbées et Kornyshev [14]
a mis au point un modèle de double-couche adapté aux surfaces planes en contact avec
des électrolytes concentrés (cf. partie 1.3.2 de ce chapitre). Pour les liquides ioniques,
des simulations à gros grains introduisant des paramètres spécifiques pour caractériser
les électrolytes ont été proposées par Kirchner et al. [15]. Enfin, un récent travail de
Kornyshev et Qiao propose une interprétation de la double-couche à trois dimensions [16],
pour tenter de dépasser les modèles plans.
Toutes ces théories de champ moyen proposent une quantification du potentiel d’inter-
face et de sa capacité. Bien que constamment améliorées, elles ne sont pas parfaitement
adaptées au cas des carbones poreux, principalement étudiés dans cette Thèse, où les
surfaces ne sont pas planes, et les pores sont souvent trop petits pour qu’on y trouve une
structure organisée du liquide.
1.1.2 | Petit vade-mecum d’électrostatique et d’électrodynamique
Dans cette partie, nous décrivons très succinctement quelques fondements théoriques
qui nous semblent nécessaires à la bonne compréhension de ce travail de Thèse et de ses en-
jeux. Pour davantage de précisions, le lecteur est invité à consulter l’ouvrage de Conway [7].
Le matériau du supercondensateur est considéré métallique, donc conducteur (cette
hypothèse sera discutée au chapitre 4). À l’équilibre, tout conducteur est équipotentiel
et non chargé en volume - un matériau non équipotentiel est le siège de courants, qui ne
sont pas autorisés à l’équilibre. Il y a donc électroneutralité à l’échelle macroscopique du
volume. En revanche, à l’échelle atomique, il y a des disparités de charges : des électrons
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et des noyaux chargés positivement sont présents et font qu’un matériau conducteur est
capable de se polariser localement en surface en réponse à une perturbation, par exemple
à l’approche d’une charge.
Comme mentionné précédemment, dans un supercondensateur, il n’y a pas de phéno-
mènes faradiques, c’est-à-dire pas de réaction de transfert de charge. Des théories telles
que celles de Marcus [17] ne sont donc pas pertinentes pour en expliquer le fonction-
nement. On dit souvent qu’il y a adsorption électrostatique, ou « physisorption », ou
« électrosorption » [18]. Quand des charges se présentent au matériau, les constituants du
matériau se réorganisent afin de répondre à la perturbation, c’est-à-dire de « compenser »,
« neutraliser » l’e et de ces charges, pour revenir à l’électroneutralité macroscopique.
Notons que dans un milieu isolant, les électrons ne peuvent pas se réorganiser ainsi. Ce
régime transitoire est extrêmement rapide et caractérisé par le temps de réponse dit de
Debye ou de Maxwell-Wagner [19] :
·MW =
Á
‡
(1.1)
avec Á la permittivité diélectrique du milieu et ‡ la conductivité électrique du milieu.
Ce régime transitoire nécessaire au réarrangement des charges est très court, de l’ordre
de la femtoseconde dans un métal. Plus un matériau est conducteur, plus ce temps est bref.
En l’absence d’un potentiel extérieur imposé, il n’y a donc pas a priori d’intérêt particu-
lier à laisser une charge de l’électrolyte électroadsorbée sur une surface sur un temps plus
long que le temps de Maxwell-Wagner. Si à l’inverse, une charge de l’électrolyte avoisine
le matériau beaucoup plus rapidement que le temps de Maxwell-Wagner, celui-ci n’aura
pas le temps d’organiser la polarisation adéquate. Il n’y aurait pas alors de « stockage de
l’énergie ».
En dehors de l’équilibre, apparaît en plus du champ électrique dû aux charges élec-
triques, un champ magnétique. La description de ces deux grandeurs se fait par les
équations de Maxwell. Pour les supercondensateurs, il est très raisonnable de négliger les
e ets du champ magnétique, puisque la vitesse des objets est très inférieure à la vitesse
de la lumière. On est alors dans une situation où le champ électrique dérive d’un potentiel
et les équations de Maxwell se réduisent à la loi de Poisson :
Ò2V = ≠ﬂch
Á
(1.2)
avec V le potentiel électrique, ﬂch la densité volumique de charge, Á la permittivité diélec-
trique du milieu.
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Dans cette Thèse nous présentons des études réalisées à l’équilibre et d’autres études
réalisées hors-équilibre. Il est important de comprendre la distinction entre les notions
d’équilibre et de stationnarité. Ce dernier terme est souvent employé dans les expériences.
Dans un régime stationnaire, les gradients spatiaux peuvent être non nuls mais sont
indépendants du temps. Cet état est atteint quand la réponse courant/tension du super-
condensateur n’évolue plus dans le temps. Les états stationnaires sont des états clés pour
l’analyse du comportement électrochimique, par exemple pour le calcul de la capacité (cf.
parties 1.3.1 et 1.3.2).
Un système à l’équilibre est soit à l’équilibre mécanique (il ne se déplace pas) soit
thermodynamique. Les grandeurs thermodynamiques qui le décrivent sont dans un mini-
mum au moins local d’énergie libre ; il n’y a pas de passage global de courant, le système
est à l’abandon ou en circuit ouvert. Un état d’équilibre est un cas particulier de régime
stationnaire dans lequel le courant global est nul. Le passage du courant dans une cellule
électrochimique correspond nécessairement à une situation hors-équilibre.
L’état d’équilibre d’un système est toujours définissable, mais pas nécessairement
observable (le temps d’observation peut être trop court par exemple). En l’occurrence,
pour une chaîne électrochimique, il faut que l’équilibre soit atteint au sein de toutes les
phases et à chacune des interfaces. Ici, nous parlerons dans tous les cas d’état d’équilibre,
par abus de langage, même s’il est probable que l’état final atteint à l’échelle de nos
simulations soit davantage proche d’un état stationnaire.
1.1.3 | Diagramme de Ragone
Afin de comparer les performances des di érents systèmes de stockage de l’énergie,
en particulier de ceux précédemment évoqués, à savoir les condensateurs, les supercon-
densateurs et les accumulateurs, un diagramme est classiquement utilisé : le diagramme
de Ragone (figure 1.3, adaptée de [20]). Il met en relation l’énergie spécifique avec la
puissance spécifique. L’énergie spécifique est la quantité d’énergie qu’il est possible d’em-
magasiner par unité de masse de matériau d’électrode. La puissance spécifique est le débit
de stockage/déstockage d’énergie par unité de masse de matériau d’électrode.
Des analogies simples peuvent être proposées afin de mieux comprendre ce que repré-
sente ce diagramme : si un véhicule électrique est au départ d’un trajet avec un réservoir
d’énergie donné, une grande énergie stockée lui permettra de parcourir une longue distance
à vitesse constante, alors qu’une grande puissance stockée lui permettra de réaliser des
pics de vitesse.
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Les condensateurs classiques ont une grande puissance spécifique mais une très faible
énergie spécifique, tandis que les accumulateurs ont les caractéristiques opposées. Les
supercondensateurs eux, se situent entre les deux. Dans une équipe d’athlétisme, un
accumulateur est un coureur de fond, un supercondensateur est plutôt un sprinteur.
L’idéal serait d’avoir un système maximisant l’énergie et la puissance spécifiques.
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pseudo-capacitive active materials. Hybrid capacitors, combining a 
capacitive or pseudo-capacitive electrode with a battery electrode, are 
the latest kind of EC, which bene!t from both the capacitor and the 
battery properties.
Electrochemical capacitors currently !ll the gap between batteries 
and conventional solid state and electrolytic capacitors (Fig. 1). "ey 
store hundreds or thousands of times more charge (tens to hundreds 
of farads per gram) than the latter, because of a much larger surface 
area (1,000–2,000 m2 g–1) available for charge storage in EDLC. 
However, they have a lower energy density than batteries, and this 
limits the optimal discharge time to less than a minute, whereas 
many applications clearly need more9. Since the early days of EC 
development in the late 1950s, there has not been a good strategy 
for increasing the energy density; only incremental performance 
improvements were achieved from the 1960s to 1990s. "e impressive 
increase in performance that has been demonstrated in the past 
couple of years is due to the discovery of new electrode materials and 
improved understanding of ion behaviour in small pores, as well as 
the design of new hybrid systems combining faradic and capacitive 
electrodes. Here we give an overview of past and recent !ndings as 
well as an analysis of what the future holds for ECs.
ELECTROCHEMICAL DOUBLE-LAYER CAPACITORS
"e !rst patent describing the concept of an electrochemical capacitor 
was !led in 1957 by Becker9, who used carbon with a high speci!c 
surface area (SSA) coated on a metallic current collector in a sulphuric 
acid solution. In 1971, NEC (Japan) developed aqueous-electrolyte 
capacitors under the energy company SOHIO’s licence for power-
saving units in electronics, and this application can be considered as 
the starting point for electrochemical capacitor use in commercial 
devices9. New applications in mobile electronics, transportation 
(cars, trucks, trams, trains and buses), renewable energy production 
and aerospace systems10 bolstered further research.
MECHANISM OF DOUBLE-LAYER CAPACITANCE
EDLCs are electrochemical capacitors that store the charge 
electrostatically using reversible adsorption of ions of the electrolyte 
onto active materials that are electrochemically stable and have high 
accessible SSA. Charge separation occurs on polarization at the 
electrode–electrolyte interface, producing what Helmholtz described 
in 1853 as the double layer capacitance C:
 C ord ???
?? ?? A C/A d
?? ???? ??  (1)
where ?r is the electrolyte dielectric constant, ?0 is the dielectric 
constant of the vacuum, d is the e#ective thickness of the double layer 
(charge separation distance) and A is the electrode surface area.
"is capacitance model was later re!ned by Gouy and Chapman, 
and Stern and Geary, who suggested the presence of a di#use layer in 
the electrolyte due to the accumulation of ions close to the electrode 
surface. "e double layer capacitance is between 5 and 20 µF cm–2 
depending on the electrolyte used11. Speci!c capacitance achieved 
with aqueous alkaline or acid solutions is generally higher than in 
organic electrolytes11, but organic electrolytes are more widely used as 
they can sustain a higher operation voltage (up to 2.7 V in symmetric 
systems). Because the energy stored is proportional to voltage squared 
according to
 E = ½ CV2 (2)
a three-fold increase in voltage, V, results in about an order of 
magnitude increase in energy, E, stored at the same capacitance.
As a result of the electrostatic charge storage, there is no faradic 
(redox) reaction at EDLC electrodes. A supercapacitor electrode must 
be considered as a blocking electrode from an electrochemical point 
of view. "is major di#erence from batteries means that there is no 
limitation by the electrochemical kinetics through a polarization 
resistance. In addition, this surface storage mechanism allows very 
fast energy uptake and delivery, and better power performance. 
"e absence of faradic reactions also eliminates the swelling in the 
active material that batteries show during charge/discharge cycles. 
EDLCs can sustain millions of cycles whereas batteries survive a few 
thousand at best. Finally, the solvent of the electrolyte is not involved 
in the charge storage mechanism, unlike in Li-ion batteries where it 
contributes to the solid–electrolyte interphase when graphite anodes 
or high-potential cathodes are used. "is does not limit the choice 
of solvents, and electrolytes with high power performances at low 
temperatures (down to –40 °C) can be designed for EDLCs. However, 
as a consequence of the electrostatic surface charging mechanism, 
these devices su#er from a limited energy density. "is explains why 
today’s EDLC research is largely focused on increasing their energy 
performance and widening the temperature limits into the range 
where batteries cannot operate9.
HIGH SURFACE AREA ACTIVE MATERIALS
"e key to reaching high capacitance by charging the double layer is 
in using high SSA blocking and electronically conducting electrodes. 
Graphitic carbon satis!es all the requirements for this application, 
including high conductivity, electrochemical stability and open 
porosity12. Activated, templated and carbide-derived carbons13, 
carbon fabrics, !bres, nanotubes14, onions15 and nanohorns16 have 
been tested for EDLC applications11, and some of these carbons are 
shown in Fig. 2a–d. Activated carbons are the most widely used 
materials today, because of their high SSA and moderate cost.
Activated carbons are derived from carbon-rich organic 
precursors by carbonization (heat treatment) in inert atmosphere 
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Figure 1 Specific power against specific energy, also called a Ragone plot, for 
various electrical energy storage devices. If a supercapacitor is used in an electric 
vehicle, the specific power shows how fast one can go, and the specific energy 
shows how far one can go on a single charge. Times shown are the time constants of 
the devices, obtained by dividing the energy density by the power.
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Figure 1.3 | Diagramme de Ragone mettant en relation l’énergie spécifique et la puissance
spécifique. L’énergie spécifique est la quantité d’énergie qu’il est possible d’emmagasiner
par unité de masse de matériau d’électrode. La puissance spécifique est le débit de
stockage/déstockage d’énergie par unité de masse de matériau d’électrode. Adapté de [20].
Précisons la comparaison entre supercondensateurs et accumulateurs. Puisque ces
derniers sont actuellement très utilisés (accumulateurs Li-ion dans les smartphones par
exemple), certaines de leur cara téristiqu s s nt bien connues. Le superc ndensateur
a une durée de vie bien plus longue que celle des accumulateurs : un million de cycles
charge/décharge peuvent être réalisés en conservant les mêmes performances, alors qu’un
millier de cycles est e isage ble pour u accumulateur. Ceci s’explique par le fait que
les processus mis en jeu dans les supercondensateurs sont non faradiques, alors que la
réaction chimique dans l’accumulateur est responsable de la dégradation sur le long
terme du matériau d’électrode. De plus, a ranchi de la cinétique relativement lon ue
d’une réaction chimique d’échange d’électrons par rapport à celle de la réaction physique
d’adsorption, le supercondensateur o re des temps de charge et décharge bien plus courts
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que ceux des accumulateurs : quelques dizaines de secondes contre quelques heures [21].
Cette dernière propriété est particulièrement intéressante aussi bien pour les applications
de la vie courante que pour les études en recherche fondamentale : les expériences de
charge/décharge sont très rapides.
1.1.4 | Applications
Les supercondensateurs sont déjà très utilisés aujourd’hui à l’échelle industrielle : nous
donnons ici quelques exemples. En particulier, ils se prêtent très bien à une application
pour les systèmes de transport, qui s’arrêtent et redémarrent souvent, tels que le train, le
tramway, l’autobus : l’énergie produite lors du freinage est récupérée par le superconden-
sateur (étape de charge) et restituée au démarrage (étape de décharge).
Ainsi, un peu plus d’une centaine d’années après l’ouverture de la première ligne de
tramway électrique à Saint-Petersbourg en 1880, le premier essai français d’utilisation
de supercondensateurs pour le tramway a vu le jour, en même temps que d’autres
initiatives en Europe [22] : le projet Steem (Système de Tramway à E cacité Energétique
Maximisée) chapeauté par les sociétés RATP et ALSTOM visait à équiper la ligne
parisienne T3 de supercondensateurs. Sur 20 secondes, les supercondensateurs sont chargés
avec su samment d’énergie pour permettre à la rame de parcourir plusieurs centaines de
mètres. L’économie d’énergie réalisée a été de 16% par rapport à un tramway classique,
d’après un communiqué de presse RATP du 17 mai 2011. Toujours à Paris, la société
ALSTOM a tout récemment (janvier 2015) remporté un contrat de plusieurs milliards
d’euros pour la livraison pour le Grand Paris de plus d’une centaine de trains équipés
de supercondensateurs, imitant la plus récente ligne automatisée 14 du métro parisien
(figure 1.4, à gauche). L’économie d’énergie espérée est de 20%.
Figure 1.4 | Ligne automatisée du métro parisien utilisant la technologie des supercon-
densateurs et bus Bluetram du groupe Bolloré, en projet pour la ville de Bordeaux [Fred
Tanneau/AFP].
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Les bus sont également concernés (figure 1.4, à droite). Ainsi, le « Bluetram » [23]
du groupe Bolloré (dont le nom prête à confusion, puisqu’il roule sur des pneus et ne
nécessite pas de caténaire comme un tramway) est en projet pour la ville de Bordeaux.
Un bras télescopique recharge les 30 modules de 20 supercondensateurs chacun à chaque
station en 90 secondes, temps correspondant à la montée ou descente des passagers. Le
Bluetram peut ainsi parcourir environ deux kilomètres sans apport continu d’électricité.
Dans les exemples décrits ci-dessus, les supercondensateurs sont associés à des accu-
mulateurs, afin que les deux systèmes de stockage aient une fonction complémentaire. Il
existe cependant déjà des systèmes ambitieux fonctionnant exclusivement aux supercon-
densateurs : l’Ar Vag Tredan par exemple, est un bateau qui réalise le service de navette
entre Lorient et Pen-Mané en Bretagne. En ce qui concerne des applications plus modestes,
on peut citer la lampe de poche Telsa Torch, dont le supercondensateur se recharge en
30 secondes grâce à une manivelle et o re 30 minutes d’éclairage.
Une découverte récente et innovante mérite aussi d’être citée, celle des supercondensa-
teurs pliables, pour lesquels on peut imaginer de nombreuses applications, en particulier
pour les équipements de l’armée [24].
1.2 | Les éléments composant le supercondensa-
teur
Nous détaillons dans cette partie les deux principaux éléments constituant le super-
condensateur, déjà évoqués en 1.1.1, à savoir le matériau des électrodes et l’électrolyte.
1.2.1 | Matériaux d’électrode
La définition rigoureuse d’un supercondensateur est régulièrement discutée dans les
conférences internationales et dans la littérature [25, 26], notamment lorsqu’il s’agit de
savoir quel matériau doit constituer l’électrode. À l’origine, un supercondensateur était
constitué d’électrodes de carbone [27]. Le carbone est stable électrochimiquement, est bon
conducteur, et il est possible de mettre au point des échantillons avec de grandes surfaces
accessibles disponibles pour l’électrochimie (supérieures à 1000 m2.g≠1). De nos jours,
des matériaux présentant des supercapacités mais non composés de carbone font l’objet
de recherches actives [28]. Ce sont par exemple des oxydes métalliques (RuO2 [29, 30],
MnO2 [31–34]) ou des oxydes de graphène [35]. Ils mettent en jeu des processus faradiques,
se distinguant ainsi fondamentalement des supercondensateurs, mais présentent une signa-
ture électrochimique similaire, d’où leur appellation de « pseudocondensateurs ». Dans ce
travail, le terme de supercondensateur est exclusivement réservé aux supercondensateurs
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aux électrodes de carbone.
Le carbone des électrodes peut être obtenu sous une grande variété de formes en
fonction du procédé de synthèse utilisé. La figure 1.5, adaptée de [36], regroupe les
principales structures disponibles, ainsi que certaines de leurs caractéristiques, telles que
la dimensionnalité, la conductivité, la capacité et le coût. On ne cherchera pas ici à faire
une présentation exhaustive de toutes les structures de carbone possibles et/ou existantes,
plus nombreuses que celles de la figure 1.5, mais simplement à justifier le choix de la
structure de carbone de type « CDC » qui a été étudiée au cours de ce travail.
Figure 1.5 | Exemples de structures de carbone pour les électrodes. Le choix de la
structure dépend des contraintes du cahier des charges de l’utilisateur. D’après [36].
Les oignons de carbone [37–40] sont des structures quasi-sphériques de carbone imbri-
quées les unes dans les autres. Leur surface spécifique est d’environ 500-600 m2.g≠1, ce
qui est assez faible et limite donc la capacité, mais toute la surface externe est accessible.
Des défauts peuvent être gre és afin d’augmenter la capacité. Leur caractère hydrophobe
peut limiter la mouillabilité de certains électrolytes. Ils ont en revanche une excellente
densité de puissance (les temps de charge sont très courts) et une très bonne conservation
de la capacité avec le nombre de cycles charge/décharge.
Les nanotubes [41–47], sont des structures poreuses en forme de cylindre dont toute
la surface externe, et parfois peut-être aussi la surface interne [48], est disponible pour
l’électrochimie. La surface accessible peut ainsi atteindre 1000 m2.g≠1. Il est possible de
contrôler leur diamètre, et donc la dimension de la porosité. Ils peuvent être ouverts ou
fermés aux extrémités. Nous reviendrons sur ces structures au chapitre 3.
Le graphène, très en vogue actuellement, [49–53] est issu de l’exfoliation du graphite.
Sa conductivité est élevée et il est stable électrochimiquement. Les surfaces accessibles
peuvent atteindre 2500 m2.g≠1. Sa structure plane est responsable d’une faible densité
volumique et pose des problèmes pour la mise en forme d’électrodes macroscopiques [54],
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les feuillets pouvant s’organiser en couches de façon parasite, entraînant perte de capacité
et de conductivité. Sur le même principe que les défauts sur les oignons de carbone, il
est possible de réaliser du dopage métallique sur le graphène et ainsi d’augmenter ses
capacités [55]. Des défauts sur le graphène peuvent également être délétères pour la
capacité, en particulier des groupes hydroxyle, susceptibles de réagir de façon parasite
avec l’électrolyte [56].
La recherche sur les matériaux d’électrode est extrêmement active [57] : de nouvelles
structures sont régulièrement proposées telles que les nanodiamants [58], les systèmes
lamellaires appelées MXenes [59–62], les sphères de carbone dites hautement poreuses
pour des films et suspensions d’électrodes [63] ou encore des structures proposant des com-
binaisons entre celles décrites ci-dessus, par exemple une construction faite de nanotubes
et de graphène [64].
Toutes les structures précédemment décrites présentent la particularité d’être très
ordonnées. Une structure désordonnée, les carbones activés, a l’avantage considérable de
présenter des capacités nettement plus élevées que celles des structures ordonnées : des
capacités supérieures à 200 F/g sont fréquemment observées [65], contre des capacités
dépassant peu la centaine de F/g pour les structures ordonnées. Les carbones activés sont
utilisés à l’heure actuelle à l’échelle industrielle. Ils sont obtenus à partir de précurseurs
riches en carbone, qui peuvent être synthétiques - des polymères - ou naturels. Sont
classiquement utilisés des coques de noix de coco, du bois, du goudron ou du charbon [20],
et plus récemment ont été proposés du pamplemousse [66] ou même du chanvre [67]. Un
traitement thermique sous atmosphère inerte permet d’obtenir une poudre de carbone,
qui subit ensuite une oxydation sélective dans le dioxyde de carbone, l’eau vapeur ou
l’hydroxyde de potassium afin d’augmenter la surface spécifique et le volume poreux :
c’est l’étape dite d’activation [68], qui garantit une capacité élevée. La structure finale
est un réseau poreux caractérisé par une large distribution de tailles de pores : des « mi-
cropores, souvent appelés par abus de langage des nanopores » (de taille inférieure à
2 nm), des « mésopores » (de 2 à 50 nm) et des « macropores » (de taille supérieure à
50 nm). L’électrode est dite « volumique », elle contient de multiples interfaces, idéales
pour le stockage de l’énergie. Des impuretés telles que l’oxygène se trouvent inévitablement
dans la structure finale, même si elles sont rares [69]. Les inconvénients des carbones
activés sont ces impuretés et le contrôle approximatif des tailles de pores. Comme expliqué
en introduction, le lien entre désordre et capacité élevée est encore en phase d’appro-
fondissement dans la communauté des supercondensateurs, et ces deux inconvénients
du carbone activé sont deux paramètres qui peuvent perturber la compréhension de ce lien.
Les carbones dérivés de carbure, ou « CDCs » [70–72], permettent de pallier ces deux
inconvénients. Ils sont une sorte de compromis entre l’ordre et le désordre. En e et, la façon
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dont ils sont synthétisés permet d’obtenir des distributions de tailles de pores moyennes
extrêmement bien contrôlées, et seuls d’infimes groupes fonctionnels sont présents en tant
qu’impuretés. Ils sont synthétisés à partir de carbures cristallins, composés chimiques de
formulation générale CnXm, où X est un élément autre que l’oxygène, comme par exemple
TiC, SiC, ZrC. Une halogénation à haute température permet d’isoler le carbone [73].
S’ensuit un traitement au dihydrogène afin de réduire les impuretés. Quand la température
de synthèse augmente (de 400 à 1200 ¶C), les tailles de pores moyennes augmentent (de
0,6 à 1,1 nm), ainsi que les surfaces spécifiques (de 1000 à 3000 m2.g≠1) [70]. Leur coût
important implique qu’ils sont à l’heure actuelle essentiellement utilisés à l’échelle du
gramme pour les besoins de la recherche. Skeleton Technologies est la seule entreprise
au monde ayant commencé la commercialisation de supercondensateurs à base de CDCs.
En résumé, les CDCs sont des structures qui, quand elles sont activées, permettent
d’obtenir les supercondensateurs les plus performants en termes de capacité et sont les
meilleurs modèles pour étudier cette grande capacité. C’est pour ces raisons que les
supercondensateurs étudiés dans ce travail sont fabriqués avec des CDCs.
1.2.2 | Électrolytes
L’électrolyte se trouvant entre les électrodes du supercondensateur contient des molé-
cules chargées qui vont, sous l’e et d’un champ électrique, s’adsorber sur l’une ou l’autre
des électrodes. En toute rigueur, le nom « électrolyte » désigne, dans le cas des solutions,
le soluté dissous dans le solvant. Par abus de langage, il est régulièrement employé dans
son sens large, à savoir son sens de « milieu conducteur ionique ».
Il existe sous di érents états. Les électrolytes solides sont des matériaux qui présentent
l’avantage de ne pas autoriser des fuites potentiellement toxiques mais dans lesquels la
di usion des ions est beaucoup plus lente que dans les électrolytes liquides. Il est donc
plus courant d’utiliser des électrolytes liquides, dont les trois principaux types sont décrits
dans le tableau 1.1.
Les électrolytes aqueux et organiques contiennent des ions dissous soit dans l’eau soit
dans un solvant organique. Les liquides ioniques « purs », c’est-à-dire sans solvant, ne
contiennent que des anions et des cations ; ce sont des sels fondus liquides à température
ambiante. La fenêtre électrochimique correspond à la zone de potentiel dans laquelle
il est possible de faire fonctionner le supercondensateur sans provoquer des réactions
d’oxydoréduction (cf. chapitre 2). Plus l’électrolyte peut supporter un potentiel élevé, plus
la capacité du supercondensateur sera élevée. Au-delà d’un certain potentiel limite, on
commencera à observer la dégradation de l’électrolyte.
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Les électrolytes organiques ont été les premiers à être utilisés. Ils sont parfois toxiques
selon le solvant. Le solvant organique permet de diminuer la viscosité de l’électrolyte. Parmi
les solvants, l’acétonitrile (classifié nocif et inflammable) est très souvent utilisé, car il est
polaire et liquide sur une large gamme de températures. Ses protons non acides évitent des
réactions non désirées. La fenêtre électrochimique très étroite des électrolytes organiques
a rendu les liquides ioniques plus intéressants [74–76], malgré leur conductivité assez
faible. En plus de pouvoir supporter des potentiels élevés, ils ont une plus large gamme
de températures de fonctionnement. Ils ont aussi la possibilité d’être « adaptables » : de
nombreuses combinaisons entre anion et cation peuvent être réalisées. Pour ces raisons,
c’est avec des liquides ioniques purs ou solvatés dans des solvants organiques que nous
travaillons dans cette Thèse.
Il est intéressant de noter qu’il est possible de travailler avec des mélanges d’élec-
trolytes, en particulier de liquides ioniques, afin d’améliorer leurs propriétés [77], mais
nous ne modélisons pas ici ces solutions plus complexes. Dans tous les cas, les trois types
d’électrolytes présentés dans le tableau 1.1 permettent d’observer des supercapacités.
Electrolytes et Electrolytes Electrolytes Liquides
Caractéristiques aqueux organiques ioniques
Fenêtre basse ¥ 0,9 V modérée ¥ 2,7 V élevée : 3 à 5 Vélectrochimique (V)
Conductivité Ø 400 60 0,1 à 20ionique (mS.cm≠1)
Température 5 à 80 -30 à 80 -50 à 100de fonctionnement (¶C)
Commentaires facile d’utilisation, cher et parfois viscosité élevée,
généraux sûr, peu cher toxique conductivité faible
Tableau 1.1 | Trois types d’électrolytes liquides pour les supercondensateurs. Nous tra-
vaillons dans cette Thèse avec un exemple de liquide ionique pur et un exemple d’électrolyte
organique.
1.3 | Mesure de la performance des supercon-
densateurs
1.3.1 | Grandeurs caractéristiques
Dans l’hypothèse où l’on modélise le supercondensateur par une résistance et une
capacité indépendante du potentiel, on a principalement deux grandeurs qui permettent
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de caractériser ses performances : l’énergie, liée à la capacité, et la puissance [7] :
Emax =
CU2max
2 et Pmax =
U2max
4R (1.3)
avec E l’énergie stockée en Joules, C la capacité de double-couche en Farads, U la tension
en Volts, P la puissance en Watts, R la résistance en Ohms.
La première expression correspond à celle bien connue de l’énergie stockée par un
condensateur. La seconde expression évalue la puissance maximale délivrable [7]. Le
principe est le suivant : associé en série au supercondensateur, on a un fournisseur de
puissance V.I ; la tension à ses bornes est V = U ≠R.I. La puissance maximale accessible
au supercondensateur est donc :
P = UI ≠RI2 (1.4)
On peut dériver cette expression en fonction de I. Le maximum de cette fonction est
atteint en Imax = U/2R. En remplaçant cette valeur de courant dans l’équation (1.4), on
retrouve bien la puissance donnée en (1.3).
L’énergie est une propriété qui ne dépend pas du temps, c’est une propriété d’équi-
libre, alors que la puissance est une énergie par unité de temps, c’est donc une propriété
dynamique. Comprendre cette distinction est important pour la suite de ce travail, qui
s’intéresse majoritairement aux phénomènes dynamiques. Il n’y a pas de relation simple
entre énergie et puissance [7].
La tension est choisie par l’utilisateur, elle doit être su samment grande pour créer
une séparation importante des charges, et su samment petite pour ne pas dégrader
l’électrolyte. La capacité est une propriété intrinsèque du supercondensateur : plus elle est
élevée, puis il est performant. Elle augmente avec la surface de l’électrode. Il est fréquent
de l’exprimer en F/g (capacité gravimétrique), F/cm2 (capacité surfacique) ou en F/cm3
(capacité volumétrique) [78], selon que l’on souhaite l’exprimer en fonction de la masse,
de la surface spécifique, ou du volume de matériau actif. La résistance est également une
propriété intrinsèque du supercondensateur ; elle doit être la plus faible possible.
1.3.2 | Capacités intégrale et diﬀérentielle
Une capacité est une quantité de charge stockée par rapport à un potentiel appliqué.
Plus précisément, on peut distinguer la capacité intégrale de la capacité di érentielle :
Cint =
ÈQtotÍ
   et Cdiff =
ˆÈQtotÍ
ˆ   (1.5)
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avec ÈQtotÍ la valeur moyenne de la charge portée par les atomes de carbone d’une électrode
et    la di érence de potentiel appliquée entre les électrodes. En pratique, on considère
la valeur absolue de ÈQtotÍ puisque la capacité est positive par convention. Le symbole ˆ
correspond à une variation infinitésimale de la grandeur concernée. Si la charge moyenne
se comporte comme une fonction a ne du potentiel, on a Cint = Cdiff . Le calcul de la
capacité intégrale est adapté à tout type d’électrode (cf. partie 1.2.1) alors que le calcul
de la capacité di érentielle est plus délicat.
Kornyshev [14] a proposé en 2007 une expression analytique pour le calcul de la capacité
di érentielle avec une approximation de champ moyen (les interactions coulombiennes
exactes entre ions ne sont pas calculées) et la prise en compte du volume exclu des ions dans
l’expression de l’entropie. Le modèle est applicable aux surfaces planes et aux électrolytes
chargés. L’espace occupé par l’électrolyte est représenté par un réseau de points, et une
fonction décrit comment l’entropie change si un site du réseau est occupé par des ions.
Son expression lui permet de faire des simplifications sur les corrélations ion-ion et sur
le potentiel chimique des ions, et de trouver un terme décrivant les profils de densité
de charge. L’équation de Poisson mène enfin à l’expression de la capacité di érentielle
suivante :
Plots of this kind are shown in Figure 1. As is well-known,
the Gouy-Chapman theory gives an invertible form for X(u)
for 1-1 electrolytes, and u(X) can be written explicitly as
Thus, in Figure 1, we also compare these plots with the plots
given by eq 16. For small γ, there is practically no difference:
the finite-size effect does not matter. Also, for small polariza-
tions, the Gouy-Chapman distribution and the one limited by
the finite size of the ions lie very close to each other. This is
expected because the effects of the “Fermi-like” denominators
in eq 5 are negligible at low potentials.
For large γ, the potential profile near the interface is far less
steep than that predicted by the Gouy-Chapman theory. The
reason is “lattice saturation”: since the ions cannot pack densely
near the surface to screen very high surface charge, they instead
occupy several layers in front of it. Thus, the effective thickness
of the double layer grows with potential. As we will see below,
this can entirely change the potential dependence of the double-
layer capacitance.
Double-Layer Capacitance
The equations presented so far in this or that form were
known earlier in the context of the properties of concentrated
electrolytic solutions, although not in the theory of molten
salts or ionic liquids. The expression for capacitance given below
to our knowledge has never been reported, and this can only
be explained by the fact that the papers related to the double
layer in highly concentrated electrolytes at high electrode
polarizations were not focused on classical electrochemical
systems.
The specific differential capacitance of the double layer is
defined as
where σ is the interfacial surface-charge density and U the
overall potential drop between the bulk of electrolyte and the
electrode surface. Recalling Gauss law
for the lectrostatic displacement at the surface, we get
In our dimensionl s units, the latter reads
where
is the linear Gouy-Chapman or “Debye” capacitance. The
substitution of eq 14 into eq 18 finally gives a new result
With γ f 0, 1 + 2γ sinh2(u0/2) ≈ 1, ln[1 + 2γ sinh2(u0/2)] ≈
2γ sinh2(u0/2), so that eq 20 gives the Gouy-Chapman law
However, for any finite value of γ, there will be sufficiently
large values of u0 for which the Boltzmann distribution of ions
no longer applies, and results will differ from the Gouy-
Chapman formula. The main difference is that instead of
growing exponentially at large potentials, as the Gouy-
Chapman capacitance does, the capacitance decreases at the
high-bias “wings”, and this is already seen for quite small γ.
The limiting behavior of the decrease is obtained by replacing
cosh(u0/2) by exp(|u0|/2)/2 and sinh2(u0/2) by exp(|u0|)/4;
neglecting the terms that are not exponentially large, we find
that at the wings the capacitance decreases as
This inverse-square-root decay is a classical signature of
lattice saturation and can be rationalized without the algebra
Figure 1. Profiles of electric potential near a charged surface in the
lattice-gas model, plotted for indicated values of the parameter γ,
compared to those of the Gouy-Chapman theory (γ ) 0): u0 ) (a) 2;
(b) 20.
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où C est la capacité di érentielle de la double-couche, C0 est la capacité de Debye,
u0 est la chute de potentiel entre le bulk de l’électrolyte et la surface de l’électrode, “
représente le rapport entre le nombre total d’anions et de cations dans le bulk et le nombre
total de sites disponibles pour ces espèces. En fonction de la valeur de ce paramètre “
de saturation u réseau, analogue à une concentration, deux formes bien distinctes de
courbes de capacité sont btenues : elles sont présentées en figure 1.6. Si “ est faible
(ici égal à 0,1), la capacité de double-couche est dite « camel-shaped » (en français, en
forme de chameau), alors que quand “ st plus gr nd (ici égal à 0,5 ou 1), la capacité de
double-couch est dite « bell-shaped » (en français, en forme de cloche).
Comm m ntionné précédemment, ce modèle est valable pour des surfaces planes. Il
permet de reproduire des résultats expérimentaux tels que des courbes capacité-potentiel,
mais sou re tout de même de la non prise en compte des corrélations ioniques, particuliè-
rement fortes dans les liquides ioniques. D’autres modèles de calcul de capacité à partir
des fluctuations de la charge ont été proposés [79,80]. Pour des électrodes poreuses, qui
présentent une distribution de charge inhomogène, le calcul de la capacité di érentielle
Chapitre 1 : Les supercondensateurs pour le stockage de l’énergie 25
est encore plus sensible, et ce sont donc les capacités intégrales qui seront données dans la
suite de ce travail.
given above, as first shown in ref 7. It is a result of the effective
double-layer thickness growing with electrode potential as
The latter follows from the charge conservation law. Indeed,
when the surface-charge density of the electrode, σ, is large,
its absolute value is approximately equal to the ionic counter
charge density integrated over the thickness of the double
layer: |σ| ∼ Leffecmax. On the other hand, the Gauss law for
electric induction tells us that
Equalizing these two expressions gives us
that is, to the accuracy of the factor "2, this crude estimate
reproduces eq 23.
As we have mentioned, in ionic liquids with ions of the same
size, even for γ ) 1, one may locally increase the concentration
of each sort of ions by a factor of 2, expelling cations from the
anode to the cathode and anions from the cathode to the anode
(cf. eq 5). However, generally, γ < 1, as these densities near
electrodes can be slightly increased, relative to the bulk, where
the ions may be more “sparsely packed”. However, it is difficult
to expect γ to be much smaller than 1, so that the capacitance
will never have the classical Gouy-Chapman character. Figure
2 shows the family of capacitance curves, plotted via eq 20.
What we notice is that the capacitance (i) has, for reasonable
values of γ, the maximum at the potential of zero charge, but
not the minimum, as prescribed by the Gouy-Chapman theory,
and (ii) it, of course, decreases at the wings as prescribed by eq
22.
For a densely packed ionic liquid, γ ) 1, and42
If the above-discussed model is correct, and the capacitance
is described more or less by one of the curves shown in Figure
2, one could obtain C ≈ C0 from the maximum of the
capacitance if the curve is bell-shaped or from the local
minimum between the two humps if the curve is “camel”-
shaped. The parameter γ can be obtained then from the slope
of the curve C-2 versus |u0| which would appear as a straight
line starting from zero, C-2) C0-22γ|u0|. Having obtained these
two parameters, one may try to plot the whole curve and
compare it with the experimental one.
Interestingly, since at very small potentials
the demarcation line between the bell shape and camel shape
of the capacitance is γ ) 1/3. For any γ > 1/3, the curve will be
bell-shaped. It means, for an ionic liquid, curves will practically
always be bell-shaped. However, what is special about γ ) 1/3?
Why such “universality”? This remains as one of the “mysteries”
of the model.
Can This Model Be Used to Describe Ions of Different
Size?
One way to describe liquids with asymmetric ion size would
be to keep the 2B+N+ and 2B-N- terms in eqs 3 and 4, with
B+ * B-. If the cations are smaller than anions, then B+ < B-,
effectively allowing a higher maximal concentration of cations
than anions in the double layer; the opposite effect would hold
for B- < B+. Incorporation of ion-size asymmetry can be made
using a perturbation theory which assumes B+ and B- to be
small; this is predestined to give small effects and will not be
too interesting. Alternatively, ion-size asymmetry could be
explored numerically. Instead of this more complicated proce-
dure, we do something very crude, which cannot be qualified
as a rigorous “theory” but rather as a semiempirical modification
to show how the result for capacitance may change.
The idea is as follows. Imagine that anions are substantially
smaller than cations. Then, the maximal local concentration of
anions in an anion-rich region will be larger than the maximal
local concentration of cations. If the ratio of ion diameters is
only 2, then the ratio of their maximal concentrations could be
Leff ≈ LD"2γ|u0| (23)
|σ| ) !4pi|dΦdx |x)0| ≈ !4pi (kBT/e)|u0|Leff
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Figure 2. Double-layer capacitance as a function of electrode potential
for indicated values of the lattice-saturation parameter, γ: bell-shape
versus camel-shape behavior.
Figure 3. How the difference in the size of ions may affect the
capacitance curve. Red (dotted) curve: γ+ ) 0.2, γ- ) 1; blue (dashed)
curve: γ- ) 0.2, γ+ ) 1.
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Figure 1.6 | Capacité de double-couche en fonction du potenti l d’électrode pour di é-
rentes valeur du paramètre de saturation de réseau “, donnée par l’équation précédente.
D’après [14].
En résumé, pour étudier les supercondensateurs, ou condensateurs à double-couche élec-
trochimique, nous utilisons principalement dans ce travail les CDCs, qui sont de très
bonnes structures modèles de par leur porosité contrôlable, et qui peuvent présenter des
c pacités très élevées quand elles sont activées. Comme ces structures sont désordonnées,
et que de plus les électrolytes que nous utilisons sont concentrés, présentant donc de fortes
interactions entre particules chargées, les modèles théoriques de double-couche tels que
ceux de Gouy-Chapman-Stern, ou de Kornyshev, dont il est question en dernière partie de
ce chapitre, ne sont pas parfaitement adaptés à l’étude des supercondensateurs. À l’heure
actuelle, ce sont les simulations qui permettent de rendre compte de façon précise du
comportement des supercondensateurs. C’est pourquoi nous les utilisons dans ce travail.
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Ce chapitre est consacré aux di érentes méthodes expérimentales qui permettent d’étu-
dier les supercondensateurs. En sus de ce chapitre expérimental, tout au long du manuscrit,
des liens entre modélisation et expériences seront faits autant que possible, puisque c’est
justement le dessein de cette Thèse en collaboration entre les deux laboratoires PHENIX
et CIRIMAT que de proposer une association forte entre modélisation et expériences. Une
première partie décrit brièvement les bases de l’analyse électrochimique d’un système.
Puis sont décrites la Résonance Magnétique Nucléaire (RMN) et la microbalance à quartz,
plus communément connue sous son acronyme anglais EQCM (Electrochemical Quartz
Crystal Microbalance), qui ont été appréhendées au cours de cette Thèse à l’occasion de
courts séjours dans les laboratoires de Clare Grey et de Patrice Simon. Enfin, d’autres
méthodes expérimentales sont évoquées.
2.1 | Caractérisation électrochimique
2.1.1 | La cellule électrochimique
Le principe de l’électrochimie est de contrôler électriquement - par la tension ou le
courant - des phénomènes chimiques ou physiques. Une cellule électrochimique est composée
classiquement d’une électrode étudiée, dite « de travail », d’une contre-électrode, et d’une
électrode de référence utilisée pour la définition des potentiels (cf. chapitre 1, partie 1.1.1).
La cellule électrochimique est montée dans un système de type « swagelok » [81] (cf. figure
2.1 issue de [8]), dont l’utilisation pour l’étude des batteries et des supercondensateurs
est relativement récente, et qui présente l’avantage de nécessiter peu de matière pour le
montage, en comparaison avec les cellules électrochimiques de verre [82,83]. L’électrode
de travail est composée de carbone CDC et la contre-électrode est composée de carbone
activé, moins onéreux, de grande surface spécifique pour qu’elle ne soit pas limitante (on
choisit une masse cinq fois plus grande pour cette électrode). Un fil d’argent est utilisé
en tant qu’électrode de référence pour contrôler les potentiels des électrodes négative et
positive séparément pendant le cyclage. Les deux électrodes de carbone doivent avoir des
tailles identiques pour avoir un bon recouvrement dans le swagelok et assurer une certaine
homogénéité dans la distribution de courant. Des collecteurs de courant en aluminium traité
(un collecteur de courant doit être stable et excellent conducteur) sont placés derrière
chaque électrode et deux couches de 25 µm d’épaisseur de polyTetraFluoroEthylene
(PTFE) sont utilisées comme séparateur [21] (cf. schéma des di érents composants du
supercondensateur au chapitre 1, figure 1).
Quatre poudres de CDCs (de l’entreprise Y-carbon, USA) sont principalement utilisées
au CIRIMAT : les CDCs synthétisés à 1200 ¶C et 950 ¶C ont une taille de pores moyenne
de 0,9 nm, le CDC 800 ¶C, une taille de pores moyenne de 0,75 nm, et le CDC 400 ¶C,
une taille de pores moyenne de 0,65 nm. Les tailles de pores sont mesurées par la méthode
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– Prendre la partie pre´-assemble´e et y introduire, dans cet ordre : le premieur collecteur de
courant (aluminium traite´, Ø 1,2 cm), le premier film de matie`re active (Ø 1,2 cm), les
deux se´parateurs en PTFE (Ø 1,4 cm, e´paisseur = 2 25 µm), le deuxie`me film de matie`re
active, le deuxie`me collecteur de courant.
– Positionner le piston et les joints puis fermer avec le boulon, ne pas trop serrer.
– A` l’aide d’une pipette, ajouter l’e´lectrolyte par la troisie`me ouverture. En mettre su sam-
ment pour que l’e´lectrode d’argent trempe dans la solution.
– Fermer la troisie`me ouverture avec le bouchon en silicone dans lequel est inse´re´ l’e´lectrode
d’argent.
– Resserrer les boulons pour assurer l’e´tanche´ite´ du syste`me.
F . 13 – Photographies des cellules de type swagelok. A : Cellule a` deux e´lectrodes pour une
mesure de conductivite´. B : Cellule ouverte et noms des di e´rents composants. C : Cellule a`
trois e´lectrodes relie´e au potentiostat pour une mesure de capacite´.
Montage des cellules de test conventionnelles
Tous les montages sont re´alise´s en boıˆte a` gants dans laquelle les taux en oxyge`ne et en eau sont
maintenus a` des valeurs infe´rieures a` 0,1 ppm. Le mate´riel doit eˆtre se´che´ a` l’e´tuve au moins
une heure avant d’eˆtre utilise´ en boıˆte a` gants. La cellule swagelok est se´che´e a` l’e´tuve a` 60 C.
Les se´parateurs et les collecteurs de courant sont se´che´s a` l’e´tuve sous vide a` 120 C.
Montage d’une cellule a` trois e´lectrodes pour une mesure de capacite´
– Assemblage des composants dans cet ordre : premie`re cale (PTFE), premier collecteur
de courant (aluminium traite´, 4 cm2), premier film de matie`re active (4 cm2), se´parateur
(PTFE), deuxie`me film de matie`re active, deuxie`me collecteur de courant, deuxie`me cale.
Ces e´le´ments sont maintenus gaˆce a` des pinces.
– L’assemblage pre´ce´dent est place´ dans un be´cher rempli d’e´lectrolyte avec un fil d’argent.
Figure 2.1 | Photographies des cellules de type « swagelock ». A : Cellule à deux électrodes
pour une mesure de conductivité. B : Cellule ouverte et nom des di érents composants. C :
Cellule à rois électrodes reliées au potentiostat pour une mesure de capacité. D’après [8].
« BET », du nom de s s aut urs Brunauer, Emmett et T ller [84], en utilisant les méthodes
d’adsorption de gaz (N2 ou Ar). L’équation « BET » relie la quantité de gaz adsorbée
dans un matériau à la quanti é de gaz adsorbée en surface pour di érentes valeurs de
pression P/P0 données. Des mesures de porosité par CO2 sont également faites. Les films
de CDC sont préparés en mélangeant 95% en poids de poudre de CDC avec 5% de poudre
liante de PTFE avec de l’éthanol évaporé sous vide par la suite. Une fois laminées, des
électrodes de 8 mm de diamètr sont découpées. L’épaisseur du film actif varie de 250
à 300 µm selon les températures de synthèse des CDCs, avec une densité surfacique de
15 mg/cm2.
Les liquides ioniques utilisés lors des expériences au CIRIMAT proviennent de l’en-
treprise Solvionic, France. Avec le 1-ethyl-3-methyl imidazolium bis(trifluoro methyl
sulfonyl)imide, noté [EMI][TFSI], il est possible de travailler sans solvant ; sa viscosité
est de 35,55 cP à 25 ¶C. Le 1-butyl-3-methyl imidazolium hexafluorophosphate, noté
[BMI][PF6], est quant à lui très visqueux à l’état pur (sa viscosité est de 284,49 cP à
25 ¶C) et donc les mobilités des ions sont très faibles, les capacités obtenues ne sont pas
su santes (la chute ohmique empêche de mesurer la capacité). Il est alors nécessaire de
travailler avec un solvant, ou à haute température (60 ¶C minimum). Afin d’empêcher
toute dégradation des liquides ioniques par contact avec l’air, l’assemblage de la cellule
est obligatoirement réalisé en boîte à gants sous atmosphère d’argon (la présence d’O2 et
de H2O étant contrôlée et inférieure à 1 ppm).
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2.1.2 | Sollicitations constantes ou variant linéairement dans le
temps
Un certain nombre de méthodes expérimentales décrites ci-après permettent de ca-
ractériser électrochimiquement la cellule électrochimique de type swagelok [85,86]. Les
expériences de caractérisation électrochimique sont réalisées après chaque montage, afin
de vérifier sa fiabilité, et de mesurer les propriétés les plus importantes telles que la capa-
cité et la fenêtre électrochimique du système matériau/électrolyte/collecteur de courant
(située entre les pics d’oxydation et de réduction correspondant à la décomposition de
l’électrolyte). Elles sont préliminaires à d’autres expériences plus poussées comme la RMN
ou l’EQCM, décrites dans les parties suivantes 2.2 et 2.3.
Caractérisation électrochimique à I ou V constants :
chronoampérométrie ou chronopotentiométrie
Pour étudier la dépendance temporelle d’un système, on peut imposer une tension
constante dans le temps ou un courant constant : on parle alors de contrôle potentio-
statique (chronoampérométrie) ou galvanostatique (chronopotentiométrie). On obtient
respectivement une réponse soit en courant, soit en potentiel.
Le terme de chronoampérométrie peut être aussi utilisé dans un sens plus restrictif pour
désigner des expériences à « sauts » ou « marches » (la sollicitation est constante pendant
le temps de l’impulsion). Par exemple, une valeur de potentiel est imposée, et un temps fixe
est respecté (par exemple, 2 minutes) avant de passer à une valeur de potentiel supérieure.
Dans ce temps imparti, des grandeurs comme le courant ont le temps de revenir à l’équilibre.
Le cyclage galvanostatique [87] est une expérience de chronopotentiométrie qui consiste
en une charge à intensité constante, suivie d’une décharge, à intensité de signe opposé.
Cette séquence peut être répétée plusieurs fois. On applique à la cellule un courant
constant, de l’ordre de quelques mA, on donne un potentiel limite à atteindre, et on
enregistre la réponse en potentiel du système. On obtient des courbes de variation du
potentiel en fonction du temps, ou de charge en fonction du potentiel.
Un calcul très simple permet d’obtenir la capacité du système. Par définition :
I = dQdt (2.1)
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avec I le courant en Ampère, Q la charge en Coulombs. En dérivant Q = C.V (C est la
capacité en Farads, V le potentiel en Volts), on a :
dQ
dt = C.
dV
dt (2.2)
avec dV/dt la vitesse de balayage en V/s. Si l’on intègre l’équation 2.1 pour obtenir Q,
connaissant V , on obtient finalement la capacité C.
Caractérisation à vitesse de balayage constante : voltammétrie cyclique
La sollicitation peut aussi varier dans le temps. Dans une expérience de voltam-
métrie cyclique, aux bornes de la cellule électrochimique, la di érence de potentiel évolue
linéairement en fonction du temps. La vitesse de balayage dV/dt et la fenêtre totale de
potentiel (entre U1 et U2) appliquée à la cellule sont fixées. La forme du potentiel appliqué
est représentée en figure 2.2. L’étude du supercondensateur est donc dynamique, et l’on
peut accéder à des données cinétiques. On obtient une réponse en courant I, classiquement
représentée par des courbes intensité-potentiel (figure 2.3). Dans le cadre de notre travail,
ce courant résulte de l’adsorption électrostatique des ions de l’électrolyte sur le carbone.
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III. Techniques de caractérisation électrochimiques 
 Les caractérisations électrochimiques des différents couples électrode/électrolyte sont 
réalisées par voltammétrie cyclique et par spectroscopie d’impédance électrochimique (SIE). 
Ces méthodes sont communément utilisées pour évaluer le comportement capacitif des 
électrodes et pour effectuer des études cinétiques. 
 
III.1. Voltammétrie cyclique 
 La voltammétrie cyclique est l’une des méthodes les plus utilisée en électrochimie 
pour caractériser les propriétés des électrodes et des interfaces électrode/électrolyte. Elle est 
par conséquent très bien adaptée à la caractérisation des supercondensateurs. Cette technique 
permet d’étudier le comportement capacitif, la réversibilité de la charge et de la décharge, la 
cinétique des processus et le cyclage du système. Elle permet également de déterminer les 
limites de potentiel pour lesquelles le système fonctionne de manière réversible et de vérifier 
la présence éventuelle de réactions faradiques parasites. Dans nos études, cette technique 
permettra en particulier d’évaluer le comportement capacitif de différents systèmes 
électrodes/électrolyte et ainsi étudier la relation taille de pore/taille des ions. 
 La voltammétrie cyclique est une technique de mesure électrochimique 
potentiodynamique qui consiste à mesurer un courant en fonction du potentiel (ou du temps). 
Le potentiel des électrodes varie à une vitesse de balayage constante et évolue donc 
linéairement en fonction du temps (Figure II. 7) entre deux potentiels fixés U1 et U2. 
 
cycle
U1
U2
Uf
OCV
U
t  
Figure II. 7 : Evolution du potentiel de l’électrode en fonction du temps. 
 
Figure 2.2 | Application d’un p tentiel lors ’une expérience de voltammétrie cyclique.
D’après [83].
Si le supercondensateur était idéal, on aurait un rectangle parfait (figure 2.3, à gauche).
Les bords non droits du voltammogramme réel (figure 2.3, à droite) sont témoins des
résistances de la cellule expérimentale non idéale (résistances aux interfaces des di érents
éléments composant la cellule et résistance de l’électrolyte dans les pores et dans le bulk),
retrouvée dans la formule de la constante de temps de charge · = RC. La déformation
observée peut être symétrique [88], ou dissymétrique (cf. la figure 2.6 obtenue lors des
expériences réalisées au cours de ce travail). En principe, lors des cycles de charge-décharge
successifs, les courbes intensité-potentiel doivent rester identiques. Si des pics de courant
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Figure 2.3 | Courbes intensité-potentiel obtenues lors d’une expérience de voltammétrie
cyclique. Si le supercondensateur est idéal, on a un rectangle parfait (à gauche). Les
bords non droits du voltammogramme (à droite) traduisent les résistances de la cellule
expérimentale non idéale. Figure adaptée de [83].
apparaissent aux potentiels extrêmes, ils témoignent de la dégradation de l’électrolyte
(oxydation ou réduction), ou d’autres réactions électrochimiques non désirées. Comme à
partir des expériences de cyclage galvanostatique, il est possible de calculer la capacité à
partir des expériences de voltammétrie cyclique.
2.1.3 | Spectroscopie d’impédance électrochimique
La spectroscopie d’impédance électrochimique permet d’observer le comportement
des électrodes de carbone constituant la cellule électrochimique selon la fréquence d’une
perturbation en tension et de mesurer la résistance ionique de l’électrolyte dans les pores.
Une variation de tension sinusoïdale de faible amplitude (une dizaine de mV/s) et de
pulsation Ê est imposée :
 U(Ê) =  Umax exp(jÊt) (2.3)
et le courant sinusoïdal réponse déphasé d’un angle „ est mesuré :
 I(Ê) =  Imax exp(jÊt+ „) (2.4)
De même dimension qu’une résistance, l’impédance est définie par le rapport  U/ I = Z.
Graphiquement, on représente habituellement l’impédance sous la forme d’un diagramme
de Nyquist qui met en relation l’opposé de la partie imaginaire de l’impédance avec sa
partie réelle (figure 2.4) : dans la limite des hautes fréquences, au niveau de l’intersection
du diagramme avec l’axe des abscisses, la valeur de la résistance pure est obtenue, souvent
appelée Rs. Dans le domaine des fréquences intermédiaires (partie du diagramme dont
la pente est inclinée à 45˚), il y a propagation du signal électrique, donc des ions, dans
la structure poreuse du carbone, jusqu’à la fréquence de coude, où le diagramme change
brusquement de pente. On se trouve alors dans le domaine des basses fréquences et la
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cellule adopte le comportement d’une capacité pure. Il est également possible d’évaluer la
résistance ionique de l’électrolyte dans les pores. Elle correspond à la di érence entre la
Rs et l’intersection avec l’axe des abscisses de la droite des basses fréquences.
Figure 2.4 | Représentation classique du diagramme du Nyquist mettant en relation
l’opposé de la partie imaginaire de l’impédance Z avec sa partie réelle. Adapté de [83].
2.2 | Résonance magnétique nucléaire
2.2.1 | Quelques définitions
La Résonance magnétique nucléaire (RMN) est une des méthodes expérimentales
qui permet d’étudier le comportement des supercondensateurs. De nombreux ouvrages
(celui de Canet [89] par exemple) décrivent les grands principes de cette méthode qui
ne seront pas détaillés ici. La RMN permet de détecter la signature de certains noyaux
qui, lorsqu’ils sont soumis à un rayonnement électromagnétique radiofréquence, peuvent
absorber l’énergie du rayonnement. Deux types d’expériences RMN peuvent être réalisés :
des expériences de RMN in situ [90–93], utilisées dans le laboratoire de Clare Grey à
l’Université de Cambridge visité au cours de cette Thèse, et des expériences de RMN
ex situ [94]. Des expériences réalisées in situ signifient que la cellule électrochimique
est montée, soumise à l’analyse, et elle n’est plus démontée pour quantifier les résultats
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obtenus. Dans les analyses ex situ, la cellule est ouverte pour les besoins de la carac-
térisation. L’ouverture peut entraîner l’évaporation d’espèces volatiles, en particulier
du solvant organique. Une expérience de RMN in situ est donc a priori plus précise
et nécessite plusieurs jours pour être menée à bien, contrairement aux expériences ex
situ qui sont plus rapides. Mais les expériences de RMN ex situ sont réalisées à l’angle
magique, axe autour duquel tourne l’échantillon, et la résolution du spectre est donc bien
meilleure. Précisons enfin que l’échelle de temps de la RMN est de l’ordre de la milliseconde.
Des phénomènes ayant lieu sur une échelle de temps plus courte ne sont donc pas ob-
servables par RMN. La modélisation permet d’accéder à des échelles de temps plus courtes.
2.2.2 | Un exemple d’expérience
Lors du court séjour dans le laboratoire de Clare Grey, encadré par Alexander Forse,
des expériences de RMN in situ ont été réalisées sur des CDCs de taille de pores moyenne
0,65 nm (CDC 600) et 0,9 nm (CDC 1000), en contact avec le liquide ionique pur
[EMI][TFSI], sans application d’une di érence de potentiel. Le système étudié est monté
en boîte à gants, comme l’exige la manipulation des liquides ioniques. Le carbone et le
liquide ionique sont introduits dans un rotor, classiquement utilisé en RMN du solide, pour
pouvoir faire tourner l’échantillon et voir apparaître les pics de RMN. Avec l’électrolyte
[EMI][TFSI], les espèces visibles en RMN sont l’hydrogène et le fluor. La RMN de
l’hydrogène est quasi impossible à interpréter puisqu’il existe trop de protons de types
di érents dans la molécule. La RMN du fluor quant à elle donne des résultats exploitables.
Pour ce qui est du matériau, en comparaison avec la RMN de structures de carbone
plus ordonnées comme décrites en 1.2.1, la RMN des CDCs est délicate à interpréter.
L’expérience a montré qu’un spectre RMN de CDCs en contact avec un électrolyte solvaté
dans l’acétonitrile présente deux pics caractéristiques [95], attribués aux ions fortement
adsorbés d’une part et aux ions moins fortement adsorbés ou libres d’autre part. Au fur et
à mesure que l’électrolyte est mis au contact du carbone, le premier pic des ions adsorbés
apparaît, puis le second pic des espèces libres prend de plus en plus d’importance. Des
modèles de type gaz sur réseau permettent de confirmer cette allure des spectres RMN
dans les matériaux poreux [96]. L’expérience réalisée ici avec le liquide ionique pur et le
CDC 1000 montre bien la présence des deux pics (figure 2.5) même s’ils sont moins nets
que ceux obtenus en présence de solvant [95]. En comparant maintenant les spectres de la
figure 2.5 obtenus pour les deux CDCs, on s’aperçoit que le pic correspondant aux ions
adsorbés est quasi inexistant pour le CDC 600 aux plus petits pores, ce qui indique que
les anions rentrent beaucoup moins facilement dans cette électrode aux pores trop petits.
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Figure 2.5 | Spectres de RMN obtenu lors des expériences ex situ réalisées avec Alexander
Forse, pour deux CDCs di érents. Le pic correspondant aux ions adsorbés est quasi
inexistant pour le CDC 600 aux plus petits pores, ce qui indique que les anions rentrent
beaucoup moins facilement dans cette électrode.
2.3 | Microbalance à quartz
2.3.1 | Principe
La microbalance à quartz [97–99], également dénommée par son acronyme anglais
EQCM (Electrochemical Quartz Crystal Microbalance) est une technique in situ qui a
commencé à être utilisée dans le laboratoire CIRIMAT avec la Thèse de Wan-Yu Tsai.
Cette méthode exploite les propriétés piézo-électriques du quartz, qui se déforme sous
l’e et d’un champ électrique. Les variations de la fréquence de résonance du cristal de
quartz  f sont reliées à des variations de masse  m par l’équation de Sauerbrey [100] :
 m = ≠Cf  f = ≠
Ô
ﬂµ
2f 20
 f (2.5)
avec ﬂ la densité du quartz, µ son module de cisaillement, f0 la fréquence de résonance fon-
damentale du quartz, et Cf la constante de calibration (ou facteur de sensibilité). Pour avoir
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une idée des ordres de grandeur, pour l’électrolyte ACN - [BMI][PF6], Cf =17,5 mg/Hz.
Selon l’épaisseur du quartz commercial, la fréquence de résonance fondamentale f0 change
(moins il est épais, plus elle augmente). Une expérience d’EQCM est délicate à mettre en
place, essentiellement pour des raisons de sensibilité aux impuretés qui peuvent réduire la
fenêtre électrochimique d’une part et aux vibrations de l’environnement de travail d’autre
part. De plus, les solvants organiques peuvent dégrader le liant utilisé pour mettre en
forme la poudre de carbone. Ainsi, les expériences sont toujours reproduites au moins deux
fois dans une durée maximum de 10 h afin de tester la fiabilité des résultats. Les premières
expériences réalisées au CIRIMAT ont été menées sur le liquide ionique [EMI][TSFI] [101],
plus facile à manipuler que le [BMI][PF6], comme expliqué en début de chapitre. Au cours
du séjour au CIRIMAT dans le cadre de cette Thèse, des expériences ont été réalisées
avec le [BMI][PF6], électrolyte utilisé dans les simulations (cf. chapitre 3).
2.3.2 | Caractéristiques de la cellule et variations de masse avec
une ddp
Caractérisation électrochimique par voltammétrie cyclique
Des expériences d’EQCM ont été réalisées au cours de cette Thèse lors de séjours dans
le laboratoire CIRIMAT. Un des systèmes analysés est constitué de CDC 400, de taille
de pores moyenne 0.65 nm, mis en contact avec l’électrolyte [BMI][PF6], solvaté dans de
l’acétonitrile à 1,5 M. Ce système n’ayant jamais été étudié auparavant, il est d’abord
caractérisé électrochimiquement au moyen de la voltammétrie cyclique, dans un montage
de type swagelok tel que décrit en partie 2.1.1. Les voltammogrammes sont présentés
en figure 2.6 : un cyclage est réalisé dans la zone des potentiels positifs (« polarisation
positive »), un autre dans la zone des potentiels négatifs (« polarisation négative ») avant
la réalisation d’un scan dit « complet », couvrant l’ensemble de la fenêtre de potentiel. Les
polarisations séparées et le scan complet doivent conduire au même résultat, comme c’est
le cas ici. La fenêtre électrochimique obtenue est de 2,7 V. Elle ne sera pas la même pour
les expériences d’EQCM. En e et, dans ces dernières, les quantités de matériau de carbone
y sont moindres, donc les courants capacitifs sont plus petits (de l’ordre du microampère,
contre des milliampères pour le swagelok), et les impuretés sont plus gênantes. Les courants
faradiques liés à l’activité de l’électrolyte sur l’or aux potentiels extrêmes sont exacerbés.
La fenêtre est donc de l’ordre de 1,5 V pour l’EQCM. Les voltammogrammes n’ont pas
une forme rectangulaire. En e et, le CDC testé ici a des petits pores ; les ions sont trop
volumineux pour charger correctement l’électrode, et le comportement obtenu n’est pas
capacitif.
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Figure 2.6 | Voltammétrie cyclique pour le système composé de carbone CDC 400 en
contact avec une solution d’ACN - [BMI][PF6]. La distorsion dissymétrique est due à une
résistance du liquide ionique.
Expérience d’EQCM
Pour préparer une cellule d’EQCM mimant un supercondensateur, du carbone est
déposé sur le cristal de quartz, après nettoyage de ce dernier. La quantité de dépôt exacte
n’est pas contrôlable a priori ; nous savons que nous déposons entre 20 et 60 µg/cm2 de
carbone. Le dépôt est donc une étape très délicate. L’objectif est que le courant dans
le système quartz et carbone soit environ quinze fois supérieur à celui du quartz sans
carbone. Le collecteur de courant est juxtaposé au quartz. Il est le plus souvent composé
d’or, mais ce peut être également du platine ou de l’aluminium. La cellule électrochimique
est toujours composée d’une électrode de travail, d’une contre-électrode et d’une électrode
de référence. L’appareil d’EQCM recherche constamment la fréquence de résonance de
la cellule. Lorsque l’on soumet la cellule à une variation de potentiel, il est possible
d’obtenir des courbes où  m varie en fonction de la ddp ou de la charge sur les atomes de
carbone : en figure 2.7 est reproduite la courbe obtenue pour le système CDC à taille de
pores moyenne 1 nm en contact avec une solution de ACN - [BMI][PF6] (pour permettre
la comparaison avec la modélisation, cf. annexe A). La partie gauche de la figure 2.7
correspond à la charge de l’électrode négative, et la partie droite correspond à la charge de
l’électrode positive. À l’OCV (acronyme d’« Open Circuit Voltage », potentiel en circuit
ouvert), on considère que la masse est nulle. Toute la masse supplémentaire mesurée avant
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ou après l’OCV correspond à  m. Plus le supercondensateur est chargé, plus la masse de
l’électrode augmente (la variation est linéaire), témoignant du fait que des ions rentrent
dans l’électrode. Quand la masse ne varie pas linéairement avec la charge, on considère
qu’il y a dominance d’échange d’ions ou d’acétonitrile entre l’électrode et le bulk. Avec
une taille de pores moyenne grande comme 1 nm, on observe en général une augmentation
de la masse lors de la charge de chacune des électrodes. Il est important de préciser que
toutes les quantités accessibles sont des quantités qui permettent d’accéder à des résultats
à l’échelle de l’électrode. La simulation quant à elle permet l’observation des phénomènes
aux échelles de l’électrode et du pore. Des courbes d’évolution de la masse d’électrode en
fonction de la valeur de la charge obtenues par simulation sont présentées en annexe A.
Figure 2.7 | Résultats typiquement obtenus par des expériences d’EQCM. Le système
ici est constitué de CDC à taille de pores moyenne de 1 nm en contact avec une solution
de ACN - [BMI][PF6]. Avec une taille de pores moyenne grande comme 1 nm, on observe
en général une augmentation de la masse lors de la charge de chacune des électrodes.
Il est possible d’aller plus loin dans l’analyse quantitative des données : pour la partie
droite de la courbe par exemple, pour une mole de charge positive stockée dans l’électrode,
la pente donne une augmentation de masse d’environ 110 g/mol. Ce changement de masse
peut être expliqué par de multiples combinaisons d’entrées et de sorties d’anions et de
cations, de solvant. Si l’on suppose que la quantité d’acétonitrile reste constante dans
l’électrode pendant le processus de charge (cette hypothèse est confirmée par les données
de modélisation, cf. partie 6.2.2 du chapitre 6), que X moles de [BMI+] de masse molaire
139 g/mol quittent l’électrode et que Y moles de [PF–6] de masse molaire 145 g/mol rentrent
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dans l’électrode, l’équation 2.6 doit être vérifiée ; elle a de nombreuses solutions.
≠ 139 X + 145 Y = 110 (2.6)
2.4 | Autres méthodes expérimentales
D’autres méthodes en plus de la RMN et de l’EQCM sont prometteuses pour l’étude
des supercondensateurs. Récemment, une méthode in situ de réflectivité des rayons-X
en temps réel (en anglais, « real-time X-ray reflectivity (XR) ») a été proposée pour
étudier la dynamique de la double-couche électrique à l’interface graphène/liquide ionique
soumise à di érents potentiels [102]. Des techniques d’infrarouge in situ sur des CDCs
et des oignons de carbone en contact avec le liquide ionique [EMI][TSFI] ont permis
d’appréhender des questions dynamiques [103]. Le groupe de Oskar Paris en Autriche
travaille, avec Christian Prehal, sur la méthode in situ SAXS/WAXS (pour « Small
Angle X-ray scattering », dont le principe est proche du SANS, « Small Angle Neutron
Scattering », également applicable aux supercondensateurs [104]), en tant que nouvelle
méthode pour étudier le transport des ions dans les systèmes microporeux, dans le but de
suivre la di usion d’ions dans les pores et de calculer des concentrations ioniques. Pour
l’instant, les systèmes étudiés avec succès par cette méthode sont les nanoélectrodes faites
de nanoparticules cristallines (en anglais « NCs ») [105]. Enfin, ont également été pu-
bliées des méthodes utilisant le microscope à force atomique (en anglais « AFM») [106,107].
Un des problèmes qui se pose à l’heure actuelle est de pouvoir étudier le même système
électrode/électrolyte par di érentes méthodes, afin de pouvoir faire des comparaisons. En
e et, chaque méthode a ses exigences qui orientent plutôt vers un certain type de matériau
d’électrode ou un certain type d’électrolyte. Ainsi en EQCM et en RMN, le liquide
ionique [EMI][TSFI] est souvent étudié en première intention puisqu’il est plus facilement
manipulable que le [BMI][PF6], trop visqueux quand il est utilisé pur à température
ambiante. La modélisation dans cette Thèse a été quant à elle réalisée avec du [BMI][PF6],
puisqu’un modèle à gros grains performant est disponible pour cet électrolyte. Néanmoins,
l’existence de nombreuses méthodes d’analyse des supercondensateurs est très satisfaisante
et permet de travailler dans la complémentarité. Dans certains cas, il est possible de
réaliser des comparaisons pertinentes qui sont présentées au long de cette Thèse.

Chapitre 3
Approcher les supercondensateurs par la
modélisation
Sommaire
3.1 Modéliser le matériau et l’électrolyte . . . . . . . . . . . . . 42
3.1.1 Modéliser le matériau . . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2 Modéliser l’électrolyte . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3 Le supercondensateur modélisé . . . . . . . . . . . . . . . . . . 48
3.2 Généralités sur la dynamique moléculaire . . . . . . . . . . . 49
3.2.1 Choix de l’ensemble thermodynamique . . . . . . . . . . . . . . 49
3.2.2 Choix de la température . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 Conditions aux limites périodiques . . . . . . . . . . . . . . . . 51
3.2.4 Potentiel d’interaction entre sites . . . . . . . . . . . . . . . . . 51
3.3 Singularité du code de dynamique moléculaire utilisé . . . . . 54
3.3.1 Calculer « à charges constantes » ou « à charges fixes » . . . . 54
3.3.2 Calculer « à potentiel constant » ou « à charges fluctuantes » . 55
3.3.3 Exemple de comparaison entre les deux méthodes . . . . . . . . 58
3.4 Détail des systèmes simulés . . . . . . . . . . . . . . . . . . . 60
41
42 Chapitre 3 : Approcher les supercondensateurs par la modélisation
Ce troisième chapitre décrit les choix que nous avons faits pour modéliser les supercon-
densateurs avant de réaliser les simulations à proprement parler. Comme vu précédemment
au chapitre 1, deux des éléments clés du supercondensateur sont le matériau d’électrode
et l’électrolyte : les modèles choisis pour les représenter sont expliqués dans ce chapitre.
Puis, la méthode de simulation par dynamique moléculaire est décrite et nous détaillons
en quoi le code de dynamique moléculaire « maison » metalwalls utilisé est singulier : il
permet de prendre en compte la polarisation explicite de la surface métallique qui varie
au cours de la simulation. Enfin, nous présentons tous les systèmes étudiés dans cette
Thèse par la modélisation.
3.1 | Modéliser le matériau et l’électrolyte
3.1.1 | Modéliser le matériau
Comme expliqué dans la partie 1.2.1 du chapitre 1, les supercondensateurs sont compo-
sés d’électrodes de carbone. Il est possible de choisir di érents modèles pour les représenter,
en fonction de l’information recherchée. Nous ferons principalement la di érence entre deux
modèles : celui du plan et celui de l’électrode poreuse. Les travaux précédemment menés
au laboratoire ont été consacrés à l’étude exhaustive de surfaces planes de graphite [108].
Au cours de cette Thèse, les simulations ont été réalisées très majoritairement avec des
structures complexes de CDCs. Ponctuellement, des nanotubes (cf. ci-après) et des surfaces
planes (cf. chapitre suivant) ont été utilisés pour représenter le matériau carbone.
Les électrodes de CDC
Les électrodes utilisées pour la plupart de nos supercondensateurs ont été obtenues
par Palmer et al. au moyen d’une méthode de dynamique moléculaire avec trempe (en
anglais « quenched molecular dynamics », ou « QMD ») [109, 110]. Un champ de force
réactif est utilisé, c’est-à-dire que les liaisons chimiques peuvent être brisées et reformées.
Le point de départ des simulations est du carbone à l’état liquide. Des trempes sont
réalisées à di érentes vitesses et des structures figées d’électrodes poreuses sont obtenues.
Plus les vitesses de trempes sont élevées, plus les structures obtenues sont désordonnées
et ont de petits pores en moyenne. Des analyses sur ces structures telles que des cal-
culs d’isothermes d’adsorption, de surface spécifique, de distribution de taille de pores
permettent de les faire correspondre à de réels CDCs synthétisés à une température donnée.
En figure 3.2 sont reproduites les deux structures de CDCs obtenues par les vitesses de
trempe extrêmes, « 1x » et « 64x », extraites de [109] : des images HRTEM (pour « High-
Resolution Transmission Electron Microscopy », en français « Microscopie de Transmission
Electronique Haute Résolution ») des structures finales ont été calculées et comparées
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sample, 1200 !C, was the only one with an average pore size
over 10 A˚. It is likely that the absence of mesopores in the
models is related to the lack of partially graphitized structures
and is ultimately a result of the short-range nature of the
reactive potential.
The Connolly surface area was calculated for the models
using the chord-length distribution method described by Gelb
and Gubbins [24] with Lennard–Jones argon as a probe mole-
cule. The results of these calculations are shown in Fig. 6,
along with experimental BET and NLDFT estimates of the sur-
face area of Ti-CDCs measured using argon adsorption iso-
therms at 77 K by Dash et al. [3]. Since argon is below its
triple point at 77 K, the effective saturation vapor pressure
was taken as that of the supercooled liquid (i.e., Po ! 0.03 MPa)
in reducing the isotherms. The BET surface areas were calcu-
lated from the reduced isotherms using the standard graphi-
cal approach [22]. Only points on the isotherm that fell inside
the linear range of the BET plots were used in the analysis.
The Connolly surface area increased as the structural
ordering became more pronounced in the models. Likewise,
the surface areas calculated by the BET and NLDFT methods
increased as the ordering increasedwith chlorination temper-
ature. At the highest chlorination temperature and slowest
quench rate, the SSA for both the experimental samples and
models decreased. Thiswas a result of the increased structural
ordering which reduced the fraction of the total pore volume
distributed in small micropores that contribute significantly
to the total SSA, and it is consistent with a reduction in the
area under the small micropores region of the PSDs at slower
quench rates, as shown in Fig. 4. It is expected that this trend
will continue at chlorination temperatures well above 1200 !C,
until the porous features vanish due to graphitization.
Fig. 3 – Comparison of experimental HRTEM images (left column), simulated HRTEM images (center column) and snapshots of
the model structures (right column). Each images has been scaled such that the edge length corresponds to 4 nm. (A) HRTEM
images of Ti-CDC synthesized at 600 !C and QMD structure quenched at 64x, respectively. (B) Same as (A) except for 800 !C
and 8x. (C) Same as (A) except for 1200 !C and 1x.
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Figure 3.1 | A gauche, images HRTEM expériment les es carb n s syn hétisés à 400¶C
(en haut) et à 1200 ¶C (en bas). Au centre, images HRTEM simulées pour les CDCs
appelés « QMD 64x » (en haut) et « 1x » (en bas). À droite, représentation des structures
modélisées « QMD 64x » (en haut) et « 1x » (en bas). À cause de la di érence d’épaisseur
entre la structure simulée et la structure expériment le, la précision des images ne doit
pas être prise en compte et ce sont essentiellement les tendances d’organisation qui sont
importantes. D’après [109].
aux images HRTEM obtenues par l’expérience. À cause de la di érence d’épaisseur entre
la structure si ulée t la structure expérimentale, la précision des images ne doit pas
être prise en compte et ce sont essentiellement les tendances d’organisation qui sont
importantes. Pour le carbone obtenu par synthèse à 400 ¶C, les images expérimentales
HRTEM montrent une structure très amorphe constituée de petits fragments de carbone,
comme c’est le cas dans la structure 64x (ces deux structures se correspondent). À l’inverse,
pour le carbone obtenu à 1200 ¶C, comme pour le CDC 1x, des fragments de feuillets
de graphène organisés en parallèle comme dans le graphite peuvent être observés (ces
deux structures se correspondent). Même si les CDCs réels ont inévitablement quelques
impuretés sous la forme de groupes fonctionnels, elles sont extrêmement peu nombreuses,
du fait des traitements thermiques post-synthèse (600 ¶C sous H2), et il est donc acceptable
de ne pas les prendre en compte systématiquement pour la modélisation. Des structures de
carbone de Palmer et al. nous supprimons les carbones coordinés seulement une fois. Ces
carbones étaient susceptibles de développer des charges artéfactuelles trop importantes
lorsque soumis à un potentiel. En outre, seules ont été conservées pour cette Thèse les
structures qui avaient une densité su sante pour être réalistes. Elles sont reportées dans
la figure 3.2 avec quelques-unes de leurs caractéristiques. Dans la suite de ce travail, nous
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utilisons pour distinguer les CDCs la notation avec la température, afin de comparer plus
facilement les résultats avec les expériences.
Figure 3.2 | Les structures utilisées au cours de cette Thèse sont les suivantes : le carbone
dit 1x, qui correspond au CDC-1200 (synthétisé à 1200 ¶C), le carbone 4x qui correspond
au CDC-950, et le carbone 8x qui correspond au CDC-800.
La surface spécifique et la taille de pores moyenne sont des quantités délicates à
évaluer et sont parfois l’objet de controverses [111, 112]. La principale raison de cette
di culté est qu’il est di cile de définir précisément ce qu’est un pore dans une structure
désordonnée. Un pore peut être ouvert ou fermé, donc accessible ou non. Où poser la limite
du contour du pore ? Quand un pore devient-il deux pores ? La nomenclature IUPAC [113]
propose de nommer les pores en fonction de leur taille, mais cette définition ne fait pas loi
(cf. chapitre 1, partie 1.2.1). De nombreuses recherches se consacrent à la caractérisation
mathématique des pores [114, 115]. Parmi les di érentes méthodologies proposées, les
gyroïdes, surfaces minimales triplement périodiques sont des façons prometteuses de
caractériser mathématiquement les systèmes poreux [116–118].
En pratique, expérimentalement, la surface spécifique est calculée à partir de la quantité
d’argon ou d’azote adsorbée dans le matériau au moyen de l’équation dite « BET », du
nom des trois chercheurs Brunauer–Emmett–Teller [84,119]. La distribution de taille de
pores est obtenue à partir des isothermes d’adsorption, courbes de volume de gaz adsorbé
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dans un matériau poreux (en cm3.g≠1) en fonction de la pression de gaz, à partir desquelles
sont réalisés des calculs de type NLDFT (en anglais « Non-Local Density Functional
Theory »), comme proposé par Dash et al. [71], qui peuvent également conduire à des
valeurs de surface spécifique accessible.
Pour les carbones CDCs modélisés par Palmer et al., ces grandeurs sont calculées par
des techniques d’intégration Monte-Carlo [109]. La taille de pores moyenne est évaluée
grâce à un balayage de chaque point de la cellule de simulation. En chaque point est
cherché le diamètre de la sphère la plus large possible qui entoure ce point sans occasionner
de recouvrement avec les atomes de la structure solide (méthode de Gelb et Gubbins [120]).
Une taille de sphère minimale de 0,341 nm correspondant à un modèle de Lennard-Jones
pour l’argon a été choisie par Palmer. À partir de la distribution de taille de pores, est
évaluée une taille de pores moyenne. Les surfaces spécifiques sont quant à elles estimées
géométriquement à partir de la distance minimale entre une sphère sonde d’argon et les
atomes de carbone de l’électrode. Deux surfaces représentées en figure 3.3 sont définies de
cette façon, toujours d’après la méthode de Gelb et Gubbins [120] : la surface de Connolly
est la surface de contact entre les atomes de carbone et la sphère sonde, et la surface
accessible est définie par le centre de la sphère sonde.
Figure 3.3 | Détermination de la surface spécifique des CDCs modélisés. La surface de
Connolly est la surface de contact entre les atomes de carbone et la sphère sonde, et la
surface accessible est définie par le centre de la sphère sonde.
En définitive, les structures poreuses obtenues par simulation sont des structures
réalistes d’électrodes poreuses, tout à fait appropriées pour simuler des situations proches
de l’expérience. Ce sont elles que nous utilisons pour la plupart des simulations de cette
Thèse. Les paramètres du champ de force (cf. partie 3.2.4) pour le carbone sont donnés
dans le tableau 3.1 et issus de [121].
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Les nanotubes de carbone
Un des objectifs de la simulation des supercondensateurs est de comprendre l’inter-
action entre un ion en particulier et le carbone, afin de conclure sur quel type d’ion
(caractérisé par sa taille, sa charge) interagit de la façon la plus favorable avec le carbone
lors de l’adsorption. Pour examiner cette question, un temps de cette Thèse a été consacré
à l’étude de l’interaction d’ions isolés dans des structures très ordonnées de carbone,
à savoir des nanotubes (figure 3.4). Le travail sur cette structure ordonnée de carbone
de taille bien définie permet de s’a ranchir des nombreux paramètres géométriques non
contrôlés pouvant influencer l’interaction ion-carbone dans le cas des structures complexes
de CDCs. Les résultats des simulations avec les nanotubes sont décrits en annexe B.
Figure 3.4 | Un nanotube de carbone contenant un ion. Le travail sur cette structure
ordonnée de carbone de taille bien définie permet de s’a ranchir des nombreux paramètres
géométriques non contrôlés pouvant influencer l’interaction ion-carbone dans le cas des
structures complexes de CDCs.
Autres modèles de pores
D’autres modèles de représentation du pore ayant pour ambition d’expliquer les
phénomènes de double-couche et de capacités élevées des carbones activés (cf. partie 1.2.1
du chapitre 1) ont été proposés : les plus courants sont les pores en fente (en anglais, « slit
pores ») isolés, entourés d’un bain d’électrolyte [122–124]. En général, les contours de ces
pores en fente sont des plans. Des modèles plus sophistiqués proposent des assemblages de
cylindres [13]. Ils ont l’inconvénient d’être à deux dimensions en général et aucun modèle
n’est aussi représentatif de la réalité des CDCs que les électrodes de Palmer.
3.1.2 | Modéliser l’électrolyte
Pour modéliser l’électrolyte, nous avons choisi un modèle à gros grains plutôt qu’un
modèle tout atome : dans un modèle à gros grains, un groupe d’atomes est représenté par
un site unique et des paramètres e ectifs sont utilisés pour rendre compte des interactions
entre les sites. Utiliser un modèle à gros grains permet de réduire le temps de simulation
et est justifié lorsque les échelles de temps observées sont relativement grandes et qu’il n’y
a pas de réactivité des molécules.
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Nous avons choisi de travailler avec le liquide ionique 1-butyl-3-methylimidazolium
hexafluorophosphate ([BMI][PF6]), couramment utilisé dans les expériences sur les su-
percondensateurs, et pour lequel un modèle à gros grains développé par Roy et Maron-
celli [125,126] était disponible. Le cation est décrit par trois sites et l’anion par un site
(cf. figure 3.5). Les propriétés structurales, thermodynamiques et dynamiques de ce modèle
(les paramètres géométriques de ce modèle sont répertoriés dans le tableau 3.1) ont été
validées sur des simulations tout atome [125] et comparées avec des données expérimentales
de l’électrolyte bulk.
Figure 3.5 | Représentation à gros grains de Roy et Maroncelli [125, 126] pour le liquide
ionique [BMI][PF6] et de Edwards et al. pour l’acétonitrile [127].
Pour les simulations avec solvant, nous avons choisi l’acétonitrile (ACN), puisque c’est
l’un des solvants les plus utilisés pour solubiliser les liquides ioniques pour les supercon-
densateurs. Le modèle à gros grains est celui de Edwards et al. [127]. Ses paramètres
géométriques sont également répertoriés dans le tableau 3.1.
Le rayon moyen donné en figure 3.5 pour l’anion est directement issu des paramètres
du modèle à gros grains. Les rayons moyens du cation et de la molécule de solvant sont
estimés à partir du calcul rigoureux du volume e ectivement occupé par les grains du
modèle, en prenant en compte le volume d’intersection des sphères. On a ensuite :
rmoy =
33V
4ﬁ
41/3
(3.1)
Le cation peut être également décrit plus précisément par un ellipsoïde asymétrique avec
comme dimensions pour les demi-axes (a, b, c) = (4,850, 2,91, 2,12) Å [126]. Dans tous
les cas, ces estimations de la taille des ions sont essentiellement utilisées par la suite
pour réaliser des comparaisons, les approximations les plus simples sont donc acceptables,
d’autant plus que la notion même de taille d’un ion est délicate.
Dans le modèle choisi, la polarisabilité des molécules de l’électrolyte, c’est-à-dire la
capacité du nuage électronique à se déformer n’est pas prise en compte. Des travaux de
Fedorov et al. [128] ont montré que la taille était le paramètre dominant la di érence
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entre plusieurs molécules d’électrolytes : quand des molécules sont interchangées mais
que leur taille est identique, des comportements similaires sont identifiés. Ceci justifie au
moins dans un premier temps l’approximation que nous choisissons ici.
Molécule Site x y z M ‡i Ái qi(Å) (Å) (Å) (g.mol≠1) (Å) (kJ.mol≠1) (e)
PF≠6 A 0 0 0 144,96 5,06 4,71 -0,7800
BMI+
C1 0 -0,527 1,365 67,07 4,38 2,56 0,4374
C2 0 1,641 2,987 15,04 3,41 0,36 0,1578
C3 0 0,187 -2,389 57,12 5,04 1,83 0,1848
ACN
N 0 0 0 14,01 3,30 0,42 -0,398
C 0 0 2,210 12,01 3,40 0,42 0,129
Me 0 0 4,970 15,04 3,60 1,59 0,269
Celec Ce 0 0 0 12,01 3,37 0,23 variable
Tableau 3.1 | Paramètres du modèle à gros grains utilisé, issus de [121, 125–127]. Les
molécules comportant plusieurs sites sont rigides et les coordonnées fournies définissent
leurs géométries. L’ensemble des paramètres d’interactions entre sites constituent le champ
de force.
3.1.3 | Le supercondensateur modélisé
Le système obtenu en « assemblant » les di érents éléments décrits ci-dessus est pré-
senté en figure 3.6. Deux plans répulsifs d’atomes neutres (200 atomes chacun), d’équations
z = 0 et z = Lz non représentés ici, sont positionnés de part et d’autre de la cellule de
simulation enfin d’empêcher la sortie des ions. Les deux électrodes sont placées symétri-
quement l’une par rapport à l’autre. Des simulations ont été également réalisées avec deux
électrodes translatées l’une de l’autre ; les résultats avec ces électrodes translatées sont
résumés en annexe C. Ils montrent que la disposition « symétrique » ou « translatée » des
électrodes n’a pas d’influence majeure sur les résultats. Dans la suite, afin de travailler
sans di érence géométrique au niveau du matériau carbone entre les électrodes positive et
négative, et ainsi de pouvoir comparer le comportement des anions et des cations, nous
choisissons toujours de positionner les électrodes symétriquement l’une par rapport à
l’autre.
Nous ne modélisons pas le séparateur utilisé expérimentalement, qui permet d’empê-
cher les courts-circuits tout en laissant passer les espèces de l’électrolyte. En e et, ici,
les électrodes sont su samment éloignées l’une de l’autre pour qu’elles n’interagissent
pas entre elles (en particulier, le rayon de coupure utilisé dans le calcul des forces entre
atomes est bien inférieur à la distance entre les électrodes, cf. partie suivante). En outre,
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Figure 3.6 | Structure à trois dimensions du système final obtenu : les atomes de carbone
de l’électrode sont en bleu ciel, les anions et les cations de l’électrolyte sont respectivement
en vert et en rouge, et les molécules de solvant en bleu foncé. L’illusion de présence de
« vide » entre les sites est due au fait que nous sous-estimons la taille des sphères pour la
clarté de la figure.
les dimensions du système dans la direction z (direction selon laquelle les électrodes
sont positionnées) et les quantités de molécules sont ajustées pour obtenir la densité
expérimentale du bulk.
Une fois qu’un modèle pour le supercondensateur est mis au point, il est nécessaire de
définir une méthodologie permettant d’étudier son évolution dans le temps.
3.2 | Généralités sur la dynamique moléculaire
Pour simuler l’évolution du système dans le temps, la technique dite de la dynamique
moléculaire est utilisée : on connaît les coordonnées initiales des atomes du système, on
calcule les forces entre atomes, on résout les lois de la mécanique classique de Newton, on
obtient les nouvelles positions, et ainsi de suite, jusqu’au temps désiré, en pratique une
dizaine de nanosecondes pour les simulations de ce travail.
3.2.1 | Choix de l’ensemble thermodynamique
La dynamique moléculaire explore de façon déterministe l’espace des phases accessible
à un système ; l’évolution proposée correspond à la dynamique réelle du système, contrai-
rement aux simulations de type Monte-Carlo par exemple, qui ne sont pas déterministes.
En dynamique moléculaire, on échantillonne naturellement l’ensemble statistique micro-
canonique « NVE » : le nombre de particules N, le volume V, et l’énergie E sont constants.
Dans cet ensemble, nous intégrons les équations du mouvement avec l’algorithme de
Verlet [129], qui présente entre autres les avantages d’être réversible et de ne nécessiter
qu’une seule évaluation des forces, étape traditionnellement la plus longue pour un calcul
de dynamique moléculaire. Le pas de temps choisi pour l’intégration est de 2 femtosecondes
(2◊ 10≠15 s), pas de temps classiquement utilisé en dynamique moléculaire. Il importe
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notamment que ce pas de temps ne soit pas supérieur aux temps caractéristiques des
mouvements moléculaires. Ici, l’évènement le plus court est le temps de réorientation d’un
cation, évalué à 10 picosecondes. Le pas de temps doit également être su samment petit
pour assurer la conservation du Hamiltonien total du système, et donc de son énergie.
Prendre un pas de temps inférieur à 2 femtosecondes ne donnerait pas d’information
supplémentaire sur la dynamique globale du système et ralentirait le temps de calcul
inutilement.
Si l’on souhaite imposer une température fixée au système (comme c’est le cas en général
dans les expériences, qui sont réalisées à température ambiante), il est nécessaire d’utiliser
un autre algorithme, qui permet de traduire le couplage avec un thermostat. L’ensemble
alors échantillonné est l’ensemble canonique « NVT » : nombre de particules N, volume V
et température T constants. L’algorithme utilisé est celui de Nosé-Hoover [130,131]. Le
principe est que la température calculée à partir de l’énergie cinétique est contrainte de
s’approcher d’une température cible par un terme de friction. L’équation du mouvement
des objets est modifiée en couplant les degrés de liberté à un thermostat. Une masse fictive
contrôle un temps caractéristique de retour à l’équilibre thermique, appelé aussi constante
de couplage du thermostat. Cette constante de couplage ne doit pas être trop petite, de
façon à ce que le thermostat perturbe peu la dynamique du système. À l’inverse, si la
constante de couplage est trop grande, la température risque d’évoluer de façon indésirable.
En définitive, pour avoir des informations sur la dynamique ou des échelles de temps,
qui nous intéressent ici, l’ensemble de choix est l’ensemble microcanonique NVE. Les
variations en température observées sont expliquées en annexe D.
3.2.2 | Choix de la température
Nous étudions dans ce travail les supercondensateurs aux températures suivantes :
400 K pour les systèmes avec liquide ionique pur et 298 K pour les systèmes avec électrolytes
solvatés. Ces températures sont choisies à cause de la très grande viscosité du [BMI][PF6]
à température ambiante (261,4 mPa/s pour [BMI][PF6] [132]) et du fait que l’acétonitrile
bout à 355 K. Les propriétés statiques dépendent peu de la température si l’on se trouve
éloigné des zones de transitions de phase. Les propriétés dynamiques sont a priori accélérées
par une température élevée (loi d’Arrhénius), mais les conclusions qualitatives restent
toujours valables. Les résultats que nous obtenons sont donc généralisables à d’autres
températures dans la limite où une transition de phase n’est pas atteinte.
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3.2.3 | Conditions aux limites périodiques
En modélisation, il est impossible de simuler des systèmes de la même taille que les
systèmes macroscopiques : dans quelques grammes de CDC, on a un nombre de molécules
de l’ordre du nombre d’Avogadro. Une dizaine de milliers de carbones, comme utilisé dans
nos simulations, est déjà un nombre qui nécessite l’utilisation de supercalculateurs. Plus
le nombre d’atomes est petit, plus la part des atomes situés « en surface » est grande. Or,
les e ets de surface ne sont pas représentatifs du comportement d’un système de taille
macroscopique. Sont donc introduites « des conditions aux limites périodiques » [133], qui
permettent d’agrandir le système de manière fictive (figure 3.7) : la « boîte de simulation »
E est répliquée dans un nombre de directions choisi. Tout ion quittant la cellule E pour
F est aussitôt remplacé par son image venant de la cellule D. Les interactions entre
deux particules sont calculées à partir de la distance la plus petite possible entre elles,
c’est-à-dire en considérant la première particule et l’image de la seconde la plus proche de
celle-ci. Dans le cas de notre supercondensateur, le système est répliqué dans les directions
x et y, il n’y a pas de périodicité dans la direction z. Ce sont des conditions aux limites
périodiques à deux dimensions.
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F . 2.4 – Illustration de la méthode des gradients conjugués. Les ellipses représentent des
isovaleurs de la fonction à minimiser, le minimum étant au centre de celles-ci. Les traits repré-
sentent les pas successifs de minimisation : le minimum est trouvé en 2 pas.
A B C
D E F
G H I
F . 2.5 – Conditions limites périodiques
Rayon de coupure
Les potentiels d’interaction V(r) décroissant plus vite que r 3 sont dits de courte-portée.
Pour de tels potentiels, un rayon de coupure est défini : ces interactions ne sont pas prises en
compte pour des ions séparés d’une distance supérieure à ce rayon. Ceci permet de réduire le
nombre de calculs e ectués à chaque pas de temps.
Figure 3.7 | Illustration du principe des conditions aux limites périodiques. La « cellule
de simulation » E est alors répliquée dans un nombre de directions choisi. Tout ion
quittant la cellule E pour F est aussitôt remplacé par son image venant de la cellule D.
D’après [134].
3.2.4 | Potentiel d’interaction entre sites
Dans le cadre du champ de force dont les paramètres sont donnés dans la partie
3.1.2, le potentiel d’interaction total V (ri) dépend des positions ri de chaque site i et se
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décompose en somme d’interactions de paires entre un site i et un site j. Le potentiel de
paires choisi est une somme du potentiel de Lennard-Jones [135,136] (composé d’une forte
répulsion à courte portée, en 1/r12, et de forces attractives ou « de dispersion » à longue
portée, en 1/r6, aussi dites interactions de Van der Waals) et d’interactions coulombiennes,
puisque les sites sont chargés :
V (ri) =
ÿ
iÆj
Vij(rij) =
ÿ
iÆj
4Áij
C3
‡ij
rij
412
≠
3
‡ij
rij
46D
+ qiqj4ﬁÁ0rij
(3.2)
avec rij la distance entre deux sites i et j, qi et qj les charges ponctuelles, Á0 la permittivité
du vide. Les paramètres dits de Lennard-Jones pour les interactions croisées sont calculés
d’après les règles de mélange de Lorentz-Berthelot :
‡ij =
‡i + ‡j
2 et Áij =
Ô
ÁiÁj (3.3)
Les sites des molécules de l’électrolyte se déplacent donc dans le temps en fonction des
paramètres du champ de force donnés en partie 3.1.2. Les atomes de carbone de l’électrode
quant à eux sont fixes : il a été montré expérimentalement que le volume des électrodes
varie de moins de 5% lors d’une charge ou d’une décharge [137]. Maintenir ces carbones
fixes permet également de limiter le temps de simulation.
Rayon de coupure
Pour les interactions de type Lennard-Jones à courte portée, il est classique de définir
une distance au-delà de laquelle deux particules n’interagissent pas, appelée « rayon de
coupure » (rcut). Cela permet de limiter le temps passé à calculer des interactions entre
sites, d’autant plus que ces interactions sont très rapidement négligeables (décroissance
en r≠n, n Ø 3). Dans le cas où des conditions aux limites périodiques sont imposées
(cf. partie 3.2.4), cette distance doit être choisie inférieure à la moitié de la plus petite
dimension du système pour éviter de compter à la fois l’interaction entre le site i et le site
j, et entre le même site i et une réplique du site j. Nous choisissons donc pour rcut : 2,18 nm.
Sommation d’Ewald
Pour les interactions électrostatiques qui sont des interactions à longue portée, en 1/r,
on ne peut pas négliger leur contribution à grande distance (comme on le fait avec les
interactions de Van der Waals), et il n’est donc pas possible de tronquer le calcul de la
manière décrite précédemment. Le problème est que le calcul de l’énergie coulombienne
diverge. La méthode d’Ewald se base sur les propriétés périodiques du système : la cellule de
simulation étant reproduite dans deux directions de l’espace, tout se passe comme si on avait
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une distribution de charges ponctuelles périodique. On peut mathématiquement traduire
la périodicité du système en se plaçant dans l’espace réciproque (par transformation de
Fourier). Pour cela, dans un premier temps, la distribution ponctuelle de charges est
approximée par une distribution de charge de type gaussien (cf. figure 3.8), où le paramètre
– est l’inverse de la largeur de la gaussienne utilisée, à mi-hauteur (ﬂreciproque(r)). L’énergie
créée par cette distribution est calculable dans l’espace réciproque, pour un nombre de
vecteurs k su sant. Puis, dans un deuxième temps, on retranche cette distribution de
gaussiennes à la vraie distribution ponctuelle (ﬂdirect(r)). La charge étant alors écrantée, le
potentiel créé par cette soustraction devient calculable dans l’espace réel. Il est nécessaire
de retrancher l’interaction qui n’a pas lieu d’être entre la charge ponctuelle et le nuage
compensateur (appelée « self energy » [134]). L’énergie coulombienne totale ne dépend
que de – et du nombre de vecteurs k pris dans les trois directions de l’espace. Ici, la
méthode de la sommation d’Ewald est adaptée aux conditions aux limites périodiques à
2D [138,139].
1.3 — Simulations classiques : dynamique moléculaire et Monte-Carlo
+
=
 direct(r)  re´ciproque(r)
 (r)
Figure 1.7 : Schéma à une dimension expliquant la répartition en deux termes
e ectuée dans la technique de sommation d’Ewald. La distribution spatiale de
charge  (r) correspond à trois charges ponctuelles ; c’est la distribution de charge
du système réel. Elle est scindée en deux termes,  direct(r) et  réciproque(r), pour
lesquels le calcul du potentiel électrostatique converge rapidement.  direct(r) cor-
respond aux charges ponctuelles écrantées par des gaussiennes.  réciproque(r) cor-
respond (au signe près) aux gaussiennes d’écrantage.
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Figure 3.8 | Schéma à une dimension expliquant la répartition en deux termes e ectuée
dans la technique de l sommation d’Ewald. La distribution de charge du système réel,
correspondant à trois charges ponctuelles ici, est scindée n deux termes : ﬂdirect(r) corres-
pond aux charges ponctuelles écrantées par des gaussiennes, et ﬂreciproque(r) correspond
(au signe près) aux gaussiennes d’écrantage.
Algorithme SHAKE
Les molécules rigides composées de plusieurs sites nécessitent un traitement particulier
solutionné par l’utilisation de l’algorithme SHAKE [140]. En e et, il est nécessaire que
chaque molécule conserve son intégrité (contraintes de distance entre sites de la même
molécule) : un mouvement des sites qui détruirait la molécule n’aurait pas de sens physique.
Dans cet algorithme, est calculée dans un premier temps la position qu’auraient les sites à
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t+ ”t sans contrainte de distance. En est déduite la force nécessaire pour maintenir la
distance entre atomes. Le déplacement des sites pour conserver la contrainte de distance
est calculé en ajoutant cette force aux forces subies par les sites.
3.3 | Singularité du code de dynamique molécu-
laire utilisé
Le code de simulation est la liste des instructions que l’ordinateur exécute pour faire
évoluer le supercondensateur dans le temps. Le code de dynamique moléculaire metalwalls
que nous utilisons a été écrit par l’équipe de Paul Madden (Université d’Oxford).
Il y a deux possibilités pour modéliser l’évolution d’un supercondensateur lors des
phénomènes de charge/décharge [141, 142] : maintenir les charges constantes ou maintenir
le potentiel constant. Ces deux possibilités sont décrites ci-dessous, et nous justifions le
choix de l’une d’entre elles pour l’examen des processus dynamiques, objets principaux de
cette Thèse.
3.3.1 | Calculer « à charges constantes » ou « à charges fixes »
La première méthode consiste à imposer des charges fixes aux atomes de carbone.
Pour des raisons de simplicité, la valeur de ces charges est identique pour tous les atomes
de carbone de l’électrode. En e et, il est très di cile de déterminer quel carbone serait
plus chargé qu’un autre, et ce tout au long d’une simulation. Ainsi, pour mimer une
di érence de potentiel entre les électrodes d’environ 2 V, chaque carbone de l’électrode
positive se voit attribuer une charge de 0,02 électron (l’explication du choix de cette valeur
se trouve dans la partie suivante) et chaque carbone de l’électrode négative une charge
de ≠0, 02 électron, pour respecter l’électroneutralité globale du système. Il n’y a pas de
potentiel vraiment défini, chaque atome ressent un potentiel di érent. Nous montrons en
partie 3.3.3 et en annexe D que les simulations avec charges constantes sur les électrodes
sont valables essentiellement pour obtenir des conclusions sur les aspects statiques, à
l’équilibre des systèmes étudiés [141,143].
Cette façon d’imposer des charges constantes aux atomes de carbone ne correspond
pas à une expérience physique. Expérimentalement, comme vu au chapitre précédent, soit
on impose un courant constant, soit un potentiel constant.
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2.4. POLARISABILITE´ DES E´LECTRODES 65
2.4.3 Importance de la polarisabilite´ de l’e´lectrode
Avant d’expliquer la strate´gie adopte´e pour e´tudier les e ets du confinement et de la solvata-
tion sur les performances e´lectrochimiques des supercondensateurs, nous souhaitons insister sur
l’importance de mode´liser les e´lectrodes de manie`re polarisable. La premie`re chose que nous
constatons au cours des simulations est l’inhomoge´ne´ite´ des charges sur la surface de l’e´lectrode
en contact avec le liquide. La figure 2.15 repre´sente les charges atomiques instantane´es d’une
e´lectrode de carbone de structure graphitique en contact avec le liquide ionique [BMI][PF6]. Sur
F . 2.15 – Configurations extraites de simulations du liquide ionique [BMI][PF6] en contact
avec des e´lectrodes de graphite pour des di e´rences de potentiel de 0 V et 2 V. Les atomes de
l’e´lectrode sont colore´s d’apre`s la charge qu’ils portent. Les sphe`res de´signent l’emplacement
des centres de masse des cations (en rouge) et des anions (en vert) adsorbe´s a` la surface de
l’e´lectrode (seule la premie`re couche d’ions est montre´e). La charge porte´e par chaque atome
de carbone de´pend a` la fois du potentiel applique´ et des ions qui lui sont proches.
cette figure, nous voyons nettement que les charges ne sont pas distribue´es de fac¸on homoge`ne
a` la surface de l’e´lectrode. La charge porte´e par un atome d’e´lectrode de´pend a` la fois de la
di e´rence de potentiel impose´e et de l’e´lectrolyte pre´sent a` proximite´. Ainsi, chaque charge
e´leve´e positive (respectivement ne´gative) est observe´e a` proximite´ d’un anion (respectivement
d’un cation). La prise en compte de la polarisabilite´ modifie donc la repre´sentation des interac-
tions e´lectrostatiques a` l’interface carbone/e´lectrolyte.
L’introduction de la polarisabilite´ a potentiellement des conse´quences sur la structure du
liquide a` l’interface avec l’e´lectrode. Par ailleurs, l’e et sur les processus dynamiques est tre`s
marque´ comme nous allons le montrer ici. Un moyen d’e´tudier la dynamique de charge d’un
supercondensateur est de partir d’une configuration initiale correspondant a` un potentiel nul et
d’appliquer instantane´ment une di e´rence de potentiel non nulle aux bornes du superconden-
sateur. La re´ponse du syste`me a` cette perturbation apporte de nombreuses informations. Pour
montrer l’importance de la polarisabilite´, nous avons e ectue´ deux simulations a` partir d’une
configuration initiale correspondant a` un potentiel nul (cf. figure 2.16). A` partir de cette confi-
Figure 3.9 | Illustration du modèle des électrodes polarisables. Configurations extraites
de simulati s réalisées par C. Merlet [8] du liquide ionique [BMI][PF6] en contact avec
des électrodes de graphite. Les atomes de l’électrode assemblés en nid d’abeille sont
colo és d’après la charge qu’ils portent. Le sphères rouges t vertes au diamètre plus
large représentent les centres de masse des cations (rouges) et des anions (verts) adsorbés
à la surface de l’électrode. La charge portée par chaque atome de carbone dépend à la fois
du potentiel appliqué et des ions alentour.
3.3.2 | Calculer « à potentiel constant » ou « à charges fluctuantes »
L’autre ssibilité pour simuler l’évolution des supercondensateurs est d’imposer une
di érence de potentiel entre les deux électrodes et de la maintenir constante. Dans ce
cas, les charges sur chaque carbone varient à chaque pas de temps de la simulation en
fonction de la valeur de potentiel imposé et des ions se trouvant alentour. D’après la
méthodologie précédemment mise en place au laboratoire, quand une ddp    est imposée
entre les électrodes positive et négative, l’électrode positive est à un potentiel de +  /2
et l’électrode négative est à ≠  /2 [8].
La figure 3.9 illustre les di ér nt s charges que l’on peut trouver ur une électrode
plane (plus facile à visu liser que les CDCs) alors que tous les atomes resse tent le même
potentiel imposé, ici ≠1 V, 0 V ou 1 V. C modèle est dit des « électrodes polarisables ».
En calculant la charge moyennée sur tous les atomes de carbone de l’électrode, il est
possible d’évaluer une correspondance entre une valeur de potentiel imposée et une valeur
de charge moyenne pour l’électrode qui, rapportée à chaque carbone, explique la valeur de
0,02 électron évoquée dans la partie précédente.
À chaque pas de temps de la dynamique moléculaire, entre l’étape du calcul des
positions et celle du calcul des forces, sont calculées les charges : le potentiel ressenti
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doit être le même pour tous les atomes d’une électrode. Celui-ci dépend des positions
et des valeurs des charges alentour (pour rappel, les interactions électrostatiques sont
à longue portée, cf. partie 3.2.2). Siepmann et Sprik [144] ont proposé un algorithme
auto-cohérent qui permet à chaque pas de temps de trouver la distribution de charges
{qj(t)} adaptée qui permet de maintenir le potentiel externe  0 constant, condition sine
qua non en termes d’électrostatique pour un matériau conducteur. Cette condition est
respectée en minimisant l’énergie potentielle totale du système :
U =
ÿ
i
qi(t)
5 i({qj(t)})
2 +
qi(t)ŸÔ
2ﬁ
≠ 0
6
(3.4)
où  i({qj(t)}) est le potentiel ressenti par l’atome i dû aux autres charges qi(t) alentour,
 0 le potentiel externe, Ÿ est l’inverse de la largeur de la gaussienne décrivant la charge qi(t).
Ici, nous appliquons au carbone le modèle pour les métaux sous un champ ex-
terne [138,145]. Les charges y sont représentées par des fonctions gaussiennes de largeur
Ÿ≠1 centrées sur les atomes. Une description plus précise des charges nécessiterait un
traitement quantique, échelle de précision avec laquelle il n’est pas nécessaire de travailler
dans notre cas. Il est à noter que l’hypothèse du carbone métallique (c’est-à-dire conduc-
teur parfait) est souvent faite en électrochimie, mais, en toute rigueur, le carbone n’est pas
un métal ; c’est un métalloïde, c’est-à-dire un élément non métallique pouvant posséder
des propriétés de conduction électronique. Cette hypothèse est rediscutée dans le chapitre
suivant, en partie 4.2.4.
Ce calcul des charges à chaque pas de temps est « l’étape cinétiquement déterminante »
de notre code de dynamique moléculaire. Peu de codes de simulation sont capables de
prendre en compte la polarisabilité des électrodes à l’heure actuelle : parmi eux, il y
a le code open source ESPResSo (Extensible Simulation Package for Research on Soft
matter) [146, 147], mais des résultats sur les CDCs ne sont pas disponibles [148, 149],
puisque ce n’est pas la même façon de traiter la polarisation ; elle nécessite une géométrie
particulière. D’autres groupes comme Vatamanu et al. utilisent également ce modèle avec
un code « maison » [150,151], mais le calcul de la distribution de charges est fait toutes
les 250 picosecondes seulement. Les phénomènes ayant lieu en deçà de cette échelle ne
sont donc pas forcément pris en compte de manière correcte. Nous montrerons ainsi dans
les derniers chapitres qu’il est pourtant nécessaire d’observer les processus dynamiques
en-dessous de cette échelle. De plus, des résultats ont seulement été présentés pour des
électrodes aux structures régulières [152].
Des méthodes alternatives au calcul autocohérent permettent de maintenir des poten-
tiels constants en faisant varier les charges. On peut citer par exemple les oscillateurs de
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Figure 3.10 | Les processus de charge et de décharge. Le processus d’équilibration est
réalisé par la méthode des charges fixes, et la réponse à la perturbation est observée alors
que le potentiel est maintenu constant. Suite à la perturbation en potentiel, le système
se trouve dans un régime transitoire et la simulation est considérée terminée quand le
système atteint un nouvel état stationnaire.
Drude, où un site polarisable est représenté par deux charges ponctuelles reliées par un
ressort [153], ou la méthode proposée par Petersen et al. [154], qui combine une charge
sur l’électrode fluctuant uniformément selon des « charges image » explicites pour la
polarisation de l’électrode par l’électrolyte, avec une charge constante et uniforme, pour
représenter le potentiel imposé. Encore une fois, ces méthodes ne sont pas applicables aux
structures complexes d’électrodes telles que les CDCs.
Les processus dynamiques de charge et de décharge sont simulés selon le schéma de
la figure 3.10. Pour la charge, à un système équilibré à une di érence de potentiel nulle,
on applique soudainement à t = 0 une di érence de potentiel non nulle. Dans la suite
du manuscrit, on écrira indi éremment que l’on réalise « des charges de 0 V à 1, 2 ou
4 V » ou « des charges à la ddp de 1, 2, ou 4 V ». Pour la décharge, une ddp de 0 V est
appliquée aux électrodes à t = 0. La ddp appliquée à t = 0 est maintenue dans le temps
jusqu’à ce que l’on considère la charge/décharge complète et donc la simulation terminée.
Dans les expériences réalisées en laboratoire sur les supercondensateurs, il n’est pas
possible d’imposer soudainement une di érence de potentiel de l’ordre du volt entre les
électrodes. Cela provoquerait une augmentation brutale du courant ainsi qu’un échau e-
ment si important qu’il impliquerait la destruction du système. Il n’est pas exclu cependant
que les charges et décharges réalisées sur des supercondensateurs industriels robustes
soient réalisées en imposant une grande marche de potentiel.
Afin de valider cette méthodologie de l’application d’une grande marche de potentiel
58 Chapitre 3 : Approcher les supercondensateurs par la modélisation
de 0 à 1 V pour simuler l’étape de charge, nous avons successivement réalisé deux marches
plus petites : de 0 à 0,5 V, puis de 0,5 V à 1 V. Les résultats sont identiques pour les deux
méthodologies (cf. annexe E). Il est donc raisonnable de simuler l’étape de charge avec
une unique marche de potentiel, prenant en compte les contraintes de temps de calcul qui
nous sont imposées.
Nous avons commencé à explorer une autre façon de simuler la charge et la décharge
des supercondensateurs en appliquant de toutes petites marches de potentiel à chaque pas
de temps de la simulation, imitant ainsi la voltammétrie cyclique pratiquée en laboratoire
et décrite au chapitre 2. Des simulations supplémentaires seraient nécessaires pour tirer des
conclusions sur la pertinence de cette méthodologie. Les premiers résultats sont présentés
en annexe F.
3.3.3 | Exemple de comparaison entre les deux méthodes
Afin de comparer les deux méthodes précédemment décrites, nous présentons ici les
résultats de deux simulations réalisées à partir de la même configuration initiale : une
simulation avec des charges fixes de 0,01 (respectivement ≠0, 01) électron sur chaque
carbone de l’électrode positive (respectivement négative), et une simulation réalisée à la
ddp constante de 1 V. Comme expliqué plus haut, la valeur 0,01 électron correspond à
la charge moyenne obtenue avec des simulations à ddp constante de 1 V. La figure 3.11
montre les résultats obtenus : on choisit d’observer le remplissage d’un pore initialement
vide (cercle rouge sur la figure), les considérations sur les temps de charges étant détaillées
dans les chapitres suivants. Après 5 picosecondes, le pore est rempli avec la méthode
des charges fixes, alors qu’il est toujours vide avec la méthode du potentiel constant. On
montre ainsi que la dynamique de la charge constante est très accélérée par rapport à
celle du potentiel constant : dans cet exemple, il faut attendre environ 100 fois plus de
temps pour observer le remplissage du pore avec la méthode du potentiel constant.
La méthode des charges constantes force le liquide à adopter instantanément une
structure pour compenser les charges, ce qui implique des conséquences sur la thermo-
dynamique du système (cf. annexe D). La méthode du potentiel constant et des charges
fluctuantes permet au contraire un chargement progressif du système, plus conforme à la
réalité : un champ macroscopique à l’échelle du système global est appliqué, permettant à
l’électrolyte de s’adapter progressivement.
Nous concluons donc que la méthode des charges constantes est adaptée pour analyser
des données structurales à des potentiels donnés, analyses décrivant la « statique » du
système. On considère que les états obtenus « rapidement » par les charges constantes
sont les états d’équilibre que l’on obtiendrait si on laissait un temps infini au système pour
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Figure 3.11 | Illustration de la di érence entre des simulations à charges constantes ou à
potentiel constant pour le remplissage d’un pore initialement vide. Le système étudié ici
est le liquide ionique [BMI][PF6] en contact avec des électrodes poreuses complexes. Les
configurations présentées sont la configuration initiale et celles obtenues cinq picosecondes
après la perturbation.
s’adapter à une certaine ddp maintenu constante. La méthode du potentiel constant est
quant à elle indispensable pour l’étude des processus dynamiques de charge/décharge qui
sont le principal objet de recherche de cette Thèse. Cette observation méthodologique est
très importante, étant donné le grand nombre de travaux publiés dans la littérature sur
des électrolytes en contact avec des surfaces chargées pour des applications de stockage
de l’énergie. Les résultats de cette partie ont été publiés dans [141].
Il est intéressant de noter que la question de la méthodologie des charges fixes ou
fluctuantes est aussi cruciale dans d’autres domaines de la modélisation même éloignés du
nôtre : Benedikt et al. [155] ont ainsi comparé les deux méthodes pour décrire d’un point
de vue quantique les réactions de réduction de l’oxygène sur des nanoparticules de platine.
La méthode du potentiel constant est mieux adaptée que celle des charges constantes mais
pour des raisons di érentes des nôtres : les énergies d’adsorption et les e ets du solvant,
entre autres, y sont mieux décrits.
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3.4 | Détail des systèmes simulés
Les caractéristiques précises des quatre supercondensateurs constitués de CDCs, prin-
cipalement étudiés dans ce travail, sont décrits dans le tableau 3.2. Lx et Ly correspondent
à la taille de l’électrode de CDC. La dimension Lz, distance entre les deux électrodes,
et Nions, le nombre de paires d’ions, ont été choisis de façon à reproduire les densités
expérimentales de l’électrolyte bulk.
Systèmes Lx (nm) Ly (nm) Lz (nm) NC Nions NACN
CDC 1200/[BMI][PF6] 4,37 4,37 18,64 3649 600 -
CDC 950/[BMI][PF6] 4,36 4,36 18,64 3276 600 -
CDC 800/[BMI][PF6] 4,33 4,33 18,55 3821 600 -
CDC 1200/ ACN - [BMI][PF6] 4,37 4,37 19,44 3649 230 2146
Tableau 3.2 | Dimension des quatre supercondensateurs et nombre de molécules. Nions
correspond au nombre de paires d’ions.
Les processus simulés sur les quatre supercondensateurs sont détaillés dans les tableaux
3.3, 3.4 et 3.5, chaque tableau correspondant à une di érence de potentiel. Pour le proces-
sus de charge, trois ddp ont été étudiées : 1 V, 2 V et 4 V. Selon le supercondensateur, les
ddp maximales ont été choisies en fonction des résultats expérimentaux de Lewandowski
et al. [76,156] ; elles sont naturellement comprises dans la fenêtre électrochimique de l’élec-
trolyte. Des processus de décharge ont également été simulés. Les choix des simulations à
faire ont été réalisés au fur et à mesure, et ont été motivés entre autres par les temps de
calcul : les simulations aux ddp élevées sont plus rapides, le système atteignant un nouvel
état stationnaire plus rapidement qu’aux petites ddp. De même, le CDC-800 étant plus
long à charger, il a été légèrement moins investigué.
Pour les raisons détaillées précédemment dans ce chapitre, les charges et les décharges
sont réalisées par la méthode du potentiel constant. Les états initiaux des quatre super-
condensateurs étudiés ont été obtenus de la façon suivante : une première simulation
à charge fixe nulle d’une durée de 1 nanoseconde est suivie d’une courte simulation de
10 picosecondes à la ddp de 0 V, autorisant les charges des atomes de carbone à prendre
des valeurs non nulles et di érentes les unes des autres.
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Systèmes et ddp 1 V
CDC 1200/[BMI][PF6] charge, décharge, charge
CDC 950/[BMI][PF6] charge
CDC 800/[BMI][PF6] charge
CDC 1200/ ACN - [BMI][PF6] charge, décharge, charge
Tableau 3.3 | Processus simulés à la ddp de 1 V.
Systèmes et ddp 2 V
CDC 1200/[BMI][PF6] charge, décharge
CDC 950/[BMI][PF6] charge, décharge
CDC 800/[BMI][PF6] charge
Tableau 3.4 | Processus simulés à la ddp de 2 V.
Systèmes et ddp 4 V
CDC 1200/[BMI][PF6] charge, décharge, charge
CDC 950/[BMI][PF6] charge, décharge
CDC 800/[BMI][PF6] charge, décharge
Tableau 3.5 | Processus simulés à la ddp de 4 V.
En résumé, quatre supercondensateurs di érents, aux électrodes à la structure poreuse
complexe, conformes à la réalité expérimentale, sont étudiés dans cette Thèse. Le choix de
la dynamique moléculaire permet d’obtenir des trajectoires pour les espèces mobiles, dont
l’exploitation est le socle de notre travail. L’utilisation du code de dynamique moléculaire
particulier permettant de prendre en compte de façon rigoureuse la polarisation des
électrodes est la garantie de l’obtention de résultats réalistes, au sens que c’est dans ces
conditions que se déroulent les phénomènes dans la réalité expérimentale.
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Dans ce chapitre sont présentées des études « à l’équilibre » , cas particulier du régime
stationnaire dans lequel le courant global est nul. Les états étudiés sont soit déchargés
(ddp entre électrodes nulle), soit chargés (ddp non nulle). Des résultats sur des propriétés
statiques sont donc obtenus. Dans un premier temps, nous présentons quelques résultats
de la Thèse précédemment réalisée au laboratoire par Céline Merlet et dont nous avons
besoin pour asseoir la suite de ce travail. Puis, nous expliquons l’enjeu du calcul de la
capacité individuelle d’une électrode, et nous proposons une méthodologie. Enfin, nous
proposons une caractérisation des di érentes structures poreuses de CDCs avec lesquelles
nous travaillons dans cette Thèse.
4.1 | Quelques résultats de la Thèse précédente
Comme décrit dans l’introduction, les résultats expérimentaux sur la capacité impor-
tante et inattendue trouvée dans les structures de carbone aux pores de taille nanomé-
trique [4] ont dynamisé la recherche sur le sujet, amenant ainsi la théorie et la modélisation
à s’y intéresser. Cette question a été l’objet de la Thèse précédemment menée au labora-
toire par C. Merlet [8]. Cette partie résume brièvement les résultats obtenus sur la question.
4.1.1 | Découverte expérimentale
Une courbe expérimentale mettant en évidence un maximum de capacité est montrée
en figure 4.1. Les expériences ont été réalisées avec l’électrolyte ethyl-methylimidazolium
trifluoro-methane-sulphonylimide ([EMI][TFSI]). Le maximum de capacité est obtenu
quand la taille de pore est proche de la taille des ions. Il y a donc, pour chaque ion, une
taille de pore optimale qui donne un maximum de capacité.
4.1.2 | Capacités obtenues par la modélisation
L’étude comparée de deux systèmes, l’un aux électrodes planes de graphite (cf. fi-
gure 4.2), l’autre aux électrodes de CDCs nanoporeuses, est nécessaire pour pouvoir
expliquer la capacité plus élevée retrouvée dans les structures poreuses. Dans un premier
temps, il a été constaté que le système poreux présente bien des capacités supérieures.
Ainsi, en figure 4.3, sont présentées les capacités intégrales calculées à la ddp de 1 V.
Comme écrit en partie 1.3.2 du chapitre 1, la capacité intégrale présente l’avantage d’être
calculable facilement pour les deux types de supercondensateurs de la figure 4.3 : la
moyenne de la charge totale sur une électrode est divisée par le potentiel appliqué. Pour
obtenir ces capacités, des simulations d’équilibre utilisant la méthodologie du potentiel
constant (cf. partie 3.3 du chapitre 3) ont été réalisées. Les valeurs absolues des capacités
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Figure 4.1 | Capacité normalisée en fonction de la taille de pore de di érents échantillons
de CDCs. Le maximum de capacité est obtenu quand la taille de pore est proche de la
taille des ions. Adapté de [20].
Figure 4.2 | Les supercondensateurs aux électrodes planes de graphite ont été étudiés de
manière exhaustive dans la Thèse de C. Merlet [8]. Les atomes de carbone des électrodes
sont en bleu clair, l’électrolyte est le [BMI][PF6], dont les anions sont en vert et les cations
en rouge.
ou`  Qtot  est la charge moyenne totale porte´e par l’e´lectrode positive (exactement e´gale a` l’oppose´
de la charge porte´e par l’e´lectrode ne´gative) au cours d’une simulation et l’indice    indique que
la moyenne est re´alise´e pour une simulation a` di e´rence de potentiel,   , fixe´e. Ces deux capacite´s
peuvent eˆtre de´termine´es a` partir des simulations et dans le cas de la capacite´ di e´rentielle, de
plusieurs manie`res. Ici, nous nous contenterons de donner les valeurs de capacite´s inte´grales
obtenues pour les di e´rents syste`mes. Le de´tail des autres me´thodes employe´es est diponible dans le
manuscrit de the`se. Par ailleurs, l’utilisation originale de la me´thode WHAM (Weighted Histogram
Analysis Method) pour e´tudier l’e´volution de la capacite´ en fonction du potentiel pour di e´rents
syste`mes a donne´ lieu a` une publication [37].
La capacite´ inte´grale pre´sente l’avantage d’eˆtre calculable facilement pour tous les syste`mes
e´tudie´s. Il su t de calculer la moyenne de la charge totale porte´e par une e´lectrode et de diviser
cette valeur par le potentiel applique´. Dans tous les cas, des simulations a` potentiel constant avec
une di e´rence de potentiel    = 1 V ont e´te´ re´alise´es. Les valeurs de capacite´ calcule´es sont
donne´es dans la figure 8.
Figure 8: Capacite´s inte´grales obtenues pour les di e´rents syste`mes e´tudie´s pour    = 1 V. Ces valeurs
sont cohe´rentes avec les re´sultats expe´rimentaux et peuvent eˆtre interpre´te´es a` partir de la structure du
liquide a` l’interface.
L’utilisation de la capacite´ inte´grale permet une estimation correcte des performances des
supercondensateurs, en accord avec les re´sultats expe´rimentaux. En particulier, nous retrouvons
ici le re´sultat majeur d’une augmentation de capacite´ importante lors du passage d’un carbone
non poreux a` un carbone poreux. Toutefois, cette grandeur doit eˆtre manie´e avec pre´caution. En
e et, d’une part, la capacite´ est susceptible de changer avec la di e´rence de potentiel applique´e
et d’autre part, obtenir une charge moyenne avec des statistiques su santes n’est pas aise´, en
particulier pour les carbones poreux.
5 Coordination, confinement et charge locale
Graˆce aux simulations de dynamique mole´culaire, nous avons acce`s au de´tail de la structure
locale du liquide au sein des carbones poreux. De plus, l’utilisation d’e´lectrodes polarisables nous
renseigne sur la charge locale porte´e par les di e´rents atomes de carbone de la structure. Il est
donc possible d’e´tudier les corre´lations existant entre le nombre de coordination ou de solvatation
des ions, le degre´ de confinement et la charge locale porte´e par le carbone.
Le nombre de coordination d’un ion (ou d’une mole´cule) est le nombre de plus proches voisins
qu’il posse`de. Le nombre de solvatation d’un ion (ou d’une mole´cule) est le nombre de mole´cules de
14
Figure 4.3 | Capacités intégrales obtenues pour deux systèmes simulés à la ddp de 1 V.
Les valeurs calculées sont cohérentes avec les résultats expérimentaux. D’après [8].
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de la figure 4.3 sont à pondérer par le fait que les capacités sont susceptibles de changer
avec la valeur de la ddp appliquée et qu’obtenir une charge moyenne avec des statistiques
su santes est très coûteux en temps de calcul, en particulier pour les carbones poreux.
4.1.3 | Raisons de l’importante capacité des carbones poreux
L’étude de la structure de l’électrolyte aux interfaces électrode/électrolyte a permis
d’interpréter les valeurs de capacité. Pour les supercondensateurs aux électrodes planes, il
est aisé de calculer des profils de densité des ions (cf. figure 4.4). Dans le cas d’une ddp
   nulle, une succession de « pics de densités » ioniques est observée aux interfaces (au
niveau de chaque maximum local) ; ils correspondent à une organisation dite en couches.
La couche d’électrolyte adsorbée à la surface dans le cas du graphite contient une quantité
équimolaire de cations ou d’anions. Dans le cas d’une di érence de potentiel non nulle,
la charge moyenne non nulle des électrodes induit un déplacement relatif des couches
d’anions et de cations. Les contre-ions de l’électrolyte sont fortement attirés, et les co-ions
sont expulsés. Cependant, à cause des fortes interactions coulombiennes dans les liquides
ioniques, la couche adsorbée contient à la fois des anions et des cations, même pour
des potentiels très élevés. Alors qu’à ddp nulle, les densités anioniques et cationiques
étaient quasiment confondues, à ddp non nulle, il y a alternance de courbes de densités
d’anions et de cations. La formation d’une structure en couches alternées aux interfaces
est due à un phénomène dit de surécrantage [157] : au voisinage d’une surface chargée,
les ions s’organisent en succession de couches chargées telle que la charge de la première
couche compense exagérément la charge de l’électrode. Cette charge « résiduelle » est
surcompensée à son tour dans chaque couche suivante. La charge résiduelle diminue pro-
gressivement au fur et à mesure que l’on s’éloigne de l’électrode pour finalement atteindre
une valeur nulle au niveau du bulk.
Les densités ioniques pour les supercondensateurs aux électrodes planes et ceux aux
électrodes poreuses pour une ddp non nulle sont comparées en figure 4.5. Pour les élec-
trodes nanoporeuses, les densités ioniques calculées sont des densités ioniques locales
définies par rapport à une surface locale dont l’obtention est décrite en partie 3.1.1 du
chapitre 3. La hauteur des pics de densité ne doit pas être prise en considération pour la
comparaison car elle dépend fortement de la valeur considérée pour la surface accessible,
qui est calculée approximativement dans le cas du carbone poreux car les zones réellement
accessibles aux ions et les zones closes ne sont pas di érenciées. Dans les carbones poreux,
la distance ion-carbone est plus faible d’environ 0,05 nm par rapport au cas du graphite.
Le confinement implique donc un rétrécissement de la distance ion-carbone. De plus, la
forme des pics di ère d’une géométrie à l’autre avec des pics plus larges dans le cas des
carbones poreux. Cependant, le principal e et du confinement n’est pas dans la forme
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Figure 5: Densite´s ioniques pour les centres de masse des anions (PF 6 ) et des cations (BMI+). La position
des feuillets de graphite est indique´e par des lignes en pointille´s. Les profils de densite´s ioniques pre´sentent
des pics correspondant a` une structuration en couches. Dans le cas d’une di e´rence de potentiel non nulle,
la charge porte´e par chaque e´lectrode induit un de´placement relatif des couches de cations et d’anions.
3.3 Interface entre un liquide ionique pur et une e´lectrode poreuse:
e et du confinement
Nous abordons maintenant l’e et du confinement sur la structure du liquide a` l’interface. Celui-
ci est e´tudie´ par comparaison de simulations e ectue´es avec une e´lectrode plane de graphite et avec
une e´lectrode poreuse complexe (correspondant a` un CDC synthe´tise´ a` 1200 , note´ CDC-1200).
L’e´lectrolyte est le meˆme dans les deux syste`mes, il s’agit du liquide ionique pur [BMI][PF6].
Comme mentionne´ pre´ce´demment, pour l’e´tude des carbones poreux, les densite´s ioniques cal-
cule´es sont des densite´s ioniques locales de´finies par rapport a` une surface locale. La me´thode
utilise´e permet de comparer rigoureusement les positions des pics de densite´s ioniques et qualita-
tivement la forme de ces pics. En revanche, la hauteur des pics ne doit pas eˆtre utilise´e en tant que
telle car elle de´pend fortement de la valeur conside´re´e pour la surface accessible. Or, cette surface
est beaucoup plus faible pour le graphite que pour le carbone poreux.
Les profils de densite´s ioniques locales pour BMI+ et PF 6 pour une di e´rence de potentiel
nulle sont rapporte´s dans la figure 6. Les densite´s locales semblent plus faibles dans le carbone
poreux qu’a` proximite´ du graphite. Ceci est duˆ a` une plus grande surface accessible dans le cas des
carbones poreux. En revanche, par inte´gration de ces courbes, nous pouvons conclure que, dans la
porosite´, tous les ions sont a` proximite´ d’une surface, ce qui n’est pas vrai pour le graphite. Nous
pouvons aussi voir que, dans les carbones poreux, la distance ion-carbone est re´duite d’environ
0,05 nm par rapport au graphite.
Les profils de densite´s ioniques locales pour BMI+ et PF 6 pour une di e´rence de potentiel de
1 V sont donne´s dans la figure 7. Pour les deux ge´ome´tries d’e´lectrodes e´tudie´es, l’application
d’une di e´rence de potentiel non nulle induit un le´ger de´calage de la position du maximum de
densite´ et une forte modification de la forme des pics. La forme des pics di e`re d’une ge´ome´trie
a` l’autre avec des pics plus larges dans le cas des carbones poreux. Le confinement implique dans
tous les cas un re´tre´cissement de la distance ion-carbone.
Cependant, le principal e et du confinement n’est pas dans la forme des pics mais dans la
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Figure 4.4 | Densités ioniques pour les centres de masse des anions PF–6 et des cations
BMI+. La position des feuillets de graphite est indiquée par des lignes en pointillés cyan.
Les profils de densités ioniques présentent des pics correspondant à une structuration en
couches. Pour une ddp non nulle (   = 4 V), la charge moyenne non nulle des électrodes
induit un déplacement des couches d’a ions et de cations par rapport à la situation où
   = 0. D’après [8].
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Figure 7: Densite´s ioniques locales pour les centres de masse des anions (PF 6 ) et des cations (BMI+)
dans le cas d’une di e´rence de potentiel de 1 V entre les deux e´lectrodes. En haut : densite´s ioniques
pour l’e´lectrode charge´e positivement ; en bas : densite´s ioniques pour l’e´lectrode charge´e ne´gativement.
Le panneau de gauche pre´sente les meˆmes courbes que le panneau de droite avec un zoom plus important
sur le premier pic de densite´.
“couche” d’ions. La charge porte´e dans l’e´lectrode est exactement compense´e par
une unique couche d’ions, ce qui rend le stockage de charge beaucoup plus e cace
(ou beaucoup moins ine cace). La suppression de la succession de couches ioniques
re´sultant du confinement est donc directement a` l’origine de l’augmentation de ca-
pacite´ observe´e dans les carbones nanoporeux.
4 De´termination de la capacite´ par dynamique mole´culaire
Pour un condensateur quelconque, deux types de capacite´s peuvent eˆtre estime´es, a` savoir la
capacite´ inte´grale Cint et la capacite´ di e´rentielle Cdi  , de´finies selon :
Cint =
 Qtot   
  
et Cdi  =
  Qtot   
   
(8)
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Figure 4.5 | Densités ioniques au voisinage de l’électrode positive pour les centres de
masse des anions PF–6 et des cations BMI+ dans le as d’une ddp de 1 V entre les deux
électrodes du supercondensateur. La situation avec les électrodes planes (en pointillés) est
comparée à la situation avec les électrodes poreuses (en traits pleins). D’après [8].
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des pics mais dans la suppression de la structure en couches. En e et, à proximité de
l’électrode plane de graphite, la structure en couches est bien présente. Au contraire, pour
les carbones poreux, un seul pic de densité est identifiable. La taille restreinte des pores,
qui crée le confinement, empêche la formation de couches successives. Cette caractéristique
de l’organisation due au confinement est directement associée à la capacité importante
des carbones nanoporeux. Dans ces derniers, le surécrantage, qui limitait la capacité de la
géométrie plane, n’est pas présent et la charge de l’électrode est exactement compensée
par une unique couche d’ions, ce qui rend le stockage de charge beaucoup plus e cace.
4.2 | Capacité individuelle d’une électrode po-
reuse
Cette seconde partie décrit la mise au point d’une méthode originale permettant de
calculer numériquement la capacité de chacune des deux électrodes positive (C+) ou
négative (C≠) du supercondensateur. Les résultats sont comparés à des mesures électro-
chimiques expérimentales réalisées sur les mêmes systèmes à haute température (100 ¶C)
(expériences réalisées au laboratoire CIRIMAT par Barbara Da os). C’est la première
fois que des comparaisons entre expérience et simulation peuvent être faites dans le cas
des carbones nanoporeux. Ce qui limitait la comparaison jusqu’alors était la nécessité
de travailler à haute température en modélisation. En e et, les liquides ioniques sont
très visqueux et il est trop coûteux en temps de calcul de les simuler à température
ambiante, même en utilisant les supercalculateurs les plus récents. Nous avons donc
besoin de travailler à des températures supérieures à 100 ¶C, afin d’accroître la mobi-
lité des ions et la conductivité, pour faire diminuer le temps d’équilibration [158]. Pour
ce qui est des expériences, pour des raisons pratiques évidentes, elles sont le plus sou-
vent réalisées à température ambiante. Les résultats de cette partie ont été publiés en [159].
4.2.1 | L’impossibilité d’utiliser l’équation de Poisson
Au-delà des aspects purement pratiques, une autre di culté gêne la comparaison
quantitative entre modélisation et expériences : quand des électrodes de carbone poreux
sont simulées, il n’est pas aisé d’identifier la contribution de chaque électrode à la capacité
totale. Pour les supercondensateurs composés de deux électrodes planes de graphène ou de
graphite, largement étudiées précédemment au laboratoire et dans la littérature [157,160], il
est possible de calculer le potentiel électrostatique le long de la direction z, perpendiculaire
à la surface des électrodes, en prenant en compte la distribution de charges, par intégration
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de l’équation de Poisson [108] :
Ò2  = ≠ﬂq
Á0
(4.1)
 (z) =  q(z0)≠ 1
Á0
⁄ z
z0
dzÕ
⁄ zÕ
≠Œ
dzÕÕﬂq(zÕÕ) (4.2)
où z0 est un point de référence dans l’électrode de graphite de gauche,  q(z0) =  + et
ﬂq(z) la densité de charge le long de la cellule, prenant en compte les contributions des
atomes de carbone de l’électrode et les charges des molécules de liquide ionique. Un profil
classique du potentiel de Poisson est présenté en figure 4.6. Quand le potentiel atteint
une valeur plateau à distance des surfaces, cette dernière correspond au potentiel de
l’électrolyte bulk :  bulk. D’un point de vue expérimental, ce potentiel peut être vu comme
celui d’une électrode de référence. Dans la suite, nous écrirons donc  bulk =  ref . Il est
alors possible de connaître les valeurs du potentiel de chacune des électrodes.
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Figure 4.6 | Forme classique du potentiel électrostatique le long de l’axe z, calculé entre
deux surfaces planes (par exemple des électrodes de graphite) séparées par un électrolyte.
L’électrode de gauche est à 1 V, celle de droite à ≠1 V, la di érence de potentiel entre
électrodes est donc de 2 V. Quand le potentiel atteint une valeur plateau à distance des
surfaces, cette dernière correspond au potentiel de l’électrolyte bulk,  bulk, qui peut être
vu comme le potentiel d’une électrode de référence. Les chutes de potentiel   + et   ≠
sont également représentées. D’après [159].
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Dans un supercondensateur composé de deux électrodes poreuses de CDC, le potentiel
électrostatique le long de la cellule ne peut pas être calculé à partir de l’équation 4.2
à cause de l’absence de symétrie (pas d’invariance du système par translation selon les
axes x et y) et à cause de l’hétérogénéité du système (il y a des ions dans l’électrode
poreuse). Il n’y a plus de possibilité d’avoir une référence bulk et seule la capacité totale
du supercondensateur aux deux électrodes peut-être obtenue.
4.2.2 | Mise au point d’un système « hybride »
x 
y 
z 
Figure 4.7 | Cellule de simulation pour le système hybride. L’électrode de gauche est
une électrode plane de graphite telle que dans la figure 4.2, composée de trois feuillets
de graphène de 700 atomes de carbone chacun. La taille de la cellule dans la direction
z est ajustée de telle sorte que les densités dans le bulk soient identiques aux densités
expérimentales. D’après [159].
Nous avons donc construit un système « hybride » (cf. figure 4.7) composé d’une
électrode de graphite à gauche, permettant le calcul du potentiel du bulk, et une électrode
poreuse de CDC à droite, que l’on souhaite caractériser. Ainsi, il est possible d’accéder à
la capacité d’une électrode individuelle à partir de simulations de dynamique moléculaire.
Connaître une capacité individuelle peut orienter vers une meilleure connaissance des
interactions spécifiques entre un contre-ion donné et une électrode, et ainsi indiquer la
composition d’un électrolyte idéal dont le couple anion/cation serait la combinaison la
plus performante de tous les anions et cations testés « individuellement ».
La taille de la cellule du système hybride dans la direction z est ajustée de telle
sorte que les densités dans le bulk soient identiques à la densité du bulk expérimentale
(1, 28 g.cm≠3 à 400 K pour le [BMI][PF6] [126]). Finalement, nous obtenons Lz = 15, 4
nm. Pour réaliser des simulations à l’équilibre, la procédure suivante est mise en place :
– le système est équilibré pendant 200 ps à la température de 400 K avec des charges
constantes nulles sur les atomes de carbone,
– une di érence de potentiel constante de 0 V est appliquée entre les deux électrodes
pendant 100 ps. À ce stade, l’équilibre est bien atteint puisque les nombres d’ions
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dans l’électrode poreuse ne varient plus, à plus ou moins deux ions, ce qui est
cohérent pour la taille du système.
– pour charger ce supercondensateur hybride, on attribue une charge fixe de 0.01 e à
chaque atome de carbone de l’électrode poreuse, pendant 100 ps, en ré-imposant
les vitesses tous les 50 pas. Le choix de cette valeur de charge est guidé par les
résultats de charges moyennes mesurées lors de simulations préliminaires e ectuées
à di érents potentiels. Sur l’électrode de graphite, la charge est mise seulement
sur les atomes du feuillet le plus proche du bulk puisque des études précédemment
réalisées à potentiel constant ont montré que c’était sur ce feuillet qu’était situé
95% de la charge. Pour assurer l’électroneutralité du système global, une charge
de ≠0, 05 e est placée sur chacun des atomes de l’électrode de graphite, cinq fois
moins nombreux. De façon symétrique, pour étudier l’électrode de CDC polarisée
négativement, chaque atome de CDC a une charge de ≠0, 01 e et chaque atome de
surface du graphite, une charge de +0, 05 e.
Le potentiel de Poisson est calculé d’après l’équation 4.2. La di érence de potentiel
mesurée entre les deux électrodes est proche de 12,5 V. Une si grande valeur de potentiel
peut sembler surprenante puisqu’elle dépasse largement le potentiel à partir duquel l’élec-
trolyte est dégradé. Elle est due à la grande chute de potentiel entre l’électrode de graphite
et l’électrolyte. De plus, des phénomènes de dégradation de l’électrolyte ne peuvent se
produire dans notre modèle classique qui ne les autorise pas. Un potentiel si élevé n’a
donc de véritable influence que sur la structure de l’électrolyte à l’interface avec le plan
(structuration en couches extrêmement marquée, ou « crowding », pour reprendre une
définition proposée par Bazant et al. dans [161]), qui n’est pas l’objet de l’étude ici. La
chute de potentiel à l’interface CDC/électrolyte étudiée ici est bien plus faible et donc
raisonnable du point de vue de la réalité expérimentale.
Après cette procédure d’équilibration, c’est donc un   0 = 12.5 V qui est choisi pour
réaliser les simulations à potentiel constant pendant 800 ps, l’électrode de graphite étant
soit l’électrode positive, soit la négative. À cette valeur de potentiel élevée, l’électrode
plane de plus faible surface n’est pas limitante pour charger l’électrode poreuse. Les
simulations sont poursuivies su samment longtemps pour qu’un état d’équilibre soit
atteint, c’est-à-dire jusqu’à ce que la charge totale sur l’électrode poreuse soit constante.
Pour un système à deux électrodes de CDC, à partir de la charge totale d’une électrode
(les deux électrodes ayant une charge opposée), il est possible de calculer la capacité totale
du système à partir de la formule de la capacité intégrale :
CTOT = ÈQTOTÍ   (4.3)
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avec    =  + ≠  ≠. Le fait que les deux électrodes aient la même charge n’implique
pas qu’elles ont la même capacité individuelle, puisque la chute de potentiel peut être
di érente selon l’électrode considérée. En e et, la capacité individuelle est quant à elle
définie de la façon suivante :
C+/≠ = ÈQ
+/≠
TOTÍ
  Õ (4.4)
avec   Õ =  +/≠ ≠  ref . Le potentiel de Poisson dans le système hybride est calculé
à partir des densités ioniques moyennes présentées en figure 4.8. Les profils de densité
présentent des pics correspondant à la structuration de l’électrolyte à l’interface. En
comparaison aux travaux précédemment réalisés sur le graphite (cf. figure 4.4), on observe
la présence d’un très grand pic pour les premières espèces adsorbées. Celui-ci est dû au
très grand potentiel imposé au système hybride.
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Figure 4.8 | Profils de densité ionique quand l’électrode de CDC est polarisée néga-
tivement (à gauche) ou positivement (à droite). Les anions sont en vert et le centre de
masse des cations en rouge. Les zones occupées par les électrodes sont en gris clair. Les
profils de densité présentent des maxima correspondant à la structuration de l’électrolyte
à l’interface. Le premier pic près de l’interface avec l’électrode plane n’est pas montré
dans sa totalité pour des raisons d’échelle. Les densités ioniques sont plus faibles dans la
région grisée à cause du volume exclu des atomes de l’électrode. D’après [159].
4.2.3 | Calcul des capacités
Le potentiel électrostatique est calculé dans la direction z du système hybride, pour
z < zCDC puisque l’équation 4.2 n’est pas valable dans l’électrode poreuse (cf. figure 4.9).
La valeur de  ref = ≠12 V est obtenue, et nous en déduisons la ddp entre l’électrode
de CDC polarisée négativement et la référence bulk :   ≠ =  ≠ ≠ ref = ≠0, 5 V. Les
simulations permettent également d’obtenir la charge totale sur les atomes de carbone :
ÈQ≠TOTÍ = ≠41, 5 e. À partir de l’équation 4.4, et en normalisant par la masse de l’élec-
trode poreuse, on obtient finalement pour la capacité de l’électrode poreuse soumise à une
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polarisation négative, C≠ = 183 F/g. Pour obtenir la capacité C+ de l’électrode poreuse
soumise à une polarisation positive, la même procédure est réalisée, en polarisant les
électrodes de manière opposée. Nous imposons toujours la même ddp entre les électrodes
  0 = 12, 5 V, conduisant au potentiel de référence bulk :  ref = +12 V. La charge
moyenne sur l’électrode poreuse à la fin de la simulation vaut : ÈQ+TOTÍ = +38, 5 e. On a
alors,   + =  + ≠ ref = 0, 5 V, et enfin C+ = 169 F/g. Les capacités obtenues ne sont
pas identiques pour les deux électrodes, car le liquide ionique est dissymétrique. Si anions
et cations étaient de même taille et de même charge, on aurait des valeurs de capacité
identiques pour chacune des deux électrodes.
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Figure 4.9 | Potentiel de Poisson calculé le long du système hybride pour une polarisation
négative (à gauche) ou positive (à droite) de l’électrode de CDC. La valeur de  ref permet
de déduire   ≠ et   +, connaissant la di érence de potentiel   0 imposée. La zone
occupée par l’électrode de CDC est en gris clair. Dans cette zone, le potentiel de Poisson
n’est pas calculable à cause de l’absence de symétrie et de l’hétérogénéité du système.
D’après [159].
La figure 4.10 montre deux configurations de l’électrode poreuse à la fin de la simulation,
avec les nombres de cations et d’anions présents à l’intérieur de l’électrode. En comparaison
avec les résultats précédemment obtenus au laboratoire [6], il est possible cette fois de
relier le nombre d’espèces présentes dans l’électrode à une valeur connue de   +/≠, et
non plus à la chute de potentiel totale    seulement.
Afin de vérifier la fiabilité du système hybride pour le calcul de la capacité individuelle
d’une électrode, il est possible de calculer une capacité totale à partir des résultats des
capacités individuelles. D’après les relations classiques pour des condensateurs en série,
on a :
1/CTOT = 1/C+ + 1/C≠ (4.5)
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Figure 4.10 | Configuration instantanée représentative d’une électrode de carbone nano-
poreuse (en bleu clair) polarisée soit négativement (à gauche) soit positivement (à droite).
Les anions sont en vert et le centre de masse des cations en rouge. Le nombre d’ions à
l’intérieur de l’électrode et la chute de potentiel sont également indiqués. D’après [159].
A partir des capacités C≠ et C+ obtenues, on a CTOT = 88 F/g. La valeur calculée
pour ce système à partir de l’expression de la capacité intégrale était de : CTOT = 87 F/g
(cf. figure 4.3). L’excellent accord entre les deux méthodes permet de valider la méthodo-
logie décrite ici pour obtenir la capacité individuelle d’une électrode poreuse en utilisant
un système hybride.
4.2.4 | Comparaison avec les expériences
Les résultats de nos simulations sont comparés aux résultats d’expériences réalisées
par B. Da os sur les mêmes CDCs, à 100 ¶C, température très proche de la température
de 400 K à laquelle sont réalisées les simulations. En e et, expérimentalement, il est aisé
de mesurer les capacités individuelles des électrodes puisqu’une électrode de référence
est introduite dans le montage expérimental (cf. partie 2.1.1 du chapitre 2). La figure
4.11 montre l’opposé de la partie imaginaire de l’impédance ≠Z ÕÕ(Ê) en fonction de la
partie réelle de l’impédance Z Õ(Ê) : c’est le diagramme de Nyquist de l’impédance, obtenu
pour une cellule de trois électrodes assemblée avec deux électrodes de CDC identiques
avec une taille de pores de 0,9 nm, en contact avec du liquide ionique pur [BMI][PF6],
à l’OCV (Open Circuit Voltage), c’est-à-dire quand aucune di érence de potentiel n’est
appliquée entre les électrodes. Les mesures de spectroscopie d’impédance électrochimique
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sont réalisées à di érents potentiels choisis (définis par les voltammétries cycliques), avec
un signal sinusoïdal de ±5 mV, de 200 kHz à 10 mHz. Le diagramme de Nyquist correspond
à un comportement typiquement capacitif basé sur l’adsorption des ions sur l’électrode
de carbone poreuse avec une tendance linéaire pour les parties réelles et imaginaires de
l’impédance dans la gamme de fréquences moyennes, suivie d’une nette augmentation
quasi-verticale de la partie imaginaire de l’impédance aux basses fréquences. Aux grandes
fréquences, quand la partie imaginaire est nulle, la partie réelle de l’impédance corres-
pond à la résistance série de la cellule. La valeur de 1  .cm2 assez faible, en lien avec
la température élevée, prouve que le comportement électrochimique de la cellule n’est
pas contrôlé par la chute ohmique dans l’électrolyte à cette température, en accord avec
des résultats précédemment obtenus [162]. La résistance ionique de l’électrolyte dans le
carbone poreux est d’environ 2  .cm2, valeur similaire à celle obtenue dans un électrolyte
organique conventionnel [85,163].A5094 Journal of The Electrochemical Society, 162 (5) A5091-A5095 (2015)
Figure 5. Nanoporous carbon electrode (in light blue) polarized either at a
negative (left panel) or a positive (right panel) potential. The snapshots cor-
respond to the end of the production runs. Anions are colored in green and
cations centers of mass in red. The average number of anions and cations inside
the electrode are indicated below.
an average charge on the electrode Q+tot = + 38.5 e. Consequently,
!ψ+ = ψ+ -ψref = 0.5 V and finally C+ = 169 F/g. Figure 5 shows
a snapshot of the cell at the end of the production run, showing the
ions of the electrolyte in the porosity of the positive and the negative
electrodes under polarization. Compared to our previous work,19 this
time we are able to link the number of species inside the electrode to
a known value of !ψ+ (!ψ−).
The capacitances obtained are not identical for the two electrodes,
because the species composing the electrolyte are dissymmetrical in
size, shape, and charge distribution. To test the reliability of the newly
introduced setup, we compute the global capacitance of a conven-
tional supercapacitor with two CDC electrodes, based on the above-
determined individual capacitances. The classic relation for capacitors
in series reads:
1
Ctot
= 1
C+
+ 1
C−
[3]
with the result Ctot = 88F/g, in very good agreement with the value
previously obtained in Ref. 19: Ctot = 87F/g. This validates the
methodology described here to calculate the single capacitance of an
electrode using a hybrid system.
In order to validate our simulations, electrochemistry experiments
were also performed on similar CDC supercapacitors. Figure 6 shows
the opposite of the imaginary part of the impedance −Z′′(ω) versus
the real part Z′(ω) of the impedance plot (Nyquist plot) obtained for
a 3-electrode cell assembled with two identical microporous CDC
electrodes with a pore size of 0.9 nm, in [C4mim][PF6] ionic liquid
at 100◦C (which is very close to the 400 K temperature at which the
simulations were performed), at the open circuit voltage (OCV).
The Nyquist plot corresponds to a typical capacitive behavior based
on ion adsorption at porous carbon electrode with a linear trend for
both the real and imaginary part of the capacitance in the medium
frequency range, followed by a sharp quasi-vertical increase of the
imaginary part of the impedance at low frequency. The real value of
the impedance at high frequencies (when the imaginary part is null)
stands for the series resistance of the cell. The low value of less than
1 Ohm.cm2 (associated with the high temperature) evidences that the
ohmic drop in the electrolyte does not drive the electrochemical be-
havior of the cell. This is consistent with previous results.34 The ionic
resistance of the electrolyte inside the porous carbon!RPORES is about
2 ".cm2, which is a value similar to that obtained in a conventional
organic electrolyte.35,36
Figure 7 shows the Cyclic Voltammetry (CV) of the same cell
using CDC electrodes with a pore size of 0.9 nm in [C4mim][PF6]
ionic liquid at 100◦C. The cell shows a capacitive signature with a
rectangle-shaped CV that is typical of a charge storage mechanism by
ion adsorption in the double layer.1 The positive and negative electrode
Figure 6. Nyquist plot of a supercapacitor cell assembled with two electrodes
using 0.9 nm pore size CDC porous carbon, in [C4mim][PF6] at 100◦C. Fre-
quency range: from 200 kHz to 10 mHz at OCV (!E = +/−5 mV). Inset:
zoom of the high frequency region.
signatures recorded during the cell cycling are also shown in Figure 7.
Both electrodes show as well capacitive signature, indicating that there
is no limitation in the pore accessibility for the ions. This is consistent
with previous results reported in ionic liquid based electrolytes.4,37,38
The negative and positive electrode capacitances are calculated by
integrating the charge in the plateau region during the CVs, resulting
in values of 90 F/g and 75 F/g for the negative and positive electrode
respectively.
Although simulations overestimate the overall capacitance by a
factor of two, both techniques allow us to conclude that the charging
is more efficient in the positive electrode (C+>C−). This result cannot
be linked directly to the ionic size of the adsorbed species. Indeed, the
anions and cations have respective average Lennard-Jones diameters
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Figure 7. Cyclic voltammetry of a supercapacitor cell assembled with two
electrodes based on 0.9 nm pore size CDC porous carbon, in [C4mim][PF6]
ionic liquid at 100◦C. The potential scan rate was 5 mV/s.
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Figure 4.11 | Diagramme de Nyquist d’une cellu e de deux élec r des de CDC avec une
taille de pore de 0.9 n , en contact avec le liquide ionique pur [BMI][PF6] à 100 ¶C. La
gamme de fréquence est de 200 kHz à 10 mHz à l’OCV ( E = ±5 mV). Dans l’insert est
mon ré un zoom sur les hautes fréquences. D’après [159].
La figure 4.12 montre la voltammétrie cyclique de la même cellule, réalisée entre 0 V
et 2,7 V, à une vitesse de balayage de 5 mV/s. La forme rectangulaire, caractéristique
d’un mécanisme de stockage de charge par adsorption d’ions dans la double couche [20],
témoigne égaleme t du comportement capacitif de la cellule. L s signatures des électrodes
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positive et négative sont également présentées en figure 4.12. Les deux électrodes pré-
sentent également un comportement capacitif, indiquant qu’il n’y a pas de limitation dans
l’accessibilité des pores pour les ions. Ceci est compatible avec les résultats précédemment
obtenus pour les liquides ioniques en tant qu’électrolytes [164, 165]. Les capacités des
électrodes négative et positive sont calculées en intégrant la charge dans la région du
plateau au cours de la voltammétrie cyclique : C≠ = 90 F/g pour l’électrode négative et
C+ = 75 F/g pour l’électrode positive.
Figure 7 shows the Cyclic Voltammetry (CV) of the same cell using CDC electrodes with 
a pore size of 0.9 nm in BMIPF6 ionic liquid at 100 °C. The cell shows a capacitiv  signature 
with a rectangle-shaped CV that is typical of a charge storage mechanism by ion dsorption in 
the double layer [1]. The positive and negative electrode signatures recorded during the cell 
cycling are also shown in Figure 7. Both electrodes show as well capacitive signature, 
indicating that there is no limitation in the pore accessibility for the ions. This is consistent 
with previous results obtained in ionic liquid based electrolytes [34,35]. The negative and 
positive electrode capacitances are calculated by integrating the charge in the plateau region 
during the CVs, resulting in values of 90 F/g and 75 F/g for the negative and positive 
electrode respectively.  
  
Figure 7: Cyclic voltammetry of a supercapacitor cell assembled with two electrodes based 
on 0.9 nm pore size CDC porous carbon, in BMI-PF6 ionic liquid at 100 °C. The potential 
scan rate was 5 mV/s.  
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Figure 4.12 | Voltammétrie cyclique d’un supercondensateur aux électrodes de CDC de
taille de pore moyenne 0,9 nm en contact avec le liquide ionique pur [BMI][PF6] à 100 ¶C.
La vitesse de balayage est de 5 mV/s. D’après [159].
La modélisation et l’expérience donnent donc des résultats qui sont du même ordre de
grandeur, ce qui est très satisfaisant au vu de la simplicité du modèle que nous proposons.
De plus, les deux méthodes permettent de conclure que la charge est plus e cace dans
l’électrode négative : les ratios C≠/C+ sont proches et supérieurs à 1 : avec la modélisation,
C≠/C+ = 1, 1 et avec l’expérience, C≠/C+ = 1, 2. L’e et de la di érence entre anion
et cation est donc bien reproduit dans les deux cas. Il serait trop réducteur d’a rmer
que c’est seulement la di érence de taille entre les espèces qui explique ce résultat. Une
hypothèse de Kirchner et al. consiste en e et à considérer la taille des ions comme le
paramètre dominant [15, 166]. Les résultats obtenus ici permettent de relativiser cette
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idée, puisque les anions et cations que nous simulons ont des diamètres respectifs de 0,5
et 0,6 nm, tous deux inférieurs à la taille de pore moyenne du CDC utilisé (0,9 nm). Si la
charge est plus e cace dans l’électrode négative, c’est davantage le résultat d’un équilibre
subtil entre le volume occupé par les ions dans l’électrode et la force des interactions
coulombiennes entre espèces de charges opposées. Des simulations supplémentaires avec
d’autres espèces cationiques et anioniques seraient nécessaires afin d’expliquer de façon
étayée l’origine microscopique du phénomène.
En outre, on remarque que les simulations surestiment les capacités individuelles
expérimentales d’un facteur deux. Cette surestimation peut en partie être due au fait que
les systèmes sont étudiés sur des échelles de taille et de temps di érentes avec les deux
méthodes : les systèmes simulés ont une taille limitée à quelques nanomètres alors que les
systèmes expérimentaux ont une taille macroscopique, de l’ordre de 100 µm. Il est donc
possible de trouver dans les systèmes macroscopiques des inhomogénéités, des portions
non accessibles, etc., qui ne sont pas présentes dans le modèle microscopique.
Le reste de la di érence peut être expliqué par l’imperfection de l’approximation de
l’électrode modélisée comme un conducteur électronique parfait, c’est-à-dire qu’il n’y a
pas de prise en compte d’une résistance de l’électrode ou de l’électrolyte. Par définition,
dans un conducteur parfait, il n’y a pas de dissipation et la réponse des charges libres est
instantanée. Luque et Scmickler ont récemment étudié la réponse à un champ extérieur
d’une double couche électrique à proximité d’un plan de graphite [167], au moyen de
calculs DFT (acronyme de « Density Fonctional Theory »). La capacité d’un plan de
graphite est de l’ordre de quelques µF.cm≠2, soit un ordre de grandeur en-dessous de
celle des électrodes métalliques. Des explications quantitatives de cette faible capacité
ont été tentées avec la théorie des semi-conducteurs, mais comme le graphite n’a pas une
densité finie d’états électroniques au niveau de Fermi, ce n’est pas un semi-conducteur. Par
conséquent, l’accord avec les données expérimentales n’a pu être obtenu qu’en ajustant des
paramètres choisis [168] ou en ajoutant une capacité arbitraire [169]. Par des calculs précis
de DFT, Luque et Schmickler ont montré que la capacité faible était due à la faible densité
électronique du graphite près du niveau de Fermi, le champ extérieur pénétrant dans
l’électrode sur quelques dixièmes de nanomètres. Le désaccord dans les capacités théoriques
et expérimentales sur des feuillets de graphène a également été expliqué dans [51] : les
capacités théoriques surestiment les capacités expérimentales. L’explication proposée est
que la di érence est due aux grandes fluctuations de potentiel au niveau de l’entrée du
liquide ionique qui ne sont pas incluses dans le modèle. Dans notre cas d’électrodes non
planes, il ne se passe peut-être pas la même chose qu’avec le graphène, mais cet exemple
illustre la di culté qu’il y a parfois à comparer théorie et expériences.
Finalement, nous pouvons à présent calculer les capacités individuelles des électrodes
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dans le cas des supercondensateurs aux électrodes nanoporeuses. Notre modèle de système
hybride donne des capacités individuelles tout à fait en accord avec les capacités globales
précédemment calculées [6]. De plus, grâce aux caractérisations électrochimiques expéri-
mentales dans une cellule à trois électrodes réalisées à une température inhabituellement
élevée, il a été possible de comparer les résultats obtenus et de valider le système hybride.
Même si le modèle surestime les capacités individuelles d’un facteur deux, du fait du
modèle de métal parfait utilisé pour les électrodes, qualitativement, théorie et expérience
sont en accord pour comparer les capacités des électrodes positive et négative.
4.3 | Caractérisation des diﬀérents CDCs étu-
diés
4.3.1 | Degrés de confinement
Dans ce travail, comme écrit au chapitre précédent, nous étudions trois électrodes de
CDC di érentes. Ces carbones ont des structures di érentes, des organisations di érentes
de la porosité, qu’il n’est pas aisé de caractériser, comme évoqué dans la partie 3.1.1 du
chapitre 3. Cette dernière partie détaille la façon dont nous proposons de caractériser les
di érents CDCs, avant d’examiner leur comportement dynamique. Nous utilisons une
classification des pores en fonction du degré de confinement décrite en [170] : à partir du
nombre de coordination des ions par les atomes de carbone, sont définis des pores plus
ou moins confinés. Le nombre de coordination d’un ion par le carbone est le nombre de
molécules de carbone présentes autour d’un ion, dans une sphère dont le rayon Rcut a été
défini au préalable.
La figure 4.13 illustre le calcul du nombre de coordination. Le cation observé est en
rouge. Dans la sphère de rayon Rcut qui l’entoure, on dénombre six atomes de carbone
et deux molécules de solvant. Pour les systèmes avec solvant étudiés au chapitre 6, nous
avons donc la possibilité de définir par la suite le nombre de solvatation. Le rayon de
coupure est établi à partir des fonctions de distribution radiale g(rij), dont un exemple
est donné en figure 4.14. Leur expression analytique est donnée par :
g–—(rij) =
ﬂ(2)–—(ri, rj)
ﬂ(1)– (ri)◊ ﬂ(1)— (rj)
(4.6)
où ﬂ(1) est la densité à un corps et ﬂ(2) la densité à deux corps, et les indices – et —
indiquent les espèces – et —. Ces fonctions caractérisent l’organisation d’un liquide ; elles
représentent la probabilité de trouver une paire d’ions à une distance rij. Chaque maximum
de g(r) correspond ainsi à des couches de premiers voisins, seconds voisins, etc. Les rayons
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Rcut 
cation observé 
Ncarbone(cation) = 6 
Nsolvant(cation) = 2 
Figure 4.13 | Définition du rayon de coupure (Rcut), à partir de la fonction de distribution
radiale g(rij). On dénombre les voisins situés dans une sphère de rayon Rcut.
de coupure utilisés dans ce travail pour les di érents couples d’espèces sont répertoriés
dans le tableau 4.1.
6.1. DE´COORDINATION ET DE´SOLVATATION A` L’INTERFACE
E´LECTRODE/E´LECTROLYTE 125
Rcut 
NPF6(BMI) = 6 
F . 6.1 – Illustration du calcul du nombre de coordination : de´finition du rayon de coupure
Rcut a` partir de la fonction de distribution radiale g(rij) et de´compte du nombre de voisins a` une
distance infe´rieure a` ce rayon de coupure au cours de la simulation.
Anion - Cation Anion - ACN Cation - ACN Ion - Carbone ACN - Carbone
7,7 Å 6,5 Å 6,2 Å 6,3 Å 6,3 Å
T  . 6.1 – Rayons de coupure utilise´s dans ce chapitre pour les di e´rents couples d’espe`ces.
Pour un ion donne´, les ions/mole´cules situe´s a` une distance infe´rieure a` ce rayon de coupure
sont conside´re´s comme des proches voisins.
6.1.2 Le cas du graphite
Nous allons d’abord nous inte´resser a` la variation du nombre de coordination pour des ions
en contact avec une interface plane. Nous examinerons plusieurs e´lectrolytes en contact avec
une e´lectrode de graphite : [BMI][PF6], [BMI][BF4], ACN-[BMI][PF6] et ACN-[BMI][BF4].
La figure 6.2 pre´sente des configurations extraites de simulations a` plusieurs potentiels pour les
syste`mes [BMI][PF6]/graphite et ACN-[BMI][PF6]/graphite. Le nombre de coordination des
cations par les anions, NPF6(BMI), et le nombre de coordination des anions par les cations,
NBMI(PF6), dans le bulk du liquide ionique pur sont e´gaux a` 6,0. Au passage du bulk a` une inter-
face neutre, les nombres de coordination NPF6(BMI) et NBMI(PF6) diminuent a` cause de la geˆne
ste´rique cre´e´e par la pre´sence du carbone et sont en moyenne e´gaux a` 5,0. Avec un changement
de potentiel, le nombre de coordination des contre-ions, qui interagissent favorablement avec
la surface et s’en rapprochent le´ge`rement, diminue alors que celui des co-ions augmente. Les
nombres de coordination associe´s au syste`me [BMI][BF4]/graphite montrent la meˆme tendance
(cf. tableau 6.2).
Pour l’e´lectrolyte ACN-[BMI][PF6] en contact avec une e´lectrode neutre, le nombre de co-
ordination des ions par leurs contre-ions passe de 1,8 dans le bulk a` 1,6 a` l’interface. Cette
Figure 4.14 | Fonctions de distribution de radiale utilisées pour la définition du rayon de
coupure pour le calcul des nombres de coordination.
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Anion - Cation Anion - ACN Cation - ACN Ion - Carbone ACN - Carbone
7,7 Å 6,5 Å 6,2 Å 6,3 Å 6,3 Å
Tableau 4.1 | Rayons de coupure pour les di érents couples d’espèces. Pour une espèce
donnée, le nombre de molécules de l’autre espèce du couple investigué, situé à une distance
inférieure au rayon de coupure, correspond au nombre de coordination ou au nombre de
solvatation.
Il est possible d’améliorer la caractérisation des di érents sites de confinement dans
l’électrode en prenant en compte la géométrie de la structure carbonée entourant l’ion. Le
« degré de confinement » (en anglais « Degree of confinement » ou DoC) est défini par
le calcul de l’angle solide total occupé par du carbone divisé par l’angle solide maximal
correspondant à la situation où l’ion considéré serait intégralement entouré de carbone.
L’angle solide –ij est calculé de la façon suivante :
–ij = 2ﬁ
Qa1≠ dijÒ
d2ij +R2j
Rb (4.7)
avec dij la distance entre un ion i et un atome de carbone j, et Rj le rayon d’un atome
de carbone. Dans les structures de CDC que nous étudions, la plupart des carbones sont
organisés en hexagones, donc l’angle solide maximal vaut 60,46% de 4ﬁ, pourcentage
correspondant à l’aire de l’hexagone occupée par les sphères de carbone. On a donc, pour
un ion i, le degré de confinement associé DoCi calculé de la façon suivante :
DoCi =
qNcoord
j=1 –ij
4ﬁ ◊ 0, 6046 ◊ 100 (4.8)
avec Ncoord le nombre de coordination de l’ion i par le carbone, et –ij l’angle solide défini
à l’équation 4.7. Le degré de confinement correspond par conséquent au pourcentage de
l’angle solide occupé par des atomes de carbone. Finalement, selon la valeur du degré de
confinement, et à partir des distributions anioniques et cationiques [8,170], nous obtenons
les quatre sites de confinement possibles présentés en figure 4.15.
4.3.2 | Cartographie des électrodes
À partir des ces di érents sites de confinement, pour ensuite analyser l’e et de la struc-
ture des CDCs sur le confinement, et donc sur le stockage de charge, nous réalisons une
« cartographie des électrodes » : nous regardons les zones de l’électrode qui, en moyenne
sur 3 ns, à la ddp de 1 V, sont le plus souvent, un bord, un plan, un creux, une poche
(par symétrie, les résultats sont similaires sur les deux électrodes, quand la statistique est
su sante). Pour ce faire, la cellule de simulation est divisée en petits cubes de taille fixée.
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6.2. COORDINATION DES IONS/MOLE´CULES PAR LES ATOMES DE CARBONE 133
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F . 6.6 – En haut : Distributions de probabilite´ des nombres de coordination par les atomes de
carbone dans les e´lectrodes de type CDC-1200 pour une di e´rence de potentiel nulle. Certains
types de coordination particuliers sont identifiables, ces di e´rences de coordination sont sus-
ceptibles de donner des signaux distincts dans les expe´riences de RMN. En bas : Configurations
locales extraites des simulations du syste`me ACN-[BMI][PF6]/CDC-1200 avec    = 0 V illus-
trant les di e´rents types de coordination repe´re´s sur les distributions de probabilite´. Les anions
sont en vert, les cations sont en rouge, les mole´cules d’ace´tonitrile sont en bleu fonce´ et les
atomes de carbones en bleu clair. Les atomes de carbone coordine´s a` la mole´cule centrale sont
repre´sente´s par des sphe`res.
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F . 6.6 – En haut : Distribu ions de probabilite´ des nombres de coordination par les atomes de
carbone dans les e´ ctrodes de type CDC-1200 pour une di e´rence de potentiel nul e. Certains
types d coordination particuliers sont identifiables, c di e´rences d coordination s t sus-
ceptibles de donner des signaux distincts dans les expe´riences de RMN. En bas : Configurations
locales extraites des simulations du yste`me ACN-[BMI][PF6]/CDC-1200 avec    = 0 V illus-
trant les di e´rents types de coordination repe´ ´s sur les distribu ions de probabilite´. Les anions
sont en v rt, l s cations sont en rouge, les mole´cul s d’ace´tonitrile sont en bleu fonce´ et les
atomes de carbones en bleu clair. Les atomes de carbone coordine´s a` la mole´cule entrale sont
repre´sente´s par des sphe`res.
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F . 6.6 – En haut : Distributions de probabilite´ des nombres de coordination par les atomes de
carbone dans les e´lectrodes de type CDC-1200 pour une di e´rence de potentiel nulle. Certains
types de coordination particuliers sont identifiables, ces di e´rences de coordination sont sus-
ceptibles de donner des signaux distincts dans les expe´riences de RMN. En bas : Configurations
locales extraites des simulations du syste`me ACN-[BMI][PF6]/CDC-1200 avec    = 0 V illus-
trant les di e´rents types de coordination repe´re´s sur les distributions de probabilite´. Les anions
sont en vert, les cations sont en rouge, les mole´cules d’ace´tonitrile sont en bleu fonce´ et les
atomes de carbones en bleu clair. Les atomes de carbone coordine´s a` la mole´cule centrale sont
repre´sente´s par des sphe`res.
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F . 6.6 – En haut : Distr butions de probabilite´ d s nombres de coordination par les atomes de
carbone dans le e´lectrodes de type CD -1200 pour une di e´renc d potenti l nulle. Certains
types de coordination particuliers sont identifiables, ces di e´renc s de coordination sont sus-
ceptibles de onner des signaux distincts dans le exp´rienc s de RMN. En bas : Configurations
locales extrai es des simulations du syste`m ACN-[BMI][PF6]/CD -1200 avec    = 0 V illus-
trant les di e´rents types de coordination repe´re´s sur les di tr butions de probabilite´. Les anio s
sont en vert, les cations sont en rouge, l s mole´cules d’ace´tonitrile sont en bleu fonce´ et l s
atomes de carbones en bleu clair. Les atomes de carbone coordine´s a` la mole´cule centrale sont
rep ´sent´s par des sphe`res.
Figure 4.15 | À partir des distributions anioniques et cationiques [8, 170], quatre types
de sites de confinement sont définis, du moins confiné au plus confiné : les bords sont
définis par un DoC compris entre 1% et 12%, les pl ns par u DoC compris tre 13% et
47%, les creux par un DoC compris entre 48% et 61%, les poches par un DoC compris
entre 62% et 100%.
Sur toute la trajectoire de cha ge, on observ i les ions contenus dans un cube donné
sont le plus souvent dans un site bord, plan, creux, poche (selon le nombre de carbones
qui les entourent) ou dans aucun de ces sites. C’est donc un maximum de probabilité
pour chaqu cube qui est représenté n figure 4.16. Les cubes qui ne correspondent pas à
un des quatre sites de confinement sont soit dans la zone du bulk, soit dans l’électrode
dans un po e fermé, soit dans l’électro e, au centr d’u grand pore. Dans tous les cas,
ces cubes participent peu ou pas au stockage de charge [170]. Il est important de ne pas
choisir des cubes trop petits (notamment très inférieurs à la taille des ions), puisque l’on
risque de considérer l’espace « vide » entre les ions, ni de choisir des cubes trop grands qui
changeraient trop souvent de type de site de confinement. Ainsi l’électrode a été divisée
en 103 cubes d’arête 4 Å, valeur proche du rayon de la plus petite molécule d’électrolyte.
Ce choix est également celui qui permet de garantir une visualisation claire des résultats
présentés en figure 4.16. Un grand nombre de sites sont de type plan. Ceci est lié à la
structure de type graphitique qui forme les pores des CDCs. Rappelons qu’un site de
confinement est défini par l’espèce à l’intérieur de l’électrode : par exemple il n’y a pas de
site qui soit toujours de type poche, puisque cela dépend entre autres de la taille de l’ion
considéré. Pour cette raison, faire une moyenne sur un temps long permet de prendre en
compte davantage de situations, afin d’avoir un maximum de probabilité plus fiable pour
le type de site adopté par une petite portion cubique d’électrode.
Pour une analyse plus fine, les pourcentages des di érents sites obtenus sont répertoriés
dans le tableau 4.2. Nous avons démontré que les sites de haut confinement sont ceux qui
permettent un stockage de charge plus e cace [170]. Le CDC-800 est celui qui o re le
moins de possibilités de sites de haut confinement par rapport au CDC-1200. Pour rappel,
c’est aussi celui qui a une taille de pores moyenne plus petite. Le CDC-950 o re également
moins de possibilités de sites de haut confinement par rapport au CDC-1200, e et qui
peut être compensé par la présence de son grand pore pouvant agir comme réservoir de
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Figure 4.16 | Sites de confinement dans les trois di érents CDCs (seule l’électrode positive
est montrée ici) : en rouge : bords, en vert : plans, en bleu : creux, en jaune : poches.
Pour des raisons de clarté, tous les sites ne sont pas montrés sur la même représentation
d’électrode. En haut : CDC-1200, au milieu : CDC-950, en bas : CDC-800. Les trois
carbones sont présentés d’après le même angle de vue. Un grand nombre de sites sont de
type plan. Ceci est lié à la structure de type graphitique qui forme les pores des CDCs.
charges. Les résultats des chapitres suivants pourront être analysés en prenant en compte
la caractérisation proposée ici.
Systèmes Bords (%) Plans (%) Creux (%) Poches (%)
CDC-1200 / [BMI][PF6] 31 60 7 2
CDC-950 / [BMI][PF6] 39 56 3 2
CDC-800 / [BMI][PF6] 36 59 4 1
Tableau 4.2 | Pourcentages des di érents types de sites de confinement dans les trois CDC
simulés.
Chapitre 4 : Etudes à l’équilibre 83
Ce chapitre 4 réunit les études structurales qui ont été réalisées au cours de cette Thèse,
dans des situations d’équilibre. La méthodologie de calcul de la capacité d’une électrode
poreuse de CDC est innovante et peut être appliquée à d’autres structures de CDC et
d’autres électrolytes. La caractérisation des trois structures de CDCs étudiées dans cette
Thèse par les di érents sites dans les pores permet quant à elle d’établir un cadre pour
l’étude de la porosité, qui n’est jamais chose aisée dans les structures complexes.
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À partir de ce chapitre, nous étudions la dynamique des supercondensateurs afin
d’identifier les processus intervenant au cours des charges et décharges et de décrypter leur
mécanisme. Les charges et décharges sont initiées par une perturbation (une soumission
soudaine à une ddp) qui place le système dans un état hors-équilibre. Les résultats décrits
dans le chapitre précédent concernaient les états d’équilibre à des ddp données. Ici, c’est le
régime transitoire de retour à l’équilibre suite à la perturbation qui est analysé. Le facteur
temps est l’élément essentiel de ces analyses. La plupart des études consacrées à l’analyse
dynamique des supercondensateurs se sont limitées à des géométries d’électrodes idéalisées
telles que les électrodes planes [171,172], des pores en fente [124,173], ainsi que des chaînes
régulières de carbone [152]. Ceci s’explique par le fait que la simulation des structures
plus complexes a un coût calculatoire prohibitif à l’heure actuelle : pour nos modèles
d’électrodes de carbone complexes et polarisables, 16 millions d’heures ont été nécessaires
pour réaliser les simulations décrites dans la suite de ce texte, et environ trois teraoctets de
données ont été produites. Dans un premier temps, nous choisissons de présenter de façon
exhaustive les résultats obtenus sur le supercondensateur fait d’électrodes de CDC-1200
en contact avec le liquide ionique [BMI][PF6], initialement déchargé, et soumis à une ddp
de 1 V. À partir de cette étude exhaustive modèle, nous examinons dans une seconde
partie l’e et de la structure du CDC avec l’analyse des simulations des CDCs 950 et 800.
5.1 | Le supercondensateur composé d’électrodes
de CDC-1200 soumis à de faibles ddp comme ré-
férence
Dans ce chapitre, nous présentons une étude approfondie des phénomènes accompagnant
les processus de charge de 0 V à 1 V et de décharge pour le supercondensateur fait de
CDC-1200 en contact avec le liquide ionique pur [BMI][PF6].
5.1.1 | Évolution de la charge sur l’électrode
Une simulation du processus de charge est présentée en figure 5.1. Tout d’abord, il est
possible de suivre l’évolution de la valeur de la charge totale des atomes de carbone des
électrodes positive et négative en fonction du temps. Les deux électrodes se comportent de
manière exactement symétrique, en accord avec la condition d’électroneutralité du système.
Dans la suite, quand il ne sera pas nécessaire de faire la distinction entre les deux électrodes,
si les résultats mis en évidence sont identiques, nous présenterons uniquement l’électrode
positive. À ddp nulle, la charge totale sur chacune des électrodes est en moyenne nulle,
même si elle ne l’est pas forcément sur chaque carbone, comme l’illustrait la figure 3.9 du
chapitre 3. Puis, au cours du temps, les charges augmentent (respectivement diminuent)
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sur l’électrode positive (respectivement négative). Nous considérons qu’un nouvel état
stationnaire est atteint lorsque la valeur de la charge totale sur l’électrode n’évolue
plus. Le plateau définit donc la fin de la simulation. Pour le supercondensateur composé
d’électrodes de CDC-1200 en contact avec le liquide ionique pur [BMI][PF6], le temps de
charge est donc de l’ordre de la dizaine de nanosecondes. D’autres simulations pour la
première nanoseconde du processus de charge pour des configurations initiales di érentes
sont répertoriées en annexe H.
Figure 5.1 | Charge totale des atomes de carbone des électrodes positive et négative en
fonction du temps. Les deux électrodes se comportent de manière exactement symétrique,
en accord avec la condition d’électroneutralité du système global.
Une autre façon de regarder la charge sur les atomes de carbone de l’électrode est
présentée en figure 5.2. L’électrode positive est observée en fonction de sa profondeur z,
et en fonction du temps. Les zones sombres ont une charge nulle ou négative, et les zones
orangées ont une charge positive. En z = 0, à l’interface, la charge est toujours très élevée,
pour tous les temps. Au fur et à mesure du temps, des zones à l’intérieur de l’électrode
se chargent progressivement. À la fin de la simulation, la charge est élevée sur une large
gamme de valeurs de z.
Nous observons à présent plus en détail la tranche d’électrode délimitée par les poin-
tillés horizontaux (entre z = 19, 5 Å et z = 30, 5 Å), aux quatre temps di érents indiqués
par les traits pointillés verticaux. Les configurations correspondant aux quatre coupes
obtenues à t = 0, 2, 1, 2, et 2,4 ns sont présentées en figure 5.3. Les charges correspondant
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Figure 5.2 | Charge sur les atomes de carbone : l’électrode est observée en fonction de sa
profondeur z et en fonction du temps. Au fur et à mesure du temps, l’électrode se charge
depuis l’interface jusqu’aux valeurs de z élevées.
à cette zone sont montrées juste en dessous. On examine d’abord le petit pore mis en
évidence par le cercle : c’est un cation qui l’occupe initialement, et, à t = 1 ns, il est
remplacé par un anion ; dès lors la charge sur ce petit pore est positive (la couleur jaune
orangé correspond à une charge positive). Le carré montre le comportement d’un pore de
plus grande taille. La charge de ce pore est très rapide puisque à t = 0, 2 ns, il contient
trois anions. Seulement à partir de t = 1 ns, un des anions est remplacé par un cation, qui
reste au moins jusqu’à t = 2, 4 ns, amoindrissant ainsi la charge globale de ce grand pore. Il
y a donc des fluctuations de charges dues à la di usion des ions, et ce n’est pas parce qu’un
pore est chargé qu’il le reste tout au long du processus de charge du supercondensateur.
En conclusion, la porosité locale de l’électrode a ecte la dynamique de charge et est à
l’origine de petites hétérogénéités dans le phénomène progressif de charge de l’électrode
que nous avons observé en figure 5.2. En plus de la taille des pores, la connectivité entre
les pores joue un rôle important dans les processus dynamiques et influe sur le caractère
hétérogène de la charge.
L’interprétation des expériences sur les supercondensateurs repose souvent sur l’utilisa-
tion de circuits électriques équivalents [174]. Dans la suite, nous examinons la pertinence
de ces modèles macroscopiques pour décrire nos simulations microscopiques. Pour les
électrodes nanoporeuses, le modèle le plus utilisé est celui de ligne à transmission [7,85], où
la charge pénètre progressivement dans l’électrode, comme c’est le cas dans nos simulations.
Ce modèle est basé sur une succession infinie de tranches d’électrode connectées les unes
aux autres en parallèle, chacune étant représentée par une capacité, témoignant de la
capacité à stocker des charges localement via l’organisation de l’électrolyte à la surface
Chapitre 5 : Processus transitoires 89
Figure 5.3 | Tranche d’électrode délimitée par les pointillés horizontaux (entre z = 20 Å
et z = 31 Å) de la figure 5.2, aux quatre temps di érents indiqués par les traits pointillés
verticaux de la figure 5.2. Pour les quatre coupes obtenues à t = 0, 2, 1, 2, et 2,4 ns, on a
la configuration des ions dans l’électrode et la valeur de la charge correspondante, dont
l’échelle de couleur est précisée.
des pores, et une résistance, décrivant le transport dissipatif de l’électrolyte à travers les
pores. Le lien entre ces modèles macroscopiques e ectifs et le mécanisme microscopique
sous-jacent n’est pas clairement établi.
Le choix du nombre de tranches à considérer pour le modèle de ligne à transmission est
à faire pertinemment. Les tranches doivent être aussi larges que possible pour assurer une
bonne représentation des zones sélectionnées, c’est-à-dire pour que les hétérogénéités dans
le processus de charge soient considérées en moyenne. La charge doit augmenter sur la
tranche de façon homogène. Etant donné la petite taille du système simulé, nous divisons
l’électrode en deux tranches de taille égale et nous obtenons ainsi le circuit équivalent de
la figure 5.4. La valeur de la résistance de l’électrolyte dans le bulk est notée Rbulk, Rl
est la résistance de chaque tranche d’électrode, C1 et C2 sont les capacités de chacune
des tranches. Parmi ces quantités, la seule inconnue est Rl. Dans ce modèle de ligne à
transmission à deux tranches, la charge totale de l’électrode est donnée par :
Q(t) = Qmax
5
1≠ A1 exp
3
≠ t
·1
4
≠ A2 exp
3
≠ t
·2
46
(5.1)
Les expressions de Qmax, A1, A2, ·1, ·2 en fonction des composants du circuit électrique
sont détaillées en annexe G. On détermine Rl, la valeur de la résistance de l’électrolyte dans
l’électrode, par ajustement de la courbe Q = f(t) obtenue par simulation (cf. figure 5.1).
Cet ajustement est réalisé en excluant les premiers 5 Å de l’électrode au niveau de z = 0,
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Figure 5.4 | Cellule de simulation pour le supercondensateur composé d’électrodes de
CDC-1200 en contact avec du liquide ionique pur [BMI][PF6] et représentation du circuit
électrique équivalent appliqué à nos simulations. Rbulk est la résistance de l’électrolyte
dans le bulk, Rl est la résistance de l’électrolyte adsorbé dans l’électrode, C1 et C2 sont
les capacités de chacune des tranches d’électrode. Le seul paramètre inconnu est Rl.
afin de limiter la prise en compte des e ets d’interface.
Dans le cas présent du CDC-1200, le résultat de l’ajustement est représenté sur la
figure 5.5, et nous obtenons les valeurs indiquées dans le tableau 5.1. L’accord entre le
modèle de circuit équivalent et nos simulations est très bon, validant ainsi l’utilisation
du modèle de ligne à transmission à deux tranches. On remarque que Rl et Rbulk sont du
même ordre de grandeur, donc le transport des ions est peu a ecté dans les nanopores,
alors que plusieurs ordres de grandeur de di érence pour la di usion étaient avancés par
Kondrat et al. [175].
Par conséquent, le circuit équivalent proposé en figure 5.4 est tout à fait adapté pour
décrire le comportement du supercondensateur modélisé lors de son processus de charge,
et la taille des tranches définie est adaptée : les hétérogénéités locales sont considérées
en moyenne et à l’échelle de l’électrode le comportement di usif des ions est bien pris en
compte, en accord avec des résultats récents de la littérature [176].
Nous pouvons également extraire de ce modèle macroscopique e ectif une estimation
du temps caractéristique de charge des supercondensateurs de taille macroscopique. Dans
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Figure 5.5 | Ajustement du paramètre Rl, résistance de l’électrolyte dans l’électrode,
grâce à nos simulations. La charge aux temps très courts est légèrement surestimée par
le modèle, mais globalement l’accord est très bon, validant ainsi l’utilisation du modèle
de ligne à transmission à deux tranches. L’ajustement avec le Rl trouvé pour l’électrode
totale est vérifié avec l’expression de la charge sur chacune des deux tranches donnée en
annexe G La courbe noire correspond à l’électrode totale, la tranche 1 (en rouge) est
la tranche la plus profonde et la tranche 2 (en bleu) est la tranche la plus proche de
l’interface.
Paramètres du circuit CDC-1200
Rbulk (108  ) 1,0
Rl (108  ) 1,2
C1 (10≠18 F) 4,3
C2 (10≠18 F) 2,7
Tableau 5.1 | Paramètres du circuit équivalent pour le CDC-1200 présenté dans cette
partie. La résistance de l’électrolyte dans l’électrode Rl = 1, 2 ◊ 108   a été obtenue
par l’ajustement montré en figure 5.5. L’obtention des valeurs des autres paramètres est
détaillée en annexe G.
le modèle de ligne à transmission complet, la charge di use sur une épaisseur d’électrode
lmacro, avec une échelle de temps caractéristique RCl2macro, avec R et C la résistance et
la capacité par unité de longueur, respectivement. Le temps de charge peut donc être
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déterminé à partir de nos simulations par l’équation :
·(lmacro) = Rl ◊ Ctot ◊
3
lmacro
lsim
42
(5.2)
avec Ctot donné par la capacité totale et lsim l’épaisseur des électrodes dans nos simu-
lations. Pour un supercondensateur commercial classique, la taille de l’électrode est
lmacro ¥ 100 µm, ce qui donne un temps caractéristique entre 0,5 et 4 secondes pour
nos systèmes, selon le CDC utilisé. Ce temps est en excellent accord avec les données
expérimentales [4] : pour des CDCs similaires et des électrolytes à la conductivité électrique
dont l’ordre de grandeur est le même que celle du nôtre (le Rbulk est donc proche), des
temps caractéristiques compris entre 5 et 20 secondes sont obtenus. Le modèle de type
circuit équivalent utilisé nous permet donc de transposer nos systèmes aux plus grandes
échelles et de tirer des conclusions sur les phénomènes de transport. Alors qu’on aurait
pu croire dans un premier temps que des pores de tailles nanométriques auraient pour
conséquence de réduire la puissance des supercondensateurs (donc leur temps de charge),
nous avons la preuve expérimentale [4] et maintenant théorique que ce n’est pas le cas.
Les résultats de cette partie ont été publiés dans [158].
5.1.2 | Charges et décharges
Pour le supercondensateur fait de CDC-1200 en contact avec du liquide ionique pur,
nous avons simulé un cycle composé d’une première charge à la ddp de 1 V, une décharge,
et une seconde charge à la ddp de 1 V. Dans cette partie, nous comparons la charge et la
décharge afin de conclure sur leur mécanisme. Les décharges ont été très peu étudiées du
point de vue théorique dans la littérature.
Figure 5.6 | Découpage des électrodes positive et négative en quatre tranches de volume
identique, pour l’analyse fine du mécanisme de charge et décharge des supercondensateurs.
Dans la partie précédente, nous avons vu qu’il était possible de séparer l’électrode en
tranches pour les besoins de l’utilisation d’un modèle de ligne à transmission. En figure 5.6,
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nous proposons un découpage de chaque électrode en quatre tranches de même volume
pour comparer la charge et la décharge. Les tranches sont numérotées par ordre croissant
de gauche à droite. Pour chaque tranche, nous regardons la valeur des charges des atomes
de carbone de l’électrode au cours du temps.
Figure 5.7 | Charge totale des atomes de carbone appartenant à chacune des huit tranches
d’électrode définies en figure 5.6, pour la première charge (à gauche) et la seconde charge
(à droite). Ces deux charges sont séparées par une décharge. Les figures de gauche et de
droite sont quasiment identiques, le mécanisme de charge est donc très probablement le
même. Une légère asymétrie entre électrodes positive et négative est liée à la morphologie
di érente des anions et des cations.
Les résultats obtenus pour la première et la seconde charge sont montrés en figure 5.7
(les deux charges sont séparées par une décharge). Il n’y a pas de di érence majeure entre
ces deux figures, ce qui permet de conclure que le mécanisme de charge est le même
au cours de cycles charge/décharge, contrairement à ce qui est suggéré par He et al.
dans [177] : par des simulations où des cycles charge-décharge sont réalisés, les auteurs
montrent que la première charge n’est pas identique aux charges suivantes, en présentant
des résultats de charges totales et de densités ioniques. Les simulations de He et al.
ont été menées à des vitesses de balayage très élevées (5 V/ns), où les états finaux des
processus de charge et de décharge ne correspondent peut-être pas à des états stationnaires.
En figure 5.7, nous constatons à nouveau que la charge pénètre progressivement dans
l’électrode à partir de l’interface, comme démontré dans la partie précédente : la courbe
bleue augmente plus vite que la courbe verte, et ainsi de suite. Nous remarquons également
qu’à la fin de la simulation, après une dizaine de nanosecondes, la valeur de la charge
n’est pas la même dans toutes les tranches. Ceci est lié au fait que l’état stationnaire
atteint à la fin de nos simulations n’est peut-être pas un véritable état d’équilibre. Si
nous laissions évoluer le système encore très longtemps, nous pourrions nous attendre
à avoir une charge répartie de façon homogène sur toute l’électrode. Il est important
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de noter que dans tous les carbones CDCs de nos simulations, les pores sont intercon-
nectés et il n’y a pas de tranche d’électrode complètement inaccessible aux ions. Nous
retrouvons la même allure de ces courbes de charge par tranche pour les trois CDCs
étudiés. Enfin, nous remarquons une légère asymétrie entre les valeurs des charges sur
les tranches de l’électrode de gauche et les tranches de l’électrode de droite. Ceci est
lié au fait que cations et anions n’ont pas la même morphologie. Le comportement de
charge par l’interface est de toute façon présent quelle que soit la polarisation de l’électrode.
Figure 5.8 | Charge totale des atomes de carbone appartenant à chacune des huit
tranches d’électrode définies en figure 5.6, pour la simulation d’un processus de décharge.
La décharge, à l’instar de la charge, est initiée par l’interface.
Les résultats pour l’analyse par tranches de la décharge sont présentés en figure 5.8.
Comme toutes les tranches atteignent à l’issue de la simulation une valeur proche de
0 e, il est moins évident d’identifier un comportement qu’avec les courbes de charge.
Nous remarquons cependant que la courbe bleue (T4) et la courbe marron clair (T5),
correspondant aux interfaces, respectivement décroissent et croissent très rapidement.
La décharge, à l’instar de la charge, est donc initiée par l’interface. À nouveau, nous
notons une petite dissymétrie entre électrodes positive et négative liée à la di érence de
morphologie entre anions et cations.
Afin de comparer le comportement dynamique des charges sur les tranches lors de
la charge et de la décharge, nous sommons tranche à tranche les valeurs des charges sur
les atomes de carbone de l’électrode positive lors des processus de charge et de décharge.
Cette méthode nous permet de comparer les cinétiques des phénomènes en s’a ranchissant
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Figure 5.9 | Somme tranche à tranche des valeurs des charges sur les atomes de carbone
de l’électrode positive lors des processus de charge et de décharge. Les quatre courbes
obtenues sont globalement constantes, ce qui indique que les processus de charge et de
décharge sont symétriques.
du choix d’une fonction mathématique. Les résultats sont présentés en figure 5.9. Les
quatre courbes obtenues sont globalement constantes, ce qui indique que les processus de
charge et de décharge sont tout à fait symétriques, et se produisent à la même vitesse,
avec le même mécanisme où toute modification commence à l’interface.
5.1.3 | Nombres d’ions dans les électrodes
L’évolution de la charge sur les électrodes se produit de façon opposée à la valeur
absolue de la di érence C ≠A entre cations et anions présents dans les électrodes. Dans
un premier temps, nous regardons les nombres d’ions à l’état initial et à l’état final
(cf. tableaux de la figure 5.10). Un état de charge nulle est caractérisé par une di érence
d’espèces chargées C≠A proche de 0 (valeurs 1, ≠2, ≠4 et 4). À l’inverse, un état chargé
est caractérisé par une grande di érence entre nombre d’anions et de cations (valeurs
autour de 35). L’état final de la décharge n’est pas exactement identique à l’état initial
de la charge, puisque ce dernier a été obtenu par la méthode des charges constantes
(cf. chapitre 3). Il est intéressant de constater que les états finaux des deux charges sont
quasiment identiques en termes de nombre d’ions, alors que les états initiaux ont été
obtenus par deux méthodologies di érentes (charges constantes ou potentiel constant).
Ceci montre que nos simulations sont su samment longues pour l’obtention d’un état
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stationnaire à la ddp de 1 V, indépendant de l’état initial.
La somme des anions et des cations présents dans l’électrode varie relativement peu
entre l’état initial et l’état final (compte tenu du fait que l’écart type est d’environ 5),
confirmant le mécanisme d’échange d’ions entre l’électrode et le bulk qui avait déjà été mis
en évidence [6]. Ceci est particulièrement vrai pour l’électrode négative, qui est la plus
« contrainte » des deux électrodes, puisqu’elle attire majoritairement les cations, moins
mobiles que les anions, comme démontré ci-après.
Lors de la charge, le nombre de contre-ions augmente de 20 à 35% pour les anions,
de 10 à 20% pour les cations et le nombre de co-ions diminue d’environ 20% pour les
anions, et d’un peu moins de 10% pour les cations. Les cations sont donc moins mobiles
que les anions, en accord avec leur géométrie plus complexe et leur taille supérieure.
Symétriquement, pour la décharge, nous observons des plus grandes variations pour les
anions (de 20 à 25%) que pour les cations (un peu plus de 10%).
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 125 94 77 A 125 102 77 92
C 93 87 92 111 C 87 98 111 96
C-A 1 -38 -2 34 C-A -38 -4 34 4
C+A 185 212 186 188 C+A 212 200 188 188
Ei Ef Ei Ef Ei Ef Ei Ef
A 32 50 34 22 A 50 35 22 37
C 32 20 33 49 C 50 35 49 38
ACN 338 351 340 322 ACN 351 329 322 325
C-A 0 -30 -1 27 C-A 0 0 27 1
C+A 64 70 67 71 C+A 100 70 71 75
C+A+ACN 402 421 407 393 C+A+ACN 451 399 393 400
Ei Ef Ei Ef
A 92 125 94 77
C 93 87 92 111
C-A 1 -38 -2 34
C+A 185 212 186 188
A 102 119 93 85
C 100 90 94 117
C-A -2 -29 1 32
C+A 202 209 187 202
A 80 98 76 60
C 82 69 73 85
C-A 2 -29 -3 25
C+A 162 167 149 145
Elec + Elec - Elec + Elec -
Elec + Elec -
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V* à 1V de 1V à 0V
CDC 950 / 
[BMI][PF6]
CDC 800 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]-
ACN
* de 0V à 1V Elec + Elec - de 1V à 0V
* de 0V à 1V Elec + Elec -
CDC 1200 / 
[BMI][PF6]
Ei Ef Ei Ef Ei Ef Ei Ef
A 102 120 92 75 A 114 92 55 81
C 98 87 96 107 C 64 88 104 88
C-A -4 -33 4 32 C-A -50 -4 49 7
C+A 200 207 188 182 C+A 178 180 159 169
Ei Ef Ei Ef Ei Ef Ei Ef
A 35 57 37 17 A 66 42 5 28
C 35 23 38 49 C 20 36 50 34
ACN 329 343 325 326 ACN 319 343 323 355
C-A 0 -34 1 32 C-A -46 -6 45 6
C+A 70 80 75 66 C+A 86 78 55 62
C+A+ACN 399 423 400 392 C+A+ACN 405 421 378 417
Elec + Elec - * de 1V à 0V Elec + Elec -
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V à 1V Elec + Elec -Elec + Elec - * de 1V à 0V
de 0V à 1V
Figure 5.10 | Nombres d’ions (A : anions ; C : cations), ainsi que leur di érence et leur
somme, dans les électrodes positive et négative, à l’état initial de la simulation (état
déchargé à 0 V ou état chargé à 1 V) et à l’état final (état chargé à 1 V ou état déchargé
à 0 V). Une moyenne a été réalisée sur la première ou dernière picoseconde de simulation.
L’étoile indique que l’état initial de la première charge a été obtenu par la méthode des
charges constantes. L’écart type pour les nombres d’ions est d’environ 5.
À partir des nombres d’ions, regarder l’évolution des volumes occupés par les ions dans
l’électrode en fonction du temps permet également de confirmer le mécanisme d’échange
d’ions entre les électrodes et le bulk lors de la charge et de la décharge. Le volume ionique
est le pourcentage de volume occupé par les ions (volume calculé à partir de l’estimation du
volume des espèces du modèle à gros grains, cf. partie 3.1.2 du chapitre 3) dans l’électrode.
La figure 5.11 montre que le volume total d’ions dans les électrodes varie peu lors de
l’étape de charge (courbes noire et cyan). On a une di érence de seulement deux points du
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Figure 5.11 | Évolution des volumes occupés par les anions et les cations dans les
électrodes positive et négative. Le volume total d’ions dans les électrodes varie peu lors
de l’étape de charge (courbes noire et cyan).
pourcentage de volume occupé par les ions entre l’état initial et l’état final. Si ce volume
occupé semble faible, il faut le considérer en regard du fait que dans le bulk, « seul » 46%
du volume total du bulk est occupé par les ions.
L’évolution au cours du temps des nombres d’ions pour les électrodes positive et néga-
tive, dans le cas de la première charge à 1 V, est montrée en figure 5.12. Ici, l’entrée des
contre-ions est relativement importante par rapport à la sortie des co-ions, mais ce résultat
n’est pas généralisable à tous les processus simulés sur les di érents supercondensateurs.
Le résultat général est que les nombres d’ions varient majoritairement dans les premières
centaines de picosecondes de simulation. Comme pour les courbes de charge présentées
dans la partie précédente, nous observons deux régimes : un premier régime pendant la
première nanoseconde où les réorganisations majeures occasionnées par la perturbation en
potentiel ont lieu et un second régime, où l’évolution des ions et donc des charges est plus
lente.
Une autre façon d’observer ces deux régimes est présentée en figure 5.13. Les configura-
tions issues de la simulation à trois temps di érents sont montrées : t = 0, 1 et 10 ns. Les
électrodes de carbone ont été cachées, pour des raisons de clarté. À l’état initial, à la ddp
de 0 V, des ions sont déjà présents dans les électrodes, comme démontré précédemment [6].
À t = 1 ns, le nombre d’ions dans l’électrode a beaucoup évolué. L’électrode de gauche
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Figure 5.12 | Évolution du nombre d’anions et de cations dans les électrodes positive
et négative. Les nombres d’ions varient majoritairement dans les premières centaines de
picosecondes de simulation.
contient davantage d’anions (en vert) qu’à 0 V et l’électrode de droite contient davantage
de cations (en rouge) qu’à 0 V. Nous pouvons même aller plus loin en remarquant que
à 1 ns, quasiment tous les contre-ions sont présents dans l’électrode. Par la suite, entre
1 ns et la fin de la simulation, le nombre de co-ions continue de diminuer. Nous identifions
donc le mécanisme suivant : ce sont d’abord les contre-ions qui rejoignent l’électrode, puis
les co-ions sont expulsés plus lentement après environ 1 ns de simulation. Nous retrouvons
ce résultat pour le CDC-950, dont la structure est di érente de celle du CDC-1200, mais
qui se charge avec la même cinétique (cf. partie 4.2 de ce chapitre). En conclusion, nous
observons pour les nombres d’ions comme pour la charge deux régimes, et l’évolution des
nombres d’ions se fait avec des temps caractéristiques des mêmes ordres de grandeur que
ceux de la charge.
5.1.4 | Profils de densité
Après avoir présenté des analyses globales à l’échelle de l’électrode, il est possible de
réaliser des analyses plus fines, à l’échelle des pores.
Chapitre 5 : Processus transitoires 99
Figure 5.13 | Observation de deux régimes lors du processus de charge à la ddp de 1 V.
L’électrode a été cachée pour faciliter la visualisation, les anions sont en vert et les cations
en rouge. Dès t = 1 ns, l’électrode contient presque le nombre d’anions et de cations
qu’elle aura jusqu’à la fin de la simulation.
Il est aisé de calculer des densités d’ions à proximité d’une surface plane [15]. Dans le
cas des surfaces irrégulières des CDCs, ce calcul est beaucoup plus délicat. Une surface
locale accessible est définie : une sphère « sonde » d’argon balaye l’électrode selon une
grille. Expérimentalement, c’est également l’argon qui est utilisé pour mesurer les surfaces
spécifiques des matériaux poreux [84]. Comme représenté en figure 3.3 du chapitre 3, la
sphère sonde permet d’identifier deux surfaces : la surface dite de Connolly [120,178, 179]
définie par la ligne de contact entre les rayons des carbones de surface et de la sphère
sonde, et la surface dite accessible définie par le centre de la sphère sonde. Localement,
les deux surfaces sont parallèles. Cette méthode ne permet pas de distinguer les surfaces
accessibles aux ions des surfaces inaccessibles (pores fermés). Les pores fermés n’étant pas
majoritaires, ne pas les distinguer revient à ajouter un décalage minime sur la distance
des ions à la surface de carbone, qui ne sera pas commentée dans sa valeur absolue dans
la suite de ce travail. De plus, les conclusions que nous tirons de cette analyse sont mises
en regard avec des calculs de volume poreux occupé ou de cartographies d’électrode selon
les zones e ectivement occupées par les ions, ce qui permet de dépasser la limitation de la
surface accessible de Connolly.
En figure 5.14 sont tracées les densités d’anions et de cations en fonction de la distance
à la surface des atomes de carbone. Si l’on prête attention aux échelles en ordonnées, on
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Figure 5.14 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
positive sont représentées en fonction de la distance à la surface de carbone. Chaque
courbe a été obtenue en réalisant une moyenne sur 100 picosecondes. Par exemple, la
courbe noire correspond donc à une moyenne sur toutes les courbes de densité obtenues
entre 0 et 100 picosecondes. La courbe de densité calculée à 0 picoseconde n’est pas
représentée puisqu’elle n’est statistiquement pas significative.
s’aperçoit tout d’abord que les contre-ions sont présents en quantité plus importante que
les co-ions, en accord avec la polarisation de l’électrode. Au cours du temps, la densité de
contre-ions (respectivement de co-ions) augmente (respectivement diminue) en conservant
la même distance au carbone. Les maxima de densité des contre-ions et des co-ions sont
situés environ à la même distance au carbone (le cation semble en moyenne dans certains
cas pouvoir s’approcher davantage que l’anion, comme trouvé précédemment [6], mais il
est possible que cela soit un artéfact du modèle à gros grains, le cation étant de forme
di érente de l’anion. Nous pouvons également regarder la vitesse à laquelle évolue le pic de
densité. Les plus grands changements ont lieu pendant la première nanoseconde, comme
nous l’avions remarqué avec les nombres d’ions. En fin de simulation, à partir d’environ
6 nanosecondes, l’évolution du pic de densité est très peu importante ou inexistante. À
nouveau, nous retrouvons donc les deux régimes pour la réorganisation, l’un très rapide,
l’autre plus lent. Le même comportement est obtenu pour l’électrode négative, pour
laquelle les résultats sont montrés en figure 5.15. Enfin, l’analyse des distances des ions
aux carbones lors du processus de décharge (non présentée ici) montre à nouveau que les
processus de charge et de décharge sont symétriques.
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Figure 5.15 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
négative sont représentées en fonction de la distance à la surface de carbone. Les courbes
ont été obtenues en réalisant une moyenne sur 100 picosecondes. Par exemple, la courbe
noire correspond donc à une moyenne sur toutes les courbes de densité obtenues entre 0
et 100 picosecondes. La courbe de densité calculée à 0 picoseconde n’est pas représentée
puisqu’elle n’est statistiquement pas significative.
5.2 | Eﬀet de la structure de l’électrode de car-
bone
Après avoir étudié de manière exhaustive les processus de charge et de décharge dans le
supercondensateur composé d’électrodes de CDC-1200 en contact avec du liquide ionique
pur, nous étudions dans cette partie les processus dynamiques dans les trois di érents
CDCs simulés afin de conclure sur l’e et de la structure de l’électrode. Nous rappelons
que d’après les données de Palmer et al. [109], ces carbones ont environ la même surface
spécifique et di èrent notamment par leur taille de pores moyenne (voir partie 3.1.1 du
chapitre 3).
5.2.1 | Évolution de la charge sur l’électrode
Comme dans la partie précédente, il est possible de regarder l’évolution des charges
des atomes de carbone de l’électrode positive (l’électrode négative donne des résultats
exactement opposés) pour les trois CDCs (cf. figure 5.16). Les charges totales augmentent
lors du processus de charge. Pour les trois carbones nous observons les deux régimes de
charge : une première augmentation très rapide, puis une seconde augmentation plus
lente. En comparant les carbones entre eux, nous nous apercevons que le CDC-1200 et le
CDC-950 ont un comportement très similaire, ils se chargent pratiquement simultanément.
Pour rappel, les CDCs 1200 et 950 ont la même taille de pores moyenne de 9 Å, mais le
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CDC-950 possède en son centre un pore très large. À l’échelle de l’électrode donc, il n’y
a pas d’e et de la structure de l’électrode sur la charge. Le CDC-800 est beaucoup plus
lent à charger que les deux autres CDCs : à 16 ns de simulation, la valeur de charge de
l’état stationnaire des autres carbones n’est toujours pas atteinte. Il n’y a pas non plus de
valeur plateau aussi nette que pour les CDCs 1200 et 950, ce qui laisse penser que l’état
stationnaire n’est pas encore atteint pour le CDC-800. Ce dernier est donc bien moins
e cace pour le processus de charge. Rappelons que ce CDC a une taille de pores moyenne
de 7.5 Å. La taille des pores influe donc sur la dynamique de charge. S’il faut donc avoir
des pores de tailles nanométriques pour avoir de grandes performances en termes de
capacité [4], et si les nanopores ne réduisent pas la puissance des supercondensateurs
(cf. première partie de ce chapitre), avoir des pores de taille vraiment trop petite (ici
7.5 Å) est néfaste pour l’e cacité du stockage de charge.
Figure 5.16 | Évolution de la charge moyenne sur chaque atome de carbone en fonction
du temps, pour les trois structures de carbone étudiées : le CDC-1200 (noir), le CDC-950
(rouge), et le CDC-800 (bleu). Pour permettre la comparaison entre les di érents carbones,
c’est la charge totale sur l’électrode divisée par le nombre de carbones de l’électrode qui est
montrée. Le CDC-1200 et le CDC-950 ont un comportement très similaire, ils se chargent
pratiquement simultanément. Le CDC-800 quant à lui, est beaucoup plus lent à charger.
Nous pouvons également analyser la charge en fonction de la profondeur z dans
l’électrode et au cours du temps, comme précédemment. Les résultats sont présentés en
figure 5.17. Cette fois, il est possible de voir une di érence entre les CDCs 1200 et 950.
Ces deux structures ont une charge qui est importante (couleur jaune orangé) à l’interface
tout au long du temps de simulation. La présence du large pore du CDC-950 est bien
visible : il est centré autour de z = 25 Å. Ce pore agit comme un réservoir de type bulk
et les charges à ses abords sont importantes. À partir de t = 2 ns, la zone située autour
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Figure 5.17 | Évolution de la charge totale des atomes de carbone de l’électrode de CDC
en fonction du temps et de la profondeur z. Observer la charge en trois dimensions permet
de faire la di érence entre les CDCs 1200 et 950. La présence du large pore du CDC-950
est bien visible : il est centré autour de z = 25 Å. Ce pore agit comme un réservoir de
type bulk et les charges à ses abords sont importantes.
de z = 35 Å commence à se charger, en accord avec l’argument de la charge progressive
depuis l’interface vers le fond de l’électrode mis en évidence dans la première partie. En
conclusion, des charges réparties très di éremment dans les électrodes des CDCs 1200
et 950 peuvent donner une allure similaire de la courbe d’évolution de la charge totale
(cf. figure 5.16). La taille de pores moyenne du matériau est donc être un bon critère pour
conclure sur le caractère e cace ou non de la charge.
Analyser la charge en fonction de la profondeur sur le CDC permet de confirmer l’autre
aspect de la dynamique de charge mis en évidence dans la partie précédente : il peut y
avoir des hétérogénéités dans le processus de charge avec des zones éloignées de l’interface
qui se chargent avant d’autres zones plus proches de cette dernière. Par exemple, en
figure 5.18, nous observons que la zone autour de z = 40 Å se charge plus rapidement que
la zone située autour de 20 Å. Nous pouvons proposer deux explications à cela : soit la
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Figure 5.18 | Évolution de la charge totale des atomes de carbone de l’électrode de
CDC-800 en fonction du temps et de la profondeur z. Le caractère hétérogène que peut
adopter le mécanisme du processus de charge est bien visible pour le CDC-950 : la zone
autour de z =40 Å se charge plus rapidement que la zone située autour de 20 Å.
zone autour de z = 40 Å est initialement (à t=0, à la ddp de 0 V) « mouillée » par des
contre-ions, soit un pore de taille assez importante est présent en z = 40 Å et joue le rôle
de réservoir, à l’instar de ce qui se passe avec le très grand pore du CDC-950.
5.2.2 | Nombres d’ions et volumes occupés
À nouveau, il est possible de décompter les nombres d’ions présents dans l’électrode
au cours du temps. Les nombres d’ions dans les électrodes positive et négative, à l’état
initial et à l’état final, pour des simulations du processus de charge sur les CDCs 1200,
950 et 800, sont présentés en figure 5.19. Les états initiaux d’une structure à l’autre
sont assez di érents, alors qu’ils correspondent tous à la ddp de 0 V, ce qui prouve que
plusieurs configurations peuvent conduire à la même situation de charge. Comme écrit
précédemment, c’est la di érence C ≠A qui est liée à l’état de charge. Pour tous les
CDCs, cette di érence est proche de zéro à l’état initial. En ce qui concerne les structures
de CDCs 1200 et 950, la somme C +A est similaire dans les états finaux, en lien avec les
résultats de la figure 5.16. Nous remarquons que pour le CDC-800, la somme C +A est
plus faible à l’état final que dans les autres structures de CDCs. Le nombre d’ions est donc
aussi en partie lié à la charge totale sur l’électrode : un nombre d’ions plus faible donnera
éventuellement une charge moins importante. Il est possible de faire une autre remarque
intéressante : dans la partie précédente, nous suggérions que l’électrode négative était
la plus contrainte en termes de gêne stérique puisque qu’elle accueille majoritairement
des cations, à la structure plus complexe que les anions dans le modèle à gros grains
que nous utilisons. À l’état final, pour les CDCs 1200 et 800, aux distributions de tailles
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Ei Ef Ei Ef Ei Ef Ei Ef
A 92 125 94 77 A 125 102 77 92
C 93 87 92 111 C 87 98 111 96
C-A 1 -38 -2 34 C-A -38 -4 34 4
C+A 185 212 186 188 C+A 212 200 188 188
Ei Ef Ei Ef Ei Ef Ei Ef
A 32 50 34 22 A 50 35 22 37
C 32 20 33 49 C 50 35 49 38
ACN 338 351 340 322 ACN 351 329 322 325
C-A 0 -30 -1 27 C-A 0 0 27 1
C+A 64 70 67 71 C+A 100 70 71 75
C+A+ACN 402 421 407 393 C+A+ACN 451 399 393 400
Ei Ef Ei Ef
A 92 125 94 77
C 93 87 92 111
C-A 1 -38 -2 34
C+A 185 212 186 188
A 102 119 93 85
C 100 90 94 117
C-A -2 -29 1 32
C+A 202 209 187 202
A 80 98 76 60
C 82 69 73 85
C-A 2 -29 -3 25
C+A 162 167 149 145
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 129 94 64 A 129 100 64 93
C 93 73 92 122 C 73 94 122 95
C-A 1 -56 -2 58 C-A -56 -6 58 2
C+A 185 202 186 186 C+A 202 194 186 188
A 102 131 93 67 A 131 102 67 97
C 100 82 94 118 C 82 102 118 99
* de 0V à 1V Elec + Elec - de 1V à 0V
de 0V* à 1V Elec + Elec -
CDC 1200 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 800 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
* de 0V à 2V de 2V à 0V
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V* à 1V de 1V à 0V
Elec + Elec - Elec + Elec -
Elec + Elec - Elec + Elec -
Elec + Elec -
Figure 5.19 | Nombres d’ions dans les électrodes positive et négative, à l’état initial et à
l’état final des simulations du processus de charge sur les CDCs 1200, 950 et 800. L’étoile
indique que l’état initial de la première charge a été obtenu par la méthode des charges
constantes. L’écart type pour les nombres d’ions est d’environ 5.
de pores relativement homogènes, cette électrode négative a donc moins d’ions en son
sein que l’électrode positive. Pour le CDC-950, qui possède un très grand pore pouvant
jouer le rôle d’un réservoir de type bulk, les nombres d’ions à l’issue de la simulation sont
quasiment identiques dans les électrodes positive et négative, ce qui prouve qu’il y a moins
de gêne stérique dans ce carbone que dans les autres carbones. La di érence entre anions
et cations pour ce carbone est relativement peu prononcée, ce qui suggère que les résultats
obtenus par l’étude de ce carbone en contact avec ce liquide ionique sont généralisables à
d’autres liquides ioniques aux ions de volume global similaire à ceux que nous étudions.
À partir du décompte des nombres d’ions présents dans l’électrode, comme précédem-
ment, nous calculons le volume poreux occupé par les ions. Les résultats sont présentés
dans le tableau 6.3. Ils correspondent au volume poreux occupé par les ions dans l’électrode
positive ; la moyenne est réalisée sur les 500 dernières picosecondes des simulations du
processus de charge à la ddp de 1 V. Ils sont similaires dans l’électrode négative. Les
CDCs 1200 et 950, qui ont la même taille de pores moyenne, ont sensiblement le même
volume poreux accessible à 1 V. Le carbone 800 se distingue à nouveau par un volume
poreux accessible aux ions plus faible, ce qui est lié à sa taille de pores moyenne plus
faible.
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Type de CDC Volume poreux occupé (%)
CDC-1200 / [BMI][PF6] 19.0
CDC-800 / [BMI][PF6] 19.3
CDC-800 / [BMI][PF6] 14.9
Tableau 5.2 | Volume poreux occupé par les ions dans l’électrode positive. La moyenne
est réalisée sur les 500 dernières picosecondes des simulations du processus de charge à la
ddp de 1 V. Le carbone 800 se distingue par un volume poreux accessible aux ions plus
faible, ce qui est lié à sa taille de pores moyenne plus faible.
Le lien réalisé entre les échelles microscopiques de nos simulations et les échelles macro-
scopiques du laboratoire par le biais du modèle de ligne à transmission montre que nos
modèles de supercondensateurs sont bien adaptés pour simuler la réalité. À partir de là,
d’autres conclusions peuvent être avancées : les charges et les décharges sont des processus
symétriques qui ont lieu avec la même cinétique, et il y a deux régimes de réponse, un
premier très rapide, et un second plus lent. Enfin, la comparaison des di érentes structures
de CDCs étudiées permet de conclure sur l’importance de la taille de pore moyenne. Même
si des pores de taille nanométrique permettent d’obtenir de grandes capacités [4], des
pores trop petits comme ceux du CDC-800 perturbent la dynamique de charge. En outre,
la comparaison des structures de CDC-1200 et de CDC-950 indique qu’il y a peu d’e et
des grands pores formant des zones de type « bulk » dans l’électrode : c’est davantage la
taille de pore moyenne qui importe.
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Dans ce chapitre, nous étudions dans deux parties distinctes l’influence de la valeur
de la ddp et de la présence de solvant sur les processus de charge et de décharge des
supercondensateurs. Tout comme au chapitre précédent, nous cherchons à identifier des
mécanismes à l’échelle moléculaire. La méthodologie est la même que pour les simulations
présentées dans le chapitre 5 : une certaine valeur de ddp est soudainement appliquée aux
supercondensateurs et nous observons leur réponse.
6.1 | Eﬀet de la valeur de la ddp
Nous étudions dans cette partie l’e et de la ddp sur la dynamique de charge. Au
chapitre précédent, nous avons étudié les CDCs soumis à la ddp de 1 V. Dans cette partie,
nous présentons principalement les résultats obtenus pour le CDC-1200 soumis à des ddp
plus élevées de 2 V et 4 V. Nous choisissons de montrer ce CDC comme exemple car il a
une taille de pore moyenne qui n’est pas trop petite pour le liquide ionique étudié, comme
c’est le cas du CDC-800 (cf. figure 5.16 du chapitre 5) et, comparé au CDC-950, il a une
distribution des tailles de pores plus homogène. Quand cela se justifie, nous montrons
également les résultats pour les CDCs 950 et 800.
6.1.1 | Évolution de la charge sur l’électrode
L’analyse de l’évolution de la charge sur les atomes de carbone de l’électrode positive
de CDC-1200 en contact avec le liquide ionique pur [BMI][PF6] pour les trois di érentes
ddp est présentée en figure 6.1. Une ddp plus élevée permet d’obtenir une charge plus
importante et la valeur plateau témoignant d’un état stationnaire est atteinte plus rapide-
ment. En outre, pour les trois ddp, on retrouve le même schéma que celui mis en évidence
au chapitre précédent pour le processus de charge : on a une charge très rapide aux temps
courts puis une charge plus lente jusqu’à l’état stationnaire.
ddp appliquée Qmax (e) · (ps)
1 V 23.9 967
2 V 44.1 619
4 V 77.1 275
Tableau 6.1 | Valeurs des constantes quand les courbes d’évolution de la charge sur les
atomes de carbone de l’électrode positive sont ajustées par une fonction monoexponentielle
d’expression générale Q(t) = Qmax.(1≠ exp(≠t/·)).
Au chapitre précédent, nous avons montré que l’évolution de la charge sur les élec-
trodes était correctement décrite par une fonction bi-exponentionnelle. Dans ce chapitre,
avec l’objectif de comparer des temps caractéristiques pour di érents phénomènes, nous
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Figure 6.1 | Évolution de la charge sur les atomes de carbone de l’électrode positive de
CDC-1200 en contact avec le liquide ionique pur [BMI][PF6] pour les trois di érentes ddp :
1, 2 et 4 V. Une ddp plus élevée permet d’obtenir une charge plus importante et la valeur
plateau témoignant d’un état stationnaire est atteinte plus rapidement. Les ajustements
par une exponentielle simple dont les constantes de temps sont données au tableau 6.1
sont en orange.
proposons pour un certain nombre de grandeurs des ajustements de leur évolution dans
le temps par des fonctions exponentielles simples. L’objectif étant simplement la com-
paraison, le degré de précision de l’ajustement est moins important. Pour les courbes
de la figure 6.1, l’ajustement par une fonction mono-exponentielle d’expression générale
Q(t) = Qmax.(1≠ exp(≠t/·)), où Qmax et · sont des constantes, donne les résultats pré-
sentés dans le tableau 6.1. Plus le potentiel est élevé, plus la fonction mono-exponentielle
est adaptée pour décrire le comportement de la charge.
6.1.2 | Nombres d’ions dans les électrodes
L’évolution des nombres d’anions et de cations dans les électrodes positive et négative
pour une simulation de charge à la ddp de 4 V est présentée en figure 6.2. Comme aux
petites ddp, les deux régimes sont observés, un premier régime où le nombre d’ions change
rapidement, et un second régime où le nombre d’ions évolue plus lentement. Sur le même
principe que dans la partie précédente, la modélisation par une exponentielle simple donne
les constantes · données dans le tableau 6.2. Les constantes de temps sont toutes du
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même ordre de grandeur d’environ 300 ps, et sont très proches du temps caractéristique
obtenu pour la charge à 4 V modélisée par une exponentielle. Les deux phénomènes
d’augmentation de la charge et d’évolution des nombres d’ions ont donc lieu à la même
vitesse. Si nous regardons à présent en détail les temps caractéristiques du tableau 6.2,
nous nous apercevons que les temps caractéristiques d’entrée des contre-ions sont plus
faibles que les temps caractéristiques de sortie des co-ions. Nous retrouvons donc à ddp
élevée le mécanisme du processus de charge mis en évidence au chapitre précédent : l’entrée
des contre-ions dans l’électrode est plus rapide que la sortie des co-ions.
ions et électrodes · (ps)
anions, électrode positive (contre-ions) 273
anions, électrode négative (co-ions) 330
cations, électrode positive (co-ions) 337
cations, électrode négative (contre-ions) 239
Tableau 6.2 | Valeurs des constantes quand les courbes d’évolution des nombres d’ions
dans les électrodes positive et négative sont ajustées par une fonction monoexponentielle
d’expression générale N(t) = Nmax.(1≠ exp(≠t/·)).
Il est intéressant de comparer les nombres d’ions en fonction des di érentes valeurs
de ddp appliquées. Les résultats pour les trois CDCs pour les processus de charge et de
décharge à 2 V et 4 V) sont présentés en figure 6.3. Les états finaux des charges à 4 V sont
caractérisés par des valeurs de C ≠A plus grandes en valeur absolue que celles des états
finaux de charges à 2 V. La somme C +A, quant à elle, n’est pas particulièrement plus
importante à la ddp de 4 V qu’à la ddp de 2 V. De plus, la somme C +A se contente
de fluctuer sans tendance particulière entre états initiaux et états finaux, confirmant le
mécanisme d’échange d’ions entre l’électrode et le bulk.
ddp Volume ionique (%) (élec. positive) Volume ionique (%) (élec. négative)
1 V 19,0 19,0
2 V 17,2 18,9
4 V 17,6 19,8
Tableau 6.3 | Volume poreux occupé par les ions dans les électrodes positive et négative du
CDC-1200. Une moyenne a été réalisée sur les 500 dernières picosecondes des simulations
des processus de charge aux ddp de 1, 2 et 4 V.
Une augmentation de ddp n’implique pas forcément une augmentation du volume
poreux occupé par les ions. Nous notons que le volume poreux occupé par les ions est
légèrement plus faible dans l’électrode positive aux ddp élevées : en e et, cette électrode
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Figure 6.2 | Évolution du nombre d’anions et de cations dans les électrodes positive et
négative lors d’une charge à la ddp de 4 V. Les nombres d’ions varient majoritairement
lors du premier régime rapide de charge. Les ajustements par une exponentielle simple
dont les constantes de temps sont données au tableau 6.2 sont en orange.
est celle qui attire majoritairement les anions, dont le volume est inférieur à celui des
cations.
6.1.3 | Profils de densité
Les densités d’anions et de cations dans l’électrode positive sont représentées en fi-
gure 6.4 en fonction de la distance à la surface de carbone. Les contre-ions sont présents
en quantité plus importante que les co-ions, en accord avec la polarisation de l’électrode.
Au cours du temps, la densité de contre-ions augmente en conservant la même distance au
carbone. En revanche, au cours du temps, la densité de co-ions diminue (l’intégrale de la
courbe à 2900 ps est inférieure à celle de la courbe à 100 ps) et, en outre, elle s’éloigne du
carbone, ce qui n’était pas le cas à la ddp de 1 V (un éloignement similaire, bien que moins
marqué, est obtenu pour les simulations à 2 V). Aux ddp élevées, les co-ions ont donc la
possibilité de s’éloigner de la surface de carbone, ce qui facilite l’accès des contre-ions à la
surface ; la charge du carbone est ainsi plus aisée. Il y a donc une organisation di érente du
liquide ionique aux ddp élevées. Alors qu’à 0 V, la charge des électrodes est globalement
nulle, les contre-ions et co-ions peuvent coexister proches du carbone sans organisation
préférentielle autre que celle dictée par la gêne stérique. Avec l’application d’un potentiel
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Ei Ef Ei Ef Ei Ef Ei Ef
A 92 125 94 77 A 125 102 77 92
C 93 87 92 111 C 87 98 111 96
C-A 1 -38 -2 34 C-A -38 -4 34 4
C+A 185 212 186 188 C+A 212 200 188 188
Ei Ef Ei Ef Ei Ef Ei Ef
A 32 50 34 22 A 50 35 22 37
C 32 20 33 49 C 20 35 49 38
ACN 338 351 340 322 ACN 351 329 322 325
C-A 0 -30 -1 27 C-A -30 0 27 1
C+A 64 70 67 71 C+A 70 70 71 75
C+A+ACN 402 421 407 393 C+A+ACN 421 399 393 400
Ei Ef Ei Ef
A 92 125 94 77
C 93 87 92 111
C-A 1 -38 -2 34
C+A 185 212 186 188
A 102 119 93 85
C 100 90 94 117
C-A -2 -29 1 32
C+A 202 209 187 202
A 80 98 76 60
C 82 69 73 85
C-A 2 -29 -3 25
C+A 162 167 149 145
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 129 94 64 A 129 100 64 93
C 93 73 92 122 C 73 94 122 95
C-A 1 -56 -2 58 C-A -56 -6 58 2
C+A 185 202 186 186 C+A 202 194 186 188
A 102 131 93 67 A 131 102 67 97
C 100 82 94 118 C 82 102 118 99
C-A -2 -49 1 51 C-A -49 0 51 2
C+A 202 213 187 185 C+A 213 204 185 196
A 80 114 76 51
C 82 56 73 108
C-A 2 -58 -3 57
C+A 162 170 149 159
CDC 800 / 
[BMI][PF6]
de 0V* à 1V Elec + Elec - de 1V à 0V
de 0V* à 1V Elec + Elec -
CDC 1200 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 800 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V* à 2V de 2V à 0V
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]-
ACN
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V* à 1V de 1V à 0V
Elec + Elec - Elec + Elec -
Elec + Elec - Elec + Elec -
Elec + Elec -
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 156 94 40 A 156 89 40 93
C 93 63 92 139 C 63 87 139 93
C-A 1 -93 -2 99 C-A -93 -2 99 0
C+A 185 219 186 179 C+A 219 176 179 186
A 102 159 93 42 A 159 104 42 98
C 100 67 94 124 C 67 107 124 99
C-A -2 -92 1 82 C-A -92 3 82 1
C+A 202 226 187 166 C+A 226 211 166 197
A 80 152 76 29 A 152 88 29 70
C 82 48 73 131 C 48 77 131 80
C-A 2 -104 -3 102 C-A -104 -11 102 10
C+A 162 200 149 160 C+A 200 165 160 150
Elec + Elec - Elec + Elec -
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 800 / 
[BMI][PF6]
CDC 800 / 
[BMI][PF6]
de 0V* à 4V de 4V à 0V
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
Figure 6.3 | Nombres d’ions (A : anions ; C : cations), ainsi que leur di érence et leur
somme, dans les électrodes positive et négative, à l’état initial de la simulation (état
déchargé à 0 V ou état chargé à 2 ou 4 V) et à l’état final (état chargé à 2 ou 4 V ou état
déchargé à 0 V). Une moyenne a été réalisée sur la première ou dernière picoseconde de
simulation. L’étoile indique que l’état initial de la charge a été obtenu par la méthode des
charges constantes. L’écart type pour les nombres d’ions est d’environ 5.
élevé, les co-ions s’éloignent pour faciliter l’approche des contre-ions, et parce que la
charge sur les atomes de carbone leur est défavorable. Il n’y a cependant pas deux couches
distinctes de contre-ions et de co-ions puisque les maxima des courbes de densité à 2900 ps
de contre-ions et de co-ions sont situés respectivement à 0,62 nm et 0,76 nm. L’écart est
donc de 0,14 nm, ce qui est bien inférieur à la somme des rayons anions et cations, valant
0,56 nm environ. Le même comportement pour les co-ions est obtenu dans l’électrode
négative (figure 6.5).
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Figure 6.4 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
positive sont représentées en fonction de la distance à la surface de carbone. Les courbes ont
été obtenues en réalisant des moyennes sur 100 picosecondes. La courbe noire correspond
donc à une moyenne sur toutes les courbes de densité obtenues entre 0 et 100 picosecondes.
La courbe de densité calculée à 0 picoseconde n’est pas représentée puisqu’elle n’est
statistiquement pas significative.
Figure 6.5 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
négative sont représentées en fonction de la distance à la surface de carbone.
Ces conclusions sont retrouvées avec l’analyse du CDC-950. Le CDC-800 quant à lui
o re moins la possibilité aux co-ions de s’éloigner de la surface, même aux ddp élevées, ce
qui peut être relié à sa taille de pores moyenne plus faible : le pic de densité ne s’éloigne pas
de la surface de carbone, mais l’aire sous la courbe à la droite du maximum augmente avec
le temps, confirmant un éloignement de certains co-ions. Les analyses sur les simulations
de décharges (non montrées ici) donnent les mêmes résultats.
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6.1.4 | Sites préférentiels de confinement
Figure 6.6 | Distribution de probabilité des degrés de confinement pour les anions (à
gauche) et les cations (à droite) dans l’électrode positive du CDC-1200 en contact avec le
liquide ionique pur, pour la simulation du processus de charge à la ddp de 4 V.
Afin d’en savoir davantage sur cet éloignement des co-ions à des ddp élevées, il est
possible d’observer, aux mêmes temps choisis, des courbes de densités ioniques en fonc-
tion du degré de confinement (cf. figure 6.6). Les co-ions, qui s’éloignent du carbone,
ont tendance à aller vers des sites de faible confinement. En revanche, les contre-ions,
qui restent pendant toute la simulation de charge à la même distance au carbone, se
déplacent vers des degrés de confinement supérieur. Il n’y a donc pas forcément de cor-
rélation entre distance des ions au carbone et site de confinement. Ceci étant admis, il
semble logique de proposer l’explication suivante : les co-ions peuvent plus facilement
s’éloigner des zones de confinement de type bord (d’après la cartographie des électrodes
présentée au chapitre 4, les bords sont souvent des zones de confinement dégagées) et
ce sont aussi ces zones qu’ils ont tendance à préférer, puisque ce sont les moins coordinantes.
Pour mieux quantifier les changements de sites de confinement, nous intégrons les
courbes présentées en figure 6.6, sur les quatre domaines délimitant les quatre types de
pores mis en évidence précédemment. Cette localisation au cours du temps des contre-ions
et des co-ions présents dans l’électrode est analysée et montrée en figure 6.7. De façon
générale, les contre-ions ont davantage accès aux sites de haut confinement que les co-ions.
Ceux-ci ne se trouvent quasiment que dans des sites de type bord ou plan, les poches
leur sont totalement inaccessibles. En outre, il est possible d’identifier le comportement
suivant : les co-ions se déplacent des plans vers les bords, et les contre-ions se déplacent
des bords vers les plans, les creux et les poches, sites de plus haut confinement. Le fait
qu’il soit possible d’identifier un comportement des co-ions et un comportement des
contre-ions suggère que ces conclusions sont généralisables à d’autres liquides ioniques
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Figure 6.7 | Pourcentage d’anions et de cations dans les quatre types de sites de
confinement et dans les électrodes positive et négative, en fonction du temps. Quand
c’est possible, les courbes sont ajustées par une exponentielle simple dont le temps
caractéristique est reporté dans la légende.
que celui étudié ici.
Quand cela est possible, les courbes de la figure 6.7 sont ajustées par une exponentielle
simple. D’après les temps caractéristiques obtenus, nous constatons que les déplacements
des contre-ions se font plus rapidement que les déplacements des co-ions. Les sites de
moindre confinement de type bord sont donc dans un premier temps vidés par les contre-
ions puis remplis par les co-ions. Il est possible d’aller plus loin en comparant les temps
caractéristiques obtenus en figure 6.7 à ceux obtenus pour l’évolution de la charge et les
nombres d’ions dans les électrodes (tableaux 6.1 et 6.2). Les processus de réorganisation
des contre-ions sont plus rapides que les autres, ce sont donc ceux qui interviennent en
premier dans le mécanisme de charge des supercondensateurs.
L’examen des processus de décharge donne les mêmes conclusions. Pour les ddp plus
faibles, les mêmes allures des courbes de la figure 6.7 sont obtenues, mais les processus
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sont moins rapides, comme c’est le cas pour l’évolution de la charge (cf. tableau 6.1). De
plus, les mêmes allures sont obtenues pour les trois CDCs étudiés (courbes non montrées
ici).
Toujours pour examiner l’e et du potentiel, il est possible de regarder l’évolution
des pourcentages des sites de confinement en fonction du potentiel en réalisant la même
cartographie de l’électrode par la méthodologie décrite en dernière partie du chapitre 4 (cf.
tableau 6.4). L’application d’un potentiel plus élevé permet d’augmenter le pourcentage
de sites de confinement élevé. Même si cet e et est relativement faible, il est bien net,
et présent aussi dans les autres CDCs (cf. tableaux 6.5 et 6.6). On peut donc conclure
qu’avec une ddp plus élevée, des sites de plus haut confinement sont donc visités.
Systèmes Bords (%) Plans (%) Creux (%) Poches (%)
CDC-1200 / [BMI][PF6] / 1V 31 60 7 2
CDC-1200 / [BMI][PF6] / 2V 32 56 9 3
CDC-1200 / [BMI][PF6] / 4V 29 56 11 4
Tableau 6.4 | Pourcentages des di érents types de sites participant au stockage de charge
pour les di érentes ddp pour le CDC-1200. Les résultats sont obtenus en réalisant une
moyenne sur les trois dernières nanosecondes des simulations.
Systèmes Bords (%) Plans (%) Creux (%) Poches (%)
CDC-950 / [BMI][PF6] / 1V 39 56 3 2
CDC-950 / [BMI][PF6] / 2V 37 55 6 2
CDC-950 / [BMI][PF6] / 4V 34 55 8 3
Tableau 6.5 | Pourcentages des di érents types de sites participant au stockage de charge
pour les di érentes ddp pour le CDC-950. Les résultats sont obtenus en réalisant une
moyenne sur les trois dernières nanosecondes des simulations.
Systèmes Bords (%) Plans (%) Creux (%) Poches (%)
CDC-800 / [BMI][PF6] / 1V 36 59 4 1
CDC-800 / [BMI][PF6] / 2V 35 59 5 1
CDC-800 / [BMI][PF6] / 4V 29 63 7 1
Tableau 6.6 | Pourcentages des di érents types de sites participant au stockage de charge
pour les di érentes ddp pour le CDC-800. Les résultats sont obtenus en réalisant une
moyenne sur les trois dernières nanosecondes des simulations.
Chapitre 6 : E ets de la ddp et du solvant sur la dynamique 117
Figure 6.8 | Histogrammes du devenir des co-ions initialement présents en T1 (moitié
haute) et T2 (moitié basse) de l’électrode positive. Le temps pour atteindre l’état station-
naire est de 10 ns à 1 V et de 2 ns à 4 V. Appliquer un fort potentiel ne piège pas les
co-ions initialement présents dans la profondeur. Les co-ions sont davantage piégés à 1 V
qu’à 4 V.
6.1.5 | Déplacements des ions
Une autre façon d’examiner le déplacement des ions au sein de l’électrode est de re-
prendre le découpage des électrodes en tranches proposé au chapitre précédent (figure 5.7
du chapitre 5). La zone du bulk est découpée en tranches de même volume que les tranches
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de l’électrode. Les tranches de la cellule de simulation sont numérotées de gauche à droite.
Seuls des résultats pour l’électrode positive sont présentés ici. L’électrode négative donne
des résultats similaires. Nous comparons six instants clés de la charge à la ddp de 1 V
avec quatre instants clés de la charge à la ddp de 4 V. Nous regardons les co-ions présents
initialement dans les tranches profondes de l’électrode, c’est-à-dire les plus éloignées de
l’interface avec le bulk, T1 et T2.
Une des questions que l’on se pose souvent est de savoir si appliquer une ddp importante
« piège » les ions à l’intérieur de l’électrode. Les histogrammes de la figure 6.8 montrent
que ce n’est pas le cas. Les co-ions initialement présents en T1 (cf. figure 6.8) sont, à la fin
de la simulation de charge à la ddp de 1 V, partagés entre les tranches T1 et T2. Pour la
simulation de charge à la ddp de 4 V, les co-ions se déplacent davantage et un des ions a
même atteint la zone bulk à la fin de la simulation. Pour les co-ions initialement présents
en T2, à la fin de la simulation de charge à la ddp de 1 V, on a une répartition inégale
dans la totalité de l’électrode. À t = 2 ns, pour la simulation de charge à la ddp de 4 V,
on a une distribution beaucoup plus large des co-ions dans la cellule : plus de la moitié
des co-ions ont quitté la T2. En conclusion, les déplacements des ions sont donc facilités
par l’application d’une ddp élevée, qui ne piège pas les ions dans des zones éloignées de
l’interface.
6.2 | Eﬀet de la présence de solvant
L’e et du solvant sur les propriétés d’équilibre des supercondensateurs a déjà été
présenté dans la littérature sur certaines structures de carbone : dans [180], Merlet et al.
présentent des résultats sur des électrodes planes, et dans [181], Jiang et al. présentent
des résultats sur un pore en fente. Dans cette partie, l’e et de la présence du solvant est
examiné, en comparant des résultats de simulations de processus de charge à la ddp de 1 V
et de décharge avec des supercondensateurs de CDC-1200 en contact soit avec du liquide
ionique pur soit avec du liquide ionique solvaté (la concentration des ions est de 1,5 M
dans l’acétonitrile, 10% des molécules sont des ions, ce qui correspond aux concentrations
généralement utilisées expérimentalement). Le détail de ces systèmes a été décrit dans le
chapitre 3.
6.2.1 | Évolution de la charge sur l’électrode
Les courbes d’évolution de la charge en fonction du temps pour les électrodes positives
pour les systèmes avec et sans solvant sont présentées en figure 6.9. Il apparaît qu’il n’y
a pas de modification de la cinétique de charge ou de décharge avec le solvant à cette
concentration.
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Figure 6.9 | Valeurs des charges sur l’électrode positive pour les supercondensateurs
avec liquide ionique pur (noir) et avec solvant (rouge). Les processus de charge et de
décharge se déroulent à la même vitesse.
En outre, en figure 6.10, pour le système avec solvant, il est possible de voir que les
deux charges séparées par la décharge se déroulent avec la même cinétique. La charge
se fait donc a priori toujours de la même façon, comme avancé au chapitre précédent
dans le cas des systèmes sans solvant. Il est également possible d’examiner les charges par
tranche d’électrode, en comparant les systèmes avec ou sans solvant (cf. figure 6.11). Pour
la charge, comme pour la décharge, les processus commencent par l’interface : la courbe
bleue est celle qui évolue le plus rapidement. Il n’y a pas de di érence notable entre les
charges ou décharges par tranche avec ou sans solvant.
6.2.2 | Nombres d’ions dans les électrodes
Les nombres d’ions et de molécules d’acétonitrile présents dans les états initiaux et
finaux des simulations de charge à la ddp de 1 V et de décharge, avec solvant, sont
présentés en figure 6.12. Les résultats sans solvant sont reproduits ici à nouveau pour
faciliter la comparaison. Le nombre C ≠A est sensiblement identique dans les cas sans
et avec solvant, en accord avec les valeurs des charges sur les électrodes (figure 6.9). Le
nombre C +A est quant à lui plus petit avec solvant, du fait qu’il y a moins d’ions dans
les cellules de simulation avec acétonitrile. Il est donc possible d’obtenir la même valeur de
charge sur une électrode avec moins d’ions, si l’on ajoute du solvant. Comme les courbes
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Figure 6.10 | Ensemble des cycles de charge/décharge réalisés pour les supercondensateurs
avec liquide ionique pur (noir) et avec solvant (rouge). La deuxième charge a exactement
même allure que la première charge. Les temps de simulation des charges et des décharges
ne sont pas les mêmes pour les systèmes avec et sans solvant.
de charge et de décharge ont la même allure avec et sans acétonitrile, une hypothèse aurait
été de croire que l’acétonitrile n’est pas présent dans les électrodes. Ce n’est pas le cas, il
est au contraire présent en grande quantité : dans les électrodes, 20% environ des molécules
sont des ions, le reste est occupé par des molécules d’acétonitrile. La concentration en ions
y est donc légèrement augmentée par rapport au bulk, où 10% des molécules sont des ions.
De plus, on remarque qu’au cours des charges et des décharges, le nombre d’acétonitrile
reste globalement constant, sachant que l’écart type est de 20. L’hypothèse couramment
avancée en EQCM sur le nombre de molécules de solvant constant au cours des processus
transitoires [101] est donc vérifiée ici.
L’évolution des nombres d’ions en fonction du temps pour des simulations de charge
à la ddp de 1 V dans les cas sans et avec solvant est présentée en figure 6.13. Quand
cela est possible, les courbes sont ajustées par une exponentielle simple et les temps
caractéristiques sont donnés en légende. L’ajustement exponentiel est de moins bonne
qualité avec l’acétonitrile. Il semble que l’expulsion des co-ions est plus rapide que l’entrée
des contre-ions dans le cas des simulations avec solvant (temps caractéristiques de plusieurs
nanosecondes ou de quelques centaines de picosecondes), alors que c’est plutôt l’inverse
qui se produit sans solvant. D’autres simulations devraient être menées afin de confirmer
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Figure 6.11 | Charges par tranche d’électrode positive pour la simulation des processus
de charge (en haut) de 0 V à 1 V et de décharge de 1 V à 0 V, pour le supercondensateur
sans solvant (à gauche) et avec solvant (à droite). Dans tous les cas, le mécanisme de
charge et de décharge est progressif et commence par l’interface.
ou d’infirmer ce constat.
6.2.3 | Profils de densité
En figure 6.14 sont représentées les densités d’anions (à gauche) et de cations (à droite)
dans l’électrode positive en fonction de la distance à la surface de carbone. L’ajout de
solvant au liquide ionique pur a pour e et l’obtention d’un léger déplacement du maximum
du profil de densité pour les co-ions, comme c’est le cas quand le liquide ionique pur est
soumis à des ddp supérieures à 1 V. Le solvant écrante les charges du liquide ionique,
facilitant ainsi la séparation des charges. L’e et est beaucoup plus marqué sur l’électrode
positive, qui attire majoritairement les anions, moins volumineux et plus mobiles que
les cations, que sur l’électrode négative (cf. figure 6.15). Les profils de densité pour
l’acétonitrile, non montrés ici, ne varient pas au cours du temps. Des résultats identiques
sont trouvés lors de l’analyse de la décharge.
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Ei Ef Ei Ef Ei Ef Ei Ef
A 92 125 94 77 A 125 102 77 92
C 93 87 92 111 C 87 98 111 96
C-A 1 -38 -2 34 C-A -38 -4 34 4
C+A 185 212 186 188 C+A 212 200 188 188
Ei Ef Ei Ef Ei Ef Ei Ef
A 32 50 34 22 A 50 35 22 37
C 32 20 33 49 C 20 35 49 38
ACN 338 351 340 322 ACN 351 329 322 325
C-A 0 -30 -1 27 C-A -30 0 27 1
C+A 64 70 67 71 C+A 70 70 71 75
C+A+ACN 402 421 407 393 C+A+ACN 421 399 393 400
Ei Ef Ei Ef
A 92 125 94 77
C 93 87 92 111
C-A 1 -38 -2 34
C+A 185 212 186 188
A 102 119 93 85
C 100 90 94 117
C-A -2 -29 1 32
C+A 202 209 187 202
A 80 98 76 60
C 82 69 73 85
C-A 2 -29 -3 25
C+A 162 167 149 145
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 129 94 64 A 129 100 64 93
C 93 73 92 122 C 73 94 122 95
C-A 1 -56 -2 58 C-A -56 -6 58 2
C+A 185 202 186 186 C+A 202 194 186 188
A 102 131 93 67 A 131 102 67 97
C 100 82 94 118 C 82 102 118 99
Elec + Elec - Elec + Elec -
Elec + Elec - Elec + Elec -
Elec + Elec -
CDC 1200 / 
[BMI][PF6]
CDC 1200 / 
[BMI][PF6]
de 0V* à 1V de 1V à 0V
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de 0V* à 1V Elec + Elec - de 1V à 0V
de 0V* à 1V Elec + Elec -
CDC 1200 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
CDC 950 / 
[BMI][PF6]
Ei Ef Ei Ef Ei Ef Ei Ef
A 92 125 94 77 A 125 102 77 92
C 93 87 92 111 C 87 98 111 96
C-A 1 -38 -2 34 C-A -38 -4 34 4
C+A 185 212 186 188 C+A 212 200 188 188
Ei Ef Ei Ef Ei Ef Ei Ef
A 32 50 34 22 A 50 35 22 37
C 32 20 33 49 C 50 35 49 38
ACN 338 351 340 322 ACN 351 329 322 325
C-A 0 -30 -1 27 C-A 0 0 27 1
C+A 64 70 67 71 C+A 100 70 71 75
C+A+ACN 402 421 407 393 C+A+ACN 451 399 393 400
Ei Ef Ei Ef
A 92 125 94 77
C 93 87 92 111
C-A 1 -38 -2 34
C+A 185 212 186 188
A 102 119 93 85
C 100 90 94 117
C-A -2 -29 1 32
C+A 202 209 187 202
A 80 98 76 60
C 82 69 73 85
C-A 2 -29 -3 25
C+A 162 167 149 145
Elec + Elec - Elec + Elec -
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Figure 6.12 | Nombres d’ions (A : anions ; C : cations ; ACN : acétonitrile), dans les
électrodes positive et négative, aux états initiaux (état déchargé à 0 V ou état chargé à
1 V) et finaux (état chargé à 1 V ou état déchargé à 0 V) des simulations avec solvant (en
haut) et sans solvant (en bas). Une moyenne a été réalisée sur la première ou dernière
picoseconde de simulation. L’étoile indique que l’état initial de la charge a été obtenu par
la méthode des charges constantes.
Figure 6.13 | Évolution des nombres d’ions en fonction du temps dans les électrodes
positive et négative pour des simulations de charge à la ddp de 1 V dans les cas sans
et avec solvant. Quand cela est possible, les courbes sont ajustées par une exponentielle
simple et les temps caractéristiques sont donnés en légende. L’ajustement exponentiel est
de moins bonne qualité avec l’acétonitrile. L’expulsion des co-ions est plus rapide que
l’entrée des contre-ions dans le cas des simulations avec solvant, alors que c’est plutôt
l’inverse qui se produit sans solvant.
6.2.4 | Déplacements des ions
Comme précédemment, en suivant le même découpage de la cellule de simulation que
décrit en partie 6.1.5, il est possible d’observer les déplacements des ions en présence de
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Figure 6.14 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
positive sont représentées en fonction de la distance à la surface de carbone. Les courbes
ont été obtenues en réalisant des moyennes sur 100 picosecondes. Par exemple, la courbe
noire correspond donc à une moyenne sur toutes les courbes de densité obtenues entre 0
et 100 picosecondes. La courbe de densité calculée à 0 picoseconde n’est pas représentée
puisqu’elle n’est statistiquement pas significative.
Figure 6.15 | Les densités d’anions (à gauche) et de cations (à droite) dans l’électrode
négative sont représentées en fonction de la distance à la surface de carbone.
solvant. Les résultats présentés en figure 6.16 sont à comparer à ceux de la simulation de
charge à la ddp de 1 V de la figure 6.8. Nous regardons le devenir des co-ions initialement
présents dans la tranche d’électrode T2 (il y a trop peu d’ions en T1 pour avoir des
résultats lisibles). Dans la simulation de charge à 1 V, à la fin de la simulation, les co-
ions initialement présents en T2 sont répartis inégalement dans l’électrode, une majorité
restant en T2. Avec solvant, à la fin de la simulation, une majorité des co-ions est toujours
présente en T2, mais des ions se retrouvent dans la zone du bulk. Avec solvant, les distances
parcourues par les ions sont donc plus importantes, comme avec l’élévation de ddp. Le
solvant, diminuant la corrélation entre les ions, facilite leur déplacement.
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Figure 6.16 | Devenir des ions initialement présents en T2 (électrode positive). L’acéto-
nitrile a un e et similaire à l’élévation de potentiel : il favorise les déplacements des ions.
À t = 6 ns, plus de la moitié des co-ions ont quitté la T2.
6.2.5 | Sites préférentiels de confinement
L’examen du volume poreux occupé par le liquide montre que l’acétonitrile, plus petit
que les ions et présent en grande quantité, a accès à des zones où les ions ne peuvent aller :
ainsi, alors que le volume poreux occupé par l’électrolyte pur à 1 V était de 19%, il est de
25, 7% dans l’électrolyte solvaté avec la même ddp. Dans cette partie, nous examinons en
détail la localisation des molécules du liquide selon les quatre sites de confinement définis
précédemment.
Les courbes d’évolution de la localisation des anions et des cations en fonction du temps
conduisent aux mêmes résultats que ceux obtenus précédemment à ddp élevée (les courbes
sont très bruitées car il y a moins d’ions), c’est-à-dire que l’échange s’opère principalement
entre les sites bords et plans pour les co-ions, et entre les sites creux et bords pour les
contre-ions (cf. figure 6.17). Les poches ne sont quasiment jamais occupées par le liquide
ionique, parce qu’elles contiennent le solvant, qui est plus petit. Il est intéressant de
remarquer que pour l’acétonitrile, il n’y a pas de modification de son site préférentiel
de confinement. Une molécule neutre n’est donc pas particulièrement influencée par la
porosité de l’électrode ni par sa polarisation.
Enfin, il est possible de comparer les cartographies de l’électrode sans ou avec solvant
(cf. tableau 6.7). Il apparaît que l’ajout de solvant permet d’augmenter le pourcentage de
sites de confinement élevé, comme c’était le cas avec l’application d’un potentiel important,
mais cette fois, ce sont principalement les molécules d’acétonitrile qui occupent ces sites.
Occuper ces sites de haut confinement n’a en revanche cette fois pas d’e et sur le stockage
de charge, puisque nous avons montré au début de ce chapitre que les charges sur les
électrodes étaient quasiment identiques sans ou avec solvant.
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Figure 6.17 | Pourcentage d’anions, de cations, et de molécules de solvant, dans les
quatre types de sites de confinement et dans les électrodes positive et négative, en fonction
du temps.
6.2.6 | Solvatation et désolvatation
Après avoir examiné en détail les nombres de coordination par le carbone et les degrés
de confinement des ions, nous nous intéressons maintenant aux nombres de solvatation,
c’est-à-dire aux nombres de molécules de solvant présentes autour des ions. Quand ce
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Systèmes Bords (%) Plans (%) Creux (%) Poches (%)
CDC-1200/[BMI][PF6] pur 31 60 7 2
CDC-1200/[BMI][PF6]-ACN 25 59 10 6
Tableau 6.7 | Pourcentages des di érents types de sites participant au stockage de charge
pour les simulations du CDC-1200 avec ou sans solvant.
nombre diminue, le phénomène en cause est appelé « désolvatation ». Celui-ci a encore été
peu étudié dans le cas des carbones nanoporeux [182]. La figure 6.18 illustre la désolva-
tation d’un anion entrant dans l’électrode positive. À t = 0, le nombre de solvatation (Ns)
de cet anion est de 12, à t = 2, 4 ns, alors que l’anion est dans un pore, il est seulement
de 4. Les atomes de carbone de l’électrode à proximité de l’anion compensent la diminution
du nombre de solvatation.
Figure 6.18 | Un anion entrant dans l’électrode positive, structures correspondant aux
six temps t = 0 ns (Ns=12), t = 600 ps (Ns=9), t = 1, 2 ns (Ns=5), t = 1, 8 ns (Ns=5),
t = 2, 0 ns (Ns=6) et t = 2, 4 ns (Ns=4). Pour faciliter la visualisation, les espèces autres
que les molécules de solvant appartenant à la sphère de solvatation de l’anion ne sont pas
montrées. Pour les molécules de solvant, c’est leur centre de masse qui est représenté.
Il est également possible d’examiner la désolvatation d’un point de vue plus général.
En figure 6.19 sont présentés les nombres de solvatation moyens pour les anions et les
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Figure 6.19 | Nombre de solvatation moyen pour les anions et les cations dans les
électrodes positive et négative. À l’échelle de l’électrode, on observe globalement une
légère diminution du nombre de solvatation des ions dans l’électrode au cours du temps, à
l’excepté du cas des cations dans l’électrode positive.
cations dans les électrodes positive et négative pendant le processus de charge. Concernant
le sens de variation des courbes en fonction du temps, on observe globalement une légère
diminution du nombre de solvatation des ions dans l’électrode, à l’excepté du cas des
cations dans l’électrode positive. Cette légère diminution peut être reliée au fait qu’au
cours du temps, les contre-ions qui participent à la charge sont plus nombreux et plutôt au
contact d’atomes de carbone que de de solvant. Il est possible de remarquer une di érence
de comportement entre les électrodes positive et négative : à la fin de la simulation, dans
l’électrode positive, les nombres de solvatation sont assez proches pour les anions et les
cations, alors qu’ils sont plus di érents dans l’électrode négative. L’électrode négative
attirant majoritairement des cations, à la forme plus complexe que les anions, est la plus
contrainte ; elle est donc le siège de plus grandes disparités. Enfin, les anions sont toujours
entourés de davantage de solvant que les cations. Ceci est lié à la forme des anions et des
cations dans le modèle à gros grains que nous utilisons et au choix du rayon de la sphère
de solvatation à partir des g(r) (cf. dernière partie du chapitre 4).
A l’échelle globale de l’électrode, nous n’observons donc pas nettement le phénomène
de désolvatation. Suivant la même démarche que précédemment, nous allons alors nous
placer à échelle plus petite. En figure 6.20, on observe les contre-ions au moment où ils
rentrent dans l’électrode : on définit pour chacun de ces ions un temps t = 0 correspondant
à cet instant. Le nombre de solvatation avant et après ce temps t = 0 est observé, et une
moyenne sur les contre-ions entrant est réalisée. À l’entrée dans les électrodes, les ions
perdent donc en moyenne une demi-molécule de solvant dans leur sphère de solvatation,
c’est-à-dire que par exemple la moitié des contre-ions entrant perd une molécule et l’autre
moitié n’en perd pas. La désolvatation se fait simultanément à l’entrée dans l’électrode,
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Figure 6.20 | Nombre de solvatation des contre-ions avant et après l’instant t = 0
correspondant à l’entrée dans l’électrode. Une moyenne sur tous les contre-ions entrant
est réalisée. La désolvatation se fait simultanément à l’entrée dans l’électrode.
elle est instantanée (temps caractéristique de l’ordre de la picoseconde). Si l’on compare
ces résultats à ceux de la figure 6.19, on constate que le nombre de solvatation après 25 ps
est supérieur au nombre de solvatation moyen des contre-ions dans l’électrode globale. En
e et, l’électrode contient des sites de confinement de tous types, alors que dans la zone
d’électrode proche de l’interface accessible après 25 ps de déplacement, l’on rencontre
majoritairement des sites de bas confinement, comme les montrent les cartographies des
électrodes présentées en partie 4.3.2 du chapitre 4.
Il est possible de réaliser le même décalage en temps pour les instants où les ions
passent d’un type de site à un autre. Les résultats sont présentés en figure 6.21. Pour les
anions passant des sites de type bord à plan, il y a à nouveau perte d’une demi-molécule
de solvant en moyenne. Nous remarquons qu’en remontant le temps au-delà de t = ≠10 ps,
les courbes verte et rouge sont confondues. En e et, il est plus di cile de tracer ces courbes
de passage d’un type de site à l’autre, puisque dans la moyenne sur les ions nous incluons
peut-être des anions qui ne restent pas de façon permanente sur un site de type bord.
L’examen de la courbe marron permet de mettre en évidence un résultat important : lors
du passage des sites plans à creux, il y a perte en moyenne de deux molécules de solvant,
soit quatre fois plus de perte qu’au moment de l’entrée dans l’électrode. La désolvatation
est donc beaucoup plus importante une fois à l’intérieur de l’électrode qu’à l’entrée dans
l’électrode. À nouveau, au sein de l’électrode, la désolvatation est extrêmement rapide.
Il n’y a pas su samment de statistique pour obtenir des courbes fiables de passage des
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anions des sites creux aux sites poches. Le résultat qualitatif obtenu, à savoir que la
désolvatation a lieu principalement au sein de l’électrode, lors du passage d’un site moins
confiné à un site plus confiné, serait de toute façon inchangé. À nouveau, la désolvatation
au sein de l’électrode se produit instantanément, sur un temps de l’ordre de la picoseconde.
De tous les phénomènes de réorganisation étudiés dans ce chapitre, le plus rapide est donc
la désolvatation.
Figure 6.21 | Nombre de solvatation des contre-ions avant et après l’instant t = 0
correspondant soit à l’entrée des contre-ions dans l’électrode (vert), soit au passage des
sites bords à plans (rouge), soit au passage des sites plans à creux (marron). La désolva-
tation est quatre fois plus importante au sein de l’électrode, lors d’un changement de site
des bords aux plans, qu’à l’entrée de l’électrode.
130 Chapitre 6 : E ets de la ddp et du solvant sur la dynamique
En résumé, les résultats de ce chapitre permettent de conclure en particulier sur le fait
que : une ddp importante accélère les processus de charge, les espèces mobiles se déplacent
davantage ; la présence de solvant, en diminuant les corrélations entre les ions d’un liquide
ionique, permet à ces derniers de se déplacer davantage. Même si à la concentration que
nous étudions ici, il n’y a pas de di érence sur la charge totale de l’électrode, l’analyse
plus fine montre que l’ajout de solvant entraîne des modifications. On peut donc établir
un parallèle entre les deux actions qui consistent à appliquer une forte ddp ou ajouter
un solvant. En outre, la réunion des résultats des chapitres 5 et 6 permet de caractériser
les cinétiques des processus globaux ayant lieu à l’échelle de l’électrode et des processus
locaux ayant lieu à l’échelle du pore. Di érents phénomènes sont mis en évidence, et des
temps caractéristiques pour chacun d’entre eux sont identifiés (et rappelés ici, pour le cas
nos simulations à 4V, pour le CDC-1200 au contact avec l’électrolyte pur), permettant
d’établir un ordre des phénomènes accompagnant les processus dynamiques de charge et
de décharge :
– la désolvatation est le phénomène le plus rapide (¥ 1 ps) ; elle a lieu majoritairement
au sein de l’électrode, lors du passage d’un grand pore à un pore plus petit
– la réorganisation inter-sites des contre-ions (¥ 100 ps à la ddp de 4 V) est plus rapide
que la réorganisation inter-sites des co-ions (¥ 300 ps à la ddp de 4 V)
– l’entrée des contre-ions dans l’électrode est plus rapide que la sortie des co-ions (¥ 300
ps à la ddp de 4 V)
– la charge totale sur une électrode évolue avec le même temps caractéristique que celui
de l’évolution du nombre d’ions dans l’électrode (¥ 300 ps à la ddp de 4 V), ce qui est
logique puisque la charge des ions dans l’électrode est exactement opposée à la charge
totale des électrodes.
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Dans ce dernier chapitre, nous étudions les phénomènes de transport des espèces de
l’électrolyte dans les supercondensateurs. Dans un premier temps, des observations sont
faites sur les simulations des processus transitoires de charge, puis nous présentons des
grandeurs dynamiques obtenues nécessairement sur des simulations à l’équilibre. Enfin,
nous proposons un lien entre grandeurs obtenues par les simulations à l’équilibre et
simulations des processus hors-équilibre.
7.1 | Transport lors des processus transitoires
Figure 7.1 | Plusieurs données concernant un anion entrant dans l’électrode positive :
l’évolution de sa coordonnée z est en vert, l’évolution de son nombre de solvatation en
bleu foncé, et celle de son nombre de coordination en cyan. La limite entre l’électrode
et le bulk est matérialisée par des pointillés cyan. L’anion est régulièrement « piégé »,
électrosorbé dans un pore ici de type creux. Quand son nombre de coordination par le
carbone augmente, son nombre de solvatation diminue.
Dans un premier temps, l’allure de la trajectoire des ions dans la cellule de simulation
est analysée. En figure 7.1 est présentée la trajectoire selon la direction z d’un anion
entrant dans l’électrode positive, pour la simulation d’un processus de charge à la ddp
de 1 V, en présence de solvant. Il y a nettement des périodes pendant lesquelles l’ion
est « piégé » à la surface de l’électrode, et d’autres pendant lesquelles l’ion di use plus
librement. Le phénomène de di usion a déjà été étudié dans les matériaux poreux [183–185]
et chargés [186]. Ici, on peut donc observer également le phénomène d’électrosorption
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lors du processus transitoire. Le temps d’électrosorption est de l’ordre de la nanoseconde.
L’ion observé ici est un contre-ion pour l’électrode positive, il est donc cohérent que le
temps passé électrosorbé soit relativement long. Quand l’ion est électrosorbé, le nombre
de coordination par le carbone fluctue autour d’une valeur moyenne élevée. Le site dans
lequel l’ion est adsorbé dans ce cas précis est de type creux. Quand l’ion n’est plus piégé,
le nombre de coordination par le carbone diminue. Le nombre de solvatation évolue
de façon opposée au nombre de coordination. Quand ce dernier diminue, le nombre de
solvatation augmente, et inversement. Ainsi, les atomes de carbone « compensent » la
perte des molécules de solvant, ou vu autrement, le nombre de solvatation diminue pour
« compenser » l’électrosorption. Les nombres de coordination par le carbone sont plus
élevés que les nombres de solvatation car les atomes de carbone sont beaucoup moins
volumineux que les molécules de solvant. Dans la partie suivante, nous proposons une
généralisation du phénomène de di usion-électrosorption observé en figure 7.1.
7.2 | Simulations à l’équilibre et diﬀusion
7.2.1 | Fonctions de corrélation et temps de résidence
Afin de mieux caractériser l’électrosorption et de généraliser l’étude du temps passé
par les molécules adsorbées dans un pore, il est intéressant de calculer des fonctions de
corrélation. Pour ce faire, il est nécessaire de travailler sur des systèmes à l’équilibre. Nous
utilisons donc des simulations réalisées par Mathieu Salanne. Les temps de simulation
sont d’environ 15 ns ; de longues simulations sont requises étant donné que des contre-ions
sont électrosorbés sur des temps de l’ordre de la nanoseconde (cf. partie précédente). Un
supercondensateur aux électrodes de CDC-1200 est mis en contact avec 384 paires d’ions
[BMI][PF6] et 3584 molécules d’acétonitrile, et soumis à trois ddp di érentes maintenues
constantes : 0 V, 1 V, 2 V (les charges peuvent fluctuer, cf. chapitre 3). Nous avons choisi
de calculer des fonctions d’autocorrélation continues FC(t) [187–189] définies par :
FC(t) =
ÈhiC(t) hiC(0)Í
ÈhiC(0)2Í
(7.1)
où hiC(t) est la fonction renseignant sur la présence continue de l’espèce i dans un pore.
Les quatre types de pores décrits précédemment (cf. chapitre 4, partie 4.3) sont distingués.
Pour chacun de ces i, hiC(t) = 1 si la molécule est dans le pore à l’instant t, et ne l’a pas
quitté depuis l’instant initial, hiC(t) = 0 sinon. On parle de fonction « continue », par
opposition à une fonction d’autocorrélation « intermittente », car la possibilité pour la
molécule d’être à nouveau adsorbée après avoir quitté un pore n’est pas considérée.
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Figure 7.2 | Fonctions de corrélation continues pour les molécules de solvant quand
celles-ci sont dans des sites de type plan, qui sont les plus nombreux dans l’électrode.
Di érents potentiels sont étudiés.
Les résultats pour les pores de type plan sont présentés en figures 7.2 et 7.3. Les plans
étant les sites les plus nombreux (cf. chapitre 4, partie 4.3.2), ce sont ceux sur lesquels la
statistique est meilleure. Les potentiels négatifs correspondent à la situation où l’électrode
de droite est polarisée négativement, plus ou moins fortement, et inversement pour les
potentiels positifs. Par défaut, les courbes au potentiel de 0 V sont celles de l’électrode de
gauche ; elles sont confondues avec celles à 0 V de l’électrode de droite. Pour l’acétonitrile,
la ddp n’a pas d’e et particulier sur les temps de résidence dans les pores, en accord avec
le fait que l’acétonitrile n’est pas chargé. La décroissance de la fonction de corrélation
continue est très légèrement plus lente aux potentiels extrêmes, auxquels il est logique
que l’électrosorption soit plus forte, et donc que le temps de résidence des molécules
électrosorbées dans un pore soit plus long.
Les ions présentent des fonctions de corrélation très di érentes du solvant. Il semble de
plus que les anions et les cations aient des comportements di érents. Quand les anions sont
dans l’électrode positive, la fonction de corrélation ne tend pas vers 0, témoignant du fait
qu’une partie d’entre eux est « piégée ». À l’inverse, les anions dans l’électrode négative
ne semblent pas piégés ; il est bon de garder à l’esprit que la statistique pour ce cas est
assez faible, cette dernière conclusion est donc à considérer avec mesure. Quand les cations
sont dans l’électrode négative, ils ne semblent jamais piégés. L’ordre de décroissance des
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Figure 7.3 | Fonctions de corrélation continues pour les anions et les cations, quand
ceux-ci sont dans des sites de type plan, qui sont les plus nombreux dans l’électrode.
Di érents potentiels sont étudiés.
fonctions de corrélation est cohérent : plus le potentiel est grand en valeur absolue, plus
la décroissance est lente, témoignant d’un temps de résidence plus long. Enfin, quand les
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cations sont dans l’électrode positive, ils semblent davantage piégés que les anions. Ceci
est peut-être dû à leur forme plus complexe où chacun des trois éléments du cation a la
possibilité d’être électroadsorbé. À nouveau, le nombre de cations en situation de co-ions
adsorbés dans les sites de type plan étant faible, cette dernière conclusion est à considérer
avec précaution.
Comme les fonctions de corrélation ne sont pas exponentielles, il n’est pas aisé de
définir de façon précise des temps de résidence absolus pour chaque situation. Pour les
anions, quand ils sont des co-ions, il est tout de même en général possible d’intégrer les
courbes précédentes et d’analyser les limites aux grands temps. Pour les cations, la plupart
des intégrales sont divergentes : elle n’ont pas de limite et des temps de résidence ne
peuvent être précisément quantifiés. Les valeurs de temps de résidence obtenues pour les
anions quand ils sont co-ions sont présentées dans le tableau 7.1. Il apparaît que plus le
potentiel de l’électrode est défavorable, moins les temps de résidence des anions dans les
pores sont longs, ce qui est cohérent.
-1 V -0.5 V 0 V +0.5 V +1 V
2.8 ps 76 ps 166 ps - -
Tableau 7.1 | Temps de résidence obtenus à partir des intégrales des fonctions de corrélation
continues pour les anions, dans les sites de type plan.
En résumé, il n’est pas aisé d’obtenir des données quantitatives sur les temps de
résidence. La question de la définition du critère de l’électrosorption n’est pas aisée : qu’est-
ce exactement qu’être piégé ? Il serait également intéressant d’examiner l’électrosorption
indépendamment du type de site de confinement, afin d’avoir davantage de statistique. En
e et, c’est presque toujours dans les plans que les temps de résidence sont les plus longs. Il
n’est pas possible de découpler l’e et de la taille des zones plan de la valeur des temps de
résidence. Qualitativement, nous sommes tout de même en mesure de conclure que, quand
le potentiel de l’électrode est favorable à la charge de l’ion, le temps d’électrosorption
est plus long que quand il est défavorable. Dans le chapitre précédent (cf. partie 6.1.5),
nous avions appris qu’un grand potentiel avait pour e et de faciliter les déplacements des
co-ions. Les résultats de ce chapitre sont donc en accord.
7.2.2 | Déplacements quadratiques moyens
En dynamique moléculaire, sur des simulations à l’équilibre, la mobilité des espèces
peut être décrite par le calcul des déplacements quadratiques moyens (en anglais, « Mean
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Square Displacement », ou « MSD »), définis par :
È rÕ(t)2Í = 1
N
Nÿ
i=1
iœélec.
(rÕi(t)≠ rÕi(0))2 (7.2)
N étant soit le nombre d’anions soit le nombre de cations, rÕ comprend les composantes
x et y (les résultats sont identiques en z, mais il est préférable de calculer le coe cient de
di usion uniquement selon les directions où l’électrode est infinie grâce aux conditions
aux limites périodiques).
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Figure 7.4 | Déplacements carrés moyens en fonction du temps à di érents potentiels,
pour les anions.
Les informations microscopiques des déplacements quadratiques moyens peuvent être
reliées au coe cient de di usion macroscopique D selon l’équation suivante [190] :
È rÕ(t)2Í = 2dDt (7.3)
avec t le temps et d la dimensionnalité du système. Dans les électrodes poreuses complexes
telles que les nôtres, la dimensionnalité est inférieure à trois dimensions et délicate à
évaluer [191,192]. Comme nous considérons les déplacements dans les directions x et y,
d = 2 ici. Les figures 7.4 et 7.5 présentent les MSD à di érents potentiels d’électrode
respectivement pour les anions et les cations dans l’électrode, en fonction du temps. Les
traits pointillés correspondent à la taille moyenne de pore au carré. Nous ne sommes
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Figure 7.5 | Déplacements carrés moyens en fonction du temps à di érents potentiels,
pour les cations.
pas en mesure d’a rmer qu’un régime di usif est atteint à la fin de la simulation et par
conséquent nous comparons les courbes de manière qualitative. Les allures non linéaires des
courbes, notamment au niveau de la sortie du pore (intersection entre les traits pointillés
et les courbes pleines) laissent penser que le régime est sous-di usif, comme c’est le cas
dans les systèmes contraints.
Les irrégularités dans les processus de di usion ont été décrites de façon théorique et
sont résumées par Metzler et Klafter dans [193]. Des formalismes avec des propagateurs
ont été développés pour les régimes sous-di usifs et super-di usifs. Dans le cas de régimes
sous-di usifs, la modification des propriétés de transport peut provenir de :
– l’obstruction mutuelle des espèce di usantes, comme dans la « single-file di usion »,
qui correspond au mouvement à une dimension d’espèces dans des pores étroits
[194–197] décrite pour les zéolithes par exemple [198]. On a alors :
lim
tæŒ
È x(t)2Í Ã Ôt (7.4)
– la restriction des trajectoires à des zones poreuses aléatoires, qui conduit à des
situations où les ions peuvent être piégés dans le réseau poreux. Des distributions
de temps d’attente peuvent décrire ce piégeage [193].
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Ici, globalement, après 2 ns, quand les MSD intersectent la taille de pore moyenne au
carré, les espèces concernées changent de pore, si l’on considère que la taille moyenne des
pores correspond à la distance entre deux pores. Ce temps est bien du même ordre de
grandeur que le temps d’électrosorption constaté en début de chapitre. Pour les anions, la
courbe à ≠1 V semble atteindre une saturation, comme on pouvait le voir sur les temps
de résidence. D’une part, les anions dans l’électrode à ≠1 V sont peu nombreux, d’autre
part, une partie d’entre eux est peut-être piégée. Il n’est pas possible de prévoir si la
situation serait di érente en simulant un temps plus long. Les pentes des courbes des
MSD semblent en accord avec les courbes des temps de résidence. Pour les anions, la
di usion est de plus en plus faible selon que l’on suit les potentiels : ≠0.5 V, 0 V, +0.5 V,
+1 V. Pour les fonctions de corrélation décrivant les temps de résidence et qui tendent
vers y = 0, l’ordre de décroissance dans la zone où x = 0 est le même selon que l’on suit
ces potentiels. Pour les cations, la di usion semble plus importante aux potentiels de 0 V,
+0.5 V et ≠0.5 V qu’aux potentiels extrêmes de +1 V et ≠1 V. On retrouve le même
ordre que pour les temps de résidence.
7.2.3 | Propriétés d’équilibre et processus transitoires
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Figure 7.6 | Déplacements carrés moyens multipliés par la charge des anions et des cations
en fonction du temps à di érents potentiels, pour l’obtention de la conductivité [199,200].
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Electrochemistry
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Figure 7.7 | Mesures électrochimiques sur un supercondensateur de CDC de taille de
pore moyen e 0,9 nm. La capacité mesurée est de 110 F/g e la résistivité est de 60  .cm.
Afin d’accéder à des conductivités, il est nécessaire de relier les MSD à la charge, par
la formule de type Green-Kubo suivante [199,200] :
K = —e
2
V
lim
tæŒ
1
4tÈ|
ÿ
i
qi rÕi(t)|2Í (7.5)
avec K la conductivité, — = 1/kBT , V le volume de l’électrode, e la charge électronique,
 rÕi(t) est le déplacement de l’ion i, ayant une charge formelle qi au temps t. Les résultats
sont montrés en figure 7.6. À 0 V, la résistivité calculée est de 100  .cm. Expérimentale-
ment, il est également possible de réaliser des mesures de résistivité. Les mesures ont été
faites par Barbara Da os au laboratoire CIRIMAT (cf. figure 7.7). Sur un superconden-
sateur de CDC de taille de pore moyenne 0,9 nm, la capacité obtenue est de 110 F/g et
la résistivité est de 60  .cm. Les deux valeurs obtenues soit par la modélisation soit par
l’expérience sont donc du même ordre de grandeur et en bon accord. En remarque, nous
pouvons en outre évaluer des résistivités à partir des résistances linéiques trouvées grâce
au modèle de ligne à transmission présenté au chapitre 5, dans le cas du liquide ionique
pur et au cours du processus de charge : pour le CDC-1200, on obtient 48  .cm, valeur
du même ordre de grandeur que les précédentes.
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Rappelons l’expression de la charge totale (équation 7.6) du modèle de ligne à trans-
mission détaillé en partie 5.1.1 du chapitre 5 et en annexe G :
Q(t) = Qmax
5
1≠ A1 exp
3
≠ t
·1
4
≠ A2 exp
3
≠ t
·2
46
(7.6)
À partir la conductivité obtenue grâce aux Q-MSD à 0 V, on peut calculer aisément
une résistivité puis une résistance, respectivement en prenant l’inverse puis en normalisant
par la taille et la surface de l’électrode. On peut ensuite insérer la valeur de la résistance
dans l’équation 7.6, comme on le faisait avec le paramètre Rl au chapitre 5 (il intervient
dans les constantes A1 et A2, qui varient en 1 + 1
R
1/2
l
ainsi que dans les constantes ·1 et
·2, qui varient en Rl). Il est possible alors de tracer Q(t) à partir de ce Rl calculé (la
même valeur est prise pour les deux tranches de l’électrode) et de prédire l’évolution
de la charge sur les électrodes de carbone lors des processus transitoires : la figure 7.8
présente la comparaison entre les valeurs de charge obtenues par simulation (noir) avec les
valeurs de charge prédites par l’utilisation de la valeur de la conductivité obtenue à partir
des MSD (rouge), pour l’électrode positive. L’accord est très bon. Il est donc possible,
par des simulations à l’équilibre, des calculs de MSD et de conductivité, de prédire le
comportement des supercondensateurs lors des processus transitoires hors-équilibre. Cette
comparaison permet en outre de valider à nouveau notre méthodologie pour simuler le
processus de charge, ainsi que le fait que les temps simulés sont su sants. Nous obtenons
enfin ici une élégante illustration du théorème de fluctuation-dissipation.
L’examen des trajectoires individuelles des espèces de l’électrolyte au cours des
simulations hors-équilibre a permis de mettre en évidence les déplacements de type
di usion-électrosorption. À partir de là, la question est de généraliser l’étude de
l’électrosorption au sein de l’électrode, et du temps associé, et cela passe nécessairement
par le calcul de fonctions de corrélation, à partir de longues simulations d’équilibre,
réalisées dans les conditions réalistes de la méthode des électrodes polarisables. Les
conclusions obtenues sont les suivantes : plus le potentiel est élevé, plus l’espèce de charge
opposée à l’électrode reste longtemps électrosorbée, et moins l’espèce de même charge que
l’électrode reste longtemps électrosorbée. Le calcul des déplacements quadratiques moyens
a permis de confirmer ces observations. Enfin, l’obtention d’une valeur de conductivité
ouvre une nouvelle voie pour la prédiction du comportement des supercondensateurs lors
des processus transitoires hors-équilibre.
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Figure 7.8 | Comparaison des valeurs de la charge totale sur l’électrode positive lors
des simulations successives des processus de charge, décharge, recharge (noir) avec les
valeurs prédites par l’utilisation de la valeur de la conductivité obtenue à partir des MSD
et insérée dans l’expression de la charge issue du modèle de ligne à transmission (rouge),
détaillé en partie 5.1.1 du chapitre 5 et en annexe G.
Conclusion
Les travaux précédemment menés au laboratoire avaient porté sur les propriétés d’équi-
libre et les caractéristiques structurales des supercondensateurs. Dans ce travail, grâce à
la modélisation, les propriétés dynamiques des supercondensateurs ont été étudiées de
façon exhaustive. Des électrodes nanoporeuses, à la structure complexe, plus réalistes
que les structures idéales de type nanotubes de carbone ou graphène ont été utilisées. La
méthodologie choisie permettant de maintenir une di érence de potentiel constante entre
les électrodes alors que les charges fluctuent sur les atomes de carbone a également été
garante du caractère réaliste de nos travaux. Nous utilisons ainsi la simulation pour sonder
l’échelle moléculaire à laquelle l’expérience a plus di cilement accès. La complémentarité
des deux approches n’est plus à démontrer de nos jours.
Ainsi, trois structures di érentes d’électrodes ont été caractérisées par la variété des
types de pores qui les composent. Nous avons de cette façon pu déterminer l’influence
de la structure du matériau sur la dynamique. Les processus transitoires de charge et
de décharge ont été étudiés, en présence ou non de solvant, et ce à de plus ou moins
grandes di érences de potentiel. Il a été découvert que des valeurs de potentiel élevées
accélèrent la dynamique, d’une certaine façon à l’instar du solvant, dont la présence
rend moins fortes les interactions entre les ions, jouant ainsi le rôle de lubrifiant. Nous
avons également pu mettre en évidence les étapes clés du processus de charge des su-
percondensateurs, symétrique à celui de décharge : le mécanisme étape par étape, par
ordre de phénomènes identifiés comme plus ou moins rapides, a été élucidé. Connaître à
présent cette séquence d’événements permet de mieux maîtriser les processus hors-équilibre.
Enfin, le transport des espèces chargées a été étudié par des simulations de dyna-
mique moléculaire à l’équilibre. Connaître des valeurs de coe cients de di usion des
ions, des valeurs de conductivité, dans les milieux poreux chargés, permet de mieux
appréhender l’adsorption et le déplacement des espèces chargées dans des conditions très
particulières. Une question restera cependant en suspens : le temps d’adsorption est-il
à relier davantage à une force électrostatique, ou à une gêne stérique provoquée par un
milieu très confiné ? Les deux e ets se produisent de manière corrélée. Quoi qu’il en soit,
cette meilleure connaissance des phénomènes de transport est aujourd’hui d’importance
majeure pour la compréhension du fonctionnement du supercondensateur dans sa globalité.
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L’ensemble des résultats de ce travail permet par conséquent d’aboutir à présent à
une maîtrise très fine des phénomènes dynamiques en jeu dans les supercondensateurs à
l’échelle microscopique. Celle-ci est une étape incontournable sur le chemin de la conception
de supercondensateurs plus performants, un défi substantiel dans le domaine du stockage
de l’énergie.
Perspectives
Dans cette partie intitulée « Perspectives », nous décrivons ce qu’il sera souhaitable
d’approfondir par la suite.
Pour compléter la compréhension du mécanisme de di usion-électrosorption, il serait
intéressant de calculer des énergies d’adsorption des ions sur les électrodes, éventuellement
par des méthodes de chimie quantique, permettant des niveaux de description de la matière
plus précis. En e et, cela permettrait d’éclaircir la question de l’interaction préférentielle
des ions avec le carbone ou des ions entre eux (pour cet aspect, nous pourrions calculer
des énergies d’interaction entre les di érents couples).
En ce qui concerne le matériau, il serait intéressant de travailler avec davantage de struc-
tures d’électrodes, en particulier de construire des électrodes aux tailles de pores moyennes
plus petites, avec lesquelles les expérimentateurs travaillent. Pour ce faire, nous pourrions
utiliser des potentiels de type REBO [201,202] ou LCBOP [203]. Nous pourrions également
étudier d’autres structures poreuses de carbone, mais davantage ordonnées [204, 205],
telles que celles synthétisées sur des matrices de zéolithes [206, 207], et qui présentent
des performances particulièrement intéressantes. Ajouter des défauts sur les matériaux
serait également à prendre en compte, afin de rationaliser les e ets positifs ou négatifs de
ceux-ci sur la capacité et la puissance. Enfin, il serait intéressant de travailler avec des
électrodes plus profondes (dans la direction z), afin de savoir quelle est la part des ef-
fets d’interface dans nos mesures étant donnée la géométrie des systèmes que nous utilisons.
En ce qui concerne les électrolytes, il serait bon d’en étudier davantage, puisqu’ils sont
extrêmement nombreux [208], et qu’ils jouent un rôle particulièrement important dans
les performances du supercondensateur [209], au même titre que le matériau. Envisager
une étude de tous les électrolytes existants est impossible et une première étape serait de
simuler des électrolytes pour lesquels les cations et les anions ont des tailles di érentes de
celles du [BMI][PF6]. Par exemple, le TSFI est un anion classiquement utilisé [210] dans
les expériences, et le simuler permettrait de faire d’autres comparaisons entre théorie et
expériences. Le TFSI est un anion de taille relativement grande, avec globalement cinq
centres de charge. Il faudrait donc introduire un modèle à gros grains plus complexe que
celui que nous utilisons, qui ne contient que trois sites au maximum. Une autre possibilité
est de choisir de réaliser des simulations « tout-atome », c’est-à-dire sans modèle à gros
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grains, Même si celles-ci sont extrêmement coûteuses en temps de calcul à l’heure actuelle,
elles sont plus précises.
Pour une meilleure description de l’électrolyte, nous pourrions également envisager
de prendre en compte la polarisabilité électronique, avec des champs de force adap-
tés [211–215]. À nouveau, cela augmenterait le temps de calcul nécessaire pour mener
à bien les simulations. Il est possible que la nécessité d’inclure la polarisation dépende
de l’ion étudié [216] : par exemple, la prise en compte des e ets de polarisation est sûre-
ment davantage nécessaire pour l’électrolyte [EMI][TFSI] que pour l’électrolyte [BMI][PF6].
En outre, les simulations que nous avons réalisées avec solvant ont été faites avec de
l’acétonitrile. Il serait intéressant de comparer nos résultats à ceux obtenus avec un autre
solvant, par exemple le carbonate de propylène, également très utilisé dans les expériences.
De plus, di érentes concentrations de solvant seraient à étudier.
Enfin, diversifier la nature du matériau d’électrode est à envisager. En particulier,
les matériaux présentant des pseudo-capacités, tels que le MnO2 [217], et pour lesquels
les mécanismes en jeu sont encore mal compris [218], suscitent de plus en plus d’intérêt.
Approfondir les études déjà proposées [219] par des analyses précises du type de celles
réalisées dans le domaine de la catalyse est un projet ambitieux mais qui aurait toute
sa place dans la recherche sur la compréhension du fonctionnement et l’amélioration des
performances des supercondensateurs.
Annexe A
Courbes de masse vs charge obtenues par la
modélisation
Des courbes de variation de masse à partir des supercondensateurs modélisés ont été
calculées pour une comparaison avec l’EQCM et sont présentées en figure A.1. Les détails
de la modélisation sont exposés dans le chapitre 3 et le lecteur est invité à s’y reporter pour
davantage de précisions. Les courbes présentées ici sont calculées sur toute la durée de
simulation du régime transitoire, l’état stationnaire n’étant atteint que pour la valeur de
charge la plus élevée. Pour l’électrode négative (en rouge), le système subit une variation
de potentiel de type chronoampérométrie de 0 V à ≠0, 5 V et pour l’électrode positive
(en noir), une variation de 0 V à +0, 5 V. Pour le liquide ionique solvaté, le même sens de
variation pour la masse sous l’e et d’une ddp pour l’électrode positive est observé. Pour le
liquide ionique pur, le sens de variation de la masse donné par l’EQCM est retrouvé pour
les deux électrodes. Comme les systèmes modélisés sont relativement petits en volume, la
statistique n’est pas optimale pour permettre l’obtention de courbes de variation de masse
aussi « lisses » que celles de l’EQCM (cf. figure 2.7 du chapitre 2). Plusieurs simulations
seraient nécessaires pour confirmer l’allure de cette courbe.
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Figure A.1 | Variation de masse dans le système correspondant à celui de la figure 2.7 :
CDC à taille de pore moyenne de 0.9 nm en contact soit avec une solution de ACN -
[BMI][PF6] (à gauche), soit avec le [BMI][PF6] pur (à droite). Pour l’électrode négative
(en rouge), le système subit une variation de potentiel de type chronoampérométrie de
0 V à ≠0, 5 V et pour l’électrode positive (en noir), une variation de 0 V à +0, 5 V.
Annexe B
Nanotubes de carbone
Le travail décrit dans cette annexe a été réalisé en collaboration avec Théodorus de
Bruin de l’IFP Energies Nouvelles. La question qui se pose ici quand un ion est adsorbé
dans un nanotube de carbone est de savoir où exactement se trouve la charge induite par
la présence de l’ion. Dans une première approximation proposée par Jover et al. [220], il
est possible de supposer que la charge induite est également répartie sur tout le nanotube.
Le code de simulation dont nous disposons au laboratoire est capable de montrer quels
sont exactement les carbones a ectés par la présence d’un ion.
Figure B.1 | Un nanotube de carbone contenant un ion.
Le système étudié est reproduit en figure B.1 (cf. également partie 3.1.1 du chapitre 3).
Il est composé d’un nanotube de carbone initialement neutre dans lequel un ion est placé.
Pour assurer l’électroneutralité, un second nanotube (non montré ici) contenant un ion
de charge opposée à la véritable charge est placé à une distance su samment éloignée
du premier nanotube pour qu’il n’y ait pas d’interaction. Les configurations sont issues
de [220]. Quatre tailles de nanotubes ont été étudiées. Ces nanotubes sont classiquement
appelés en fonction de la taille de leur diamètre : « 07-07 », « 09-09 », « 11-11 » et « 13-13 ».
Leurs caractéristiques sont reportées dans le tableau B.1.
Dénomination du nanotube 07-07 09-09 11-11 13-13
Diamètre (nm) 0,949 1,22 1,492 1,763
Nombre d’atomes de C 588 756 924 1092
Tableau B.1 | Caractéristiques des nanotubes. Les appellations « 07-07 », « 09-09 », « 11-
11 » et « 13-13 » correspondent au diamètre du nanotube.
Les ions étudiés sont représentés en figure B.2, issue de [220]. Ces ions ont été choisis
car ils constituent les liquides ioniques les plus classiques et les paramètres de champ de
force pour les modéliser sont disponibles [221–225].
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Figure B.2 | Six cations et trois anions sont étudiés. À chaque fois, seul un ion est placé
dans le nanotube.
L’objectif n’étant pas d’étudier la dynamique du système, les calculs sont réalisés
pour une seule configuration du système : ils ne comportent qu’un seul pas de temps. La
configuration est extraite d’une simulation de dynamique moléculaire dans l’ensemble
thermodynamique NVT à T=298 K [226]. Il n’y a pas de conditions aux limites périodiques.
Le calcul que nous réalisons est de type « potentiel constant » (cf. chapitre 3, partie 3.3.2).
Sur cette configuration unique, la valeur choisie pour le potentiel, défini à une constante
près, n’influence pas les valeurs des charges du nanotube qui nous intéressent ici.
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Les résultats montrent que le nombre de carbones réellement a ectés par les di érents
ions dans les nanotubes est très petit : la charge totale du nanotube est très localisée,
comme le montre le tableau B.2. Pour chaque taille de nanotube et chaque ion, le nombre
de carbones portant 90% de la charge totale du nanotube est calculé, et les pourcentages
de carbones correspondants sont reportés. La moyenne réalisée sur tous les ions indique
que plus la taille du nanotube est grande, plus un grand nombre de carbones est chargé.
Le type d’ion a ecte peu le nombre de carbones réagissant à la présence de l’ion.
TEA BMIM EMIM PYR14 PIP13 SBP PF6 TSFI BF4 moyenne
07-07 26,5 29,3 28,9 27,2 27,4 27,4 26,5 27,6 25,7 27,4
09-09 33,2 34,4 34,1 33,9 33,6 32,8 32,7 31,7 29,9 32,9
11-11 38,4 37,3 38,5 38,3 38,5 38,4 37,4 39,0 35,0 37,9
13-13 42,9 41,8 41,9 43,2 43,5 43,1 41,4 42,2 39,5 42,2
Tableau B.2 | Pourcentage de carbones portant 90% de la charge totale. La moyenne est
réalisée sur tous les ions.
Un autre résultat intéressant est présenté en figure B.3 avec l’exemple de l’anion BF–4 :
pour les petits nanotubes (07-07), les charges forment un anneau autour de l’ion. Pour
les nanotubes 09-09, cet anneau peut toujours être observé, mais avec moins d’intensité
du côté le plus éloigné de l’ion. Pour les nanotubes plus grands, la charge est portée par
seulement quelques atomes de carbone proches de l’ion. La taille du nanotube a donc une
influence « géométrique » sur la localisation de la charge.
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Figure B.3 | Di érentes vues des quatre tailles de nanotubes contenant un anion BF–4.
Selon la taille du nanotube, un nombre de carbones plus ou moins grand se trouve chargé.
Annexe C
Systèmes non symétriques
Une simulation de charge à la ddp de 4 V a été réalisée sur un système aux électrodes
de CDC-1200 placées non symétriquement par rapport au plan médian entre les électrodes,
c’est-à-dire que l’électrode de droite est la translatée de l’électrode de gauche. En figure
C.1, la valeur de la charge au cours du temps dans l’électrode positive (la charge sur
l’électrode négative est exactement opposée) est comparée à la valeur de la charge dans le
cas où les deux électrodes sont placées symétriquement.
Figure C.1 | Comparaison de la valeur de la charge sur les atomes de carbone de l’électrode
positive pour deux types de supercondensateurs : dans le « système symétrique », le plan
médian entre les électrodes de CDC est un plan de symétrie, dans le « système non
symétrique », l’électrode de droite est la translatée de l’électrode de gauche. Les valeurs
de charge sont sensiblement identiques.
La di érence entre les valeurs plateau des deux courbes de charge est de moins de
10 e, ce qui est faible, dans la mesure où quand l’on charge un même système à partir
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de configurations de départ di érentes, l’écart sur les charges totales obtenu est de
quelques e seulement (cf. annexe H). Nous considérons par conséquent que l’influence de
la disposition des électrodes positive et négative de CDC sur la dynamique de charge est
faible. Cependant, pour pouvoir tirer les conclusions les plus précises possibles sur les
comportements des co-ions et des contre-ions, travailler avec des « systèmes symétriques »
permet de s’a ranchir d’une di érence de configuration entre électrode positive et négative.
Nous travaillons donc dans cette Thèse avec des systèmes symétriques.
Annexe D
Variations de température pour les simulations
dans l’ensemble NVE
Au cours des simulations de charge et de décharge réalisées dans l’ensemble thermody-
namique NVE, des variations de température sont observées. L’e et de la température a
été assez peu étudié dans la littérature [227]. Dans cette partie, nous proposons des mo-
dèles simples montrant que les ordres de grandeur de ces évolutions de températures sont
attendues. Les résultats ont été obtenus en collaboration avec Simon Gourdin, doctorant
au laboratoire.
Modélisation du système et hypothèses
Un supercondensateur est assimilé à deux électrodes planes de graphène, en contact
avec le liquide ionique pur [BMI][PF6]. Il est représenté par un condensateur en série avec
une résistance, le condensateur étant considéré idéal (Cdiff = Cint = Cid). La résistance
vient donc du liquide ionique.
Lors du processus de charge simulé soit par la méthode des charges fixes, soit par la
méthode du potentiel constant, nous allons considérer les trois instants clés suivants :
– à t = t0, le système est à l’équilibre avec des charges nulles sur l’électrode, à une
température T (t0) choisie par l’utilisateur.
– à t = t1, chaque atome de carbone de l’électrode a une charge de 0,01 e, les espèces
de l’électrolyte n’ont pas encore été déplacées.
La variation d’énergie entre ces deux derniers états est notée  t1t0Etotale et T (t1)≠
T (t0) = 0. Nous appelons vitesse d’échau ement initiale la dérivée à droite de la
température en fonction du temps (la dérivée à gauche est nulle) :
dT
dt
----
t+1
(D.1)
– à t = tŒ, la simulation est terminée, le système a atteint un nouvel état d’équilibre.
La variation d’énergie entre ces deux derniers états est notée  tŒt1 Etotale. La variation
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de température associée est appelée échau ement final :
 tŒt1 T = T (tŒ)≠ T (t0) (D.2)
D.1 | Simulations à charge constante
Lors des simulations menées à charges fixes, l’augmentation de température observée
est très importante. Pour le cas d’une charge de 0,01 e par carbone imposée à l’électrode
positive, présenté au paragraphe précédent, la température initiale T (t0) est de 400 K, et
après seulement 1 ps, elle est de 25 000 K (cf. figure D.1). Des températures non physiques
sont donc extrêmement rapidement observées avec cette méthode.
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Figure D.1 | Augmentation de température typiquement observée dans les simulations
à charges fixes. Pour le cas d’une charge de 0,01 e par carbone imposée à l’électrode
positive, la température initiale T (t0) est de 400 K, et après seulement 1 ps, elle est de
25 000 K. Le supercondensateur simulé est constitué d’électrodes de CDC-1200 en contact
avec l’électrolyte [BMI][PF6].
Estimation de l’énergie injectée et échauﬀement initial
Calculons la variation de l’énergie du système entre t0 et t1, correspondant à l’instant
suivant l’introduction des charges sur les électrodes de carbone. Cette variation est non
nulle puisqu’elle correspond à une perturbation.
 t1t0Etotale =  
t1
t0Epotentielle + 
t1
t0Ecinétique (D.3)
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Les vitesses des particules du fluide ne varient pas encore juste après l’introduction des
charges, donc :
 t1t0Ecinétique = 0 (D.4)
On a alors :
 t1t0Etotale =  
t1
t0Epotentielle (D.5)
En ce qui concerne l’énergie potentielle, nous pouvons la décomposer de la manière
suivante :
 t1t0Epotentielle =  
t1
t0Epotentielle(électrolyte/électrode)
+ t1t0Epotentielle(électrolyte/électrolyte)
+ t1t0Epotentielle(électrode/électrode) (D.6)
Nous allons examiner ces termes un à un. Nous pouvons tout d’abord noter que les deux
derniers sont exclusivement d’origine électrostatique, alors que le premier ne l’est que
partiellement.
Le liquide est, avant introduction des charges, organisé de manière symétrique par
rapport au plan médian entre les deux électrodes. Le potentiel électrique créé par les
charges est antisymétrique par rapport à ce même plan, car le plan médian est un plan
d’antisymétrie pour les charges ajoutées. L’énergie potentielle d’interaction entre les
charges du liquide et les charges des parois est donc nulle, par symétrie.
 t1t0Epotentielle(électrolyte/électrode) = 0 (D.7)
A t = t1, les positions des molécules de l’électrolyte n’ont pas été modifiées, donc on a :
 t1t0Epotentielle(électrolyte/électrolyte) = 0 (D.8)
Le seul terme contribuant à l’énergie potentielle est donc celui correspondant à l’interaction
entre les charges des deux électrodes. Il correspond à l’énergie d’un condensateur plan,
ayant entre ses armatures un milieu de permittivité diélectrique de 1, la polarisabilité
électronique de l’électrolyte n’étant pas prise en compte. Cette énergie est nulle avant
l’application perturbative des charges, le condensateur étant déchargé à t0 et à l’équilibre :
 t1t0Epotentielle(électrode/électrode) =
‡2LS
2Á0
(D.9)
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avec ‡ la charge surfacique des électrodes, L la distance entre les deux électrodes, S leur
surface, et Á0 la permittivité diélectrique du vide. On a donc finalement :
 t1t0Etotale =
‡2LS
2Á0
(D.10)
L’application numérique donne  t1t0Etotale = 9, 6.10≠16 J.
Pour résumer, juste après l’introduction des charges, si l’électrolyte n’a pas eu le temps
de s’adapter, il n’y a pas de contribution autre qu’électrostatique à l’énergie totale du
système. En imposant des valeurs fixées aux charges, on ajoute au système de l’énergie,
comme s’il n’y avait pas d’électrolyte entre les bornes du supercondensateur. On ajoute
donc l’énergie correspondant à celle d’un condensateur plan, de même taille et charge que
la cellule de simulation. Cette énergie potentielle injectée est très grande.
Nous pouvons estimer l’échau ement au début de la simulation, juste après l’ajout des
charges, et dans les 250 premières femtosecondes de simulation, à partir de l’e et Joule.
Par définition, on a pour la puissance injectée :
Pinjectée =
ˆEelectrostatique
ˆt
= ≠
⁄
V
j ·EdV
= ≠
⁄
V
KE2dV = ≠
⁄
V
K
‡2
Á20
dV = ≠KV ‡
2
Á20
(D.11)
avec j le courant, E le champ électrique uniforme dans les électrodes, V le volume
d’électrolyte et K sa conductivité.
On remarque que cette dernière expression peut aussi être vue comme l’énergie
électrostatique injectée divisée par le temps caractéristique de dissipation du champ
électrique (aussi appelé temps de Maxwell-Wagner ou temps de Debye, cf. partie du
chapitre 1), c’est-à-dire :
‡2KV
Á20
= ‡
2LS/2Á0
Á0/K
=  
t1
t0Etotale
·MW
(D.12)
Nous pouvons estimer la conductivité électrique K par la relation de Nernst-Einstein :
K = ﬂ+q
2
+D+ + ﬂ≠q2≠D≠
kB ◊ T (D.13)
avec ﬂ± la densité ionique, q± = ±ze la charge des ions, z étant la valence, et D± leur
coe cient de di usion.
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Si on se place à un temps très court après l’application de la di érence de potentiel,
on peut supposer que la température reste proche de sa valeur initiale T , et donc que la
conductivité électrique K, la capacité calorifique CV et les coe cients de di usion D± ne
varient pas avec la température au cours de la simulation.
Comme il y a exactement le même nombre d’anions et de cations, on peut remplacer
la densité ionique par : ﬂ± = N±/V = Nion/2V . Si l’on suppose maintenant que les deux
types d’ions ont le même coe cient de di usion D (dans le cas présent, d’après [126]
D+ = 1, 99.10≠10 m2.s≠1 et D≠ = 2, 22.10≠10 m2.s≠1), on peut simplifier la conductivité
électrique en :
K = Nionz
2e2D
V kBT
(D.14)
L’application numérique donne K = 2, 3 S.m≠1, en parfait accord avec la valeur déterminée
dans [8] à partir des déplacements quadratiques moyens pondérés par les charges des ions.
D’autre part, comme :
Pinjectée =
dT
dt
----
t+1
. CV (D.15)
connaître la capacité calorifique du système nous permet d’accéder à la vitesse d’échau e-
ment initiale.
Nous pouvons estimer la capacité calorifique du système en nous plaçant dans l’hypo-
thèse du gaz parfait et en comptant pour chaque degré de liberté 1/2 kB. Les atomes de
l’électrode sont fixes, donc aucun degré de liberté n’y est associé ; les anions, sphériques
dans le modèle à gros grains que nous utilisons, ont seulement des degrés de liberté
translationnels ; les cations ont des degrés de liberté translationnels et rotationnels (on
rappelle que l’on considère que seul un changement dans les vitesses a ecte l’énergie du
système, et non un changement des positions).
CV ¥ 3N+kB + 32N≠kB =
9
4NionkB (D.16)
L’application numérique donne CV = 3, 72.10≠20 J.K≠1. En combinant les équations D.12
et D.15, avec ‡ = 4,4.1019 e.m≠2 pour la charge surfacique, et la ddp V valant 1 V dans
l’exemple de la figure D.1, nous pouvons évaluer que dTdt
--
t+1
= 6720 K/ps. Les résultats
de simulation montrent qu’après 250 fs, la température atteint 2800 K, ce qui donne un
rythme d’échau ement initial de 9600 K/ps. Les deux valeurs sont en très bon accord
compte tenu de la simplicité du modèle proposé dans cette partie.
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Estimation de l’énergie finale et échauﬀement final
Plaçons-nous maintenant à t = tŒ. Longtemps après l’application des charges, l’élec-
trolyte s’est réorganisé, les cations (respectivement, les anions) compensant les charges de
l’électrode négative (respectivement, positive). On a cette fois, d’après la conservation de
l’énergie :
 tŒt1 Etotale =  
tŒ
t1 Epotentielle + 
tŒ
t1 Ecinétique = 0 (D.17)
Pour l’énergie potentielle, on a essentiellement des contributions électrostatiques. Des
termes non électrostatiques évoluent mais sont très faibles et donc négligeables, puisqu’il
n’y a pas de compression des molécules, pas de liaison chimique défavorable par exemple.
On a alors :
 tŒt1 Epotentielle =  
tŒ
t1 Epotentielle(électrostatique)
= 12 
t=Œ
t1 Á0
⁄⁄⁄
V
E2dV
(D.18)
avec E le champ électrique. Si de plus on considère que le champ électrique s’annule dans
le supercondensateur sur une distance caractéristique ”, la di érence d’énergie potentielle
vaut alors :
 tŒt1 Epotentielle(électrostatique) = ≠
‡2(L≠ 2”)S
2Á0
(D.19)
Dans le cas où ” tend vers 0 (c’est-à-dire pour les grandes distances Lz entre les électrodes),
on constate que l’on a :
 tŒt1 Epotentielle(électrostatique) = ≠ t1t0Etotale (D.20)
et donc :
 t1t0Etotale =  tŒt1 Ecinétique (D.21)
peut se simplifier en :
 tŒt1 Etotale ¥  tŒt1 Ecinétique (D.22)
L’énergie potentielle injectée avec l’introduction des charges est donc convertie en fin de
simulation en énergie cinétique.
En ce qui concerne l’énergie cinétique, comme l’électrolyte est globalement et localement
immobile, il n’y a pas de terme de type énergie cinétique du centre de masse, que ce soit
de rotation ou de translation : toute l’énergie cinétique est donc sous forme thermique.
De plus, d’après le théorème d’équipartition de l’énergie, l’énergie thermique peut s’écrire
sous la forme :
 tŒt1 Ecinétique =  
tŒ
t1 Ethermique =
9
4Nions kB  
tŒ
t1 T (D.23)
Avec Nions le nombre total d’ions, kB la constante de Boltzmann,  tŒt1 T l’échau ement
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final, et 9/2Nions le nombre de degrés de liberté du système.
On peut donc évaluer l’échau ement final pour des simulations à charges constantes
de la façon suivante :
 tŒt1 T =
2‡2(L≠ 2”)S
9NionskBÁ0
(D.24)
Si l’on fait tendre ” vers 0, c’est-à-dire toujours dans l’hypothèse où la distance Lz entre
les électrodes est grande, on a :
 tŒt1 T =
2‡2LS
9NionskBÁ0
(D.25)
L’application numérique donne  tŒt1 T = 45 000 K. L’accord avec la valeur donnée par la
simulation ( tŒt1 T = 25 000 K, cf. figure D.1) est bon, puisque l’ordre de grandeur est
respecté, malgré la simplicité du modèle utilisé. Dans la simulation, cette température
est atteinte après environ 1 picoseconde, temps du même ordre de grandeur que ·MW ,
temps de diminution du champ électrique dans la cellule, ou temps de Maxwell-Wagner,
qui vaut ici 4 ps (avec la valeur 1 pour la permittivité diélectrique relative, et d’après
l’équation 1.1 du chapitre 1). Notre modèle permet donc d’évaluer le temps caractéristique
de l’échau ement dans les simulations à charges fixes.
Pour résumer, à la fin de la simulation, le champ électrique dans la cellule de simulation
s’est pratiquement annulé, car l’électrolyte s’est réorganisé près des électrodes. Il y a donc
beaucoup moins d’énergie électrostatique qu’à l’instant suivant l’ajout des charges. Comme
l’énergie totale du système doit être conservée, si l’énergie électrostatique a diminué au
cours de la simulation, c’est qu’une autre énergie a augmenté : c’est l’énergie cinétique, ici
microscopique. L’énergie cinétique microscopique dans un système localement au repos
est l’énergie d’agitation thermique.
D.2 | Simulations à potentiel constant
L’évolution des températures pour deux simulations à potentiel constant à partir du
même système est donnée en figure D.2. Aux temps courts, c’est-à-dire dans les 100 pre-
mières picosecondes pour une charge avec une di érence de potentiel appliquée de 1 V,
la température qui était initialement de 400 K atteint 429 K ; elle augmente donc de
0,29 K/ps. Pour une charge avec une di érence de potentiel de 4 V, après 100 ps la
température vaut 575 K ; elle augmente donc de 1,75 K/ps. Les températures finales dans
ces deux cas sont d’environ 480 K et 780 K. Nous montrons dans cette partie que cette
augmentation de température est associée à la création d’un courant le long de la cellule
selon la loi d’Ohm, et qu’elle est expliquée par une dissipation de l’énergie par e et Joule,
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comme pour l’échau ement initial des simulations à charge constante.
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Figure D.2 | Evolution des températures pour deux simulations à potentiel constant
à des ddp de 1 V et 4 V. Le supercondensateur simulé est constitué d’électrodes de
CDC-1200 en contact avec l’électrolyte [BMI][PF6].
Estimation de l’échauﬀement initial
La vitesse d’échau ement initial peut être estimée à partir de la variation de chaleur
injectée dQ/dt (le travail du système est nul puisque l’on est à volume fixé), qui est égale
à la puissance électrique délivrée par l’électrolyte. À partir de P = U.I, on calcule la
variation de puissance :
dP = EdLz · jdS = j ·EdV (D.26)
avec E le champ électrique, Lz la distance entre les électrodes, j le courant, S la surface
d’une électrode, et V est le volume d’électrolyte. Comme le potentiel est une fonction
a ne d’une direction, tant que l’électrolyte ne s’est pas réorganisé, et ne varie pas dans
les deux autres, on a :
E = ≠grad V = ≠  /L (D.27)
pour le champ électrique imposé à l’électrolyte par l’électrode. La loi d’Ohm microscopique
donne : jel = KE. On peut donc écrire :
Pel =
⁄
V
K (E)2 dV = K
3  
L
42
V (D.28)
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En identifiant Pel et dQ/dt, on obtient :
dT
dt
----
t+1
= 1
CV
dQ
dt =
KV
CV
3  
L
42
(D.29)
En utilisant les équations (3.15) et (3.17) précédemment obtenues pour K et CV , on
obtient :
dT
dt
----
t+1
= 49z
2
3
e  
kBT
42
T
D
L2
(D.30)
L’application numérique (T = 400 K, Lz = 9, 53 nm, et D = 2, 05.10≠10 m2.s≠1) donne
une vitesse d’échau ement de 0,33 K.ps≠1 pour une di érence de potentiel de 1 V, et, pour
une di érence de potentiel de 4 V, une vitesse d’échau ement de 5,28 K.ps≠1. L’accord
est très bon avec la vitesse d’échau ement de la simulation à la ddp de 1 V. Notre modèle
surestime la température pour les simulations à potentiel plus élevé, probablement car
un certain nombre d’hypothèses relativement fortes ont été émises. Il est important de
remarquer que si nos simulations présentaient l’échau ement prédit par le modèle de
cette partie, les températures finales de nos simulations à potentiel élevé seraient très
importantes et donc assez peu raisonnables.
Estimation de l’échauﬀement final
Nous pouvons estimer l’échau ement final des simulations à potentiel constant de la
façon suivante : si l’on charge un circuit RC à potentiel constant, on injecte une énergie
électrique valant :
Einjectée = Q.U = CidU2 (D.31)
La part d’énergie stockée correspond à :
Estockée =
CidU2
2 (D.32)
La part d’énergie dissipée vaut donc :
Edissipée = Einjectée ≠ Estockée = CidU
2
2 (D.33)
Cette énergie dissipée est transformée en chaleur, et donc, comme Edissipée = CV tŒt1 T ,
on a :
 tŒt1 T =
2CidU2
9NionskB
(D.34)
En prenant comme capacité idéale Cid = 87 F/g [6], on obtient  tŒt1 T =170 K. Ce résultat
est en bon accord avec l’augmentation de température de 80 K observée dans notre
simulation à la ddp de 1 V, étant donné que la capacité idéale de 87 F/g a été calculée à
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partir des systèmes chargés équilibrés par la méthode des charges constantes, avec laquelle
un état d’équilibre est atteint beaucoup plus rapidement. Il est donc probable que cette
capacité soit plus grande que celle de nos simulations réalisées exclusivement à potentiel
constant, expliquant ainsi la surestimation en température.
En termes de temps caractéristique, l’échau ement final se fait approximativement sur
le même temps caractéristique que la charge à 1 V, c’est-à-dire sur quelques centaines de
picosecondes (cf. chapitre 5).
Il est finalement légitime de se demander si la di érence essentielle entre les simulations
réalisées à potentiel constant et celles réalisées à charge constante est donc la température.
Pour répondre à cette question, nous réalisons une simulation à charge constante avec
un « rescaling » des vitesses à chaque pas permettant de maintenir artificiellement la
température à 400 K. Quand nous comparons les valeurs de nombres d’ions dans les
électrodes entre cette situation et la simulation à ddp constante de 1 V (où la température
reste proche de 400 K), nous nous apercevons qu’ils sont di érents, et donc qu’il n’y a pas
que la température qui di érencie les deux méthodes.
Symétriquement, nous réalisons également une simulation du processus de charge
de 0 V à 1 V, en maintenant la ddp constante et en imposant une température non
physique de 25 000 K. La charge sur les atomes de carbone du supercondensateur est
alors totalement irrégulière, oscillant entre 0 e par carbone et une vingtaine d’électrons
par carbone pour l’électrode positive. La charge n’est donc pas du tout fixe et la moyenne
n’est pas proche de 0.01 e, valeur de la charge par carbone qui correspond environ à un
potentiel de 1 V . Cette seconde observation confirme à nouveau qu’il y a une profonde
di érence méthodologique entre charges fixes ou potentiel constant.
Décharges
Nous constatons que l’échau ement accompagnant les processus de décharge est
légèrement moins important que l’échau ement accompagnant les processus de charge.
Par exemple, pour le CDC-1200 en contact avec l’électrolyte pur [BMI][PF6], à 400 K,
la charge à la ddp de 2 V donne une température finale de 510 K ( tŒt1 T = 110 K). À
l’issue de la décharge, on a T =590 K, c’est-à-dire  tŒt1 T =80 K. Ceci peut s’expliquer
en considérant que la charge n’est pas totale. Un modèle RC simple donne les relations
suivantes :
q = CU ; Einjectée = qU = CU2 ; Estockée =
CU2
2 (D.35)
avec U la tension aux bornes du circuit condensateur. Dans le cas d’un processus de
charge non totale, on a qÕ = CU Õ, où U Õ est la tension aux bornes du condensateur à la fin
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de la charge partielle. On a alors :
Estockée =
CU Õ2
2 et Einjectée = q
ÕU = CU ÕU , avec U Õ Æ U (D.36)
Le rapport Estockée/Einjectée donne U Õ/2U Æ 1/2. Lors du processus de charge partielle,
moins de la moitié de l’énergie injectée est stockée, plus de la moitié de l’énergie injectée
est dissipée. Lors du processus de décharge suivant la charge, il n’est pas possible de
dissiper plus d’énergie que celle qui a été stockée à la charge, donc moins de la moitié
de l’énergie est dissipée, et par conséquent le système présente un échau ement moins
important à la décharge qu’à la charge.
Eﬀet du solvant sur la température
Les échau ements sont nettement moins importants dans les systèmes avec acétonitrile
par rapport aux systèmes sans solvant. Par exemple, pour des simulations de charge de
0 V à 1 V, pour le CDC-1200, on a pour l’électrolyte pur  tŒt1 T = 80 K, alors que  
tŒ
t1 T =
20 K avec acétonitrile. Or, il y a quatre fois plus de molécules dans les systèmes avec
acétonitrile disponibles pour dissiper l’énergie. Ces échau ements moins importants avec
solvant sont donc cohérents.
Pour conclure, dans cette annexe, nous avons expliqué de manière simple l’origine des
élévations de température dans les simulations réalisées à charges fixes ou à potentiel
constant dans l’ensemble thermodynamique NVE. Les raisonnements demeurent valables
pour des électrodes poreuses su samment espacées l’une de l’autre. En e et, si les
électrodes sont su samment espacées, leur géométrie locale importe peu, la majorité des
phénomènes se déroulant « dans la masse » (ceci est vrai uniquement à charge constante ;
à potentiel constant, la di érence de potentiel est entre l’électrode et la solution). Les
modèles proposés permettent de prédire des valeurs numériques dont l’ordre de grandeur
est toujours en accord avec les simulations. Nous avons également mis en évidence les
di érents temps caractéristiques associés aux phénomènes d’échau ement.

Annexe E
Simple marche de potentiel ou marches
successives
Afin de valider la méthodologie de l’application d’une marche de potentiel pour simuler
l’étape de charge, décrite au chapitre 3, partie 3.3.2, nous avons comparé deux simula-
tions, sur des CDC-1200 en contact avec l’électrolyte [BMI][PF6] solvaté dans l’acétonitrile :
– une charge à la ddp de 1 V avec une marche de potentiel de 0 à 1 V
– deux charges successives avec deux marches de potentiel de plus petite amplitude :
l’une de 0 V à 0,5 V, l’autre de 0,5 V à 1 V, une fois que l’état stationnaire à 0,5 V
a été atteint (aux alentours de 5,4 nanosecondes).
La figure E.1 montre la valeur des charges sur les atomes de carbone de l’électrode
positive pour les deux méthodes. Les états stationnaires atteints par la méthode de la
marche unique ou de la double marche ont la même valeur de charge. En ce qui concerne
les énergies dissipées, quantifiables par la température finale des systèmes, elles sont assez
proches dans les deux cas : à la fin de la simulation de charge à la ddp de 1 V par une
unique marche de potentiel, la température finale est de 320 K ; elle est de 314 K dans le
cas des deux marches. Nous nous apercevons également que l’état stationnaire est atteint
plus rapidement avec la simple marche. Il est donc raisonnable de simuler l’étape de charge
avec une unique marche de potentiel, prenant en compte les contraintes de temps de calcul
qui nous sont imposées.
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Figure E.1 | Comparaison de la valeur de la charge sur les atomes de carbone de
l’électrode positive pour deux simulations : l’une avec une charge de 0 V à 1 V, l’autre
avec deux charges successives, de 0 V à 0,5 V, puis de 0,5 V à 1 V.
Annexe F
Rampes de potentiel et processus transitoires
En sus des simulations réalisées avec une marche de potentiel, nous avons fait quelques
simulations avec des « rampes de potentiel ». Comme pour les expériences de voltammétrie
cyclique, nous choisissons une valeur de potentiel initiale et une valeur finale ainsi que
le nombre de pas pour la simulation, correspondant au temps de simulation. Ainsi, à
chaque pas, une marche de potentiel infinitésimale est appliquée. Pour des raisons de coût
de simulation, les vitesses de balayage que nous avons choisies sont tout de même très
grandes (cf. figure F.1) par rapport aux vitesses de balayage des expériences (10 mV/s).
Les densités de courant que nous obtenons sont bien plus importantes que les densités de
courant obtenues expérimentalement, qui sont de l’ordre de la dizaine de mA/cm2 [82].
Il est par conséquent légitime de penser que le système ne peut pas atteindre l’état
stationnaire après chaque nouvelle sollicitation en potentiel. Des résultats de simulations à
5 V/ns ont été publiés dans la littérature par l’équipe de A. Kornyshev [177] : un pore en
fente est soumis à plusieurs cycles charge-décharge, et les densités ioniques sont étudiées.
Elles sont très dépendantes de la vitesse de cyclage, ce qui est en accord avec les résul-
tats que nous obtenons avec les simulations à di érentes valeurs de potentiel (cf. chapitre 5).
En figure F.1, les densités de courant en fonction du potentiel sont présentées pour
trois situations, où les CDCs sont en contact avec le liquide ionique pur [BMI][PF6].
Comme trouvé par nos simulations avec une marche de potentiel, le CDC-800 est moins
performant que le CDC-1200, la forme du voltammogramme témoignant d’une résistance
plus importante. Si l’on compare les deux vitesses de balayage appliquées au CDC-1200,
la vitesse la plus lente permet d’obtenir un voltammogramme légèrement plus proche de
l’idéalité, ce qui a du sens, puisque plus la vitesse de balayage est lente, plus le système a
le temps de s’adapter à la perturbation, et meilleur est le stockage de l’énergie.
Pour continuer à exploiter l’intérêt de cette méthodologie à rampes de potentiel, il
serait intéressant de réaliser d’autres vitesses de balayage, en particulier plus lentes.
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Figure F.1 | Voltammogrammes obtenus par simulation de dynamique moléculaire. Trois
systèmes ont été étudiés : le CDC-1200 en contact avec le liquide ionique pur [BMI][PF6]
à deux vitesses de balayage di érentes (1 V/ns et 2 V/ns) et le CDC-800 en contact avec
le liquide ionique pur [BMI][PF6] à la vitesse de balayage de 2 V/ns. Comme attendu, le
CDC-800 est moins performant que le CDC-1200.
Annexe G
Modèle de ligne à transmission
Dans cette annexe, nous présentons les résultats analytiques pour le processus de
charge du circuit équivalent décrit dans la figure 5.4 du chapitre 5. À partir de l’impédance
associée à chaque composant, à savoir Rbulk, Rl, 1/jC1Ê et 1/jC2Ê, et leur combinaison
en série et en parallèle, l’impédance globale de la cellule de simulation vaut :
Z(Ê) = (jÊ)
2Rl(Rbulk + 2Rl)C1C2 + jÊ [(Rbulk + 2Rl)C1 + (Rbulk + 4Rl)C2] + 2
(jÊ)2RlC1C2 + jÊ(C1 + C2)
(G.1)
Dans l’espace de Fourier, la charge totale Q des électrodes est liée au potentiel V :
Q(Ê) = I(Ê)
jÊ
= V (Ê)
jÊZ(Ê) , (G.2)
en utilisant la définition de l’impédance et le fait que l’intensité I est la dérivée de la
charge en fonction du temps. À partir de l’équation G.1, il s’ensuit :#
(jÊ)2 + jÊa+ b
$
Q(Ê) = [c+ jÊd]V (Ê) , (G.3)
avec
a = (Rbulk + 2Rl)C1 + (Rbulk + 4Rl)C2(Rl(Rbulk + 2Rl)C1C2
b = 2(Rl(Rbulk + 2Rl)C1C2
c = C1 + C2(Rl(Rbulk + 2Rl)C1C2
d = 1
Rbulk + 2Rl
.
(G.4)
Par conséquent, la charge totale Q(t) satisfait l’équation di érentielle suivante :
QÕÕ(t) + aQÕ(t) + bQ(t) = cV (t) + dV Õ(t) , (G.5)
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avec les mêmes coe cients a, b, c et d. Cette équation di érentielle linéaire est ensuite
résolue par les conditions aux limites suivantes :
– à t = 0, on a une marche de potentiel de 0 V à V0 = 1 V, c’est-à-dire que V (t) =
V0 (t), avec   la fonction de Heaviside
– on a donc V Õ(t) = V0”(t), avec ” la distribution de Dirac. En particulier, à t = 0≠ la
charge Q et l’intensité QÕ tendent vers 0.
Pour t > 0, on a la solution suivante :
Q(t) = Qmax
5
1≠ A1 exp
3
≠ t
·1
4
≠ A2 exp
3
≠ t
·2
46
, (G.6)
mentionnée au chapitre 5, avec les expressions suivantes pour les constantes :
Qmax =
c
b
V0 =
C1 + C2
2 V0
·1 =
2
a+
Ô
a2 ≠ 4b
·2 =
2
a≠Ôa2 ≠ 4b
A1 =
1
2
5
1 + 2bd≠ ac
2c
Ô
a2 ≠ 4b
6
A2 =
1
2
5
1≠ 2bd≠ ac
2c
Ô
a2 ≠ 4b
6
.
Les charges Q1 et Q2 de chacune des deux tranches de l’électrode peuvent aussi être dé-
terminées à partir de l’impédance de chaque embranchement du circuit. Nous trouvons que
Q1 satisfait la même équation G.5 que la charge totale, avec les mêmes valeurs des coe -
cients a et b, mais c et d sont remplacés par c1 = 1/Rl(Rbulk+2Rl)C1 et d1 = 0. La solution
pour Q1(t) est ensuite obtenue en remplaçant ces coe cients dans la solution pour Q(t).
La charge de la seconde tranche s’obtient simplement par la relation : Q2(t) = Q(t)≠Q1(t).
Parmi tous les paramètres introduits dans le modèle présenté dans cette annexe, Rl
est le seul paramètre inconnu. La résistance du bulk Rbulk peut être déduite à partir de la
conductivité électrique ‡ :
Rbulk =
L
‡S
(G.7)
avec L, la distance entre les deux électrodes, S la surface d’une électrode, ‡ la conductivité
de l’électrolyte. En prenant en compte les augmentations de température observées au
cours des simulations et expliquées dans l’annexe D, nous avons, pour les CDCs 800, 950 et
1200, des conductivités respectivement égales à 4,5, 5,0 et 5,3 S.m≠1, à partir des données
de simulation de Roy et Maroncelli [125]. Nous remarquons que si nous prenons une valeur
Modèle de ligne à transmission 173
moyenne pour la conductivité de 5,0 S.m≠1, la valeur obtenue pour Rl ne change que très
légèrement. C1 et C2 sont donnés par la charge finale totale dans chacune des tranches de
l’électrode.
Nous avons ajusté Rl avec Q(t) par la méthode des moindres carrés. Les résultats de
l’ajustement pour les CDCs 950 et 800 sont représentés sur la figure G.1 (l’ajustement pour
le CDC-1200 est présenté en figure 5.5 de la partie 5.1.1 du chapitre 5). L’accord pour le
CDC-950 est aussi bon que celui pour le CDC-1200. Nous pouvons avancer deux hypothèses
pour l’accord moins bon avec le CDC-800. D’une part, cette structure de carbone est plus
désordonnée que les deux autres, et ses pores sont plus petits, amoindrissant la validité du
modèle de ligne à transmission, valable en principe pour des pores de taille relativement
importante. D’autre part, le plateau de fin de charge n’est pas parfaitement atteint pour
cette structure, même après 16 nanosecondes. L’ajustement serait peut-être di érent avec
une simulation plus longue, qu’il n’était pas possible de réaliser avec nos contraintes de
coût calculatoire. Enfin, l’accord entre les courbes du modèle et celles de nos simulations
pour les charges par tranche d’électrode confirme la transférabilité des valeurs de Rl.
Figure G.1 | Ajustement du paramètre Rl, résistance de l’électrolyte dans l’électrode,
grâce à nos simulations. L’accord est très bon, validant ainsi l’utilisation du modèle de
ligne à transmission à deux tranches. L’ajustement avec le Rl trouvé pour l’électrode
totale est vérifié avec l’expression de la charge sur chacune des deux tranches
Les valeurs de paramètres du circuit électrique pour tous les CDCs sont données dans
le tableau G.1. Les Rl sont du même ordre de grandeur pour les CDCs 1200 et 950, en
accord avec leurs charges quasiment identiques présentées en partie 5.2.1 du chapitre 5. De
plus, étant donné les épaisseurs relatives de l’électrolyte (50 Å pour chaque demi-cellule)
et de l’électrode (42 Å d’épaisseur pour chaque électrode) dans nos simulations, et étant
donné que Rbulk et Rl sont du même ordre de grandeur pour les CDCs 1200 et 950, nous
pouvons conclure que pour ces carbones, le transport des ions est peu a ecté dans les
pores de l’électrode. Ceci est en accord avec la structure de ces électrodes, qui contiennent
des pores interconnectés avec une taille de pore moyenne de 9,0 Å. Pour le CDC-800, le
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transport dans les pores plus petits est plus lent, d’un facteur 4 environ, en accord avec la
charge moins e cace du CDC-800, aussi présentée en partie 5.2.1 du chapitre 5.
CDC-1200 CDC-950 CDC-800
Rbulk (108  ) 1,0 1,1 1,2
Rl (108  ) 1,2 0,7 4,9
C1 (10≠18 F) 4,3 3,6 3,9
C2 (10≠18 F) 2,7 3,2 2,6
Tableau G.1 | Paramètres du circuit équivalent pour les di érents CDCs.
Un dernier test pour vérifier la transférabilité du modèle a été d’appliquer les résultats
présentés ici aux simulations de charge réalisées à la ddp de 2 V sur les trois structures
de CDC, sans réitérer l’ajustement du paramètre Rl. L’accord obtenu entre modèle et
simulations est très bon pour les CDCs 1200 et 950. Pour le CDC-800, l’accord est à nouveau
moins bon, pour les mêmes raisons que celles proposées précédemment (cf. figure G.2).
Figure G.2 | Charge totale sur l’électrode positive pour la simulation d’un processus de
charge à la ddp de 2 V, pour les trois structures de CDC. Les résultats de simulation
sont comparés à ceux obtenus avec l’équation G.6, le paramètre Rl ayant été ajusté sur
les simulations à la ddp de 1 V. La courbe marron correspond au CDC-1200, la courbe
orange au CDC-950, la courbe cyan au CDC-800.
Annexe H
Augmentation de la statistique
Dans des simulations de situations hors-équilibre, il est d’usage de simuler plusieurs
centaines de systèmes, afin d’avoir une statistique fiable. Dans ce travail, il n’est pas
possible d’atteindre un si grand nombre de simulations, trop coûteuses en temps de
calcul. Cependant, nous compensons en partie ce point par la simulation d’un nombre très
important de molécules. En outre, nous simulons plusieurs CDCs, à plusieurs potentiels,
et dans plusieurs solutions. Ici, pour avoir davantage de statistique, nous présentons
les résultats de plusieurs simulations d’une durée de 1 ns qui ont été réalisées sur cinq
configurations initiales du même système : CDC-1200 en contact avec le liquide ionique
pur, pour une charge de 0 V à 1 V. La di érence pour les charges obtenues est au maximum
de 2,5 e, ce qui est faible, comparé aux charges finales obtenues lorsqu’un état stationnaire
est atteint. Les temps caractéristiques calculés dans les chapitres 5 et 6 sont donc fiables.
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Figure H.1 | Charges totales sur l’électrode positive de CDC-1200 pour la première
nanoseconde du processus de charge. La di érence pour les charges obtenues est au
maximum de 2,5 e.
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Nature Communications, 4 :2701, 2013.
• C. Pean, C. Merlet, B. Rotenberg, P. A. Madden, P.-L. Taberna, B. Da os, M.
Salanne et P. Simon : On the Dynamics of Charging in Nanoporous Carbon-Based
Supercapacitors, ACS Nano, 8 :1576–1583, 2014.
• C. Pean, B. Da os, C. Merlet, B. Rotenberg, P.-L. Taberna, P. Simon et M. Salanne :
Single electrode capacitances of porous carbons in neat ionic liquid electrolyte
at 100˚ C : a combined experimental and modeling approach, Journal of the
Electrochemical Society, 162 :A5091–A5095, 2015.
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Modélisation des processus dynamiques dans les supercondensateurs 
Résumé : 
Les supercondensateurs ou Condensateurs à Double-Couche Electrochimique sont des systèmes 
novateurs et prometteurs pour le stockage de l'énergie. La modélisation par la simulation numérique 
est l'outil principalement utilisé dans cette thèse pour étudier les supercondensateurs. La modélisation 
est complémentaire aux expériences, et les deux méthodologies sont autant que possible mises en 
regard. Dans un premier temps, une méthode permettant de calculer la capacité des électrodes 
poreuses modélisées à l'équilibre a été mise au point, afin de mesurer les performances des systèmes 
étudiés. Puis, des cycles de charge et de décharge, processus dynamiques correspondant à des 
situations hors-équilibre, ont été réalisés, sur des systèmes modèles variés : différentes structures 
d'électrodes nanoporeuses de carbone, en contact avec des électrolytes purs ou avec solvant, soumis à 
des différences de potentiel plus ou moins élevées. À partir des données obtenues, le mécanisme de 
charge des supercondensateurs a été identifié et décomposé en plusieurs étapes. L'influence de la 
structure du matériau, du solvant et de la valeur du potentiel a été analysée. Enfin, des simulations à 
l'équilibre ont permis d'étudier le transport des espèces de l'électrolyte dans les milieux poreux 
particuliers que sont les électrodes de carbone. Ce travail propose par conséquent une étude complète 
et cohérente des processus dynamiques dans les supercondensateurs. 
Mots clés : stockage de l'énergie, supercondensateurs, simulation numérique, dynamique moléculaire, 
situations hors-équilibre, phénomènes de transport, adsorption, matériaux poreux, liquides ioniques et 
solvant.  
 
 
Modeling dynamic processes in supercapacitors 
Abstract : 
Supercapacitors or Electrical Double Layer Capacitors  (EDLC) are an innovative and promising 
technology in the field of energy storage. Modeling via computer simulation is the main technique 
used in this work to study supercapacitors. This methodology is complementary to experiments, and 
comparisons are made. Firstly, a methodology allowing the calculation of capacitance for the modeled 
systems with porous electrodes has been developed. This enabled performance to be measured for 
these complex systems. Secondly, cycles of charging and discharging (out-of-equilibrium processes) 
have been realised on various model systems composed of different structures of carbon electrodes, in 
contact with either pure electrolytes or solvated ionic liquids, submitted to raised or lowered potential 
differences. From the data obtained, the charging mechanism of supercapacitors has been elucidated 
and decomposed in different steps. Furthermore, the influence of the structure of the material, the 
solvation, and the value of the potential has been analysed. Finally, equilibrium simulations were 
performed. This enabled the study of electrolyte species transport inside the porous carbon electrodes 
media. This work consequently provides a complete and consistent study of the dynamic processes in 
supercapacitors.  
Keywords: energy storage, supercapacitors, computer simulation, molecular dynamics, out-of-
equilibrium situations, transport phenomena, adsorption, porous materials, ionic liquids and solvent.  
