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Abstract
Association rule mining among frequent items has been extensively studied in data mining research. However, in recent years,
there has been an increasing demand for mining the infrequent items (such as rare but expensive items). Since exploring interesting
relationship among infrequent items has not been discussed much in the literature, in this paper, we propose two simple, practical
and effective schemes to mine association rules among rare items. Our algorithm can also be applied to frequent items with bounded
length. Experiments are performed on the well-known IBM synthetic database. Our schemes compare favorably to Apriori and FP-
growth under the situation being evaluated.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The main goal of association rule mining is to discover relationships among set of items in a transactional database.
The association rule has been extensively studied in the literature since Agrawal et al. first introduced it in [1,2]. A
typical application of association rule mining is market basket analysis. An association rule is an implication of the
form A ⇒ B, where A and B are frequent itemsets in a transaction database and A ∩ B = ∅. The rule A ⇒ B can
be interpreted as “if itemset A occurs in a transaction, then itemset B will also likely occur in the same transaction”.
By such information, market personnel can place itemsets A and B within close proximity, which may encourage the
sale of these items together and develop discount strategies based on such association/correlation found in the data.
Therefore, association rule mining has received a lot of attention. Fox example, Agrawal and Imielinski discussed
mining sequential patterns in [3], as well as mining quantitative association rules in large relational tables in [4], while
Bayardo considered efficiently mining long patterns from a database in [5] and Dong and Li studied efficient mining
of emerging patterns in [6]. On the other hand, Kamber et al. [7] proposed using data cubes to mine multi-dimensional
association rules and Lent et al. used the clustering method in [8]. While most researchers focus on association analysis
of rules [9–14], Brin et al. analyzed the correlations of association rules in [15]. With the development of data mining
techniques, quite a few researchers have worked on alternative patterns; for example, Padmanabhan et al. discussed
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unexpected patterns in [16], Liu et al. and Hwang et al. studied exception patterns in [17–19], and Savasere et al., Wu
et al. and Yuan et al. discussed negative association in [20–22] respectively.
The traditional algorithms discover valid rules by exploiting support and confidence requirements, and use a
minimum support threshold to prune its combinatorial search space. Two major problems may arise when applying
such strategies. (1) If the minimum support is set too low, this may increase the workload significantly, such as the
generation of candidate sets, construction of tree nodes, comparisons and tests. It will also increase the number of
rules considerably, which causes the traditional problem of algorithms suffering from extremely poor performance. In
addition, many patterns involving items with substantially different support level are produced, which usually have a
weak correlation and are not really interesting to users. (2) If the minimum support threshold is set too high, many
interesting patterns involving items with low support are missed. Such patterns are useful for identifying associations
among rare but expensive items such as diamond necklaces, rings and earrings, as well as the identification of identical
or similar web documents, etc.
Recently, there are some growing interests in developing techniques for mining association patterns without a
support constraint [23–25]. The algorithms proposed in [23] are limited to dealing with identifying pairs of similar
columns. The approaches presented in [24] and [25] employ a confidence-based pruning strategy instead of the
support-based pruning adopted in traditional association rule mining. The mining of support-free association discovers
rules in the patterns with high support, cross-support where items have widely differing support levels, and low
support. In fact, patterns with a high minimum support level often are obvious and well known; patterns with cross-
support level have extremely poor correlation, and patterns with low support often provide valuable new insights. J.
Ding discussed association rule mining among rare items in [26]. He designed a new disk-based data structure, called
Transactional Co-Occurrence Matrix (TCOM) to store the data information. This structure combines the advantages
of transactional oriented (horizontal) layout and item oriented (vertical) layout of the database. So any itemsets could
be randomly accessed and counted without full scan of the original database or the TCOM. He also constructed a
compressed matrix structures, called Reduced Transactional Co-Occurrence Matrix (RTCOM) which reside in the
memory. This matrix only contains the items, which are of interest in application. Then the infrequent patterns
and the valid association rules among infrequent items can be minded out. Although this is a significant theoretical
advancement in the subject, it is quite costly to implement this algorithm. Due to the specialties of patterns with low
support and the lack of practical and efficient methods for mining rules among rare items, we propose two schemes
(Matrix-based Scheme (MBS) and Hash-based Scheme (HBS)) to explore interesting associations among infrequent
items with memory-resident data structure. In both our schemes, only two passes over the database are needed;
a pruning function, interest(X, Y ), is employed to improve mining efficiency, and new interestingness measures,
CPIR (Y |X) and correlation(X, Y ), are exploited to discover rules of strong interest. In addition, these two schemes
can also be applied to discover association rules among frequent patterns with bounded length efficiently, which could
be very useful for some special circumstances.
The main contributions of this paper are as follows. (1) We devise two new algorithms to generate association rules
among rare items. There are very few papers that discuss and discover association rules among rare items. (2) New
interesting measures are used to capture rules of strong interest. (3) Our two schemes can also be applied to discover
rules among frequent items with bounded length efficiently compared with the classical algorithms, Apriori and FP-
growth. All of the traditional association rule mining algorithms explore rules of all lengths in database. Sometimes
users could be quite interested in the relationship of certain items for some special cases, in which case our methods
could be very helpful.
In the following, we will introduce our two methods for mining association rules among infrequent items. To mine
association rules among frequent items, we only need to make a little modification for the requirement of support
threshold measure.
The rest of this paper is organized as follows. In Section 2 we recall the basic concepts of association rule mining.
In Section 3 we present the pruning strategy. In Section 4 we discuss the correlation analysis. In Section 5 we present
our two schemes, MBS and HBS. In Section 6 our experimental results are illustrated, and in Section 7 the conclusion
and future work are described.
2. Basic concepts and terminology
Let I = {i1, i2 . . . iN } be a set of N distinct literals called items. Let D be a set of database transactions where
each transaction T is a set of items such that T ⊆ I . Each transaction is associated with a unique identifier, called
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Table 1
Purchase of a computer game and a video in an electronic store
Computer game ¬Computer game ∑row
Video 400 350 750
¬Video 200 50 250∑
col 600 400 1000
TID. Let A, B be a set of items; an association rule is an implication of the form A ⇒ B, where A ⊂ I , B ⊂ I , and
A∩ B = ∅. A is called the antecedent of the rule, and B is called the consequent of the rule. The rule A⇒ B holds in
the transaction set D with support s, where s is the percentage of transactions in D that contain both A and B. In other
words, the support of the rule is the probability P (A∪B). The rule A⇒ B also has another measure called confidence
c, where c is the percentage of transactions in D containing A that also contain B. In other words, the confidence of
the rule is the conditional probability P(B|A). The problem of discovering all association rules from transactional
database D consists of generating the rules that have a support and confidence greater than predefined thresholds.
Such rules are called valid (or strong) rules, and the framework is known as the support–confidence framework.
3. Pruning strategies
Since there could exist a huge number of infrequent itemsets in a database, and only some of them are useful for
mining association rules of interest, pruning is critical to efficiently search for interesting itemsets. In this section, we
design a pruning strategy using the idea discussed by Wu et al. in [21].
According to probability theory, X and Y are independent if P(X ∪ Y ) = P(X)P(Y ). So the rule X ⇒ Y
is not interesting if supp(X ∪ Y ) ≈ supp(X)∗supp(Y ), which means that a rule is not interesting if its antecedent
and consequent are approximately independent. Wu et al. introduces the function interest(X, Y ) = |supp(X ∪ Y ) −
supp(X)supp(Y )| in [21]. If interest(X, Y ) ≥ min interest, where min interest is a predefined threshold, then itemset
X ∪ Y is referred to as a potentially interesting itemset.
In the following, we give the definition for an infrequent itemset of potential interest, where the infrequent itemset
contains only infrequent items.
Definition 1. I is an infrequent itemset of potential interest if: ∃X, Y : X ∩ Y = ∅, X ∪ Y = I , for ∀ik ∈ X , jk ∈ Y ,
supp(ik) ≤ min support, supp( jk) ≤ min support, interest(X, Y ) ≥ min interest.
In the above definition, supp(*) constraints guarantee that all items are infrequent and function interest(*) ensures
the correlation strength between itemsets.
4. Correlation analysis
Most association rule mining algorithms employ a support–confidence framework for the discovery of interesting
rules. Although the two parameters (minimum support and confidence thresholds) prune many associations
discovered, many rules that are not interesting to the user may still be produced. For example, if we want to study
the purchase of a computer game and a video in an electronic store (Table 1), let computer game refer to the
transactions containing a computer game, and ¬ computer game refer to those not containing a computer game.
Let video refer to the transactions containing a video and ¬ video refer to those not containing a video. We use
a “support–confidence” framework, say, a minimum support of 30% and a minimum confidence of 60%. Rule
computer game ⇒ video [supp = 40%, conf = 67%] is discovered as a valid rule. However, “computer game ⇒
video” is misleading since the probability of purchasing a video is 75%, which is even larger than 67%. In fact, the
computer game and video are negatively correlated since the purchase of one of these items actually decreases the
likelihood of purchasing the other.
The above example indicates the weakness of the support–confidence framework. Association rules mined using
a support–confidence framework are useful for many applications. However, the support–confidence framework can
be misleading if the occurrence of the antecedent does not imply the occurrence of the consequent. In this paper we
consider an alternative framework for finding interesting relationships between data itemsets based on correlation.
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According to probability theory, the occurrence of itemset X is independent of the occurrence of itemset Y if
P(X ∪ Y ) = P(X)P(Y ), otherwise itemsets X and Y are dependent and correlated as events. The correlation
(dependence) between the occurrence of X and Y can be measured by correlation(X, Y ), which we shall introduce
below.
correlation(X, Y ) = P(X ∪ Y )
P(X)P(Y )
= P(Y |X)
P(Y )
= P(X |Y )
P(X)
.
Consider the relationship between P(Y |X) and P(Y ) [or P(X |Y ) and P(X)]; correlation(X, Y ) has the following
three possible cases:
(1) If correlation(X, Y ) = 1 or P(Y |X) = P(Y ) [or P(X |Y ) = P(X)], then Y and X are independent and there is
no correlation between them.
(2) If correlation(X, Y ) > 1 or P(Y |X) > P(Y ) [or P(X |Y ) > P(X)], then X and Y are positively correlated,
meaning that the occurrence of one implies the occurrence of the other. In this case, one has 0 < P(Y |X)− P(Y ) ≤
1− p(Y ), 0 < [P(Y |X)− P(Y )]/(1− P(Y )) ≤ 1. The bigger the ratio (P(Y |X)− P(Y ))/(1− P(Y )), the stronger
the Y is positively dependent on X .
(3) If correlation(X, Y ) < 1 or P(Y |X) < P(Y ) [or P(X |Y ) < P(X)], then X and Y are negatively
correlated, meaning that the occurrence of one discourages the occurrence of the other. In this case, one has
−P(Y ) < P(Y |X)− P(Y ) < 0,−1 < [P(Y |X)− P(Y )]/P(Y ) < 0. The smaller the ratio (P(Y |X)− P(Y ))/P(Y ),
the stronger the Y is negatively dependent on X .
Wu et al. defined a conditional–probability increment ratio function for a pair of itemsets Xand Y , denoted CPIR
in [21].
CPIR(Y |X) = 0, if P(Y |X) = P(Y )
= [P(Y |X)− P(Y )]/[1− p(Y )], if P(Y |X) > P(Y ) and P(Y ) 6= 1,
= [P(Y |X)− P(Y )]/P(Y ), if P(Y |X) < p(Y ), P(Y ) 6= 0.
We employ CPIR(Y |X) as the confidence measure of an association rule between itemsets X and Y , i.e. we define
confidence(X ⇒ Y ) to be CPIR(Y |X):
–If P(Y |X) = P(Y ), Y and X are independent and have no correlation. The confidence of the association rule
X ⇒ Y would be confidence(X ⇒ Y ) = CPIR(Y |X) = 0.
–If P(Y |X) > P(Y ), Y is positively correlated on X . When P(Y |X) = 1, which reaches the strongest positive
correlation, the confidence of the association rule X ⇒ Y would be confidence(X ⇒ Y ) = CPIR(Y |X) = 1.
–If P(Y |X) < P(Y ), Y is negatively correlated on X . When P(Y |X) = 0, which reaches the strongest negative
correlation, the confidence of the association rule X ⇒ Y would be confidence(X ⇒ Y ) = CPIR(Y |X) = −1.
In this paper, we focus on only positive rules among infrequent items. So the confidence measure of ruleX ⇒ Y is
defined as
confidence(X ⇒ Y ) = CPIR(Y |X) = [P(Y |X)− p(Y )]/[1− P(Y )]
= [P(X ∪ Y )− P(X)P(Y )]/[P(X)(1− P(Y ))]
= [supp(X ∪ Y )− supp(X)supp(Y )]/[supp(X)(1− supp(Y ))].
5. Discovering association rules among infrequent items
5.1. Association rules of interest among infrequent items
Definition 2. Let I be the set of items in a database D, J = A ∪ B be an itemset, A ∩ B = ∅, supp(A) 6= 0,
supp(B) 6= 0, and thresholds min support, min confidence and min interest > 0 be given by the user. Then,
if supp(A) ≤ min support, supp(B) ≤ min support, interest(A, B) ≥ min interest, correlation(A, B) > 1 and
CPIR(B|A) ≥ min confidence, then A⇒ B is a rule of interest.
In Definition 2, supp(∗) ≤ min support guarantees that an association rule describes the relationship between
infrequent items; the interest(∗) ≥ min interest requirement makes sure that the association rule is of interest;
correlation(∗) > 1 restricts rules that are positive and CPIR(∗) ≥ min confidence ensures the strength of correlation.
L. Zhou, S. Yau / Computers and Mathematics with Applications 54 (2007) 737–749 741
An example: A, B are itemsets in database D, supp(A) = 0.4, supp(B) = 0.3, supp(A∪ B) = 0.3, min support =
0.5, min confidence = 0.5 and min interest = 0.05.
supp(A) = 0.4 < 0.5, supp(B) = 0.3 < 0.5
Interest(A, B) = |supp(A ∪ B)− supp(A)supp(B)| = |0.3− 0.4∗0.3| = 0.18 > 0.05
correlation(A, B) = supp(A ∪ B)/(supp(A)supp(B)) = 0.3/(0.4∗0.3) > 1
CPIR(B|A) = [supp(A ∪ B) − supp(A)supp(B)]/[supp(A)(1 − supp(B))] = (0.3 − 0.4∗0.3)/[0.4∗(1 − 0.3)] =
0.64 > 0.5.
Rule A⇒ B can be extracted as a rule of interest among infrequent items.
5.2. Association rule mining process among infrequent items
Association rule mining among infrequent items consists of two phases:
Phase 1. Identify all infrequent itemsets of potential interest, i.e., I is an infrequent itemset of potential interest
if: ∃A, B: A ∩ B = ∅, A ∪ B = I , for ∀ik ∈ A, jk ∈ B, supp(ik) ≤ min support, supp( jk) ≤ min support and
interest(A, B) ≥ min interest.
Phase 2. Extract rules of interest from these itemsets, i.e., rule A ⇒ B is a rule of interest if supp(A) ≤
min support, supp(B) ≤ min support, interest(A, B) ≥ min interest, correlation(A, B) > 1 and CPIR(B|A) ≥
min confidence.
5.3. Matrix-based scheme (MBS)
In this approach, we construct matrix Infk to store information of infrequent k-itemsets and determine support
counts (number of transactions containing this itemset) of all infrequent k-itemsets efficiently by employing the
index function, I (x, y), introduced below. Then we capture all itemsets of potential interest by exploiting the
pruning function interest(X, Y ). Finally we extract association rules of strong interest using constraint functions
correlation(X, Y ) and CPIR(X |Y ).
Algorithm design of MBS
InputD: database; minSupp: minimum support; minConf: minimum confidence; minInte: minimum interest
Output AR: association rules
(0) scan the database D and find all infrequent 1-itemsets(Inf1)
(1) let Item←{a matrix used to store information of all items in D}
(2) let Item.index←the index value of infrequent item in Inf1, frequent items with a index value of −1;
(3) let Infk←{matrixes used to store support counts of infrequent k-itemsets, where k>1};
(4) scan database a second time
(5) for each transaction Ti ∈ D do
for each item i ∈ transaction Ti do
if i.index 6=-1// identify infrequent items, then map i.index into Temp
end
If the number of items in Temp is greater than 1,then find all combinations of these values and increase support count of each combination
end
(6) for each k-itemset I ∈ Infk do
If I.count≥1 then
for ∀itemsets X,Y,X ∪ Y = I and X ∩ Y = ∅ do
If interest(X,Y) < minInte then Infk← Infk-{I};
end
end
(7) for each infrequent k-itemset of interest{X ∪ Y} ∈ Infk do
If Correlation(X,Y)>1 && CPIR(Y|X) ≥minConf then AR← {X⇒ Y}
If Correlation(X,Y)> 1 && CPIR(X|Y)≥minConf then AR← {Y⇒ Y}
end
(8) return AR
In the following, we will give a concrete example to illustrate above algorithm design. In transaction database D
(Table 2), there are 5 transactions and 6 items. Let min support = 50%.
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Table 2
Transaction database D
TID ID of items
T 1 I2, I1, I0, I5
T 2 I3, I1, I4
T 3 I4, I3
T 4 I2, I1
T 5 I4, I0, I1
Fig. 1. Identify infrequent items in database D.
Fig. 2. Matrixes to store support counts of infrequent k-itemsets.
Step 1: Scan database D, and construct a matrix, Item, to store support counts of all items in D. Then identify
infrequent items by comparing their supports with the predefined support threshold and map infrequent items into
matrix Inf1. The first column of matrix Item is used to store all items in D, the second is the support count of all items
and the third is the index (or position) of infrequent items in matrix Inf1, at the beginning, this column is initialized
as −1. The detail is shown in Fig. 1.
Step 2: Construct matrixes Infk (k = 2, 3 . . . ‘) to store support counts of infrequent k-itemsets, where the k-
itemsets are the k-combinations of infrequent items and stored in matrix Infk based on item-id ascending order.
Support counts are initialized as 0. The detail is illustrated in Fig. 2.
Step 3: Scan database D a second time; for each transaction Ti, do the following: (1) Check the index value of each
item in matrix Item. If the item has an index value that is not −1, then map the index value into a matrix called Temp.
(2) Count the total number of items stored in Temp. If the count is greater than 1, then sort all items in Temp based on
item-id ascending order and find all combinations of these values, where the k-combination would be the infrequent
k-itemset. One example is given in Fig. 3.
e.g., T 1 : {I2, I1, I0, I5}.
Step 4: Increase support counts of all infrequent k-itemsets found in Step 3 by applying lemmas we will introduce
below.
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Fig. 3. Temporary matrix to store index values of infrequent items in each transaction.
Note that matrix Infk would have a large number of size when the number of infrequent items is large. For
example, if there are 100 infrequent items in transaction database D, the number of cells of matrix Inf2 would
be 100 choosing 2, which is (100 ∗ 99)/2 = 4950. The number of cells of matrix Inf3 would be 100 choosing
3, which is (100 ∗ 99 ∗ 98)/6 = 161 700. We design strategies to increase the occurrence counts of k-itemsets
directly by identifying positions of the k-itemsets in matrix Infk. For instance, transaction T1 = {I2, I1, I0, I5}, after
the first database scan, we know items I0, I2 and I5 are infrequent items. All of the infrequent 2-itemsets are pair
(I0, I2), (I0, I5) and (I2, I5) and infrequent 3-itemset is pair (I0, I2, I5). We increase the occurrence count of each
pair through identifying those pairs having indexes 0, 2 and 3 in matrix Inf2 and 1 in matrix Inf3 respectively. The
process of increasing occurrence count of each itemset can be done without any search, and the huge size of matrix
Infk wouldn’t affect the overall mining efficiency except the considerable memory space consumption caused by
matrix Infk. In the following, we will present the strategies of identifying positions of infrequent k-itemsets in matrix
Infk in a given transaction.
Lemma 1. For a specific infrequent 2-itemset (a, b), if the indexes of the two infrequent items a and b in matrix
Inf1 are x and y respectively (x < y), then the index (or position) of the 2-itemset (a, b) in matrix Inf2 is
I(x, y) = (2n − x − 1)x/2+ y − x − 1
where n is the total number of infrequent items in database D.
Proof. Recall that all of the infrequent items in matrix Inf1 are in item-id ascending order; all of the 2-itemsets in
matrix Inf2 are in item-id ascending order too. The index of 2-itemset (a, b) in matrix Inf2 would cover all of the
2-combinations whose first co-ordinate’s index is less than x and second co-ordinate’s index is less than n, and all
of the 2-combinations whose first co-ordinate’s index equals x and the second is from x + 1 to y. So there are two
iterations as follows:
Procedure: Let the first co-ordinate’s index be i and second co-ordinate’s index be j ; i would be from 0 to x − 1
and j would be from i + 1 to n − 1.
When i = 0, j = 1 to n − 1, there are total n − 1 2-combinations.
When i = 1, j = 2 to n − 1, there are total n − 2 2-combinations.
. . . .
When i = x − 1, j = x to n − 1, there are total n − x 2-combinations.
The total number of 2-combinations = n − 1+ n − 2+ · · · n − x = (2n − x − 1)x/2.
When i = x , j = x + 1 to y, there are total y − x 2-combinations.
The index of itemset (a, b) in matrix Inf2 would be the total number of 2-combinations minus 1, since the index starts
from 0. Therefore
I (x, y) = (2n − x − 1)x/2+ y − x − 1.
Lemma 2. For a specific infrequent 3-itemset (a, b, c), if the indexes of the 3 infrequent items a, b and c in matrix
Inf1 are x, y and z respectively (x < y < z), then the index of 3-itemset (a, b, c) in matrix Inf3 is
I(x, y, z) = x(n − x − 1)(n − x)/2+ (2n − 2x − 1)x(x − 1)/4+ x(x − 1)(2x − 1)/12
+ (y − x − 1)(2n − x − y − 2)/2+ z − y − 1
where n is the total number of infrequent items in TD.
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Fig. 4. Updated support counts of k-itemsets.
The proof of Lemma 2 has the similar approach as Lemma 1. The detail of proof is omitted.
Recall that the indexes stored in matrix Temp are 0, 1 and 3; all combinations of these index values are (0, 1),
(0, 3), (1, 3) and (0, 1, 3). So we have Fig. 4.
Since the matrixes Infk would cause huge memory space consumption, in order to run our algorithm in
memory–resident data structure, we limit the length of association rule to 5 in our experimental studies, which
is quite reasonable while working on infrequent items based on the fact that the probability of several infrequent
items occurring in the same transaction is extremely low. We present the formulas for identifying the positions of
infrequent 4-itemsets and 5-itemsets as follows; the proofs of these two formulas have the same approach as Lemma 1.
Considering the redundancy of repeating, we omit the details of proofs.
Lemma 3. For a specific 4-itemset (a, b, c, d), if the indexes of the 4 infrequent items a, b, c and d in matrix Inf1 are
x, y, z and t respectively (x < y < z < t), then the index of 4-itemset (a, b, c, d) in a desired matrix Inf4 is
I(x, y, z, t) = x∧2(2n − x − 5)/24+ x(n − x − 2)∧2/2+ x(x − 1)(n − x − 2)/2
+ x(x − 1)(2x − 1)/12+ x(2n − x − 5)/6+ (y − x − 1)(2n − x − y − 4)/4
+ (y − x − 1)(n − y − 1)∧2/2+ (n − y − 1)(y − x − 1)(y − x − 2)/2
+ (y − x − 1)(y − x − 2)(2y − 2x − 3)/12+ (z − y − 1)(2n − y − z − 2)/2+ t − z − 1
where n is the total number of infrequent items in TD.
Lemma 4. For a specific 5-itemset (a, b, c, d, e), if the indexes of the 5 infrequent items a, b, c, d and e in matrix
Inf1 are x, y, z, t and h respectively (x < y < z < t < h), then the index of 5-itemset (a, b, c, d, e) in a desired
matrix Inf5 is
I(x, y, z, t,h) =
n−4∑
k=n−x−3
k∑
j=1
j−1∑
i=0
(1+ j − i)( j − i)/2+
n−x−4∑
j=n−y−2
j−1∑
i=0
(1+ j − i)( j − i)/2
+
n−y−3∑
i=n−z−1
i(1+ i)/2+ (2n − z − t − 2)(t − z − 1)/2+ h − t − 1
where n is the total number of infrequent items in D.
Step 5: Identify all infrequent k-itemsets of potential interest by using pruning strategy, which applies interest
function, interest(X, Y ), to capture itemsets of potential interest. An example is given in Fig. 5.
Assume minimum interest = 0.05.
Interest(I0, I1) = |supp(I0 ∪ I1)− supp(I0)supp(I1)| = |0.4− 0.4∗0.8| = 0.08 > 0.05
Interest(I0, I2) = |supp(I0 ∪ I2)− supp(I0)supp(I2)| = |0.2− 0.4∗0.4| = 0.04 < 0.05 [discard]
Interest(I0, I5) = |supp(I0 ∪ I5)− supp(I0)supp(I5)| = |0.2− 0.4∗0.2| = 0.12 > 0.05
Interest(I1, I2) = |supp(I1 ∪ I2)− supp(I1)supp(I2)| = |0.4− 0.8∗0.4| = 0.08 > 0.05
Interest(I1, I5) = |supp(I1 ∪ I5)− supp(I1)supp(I5)| = |0.2− 0.8∗0.2| = 0.04 < 0.05 [discard]
Interest(I2, I5) = |supp(I2 ∪ I5)− supp(I2)supp(I5)| = |0.2− 0.4∗0.2| = 0.12 > 0.05.
Step 6: Compute the value of correlation(X, Y ); if correlation(X, Y ) > 1, then employ the interestingness measure,
CRIP(X, Y ), to extract rules of strong interest.
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Fig. 5. Generation of infrequent k-itemsets of interest.
Fig. 6. Hash table generated to store support counts of all infrequent k-itemsets.
Assume minimum confidence = 0.5. For infrequent 2-itemset {I0, I1}, we find
correlation(I0, I1) = supp(I0 ∪ I1)/(supp(I0)supp(I1)) = 0.4/(0.4∗0.8) > 1
CPIR(I1|I0) = [supp(I0 ∪ I1)− supp(I0)supp(I1)]/
= [supp(I0)(1− supp(I1))]
= (0.4− 0.4∗0.8)/[0.4∗(1− 0.8)] = 1 > 0.5.
Hence rule I0⇒ I1 can be extracted as an association rule of interest
CPIR(I0|I1) = [supp(I0 ∪ I1)− supp(I0)supp(I1)]/
= [supp(I1)(1− supp(I0))]
= (0.4− 0.4∗0.8)/[0.8∗(1− 0.4)] = 0.167 < 0.5.
Hence rule I1⇒ I0 is not a rule of interest.
In MBS, matrix Infk could have a large number of sizes when the number of infrequent items is large, which causes
lots of memory space to be required. In order to process this algorithm in a main memory-resident data structure, the
length of the association rule must be limited. But, exploiting a disk-resident implementation could substantially solve
this problem. In fact, each combination of the index values of infrequent items must occupy a position in matrix Infk
even though some combinations do not exist in the database at all. To solve these problems, we present the Hash-based
Scheme below.
5.4. Hash-based scheme (HBS)
The Hash-based Scheme has the same process as Matrix-based Scheme for the first full scan of database. When the
database is scanned a second time, for each transaction T i , identify all infrequent items by checking the corresponding
index value stored in matrix Item, and then repeat the following:
Step 1: Find all combinations of the index values of these infrequent items, where the index values are the positions
of infrequent items in matrix Inf1.
Step 2: Compute hash value of each combination by exploiting the hash function, h(x, y), provide by library, where
the hash value is the index of the hash table. Then hash (i.e., map) them into different buckets of the hash table and
increase the corresponding count (Fig. 6). Hash collision occurs when different itemsets are assigned same hash value.
Step 3: Use function interest(X, Y ) to prune uninteresting itemsets.
Step 4: Employ constraints correlation(X, Y ), CPIR(X, Y ) to capture rules of strong interest.
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Fig. 7. Performance comparison on database I2014D400K with different support level.
We now present the algorithm that is implemented. Experiments show that this scheme is always better than
matrix-based algorithms in terms of both running time and memory space while mining rules among infrequent
items. However, the Matrix-based Scheme outperforms the Hash-based Scheme while working on frequent items with
bounded length. The reason is that the probability of hash collision is very high while mining rules among frequent
items.
Algorithm design of HMS
InputD: database; minSupp: minimum support; minConf: minimum confidence; minInte: minimum interest
Output AR: association rules
(0) scan the database D and find all infrequent 1-itemsets(Inf1)
(1) create a hash table
(2) read database 2nd time
(3) for each transaction Ti ∈ D do{
(4) identify all infrequent items in this transaction;
(5) find all combinations of these infrequent items;
(6) hash each combination to hash table and obtain a hash index&& increase the value of hash index by 1
(7) for each k-itemset I in hash table do
for ∀itemsets X,Y, X ∪ Y = I and X ∩ Y = ∅ do
If interest (X,Y) < minInte thenInfk← Infk-{I};
end
end
(8) for each infrequent k-itemset of interest{X ∪ Y} ∈ Infk do
If Correlation(X,Y)>1 && CPIR(Y|X) ≥minConf then AR← {X⇒ Y}
If Correlation(X,Y)>1 && CPIR(X|Y)≥minConf then AR← {Y⇒ Y}
end
(9) return AR
6. Experimental evaluation and performance study
For evaluation purpose, we have conducted several experiments. We select the well-known IBM synthetic database
generated by the generator in [27]. This choice gives us the flexibility of controlling the size and dimension of the
database. The parameters for generating a synthetic database are the number of transactions D, the average transaction
size T and the average length I of so-called maximal potentially large itemsets. The number of items in the database
is 1000. We conduct experiments on a varied average transaction size and differing number of transactions to test our
algorithm’s efficiency and scalability. All of experiments are performed on a computer with a 3.4 GHz processor and
2 GB memory. The program is developed in the language C++. In this paper, the runtime includes both CPU time and
I/O time. In all of the following experiments, we limit the length of association rules to 5.
In current literature, there are no known algorithms proposed for mining association rules among infrequent items.
Since our algorithms can be applied to mine association rules among frequent items with bounded length, we compare
our schemes with the most influential algorithms for association rule mining, which are the Apriori algorithm and FP-
Growth. The implementation of Apriori and FP-Growth was downloaded from [28] and [29] respectively.
In Fig. 7, the experiment is performed on database T20I4D100K, and the minimum confidence threshold is set at
50%. Table 3 and Fig. 7 show the mining result.
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Table 3
Runtime comparison on database T20I4D400K
Support (%) Frequent itemsets Runtime (s)
Apriori FP-growth HBS MBS
2 8997 2237 785 658 35.98
2.5 7486 2084.9 563.75 541.64 27.67
3 5038 1951.7 459.86 300.535 20.53
3.5 3926 1878.6 416.17 218.1 17.4
4 1879 1713.2 339.7 154 14.98
Table 4
Runtime comparison on database T20I4D (200K, 400K, 600K, 800K, 1000K)
# of transactions (K) Frequent itemsets Runtime (s)
Apriori FP-growth HBS MBS
200 10183 568 420 330 18.56
400 10238 2235 785 658 37.12
600 10165 4979 1127 1078 55.91
800 10192 8779 1472 1295 74.94
1000 10194 14870 1829 1664 93.22
Fig. 8. Performance comparison on database T20I4D (200K, 400K, 600K, 800K, 1000K)
Fig. 9. Runtime comparison of our two schemes with different support level.
We also compare MBS/HBS against Apriori and FP-growth on database T20I4D (200 K, 400 K, 600 K, 800 K,
1000 K), which has a varied number of transactions. The minimum support threshold is 2% and minimum confidence
is 50%. Table 4 and Fig. 8 present the result.
From the above performance studies, we can see our two algorithms outperform the classical algorithms, Apriori
and FP-growth, when we limit the length of association rule to 5.
We also conducted an experiment to discover association rules among infrequent items by using both our methods,
MBS and HBS. The database we used is T20I4D200K. We tested the behaviors of our two algorithms at different
support threshold with a minimum confidence 50%. Fig. 9 shows the result.
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From Fig. 9, we see that HBS has a better performance than MBS when mining association rules among infrequent
items.
7. Conclusions and future work
In this paper, we have proposed two novel algorithms called MBS and HBS for efficient discovery of association
rules among infrequent items, which also can be applied to mine association rules efficiently among frequent
items with limited length. In both of our methods, we only need to traverse database twice, and we exploit the
pruning function interest(X, Y ) to reduce the search space considerably, as well as using interestingness measures,
correlation(X, Y ) and CPIR(X, Y ), to extract rules of strong interest. In MBS, the index function, I (x, y), is employed
to identify the index values for any infrequent k-itemsets in a given transaction directly. The limitation of MBS is the
restriction for the length of association rule due to the huge memory space consumption caused by matrix Infk. In
HBS, we introduce a hash-based technique to overcome the drawback of MBS. However, HBS is not a good option
for mining association rules with any length among frequent items due to the expensive cost of hash collision. To
further develop our research, the idea of using constraints such as [30,31] can further help reduce the size of itemsets
generated. Experiments have been conducted for the behavior analysis of our schemes, and the results show that our
algorithms outperform the state-of-the-art algorithms under the situation being evaluated. Specially, we present two
simple, practical and straightforward approaches to explore rules among rare items.
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