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ABSTRACT
UNDERSTANDING TYPE IA SUPERNOVAE THROUGH THEIR HOST GALAXIES
USING THE SDSS-II SUPERNOVA SURVEY
Ravi Ryan Gupta
Masao Sako
The recent discovery of the accelerating expansion of the Universe and thus the existence
of dark energy was made possible by the study of Type Ia supernovae. These thermonuclear explosions of white dwarfs are excellent standardizable candles that can be seen out
to great distances and used to constrain cosmological parameters. However, in an era
when modern surveys are discovering hundreds of Type Ia supernovae and upcoming surveys plan to find thousands more, we are no longer limited by statistics, but are now being
limited by systematic uncertainties in supernova cosmology. Among these systematic uncertainties are the nature of the supernova progenitor and the effect of the environment on
the progenitor. An excellent way to probe these systematics is through the study of the
galaxies that host Type Ia supernovae. Correlations have been found between supernova
properties and the physical properties of their host galaxies such as mass, metallicity, and
star formation rate. In this dissertation, I use supernovae from the full three-year Sloan
Digital Sky Survey II (SDSS-II) Supernova Survey and multi-wavelength photometry of
their host galaxies to find evidence of a correlation between supernova luminosities and
the age of their hosts, a possible proxy for progenitor age. I also detail a method of host
galaxy identification, tested and applied to the many thousands of SDSS-II supernova
candidates, which will be published in the upcoming final data release of the Supernova
Survey. In addition, I present work in which I compute the luminosity functions for Type
Ia supernovae and their host galaxies. This work and continuing work in this vein can
help shed light on the nature of dark energy and improve the utility of Type Ia supernovae
as cosmological distance indicators.
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Chapter 1
Introduction
1.1

Cosmology and the Expanding Universe

Within the past fifteen years, we have unexpectedly discovered not only that the expansion of the Universe is accelerating, but also that the agent responsible accounts for nearly
70% of the mass-energy of the Universe. This component has been dubbed “dark energy.”
Modern field theories are unable to produce a compelling explanation for dark energy,
and so it remains one of the greatest unsolved problems in physics today. Its existence
was discovered through observations of Type Ia supernovae (SNe Ia) (Riess et al. 1998;
Perlmutter et al. 1999), and though it has been confirmed through independent measurements, SNe Ia are currently the most mature and precise method for studying dark energy
through distance measurements (Howell 2011). While most researchers agree that the
progenitor of a SN Ia is a carbon-oxygen white dwarf residing in a binary star system,
all are uncertain about the exact nature of the binary companion and the details of the
explosion physics (Whelan & Iben 1973; Nomoto et al. 1984; Hillebrandt & Niemeyer
2000). Therefore, investigations of SNe Ia are crucial for determining the nature and origin of dark energy and understanding the expansion history and future of the Universe.
In this section, I review the relevant aspects of cosmology and explain why the surprising
discovery of dark energy has caused us to change our view of the cosmos.
1

1.1.1

Expansion History

When Edwin Hubble first plotted the velocity of galaxies as a function of their distance,
he found that these galaxies are receding and that their velocities increase linearly with
their distances (Hubble 1929). From this first “Hubble diagram” came the revelation that
the Universe is expanding, and that the velocity v of galaxies is related to their distance d
by
v = H0 d,

(1.1)

where H0 is the Hubble constant, traditionally measured in units of km s−1 Mpc−1 . In
fact, H0 is the present-day value of the more fundamental quantity called the Hubble
parameter, H(t). Hubble’s linear relationship above is valid to first order for small velocities, but in modern times, measurements of recessional velocity have been abandoned in
favor of the redshift. The wavelength of light emitted from a receding source, λemitted , is
effectively stretched to longer wavelengths so that the wavelength we observe, λobserved ,
is redder. This is known as the redshift, z, and is defined as
λ
1 + z ≡ observed .
λemitted

(1.2)

In addition, it is useful to define an arbitrary length scale in the Universe called the
scale factor, a, which is a function of cosmic time. Cosmologists set a = 1 today while a
takes smaller values at earlier times. The scale factor is related to the redshift via
1
1+z = ,
a

(1.3)

and related to the Hubble parameter via
ȧ
H(t) ≡ ,
a

(1.4)

where ȧ denotes the derivative of a with respect to time. Equation 1.4 is useful as it tells
us how rapidly a changes and thus how rapidly the Universe is expanding.
Constructing Hubble diagrams (i.e., plotting the distance-redshift relation) by means
of measuring the redshift and distance of faraway objects tells us about the evolution of
2

energy density in the Universe and puts constraints on cosmological parameters, as we
will see later on. Measuring the redshift simply requires obtaining a spectrum of the
distant source and identifying absorption or emission features, but measuring distances in
astronomy is much more difficult since the night sky is a two-dimensional projection of
the visible Universe and the intrinsic size and brightness of celestial objects is often not
known. The observed flux F from an object with luminosity L is
F=

L
,
4πD2L

(1.5)

where DL is called the luminosity distance. Thus, if the luminosity of an object is known,
measuring the flux will yield the luminosity distance. Objects whose L is known are
referred to as standard candles, and as explained in Section 1.2, SNe Ia happen to be such
objects and as a result are very useful for cosmology.

1.1.2

Magnitudes and Distance Moduli

Historically, astronomy (at least around the optical portion of the electromagnetic spectrum) uses magnitudes rather than flux to measure brightness. The magnitude system
dates back to the time of the ancient Greek astronomer Hipparchos who ranked stars
based on a six magnitude system, with the brightest being first magnitude and those that
are barely visible being sixth magnitude (Ryden 2003). The magnitude system was then
formalized by Sir Norman Pogson, who defined them to be logarithmic (Pogson 1856).
In defense of Hipparchos and Pogson, the human eye does perceive brightness roughly
logarithmically, although it is better described by a power law (Schulman & Cox 1997).
Owing to these reasons, the Pogson magnitude system, though counterintuitive, is still
used in astronomy today. The apparent magnitude m of an object is defined by the logarithm of the ratio of the observed flux f of the object to some standard flux f0 .

m = −2.5 log
3


f
.
f0

(1.6)

It is also convenient to define the absolute magnitude M of an object as the apparent
magnitude an object would have if it were a distance of 10 parsecs (pc) away.


L
.
M = −2.5 log
f0 × 4π(10 pc)2

(1.7)

Just as m is a measure of the flux or apparent brightness of an object, M is a measure of
its luminosity or intrinsic brightness.
The distance modulus µ is then defined as the difference between the apparent and
absolute magnitudes.
µ ≡ m − M = 5 log DL − 5,

(1.8)

where DL is measured in pc. In this form, µ can be thought of as a measure of distance in
units of magnitudes. This is a somewhat theoretical expression for the distance modulus
since DL depends not only on the redshift (a direct observable) but also on cosmological
parameters, which are not directly measurable. Actual observations are made from Earth
with instruments that collect light through sets of filters. Therefore, in practice we must
also correct the apparent magnitude for Milky Way extinction and K-correction. Milky
Way extinction is simply the Galactic reddening along the line of sight due to the absorption and scattering of light in interstellar space. The K-correction is a term that must be
added to account for the fact that a distant object that is observed in some filter must be
converted to an equivalent measurement in the restframe of the object in order for a direct
comparison to be made between m and M. This is dependent on the redshift and spectral
energy distribution (SED) of the object and also on the filter response functions of the
instrument performing the observations. Extinction and K-correction are denoted by A
and K, respectively, and these corrections are implicitly assumed to be included in m in
writing Equation 1.8. In order to be explicit, we write the full expression where mobs is
the apparent magnitude as measured by the observer.
(mobs − A − K) − M = 5 log DL − 5.

(1.9)

Note that prior knowledge of the intrinsic luminosity and the SED of the object (or at least
some assumption about them) is needed to obtain M and K. Thus, from Equation 1.9, we
4

can determine DL (or equivalently, µ from Equation 1.8) to effectively estimate distances
and test cosmology. In SN cosmology Hubble diagrams are often plotted as µ versus z.
The slope at low-redshift from SNe in the local Universe constrains H0 but higher redshift
SNe are necessary to then determine evolution in H.

1.1.3

A Census of the Universe

The Universe consists of several components: matter (mostly dark matter), radiation, and
the newest addition, dark energy1 . The mass densities of these are denoted by ρi , and
each component can be treated as a fluid with its own equation of state:
Pi = wi ρi c2 ,

(1.10)

where Pi is the pressure, c is the speed of light, and wi is known as the equation of state
parameter. Assuming wi is constant for each component, pi evolves with the expansion
of the Universe as
ρi (z) = ρi,0 (1 + z)3(1+wi ) ,

(1.11)

where ρi,0 denotes the current density. If wi > −1, the component dilutes with expansion,
and such is the case for non-relativistic matter and radiation. It is the evolution of the
expansion rate, H(z), that puts contraints on these components in the framework of Einstein’s theory of general relativity (GR). Cosmologists often work with the dimensionless
density parameter Ωi = ρi /ρc , where ρc is known as the critical density and is the total
density necessary for a spatially flat Universe. Let us use the subscripts M, R, k, and
DE to denote matter, radiation, curvature, and dark energy, respectively. From GR and
Friedmann’s dynamical equations for a homogeneous and isotropic Universe, H(z) can
be related to the components of the Universe by
h
i
H 2 (z) = H02 ΩM,0 (1 + z)3 + ΩR,0 (1 + z)4 + Ωk,0 (1 + z)2 + ΩDE,0 (1 + z)3(1+wDE ) .
(1.12)
1 Spatial

curvature can also be treated as a component mathematically.
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The radiation term can be ignored since at the present time, ΩR,0 . 10−4 (Astier
2012; Ryden 2003). Theory and observational evidence indicates that the Universe is
very close to spatially flat (Guth 1981; de Bernardis et al. 2000; Komatsu et al. 2011;
Planck Collaboration XVI 2013), so often the Ωk,0 term is assumed to be zero. Note
that current observations from SNe alone and also combined with other measurements
such as cosmic microwave background (CMB) and baryon acoustic oscillations (BAO)
are consistent with wDE = −1 (Conley et al. 2011; Sullivan et al. 2011), in which case the
dark energy term is independent of redshift. This form of dark energy is referred to as the
cosmological constant, Λ. Also, it is possible for wDE to vary with time, in which case
the ΩDE,0 term in Equation 1.12 becomes more complicated. Prior to 1998, cosmologists
believed that our Universe was matter-dominated and so after the initial expansion from
its original dense state (the so-called Big Bang), the expansion should continually slow
due to the mutual gravitational attraction of matter. However, observations of SNe Ia
showed that this was not the case.

1.2

Type Ia Supernovae

Type Ia supernovae (SNe Ia) are a key measurement in determining the standard cosmological model. Their distance calibration based on empirical relations between SN Ia
peak luminosity and both light-curve width and optical colors (Phillips 1993; Hamuy et al.
1996b; Riess et al. 1996) provides evidence for the accelerated expansion of the Universe
and the existence of dark energy (Riess et al. 1998; Perlmutter et al. 1999). Historically,
absolute distances to SNe Ia at low redshift were calibrated to extragalactic supergiant
stars known as Cepheid variables whose luminosities are correlated with their pulsation
period. However, with peak luminosities of ∼ 1036 W (∼ 100, 000 times more luminous
than Cepheids) (Howell 2011; Ryden 2003), SNe Ia are favored for cosmology since they
can be seen out to greater distances and can probe high redshifts where the distanceredshift relation is nonlinear (e.g., see bottom left panel of Figure 1.2 for a comparison
6

of how varying cosmologies affect values of the distance modulus). After correcting for
light-curve shape and color, SNe Ia can provide DL measurements with precision better
than 6% (0.12 mag) (Perlmutter & Schmidt 2003; Weinberg et al. 2012).

1.2.1

Classification and Progenitors

Supernovae were originally classified according to features in their spectra and the shapes
of their light curves (brightness as a function of time). Those classified as Type Ia contain
no hydrogen in their spectra, but do contain strong absorption from ionized silicon (Si II)
(da Silva 1993). We now believe SNe Ia are thermonuclear explosions and therefore differ
fundamentally from other types of SNe which are caused by gravitational core-collapse
of young massive stars (M & 8 M ) (Smartt 2009). Although the progenitor of a SN Ia
has never been directly observed, the consensus is that it is a carbon-oxygen (CO) white
dwarf (WD) that gains mass from a binary companion. At some point, the WD approaches
the Chandrasekhar mass of MCh ≈ 1.38 M (Chandrasekhar 1931) and carbon is ignited,
triggering an explosion that unbinds the WD. The thermonuclear fusion of C and O in
the WD progenitor produces intermediate mass elements (Mg, Si, S, Ca) along with ironpeak elements (Ni, Co, Fe) (Hillebrandt & Niemeyer 2000). The light curve is powered
by the Comptonization of γ-rays produced by the radioactive decay of

56 Ni

(t1/2 = 6.1

days) → 56 Co (t1/2 = 77 days) → 56 Fe, where t1/2 indicates the half-life of decay (Colgate
& McKee 1969; Stritzinger et al. 2006; Astier 2012).
In order to reproduce observations, models have shown that that the flame must start
subsonically (deflagration) and eventually become supersonic (detonation) (Khokhlov
1991; Kasen et al. 2009), although the physics of the explosion are still not completely
understood. Also unknown is the exact nature of the progenitor system(s). Two main
models exist: the single-degenerate (SD) and the double-degenerate (DD). In the SD scenario, the companion is a non-degenerate star such as a main sequence or red giant that
donates mass to the WD via Roche lobe overflow or a stellar wind (Whelan & Iben 1973).
In the DD scenario, the companion is another WD and the two degenerate stars spiral in
7

as a result of energy loss from gravitational radiation and eventually coalesce (Iben & Tutukov 1984; Webbink 1984). SNe Ia might be formed from either one of these channels
or possibly a mixture of the two.

1.2.2

Standardizable Candles

Even due to possible differences in progenitor and explosion scenarios, SNe Ia are remarkably standard candles, with a room mean square (rms) dispersion of ≈ 0.4 mag in

peak V -band luminosity (Hamuy et al. 1996a; Riess et al. 1996)2 . Phillips (1993) found

the decline rates of SNe Ia are tightly correlated with their peak brightnesses in the sense
that SNe Ia with slower declining light curves are also intrinsically brighter. This is often referred to as the Phillips relation, width-luminosity relation, or the brighter-slower
relation. In addition, a relationship with SN color exists (albeit weaker than the widthluminosity relation) such that bluer SNe are brighter and redder ones are dimmer (Riess
et al. 1996; Tripp 1998). This is usually referred to as the color-luminosity relation or the
brighter-bluer relation.
Kasen & Woosley (2007) suggest that overall, the width-luminosity relation is due to
line-blanketing by numerous Fe II/Co II lines. This causes dimmer (and thus generally
cooler) SNe Ia to experience an earlier onset of recombination which results in a more
rapid evolution of SN colors towards the red. Therefore, faster ionization evolution of
iron group elements is responsible for faster B-band decline rates in dimmer SNe. While
the cause of the full diversity of SNe Ia is not completely known, it is known that empirically correcting for the width and color relations greatly improves distance measurements.
A plot from Phillips (1993) (left panel) and another from Riess et al. (1996) (right panel)
illustrate this improvement and are reproduced in Figure 1.1. The left panel demonstrates
the existence of the width-luminosity relation where the width of the light curve is parameterized by ∆m15 (B), which is the B-band magnitude decrease from the time of peak to
15 days later. The upper plot of the right panel shows the scatter in the Hubble diagram
2 However,

extreme cases of SNe Ia can vary by a factor of 10 in peak luminosity (Phillips 1993).
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FIG. 6.ÈHubble diagrams for SN IaÏs with velocities in the COBE rest frame on the Cepheid distance scale (Sandage et al. 1994, 1996). All velocity errors
are 300 km s~1, reÑecting a plausible estimate of random velocities with respect to the Hubble Ñow. (a) Distances estimated with a standard luminosity
assumption and no correction for extinction. This method yields p \ 0.52 and H \ 52 ^ 8 (statistical) km s~1 Mpc~1. (b) Distances from the MLCS
0
method, which makes a correction for intrinsic luminosity variation vand total extinction
as determined from the light and color curve shapes. This method
yields p \ 0.12 and H \ 64 ^ 3 (statistical) km s~1 Mpc~1.
v
0

Figure 1.1 The width-luminosity & color-luminosity relations. LEFT: The widthluminosity relation reproduced from Phillips (1993). The width of the light curve is
suggest that the MLCS method provides remarkably precise, extinction-corrected distances that are a signiÐcant improveparameterized by ∆m15 (B)(B-band magnitude
from
the time of peak to 15 days
ment over SN decrease
Ia distances from previous
methods.
7. DISCUSSION
later). SNe with broader light curves decline
slower (i.e., have smaller
values of ∆m15 (B))
Our intent has been to describe the MLCS method in enough detail so others can take advantage of the precise distance
estimates it provides. The strength of MLCS lies in its ability to disentangle the e†ects of absorption and intrinsic luminosity
and are intrinsically brighter. RIGHT: Hubble
diagrams
(velocity
µ) reproduced
from
variations while
providing meaningful
error estimates.vs.
These measures
are derived from the distance-independent
observables
of multicolor light-curve shapes. The accuracy of the MLCS relative distance measures has been well established on an
set of 20 SN
IaÏs on thecorrecting
Hubble diagram.
Riess et al. (1996) showing the reductionindependent
in scatter
when
for intrinsic luminosity variation and extinction as determined from width and color. Even the subluminous
SN 1992K and the highly-reddened SN 1995E (labeled) are corrected for by this method.

when SNe Ia are assumed to be standard candles (without corrections). The bottom plot
of the right panel corrects the SNe for stretch and color which greatly reduces the scatter.
In order to carry out a SN survey for the purpose of obtaining distance estimates, one
needs light curves with which to measure the decline rate and observations in multiple
filters with which to measure color. Generally, a set of empirical models are needed
to fit the observed data. Two of the most popular models currently used are the Multicolor Light Curve Shape method (MLCS2k2; Jha et al. 2007) and the Spectral Adaptive
Lightcurve Template method (SALT2; Guy et al. 2007).
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MLCS2k2 is photometry-based and works with a set of model light curves in the
standard visible UBV RI bands, and observations must be K-corrected into these bands
before fitting. A single parameter called the “luminosity correction,” ∆, is used to account
for the variation in observed light curves. MLCS2k2 trains on low-z events at known
distances and therefore outputs a µ value when fitting. The fitter has the option to use an
extinction prior, i.e., an assumption that the extinction of the ensemble follows a known
distribution, and it claims to be able to statistically separate color variations due to dust
from intrinsic SN color differences. After accounting for color variations that correlate
with light curve shape, it is assumed that the excess color is attributable to dust extinction
that follows the Milky Way extinction law. For each SN, the fitter outputs a value of µ, ∆,
a V -band extinction value AV , and a reference date.
SALT2 is a flux-based fitter and works by manipulating template SEDs and thus Kcorrections are trivial. By modifying a spectral time series it attempts to reproduce the
photometry of the training spectra and light curves. SALT2 does not assume anything
about the source of color variations, and models them by multiplying the SED flux by a
wavelength-dependent exponential extinction factor. The outputs of SALT2 are the date
of B-band maximum, peak B-band apparent magnitude mB (essentially the normalization),
a stretch parameter x1 , and a color c. It does not return a µ value which allows highredshift SNe to be included in the training set. However, this means that another code,
such as SALT2mu (Marriner et al. 2011) is needed after SALT2 is run to obtain µ values.
From the output of SALT2, distances can be estimated from the linear relation
µ = mB − M + αx1 − β c.

(1.13)

where M (the SN absolute magnitude), α, and β are global parameters fit to the data
sample by minimizing the residuals in the Hubble diagram. SALT2mu is able to calculate
α and β independent of cosmology by minimizing the scatter in the Hubble relation in
small redshift bins.
All standardization methods rely heavily on empirical relations and assumptions. For
example, it is assumed that SNe Ia at low-z are representative of higher-z events. Also, as
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we shall see in Section 1.4, properties of the host galaxies have been found to correlate
with SN properties, and such correlations are not currently accounted for in the standardization process. Many uncertainties exist as well, such as SN color and host galaxy
extinction, and its treatment remains a point of contention. Further discussion of the systematic uncertainties that currently limit SN Ia cosmology is presented in Section 1.4.3.

1.2.3

Evidence for Acceleration

By the 1990s, modern digital instrumentation made the accurate detection of distant objects possible. In the middle of that decade, the Supernova Cosmology Project (SCP)
and the High-Z Supernova Search Team (HZT) began observing high-redshift SNe Ia
in an effort to measure the deceleration parameter, q0 , which is a function of the density parameters of the components of the Universe (Section 1.1.3). The value of q0 is
positive for a decelerating Universe. At the time, it was believed that the Universe was
matter-dominated and that mutual gravitational attraction was slowing the expansion rate,
and therefore q0 > 0 was the expected result. Both teams used SNe from the nearby
Calán/Tololo Supernova Search (CTSS; Hamuy et al. 1993) to anchor their measurements
and were granted time on large telescopes including the Hubble Space Telescope (HST)
and the Keck Telescopes in order to obtain follow-up spectra of their high-redshift SNe.
Astonishingly, both teams found that high-z SNe were fainter than expected, indicating
q0 < 0 and an accelerating Universe, contrary to expectations based on a Universe containing mostly matter. Their discovery that the Universe was accelerating rather than
decelerating, as previously thought, garnered Saul Perlmutter (SCP), Brian Schmidt and
Adam Reiss (HZT) the 2011 Nobel Prize in Physics.
Figure 1.2 shows the combined results from the two heavily-cited papers by the SCP
(Perlmutter et al. 1999) and the HZT (Riess et al. 1998). The simplest solution to explain
this acceleration is to introduce a new component with w < −1/3, the most common being
w = −1 (the cosmological constant, Λ) (Perlmutter & Schmidt 2003). Hubble diagrams
11
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Fig. 4. Upper panel: The Hubble diagram for high redshift SNIa from both the HZSNS
[83] and the SCP [77]. Lower panel: The residual of the distances relative to a ΩM = 0.3,
ΩΛ = 0.7 Universe. The z < 0.15 objects for both teams are drawn from CTSS sample
[32], so many of these objects are in common between the analyses of the two teams.

Figure 1.2 Combined results of the SCP and the HZT, reproduced and adapted from Perlmutter & Schmidt (2003). LEFT: The top panel shows the Hubble diagram anchored
by low-z samples with 3 different cosmologies overplotted. The bottom panel shows the
with a w < −0.5 is acceptable [23,77]. Additionally, we can add information
residual plot relative to a Ω = 0.3, Ω = 0.0 cosmology. The data favors a non-zero
about the value of ΩM , as supplied by recent 2dFMredshift surveyΛresults [98], as
cosmological
constant.
RIGHT:
Constraints
shown in the
2nd panel, where
the constraint
strengthens
to w < −0.6from
at 95%SNe Ia on the (ΩM , ΩΛ ) plane where
confidence [69].
the contours are the 1, 2, and 3σ confidence intervals. The data are consistent with a flat
Universe with ΩM ≈ 0.3 and ΩΛ ≈ 0.0.
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The Future

How far can we push the SN measurements? Finding more and more SNe allows
the left
panel
show
that a Universe
with
densities3 of ΩM = 0.3, ΩΛ = 0.7
us to beatindown
statistical
errors
to arbitrarily
small levels
but, present-day
ultimately,
systematic eﬀects will limit the precision to which SNIa magnitudes can be
applied toare
measure
distances.
Ourdata
best over
estimate
is that it will be
possible with
to
favored
by the
cosmological
models
ΩΛ = 0. The right panel shows the
control systematic eﬀects from ground-based experiments to a level of ∼ 0.03

confidence contours for values of ΩM and ΩΛ for both groups. Furthermore, assuming a

flat Universe, both teams found the significance of ΩΛ > 0 to be roughly 3σ and ruled out
a matter-dominated Universe at 7σ (Astier 2012).
These pioneering studies illustrated the true power of SNe Ia to constrain cosmology. After the standardization process, µ values can be derived for each SN from Equation 1.13. These µ values are related to DL via Equation 1.8. And for a flat Universe with
only matter and dark energy (ΩM + ΩDE = 1), DL is related to cosmological parameters
3 The

",0" subscripts are often dropped so e.g., ΩM,0 becomes simply ΩM .
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by
c
(1 + z)
DL =
H0

Z
0

z

dz0
p
,
ΩM (1 + z0 )3 + ΩDE (1 + z0 )3(1+w)

(1.14)

where w is the equation of state parameter of dark energy. Thus, from SNe Ia measurements one can place constraints on cosmological parameters. The prevailing cosmological model is a flat Universe containing approximately 5% baryonic matter (the matter
with which we are familiar), 27% cold dark matter, and 68% dark energy (of the form Λ)
(Planck Collaboration XVI 2013). This is known as a flat, Λ-Cold Dark Matter (ΛCDM)
cosmology. It is perhaps more than a bit troubling then that ≈ 95% of the Universe is
“dark” and composed of constituents of unknown nature.

1.3

Supernovae in the Sloan Digital Sky Survey

The Sloan Digital Sky Survey (SDSS)4 began as the brainchild of Princeton astronomer
Jim Gunn, and the collaboration has since expanded to include 25 institutions around the
world. In 2000, SDSS began collecting data and it continues to do so to this day, with the
latest data release being Data Release 9 (Ahn et al. 2012). The survey uses a large-format
wide-field charge-coupled device (CCD) camera mounted on a 2.5 m Ritchey-Chrétien
telescope located at Apache Point Obsevatory in New Mexico (Gunn et al. 1998, 2006).
SDSS is one of the largest and most successful photometric and spectroscopic surveys
ever conducted. The imaging array uses five filters, ugriz, that span the optical range from
about 3000 Å to 11,000 Å (Fukugita et al. 1996; see also Figure 2.1). The photometric
survey takes advantage of the Earth’s rotation by using the technique known as driftscanning to efficiently image the sky in strips.
In 2005, SDSS began its second phase of operations which included the Sloan Digital
Sky Survey II Supernova Survey (SDSS-II SN Survey). The aim of the SN Survey was to
perform a rolling search by repeatedly scanning a 300 deg2 equatorial strip of sky known
as Stripe 82 located approximately between 20 and 4 hours of right ascension (20h . α .
4 http://www.sdss.org/
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4h ) and between −1.25 and +1.25 degrees in declination (−1.25◦ . δ . +1.25◦ ). During
the months of September through November from 2005 to 2007, the SDSS-II SN Survey
discovered SNe with a sampling cadence of five days on average, with each observation
obtaining 55-s integrated exposures in each filter. For point sources, SDSS achieved 50%
detection completeness at r = 22.6; the typical peak magnitude for a SN Ia at z = 0.2 is
r ≈ 20.8 (Frieman et al. 2008).
After standard SDSS processing, SN images are run through a difference imaging
pipeline where template frames are subtracted from search frames containing potential
transients. Then object detection and filtering algorithms are applied (Sako et al. 2008).
From this, light curves are constructed using the photometric technique dubbed “scene
modeling,” and the fluxes are calibrated to the Ivezić et al. (2007) standard star catalog
to obtain photometry accurate to ∼ 2% (Holtzman et al. 2008). Objects that passed quality cuts and were inspected by humans were then selected as targets for spectroscopic
follow-up. Spectroscopic facilities for this endeavor included the 2.4 m Hiltner telescope
at MDM, the 3.5 m Astronomy Research Consortium (ARC) telescope at Apache Point
Observatory (APO), the 9.2 m Hobby-Eberly Telescope (HET) at McDonald Observatory, the 4.2 m William Herschel Telescope (WHT), the 8.2 m Subaru, the 10 m Keck I
telescope, the ESO New Technology Telescope (NTT) and the Nordic Optical Telescope
(NOT) (Zheng et al. 2008; Östman et al. 2011). The reduction, redshift measurement,
and classification of the spectra from the first season are described in Zheng et al. (2008),
while the NTT and NOT spectra taken in 2006-2007 are described in Östman et al. (2011).
The Subaru spectra taken in 2005-2006 are described in Konishi et al. (2011).
Over the three-year course of the SN Survey, 504 SNe were spectroscopically confirmed to be Type Ia. The redshift distribution of these SNe Ia is shown in Figure 1.3,
with the subset of “hostless” SNe (i.e., SNe whose host galaxies were too faint to be
detected by SDSS) shown in solid red. (Host galaxy identification is discussed in Section 3.2.) These SNe lie in the redshift range 0.01 . z . 0.46 with a median redshift of
z ≈ 0.2. This intermediate range made SDSS unique at the time, since existing surveys
14

Figure 1.3 Redshift distribution of the 504 spectroscopically confirmed SNe Ia from the
full three-year SDSS-II SN Survey. The full sample is shown in black and the subsample
for which the corresponding hosts were too faint to be detected by SDSS (“hostless”) are
shown in solid red.

either targeted nearby galaxies or were deep pencil-beam surveys optimized for high-z
events (Sako et al. 2008).
Figure 1.4 is the Hubble diagram adapted from the first-year SDSS-II SN Survey
cosmological analysis paper by Kessler et al. (2009a). The diagram shows the redshift
range probed by SDSS compared to other surveys and illustrates how it was crucial in
tying together the low-z and high-z events. Using SN measurements fit with both SALT2
and MLCS2k2 combined with CMB and BAO data, Kessler et al. (2009a) found that a
conservative estimate of w lies in the range −1.1 < w < −0.7. For both the SALT2 and
MLCS2k2 methods, the paper details an exhaustive analysis of systematic errors. They
attribute the SALT2-MLCS2k2 discrepancy to the rest-frame U-band in the SN models
15
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Figure 1.4 Hubble diagram adapted from Kessler et al. (2009a) for the 288 SNe Ia from
the five samples indicated on the plot. Note the unique redshift range probed by SDSS-II
and that this plot contains SDSS-II data from 2005 only. A cosmological analysis using
the full three-year sample is forthcoming.

and to the different treatment of color variations. They also comment that current SN Ia
samples have reached the systematic limits of light-curve fitters.
The abundance and richness of the SDSS-II SN Survey data have resulted in a plethora
of published papers. Studies of SNe Ia rates have been undertaken by Dilday et al. (2008,
2010) and Smith et al. (2012). Correlations between SNe Ia properties and properties of
their host galaxies (the main thrust of this thesis) have been found (Lampeitl et al. 2010;
Nordin et al. 2011; Gupta et al. 2011; D’Andrea et al. 2011; Galbany et al. 2012; Hayden
et al. 2013). Most recently, Campbell et al. (2013) published a cosmological analysis
using photometrically-classified SNe Ia. A full three-year data release paper (Sako et al.
2013, in prep.) and a complete three-year cosmology analysis are forthcoming.
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1.4
1.4.1

Type Ia Supernova–Host Galaxy Correlations
Environmental Dependencies on SN Luminosities

In addition to the width-luminosity and color-luminosity relations that are used to standardize SNe Ia, researchers have found that SNe Ia properties can depend on environment.
Hamuy et al. (1995) found that galaxies with younger stellar populations (bluer color) appear to host the intrinsically brightest SNe Ia. A follow-up study (Hamuy et al. 1996a)
used a finer grid of galaxy types (E, S0, Sa, Sb, Sc, Irr) to strengthen the previous result
and found an even more interesting relationship between ∆m15 (B) and morphological
type: spirals produce slow-declining SNe with a large spread in ∆m15 (B) while elliptical galaxies produce only fast-decliners. Other authors also confirmed these observations
that SNe Ia in passively-evolving, elliptical galaxies are intrinsically fainter (Riess et al.
1999; Hamuy et al. 2000; Sullivan et al. 2006). Sullivan et al. (2010) note that though
light-curve correction should account for this effect, the cosmic star formation rate is a
function of redshift, and so these differences imply a shift in mean SN Ia properties. Furthermore, in terms of star formation per unit stellar mass, SNe Ia are more than 10 times
more common in late-type, star-forming galaxies than in early-type, passively evolving
galaxies (Mannucci et al. 2005; Sullivan et al. 2006).
The origin of the differences in SN properties between spiral and elliptical galaxies is
currently unknown, though some believe they are due to fundamentally different populations of SNe Ia progenitors (Sullivan et al. 2006). Progenitor age or metallicity could also
be a factor in explaining these differences. Gallagher et al. (2005) analyzed the spectra of
57 local SN Ia host galaxies and found a correlation such that spiral galaxies with higher
metallicity host fainter SNe, though the result was not statistically significant. However,
they did find qualitative evidence to suggest progenitor age, rather than metallicity, is
the source of variability in SN luminosities. Restricting the analysis to early-type host
galaxies, Gallagher et al. (2008) used absorption-line spectra to compute the luminosityweight ages and metallicities for 29 hosts. They found a strong correlation indicating
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that galaxies older than 5 Gyr host SNe Ia that are ∼ 1 mag fainter at V -band peak than
SNe in younger populations. They also found that metallicity has a weaker effect on SN
luminosity, although they note that even spectral analyses suffer from the age-metallicity
degeneracy introduced through the use of stellar population synthesis models.

1.4.2

Correlations with Hubble Residuals

After correcting SNe Ia for light curve shape and color, the scatter that remains in the
Hubble diagram around the best-fit cosmology is known as the Hubble residual (HR).
That is, for each SN Ia the HR is the difference between the value of the distance modulus
obtained from the SN (µSN ) and the value obtained from the best-fit cosmology at the
redshift of the SN (µz ). If HR scatter is truly random, then the fact that the age, metallicity,
mass, etc. of galaxies evolves with redshift ought not to bias cosmological measurements
using SNe Ia. However, if HR is found to correlate with one of these properties, this would
pose a problem for cosmology. As it so happens, such correlations have been discovered
in recent years.
Gallagher et al. (2005) observed a only a “tenuous” correlation between HR and host
metallicity. However, in their subsequent analysis using 17 early-type hosts (Gallagher et
al. 2008), such a correlation was seen at 98% confidence for a one-sided test. The trend
was such that metal-poor systems tend to produce underluminous SNe Ia after correction5 . The study also found a negligible significance of a correlation between HR and
age. Hicken et al. (2009b) found that after correcting for color and light-curve shape,
SNe Ia in spiral hosts are fainter than those in ellipticals by 2σ , again suggesting different
populations.
The origin of these correlations with HR is not known with certainty, but there is
some evidence that it might be due at least in part to variations in the metallicity of the
progenitor star. Timmes et al. (2003) showed that SN Ia progenitors (i.e., main sequence
5 Due

an error in the original analysis, this trend is the opposite to what was actually published (Kelly et

al. 2010; Sullivan et al. 2010).
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stars that become white dwarfs) with a higher metallicity Z will have a higher nucleon
density and will generate greater quantities of
burning in the core, this

14 N

14 N

in the CNO cycle. As He begins

is converted to neutron-rich 22 Ne, which in turn favors the

synthesis of stable, neutron-rich iron-peak elements 54 Fe and 58 Ni at the expense of 56 Ni.
Since it is the decay of 56 Ni that powers the light curve, this ultimately results in a fainter
SN Ia. In fact, Timmes et al. (2003) found that a factor of 3 variation in the C, N, O, and Fe
abundances causes a ∼ 25% variation in the mass of 56 Ni ejected, with most of the effect
occurring at Z > Z , where Z denotes the solar metallicity. Furthermore, using this
information, Kasen et al. (2009) presented evidence that both peak luminosity and light
curve width decline with Z (see Figure 1.5). However, applying the width-luminosity
relation only partially corrects for this effect since variations in Z cause residual error
due to the different slope and normalization of the width-luminosity relation. Therefore,
after correcting for light-curve width, SNe Ia in more metal-rich environments will appear
brighter than expected. This prediction is consistent with the HR-metallicity correlation
seen by Gallagher et al. (2008).
Howell et al. (2009) used 55 high-redshift SNe Ia from the Supernova Legacy Survey
(SNLS) and attempted to reproduce the HR-metallicity correlation seen by Gallagher et
al. (2008) but ruled out such a relation at > 99.9%. However, rather than using spectra,
Howell et al. (2009) used photometrically-derived estimates of the host galaxy stellar
mass to infer host metallicity via the Tremonti et al. (2004) mass-metallicity relation
which states that galaxy metallicity increases with stellar mass. The origin of this relation
is believed to be related to the fact that galactic winds are very effective at removing
metals from galaxies, but that more massive galaxies have deeper gravitational potential
wells from which these metals must escape. Therefore, massive galaxies are better able to
counteract these winds and retain their metals (Tremonti et al. 2004). Inspired by Timmes
et al. (2003), Howell et al. (2009) also used Arnett’s Rule (Arnett 1979, 1982) to estimate
the mass of 56 Ni from the peak bolometric luminosity and the rise time of the SN Ia. They
found that host galaxies with a higher inferred metallicity produce SNe Ia with less 56 Ni
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to, but slightly greater than, the ,16% that is observed . The larger
diversity seen in the models suggests that additional important
physics may constrain the ignition and detonation conditions to a
range narrower than that considered here. As in observations, the
calibration of the models can be improved by using additional
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Explorer (GALEX), SDSS, and the Third Reference Catalogue of Bright Galaxies (RC3).
They found that the relation between inferred metallicity and

56 Ni

mass for local hosts

agrees with the Howell et al. (2009) trend at higher redshifts, but is also consistent with
no trend. In addition, after imposing cuts to obtain a low-stretch, low-extinction sample
of hosts, they found a 2.1σ correlation between HR and luminosity-weighted age such
that SNe Ia in older hosts appear brighter after correcting for stretch and color. However,
this sample contained only 22 hosts and when the full sample was used, they found no
such correlation.
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Kelly et al. (2010) used ∼ 60 nearby SNe Ia in the redshift range 0.015 < z < 0.08 and
computed stellar masses of the host galaxies from SDSS photometry. They analyzed their
SN sample using two versions of MLCS and two versions of SALT and found the same
result: SNe Ia occuring in massive hosts are ∼ 10% brighter after light curve correction.
In fact, fitting for a linear relationship between HR (defined as µSN −µz ) and host mass
yielded a ∼ 3σ significance of a non-zero slope. This is shown for the case of SALT2
HRs in Figure 1.6. If the higher-mass galaxies in this sample also have higher metallicities (following the mass-metallicity relation), this trend agrees with the Gallagher et
al. (2008) trend of HR with metallicity and also the theoretical work of Timmes et al.
(2003) and Kasen et al. (2009). Kelly et al. (2010) points out the troubling fact that correlations between HR and progenitor properties can potentially bias SN Ia cosmological
measurements, since progenitors of SNe at high redshift are likely to be younger and more
metal-poor than their counterparts at low redshift. The relatively high statistical significance of this discovery by Kelly et al. (2010) and its implications for cosmology spurred
other SN teams to further investigate correlations between HR and host properties in their
SN samples.
Sullivan et al. (2010) searched for host-galaxy dependencies using the three-year
SNLS sample and the SiFTO light-curve fitter (Conley et al. 2008), which is similar
to SALT2 and parameterizes the light curve by stretch (s) and color (C). Using stellar
population synthesis models and optical photometry they derived host galaxy properties
such as stellar mass and recent star formation per unit mass (known as specific star formation, sSFR). For the SNLS data at z ≤ 0.85 they found that SNe Ia in low-sSFR host
galaxies, and SNe Ia in massive host galaxies, are systematically brighter by 0.06 − 0.09
mag (with significances > 3σ ) after correcting for SN stretch and color. Assuming host
mass is a proxy for host metallicity and thus metallicity of the progenitor, these results
indicate that metal-rich environments host brighter SNe after light-curve correction. This
agrees with the previously published trends described above, and their results are also
consistent with the progenitor metallicity-luminosity relation of Timmes et al. (2003) and
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with z < 0.21, where the survey efficiency is high. They separated the sample into two
groups, star-forming and passive, according to host galaxy sSFR and found (using both
SALT2 and MLCS2k2) that SNe Ia are ' 0.1 mag brighter in passive hosts after lightcurve correction with a significance of 2 − 3σ . Like Sullivan et al. (2010), they found that
introducing host stellar mass as an additional parameter to the distance modulus (Equation 1.13) produces a better fit to the Hubble diagram. The graph of HR versus host mass
from Lampeitl et al. (2010) is shown in the bottom panel of Figure 1.7. For the data
plotted, they find a 4σ detection of this additional parameter.

1.4.3

The Era of Systematics

Findings of correlations between Hubble residuals and host properties are increasing, as
are worries of their impact on cosmology. Understanding the cause of these correlations is
therefore becoming increasingly important. Owing to the wealth of SN data from a multitude of recent surveys, the power of SNe Ia to probe dark energy is now being hindered
by systematic effects rather than statistics. Some of the dominant sources of systematics
are photometric flux calibration, intrinsic SN colors and treatment of the ultraviolet, dust
extinction correction, SN dependencies on environment, and potential SN evolution with
redshift (Howell 2011; Weinberg et al. 2012).
Ideally, having real-time spectroscopic observations of all SNe would allow for solid
classification, and investigations of the spectra could provide insight into the systematics
caused by intrinsic properties and variability of the SNe Ia explosion. Unfortunately,
obtaining spectra for all SNe is not an attainable goal since the required telescope time
is too great, and so for the majority of cases we must rely on photometric typing of
the SNe. Indeed, photometric typing using host galaxy spectroscopic redshift priors can
result in a sample of SNe Ia with 94% purity (Sako et al. 2011). Therefore, rather than
investigating SN Ia progenitors through direct observation, an alternative to addressing
systematic uncertainties is to study their environments through host galaxies and look for
environmental dependencies of SN Ia properties as done by Kelly et al. (2010), Sullivan
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et al. (2010), and Lampeitl et al. (2010).
These recent publications seem to indicate that the host galaxy parameter that most
strongly correlates with HR is the stellar mass. This is probably due to the fact that stellar
mass is a robust measure that is easy to derive from stellar population synthesis models. It
is improbable that host mass itself has a direct impact on SNe Ia since there is no known
mechanism by which this can occur. Rather, it is more likely that host mass is correlated
with other properties of the host or of the progenitor (e.g. age or metallicity) that directly
influence the SN explosion. However, without a physical model to provide proper motivation, it is difficult to know whether host galaxy mass, metallicity, age, or some progenitor
property is the more relevant parameter when correcting for SN luminosity correlations
with HR. Moreover, given the current datasets such corrections are necessary, since host
correlations are an important systematic uncertainty, albeit subdominant to calibration
(Conley et al. 2011). The future lies in determining the true driver of this correlation, and
in properly correcting for this effect in order to reduce systematic uncertainties in SN Ia
cosmology and to obtain unbiased measurements of cosmological parameters.
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Chapter 2
Multi-wavelength Properties of Type Ia
Supernova Host Galaxies
2.1

Introduction

According to the current theory, the progenitor of a SN Ia is a carbon-oxygen white dwarf
that approaches the Chandrasekhar limit, enabling carbon to ignite and resulting in a thermonuclear explosion (Whelan & Iben 1973; Hillebrandt & Niemeyer 2000). However,
the exact mechanism by which the progenitor accumulates this mass remains uncertain.
Investigations of the physical properties of SN Ia host galaxies can provide insight into
the environment in which these progenitor systems form. Furthermore, although SNe Ia
are remarkably standarizable, correcting for light-curve width and color still results in a
scatter in peak brightness of ∼ 0.15 mag (Guy et al. 2007; Jha et al. 2007; Conley et al.
2008). Studying how variations in SN Ia luminosities depend on the environment of the
progenitor will help reveal the origin of this scatter.
Over the years, several correlations between SNe Ia and the properties of their progenitors and environments have been discovered. For example, intrinsically brighter SNe Ia
tend to occur in galaxies with younger stellar populations while fainter ones often occur
in passively evolving galaxies (Hamuy et al. 1995, 2000; Sullivan et al. 2006). Studies
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have also shown that per unit stellar mass, the rate of occurrence of SNe Ia within a galaxy
declines with decreasing SFR (van den Bergh 1990; Mannucci et al. 2005; Sullivan et al.
2006). In addition, properties of the progenitors themselves can directly influence lightcurve properties of SNe Ia. Theoretical models generally agree that the metallicity of the
white dwarf progenitor affects the amount of radioactive 56 Ni produced in the thermonuclear explosion, the decay of which powers the light curve of the SN (Höflich et al. 1998;
Timmes et al. 2003). Assuming that global metallicity correlates with progenitor metallicity, Gallagher et al. (2005) presented qualitative evidence suggesting that it is more
likely that progenitor age, rather than metallicity, is primarily responsible for the variability in SN Ia peak luminosity. The true source of this variability has yet to be determined
definitively.
More recently, Gallagher et al. (2008) found that early-type host galaxy metallicity is
correlated with residuals on the SN Hubble diagram around the best-fit cosmology. The
galaxy mass-metallicity relationship (Tremonti et al. 2004) has led several authors to investigate whether mass is a proxy for this metallicity trend with Hubble residual (HR).
Indeed, the latest studies have shown that more massive galaxies tend to host SNe Ia with
residuals that are brighter than average after light-curve correction (Kelly et al. 2010;
Lampeitl et al. 2010; Sullivan et al. 2010). Age is another host property that can be estimated, which might more directly influence SN progenitor systems. Gallagher et al.
(2008) plotted HR against luminosity-weighted age using optical spectra from 29 earlytype host galaxies but found no significant trend. Neill et al. (2009) used optical and
UV photometry to calculate luminosity-weighted ages of 166 nearby host galaxies. They
found that for the subsample of 22 low-extinction host galaxies, there was a 2.1σ trend indicating that SNe Ia in older hosts have residuals that are brighter than average. However,
when the full sample was used, the trend disappeared.
Here we use SN Ia host galaxy photometry spanning the ultraviolet, optical, and nearinfrared bands, which allows us to constrain stellar masses and ages of host galaxies
by comparing the observed photometry to synthetic photometry generated from stellar
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population synthesis models. Knowledge of these physical properties of host galaxies can
improve our understanding of SN Ia progenitors and the diversity of their light curves. The
majority of the work presented in this chapter has been published in Gupta et al. (2011).

2.2
2.2.1

Data
Supernova Sample and Light Curve Analysis

Our supernova sample consists of the spectroscopically confirmed SNe Ia discovered in
the full three-year sample of the Sloan Digital Sky Survey (SDSS-II) Supernova Survey
(Frieman et al. 2008). These SNe lie in the redshift range 0.01 < z < 0.46 with a median
redshift of z ≈ 0.2 and are located on the equator in Stripe 82. Over the course of the
Supernova Survey, ∼ 500 SNe were spectroscopically confirmed to be Type Ia (Sako et
al. 2008; Holtzman et al. 2008). Unlike previous studies, we make use of the SDSS SN
sample over the entire redshift range for this work.
We use the publicly available Supernova Analysis package SNANA (Kessler et al.
2009b) along with the SNANA implementation of the light-curve fitter SALT2 (Guy et
al. 2007) to determine SN properties for our sample based on the SDSS-II photometry
(Holtzman et al. 2008; Sako et al. 2013, in prep.). We apply the following selection cuts
to our sample, similar to those made in the cosmology analysis by Kessler et al. (2009a):
1. At least one measurement with Trest < −2 days, where Trest is the rest-frame time,
such that Trest = 0 corresponds to peak brightness in rest-frame B band
2. At least one measurement with Trest > +10 days
3. At least one measurement with signal-to-noise ratio (S/N) > 5 for each of the g, r,
and i bands
4. Pfit > 0.001, where Pfit is the SNe Ia light-curve fit probability based on the χ 2 per
degree of freedom
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These cuts reduce our sample size to 319 SNe.

2.2.2

SDSS Host Galaxy Identification

The SDSS contains photometric measurements in five optical passbands, ugriz (Fukugita
et al. 1996). In order to match our SNe with host galaxies, we search the SDSS deep
optical stacked images of Stripe 82 (Abazajian et al. 2009) for galaxies within a 0.25
arcminute radius of the SN position, as was done by Lampeitl et al. (2010) and Smith et
al. (2012). We choose the closest galaxy to be the host and require that the host SDSS
model magnitude falls in the range 15.5 < r < 23 to ensure robust photometry. Of the 319
SNe that pass light-curve quality cuts, 14 (4%) do not have identifiable hosts because they
fall outside of the SDSS footprint, were too faint to be detected in the co-added images, or
had r-band magnitudes outside our allowed range. For the remaining 305 host galaxies,
we visually confirm each match is correct by inspecting images with and without the SN.
In almost all cases, the host identification is unambiguous. However, a spectroscopic
redshift for both the SN and the host galaxy is the only sure way to guarantee a correct
match, and this is the case for 80% of the SNe Ia in the Supernova Survey.

2.2.3

Host Matching and Galaxy Photometry

Since our 305 host galaxies are SDSS-selected, we have ugriz photometry for all hosts.
Nearly all magnitudes come from the Stripe 82 co-add catalog, although for a few cases
where the host is nearby and extended, deblending by the pipeline on the co-added image
required that we use the DR7 (Abazajian et al. 2009) catalog magnitudes derived from
single frames. We use the SDSS model magnitudes which are best for galaxy colors.
In addition to optical photometry, we obtain host photometry in the ultraviolet and nearinfrared from the Galaxy Evolution Explorer (GALEX) GR6 and the UKIRT Infrared
Deep Sky Survey (UKIDSS) DR5, respectively. The GALEX telescope images in two
passbands, far-UV (FUV) and near-UV (NUV) (Martin et al. 2005). The UKIDSS pass29

bands are YJHK and the photometric system is described in Hewett et al. (2006). The
description of the UKIDSS survey is given in Lawrence et al. (2007). For reference, the
filter response functions for the GALEX, SDSS, and UKIDSS passbands are plotted on
the same axes in Figure 2.1.
Model magnitudes, as defined by SDSS, are not computed by GALEX and UKIDSS.
Therefore, we use Petrosian magnitudes (Petrosian 1976) for UKIDSS and Kron-like
elliptical aperture magnitudes (Kron 1980) for GALEX since Petrosian magnitudes are
not available in the GALEX catalog. The majority of galaxies in our sample are not large
in angular size, and so the difference between these magnitudes should not be significant.
We exclude UKIDSS objects which have been deblended because of a known error in
the pipeline that results in erroneous Petrosian magnitudes for these objects (Smith et al.
2009).
Photometric data were obtained from online catalogs via SQL (Structured Query Language) queries through the SDSS catalog Archive Server (CAS)1 , the GALEX Multimission Archive at STScI (MAST) CAS2 , and the UKIDSS WFCAM Science Archive
(WSA)3 . The UV and near-IR data were obtained by cross-matching the SDSS host
galaxy coordinates with the GALEX and UKIDSS catalogs using a 500 search radius.
Of the 305 SDSS host galaxies, 198 (65%) have GALEX matches and 178 (58%) have
UKIDSS matches within 500 , while 127 (42%) have matches in both GALEX and UKIDSS.
We do not require every galaxy to have photometry in all 11 bands (FUV, NUV,
ugrizYJHK). The addition of UV data helps to constrain age, metallicity, and recent star
formation, while near-IR data probe the older stellar populations that compose a large
portion of the mass. For example, adding GALEX data to SDSS data has been shown to
greatly improve estimates of dust optical depth and star formation rate (Salim et al. 2005).

1 http://casjobs.sdss.org/CasJobs/
2 http://galex.stsci.edu/casjobs/
3 http://surveys.roe.ac.uk/wsa/
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Figure 2.1 GALEX, SDSS, and UKIDSS filter response curves illustrating the complete
coverage from the far-UV through the near-IR that these sets of filters provide. The
wavelength axis is scaled logarithmically, and each filter response is normalized to peak
at 1.

2.3
2.3.1

Methods
SN Distance Modulus and Hubble Residuals

The distance modulus for a particular SN Ia in the SALT2 model is given by
µSN = mB − M + αx1 − β c,

(2.1)

where x1 (stretch parameter), c (color), and mB (apparent B-band magnitude at peak) are
obtained from SALT2 for each SN by fitting its light curve; α and β are coefficients which
we assume to be constant; and M is the absolute magnitude. The distance modulus along
with α and β are determined from the output of SALT2 using the program SALT2mu
(Marriner et al. 2011), which is part of the SNANA package (see also Section 1.2.2). Values of α and β in this work are computed from the sample of SDSS SNe Ia that pass
the light-curve cuts in Section 2.2.1 and which are either spectroscopically-confirmed or
photometrically-typed and have host redshifts. We find the best-fit values to be α = 0.121
and β = 2.82, and use these to obtain the distance modulus, µSN . The Hubble Constant
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(which is degenerate with M) is effectively a constant offset to µSN and is an input to
SALT2mu; we choose H0 = 70 km s−1 Mpc−1 .
We define Hubble residuals as HR ≡ µSN −µz , where µSN is the distance modulus
obtained from SN light curves via SALT2mu and µz is the distance modulus calculated
from the redshift of the SN and the best-fit cosmology. The best-fit cosmology here is
determined by SALT2 based on the first-year SDSS-II SN sample (Kessler et al. 2009a),
i.e. ΩM = 0.274, ΩΛ = 0.735.
A SN with a HR > 0 signifies that it is fainter than expected for the best-fit cosmology
even after correcting for light-curve shape. Here it is useful to define “underluminous” to
refer to SNe Ia with HR > 0 and “overluminous” to refer to SNe Ia with HR < 0. Errors
in HR are derived by adding the errors on µSN and µz in quadrature, where the errors on
µz are calculated as [µ(z + zerr ) − µ(z − zerr )]/2.

2.3.2

Galaxy Model Fitting

Stellar population synthesis (SPS) codes are commonly used to create model templates
of galaxies based on stellar evolution calculations with the goal of inferring galaxy properties such as mass, age, metallicity, and star formation. We use the Flexible Stellar
Population Synthesis code (FSPS v2.1) developed by Conroy et al. (2009) and updated in
Conroy & Gunn (2010) to generate spectral energy distributions (SEDs) of composite stellar populations (CSPs). FSPS is similar to codes such as Bruzual & Charlot (2003) and
PÉGASE.2 (Fioc & Rocca-Volmerange 1997; Le Borgne & Rocca-Volmerange 2002),
but has increased flexibility in the initial mass function (IMF), dust model, and stellar
evolution assumptions compared to other models (Conroy et al. 2009). For this work we
use the BaSeL3.1 spectral library and the Padova isochrones as were used by Conroy et
al. (2009). Since we are interested only in relative masses of our host galaxies and are not
comparing masses directly with other works, the choice of IMF is not so important; here
we adopt the commonly used Chabrier (2003) IMF. For details on FSPS and a comparison
of spectral libraries, isochrones, and SPS codes, see Conroy et al. (2009) and Conroy &
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Gunn (2010).
Our models are generated on a grid of 4 FSPS parameters: metallicity, log[Z/Z ],
assumed constant over time for each model; τdust , dust attenuating old stellar light; τSF ,
the e-folding time scale of star formation; and tstart , the time when star formation begins.
The CSPs we use here each have exponentially declining star formation rates (SFRs),
often called “tau models” [SFR(t) ∝ exp(−t/τSF )], that we allow to be shifted in time
by an amount tstart . For each CSP, star formation is initiated at a time tstart after the Big
Bang and the rate of star formation declines exponentially thereafter, as dictated by τSF .
We adopt the two-component dust model of Charlot & Fall (2000) in which the dust
attenuation factor is exp(−τλ (t)) and τλ (t) is the optical depth given by

τ10 (λ /5500 Å)−0.7 , t ≤ 10 Myr
τλ (t) =
τdust (λ /5500 Å)−0.7 , t > 10 Myr.

(2.2)

We fix τ10 = 3τdust , where τ10 is the optical depth of dust surrounding stars younger than
10 Myr and τdust is the optical depth of dust surrounding stars of greater age (Charlot &
Fall 2000; Kong et al. 2004; Conroy et al. 2009). Table 2.1 lists the values of the FSPS
parameters used to generate our model grid. The limits on the grid values were chosen in
an attempt to encompass reasonable values appropriate for the stellar populations of our
host galaxy sample. Our redshifts range from nearby to intermediate, indicating that our
hosts are likely not extremely metal-poor. The range on τdust is centered on the standard
value given in Charlot & Fall (2000). A SFR with a τSF value of 0.1 Gyr closely resembles
a single burst of star formation while a value of 10 Gyr is essentially a flat, constant SFR.
The maximum value of tstart was chosen to be 7 Gyr after the Big Bang since it is unlikely
that all stars in a galaxy would be formed later than this.
The models produce photometry in FUV, NUV, ugriz, and YJHK for direct comparison to observed data from GALEX, SDSS, and UKIDSS. The spectroscopic redshift of
the SN is used to obtain the synthetic apparent magnitudes for each model SED. In calculating derived galaxy properties, we assume the aforementioned Kessler et al. (2009a)
cosmology (ΩM = 0.274, ΩΛ = 0.735) along with H0 = 70 km s−1 Mpc−1 , for consistency. Our results are not strongly affected by our choice of cosmology.
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Table 2.1.

FSPS model grid parameters

FSPS parameter

Grid values

log[Z/Z ]
τdust
τSF (Gyr)
tstart (Gyr)

−0.88, −0.59, −0.39, −0.20, 0, 0.20
0, 0.1, 0.3, 0.5, 1.0, 1.5
0.1, 0.5, 1, 2, 3, 4, 6, 8, 10
0, 1, 2, 3, 4, 5, 6, 7

All magnitudes are corrected for Milky Way extinction using the maps of dust IR
emission from Schlegel et al. (1998) in conjunction with the extinction curve of Cardelli
et al. (1989). The SDSS and UKIDSS magnitudes are then corrected to the AB system
(Oke & Gunn 1983), using Kessler et al. (2009a) and Hewett et al. (2006), respectively.
We add minimum calibration errors from Blanton et al. (2003a) in quadrature to all SDSS
magnitude errors (0.05, 0.02, 0.02, 0.02, and 0.03 mag for ugriz, respectively) to account
for systematic effects. For GALEX and UKIDSS we add a minimum calibration error of
0.02 mag in quadrature with the photometric error for each band as well. All magnitudes
and errors are converted to flux. A least-squares fit is then performed in flux between the
data and each of the model SED fluxes, taking into account the photometric errors.
In analogy to the χ 2 cuts performed on the SNe sample, we remove any galaxies for
which the probability of the data being drawn from the best-fit model is < 0.001. This
criterion removes one third of our hosts from our sample and brings the final SN-host
sample size to 206. This is the sample we will examine for this study.

2.3.3

Derived Galaxy Properties

From the fit parameters for each SED model we derive two physical properties of our
host galaxies: stellar mass and mass-weighted average age. Stellar mass (mass currently
in stars) is calculated by multiplying the observed, de-reddened luminosity in the r band
by the model mass-to-light ratio in the same band. The mass-weighted average age of the
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galaxy is computed as
RA

tΨ(t)dt
hAgei = A − R0A
,
Ψ(t)dt
0

(2.3)

where A is the age of the Universe at the redshift of the SN minus tstart and Ψ(t) is the
SFR as a function of time. For each galaxy, we calculate the median mass and age and the
corresponding 68% confidence intervals around the median (analogous to a ±1σ range
for a Gaussian distribution). These uncertainties are obtained from the probability density
functions (PDFs) constructed for both mass and age from the likelihoods of the models
where each model is given a weight ∝ exp(−χ 2 /2). We take this PDF to be a sampled
version of the true continuous distribution (which may not be Gaussian). In this way, our
mass and age estimates are marginalized over the FSPS parameters such as metallicity
and dust. In Table A.1 located in Appendix A we list the SNe used in our final sample,
the host galaxy coordinates, the redshift of the SN, the host galaxy stellar mass and massweighted age, the SALT2 color and stretch parameters, and the HR. A complete list of the
SNe from years two and three of the SDSS-II Supernova Survey along with photometry
and other associated data will be published in Sako et al., 2013 (in preparation).

2.4
2.4.1

Results
Host Galaxy Properties

To determine if adding UV and near-IR photometry to optical data improves constraints
on physical properties of our host galaxies, we examine the sample of 71 SDSS galaxies
that have matches in both GALEX and UKIDSS (after all cuts are made). We find that
while adding GALEX and UKIDSS data to the SDSS observations does not significantly
change our resulting host masses, it does reduce the average uncertainties in the mass
estimates (see Figure 2.2), where the average uncertainty here is the mean of the upper
and lower 1σ uncertainties. The uncertainty in mass increases with redshift because the
photometric errors increase with redshift, but adding UV and near-IR data reduces these
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Figure 2.2 Average mass uncertainty as a function of redshift for the sample of 71 galaxies
which have photometry in optical, UV, and near-IR. Black circles indicate results obtained
from fits using SDSS data only; triangles indicate results obtained from fits using SDSS,
GALEX, and UKIDSS data.

uncertainties in mass overall by 17%. The addition of UV and near-IR data widens the
range of the host age distribution while also reducing the average uncertainty in age on
the whole by 22% (see Figure 2.3).
Figure 2.4 shows a plot of mass-weighted average age versus the stellar mass of our
sample of host galaxies. The distribution exhibits the expected trend that, in general,
the most massive galaxies are also the oldest. However, there appears to be an absence
of low-mass old galaxies. This may be due to several factors, one of which is that for a
given mass, older galaxies will be harder to detect by SDSS because they are fainter in the
optical due to a dearth of young, bright stars. This absence of small, old galaxies may also
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Figure 2.3 LEFT: Distribution of mass-weighted average age for the sample of 71 galaxies
which have photometry in optical, UV, and near-IR showing the effect of adding GALEX
and UKIDSS data to SDSS data. RIGHT: Distribution of the average uncertainty on the
age for the same sample.
be due to the fact that these galaxies likely have a low SFR per unit mass and therefore do
not produce many Type Ia events (van den Bergh 1990; Mannucci et al. 2005; Sullivan et
al. 2006).

2.4.2

Correlations with SN Fit Parameters

Figure 2.5 plots the SALT2 SN stretch parameter as a function of host galaxy massweighted average age. By definition, higher values of stretch correspond to intrinsically
brighter SNe Ia. Our results indicate that intrinsically brighter SNe occur preferentially
in younger stellar populations. This is consistent with the known trend that brighter SNe
occur in late-type (Hamuy et al. 1996a; Gallagher et al. 2005), star-forming galaxies (Sullivan et al. 2006), and in bluer environments (Hamuy et al. 2000), since these types of
galaxies are generally also young. Figure 2.5 plots the SALT2 SN color parameter as a
function of host galaxy mass-weighted average age. The trend we see of SN color as a
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Figure 2.4 Mass-weighted average age as a function of the stellar mass for our host galaxies. The more massive galaxies tend to be the older galaxies, though the scatter in the
relation is large. This general trend is expected from theories of galaxy evolution, in
which galaxy mergers create larger, more massive galaxies over time.

function of host age is not as clear; the distribution is essentially flat, although extreme
values of color do seem to correlate with age. However, since the SALT2 c parameter
encapsulates not only intrinsic SN color but also possible extinction due to dust in the
host galaxy, a definitive statement cannot be made about the relation between SN color
and host age. Plots of stretch and color versus the host mass are not shown here, though
our results strongly resemble those found in Howell et al. (2009), Neill et al. (2009), and
Sullivan et al. (2010).
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Figure 2.5 SALT2 stretch (x1 ) as a function of mass-weighted average age of the host
galaxy. The squares are binned averages calculated by taking the mean age and the inverse
variance-weighted mean x1 in each bin. The error bars show the size of the bin (1.5 Gyr)
and the 1σ error on the mean x1 .

2.4.3

Linear Trends with Hubble Residuals

Linear regression has a long history in astronomy where there are often measurement
errors in both the “dependent” and “independent” variables. There is, however, no concensus on the best method to use when fitting a line. Here, we fit for a linear dependence
of HR with age and mass using the package LINMIX (Kelly 2007), as was used to determine the significance of trends with HR by Kelly et al. (2010). LINMIX is a Bayesian
approach to linear regression using a Markov chain Monte Carlo (MCMC) analysis, assuming that the measurement errors are Gaussian. We make the assumption that our errors
on the host properties are Gaussian and input into LINMIX the average of the upper and
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Figure 2.6 SALT2 color (c) as a function of mass-weighted average age of the host
galaxy. The squares are binned averages calculated by taking the mean age and the inverse variance-weighted mean c value in each bin. The error bars show the size of the bin
(1.5 Gyr) and the 1σ error on the mean c.

lower 1σ uncertainties as the error in the dependent variable.
When fitting, we do not add the intrinsic uncertainty (0.14 mag for SALT2) in quadrature to the HR errors that is added by others when fitting for trends of host properties with
HR (Kelly et al. 2010; Sullivan et al. 2010; Lampeitl et al. 2010). This intrinsic uncertainty arises from the fit to the Hubble diagram and is the amount of scatter that must be
added to the distance modulus such that the reduced χ 2 of the best-fit cosmology is close
to unity. This is done in an attempt to account for unknown effects on SN Ia luminosity
by factors not accounted for in the light-curve correction process, e.g. the properties of
the host galaxy. The effect of host galaxy properties on SN Ia is precisely the purpose of
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our study, so including the intrinsic scatter has the effect of weakening the strength of the
measured correlations. If we perform the fit including the intrinsic uncertainty, we find
our best-fit slopes and intercepts vary only slightly, but the significances of the non-zero
slopes drop by about 0.2σ .
In Figure 2.7, we plot HR versus the mass-weighted average age of the host galaxy.
Figure 2.8 shows HR versus the stellar mass of the host galaxy. The overplotted lines
are the best-fit model as determined from LINMIX. In all our LINMIX analyses we use
100,000 MCMC realizations. For the HR trend with age we find the equation of the
best-fit line to be
HR = −0.015(±0.008) × hAgei + 0.071(±0.038).

(2.4)

The MCMC realizations in LINMIX are used to generate a sampling of the posterior distribution on the slope. Of the MCMC realizations, 2% have a slope greater than zero.
Fitting a Gaussian to the posterior slope distribution yields a mean of −0.015 and a standard deviation of 0.008. Based on this Gaussian fit, the mean slope differs from a slope
of zero by 1.9σ . Thus, for the HR-age correlation we quote the significance of a non-zero
slope as 1.9σ . For the HR trend with mass the best-fit line is
HR = −0.057(±0.019) × logM + 0.57(±0.19).

(2.5)

Of the MCMC realizations, 0.1% have a slope greater than zero. This corresponds to a
3.0σ significance of a non-zero slope.
Our results indicate that after light-curve correction, there appears to be a deficit of
underluminous SNe in older, more massive galaxies. To test whether this result is due to
incompleteness, we investigated the subsample of 40 SNe Ia for which SDSS is complete
(z ≤ 0.15). Up to z = 0.15 the SDSS-II SN survey is estimated to be ∼ 100% efficient for
spectroscopic measurement (Kessler et al. 2009a), so any SN Ia that may have occurred
should have been detected in this subsample once the host is subtracted from the image.
Applying the method used on the full sample to the complete subsample reveals that the
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Figure 2.7 Hubble residual as a function of mass-weighted average age of the host
galaxy. The squares are binned averages calculated by taking the mean age and the
inverse variance-weighted mean HR in each bin. The error bars show the size of the
bin (1.5 Gyr) and the 1σ error on the mean HR. The overplotted line shows the best fit
to all the data points as described in Section 2.4.3 and is given by the equation HR =
−0.015 × hAgei + 0.071. Of the MCMC realizations, 2% have a slope greater than zero,
and the significance of the deviation of the best-fit slope from zero is 1.9σ .
trend of HR with mass persists, with a slightly increased significance of 3.4σ . However,
the HR trend with age is not statistically significant (1.2σ ) for the complete subsample.

2.4.4

SDSS Co-add vs. Single-Frame Photometry

We also performed our analysis using SDSS Petrosian magnitudes from the DR7 catalog,
which are derived from the single frame images, in place of the Stripe 82 catalog coadd model magnitudes, which are derived from the stacked images. A comparison of
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Figure 2.8 Hubble residual as a function of stellar mass of the host galaxy. The squares are
the binned averages as described in Figure 2.7 and the bin size is 0.5 dex. The overplotted
line shows the best fit to all the data points as described in Section 2.4.3 and is given by
the equation HR = −0.057 × logM + 0.57. Of the MCMC realizations, 0.1% have a slope
greater than zero, and the significance of the deviation of the best-fit slope from zero is
3.0σ .

single-frame Petrosian magnitudes with co-add model magnitudes shows the two types
of magnitudes agree for the most part, though there is scatter in the difference which
increases with magnitude. The u-band difference exhibits the largest scatter and a slight
bias indicating that the single-frame Petrosian u-band magnitudes tend to be brighter.
We find that using single-frame photometry can change the derived galaxy properties and the uncertainties on these properties, thus possibly affecting the significance of
trends with HR. The photometric errors on the single-frame magnitudes are roughly ten
times larger than the photometric errors on the co-add magnitudes. As a result, using
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single-frame magnitudes reduces the χ 2 values of the SED fits and expands the range of
SED models that provide reasonable fits, according to our method described in Section
2.3.3. This then has the effect of potentially shifting the median and increasing the width
of the χ 2 -weighted PDF for the galaxy properties, which changes our derived values for
these properties and increases their uncertainties. The derived galaxy mass is robust and
relatively unaffected by the difference between single-frame and co-add photometry, although the uncertainties on the mass are more than twice as large for the single-frame
data. The average age is much more sensitive to this difference. Overall, the single-frame
Petrosian magnitudes produce younger ages and larger uncertainties on the age, but the
scatter in both of these quantities is large. The younger ages may be due in part to the uband magnitude difference, since more flux in bluer bands can be interpreted as light from
younger stars. As a test, we inflated the errors on the co-add magnitudes by a factor of
10 and found that the results essentially reproduce those obtained from using the singleframe Petrosian magnitudes, suggesting that the size of the photometric errors plays a
substantial role in the discrepancy in derived galaxy properties.

2.5

Discussion

We confirm with a significance of 3.0σ the result found by Kelly et al. (2010), Sullivan
et al. (2010), and Lampeitl et al. (2010) that massive galaxies tend to host overluminous
SNe Ia. We also find indication, with a significance of 1.9σ , that even after light-curve
correction, overluminous SNe Ia tend to occur in older stellar populations. We note that
the Neill et al. (2009) trend of HR with host age was based on luminosity-weighted age
while in this work we calculate mass-weighted age, making a direct comparison difficult.
However, the direction of the age trend we see agrees with the Neill et al. (2009) trend
for their low-extinction hosts. The HR trend with host luminosity-weighted age plotted
by Gallagher et al. (2008) is in the opposite direction from the trend we find here, though
the significance of their trend is negligible and their methods different. We expect that
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mass-weighted age is a more unbiased measure of the age of the galaxy because it is not
as strongly affected by UV flux from young stars as luminosity-weighted age (see Lee
et al. 2007, Table 1). Furthermore, the mass-weighted age gives more weight to older
stellar populations, to which SN Ia progenitors most probably belong, and is therefore
more likely to be correlated with SN Ia properties than luminosity-weighted age.
The trends we find of HR with mass and age agree with each other in the sense that
galaxy mass and age are correlated, with older galaxies generally being more massive.
Based on the mass-age distribution in Figure 2.4, we split our data into two groups: an
hAgei < 5 Gyr group (which encompasses nearly the entire range of masses) and a logMass > 10.2 group (which encompasses nearly the entire range of ages). This was done
in an effort to investigate the effect of one of the variables (mass or age) on HR while attempting to “control” for the other. In Figure 2.9 we plot HR against age for the logMass
> 10.2 group and HR against mass for the hAgei < 5 Gyr group. Within these groups we
find that the HR correlation with mass is much weaker than in the full sample, and that
the HR plot with age is consistent with no correlation. Estimates of host galaxy mass are
more robust and have smaller uncertainties than estimates of age4 , and this in part may
be why HRs are more strongly correlated with mass. Thus, the true underlying property
influencing the SN Ia explosion is still unclear. The strength of both correlations may
be improved by having UV and near-IR matches for all SDSS hosts and by calculating
galaxy magnitudes in a consistent manner through matched apertures for all survey types,
ensuring that UV-optical-NIR colors are accurate (e.g., see Hill et al. 2011; Bundy et al.
2012). It is also possible that the relationship between HR and age or mass is not simply
linear and may be more complex. Additionally, in an ideal case of a well-resolved extended host, a local age computed from photometry obtained from the location of the SN
in the galaxy would be preferable to the global galaxy average age that we compute here,
4 Our

method yields uncertainties of 2% for mass and 27% for age, though we emphasize that these

uncertainties are statistical only (as described in Section 2.3.3 and discussed in Section 2.4.4) and that
systematic uncertainties on mass are around 0.1 dex (25%) at best. Running our linear regression on the
HR vs. mass plot with mass uncertainties inflated to be at least 0.1 dex does not change our results.
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Figure 2.9 LEFT: HR versus host galaxy age for the logMass > 10.2 group. RIGHT:
HR versus host galaxy mass for the hAgei < 5 Gyr group. The squares are the binned
averages.

and would likely correlate more strongly with properties of the SN Ia.
We find that the HR trend with mass persists if we consider the subsample for which
SDSS is complete. Therefore, based on our measurements and the completeness of our
dataset, it is likely that SNe Ia that are underluminous after light-curve correction do not
occur in massive galaxies. This view is consistent with the results of Kasen et al. (2009)
who showed using SN Ia simulations and the Timmes et al. (2003) model that metallicity can affect the explosion physics in such a way as to cause metal-rich progenitors to
produce SNe Ia that are fast-declining and intrinsically fainter at peak. The usual lightcurve correction technique does not account for this metallicity effect, and so metal-rich
progenitors result in overluminous SNe Ia after corrections for light-curve shape. Thus
the Kasen et al. (2009) result is in agreement with the trends we see with mass (and, for
the full sample, age) since galaxies with higher metallicity are, in general, older and more
massive (Tremonti et al. 2004; Gallazzi et al. 2005).
Given our dataset and the large scatter in our trends of HR with age and mass, it is
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not possible to determine for certain what host property most influences SN Ia luminosity. It is improbable that host mass itself, though better estimated, has a direct impact
on SNe Ia. Rather, it is more likely that host mass is correlated with other properties of
the host that do directly influence the progenitors of SNe Ia. The complexity of the relationships between galaxy properties such as age, mass, metallicity, dust, and SFR makes
disentangling the factors that affect SNe Ia a challenge. Further study is needed to truly
ascertain the origin of these correlations between host properties and Hubble residuals
and to potentially pinpoint the cause of these observed trends.
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Chapter 3
Identifying Host Galaxies and Deriving
Their Physical Properties
3.1

Introduction

A seemingly simple but practically non-trivial problem that SN surveys must confront is
how to best match the SNe that are discovered with their respective host galaxies. In the
absence of spectroscopic or distance information about the SNe and the galaxies nearby
them, matching hosts to all SNe becomes a difficult task to tackle and an impossible
one to accomplish with complete accuracy. Recent and upcoming surveys are now discovering SN candidates by the thousands. Visual inspection and human decision cannot
be accurately modeled and so a determination of the rate of false positives cannot be
obtained. Therefore, a well-defined automated algorithm that can be run on all SN candidates is required in order to quantify systematic uncertainties. In this chapter, I describe
the host-matching algorithm developed for the full three-year data release of the SDSS-II
SN Survey to be published in Sako et al. (2013, in preparation). A treatment of this type
addressing in detail the issue of host-matching to the extent of testing the efficiency of the
algorithm as we present here has not previously been published.
In this chapter, I will also present the results of the derived host galaxy properties for
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the subset of host galaxies in the SDSS that have spectroscopic redshifts. As shown in
the previous chapter, these host properties are extremely important in understanding the
systematic uncertainties in SN Ia cosmology.

3.2

Host Galaxy Identification

In order to match our SN candidates with host galaxies, we use the SDSS Data Release 8
(DR8; Aihara et al. 2011) to search for all primary objects within a 3000 radius of each SN
candidate position. For each candidate we determine the primary object that is nearest in
units of that object’s light radius, similar to the technique used in Sullivan et al. (2006).
This section describes this process in detail.

3.2.1

Host Matching Algorithm

A distant background galaxy that happens to be nearer to a SN in angular distance should
not be selected as a host over a more extended nearby galaxy whose center is farther from
the SN in angular distance. In other words, when matching SNe to host galaxies, angular
separation alone is not a sufficient criterion. The diagram in Figure 3.1 demonstrates this
and helps illustrate how the host matching technique works. In the figure, the green circle
represents the SN while the ellipses represent galaxies that are potential hosts. It is clear
from this diagram that without any additional information such as redshifts of the SN and
galaxy, the larger galaxy is more likely to be the host as the physical distance between
its center and the SN is smaller. Of course, making this sort of judgment based on the
apparent size of the galaxy implicitly assumes that the SN and the larger galaxy lie in the
same redshift plane while the smaller galaxy lies in the background. Though this may not
always be the case, it is a reasonable assumption when faced with incomplete information.
In Figure 3.1, the semi-major and semi-minor axes of the larger ellipse are labeled as
a and b, respectively. The position angle of the galaxy, φ , is the angle east of north to the
nearest semi-major axis of the galaxy. The angle γ is the angle of the SN relative to the
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Figure 3.1 Diagram illustrating the host matching technique. The green circle represents
the SN while the ellipses represent galaxies that are potential hosts. See the text for a
complete description of the labeled parameters.
center of the galaxy and to celestial north. The angle θ is the angle that the SN makes
with the semi-major axis. The directional light radius r(θ ) is effectively the radius of the
galaxy in the direction of the SN and is the quantity in which we are interested. The basic
steps of the procedure are outlined as follows:
1. Compute φ , γ,

a
b

from parameters obtained from the DR8 Catalog Archive Server

(CAS)1
2. Calculate θ from φ , γ
3. From the equation of an ellipse and some measure of a, get directional light radius
r(θ )
4. Identify the object that is nearest the SN (in units of that object’s directional light
radius) as the host.
1 http://skyservice.pha.jhu.edu/casjobs/
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Since the isophotal parameters are not included in the DR8 catalog due to their unreliability2 we instead use the Stokes parameters Q and U in the r-band to compute the position
angle and axis ratio for each primary object within a 3000 of the SN. These parameters are
model-independent and are based on flux-weighted second moments:
Mxx =

D x2 E
,
r2

Myy =

D y2 E
,
r2

Myy =

D xy E
.
r2

(3.1)

Assuming the object’s isophotes are self-similar ellipses, the Stokes parameters Q and
U can be written as
Q = Mxx − Myy =

a−b
cos 2φ ,
a+b

U = Mxy =

a−b
sin 2φ ,
a+b

(3.2)

where φ is the position angle. Taking the ratio of the Stokes parameters results in U/Q =
tan 2φ . Solving this for the position angle gives
 
U
1
.
φ = arctan
2
Q

(3.3)

The angle γ can be found using geometry and the celestial coordinates of the SN and
the object. Note that since the SDSS-II SN Survey searched for SNe only near the celestial equator in Stripe 82 (−1.25◦ < δ < +1.25◦ ), we can compute angles here assuming
Euclidean geometry. Once values of φ and γ are in hand, from Figure 3.1 we see that the
angle θ is
θ = φ − γ.

(3.4)

Note that the angle γ can be negative as it is obtained through taking the arctangent.
Let us now define a positive constant κ for each object such that
2

2

κ ≡ Q +U =



a−b
a+b

2

Solving this equation for the axis ratio a/b, we find
√
a 1+κ +2 κ
=
.
b
1−κ
2 http://www.sdss3.org/dr8/algorithms/classify.php
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.

(3.5)

(3.6)

The equation of a general ellipse in polar coordinates with the origin at the center is
a
ab
=q
.
r(Θ) = p
a
2
2
(a sin Θ)2 + (b cos Θ)2
( b sin Θ) + (cos Θ)

(3.7)

If we evaluate r(Θ) at the angle θ (Equation 3.4) and substitute a/b (Equation 3.6) into
Equation 3.7, we need only some measure of a in order to compute the parameter of
interest, r(θ ), which is the elliptical light radius of the object in the direction of the SN.
For this we choose the Petrosian half-light radius measured in arcseconds, PetroR50, in
the r-band. We find PetroR50 to be more robust than the deVRad and expRad profile
fit radii. By essentially setting a = petroR50, we can convert the angular separation for
each nearby object into a distance normalized by r(θ ). We call r(θ ) the “directional light
radius” (DLR) and measure the host separation in units of DLR, which we denote as dDLR .
That is to say,

dDLR =

SN-host angular separation
r(θ )

(3.8)

We then order the nearby primary objects by increasing dDLR and designate the firstranked object as the host galaxy. For particular objects where this fails due to null or faulty
values of Q, U, or PetroR50 (e.g., negative axis ratios as a result of κ > 1 in Equation
3.6), we select the next nearest object in dDLR as the host. This occurs for about 3% of
cases. In addition, we impose a cut on the maximum allowed dDLR for a nearby object
to be a host. This cut is chosen to maximize the fraction of correct host matches while
minimizing the fraction of incorrect ones, as we explain in Section 3.2.2 below. If no such
object is found using this method, we consider the candidate to be hostless.

3.2.2

Optimizing Efficiency & Purity

Determining the appropriate dDLR cutoff requires that we first estimate the efficiency of
our matching algorithm. We accomplish this by selecting a small but clean sample of what
are believed to be positively identified host galaxies based on the agreement between
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Figure 3.2 Distribution of the truth sample, i.e., the sample of positively matched SN hosts
as a function of dDLR .
the SN redshift and the redshift of the host galaxy from SDSS spectra. A preliminary
application of our matching algorithm found 188 SNe (of all types) for which this is the
case. We designate this sample of SN-host pairs as the “truth sample,” and the distribution
as a function of dDLR is shown in Figure 3.2. Normalizing this distribution and taking
the cumulative sum gives us an estimate of the efficiency of our matching method as a
function of dDLR , which is shown as the blue curve in Figure 3.3.
Practically, however, we do not have spectroscopic redshifts for all candidates and
all potential host galaxies. If the host is too faint to be detected by SDSS, a different
(brighter) nearby object may be selected as the host instead. In order to estimate the rate
of misidentification, we chose a set of 10,000 random coordinates on the sky and applied
our matching algorithm. As one would not expect a random point on the sky to necessarily
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Figure 3.3 Efficiency, purity, and figure of merit (FoM = efficiency × purity) of the
host-matching algorithm as a function of dDLR , based on the truth sample. The dashed
vertical line represents the matching cutoff at dDLR = 4. This roughly corresponds to the
intersection of the purity and efficiency curves at ≈ 93%.

be near an object that could be classified as a host, this sample of random points gives us
an estimate of the background rate of incorrect matches. While the distribution of host
galaxies for SNe peaks sharply near dDLR = 1, and declines rapidly with increasing dDLR
(Figure 3.2), the distribution of hosts for the random points begins at zero and steadily
increases with dDLR . In fact, normalizing the host distribution for the random points and
taking the cumulative sum yields the contamination rate as a function of dDLR . Therefore,
the purity is simply (1− contamination); we plot purity as the red curve in Figure 3.3.
Also shown here in Figure 3.3 is the Figure of Merit (FoM) in green which is simply
the product of the efficiency and the purity. The intersection of the efficiency and purity
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curves at 93% coincides with the peak of the FoM. This occurs at a host separation of
dDLR ≈ 4, so we choose dDLR = 4 as the cutoff that maximizes purity and efficiency, and
we select as host matches only those objects with dDLR < 4.

3.2.3

Results

After applying our method, about 73% (15, 826/21, 787) of all SDSS-II SN candidates
have hosts identified in DR8. The SDSS-II SN Survey uses a technique known as scene
modeling photometry (SMP; Holtzman et al. 2008) to extract light curves and errors for
candidates that were detected in multiple epochs. This removes asteroids and most other
non-SNe. For the 10,606 candidates with SMP, 88% have hosts identified in DR8, while
for candidates without SMP the value is only 58%.
In Figure 3.4, we show the normalized distribution of SN candidate-host galaxy separation in units of arcseconds and DLR for all candidates with hosts and for the subset that
have SMP. Examining the angular separation distribution reveals that it is highly peaked
such that majority of candidates (64% for SMP and 51% for all) fall within 0.500 of the
centers of their hosts. At higher separations there is a smaller bump that extends out to
≈ 200 followed by a long tail. Only 8% of candidates with SMP (and 13% of all candi-

dates) have hosts separated by greater than 200 , out to the initial matching radius of 3000 .
By comparison, the DLR separation in the lower panel of Figure 3.4 is a smoother distribution peaked at roughly 0.3 DLR with a more gradual decline. Half of all candidates
(and 60% of candidates with SMP) fall within 0.5 DLR of their hosts. Within 1 DLR
these values are 72% for all candidates and 82% for candidates with SMP. These results
are summarized in Table 3.1. In addition, when comparing the SMP candidates (red histograms) to all candidates (black histograms), it is clear that the SMP candidates are more
clustered in the peaks of both the angular and DLR separation distributions and fewer are
located in the tails. This indicates that many of the candidates located at larger angular
and DLR distances are likely not actual SNe.
Many candidates without SMP are asteroids, variable stars, dipoles, or unknown ob55

Figure 3.4 Normalized distribution of SN candidate-host separation in units of arcseconds
(top) and dDLR (bottom) for all SDSS SN candidates (black) and only the candidates with
SMP (red).

jects and would not have hosts, therefore this larger “hostless” rate (42% versus 12%,
as noted above) is not surprising. Below a redshift of 0.15, the SDSS-II SN Survey is
estimated to be ∼ 100% efficient for spectroscopic measurement. Using this sample of
141 spectroscopic SNe Ia with z < 0.15, we attempted to estimate the expected fraction
of hostless SNe in the survey (i.e., SNe whose hosts are too faint to be detected) under the
assumption that this low-z host sample is representative of the true SN Ia host distribution.
We obtained SDSS ugriz model magnitudes and errors for the z < 0.15 host sample from
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Table 3.1.

Host matching statistics for SDSS SN candidates
All

Total number
% of total with host match
% of matches with host sep.
% of matches with host sep.
% of matches with host sep.
% of matches with host sep.

SMP

21, 787 10, 606
73%
88%
00
< 0.5
51%
64%
00
>2
13%
8%
< 0.5 DLR
50%
60%
< 1 DLR
72%
82%

the DR8 CAS along with the SN redshifts and input these into the code kcorrect v4_2
(Blanton & Roweis 2007). The kcorrect code computes the best-fit model spectral energy distribution (SED) for each host galaxy. We then shifted these SEDs to redshift bins
of 0.05 out to z = 0.45 and convolved them with the r-band filter to compute the r-band
apparent magnitudes of the hosts at those redshifts (assuming ΩM = 0.3, ΩΛ = 0.7, and
H0 = 70 km s−1 Mpc−1 ). We then weighted these magnitudes in the various z-bins by the
redshift distribution of the entire spectroscopic SN Ia sample (Figure 1.3) in an attempt
to generate a simulated host distribution that mimics the actual observed host r-band distribution for the spectroscopic sample (514 hosts) over the whole SDSS-II redshift range.
We considered the simulated hosts that fell outside the DR8 r-band magnitude limit3 of
22.2 as hostless. Based on this, we estimate the hostless rate to be ≈ 12%, in agreement
with the previous statement that 88% of the SMP candidates have hosts. This can also be
compared with the actual observed hostless rate of ≈ 10% for the full SDSS-II spectroscopic sample (as seen in the rightmost bin of the solid green histogram in Figure 3.5).
However, the full spectroscopic sample extends to z ≈ 0.46 and the efficiency for detecting the SNe themselves drops off rapidly past the median redshift of z ∼ 0.2 (see Dilday
et al. 2008, Figure 10).
The procedure to estimate the hostless rate described above is also represented graph3 95%

completeness for point sources
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Figure 3.5 Observed and simulated distributions of r-band apparent magnitudes for our
sample of spectroscopically-confirmed SN Ia host galaxies. The solid green histogram
shows the actual host distribution of our observed SN Ia sample over the entire redshift
range. The purple histogram shows the simulated distribution generated from the complete sample (z < 0.15). The bins on the far right are the hostless SNe. The dashed vertical
line at r = 22.2 is the limiting magnitude of SDSS.

ically in Figure 3.5, which shows the r-band apparent magnitude distribution of the SN Ia
hosts. The solid green histogram shows the actual r-band apparent magnitude distribution based on observations over the entire SDSS-II redshift range. The purple histogram shows the simulated r-band apparent magnitude distribution generated from the
spectroscopically-complete sample (z < 0.15). The bins on the far right are the hostless
SNe. Note that even for the complete sample, 5 out of 141 SNe (3.5%) are hostless. The
dashed vertical line at r = 22.2 is the limiting magnitude of SDSS, so for the simulated
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distribution, many of the hosts fainter than 22.2 mag can essentially be considered to lie
in the hostless bin on the far right. The distribution simulated from the z < 0.15 sample
generally reproduces the actual observed distribution well, with the peaks of the distributions coinciding. However, there is a noticeable discrepancy: the simulated distribution
overpredicts on the faint end and underpredicts on the bright end. This can be mostly
attributed to Malmquist bias since we are using a low-z SN Ia host sample to simulate the
full SDSS SN Ia spectroscopic sample, which is drawn from a larger volume. Malmquist
bias is a selection bias that occurs in magnitude limited surveys in which intrinsically
brighter objects are preferentially selected since they can be seen at greater distances. In
addition, Malmquist bias predicts an observed under-representation of intrinsically fainter
objects since at greater distances these would fall outside the detection limit of the survey.
Computing the absolute magnitudes for the host galaxies using kcorrect and comparing
the normalized distribution of the z < 0.15 sample with that of the full sample confirms
that Malmquist bias is the dominant effect since the full sample contains more intrinsically bright hosts and fewer intrinsically faint ones. This is exactly the effect seen in
apparent magnitude as well in Figure 3.5.
There may also be other smaller effects at work here that could contribute to the discrepancy. One such effect is possible evolution in the population of SNe Ia and their host
galaxies, which is unaccounted for since we are working under the simplistic assumption
that the distribution of host galaxies at z < 0.15 is the same as the distribution at higher
redshift. While this may be a reasonable approximation is it certainly not true. It is known
that the relative populations of galaxy morphological types evolve with redshift and that
late-type galaxies preferentially host the most luminous SNe Ia (Hamuy et al. 1996a) and
also do so at a much higher rate per unit mass (Mannucci et al. 2005).
We would like to note that host identification is not an exact science, and there are
many ways in which a host galaxy can be misidentified. For example, if the true host
is not an SDSS primary object (which can happen when it is very faint or near a bright
star or satellite track), it will not be selected as a host since we perform our search using
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the PhotoPrimary catalog. Even having a matching SN redshift and host galaxy redshift
does not guarantee a correct match in the presence of galaxy groups, clusters, or mergers.
For nearer candidates, their hosts can be > 3000 away or extended such that the SDSS
pipeline may erroneously identify an overdensity in a galaxy as a distinct primary object.
We attempted to mitigate these issues by looking at the images of several hundred of the
lower redshift candidates and manually correcting any obvious mistakes made by the hostmatching algorithm. More distant candidates suffer from a higher density of potential host
galaxies, which also tend to be fainter and more point-like.
In addition, one could imagine performing the host matching algorithm on deep optical stacked images (co-additions, or “co-adds”) as was done by Sullivan et al. (2006) for
the SNLS. For the SNLS three-year sample, Sullivan et al. (2010) claim a hostless rate as
low as ' 3%. In theory, the deep images would reveal the fainter hosts that would otherwise go undetected. Indeed, such co-added images and catalogs derived from them exist
for the Stripe 82 region of SDSS (Annis et al. 2012). However, they suffer from several
problematic issues. For one, the images were created using frames from 2005 and thus
contain contaminating light from SNe that occurred during that period. Another problem
is that the source extraction pipeline run on these co-adds often mistakenly identifies artifacts or galaxy overdensities as distinct objects. For these reasons, we choose to use the
DR8 catalog over the Stripe 82 co-add.

3.3
3.3.1

Derived Host Galaxy Properties
Method

As demonstrated in the previous chapters, much can be learned about SNe through the
properties of their host galaxies. We can derive several such properties by fitting host
galaxy photometry to galaxy models. We begin by retrieving the SDSS ugriz model magnitudes (which are best for galaxy colors) and magnitude errors of our hosts from the
DR8 CAS. For all candidates with spectroscopic redshifts we use the redshifts, host mag60

nitudes, and magnitude errors in conjunction with the code Flexible Stellar Population
Synthesis (FSPS; Conroy et al. 2009; Conroy & Gunn 2010) to estimate physical properties of our host galaxies. This sample for which we have derived host properties totals
4374 SN candidates (including non-SNe and SNe of all types), two-thirds of which have
SMP. We do not cross-match with GALEX or UKIDSS for this analysis. In addition to
deriving the stellar mass and mass-weighted average age using the method described in
Section 2.3.3 we also compute the averaged specific star-formation rate (sSFR), i.e., the
star-formation rate per unit mass, using the same set of models. This amounts to integrating the SFR over the past 0.25 Gyr as was done in Sullivan et al. (2010) and then dividing
the result by that time interval. The SFR, Ψ(t), is normalized such that one solar mass of
stars is formed from t = 0 to the age of the Universe at the redshift of the galaxy, Tuniv (z).
We assume Ψ(t) takes the form
Ψ(t) = K

e−t/τSF
,
τSF

(3.9)

where K is a normalization constant and τSF is the FSPS parameter that defines the rate
of decline in Gyr (Section 2.3.2). Let us define A and B such that
A ≡ Tuniv (z) − tstart ,

B ≡ 0.25 Gyr,

(3.10)

where tstart is the FSPS parameter that sets when star formation begins. Then, the sSFR
can be calculated as
sSFR =

1
B

Z A

K
A−B

e−t/τSF
K eB/τSF − 1
,
dt =
τSF
B eA/τSF

(3.11)

where the units of sSFR are yr−1 . Uncertainties in the sSFR are determined based on the
method described in Section 2.3.3. For a given galaxy, the inverse of the sSFR is a rough
estimate of the formation timescale, and so galaxies with high sSFR will convert gas into
stellar mass quicker than galaxies with low sSFR (Sullivan et al. 2006). The SFR (in units
of M yr−1 ) can also be computed by multiplying the sSFR by the stellar mass.
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Figure 3.6 Distribution of host galaxies in the mass-SFR plane. These are hosts of the
SN Ia that have been either spectroscopically confirmed or photometrically typed using
a host galaxy redshift. Blue points indicate star-forming hosts while red points indicate
passive hosts. The diagonal dashed line is the log(sSFR) = −11.0 value that separates
the two. Passive galaxies are given random log(sSFR) values between -2.5 and -3.5 for
plotting purposes.

3.3.2

Results

Let us now consider the sample of 671 host galaxies whose SNe have been either spectroscopically confirmed or photometrically typed using a host galaxy redshift as Type Ia.
The relationship between host SFR and mass for this sample is shown in Figure 3.6. Here
we separate the hosts into two populations: star-forming (defined as log(sSFR) > 11.0;
437 galaxies, blue points) and passive (defined as log(sSFR) ≤ −11.0; 234 galaxies, red
points). Lampeitl et al. (2010) and Smith et al. (2012) also split the full SDSS-II SN
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sample by type, with the former choosing log(sSFR) = −10.5 as the separator and the
latter dividing the sample into 4 sSFR categories. However, unlike those works, we do
not perform any cuts on redshift or SN light-curve quality. Our separation at log(sSFR) of
−11.0 was chosen empirically, and in any case the decision is rather arbitrary. This separation is depicted as the diagonal dashed line in Figure 3.6. For plotting purposes, passive
galaxies are given random log(sSFR) values between -2.5 and -3.5. As is expected from
galaxy evolution, the passive galaxies tend to have higher stellar masses. The galaxies
with the highest sSFRs are mostly dominated by young, massive stars while those with
more moderate sSFRs contain some older stellar populations (Smith et al. 2012).
In Figure 3.7, we show the resulting distributions of stellar mass, mass-weighted average age, and SFR for our sample of 671 SN Ia hosts (green histograms). These are subdivided into the star-forming hosts (blue histograms) and passive hosts (red histograms).
From this division, it is clear how the star-forming and passive hosts form separate populations. In particular, these different types separate out well in the mass and age distributions. As we saw already in Figure 3.6, the passive hosts are distributed at higher masses
with a peak around log(Mass) = 11.2, while the star-forming hosts are more broadly
distributed and centered at log(Mass) ∼ 10.4. In age, the contrast is even more stark.
Almost all the passive hosts are older with an average age of ∼ 7 Gyr while almost all the
star-forming hosts are young with an average age of ∼ 4 Gyr.

3.4

Summary

In this chapter, we have presented the host galaxy matching algorithm used for the final
data release of the SDSS-II SN Survey that will be published in Sako et al. (2013, in
preparation). This method determines the most likely host for each SN candidate based
on the angular separation normalized by the apparent size of the host which we call dDLR .
By running the algorithm on a set of random locations in the sky, we were able to get an
estimate of the rate of false matches. This, in conjunction with a truth sample of SNe and
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Figure 3.7 Distribution of host galaxy mass, age, and SFR for the sample of spectroscopically and photometrically classified SNe Ia normalized by the total number (671). The
total sample (green) is simply the sum of the passive hosts (red) and the star-forming hosts
(blue).

their hosts, allowed us to claim that we can achieve a purity and efficiency of close to 93%
with this method. In addition, from the sample of z < 0.15 host galaxies we simulated
the r-band apparent magnitude of the full sample of spectroscopically-confirmed SDSSII SNe Ia to determine that ≈ 12% of SNe Ia have hosts that ought to be too faint to be
detected by the SDSS Survey.
For all the host galaxies with spectroscopic redshifts, we also derived galaxy proper64

ties such as stellar mass, mass-weighted average age, sSFR, and SFR from SDSS galaxy
photometry. For the subsample of SNe Ia, we examined the properties of the hosts. SNe Ia
progenitors are thought to be evolved stars (white dwarfs) and so can occur in all types
of galaxies. We split the hosts into two categories (star-forming and passive) and found
that, as expected, these groups separate out nicely in the mass and age distributions, with
the passive hosts being on average more massive and older. The full set of several thousand host galaxies with derived properties can be used in any number of future analyses,
including studies of possible evolution in hosts and correlations with SN properties.
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Chapter 4
Luminosity Functions of Type Ia
Supernovae and Their Host Galaxies
4.1

Introduction

Type Ia supernovae are extremely useful as standardizable candles, yet as discussed in
Sections 1.2 and 1.4, the physics governing them and correlations between their luminosities and their environments are not well understood. Recent and upcoming surveys
with SN Ia search components such as the Dark Energy Survey (DES; Bernstein et al.
2012) and the Large Synoptic Survey Telescope (LSST) hope to discover many thousands of SNe Ia. These surveys and others like them would benefit from having accurate
luminosity functions of SNe Ia and their host galaxies to use for simulating their SN detection efficiencies. The luminosity function (LF) gives the number of objects, be they
SNe or galaxies, per luminosity interval. Knowing the LFs for both SNe Ia and their hosts
can also provide insight into the environment of these SNe and help to constrain the progenitor systems in an age where SNe Ia cosmology is limited by systematic uncertainties,
including environmental dependences on SN luminosities. To this end, we construct the
LFs for a sample of 483 SNe Ia and their host galaxies drawn from the full three-year
Sloan Digital Sky Survey II Supernova Survey (SDSS-II SN Survey).
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Several authors have studied the LF of various types of SNe (e.g., Miller & Branch
1990; Richardson et al. 2002; Li et al. 2011), but Yasuda & Fukugita (2010, hereafter
YF10) were the first to compute LFs for both SNe Ia and their host galaxies. Using only
the first year data (2005) from the SDSS-II SN Survey, YF10 constructed a magnitudelimited sample of 137 SNe Ia that were either spectroscopically confirmed, spectroscopically probable, or photometrically identified by their light curves but had spectroscopic
redshifts of their hosts. The magnitude cut effectively limited the redshift range of their
sample to 0.05 ≤ z ≤ 0.3. They found that the LF of SNe Ia at peak brightness in the
B band is fit well by a Gaussian with a mean of MB − β c = −19.42 and a width of
σ = 0.24 mag, assuming that the SALT2 color parameter c can be interpreted as reddening with RV = 3.1 (the standard Milky Way value)1 . The width of the Gaussian is reduced
if MB is also corrected for the SN stretch (x1 ). YF10 also computed the LF of host galaxies in the g, r, and i bands and found that they agree with the LFs of field galaxies from
Blanton et al. (2001) multiplied by the luminosity.
Using a nearby SN sample from the Lick Observatory Supernova Search (LOSS),
Li et al. (2011) computed the observed R-band LFs (corrected for Milky Way extinction
but not host galaxy extinction) for 175 SNe although their SNe Ia sample consists of
only 74 events. They constructed a volume-limited sample, whereas YF10 constructed
a magnitude-limited sample; therefore, the completeness corrections differ between the
two studies. Li et al. (2011) found that while a Gaussian distribution is a non-ideal, yet
acceptable description for the LFs of SNe Ibc and II, it is a poor fit for the LF of SNe Ia.
In this chapter, we expand on the work done by YF10, making use of the entire
SDSS SNe Ia sample obtained over all three years, including SNe that were typed as
Ia using host galaxy spectroscopic redshifts obtained as part of the SDSS-III Baryon
Oscillation Spectroscopic Survey (BOSS; Eisenstein et al. 2011; Dawson et al. 2013).

1 I.e.,

they assume c = E(B − V ) and β = RV + 1 = 4.1. Since B-band extinction is AB = RB × E(B −

V ) = (RV + 1) × E(B −V ), this implies AB = β c and so the absolute magnitude corrected for extinction is
MB − β c.
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Where necessary, we assume a ΛCDM cosmology with ΩM = 0.3, ΩΛ = 0.7, and H0 =
70 km s−1 Mpc−1 . This assumption does not affect the main results.

4.2

Sample

The SDSS-II SN Survey repeatedly scanned Stripe 82, a ∼ 300 deg2 equatorial strip of
sky every few days from September to November of 2005 through 2007 (Frieman et al.
2008; Sako et al. 2008). Using a CCD camera on the SDSS 2.5 m telescope (York et al.
2000; Gunn et al. 1998, 2006), the Supernova Survey obtained imaging in ugriz optical
filters (Fukugita et al. 1996), and with the help of real-time spectroscopic follow-up from
a variety of other telescopes, identified ∼ 500 SNe to be Type Ia in the redshift range
0.01 < z < 0.42. The SDSS-II SN Survey is described in greater detail in Section 1.3, and
the three-year data will be released in M. Sako et al. (2013, in preparation).
Although the main goal of the SDSS-III BOSS project is to obtain redshifts of 1.5
million luminous galaxies and 150, 000 quasars in order to measure baryon acoustic oscillations (BAO), a portion of the survey is set aside to obtain redshifts for all SDSS-II
SN host galaxies (Dawson et al. 2013; M. Olmstead et al., in preparation). As a result
of updates to the spectrograph, BOSS was able to obtain spectra for targets 1–2 magnitudes fainter than the original SDSS spectroscopic targets (Eisenstein et al. 2011). Therefore, our sample includes spectroscopically-confirmed SNe Ia (referred to hereafter as the
“spec” subsample) in addition to SNe that were photometrically identified as Type Ia by
their light curves in conjunction with the spectroscopic redshift of the host galaxy from
either BOSS (“BOSS-z”) or other follow-up resources during the SN Survey (“host-z”).
The photometric SN Ia identification was performed using the “Photometric SN IDentification” (PSNID) method of Sako et al. (2011). PSNID fits multi-color light curves to
a grid of light curve models and uses the Bayesian evidence criteria to assign probabilities. The method works well for SNe without any spectroscopic information but performs
better when a spectroscopic redshift is available, which is the case for all SNe Ia in our
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sample.
Supernova light curves were measured using scene-modeling photometry (SMP; Holtzman et al. 2008). To obtain a clean, homogeneous sample of SNe Ia we impose several
cuts, including on the light curve and the resulting fits. However, we first reject 10 known
peculiar SNe Ia from our sample. We also remove the redshift outlier whose redshift
from BOSS is z = 0.688 ± 0.455 due to the large error on the measurement. This gives us
an initial sample size of 1245 consisting of SNe from the “spec”, “host-z”, and “BOSSz” subsamples. We then run these SNe through the analysis package SNANA (Kessler
et al. 2009b) and its implementation of the SALT2 light-curve fitter (Guy et al. 2007,
2010). Within SNANA we begin by limiting the sky area to −50.0◦ < α < +55.0◦ and

−1.25◦ < δ < +1.25◦ to avoid edge effects. This yields an effective survey area of

105◦ × 2.5◦ = 262.5 deg2 and removes 41 SNe. We also perform the following lightcurve quality and fit cuts, the first four of which are identical to those performed in Dilday
et al. (2010) and YF10:
1. At least one measurement with Trest < −2 days, where Trest is the rest-frame time,
such that Trest = 0 corresponds to peak brightness in rest-frame B band
2. At least one measurement with Trest > +10 days
3. At least five measurements with −20 < Trest < +60 days;
4. At least one measurement with signal-to-noise ratio (S/N) > 5 for each of the g, r,
and i bands
5. Pfit > 0.001, where Pfit is the SNe Ia SALT2 fit probability based on the χ 2 per
degree of freedom
Although the cut on fit probability removes only 14 SNe, the requirements on observed epochs and S/N greatly reduce the sample, leaving us with a base sample of 684
SNe Ia. Table 4.1 describes the incremental cuts and the number of SNe passing each cut
for our sample. As seen from this table, the “BOSS-z” SNe suffer most since nearly half
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Table 4.1.
Criteria

Total (no peculiars)
Good sky coverage
Good light curve
Pfit > 0.001
r < 21.5

SN Ia sample selection summary
Number passing cut for:
spec
host-z
BOSS-z
494
465
315
305
264

100
90
63
62
45

651
649
320
317
144

Total passing cut

1245
1204
698
684
453

of the SNe in this subsample fail the light curve cuts. This is mainly because the “BOSSz” subsample has a higher average redshift than the other samples (see Figure 4.2), and
therefore the average S/N of SN measurements at those redshifts is lower.
In order to make our sample magnitude-limited and thus appropriate for the Vmax
method (Schmidt 1968) we perform a magnitude cut on the maximum observed r-band
magnitude of our SNe. Following YF10, we conservatively set our limit to be rlim = 21.5
based on our plot of the SN maximum apparent r magnitude as a function of redshift,
shown in Figure 4.1. Including only SNe Ia with r < rlim removes one-third of the base
sample, just as it did for YF10. This leaves us with a final magnitude-limited sample of
453 SNe Ia. Using this sample, we go on to construct the LFs of our SNe and their hosts.
However, we still use our base sample of 684 SNe to compare with simulations and to
compute the global SALT2 parameters α and β , as described later on.
The redshift distributions of our base sample and our magnitude-limited sample are
compared in Figure 4.2. We also show the distribution of “BOSS-z” SNe (purple) and
“spec” SNe (green) in the base sample. Notice that the “spec” subsample has a median
redshift of 0.21 while the “BOSS-z” subsample has a significantly higher median redshift
of 0.29. This figure along with Figure 4.1 shows that our magnitude cut leaves us with a
sample that is reasonably complete out to a redshift of z ≈ 0.2 and essentially limits our
sample to z . 0.3.
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Figure 4.1 Maximum apparent r-band magnitude for our base sample of 684 SNe Ia as a
function of redshift. The dotted horizontal line indicates our chosen magnitude limit of
rlim = 21.5.
We obtain our SDSS host galaxy matches from the directional light radius method
described in Section 3.2. This method has been optimized to have an estimated efficiency
and purity of ∼ 93%. Host galaxy photometry (ugriz magnitudes and errors) were obtained from online catalogs via SQL (Structured Query Language) queries through the
SDSS Catalog Archive Server (CAS)2 for Data Release 8 (DR8; Aihara et al. 2011). We
use the SDSS model magnitudes corrected for Galactic extinction using the dust maps of
Schlegel et al. (1998).
In Table 4.2 we list the 29 hostless SNe in our basic sample. Four of these are excluded from the magnitude-limited sample. Of those four, two were not confirmed spec2 http://skyserver.sdss3.org/CasJobs

71

Figure 4.2 Redshift distribution of the base sample (684 SNe; black dashed), and the
subset of the base sample that are “BOSS-z” (317 SNe; purple dashed) and “spec” (305
SNe; green dashed). The magnitude-limited sample (453 SNe) is shown as the solid
histogram.

troscopically. At first, it may seem odd that for these two photometrically-typed SNe Ia,
a spectrum of the host was obtained and yet they are listed as having no host. This is
due to the fact that the host galaxy identification is performed using the SDSS DR8 photometric catalog (see Section 3.2), and the limiting magnitude of this imaging survey is
independent of and different from that of the instrument performing the spectroscopy and
its targeting and acquisition criteria. While the DR8 images might not be deep enough to
reliably detect a particular host, the spectroscopic resources used may have nevertheless
been able to obtain a reliable host redshift. Visual inspection of the DR8 images in the
region of these two particular SNe confirms that the hosts are too faint to be visible. For
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the case of BOSS targets, priority was given to host galaxies with an SDSS-I/II r-band
fiber magnitude (300 diameter aperture) of rfiber < 21.25 (Campbell et al. 2013). However,
this was not a hard cut, and BOSS spectra were obtained for many host galaxies as faint
as 22 (M. Olmstead et al., in preparation). Therefore, it is possible for a SN Ia to have
a host galaxy spectrum from BOSS even if the galaxy is too faint to be detected in DR8.
The BOSS spectroscopic targeting and its effect on the incompleteness of our sample is
discussed further in Sections 4.3.1 and 4.6

4.3
4.3.1

Corrections for Incompleteness and Bias
SN Detection Efficiency and Spectroscopic Incompleteness

The main inefficiencies of the SDSS-II SN Survey are caused by the detection efficiency
and spectroscopic incompleteness. The spectroscopic incompleteness affects both the
“spec” SNe for which the targets are the SNe themselves, and the “host-z” and “BOSS-z”
SNe for which the targets are the host galaxies. In order to determine this for our analysis,
we use SNANA to simulate several hundred thousand realistic SDSS SN Ia light curves,
taking into account the software image-subtraction efficiency and using actual observing
conditions such as sky brightness and seeing over the three SDSS survey seasons. We
assume the SN Ia rate follows a power law with dN/dz ∝ (1 + z)γ Mpc−3 yr−1 , where
γ = 1.5 as determined by Dilday et al. (2008) from SDSS low-redshift data. We also
assume the asymmetric Gaussian distributions for the SALT2 SN Ia parameters x1 and
c that were used to describe the parent population in Kessler et al. (2013). That is, we
assume an x1 distribution of the form
(
f (x1 ) =

2

2

e−(x1 −x̄1 ) /2σ− , x1 ≤ x̄1
2
2
e−(x1 −x̄1 ) /2σ+ , x1 > x̄1

(4.1)

and similarly for x1 → c. The value of the peak probability is x̄1 , and the widths of
the distribution to the left and right of this value are given by σ− and σ+ . Specifically,
we input a peak x1 of 0.5 with widths σ− = 1.4 and σ+ = 0.7 and a peak c of 0 with
73

Table 4.2.
SN ID
2943
3199
5844
5994
6649
6924
6933
7475
7512
12855
13038
13641
13732∗
13757
14298
15674
15734∗
16032
17746
17811
17825
18945
19067∗
19101
19128
19282
19940
20186∗
20345

Hostless SNe Ia

IAU Name

Redshift

Subsample

2005go
2005gs
2005ic
2005ht
2005jd
2005ja
2005jc
2005jn
2005jo
2006fk
2006gn
2006hf
...
2006hk
2006jj
2006nu
2006ng
2006nk
2007jv
2007ix
2007je
2007nd
2007oq
2007ml
2007lw
2007mk
2007pa
2007pj
2007qp

0.2641
0.2496
0.3093
0.1858
0.3129
0.3264
0.2116
0.3205
0.2183
0.1706
0.1026
0.2085
0.4007
0.2874
0.2607
0.1965
0.3834
0.2032
0.1556
0.1987
0.1600
0.2686
0.3535
0.1856
0.2854
0.1756
0.1458
0.3524
0.2636

spec
spec
spec
spec
spec
spec
spec
spec
spec
spec
spec
spec
BOSS-z
spec
spec
spec
spec
spec
host-z
spec
spec
spec
spec
spec
spec
spec
spec
spec
spec

∗ Excluded

from magnitude-limited sample
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σ− = 0.08 and σ+ = 0.13. The generation ranges are −5 < x1 < 3 and −0.4 < c < 0.6.
The simulations also account for Galactic extinction.
Since the SDSS SN search is based on image subtraction software algorithms, SNANA
can effectively account for this image subtraction pipeline efficiency for each filter. It also
includes the discovery logic, which requires three epochs, each of which has a detection
in at least two of the three gri filters. In addition, the simulation makes use of a recentlyupdated spectroscopic SN selection efficiency function, spec , that has been estimated from
observations and extensive simulations using the intrinsic color smearing of Guy et al.
(2010) (R. Kessler, private communication). It was found that spec can be accurately
modeled as a function of SN r magnitude and g − r color at peak (Kessler et al. 2013). We
do not apply spec as a cut, but rather use the information about which simulated SNe Ia
pass this criteria to compare with our “spec” subsample and estimate our incompleteness.
We next fit our simulated light curves with SALT2 and apply the same light-curve
and fit probability cuts to the simulations as were applied to our data. The efficiency
spec was used to calculate the number of simulated SNe Ia that would get selected for
spectroscopic targeting. We take this number and scale it to our “spec” data sample and
plot the resulting distributions as a function of redshift in Figure 4.3. The distribution
of the data (blue points with Poisson error bars) agrees well with the simulation (blue
histogram) for the “spec” sample, indicating that spec is an accurate function. The red
points are all the data in our base sample, while the red histogram is the total number
of simulated SNe Ia that SDSS could have detected after image subtraction that pass the
discovery logic criteria and our cuts.
Note that the red data points are fairly close to, but systematically lower than, the
simulated numbers. This discrepancy is most likely due to the incompleteness of spectroscopic targeting of the host galaxies. Unlike the estimated SN Ia spectroscopic efficiency
(spec ), there is no built-in model for the efficiency of the spectroscopic targeting of host
galaxies for the construction of the “host-z” and “BOSS-z” sample. Dividing the observed
distribution (SNe Ia that were seen and subsequently identified) by the simulated distri-
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Figure 4.3 The redshift distribution of the simulated SNe Ia (solid histograms) compared
with the data from our base sample (points with Poisson error bars). The same cuts were
applied to both the simulations and the data. The simulated numbers have been scaled
to match the numbers in the “spec” sample (blue), and the same scale factor was then
applied to all SNe Ia (red). A comparison of the red histogram to the red points indicates
that our sample is fairly complete over the full redshift range of the survey.

bution (SNe Ia that SDSS could have seen) in Figure 4.3 should give an estimate of the
completeness as a function of redshift, (z). The result is a (z) that fluctuates roughly
around 90%, but is independent of redshift. Based on this, we argue that our spectroscopic
completeness is approximately constant as a function of redshift, and so the completeness
correction (z) ∼ 0.9. Therefore, when computing the LFs (in Equation 4.3) we do not include a correction term for this spectroscopic incompleteness since assuming it is constant
effectively weights each SN equally, leaving the shape of the LF unchanged. Sources of
uncertainty in the incompleteness corrections are addressed further in the discussion in
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Section 4.6.

4.3.2

Malmquist Bias and the Vmax Method

We apply the volume weighting Vmax method of Schmidt (1968) when computing the LFs
for both our SNe Ia and their host galaxies. Though the method is generally intended for
use with a magnitude-limited sample of randomly-distributed field galaxies, we use it here
mainly to correct for Malmquist bias in our sample and to convert our results to volumetric
measurements. Since brighter objects can be seen out to greater distances than fainter
objects, we observe an overabundance of brighter objects and a dearth of fainter ones.
By computing the maximum redshift zmax at which each object can be detected within
the survey magnitude limit, we can compute the comoving volume Vmax corresponding to
zmax , using our assumed cosmology. For object i, this maximum volume is given by
ω
Vmax =
4π
i

Z zi
max dV
0

dz

(z)dz,

(4.2)

where ω is the solid angle subtended by the survey, which in our case is 262.5 deg2 ≈
0.08 sr. The factor ω/4π is therefore the fraction of the total sky sampled by the survey.
We can then weight each object by 1/Vmax , and bin our objects in absolute magnitude so
that each bin is a weighted sum of the objects within it. Brighter objects can be seen out
to larger volumes and so are downweighted by 1/Vmax , while fainter objects can only be
seen within smaller volumes and are given more weight to account for other similarly
faint objects that are unobserved.
In practice, finding zmax involves determining the apparent magnitude of each object
as a function of increasing redshift until that object falls below the magnitude limit at
a redshift of zmax . This requires an assumed SED of the object. The SALT2 fitter is a
SED-based method and so for our SNe Ia, we can simply use the SALT2 SED template
at peak brightness for each SN, defined by its stretch and color, to compute the r-band
apparent magnitude as a function of redshift. This is described in more detail below in
Section 4.4.1. Galaxies are a far more heterogeneous class of objects compared to SNe Ia,
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and therefore their SEDs display much more variability. We explain how we find zmax for
our galaxies using K-corrections in Section 4.4.2.

4.4

Luminosity Functions

In the general sense, the LF is the distribution of the intrinsic brightness of a class of astrophysical objects. By accounting for the effect of Malmquist bias (as described above),
and also for the time of visibility of our SNe Ia, we can calculate the LF as a binned and
weighted sum following the prescription of YF10:
Φ(M)∆M (Mpc−3 ) =

∑

i∈|M i −M|<∆M/2

1
i
max × Tvis

Vi

(4.3)

i is the time of visibility in the restframe of the SN, measured in years. If T
Here, Tvis
obs

is the duration of the survey season in the observer frame, then for each SN with redshift
i = T /(1 + zi ). In 2005, the Modified Julian Date (MJD) range of survey obserzi , Tvis
obs

vations was 53616 − 53705, corresponding to a duration of Tobs = 89 days = 0.2437 yr.
For the 2006 and 2007 seasons, these dates are MJD 53974 − 54068 (0.2574 yr) and MJD
54346 − 54433 (0.2382 yr), respectively. For SNe Ia, M i is the B-band absolute magni-

tude at peak, while for host galaxies it is the absolute magnitude in the rest frame g, r, and
i bands, as they are better calibrated and have a higher efficiency than u and z. In principle,
the spectroscopic efficiency (zi ) should also be included as a weight factor in the equation above to account for the sample incompleteness, but as mentioned in Section 4.3.1
we provisionally ignore this term here.

4.4.1

The SN Ia Luminosity Function

Our goal is to construct the LF for our sample of SDSS SNe Ia in the B-band. The SALT2
fitter corrects for Galactic extinction using the dust maps of Schlegel et al. (1998) and
models SNe Ia using the equation
µ = mB − (MB − αx1 + β c).
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(4.4)

For each SN, SALT2 fits for the stretch (x1 ), color (c), and peak apparent B-band magnitude (mB ). The average peak absolute B-band magnitude (MB ) and the coefficients α
and β are global parameters. As seen from the form of the equation above, the quantity
MB − αx1 + β c can be viewed as the observed absolute magnitude in the B-band since the
difference between it and mB (the apparent magnitude corrected for Galactic extinction
and K-correction) is simply µ. We call this quantity MBobs :
MBobs = MB − αx1 + β c.

(4.5)

Here we remain agnostic about the origin of the stretch and color and treat them as intrinsic properties of the SNe Ia. In contrast to YF10, we do not attempt to attribute some or
all of the color to host galaxy extinction. The LF we produce is thus the distribution of
absolute magnitudes that is observed.
In order to obtain MBobs , we must first solve for the coefficients α and β and the constant MB . The software SALT2mu (Marriner et al. 2011), which is a part of the SNANA
suite, is designed to compute values of SN distance modulus (µ) using the outputs of
SALT2 as input (see Section 1.2.2). However, we are not interested in µ values per se but
are instead interested in determining α, β , and MB for our sample. We run SALT2mu on
our base sample of 684 SNe Ia that pass light-curve and fit probability cuts. This process
minimizes the scatter in the Hubble diagram in redshift bins, allowing the intrinsic SN
magnitude scatter to float so that when fitting, the reduced χ 2 ≈ 1. The resulting val−3

−2

+8.95×10
ues are α = 0.17009+9.97×10
and β = 3.1259−8.88×10
−2 . MB is degenerate with H0 and
−9.84×10−3

is treated as nuisance parameter by SALT2mu. For our sample, the value is found to be
MB = −19.33855. Therefore, using this and the fitted global values of α and β along with
the individual values of x1 and c for each SN, we can construct the SN LF as a function
of MBobs via Equation 4.5.
The calculation of the LF is also dependent on the value of Vmax , and thus zmax , determined for each object. To compute zmax for each SN in our sample, we construct
the rest-frame SED at peak brightness using the formulation and spectral surfaces from
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SALT2 (Guy et al. 2007). The template flux F as a function of wavelength λ is given by




F i (λ ) = Ai M0 (λ ) + x1i M1 (λ ) × exp ci CL(λ ) .

(4.6)

Here, the “i” superscripts denote parameters specific to each SN, while M0 , M1 , and
CL(λ ) are global properties of the model. M0 is the average spectral template, M1 is
the first additional component describing the main variability of SNe Ia, and CL(λ ) is the
average color correction law from Guy et al. (2010). The factor Ai is the normalization
of the spectral template for each SN. By incrementally shifting the SED of each SN in
small redshift bins of ∆z = 0.001 and convolving it at each step with the r-band, we can
determine r(z) and thus determine zmax via r(z = zmax ) = rlim = 21.5.

4.4.2

The Host Galaxy Luminosity Function

We compute rest-frame absolute magnitudes for our host galaxies using the code kcorrect
v4_2 (Blanton & Roweis 2007). We input SDSS ugriz model magnitudes from DR8, corrected for Galactic extinction, and apply the following AB magnitude (Oke & Gunn 1983)
offsets, as recommended by M. Blanton3 :
mAB − mSDSS = [−0.036, 0.012, 0.010, 0.028, 0.040]

(4.7)

in ugriz, respectively. We also input the magnitude errors and the spectroscopic redshift.
The code kcorrect fits a specialized set of SEDs (based on templates from Bruzual &
Charlot (2003)) to broadband galaxy photometry. While we fit using all five ugriz bands,
we construct host galaxy LFs only in the g, r, and i bands.
In general, galaxies evolve passively over time so that a galaxy at higher redshift
(some time in the past) appears brighter than if that galaxy were nearby (seen at the
current time). For a galaxy at redshift z, one corrects for evolution by adding Q × z to the
observed absolute magnitude, where Q is the evolution parameter and is different for each
3 http://howdy.physics.nyu.edu/index.php/Kcorrect#Absolute_calibration_and_its_

uncertainty_in_SDSS_magnitudes
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bandpass. We use the mean evolution parameters reported in Bell et al. (2003) to correct
for the effect of luminosity evolution. These values are [Qg , Qr , Qi ] = [1.6, 1.3, 1.1]. The
final absolute magnitudes in each band are therefore
M = m − µ(z) − A − K(z) + Qz,

(4.8)

where m is the observed apparent magnitude, µ is the distance modulus, A is the extinction
due to Milky Way reddening, and K is the K-correction.
The application of the Vmax method to SN host galaxies is not as clear as for SNe or
for random galaxies in the field. The host galaxy sample is SN-selected and as a result
is subject to the magnitude limit and selection biases of the SN sample. The issue is
further complicated by the fact that the galaxies themselves have a magnitude limit in
DR8 of r = 22.2, which is independent of the rlim = 21.5 limit we place on our SNe Ia
sample. Therefore, when computing Vmax for each host galaxy we take as the Vmax value
the smaller of Vmax for the SN and Vmax for the galaxy. In our final sample of 453 SNe,
25 are hostless. For these cases, we place an upper limit on the luminosity of the host by
setting Vmax to be the volume at the redshift of the SN (or host). This is an assumption
that the host is just faint enough that it falls below the detection limit at its redshift.

4.5
4.5.1

Results
Supernovae

In Figure 4.4 we present the B-band LF of the SNe Ia in our magnitude-limited sample.
It is the distribution of observed absolute magnitudes, MBobs , for our SNe calculated from
Equation 4.5. The lower panel shows the unweighted number histogram, whereas the
upper panel shows the volumetric LF weighted by Vmax and Tvis (Equation 4.3).
Unlike YF10, who fit a simple Gaussian to their SN LF (and who use a different
method to determine α and β ), our result is better fit by an asymmetric Gaussian with bifurcated widths which we denote σbright and σfaint to describe the spread of the distribution
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Figure 4.4 The luminosity function of SNe Ia in the B band, corrected for SALT2 stretch
(x1 ) and color (c). Luminosity increases to the right. The upper panel is weighted by Vmax
i , while the lower panel shows the unweighted number. The LF is best-fit by an
and Tvis
asymmetric Gaussian function with a peak at −19.465 and with widths σbright = 0.231
and σfaint = 0.556.

on the bright and faint ends, respectively. Using the code MPFITFUN (Markwardt 2009)
with a user-defined asymmetric Gaussian function (see Equation 4.1), we find a best-fit
peak MBobs of −19.465 mag with widths σbright = 0.231 mag and σfaint = 0.556 mag. This
is overplotted as the solid blue curve in the upper panel of Figure 4.4. The single outlier
at MBobs = −16.6 mag was not included in the asymmetric Gaussian fit. This is the lowredshift “spec” SN Ia (SN ID 19003, a.k.a. IAU 2007mp) whose spectrum indicated it
was extincted. It has an extreme color of c = 0.8 and would therefore be excluded from
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Figure 4.5 The distribution of SALT2 x1 (left) and c (right) for our magnitude-limited
sample. The top panel is weighted by Vmax and Tvis , while the lower panel gives the
unweighted number. The overplotted blue curves are the best-fit asymmetric Gaussians,
the parameters of which are given in Table 4.3.

any cosmology analysis.
The spread in the SN LF is due in part to the effect of SN stretch (x1 ) but most of the
contribution comes from the color term (c). The distribution of both x1 and c is shown in
Figure 4.5. We fit asymmetric Gaussians to each distribution and find the peak x1 to be
0.269 with σ− = 1.39 and σ+ = 0.742, and the peak c to be −0.0398 with σ− = 0.0599
and σ+ = 0.145. These values agree well with the values used in Kessler et al. (2013) and
in our simulations. Quantitatively, the width of the SN MBobs distribution is dictated by the
values of ασx1 and β σc . Taking the maximal σ values we see that for our sample these
values are roughly ασx1 ≈ 0.17 × 1.4 ≈ 0.24 mag and β σc ≈ 3.1 × 0.15 ≈ 0.47 mag.
Therefore, the effect of color is twice as large as the effect of stretch in increasing the
spread in the observed SN LF. Table 4.3 lists the best-fit asymmetric Gaussian parameters
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Table 4.3.

SN Ia fit results for the LF, x1 , and c distributions

Normalization Peak value σ− (σbright ) σ+ (σfaint )
(×10−5 Mpc−3 )
MBobs
x1
c

3.7325
1.4194
14.0232

−19.4649
0.2687
−0.03981

0.2309
1.3879
0.05992

0.5561
0.7416
0.1453

χ 2 /dof

0.75
0.94
1.19

for the SN Ia LF along with the x1 and c distributions.
We also attempt to look for possible evolution in the SN Ia LF. Therefore, we split
the magnitude-limited sample into two redshift groups, divided by the median redshift of
z = 0.22, and plot the LF for each group separately. The result is shown in the left panel of
Figure 4.6. The low-z group is plotted in blue and the high-z group is plotted in red. From
this alone, it would appear that SNe Ia at higher redshift are intrinsically more luminous
on average, perhaps indicating some evolution of SN Ia progenitors over cosmic time.
However, galaxies also evolve, since the cosmic star formation rate increases as a function
of redshift (and thus lookback time), meaning that one expects the fraction of young,
spiral galaxies to increase with redshift. Furthermore, correlations between SN brightness
and host galaxy morphology are known to exist: SNe Ia are intrinsically brighter in spiral
galaxies and fainter in elliptical galaxies (e.g., Hamuy et al. 2000; Sullivan et al. 2006).
In order to determine whether this LF difference is really due to redshift itself or
host morphology, we divide the SN into two groups, this time according to host galaxy
mophology. Here we remove the hostless SNe since a host morphology for those cases
cannot be determined. Using the (evolution-corrected) absolute u − r color of the host
galaxy (Mu − Mr ), we separate our SNe into spirals (Mu − Mr < 2.22) and ellipticals
(Mu − Mr ≥ 2.22). The cutoff color value of 2.22 was determined by Strateva et al.
(2001), who found that the observed u − r color is an accurate separator out to redshifts
of z ∼ 0.4. The SN Ia LFs for each host morphological type are shown in the right panel
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Figure 4.6 The SN LFs split by redshift and host galaxy type. LEFT: The SN Ia LF
divided into two redshift groups based on the median redshift of z = 0.22. The low-z
group is shown in blue while the high-z group is shown in red. RIGHT: The SN Ia LF
divided into two groups according to host galaxy morphology, based on the u − r color
separator of Strateva et al. (2001). The SNe in spiral hosts are shown in blue while the
SNe in ellipticals are shown in red.

of Figure 4.6, with the SNe in spiral hosts plotted in blue and those in elliptical hosts
plotted in red. Again, a difference in the populations is seen such that the higher-redshift
SNe tend to occur in spiral galaxies, which is expected from what is known about cosmic
star formation. It also confirms that brighter SNe Ia occur in spiral galaxies while the
fainter ones occur in ellipticals. Using the distribution of absolute magnitudes of the SNe
in the two host morphological types, we perform a Kolmogorov-Smirnov (K-S) test to
determine if the SNe Ia in the two groups come from the same population. The K-S test
results indicate that SNe in ellipticals differ significantly from those in spirals, and the
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Figure 4.7 The distribution of SALT2 x1 (left) and c (right), each divided into two groups
according to host galaxy morphology. The SNe in spiral hosts are shown in blue while
the SNe in ellipticals are shown in red. The distribution of c in both spirals and ellipticals
is consistent with a single common parent population. However, the distribution of x1
differs greatly, with brighter SNe Ia (higher x1 ) tend to occur in spiral galaxies.
probability that they come from the same population is only 6 × 10−4 . Li et al. (2011)
presented similar results using the LFs of their nearby SNe Ia sample, finding that SNe in
elliptical hosts are generally fainter than those in spiral/irregular hosts.
Similarly, if we divide the x1 and c distributions according to host galaxy morphology, we find that the values of c seem uncorrelated with the host galaxy type, whereas
x1 exhibits a strong dependence on host type. This can be seen in Figure 4.7. A K-S
confirms that the probability that the two c distributions come from the same parent distribution is 0.82. However, for the x1 distributions, the K-S test yields a probability of
10−9 , indicating that the x1 distribution for SNe in spiral hosts is quite different from
the distribution in elliptical hosts. This reinforces the known correlation that intrinsically
brighter SNe Ia (those with larger x1 ) tend to occur in bluer, spiral galaxies. In addition,
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the result agrees with what has previously been observed in SDSS-II data: Lampeitl et al.
(2010) also found no difference in the c distributions of SNe in passive and star-forming
galaxies, yet found a large discrepancy in the x1 distributions (see Lampeitl et al. 2010,
their Figure 2).

4.5.2

Host Galaxies

In Figures 4.8, 4.9, and 4.10, we plot our host galaxy LFs in the g, r, and i bands, respectively. The lower panels show the unweighted number histograms and the upper panels
are volumetric LFs weighted by Vmax and Tvis . In both panels, the shaded leftmost bin
represents the 25 hostless SNe. For plotting purposes, these were each given an arbitrary
faint host galaxy absolute magnitude of −14.5 in all bands.
A popular parametrization of the galaxy LF is the empirical Schechter function, often
denoted Φ(L) (Schechter 1976). The quantity Φ(L)dL gives the number of galaxies per
volume with luminosities in the range (L, L + dL). The Schechter function is written as

Φ(L) =

φ∗
L∗



L
L∗

ζ

e−L/L∗ ,

(4.9)

where L∗ (the characteristic luminosity), ζ (the faint-end slope), and φ∗ (the overall normalization factor of the galaxy density) are parameters determined from the data. Rewritten in terms of absolute magnitudes, this function takes a less elegant form:
Φ(M) = 0.4 ln(10)φ∗ 100.4(M∗ −M)(1+ζ ) exp(−100.4(M∗ −M) ),

(4.10)

where now the characteristic absolute magnitude is M∗ . M∗ can be thought of as the
intrinsic brightness above which the number of galaxies drops sharply, while ζ controls
the cutoff at the faint end of the distribution. Higher values of ζ truncate the number of
faint galaxies more, and a value of ζ = −1 produces a “flat” distribution.
We fit Schechter functions to our host galaxy LFs and overplot the results as the
dashed colored curves in the upper panels of Figures 4.8, 4.9, and 4.10. The best-fit
parameters for these are listed in Table 4.4. The Schechter functions fit the bulk of the
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Figure 4.8 The luminosity function of SN Ia host galaxies in the g band, plotted with
luminosity increasing to the right. The green dashed curve is the best-fit Schechter function, and the green solid curve is the best-fit double Gaussian. The lower panel shows the
unweighted number histogram. The shaded leftmost bit represents the 25 hostless SNe.

distributions well. However, the galaxies on the fainter end are not fit as well, due to the
presence of a secondary peak and the larger errors on these bins. While the LFs of field
galaxies have been found to have ζ ≈ −1 (Blanton et al. 2003b; Binney & Merrifield
1998), we find that our host galaxies have ζ values closer to zero, suggesting that SNe Ia
do not often occur in low-luminosity galaxies. This is expected since the luminosity of
galaxies roughly scales with the number of stars, and the more stars a galaxy has, the
more likely it is to host a SNe Ia. In addition, YF10 also found that the SNe Ia rate is
proportional to the luminosity of host galaxies, and that even the hostless SNe in their
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Figure 4.9 The luminosity function of SN Ia host galaxies in the r band, plotted with luminosity increasing to the right. The red dashed curve is the best-fit Schechter function, and
the red solid curve is the best-fit double Gaussian. The lower panel shows the unweighted
number histogram. The shaded leftmost bit represents the 25 hostless SNe.
sample follow this trend when an upper limit on the host luminosity is assumed.
In an attempt to find an empirical function that better describes the observed data,
we also fit a double Gaussian to the host galaxy LF in each band. A double Gaussian is
simply a sum of two Gaussians and is parametrized by
2 /2σ 2
A

f (M) = Ae−(M−M̄A )

2 /2σ 2
B

+ Be−(M−M̄B )

.

(4.11)

Although this parametrization has twice the number of fit parameters (6 compared to the
3 in the Schecter function), we find that in general a double Gaussian is a better fit to the
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Figure 4.10 The luminosity function of SN Ia host galaxies in the i band, plotted with
luminosity increasing to the right. The orange dashed curve is the best-fit Schechter function, and the orange solid curve is the best-fit double Gaussian. The lower panel shows the
unweighted number histogram. The shaded leftmost bit represents the 25 hostless SNe.
data, resulting in lower values of χ 2 /dof for each band. The best-fit double Gaussians are
plotted as the solid colored curves in Figures 4.8, 4.9, and 4.10, and the parameters are
given in Table 4.5. These fits are better able to capture the secondary peak at the faint end
of the LFs.
To investigate the possible cause of the double peaks seen in the host galaxy LFs, we
divide the r-band LF according to galaxy type (using the Mu − Mr separator once more),
and plot the results in Figure 4.11. As expected, the elliptical and spirals form wellseparated populations, and the elliptical distribution peaks ∼ 1.5 mag brighter than the
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Table 4.4.

SN Ia host galaxy Schechter fit results

Filter

φ∗
−5
(×10 Mpc−3 )

M∗
(mag)

ζ
(×10−3 )

χ 2 /dof

g
r
i

3.9041
3.6028
3.5458

−20.2532
−21.1593
−21.4717

6.378
−9.145
−1.631

2.38
2.11
3.09

Table 4.5.

SN Ia host galaxy double Gaussian fit results

Filter

A†

M̄A
(mag)

σA
(mag)

B†

M̄B
(mag)

σB
(mag)

χ 2 /dof

g
r
i

1.5235
1.4352
1.3713

−20.2736
−20.9384
−21.3212

0.7915
0.8629
0.8290

0.5459
0.5263
0.4057

−17.0792
−17.7934
−17.3898

1.3407
1.0909
1.8535

0.24
0.69
2.17

† Normalization

in units of ×10−5 Mpc−3
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Figure 4.11 The luminosity function of SN Ia host galaxies in the r band, divided into two
groups according to morphology. The spiral hosts (Mu − Mr < 2.22) are shown in blue
while the ellipticals (Mu − Mr ≥ 2.22) are shown in red.
spiral host distribution. Both galaxy types contribute to the main peak, but most of the
contribution to the secondary peak at the faint end comes from spirals. The brightest end
is dominated by large, elliptical galaxies while the faint-end peak is likely comprised of
small, compact galaxies with high specific star formation rates.

4.6

Discussion

One of the main sources of uncertainty in our analysis is the estimation of the spectroscopic incompleteness, which relies both on our selected data sample and on the simu92

lations performed. This is illustrated by the difference between the red histogram and
points in Figure 4.3.
Though the “BOSS-z” redshifts were obtained from the 2.5 m SDSS telescope via
multi-object fiber spectrographs, the “host-z” sample contains host redshifts from a variety of sources, making the host spectroscopic efficiency difficult to model. Furthermore,
the problem is compounded by the fact that the BOSS targeting criteria was not as simple
as a cut on galaxy magnitude applied uniformly to all hosts in the SDSS sample; while
priority was given to hosts brighter than rfiber = 21.25, there were still a large number
with 21.25 < rfiber < 22 (M. Olmstead, private communication). Even if one assumes the
BOSS targeting selection was based on a single magnitude limit, implementing this into
SNANA simulations is not straightforward, since doing so would require a simulated host
galaxy library that accurately reflects the underlying brightness distribution of host galaxies. This distribution is not well known, and constructing such a distribution (i.e., the host
galaxy LF) is precisely the goal of the work presented in this chapter.
In order to test whether this incompleteness is due to the BOSS target selection criterion, we assume the BOSS selection is rfiber < 22. Next, we select from our base sample
of 684, the 71 SNe with z < 0.15, where the SDSS SN Survey is estimated to be complete. We examine the host galaxies for 69 of these 71 (2 are hostless) and construct a
low-z “complete” host LF. We make the assumptions that this LF is representative of the
LF at higher z and that the SDSS r-band model magnitudes are a proxy for rfiber . Using
kcorrect, we estimate what the observed r-band apparent magnitude distribution would
be for these hosts at z = 0.325 (the middle of the bin 0.3 < z < 0.35) by shifting the
best-fit SEDs to this redshift value. At z = 0.325, we find that 28% of hosts would have
r < 22. This is in surprisingly good agreement with the fact that in the z = 0.325 bin
in Figure 4.3, we observed 72% of the number of SNe Ia predicted by the simulation.
This provides evidence that the discrepancy between the simulations and the data seen in
Figure 4.3 may be due in part to the spectroscopic incompleteness of BOSS host galaxy
targeting. However, looking at the higher redshift bins, the discrepancy is less and red-
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shifting our complete host sample to these redshifts only increases the fraction that fall
below the r = 22 limit, so the issue is not completely resolved.
Another source of uncertainty in the estimate of sample incompleteness is the assumed
SN Ia rate used in the simulations. In this work, we have assumed a rate of dN/dz ∝
(1 + z)1.5 Mpc−3 yr−1 . This value of the exponent, γ, was determined in Dilday et al.
(2008), but has a large uncertainty (γ = 1.5 ± 0.6). Therefore, we investigate the effect of
the uncertainty in γ on the simulated number of SNe Ia in Figure 4.12. As in Figure 4.3,
the solid red histogram is the simulated number of all SNe Ia passing cuts that SDSS
could have detected assuming the fiducial value of γ = 1.5, and the points with errors are
the observed numbers for our base sample. We now overplot curves (the dotted lines)
representing the 1-σ uncertainty on the value of γ, where σ = 0.6. The upper curve is
the estimated numbers when γ = 1.5 + 0.6 = 2.1 while the lower curve shows the case
of γ = 1.5 − 0.6 = 0.9. As seen here, accounting for the error bars on our data points,
the data fits decently within the ±1σ uncertainty of the rate model. We take this as an
indication that the observed distribution of SNe Ia in our sample is consistent with the
predicted SNe Ia rate (within uncertainty) of Dilday et al. (2008). This also suggests that
our sample consisting of “spec”, “host-z”, and “BOSS-z” SNe is nearly complete over the
SDSS redshift range and, to some extent, justifies our assumption that the spectroscopic
efficiency (Section 4.3.1) is close to unity and can be neglected in the calculation of the
LFs.
It is difficult to quantify the relative contributions of these potential sources of uncertainty in the sample incompleteness, and further tests are needed in this endeavor. For
now, we conclude that both spectroscopic targeting of host galaxies and the uncertainty in
the simulated SNe Ia rate (and possibly other assumptions in the simulations) affect our
sample completeness, but are difficult to determine precisely. Future SN surveys would
do well to outline specific targeting criteria prior to executing a well-defined campaign for
the spectroscopic targeting of host galaxies, if possible. Doing so would greatly aid the
calculation of sample bias for any analyses that would make use of SNe classified with
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Figure 4.12 The effect of the assumed SN Ia rate on the simulated number of SNe Ia. The
solid red histogram and the points with error bars are the same as depicted in Figure 4.3
and represent the simulations (using a SN Ia rate ∝ (1+z)γ with γ = 1.5) and the observed
numbers for our sample. The dotted curves show what the simulated numbers would be if
a rate exponent of γ = 2.1 (upper curve) and γ = 0.9 (lower curve) were assumed instead
of the fiducial γ = 1.5.

the aid of host spectroscopic redshifts.
In addition to the issue of the sample efficiency, there is also the issue of purity,
which is affected by contamination from non-SNe Ia and by misidentification of host
galaxies. Our selection criteria is nearly identical to that used in Dilday et al. (2010),
who estimated that the total contamination due to non-SNe Ia entering the sample is
2%. Therefore, we also claim that such contamination in our sample is similarly low.
In Section 3.2.2 we estimated that our host identification method results in a host galaxy
sample with an efficiency and purity of 93%. As a result, we expect ≈ 7% contamination
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from misidentified hosts, though we do not expect this to drastically affect the overall
results.
The LFs that we compute here for our sample of SDSS SNe Ia and their corresponding
host galaxies can be used together to estimate the volumetric SN Ia rate per year and also
the SN Ia rate per luminosity per year. The distribution of observed luminosities can
be used to contrain the variety of progenitor channels and the types of binary systems
in which SNe Ia can occur. Additional work using our LFs would include subdividing
the host galaxies into different groups based on morphology or galaxy properties, and
examining how the SN LF depends on such classifications of the host.
These LFs also have practical applications to SN Ia analysis and surveys. Knowledge
of the intrinsic brightness distribution of SNe Ia will aid future surveys in designing their
instruments and observing strategies and will allow them to better estimate the expected
numbers of SNe they plan to discover. In addition, our host galaxy LFs can be used as
input into SNANA and other SN simulation software to create host galaxy libraries with
more realistic distributions. This will help improve the accuracy of these simulations for
all purposes in which they are used. Furthermore, in order to discover new SNe, surveys
subtract “template” images (preferably stacked from multiple images and free of SNe)
from single epoch “search” images. To ensure that this difference imaging is being performed correctly and that the pipeline is working properly, surveys still rely on a human
real-time scanning component. During the survey, fake SNe are inserted into the search
images, which are run through the difference imaging pipeline and scanned by people
who flag objects that appear to be newly discovered SNe. The insertion of fakes and their
subsequent detection by the pipeline and by humans is necessary to assess the efficiency
of the detection process. Therefore, having empirical distributions of both SN Ia and host
galaxy luminosities to draw from would allow for a more realistic brightness for fake SN
and a more educated placement of the fake SNe within a host. This, in turn would result
in more accurate estimates of the detection efficiency for SN surveys such as the Dark
Energy Survey.
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Chapter 5
Conclusions
5.1

Type Ia Supernovae Today

With modern telescopes and dedicated SN surveys, we no longer have to rely on the rare
serendipitous discovery of SNe Ia to study them. The nearby (z . 0.1) SN surveys have
been integral in calibration and anchoring the higher-redshift SNe Ia data. As mentioned
in Chapter 1, SNe discovered by the Calán/Tololo Supernova Search (CTSS; Hamuy et
al. 1993) were used by both Riess et al. (1998) and Perlmutter et al. (1999) in their Nobelwinning discovery. The two releases from the Carnegie Supernova Project (CSP; Contreras et al. 2010; Stritzinger et al. 2011) include 85 SNe Ia, and the latest release of spectra
and light curves from the Harvard Center for Astrophysics (CfA3) (Hicken et al. 2009a)
include 185 SNe Ia. The Lick Observatory Supernova Survey (LOSS; Ganeshalingam et
al. 2010) has collected light curves of 165 Ia events over 10 years, a fair fraction of which
overlaps with CfA3.
High-redshift surveys are generally designed to put constraints on dark energy via
its equation of state. The ESSENCE (Equation of State: SupErNovae trace Cosmic Expansion) survey discovered 119 SNe Ia in their first four years of operation in the range
0.15 < z < 0.7 (Wood-Vasey et al. 2007). The SuperNova Legacy Survey (SNLS) went
deeper (0.15 < z < 1.1), and has released their first and third year data (Astier 2006;
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Guy et al. 2010). They have spectroscopically confirmed ∼ 500 SNe Ia (Sullivan et al.
2011). In the past decade, the Hubble Space Telescope (HST) has discovered several
dozen SNe Ia, including some of the highest redshift events (Riess et al. 2004, 2007;
Suzuki et al. 2012). The final data releases and analyses from ESSENCE, SNLS, and
SDSS-II are expected to be published in the near future, adding to the fast-growing sample of SNe Ia. (A more thorough review of SN surveys can be found in Astier (2012).)
Thus, with such an abundance of SN data, the usefulness of SNe Ia is currently limited
by systematic effects rather than statistics. While the most serious of these systematics is
photometric flux calibration, correlations with host galaxy properties are perhaps the next
more important (Conley et al. 2011), and this dissertation focuses on understanding the
latter of these.
In Chapter 2, we used ≈ 200 spectroscopically-confirmed SNe Ia from SDSS-II along
with multi-wavelength photometry of the host galaxies to confirm that not only is there
a correlation between Hubble residual (HR) and host galaxy stellar mass as others have
found, but there is also evidence of an HR correlation with host galaxy age. However,
whether this age is indicative of the age of the progenitor or perhaps its metallicity is
unclear. In a complementary co-authored study, D’Andrea et al. (2011) analyzed the
spectroscopic properties of host galaxies using a nearly unbiased sample of SDSS-II SNe
Ia with z < 0.15. For this work, we computed gas-phase metallicities and SFRs from the
host galaxy spectra taken from a variety of sources including the SDSS-III BOSS survey.
We discovered that galaxies with higher metallicity and lower SFR per unit mass host
overluminous SNe Ia after light-curve correction (with significances of > 4σ and > 3σ ,
respectively). In a more recent study (Hayden et al. 2013), we calibrated the fundamental metallicity relation (FMR) of Mannucci et al. (2010)1 , using photometrically-derived
measurements of host galaxy mass and SFR to improve metallicity estimates for the SDSS
host galaxies in the final sample used in Chapter 2. We found that using the FMR reduces
the scatter in the correlation with HR compared with using mass alone, suggesting that
1 The

FMR basically states that there is a tight relationship between galaxy mass, SFR, and metallicity.
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host metallicity might be responsible for the HR-mass correlation.
It is known that in general, more massive galaxies also tend to be older, more metalrich, and have less star formation. Thus in all of our studies, the trends with HR that
we find are all in the same direction. Furthermore, if we make the assumption that our
trends with galaxy properties are in fact tracing the galaxy metallicity, and that the galaxy
metallicity is a proxy for the progenitor metallicity, then we can argue that our results
agree qualitatively with the theoretical progenitor metallicity-luminosity relation put forth
by Kasen et al. (2009) and described in Section 1.4.2. However, since galaxy properties
like mass, age, SFR, and metallicity are all correlated, and metallicity gradients are known
to exist within galaxies (e.g., Henry & Worthey 1999), claiming with certainty that host
correlations originate from progenitor metallicity differences is surely premature. While
we are closing in on the cause of the host correlations with HR, more data and further
research are needed to definitively determine the origin.

5.2

The Future of Type Ia Supernova Cosmology

With successful SN surveys such as the SDSS-II SN Survey now completed, we must
look to the future. Whereas past surveys have discovered hundreds of SNe Ia, current
and next generation SN surveys aim to discover on the order of thousands or more. The
Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) is currently
operating their first 1.8 m telescope and plans to build 3 more (Kaiser et al. 2002). By
observing the same patches of sky with all 4 telescopes, Pan-STARRS hopes to discover
and obtain light curves for ∼ 5000 SNe Ia each year.
The Dark Energy Survey (DES), also online, is designed to mitigate the systematic
errors currently limiting SN cosmology. The DES SN Survey takes advantage of the large
aperture and field of view of the Blanco 4-m telescope coupled with the red-sensitive
CCDs of the Dark Energy Camera, and will provide us with deeper observations in the
redder bands compared to previous SN surveys. This is integral for the accurate detection
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and light-curve measurement of SNe Ia out to redshifts of z ∼ 1, where rest-frame gband corresponds to observer-frame z-band. Over the next five years, DES is expected to
find ∼ 4000 SNe Ia in the redshift range 0.1 < z < 1.2, which will comprise the largest
homogeneous sample to date (Bernstein et al. 2012).
In the more distant future lies the Large Synoptic Survey Telescope (LSST; LSST
Science Collaborations 2009), which will have an effective area and field of view that is
three times that of DES. This will allow for an impressive 50, 000 SNe Ia per year out to
z ∼ 0.8, with a mean redshift of z ∼ 0.45. Currently, the data indicate that the dark energy
equation of state parameter, wDE , is consistent with −1 (Conley et al. 2011; Sullivan et al.
2011). One of the goals for the future is to determine any possible variation in this, and
thus any deviation from wDE = −1 over cosmic time. Surveys like Pan-STARRS, DES,
and LSST have the potential to constrain this to the few percent level.
The sheer volume of SNe Ia these surveys will discover has several consequences.
First, not all SNe Ia will be able to be targeted for spectroscopic confirmation since the
demands for 10-m class telescopes will be far too great. Therefore, the majority of SNe
must be typed photometrically. Efforts on this front are promising, and current techniques
are able to reach a SN Ia efficiency as high as 96% and purity of 79% (Kessler et al. 2010;
Sako et al. 2011). Eventually obtaining host galaxy spectra is crucial here as well, and
we have used such a sample of photometrically-identified SNe Ia with host redshifts for
our work presented in Chapter 4. Another consequence, beneficial to the types of studies
in this thesis, is that this wealth of data (for both SNe and host galaxies) will serve as a
laboratory for host galaxy studies. With this dataset it will be possible to construct multiple subsamples of sufficient statistical size to break degeneracies between host galaxy
properties by determining the correlation of a single host galaxy property with HR, while
essentially holding other host properties fixed. In this way, we can continue to study how
SN properties such as light-curve stretch, color, and HR depend on environmental factors,
and how they relate to the properties of the host galaxies.
Nearby SN Ia surveys will also be extremely important in the future in ameliorat-
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ing systematic uncertainties in calibration and dust extinction. In addition, the extended
hosts of very local SNe can be used to study the local environment of the explosion, an
improvement over most current studies which rely on global properties of host galaxies.
Multi-band images of the hosts would yield color information at the site of the SN explosion. From this, properties of the progenitor system such as the estimated age of the
stellar population can be inferred. All research in this vein will help determine whether
SNe Ia come from a single population or from two (SD and/or DD channels), in what relative proportions. Understanding SNe Ia and their progenitors is pivotal in understanding
dark energy, and the surveys slated for the next decade are poised to do just that.
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Appendix A
Supernova-Host Galaxy Data
The table below contains data on the final SN-host galaxy sample discussed in Section 2
(and published in Gupta et al. 2011).
The table lists the SNe, the host galaxy coordinates, the redshift of the SN, the host
galaxy stellar mass and mass-weighted age, the SALT2 color and stretch parameters,
and the Hubble residual. A host galaxy property uncertainty of −99.00 indicates that that
bound is unconstrained. A complete list of the SNe from years two and three of the SDSSII Supernova Survey along with photometry and other associated data will be published
in Sako et al., 2013 (in preparation).
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Table A.1: Properties of SN Ia Sample and Host Galaxies
Designation
SN ID
IAU
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1166
1253
1371
1580
1688
2017
2165
2330
2372
2422
2533
2635
2789
2943
3080
3199
3256
3377
3451
3452
3592
4000
4046
4241
4577
4679
5103
5183
5391
5533
5736
5737
5844
5944
5957
6100

...
2005fd
2005fh
2005fb
...
2005fo
2005fr
2005fp
2005ft
2005fi
2005fs
2005fw
2005fx
2005go
2005ga
2005gs
2005hn
2005gr
2005gf
2005gg
2005gb
2005gt
2005gw
2005gu
2005gv
2005gy
2005gx
2005gq
2005hs
2005hu
2005jz
2005ib
2005ic
2005hc
2005ie
2005ka

Host Coordinates
α(J2000)
δ (J2000)
9.3552761078
323.7985839844
349.3737487793
45.3238296509
321.3578186035
328.9438781738
17.0916309357
6.8073453903
40.5208168030
1.9945372343
31.2206439972
52.7040061951
344.2020263672
17.7050647736
16.9316864014
333.2925415039
329.2674865723
54.1561660767
334.0685424805
334.6713256836
19.0529479980
31.0166950226
354.4983215332
12.2376222610
38.4758186340
21.5282917023
359.8843383789
53.4536514282
52.3423271179
328.6699523926
22.8627357483
22.8571491241
327.7861633301
29.2021064758
34.7598075867
333.4833679199

0.9739487767
0.1628694236
0.4296737611
−0.6422790885
0.3248503506
0.5934827328
−0.0962756798
1.1208769083
−0.5410116911
0.6381285191
−0.3263290226
−1.2376136780
0.4005828500
1.0080429316
−1.0394667387
1.0506948233
−0.2234567255
1.0789009333
0.7077997923
0.6394435167
0.7905687690
−0.3663079143
0.6421458125
−0.9054884911
0.2808535695
0.6768267751
0.7369195819
0.7093452215
−1.0952030420
0.4132809639
−0.6316036582
−0.6033283472
−0.8428391814
−0.2125778049
−0.2725664973
1.0861500502

Redshift a

M−

0.38240 ± 0.00050 11.08
0.26200 ± 0.00500 11.27
0.11915 ± 0.00012 10.95
0.18300 ± 0.00008 10.61
0.35870 ± 0.00050 10.09
0.26160 ± 0.00050 10.48
0.28800 ± 0.00500 9.33
0.21320 ± 0.00050 9.83
0.18050 ± 0.00050 10.37
0.26500 ± 0.00500 9.09
0.34000 ± 0.00500 9.95
0.14370 ± 0.00050 9.93
0.29030 ± 0.00050 11.07
0.26540 ± 0.00050 9.00
0.17500 ± 0.00050 10.92
0.25110 ± 0.00050 8.79
0.10760 ± 0.00050 9.76
0.24510 ± 0.00050 9.32
0.25000 ± 0.00050 10.72
0.23040 ± 0.00050 9.46
0.08656 ± 0.00019 10.60
0.27860 ± 0.00050 10.89
0.27700 ± 0.00500 9.15
0.33200 ± 0.00050 9.19
0.36300 ± 0.00500 10.54
0.33240 ± 0.00050 9.43
0.16190 ± 0.00050 9.28
0.38980 ± 0.00050 9.79
0.30090 ± 0.00050 −99.00
0.21970 ± 0.00050 9.69
0.25300 ± 0.00500 8.89
0.39300 ± 0.00050 9.71
0.31080 ± 0.00050 9.41
0.04594 ± 0.00017 10.87
0.27960 ± 0.00050 10.45
0.31770 ± 0.00050 9.99

M
(log M )

M+

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

11.15
11.34
11.00
10.73
10.20
10.54
9.39
9.88
10.45
9.15
10.04
9.99
11.15
9.08
10.97
8.88
9.81
9.38
10.81
9.47
10.64
10.95
9.27
9.25
10.73
9.52
9.28
9.90
9.30
9.74
8.97
9.80
9.48
10.87
10.49
10.00

11.22
11.39
11.02
10.83
10.32
10.57
9.46
9.94
10.49
9.25
10.14
10.04
11.20
9.17
10.97
8.98
9.84
9.45
10.85
9.50
10.69
11.00
9.39
9.33
10.83
9.60
9.30
10.03
9.36
9.79
9.06
9.90
9.56
10.92
10.52
10.05

4.13
5.89
5.27
3.58
1.50
4.26
1.86
2.80
6.08
2.03
2.16
3.35
5.35
1.99
3.67
2.07
4.25
2.15
4.74
2.15
6.16
4.39
2.51
1.61
3.25
2.26
2.57
1.47
1.77
2.25
2.06
1.90
1.72
7.26
1.91
1.68

6.47
7.80
6.76
5.20
2.04
5.84
2.21
4.11
7.64
2.57
3.94
4.73
7.35
2.53
4.87
2.66
4.78
2.69
8.34
2.19
7.45
6.08
4.15
1.73
4.52
3.05
2.57
2.57
1.79
2.79
2.30
2.49
1.85
7.26
2.45
1.74

7.53
8.03
7.26
6.95
2.74
6.66
3.52
6.16
8.81
3.29
5.59
6.00
9.35
3.29
4.87
3.80
5.87
3.84
9.34
2.73
8.40
7.37
6.01
2.26
6.18
4.21
2.62
4.37
1.83
3.83
3.25
3.63
2.50
10.33
4.25
2.24

0.023 ± 0.068
−0.119 ± 0.058
−0.084 ± 0.020
−0.058 ± 0.026
0.007 ± 0.070
−0.117 ± 0.052
−0.130 ± 0.038
0.083 ± 0.063
0.045 ± 0.024
−0.184 ± 0.035
−0.075 ± 0.060
−0.062 ± 0.021
−0.115 ± 0.051
−0.025 ± 0.045
−0.068 ± 0.025
−0.020 ± 0.039
0.034 ± 0.034
−0.100 ± 0.034
−0.073 ± 0.035
−0.100 ± 0.034
−0.031 ± 0.019
−0.032 ± 0.074
−0.026 ± 0.041
−0.068 ± 0.053
−0.035 ± 0.054
0.075 ± 0.058
0.041 ± 0.026
−0.139 ± 0.077
−0.038 ± 0.057
0.048 ± 0.021
−0.009 ± 0.025
0.079 ± 0.066
−0.115 ± 0.035
−0.025 ± 0.015
−0.104 ± 0.038
0.027 ± 0.067

1.274 ± 1.103
−1.280 ± 0.464
0.703 ± 0.167
0.675 ± 0.271
1.019 ± 1.306
1.272 ± 0.527
0.620 ± 0.526
−2.238 ± 0.569
−0.015 ± 0.225
0.751 ± 0.326
2.329 ± 0.727
0.839 ± 0.183
−0.292 ± 0.543
0.121 ± 0.408
−0.166 ± 0.244
1.166 ± 0.414
−0.714 ± 0.198
0.756 ± 0.337
0.052 ± 0.362
0.680 ± 0.338
−0.454 ± 0.146
−0.990 ± 0.619
0.609 ± 0.533
0.044 ± 0.602
0.178 ± 0.691
0.726 ± 0.704
−0.398 ± 0.224
0.282 ± 0.925
0.023 ± 0.581
−0.035 ± 0.336
−0.530 ± 0.335
1.329 ± 1.078
−0.087 ± 0.495
0.543 ± 0.127
−0.771 ± 0.489
2.730 ± 1.223

−0.3288 ± 0.2179
−0.1097 ± 0.1611
−0.1775 ± 0.0566
−0.1156 ± 0.0775
0.0240 ± 0.2309
0.2671 ± 0.1512
0.3219 ± 0.1315
0.2954 ± 0.1620
−0.1379 ± 0.0714
0.2078 ± 0.1181
0.1465 ± 0.1912
0.0388 ± 0.0545
0.1218 ± 0.1512
−0.0989 ± 0.1285
−0.1118 ± 0.0621
0.3073 ± 0.1018
0.0294 ± 0.0627
−0.2046 ± 0.0875
−0.2537 ± 0.0948
−0.0220 ± 0.0856
−0.0411 ± 0.0513
0.2036 ± 0.2011
0.0048 ± 0.1390
0.0697 ± 0.1566
−0.1117 ± 0.1733
−0.1301 ± 0.1685
−0.0962 ± 0.0622
0.1701 ± 0.2238
−0.0537 ± 0.1579
−0.0135 ± 0.0713
−0.0444 ± 0.1002
−0.2717 ± 0.1697
−0.0486 ± 0.0965
0.0667 ± 0.0739
−0.0143 ± 0.1051
0.4055 ± 0.2179

Table A.1 – Continued
Designation
SN ID
IAU

106

6196
6649
6777
6936
7143
7512
7847
8030
8213
8598
8719
9207
9457
10550
12781
12843
12856
12860
12898
12930
12950
12972
13044
13070
13305
13354
13411
13425
13506
13511
13578
13641
13736
13757
13796
13835

2005ig
2005jd
2005iy
2005jl
2005jg
2005jo
2005jp
2005jv
2005ko
2005jt
2005kp
2005lg
2005li
2005lf
2006er
2006fa
2006fl
2006fc
2006fw
2006ex
2006fy
2006ft
2006fm
2006fu
2006he
2006hr
...
2006gp
2006hg
2006hh
2006hc
2006hf
2006hv
2006hk
2006hl
2006hp

Host Coordinates
α(J2000)
δ (J2000)
337.6311950684
34.2763099670
321.2164306641
323.2338867188
345.2623596191
52.0903663635
32.4597015381
40.2087211609
357.5210571289
42.6674690247
7.7218842506
19.0833320618
335.8146362305
349.6758117676
5.4078617096
323.8784790039
332.8653564453
323.6949768066
26.7930507660
309.6826477051
351.6672668457
7.9585695267
332.5429992676
357.7849121094
331.1001586914
27.5647277832
315.1897277832
338.5414733887
25.2436542511
40.6112861633
17.3948116302
345.2174987793
336.8327026367
350.1237792969
350.6919860840
6.0593752861

−0.5023938417
0.5356944203
0.3856396675
−0.7000573874
−0.2068603635
−0.3261369467
−0.0616886541
0.9932332635
−0.9214569926
−0.0667039678
−0.7186533809
−0.8073787689
0.2536900640
−1.2046753168
−1.0106090307
−0.9796369672
0.7555990219
1.1754231453
−0.1468682140
−0.4763843715
−0.8406041265
−0.3830518126
0.5039222836
−0.7465677261
0.6907849908
−0.8866921663
0.1917154342
0.0548623651
−0.7284323573
−0.7942346931
0.7042742372
−0.9820173383
1.0307192802
−1.1580305099
0.5323168635
−0.2492461652

Redshift a

M−

0.28070 ± 0.00050 11.11
0.31400 ± 0.00500 9.34
0.40430 ± 0.00050 9.11
0.18100 ± 0.00050 10.18
0.30400 ± 0.00500 10.30
0.21900 ± 0.00500 −99.00
0.21240 ± 0.00050 10.43
0.42200 ± 0.00500 9.41
0.18470 ± 0.00050 10.38
0.36060 ± 0.00050 10.01
0.11780 ± 0.00050 9.01
0.35000 ± 0.00050 10.73
0.25690 ± 0.00050 11.00
0.30010 ± 0.00050 10.33
0.08431 ± 0.00016 10.96
0.16704 ± 0.00013 11.18
0.17173 ± 0.00011 10.32
0.12170 ± 0.00050 10.58
0.08350 ± 0.00050 9.96
0.14749 ± 0.00017 10.85
0.08268 ± 0.00004 9.75
0.26080 ± 0.00050 9.12
0.12570 ± 0.00050 9.66
0.19855 ± 0.00009 10.18
0.21390 ± 0.00050 10.01
0.15760 ± 0.00010 10.46
0.16300 ± 0.00050 9.13
0.21290 ± 0.00050 10.22
0.24500 ± 0.00050 10.13
0.23757 ± 0.00015 11.26
0.22900 ± 0.00050 9.11
0.21930 ± 0.00050 9.15
0.15040 ± 0.00050 9.51
0.28900 ± 0.00500 9.13
0.14820 ± 0.00050 10.16
0.24770 ± 0.00050 10.39

M
(log M )
11.17
9.45
9.26
10.26
10.36
8.62
10.49
9.56
10.45
10.11
9.10
10.79
11.05
10.38
10.97
11.22
10.37
10.63
9.97
10.88
9.78
9.18
9.70
10.22
10.06
10.51
9.21
10.29
10.18
11.41
9.19
9.25
9.56
9.24
10.22
10.44

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

11.23 6.44
9.54 4.12
9.44 1.35
10.33 3.40
10.40 3.49
8.67 2.22
10.58 3.28
9.72 1.30
10.49 4.35
10.19 1.63
9.14 2.92
10.85 4.10
11.10 7.67
10.39 1.77
11.02 10.58
11.28 7.61
10.45 3.16
10.67 3.43
10.01 6.93
10.90 4.12
9.81 3.18
9.27 2.06
9.76 3.30
10.23 3.08
10.11 2.58
10.56 3.59
9.29 3.74
10.36 5.72
10.22 2.35
11.47 4.98
9.29 2.36
9.34 2.79
9.61 2.93
9.36 1.98
10.27 4.41
10.48 2.24

8.44
5.75
2.39
4.90
5.09
2.26
4.25
2.35
5.97
2.11
3.46
5.26
8.77
1.80
11.18
8.71
3.93
5.02
7.65
4.61
3.81
2.67
4.12
3.74
3.50
4.73
5.40
8.28
3.93
7.34
3.33
4.10
3.84
2.98
5.99
3.22

9.54
6.50
3.79
6.68
6.24
2.43
7.31
3.95
7.09
2.73
3.54
5.99
10.27
3.26
11.58
10.61
6.07
6.17
8.43
5.12
4.34
3.83
5.72
4.13
4.63
6.74
6.90
10.19
5.25
8.03
4.79
6.12
5.51
4.49
7.12
3.92

0.006 ± 0.046
−0.102 ± 0.042
−0.039 ± 0.089
−0.011 ± 0.027
0.033 ± 0.040
0.013 ± 0.031
0.174 ± 0.030
−0.165 ± 0.082
0.216 ± 0.040
0.090 ± 0.085
−0.099 ± 0.026
0.002 ± 0.066
0.001 ± 0.065
0.068 ± 0.075
0.072 ± 0.061
0.082 ± 0.043
−0.130 ± 0.023
0.186 ± 0.024
0.074 ± 0.019
−0.023 ± 0.037
0.028 ± 0.014
−0.059 ± 0.044
−0.083 ± 0.021
−0.179 ± 0.027
−0.022 ± 0.030
0.087 ± 0.024
−0.026 ± 0.034
0.298 ± 0.054
0.165 ± 0.038
−0.092 ± 0.044
−0.043 ± 0.029
−0.046 ± 0.029
−0.040 ± 0.023
−0.203 ± 0.039
−0.054 ± 0.021
−0.064 ± 0.031

−0.899 ± 0.653
0.568 ± 0.606
1.716 ± 1.330
−0.144 ± 0.315
−0.894 ± 0.590
0.279 ± 0.425
0.255 ± 0.410
0.923 ± 1.127
−0.651 ± 0.377
−1.283 ± 0.940
−0.263 ± 0.259
1.512 ± 0.916
−0.186 ± 0.819
1.281 ± 1.130
−2.128 ± 0.337
−1.110 ± 0.405
0.738 ± 0.310
−0.494 ± 0.258
−0.332 ± 0.139
1.623 ± 0.477
−0.731 ± 0.112
0.723 ± 0.696
−0.197 ± 0.204
0.717 ± 0.323
1.020 ± 0.352
0.952 ± 0.225
1.191 ± 0.397
−0.751 ± 0.579
0.079 ± 0.582
−1.991 ± 0.438
0.150 ± 0.464
0.967 ± 0.322
0.947 ± 0.232
0.724 ± 0.416
0.518 ± 0.181
0.707 ± 0.295

−0.2086 ± 0.1329
−0.0221 ± 0.1289
0.2246 ± 0.2238
−0.0136 ± 0.0735
−0.0097 ± 0.1264
0.0395 ± 0.1191
−0.1968 ± 0.0875
0.3907 ± 0.2467
−0.1624 ± 0.0913
−0.3454 ± 0.2274
0.0664 ± 0.0649
0.0289 ± 0.1974
−0.0116 ± 0.1659
0.1359 ± 0.2309
0.1604 ± 0.1149
−0.3135 ± 0.1016
0.0908 ± 0.0711
−0.0007 ± 0.0649
0.0141 ± 0.0583
0.1716 ± 0.0947
0.0301 ± 0.0480
0.1218 ± 0.1387
0.0565 ± 0.0547
0.0957 ± 0.0754
0.0304 ± 0.0817
−0.0979 ± 0.0592
0.1275 ± 0.0895
−0.0301 ± 0.1606
0.0435 ± 0.1271
0.1846 ± 0.1132
0.1010 ± 0.1018
−0.0431 ± 0.0777
0.0361 ± 0.0597
0.1401 ± 0.1212
−0.0995 ± 0.0545
0.0003 ± 0.0836

M+
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13894
13934
13956
14019
14108
14212
14261
14298
14331
14397
14437
14456
14481
14735
14782
14815
14846
14871
14979
15132
15201
15203
15213
15217
15219
15229
15259
15287
15354
15356
15369
15383
15421
15425
15440
15443

2006jh
2006jg
2006hi
2006ki
2006hu
2006iy
2006jk
2006jj
2006kl
2006kk
2006hy
2006jm
2006lj
2006km
2006jp
2006iz
2006jn
2006jq
2006jr
2006jt
2006ks
2006jy
2006lk
2006jv
2006ka
2006kr
2006kc
2006kt
2006lp
2006lm
2006ln
2006lq
2006kw
2006kx
2006lr
2006lb

Host Coordinates
α(J2000)
δ (J2000)
1.6905879974
342.1104431152
20.9414615631
316.6423950195
53.5947074890
330.4706420898
328.2404174805
314.8951110840
7.8891010284
6.9156045914
332.0809326172
343.5509338379
2.6814725399
35.1584739685
314.2340698242
319.0716552734
7.6626000404
54.2769241333
54.9465255737
329.6999511719
337.5189208984
15.7347574234
53.0192298889
22.6341056824
34.6107521057
4.8320274353
337.5441894531
323.9606628418
6.7742686272
335.0533142090
348.8330383301
34.1496849060
33.7412719727
55.5610733032
39.7205924988
49.8674354553

−0.0367476977
−0.4351437390
0.8162868619
−0.6486185193
−1.1231447458
1.0444601774
0.2536858320
1.2232679129
−0.1355372667
0.6493207216
−1.1963416338
1.0508996248
0.2018533349
0.3481049836
−0.2791627347
0.5595042109
0.1420275271
0.0092711495
0.9921327233
0.1987692863
0.0031410647
0.1830275059
−0.1002237424
0.2209988385
0.2261287570
1.0906258821
−0.4077875614
−1.0589238405
−0.1259586960
0.4099416137
−0.5626841784
−0.1552789956
0.6027206182
0.4783548415
0.0901087895
−0.3179923296

Redshift a

M−

M
(log M )

M+

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

0.12490 ± 0.00050
0.33000 ± 0.00500
0.26200 ± 0.00500
0.21640 ± 0.00050
0.13300 ± 0.00500
0.20540 ± 0.00050
0.28580 ± 0.00050
0.27010 ± 0.00050
0.22110 ± 0.00050
0.38570 ± 0.00050
0.14910 ± 0.00050
0.33000 ± 0.00500
0.24390 ± 0.00050
0.30110 ± 0.00050
0.16040 ± 0.00050
0.13630 ± 0.00050
0.22470 ± 0.00050
0.12760 ± 0.00050
0.17710 ± 0.00050
0.14400 ± 0.00500
0.20850 ± 0.00050
0.20430 ± 0.00050
0.31120 ± 0.00050
0.36800 ± 0.00500
0.24800 ± 0.00500
0.22680 ± 0.00050
0.21003 ± 0.00011
0.25400 ± 0.00500
0.22210 ± 0.00050
0.27470 ± 0.00050
0.23200 ± 0.00500
0.31620 ± 0.00050
0.18500 ± 0.00050
0.16004 ± 0.00014
0.26190 ± 0.00050
0.18202 ± 0.00010

9.34
10.76
10.53
9.69
8.77
10.27
9.39
9.28
9.57
10.55
9.96
11.04
10.96
10.29
11.13
8.78
10.96
9.21
10.00
9.45
11.26
10.14
10.58
10.71
10.94
9.09
9.14
10.47
10.82
10.41
8.95
10.54
10.09
10.50
10.59
10.26

9.39
10.83
10.61
9.74
8.86
10.35
9.44
9.41
9.61
10.61
10.02
11.13
11.08
10.38
11.26
8.79
10.99
9.26
10.01
9.46
11.34
10.22
10.62
10.79
11.02
9.12
9.25
10.58
10.85
10.54
9.06
10.67
10.14
10.57
10.71
10.32

9.44
10.90
10.77
9.82
8.96
10.42
9.52
9.54
9.66
10.71
10.09
11.19
11.17
10.47
11.35
8.82
11.04
9.31
10.10
9.47
11.41
10.26
10.67
10.87
11.08
9.18
9.36
10.65
10.88
10.62
9.18
10.77
10.22
10.59
10.83
10.37

4.09
2.69
6.22
2.33
3.53
4.58
1.85
2.50
2.30
1.98
5.81
4.39
4.92
2.91
4.80
2.74
4.23
2.85
3.96
2.69
6.16
5.21
4.67
3.80
2.51
2.17
3.00
4.30
9.02
4.62
2.72
3.71
3.01
4.69
3.76
4.38

6.15
4.58
8.62
2.96
4.83
6.55
1.91
3.92
2.78
2.59
8.81
5.67
8.95
4.41
7.28
2.74
5.68
3.84
4.42
2.69
8.16
8.21
5.82
4.77
3.62
2.27
4.82
6.70
10.12
6.72
4.02
5.22
4.10
6.29
6.23
6.51

7.58
6.13
9.72
4.12
6.79
8.01
2.52
5.77
3.45
4.17
10.41
6.97
8.95
5.72
9.68
2.79
6.97
5.27
6.78
2.74
10.26
9.81
6.52
6.65
5.48
2.89
6.66
8.85
11.02
8.65
5.83
8.11
5.68
8.69
7.80
7.36

0.186 ± 0.022
−0.079 ± 0.078
0.144 ± 0.069
0.001 ± 0.041
−0.001 ± 0.020
−0.009 ± 0.023
−0.037 ± 0.039
−0.085 ± 0.039
0.002 ± 0.033
−0.321 ± 0.083
−0.106 ± 0.021
0.001 ± 0.042
−0.168 ± 0.050
0.045 ± 0.039
0.011 ± 0.023
−0.027 ± 0.042
−0.059 ± 0.030
−0.086 ± 0.019
−0.119 ± 0.021
−0.138 ± 0.021
0.129 ± 0.038
0.001 ± 0.028
−0.042 ± 0.051
−0.056 ± 0.116
−0.165 ± 0.034
−0.048 ± 0.032
−0.005 ± 0.027
−0.080 ± 0.027
0.138 ± 0.056
−0.018 ± 0.046
−0.014 ± 0.026
−0.042 ± 0.049
−0.031 ± 0.024
−0.031 ± 0.021
0.097 ± 0.038
−0.077 ± 0.025

0.446 ± 0.201
−0.914 ± 0.786
−0.552 ± 1.204
−0.337 ± 0.389
0.053 ± 0.164
−0.415 ± 0.205
0.523 ± 0.543
1.049 ± 0.442
−0.140 ± 0.313
−1.077 ± 0.745
0.278 ± 0.192
0.163 ± 0.549
−1.208 ± 0.443
0.157 ± 0.407
−0.503 ± 0.211
3.869 ± 0.430
0.378 ± 0.333
1.128 ± 0.178
−0.055 ± 0.192
0.752 ± 0.211
−1.386 ± 0.474
1.139 ± 0.335
−0.247 ± 0.570
−1.623 ± 1.142
−0.294 ± 0.522
0.575 ± 0.362
0.184 ± 0.290
0.859 ± 0.350
−2.119 ± 0.458
−0.566 ± 0.530
0.624 ± 0.304
−0.332 ± 0.622
−0.104 ± 0.297
0.834 ± 0.257
−0.767 ± 0.546
1.357 ± 0.304

0.1657 ± 0.0547
0.2149 ± 0.2178
0.6144 ± 0.2207
0.3925 ± 0.1018
0.2947 ± 0.1352
0.0090 ± 0.0620
−0.1989 ± 0.1132
0.0262 ± 0.1084
0.1347 ± 0.0875
0.4810 ± 0.2402
−0.0850 ± 0.0544
−0.2071 ± 0.1369
0.3927 ± 0.1344
−0.2168 ± 0.1067
−0.4487 ± 0.0597
0.2070 ± 0.1037
0.0229 ± 0.0894
0.0349 ± 0.0518
−0.0599 ± 0.0596
0.1824 ± 0.1300
0.3592 ± 0.1117
−0.0040 ± 0.0797
−0.1117 ± 0.1401
−0.0224 ± 0.3205
0.1063 ± 0.1252
0.0729 ± 0.0912
−0.1254 ± 0.0775
0.0237 ± 0.1050
−0.1773 ± 0.1401
−0.1923 ± 0.1300
−0.4142 ± 0.1023
−0.0459 ± 0.1512
0.0667 ± 0.0691
−0.2347 ± 0.0592
−0.2466 ± 0.1116
−0.0756 ± 0.0592
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15453
15456
15459
15461
15466
15467
15504
15508
15583
15648
15704
15776
15872
15897
15901
16000
16072
16073
16099
16100
16106
16185
16232
17168
17332
17366
17389
17497
17552
17568
17629
17745
17791
17801
17809
17811

2006ky
2006ll
2006la
2006kz
2006mz
...
2006oc
2006ls
2006mv
2006ni
2006nh
2006na
2006nb
2006pb
2006od
2006nj
2006nv
2006of
2006nn
2006nl
2006no
2006ok
2006oj
2007ik
2007jk
2007hz
2007ih
2007jt
2007jl
2007kb
2007jw
2007ju
2007kp
2007ko
2007kr
2007ix

Host Coordinates
α(J2000)
δ (J2000)
319.6684570312
331.8668518066
340.7014160156
326.8482055664
317.6454467773
320.0201110840
345.7013854980
27.1694507599
37.7310752869
313.7187805176
40.2121353149
32.8302955627
36.7223777771
11.6815948486
31.9762687683
21.1174659729
3.1245520115
8.1076574326
26.4212512970
30.4363574982
332.0898742676
16.8680858612
17.2049808502
339.7236328125
43.7725067139
315.7849731445
323.2950134277
37.1364936829
322.3212585449
313.1032714844
30.6364746094
2.9602687359
332.3733825684
316.0938110352
6.3649182320
12.8806476593

−1.0242410898
−0.9038056135
−0.9017586112
−0.4947634041
−0.1227247939
−0.1773548573
−0.8768699169
−0.5757497549
0.9462816715
−0.1958119273
0.6598128676
−0.9981175065
−0.3278448582
−1.0324945450
−0.5353427529
0.0743126571
−0.9778423309
−1.0539033413
−1.0545672178
−1.0323493481
−1.1483064890
−0.2693305314
−0.9894958138
−1.1672555208
−0.1476856470
−1.0311613083
−0.9600833058
−1.0428131819
−1.0028200150
0.2774721682
−1.0899255276
−0.3393539488
0.7380061746
−0.8984486461
−0.8392885327
−0.9462078214

Redshift a

M−

M
(log M )

M+

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

0.18370 ± 0.00050
0.38210 ± 0.00050
0.12670 ± 0.00050
0.18000 ± 0.00500
0.24610 ± 0.00050
0.21043 ± 0.00009
0.27010 ± 0.00050
0.14740 ± 0.00050
0.17520 ± 0.00050
0.17496 ± 0.00017
0.36500 ± 0.00500
0.30500 ± 0.00500
0.18460 ± 0.00050
0.17470 ± 0.00050
0.20530 ± 0.00050
0.39000 ± 0.00500
0.28670 ± 0.00050
0.15310 ± 0.00050
0.19686 ± 0.00015
0.19500 ± 0.00500
0.25120 ± 0.00050
0.09700 ± 0.00500
0.36700 ± 0.00500
0.18400 ± 0.00500
0.18284 ± 0.00015
0.13933 ± 0.00017
0.17060 ± 0.00050
0.14478 ± 0.00010
0.25420 ± 0.00050
0.14450 ± 0.00050
0.13690 ± 0.00007
0.06360 ± 0.00050
0.28620 ± 0.00050
0.20640 ± 0.00050
0.28200 ± 0.00500
0.21320 ± 0.00050

8.95
10.93
9.04
10.30
10.50
10.35
11.03
9.85
9.08
11.23
10.78
11.18
9.52
10.70
9.84
9.26
10.80
9.68
10.49
9.32
10.80
9.59
10.54
9.46
10.43
10.87
9.82
10.33
10.55
9.93
11.07
8.87
9.30
11.26
9.66
9.97

9.04
10.97
9.04
10.35
10.56
10.35
11.08
9.88
9.13
11.29
10.83
11.19
9.58
10.78
9.92
9.41
10.83
9.73
10.55
9.42
10.92
9.64
10.62
9.50
10.55
10.92
9.90
10.39
10.61
10.00
11.13
8.88
9.38
11.34
9.72
10.10

9.14
11.02
9.06
10.42
10.61
10.37
11.14
9.91
9.19
11.36
10.88
11.21
9.64
10.87
10.00
9.57
10.96
9.78
10.61
9.50
10.98
9.69
10.70
9.54
10.64
10.97
9.97
10.43
10.66
10.06
11.13
8.89
9.48
11.44
9.79
10.21

3.08
5.08
2.81
4.82
2.53
2.27
3.15
2.80
2.74
6.12
5.94
9.81
3.07
7.12
3.36
1.42
4.51
3.62
4.66
4.90
3.73
6.42
2.99
2.54
3.91
3.74
3.68
2.98
2.10
3.70
5.64
3.26
1.99
4.31
2.02
5.71

4.53
5.76
2.81
6.09
3.93
2.31
4.20
3.39
3.24
8.62
6.89
10.21
4.35
8.12
4.70
2.29
5.49
5.08
6.29
7.41
4.33
8.58
5.00
2.81
6.66
5.18
4.99
3.91
3.36
5.30
7.92
3.26
2.78
6.29
2.55
8.21

6.17
6.15
2.86
8.25
5.74
2.85
6.06
3.96
4.44
10.62
7.17
10.21
6.38
10.12
6.22
4.15
8.52
6.40
7.72
9.90
7.33
9.56
5.93
3.61
8.68
6.74
6.84
4.63
5.19
7.06
8.67
3.33
3.82
7.63
3.62
10.21

−0.021 ± 0.031
−0.128 ± 0.083
0.138 ± 0.026
−0.083 ± 0.027
0.070 ± 0.051
−0.042 ± 0.032
0.257 ± 0.061
−0.084 ± 0.021
0.069 ± 0.029
0.186 ± 0.049
−0.096 ± 0.066
−0.116 ± 0.081
−0.027 ± 0.035
0.073 ± 0.052
−0.079 ± 0.030
−0.163 ± 0.072
−0.044 ± 0.049
−0.018 ± 0.017
0.004 ± 0.025
0.097 ± 0.033
−0.115 ± 0.044
0.178 ± 0.031
−0.117 ± 0.082
−0.016 ± 0.034
0.088 ± 0.032
−0.125 ± 0.025
0.063 ± 0.033
0.057 ± 0.020
−0.016 ± 0.039
0.265 ± 0.041
0.084 ± 0.028
−0.056 ± 0.028
−0.214 ± 0.068
0.029 ± 0.049
0.033 ± 0.037
−0.150 ± 0.030

1.279 ± 0.390
−0.712 ± 1.053
0.225 ± 0.257
−0.371 ± 0.280
−1.494 ± 0.462
0.848 ± 0.391
3.638 ± 0.866
0.574 ± 0.217
−0.474 ± 0.282
−1.277 ± 0.511
0.706 ± 0.874
−1.662 ± 0.743
0.791 ± 0.460
−2.887 ± 0.338
−0.420 ± 0.332
1.448 ± 1.091
0.058 ± 0.691
0.080 ± 0.252
1.934 ± 0.581
−0.355 ± 0.451
−0.167 ± 0.629
−1.614 ± 0.277
−0.246 ± 0.862
0.280 ± 0.382
−0.254 ± 0.314
0.588 ± 0.253
1.104 ± 0.406
0.596 ± 0.180
0.766 ± 0.403
0.626 ± 0.367
−0.502 ± 0.213
0.882 ± 0.274
−0.372 ± 0.768
−0.306 ± 0.554
1.674 ± 0.499
0.817 ± 0.365

0.1745 ± 0.0757
−0.1778 ± 0.2437
0.4487 ± 0.0599
−0.0081 ± 0.1148
−0.3856 ± 0.1195
−0.1144 ± 0.0815
0.0931 ± 0.1800
−0.1928 ± 0.0516
−0.0197 ± 0.0714
−0.0871 ± 0.1083
0.1095 ± 0.1858
0.1115 ± 0.2089
0.0956 ± 0.0857
−0.1306 ± 0.1019
0.0116 ± 0.0756
0.3161 ± 0.1916
−0.0728 ± 0.1285
0.1098 ± 0.0516
0.1190 ± 0.0855
0.0264 ± 0.1237
−0.0047 ± 0.1344
0.1008 ± 0.1850
0.0913 ± 0.1821
0.0588 ± 0.1338
−0.1682 ± 0.0947
−0.0077 ± 0.0689
0.2739 ± 0.1036
−0.1025 ± 0.0510
0.0018 ± 0.1132
0.4458 ± 0.0968
−0.1519 ± 0.0665
0.0199 ± 0.0981
0.5136 ± 0.1888
0.2287 ± 0.1241
−0.0922 ± 0.1303
−0.0017 ± 0.0966

Table A.1 – Continued
Designation
SN ID
IAU

Host Coordinates
α(J2000)
δ (J2000)

Redshift a

109

17875 2007jz
20.9837265015
1.2550705671 0.23230 ± 0.00050
17884 2007kt
27.5993213654
1.1723767519 0.23900 ± 0.00500
18091 2007ku
23.3678874969
0.5246205926 0.37160 ± 0.00050
18241 2007ks 312.3875427246 −0.7619610429 0.09500 ± 0.01000
18323 2007kx
3.4286384583
0.6523273587 0.15460 ± 0.00050
18375 2007lg
11.5163803101 −0.0106749199 0.11040 ± 0.00050
18415 2007la 337.4775085449
1.0584667921 0.13070 ± 0.00050
18485 2007nu
47.9590339661 −0.6926384568 0.28200 ± 0.00050
18486 2007ln
55.1812210083
1.0045801401 0.24030 ± 0.00060
18602 2007lo 338.9836730957
0.6091071367 0.13840 ± 0.00050
18604 2007lp 340.9206848145
0.4205097556 0.17610 ± 0.00050
18612 2007lc
12.2880029678
0.5966250896 0.11504 ± 0.00015
18617 2007mw 345.7612915039
0.8493407369 0.32820 ± 0.00050
18650 2007lt 328.4472045898
0.0150281759 0.11300 ± 0.00500
18721 2007mu
3.0777626038 −0.0776401758 0.40309 ± 0.00018
18749 2007mb 12.5465755463
0.6757113338 0.18940 ± 0.00050
18751 2007ly
5.7224216461
0.7759432793 0.07130 ± 0.00050
18782 2007ns
39.2622032166 −0.8667251468 0.36590 ± 0.00050
18890 2007mm 16.4433784485 −0.7594780922 0.06643 ± 0.00016
18927 2007nt
46.6823501587 −0.7540850639 0.21290 ± 0.00050
18940 2007sb
10.3486833572
0.4118011594 0.21230 ± 0.00050
18945 2007nd
10.0779104233 −1.0390836000 0.26330 ± 0.00050
18965 2007ne
13.5092248917
1.0689095259 0.20660 ± 0.00050
19002 2007nh
42.6161956787 −0.5511860251 0.26290 ± 0.00050
19008 2007mz 331.9632873535 −1.0700660944 0.23220 ± 0.00050
19027 2007my 328.8840332031 −0.3717949390 0.29320 ± 0.00050
19029 2007lu 330.3953247070 −0.2568780780 0.31950 ± 0.00050
19033 2007of 316.2346191406
0.0608703010 0.40470 ± 0.00050
19067 2007oq 325.6280822754
0.9846492410 0.33910 ± 0.00050
19149 2007ni
31.4603996277 −0.3325760365 0.19600 ± 0.00500
19174 2007or
25.6597671509
1.0303381681 0.16640 ± 0.00050
19211 2007oh 313.1539306641 −0.4541013539 0.41990 ± 0.00050
19230 2007mo 332.8909912109
0.7647492290 0.22150 ± 0.00050
19282 2007mk 359.0729980469 −0.5038936734 0.18641 ± 0.00016
19341 2007nf
15.8608398438
0.3316199183 0.22800 ± 0.00500
19353 2007nj
43.1132774353
0.2517381907 0.15395 ± 0.00011

M−

M
(log M )

M+

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

10.50
10.20
11.00
9.42
9.32
10.30
10.90
10.72
9.41
9.20
11.04
11.05
9.83
8.86
11.16
11.14
10.10
10.94
10.20
10.40
10.17
9.61
10.37
10.68
10.40
9.42
9.70
10.01
9.67
9.45
11.03
10.29
10.32
8.54
10.99
10.83

10.62
10.24
11.03
9.48
9.37
10.43
10.98
10.78
9.50
9.27
11.10
11.05
9.93
8.91
11.17
11.20
10.12
11.10
10.28
10.46
10.23
9.67
10.47
10.84
10.46
9.43
9.73
10.11
9.80
9.49
11.06
10.40
10.42
8.59
11.03
10.86

10.69
10.28
11.07
9.55
9.44
10.50
11.05
10.83
9.58
9.34
11.17
11.07
10.02
8.93
11.24
11.23
10.14
11.14
10.34
10.51
10.28
9.75
10.53
10.95
10.50
9.46
9.78
10.21
9.91
9.54
11.10
10.52
10.47
8.64
11.07
10.86

4.49
4.50
4.99
3.71
3.61
4.64
6.02
4.79
2.96
3.39
7.11
5.86
2.50
2.90
4.73
7.96
9.74
3.81
6.06
5.42
3.33
2.23
3.78
2.81
2.64
1.81
1.67
1.89
2.71
2.46
8.62
2.10
4.03
2.42
7.96
6.77

6.49
6.02
5.14
5.52
4.76
6.60
8.02
6.06
4.61
4.89
9.11
7.15
3.80
3.05
5.64
9.36
11.34
5.01
7.80
7.31
4.51
3.19
4.31
4.96
3.95
1.83
1.70
3.03
4.48
3.00
10.22
3.73
6.03
2.46
9.96
8.50

7.77
7.32
5.64
7.12
6.39
7.70
10.15
6.73
6.28
6.59
10.51
8.90
5.23
3.71
6.59
9.96
12.34
5.93
8.20
8.49
5.97
4.46
5.78
6.83
5.60
1.87
2.24
4.48
5.82
3.62
10.72
5.51
8.63
3.00
10.58
8.50

−0.086 ± 0.038
−0.147 ± 0.036
−0.189 ± 0.070
−0.080 ± 0.035
−0.059 ± 0.029
0.057 ± 0.019
−0.034 ± 0.041
−0.072 ± 0.038
−0.109 ± 0.029
0.068 ± 0.027
0.004 ± 0.035
0.069 ± 0.024
−0.001 ± 0.060
−0.076 ± 0.023
−0.098 ± 0.074
0.096 ± 0.040
0.478 ± 0.077
−0.275 ± 0.075
0.399 ± 0.061
0.159 ± 0.035
−0.003 ± 0.031
−0.033 ± 0.037
−0.124 ± 0.037
−0.097 ± 0.029
0.089 ± 0.038
0.006 ± 0.044
−0.127 ± 0.088
−0.092 ± 0.090
0.016 ± 0.059
0.078 ± 0.027
0.074 ± 0.032
−0.107 ± 0.087
0.145 ± 0.050
−0.107 ± 0.023
0.071 ± 0.052
0.059 ± 0.023

0.753 ± 0.338
0.179 ± 0.378
−0.021 ± 0.777
−1.273 ± 0.195
−0.270 ± 0.284
0.861 ± 0.163
−2.093 ± 0.287
1.323 ± 0.474
1.008 ± 0.323
0.812 ± 0.254
−2.395 ± 0.271
−1.218 ± 0.226
−0.590 ± 0.805
0.821 ± 0.223
0.569 ± 0.931
−1.780 ± 0.477
−1.967 ± 0.510
−0.655 ± 0.838
−2.995 ± 0.288
−0.834 ± 0.389
−0.878 ± 0.318
−0.088 ± 0.579
−1.310 ± 0.353
0.263 ± 0.380
1.210 ± 0.478
0.217 ± 0.608
3.565 ± 0.996
0.693 ± 1.215
2.872 ± 1.342
1.492 ± 0.329
−1.088 ± 0.305
0.702 ± 1.220
−1.493 ± 0.581
0.530 ± 0.279
−1.940 ± 0.488
0.863 ± 0.308

0.1205 ± 0.0983
−0.0219 ± 0.1186
0.1106 ± 0.1888
0.1971 ± 0.3543
0.1280 ± 0.0778
−0.1803 ± 0.0521
−0.0752 ± 0.0897
−0.0585 ± 0.1116
−0.1315 ± 0.0817
0.0493 ± 0.0623
0.1204 ± 0.0818
−0.1887 ± 0.0619
−0.1412 ± 0.1913
0.2338 ± 0.1552
−0.0820 ± 0.2083
−0.1039 ± 0.1069
0.2231 ± 0.2149
0.3879 ± 0.1999
0.1322 ± 0.1316
−0.2880 ± 0.1001
−0.0743 ± 0.0837
0.1640 ± 0.1179
−0.0385 ± 0.0875
−0.0021 ± 0.0836
−0.1803 ± 0.1001
−0.4353 ± 0.1387
0.7472 ± 0.2665
0.2684 ± 0.2699
−0.0072 ± 0.2755
−0.3660 ± 0.1133
−0.2163 ± 0.0798
0.2239 ± 0.2425
−0.3277 ± 0.1387
−0.0657 ± 0.0593
−0.1392 ± 0.1435
−0.0349 ± 0.0665

Table A.1 – Continued
Designation
SN ID
IAU
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19425
19543
19596
19604
19626
19632
19658
19757
19775
19794
19818
19913
19940
19969
19990
20040
20048
20064
20106
20111
20184
20227
20350
20364
20376
20821

2007ow
2007oj
2007po
2007oi
2007ou
2007ov
2007ot
2007oy
2007pc
2007oz
2007pe
2007qf
2007pa
2007pt
2007ps
2007rf
2007pq
2007om
2007pr
2007pw
2007qn
2007qi
2007ph
2007qo
2007re
2007rk

a Redshift

Host Coordinates
α(J2000)
δ (J2000)
323.5083923340
357.9083862305
53.8846893311
5.3261027336
35.9277305603
40.2866287231
8.9032306671
349.4814147949
318.9561462402
359.3190917969
35.2665252686
333.7622070312
315.3935546875
31.9098148346
34.8060150146
328.8794555664
339.3081054688
358.5862731934
346.5540771484
354.3940734863
359.7885131836
349.1200561523
312.8067932129
25.7565631866
319.3955078125
55.5723648071

−0.7406359315
0.2798276842
0.7037985921
1.0737973452
−0.8264662623
0.1442469060
−0.2325988412
1.2236189842
0.6512132883
0.2484871745
0.4965370297
−0.3417298794
−0.2687674761
−0.3240273297
−0.3845337927
0.8150795698
0.7363132834
−0.9172353745
0.3289288580
0.2474300116
1.1585552692
−0.0988994613
−0.9577776194
−0.9451811910
−0.5239647627
1.0622460842

Redshift a

M−

M
(log M )

M+

Age−

Age
(Gyr)

Age+

c

x1

HR
(mag)

0.21160 ± 0.00050
0.12300 ± 0.00500
0.29200 ± 0.00500
0.29600 ± 0.00500
0.11321 ± 0.00005
0.31530 ± 0.00050
0.20000 ± 0.00050
0.40300 ± 0.00500
0.13790 ± 0.00050
0.29730 ± 0.00018
0.30440 ± 0.00050
0.20380 ± 0.00050
0.15710 ± 0.00080
0.17529 ± 0.00010
0.24600 ± 0.00500
0.28800 ± 0.00050
0.18550 ± 0.00050
0.10503 ± 0.00018
0.33300 ± 0.00500
0.24500 ± 0.00500
0.32400 ± 0.00050
0.27640 ± 0.00050
0.12946 ± 0.00018
0.21810 ± 0.00090
0.21090 ± 0.00050
0.19590 ± 0.00050

10.53
8.78
9.69
10.07
10.27
10.97
8.72
10.26
10.78
11.16
10.14
9.79
8.74
10.31
10.52
10.27
10.71
11.16
10.12
10.78
9.53
10.64
11.19
10.31
10.61
10.58

10.60
8.84
9.78
10.17
10.30
11.06
8.78
10.39
10.88
11.41
10.22
9.83
8.85
10.32
10.59
10.38
10.80
11.16
10.20
10.87
9.65
10.71
11.29
10.37
10.69
10.63

10.68
8.90
9.88
10.25
10.36
11.15
8.87
10.56
10.97
11.44
10.30
9.85
8.98
10.34
10.64
10.47
10.87
11.27
10.26
10.93
9.75
10.76
11.34
10.41
10.74
10.68

5.13
3.16
2.38
2.51
3.71
4.25
2.37
1.98
4.78
4.28
2.54
2.41
3.26
2.49
6.38
3.97
7.01
4.69
3.05
5.90
2.21
5.08
5.03
2.76
5.74
2.94

8.23
4.03
3.50
4.26
4.73
7.12
2.97
3.51
6.75
9.38
4.19
2.89
4.60
2.53
8.78
6.37
8.01
4.69
5.27
8.39
3.38
7.48
8.14
3.60
9.14
4.02

10.13
5.30
4.94
6.08
6.24
8.72
4.12
5.47
8.32
9.88
5.54
3.57
6.59
3.07
10.38
8.53
11.01
6.85
6.52
8.94
4.62
8.64
9.63
5.70
10.24
5.60

0.210 ± 0.060
−0.007 ± 0.026
−0.033 ± 0.042
0.172 ± 0.068
0.329 ± 0.034
−0.025 ± 0.046
−0.093 ± 0.030
−0.087 ± 0.087
0.119 ± 0.027
0.068 ± 0.094
−0.056 ± 0.040
−0.056 ± 0.028
0.019 ± 0.025
0.034 ± 0.025
−0.038 ± 0.044
−0.097 ± 0.046
0.050 ± 0.040
0.107 ± 0.023
−0.042 ± 0.084
0.015 ± 0.048
0.029 ± 0.082
−0.134 ± 0.057
0.213 ± 0.054
0.062 ± 0.039
0.164 ± 0.045
0.285 ± 0.057

−1.419 ± 0.558
−1.104 ± 0.235
0.986 ± 0.638
1.950 ± 1.012
1.744 ± 0.461
−0.052 ± 0.596
−0.401 ± 0.350
0.144 ± 1.079
−0.621 ± 0.314
−2.117 ± 0.938
0.613 ± 0.556
0.245 ± 0.457
1.099 ± 0.340
−0.485 ± 0.345
−1.164 ± 0.491
0.829 ± 0.731
−0.939 ± 0.567
0.408 ± 0.322
−0.503 ± 0.905
−0.362 ± 0.810
−1.095 ± 1.398
−1.647 ± 0.713
−3.029 ± 0.845
0.830 ± 0.964
−1.096 ± 0.874
−1.504 ± 1.272

−0.0122 ± 0.1373
0.1811 ± 0.1463
0.0210 ± 0.1451
0.3947 ± 0.2209
0.4453 ± 0.0815
−0.0682 ± 0.1344
0.0771 ± 0.0756
−0.3474 ± 0.2605
−0.0728 ± 0.0694
0.0166 ± 0.2460
−0.2044 ± 0.1116
0.1322 ± 0.0856
−0.3307 ± 0.0676
−0.1577 ± 0.0711
0.0404 ± 0.1339
−0.1062 ± 0.1240
0.0230 ± 0.1211
−0.2490 ± 0.0619
0.0408 ± 0.2340
−0.0164 ± 0.1594
−0.2104 ± 0.2047
0.0382 ± 0.1498
−0.0720 ± 0.1358
0.0192 ± 0.1404
−0.3531 ± 0.1499
0.0002 ± 0.2060

error ≥ 0.005 corresponds to a redshift from the SN spectrum; redshift error ≤ 0.0005 corresponds to a redshift from the host galaxy.
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