Abstract. In this paper, we prove the generic overconvergence of relative rigid cohomology with coefficient, by using the semistable reduction conjecture for overconvergent F -isocrystals (which is recently shown by Kedlaya).
Introduction
Let k be a perfect field of characteristic p > 0, let V be a complete discrete valuation ring of mixed characteristic with residue field k endowed with a lift of Frobenius σ : V −→ V and let X be a scheme separated of finite type over k. Then, as we wrote in the introduction in the previous paper [Sh4] , it is expected that the correct p-adic analogue on X of the notion of the local systems (or smooth Q l -sheaves) should be the notion of overconvergent F -isocrystals. Based on this expectation, Berthelot conjectured in [Be2] that, for a proper smooth morphism f : X −→ Y of schemes of finite type over k and an overconvergent F -isocrystal E on X, the higher direct image of E by f (= relative rigid cohomology) should have a canonical structure of an overconvergent F -isocrystal. A version of this conjecture was proved in [Sh4] .
The purpose of this paper is to consider the analogue of Berthelot's conjecture in the case where the given morphism f : X −→ Y is no longer proper nor smooth. In this case, we cannnot expect that the relative rigid cohomology of E has a structure of an overconvergent F -isocrystal on Y , because the higher direct image of an local system on X should be only a constructible sheaf on Y in this case. However, since a constructible sheaf is a local system on a dense open subset, it is natural to conjecture Mathematics Subject Classification (2000): 14F30.
1 that the relative rigid cohomology of E has a structure of an overconvergent Fisocrystal on a dense open subset of Y . The purpose of this paper is to prove that a version of this conjecture is true, if we admit the validity of the semi-stable reduction conjecture for overconvergent F -isocrystals, which was first conjectured in [Sh2, 3.1 .8] as a higher-dimensional analogue of quasi-unipotent conjecture (= a padic local monodromy theorem of André([A] ), Mebkhout([M] ) and Kedlaya([Ke1] )). We would like to note that this result is already proved in the previous paper [Sh4] in the case where f is proper, without any conjectural hypothesis. So the main point in this paper is to treat the case where f is not proper. Now we explain our conjecture and the main result in this paper in detail. Let us put S := Spec k, S := Spf V and assume that all the pairs (resp. all the triples) are separated of finite type over (S, S) (resp. (S, S, S).) (As for the terminology concerning pairs and triples, see [Ch-T] , [Sh3] , [Sh4] .) Then the precise form of our conjecture is as follows:
Conjecture 0.1. Assume given a morphism of pairs f : (X, X) −→ (Y, Y ) such that X −→ Y is proper. Then there exist an open dense subset U ⊆ Y and a subcategory C of the category of (U, Y )-triples over (S, S, S) such that, for any overconvergent F -isocrystal E on (X, X)/S K and for any q ≥ 0, there exists uniquely an overconvergent isocrystal F satisfying the following condition: For any (Z, Z, Z) ∈ C such that Z is formally smooth over S on a neighborhood of Z, the restriction of Also, F admits a Frobenius structure which is induced by the Frobenius structure of E.
Remark 0.2.
(1) One can also consider a stronger version, which requires the category C to be the category of all the (Y, Y )-triples over (S, S, S).
(2) If f is strict (that is, f −1 (Y ) = X holds), then Conjecture 0.1 is shown in [Sh4] .
Then the main result in this paper is as follows (for more precise form, see Corollary 5.3(1)):
Theorem 0.3. Conjecture 0.1 is true.
In the proof of Theorem 0.3, we use the semi-stable reduction conjecture of overconvergent F -isocrystals, which is recently proved by Kedlaya ([Ke4] , [Ke5] , [Ke6] , [Ke7] ) for E. In fact, this is the only place where we use the Frobenius structure on E. So we can also form a variant of Theorem 0.3 without using Frobenius structure, by introducing the notion of 'potentially semi-stable overconvergent isocrystals'. (See Theorem 5.1.) We remark also that we can state the theorem in such a way that claims 'a kind of constructibility' of relative rigid cohomology. (See Corollary 5.2, Corollary 5.3(2).)
Now we give an outline of the proof of Theorem 0.3 and explain the content of this paper. Roughly speaking, the semi-stable reduction conjecture for overconvergent F -isocrystals claims that any overconvergent F -isocrystal should be extendable to the boundary logarithmically after taking pull-back by a certain proper surjective generically etale morphism. So, as a first step, we consider the coherence and the overconvergence of relative rigid cohomology in the case where the morphism f : X −→ Y admits a nice log structure, that is, the case where f comes from a nice morphism of log schemes (X, M X ) −→ (Y , M Y ). In Section 1, we give a review of the residues of log-∇-modules and isocrystals which are developed in [Ke4] and prove some preliminary facts which we need in Section 2, where we prove the coherence and the overconvergence of the relative rigid cohomology of (X, X) −→ (Y, Y ) in the above-mentioned case. Let D be the closure of f −1 (Y ) − X in X. (In 'nice case' we are treating, X is smooth over k and D is a normal crossing divisor in X.) In this case, we prove the overconvergence of the relative rigid cohomology of (X, X) −→ (Y, Y ) by relating it to the relative log analytic cohomology of (X, [Sh2, 2.4 ], and we relate the relative log rigid cohomology of ((X − D, M X | X−D ), (X, M X )) −→ (Y , M Y ) to the relative rigid cohomology of (X, X) −→ (Y, Y ) by the method we have developped in [Sh3, §5] . In Section 3, we prove the invariance of relative log analytic cohomology under log blow-ups. We need this property in the proof of the main theorem, mainly by technical reason. In Section 4, we prove a result of altering a given proper morphism X −→ Y of schemes over k endowed with an open subscheme X ⊆ X to a certain simplicial morphism of schemes whose components admit nice log structures, by using results of de Jong [dJ1] , [dJ2] . The results in this section is a slight generalization of what we have shown in [Sh4, §6] . This result allows us to reduce the proof of the main theorem to the case we considered in Section 2. In Section 5, we prove the main result by combining the results in the previous sections, by the method analogous to [Sh4, §7] .
The author is partly supported by Grant-in-Aid for Young Scientists (B), the Ministry of Education, Culture, Sports, Science and Technology of Japan and JSPS Core-to-Core program 18005 whose representative is Makoto Matsumoto.
Convention
(1) Throughout this paper, k is a field of characteristic p > 0, V is a complete discrete valuation ring of mixed characteristic with residue field k, and K is the fraction field of V . Note that we will assume that k is perfect in some results. In particular, as we will write in the text, we will assume that k is perfect in Sections 4, 5. We put S := Spec k and S := Spf V . Let us fix a power p a of p and assume that we have an endomorphism σ : V −→ V which is a lift of p a -th power Frobenius endomorphism on k. (However, we need the existence of σ only when we speak of Frobenius structures on isocrystals.) All the log formal schemes are fine log (not necessarily p-adic) formal schemes which are separated and topologically of finite type over S. We call such a log formal scheme a fine log formal S-scheme. If it is p-adic, we call it a p-adic fine log formal S-scheme. If it is a log scheme, we call it a fine log S-scheme, and if it is defined over S, we call it a fine log formal S-scheme. If the log structure is fs, we replace 'fine' by 'fs' and if the log structure is trivial, we omit the word 'fine log'.
(2) For a formal S-scheme T , we denote the rigid analytic space assocated to T by T K . (3) In this paper, we freely use the terminologies concerning log structures defined in [Ka1] , [Sh1] and [Sh2] . For a fine log (formal) scheme (X, M X ), (X, M X ) triv denotes the maximal open sub (formal) scheme of X on which the log structure M X is trivial. A morphism f : (X,
(4) In this paper, we freely use the notations and terminologies concerning (log) pairs, triples, isocrystals on relative log convergent site, overconvegent isocrystals, relative log analytic cohomologies, relative rigid cohomologies and relative log rigid cohomologies which are developped in the previous papers [Sh3] , [Sh4] . All the pairs in this paper are separated of finite type over (S, S) and all the triples in this paper are separated of finite type over (S, S, S). Frobenius structures on isocrystals are always the ones with repsect to σ defined in (1). (5) Fiber products of log formal schemes are taken in the category of fine log formal schemes.
Residues of log-∇-modules and isocrystals
In this section, we give a review of definitions and results by Kedlaya [Ke4] on log-∇-modules and isocrystals and prove some preliminary results on the residue of log-∇-modules and isocrystals. Finally, we recall the semi-stable reduction conjecture for overconvergent F -isocrystals.
First we recall the definition of log-∇-modules and the residues of them ([Ke4, 2.3]). Let f : X −→ Y be a morphism of rigid analytic spaces over K and let
Y/K denotes the sheaf of continuous differential forms of X, Y, respectively) and we define the relative log differential module ω 1 X/Y (which is denoted by Ω 1,log
where N is the sub O X -module locally generated by (dx i , 0) − (0, x i dlog x i ). A log-∇-module (E, ∇) on X with respect to x 1 , · · · , x r relative to Y is a locally free O X -module E endowed with an integrable log connection ∇ : E −→ E ⊗ O X ω structure on X associated to D. Let E be a locally free isocrystal on log convergent site (X/S) log conv = ((X, M X )/S) conv . Zariski locally on X, we can form the Cartesian diagram
where all arrows are closed immersions, X is a p-adic formal S scheme formally smooth over S with X × S S = X and D = r i=1 D i is a relative simple normal crossing divisor on X (each D i is assumed to be formally smooth over S) such that D i × S S = D i holds and that each D i is defined by a single element t i ∈ Γ(X , O X ). Then, E induces a log-∇-module on X K = ]X[ X with respect to t 1 , · · · , t r . E is said to have nilpotent residues if there exists an open covering X = j X j such that each X j admits a diagram like (1.1) (with X replaced by X j ) and that the induced log-∇-module on X K has nilpotent residues ([ Ke4, 6.4.4 
]).
Keep the notation in the diagram (1.1) and let E be a locally free isocrystal on (X/S) log conv having nilpotent residues such that the induced log-∇-module (E, ∇) on X K = ]X[ X with respect to t 1 , · · · , t r has nilpotent residues. For a subset I of {1, · · · , r}, we define
is given by t i (i ∈ I).) Then we have the following:
Proof. We may work Zariski locally on X . So we may assume that X := Spf A is affine and X admits a formally etale morphism f : X −→ Spf V {t 1 , · · · , t n } for some n ≥ r such that the image of t i ∈ V {t 1 , · · · , t n } in Γ(X , O X ) is the element t i defined above for 1 ≤ i ≤ r. Let M X be the log structure on X associated to D and let (X (1), M X (1) ) := (X , M X ) × S (X , M X ). Then we have the morphism
1 ,··· ,t
where
i +1 (r+1 ≤ i ≤ n) and let M X (1) ′ be the log structure on X (1) ′ associated to the pre-log structure
) (induced by X ֒→ X and the diagonal map X ֒→ X (1)) naturally factors as
where the first map is an exact closed immersion and the second map is formally log etale. So we have ]X[
. By this identification, the isomorphism ǫ can be written as
by [Ke4, 6.4 .1], [Ka1, 6.7 .1]. (There is a slight mistake in [Ke4, 6.4.1] .) So the multisequence
converges to zero for any e ∈ Γ(]X[ X , E) and ξ ∈ [0, 1). Now we consider the restriction of (E,
we have the following inequality for any i j ∈ N (j ∈ I) and e ∈ Γ(]X[ X , E):
Since the multisequence (with respect to i j (j ∈ I)) on the left hand side of the above inequality converges to zero, the multisequence on the right hand side of the above inequality also converges to zero. Since the trivial log-∇- Ke4, 3.6 .1], we can show (by using Leibniz rule) that the multisequence on the right hand side of the above inequality converges to zero for any
is convergent. Since it has nilpotent residues, it is unipotent relative to ]D I [ D I by Proposition 1.2.
We define the notion of 'having nilpotent residues' for isocrystals in a slightly generalized situation. Definition 1.4. Let X be a smooth scheme over k and let D be a normal crossing divisor on X. (D is not necessarily a simple normal crossing divisor, that is, some irreducible component of D may have self-intersection.) A locally free isocrystal E on (X/S) log conv is said to have nilpotent residues if there exists an etale covering j X j −→ X such that each X j admits a diagram like (1.1) (with X replaced by X j ) and that the induced log-∇-module on X K has nilpotent residues.
We prove the compatibility of the above definition with [Ke4, 6.4.4] and the fact that the above definition is independent of the choice of an etale covering X j −→ X and diagrams like (1.1). First we recall the notion of admissible closed immersion ([Na-Sh, 2.1.7]). (We also introduce the notion of strongly admissible closed immersion.) Definition 1.5. Let X be a smooth scheme over k, let D = r i=1 D i be a simple normal crossing divisor (where D i are smooth divisors) and denote the log structure on X associated to D by M X . Then, an exact closed immersion (X, M X ) ֒→ (X , M X ) into a p-adic fine log formal S-scheme (X , M X ) is called an admissible closed immersion if X is formally log smooth over S, the log structure M X is induced by a relative simple normal crossing divisor
Let the notation be as above and assume that (X, M X ) ֒→ (X , M X ) is a strongly admissible closed immersion. Then an isocrystal E on (X/S) log conv induces a log-∇-module on ]X[ X with respect to t 1 , · · · , t r . Lemma 1.6. Let X be a smooth scheme over k, let D = r i=1 D i be a simple normal crossing divisor (where D i are smooth divisors) and denote the log structure on X associated to D by M X . Let us assume given the following diagram
where f is a strict etale morphism, i, i ′ are strictly admissible closed immersions and
Then we have the following:
induced by g are all injective, the converse is also true.
Proof. The residue of (E,
induced by g, and this map is injective if the map
is injective. The assertion of the lemma is easily deduced by these facts.
Lemma 1.7. The condition in Lemma 1.6(2) is satisfied in the following cases.
(1) The case where f is the identity map and g is strict formally smooth.
(2) The case g is formally etale, the diagram (1.2) is Cartesian and the images of the morphisms D
Proof. First we prove (1). We may work Zariski locally.
Next we prove (2). We may assume that
for some m ≤ n, where the right vertical arrow is formally etale and the lower horizontal arrow is defined by x m+1 = · · · = x n = 0 and the closed immersion Spec k ֒→ Spf V . Let us define D i,0 ⊂ D i as the zero locus x m+1 = · · · = x n = 0. Then D i,0 is formally smooth over S and
Hence, to prove that the map
is injective, it suffices to prove that the map Γ( 
). So we are done. Lemma 1.8. Let us assume given a diagram (1.2) and assume that g is formally smooth and that the images of the morphisms D 
, and let us denote the restriction of (E, Proposition 1.9. Let X be a smooth scheme over k, let D be a normal crossing divisor on X and denote the log structure associated to D by M X . Let us assume given a diagram
, where f is a strict etale morphism and i is a strongly admissible closed immersion.
. Let E be a locally free isocrystal on (X/S) log conv and denote the log-∇-module on ]X ′ [ X ′ with respect to t 1 , · · · , t r induced by E by (E, ∇). Then, if E has nilpotent residues in the sense of Definition 1.4, (E, ∇) has nilpotent residues and it is unipotent on
induced by E has nilpotent residues. (There exists such morphisms by the definition of 'having nilpotent residues' for isocrystals.) Let us put
by Zariski open covering of it, we may assume that there exist strict formally etale mor-
we may assume that the closed immersions (X
are strongly admissible closed immersion and that the relative simple normal crossing divisor C ′ , C j on Y ′ , Y j corresponding to the log structure M Y ′ , M Y j has the same number of irreducible smooth components. Let us put
(strict transforms of pr
and define the log structure M Y ′ j to be the log structure associated to the inverse image of C ′ (which is equal to the inverse image of C j ). Then we have the commutative
where the vertical arrows are (the disjoint union of) strongly admissible closed immersions, the upper horizontal arrows are strict etale surjective morphisms and the lower horizontal arrow are strict formally smooth morphisms.
, which is the same as the restriction of (E j ,
. Then, by Lemma 1.8 and the nilpotence of the residues of (E j , ∇ j ), (E ′ j , ∇ ′ j ) has nilpotent residues, and by using Lemma 1.8 again, we see that (E, ∇) has nilpotent residues. So we have proved the former assertion of the proposition.
Next we prove the latter assertion. We may work Zariski locally on X ′ by [Ke4, 3.3.5 ]. So we may assume the existence of a Cartesian diagram
for some r ≤ m ≤ n, where the right vertical arrow is formally etale, the lower horizontal arrow is defined by t m+1 = · · · = t n = 0 and the closed immersion Spec k ֒→ Spf V and each
. Then, if we put I c := {1, · · · , m} − I, J := {m + 1, · · · , n}, we have the following Cartesian diagrams
where the vertical arrows are formally etale and the horizontal arrows are natural closed immersions. Let us define the morphisms
as the morphism induced by the natural inclusion of rings of the form
, and let us put s :
are formally etale morphism lifting the morphism
, and it induces the isomorphisms
Thus we have the isomorphisms
V .
Let us define the morphisms π, π ′ by
and it induces the commutative diagram of rigid spaces
by Proposition 1.3.
By pulling-back by
. So we have proved the latter assertion of the proposition. Corollary 1.10. Let X be a smooth scheme over k, let D be a normal crossing divisor on X, let M X be the log structure on X associated to D and let E be a locally free isocrystal on (X/S)
(1) When D is a simple normal crossing divisor, E has nilpotent residues in the sense in Definition 1.4 if and only if it has nilpotent residues in the sense in [Ke4, 6.4.4] . (2) The definition of 'having nilpotent residues' is independent of the choice of an etale covering X j −→ X and a diagram like (1.1) chosen in Definition 1.4.
Next we prove the functoriality of the notion of 'having nilpotent residues':
Then, for a locally free isocrystal E on (X/S) log conv having nilpotent residues, the pull-back f * E of E to (X ′ /S) log conv also has nilpotent residues. Proof. We may work etale locally on X ′ . So we may assume that D, D ′ are simple normal crossing divisors and that there exist strongly admissible closed immersions
(See the proof of Lemma 1.7.) So we may assume that D ′ is a smooth divisor. Let
Since g is a morphism of log schemes, g * t i has the form u i s n i for some u i ∈ Γ(X ′ , O × X ′ ) and n 1 ∈ N. Let us denote the residue of (E, ∇) along D i by res i and let us put
where the first map is the restriction and the second map is the one induced by f and g which is independent of i ∈ I. Since (E, ∇) is integrable, we have res
given by e → i∈I n i f * i (res i )(e). Then, if we take a positive integer N satisfying res
So we are done.
Next we prove a relation between Frobenius structure and the nilpotence of residues. (This is already remarked, for example, in [Ke4, 7.1.4].) Proposition 1.12. Let X be a smooth scheme over k, let D be a normal crossing divisor on X, let M X be the log structure on X associated to D and let (E, α) be an F -isocrystal on (X/S) log conv = ((X, M X )/S) conv . Then E is locally free and it has nilpotent residues.
Proof. By [Sh2, 2.4.3] , E is locally free. To show that E has nilpotent residues, we may assume that D is a simple normal crossing divisor, and we may assume the existence of a strongly admissible closed immersion (X,
. We may assume that the log-∇-module (E, ∇) on ]X[ X induced by E is free. Moreover, by the same argument as the proof of Proposition 1.11, we may assume that D is a smooth divisor (hence r = 1). Let us denote the residue of (E,
such that P (res) = 0 holds. Take P (x) to be minimal and monic. By considering the image of res in End(
, we see that P σ (p a res ′ ) = 0 holds, where res ′ is the residue of
is equal to P (x) up to a multiplication by a non-zero constant, and so we have P (x) = x m for some m. Hence res is nilpotent.
Finally in this section, we recall the statement of the semi-stable reduction conjecture for overconvergent F -isocrystals, which is shown recently by Kedlaya ([Ke4] , [Ke5] , [Ke6] , [Ke7] ). Theorem 1.13 (Semistable reduction conjecture, Kedlaya). Let (X, X) be a pair over k and let E be an overconvergent F -isocrystal on (X, X)/S K . Then there exists a strict morphism of pairs ϕ : (X ′ , X ′ ) −→ (X, X) such that ϕ : X ′ −→ X is proper surjective and generically etale, D ′ := X ′ − X ′ is a simple normal crossing divisor on X ′ , and if we denote the log structure on
As pointed out in [Ke4, 7.1.4] , the conjecture remains true if we require F to be a locally free isocrystal (without Frobenius structure) having nilpotent residues: Indeed, by Proposition 1.12, any F -isocrystal on (X ′ /S) log conv is locally free and has nilpotent residues, and if we have a locally free isocrystal F on (X ′ /S) log conv having nilpotent residues satisfying ϕ * E = j † F , we can extend the Frobenius structure on ϕ * E to that on F by using [Ke4, 6.4.5] .
To state the main result in this paper without using Frobenius structure, we introduce a terminology of 'potential semi-stability' of overconvergent isocrystals: Definition 1.14. Let (X, X) be a pair over k and let E be an overconvergent isocrystal on (X, X)/S K . E is called potentially semi-stable if there exists a strict morphism of pairs ϕ : (X ′ , X ′ ) −→ (X, X) such that ϕ : X ′ −→ X is proper surjective and generically etale, D ′ := X ′ − X ′ is a simple normal crossing divisor on X ′ , and if we denote the log structure on X ′ associated to D ′ by M X ′ , there exists a locally free isocrystal F on (X ′ /S) log conv = ((X, M X )/S) conv having nilpotent residues satisfying ϕ * E = j † F , where j † is the functor of restriction to overconvergent isocrystals on (X ′ , X ′ )/S K .
Overconvergence in log smooth case
In this section, we prove the overconvergence of relative rigid cohomology for (not necessarily strict) morphisms of certain pairs which admit 'nice' log structures.
Let us assume given a diagram
where f is proper log smooth, ι is an exact closed immersion, X, Y are smooth over S, M X (resp. M Y ) is the log structure induced by some normal crossing divisor (resp. simple normal crossing divisor) and (Y, M Y ) is of Zariski type and formally log smooth over S. We denote the normal crossing divisor corresponding to M X by D. We assume moreover that D has the decomposition
If we denote the log structure on X associated to
Then we have the following comparison theorem between the log analytic cohomology of (X, M X )/(Y, M Y ) and the log rigid cohomology of
Theorem 2.1. In the situation above, let E be a locally free isocrystal on (X/S) log conv = ((X, M X )/S) conv having nilpotent residues and denote the restriction of E to I conv ((X/Y) log ) by the same symbol. Assume moreover the following condition (⋆) :
Then, if we denote the restriction functor
by j † , we have the isomorphism 
, it is log smooth over (Y , M Y ). So we have the following locally split exact sequence
by [Na-Sh, 2.1.3]. Since I/I 2 is freely generated by t 1 , · · · , t r locally, we see that there exists a basis of ω
locally, consisting of a lift of a basis of ω
. Using this and argueing as in [Ka1, 3.13] (see also [Na-Sh, 2.1.4, 2.1.6]), one can see that there exists a chart (P
where the first map, which is induced by α and N ∋ e i → t i , is strict etale and the second map is the one induced by β and the composite Q γ → P ֒→ P ⊕ N r (which we denote by γ). (For a fine monoid N and a ring R or an adic topological ring R, M N denotes the log structure on Spec R[N] or Spf R{N} associated to the pre-log structure N −→ R [N] or N −→ R{N}.) By adding the log structure M h X associated to D h , the above factorization induces the following factorization of the morphism f
where the first map is strict etale and the second map is induced by β and γ. So we
where the top horizontal line is as in (2.2), the vertical arrows are exact closed immersions, the lower right arrow is defined by β and γ, and the lower left arrow is a strict formally etale morphism which makes the left square Cartesian. (The existence of such a morphism follows from [Sh2, claim in p.81] ). Since γ is injective and |(Coker γ) tor | is prime to p, the lower right arrow in (2.3) is formally log smooth.
So the morphism (X
So we have shown the existence of a formally log smooth lift of f etale locally on X.
So we can take a strict etale surjective map (
) is of Zariski type, formally log smooth over (Y, M Y ) and that (X (0) ,
Then we have the embedding system
such that ι ′ is a homeomorphic exact closed immersion and that the induced morphism of rigid analytic spaces
Let us denote the pull-back of the diagram (2.4) by the morphism ϕ by
We prove the following claim:
claim. The morphism
To prove the claim, it suffices to prove that the map
is a quasi-isomorphism. In the following (until the end of the proof of the claim), we omit to write the superscript (m) . (So we prove that
is a quasi-isomorphism.)
To prove that (2.7) is a quasi-isomorphism, we may work Zariski locally on X ′ , and by [Sh3, 4.5] and [Sh4, claim in 4.7] , the both hand sides of (2.7) are unchanged if we replace the closed immersion (X ′ , M X ′ ) ֒→ (X ′ , M X ′ ) by another closed immersion into a p-adic fine log formal S-scheme which is formally log smooth over (Y ′ , M Y ′ ). So we may assume the existence of the Cartesian diagram
such that the right vertical arrow is written as a composite morphism
where the first morphism is strict formally etale and the second morphism is the canonical morphism. Since we may work Zariski locally on X ′ , we may shrink
be the relative simple normal crossing divisor corresponding to M X (0) and for I ⊆ {1, · · · , r}, let us put D 
is the sheaf associated to the presheaf
Since we may replace X ′ by U, we see that it suffices to prove that the map
Next we consider a certain admissible covering of X ′ K introduced by 4.2] ). (See also [Sh2, 2.4] .) Let us fix η ∈ (λ, 1) ∩ p Q and for I ⊆ {1, · · · , r}, put 
it suffices to prove the map
is an isomorphism. Note that we have
Let us define V I,η by
I j − I)}. 
λ DR)) and we are reduced to showing that the map
is an isomorphism for each q ≥ 0. Then, since V j × A |I| K [0, 1) and the map j λ are quasi-Stein, the map (2.10) is identical with the map
So it suffices to prove that the map (2.11) is an isomorphism. Let (E, ∇) be the log-∇-module on V j × A |I| K [0, 1) relative to V j induced by (E, ∇). Then, by using the spectral seuquence of Katz-Oda type for
, we may replace DR by the log de Rham complex associated to (E, ∇). Since the restriction of (E, ∇) to
So, to prove that the map (2.11) is isomorphic, we may replace DR by the log de Rham complex associated to (O, d) . In this case, the map is shown to be isomorphic in [Ba-Ch2, §6]. So we have proved the claim. Now we prove the theorem. We prove that the map
is an isomorphism, by induction on q, using the claim. Assume that (2.12) is an isomorphism up to q − 1. Let us take any diagram as in (2.5). Then, by restricting
for t < q. In particular, both hand sides are coherent. So we have
for s > 0, t < q. By this and the claim, we can deduce that the map
is an isomorphism. Since this isomorphism holds for any Y ′ as in the diagram (2.5), we can conclude that the map (2.12) is an isomorphism for q. So we are done.
Next we compare the relative log analytic cohomology and the relative rigid cohomology, using Theorem 2.1. Assume that we are in the situation of Theorem 2.1, and assume given open immersions X ֒→ X, j Y : [Sh3, §5] , the open immersion X − D h ֒→ X (which we denote by j X ) induces the functor j ‡
On the other hand, we have the exact functor
which sends coherent modules to coherent modules. Then we have the following: Theorem 2.2. In the above situation, we have the isomorphism
(Note that we assume the condition (⋆) in Theorem 2.1.)
Proof. The proof is similar to [Sh3, 5.13] . Let us take the embedding system (2.4) as in the proof of Theorem 2.1. Then we have the diagram of rigid analytic spaces
Also, us put
and denote the open immersion
Then we have admissible open immersions
and it induces the exact functors j ) induced by j X and it induces the functor j † X also in the standard way. Since (X (0) , M X (0) ) is of Zariski type and the morphism (
such that the first map is an exact closed immersion and the second map is a formally etale morphism. So, by the argument of [Sh3, 5.9] , we see the equalities of functors ϕ X, * • j
-modules. Then we have the following diagram:
So it suffices to prove that (♠) is a quasi-isomorphism. To prove this, we may replace • by m ∈ N and we may replace the closed immersion (
compact and quasi-separated, and so we have the equality of functors j † Y • h log * = h log * • j log, † X,1 . So the map (♠) is a quasi-isomorphism and the theorem is proved.
Using Theorem 2.2, we obtain the following theorem, which shows the overconvergence of relative rigid cohomology for (not necessarily strict) morphisms of pairs which admit 'nice' log structures: Theorem 2.3. Let us assume given a proper log smooth morphism f : (X,
is the log structure induced by a normal crossing divisor D (resp. simple normal crossing divisor E). We assume that D has the decomposition 
Denote the open immersion X − D h ֒→ X by j X . Then, for any q ≥ 0 and for any locally free isocrystal E on (X/S) log conv = ((X, M X )/S) conv which has nilpotent residues and satisfies the condition (⋆) ′ below, there exists uniquely an overconvergent isocrystal F on (Y, Y )/S K satisfying the following: For any (Y, Y )-triple (Z, Z, Z) over (S, S, S) such that Z is smooth over k, E × Y Z is a simple normal crossing divisor in Z and that Z is formally smooth over S, the restriction of The condition (⋆) ′ for E in the statement of the theorem is given as follows:
such that ϕ Y is strict, the square is Cartesian, i 1 is an exact closed immersion and (Y 1 , M Y 1 ) is formally log smooth over S, the log analytic cohomology
Proof. Let us take a diagram
is a strict Zariski covering and i (0) is an exact closed immersion into a p-adic fine log formal B-scheme (
is formally smooth over S and M Y (0) is the log structure defined by a relative simple normal cross-
over S. Then, for each n, there exists a log structure
) is formally log smooth over S. Let us denote the pull-back of (X,
, respectively. Then, by Theorem 2.2 and the condition
by the base change theorem of Tsuzuki ([T2, 2.3 .1]), the arrows in the diagram
If we denote the composite of the above arrows by ǫ (n) , one can see (by using [T2, 2.3 
Since the triple (Y (n) , Y (n) , Y (n) ) satisfies the condition required for (Z, Z, Z) in the theorem, we see that the image of
)/S K ) should be functorially isomorphic to F (n) in the previous paragraph. So we see that the condition in the statement of the theorem characterizes F uniquely.
Finally we prove that the overconvergent isocrystal F satisfies the required condition. For a triple (Z, Z, Z) as in the statement of the theorem, let us put M Z := M Y | Z (this is nothing but the log structure associated to the simple normal crossing divisor E × Y Z). Then, Zariski locally on Z, there exists a fine log structure M Z on Z such that the closed immersion Z ֒→ Z comes from an exact closed immersion (Z, M Z ) ֒→ (Z, M Z ) and that (Z, M Z ) is formally log smooth over S. Then, by Theorem 2.2,
by [T2, 2.3 .1] again, we see that the restriction of
as in the statement of the theorem. Finally, the functoriality of the expression above is proved as the proof of [Sh3, 4.8] . So we are done.
As for Frobenius structure, we have the following: Theorem 2.4. With the situation in Theorem 2.3, assume moreover that k is perfect and that j ‡ X E has a Frobenius structure. Then the overconvergent isocrystal F on (Y, Y )/S K has a canonical Frobenius structure.
Proof. The proof is similar to [Sh3, 5.16 ] (see also [T2, 3.3.3, 4.1.4] 
induced by the Frobenius structure on j ‡ X E is an isomorphism. We can prove this by imitating the proof of [Ke3, 9.1.2]: Let us consider the following two claims:
(a) n The Frobenius endomorphism on H q rig (X/K, G) is an isomorphism for any X smooth over k of dimension at most n and any overconvergent F -isocrystal G on X.
(b) n The Frobenius endomorphism on H q Z,rig (X/K, G) is an isomorphism for any closed immersion Z ֒→ X of a geometrically reduced scheme Z over k of dimension at most n into a scheme X smooth over k and any overconvergent F -isocrystal G on X.
((a) 0 is obvious and (b) −1 is vacuous.) Then, by a similar argument to the proof of [Ke3, 9.1 .2], we can prove the implications (b) n−1 + (a) n =⇒ (b) n and (a) n−1 + (b) n−1 =⇒ (a) n : The main point is that all the arguments in the proof of [Ke3, 9.1.2] are compatible with Frobenius. (The most important point is the compatibility of Gysin isomorphism with Frobenius, which is proved in [T1, 4.1.1] .) So the Frobenius endomorphism on the rigid cohomology of smooth variety with coefficient is always an isomorphism. So we are done.
Remark 2.5. The conditions (⋆) and (⋆)
′ are satisfied if we assume f is integral, by [Sh3, 4.7] . We will provide a slightly different situation where the conditions (⋆) and (⋆)
′ are satisfied, in the next section.
3. Log blow-up invariance of relative log analytic cohomology
In this section, we prove an invariance property of relative log analytic cohomology under log blow-ups in certain case.
First we recall the notion of log blow-up. (See [I, 6 .1], [Sa, 2.1] , [Ni, 4] .) Let (X, M X ) be an fs log scheme. A sheaf of ideals I ⊆ M X is called a coherent ideal if, etale locally on X, there exists a chart P → M X of M X by a torsion-free fs monoid P and an ideal I of P such that IM X = I holds. Then the log blowup (X I , M X I ) −→ (X, M X ) of (X, M X ) along I is locally defined as follows: Let I sat := {a ∈ P gp | ∃n ≥ 1, a n ∈ I n } (the saturation of the ideal I).
It has an open covering by the schemes of the form X × Spec Z[P ] Spec Z[P sat a ] (a ∈ P ), where P a := a −n I n and P sat a := {x ∈ P gp a | ∃n ≥ 1, x n ∈ P a } (the saturation of P a ). We define the log structure M X I as the fs log structure whose restriction to
is given as the pull-back of the canonical log structure M P sat a on Spec Z[P sat a ]. Log blow-ups are log etale. We can define the notion of low blow-up also for formal fs log schemes.
Let R be a ring (resp. adic topolgical ring), let P be a torsion-free fs monoid and let I be an ideal of P . Let us denote the canonical log structure on Spec R[P ] (resp. Spf R{P }) by M P . Then we denote the log blow-up of (Spec R[P ], M P ) (resp. (Spf R{P }, M P )) along the coherent ideal IM P by (Bl I (P ) R , M P,I ).
Next let us recall the notion of log regular log scheme ([Ni, 2.2], [Ka2, 2] ) and several properties of it. For a log scheme (X, M X ) and x ∈ X, let us denote the ideal of O X,x generated by the image of M X,x − O × X,x by I(M X , x). An fs log scheme (X, M X ) is called log regular if, for any x ∈ X, O X,x /I(M X , x) is regular and the
An fs log scheme which is log smooth over a log regular scheme is again log regular. In particular, any fs log scheme which is log smooth over k is log regular. In this case, the converse is also true if k is perfect. For a log regular log scheme (X, M X ), X is regular if and only if, for any x ∈ X, M X,x /O × X,x is isomorphic to N r(x) for some r(x) (depending on x). In this case, the log structure M X is the one associated to some normal crossing divisor D on X.
It is known that, for a log regular scheme (X, M X ), there exists a log blow-up ( X, M X ) −→ (X, M X ) such that X is regular ( [Ni, 5.7, 5.10] ). Now we prove a log blow-up invariance property for log analytic cohomology:
Theorem 3.1. Let us assume given the diagram
is an fs log formal S-scheme of Zariski type formally log smooth over S, f is log smooth, ι is an exact closed immersion and ϕ is a log blow-up of (X, M X ) by some coherent ideal of M X . Then, for a locally free isocrystal E on (X/Y) log conv , we have the quasi-isomorphism
Proof. We may work etale locally on X and Zariski locally on Y. So we may assume that there exists a chart (
tor | is prime to p and that f factors as
with the first map strict etale. Then we can form the Cartesian diagram
with the lower left horizontal arrow strict formally etale, by shrinking X.
is a log smooth lift of the morphism f . We may also assume that the log structure of X is fs. Next note that, etale locally on X, there exists a chart ψ : P → M X of M X by a torsion-free fs monoid P , an ideal I ⊆ P and a Cartesian diagram
where the lower horizontal arrow is the strict morphism induced by the chart. Note that, for x ∈ X, we can lift the homomorphism ψ gp :
to a homo-
) is surjective. So, if we put Ka1, 2.10] ). Moreover, by the exactness of (X, M X ) ֒→ (X , M X ), we have P ⊆ P ′ and P ′ → M X → M X is again a chart of M X . Also, the Cartesian diagram (3.1) induces the similar Cartesian diagram with P, I replaced by P ′ , IP ′ . As a conclusion, we may assume that (by putting
Then ϕ ′ is a formally log etale lift of ϕ. Let us denote the map of rigid analytic
Let us denote the uniformizer of V by π and let ϕ
Then it suffices to prove the equality
Note that we have X ′ n = X n × Spec Z[P ] Bl I (P ) Z , and note also that we have the vanishing Tor
, O Xn ) = 0 for any i ≥ 1, n ∈ N and injective homomorphism P ֒→ P ′ of integral monoids: Indeed, if n = 1, this follows from [Ka2, 6.1(ii)], since (X 1 , M X | X 1 ), being log smooth over k, is log regular with a chart P → M X → M X 1 . For general n, we can see by induction, using the exact sequence
(Note that, since (X n , M Xn ) is log smooth over Spf V /π n V , it is flat over V /π n V .) By this vanishing of Tor, (3.2) is reduced to the equality Rϕ * ϕ
, where ϕ is the map Bl
. This is true by [KKMS, Ch I, §3, Cor. 1] . (There they treat the case of Spec k[P ], but the arguments work for Spec Z[P ]. See also [Ka2, 11.3] .) So the proof is finished.
Next we deduce a consequence of Theorem 3.1, which is useful in later sections. To describe this, first we define the notion of log normal crossing divisor as follows:
and that the locus {t 1 · · · t r = 0} is a simple normal crossing divisor in Spec O X,x /I(M v X , x). Remark 3.3. The conditions required for t i 's in the above definition is equivalent to the following condition: For any subset I of {1, · · · , r}, the locus {t i = 0 (i ∈ I)} is a regular closed subscheme of Spec O X,x /I(M v X , x) of codimension |I|. Proposition 3.4. In the situation in Definition 3.2, let us define new log structures
and it is associated to the monoid homomorphism ϕ :
) is also log regular. Proof. We may work etale locally. For I ⊆ {1, · · · , r}, let us denote the closed subscheme of X defined by the equation
by induction hypothesis. Then, since t i is non-zero and non-invertible in
In particular, D {i} is normal. Then we see that any local section f in M h X can be written uniquely as f = ut
So we have the assertion (1). Also, we see that D [i] is locally written as the disjoint union of D I 's with
) is log regular. Finally we prove that (X, M X ) is log regular. If we take a chart ψ : P → O X of M v X with P an fs monoid, we see by (1) that the homomorphism
is regular by assumption, we see that (X, M X ) is log regular.
Example 3.5. Let X be a smooth scheme over k and let
is again a normal crossing divisor. Then, if we denote the log structure on X associated to
above is nothing but the log structure associated to D h (resp. D).
Now let us assume given a proper log smooth integral morphism of fs log schemes (
) is log smooth over (Y , M Y ).
Take a log blow-up 
is in the situation we treated in Section 2.) With this notation, we have the following: Proposition 3.6. With the above notation, let E 0 be a locally free isocrystal on (X ′ /S) log conv = ((X ′ , M X ′ )/S) conv and put E := ϕ * E 0 . Then:
formally log smooth over S, E satisfies the condition (⋆) in Theorem 2.1. (2) E satisfies the condition (⋆) ′ in Theorem 2.3.
Proof. We only prove (1). (The proof of (2) is similar.) Since (
is proper log smooth integral and (Y , M Y ) is log smooth over k, the relative log analytic cohomology R q f X ′ /Y,an * E 0 is coherent by [Sh3, 4.7] . Moreover, by Theorem 3.1, we have the isomorphism
Remark 3.7. As a consquence of Proposition 3.6, we have the following: In the situation of Proposition 3.6, assume moreover that E has nilpotent residues. Then we have Theorems 2.1, 2.2 and 2.3 for E.
Remark 3.8. The reason we need Proposition 3.6 is that it is not always true that the morphism f is integral.
Finally, we prove a proposition concerning log normal crossing divisors which we use in later sections: 
is again an fs log scheme which is log smooth over S. Put
Proof. Let x ′ ∈ X ′ , let x be its image in X and let us take t 1 , · · · , t r ∈ O X,x − O × X,x such that D × X Spec O X,x is defined by t 1 · · · t r = 0 and that they satisfy the condition required in Remark 3.3. Then
′ . To prove the proposition, it suffices to prove that the elements t i (1 ≤ i ≤ r) satisfy the condition required in Remark 3.3 (with D, X, x replaced by D ′ , X ′ , x ′ ): Indeed, this assertion implies that D ′ is a log normal crossing divisor in X ′ and that we have the isomorphisms (
, and these immediately implies the assertions of the proposition. So we prove the above claim. For I ⊆ {1, · · · , r}, let us put D I := {t i = 0 (i ∈ I)} and put D
′ ) is regular. So it suffices to prove the equality
) are log regular, we have the equalities
Now let us note the equality
This follows from the equalities rel.dim( 
Alteration and hypercovering
In this section, we prove the existence of certain diagrams involving hypercovering, which is a slight generalization of that treated in [Sh4, §6] . In this section, all the schemes are assumed to be defined over S and from now on, we always assume that the field k is perfect.
First let us prove the following proposition, which is a slight generalization of [Sh3, 6.4 ] and a consequence of the papers [dJ1] , [dJ2] :
Proposition 4.1. Let f : X −→ Y be a proper morphism of integral schemes whose generic fiber is geometrically irreducible and let D ⊆ X be a Cartier divisor. Then there exists a diagram
such that horizontal arrows are alterations with X ′ , Y ′ regular and a normal crossing divisor
, satisfying the following conditions:
(3) If we denote the log structure on
induced by g is proper log smooth integral and universally saturated. (4) If we denote the log structure on
induced by g is proper log smooth integral and universally saturated for any i ∈ N.
Proof. By using [dJ2, Thm 5.9] and [dJ2, Prop 5.11 ] and argueing as [Sh4, 6 .4], we see that there exist a diagram (4.1) and a normal crossing divisor D ′′ (resp. E ′ ) on X ′ (resp. Y ′ ) satisfying the following conditions: 
Then we see that all the required conditions are satisfied.
Next we prove the following lemma, which is a slight generalization of [Sh4, 6.9 
is a proper covering and the map g Y is a good strongly proper covering. Proof. Let X red = l X l be the decomposition of X red into irreducible components and put X l := X ∩ X l . For l with X l = ∅, let us take an alteration X l ←− X ′′ l so that X ′′ l is smooth over S and that the complement of X
Then the natural morphism of pairs (X ′′ , X ′′ ) −→ (X, X) is a proper covering. Then, by using [Sh4, 6.9] for the morphism X ′′ −→ Y , we can take a diagram consisting of strict morphisms of pairs
such that the right square satisfies the conclusion of [Sh4, 6.9] . Then one can see that the diagram (4.2) induced by (4.3) satisfies the required conditions.
Next we prove the following proposition, which is a generalization of [Sh4, 6.10 
satisfying the following conditions:
) is a proper covering (where we put X := X × X X) and the map g Y is a good strongly proper covering. 
are proper log smooth integral universally saturated, and we have
Proof. The proof is similar to [Sh4, 6.10] , although the proof here is slightly more complicated. First let us take the diagram consisting of strict morphism of pairs
satisfying the conclusion of Lemma 4.2, and let
Let us fix j. We prove the following claim:
claim For any 1 ≤ s ≤ r j , there exists a diagram consisting of strict morphism of pairs 
′′ j respectively and a proper log smooth integral universally saturated morphism
whose underlying morphism of schemes is the same as
is associated to a simple normal crossing divisor on Y ′′ j and that
are proper log smooth integral universally saturated, and we have ( If the claim is true for s − 1, we have the diagram consisting of strict morphisms of pairs
′′ j respectively, a proper log smooth integral universally saturated morphism g : ( . Then these data satisfy the analogue of (2), (4) and (5). (To see that D is a log normal crossing divisor, we use Proposition 3.9.) Then, by the argument in the proof of the claim in [Sh4, 6 .10], we see that we can form the diagram like (4.5) for s. So the proof of the claim is finished.
By the claim for s = r j (for each j), we see that there exists a diagram consisting of strict morphism of pairs
(we put X := X ′ × X ′ X) satisfying the following conditions:
(2) Y is regular. is quasi-projective over S.) Then, following [T4, 7.3 .1], we define the simplicial formal scheme Γ Furthermore, the overconvergent isocrystals F , F i have Frobenius structures which are induced by the Frobenius structure of E.
Proof. The assertions except the last one follow immediately from Theorem 5.1, Corollary 5.2 and Theorem 1.13. As for the last assertion, we can argue as in the proof of [Sh3, 5.16 ] (see also Theorem 2.4) to reduce to the case Y = Y is equal to S, and in this case, the assertion follows from the bijectivity of the Frobenius endomorphism of the (absolute) rigid cohomology: In smooth case, it is shown in Theorem 2.4 and we can reduce the general case to the smooth case by using proper descent of rigid cohomology. So we are done.
