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En aquest Treball de Fi de Grau, la nostra intenció és obtenir un mapejat de profun-
ditat d’una escena a partir d’una única imatge amb un sol punt de vista. Estimar
la profunditat d’una escena és una eina útil per resoldre diversos problemes dins del
camp del modelatge 3D i la visió per computador, com per exemple simular l’efecte
d’elements semi-transparents, com la boira o el fum; o recrear l’efecte de desenfoc de
parts selectives d’una escena. Especialment per aquest últim motiu, obtenir mapes
de profunditat de diferents tipus d’escenes té molta importància. Actualment, la
càmera de profunditat de la Kinect [7] de Microsoft és un dels mètodes més fiables
d’obtenir mapes de profunditat. Aquest aparell, però, té diverses limitacions, el
que redueix considerablement l’espectre de possibilitats sobre el que pot actuar. La
nostra proposta pretén oferir una alternativa analítica per a les situacions en que la
càmera de profunditat no funciona (exteriors, incidència de llum natural, etc).
Volem saber fins a quin punt, a partir d’una única imatge i de les característiques
visuals que extraiem de l’anàlisi d’aquesta, es pot estimar la profunditat d’una es-
cena. D’aquesta manera, fem servir classificadors per trobar correlacions útils entre
aquestes característiques i la informació de profunditat que ens proporciona la Ki-
nect. Usem aquest entrenament de classificació per trobar les característiques més
rellevants a l’hora d’estimar un mapa de profunditat. Així, contestem a les dues pre-
guntes principals darrere d’aquest projecte: quin és el màxim rendiment que podem
extreure de l’anàlisi de les característiques visuals de la imatge i quines d’aquestes
característiques ens donen els millors resultats.
1
Abstract
In this paper we intend to obtain the depth mapping of a scene using a single image
and a single viewpoint. Estimating the depth of a scene is a useful tool with applica-
tions in several problems inside the world of 3D modeling and computer vision, e.g.
simulate the effect of semi-transparent elements, such as fog or smoke or recreate
blur effect at chosen areas of a scene. Especially for this last reason, obtaining depth
maps of different types of scenes becomes even more important. Currently, Microsoft
Kinect [7] depth camera is one of the most reilable methods to obtain depth maps.
This device, however, has several limitations, which considerably reduce its scope.
Our approach aims to provide an analytical alternative for situations in which the
depth camera does not work (outdoors, pressence of daylight, and so on).
We want to know how far we can estimate the depth of a scene, using a single
image and the viusual features we manage to extract from analyzing it. We use
classifiers in order to find useful correlations between the visual features and the
depth information provided by Kinect. This classification training helps us finding
the most relevant features for estimate a depth map.Thus, we answer both main
questions behind this paper: which is the maximum performance of analyzing visual




La informació de profunditat d’una escena és un factor molt important a la visió
per computador. És clau en el món del modelatge 3D, la visió per computador
i la interpretació d’escenes. Segons la definició tradicional, la profunditat d’una
superfície visible és la distància des de la superfície fins a l’observador.
Així doncs, la profunditat és un factor que té sentit dins d’una escena 3D. Anomenem
“escena 3D” a un conjunt d’objectes ubicats a un espai tridimensional. Però una
escena sempre és percebuda des d’un punt de vista concret. La imatge distorsionada
que es veu des d’aquest punt és l’anomenada “projecció de l’escena”. Aquesta pro-
jecció està formada pel conjunt de rajos que creuen una apertura limitada arribant
al anomenat “pla de projecció” (figura 2.1).
Figura 2.1: Una escena 3D projectada sobre el pla de projecció respecte un
observador
Aquesta projecció presenta una sèrie de característiques, essent la més òbvia la pèr-
dua d’una dimensió. D’aquesta manera, una imatge 2D (la projecció d’una imatge
3D) perd per defecte tota informació de la profunditat en el moment en que es
projecta sobre el pla de la imatge. És el nostre objectiu doncs, recuperar aquesta
informació mitjançant tècniques d’estimació de profunditat.
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2.2 Introducció a les tècniques
Actualment existeixen molts mètodes capaços d’estimar la informació de profunditat
d’una escena. Es diferencien entre sí en el nombre d’imatges que fan servir (mono-
visió o estèreo-visió), si es tracta de mètodes físics o analítics o si treballen sobre
imatges estàtiques o vídeo, per exemple. Algunes de les tècniques per a reconstruir
informació de profunditat son: mesures explícites amb làser o sensors radar (secció
2.4), usant dues o més imatges (secció 2.3) o mitjançant seqüències de vídeo. Res-
pecte a les tècniques basades en visió, la majoria s’han centrat en la visió estèreo
i altres algoritmes que requereixen de més d’una imatge com el flux òptic, estruc-
tura a partir del moviment i profunditat a partir del desenfocament. Alguns altres
algoritmes treballen sobre objectes coneguts, com el cos humà, reconstruint la seva
forma 3D mitjançant imatges i dades làser. Hi ha més mètodes de reconstrucció de
profunditat, com el conegut com il·luminació estructurada.
També existeixen mètodes de reconstrucció de profunditat a partir d’una sola imat-
ge. Alguns ho aconsegueixen reconeixent objectes fixats, com per exemple mans o
cares (o d’altres que han de ser forçosament introduïts a l’escena per a que el mètode
funcioni), i altres ho fan a partir de la il·luminació o la textura, assumint color i/o
textura uniformes en l’escena (el que aporta un considerable error).
Finalment, existeixen tècniques més complexes que aconsegueixen una bona recons-
trucció a partir d’una sola imatge, fent servir conceptes d’interpretació i entesa de
l’escena, o coneixements previs d’aquesta. La nostra proposta no requereix de cap
d’aquests conceptes: es basa en l’anàlisi visual de la imatge, l’extracció de carac-
terístiques i la classificació d’aquestes. Comentarem amb més extensió als següents




La stereopsis és un procés biològic que s’encarrega d’obtenir impressió de profunditat
quan s’observa una escena amb visió binocular, és a dir, fent servir tots dos ulls.
En fer servir aquesta visió, es generen dues imatges lleugerament diferents de la
mateixa escena, degut a que cada ull es troba a una posició diferent. Es coneix a la
diferència entre ambdues escenes com disparitat binocular. La disparitat binocular
proporciona informació al cervell que li permet calcular la profunditat de l’escena,
generant el que anomenem percepció de profunditat.
Al camp de la visió per computador, podem calcular la profunditat basant-nos en
aquesta habilitat del nostre cervell, usant la tècnica que es coneix com visió estèreo.
Tradicionalment, aquesta tècnica fa servir dues càmeres separades horitzontalment
l’una de l’altra, imitant la visió binocular humana. Comparant les dues imatges que
s’obtenen, i obtenint per tant la disparitat binocular, es pot estimar la informació de
profunditat relativa de l’escena (és a dir, la distància de cada punt fins a la càmera).
La figura 2.2 il·lustra esquemàticament aquesta tècnica.
Figura 2.2: Esquema del funcionament de la tècnica de visió estèreo
Aquest mètode, però, té alguns inconvenients, fora del fet de necessitar múltiples
imatges. El més important és l’error generat per la distància entre les dues càmeres.
Si aquesta distància és molt gran, qualsevol petit error comès durant l’alineació de
les imatges i la triangulació requerida pel càlcul de disparitats es tradueix en grans
errors al càlcul de la profunditat. A més, el mètode acostuma a fallar a regions sense
textures que no disposen de correspondències fiables.
A la figura 2.3 podem veure el funcionament d’un algorisme d’estimació de profun-
ditat usant tècniques de visió estèreo.
5
2.4 Kinect
Figura 2.3: Exemple de MATLAB per estimar la profunditat mitjançant visió es-
tèreo
2.4 Kinect
Kinect [7] per a XBOX 360 és una eina pensada com a controlador per a video-
jocs desenvolupat per Microsoft per a la consola XBOX 360. A juny de 2011 va
ser adaptada també a ordinadors. La Kinect esta pensada per permetre als usuaris
interactuar amb la consola sense necessitat de tenir-ne contacte físic amb un con-
trolador per a videojocs tradicional, mitjançant una interfície natural d’usuari que
reconeix gestos, comandaments de veu, objectes i imatges.
El sensor Kinect és una barra horitzontal connectada a un pivot, dissenyada per a
trobar-se en posició horitzontal (figura ). Disposa d’una càmera RGB, un sensor de
profunditat i un micròfon bidireccional, dispositius que conjuntament capturen el




Figura 2.4: El dispositiu Kinect de Microsoft
El límit del rang visual del sensor Kinect es troba entre 1.2 i 3.5 metres. Per a
detectar profunditat, el dispositiu genera llum propera a l’espectre dels infrarojos,
de manera que obté el temps que triga aquesta llum en tornar al sensor després
de ser reflectida pels objectes. Conegut aquest temps i la velocitat de la llum, es
pot estimar amb precisió la distància a la que es troba l’objecte. Els mapes de
profunditat generats per la Kinect son de gran qualitat, i afegint-hi algorismes de




A l’aprenentatge automàtic, s’anomena classificació al problema d’identificar a qui-
na categoria dins d’un conjunt pertany una nova observació o mostra, basant-se en
un conjunt d’entrenament que conté mostres la categoria de les quals és coneguda.
Per aconseguir-ho, cada observació és analitzada individualment fins a extreure un
conjunt de propietats quantificables, conegudes com a característiques. Aquestes
característiques poden ser categòriques (per exemple, “Barcelona”, “Girona”, “Ma-
drid”, per referir-nos a ciutats), ordinals (per exemple, “gran”, “mitjà” o “petit”),
de valor enter (per exemple, el nombre d’aparicions d’una paraula a un text) o de
valor real (per exemple, la temperatura d’un cos).
Els algorismes que implementen classificació s’anomenen classificadors. La classi-
ficació es considera un tipus d’aprenentatge supervisat, donat que necessita d’un
conjunt d’entrenament amb mostres correctament classificades per funcionar. L’e-
quivalent no supervisat a la classificació s’anomena clústering.
Per poder solucionar un problema mitjançant classificació, s’han de seguir els passos:
• Determinar el tipus de les mostres d’entrenament. El primer pas en tot proble-
ma de classificació (i, més general, d’aprenentatge supervisat) és decidir quina
classe de dades es feran servir al conjunt d’entrenament (per exemple, píxels,
superpíxels, imatges senceres...)
• Reunir un conjunt d’entrenament. Aquest conjunt ha de ser representatiu
de l’ús al món real de la funció que es vol trobar. Així, es recullen les dades
d’entrada i les sortides desitjades per aquestes dades, ja sigui amb la intervenció
experta humana o mitjançant mesuraments.
• Determinar amb quines característiques es vol representar la mostra d’entrada.
El nombre de característiques no ha de ser mol elevat, per evitar augmentar
en excés la dimensionalitat, però ha de ser suficient per poder predir adequa-
dament la sortida de la funció.
• Determinar l’estructura de l’algorisme de classificació (xarxes neurals, arbres
de decisió, boosting...)
• Completar el disseny. Realitzar l’entrenament amb el conjunt escollit i trobar
la funció general que busquem.
• Avaluar el rendiment de la funció apresa. Per realitzar aquest pas, s’ha d’ob-
tenir un nou conjunt, anomenat de test, que no estigui inclòs al conjunt d’en-
trenament, a fi de representar dades noves del món real amb les que no hem
pogut entrenar.
Hi ha molts algorismes de classificació disponibles, cadascun amb les seves fortaleses
i debilitats. Cap algorisme de classificació és el millor per a tots els problemes
d’aquest tipus; un dels objectius és trobar l’algorisme que millor s’adapti al cas




La resolució del nostre problema, és a dir, l’estimació de mapes de profunditat a
partir de l’anàlisi d’una única imatge, es realitza a través de classificació. La idea
darrere d’això és trobar correlacions entre dades que podem extreure analíticament
de la imatge d’entrada i la informació de profunditat d’aquesta. Si aquesta correlació
existeix i és suficient, un classificador correctament entrenat hauria de ser capaç de
classificar cada píxel de la imatge respecte a la seva profunditat fent servir les seves
característiques visuals.
Formulem el nostre problema com un cas binari, en que els mapes de profunditat que
volem obtenir indiquen dos casos possibles: el píxel es troba “aprop” o “lluny” (sub-
secció 4.2.1). D’aquesta manera establim la nostra intenció de fer un apropament
analític cap al problema, on ens interessa una complexitat reduïda per les diferents
proves que realitzarem al llarg del projecte.
Seguint aquesta línia de pensament, hem d’escollir un mètode de classificació. Ens
plantegem fer servir el mètode K Nearest Neighbours (KNN), proposat per Fix i
Hodges a 1951, però el descartem degut al seu elevat temps computacional. Ne-
cessitem un mètode lleuger que pugui treballar amb elevades quantitats de dades
i ens proporcioni informació respecte a la importància de les característiques que
ha fet servir. AdaBoost, l’abreviatura per Adaptative Boosting, formulat per Yoav
Freund i Robert Schapire [3], podria representar una bona opció. Treballa amb
casos binaris i és adaptatiu, en el sentit que els classificadors construïts després del
primer són alterats en favor de les instàncies classificades erròniament pels anteriors
classificadors.
Finalment, però, ens decantem pels arbres de classificació i regressió. Els CART
(Classification And Regresion Trees) tenen avantatges que ens interessen molt: són
capaços de treballar ràpidament i bé amb recursos computacionals estàndard, són
robustos i no requereixen de normalització de les dades. Donat que en cada cas (una
imatge) volem classificar de l’ordre de 3·105píxels, el més important és disposar
d’una bona quantitat de dades d’entrenament i un sistema que pugui classificar
tantes dades en un temps raonable.
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3.1.1 Arbres de classificació i regressió (CART)
L’algorisme CART, proposat per Breiman et. al. [4], té com a objectiu crear un
model que pugui predir el valor d’una variable basant-se en un gran nombre de
dades d’entrada. Es vol generar un arbre de decisió on les branques representen
conjunts de decisions i cada decisió genera regles successives per a continuar la
classificació, de manera que es formen grups homogenis respecte a la variable que
es vol discriminar. Les particions es realitzen recursivament fins que s’arriba a una
condició de parada. És un mètode no paramètric de segmentació binària, on l’arbre
és construït dividint repetidament les dades. A cada divisió les dades es reparteixen
en dos grups mútuament excloents.
Figura 3.1: Exemple d’un arbre de classificació donat per MATLAB
Com es pot veure a la figura 3.1, cada nivell que es descendeix de l’arbre indica que
s’ha pres una decisió en base a una regla i la classificació es refina una mica més.
Al node inicial se l’anomena “arrel” i es divideix en dos nodes “fills”. A aquests fills
també se’ls hi aplica el procediment de partició, generant dos fills més per cadascun,
i tornant a repetir el procés. Sempre es vol que un fill representi una millor solució
que el pare; és a dir, que faci referència a un grup més exclusiu de solucions que el
seu antecessor. Finalment, amb un nombre determinat de regles, l’arbre arriba a un
node final anomenat “fulla”, on es troba la solució.
Ens interessa trobar arbres de cost mínim per solucionar el nostre problema, ja
que així solucionem en part el problema del overfitting (sobreentrenar un algoris-
me d’aprenentatge, fent que s’especialitzi en el conjunt d’entrenament i no sigui




• Construir l’arbre màxim
• Podar l’arbre
• Seleccionar l’arbre òptim mitjançant validació creuada (cross-validation).
A més, pel nostre problema, decidim dividir les dades d’entrenament en diferents ar-
bres, per evitar que aquests tinguin una mida massa gran. Així, generem un “bosc”
de 9 arbres de cost mínim, cadascun amb 1/9 part de les dades d’entrenament. Per
realitzar la classificació, doncs, realitzarem un procés de votació per majoria (majo-
rity voting), en el que s’assignarà la classe que indiqui la majoria d’aquests 9 arbres
diferents. D’aquesta manera aconseguim reduir els temps d’execució que implicaria
treballar amb arbres massa grans i, a més, pretén donar solució a l’overfitting que
resulta de intentar classificar amb grans quantitats de dades.
3.1.1.1 Construcció de l’arbre màxim
L’arbre màxim es construeix seguint el procediment explicat a l’apartat anterior,
fent servir partició binària des de l’arrel de l’arbre fins arribar a les fulles. Aquesta
partició es fa en funció dels valors d’impuresa dels nodes. La impuresa d’un node és
una mesura que permet calcular la qualitat d’aquest, i es denota per i(t). Els criteris
de particionament (és a dir, les mesures de la impuresa) més comuns, proposats per
Breiman et. al. [4], són tres:




p(j | t)ln p(j | t)
on l’objectiu és trobar la partició que maximitzi el factor i(t), essent j el
nombre de classes de sortida i p(j | t) la probabilitat de classificar bé la classe
j al node t.




p(j | t)ln p(i | t)





Aquest índex és el més usat; és el que els CART de MATLAB fan servir per
defecte i el que nosaltres aplicarem al nostre problema. L’índex de Gini tendeix
a separar la categoria més gran a cada iteració.
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• Índex de Towing, on es busca la partició s que maximitzi la funció
pLpR
4
∑ | p(j | tL)− p(j | tR)|
j
2
on tLi tR són els nodes fill esquerra i dret respectivament, i pL i pR representen
la proporció d’observacions del node t que van passar a tL i tR en cada cas.
Aquest índex busca les dues classes que, juntes, continguin més del 50% de les
dades, definint d’aquesta manera dues grans categories a cada divisió, per a
les quals els criteris de particionament venen donats per l’índex de Gini. Tot
i que Towing genera arbres més balancejats, treballa més lent que l’índex de
Gini.
L’arbre resultant és un model que descriu el conjunt d’entrenament i sol patir
d’overfitting. Com hem dit, aquest problema implica que l’arbre té massa nivells,
molts dels quals no milloren la classificació fora del conjunt d’entrenament, i afegei-
xen complexitat innecessària a l’arbre.
3.1.1.2 Poda
La poda és una tècnica per reduir la mida dels arbres de decisió eliminant parts
d’aquests que no aporten una millora a la classificació. L’objectiu d’aquesta tècnica
és, per una banda, reduir la complexitat del classificador final, i per altra reduir
el problema del overfitting mencionat anteriorment. Trobar la mesura òptima d’un
arbre, però, no és trivial. Deixar-lo massa gran pot no solucionar els problemes de
complexitat i overfitting, però fer-lo massa petit pot eliminar informació important
respecte a l’espai de les mostres. Una estratègia comú és desenvolupar l’arbre fins
que cada node té un nombre petit de classes i llavors podar per eliminar els nodes
que no aporten informació addicional.
En el nostre cas, però, donat que tractem un problema binari, la poda la fem sobre
l’arbre màxim un cop construït completament. Per estimar el nivell òptim al que
volem podar necessitem realitzar la validació creuada.
3.1.1.3 Cross-validation
El nostre objectiu es trobar la proporció òptima entre la taxa de mala classificació
(la divisió de les dades mal classificades i el nombre total de dades) i la complexitat
de l’arbre. Per aconseguir-ho fem servir v-fold cross-validation. La idea bàsica de
la validació creuada es extreure del conjunt d’entrenament una mostra de prova, la
qual s’usarà com si es tractés de dades noves. Entrenant sobre V mostres de prova
contra el conjunt d’entrenament restant obtenim l’error mig absolut del conjunt,




1. Dividir el conjunt d’entrenament en V grups mútuament excloents i d’aproxi-
madament la mateixa mida.
2. Extreure un grup cada cop i construir un arbre amb les dades del conjunt
d’entrenament restant. Aquest arbre s’utilitza per predir les respostes del
grup de prova.
3. Calcular l’error per cada subconjunt. Repetir els passos 2 i 3 per cada mida
de l’arbre.
4. Seleccionar l’arbre amb el menor error.
Aquest arbre ens indica també el nivell òptim de poda pel pas anterior.
3.1.1.4 Majority Voting
Ara que podem generar arbres de cost mínim, ens interessa crear un “bosc” d’ar-
bres d’aquest tipus per a que ens ajudin amb la classificació. Com que la mida de
les dades d’entrenament podria ser massa elevada per un sol arbre, elevant massa
la complexitat dels passos anteriors (i augmentant el temps de computació enor-
mement), volem dividir-les en 9 grups. Amb aquests subgrups podrem generar 9
arbres que sotmetrem a la poda i la validació creuada. En acabar disposarem del
bosc d’arbres de cost mínim, cadascun amb dades d’entrenament diferents.
Per aconseguir que totes les dades tinguin representació a l’hora de classificar una
nova mostra, apliquem el mètode de la votació per majoria. Això és, classifiquem
la mostra un cop amb cada arbre del bosc, i en acabar haurem obtingut 9 predicci-
ons. Volem saber quina classe ha estat escollida per la majoria dels classificadors,
i aquesta serà la classe que usarem a la classificació final. Com que es tracta d’un
problema binari i hi ha un nombre imparell d’arbres no necessitem contemplar el




Així com els classificadors són les nostres eines principals per estimar els mapes de
profunditat, les característiques visuals que podem extreure d’una imatge represen-
ten la nostra matèria prima. Aquesta informació addicional l’extraiem analíticament
a partir d’una única imatge, i és el que ens donarà suficients dades com per a cons-
truir classificadors útils. Hem decidit utilitzar un bon nombre de característiques
(gairebé 100), donat que un dels objectius d’aquest projecte és decidir quines ca-
racterístiques són adequades per tractar aquest problema i quines no. Per tant, el
propi sistema s’encarregarà de seleccionar, d’entre aquestes, les millors característi-
ques (secció 3.3).
A la figura 3.2 veiem una imatge d’exemple, la qual serà utilitzada per il·lustrar
totes les característiques que tractem aquí.
Figura 3.2: Imatge original (esquerra), en escala de grisos (centre), i en blanc i
negre (2 canals) (dreta)
3.2.1 RGB
Aquesta característica no requereix de cap transformació, simplement extraiem els 3
canals de color pels que tota imatge RGB està formada. Així, en realitat, comencem
obtenint 3 característiques, una pel canal R (vermell), una altra pel canal G (verd)
i l’última pel canal B (blau). Aquests tres canals, per separat, són expressats com
a imatges d’intensitat en escala de grisos, com es pot veure a la figura 3.3. Així, un
píxel qualsevol de la imatge té un valor per R, un per G i un per B, que es troben
dins del rang [1...255] i que combinats ens donen la informació de color del píxel.
3.2.2 Vores de Canny
Les vores (edges) d’una imatge són punts d’aquesta on la brillantor (brightness)
canvia bruscament, és a dir, té discontinuïtats. Detectar aquestes discontinuïtats
podria servir, idealment, per trobar els límits dels objectes i les superfícies d’una
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Figura 3.3: Canal R (esquerra), G (centre) i B (dreta)
escena. Aquestes dades, a priori, semblen poder aportar informació sobre la pro-
funditat, donat que la posició dels objectes és important per establir què es troba
aprop i què lluny (objectes que es trobin cloent altres objectes haurien de trobar-se
més a prop). Tot i que l’aplicació usual d’aquesta característica no es troba dins del
camp de la profunditat, pensem que val la pena analitzar-la.
Per obtenir aquesta característica fem servir la implementació Matlab del mètode
de detecció de vores de Canny [1]. Aquest sistema, desenvolupat per John F. Canny
al 1986, utilitza un algorisme de múltiples etapes per detectar un ampli espectre de
vores dins d’una imatge.L’hem escollit d’entre la resta d’algorismes de detecció de
vores implementats a Matlab (Sobel, Prewitt, Roberts, Laplacià de la Gaussiana i
Zero-Cross) perquè és el que millor resposta ens ofereix, donat que la seva detecció
minimitza el soroll i troba vores de diferents mides, el que és molt important per
tractar el problema de la profunditat, ja que en objectes llunyans les vores a detectar
poden ser més petites que als objectes propers.
A la figura 3.4 podem veure el resultat d’aplicar el mètode de detecció de vores de
Canny a la imatge d’exemple.




Una de les característiques que ràpidament ens ve a la ment si intentem discernir
en què ens basem els éssers humans per detectar la profunditat és la mida dels
objectes que veiem. Normalment, i amb òbvies excepcions, degut a la transformació
perspectiva, veiem més gran un objecte d’una mida determinada si es troba més
aprop de l’observador.. És per això que el càlcul de l’àrea dels objectes de l’escena
sembla oferir una bona quantitat d’informació sobre la profunditat. Malauradament,
per aconseguir realitzar aquest càlcul correctament, hauríem de submergir-nos en
un altre camp de la visió per computador: la identificació d’objectes.
Donat que no es tracta d’un problema trivial, i que la seva solució es troba fora dels
objectius d’aquest projecte, arribem a un compromís. MATLAB conté funcions per
calcular l’àrea (en píxels) de zones tancades dins d’una imatge bandwith (2 canals).
Així, a partir de la imatge de 2 canals que hem obtingut de la imatge original
(figura 3.2), podem delimitar l’escena en “zones tancades” i calcular fàcilment l’àrea
d’aquestes. El resultat no és el que es desitjaria a priori, però és suficient per l’estudi
que ens ocupa.
A la figura 3.5 podem observar el resultat d’aquest procés sobre la imatge d’exemple.
En aquest cas, trobem 3 zones tancades, diferenciades pels tons de blau, i una zona
d’àrea zero, la vermella, que correspon a les “zones obertes”.
Figura 3.5: Càlcul de l’àrea de zones tancades.
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3.2.4 Banc de Filtres Leung-Malik
Figura 3.6: El banc de filtres Leung-Malik original
El banc de filtres Leung-Malik (LM) implementat per [9] és un banc de filtres multi-
escala i multi-orientació que originalment conté 48 filtres. Com es pot veure a la
figura 3.6, consta de primeres i segones derivades de filtres Gaussians en 6 orienta-
cions i 3 escales, generant un total de 36 filtres; 8 filtres Laplacians de la Gaussi-
ana i 4 filtres Gaussians. Les escales originals venen donades pel paràmetre sigma
σ = {1,√2, 2, 2√2}. A la nostra aplicació, però, hem implementat alguns canvis.
Ens interessa obtenir filtres de mides realment diferents entre elles, perquè l’esca-
la és un factor determinant a l’hora d’estimar la profunditat, com comentàvem a
l’apartat de detecció de vores (subsecció 3.2.2). Així, volem filtres que facin detec-
cions de mida petita, uns altres que facin deteccions de mida mitjana i per últim
uns altres que en facin de mida gran. Per aconseguir-ho, modifiquem el paràmetre
sigma σ = {2, 4, 8, 16, 32, 64}, de manera que generarem més filtres que els 48 ori-
ginals, amb escales molt més diferenciades. D’aquesta manera acabem generant 84
filtres de mida 101x101 (substituint els 48 filtres de mida 49x49 originals). Aquestes
filtres serveixen molt millor als nostres propòsits, ja que existeixen més punts amb
informació del filtratge a les imatges resultants, fet que ens ajudarà al construir les
dades d’entrenament (secció 4.3).




Un filtre gaussià normalment s’utilitza per “difuminar” una imatge, eliminant detalls
i soroll. Fa servir una matriu que representa la forma d’una campana de Gaus,





Tot i que aquest filtre elimina els detalls, la seva tendència a donar més pes al píxel
central que al seu veïnatge durant la convolució preserva millor les vores que altres
filtres (com el filtre de mitjana, per exemple). D’aquesta manera, podem extreure
informació de profunditat a partir de l’escala (és a dir, el valor de σ), ja que els
detalls més petits (més llunyans) seran suavitzats abans que els detalls més grans
(més propers), que requeriran una escala major.
A la figura 3.7 podem veure alguns dels filtres gaussians del banc LM aplicats a la
imatge d’exemple.
Figura 3.7: Aplicació dels filtres gaussians
3.2.4.2 Primeres derivades de la Gaussiana
Amb els filtres obtinguts de la primera derivada de la Gaussiana podem trobar
gradients orientats en una imatge, depenent de la orientació del filtre. Així, les 6
orientacions d’aquests filtres permeten detectar gradients (canvis bruscos en la in-
tensitat) en aquestes 6 direccions. Originalment existeixen 3 escales, però tal i com
hem explicat prèviament (subsecció 3.2.4) hem afegit manualment més escales per
la nostra aplicació. Això ens permet, doncs, detectar gradients de mides diverses
en 6 orientacions diferents, el que pot aportar informació útil respecte a la pro-
funditat (donat que s’espera que els gradients siguin més petits als punts llunyans,
descomptant textures).




Figura 3.8: Aplicació dels filtres de la primera derivada de la Gaussiana
3.2.4.3 Segones derivades de la Gaussiana
Els filtres obtinguts amb la segona derivada de la Gaussiana funcionen de manera
similar als de la primera derivada (subsecció 3.2.4.2), però troben gradients a ambdós
costats; és a dir, fan una detecció de línies a la imatge.Aquesta és una detecció
més especialitzada però igualment útil respecte a estimar profunditats: de nou, les
escales dels filtres varien àmpliament gràcies a la nostra modificació, el que ens
permet detectar un espectre més gran de línies, esperant que les més amples siguin
properes i les més estretes llunyanes (com abans, sense tenir en compte possibles
textures).
A la figura 3.9 podem veure l’aplicació d’alguns filtres de la segona derivada de
Gauss a la imatge d’exemple.
3.2.4.4 Laplacianes de la Gaussiana (LoG)
Els filtres laplacians són filtres derivats que també es fan servir per trobar zones de
canvi brusc en la intensitat (vores). Degut a que aquests filtres són molt sensibles al
soroll de la imatge, però, es solen aplicar després de suavitzar aquesta mitjançant un
filtre gaussià. Aquesta operació es coneix com Laplaciana de la Gaussiana (LoG).









Així, aquests filtres donen resposta 0 en zones d’intensitat constant (és a dir, el
gradient de la intensitat és 0). Al voltant d’un canvi d’intensitat, però, la resposta
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Figura 3.9: Aplicació dels filtres de la segona derivada de la Gaussiana
d’un filtre LoG serà positiva al costat fosc i negativa al costat clar. D’aquesta
manera, a una vora raonablement forta entre dues regions amb intensitats uniformes
però diferents, la resposta seria:
• zero a molta distancia de la vora
• positiva a una banda de la vora
• negativa a l’altra banda de la vora
• zero al mig, sobre la mateixa vora
A la figura 3.10 veiem alguns d’aquests filtres aplicats sobre la imatge d’exemple,
il·lustrant aquest comportament.
Figura 3.10: Aplicació dels filtres LoG
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3.2.5 Nombre de vores
La concentració de vores és una dada a tenir en compte quan parlem de profunditat.
Teòricament, quant més allunyades es troben les vores unes d’altres, ens trobem a un
punt més proper a l’espectador. Seguint aquesta idea, als punts on la concentració
de vores sigui més elevada, suposem que són punts més llunyans, donat que més
quantitat de vores normalment indica objectes petits i junts. Això, de nou, queda
invalidat en el cas de les textures, que podem presentar petits patrons a objectes
molt grans i, per tant, possiblement propers, però segueix representant una dada a
tenir en compte i que pot aportar riquesa a la classificació.
E = (1)30,30
Extraiem aquesta característica realitzant una convolució amb la matriu E sobre la
imatge de vores obtinguda mitjançant el sistema de Canny [1]. D’aquesta manera
aconseguim crear una imatge on el valor de cada píxel correspon a la quantitat de
vores presents en un veïnatge de 30x30 píxels, generant característiques com la que
es veu a la figura 3.11.
Figura 3.11: Nombre de vores
3.2.6 Distància als punts de fuga
Els punts de fuga en una escena són les localitzacions geomètriques on les projeccions
de les rectes paral·leles a una direcció donada de l’espai, no paral·leles al pla de
projecció, convergeixen. Aquests punts es troben a l’infinit, i es representen a la
intersecció entre el pla de projecció i una línia en aquesta direcció traçada des de
l’origen (o punt de vista). La figura 3.12 il·lustra aquesta descripció.
Pel càlcul de la situació dels punts de fuga d’una imatge fem servir el sistema de
detecció proposat per [2]. Aquest sistema estima tres punts de fuga ortogonals per
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Figura 3.12: La localització on convergeixen les línies verdes es un punt de fuga.
La línia blava representa la línia d’horitzó, i les línies vermelles conflueixen a un
altre punt de fuga cap a la dreta, més enllà del que mostra la imatge.
una imatge donada. Nosaltres usem la situació d’aquests punts de fuga per trobar
la distància de tots els píxels de la imatge fins a aquests. Ho aconseguim amb
una aplicació iterativa de la dilatació [10], en la que comencem amb una imatge
negra amb només els píxels corresponents als punts de fuga en blanc. A mesura que
anem dilatant la imatge, sumem els nous píxels a la imatge de la iteració anterior.
D’aquesta manera s’aconsegueix un mapa de distàncies on el valor de cada píxel
correspon a la distància fins el punt de fuga més proper.




Figura 3.13: Punts de fuga originals (esquerra), punts de fuga aproximats (dreta)
i mapa de distàncies (abaix), que servirà com a característica
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3.3 Procés de selecció de les millors característiques
Un dels principals objectius d’aquest projecte és discernir quines característiques
visuals ens són útils per estimar mapes de profunditat. En concret, volem establir
un rànquing de característiques en funció de la seva utilitat durant la fase d’entre-
nament del classificador. Per aconseguir-ho, donem un pes a cada característica en
funció dels cops que ha estat seleccionada per a decidir a quina classe pertany un
píxel. D’aquesta manera, una característica tindrà molt de pes si ha estat decisiva
per a classificar molts píxels, i poc pes si gairebé no s’ha seleccionat mai. Donat el
funcionament general dels classificadors, això té sentit perquè aquests escullen una
característica o una altra en funció de la semblança entre l’etiqueta donada (és a
dir, en el nostre cas, el valor de profunditat 1 o -1) i les característiques. Les ca-
racterístiques que estableixen correlacions amb la profunditat guanyen importància
ràpidament, i seran seleccionades més cops per generar la classificació.
Volem obtenir, seguint aquest raonament, les 10 millors característiques d’entre
totes les presents a les dades d’entrenament. Seguirem la metodologia següent per
obtenir-les:
1. Realitzar un entrenament amb totes les característiques.
2. Obtenir els pesos de cada característica i seleccionar la més important.
3. Guardar-la i extreure-la de la matriu d’entrenament.
4. Tornar a entrenar amb les característiques restants.
5. Repetir passos 2-4 fins a tenir 10 característiques.
Aquest és un enfocament simple per obtenir un rànquing de característiques en quant
a utilitat per estimar mapes de profunditat. Donat que els classificadors segueixen
comportaments molt marcats en funció de la característica que consideren “millor”,
volem saber què succeeix si extraiem aquesta característica i tornem a entrenar.
És per això que no ens limitem a entrenar una vegada i escollir les 10 primeres
característiques: és probable que el comportament del classificador variï quan li
extraiem una a una la millor característica d’aquella iteració, donant resultats més
fiables que no pas l’ordre dels pesos en una sola iteració.
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4.1 Descripció del conjunt de dades
Per als nostres experiments farem servir el conjunt de dades “NYU Depth Dataset
V2 [6]”. Aquest conjunt de dades es compon de seqüències de vídeo obtingudes de
diverses escenes d’interiors que s’han enregistrat mitjançant les càmeres de RGB i
Profunditat de que disposa la Kinect [7] de Microsoft. Tot i que no fem servir totes
les seves components, a continuació llistem el seu contingut complet:
• 1449 parelles d’imatges, on cada parella es composa per una imatge RGB
alineada i la seva imatge de profunditat corresponent.
• A aquestes imatges, també, cada objecte es troba etiquetat mitjançant una
classe i un número (per exemple, cadira1, cadira2, etc)
• 464 escenes addicionals, obtingudes de tres ciutats.
• 407.024 imatges addicionals sense etiquetar.
El conjunt de dades es troba dividit en tres components:
• Labeled: Conté les 1449 parelles d’imatges mencionades prèviament, així com
de la seva informació d’etiquetatge. Aquesta component ha rebut un proces-
sament previ per omplir possible informació de profunditat faltant.
• Raw: Aquesta component no disposa d’etiquetes, només aporta la informa-
ció sense tractar que s’obté de la Kinect (RGB, profunditat i les dades de
l’acceleròmetre).
• Toolbox : La component de “caixa d’eines” ens proporciona funcions útils per
manipular les dades i les etiquetes.
En el nostre cas, donat que volem obtenir la informació de profunditat a partir de
només el RGB, farem servir el conjunt Labeled.
4.1.1 El conjunt Labeled
El conjunt de dades Labeled és un subconjunt del conjunt Raw. Conté parelles d’i-
matges RGB / Profunditat amb la informació d’etiquetatge d’objectes afegida. A
més, les dades de profunditat donades per la Kinect han estat tractades mitjan-
çant el mètode colorization scheme of Levin et al [8]. Aquest conjunt de dades es
proporciona com un fitxer Matlab d’extensió .mat amb les següents variables:
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• accelData: matriu de dimensió Nx4 amb els valors de l’acceleròmetre, indicant
en quin moment es va obtenir la imatge. Les columnes contenen els paràmetres
de roll, yaw, pitch i tilt angle de la Kinect.
• depths: matriu de dimensió HxWxN amb els mapes de profunditat obtinguts
de la Kinect, on H és l’alçada.W l’amplada i N el nombre d’imatges. Els valors
de profunditat es troben en metres.
• images: matriu de dimensió HxWx3xN amb les imatges RGB on H és l’alça-
da.W l’amplada i N el nombre d’imatges.
• instances: matriu de dimensió HxWxN amb els mapes d’instància. Es pot
usar la funció get_instance_masks.m del Toolbox per obtenir màscares per a
cada objecte de l’escena.
• labels: matriu de dimensió HxWxN amb les màscares d’etiquetes pels objectes,
on H és l’alçada.W l’amplada i N el nombre d’imatges. Els valors de les
etiquetes varien entre 1 i C, on C és el nombre total de classes. L’etiqueta 0 a
un píxel vol dir que el píxel es troba “no etiquetat”.
• names: vector de dimensió Cx1 que conté el nom en anglès de cada classe.
• namesTolds: mapa que relaciona els identificadors de les classes amb els seus
noms (conté C parelles clau - valor).
• rawDepths: matriu de dimensió HxWxN amb els mapes de profunditat sense
processar, on H és l’alçada.W l’amplada i N el nombre d’imatges. Es diferencia
de depths en que hi ha píxels que no tenen informació de profundita, ja que
no s’han omplert els valors que falten.
• rawDepthsFilenames: vector de dimensió Nx1 que conté els noms dels fitxers
del conjunt Raw que s’han fet servir a les imatges de profunditat del conjunt
Labeled.
• rawRgbFilenames: vector de dimensió Nx1 que conté els noms dels fitxers del
conjunt Raw que s’han fet servir a les imatges RGB del conjunt Labeled.
• scenes: vector de dimensió Nx1 que conté el nom de l’escena d’on es va obtenir
cada imatge.
• scenesTypes: vector de dimensió Nx1 que conté el tipus d’escena d’on es va
obtenir cada imatge.
Per al nostre problema, el que ens interessa és la informació RGB, la qual supo-
sarà la matèria prima dels experiments, i els mapes de profunditat processats, que
ens serviran de referència per calcular l’eficiència del nostre mètode. Per tant, les
variables que extraiem del conjunt de dades són images i depths.




Figura 4.1: A l’esquerra veiem la informació de la càmera RGB (images) i a la
dreta el mapa de profunditat processat (depths)
4.2 Processament previ
4.2.1 Binarització de la profunditat
El nostre mètode proposa una solució binària per trobar la profunditat d’una imatge
donada. Per tant, realitzem un tractament previ als mapes de profunditat del con-
junt de dades. Volem establir nous mapes de profunditat d’únicament dues classes:
aprop o lluny. Per aconseguir-ho, definim un punt mig, anomenat threshold, que es
troba aproximadament a la meitat entre la distància mínima i la màxima per aquell
mapa de profunditat concret. Així, fem la binarització fàcilment, establint que tots
els valors de profunditat més baixos que el threshold pertanyen a la classe “aprop”
i la resta a la classe “lluny”.
Formalment, anomenem t al threshold, d al conjunt de píxels del mapa de profunditat
i p a un píxel dins d’aquest conjunt. Així,
t = min(d) +max(d)2
d(p) =
1 per a d(p) < t−1 per a d(p) ≥ t
Com es pot veure, donem el valor 1 a la classe “aprop” i -1 a la classe “lluny”.
A la figura 4.2 podem veure un exemple de la resultat de la binarització sobre un
dels mapes de profunditat del conjunt de dades.
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Figura 4.2: A l’esquerra veiem el mapa de profunditat original i a la dreta el re-
sultat de la binarització
4.3 Construcció de les dades d’entrenament
El nostre classificador, que usa un algorisme CART, requereix d’una fase d’entrena-
ment per a funcionar correctament. Durant aquesta fase, l’objectiu és utilitzar les
dades del dataset (secció 4.1) per definir suficients regles dins dels arbres de regressió
i classificació com per a que puguin solucionar casos generals. Aquí ens trobem amb
una disjuntiva molt important.
• Per una banda, volem que les dades de l’entrenament representin suficient-
ment totes les imatges dataset. Això vol dir que, dintre del nostre conjunt de
dades d’entrenament, hauria d’haver informació de moltes de les 1449 imatges
disponibles. D’aquesta manera ens asseguraríem de que tot el conjunt es troba
ben representat i el nostre sistema podrà solucionar casos més generals.
• Per altra banda, volem que les dades de l’entrenament tinguin suficient infor-
mació de cada imatge, de manera que els diferents aspectes d’aquesta quedin
representats i les correlacions entre característiques visuals i profunditat siguin
les adequades. Així, hauríem de seleccionar una gran quantitat de píxels de
cada imatge, assegurant que la representem de forma correcta i completa.
És cert que els algorismes CART poden treballar amb grans quantitats de dades,
però plantegem-nos la cardinalitat del problema.
• La resolució de les imatges del dataset es de 480x640 píxels. Això vol dir que
cada imatge té un total de 307200 píxels.
• Hi ha 1449 imatges dins del dataset, de manera que la quantitat total de dades
disponibles és de l’ordre de 4 · 108.
• Estem treballant amb un total de 91 característiques visuals, com es pot veure
a la taula 4.1.
• Si utilitzéssim totes les dades disponibles, la nostra matriu d’entrenament
tindria una mida de 4·108 files per 91 columnes.
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Una matriu d’aquestes dimensions no pot ser processada amb maquinari computa-
cional estàndard, especialment quan arriba el moment d’aplicar validació creuada
(subsecció 3.1.1.3) sobre els CART generats. Per aquest motiu, hem de reduir el
volum de dades. Pensem que és més important representar bé les característiques
d’una única imatge que representar el conjunt de dades complet. És per això que
decidim sacrificar el nombre total d’imatges a canvi d’una bona quantitat de punts
per imatge.
El conjunt d’entrenament que hem utilitzat a les proves conté 20 imatges (figura 4.3)
seleccionades aleatòriament del dataset. De cadascuna d’aquestes imatges escollim
15.000 punts semi-aleatoris assegurant-nos de que representen equitativament els dos
nivells de profunditat (subsecció 4.3.1), el que genera un total de 300.000 mostres
per al conjunt d’entrenament. Aquesta és una quantitat molt més raonable, però
que encara col·lisiona a l’etapa de validació creuada. És per aquest motiu que
implementem un bosc de classificació composat de 9 arbres, on cada arbre es genera
a partir d’1/9 de les dades disponibles.
Aquests 9 arbres tenen una mida 9 cops menor que l’arbre original, el que ens
permet aplicar els algorismes de validació creuada i poda per trobar 9 arbres òptims.
D’aquesta manera estem treballant amb 9 subconjunts d’entrenament, cadascun de
dimensió 3·1059 x91, on les files representen una mostra (un píxel) i les columnes una
característica concreta.
La taula 4.1 mostra les característiques visuals fetes servir (explicades en detall a la
secció 3.2) juntament amb el seu identificador numèric.
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Taula 4.1: Característiques visuals usades a la classificació de profunditats. Les
primeres i segones derivades de les Gaussianes tenen 6 orientacions, per això
apareixen múltiples vegades amb la mateixa sigma.
Id. Carac. Id. Carac. Id. Carac.
1 Component R 32 1ª der.Gauss. σ = 32 63 2ª der. Gauss. σ = 16
2 Component G 33 1ª der.Gauss. σ = 32 64 2ª der.Gauss. σ = 16
3 Component B 34 1ª der.Gauss. σ = 32 65 2ª der.Gauss. σ = 16
4 Vores de Canny 35 1ª der.Gauss. σ = 32 66 2ª der.Gauss. σ = 32
5 Àrea 36 1ª der.Gauss. σ = 64 67 2ª der.Gauss. σ = 32
6 1ª der.Gauss. σ = 2 37 1ª der.Gauss. σ = 64 68 2ª der.Gauss. σ = 32
7 1ª der.Gauss. σ = 2 38 1ª der.Gauss. σ = 64 69 2ª der.Gauss. σ = 32
8 1ª der.Gauss. σ = 2 39 1ª der.Gauss. σ = 64 70 2ª der.Gauss. σ = 32
9 1ª der.Gauss. σ = 2 40 1ª der.Gauss. σ = 64 71 2ª der.Gauss. σ = 32
10 1ª der.Gauss. σ = 2 41 1ª der.Gauss. σ = 64 72 2ª der.Gauss. σ = 64
11 1ª der.Gauss. σ = 2 42 2ª der.Gauss. σ = 2 73 2ª der.Gauss. σ = 64
12 1ª der.Gauss. σ = 4 43 2ª der.Gauss. σ = 2 74 2ª der.Gauss. σ = 64
13 1ª der.Gauss. σ = 4 44 2ª der.Gauss. σ = 2 75 2ª der.Gauss. σ = 64
14 1ª der.Gauss. σ = 4 45 2ª der.Gauss. σ = 2 76 2ª der.Gauss. σ = 64
15 1ª der.Gauss. σ = 4 46 2ª der.Gauss. σ = 2 77 2ª der.Gauss. σ = 64
16 1ª der.Gauss. σ = 4 47 2ª der.Gauss. σ = 2 78 Gaussiana σ = 2
17 1ª der.Gauss. σ = 4 48 2ª der.Gauss. σ = 4 79 Gaussiana σ = 4
18 1ª der.Gauss. σ = 8 49 2ª der.Gauss. σ = 4 80 Gaussiana σ = 8
19 1ª der.Gauss. σ = 8 50 2ª der.Gauss. σ = 4 81 Gaussiana σ = 16
20 1ª der.Gauss. σ = 8 51 2ª der.Gauss. σ = 4 82 Gaussiana σ = 32
21 1ª der.Gauss. σ = 8 52 2ª der.Gauss. σ = 4 83 Gaussiana σ = 64
22 1ª der.Gauss. σ = 8 53 2ª der.Gauss. σ = 4 84 LoG σ = 2
23 1ª der.Gauss. σ = 8 54 2ª der.Gauss. σ = 8 85 LoG σ = 4
24 1ª der.Gauss. σ = 16 55 2ª der.Gauss. σ = 8 86 LoG σ = 8
25 1ª der.Gauss. σ = 16 56 2ª der.Gauss. σ = 8 87 LoG σ = 16
26 1ª der.Gauss. σ = 16 57 2ª der.Gauss. σ = 8 88 LoG σ = 32
27 1ª der.Gauss. σ = 16 58 2ª der.Gauss. σ = 8 89 LoG σ = 64
28 1ª der.Gauss. σ = 16 59 2ª der.Gauss. σ = 8 90 Nombre de vores
29 1ª der.Gauss. σ = 16 60 2ª der.Gauss. σ = 16 91 Dist. punts de fuga
30 1ª der.Gauss. σ = 32 61 2ª der.Gauss. σ = 16
31 1ª der.Gauss. σ = 32 62 2ª der.Gauss. σ = 16
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Figura 4.3: Imatges del conjunt d’entrenament
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4.3.1 Obtenció de punts aleatoris representatius
La selecció totalment aleatòria de punts d’una imatge per obtenir mostres d’entre-
nament no és la millor elecció. Donat que mai agafem tots els punts d’una imatge,
sinó que escollim un subconjunt de tots els píxels, fer-ho de manera completament
aleatòria podria no satisfer la nostra necessitat de tenir representats els dos nivells
de profunditat en aquella imatge en quantitat suficient. És per això que la nostra
selecció de punts per cada imatge organitza els píxels segons la seva profunditat,
obtenint així grups on totes les mostres pertanyen a la mateixa classe. Llavors es-
collim els N punts necessaris aleatòria però equitativament entre aquests subgrups,
essent P el conjunt de punts totals, C el nombre de classes i S = {s1, s2, ..., sC} el
conjunt de subgrups, de la següent forma:
P = x1 ⊆ s1 ∪ x2 ⊆ s2 ∪ ... ∪ xC ⊆ sC
amb
|x1| = |x2| = ... = |xC | = N
C
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Seguint el procediment indiciat a la secció 3.3, volem escollir automàticament les
10 millors característiques pel nostre conjunt d’entrenament. El procés demana re-
alitzar 10 entrenaments, començant amb totes les característiques i extreure per a
cada entrenament subsegüent la característica que millor hagi funcionat a l’entre-
nament anterior. Com ja hem dit, els nostres entrenaments funcionen utilitzant un
bosc de 9 arbres òptims i realitzant una votació per majoria amb els resultats de
cadascun per a classificar un únic píxel. Per obtenir el pes de cada característica per
un entrenament concret fem una mitja aritmètica dels pesos obtinguts a cada arbre
individual. Formalment, si anomenem Wt als pesos d’una iteració t, i w1,w2,..., wn
als pesos generats per cada un dels n arbres (n = 9), llavors:
Wt =
w1 + w2 + ...+ wn
n
Si c es el pes d’una característica concreta, volem trobar la c màxima a cada iteració,
extreure-la i tornar a entrenar. D’aquesta manera, si anomenem B al conjunt de les
millors característiques,
B(t) = arg max
c
(Wt(c))
Aquesta selecció sobre el conjunt d’entrenament proposat a la secció 4.3 té els re-
sultats mostrats a la taula 4.2. Cal dir que les distribucions dels pesos mostrades
a la figura 4.4 van tenint una característica menys cada cop degut a l’extracció de
la iteració anterior, que es mostra a la taula 4.2, i per tant, els identificadors de
les característiques mostrats als diagrames de les iteracions 2 en endavant poden no
coincidir amb els originals.
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Figura 4.4: Distribució dels pesos de les característiques a cada iteració
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Obtenim, doncs, el nostre vector B = {5, 91, 3, 1, 2, 37, 90, 36, 31, 30}. Les 10 millors
característiques seleccionades per el nostre conjunt d’entrenament són:
• Àrea




• 1ª derivada de la Gaussiana amb σ = 64 i orientació ↖
• Nombre de vores
• 1ª derivada de la Gaussiana amb σ = 64 i orientació ←
• 1ª derivada de la Gaussiana amb σ = 32 i orientació ↖
• 1ª derivada de la Gaussiana amb σ = 32 i orientació ←
Els resultats tenen sentit. Al inici del rànquing tenim l’àrea i la distància als punts
de fuga, dues característiques a les que, a priori, ja trobàvem una forta relació amb
la profunditat. El nombre de vores i les derivades de les gaussianes amb sigmes
grans també són resultats encoratjadors, perquè com es comenta a la secció 3.2, la
concentració de vores a una localització i els canvis de gradients a diferents escales
tenen correlacions amb la profunditat.
Sorprenentment, però, 3 de les millors característiques seleccionades són les intensi-
tats de color, R,G i B. Això es degut al problema de representació que comentàvem a
la secció 4.3. Donat que no podem representar totes les imatges del conjunt de dades
original (subsecció 4.1.1), agafem només una petita part d’aquestes, on poden exis-
tir fortes correlacions de color indesitjades i poc representatives als cassos generals.
L’entrenament, però, detecta aquestes correlacions i dedueix que les components
d’intensitat de color tenen informació sobre la profunditat, erròniament.
Tot i que, com es pot veure a la figura 4.3, a simple vista no hi ha correlacions de
color amb la profunditat determinants (per exemple, que totes les parets de fons
fosin blanques, establint una correlació falsa entre “blanc” i “lluny” que no tindria
sentit fora del conjunt d’entrenament), efectivament existeixen, motiu pel qual el
nostre classificador selecciona aquestes característiques.
Aquest és un problema que hem intentat solucionar escollint diferents conjunts d’en-
trenament, intentant que els colors presents a cada exemple variessin suficientment, i
aplicant els algorismes de validació creuada i poda per intentar alleujar l’overfitting.
Cap d’aquestes mesures ha tingut èxit, ja que el problema real és que les nostres da-
des no són (ni poden ser) suficientment representatives de tot el dataset. Al capítol




Per calcular l’efectivitat del nostre mètode a les proves, fem servir dues mesures de
rendiment per a cassos binaris: l’exactitud i l’índex de Jaccard. Primer, però, hem
de definir alguns conceptes. Anomenem:
• Veritable Positiu (TP, True Positive) a les deteccions correctes de la classe 1.
• Veritable Negatiu (TN, True Negative) a les deteccions correctes de la classe
-1.
• Fals Positiu (FP, False Positive) a les deteccions incorrectes de la classe 1.
• Fals Negatiu (FN, False Negative) a les deteccions incorrectes de la classe -1.
Donat que el dataset disposa de les dades de profunditat per a totes les imatges,
dissenyem el nostre conjunt de groundtruth (dades de profunditat reals amb les que
compararem la nostra estimació) a partir de la binarització (subsecció 4.2.1) dels
mapes de profunditat. Aquesta informació es fa servir únicament amb finalitats
de mesura del rendiment del nostre sistema, és a dir, en cap moment intervé en la
classificació.
4.5.1 Exactitud
La mesura de l’exactitud ens indica el grau de proximitat de la nostra predicció als
valors reals, i s’expressa com:
accuracy = TP + TN
TP + TN + FP + FN
Aplicada al nostre cas, aquesta mesura ens servirà per obtenir el nombre de classi-
ficacions correctes respecte al nombre de classificacions totals. La mesura de l’exac-
titud, en ocasions, pot no indicar fidelment el poder predictiu del nostre sistema,
segons la paradoxa de l’exactitud (accuracy paradox), que estipula que un sistema de
predicció amb una exactitud donada pot tenir major potència predictiva que altres
sistemes amb major exactitud. Per aquest motiu, usem també la següent mesura de
rendiment.
4.5.2 Índex de Jaccard
L’índex de Jaccard ens proporciona la mesura de la superposició, és a dir, ens indica
la similitud entre dos conjunts donats. L’expressem com:
J = TP
TP + FP + FN
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4.5 Mesures
Es pot apreciar que aquesta és una mesura molt més severa que l’anterior. És
important mencionar que, així com la mesura de l’exactitud és única per a ambdues
classes, l’índex de Jaccard s’aplica únicament a una d’aquestes. Així, tindrem un
índex de Jaccard que ens indicarà el rendiment de les prediccions per a la classe 1 i
un altre per al rendiment de les prediccions de la classe -1.
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Realitzem les nostres proves sobre dos conjunts: les imatges d’entrenament, mos-
trades a la secció 4.3, i les imatges de test, un altre subconjunt del dataset general
composat per 10 noves imatges. El motiu darrere d’aquestes proves és il·lustar,
primer, el funcionament ideal teòric del nostre mètode; és a dir, els millors resul-
tats que s’esperen d’aplicar el nostre sistema de classificació. Un cop vist el màxim
rendiment que el nostre mètode és capaç de proporcionar passem a aplicar-lo al cas
general: imatges noves, de les quals no coneixem informació de profunditat i que no
formen part de l’entrenament.
4.6.1 Resultats sobre dades d’entrenament
Les imatges usades per aquesta prova son les mateixes que s’han fet servir per gene-
rar les dades d’entrenament (secció 4.3) i que es veuen a la figura 4.3. Fent servir el
bosc de 9 arbres de regressió i classificació entrenats amb el conjuint d’entrenament
(secció 4.3) classifiquem els píxels de cada imatge, decidint la classe final de cadas-
cun amb el mètode de votació per majoria (subsecció 3.1.1.4). Després, utilitzant
les mesures presentades a la secció 4.5, calculem el rendiment del sistema sobre el
conjunt d’entrenament, el qual s’espera que sigui elevat, ja que els resultats sobre
el mateix entrenament tenen la màxima qualitat teòrica a la que el nostre sistema
pot arribar. A la taula 4.5 podem veure els resultats exactes d’ambdues mesures
per aquest conjunt. Les figures 4.5 i 4.6 mostren els mapes de profunditat generats
per aquest conjunt, en comparació als mapes groundtruth originals.
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Taula 4.5: Rendiment del sistema sobre dades d’entrenament. Els valors extrema-
dament baixos de Jaccard amb la classe -1 (en negreta) es deuen a que aquelles
imatges d’entrenament es troben quasi completament composades per elements
de classe 1.
Imatge Exactitud Jaccard (c=1) Jaccard (c=-1)
1 0.8311 0.7111 0.5750
2 0.8582 0.7516 0.7757
3 0.7252 0.5689 0.5441
4 0.7962 0.6614 0.6449
5 0.7365 0.5829 0.3857
6 0.7460 0.5949 0.6561
7 0.9423 0.8910 0
8 0.8438 0.7298 0.7133
9 0.7137 0.5549 0
10 0.8014 0.6687 0.5890
11 0.7348 0.5808 0.6790
12 0.8711 0.7716 0.8057
13 0.8568 0.7494 0.7639
14 0.8739 0.7761 0.0684
15 0.8020 0.6695 0.7231
16 0.7587 0.6112 0.5934
17 0.7938 0.6581 1.5789e-05
18 0.8355 0.7174 0.6906
19 0.7484 0.5980 0.6731
20 0.7218 0.5648 0.6347
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Figura 4.5: Mapes de profunditat estimats per les imatges d’entrenament (adalt)
i els mapes groundtruth corresponents (a sota) (part 1)
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Figura 4.6: Mapes de profunditat estimats per les imatges d’entrenament (adalt)
i els mapes groundtruth corresponents (a sota) (part 2)
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4.6.2 Resultats sobre dades de test
Escollim aleatòriament 10 noves imatges del dataset (subsecció 4.1.1) que ens servi-
ran com a conjunt de test (figura 4.7). Fent servir el bosc de 9 arbres de regressió
i classificació entrenats amb el conjuint d’entrenament (secció 4.3) classifiquem els
píxels de cada imatge, decidint la classe final de cadascun amb el mètode de vo-
tació per majoria (subsecció 3.1.1.4). . Després, utilitzant les mesures presentades
a la secció 4.5, calculem el rendiment del sistema sobre el conjunt de test, el qual
s’espera que sigui inferior a l’obtingut a l’apartat anterior, donat que es tracta de
dades noves, no incloses a l’entrenament. A la taula 4.7 podem veure els resultats
exactes d’ambdues mesures per aquest conjunt. La figura 4.8 mostra els mapes
de profunditat generats per aquest conjunt, en comparació als mapes groundtruth
originals.
Taula 4.7: Rendiment del sistema sobre dades de test
Imatge Exactitud Jaccard (c=1) Jaccard (c=-1)
1 0.5099 0.3582 0.3253
2 0.5440 0.5433 0.0031
3 0.5719 0.3420 0.4493
4 0.5735 0.1097 0.5498
5 0.5146 0.2998 0.3873
6 0.5608 0.3395 0.4327
7 0.6273 0.3898 0.5108
8 0.7261 0.2957 0.6909
9 0.6526 0.4739 0.4944
10 0.3329 0.2707 0.1133
42
4.6 Resultats de les proves
Figura 4.7: Imatges del conjunt de test
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Figura 4.8: Mapes de profunditat estimats per les imatges de test (adalt) i els
mapes groundtruth corresponents (a sota)
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5 Conclusions i línies futures
A aquest Treball de Fi de Grau hem presentat un sistema d’estimació de mapes de
profunditat a partir de l’anàlisi de característiques visuals amb una única imatge,
mitjançant arbres de classificació i regressió. L’ús d’un classificador ens permet bus-
car correlacions entre les característiques visuals que es poden extreure d’una imatge
i els valors de profunditat detectats amb una càmera de profunditat de Kinect. Hem
analitzat el rendiment de cadascuna de les 91 característiques proposades, extraient
un rànquing de les 10 que ofereixen millors resultats a la classificació. L’anàlisi
d’aquest rànquing ens ha servit tant per a trobar característiques visuals útils que
ajudin a solucionar aquest problema com per a identificar un important comporta-
ment inesperat del classificador, que discutim a la secció 5.1. Hem aplicat algoris-
mes de validació creuada i poda per solucionar el conegut problema de l’overfitting.
Generar un bosc d’arbres òptims ens ha permès alleujar el pes de les dades d’entre-
nament i augmentar el nombre de mostres, un punt clau de la nostra proposta. Per
establir les decisions d’aquest bosc hem usat un algorisme de votació per majoria.
Mitjançant les mesures d’exactitud i l’índex de Jaccard hem analitzat el rendiment
del nostre sistema, que es pot millorar solucionant els problemes detectats durant
la fase d’anàlisi i que discutim a les següents seccions.
5.1 El dilema de la quantitat de dades
Tal i com es comenta a la secció 4.3, hem d’arribar a un compromís en quant a
la quantitat de dades d’entrenament. Això fa que la representació de les imatges
d’entrenament no sigui completa, ja que hem d’utilitzar un nombre molt reduït de
dades per tenir temps computacionals raonables. Hi ha dues alternatives a l’hora de
reduir les dades: reduir el nombre de mostres per imatge o el nombre d’imatges en
sí. Com ja hem dit, preferim usar poques imatges ben representades que suficients
imatges com per representar tot el dataset però poques mostres de cada imatge.
Fem aquesta elecció perquè l’anàlisi de característiques visuals necessita de mostres
suficients per ser efectiu.
En qualsevol cas, idealment s’haurien de poder fer servir més dades per una millor
classificació, representant adequadament tant el dataset com cada imatge individual.
Els algorismes fets servir, juntament amb la maquinària computacional disponible,
no ho permeten, però es pot proposar com a alternativa l’ús d’algorismes en línia.
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5.1.1 Algorismes en línia
Es coneix com a algorismes en línia aquells algorismes que son capaços d’iniciar un
tractament del problema per al que han esat dissenyats sense necessitat de disposar
de totes les dades d’entrada abans de començar; és a dir, treballa a mesura que va
rebent les dades d’entrada. Donat que no coneix tota l’entrada, un algorisme en línia
es veu forçat a prendre decisions que posteriorment poden resultar no ser òptimes,
motiu pel qual l’estudi d’aquests algorismes s’ha basat en la qualitat de la presa de
decisions que és possible a aquest context.
Aquests algorismes son capaços de treballar amb grans quantitats de dades sense
penalitzar el temps computacional, degut a la seva capacitat de treballar sense
processar totes les dades d’entrada abans de començar. En cas de dissenyar un
algorisme en línia que ens permetés classificar característiques visuals en funció de
la profunditat, podríem utilitzar un nombre molt major de dades, solucionant el
dilema de la quantitat de dades que actualment empobreix els resultats del nostre
sistema.
5.2 Selecció manual de punts representatius
La proposta anterior ajudaria a solucionar el problema de la quantitat de dades
fent servir altres algorismes. Aquesta proposta, però, pretén enriquir les mostres
escollides de cada imatge afegint nous punts escollits a mà de zones on la classificació
col·lisiona. A la secció 4.1 parlàvem de la quantitat de dades dins del conjunt
d’entrenament i de la manera de seleccionar mostres representatives de cada imatge.
Aquí proposem una petita modificació, en la que la selecció semi-aleatòria de punts
equilibrats per classe proporciona menys punts. Així es genera un entrenament de
mida menor, amb el qual realitzem una classificació sobre les dades d’entrenament
semblant al de la subsecció 4.6.1. Visualitzant els mapes de profunditat generats
podem detectar fàcilment zones on la classificació falla. El que proposem aquí és
seleccionar manualment aquestes regions, de les quals extraurem noves mostres que
afegirem al conjunt d’entrenament fins a arribar a la mida decidida inicialment. La
figura 5.1 il·lustra el procés de selecció manual de regions crítiques.
Tot i que es tracta d’un procés no automàtic, pensem que ajudaria a enriquir les
dades d’entrenament, aconseguint representació més rellevant per al reduït conjunt
de mostres que ens veiem obligats a seleccionar de totes les dades disponibles. Per
evitar problemes de sobre-especialització (overfitting), establim que la selecció de
regions es faci un únic cop per imatge del conjunt d’entrenament.
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Figura 5.1: Selecció manual de zones crítiques
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