The problem of finite time adaptive control for stochastic nonlinear system is studied in this paper, where the system has a non-strict feedback structure. Under the sense of finite time stability, the authors propose a new neural network (NN) adaptive controller for stochastic nonlinear systems by backstepping technique. To overcome the difficulties that arise from the non-strict feedback structure of system, a key lemma is introduced. All the signals of the closed-loop systems are bounded in finite time in probability under the adaptive controller. At the same time good tracking performance can be achieved. A simulation example further shows the effectiveness of the control strategy in this thesis.
I. INTRODUCTION
In recent decades, many neural networks(NNs)/ fuzzy logic systems(FLSs) adaptive control strategies have been successfully applied to nonlinear systems with triangle structures, see [1] - [9] . By combining NNs/FLSs approximators with backstepping technique, many important adaptive control strategies are presented for single-input and singleoutput (SISO) strict-feedback nonlinear systems, see [1] - [6] , [10] - [15] . In [13] , B. Chen et. al. extended NNs adaptive backstepping method to the nonlinear systems in form of non-strict feedback. Furthermore, the problems of adaptive NNs/FLSs control for multi-input and multi-output (MIMO) nonlinear systems have been studied in [6] , [16] , respectively, where the systems are in form of strict feedback.
As is known to us that the phenomenon of stochastic disturbance is universal in many practical systems. This phenomenon often leads to instability of systems. Therefore, many scholars devote themselves to the study of stochastic systems in recent years, see [19] - [21] . And they have achieved many significant results for deterministic nonlinear systems in [1] - [6] , [10] - [15] , [17] , [18] . Afterwards relevant research results on the stochastic nonlinear systems have been successfully, see [19] - [34] .
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When the state variables are unmeasurable, some output feedback control schemes were proposed in resent [35] , [36] . In addition, the above study only considers the systems in form of low-triangular such as [37] , or in form of purefeedback, see [5] , [31] . In theory, these control methods are not applicable to the systems in form of non-strict feedback.
The aforementioned results are achieved on infinite time interval [0, +∞]. While in many practical cases, it is usually necessary to consider the transient performance of a system. Thus the theory of finite-time stability emerges as the times require. The Lyapunov theory on finite time stability was developed in [38] for the deterministic systems. And based on this theory of finite time stability, some important research results have been achieved in [39] - [45] . When the system function is unknown, Sun et al. [42] proposed an approximation-based adaptive control strategy. However, these literatures did not study the finite-time control problem of stochastic systems but deterministic systems. Sui et al. [46] extended the finite-time control strategies to the stochastic nonlinear systems, and proposed finite time fuzzy adaptive control output feedback strategy for MIMO stochastic nonlinear systems. According to what we know that few results have been achieved about the problem of finite time state output control for non-strict feedback stochastic systems.
Based on the aforementioned discussion, this thesis is devoted to proposed the finite time tracking control method for non-strict feedback stochastic nonlinear systems. Compared with existing results on the finite time control problem, the paper will study the finite time tracking control problem of stochastic nonlinear systems with non-strict feedback form. The main advantages of our proposed control scheme lies in i). The presented finite time control strategy can be used to stochastic nonlinear systems. Compared with infinite time control strategy, the finite time controller proposed in this paper guarantees that the tracking error converges to a small neighborhood of the origin faster; ii). The nonlinear system in this paper is in form of non-strict feedback. The control strategy ensures that the system is stable in sense of finite time and the system output has good tracking performance.
The remainder of this paper is organized as follows. The preliminaries and problem formulation are given in Section II. A novel finite time stochastic adaptive tracking control design scheme is presented in Section III. The simulation example is given in Section IV. Finally, the conclusion is drawn Section V.
II. PRELIMINARIES
First we will give some important definitions and lemmas before proposing the main result. Consider the following stochastic nonlinear system:
where ξ denotes the state variable, B is an r-dimensional independent standard Brownian motion. f (·) : R n → R n and h(·) : R n → R n×r . Definition 1 [24] : Define the differential operator L for (1) as follows:
where V (ξ ) ∈ C 2 and Tr denotes the trace of a matrix. Definition 2 [46] : The equilibrium ξ = 0 of nonlinear
Lemma 1 [46] : Suppose that there is a twice continuous function V (ξ ) : R n → R + , constants a 0 > 0, b 0 > 0 and 0 < β < 1, K ∞ − functionη 1 andη 2 such that
for ∀ ξ ∈ R n . Then the stochastic system (1) is SGFSP. Remark 1: In the design of NNs/FLSs Controller the approximation errors occur when approximating non-linear functions by using NNs/FLSs. As a result, the derivative of Lyapunov function along the system trajectory is not strictly negative definite but satisfies the following inequalities:
where a 0 > 0, b 0 > 0 are constants. Thus, Lemma 1 provides an important theoretical basis for the NNs/FLSs adaptive control of nonlinear systems.
Lemma 2 [47] : For ∀ x, y ∈ R n , we have the inequality as follows:
The above inequality is called Young's inequality. Lemma 3 [42] : Suppose 0 < p ≤ 1 and x j ≥ 0 (j = 1, · · · , N ) be real numbers, thus one has the following inequalities:
Lemma 4 [42] : For any x, y ∈ R, p 1 > 0 , p 2 > 0 and p 3 > 0, one has the following inequality:
In this paper, we adopt RBF NNs to approximate the unknown function f (·), which is defined over a compact set Z ⊂ R q . Namely for any given level of accuracy ε > 0 there is a RBF NN W * T (Z ) such that
where W * denotes the ideal constant weight vector and is defined as
And |δ(Z )| ≤ ε is the approximate error,
T is the basis function vector, and φ i (Z ) is basis function vector where m ≥ 1 is the number of RBF NN nodes. We take the RBF as
where π is the width of the Gaussian function and
, m, denotes the center of the receptive field. Lemma 5 [47] :
Remark 2: Lemma 5 provides a simple but useful property of RBF NNs. As shown later, adaptive neural backstepping design method can be extended to the system (6) easily by this Lemma.
III. MAIN RESULT
In this section, we will study the stochastic nonlinear systems given by the following equation:
where ξ = [ξ 1 , ξ 2 , · · · , ξ n ] T ∈ R n , u ∈ R and y ∈ R are the state vector, the control input signal and the output signal, respectively, B is an independent r-dimensional standard Brownian motion and it is defined on the complete probability
Remark 3: It's not hard to find out from the above formula that the system (6) is in form of non-strict feedback structure. In backstepping design procedure, ξ i+1 = α i is regarded as the virtual controller of the i−th subsystem, so it is required that α i only contain the state variables ξ k (k < i).
When the controlled systems are in form of non-strict feedback the control design is very difficult. We will show later that the Lemma 5 plays a key role to cope with the whole state functions f i (ξ ) in the recursion design procedure.
A. ADAPTIVE NEURAL CONTROLLER DESIGN
In this subsection, an adaptive NN backstepping control design method will be developed. As usual, in the backstepping design process, the following coordinate transformations are made:
where α 0 = y d .
In what follows, we will propose the design process of the finite time adaptive controller by backsteppping technique for stochastic nonlinear system (6) in form of non-strict feedback.
Step i(1 ≤ i ≤ n − 1): Based on system (6) and the change of coordinates (7), the error subsystem can be rewritten as:
where
∂α 0 ∂ξ k = 0 and ∂α 0 ∂θ k = 0.
We take the Lyapunov function candidate as below:
where r i is a positive design constant andθ i = θ i −θ i is an approximate error of the unknown constant θ i (We will define θ i later). According to (2) and (8) one has
Applying Lemma 2 for the above equation, one has the following inequality easily:
where l i is a positive design constant. Then considering (11) and (10) can give:
wherē
It's obvious thatf i is an unknown function of Z i . Then we apply the neural network W *
with |δ i (Z i )| ≤ ε i being the approximation error. Then, applying Lemma 2 and Lemma 5 to the term z 3 if i gives
with a i > 0 being a design constant, X i = [ξ T i ,ȳ T d ,θ T i ] T and θ i := ||W * i || 2 . Furthermore, substituting (14) into (12) one immediately has
Now, we choose the virtual control input signal α i and the adaptive lawθ i as below:
where k i , σ i are design parameters and 0 < β < 1 is a constant.
Remark 4:
As pointed out in [37] if bounded initial valuê θ (0) ≥ 0 holds then one hasθ (t) > 0 for ∀ t ≥ 0. Based on (17) we always supposeθ (t) > 0.
Furthermore, substituting (16) and (17) into (15) yields
Step n: The actual control input signal u will be constructed in this step. To accomplish this, we take the Lyapunov candidate as below:
where r n > 0 is a design constant. Similar to the procedure from (8)-(15), we have
Applying Young's inequality one has
where l n > 0 is a design constant. Then considering (20) and (19) we have
withf n = f n − Lα n−1 + 1 4 z n + 3z n 4l 2 n ||ψ n − n−1 j=1 ∂α n−1 ∂ξ j ψ j || 4 , Now we adopt NN to model the unknownf n . Similar to (14) , for ∀ ε n > 0 one has
with approximate error δ n (Z n )) > ε n and a n being a positive design parameter. Consequently, it follows from substituting (22) into (21) Now, we adopt the real control input signal u and the adaptive lawθ n as below:
Thus, substituting (24)- (25) into (23) gives
B. STABILITY ANALYSIS
Here we summarize the main conclusions as below theorem. Theorem: Consider the stochastic nonlinear system (6) . Assume that the packaged unknownf i for i = 1, · · · , n, can be approximated by the NNs and the approximating error δ i are bounded. If the initial conditions are bounded, then under the virtual control signals (16) , the real controller (24) , and the adaptive laws (17) and (25) , all the signals in the closedloop system remain bounded in finite time in probability and there is a settling time T 1 such that tracking error remains in the set 1 for ∀ t > T 1 , (18) and (26) that
According toθ iθi =θ i (θ i −θ i ) ≤ − 1 2θ 2 i + 1 2 θ 2 i and Lemma 3, the inequality (27) can be rewritten as
As a result substituting (29) into (28) one has
Based on Lemma 3, we have β) . According to the lemma 1 we have that all the signals in the closed-loop system are bounded. 
IV. NUMERICAL EXAMPLE
In this section, one numerical example will be used to show the effectiveness of the presented control strategy.
Example: We will study the 2-order stochastic nonlinear system given by the following differential equations:
Remark 5: It is worth emphasizing that f 1 = sin 2 (ξ 1 )cos 2 (ξ 2 ) is the functions of whole state variables ξ = [ξ 1 , ξ 2 ] T in system (32), namely the system (32) is in form of non-strict feedback structure. So, the existing control strategies cannot be applied to control this system. Moreover, as a 2-order system, (32) also is in form of pure-feedback structure, and f 1 = sin 2 (ξ 1 )cos 2 (ξ 2 ). Furthermore, one has ∂f 1 ∂ξ 2 = −2sin 2 (ξ 1 )cos(ξ 2 )sin(ξ 2 ). We cannot prove ∂f 1 ∂ξ 2 > 0 (or < 0), so the existing control strategies for pure-feedback systems are not suitable for system (32) . Nevertheless, the control strategy in this paper can be applied to control design of the system (32) .
In the control process, we take the virtual controller and the real controller as below:
At the same time we take the adaptive law as below:
We select the design constants as β = 99/100, k 1 = 16, k 2 = 16 , a 1 = 0.1, a 2 = 0.1 , σ 1 = 0.005, σ 2 = 0.005, r 1 = 6, r 2 = 6, respectively. The simulation results are shown in Figs. 1-4 . The systems output signal and the reference signal are shown in Fig. 1 . At the same time the output signal track the reference signal in finite time. All the closed-loop signals are bounded, which are shown in Figs. 2-4 . That is the validity of the method is fully verified.
Remark 6: From the above Theorem, the tracking error can be limited by a constant 8 b 0 a 0 . Although an explicit estimation of 8 b 0 a 0 is scarcely possible, it is obvious that increasing the design parameters r i and reducing a i , l i and ε i σ i , at the same time will get a smaller 8 d 0 a 0 .
V. CONCLUSION
In this paper, the problem of adaptive NNs control for nonlinear stochastic systems has been studied. Finite-time adaptive NN control method has first been proposed for stochastic nonlinear systems with non-strict feedback form. In addition some pure-feedback and strict feedback are regarded as special cases the proposed method is also applicable. Therefore, the presented adaptive NN controller guarantees system stability probability in finite time. Finally, the numerical simulation illustrates the effectiveness of the presented method. For the adaptive NN control of nonlinear systems, other control issue such as output tracking control, control of systems with input nonlinearity, and stabilization in finite time may be more challenging and will be our future research directions.
