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Abstract
We propose and study a strongly coupled PDE-ODE system with tissue-dependent degenerate
diffusion and haptotaxis that can serve as a model prototype for cancer cell invasion through the
extracellular matrix. We prove the global existence of weak solutions and illustrate the model be-
haviour by numerical simulations for a two-dimensional setting.
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1 Introduction
Cancer cell migration is an essential step in the development and expansion of a tumor and its metastases.
Thereby, diffusion and taxis are two of the main vehicles of cancer cell motility. The term ’taxis’ charac-
terizes the movement in the direction of the gradient of some signal available in the peritumoral region
and –depending on the nature of the stimulus– refers to chemotaxis (directed cell motion in response
to a chemical concentration gradient), haptotaxis (motion follows the gradient of the density of tissue
fibers), pH-taxis (direction of motion dictated by a pH gradient) etc. While chemotaxis gradients may
lack in the solution, haptotaxis seems to be indispensable, as the cells need to adhere to the ECM in
order to support their motion [1], but also for information exchange with their surroundings, the latter
being closely related to survival and proliferation [20, 30], see also [29] for a comprehensive review. For
these reasons we focus here on diffusion and haptotaxis. The latter is triggered by an unsoluble stimulus:
the fibers of the extracellular matrix (ECM) and their density1.
Biological experiments suggest that:
(i) enhanced interactions with the surrounding tissue favor cell motility (in particular, diffusivity) [13];
(ii) in those areas where the cells and the ECM are tightly packed, the diffusivity and the advective
effects of haptotaxis (and hence also the invasion into the tissue) are limited [23];
(iii) no cell migration (in particular no diffusivity) occurs in regions where the tissue is absent (see
above);
(iv) cells propagate through the ECM with a finite speed.
As mentioned already, haptotaxis is connected to directioning the motion along the gradient of an im-
movable stimulus (density of tissue fibers). Therefore, the evolution of the latter is characterized by way
of an ODE. Since it contains no spatial diffusion, this ODE corresponds to an everywhere degenerate
reaction-diffusion PDE and has no regularising effect. When strongly coupled to a PDE for the cell
density via a haptotactic transport term, this causes a considerable difficulty for the analysis.
Previous models for cell migration involving haptotaxis and operating on the macroscopic scale of popu-
lation densities have been proposed2 e.g., in [4, 7, 8] upon relying on equilibrium of fluxes (diffusion and
1and orientation, but this is not the case in the present model type
2we only consider here pure continuum models and omit both discrete and hybrid settings
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haptotaxis, possibly with some other kinds of taxis as well). The mathematical analysis of this model
class was most often performed in the case with linear diffusion for the tumor cell density, see e.g., [24,
35, 37] and only recently approached for settings allowing for nonlinear diffusion [36, 38]. Still, in the pure
macroscopic framework, nonlocal models including cell-cell and cell-tissue interactions within a sensing
radius by way of integral terms have been proposed and simulated [5, 14, 27, 31]. The mathematical anal-
ysis (well posedness of classical solutions) of a couple of models in that class, however in some simplified
settings –yet with linear diffusion– has been done in [9, 34].
Multiscale models for cancer cell migration involving haptotaxis and coupling subcellular dynamics (mi-
crolevel) with population dynamics (macroscale) have been recently proposed and investigated with
respect to well posedness in [25, 33], also considering nonlinear diffusion for the tumor cell density. A
further micro-macro model for acid-mediated tumor invasion through tissue and allowing for gap for-
mation at the tumor interface was proposed in [15] and its global well-posedness shown; the model also
accounts for stochastic effects, nonlinear diffusion, and repellent taxis. Yet another multiscale model
class for tumor invasion with (chemo- and) haptotaxis is that considered and analyzed in [18, 22]. Those
models couple subcellular dynamics (ODEs) with mesoscopic kinetic transport equations describing in-
dividual cell behavior and the evolution of tissue fiber density, and with the macrolevel dynamics of a
chemoattractant concentration. Those models are able to account for nonlinear diffusion, meaning that
the diffusion coefficient in the equation for cell density is allowed to depend on the solution itself.
In the quasilinear system handled in [33] the diffusion coefficient of the cell density depends, moreover,
upon the local interaction between the tumor cells and the ECM fibers. However, that coefficient was
still assumed to be nondegenerate (at least as long as the solutions remain bounded), and thus the model
did not capture the features (iii) and (iv) listed above. In order to account for all properties (i)-(iv) we
develop in this paper a degenerate-diffusion system, thereby keeping only two components: the density of
the tumor cells and the density of the tissue fibers, hence studying a model with diffusion and haptotaxis
only. As we focus here on the degeneracy issue in the framework of a haptotaxis model we ignore the
multiscality and stay on the population level. For this new prototype model we prove the global existence
of weak solutions. The uniqueness and boundedness of solutions remain open.
This paper is organised as follows: In Section 2 we set up the mathematical model, followed by fixing
some notations in Section 3 and by the statement of the problem and the main result in Section 4. The
subsequent Sections 5, 6, and 7 are dedicated to the proof of this result, by constructing sequences of
nondegenerate approximations to the original problems, proving some apriori estimates for these approx-
imations, and passing to the limits in the approximations, respectively. In Section 8, we illustrate the
possible model behaviour by performing numerical simulations in the two-dimensional case and compare
the results with those reproduced for a previous model with nondegenerate diffusion of the tumor cells.
Finally, we provide in Section 9 a short discussion of the obtained results and set them in context with
respect to other models with degenerate diffusion. The paper includes an Appendix with two auxiliary
results (Lemmata A.1 and A.2) dealing with weak and almost everywhere convergence and being of
independent interest.
2 The model
In this section we introduce an ODE-PDE system for two variables: the cancer cells density c and the
density v of ECM tissue fibers, both depending on time and position on a smooth bounded domain
Ω Ă RN . Our system, a variant of the one introduced in [33], has the following form:
Btc “ ∇ ¨
ˆ
κcvc
1` vc∇c´
κvc
p1` vq2∇v
˙
` µccp1´ c´ ηvq in R` ˆ Ω, (2.1a)
Btv “ µvvp1´ vq ´ λvc in R` ˆ Ω, (2.1b)
κcvc
1` vcBνc´
κvc
p1` vq2 Bνv “ 0 in R
` ˆ BΩ, (2.1c)
cp0q “ c0, vp0q “ v0 in Ω, (2.1d)
where κc, κv, µc, η, µv, λ are some positive constants. System (2.1) consists of a degenerate parabolic
PDE which describes the evolution of the tumor cell density and an ODE for the evolution of the tissue
density, supplemented by the initial and the ’no-flux’ boundary conditions. The latter is realistic, since
the cancer cells do not leave the tissue hosting the original tumor.
2
Equation (2.1a) for the tumor cell density includes two nonlinear spatial movement effects: degenerate
diffusion and haptotaxis transport.
The nonlinear diffusion coefficient in (2.1a) is taken to be of the form
Dcpv, cq :“ κcvc
1` vc ,
where the positive constant κc accounts for the adhesivity between the tumor cells and the fiber. Notice
that the source of degeneracy is twofold: the diffusion coefficient can become zero when c “ 0, but also
when v “ 0. Our choice of the diffusion coefficient is less restrictive than previous settings which involve
some powers of the solution, chosen in such a way as to render the mathematical analysis more amenable.
Instead, the choice of our degenerate diffusion coefficient is motivated by the biological phenomenon
under consideration, more precisely by the four properties of the cell spreading which we proposed in
Section 1. Indeed, let us consider the product cv as a measure of interaction between the cells and the
tissue. Then, we have that:
• Dc is monotonically increasing in vc;
• lim
vcÑ8Dcpv, cq “ κc ă 8;
• Dcp0, cq “ 0 for all c P R`0 ;
• Dcpv, cq «
cÑ0 κcvc for all v P R
`
0 .
The first three properties above clearly correspond to (i)-(iii) from the introduction. As for the last
property, the porous-medium type degeneracy with respect to variable c is known to ensure a finite speed
of propagation, which provides the condition (iv) in Section 1. It seems that [17] was the first paper
involving a diffusion coefficient of the form κcvc, there in the context of bacterial biofilm dispersal.
The signal-dependent haptotactic sensitivity function
χpvq :“ κvp1` vq2 (2.2)
is obtained upon accounting for receptor binding to ECM fibers. Here, however, we avoid including
specific subcellular dynamics and simplify the setting by looking directly at cell-tissue interactions instead
of receptor-ligand bindings. Indeed, consider the ’mass action kinetics’3
c` v k`é
k´
rcvs,
leading to the ODE system
Btc “ k´rcvs ´ k`cv
Btv “ k´rcvs ´ k`cv
Btrcvs “ k`cv ´ k´rcvs.
As the binding kinetics is very fast, we may assume that the corresponding steady-state is quickly
achieved, hence from the last equation above we obtain
rcvs “ k
`
k´
cv. (2.3)
Furthermore, we assume the total amount of cells is conserved during this short time span, hence
c` rcvs “ const.
This leads to c “ const´ rcvs and plugging into (2.3) and using the notation κ :“ k`k´ we get
rcvs “ const ¨ v
κ` v .
3for simplicity, on this level we only take into account conservative interactions (no decay, no proliferation); here rcvs
denotes the amount of cells bound to the tissue
3
The haptotaxis equation is obtained by equilibrium of fluxes, but it can also be deduced from a master
equation written with the aid of the corresponding probabilities (rates) T˘i of transition from a position
i into the adjacent one i´ 1 or i` 1, respectively. With the gradient-based choice (see e.g., [26])
T˘i :“ α` βpτpviq ´ τpvi˘1qq, α ą 0, β ě 0,
where τ is a known differentiable function4, we get for the haptotaxis coefficient the form χpvqc, with
χpvq “ 2βτ 1pvq. As τpvq characterizes the (chemical) mechanism of measuring tissue densities, we can
interpret τpvq as giving the amount of cell surface receptors bound to the tissue fibers, or –even further
simplified, to avoid introducing the subcellular scale explicitly– the amount of cells bound to ECM fibers,
hence τpvq “ rcvs “ const¨vκ`v . This leads to
χpvq “ 2β const ¨ κpκ` vq2 ,
which is of the form (2.2) announced above.
The equation (2.1b) for the tissue density v is an ODE. It contains no spatial movement effects since
the ECM fibers do not move on their own. They can be deformed, at most, but we ignore here such
deformations.
3 Basic notation and functional spaces
Partial derivatives, in both classical and distributional sense, with respect to variables t and xi, will be
denoted respectively by Bt and Bxi . Further, ∇, ∇¨ and ∆ stand for the spatial gradient, divergence and
Laplace operators, respectively. Bν is the derivative with respect to the outward unit normal of BΩ.
We assume the reader to be familiar with the standard Lp, Sobolev, and Ho¨lder spaces and their usual
properties, as well as with the more general Lp spaces of functions with values in general Banach spaces
and with anisotropic Sobolev spaces. In particular, we need the space
W´1,1pΩq :“
#
u P D1pΩq| u “ u0 `
Nÿ
k“1
Bxiui for some ui P L1 pΩq , i “ 1, . . . , N
+
.
For p P r1,8sz t2u, we write || ¨ ||p in place of the || ¨ ||LppΩq-norm. Throughout the paper, || ¨ || stands for
the || ¨ ||L2pΩq-norm and pu, vq for
ş
Ω
upxqvpxq dx, while 〈¨, ¨〉 is reserved for the duality pairing between
W 1,8pΩq and its dual pW 1,8pΩqq1.
We denote the Lebesgue measure of a set A by |A| and by intA its interior.
Finally, we make the following useful convention: For all indices i, the quantity Ci denotes a non-negative
constant or, alternatively, a non-negative function, which is non-decreasing in each of its arguments.
4 Problem setting and main result
In this section we propose a definition of weak solutions to system (2.1) and state our main result under
the following assumptions:
Assumptions 4.1 (Initial data).
1. c0 ě 0, c0 ı 0, c0 ln c0 P L1 pΩq;
2. 0 ď v0 ď 1, v0 ı 0, 1, v
1
2
0 P H1 pΩq.
The major challenge of model (2.1) lies in the fact that the diffusion coefficient in equation (2.1a) degen-
erates at c “ 0 and, moreover, at v “ 0. The latter seems to make it impossible to obtain an a priori
estimate for the gradient of ϕpcq in some Lebesgue space for any smooth, strictly increasing function ϕ.
As a workaround, we are forced to consider an auxiliary function ln
´
1` v 12 c
¯
involving both c and v and
whose gradient we are able to estimate.
This leads us to the following definition of weak solutions to (2.1):
Definition 4.2 (Weak solution). Let c0, v0 satisfy Assumptions 4.1. We call a pair of functions c :
R`0 ˆ Ω Ñ R`0 , v : R`0 ˆ Ω Ñ r0, 1s a global weak solution of (2.1) if for all 0 ă T ă 8 it holds that
4satisfying τ 1pvq ą 0 in the case with positive haptotaxis
4
1. c P L2p0, T ;L2 pΩqq, Btc P L1p0, T ; pW 1,8pΩqq1q;
2. v
1
2 P L8p0, T ;H1 pΩqq, Btv 12 P L2p0, T ;L2 pΩqq;
3. ln
´
1` v 12 c
¯
P L 43 p0, T ;W 1, 43 pΩqq, v 12 c1`vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
P L1p0, T ;L1 pΩqq;
4. pc, vq satisfies equation (2.1a) and the boundary condition (2.1c) in the following weak sense:
〈Btc, ϕ〉 “´
˜
κcv
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
´ κvcp1` vq2∇v,∇ϕ
¸
` pµccp1´ c´ ηvq, ϕq a.e. in p0, T q for all ϕ PW 1,8pΩq;
5. pc, vq satisfies equation (2.1b) a.e. in p0, T q ˆ Ω;
6. cp0q “ c0, vp0q “ v0.
Remark 4.3 (Diffusion term). If c P L1pτ, T ;W 1,1pOqq for some numbers 0 ď τ ă T and open set
O Ă Ω, then due to the weak chain and product rules it holds that
κcv
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
“ κcvc
1` vc∇c in L
1pτ, T ;L1pOqq.
Remark 4.4 (Initial conditions). Since we are looking for solutions pc, vq with
c PW 1,1pp0, T q;W´1,1pΩqq,
v
1
2 P H1p0, T ;L2 pΩqq,
we have
c P Cpr0, T s;W´1,1pΩqq,
v
1
2 P Cpr0, T s;L2 pΩqq.
Therefore, the initial conditions 6. in Definition 4.2 do make sense.
Our main result reads:
Theorem 4.5 (Global existence). Let Ω Ă RN , N P N, be a smooth bounded domain and let κ, µc, η, µv, λ
be positive constants. Then, for each pair of functions pc0, v0q satisfying Assumptions 4.1 there exists a
global weak solution pc, vq (in terms of Definition 4.2) to the system (2.1).
The proof of Theorem 4.5 is based on a suitable approximation of the degenerate PDE-ODE system (2.1)
by a family of nondegenerate PDE-PDE systems, derivation of a set of priori estimates which ensure
necessary compactness and, finally, the passing to the limit. While the overall structure of the proof is
a standard one for a haptotaxis system, we encounter considerable difficulties in each of the three steps
due to the previously mentioned degenerate diffusion in equation (2.1a), due to the ODE (2.1b) having
no diffusion at all (i.e., everywhere degenerate), and, finally, due to a strong coupling between the two
equations.
Remark 4.6 (Notation). We make the following useful convention: The statement that a constant
depends on the parameters of the problem means that it depends on the constants κ, µc, η, µv, λ and θ (see
below), the norms of the initial data pc0, v0q, the space dimension N , and the domain Ω. This dependence
on the parameters is subsequently not indicated in an explicit way.
5 Approximating problems
In this section, we introduce and study a family of non-degenerate approximations for problem (2.1).
However, before adding some regularizing terms to the system, we reformulate it in a manner that turns
out to be convenient for our analysis:
Btc “ ∇ ¨
˜
κcvc
1` vc∇c´
2κvv
1
2 c
1` v ∇ψpvq
¸
` µccp1´ c´ ηvq in R` ˆ Ω, (5.1a)
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Btψpvq “ µvv
1
2 p1´ vq ´ λv 12 c
1` v in R
` ˆ Ω, (5.1b)
κcvc
1` vcBνc´
2κvv
1
2 c
1` v Bνψpvq “ 0 in R
` ˆ BΩ, (5.1c)
cp0q “ c0, ψpvp0qq “ ψpv0q in Ω, (5.1d)
where
ψ : r0, 1s Ñ
”
0,
pi
4
ı
, ψpvq :“ 1
2
ż v
0
1
s
1
2 p1` sq ds “ arctan
´
v
1
2
¯
.
Unlike the model in [33], the haptotaxis coefficient lacks a factor v in the nominator, whose presence was
essential for obtaining estimates involving ∇v (and which relied on differentiating the equation for v).
Here we compensate the absence of v by rearranging equation (2.1b) in a convenient way.
Equation (5.1b) is obtained from (2.1b) by dividing both sides of the equation by v
1
2 p1 ` vq. For the
taxis part of the flux, we used the obvious identity
2κvv
1
2 c
1` v ∇ψpvq “
κvc
p1` vq2∇v.
Clearly, ψ is a strictly monotonically increasing function and satisfies
1
2
´
v
1
2
¯1 ď ψ1pvq ď ´v 12¯1 for all v P r0, 1s. (5.2)
Starting from (5.1), we fix some
θ ą N ` 2
and consider for each  “ p1, 2, 3, 4q P p0, 1q4 the system
Btc “ 2∆c `∇ ¨
˜
κcvc
1` vc∇c ´
2κvv
1
2
 c
1` v ∇ψpvq
¸
` µccp1´ c ´ ηvq ´ 1cθ in R` ˆ Ω, (5.3a)
Btψpvq “ 1∆ψpvq ` µvv
1
2
 p1´ vq ´ λv
1
2
 c
1` v in R
` ˆ Ω, (5.3b)
Bνc “ Bνψpvq “ 0 in R` ˆ BΩ, (5.3c)
cp0q “ c30, ψpvp0qq “ ψpv40q in Ω. (5.3d)
Here, the families tc30u and tv40u of initial values are parameterized by 3 and 4, respectively, are
independent of 1, 2 and satisfy
c30, ψpv40q PW 1,8pΩq,
c30 ě 0, 0 ď v40 ď 1 in Ω, c30 ı 0, v40 ı 0, 1,
||c30 ln c30||1, }ψpv40q}H1pΩq ď C1.
They are yet to be further specified below.
For each 1, 2 P p0, 1q, system the (5.3a)-(5.3b) has the form of a nondegenerate quasilinear chemotaxis
system with respect to variables c and ψpvq. It is clear that for  “ 0 we regain - at least formally -
the original degenerate haptotaxis system (5.1a)-(5.1b). As it turns out (see the subsequent Section 7),
a weak solution to (5.1) can be obtained as a limit of a sequence of solutions to (5.3).
In order to prove the global well-posedness for system (5.3), we intend to use the standard Amann theory
for abstract parabolic quasilinear systems [3].
We need some more notations. Let us define for all pc, vq P R`0 ˆ r0, 1s the matrices
Apc, vq :“
«
2 ` κcvc1`vc ´ 2κvcv
1
2
1`v
0 1
ff
, Apc, ψpvqq :“ Apc, vq,
Fpc, vq :“
«
µccp1´ c´ ηvq ´ 1cθ
µvv
1
2 p1´vq´λv 12 c
1`v
ff
, F pc, ψpvqq :“ Fpc, vq.
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Since ψ : r0, 1s Ñ “0, pi4 ‰ is a strictly monotonically increasing function, A and F  are well-defined on
R`0 ˆ
“
0, pi4
‰
. Let also
V :“ ψpvq, V0 :“ ψpv40q.
In this notation, system (5.3) takes the form
Btc “ ∇ ¨
`rApc, Vqs11∇c ` rApc, Vqs12∇Vq˘` rF pc, Vqs1 in R` ˆ Ω, (5.4a)
BtV “ ∇ ¨
`rApc, Vqs21∇c ` rApc, Vqs22∇Vq˘` rF pc, Vqs2 in R` ˆ Ω, (5.4b)
Bνc “ BνV “ 0 in R` ˆ BΩ, (5.4c)
cp0q “ c30, Vp0q “ V0 in Ω. (5.4d)
It is easy to see that
1. A and F  are (infinitely) smooth;
2. A is upper triangular with
“
A
‰
22
independent of the first variable;
3.
“
A
‰
11
ě 2 ą 0,
“
A
‰
22
ě 1 ą 0;
4. c30 ě 0, 0 ď V0 ď pi4 , c30 ı 0, V0 ı 0, pi4 .
In this situation, we may apply several results from [3] on local and global existence and regularity of
solutions for regular quasilinear parabolic systems, see [3, Theorems 14.4, 14.7, and 15.5]. These results
yield the following:
if for all 0 ă τ ă T it holds a priori that
0 ă c ď C
`
´11 , 
´1
2 , τ
´1, T
˘
, 0 ă V ă pi
4
in rτ, T s ˆ Ω, (5.5)
then problem (5.4) has a unique global classical nonnegative solution pc, Vq, and this solution satisfies
(5.5).
Thus, it remains to prove that (5.5) holds a priori. Observe first that
5.
“
Ap0, ¨q
‰
12
,
“
Ap¨, 0q
‰
21
” 0 and rF p0, ¨qs1, rF p¨, 0qs2 “ 0;
6.
“
A
`¨, pi4 ˘‰21 ” 0 and rF  `¨, pi4 ˘s2 ď 0.
Hence, due to the strong maximum principle and the Hopf lemma for parabolic equations, it holds a
priori that
c ą 0, 0 ă V ă pi
4
in R` ˆ Ω,
or, in terms of the original variables,
c ą 0, 0 ă v ă 1 in R` ˆ Ω. (5.6)
Next, we integrate both sides of (5.3a) over Ω, using partial integration and the boundary conditions
where necessary. We obtain that
d
dt
||c||1 “
ż
Ω
µccp1´ c ´ ηvq ´ 1cθ dx
ďC2 ´ C3||c||1 ´ 1
ż
Ω
cθ dx. (5.7)
Estimate (5.7) yields with help of the Gronwall lemma that
||c||L8pR`0 ;L1pΩqq ď C4, (5.8)
||c||Lθpp0,T qˆΩq ď C5
`
´11 , T
˘
. (5.9)
Combining (5.6) and (5.9), we conclude from (5.3b) that
}Btψpvq ´ 2∆ψpvq}Lθpp0,T qˆΩq ď C6
`
´11 , T
˘
. (5.10)
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Together with known results on maximal Sobolev regularity for parabolic equations (compare, e.g., The-
orems 4.10.2 and 4.10.7 and Remark 4.10.9 from [2]), (5.10) yields that
||ψpvq||
Cprτ,T s;W 2p1´ 1θ q,θpΩqq ď C7
`
´11 , 
´1
2 , τ
´1, T
˘
, τ P p0, T s.
Using the Sobolev embedding W 2p1´ 1θ q,θpΩq Ă L8 pΩq (recall that θ ą N ` 2), we thus arrive at
||∇ψpvq||L8ppτ,T qˆΩq ď C8
`
´11 , 
´1
2 , τ
´1, T
˘
, τ P p0, T s. (5.11)
Let us now return to equation (5.3a). It can be rewritten in the form
Btc “ ∇ ¨ q ` f, (5.12)
where
q :“ a∇c `Qc, a :“ 2 ` κcvc
1` vc , Q :“ ´
2κvv
1
2

1` v∇ψpvq, (5.13)
f :“ µccp1´ c ´ ηvq ´ 1cθ . (5.14)
Equation (5.12) is in divergence form. Due to (5.6) and (5.11), its coefficients satisfy the inequalities
a ě 2, ||Q||L8ppτ,T qˆΩq ď 2κvC8
`
´11 , 
´1
2 , τ
´1, T
˘
, τ P p0, T s, f ď C9.
Therefore, standard results on uniform boundedness for linear parabolic equations [19, Chapter 3, §7] are
applicable to equation (5.12) equipped with homogeneous Neumann boundary conditions and yield
||c||L8ppτ,T qˆΩq ď C10
`
´11 , 
´1
2 , τ
´1, T
˘
, τ P p0, T s.
This finishes the proof of (5.5).
Approximating initial data
Our next step is to construct a suitable family of approximations to the initial data. Since we assume
that pc0, v0q satisfies Assumptions 4.1, there exists for each p3, 4q P p0, 1q2 a pair of approximations
pc30, v40q with the following properties:
c30, v
1
2
40
PW 1,8pΩq, (5.15)
c30 ě 0, 0 ď v40 ď 1 in Ω, c30, v40 ı 0, (5.16)
||c30 ln c30|| ď 2||c0 ln c0||1, (5.17)›››∇v 1240››› ď 2 ›››v 120 ›››H1pΩq , (5.18)
||c30 ´ c0||1 ď 3, (5.19)›››v 1240 ´ v 120 ››› ď 4. (5.20)
Recall our aim is to pass to the limit for  Ñ 0 in the approximating problem. After letting 1 Ñ 0 in
equation (5.3b) we obtain an ODE, hence the set tvpt, ¨q “ 0u is preserved in time (possibly up to some
subsets of measure zero). Therefore, it turns out that we have to pay particular care at the set tv40 “ 0u
which should not shrink substantially with respect to tv0 “ 0u. We may assume that
|tv0 “ 0uz int tv40 “ 0u| ď 4. (5.21)
Indeed, due to a Lusin property for Sobolev functions [11, Chapter 6, Theorem 6.14], there exists a
function ξ such that
ξ PW 1,8pΩq, (5.22)
}ξ}H1pΩq ď 2
›››v 120 ›››
H1pΩq
, (5.23)ˇˇˇ!
ξ ‰ v 120
)ˇˇˇ
ď 4
4
. (5.24)
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We define
v40 :“
ˆ
mintξ`, 1u ´ 4
2|Ω|
˙2
`
.
Let us check that v40 satisfies the above assumptions. Indeed, due to (5.22)-(5.23), we have that
v
1
2
40
PW 1,8pΩq, (5.25)›››∇v 1240››› ď ||∇ξ|| ď 2 ›››v 120 ›››H1pΩq ,
and ›››v 1240 ´ v 120 ››› ď2 ˇˇˇ!ξ ‰ v 120 )ˇˇˇ`
›››››χ"ξ“v 120 *
ˆˆ
ξ ´ 4
2|Ω|
˙
`
´ ξ
˙›››››
ď4. (5.26)
Moreover, it holds that
tξ “ 0u Ă
"
mintξ`, 1u ă 4
2|Ω|
*
Ă int
"
mintξ`, 1u ď 4
2|Ω|
*
Y BΩ “ inttv40 “ 0u Y BΩ. (5.27)
Combining (5.24) and (5.27), we obtain (5.21).
6 A priori estimates
In this section we establish several uniform a priori estimates for system (5.3). To begin with, we apply
the gradient operator to both sides of (5.3b):
Bt∇ψpvq “1∆∇ψpvq ´ λ v
1
2

1` v∇c ´
λp1´ vqc ` µvp´1` 4v ` v2 q
p1` vq2 ∇v
1
2
 . (6.1)
Further, we multiply (5.3a) by ln c and (6.1) by
κv
λ ∇ψpvq and integrate over Ω using partial integration
and the boundary conditions where necessary. Adding the resulting identities together, we obtain after
some calculation that
d
dt
ˆ
p1, c ln c ´ cq ` 2κv
λ
ˆ
1
p1` vq2 ,
ˇˇˇ
∇v 12
ˇˇˇ2˙˙` 2 ˆ 1
c
, |∇c|2
˙
` 1
ˆ
1
θ
`
cθ , ln c
θ

˘` }∆ψpvq}2˙
`
ˆ
κcv
1` vc , |∇c|
2
˙
` 2κv
λ
¨˚
˝λp1´ vqc ` 5µvv ` µvv2 ,
ˇˇˇ
∇v 12
ˇˇˇ2
p1` vq3
‹˛‚
ďpµccp1´ c ´ ηvq, ln cq ` 2µvκv
λ
ˆ
1
p1` vq2 ,
ˇˇˇ
∇v 12
ˇˇˇ2˙
ď´ C11
`
χtcą1u, c
2
 ln c
˘` 2µvκv
λ
ˆ
1
p1` vq2 ,
ˇˇˇ
∇v 12
ˇˇˇ2˙` C12. (6.2)
By using the Gronwall lemma, we thus arrive for arbitrary T P R` at the estimates
max
tPr0,T s
`
χtcą1u, c ln c
˘ ď C13pT q, (6.3)
max
tPr0,T s
›››∇v 12 ›››2 ď C13pT q, (6.4)ż T
0
››c2 ln c2››1 dt ď C13pT q, (6.5)ż T
0
ˆ
v
1` vc , |∇c|
2
˙
dt ď C13pT q, (6.6)ż T
0
ˆ
p1´ vqc,
ˇˇˇ
∇v 12
ˇˇˇ2˙
dt ď C13pT q, (6.7)ż T
0
ˆ
1
c
, |∇c|2
˙
dt ď ´12 C13pT q, (6.8)
9
ż T
0
››cθ ln cθ››1 dt ď ´11 C13pT q, (6.9)ż T
0
}∆ψpvq}2 dt ď ´11 C13pT q. (6.10)
Throughout the section, we will obtain further estimates for functions c and v and their combinations,
which we will use in the existence proof (see Section 7 below).
By means of the de la Valle´e-Poussin theorem, we obtain from (6.5) that 
c2
(
is uniformly integrable in p0, T q ˆ Ω (6.11)
with
||c||L2pp0,T qˆΩq ď C14pT q. (6.12)
Next, we deal with the relaxation terms in (5.3a). Using the Ho¨lder inequality, we obtain with (6.8) and
(6.12) that
}2∇c}
L
4
3 pp0,T qˆΩq ď 2||c||
1
2
L2pp0,T qˆΩq
˜ż T
0
ˆ
1
c
, |∇c|2
˙
dt
¸ 1
2
ď  122 C15pT q (6.13)
Ñ
2Ñ0
0, (6.14)
Further, since the function gpyq :“ y ln y is convex, we obtain from (6.9) with help of the Jensen’s
inequality that
g
˜
1
|p0, T q ˆ Ω|
ż
p0,T qˆΩ
max
 
1, cθ
(
dxdt
¸
ď 1|p0, T q ˆ Ω|
ż
p0,T qˆΩ
g
`
max
 
1, cθ
(˘
dxdt
ď C16pT q
1|p0, T q ˆ Ω| . (6.15)
Since g is increasing on p1,8q and gpyqy ÑyÑ8 8, (6.15) yields that
1
ż
p0,T qˆΩ
cθ dxdt ď 1|p0, T q ˆ Ω|gp´1q
ˆ
C16pT q
1|p0, T q ˆ Ω|
˙
Ñ
1Ñ0
0. (6.16)
Using (5.6), we estimate the reaction term f (as defined in (5.14)):
|f| “
ˇˇ
µccp1´ c ´ ηvq ´ 1cθ
ˇˇ ď C17 `c2 ` 1˘` 1cθ .
Hence, due to (6.12) and (6.16), it holds that
||f||L1pp0,T qˆΩq ď C18pT q. (6.17)
Using (5.2) and (5.6), we obtain from (5.3b) that
|Btψpvq| ď2
ˇˇˇ
Btv
1
2

ˇˇˇ
ď21|∆ψpvq| ` 2
ˇˇˇˇ
ˇµvv
1
2
 p1´ vq ´ λv
1
2
 c
1` v
ˇˇˇˇ
ˇ
ď21|∆ψpvq| ` 2µv ` 2λc. (6.18)
Combining (6.10) and (6.12), we conclude from (6.18) that›››Btv 12 ›››
L2pp0,T qˆΩq
ď C19pT q. (6.19)
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Next, we study the function v
1
2
 c. Observe that´
v
1
2
 c
¯2
ln
´
v
1
2
 c
¯2 “ c2v ln v ` vc2 ln c2 ,
Hence, due to (5.6) and (6.5), it holds that››››´v 12 c¯2 ln´v 12 c¯2››››
L1pp0,T qˆΩq
ď C20pT q. (6.20)
Again, we apply the de la Valle´e-Poussin theorem and obtain from (6.20) that"´
v
1
2
 c
¯2*
is uniformly integrable in p0, T q ˆ Ω (6.21)
with ›››v 12 c›››
L2pp0,T qˆΩq
ď C21pT q. (6.22)
Next, we consider the degenerate part of the diffusion flux. Using (5.6), we estimate as follows:
vc|∇c|
1` vc “
ˆ
vc
1` vc
˙ 1
2
c
1
2

ˆ
v
1` vc |∇c|
2
˙ 1
2
ďc 12
ˆ
v
1` vc |∇c|
2
˙ 1
2
. (6.23)
Combining (6.6), (6.12) and (6.23), we obtain with the Ho¨lder inequality that
››››vc|∇c|1` vc
››››
L
4
3 pp0,T qˆΩq
ď ||c||
1
2
L2pp0,T qˆΩq
˜ż T
0
ˆ
v
1` vc , |∇c|
2
˙
dt
¸ 1
2
ď C22pT q. (6.24)
Using (5.6), we also have that
v
3
4
 c|∇c|
1` vc “
˜
pvcq 12
1` vc
¸ 1
2
c
3
4

ˆ
v
1` vc |∇c|
2
˙ 1
2
ďc 34
ˆ
v
1` vc |∇c|
2
˙ 1
2
. (6.25)
Then, (6.6), (6.12) and (6.25), together with the Ho¨lder inequality, yield that›››››v
3
4
 c|∇c|
1` vc
›››››
L
8
7 pp0,T qˆΩq
ď ||c||
3
4
L2pp0,T qˆΩq
˜ż T
0
ˆ
v
1` vc , |∇c|
2
˙
dt
¸ 1
2
ď C23pT q. (6.26)
As for the taxis part of the flux, we combine (6.4) and (6.22) with the Ho¨lder inequality in order to obtain
that ››››››
2v
1
2
 c
ˇˇˇ
∇v 12
ˇˇˇ
p1` vq2
››››››
L1pp0,T qˆΩq
ď 2
›››v 12 c›››
L2pp0,T qˆΩq
›››∇v 12 ›››
L2pp0,T qˆΩq
ď C24pT q. (6.27)
Combining (6.14), (6.24) and (6.27), we gain an estimate for the flux q (as defined in (5.13)):
||q||L1pp0,T qˆΩq ď C25pT q. (6.28)
Together with (6.17), (6.28) yields that
||Btc||L1p0,T ;W´1,1pΩqq ď C26pT q. (6.29)
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Estimates for an auxiliary function
Owing to the fact that the original diffusion coefficient in (2.1a) is degenerate in v, it does not seem possible
to obtain a uniform (in ) estimate for the gradient of ϕpcq in some Lebesgue space over p0, T q ˆ Ω for
any smooth, strictly increasing, and independent of  function ϕ. In order to overcome this difficulty, we
introduce for  P p0, 1q an auxiliary function which involves both c and v:
u :“ ln
´
1` v 12 c
¯
.
With (5.6), we have that
0 ď ln
´
1` v 12 c
¯
ď 1` c,
so that, due to (5.8), it holds that
||u||L1pp0,T qˆΩq ď C27pT q.
As it turns out, the family tuu is precompact in L1pp0, T qˆΩq. To prove this, we need uniform estimates
for the partial derivatives of u in some parabolic Sobolev spaces.
We first study the spatial gradient of u. We compute that
∇u “ c
1` v 12 c
∇v 12 ` v
1
2

1` v 12 c
∇c. (6.30)
Using (5.6) and the trivial inequality
1 ď v 12 ` p1´ vq 12 , (6.31)
we estimate the first summand on the right-hand side of (6.30) in the following way:
c
ˇˇˇ
∇v 12
ˇˇˇ
1` v 12 c
ď
v
1
2
 c
ˇˇˇ
∇v 12
ˇˇˇ
1` v 12 c
`
p1´ vq 12 c
ˇˇˇ
∇v 12
ˇˇˇ
1` v 12 c
ď
ˇˇˇ
∇v 12
ˇˇˇ
` c 12
ˆ
p1´ vqc
ˇˇˇ
∇v 12
ˇˇˇ2˙ 12
. (6.32)
Using the Ho¨lder inequality and estimates (6.4), (6.7) and (6.12), we conclude from (6.32) that››››››
c
ˇˇˇ
∇v 12
ˇˇˇ
1` v 12 c
››››››
L
4
3 pp0,T qˆΩq
ďC28pT q
›››∇v 12 ›››
L2pp0,T qˆΩq
` ||c||
1
2
L2pp0,T qˆΩq
˜ż T
0
ˆ
p1´ vqc,
ˇˇˇ
∇v 12
ˇˇˇ2˙
dt
¸ 1
2
ďC29pT q. (6.33)
For the second summand on the right-hand side of (6.30), we have that
v
1
2
 |∇c|
1` v 12 c
ď v
1
2
 |∇c|
1` vc ď
v
1
2
 |∇c|
p1` vcq 12
. (6.34)
Combining (6.6) and (6.34), we obtain that››››› v
1
2
 |∇c|
1` v 12 c
›››››
L2pp0,T qˆΩq
ď C30pT q. (6.35)
Altogether, we obtain from (6.30) with (6.33) and (6.35) that
||∇u||
L
4
3 pp0,T qˆΩq ď C31pT q. (6.36)
Next, we deal with the time derivative of u. Once again, it holds that
Btu “ c
1` v 12 c
Btv
1
2
 ` v
1
2

1` v 12 c
Btc. (6.37)
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Using (5.6), we obtain for the first summand on the right-hand side of (6.37) that
c
ˇˇˇ
Btv
1
2

ˇˇˇ
1` v 12 c
ď c
ˇˇˇ
Btv
1
2

ˇˇˇ
. (6.38)
Combining (6.38) with (6.12) and (6.19), we obtain that››››› cBtv
1
2

1` v 12 c
›››››
L1pp0,T qˆΩq
ď C32pT q. (6.39)
In order to estimate the second summand on the right-hand side of (6.37), we multiply both sides of
equation (5.3a) by v
1
2

1`v
1
2
 c
and obtain (compare notation, (5.13)-(5.14)) that
v
1
2

1` v 12 c
Btc “ ∇ ¨
˜
v
1
2

1` v 12 c
q
¸
´ q ¨∇ v
1
2

1` v 12 c
` v
1
2

1` v 12 c
f. (6.40)
Since
v
1
2

1` v 12 c
ď 1,
estimates (6.17) and (6.28) yield, respectively, that››››› v
1
2

1` v 12 c
q
›››››
L1pp0,T qˆΩq
ď C33pT q, (6.41)››››› v
1
2

1` v 12 c
f
›››››
L1pp0,T qˆΩq
ď C34pT q (6.42)
It remains to estimate the second term on the right-hand side of (6.40). We compute that
∇ v
1
2

1` v 12 c
“ ´ v´
1` v 12 c
¯2∇c ` 1´
1` v 12 c
¯2∇v 12 ,
so that, due to (5.6),ˇˇˇˇ
ˇq ¨∇ v
1
2

1` v 12 c
ˇˇˇˇ
ˇ ď|q|
ˇˇˇˇ
ˇ∇ v
1
2

1` v 12 c
ˇˇˇˇ
ˇ
ď
˜
2|∇c| ` κcvc|∇c|
1` vc `
2κvv
1
2
 c|∇ψpvq|
1` v
¸¨˚˝ v|∇c|´
1` v 12 c
¯2 `
ˇˇˇ
∇v 12
ˇˇˇ
´
1` v 12 c
¯2 ‹˛‚
ďC35
ˆ
2|∇c| ` vc|∇c|
1` vc ` v
1
2
 c
ˇˇˇ
∇v 12
ˇˇˇ˙ ¨˚˝ v|∇c|´
1` v 12 c
¯2 `
ˇˇˇ
∇v 12
ˇˇˇ
´
1` v 12 c
¯2 ‹˛‚. (6.43)
Using (5.6) and (6.31), where necessary, we get the following estimates:
|∇c| v|∇c|´
1` v 12 c
¯2 ď v|∇c|21` vc , (6.44)
v
1
2
 c
ˇˇˇ
∇v 12
ˇˇˇ v|∇c|´
1` v 12 c
¯2 ďˆv|∇c|21` vc
˙ 1
2 ˇˇˇ
∇v 12
ˇˇˇ
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ď1
2
v|∇c|2
1` vc `
1
2
ˇˇˇ
∇v 12
ˇˇˇ2
, (6.45)
|∇c|
ˇˇˇ
∇v 12
ˇˇˇ
´
1` v 12 c
¯2 ďv
1
2
 |∇c|
ˇˇˇ
∇v 12
ˇˇˇ
p1` vcq2
`
p1´ vq 12 |∇c|
ˇˇˇ
∇v 12
ˇˇˇ
p1` vcq2
ď
ˆ
v|∇c|2
1` vc
˙ 1
2 ˇˇˇ
∇v 12
ˇˇˇ
`
ˆ |∇c|2
c
˙ 1
2
ˆ
p1´ vqc
ˇˇˇ
∇v 12
ˇˇˇ2˙ 12
ď1
2
v|∇c|2
1` vc `
1
2
ˇˇˇ
∇v 12
ˇˇˇ2 ` 1
2
p1´ vqc
ˇˇˇ
∇v 12
ˇˇˇ2 ` 1
2
|∇c|2
c
, (6.46)
vc|∇c|
1` vc
ˇˇˇ
∇v 12
ˇˇˇ
´
1` v 12 c
¯2 ďˆv|∇c|21` vc
˙ 1
2 ˇˇˇ
∇v 12
ˇˇˇ
ď1
2
v|∇c|2
1` vc `
1
2
ˇˇˇ
∇v 12
ˇˇˇ2
, (6.47)
v
1
2
 c
ˇˇˇ
∇v 12
ˇˇˇ ˇˇˇ∇v 12 ˇˇˇ´
1` v 12 c
¯2 ď ˇˇˇ∇v 12 ˇˇˇ2 . (6.48)
Combining (6.43)-(6.48) with (6.4), (6.6)-(6.8), we obtain that›››››q ¨∇ v
1
2

1` v 12 c
›››››
L1pp0,T qˆΩq
ď C36pT q. (6.49)
Therefore, (6.40)-(6.42) together with (6.49) yield that››››› v
1
2
 Btc
1` v 12 c
›››››
L1p0,T ;W´1,1pΩqq
ď C37pT q. (6.50)
Finally, with help of estimates (6.39) and (6.50), we obtain from (6.37) that
||Btu||L1p0,T ;W´1,1pΩqq ď C38pT q. (6.51)
7 Global existence for the original problem
In this section we aim to pass to the limit in (5.3) in order to obtain a solution of the original problem.
Remark 7.1 (Notation). Let ti,niu Ă p0, 1q, i “ 1, 2, 3, 4, be four sequences such that for each i “
1, 2, 3, 4 it holds that i,ni Ñ
niÑ8
0. In this section, we make use of the following vector notation:
ni:4 :“ pni, . . . , n4q , ni:4 :“ pi,ni , . . . , 4,n4q , i “ 1, 2, 3.
Let us illustrate the way we are going to apply it. Let a be a family parameterized by , i.e., by the
quadruple p1, 2, 3, 4q. By writing
an1:4 Ñn1Ñ8 an2:4 Ñn2:4Ñ8 a (in some topology), (7.1)
we mean thus that the sequence tan1:4 u converges to some an2:4 as n1 Ñ 8 for each n2:4, while tan2:4u
converges to some a (in some topology) as n2:4 Ñ8, i.e., as n2, n3, n4 Ñ8. As for the family of limits
tan2:4u and the limit a, it is assumed that they either have been previously introduced, or that they exist
and are being thus introduced by expression (7.1).
Thereby, we can write two subsequent limit procedures in a compact form.
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From know on, we assume that the families of initial values tc30u, tv40u are independent of 1 and 2 and
satisfy (5.15)-(5.21). Recall that (compare (5.12)-(5.14)) (5.3a) can be rewritten in the following form:
Btc “ ∇ ¨ q ` f, (7.2)
where
q :“ 2∇c ` κcvc
1` vc∇c ´
2κvv
1
2
 c
p1` vq2∇v
1
2
 ,
f :“ µccp1´ c ´ ηvq ´ 1cθ
are the flux vector and the reaction term, respectively.
Owing to the estimates obtained in the preceding section, there exist four sequences
i,ni Ñ
niÑ8
0, i “ 1, 2, 3, 4,
such that:
due to (6.12) and the Banach-Alaoglu theorem
cn1:4 án1Ñ8 cn2:4 án2:4Ñ8 c in L
2pp0, T q ˆ Ωq; (7.3)
due to (6.11) and the Dunford-Pettis theorem
c2n1:4 án1Ñ8 c˜
2
n2:4 án2:4Ñ8 c˜
2 in L1pp0, T q ˆ Ωq; (7.4)
due to (6.4), (6.19) and the Lions-Aubin lemma
v
1
2
n1:4
Ñ
n1Ñ8
v
1
2
n2:4 Ñ
n2:4Ñ8
v
1
2 in L2pp0, T q ˆ Ωq; (7.5)
due to (7.5)
v
1
2
n1:4
Ñ
n1Ñ8
v
1
2
n2:4 Ñ
n2:4Ñ8
v
1
2 a.e. in p0, T q ˆ Ω; (7.6)
due to (7.6)
vn1:4 Ñn1Ñ8 vn2:4 Ñn2:4Ñ8 v a.e. in p0, T q ˆ Ω; (7.7)
due to (5.6), (7.7) and the dominated convergence theorem
van1:4 Ñn1Ñ8 v
a
n2:4 Ñn2:4Ñ8 v
a in Lppp0, T q ˆ Ωq for all a ą 0, p ě 1; (7.8)
due to (7.3), (7.4) and (7.8)
fn1:4 “ µccn1:4
`
1´ cn1:4 ´ ηvn1:4
˘´ 1,n1cθn1:4
á
n1Ñ8
µccn2:4p1´ ηvn2:4q ´ µcc˜2n2:4 “: fn2:4
á
n2:4Ñ8
µccp1´ ηvq ´ µcc˜2 “: f in L1pp0, T q ˆ Ωq; (7.9)
due to (6.7), (7.5) and the Banach-Alaoglu theorem
∇v 12n1:4 án1Ñ8 ∇v
1
2
n2:4 á
n2:4Ñ8
∇v 12 in L2pp0, T q ˆ Ωq; (7.10)
due to (6.13), (6.29) and a version of the Lions-Aubin Lemma [32, Corollary 4]
cn1:4 Ñn1Ñ8 cn2:4 in L
4
3 pp0, T q ˆ Ωq; (7.11)
due to (7.11)
cn1:4 Ñn1Ñ8 cn2:4 a.e. in p0, T q ˆ Ω; (7.12)
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due to (7.3)-(7.4) and (7.11)
cn1:4 Ñn1Ñ8 cn2:4 “ c˜n2:4 a.e. in p0, T q ˆ Ω; (7.13)
due to (6.13), (7.11) and the Banach-Alaoglu theorem
∇cn1:4 án1Ñ8 ∇cn2:4 in L
4
3 pp0, T q ˆ Ωq; (7.14)
due to (6.36), (6.51) and a version of the Lions-Aubin Lemma [32, Corollary 4]
ln
´
1` v 12n2:4cn2:4
¯
Ñ
n2:4Ñ8
u in L
4
3 pp0, T q ˆ Ωq; (7.15)
due to (7.15)
ln
´
1` v 12n2:4cn2:4
¯
Ñ
n2:4Ñ8
u a.e. in p0, T q ˆ Ω; (7.16)
due to (7.16),
v
1
2
n2:4cn2:4 Ñ
n2:4Ñ8
eu ´ 1 “: w a.e. in p0, T q ˆ Ω; (7.17)
due to (7.3)-(7.4), (7.7), (7.17) and the Lions lemma [21, Lemma 1.3]
cn2:4 Ñ
n2:4Ñ8
c “ c˜ “ w
v
1
2
a.e. in tv ą 0u; (7.18)
due to (7.17)-(7.18)
v
1
2
n2:4cn2:4 Ñ
n2:4Ñ8
v
1
2 c a.e. in p0, T q ˆ Ω; (7.19)
due to (6.21), (7.19) and the Vitali convergence theorem
v
1
2
n2:4cn2:4 Ñ
n2:4Ñ8
v
1
2 c in L2pp0, T q ˆ Ωq; (7.20)
due to (7.20) and w ÞÑ lnp1` wq being a Lipschitz function in R`0
ln
´
1` v 12n2:4cn2:4
¯
Ñ
n2:4Ñ8
ln
´
1` v 12 c
¯
in L2pp0, T q ˆ Ωq; (7.21)
due to (6.36), (7.21) and the Banach-Alaoglu theorem
∇ ln
´
1` v 12n2:4cn2:4
¯
á
n2:4Ñ8
∇ ln
´
1` v 12 c
¯
in L
4
3 pp0, T q ˆ Ωq; (7.22)
due to (7.6), (7.13) and (7.19),
2v
1
2
n1:4
cn1:4`
1` vn1:4
˘2 Ñn1Ñ8 2v
1
2
n2:4cn2:4
p1` vn2:4q2 Ñn2:4Ñ8
2v
1
2 c
p1` vq2 a.e. in p0, T q ˆ Ω; (7.23)
due to (6.21), (7.23), 1p1`vq2 ď 1 for v P R`0 and the Vitali convergence theorem
2v
1
2
n1:4
cn1:4`
1` vn1:4
˘2 Ñn1Ñ8 2v
1
2
n2:4cn2:4
p1` vn2:4q2 Ñn2:4Ñ8
2v
1
2 c
p1` vq2 in L
2pp0, T q ˆ Ωq; (7.24)
due to (7.10), (7.24) and the well-known result on weak-strong convergence for member-by-member
products
2v
1
2
n1:4
cn1:4`
1` vn1:4
˘2∇v 12n1:4 án1Ñ8 2v
1
2
n2:4cn2:4
p1` vn2:4q2∇v
1
2
n2:4 á
n2:4Ñ8
2v
1
2 c
p1` vq2∇v
1
2 in L1pp0, T q ˆ Ωq; (7.25)
16
similarly, due to (7.7), (7.13)-(7.14), vc1`vc ď 1, the dominated convergence theorem and the result on
weak-strong convergence for member-by-member products
vn1:4 cn1:4
1` vn1:4 cn1:4
∇cn1:4 án1Ñ8
vn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 in L
4
3 pp0, T q ˆ Ωq; (7.26)
due to (6.24)
vn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 án2:4Ñ8d in L
4
3 pp0, T q ˆ Ωq; (7.27)
due to (6.26)
v
3
4
n2:4cn2:4
1` vn2:4cn2:4∇cn2:4 án2:4Ñ8d1 in L
8
7 pp0, T q ˆ Ωq; (7.28)
due to (7.8), (7.28) and the result on weak-strong convergence for member-by-member products
vn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 “ v
1
4
n2:4
v
3
4
n2:4cn2:4
1` vn2:4cn2:4∇cn2:4
á
n2:4Ñ8
0 in L1ppp0, T q ˆ Ωq X tv “ 0uq; (7.29)
due to (7.7), (7.10), (7.18), (7.27) and (7.22) and Lemma A.2 from Appendix
vn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 “
v
1
2
n2:4cn2:4
1` vn2:4cn2:4∇
´
v
1
2
n2:4cn2:4
¯
´ v
1
2
n2:4cn2:4
1` vn2:4cn2:4 cn2:4∇v
1
2
n2:4
“
v
1
2
n2:4cn2:4
´
1` v 12n2:4cn2:4
¯
1` vn2:4cn2:4 ∇ ln
´
1` v 12 c
¯
´ v
1
2
n2:4c
2
n2:4
1` vn2:4cn2:4∇v
1
2
n2:4
á
n2:4Ñ8
v
1
2 c
´
1` v 12 c
¯
1` vc ∇ ln
´
1` v 12 c
¯
´ v
1
2 c2
1` vc∇v
1
2
“ v
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
in L1ppp0, T q ˆ Ωq X tv ą 0uq;
(7.30)
due to (7.29)-(7.30)
vn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 án2:4Ñ8
v
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
in L1pp0, T q ˆ Ωq; (7.31)
due to (6.14), (7.25)-(7.26) and (7.31)
qn1:4 “ 2,n2∇cn1:4 `
κcvn1:4 cn1:4
1` vn1:4 cn1:4
∇cn1:4 ´
2κvv
1
2
n1:4
cn1:4`
1` vn1:4
˘2 ∇v 12n1:4
á
n1Ñ8
2,n2∇cn2:4 ` κcvn2:4cn2:41` vn2:4cn2:4∇cn2:4 ´
2κvv
1
2
n2:4cn2:4
p1` vn2:4q2 ∇v
1
2
n2:4 “: qn2:4
á
n2:4Ñ8
v
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
´ 2v
1
2 c
p1` vq2∇v
1
2
“: q in L1pp0, T q ˆ Ωq; (7.32)
due to (7.2), (7.3), (7.9) and (7.32)
〈Btcn2:4 , ϕ〉 “ ´pqn2:4 ,∇ϕq ` pfn2:4 , ϕq a.e. in R` for all ϕ PW 1,8pΩq, (7.33)
〈Btc, ϕ〉 “ ´pq,∇ϕq ` pf, ϕq a.e. in R` for all ϕ PW 1,8pΩq, (7.34)
and the limiting identities (7.33)-(7.34) have in L1p0, T ;W´1,1pΩqq the form
Btcn2:4 “2,n2∆cn2:4 `∇ ¨
ˆ
κcvn2:4cn2:4
1` vn2:4cn2:4∇cn2:4 ´
κvcn2:4
p1` vn2:4q2∇vn2:4
˙
` µccn2:4p1´ ηvn2:4q ´ µcc2n2:4 ,
(7.35)
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Btc “∇ ¨
˜
κcv
1
2 c
1` vc
´´
1` v 12 c
¯
∇ ln
´
1` v 12 c
¯
´ c∇v 12
¯
´ κvcp1` vq2∇v
¸
` µccp1´ ηvq ´ µcc˜2. (7.36)
Further, using (6.10), (7.3), (7.8), and the fact that equations (2.1b) and (5.1b) are equivalent, we obtain
that
Btvn2:4 “ µvvn2:4p1´ vn2:4q ´ λvn2:4cn2:4 a.e. in R` ˆ Ω, (7.37)
Btv “ µvvp1´ vq ´ λvc a.e. in R` ˆ Ω. (7.38)
For the initial data, we have with (5.2), and (5.19)-(5.20) that
cn30 :“ cn2:4p0q “ cn1:40 Ñn3Ñ8 c0 in L
1pΩq and a.e. in Ω, (7.39)
v
1
2
n40
:“ v 12n2:4p0q “ v
1
2
n1:40
Ñ
n4Ñ8
v
1
2
0 in L
2 pΩq .
Passing to the limit on tv “ 0u: c “ c˜
With equation (7.36) we have nearly regained (2.1a). However, we still have to check that c and c˜ coincide
a.e. Thanks to (7.18), it remains to justify that c “ c˜ a.e. in tv “ 0u. Observe that this is not obvious
since c and c˜2 are just weak limits of cn2:4 and c
2
n2:4 , respectively.
Let us first prove that each level set tvn2:4 “ 0u differs from the cylinder R`0 ˆ tvn40 “ 0u by a null set.
Indeed, let us divide both sides of the ODE (7.37) by vn2:4 and integrate over p0, tq for arbitrary t P R`.
We obtain that
lnpvn2:4ptqq ´ lnpvn40qq “
ż t
0
µvp1´ vn2:4q dt´ λ
ż t
0
cn2:4 dt. (7.40)
Since 0 ď vn2:4 ď 1 and cn2:4 P L1pp0, T q ˆΩq for all T P R`, the right-hand side of (7.40) is finite a.e. in
Ω. Hence, the same holds for the left-hand side of (7.40). But this means that for all t P R` it holds that
vn2:4ptq ą 0 a.e. in tvn40 ą 0u,
vn2:4ptq “ 0 a.e. in tvn40 “ 0u.
Similarly, we obtain from (7.38) that
vptq ą 0 a.e. in tv0 ą 0u, (7.41)
vptq “ 0 a.e. in tv0 “ 0u.
Combining (7.18) and (7.41), we conclude that
c “ c˜ a.e. in R` ˆ tv0 ą 0u. (7.42)
It thus remains to consider c and c˜ in the cylinder R` ˆ tv0 “ 0u for the case when
|tv0 “ 0u| ‰ 0.
We conclude from (7.35) and (7.39) that cn2:4 solves
Btcn2:4 “ 2,n2∆cn2:4 ` µccn2:4 ´ µcc2n2:4 in R` ˆ inttvn40 “ 0u, (7.43a)
cn2:4p0q “ cn30 in inttvn40 “ 0u. (7.43b)
Since cn30 is smooth, cn2:4 is a classical solution to (7.43). Differentiating (7.43) with respect to xi,
i P 1 : N , we obtain that
BtBxicn2:4 “ 2,n2∆Bxicn2:4 ` µcp1´ cn2:4qBxicn2:4 . (7.44)
Let now ϕ be some smooth cut-off function with suppϕ Ă inttvn40 “ 0u. Multiplying (7.44) by
4
3ϕ
2|Bxicn2:4 |´ 23 Bxicn2:4 and integrating by parts over Ω, we obtain by the Ho¨lder and Young inequal-
ities that
d
dt
›››ϕ|Bxicn2:4 | 23 ›››2 “´ 2,n2 ›››ϕ∇|Bxicn2:4 | 23 ›››2 ´ 42,n2 ´ϕ∇|Bxicn2:4 | 23 , |Bxicn2:4 | 23∇ϕ¯
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` 4
3
´
µcp1´ cn2:4q, ϕ2|Bxicn2:4 | 43
¯
ď4
3
µc
›››ϕ|Bxicn2:4 | 23 ›››2 ` C39||∇ϕ||82,n2 }Bxicn2:4} 434
3
. (7.45)
Together with (6.13) and the Gronwall lemma, (7.45) yields that›››ϕ|Bxicn2:4 | 23 ›››2 ďC40pT q ›››ϕ|Bxicn30| 23 ›››2 ` C40pT q||∇ϕ||82,n2 ż T
0
}Bxicn2:4}
4
3
4
3
dt
ďC41
´
T, ||∇ϕ||8, }Bxicn30}L 43 psuppϕq
¯
.
Therefore, for all compacts K Ă inttvn40 “ 0u it holds that
sup
tPr0,T s
}∇cn2:4ptq}L 43 pKq ď C42
ˆ
T, dist´1pBK, B inttvn40 “ 0uq, }Bxicn30}L 43 pinttvn40“0uq
˙
. (7.46)
Combining (6.29) and (7.46), we conclude using a version of the Lions-Aubin Lemma [32, Corollary 4]
that
cn2:4 Ñ
n2Ñ8
cn3:4 in L
4
3 p0, T ;L 43locpinttvn40 “ 0uqq.
We may therefore assume that
cn2:4 Ñ
n2Ñ8
cn3:4 a.e. in p0, T q ˆ inttvn40 “ 0u. (7.47)
Combining (7.4) and (7.47), we conclude with the Vitali convergence theorem that
c2n2:4 Ñn2Ñ8 c
2
n3:4 in L
1p0, T ;L1pinttvn40 “ 0uqq.
Consequently, we may pass to the limit in the distributional sense as n2 Ñ 8 in (7.44) and obtain that
cn3:4 solves
Btcn3:4 “ µccn3:4 ´ µcc2n3:4 in p0, T q ˆ inttvn40 “ 0u, (7.48)
cn3:4p0q “ cn30 in inttvn40 “ 0u. (7.49)
Since for an ODE with smooth coefficients the dependence of solutions upon initial data is continuous,
we obtain with (7.39) and (7.48)-(7.49) that
cn3:4 Ñ
n3Ñ8
c¯ a.e. in p0, T q ˆ inttvn40 “ 0u, (7.50)
where c¯ solves
Btc¯ “ µcc¯´ µcc¯2 in p0, T q ˆ Ω,
c¯p0q “ c0 a.e. in Ω.
Combining (7.3) and (7.50) with Lions lemma [21, Lemma 1.3], we conclude that
cn4 “ c¯ a.e. in p0, T q ˆ inttvn40 “ 0u. (7.52)
Together with (5.21), (7.52) yields that
|tcn4 ‰ c¯u X pp0, T q ˆ tv0 “ 0uq| ď 4,n4T Ñ
n4Ñ8
0,
so that
cn4 Ñ
n4Ñ8
c¯ in p0, T q ˆ tv0 “ 0u in the measure, (7.53)
c2n4 Ñn4Ñ8 c¯
2 in p0, T q ˆ tv0 “ 0u in the measure. (7.54)
Combining (7.3) and (7.53), we conclude with the Lions lemma [21, Lemma 1.3] that
c “ c¯ a.e. in p0, T q ˆ tv0 “ 0u.
Similarly, we obtain with (7.4) and (7.54) using the Vitali convergence theorem that
c˜2 “ c¯2 a.e. in p0, T q ˆ tv0 “ 0u.
Thus, we finally arrive at
c “ c˜ “ c¯ a.e. in p0, T q ˆ tv0 “ 0u.
This concludes the global existence proof.
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8 Numerical simulations
In this section we perform numerical simulations of the system (2.1) for N “ 2 and Ω “ p0, 1q2. All
simulations are performed via MATLAB and the cell-centered unstructured triangular mesh generation
is implemented via the DistMesh MATLAB function package [28]. In order to obtain the numerical
solution, we employ for the space discretization the Finite Volume Method (see e.g., [6, 12]). Due to
the high nonlinearity of the system (2.1), the time discretization is implemented via an explicit one-step
Euler method.
8.1 Implementation
In order to advance the piecewise constant solution cpkq Ñ cpk`1q from the time level k P N0 to k ` 1
we employ operator splitting and advance the solution with haptotactic and diffusion-reaction terms
separately. Thus, the operator splitting consists of two steps:
Step 1: cpkq Ñ c˚ solving the advection problem Btc “ ´∇ ¨
´
κvcp1`vq2∇v
¯
for one time step 4t, using
cpkq as the initial value. We use a monotone E-flux scheme, such as the Godunov method (see e.g., [6]),
which is given by
ci˚ “ cpkqi ´
4t
|Ωi|
¨˝ ÿ
jPApiq
|BΩij |EÝÑnij
´
c
pkq
i , c
pkq
j
¯‚˛,
where
• cpkqi “ 1|Ωi|
ş
Ωi
cpkq is the average value of the piecewise constant solution cpkq over the triangle Ωi
(with tessellation
Ť
iPI Ωi “ Ω, I being an index set) at the time level k,
• Apiq is an index set of the neighboring triangles of Ωi,
• BΩij is the boundary edge between triangles Ωi and Ωj ,
• EÝÑnij
´
c
pkq
i , c
pkq
j
¯
is the Godunov flux from Ωi to Ωj , ÝÑnij is the outward unit normal, pointing out
of Ωi and into Ωj .
The Godunov flux is given by:
EÝÑnij
´
c
pkq
i , c
pkq
j
¯
“
$’’&’’%
min
uP
”
c
pkq
i ,c
pkq
j
ı fpuqnx ` gpuqny, if cpkqi ď cpkqj
max
uP
”
c
pkq
j ,c
pkq
i
ı fpuqnx ` gpuqny, otherwise.
Thereby, nx and ny denote the x and y components of the unit normal ÝÑnij , respectively. The functions
f and g are given by:
fpuq “ u ¨ κvp1` vpkqq2 Bxv
pkq|BΩij
gpuq “ u ¨ κvp1` vpkqq2 Byv
pkq|BΩij ,
where
Bxvpkq|BΩij “
v
pkq
j ´ vpkqi
|xj ´ xi| ,
Byvpkq|BΩij “
v
pkq
j ´ vpkqi
|yj ´ yi| ,
κv
p1` vpkqq2 |BΩij “
1
2
ˆ
κv
p1` viq2 `
κv
p1` vjq2
˙
,
with pxi, yiq being cell center coordinates of triangle Ωi, vpkqi is cell average at the time level k defined
similarly as above.
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Step 2: c˚ Ñ cpk`1q solving the reaction-diffusion problem Btc “ ∇ ¨
´
κcvc
1`vc∇c
¯
`µccp1´ c´ ηvq for one
time step 4t, thereby using cp˚q as the initial value. The scheme is given by
ck`1i “ ci˚ `
4t
|Ωi|
¨˝ ÿ
jPApiq
|BΩij |DÝÑnij
´
c
p˚q
i , c
p˚q
j
¯‚˛`4tP p˚qi ,
where
DÝÑnij
´
c
p˚q
i , c
p˚q
j
¯
“ κcv
pkqcp˚q
1` vpkqcp˚q
´
Bxcp˚qnx ` Bycp˚qny
¯
|BΩij ,
P
p˚q
i “ µccp˚qi
´
1´ cp˚qi ´ ηvpkqi
¯
.
Here the function evaluations at the boundary edge BΩij are approximated similarly as above.
The solution v
pk`1q
i is obtained by using one-step time marching:
v
pk`1q
i “ vpkqi `4tµvvpkqi
´
1´ vpkqi
¯
´4tλvpkqi cpkqi .
We simulate the initial ECM density by uniformly distributed random numbers on the interval p0, 1q, i.e.,
we have:
v0px, yq „ Up0, 1q, px, yq P Ω.
The initial tumor cell density is given by the following:
c0px, yq “ exp
ˆ
´px´ 0.5q
2 ` py ´ 0.5q2q
22
˙
, px, yq P Ω,
where we took  “ 0.08. That is, c0 is a bell-shaped curve centered at p0.5, 0.5q. The plots of c0 and v0
are given in Figure 1.
(a) Initial cancer cell density c0 (b) Initial density v0 of tissue fibers
Figure 1: Initial conditions
The values of the model parameters used for solving the system (2.1) are given below:
κc “ 10´3, κv “ 1, µc “ 0.5, µv “ 0.02, λ “ 0.1.
These parameter values are in agreement with those estimated in [7]. Since cancer cells grow much faster
than healthy tissue can be restructured, µv was taken to be a fraction of the cancer cell proliferation rate
µc.
We also perform numerical simulations for a version of the Equation (2.1a) with nondegenerate diffusion:
Btc˜ “ ∇ ¨
ˆ
κc
1` v˜c˜∇c˜´
κv c˜
p1` v˜q2∇v˜
˙
` µcc˜p1´ c˜´ ηv˜q in R` ˆ Ω,
Btv˜ “ µv v˜p1´ v˜q ´ λv˜c˜ in R` ˆ Ω,
κc
1` v˜c˜Bν c˜´
κv c˜
p1` v˜q2 Bν v˜ “ 0 in R
` ˆ BΩ,
c˜p0q “ c˜0 “ c0, v˜p0q “ v˜0 “ v0 in Ω.
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8.2 Results
The simulation results are shown in Figures 2 and 3. We observe that in the nondegenerate case the
cancer cells are able to diffuse quite fast throughout the whole domain. In particular, the tumor cells
can surpass regions of low or even (locally) vanishing ECM density and can invade their surroundings,
thereby degrading the tissue in a more effective way. Due to this extended ECM deterioration flattening
the fiber density profile and to the higher diffusivity throughout the domain (not restricted by gaps in
the tissue), the haptotactic component of migration is outweighed by random motility. Therefore, the
behavior of cancer cells with nondegenerate diffusion is much more aggressive than in the case with
degenerate diffusion, where on the one hand the tumor cells are locally trapped between the regions with
gaps (v “ 0) and on the other hand no diffusion takes place in the regions with c “ 0 until the tumor
growth (via proliferation) did not repopulate the regions where cancer cells were lacking. Hence, cancer
invasion models with nondegenerate diffusion might overestimate the extent of a tumor, especially if the
latter is situated in a rather sparse tissue.
Figure 2: Simulation results for the tumor cell
density with degenerate diffusion (left column)
and with non-degenerate diffusion (right col-
umn) at 1, 6, 12, and 24 weeks
Figure 3: Simulation results for the ECM den-
sity with degenerate diffusion (left column) and
with non-degenerate diffusion (right column) at
1, 6, 12, and 24 weeks
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9 Discussion
We proposed a reaction-diffusion-haptotaxis model for tumor cell migration through tissue allowing for
degenerate diffusion. The source of degeneracy is twofold: it can be due to the cancer cell density be-
coming zero and/or it can be triggered by the (locally) vanishing density of tissue fibers. Actually, both
diffusion and haptotaxis terms can degenerate, but the haptotaxis coefficient can only become zero when-
ever the tumor cell density is vanishing. Further models with degenerate diffusion have been considered
and analyzed e.g., in [10, 16, 39, 40], however, to our knowledge the present type of degeneracy is new in
the context of (hapto)taxis. Particularly the presence of a possibly vanishing function v in the numerator
of the diffusion coefficient brought about some serious mathematical challenges, due to the absence of
diffusion in the equation satisfied by the density of ECM fibers.
We proved the global existence of a solution to the higly nonlinear system coupling a PDE for the cancer
cell density with an ODE for the ECM density. Precisely, Theorem 4.5 ensures the existence of at least
one weak solution to (2.1). It remains open whether this solution is unique and whether there exists a
solution which is globally or locally uniformly bounded.
The model in [33] involved a nondegenerate diffusion coefficient of the form Dcpc, vq “ κ1`cv , with κ
decreasing or nearly constant in time. Hence, the diffusivity was assumed there to decrease for strong
interactions between cells and tissue. Here we considered a limited increase of the form Dcpc, vq “ κccv1`cv ,
which can lead to the mentioned twofold degeneracy of diffusion for the tumor cells. In Section 8 we
compared via simulations the behavior of haptotaxis-only models involving the two choices of diffusion
coefficients 5. It turned out that the latter choice predicts slower invasion of the tumor and local formation
of cell aggregates in the proximity of gaps in the tissue; moreover, the degradation of ECM fibers seems
to be weaker with the degenerate model than with its nondegenerate counterpart. This suggests the case
with degenerate diffusion is describing a less aggressive tumor behavior.
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Appendix A
The following lemma is a generalisation of the Lions lemma [21, Lemma 1.3] and the known result on
weak-strong convergence for member-by-member products.
Lemma A.1 (Weak-a.e. convergence). Let Ω be a measurable subset of RN with finite measure. Let
f, fn : Ω Ñ R, n P N be measurable functions and g, gn P L1pΩq, n P N. Assume further that fn Ñ
nÑ8 f
a.e. in Ω and gn á
nÑ8 g, fngn ánÑ8 ξ in L
1pΩq. Then, it holds that ξ “ fg a.e. in Ω.
Proof. Since f is a measurable function, the sets Ωk :“ t|f | ď ku, k P N, are measurable and |ΩzŤ
kPN
Ωk| “
0. Further, due to the Egorov’s theorem, there exists for each pair k,m P N a measurable subset Ωk,m
of Ωk such that |ΩkzΩk,m| ď 1m and fn ÑnÑ8 f uniformly in Ωk,m. Thus, we have that ||f ||L8pΩk,mq ď k
and ||fn ´ f ||L8pΩk,mq ÑnÑ8 0. Since gn ánÑ8 g in L
1pΩq, the same holds in L1pΩk,mq. As a weakly
converging sequence, tgnunPN is uniformly bounded: sup
nPN
||gn||L1pΩk,mq ă 8. Altogether, we obtain for
arbitrary k,m P N and ϕ P L8pΩk,mq thatˇˇˇˇ
ˇ
ż
Ωk,m
ϕpfngn ´ fgq dx
ˇˇˇˇ
ˇ ď
ˇˇˇˇż
Ω
ϕpfn ´ fqgn dx
ˇˇˇˇ
`
ˇˇˇˇ
ˇ
ż
Ωk,m
ϕfpgn ´ gq dx
ˇˇˇˇ
ˇ
ď||ϕ||L8pΩk,mqsup
nPN
||gn||L1pΩk,mq||fn ´ f ||L8pΩk,mq `
ˇˇˇˇ
ˇ
ż
Ωk,m
ϕfpgn ´ gq dx
ˇˇˇˇ
ˇ ÑnÑ8 0.
It follows that fngn á
nÑ8 fg in L
1pΩk,mq. On the other hand, fngn á
nÑ8 ξ in L
1pΩq, and, hence, also
in L1pΩk,mq. Consequently, fg “ ξ a.e. in Ωk,m for all k,m P N. But |ΩkzΩm| ď 1m Ñ
np1qÑ8
0 and
|ΩzŤ
kPN
Ωk| “ 0, so that fg “ ξ holds a.e. in Ω.
A similar result holds for sums of member-by-member products.
Lemma A.2 (Weak-a.e. convergence for sums). Let Ω be a measurable subset of RN with finite measure
and let L P N. Let f l, f ln : Ω Ñ R, n P N, l P t1, ..., Lu, be measurable functions and gl, gln P L1pΩq,
n P N, l P t1, ..., Lu. Assume further that f ln Ñ
nÑ8 f
l a.e. in Ω and gln á
nÑ8 g
l,
řL
l“1 f lngln ánÑ8 ξ in
L1pΩq. Then, it holds that ξ “ řLl“1 f lgl a.e. in Ω.
Remark A.3. Observe that, in Lemma A.2, we require not the sequences
 
f lng
l
n
(
nPN themselves to be
convergent for l P t1, ..., Lu, but only their sum
!řL
l“1 f lngln
)
nPN
. Thus, the result is applicable in the
cases where the convergence of individual sequences is either false or unknown.
The proof of Lemma A.2 is very similar to the proof of Lemma A.1. One only has to choose the sets Ωk
and Ωk,m independent of l P t1, ..., Lu. We leave the remaining details to the reader.
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