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ABSTRACT
This thesis describes the investigation conducted on the development of a new 
technique for the measurement of power system frequency by digital means.
Information on power system frequency is carried by a signal composed of a 
fundamental component plus nonstationary additive noise. It is shown that a correct 
estimation of power system frequency will be accomplished if an adaptive extraction 
of the fundamental from noise is provided, and also, if amplitude variations in the 
fundamental component are discriminated with respect of variations of the 
fundamental frequency. The new frequency measurement technique incorporates a 
novel bandpass and orthogonal filtering process which extracts the signal from 
additive noise and correctly discriminates the effects of amplitude variations of the 
signal. A phase differentiation estimator uses the orthogonal components of the 
signal to calculate the frequency of the signal. Unit gain bandpass and orthogonal 
decomposition of the input signal are achieved irrespective of the frequency.
Results are presented for accuracy and evaluation time of the frequency measurement 
algorithm. Initially, the algorithm was tested against signals with known amplitude 
and frequency characteristics. Effects of nonstationary additive noise were also 
investigated. A set of computer based simulations of power system conditions was 
further developed. Particular attention was placed on the algorithm’s response to 
dynamic power system frequency conditions. It is shown that the new technique is 
able of tracking rapid variations of frequency while providing accurate frequency 
estimates with evaluation times less than two power system cycles.
This thesis also describes the microprocessor implementation and laboratory testing 
of the new measurement technique using a power system simulator. The power 
system model basically consists of a micromachine and a transmission line model 
which can be synchronized to the mains supply. Power swing conditions between the 
micromachine and the mains supply can be generated by the simulator. Results are 
presented for correct operation and reliability of the measurement technique for on­
line applications. The results confirm the reliability and accuracy of the new 
technique as predicted by the computer based experimental investigation.
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This Chapter describes, in an introductory manner, some aspects in the field of 
power system frequency measurement motivating the work w7hich is the subject of 
this thesis.
The first section of the Chapter will address the necessity of an accurate 
measurement of power system frequency in relation to the correct operation of a 
power system. A brief description of the main problems associated with the 
measurement of power system frequency is given. The aims and objectives of the 
present research work are presented in the last part of the Chapter together with the 
structure of the thesis.
1.1 Power System Frequency
The value of the frequency in a power system is a reliable parameter which can be 
used to assess the magnitude and direction of any imbalance between generated and 
consumed power. The possibility of deviations of the frequency in modern power 
systems is kept to a minimum since most of the mechanical energy in the system 
consists of rotating machinery, both on the generation and on the load sides of the 
system, which represents a large amount of inertia which is always available in the 
form of a flywheel effect. However, in the case of a severe disruption of energy 
supply, the correct operation of the system can be threatened by the risk of a partial 
or total collapse due to the time needed to release prime mover power to assist the 
system during the generation-demand imbalance condition.
The dynamics of a large system are determined by the aggregate of the components 
that comprise the system. In systems with a large scale of integration, fluctuations 
of the operating points are assisted by the flow of power along the system. During 
contingency conditions, variations of the frequency due to plant outages are
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restricted by releasing reserve generating capacity provided by generating plants 
operating at less than full output, or by gas turbine generators which can be started 
automatically by underfrequency relays.
Severe disturbances in a power system can convey the system to a generating 
deficiency period. A faulted generating unit, or the loss of a major tie are generally 
associated with this type of disturbances. In such cases the generating capacity of the 
system may become inadequate to meet the demand. Provisions are normally taken 
to ensure that, given the case of a forced plant shortage, there will be sufficient 
running generating capacity to allow a contained drop in the frequency. During the 
stage of power commitment planning, a determined amount of energy is set apart 
from the rest of the running generating plant capacity to accomplish these provisions. 
This energy is allocated throughout the whole system according to the rating of the 
generating units to ensure that the time spent to release the energy into the 
consumption areas will not result in overloading other generating plants. In modem 
industrial areas, a significant amount of the demand consists of frequency sensitive 
load, such as synchronous motors that perform like synchronous compensators when 
the frequency decreases, thus helping to reduce the overload of the system in the 
case of a generation deficiency. Generally, utility boards guarantee excursions of the 
system’s frequency within 1% in periods of 24 hours.
If the severity of a disturbance in a system results in a section of the system 
becoming separated from the main system, the frequency of the islanded system will 
increase if the available running reserve exceeds the demand, while an excessive 
demand will result in a frequency decline. In the case of a frequency decline period, 
the initial rate of change of the frequency will be proportional to the generation- 
demand imbalance. If the generating capacity is not adequate to satisfy the demand, 
some of the load will have to be disconnected to prevent a possible collapse of the 
islanded system. Under these circumstances, load shedding schemes will be put into 
operation in power stations and substations in order to gradually arrest the decline 
of frequency. Many heavy rotating machines in use in power systems depend on 
under-frequency relaying procedures to avoid the risk of operating under extremely
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low rotor speeds. Load shedding schemes are based on the accurate measurement of 
frequency deviations and on the rate of change of frequency (ROCOF) which allows 
to estimate the optimum amount of load to be disconnected. The necessity of an 
accurate and rapid measurement of the power system frequency during any of the 
above circumstances is critical for the correct operation of a load shedding scheme. 
Either an incorrect estimation of the frequency or a delayed measurement of 
frequency, will result in inadequate amounts of load being disconnected. Generally, 
a sub-optimal amount of disconnected load will lead to a reinforcement of the over­
loading.
The above circumstances will be addressed in Chapter 2 in relation to the nature of 
frequency in power systems.
1.2 The Problem of Measuring Power System Frequency
Even during steady state conditions in a power system, the presence of 
electromagnetic noise present throughout the system can corrupt the measurement 
of power system frequency. Typical frequency spectra of signals taken at a power 
system busbar have shown that information on the system’s frequency is carried by 
a signal centred at the system’s frequency and immersed in additive broad band 
noise. For the correct measurement of power system frequency, the nonstationary 
nature of the noise has to be considered. An adaptive extraction of the fundamental 
component signal from the noise will ensure that time varying events will not affect 
the estimation of frequency. On the other hand, under dynamic power system 
conditions, variations of the transfer of power in the system will result in variations 
of amplitude and frequency of the signal under observation. It will be shown that 
under dynamic power system frequency conditions, the measurement of frequency 
is affected by variations of the amplitude of the signal, and also, that the 
measurement of the frequency taken at different points along the power system will 
produce different estimates of the system’s frequency.
There are many well established power system frequency measurement techniques.
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The commonest approach is to consider that the power system frequency remains 
stationary for a period of time long enough to neglect variations in the statistics of 
the signal under observation. For a stationary signal, its frequency is given as the 
inverse of its period. However, under this approach, it is not possible to remove the 
biasing effects of very low frequency components produced during power system 
disturbances on the frequency estimates.
A different approach is based on the spectral analysis of a signal taken at a power 
system busbar. Fourier Transform based techniques produce estimates of the 
frequency by locating the frequency components in the spectrum of the incoming 
signal. The correct application of these techniques requires that the sampling 
frequency must be an integer multiple of the product of the fundamental frequency 
times the number of samples to be included in the Fourier Transform calculation, 
and that every frequency component of the spectrum must be an integer multiple of 
the fundamental frequency. Incorrect use of these techniques results in spectral 
smearing or spectral leakage, respectively.
Chapter 3 is devoted to describe the characteristics of some of the most relevant 
power system frequency measurement techniques. Particular attention is placed on 
the recently developed adaptive power system frequency measurement techniques. 
These adaptive methods permit to account for the nonstationary nature of a power 
system and allow the rapid tracking of variations of the frequency during dynamic 
power system conditions.
The new power system frequency measurement technique, the subject of this thesis, 
is based on the definition of the instantaneous frequency (IF) of a signal, where the 
frequency of a signal is expressed as the derivative in time of the angular phase of 
the signal. The measurement of power system frequency is performed from a voltage 
or a current signal taken from a busbar. The signal is composed of a fundamental 
component centred at the power system’s frequency and additive noise components. 
This technique provides an adaptive extraction of the fundamental component with 
respect of the nonstationary noise, and an optimum discrimination of the effects of
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amplitude variations of the fundamental component.
The theoretical background supporting the development of the new power system 
frequency technique is addressed in Chapter 4. It will be shown that the correct 
estimation of a signal’s frequency should account for the random variations of 
amplitude and frequency of the fundamental component. The concept of the IF of 
a signal provides an optimum discrimination of amplitude variations in the signal 
which is achieved by performing an orthogonal decomposition of the fundamental 
component. Then, a new frequency estimate is calculated from the derivative in time 
of the phase of the orthogonal components. In the new frequency measurement 
technique, the orthogonal decomposition is provided by two finite impulse response 
(FIR) filters which also allow extraction of the fundamental component from noise 
in addition.
The main features of the new power system frequency measurement technique are:
- This technique exhibits the shortest evaluation time among the current power 
system frequency measurement techniques, particularly during amplitude modulation 
processes and dynamic power system conditions.
- It provides the lowest variance estimate when dealing with amplitude modulation 
processes even in the presence of nonstationary noise.
- The numerical nature of the measuring algorithm in this technique has lead to the 
implementation of the technique on a digital signal processor based board.
1.3 Aims and Objectives of the Present Research Work
The work in this research project is aimed to produce an accurate and high speed 
technique for the measurement of power system frequency by digital means. The 
technique should correctly discriminate amplitude modulation from frequency 
modulation events in the fundamental component carrying information on the power
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system frequency. The time varying nature of the signal and its environment will be 
considered, and the measuring algorithm should be able to adapt itself to such 
changes in the signal.
The following objectives were proposed for the development of the current research 
work:
1. A literature survey will be performed to ascertain the state of the art in this field. 
This will produce a set of technical references for purposes of comparison of 
performances among the different techniques.
2. Development of the new frequency measurement algorithm. The initial work on 
the new frequency measurement algorithm was introduced by Moore and Johns in 
1991 [1]. This thesis will present the work performed to establish the theoretical 
background of a new power system frequency technique based on the work of Moore 
and Johns.
3. Experimental investigation to ascertain the performance of the new technique. 
Initially, a series of experiments developed by computer modelling are used to assess 
the accuracy and evaluation time of the new technique. This investigation will be 
accomplished in several stages. Firstly, it is intended to show the abilities of the 
technique for dealing with known signals whose main parameters can be determined 
in advance. The sensitivity of the technique to additive broad band noise is evaluated 
at this stage. Secondly, a collection of realistic power system conditions, developed 
by using computer modelling, will be used to evaluate the reliability and correct 
operation of the technique under dynamic power system frequency conditions.
4. Experimental investigation conducted on a power system simulator. Initially, the 
requirements for the digital implementation of the frequency measurement technique 
on a digital signal processing board (DSP) will be ascertained. Secondly, an 
experimental investigation using the DSP based frequency measurement technique 
will be conducted on a power system simulator. This simulator was originally
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developed in the University of Bath for power system transient and dynamic studies. 
The rig basically consists of a micromachine and a transmission line model which 
can be synchronized onto the mains laboratory. The system model enables the 
simulation of a power swing of the micromachine against the mains supply. A series 
of tests will be conducted on this laboratory rig in order to assess the performance 
of the frequency measurement equipment when dealing with realistic frequency 
transient conditions.
1.4 The Structure of the Thesis
This section provides a description of the contents of the Chapters in this thesis:
The concept of the instantaneous frequency of a signal and the characteristics of the 
frequency in power systems will be discussed in the second Chapter. The necessity 
of accuracy and fast evaluation times during the measurement of frequency in power 
system will be discussed in relation to the dynamics of a power system and the 
development of frequency based protective schemes. It is shown in this Chapter, that 
the time varying nature of a power system imposes a set of restrictions which should 
be observed for the correct measurement of power system frequency.
Different approaches to the measurement of power system frequency have been 
developed over the years. A discussion on the most relevant frequency measurement 
techniques will be addressed in Chapter 3.
The development of the new frequency measurement technique is presented in 
Chapter 4. A theoretical background has been developed to support the validity of 
the new technique for its use in power system applications.
An assessment of the measuring algorithm’s performance is included in Chapter 5. 
Results are presented for accuracy and evaluation time using computer based 




The measurement of frequency from a positive phase sequence (PPS) vector by using 
the new technique is addressed in Chapter 6. The development of the PPS frequency 
measurement algorithm is described in this Chapter. Results from the evaluation of 
performance of the PPS frequency measurement algorithm are included.
The digital implementation of the frequency measurement technique on a DSP board 
is discussed in Chapter 7. Results from the investigation conducted on the power 
system simulator using the DSP based technique are presented in this Chapter.
Chapter 8 presents a summary of this work. Conclusions on the work accomplished 
and some recommendations on further research work are included in this Chapter.
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FREQUENCY IN POWER SYSTEM APPLICATIONS
This Chapter will discuss the attributes of frequency in a power system. For a signal 
taken at a power system busbar, either a voltage or a current, it will be shown that 
unique information about the power system frequency is provided if such a signal 
is considered as an amplitude and frequency modulated process. This signal is in fact 
a single frequency component immersed in broad band noise. Analysis in both the 
time and the frequency domain of typical power system signals will confirm this 
approach. The last part of the Chapter will address how information about the 
dynamics of a power system can be obtained by observing the variation of the 
system’s frequency as a function of time. Finally, this chapter will consider the 
effects of accuracy and time of evaluation during the measurement of frequency on 
the performance of frequency based protective schemes.
2.1 The Concept of Power System Frequency
The instantaneous value of the frequency (IF) is a well defined concept for a 
sinusoidal signal centred at a particular carrier frequency. This concept is frequently 
used in communication applications. If a signal exhibits more than a single frequency 
component it would be meaningless to define its instantaneous frequency because it 
would not render any physical significance. Instead, a frequency analysis of the 
signal will identify the different components in the signal’s frequency spectrum.
Many physical phenomena changing in time may be correctly represented by single 
component signals even in cases where other interference sources may contaminate 
the signal with the addition of more components. In such circumstances it is correct 
to speak about the IF of the phenomenon under observation. This is true in the case 
of additive noisy components which are mainly due to the nonlinear nature of some 
elements within the same system. It is very likely that these components will exhibit 
a higher spectral energy content as compared to other noisy components generated
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outside the system. In the system’s frequency spectrum these components will lie in 
a frequency bandwidth close to the system’s fundamental frequency, i.e.: harmonics 
of the fundamental. Even when these components are dependent on the occurrence 
of the fundamental, their amplitude and phase exhibit nonstationary characteristics, 
that is, their statistics will be different from one time of observation to another. The 
same random and time varying nature is displayed by the other noisy components 
contaminating the system’s spectrum.
Let a real function x(t) to represent a signal taken from a power system bus, either 
a voltage or a current signal. From the nature of the represented system, this 
function may be regarded as the sum of a term centred at the system’s fundamental 
frequency w0 plus additive broad band noise. Hence, x(t) can be depicted as:
x { t )  = s { t )  + v ( t )  (2.1)
where the last term v(t) represents any other component apart from the fundamental, 
such as: dc, harmonics, travelling waves, arcing voltages, induced radio frequencies, 
etc. Equation (2.1) may provide a physical interpretation of the frequency of the 
represented power system if, and only if the fundamental component s(t) can be 
extracted from the additive noise. An adaptive bandpass filter will have to be used 
for this purpose.
It should be noticed that the term s(t) is centred at the fundamental frequency of an 
electrical signal since x(t) represents a signal taken from either a voltage or a current 
in the power system. It is only during steady state conditions in the power system 
when the frequency driving this term (electrical frequency) will exactly correspond 
to the rotor speed (mechanical frequency) of any generating unit in the system. 
Under these particular conditions, the electrical frequency can be measured at 
different nodes along the system and the same value will be displayed. It will be 
graphically shown from simulation results in Chapter 5 that this statement does not 
hold true during disturbances affecting the power system. See also [2], [3] and [4].
The fundamental component s(t) in the spectrum of x(t) can be expressed as:
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s  ( t) = a ( t) co s [ 0 ( t) ] ( 2 . 2 )
where the argument of the cosine function is:
0 ( t )  = wQt  + Aw{t )  + a {t) (2. 3)
The instantaneous frequency of s(t) is defined as [5]:
^ i ( t ) d  0 ( t) d t (2. 4)
hence,
(2. 5)
Equation (2.2) represents a monocomponent signal with amplitude a(t) and centred 
at a frequency wfi). Note that during steady state conditions the deviation of 
frequency Aw(t) equals zero and the phase angle a(t) is constant, therefore, the 
centre frequency is wft) =  w0. However, during the influence of a disturbance in 
the system, both Aw(t) and u(t) may change according to:
- the initial conditions of the system preceding a disturbance,
- the type and magnitude of the disturbance,
- the electrical distance between the measuring point and the fault location,
- if the disturbance affects the generation/demand balance of the system, then 
the changes of the frequency in the system will result in changes in the reactance of 
the network elements located between the generating units and the point of 
measurement, thus the angle a(t) will vary with time.
In equation (2.2), both the amplitude a(t) and the phase Oft) may be considered as 
random modulation processes. During steady state conditions in a power system and 
for an ideal zero noise, i.e.* v(t) = 0, the conditional expected values of these 
processes should approach: E{a(t)l v(t) = 0 }  = V or /, i.e: the nominal voltage
or current values, and E{wj(t)l a(t) = constant and Aw(t) = 0} = wh i.e: the 
nominal power system frequency.
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2.1.1 Amplitude/Frequency Modulated Signals in Power Systems
The term a(t) in equation (2.2) is intended to represent dynamic variations of the 
amplitude of s(t). In the case of a voltage signal taken at a power system busbar, 
a(t) will account for events such as: terminal voltage fluctuations in a generating unit 
following the dynamical response of an AVR, swings of power across the system, 
a generator transformer tap change, a sudden over-loading at the receiving end, etc. 
The effects of these events will be reflected on the amplitude of the voltage and/or 
the current. Note that s(t) in equation (2.2) is not accounting for the effects of 
additive noise in the signal x(t). It should also be noticed that fluctuations on the 
amplitude a(t) will be restrained by controlling schemes in the generating side of a 
power system, i.e.: AVR, power system stabilizers. In practice, the effects of 
restricting any possible excursion of the amplitude a(t) to a minimum will render a 
frequency spectrum A(w) of a(t) which will be bounded within a narrow frequency 
bandwidth about dc.
In order to show the effects of typical power system conditions on the amplitude and 
on the frequency of the fundamental component, the simulation of a single generator 
connected to a remote load has been carried out by using the Electro Magnetic 
Transients Program (EMTP) [6]. This simulation displays the performance of the 
generator following the application of an additional load at the remote end. An 
outline of the configuration of the system is shown in Figure 2.1. Before the fault 
inception, the generator is set at 75% of its rating. At time t = 30 s, an additional 
load rated at 10% of the generator rating is connected at the remote end. In this 
simulation the generator is assisted by a speed governor and by an AVR.
The generator terminal voltage is shown in Figure 2.2. This figure shows the impact 
of the additional load on the amplitude of the terminal voltage which is modulated 
by the dynamics of the fault. The new frequency measurement algorithm, as referred 
in Chapter 4, has been used to show the trajectory of both the frequency and the 
envelope of the voltage at the generator’s terminal. Figure 2.6 shows the frequency 
and the terminal voltage in per unit. It can be seen that the rate of decay of the
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voltage amplitude is steeper than that of the frequency since the frequency is assisted 
by the mechanical inertia of the generator which has a longer time constant as 
compared to that of the generator’s exciter.
Figures 2.3 and 2.4 show the behaviour of the frequency measured by the new 
technique at the terminal voltage and at the receiving end, respectively. In both 
cases, the generator’s rotor speed has been included for purposes of comparing the 
dynamics of the measured frequency at an electric point against the mechanical 
frequency. A proper discussion on the different trajectories of the frequency when 
measured at different points as shown in Figure 2.5, will be given until Chapter 5 
during the assessment of the performance of the measuring algorithm.
2.1.2 Instantaneous Frequency of an AM/FM Signal
The concept of instantaneous frequency (IF) is used to provide a practical 
interpretation of the time varying nature of some oscillatory phenomena. In this way, 
the IF of a signal represents the location in the spectrum of the signal of its 
fundamental component as it varies with time. In other research areas such as 
acoustics, seismic, radar and sonar, the IF conveys information about the progress 
in time of the signal and it also provides a description of the media where the signal
It has been shown that the IF of a signal can be obtained by forming a complex 
representation of the signal. In 1946, Gabor [7] proposed a method to represent a 
real signal by a complex one: from a signal like s(t) in equation (2.2), a complex 
representation z(t) is given as:
where HT[s(if)] is the Hilbert Transform of s(t). From its definition, the Hilbert 
Transform of a signal s(t) yields:
is present.
z ( t )  = s { t )  + j  HT[ s { t ) ] ( 2 . 6 )
(2. 7)
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FT {HT[s ( t) ] I = - j S { w ) s g n { w )  ( 2 . 8 )
where equation (2.7) is the time domain expression of the Hilbert Transform 
HT[s(/)] of s(t), and equation (2.8) describes the Fourier Transform of the Hilbert 
Transform. The Cauchy’s principal value (C.P.V.) in equation (2.7) avoids the 
singularity in the denominator of the integral at t = t . Since HT[s(i)] produces a 90° 
phase shift in s(t) for all frequencies within 0 < w <  oo, then, equation (2.6) can 
be expressed as:
z [ t )  = s ( t )  + j  § { t )  ( 2 . 9 )
z(t) is called the analytic signal associated with s(t). By definition, z(t) has a 
spectrum limited to positive frequencies only:
Z{w) = [ 2S{w) f o r  w z 0
I 0 f o r  w < 0 ( 2. 10)
that is, s(t) = -HT[s(t)] and s(t) = -H2[s(t)], i.e: s(t) and s(t) are orthogonal to each
other and contain the same spectral components.
Using the analytic signal representation of a real process, as shown by Gabor, Ville 
[8] has shown that the IF of a signal like s(t) can be given by:
f . { t ) - J ^ j g g r g j z ( t ) ]  {2-11)
2te a t
Equation (2.11) leads to the canonical definition of the IF of a single component 
signal s(t) which is given as the derivative in time of its phase. From Appendix 1, 
the IF of s(t) can be expressed as:
d J U l s i t )  - § U ) A j £ ±
f A t )  = -±-------^ ^ ---  ( 2. 12)
271 s 2 (t ) + § 2 (t )
Mandel [9] and later Papoulis [10], have shown that z(t) can uniquely represent the 
real signal s(t) as a process modulated both in amplitude by an envelope a(t) and in 
frequency by a phase 6(t), if the quadrature component s(t) in the analytic signal
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representation z(t) is the Hilbert Transform of s(t). This assumption is correct under 
the following conditions:
1. There must not exist spectral overlap between the envelope a(t) and the frequency 
carrier term cos[0(t)]. That is, the spectrum of a(t) should not interfere with the 
spectrum of cos[0(t)]. This requirement can be achieved by forming an orthogonal 
decomposition procedure leading to the complex signal z(t) as in equation (2.9). For 
a discrete time implementation of z(t), let two finite impulse response (FIR) filters 
hfi) and hq(t), be used to provide in phase i(t) and quadrature q(t) components of the 
signal s(t) as in Figure 2.7, where the symbol * represents a convolution in the time 
domain. The orthogonal decomposition of the signal s(t) must be such that the 
orthogonal components can be expressed as:
i  ( t) = | s(  t) |Z [wQt  + Aw{ t) + a ( t) + 4>] (2 . 13 . a)
g i t )  = \ s { t )  \L [wQt  + Aw{ t )  + a (t)  + $ - - £ ]  (2 .13 .b)
Note that: a) there is -90° phase difference between i(t) and q(t), b) both FIR filters 
contribute with an equal phase delay <}> without modifying the amplitude of s(t)> and, 
c) the angle <f> is not a function of time, thus d^/dt = 0.
It should also be noted that neither i(t) nor q(t) are the Hilbert transform of the input 
signal s(t), but they are the Hilbert Transform of each other. From equation (2.9) 
and Figure 2.7, the analytic signal z(t) can be expressed as:
z ( t )  = | z ( t )  | exp [j y ( t) ] (2. 14)
where:
\z{ t) | = ( i 2 + q 2) 1/2
Y ( t) = ta n '1 [ ] (2. 15)l i t )
If the frequency response of the orthogonal FIR filters HJw) and Hq(w) exhibit unit 
gain and equal group delay such that the quadrature component q(t) equals the 
Hilbert Transform of the in-phase component i(t), then, from equations (2.2) and
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(2.14), the analytic signal z(t) can be expressed as:
z ( t )  = a ( t) cos  [y ( t) ] + j  HT \a ( t) c os  [y ( t) ] I
z ( t) = a ( t) cos  [y ( t) ] + j  a ( t) HT { c os  [y ( t) ]}
z ( t )  = a ( t )  exp [jy ( t) ] (2 . 16)
According to Bedrosian [11], equation (2.16) holds true if the spectrum A(w) of the 
amplitude envelope a(t) does not overlap with the spectrum C(w) of the carrier 
component cos[6(t)]. That is, the envelope a(t) in the second equation of (2.16) can 
be factorized outside of the Hilbert Transform term only if no overlap exists, 
otherwise, phase distortion will occur. For power system applications this condition 
is satisfied in practice by automatic voltage regulators in the generating side of the
system which restrain the oscillations of the terminal voltage amplitude within few
hertz close to dc in the system’s spectrum. Typical power system conditions show 
that the commonest amplitude modulation is usually displayed in the form of a slow 
exponentially decaying function.
2. An implementation of the Hilbert Transform by digital means implies an 
approximated discrete time impulse response ht[k] [12] with a discrete time Fourier 
Transform dHT(Sl) as follows:
where 0 = 2irf/fs, f is the independent variable in the frequency domain and fs is 
the sampling frequency. Note that equation (2.17) is only an approximation to the 
continuous time Hilbert Transform as given in equation (2.7). This approximation 
is valid provided that a unit gain and a linear phase are achieved by the discrete time 
Hilbert Transform filter about the fundamental component of s(t). See Berthomier 
[13] for an implementation of an IF estimation technique. Hence, for a digital 
implementation of the complex representation z(t), its corresponding discrete time 
Fourier Transform Z(Q) becomes:
Z(  Q) = J 2 5 ( 0 )  f o r  0 z Q < n
{ 0 f o r  (2 . 18)
3. A wrong estimation of the IF of s(t) will result if the implementation of the 
analytic signal z(t) allows any noise component of v(t) in x(t) to trespass into the
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HT[k] f o r  k  * 0
tz k  
0 f o r  k  = 0
dHT{Cl] = -  j  sgn  (0) (2. 17)
spectrum of z(t). The reasons are: a) from equation (2.16), the Hilbert Transform 
inherently selects the cosine component with the highest frequency and replaces it 
with a complex exponential, thus, spectral overlapping may occur; b) the differential 
operation in equation (2.11) will perform as a high pass filter amplifying any noise.
From this theoretical background, it can be seen that the frequency of a power 
system can be correctly estimated by digital means if the component s(t) centred at 
the fundamental power system frequency is properly extracted from the additive 
noise. The complex representation of the monocomponent signal will render a 
correct estimate of the IF provided that the in-phase and quadrature components of 
s(t) exhibit a unit gain and equal group delay about the fundamental.
2.2 Frequency Related to Power System Dynamics
Large scale integrated power systems have large amounts of mechanical inertia 
which will allow them to run synchronously at power frequency. These systems are 
virtually immune to changes in the loading or excitation of the individual generating 
units integrated to these systems. The high degree of integration of the system means 
that local demand is assisted from a virtual single supply which is fed by all the 
generating plants. For practical purposes, an infinite busbar is created and consists 
of a network of transmission and distribution lines connecting generating centres 
with demand areas not necessarily in physical proximity. Small fluctuations of 
loading or voltage are compensated by the flow of power along the system such that 
it remains in a steady-state stability condition. It can be said that the dynamics of the 
main system is determined by the aggregate of the components that comprise the 
system.
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It may happen that a severe disturbance, for instance, the loss of a generating plant 
or the tripping of a transmission circuit, causes the separation of a section from the 
main system. These particular circumstances may also arise, for instance, when an 
industrial generating unit becomes disconnected from the utility. The islanded section 
is then run under its own dynamical conditions, facing the problem of a frequency 
decline if the generating capacity is inadequate to meet the local demand. The rate 
of fail of frequency is proportional to the overloading of the generating plant. 
Therefore, power system frequency becomes an important parameter in power and 
energy studies.
The case of an islanded power system will easily show how frequency is related to 
the power system dynamics. In this case, the electromechanical dynamics of the 
islanded system can be represented approximately by the dynamics of a single 
generating unit model [14], [15], [16], [17]. The complexity of the representation 
increases as the size of the system becomes larger. Some power system dynamics 
analysis have approached the problem through a coherency based dynamic equivalent 
where the model is composed of physical elements integrated in coherent groups 
[18]. A more practical approach is based in a transient energy function which 
reduces the system to a single generator located at the centre of inertia of the large 
system. In the second approach: 1) the system frequency corresponds to the average 
of the individual frequencies of the generating units within the system [14], [15], 
thus, synchronizing oscillations among machines are eliminated; 2) the impedance 
seen by the generating units at the time of separation is included as a single 
impedance representing the generator transformer, the transmission and distribution 
impedances plus a loading at the receiving end which is dependent on both voltage 
and frequency [19]; 3) if the model has to include a spare generating capacity, the 
dispatch of this energy is included in the model as driven by the dynamics of the 
machine’s speed governing system; 4) the equivalent inertia time constant of the 
model represents similar inertias of the generators within the islanded system; 5) it 
is also assumed that the represented generators are operating at similar load levels. 
This model represents a linear equivalent of the whole system and it is suitable to 
estimate the performance of the system under the effects of several disturbances. A
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better understanding of the behaviour of an islanded system should include the non 
linear nature of the elements in the system. The equivalent electromechanical model 
can be described by the following differential equation:
M - ^ - A f ' ( t )  = A  P * ( 0  -  Of v ( t )  A f ( t )  (2. 19)a t
where M  = 2Ha, H0 [kWs/kVA] is the inertia time constant of the equivalent 
generator running at synchronous speed w0 ; Af*(t) = f 0 - fit)  is the change in 
frequency; AP*(t) = Pmech - Pdec is the electromechanical power equation, positive 
values denote an excess of mechanical input power to the generator’s shaft, negative 
values denote an excess of loading taken as a decelerating torque by the machine. 
The star * indicates per unit values. The availability of spare generating capacity 
may be included in this model by adding the dynamics of a speed governor driven 
by a first order differential equation where only the largest time constants 
dominating the response of the equivalent generator are included. In Figure (2.8) is 
shown the transfer function of a typical speed governor [14]. The following equation 
represents the time domain expression of the diagram:
°T r dPd l*Ch + = W . - ^ f  + K>Af ' <2 -2 0 >
where KM = p f(l - SR) is the total mechanical power gain and it is affected by the 
power factor and by the spinning reserve SR; a, is equal to the governor regulation 
gain, i.e: a = 2x*droop; Fh is the fraction of the power generated by the high 
pressure turbine and TR is the long time constant of typical reheaters. By substituting 
P*mech in AP*(t) in equation (2.19), the frequency of the system as a function of time 
is given by:
aP*
A f * ( t )  = -----------------[1 + A e"at s i n(w*t  + $) ] (2.21)Dfv O + Km
A description of the terms in equation (2.21) is given in Appendix 2.
The factor Dfv denotes the dependence of the loading on both voltage and frequency. 
In [16], [17] this double dependence is expressed as:
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Df v { t) = A f { t )  + KAV{t )  (2 . 22)
where Af(t) = f0 6Pelec/P05f denotes the dependence on frequency; AV(t) = 
V0APelec/P0AV denotes the dependence on voltage and K = f0AV/V0Af is a voltage 
to frequency ratio to compensate for changes in voltage with respect of changes in 
frequency. This factor must be estimated from on-line measurements.
From equation (2.21) it can be shown that the initial rate of frequency decline in the 
separated system becomes proportional to the value of the equivalent inertia time 
constant Ha and to the magnitude of the overload. That is:
d A f * ( t )
d t
— P *step (2 . 23)
2 Ht  =  separation
It should be noted that the use of this equivalent system model is for providing an 
insight into the performance of a very tight system where the distances among 
generating and consuming areas in the system are small and all rotating machines 
display similar parameter values. In genuine power system applications some other 
considerations have to be made. Baldwin’s comments to the dynamic energy 
approach [20], point out the case of generators within the islanded system operating 
in an under-excitation condition before the time of separation when the generators 
would be drawing all their magnetizing current from the main system (consuming 
lagging VARs). The response of the AVR of an under-excited generator facing a 
sudden generation-demand imbalance would be to increase the exciter input, and thus 
the output voltage, to correct the reactive output. This situation will increase 
momentarily the overload [18] but it will not have a direct impact on the initial rate 
of frequency decay since some time delay may be expected due to the inertia of the 
exciter.
It may be seen that if the D factor in equation (2.21) were correctly accounting for 
the dependency of the load on voltage variations, then, the typical voltage drop that 
accompanies a frequency decline when a system becomes islanded, would help to 
reduce the magnitude of the overload. The response of voltage regulators is to raise 
the terminal voltage following the power imbalance for a given overload where the
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power factor remains the same, but this voltage recovering action will be observed 
after one or two seconds after the separation time. See Figure 2.6. On the other 
hand, most of the load in power systems have a large content of frequency 
dependent load, such as synchronous motors and capacitor banks, some of them for 
purposes of power factor correction in industrial areas. The impedance of this load 
will increase as the frequency declines, thus helping to attenuate the magnitude of 
the overload [19]. In the model proposed by Anderson et al [14], as in equation
(2.21), the factor D is cascaded with the governor regulating gain cr, or droop, 
which has typical values between 2% to 5%, thus, the product Da as in equation
(2.21) does not represent a severe impact on the initial rate of frequency decay. It 
should also include the inertia of the load which will slow the frequency dependency 
response of the load. However, the factor D does determine the maximum excursion 
of the frequency decline and the final steady state value of
It should be noted that a loss of generation also implies a loss of reactive power 
since power factor in everyday power systems are far from unity. The problem with 
reactive power is that it is not evenly distributed throughout the system since reactive 
power sources and power factor compensators are close to each other but far from 
generating centres. Therefore, the occurrence of a power system encountering a 
generation inadequacy may result not only in a frequency collapse but also in a 
voltage collapse if the reactive power at the generating side of the system does not 
match the loading reactive power. This situation can be better appreciated in terms 
of the rotor angle d of an equivalent single generator feeding a load at a remote end. 
A change in 6 will result in a change in the generator rotor speed and terminal 
voltage. Due to its dependence on voltage and frequency, the load will also 
experience the effects of the changes in 6. If the rotor angle reaches its maximum 
at 90°, then, the terminal voltage Vt will no longer be proportional to the excitation 
voltage E, and changes in the latter voltage will result in large excursions of the 
generating reactive power. That is, at 6 = tc/2:
d E  = 0  ; = -00  ; = -0 0  ( 2 . 2 4 )
dVt dE dVt
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2.3 Frequency Based Protective Schemes
Within a particular utility, the available amount of generation is balanced by a 
corresponding amount of demand on the consumer side. During healthy conditions 
both the voltage and the frequency of the system are determined and preserved by 
well accounted generating reserves. The stability of such a system, however, can be 
at risk of collapse whenever a severe loss of generation occurs. A common cause is 
the loss of an infeed tie connecting the utility with a main system. The remaining 
generating units within the islanded utility may be facing a demand exceeding the 
committed rating of the generating capacity and thus, the angular velocity of the 
generating units will start a rapid decelerating trend. The worst situation can be 
depicted when the decoupling is accompanied by a demand which has a low 
percentage of frequency/voltage depending load and when the available spinning 
reserve is not adequate to prevent the overload.
An easy and reliable way to arrest the frequency decline and to restore the power 
balance in an islanded system is to disconnect some of the load until a new balance 
status is reached. Within the islanded system, the fall of the frequency will also 
affect rotating machinery which will be running at dangerous low speeds. High costs 
are involved in maintaining an appropriate provision of generating capacity to 
encounter situations of generation deficiency, thus, this provision is kept to a 
minimum. During the system planning stage a spare generating capacity is allocated 
and distributed geographically throughout the system; the allocated amount being just 
enough to assist the system if a breakdown occurs. However, given the case of a 
system becoming islanded from a main system, the time spent to use this spare 
capacity for restoring the generation-demand power imbalance implies that some 
generators must be operated at a maximum capacity which would require a fast 
response of input prime movers and governor systems. This procedure may be 
longer than the time required for the frequency decline excursion to reach a point 
where an irreversible damage to the system has been made. The use of under­
frequency load shedding schemes is justified by these economical and practical 
constraints.
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At the time of the overload, the initial trend of the frequency decay is the only 
indication of the magnitude of the disturbance. From the previous section, it was 
seen that the initial rate of change of frequency is proportional to the ratio between 
the magnitude of the overload and the equivalent inertia time constant of the system. 
The accurate and fast measurement of this initial rate, better known as ROCOF, is 
used by load shedding procedures to assess the magnitude of the generation-demand 
imbalance as it progresses in time.
There are some practical requirements and constraints concerning the application of 
the ROCOF in load-shedding schemes:
- As shown in section 2.2, for an interconnected system undergoing a generation 
deficiency, the frequency at a given node is different from the frequency at other 
nodes [2], [3], [15], [21]. If a load-shedding scheme is to be started at a given 
substation, the local frequency will be equal to the average of the frequencies 
arriving at that node, but it may not be equal to the system frequency. That is, the 
local frequency will exhibit a random walk describing a nonlinear trajectory which 
is driven by the different dynamics of the individual machines within the system. An 
attempt to shed some part of the load at one substation may alleviate the load of 
some generating units but may worsen the response of others. Adaptive estimation 
of the dynamics of the system behind the load shedding location may be possible 
from the estimation of the ROCOF.
- In small systems undergoing a generation shortage, it is feasible to account with 
an adequate knowledge of the dynamic response of the generating units and of the 
dimensions and distribution of load which will enable a load-shedding scheme to be 
successfully started since during the planning of the system this provision can be 
made [23]. In medium and large size power systems there is no way to foreseen the 
correct amount of load to be shed and the restoration of the frequency decline may 
result in a weaker generation-demand balance. This is the main drawback of 
conventional under-frequency load-shedding schemes. Nevertheless, ROCOF based 
techniques also require of an adequate knowledge of the system. A correct evaluation
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of the system status can be obtained by using recent information about power and 
frequency in the system as it is produced during the disturbance. Adaptive 
techniques as proposed by Elkateb et al [24] have been envisaged to extract this 
information in order to provide an optimum shedding of load.
- Frequency and voltage sensitive load will reduce the magnitude of the overloading 
as the frequency falls, affecting the initial rate of change of frequency. The load 
shedding procedure may disconnect some of this load worsening the disruption. A 
continuous and accurate estimation of the ROCOF, assuming that a short time is 
involved in the estimation, will display the trajectory of the overloading reflecting 
the dependence of the load with respect of variations of voltage and frequency.
- In order to account for fluctuations of power in the system which are due only to 
small disturbances from which it is possible to recover by controlling the export and 
import of power among areas in the system, a ROCOF based load shedding scheme 
must be programmed to start the measurement of the rate of change of frequency 
only if the frequency falls below a predetermined level. Typical levels range from 
49.5 Hz depending on the physical location of the load shedding equipment and 
provided that the local rotating machines will not be damaged by this extent on the 
frequency decline. Local utilities usually guarantee frequency variations within 1 % 
of its nominal value.
- In the case of available spinning reserve, the use of the ROCOF enhances the 
sensitivity of the assessment of the overloading with respect of the parameters of an 
equivalent speed governor driving the spare energy as this energy is being used for 
recovering the power system frequency deceleration.
The operating strategies of a power system will determine the design of a proper 
load shedding scheme. The design will take account of the distribution of the load 
in the system and provide an adaptive estimator of the dynamics of the load since 
it is likely to vary with time. Additional back-up, under-frequency relaying 
procedures are included in practice should the frequency remain below a safe level.
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This condition may arise as a result of a sub-optimal estimation of the load to be 
shed.
From these circumstances it can be appreciated that ROCOF based load shedding 
schemes provide a more reliable means to encounter the frequency decline during 
a generation-demand imbalance. Power system frequency measurement plays an 
important role on the successful application of these schemes. There are, however, 
two significant issues concerning the measurement of frequency during these 
incidents:
- Firstly, at a given node on the system, the local frequency is only an average of 
the frequencies of the signals arriving at that node, and it does not necessarily equal 
the frequency of the overall system. Some authors [4], [21] point out that the 
oscillations in the measured local frequency should be extracted to estimate the real 
frequency trend of the system. As seen in Figure (2.5), the different frequencies 
observed at node SEND and at LOAD result from the changes of the electrical phase 
between the points. With respect to the rotor speed, the frequency at SEND is the 
frequency of the electromagnetic field in the generator which becomes different from 
the rotor speed which is assisted by a large mechanical inertia. Other authors [21], 
[22] consider that the positive phase sequence (PPS) voltage vector should be used 
for estimation of the power system frequency because this vector carries information 
of the real rotating electromagnetic field vector in the generator and thus it is 
insensitive to a given asymmetry of the phases occurring during the imbalance. The 
advantages of using the PPS voltage vector for frequency measuring will be shown 
in Chapter 6.
- And secondly, high energy content noisy components such as harmonics created 
during a generation deficiency which are driven in magnitude and phase by the 
power swinging across the system, makes the noise to be coloured rather than white. 
As it will be seen in the next Chapter some adaptive frequency measuring algorithms 
are based on the assumption that the noise contaminating the fundamental component 
is white, for instance Kalman estimation techniques. Even when provisions are taken
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to calculate the statistics of the noise by adaptive algorithms, the estimates of 
frequency are sub-optimal in the sense that the initial values of the adaptive 
algorithm parameters have to be defined from a priori values which are based on 
intuitive approximations to the expected values of the modelled noise. The best 
performance of a frequency measuring algorithm will be achieved if it is able to 
extract the fundamental component in the power system signal from the additive 
noise as it was explained at the beginning of the present Chapter.
2.4 Conclusions
1° Information on the frequency of power system is conveyed by a single component 
process centred at the system’s fundamental frequency immersed in additive broad 
band noise. Typical power system conditions confirm that this process is modulated 
both in amplitude and frequency.
2° A complex representation of the monocomponent real signal can be used for the 
estimation of the power system frequency. It has been shown that the analytic 
function associated with a monocomponent signal naturally leads to the canonical 
definition of the instantaneous frequency of the signal. An unbiased frequency 
estimator can be implemented by digital means if the complex representation is 
performed by an orthogonal decomposition of the signal with FIR filters which must 
feature unit gain and equal group delay about the fundamental frequency.
3° The dynamics of a power system can be better estimated by observing the changes 
of the frequency since this parameter is directly related to the magnitude and 
direction of flow of power in the system The steady conversion of rotating 
mechanical energy on the generating side of a power system into electrical energy 
during healthy conditions is reflected on the system’s frequency. Should the system 
be facing a period of generation deficiency, the frequency will decline following a 
trajectory which is driven by the variation of the dynamics of the elements within 
the system. For a practical assessment of the performance of these elements, the 
whole system can be represented by a single equivalent generator located at the
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inertia centre of the system. From this model it has been shown that the initial rate 
of frequency decay is proportional to the magnitude of the overload and to the 
system’s inertia time constant. The response of other elements within the system 
during such disturbances will also affect the trend of the frequency, i.e. speed 
governing systems dispensing spare generating capacity, voltage/frequency dependent 
load reducing the magnitude of the overload as the frequency declines, automatic 
voltage regulators restoring the voltage amplitude and sometimes reinforcing the 
overload. It has also been seen that during a period of generating capacity shortage, 
the power system may be at risk of both voltage and/or frequency collapse, where 
the cause of the breakdown is very likely a difference between the generating 
reactive power and the load reactive power.
4° In order to assist a system during a sudden generation/demand imbalance for 
recovering its frequency, load shedding schemes are started when the frequency falls 
below a predetermined level, since no other corrective action can be taken before 
the frequency decline had made serious damages to the system. Optimum load 
shedding schemes are based on the measurement of both the frequency and the rate 
of change of frequency since the latter is proportional to the magnitude of the 
overload. ROCOF based load shedding schemes are more sensitive to the main 
parameters driving the electrical and mechanical dynamics of a power system. 
Adaptive estimation of frequency and power during the application of a ROCOF 
based load shedding scheme will result in a stronger restoration of the system since 
optimum amounts of load will be shed.
5° Adaptive estimation of frequency and power at a load shedding location will assist 
the protective scheme to estimate the correct amount of load to be shed.
6° It has been shown that an optimum control of the dynamics of a power system can 
be achieved if a proper measurement of the system’s frequency is carried out. It is 
imperative, therefore, that accuracy and fast evaluation times must prevail on the 
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Figure 2.2. Modulation of voltage at busbar SEND.
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Figure 2.3. Generator rotor speed and 
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Figure 2.5 Measured frequency at SEND 
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Figure 2.4. Generator rotor speed and 
frequency measured at busbar BUS1.
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Figure.2.6. Voltage amplitude and 
frequency at busbar SEND.
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Figure 2.7. Schematic diagram of the complex representation z(t) of the single component 
signal s(t).
Af ----------->• Km (1 + sFhT r ) -------
a(1 + sT r )
P* mech
Figure 2.8. Transfer function of a typical speed governing system.
CHAPTER 3
FREQUENCY MEASUREMENT TECHNIQUES
Any attempt for obtaining information on the frequency of a power system will face 
the presence of additive nonstationary noise contaminating the source of information. 
Until recently, research in the area of measurement of power system frequency has 
considered that frequency is also a nonstationary event, therefore, the time varying 
nature of this parameter should not be neglected during its estimation. Recursive 
tracking of the frequency as it varies with time has been achieved by the introduction 
of adaptive filters. The effects of the additive noise contaminating the information 
about the power system frequency have been significantly reduced by the use of 
these filters.
It will be seen in this Chapter, that it is the concept of power system frequency 
supporting the development of a particular technique that renders a correct 
measurement of this parameter. This Chapter will address some of the main 
techniques for power system frequency measurement. These techniques have been 
grouped according to the approach undertaken. The last part of this Chapter will 
discuss the principle of operation of the new frequency measurement technique as 
proposed by this thesis.
3.1 Frequency of a Stationary Process
If frequency of a power system is associated with the rotational speed of a generator, 
then, huge amounts of mechanical inertia will restrain fast excursions of the 
frequency such that its statistics should be viewed as remaining stationary in the 
time. In this sense, the first order expectations of the frequency would be the same 
just to provide enough time for a frequency measurement to be accomplished. This 
approach results from the assumption that in a large integrated power system, 
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3.1.1 Zero Crossing Techniques
For a stationary signal, its frequency is given as the inverse of its period, that is, the 
times at which the signal goes through a given level, in this case, the time axis when 
the signal vanishes to zero. Alternatively, the frequency can be considered as half 
the time interval between consecutive zero crossings. This concept of frequency can 
be expressed as f = 1/P and f = Z/2, where P is the period of the signal and Z is 
the zero crossing rate taken as a function of time.
A digital implementation of this approach is straightforward. If the zero crossings 
are assumed to fall exactly on sample points, then a linear average of this rate will 
approximate the frequency of the signal within the observation interval:
m  -  - i  £z( t )  (3.i)
M t _ t
where r is the length of the observation interval and M is an averaging constant. If 
the interval between zero crossings contains a non integer number of samples, then, 
quantization noise will be introduced increasing the variance of the estimate. In order 
to reduce the variance of the estimate, the observation window should be increased. 
In that case, the estimate will exponentially reach the real value.
The implementation of many of these techniques are microprocessor based [25], 
[26], [27], [28], [29]. More sophisticated algorithms include the information from 
samples occurring at non zero crossing levels [30]. Compensating algorithms have 
been incorporated to reduce the effects of errors on the measured frequency: 
analogue input low pass filters to reduce the influence of additive noise [28], 
detection of the direction of the slope of the observed signal to reduce detection of 
false zero crossings [26]; weighting functions to reduce the influence of samples 
taken at times far from zero crossing levels [30].
The main problem to be solved by zero crossing techniques is the presence of non 
50 Hz frequency components in the observed signal. Extensive use of lowpass filters 
has been made to overcome the problem of high frequency noise, starting from the
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harmonics of the fundamental, which will produce false zero crossing detections. 
However, the major source of inaccuracy will be a dc component appearing in the 
signal’s spectrum since the signal under observation will be mounted on this 
component and the crossing level will not be zero.
3.1.2 Fourier Transform Based Techniques
The frequency of a signal is usually associated with the Fourier Transform of the 
signal. The Fourier Transform is a representation in the frequency domain of the 
frequency contents of a signal and results from integrating the time convolution 
between the signal and a time "sweeping" factor. The integration should be 
performed over the entire history of the signal. This transformation removes the time 
variable from the frequency domain and thus it is not a function of time. The 
magnitude component of the Fourier Transform is related to the phase component 
in the sense that the latter may indicate the time of occurrence of the former. This 
information is difficult to extract unless the signal is a deterministic one. On the 
other hand, the instantaneous location of a frequency component at a particular 
instant of time, which conveys to the concept of instantaneous frequency, is given 
as a function of time and is extracted from local information as taken from the most 
recent evolution of the signal.
By using a fast Fourier Transform (FFT) based algorithm, Girgis et al [31], 
calculated deviations of frequency from its nominal value. Any deviation from the 
fundamental will "leak out" on the signal’s spectrum. That is: for a finite 
observation window sequence of N samples, where N = fs/f0, fs and f0 are the 
sampling and fundamental frequencies, respectively, the FFT will not produce a 
leakage provided that N is an integer multiple of the fundamental frequency. This 
algorithm is almost linear within 5 Hz about the fundamental, but only for pure 
sinusoidal waveforms. A zero crossing detector is used to ascertain a positive slope 
on the waveform in order to start the FFT algorithm. To correct for the presence of 
additive noise on the measured waveform, a Kalman filter is added to the resulting 
estimated frequency. This filter was designed from a priori estimates of the
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frequency statistics and, thus, it must be adjusted for the application of the 
measuring algorithm on a different power system.
3.2. Frequency in Time Varying Processes
Recursive algorithms have been developed to track variations in time of the 
frequency of a power system. Some techniques were designed to adjust only a single 
parameter in the measuring algorithm to compensate the algorithm’s performance for 
time varying deviations of the frequency regardless of the nonstationary nature of 
the amplitude of the fundamental component or of the surrounding noise. On the 
other hand, adaptive filter theory has been used by more sophisticated techniques in 
order to account for the nonstationary statistics of the observed signal. The design 
of many adaptive frequency measuring algorithms includes some sort of adaptive 
narrow bandpass filter centred at the fundamental which recursively extracts this 
component from the power system additive noise providing correct information about 
the amplitude and frequency of the fundamental. Different techniques are utilised 
after this signal enhancement for calculating the frequency from the bandpass filtered 
signal.
3.2.1 Frequency Estimation From a Phasor Measurement
Under this approach, the speed of rotation of a voltage vector is taken as the 
frequency of the voltage signal. To account for deviations of frequency, the angle 
of the vector is related to a certain reference angle which is rotating at synchronous 
speed. Frequency measurement results from a phasor estimation, that is, the real and 
imaginary parts of the fundamental component are recursively tracked, and the 
derivative in time of the angle described by the complex parts yields the frequency 
estimate.
Phadke et al [32], proposed a recursive positive sequence phasor estimator based on 
the real and imaginary parts as they are generated by a discrete Fourier Transform 
(DFT) centred at the fundamental. A FIR filter was based on the phasor description
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of the DFT to recursively produce the complex components of an input signal, i.e: 
a new phasor estimate is based on the estimation of previous phasors. The rate of 
change of the most recent estimated complex phasor yields the input signal 
frequency. According to the authors, small deviations of frequency result in large 
evaluation times. If larger frequency estimation errors were allowed, the evaluation 
times would be reduced. The DFT-FIR filters do not provide a complete rejection 
of noise outside their main frequency sidelobes, and this paper does not give any 
indication of the use of an additional noise reduction stage. The same phasor 
estimation principle is used by Benmouyal [33] to recursively adjust the sampling 
frequency of a similar DFT-FIR filter. Longer evaluation times are expected for 
small frequency deviations. Thorp et al [34] used a least squares polynomial fitting 
algorithm to smooth the influence of noise on the estimated voltage phasor following 
the technique developed by Phadke.
3.2.2 Adaptive Estimation of Power System Frequency
Initial work on the measurement of the frequency of a signal by using adaptive filter 
theory is attributed to Griffiths in 1975 [35]. A FIR transverse all pass filter, 
provides a connection between the coefficients of the filter and the power spectrum 
of the signal. The filter is made adaptive by using the least mean squares (LMS) 
algorithm of Widrow and Hoff. A similar approach was undertaken by Reddy [36]: 
a recursive least squares (RLS) lattice filter provides the location of frequency 
components in the signal’s spectrum. These techniques have been considered as 
adaptive spectral estimators. They are better known as adaptive auto-regressive (AR) 
models which provide a practical means for estimating the IF of a FM process by 
locating the frequency at which the AR power spectrum attains its peak value at a 
given instant of time. The transfer function of an adaptive AR model of order L is 
given as:
 :   —  (3.2)
1 + axe ja + a2e j2Q ... + ane ~jMD
The power spectrum of a time varying process x(t) and its time convolution with this
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AR filter can be expressed as:
S(0) = S 2 (£1) k e J'° ) l   r (3.3)
I I
I 1 + ak e~JkQ\
k = 1
The coefficients ak of the adaptive filter are related to the location of the frequency 
components of x(t). Frequency is estimated as a function of time for a given 
observation data window.
Most of these implementations have undesirable practical characteristics: long 
evaluation times since a FFT algorithm has to be used to locate the frequency 
components from the estimated power spectrum, frequency resolution being 
dependent on the length of the observation data window, and finally, the length of 
the decorrelation factor in the line enhancement stage must be adjusted in order to 
decorrelate the input signal with the fundamental’s harmonics in the case that the 
former could drift from its nominal value. Recently, Chambers [38] and Chicharo 
[39] have incorporated a LMS filter from Widrow and Steams [40] to implement 
infinite impulse response (HR) notch filters to track the fundamental component. 
LMS algorithms suffer from longer convergence times as compared to other adaptive 
techniques due to the occurrence of noisy components which result in the spread of 
eigenvalues in the correlation matrix.
A significant improvement over the previous techniques has been afforded by the 
Kalman filter theory. For a nonstationary signal immersed in white noise, a precise 
rejection of the noise can be achieved in terms of the Kalman equations. For power 
system applications, the design of the Kalman approach will yield: a process 
equation to describe the dynamics of the fundamental component of the observed 
signal in terms of a state vector which includes the presence of white noise 
contaminating the signal, and a measurement equation which relates the dynamics 
of the signal to the measurement errors. The error between an estimate and a real 
value provides a measure to make recursive the algorithm. For a nonstationary signal 
to be observed, the process equation is modified to account for some form of
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variation of the signal, for instance, a random constant, a random walk or a 
combination of both. In order to extract the real features of the observed signal from 
additive noise, a precise model of the signal must be used to evaluate the variables 
of the process equation. Kalman filtering exhibits faster convergence rates that LMS. 
However, they are computational complex and may lead to numerical instability if 
low precision arithmetic is used.
Sachdev and Shen [41] used a Kalman filter for smoothing of frequency 
measurement results. Kamwa and Grondin [42] used the Kalman theory to form a 
recursive identification of a voltage phasor as described by a Taylor series expansion 
for application on power system frequency measurement. Sachdev, Wood and 
Johnson [43] designed a Kalman filtering method for estimation of rotating phasors 
for power system relaying applications.
The most relevant research work on Kalman filter theory for power system 
applications is attributed to Girgis et al. It should be helpful to have a quick review 
to his work. Girgis and Hwang [44] used a linear two-state Kalman filter to estimate 
the quadrature components of a voltage phasor; frequency is calculated from the 
rotation of the phasor angle. A three-state extended Kalman filter was later used 
instead of the two-state filter in order to estimate the frequency as one of the state 
variables. The simulations presented on this paper included the presence of white 
noise with different standard deviations. Girgis concluded that noise affects the 
estimation of the phasor angle in the two-state filter and the estimates of frequency 
in the three-state filter. It was also noticed that the sampling frequency affects the 
settling time of the filters: higher sampling rates yield a faster filter response. The 
effects of the noise on the three-state filter are reflected by an initial overshoot of 
the filter output during the convergence period of the filter, however, the noise does 
not have effect on the final steady state of the estimates. The results presented on 
this paper does not include variations of the amplitude of the underlying signal which 
would reveal the robustness of the Kalman approach. Tracking of time varying 
harmonics in power systems was addressed by Girgis, Chang and Makran [45]. The 
problem of time varying amplitude of the fundamental is met on this paper. The
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number of state variables depends on the possible number of harmonics to be 
estimated.
A later study on power system frequency deviation and its rate of change based on 
an adaptive Kalman filter was presented by Girgis and Peterson [46] in 1990. A two 
stage filter is proposed as in [43] for estimation of quadrature components leading 
to frequency and rate of change of frequency measurement. The first stage calculates 
the frequency from the adaptive estimation of the rotating voltage phasor, while the 
second filter models the frequency deviation calculated by the first stage as a linear 
walk plus a random ramp process; the rate of frequency change is found from the 
slope of the random ramp. A significant improvement over previous Kalman work 
is presented on this paper. That is, the noise statistics contaminating the power 
system information are recursively estimated by a noise variance estimator for on­
line applications. Girgis accepts that this estimator is sub-optimal in the sense that 
the true value of the statistics of the time varying noise can not be accurately 
determined. However, the estimates will show a lower variance as compared to 
previous Kalman filter implementations. Under the presence of noise, this paper 
shows that the combined response of the two stages filter converges within 0.2 
seconds.
It is seen from these Kalman filter applications that the state model of the process 
to be observed should clearly express the statistics of additive noise. The Kalman 
filter is sensitive to the relationship between the estimated process and the 
measurement equation on the assumption that the noise must be white [47]. In order 
to account for this inconvenience the state variable vector may be augmented and 
added to the original state vector [48].
3.2.3 Phase Differentiating Estimators
From the orthogonal decomposition of a bandpass signal into its in-phase and 
quadrature components, an estimation of frequency of the signal can be given as the 
speed of rotation of the angle between the orthogonal components. There are two
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similar approaches to this concept. On the first one, a demodulation procedure 
renders the orthogonal components of the bandpass signal; frequency is calculated 
from the differentiation of the angle between the components. On the second 
approach, a complex representation of the bandpass signal is given in terms of an 
analytic signal as described in Chapter 2; the complex representation is achieved by 
the digital implementation of an approximated Hilbert Transform.
3.2.3.1 Signal Demodulation
The positive phase sequence voltage vector was used by Eckhardt et al [21] to 
calculate power system frequency. The three phases at a given node are used to form 
a complex PPS vector. Frequency is calculated from the derivative with respect to 
time of the angle between the imaginary and the real parts of the vector. Three 
moving average filters with different group delays are used to low pass the 
frequency estimates. Denys et al [22] used the conventional quadrature demodulation 
procedure applied to a PPS voltage vector:
V(t) = + e 'm )  + 2w°t]] (3.4)
where A(t) is the amplitude of the fundamental signal v(t):
v(t) = A(f)cos[wof + <K0] (3.5)
The demodulation consists on the time multiplication of the input signal v(t) by a 
complex signal centred at w = w0. The resulting convolution in the frequency 
domain separates the spectrum of v(t) into two frequency components, one located 
at dc and the other at the second harmonic of the fundamental w = 2w0. This 
process is similar to the well known AM demodulation process. An HR low pass 
filter close to dc is added after the demodulated PPS signal V(t) to remove noise 
from the split component. Denys used the Prony’s method for analysing the spectra 
of the orthogonal components in order to estimate the fundamental frequency. A 
third order notch filter follows the frequency estimates to remove the influence of 
amplitude variations on the input signal. He does not use the differentiation of the 
phase to avoid noise amplification due to the implementation of the phase derivative.
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Begovic et al [49] proposed a frequency measurement based on the conventional 
demodulation procedure, as previously described, followed by an HR Bessel lowpass 
filter to remove noise starting at the second harmonic. An approximation to the finite 
central difference algorithm of the phasor angle yields the frequency deviation 
estimate.
A severe problem to be dealt with by using a difference algorithm during the 
calculation of the frequency from the rotation of the angle spanned by the orthogonal 
components is the "wrapping" of the angle. A complicated numeral algorithm must 
be implemented to remove this discontinuity which otherwise will affect the 
frequency results.
3.2.3.2 Hilbert Transform Approximation
In order to implement the complex representation of a real signal, as described in 
Chapter 2, some frequency measuring techniques have developed different 
approximations to the Hilbert Transform by the use of FIR filters. From equation 
(2.17), it is seen that the Hilbert Transform impulse response HT[k] is infinite in 
duration and noncausal. From the work of Rabiner and Schafer [50], a suitable 
implementation of the Hilbert Transform by digital means has been afforded. The 
design will produce a bandpass filter with symmetry about half the bandpass, with 
an equi-ripple magnitude and a linear group delay equal to half the number of 
coefficients of the filter. The bandwidth of the approximated Hilbert Transform 
needs only to cover a narrow bandwidth about the frequency components of interest 
just enough to preserve the Nyquist bandwidth criterion for digital applications. This 
FIR filter approach renders a good 90° phase shifter to provide the quadrature 
component for frequencies within a required bandwidth. The linear group delay 
caused by this filter has to be matched by another bandpass FIR with equal group 
delay which should yield the in-phase component. Berthomier [13] used the Hilbert 
Transform as proposed by Rabiner and Gold [12] for analysing the time-frequency 
variation of a real multi-component signal. The objective of this particular technique 
was to associate the energy contents of the frequency components of a signal to their
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occurrence at a given instant of time.
There are two main problems related to the use of the discrete Hilbert Transform: 
the first one is the equi-ripple magnitude about the bandpass resulting from the 
discrete time approximation to the continuous time. This non-unit magnitude must 
be compensated for to avoid frequency estimate errors when the observed frequency 
drifts from its nominal value; the second problem, is that to produce a suitable 
bandpass filter requires the use of a high order FIR filter to achieve a narrow 
bandwidth about the fundamental, otherwise non 50 Hz components will trespass into 
the frequency calculation.
Sun and Sclabassi [51] developed a numerical algorithm to implement an alternative 
form to the discrete Hilbert Transform by using the DFT complex representation of 
a real signal. Calculation of frequency is performed by a central difference algorithm 
over the angle of the complex signal. Phase unwrapping is needed to unfold the 
angle at ± it. A smoothing procedure is applied to the frequency results by using 
a linear regression estimator followed by a lowpass filter.
3.3 Approach Proposed by the New Frequency Measurement Technique
It was envisaged by Moore and Johns [1] that a bandpassing plus orthogonal 
decomposition filter will be achieved from the design of two symmetric FIR filters 
with a 90° phase shift in between. It can be shown that the resulting filters provide 
an equal group delay, and that their frequency responses are centred at the power 
system nominal frequency and exhibit zeros at dc and at each one of the subsequent 
harmonics of the fundamental. Since the frequency response of the filters is not 
equal at other frequencies apart from the fundamental, a magnitude compensation 
algorithm is included to compensate the output of the filter before the calculation of 
the frequency. These filters provide an optimum approximation to the discrete 
complex representation of a real single component signal. Rejection of non 50 Hz 
components is achieved without distortion of the phase of the orthogonal estimates. 
A new frequency estimate is calculated from the ratio between the slopes of the
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orthogonal components and their magnitude as given in Chapter 2 by equation 
(2.12). As it will be shown in Chapter 4, this technique produces the best 
approximation to the concept of the instantaneous frequency of a single component 
AM/FM signal immersed in broad band noise. It is also shown in Chapter 4, that 
variations in the amplitude of the fundamental component result in inaccurate 
estimates of frequency. It will be shown that the complex representation approach 
undertaken by this technique allows an optimum discrimination of the effects of 
amplitude variations.
According to the categorization of the different frequency measurement techniques 
as discussed in the previous paragraphs, the new technique can be classified as 
related to the last group for its approximation to the analytic signal representation 
leading to the instantaneous frequency of a real signal. The design of the algorithm 
has allowed an easy implementation of the measuring technique on a digital signal 
processing board for power system applications. Frequency estimates are afforded 
in less than one and half 50 Hz cycles. Chapter 4 will describe the design and 
development of this technique.
3.4 Related Work on Instantaneous Frequency Measurement
Extensive research in the area of Signal Processing on the problem of the 
measurement of the IF of a signal has sustained the development of different 
frequency measuring techniques for application fields other than power systems. The 
main concept addressed by these techniques is the development of time-frequency 
representations of real signals for on-line applications. The starting point of this 
approach is given by the discrete short time Fourier Transform [52]. The time- 
frequency information resulting from this technique is corrupted by the spread of 
frequency sidelobes resulting from the observation of short time data windows. 
Different smoothing techniques, such as Hamming, Hanning and other FIR filters, 
help to reduce the Gibbs phenomenon which results from truncation of the observed 
signal. Other techniques have resulted from the short time Fourier transform: 
wavelet transform and Gabor expansion.
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A significant improvement has been given by the Wigner-Ville time-frequency 
transformation. The resulting information on the location of frequency components 
is given as a function of time. A complex representation provided by a previous 
orthogonal decomposition of the observed signal is necessary before the application 
of this transform. The distribution of energy located at the different frequency 
components of a signal at a given instant of time, operates like a time-spectral 
representation of the signal.
Correct use of these techniques requires initialisation of the filter parameters 
according to a particular application. It seems that the problem of tracking a single 
component signal located close to dc and to its first harmonics, such is the case of 
information taken from a power system busbar, implies an expensive computational 
task for these techniques for on-line power system applications. There exists a 
compromise between the length of the observed data window and the resolution of 
the time-frequency representation. This dilemma has been depicted as the problem 
associated with the bandwidth-time product in the Fourier Transform. Essentially, 
there is no way to measure the energy of a particular frequency component at a 
particular instant of time. Instead, energy is associated to a finite bandwidth and to 
information from a finite data window. The resulting problem is a lack of resolution 
in the time-frequency representations. Excellent tutorial information on these 
techniques has been gathered by Boashash [53] and Hlawatsch et al [54].
3.5 Summary
1° The assumption of stationary statistics of power system frequency resulted in the 
development of fast zero crossing and FFT frequency measurement techniques. Due 
to the time varying nature of power system parameters, adaptive filter theory has 
superseded stationary based techniques. An optimum tracking of the power system 
fundamental has been afforded by these filters.
2° Adaptive frequency measurements started with the estimation of voltage phasor 
and the calculation of the speed of rotation of the angle described the estimated
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phasor complex components. Long evaluations resulted from the phasor estimation 
and the frequency calculation which produces accurate estimates from pure 
sinusoidal signals only.
3° Adaptive estimation based on LMS and RLS algorithms rendered the development 
of adaptive AR filters. These techniques are particular well suited for tracking 
multicomponent signals. Resolution of frequency components in the signal spectrum 
is related to the length of the observed data window.
4° The application of Kalman filtering theory to the problem of frequency 
measurement created a new generation of fast estimators. Kalman filtering is 
sensitive to round off noise unless high precision arithmetic is used. Insufficient 
precision of the state variable modelling of the signal or process to be estimated, 
results in a weak estimator which may steer the filter into instability. This condition 
assumes that the model of the noise is intuitively well known to initiate the filter. 
Sub-optimal noise estimators may be added to the Kalman algorithm when dealing 
with nonstationary environments. Kalman filtering can not assume that the observed 
process is always constant. Therefore, some sort of noise should be added to the 
model, for instance a random walk or a random ramp. The use of Kalman filtering 
is better accommodated for tracking a process whose noise statistics can be 
accurately known.
5° Measurement of frequency can be obtained from the derivative in time of the 
angle of the orthogonal components of a complex signal. Phase unwrapping is 
required to unfold the phase angle between the orthogonal components. The 
differences between measuring techniques lie in the orthogonal decomposition 
techniques which are used to yield a complex representation of a real signal, and 
also, on the use of the orthogonal components for the calculation of frequency.
6° Signal demodulation, as used in communication applications allows observation 
of the deviation of the frequency of the input signal from its nominal value which 
will result in a deviation of the split frequency components. Lowpass filtering is
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required to extract the complex components near dc from the remainder of the 
demodulated spectrum. These complex low frequency components exhibit a 90° 
phase shift between each other. A bandpass filter usually precedes the frequency 
convolution to remove non-50 Hz components.
7° Digital implementation of the Hilbert Transform has been proposed by many 
authors. The algorithm of Rabiner and Gold produces an equi-ripple bandpass filter 
which requires compensation for its group delay and for its magnitude at frequencies 
other than the fundamental.
8° The new frequency measurement, as proposed on this thesis, is based on the 
orthogonal decomposition of a signal performed by two bandpass FIR filters. Equal 
group delays and a constant 90° phase shift between the complex components is 
provided. A magnitude compensation algorithm produces unit gain orthogonal 
components. Frequency is not calculated from the derivative of the angle of the 
complex components. Instead, the ratio between a combination of the trend of 
variation of the slope of the orthogonal components and their magnitude results in 
high accuracy frequency estimates avoiding problems such as phase unwrapping. The 
FIR orthogonal and bandpass filters permit a fast tracking of frequency variations 
and produces frequency estimates insensitive to the effect of harmonics.
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CHAPTER 4
A NEW FREQUENCY MEASUREMENT TECHNIQUE
A very simple and elegant frequency measurement algorithm based on the ratio of 
the trend of the slopes of the orthogonal components of a phasor vector and their 
magnitude, was envisaged by Moore and Johns in 1991 [1], It was visualized that 
this algorithm would be well appointed for its application on power system 
frequency measurements.
The initial algorithm of Moore and Johns has established the basis for developing 
a new frequency measuring technique. Following the objectives of the present 
research project the main features of the initial algorithm have been investigated. 
This investigation work rendered the theoretical performance of the algorithm 
allowing a direct comparison with other power system frequency measuring 
algorithms. It was seen that the initial algorithm needed to be made adaptive for 
dealing with the time varying nature of a power system.
Extensive work has been performed to define and evaluate the theoretical 
background of the new measuring technique in order to show the validity of its use 
on power system applications. It will be shown, on the second part of this Chapter, 
that the main features of the frequency measuring algorithm are well supported by 
this background and permit the proper implementation of the algorithm for power 
system frequency measurement.
4.1 Initial Work
The use of microprocessor based frequency measuring techniques, such as zero 
crossing and FFT algorithms, has lost popularity in recent years. Dealing with 
nonstationary parameters for practical power system conditions led to the use of 
adaptive filter theory for power system applications. One of the main factors 
motivating the work of Moore and Johns, and also determining the objectives of the
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present research project, has been the development of a digital frequency 
measurement technique which could employ the approach given by the adaptive filter 
theory in order to overcome the major weaknesses of other measuring techniques as 
shown on the previous chapter.
4.1.1 The Starting Point of the Initial Algorithm
The initial work of Moore and Johns, is based on the orthogonal decomposition of 
a signal for calculating its frequency. For a voltage or a current phasor s(t), its in- 
phase and quadrature components are:
s± {t) = A cos  ( wQt + <|>) (4 .1)
s g{ t) = A s i n  (w0t + <|>) (4 .2)
then,
S ' ( t ) = A 2 Wq c o 3 2 (w0t  + $)  (4 .3)
gg(fc) = -A2 w0 s i n 2 (wQt  + <|>) (4 .4)
It is seen that w0 can be obtained by subtracting equation (4.4) from (4.3):
s i ( t) -  Sq( t )  dSfd [- ]- = A 2 WQ ( 4 .5 )
Since the magnitude of the phasor s(t) equals A , then:
l s ( t )  I = y/ S 2 t) + S 2 q {t) = A (4 .6)
Hence,
S 2 {t) = A 2 (4 .7)
From equations (4.5) and (4.7):
w0 = ---------------------- 1----d ^ _  (4i8)
s 2i (C) + s 2 A t )
Equation (4.8) shows the frequency or rotation speed of the phasor s(t) expressed as
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a ratio of the trend of the slopes of the orthogonal components and their magnitude. 
This ratio, in fact, extracts the information of the speed of rotation of the angle 
spanned by the orthogonal components sft) and sq(t), and, at the same time, removes 
the dependency of the vector on the amplitude A. The validity of this statement for 
a discrete time implementation of the frequency measurement algorithm will be 
shown later in this Chapter .
For the digital implementation of equation (4.8), the input signal s(t) is sampled at 
a fixed rate Ts. The discrete time sequence s[nTs] results from this sampling process 
where nTs = t; henceforth, s[nTs] will be simply expressed as j[n].
Two symmetric FIR filters with 90° phase shift between each other are used to 
produce the orthogonal decomposition of s[n]. The impulse responses of the 
orthogonal filters have been taken from the expression of the Discrete Fourier 
Transform as used to evaluate the frequency contents of a sequence signal at a given 
discrete frequency; in this case, at the power system fundamental frequency. Thus:
N - 1 -j( 2nkfo +
S (Q 0) = £  s [ k ] e  f " ( 4 . 9 )
k  -  0
where N  — f j f 0, f s — 1/TS and f 0 is the power system fundamental frequency. Thus, 
Q0 = 2 irfjfs. The angle <f> has been selected to be equal to tc/N. From this finite 
and causal time convolution, the impulse response of the orthogonal FIR filters are 
expressed as:
h±[k] = s i n [  ” f2V  11 ] ( 4 . 1 0 . a)
h  [k] = c o s [  ( 4 . 1 0 . i?)y N
for k  = 0, 1, .. iV - 1. The frequency responses Hfik) and Hq(U) of the FIR filters, 
show that only a t /  = 50 Hz, Hfil) equals Hg(Q), see Figure 4.1. Moore and Johns 
used a closed expression of the real frequency response of the FIR filters to 
compensate their different gain at frequencies apart from/,. The frequency response 
expressions are given as:
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Gi  = - y  ~ ^0) + + f o) 1
Gg(f)  = - y  [ g { f  -  f 0) -  g ( f  + f 0)]
( 4 . 1 1  . a )
( 4 - l l . jb)
where
s i n  {2n fT0) (4 .12)
= 0.5/f0, T  = 1//*, where / i s  the frequency domain independent variable.
The output of the FIR filters is normalized by using the reciprocal value of Gt(f) and 
Gq(f). At time n, the value of the frequency f[n\ which will be used to normalize the 
output Sj[/t] and sq[n] from the FIR filters, has to be predicted from previous 
frequency estimates; i.e.: this is a one-step predictor process. Moore and Johns used 
the value of the frequency calculated p samples before. Thus, the gain equations 
(4.11.a) and (4.11 .b) become:
Gl [f] = fS n- & . [g{ f [n- p]  -  f 0) + g ( f [ n - p ]  + f 0) ] ( 4 . 1 2 . a)
r o
Gq [f] -  / i y g ]  l gr ( f [fl-p] -  f 0) -  f f { f [ n - p]  + f 0)] ( 4 . 1 2 . i )
The derivative of the orthogonal components was implemented as a one-sample 
backwards difference equation:
(4 .13 . jb)
( 4 . 1 3 . a)
This approximation to the derivative is performed at some time between the current 
and the previous sample, then:
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( 4 . 1 4 . a)
s g [n] s g[n] + s q[n- l ]  
2
(4 . 14  .b)
From equations (4.13) and (4.14), the frequency calculation as given by equation 
(4.8) becomes:
The use of equation (4.15) to approximate the continuous time derivative produces 
a constant error in the frequency calculation. By using the first two terms of the 
McLaurin series expansion of the input signal s[»], this error can be expressed as:
This value must be added to the frequency result. Appendix 3 describes the 
procedure leading to equation (4.16).
4.1.2 Limitations of the Initial Technique
1° The procedure leading to the frequency calculation equation (4.8) was developed 
by using the orthogonal components sfi) and sq(t), given as functions in the 
continuous time domain. Therefore, it is possible to assume that the amplitude factor 
A of the input signal s(t) is automatically cancelled out by the frequency calculation 
equation (4.8). In fact, for power system applications, the amplitude A in s(t) should 
be regarded as a time varying function A (if). For a digital implementation of the 
frequency calculation equation, the orthogonal decomposition of the input signal 
must be achieved by causal, linear and finite impulse response filters such that they 
exhibit a linear phase response and stable numerical properties. After the digital 
orthogonal decomposition, the amplitude sequence A[/i] of the input signal will be 
present on both s^ri] and sf[n]. Since every output sample from the orthogonal filters 
results from the convolution of the input signal sequence s[/i] with a FIR function 
within a finite observation window, then, any variation of the amplitude A (if)
1  s g [i2] s i [i2 - l ]  -  s q [ n - l ] s i [n] 
2 nTg s 2i [n] + s 2g [n\
(4 .15)
2 712f 3 (4 .16)
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exhibited by s(t) within the observation window will be reflected on the orthogonal 
outputs. It will be shown in the second part of this chapter that the variations of the 
amplitude must be smaller than the variations of frequency such that an optimum 
complex representation of the real input signal can be properly achieved by digital 
means. Otherwise, the estimated frequency will reflect any possible variation of the 
amplitude A(t).
2° The frequency response of the orthogonal filters as given in equation (4.11) is 
formulated in a closed expression. An analysis of the impulse response of the 
orthogonal filters by using the Z Transform, will produce a more explicit connection 
with the Hilbert Transform approximation.
3° In order to normalize the output of the orthogonal filters at a time n , a one-step 
prediction of the frequency value J[n\ should be performed. It will be shown that by 
estimating the normalizing frequency from a weighted ratio of the amplitude and 
frequency, the normalization of the gain of the filters will produce an optimum 
orthogonal decomposition, in the sense that the influence of a time varying amplitude 
on the finite convolution window will be minimized.
4° It will be shown later in this chapter that the frequency response of the 
orthogonal filters may allow noisy components to corrupt the frequency calculations, 
therefore, an additional signal enhancement has to be provided.
4.2 Theory Development to Support a New Algorithm
As shown in Chapter 2, the calculation of the frequency as given by equation (4.8), 
is well supported by the concept of the IF of a real single component signal. 
Therefore, this equation will be essentially followed to support a new frequency 
measuring algorithm. Proper account of the limitations shown by the initial 
measuring algorithm will be undertaken by the development of the new technique.
It was seen in the previous section, that one of the main limitations of the initial
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measuring algorithm, particularly at the stage of the formation of the orthogonal 
components, is concerned with the influence of a time varying amplitude of the 
fundamental component. Since the orthogonal decomposition is to be carried out by 
FIR filters for its digital implementation, then, variations of the amplitude of the 
fundamental component will be present within the finite observation windows used 
by the filters. In order to assess the causes and effects of this problem, it is required 
to analyze the time and frequency response of the orthogonal decomposition stage.
4.2.1 Time and Frequency Response of the Orthogonal Filters
The truncated duration of the impulse response of the filters h^k\ and hq[k] as given 
in equation (4.10), can be viewed as the product of two symmetric real sequences 
c,[/i] and cq[ri\ which display a 90° phase shift each other, with a unit gain 
rectangular window p[k] = u[k] - u[k - N\:
h ±[k] = p[k \  x Ciin] (4 .17 .a)
h q [k] = p[k] x cq [n] (4.17.&)
where u[k\ = 1 for k  > 0, and u[k] = 0 for k  < 0. Figure 4.2 shows the 
rectangular window p[k] for a specific length of 80 coefficients, and the orthogonal 
components c,[w] and cq[n\ where:
Ci[n] = c o s [ 11 i2n * - I ]  ( 4 . 1 8 . a)
c J n ]  = s i n [  * (2” 'f 1) ] ( 4 . 1 8 .b)y N
p [ k ] = 1  f o r  k  = 0 , 1 ,  . . . N - 1 ( 4 . 1 8 . c )
Figure 4.3 shows a picture of the cf[«] and cq[n] after being truncated by p[K\. The 
value of N  has been chosen to afford particular features from the orthogonal filters 
as it will be shown from the analysis of their frequency response as follows.
In the frequency domain, the Fourier Transform of a discrete-time sequence is given 
by the Z Transform. For the rectangular window p[k], its Z Transform is:
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■7 - 'T’tf-1
P(z)  = — -----%—  (4.19)z  + 1
Equation (4.18) has been taken from the impulse response of the orthogonal filters. 
Thus, an expansion of equation (4.17) yields:
[Jc] = p[Jc]cos ( i2£)cos( -£)  - p [ i c ) s i n ( ^ ) s i n ( i )  ( 4 .2 0 . a)
N  N  N  N
hq[k] = p[k] s i n ( - ^ £ ) c o s  (^)  + p[k] cos ( - ^ £ )  s in  (- )^ (4.20.2>)
The Z Transform of the first term on the right side of equation (4.20.b) yields:
Zip(k)  s i n ( -^ ^) c o s ( -£ ) }  = 4-cos (2-)[p(zeja°) -P(ze~ja°)] (4.21)
N  N  2 N
Similarly for the second term:
z {  p ( j c ) c o s ( - ^ ) s i n ( - £ ) }  = i c o s  (-J.)[p(zeJ'°0)+P(ze"jQ°)] (4.22)
l N  N  ) 2 N
where = 2tt/N. From equations (4.19), (4.20) and combining them with (4.21) 
and (4.22), the Z Transform of the in-phase and quadrature sequences h^k] and 
hq[k] is given as [55]:
z  c o s ( - ^ )  (1 - Z~X)  (z  - 1)
H^z)  = -------- _-±--------- ---- ------------  (4.23.  a)
z 2 - 2zcos(Q0) + 1
z s i n ( - ^ )  (1 - z~N) (z  + 1)
HAz)  = -------- —±---------— ------------  (4.23 .b)
z 2 - 2zcos(Q0) + 1
The following points about the frequency response of the orthogonal filters as given 
in equation (4.23) should be noticed:
1° At Q = Q0, the terms cos(ft0/2)[z + 1] and sin((V2)[z - 1] will allow that the 
magnitude of the frequency responses of equations (4.23.a) and (4.23.b) to be equal:
| HJQ) | and | Hq(U) | = N/2. This feature is possible because of the phase 
factor tt/N  present in the impulse response of both filters.
2° The factors [z - 1 ] and [z + 1] produce a natural 90° phase shift between Hfil)
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and Hq(U) for all frequencies within -x < ft <; x. This particular point will be 
better appreciated later from equations (4.25.b) and (4.26.b).
3° For a value of N  equal to N  = f j f 0, i.e.: the number of coefficients N  of the 
orthogonal filters equals one 50 Hz cycle, then, the factors z and [1 - z'N] in both 
(4.23.a) and (4.23.b) will produce zeros for both Hfit) and Hq(U) at ft = 0, 2ft0, 
3ft0, and subsequent harmonics of the fundamental.
4° Since the orthogonal filters are linear, time-invariant and causal, we can use the 
one-sided Z Transform [56] of equation (4.23), where z = re*1, for r = 1 in the unit 
circle plane and ft is the normalized frequency ft = 2xf/fs. Thus, equation (4.23) 
becomes:
- i Q i ^ - 1 )  2 cos ( ^ )  s i n ( ^ )  sin(-^)
Jfi ( e j°) = - e  J (~ ) -----------------  2 - ----2— (4.24.  a)
1 cos (ft) - cos (ftn)
-7-q(*£1 ) 2 s i n ( ^ ) s i n ( ^ ) c o s ( - ^ )
HQ(eia) - j  e 2   2 -/ n  ,----—  ( 4 . 2 4 . jb)
9  J  c o s  ( f t )  -  COS ( f t 0 )
Equation (4.24) can be depicted in terms of its magnitude and phase as functions of 
the frequency ft:
2 c o s ( - ^ ) s i n ( M ) s i n ( J l )
Ifli {Cl) I = ------------ =77^ ^ - n r \— —  ( 4 . 2 5 . a)1 cos  (ft) - C O S (ftQ)
-j£L (n- i )
and:
^ ( f t )  = - e  2 ( 4 . 25  .Jb)
. 2 s i n ( - ^ ) s i n ( ^ ) c o s ( - ^ )
lH_(ft)l = ------------------  ^ 7r l---- ±— ( 4 . 2 6 . a)9 c o s  (ft) -  COS (ftQ)
- jll  (N-l)
i ( f l )  = j  e  2 (4 . 26 .jb)
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5° At = Q0, both equations (4.24.a) and (4.24.b) show a singularity in both the 
numerator and denominator. By using the rule of L’Hopital, Appendix 4 shows that 
the magnitude of the filters becomes: | HffiJ  | = | Hq(flJ | = N/2. Note that 
the phase response of the filters does not show any singularity at this frequency. If 
the frequency response of the filters had been obtained by using the Discrete-time 
Fourier Transform, the use of sums by this transformation would had overcome this 
double singularity but at the expense of a very lengthy evaluation.
6° From equations (4.25) and (4.26), it is seen that the magnitude response of the 
in-phase filter is almost equal to that of the quadrature filter. Figure 4.4 shows the 
transfer function magnitude of the orthogonal filters for N  =  80. As pointed out in 
the first note: a) at 0  = Q0, the gain of the filters equal N/2, and b) there are zeros 
at dc and at the subsequent harmonics of the fundamental
7° From equations (4.25.b) and (4.26.b), the phase response of the filters can be 
expressed in a linear form as:
-j'4r (tf-D Q^ ( 0 )  = L - e  2 -  180° -  ^  {N -  1) ( 4 . 2 7 . a)
<^(£1) = L -  90° -  £  (if -  1) (4 .27 .b)
It is noticed that the transfer function of the quadrature filter lags by 90° the 
response of the in-phase filter at all frequencies as pointed out previously. Figure 4.5 
shows the phase of the frequency response of the filters. The group delay of the 
filters can be calculated from the last equation:
* ( 0 )  = - ^ § 1  .  ( 4 . 2 8 . a)
gg m  -  -  -  ^ 4 ^  ( 4 .28 .b)
The two filters show the same group delay irrespective of the frequency.
4.2.2 Approximation to the Hilbert Transform
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Figures 4.6.a and 4.6.b show the magnitude and phase functions, respectively, in 
the frequency domain, of a Hilbert Transform filter as described in Chapter 2 and 
included here for practical purposes:
HT{ t) = C.P.V.  f — ( 4 . 2 9  .a) J 71 ( t  -  T)
HT{C1) = - j  sgn(Ql) (4. 29. 1?)
If the magnitude of the transfer function of the orthogonal filters Hfil) and Hq(U) 
as given by equations (4.24.a) and (4.24.b), respectively, can be normalized to unit 
gain with respect of the frequency 0, then:
magi {Cl) = magq{Cl) = 1 . 0  (4 .30)
Thus, equations (4.25) and (4.26) become:
-J
^ ( 0 )  = - l , 0 e  2 ( 4 . 3 1 . a)
-j-§ (tf-Dtfg (Q) = j  1 .0  e 2 (4 . 31  .b)
Equating (4.31.a) to (4.31.b), then:
■ ( 4 . 3 2 . a)1 . 0  =
( ^ -1)e 2
1 , 0  = ---- 5 *1 5 ]----  (4 . 32. 1?)
. -J-? (tf-DJ e 2
Hence,
Hq (O) = ~jH± (Q) f o r  -it z Cl z ti ( 4 . 3 3 )
Equation (4.33) shows that the frequency response of the quadrature filter 
approaches the frequency response of the Hilbert Transform -equation (4.29.b), of 
the in-phase filter at all frequencies in the unit plane for -tt <  Cl <  ir, if the 
magnitude of both filters is normalized to unit gain. It will be shown in the next 
Chapter that this statement can be achieved for a narrow bandwidth centred at f 0 = 
50 Hz.
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As stated in Chapter 2, an optimum complex representation of a real single 
component signal can be achieved if the orthogonal decomposition approaches 
correctly the Hilbert Transform: 90° phase shift between the orthogonal components, 
unit gain and equal and constant group delay within a bandwidth centred at the 
fundamental frequency. In this sense, the frequency analysis of the proposed 
orthogonal filters confirms the validity of their use for measuring power system 
frequency by digital means.
4.2.3 One-Step Predictor for Frequency Response Normalization
It was seen in section 4.1, that, at a given time n, the value of the frequency f[ri\ 
is used to normalize the gains of the orthogonal filters. However, at time n, the 
value of J[n] is yet unknown. This value has to be predicted one-step in advance; 
that is: f[ri\ has to be estimated in terms of the most recent results of the frequency:
£[ri\ = E i f [ n ] I f [ n - l ]  , . . .  f [ n - l - M \  } (4 .34)
where E {• } denotes the best estimate of f[n\ based on its last samples. The use of 
a one-step frequency predictor is needed for two reasons:
1° To normalize the gain of the orthogonal filters as already discussed.
2° The following discussion will show that the influence of a time-varying amplitude 
of the fundamental component on the formation of an optimum complex 
representation of the input signal s[/i], by a correct orthogonal process yielding $[«] 
and sg[n\ , can be minimized if the one-step frequency predictor is formed from the 
history of both the magnitude of the orthogonal components of the input signal and 
its frequency.
4.2.3.1 Optimum Frequency One-Step Predictor
In his studies on optical coherence, Mandel [9] pointed out the problem of producing 
an optimum envelope or magnitude representation of a real function like s(t). As
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discussed in Chapter 2, this representation can be afforded from the complex 
representation of s(t) by using the analytic signal z(t), such that the envelope 
becomes the magnitude of the orthogonal components sfi) and sq(t) of s(t). The 
envelope | z(t) | , as a function of time, is already familiar:
\ z{ t ) \  = J s ^ i t )  + s g2 {t)  (4 .35)
Hence, z(t) is expressed as:
z ( t )  = lz( **(tn (4 .36)
It should be noticed that under this approach, the following discussion about the 
problem of an optimum envelope representation is to be related to the continuous 
time domain. Nevertheless, in the discrete time domain, our problem concerning the 
variations of the amplitude of s[n] within the FIR filters observation window is the 
same in the sense that it is necessary that the influence of the variations of the 
amplitude over the estimation of the frequency can be minimized.
For a real signal like s(t), its complex representation z(t) can be expressed as:
z(  t) = i  (t) + j i  ( t) (4 .37)
where i(t) is the Hilbert Transform of the in-phase component of s(t) as given 
already in Figure 2.7. In order to understand the behaviour of the envelope which 
results from the use of z(t), another complex envelope eft) will be used, such that 
variations in the envelope of z(t) will be directly reflected by e(t). By using z(t) and 
a complex modulation factor, eft) will be given as:
e ( t )  = z { t )  e-’w°t (4 .38)
accordingly, the in-phase component of sft) is:
i ( t )  = Re[ e { t )  e ~JWat] (4 .39)
It is seen that eft) will reflect any variation of the amplitude Aft) in s(t). Now, it is 
necessary to observe when eft) will display the slowest variations. That is,: we need 
to find the point where the energy M  of eft) will reach a minimum value in a least-
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square sense. From Parseval’s theorem:
M = 271 E d e { t )d t ( 4 . 4 0 )
where E{* } is the expected value. From Appendix 5, M  can be expressed as:
M = /  (w-  Wq) 2Szz(w) dw ( 4.41)
Equation (4.41) shows the counterpart of the Parseval’s theorem in the frequency 
domain where Sa(w) is the power spectrum of z(t). Sa(w) is the Fourier Transform 
of the autocorrelation function of zft): FTfR^fr)} = FT[E{z(t)z(t+r)]. Minimizing 
M  with respect of w0 gives:
dM
dwn = 2 w0 j  Szz {w) dw -  J  wSzz {w) dw = 0 (4 .42)
thus:
00
f  w Szz (w) dw 
w„ = ^ ---------------  (4 .43)
J~ Szz (w) dw
— 00
Hence, minimizing the complex representation e(t) of the envelope of z(t), in a least 
square sense, implies that w0 is the centre of mass of Sa(w), i.e: w0 is the mean 
frequency of the power spectrum of complex function z(t) representing the real 
signal sft). Equation (4.43) shows that a variation of the amplitude a(t) in sft) will 
be displayed in the power spectrum of zft) both in the numerator and in the 
denominator, thus, if a(t) were a constant in the time axis, then w0 = w. Appendix 
6, shows that w0 can be given in terms of the spectrum of the real signal sft):
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J w SeB (w) dw 
= ± - --------------- (4 .44)
j s sg{w)dw
0
It is seen that due to the use of the Hilbert Transform in z(t), the integral functions 
in equation (4.44) are evaluated for positive frequencies only. For a digital 
implementation of this equation, the integral functions are approximated by finite 
sums within the interval 0 ^  Q ^  x. Appendix 6 also shows that w0 can be given 
in terms of the ratio of the expected values of the product magnitude times frequency 
divided by the expected value of the magnitude:
. E {a2 ( t) wQ ( t ) }
w0( t  = --------. ’ ° . (4 .45)
s ( a 2 (t )}
Equation (4.45) displays, in a clearer form, the minimization of the influence of a 
time varying amplitude a(t) in the estimation of the frequency wjt).  According to 
Papoulis [10], this frequency corresponds to a weighted average of the instantaneous 
frequency w0(t) of s(t).
Equation (4.45) renders the best estimate of the instantaneous frequency w0(t) of s(t) 
in the sense that the influence of any variation of the amplitude sl( t) will be 
diminished. Equation (4.45) is the basis of the one-step frequency predictor to 
normalize the gain of the FIR orthogonal filters. A digital implementation of this 
equation has been accomplished by using two moving average (MA) filters which 
provide the best estimate to the expectation functions of equation (4.45). This 
approximation is valid on the assumption that the variations of the amplitude are 
wide sense stationary ergodic, i.e: the average of amplitude variations observed 
within a time interval will approach the average of observations performed at other 
times. Hence, the one-step frequency predictor can be given as:
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a 2 [ n-k]  w0 [n - k ]  
w0 [n] = — £ L _ --------------------  (4 .46)
where P is the length of the MA filters.
4.2.3.2 Amplitude-Weighted Instantaneous Frequency
According to Strom [58], the instantaneous frequency is well defined for real signals 
with constant amplitude. However, the use of the analytic signal to produce a 
complex representation of a time-varying amplitude/frequency real signal, for 
purposes of estimating the IF of the signal, may lead to IF estimates with infinite 
variance. If the amplitude of the signal to be represented is constant in time, then 
the representing envelope will also be constant. Strom proposes an amplitude- 
weighted instantaneous frequency which should reduce the variance of the estimates 
of the IF of a narrow band pass signal like s(t), thus:
„,*(t ) = f o r  = 1 , 2 , 3 , . . .  (4 .47)
£fa*(t)>
where a(t) = s2;(t) + s2q(t). For k = 1, the frequency given by equation (4.47) is 
very close to the weighted average frequency given by equation (4.44). In the case 
of a single component FM deterministic signal, Sun and Sclabassi [51] have 
similarly shown that the variance of the IF of a signal given by a complex 
representation, approaches the variance of the frequency given by its Fourier 
Transform since the Fourier Transform does not treat the amplitude modulation as 
a separated process due to the complex representation leading to the IF of a signal. 
Even when we are more concerned with AM/FM signals, this statement also points 
out the influence of the amplitude on the complex representation of a real signal.
Using different approaches, the association of the amplitude with the IF is shown to 
arise from the use of a complex representation of a real signal. In this sense, the 
frequency w0(t) provides a physical meaning only for a single component AM/FM
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real signal and it makes possible an optimum envelope representation of the signal 
by using a complex function.
4.2.4 Amplitude Compensation in the Difference Algorithm
Digital implementation of equation (4.8) for the calculation of the frequency w0 
implies an approximation to the continuous time derivative of the orthogonal 
components dsfi)/dt and dsq(t)/dt as already expressed by equations (4.13) and 
(4.14). A discrete time equivalent to w0 has already been given in equation (4.15). 
It will be shown that assuming piecewise linearity between consecutive samples 
when using the one-sample backwards differentiation, exhibits a factor which is 
related to the amplitude of the input signal and, therefore, it must be considered 
during the calculation of w0. It will be seen that this factor specially accounts for a 
time varying amplitude.
For a given sampling rate Ts, the continuous time expression of a one-sample 
backwards difference equation may be given as:
d ^ U )  = s , i { t )  __ S l i t )  AT) {4 48 a)
„ S 'q { t ) ,  v c) -  ( 4 . 4 8 . * )
d t  q a t
where A T  = Ts. To avoid numerical instability for a digital implementation, the 
samples at time t are given as:
. . S ( ( t )  + s ^ t - A T )
s i { t )  = — ---------- ---------------  (4.  49.  a)
flg(C) ,  j g (£ L L f a.(£l ^ l  ( 4 . 4 9 . * )
Hence, from equation (4.15), the calculated frequency/, = Wq/2tc will be:
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_ s qi t )  s ±i t ~ A T )  -  s g ( t -AT)  s ±{t) 
0 2 r tA r [ s 2i (t) + s 2„(t)  ]
( 4 . 5 0 )
From the definition of the real signal s(t), the orthogonal components should be:
and
s i {t)  = a ( t) cos  (w0t) 
s q i t) = a( t) s i n ( v 0t)
s ± ( t  -  A T) = a ( t - A T )  cos  [v0( t - A r ) ]
s q i t - A T )  = a ( t - A T )  s i n  [ w0 ( t  -  A T) ]
( 4 . 5 1 . a) 
(4 . 51.  jb)
(4. 52.  a) 
(4 . 52 . jb)
Thus, f 0 becomes:
fn =
s i n { w 0AT) a i t )  a [ t -  A t )
27tAT . s /  i t) + s 2 ( t ) .
(4 .53)
From equation (4.51), a(f) and a(f - AT) can be expressed as:
<a(t) = y j s ^ i t )  + s * ( t )  (4. 54.  a)
a ( t - A T )  = yj s 12 i t - A T )  t s ^ t - A T )  (4.54.jb)
The term sin(w0AT) in equation (4.53) can be expressed in terms of the first two 
terms of its McLaurin expansion:
47i3fv 5A r 3s i n { w 0AT) = 2iuf0Ar  -  ------- -^-----
Hence, equation (4.53) becomes:
2 n 2f 3 A t 2f  = I f  -  0 1 s 2 [ t -  AT)  + s 2 { t - AT )
s / i t )  + s 2 i t) 
The discrete time expression of equation (4.55) is:
(4 .55)
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f  = r f  -  2 5 ! £ l i  
0 3f.»  N
s / t r z - l ]  + g g2 [ j3- l ]  
£? / [13] + S  2 [ 12]
( 4 . 5 6 )
It can be noticed that if the amplitude of the input signal sft) is constant, then:
( 4 . 5 7 )f  -  f  2 * 2 jf°3 * 0  -  0 -
Equation (4.56) is equal to equation (4.15) including the error given by equation 
(4.16). If the amplitude a (t) is varying in time, use of the one-sample backwards 
difference equation must include the amplitude compensation of equation (4.56).
4.2.5 Bandpass Selectivity Enhancement
It can be seen from Figure 4.4 that the frequency response of the orthogonal filters 
is far from an ideal bandpass filter even when it does provides zeros at dc and at the 
50 Hz harmonics. As stated in Chapter 2, any noise component entering the 
bandpass interval will affect the complex representation leading to the frequency 
estimation. The principal matter of concern in the present section is the extent of the 
main and the second sidelobes of the frequency response of the filters, since for a 
fundamental frequency drifting away from 50 Hz, the harmonics will certainly 
intrude within the nearby sidelobes. In fact, even if the fundamental component 
remains constant at 50 Hz, some other sort of high frequency noise may randomly 
appear within any of the frequency sidelobes at any time.
A further enhancement of the bandpass selectivity of the FIR orthogonal filters has 
been accomplished by two means: a) a FIR time invariant lowpass filter, and, b) a 
FIR adaptive bandpass line enhancer. The line enhancer filter should precede the 
orthogonal filtering stage.
4.2.5.1 Time Invariant Filtering
Two different lowpass filters have been tested: a Kaiser filter designed by the Remez
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exchange procedure and a Hamming filter. These two filters display a finite impulse 
response, and, thus, a linear phase response with a constant group delay. A Kaiser 
lowpass filter, was designed to cut very close to dc as required for this application. 
It has been observed that the implementation of the Kaiser filter requires a higher 
number of coefficients of its impulse response to achieve the same performance in 
the stop band as a Hamming filter. On the other hand, the design of the Hamming 
filter allows location of a zero at a given frequency by changing the number of 
coefficients. The impulse response of a Hamming filter is given as:
h a m n i n g i k ] = a -  ( 1 - a )  co s [ - 2 ^ ]  f o r  k  = 0 , 1 . . .  N - l  (4. 58)N
where a  = 0.54. For N = f j f 0, the first zero will occur a t /  = 2f0; while, for N=  
fJ 2 f0, the first zero will lie a t /  = 4f0. The frequency response of equation (4.58), 
as shown in Appendix 7, is expressed as:
At 0  = 0, the magnitude equals aN. At ft = ft0, the magnitude equals (1 - a)N/2. 
The group delay is approximately (N - 1)/2. The frequency response of a Hamming 
lowpass filter as shown in Figure 4.7 f o r /  = 4 kHz and f 0 = 50 Hz, results in a 
80-coefficients filter. The same figure also shows a Kaiser lowpass filter with an 
equal cut off frequency but with a length of 103 coefficients for an attenuation of -40 
dB and a ripple of 0.1 dB in pass and stop bands.
4.2.5.2 Adaptive Bandpass Filtering
Additionally, an adaptive line enhancer (ALE) was developed to extract the 
fundamental component from noise. The ALE is based on a recursive least squares 
algorithm implemented with a lattice structure in order to provide a faster 
convergence as compared to LMS algorithms. Figure 4.8 shows the diagram of the 
RLS-ALE filter. The components of the input signal y[n] are the fundamental
i/(G) = a e
2




Chapter 4. A New Frequency Measurement Technique
component s[/i] and the additive noise y[/i].The delta A box is a decorrelation factor; 
it basically performs a delay of d samples which renders a decorrelation between the 
fundamental component s[n] and the additive noise v[n\ in order to extract s[w] from 
the noise. Then, the output y[n] of the filter will yield the best estimate of the 
fundamental component s[/i] in a least-square sense.
In figure 4.8, the error e ^ f / i ]  corresponds to the difference between the input 
signal y[n\ and the expected value of the decorrelated signal y[n-A]. If eVit«] is 
uncorrelated with y[n], then y{ri\ — s[«]. For a white noise sequence corrupting 
y[n\, a value of A = 1 will produce an effective decorrelation. However, for the 
second and third harmonics of 50 Hz, which typically exhibit a higher energy 
content as compared to any other noisy component within a bandwidth close to the 
fundamental, this value of decorrelation is not enough. It was found that for a 
sampling rate of 4 kHz, the optimum value of A was 40 samples; that is, the second 
harmonic located a t /  = 200 Hz ±  A/, would be found by the orthogonal FIR filters 
with a length of 40 coefficients. It will be seen in Chapter 5 that during 
exponentially decaying patterns of the fundamental frequency, the second harmonic 
also decays from 2f Q at twice the speed of decay of f 0, while the third harmonic falls 
three times faster, thus the decorrelation factor must be adjusted correspondingly.
In Chapter 5 will be shown the use of a RLS-ALE filter with a decorrelation factor 
of 40 samples and an order of 10 lattice adaptive stages. It has been seen that this 
order of the filter is good enough to track s[n\ without requiring a very hard- 
handling filter. However, as already stated, an adaptive adjustment to the value of 
A has to be included to track deviations of the fundamental in order to remove the 
first harmonics appearing in the input signal.
Figure 4.9 shows a block diagram of the new frequency measuring algorithm. The 
normalizing stage is indicated as the Frequency Response of the filters: for a given 
weighted frequency value, the magnitude of the frequency response of both filters 
is computed by equations (4.25) and (4.26). For the implementation of this algorithm 
on a digital signal processing board, the normalizing stage has been achieved by
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using a look-up table containing the frequency response of both filters.
4.3 Conclusions
1° The initial frequency measuring algorithm of Moore and Johns is based on the 
digital implementation of equation (4.8). The development of this equation has been 
given in the continuous time domain, and thus, it eliminates the influence of the 
amplitude A of the input signal s(t) at a given time t. As it was shown later, this 
assumption may not be correct for a digital implementation of the frequency 
measuring algorithm.
2° In the initial algorithm, the digital implementation of the frequency calculation 
equation (4.8) has been accomplished by using two FIR orthogonal filters. A closed 
frequency response of the filters was presented by Moore and Johns. It was seen that 
the gain of the filters should be normalized at frequencies other than the 
fundamental. A normalizing value can be given from a one-step predictor estimation. 
The initial algorithm proposed to use the value of frequency estimated p samples 
before.
3° Approximation to the continuous time derivative of the orthogonal components has 
shown that an error, given as a function of the frequency, has to be added to the 
final estimates to smooth the effects of the discrete time approximation.
4° The main limitations of the initial measuring algorithm are: a) frequency estimates 
are sensitive to variations of the amplitude of the input signal; this sensitivity is due 
to the nature of the discrete-time implementation which requires the use of FIR 
filters, b) harmonics of the fundamental and other noisy components will be removed 
by the natural zeros of the frequency response of the filters, provided that these 
components fall close to the zeros of the frequency response, otherwise, the 
frequency calculation will be corrupted.
5° It has been shown from the frequency analysis of the orthogonal filters as
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proposed by the initial algorithm, that their frequency response expressions 
effectively provide an optimum complex representation of an AM/FM real signal, 
in the sense that the quadrature filter becomes the Hilbert Transform of the in-phase 
filter. This holds true provided that the gain of both filters is normalized about the 
fundamental, since it has been confirmed that the orthogonal outputs of the filters 
exhibit a 90° phase shift each other and equal group delays irrespective of the 
frequency. The orthogonal filters also provide natural zeros at dc and at every other 
harmonic of the fundamental. The bandpass filtering interval about 50 Hz is afforded 
with a short and constant group delay. It was shown in Chapter 3 that other 
orthogonal transformation techniques like the discrete Hilbert Transform and the AM 
demodulation process, do not afford the unique features exhibited by the FIR 
orthogonal filters concerning the orthogonal decomposition and the bandpass filtering 
characteristics which are required for power system applications. Therefore, the 
current frequency analysis validates the use of this complex representation for the 
measurement of power system frequency by digital means.
6° Analysis of the approximation to the derivative of the orthogonal components 
when using a one-sample backwards difference equation, has shown that a 
compensation factor should be added to the frequency estimates in order to cope 
with variations of the amplitude of the input signal.
7° It has been shown that an optimum reduction of the effects of a time varying 
amplitude on the complex representation procedure, can be achieved if a normalizing 
frequency value is predicted one-step in advance. The predicted frequency is 
produced by an estimation strategy based on the weighted average of the frequency. 
The average is formed from the ratio of the expected value of the product of the 
magnitude times the frequency, divided by the expected value of the magnitude. This 
ratio also shows that variations in time of the amplitude in the observed input signal 
can be minimized. Different authors have pointed out the need of weighting the 
frequency when a complex representation is used in order to reduce the influence of 
a time varying amplitude in the observed signal, and thus, to reduce the variance of 
the frequency estimates. An approximation to the expectations forming the weighted
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amplitude-frequency ratio has been achieved by using moving average filters.
8° From the frequency response analysis of the filters, it was seen that a further 
signal enhancement should precede the orthogonal decomposition stage in order to 
remove the influence of noisy components falling within the neighbour frequency 
sidelobes of the filters. The principal matter of concern is the intrusion of the second 
and third harmonics into the bandpass interval of the filters if the fundamental 
frequency drifts away from its nominal value. Three different techniques were 
analyzed: two FIR fixed lowpass filters and an adaptive line enhancer. It was 
observed that the use of a Hamming lowpass filter offered a better performance 
concerning a shorter impulse response and a smoothed bandpass magnitude as 
compared to a Kaiser filter design. The adaptive line enhancer was developed as a 
recursive least-squares filter with a lattice structure. A decorrelation factor provides 
good rejecting features of harmonics provided that the fundamental frequency does 
not drift away from 50 Hz; otherwise, a very expensive computational algorithm 
would have to be used in order to feed back the frequency estimates into this 
adaptive filter for recursively adjusting the decorrelation parameter. Therefore, the 
Hamming lowpass pre-filter has been used throughout this work.
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Figure 4.2 Two symmetric and orthogonal 
functions c,{/t] and c [^n] and a 80-points unit 
rectangular window p[k].
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Figure 4.7 Frequency response of a 
Hamming and a Kaiser lowpass filters, for 80 
and 103 points, respectively.
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Figure 4.9 Block diagram of the new frequency measurement technique.
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CHAPTER 5
PERFORMANCE ASSESSMENT OF THE ALGORITHM
The theory supporting the new frequency measuring algorithm was presented in the 
last Chapter. It was shown that this algorithm provides the best approximation to the 
complex representation of a real signal for the estimation of its frequency, thus, it 
can provide accurate estimates of the instantaneous frequency of a signal which can 
be taken from a power system busbar. Frequency estimates result from the weighted 
ratio of the gradient of the orthogonal components of a real signal. The orthogonal 
decomposition of the real signal is accomplished by two symmetric and orthogonal 
FIR filters which, additionally, provide a bandpass filtering of the signal about its 
fundamental component..
The assessment of the performance of the frequency measuring algorithm is 
addressed in this Chapter. It is aimed to certify that the method of the complex 
representation of a single component real signal may convey to the correct estimation 
of the IF of the signal. Two main stages have been proposed to ascertain the validity 
of the algorithm. Firstly, a set of deterministic testing signals has been implemented 
in order to evaluate the main features of the algorithm. In this group, the parameters 
of the signals, such as amplitude, frequency and noise interference, can be defined 
during the implementation of the testing signals. In this way, the performance of the 
algorithm can be compared against known patterns which determine the variation of 
these parameters. Secondly, a collection of simulations of typical power system 
conditions has been developed by using computer-based power system models. It is 
expected to establish the extent of the effectiveness of the measuring algorithm for 
power system applications.
5.1 Assessment of the Main Features
At this stage, it is required to determine the response of the measuring algorithm 
with respect of variations of the main parameters of the signal under observation,
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that is: its amplitude and frequency. It is also needed to estimate the influence of 
additive noise on the algorithm’s performance.
During the present series of deterministic simulations, the term fault will be used to 
denote the type of disturbance simulated during a particular study case.
5.1.1 Algorithm’s Sensitivity to Amplitude and Frequency Variations
A signal modulated both in amplitude and in frequency is shown in Figure 5.1. Both 
modulation parameters follow an exponential decay pattern. The following equation 
describes this signal as a function of time:
Xft) = ATI + M(f)]sin(27u/0f - Af i t  + Tm  e~ " Tnri) (5.1)
where AT is a constant determining the maximum excursion of the amplitude of xfi); 
p is the amplitude modulation index. The amplitude modulation function A(t) is 
given as:
A(t) = e '“ Tut (5.2)
The following values have been assigned to the main parameters of equation (5.1): 
f 0 = 50 Hz; K = 0.5; p = 0.5; = 0.2 s; A / = 2.0 Hz; Tm  = 1.0 s. The
sampling frequency i s /y = 4 kHz. The effect of the exponential decay modulation 
is started at t — 110 ms, this is intended to be indicative of some power system 
fault. Figure 5.2 shows the trajectory of the estimated frequency (broken line) by 
using the delay predictor as proposed by Moore and Johns [1]. The length of the 
delay is 4 samples. The next equation defines the frequency f(t) of the test signal 
which corresponds to the derivative in time of the phase argument of xfi):
M  = /„ '  Ay[l - (5.3)
The same figure displays f(t) which provides a means of reference for the evaluation 
of the measuring algorithm. The trajectory of the reference frequency about t = 100 
ms is displayed in Figure 5.3. In the same figure, the broken line corresponds to the 
frequency estimated by the delay predictor technique, whereas the solid line shows
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the frequency obtained from the weighted one-step predictor as described in Chapter 
4. The influence of the exponential decay of the amplitude on the trajectory of both 
frequency predictors, is shown in the same figure. It is seen that the delay predictor 
exhibits higher oscillations as compared to the weighted predictor.
The input signal and its in-phase component, as produced by the measuring 
algorithm based on the weighted predictor, are shown in Figure 5.4. For clarity, the 
quadrature component of the input signal has been omitted in this figure. Two cycles 
before the fault are included in this figure in order to show how the in-phase 
component (broken line) is accurately tracking the input signal. At the time when the 
fault is up, and during the first negative half cycle of the input signal, it is seen that 
the in-phase component is attempting to track the sudden reduction of the amplitude 
of the input signal, from 100% to 80% which occurs in less than 5 ms. During this 
time, the trace of the input signal lies behind the trace of the in-phase component. 
With respect of the delay time between the traces of the signals, it can be said, that 
if the rotation of angular phase of the input signal were retarded, a similar delay 
effect would be observed irrespective of any change in the amplitude of the input 
signal. This is to explain the response of the frequency measurement algorithm to 
the sudden reduction of the amplitude of the signal. Correspondingly, a negative 
excursion of the measured frequency is produced as shown in Figure 5.3.
It can be seen during the following second half of the first negative cycle, that the 
trace of the input signal now leads the trace of the in-phase component. Then, the 
measured frequency exhibits a positive overshoot at t — 115 ms as shown in Figure
5.3. This leading effect stops at time t = 120 ms at the zero crossing. At this time, 
the trace of the input signal lies behind the in-phase component once again and a 
negative excursion of the measured frequency is produced.
Following the transient in the frequency due to the abrupt reduction of the 
amplitude, a small ripple appears on the trace of the frequency as shown in Figure
5.3. This ripple corresponds to the effects of the amplitude modulation process 
which is not completely over. As seen in figure 5.2, the mean value of the measured
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frequency exactly follows the trace of the reference frequency (solid line).
The influence of an AM process on the estimation of frequency was pointed out in 
Chapter 4. It was shown by Strom [58], a infinite variance in the estimation of the 
frequency of signals modulated in amplitude. It was also shown in that Chapter, that 
the formulation of the frequency algorithm in the continuous time domain did differ 
from the discrete time domain due to the group delay of the digital filters. In Figure
5.4 is clearly shown the time taken by the adaptive frequency one-step predictor to 
track the input signal at the time of the fault occurrence. Therefore, the ripple 
imposed on the measured frequency does not correspond to variations of the 
underlying frequency and, thus, they must be removed. This problem will be 
accounted for in the next study.
In Figure 5.5 is displayed a test signal whose amplitude follows an exponential decay 
but its frequency remains constant. The analytic expression of the testing input signal 
follows the same description as given by equation (5.1) for the first study, except 
that the frequency is constant. The parameters describing the amplitude modulation 
pattern are equal to those given in the first simulation. This study is intended to 
show the effects of an AM process of a constant frequency signal upon the response 
of the frequency measurement algorithm.
In Figure 5.6 is shown the response of the weighted predictor compared to the delay 
predictor. It is noticed that the decaying pattern of the amplitude modulation process 
results in a reduced ripple in the weighted predictor as compared to the delay 
predictor. In this study, the amplitude of the input signal also undergoes a sudden 
reduction at t = 110 ms. Therefore, the frequency estimates exhibit the same pattern 
as in the first study due to the amplitude decay. Figure 5.7 shows the weighted 
predictor frequency for the complete simulation. It is seen that the mean value of the 
deviations of the measured frequency exactly corresponds to the trajectory of the 
reference frequency. Hence, a one-cycle Hamming lowpass post-filter has been 
added to smooth the frequency results. Figure 5.8 displays the lowpass filtered 
frequency calculated with the weighted predictor. It is seen that, except for the
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swing of the measured frequency due to the sudden amplitude change, the measured 
frequency follows exactly the same trajectory as the reference frequency.
As a result of the performance of the weighted predictor and the use of the one-cycle 
Hamming lowpass post-filter, the following experimental studies were carried out 
by using this arrangement.
A test signal with constant amplitude and sinusoidal modulated frequency is shown 
in Figure 5.9. This experiment is intended to show the ability of the frequency 
measurement algorithm to track rapid variations of the underlying frequency.
The analytic expression of the test signal is given in the following equation:
xfi)  = sin(27zfQt + A/ sin(2 nfMt)) (5.4)
The frequency modulation process f(t) driving the argument of xfi) is given as:
M  = f0 + (A/)(/m)cos(2ji/m0  (5.5)
The values of the parameters of the test signal are: f 0 = 50 Hz, f M = 2 Hz and the 
amplitude of the frequency oscillations is Af  = 0.5, thus, the maximum excursion 
of the fundamental frequency of xfi) is Af*fM = 1 Hz. The value of the parameters 
are aimed to be indicative of some power system disturbance.
In Figure 5.10 is shown the weighted-predictor frequency following the trajectory 
of the reference frequency as given by equation (5.5). It may be observed that at the 
occurrence of the fault, the measured frequency undergoes a sudden overshoot. 
Figure 5.11 displays the input test signal and its in-phase component near the time 
of the fault. An abrupt variation in the phase of the input signal can be observed at 
time t = 100 ms when the sinusoidal FM process is started. Now, the in-phase 
component lies behind the input signal. It is also noticed at time t =110 ms, that 
the in-phase component crosses the time axis 1 ms after the input signal attempting 
to gain track of this sudden change in the phase of the input signal. This change in 
the phase can be seen as a rapid acceleration of the angular phase of the input signal.
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Hence, the response of the frequency measurement algorithm is a positive excursion 
of the frequency as shown in Figure 5.10.
It can be seen in Figure 5.10 that the measured frequency accurately follows the 
reference frequency throughout the complete simulation. The rapid rate of change 
of the frequency is due to the value of the modulating frequency. Although this rapid 
acceleration of the frequency is unlikely to be observed in practical power systems, 
this simulation shows the accuracy and fast evaluation times of the frequency 
measurement algorithm.
A one-cycle lowpass Hamming post-filter is used in the current FM simulation to 
smooth the measured frequency. Figure 5.12 displays the weighted frequency, and 
the Hamming filtered frequency against the reference frequency. The trace of the 
frequencies are shown in dotted, broken and solid lines, respectively. It is seen that 
the Hamming lowpass frequency follows exactly the reference frequency with an 
additional group delay of 10 ms as compared to the weighted frequency.
5.1.2 Sensitivity of the Algorithm to Additive Noise
It was shown in Chapter 4 that the frequency response of the orthogonal filters 
exhibit zeros at dc and at the harmonics of 50 Hz. However, any other additive 
noisy component may randomly fall within the sidelobes of the frequency response 
of the filters. In this case, the calculated frequency will be corrupted by the intruding 
components. The most severe case will result if the harmonics of the fundamental 
frequency are present and the fundamental is decaying from its nominal value. This 
condition may occur in some particular power system circumstances.
A test signal corrupted by harmonics of the fundamental is used to verify the 
performance of the measuring algorithm under the presence of harmonics when the 
fundamental component is falling from 50 Hz. The test signal is amplitude and 
frequency modulated by an exponential decaying pattern similar to the signal 
described by equation (5.1); the same parameters have been used in this study.
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Figure 5.13 displays the waveform of the test signal. The effects of the harmonics 
on the signal waveform have been included from the beginning of the simulation at 
time t =  0 in order to show how the response of the orthogonal filters to the 
harmonics when the fundamental frequency is 50 Hz.
Nine harmonics have been included in this study; the following are their 
corresponding values with respect of the amplitude of the fundamental component: 
the second harmonic at 25%; the third harmonic at 20%; the fourth harmonic at 
15%; the fifth harmonic at 10%; the sixth harmonic at 5%; the seventh harmonic 
at 1 %; the eighth harmonic at 1 % and the ninth harmonic at 15 %. The amplitude 
and frequency decline start at time t — 120 ms. For the purposes of the present 
study, the value of the maximum frequency excursion of the fundamental is A f  = 
10 Hz in order to show the influence of the harmonics moving into the frequency 
response of the orthogonal filters.
The discrete time Fourier Transform (DTFT) of the test signal is shown in Figure 
5.14. The individual drift of the harmonics in the signal’s spectrum can be 
appreciated, i.e: while the fundamental has fallen 1 Hz, the ninth will have fallen 
9 Hz. However, there is no way to know the time of occurrence of the frequency 
drifts from this figure.
The frequency measured by the algorithm is shown in Figure 5.15 together with the 
reference frequency which is driven by equation (5.3). Before the AM/FM process 
is started, it is seen that the presence of harmonics do not affect the frequency 
calculations since the frequency response of the orthogonal filters removes these 
components. Following the starting of the fault, the reference frequency is seen to 
fall down to 48 Hz, in 80 ms approximately. At this time, the harmonics clearly 
exhibit their influence on the frequency estimates; as the frequency decay progresses, 
the calculated frequency undergoes a nonsense path. This frequency trajectory is a 
combination of the influence of the harmonics and of the evolution of the amplitude 
modulation pattern. Both modulation processes are seen to disappear about t = 550 
ms.
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In order to reduce the sensitivity of the orthogonal filters to the presence of additive 
noise, a recursive least squares (RLS) adaptive line enhancer (ALE) was 
implemented as proposed in the last Chapter. Figure 5.18 shows the results of the 
frequency measurement by using this filter. The implementation of the filter is based 
on a lattice structure as shown in Figure 4.8 in Chapter 4. The order L of the filter 
is 10 and the decorrelation factor A is 40 which corresponds to the number of 
samples of one-cycle of the second harmonic which is the closest noise component 
to the fundamental frequency. From Figure 18, it is seen that the trajectory of the 
measured frequency follows closer the reference frequency during the first 100 ms 
after the fault. It is also seen that by time t = 300 ms, when the fundamental has 
fallen to 47 Hz, the tracking capability of the ALE filter is diminished. At this 
frequency, the value of the decorrelation factor as used in this application is not 
longer effective. Figure 5.17 shows the discrete time Fourier Transform of the input 
signal before and after the ALE pre-filter. The reduction of noise afforded by the 
ALE pre-filter is about 60%. From this figure it is noticed that the ALE filter is not 
able to reduce the harmonics’ presence beyond the fifth harmonic component. 
Nevertheless, the second harmonic still represents the main problem to the frequency 
response of the orthogonal filters. These filters will greatly attenuate any noisy 
components beyond 300 Hz but they are defenceless with respect of the second and 
third harmonics.
In order to improve the frequency response of the orthogonal filters, a one-cycle 
lowpass Hamming filter with a stop-band starting at 100 Hz, has been included in 
the measuring algorithm. This filter precedes the orthogonal filtering stage in order 
to attenuate the influence of noise. Figure 5.18 shows the reference and the 
measured frequencies of the Hamming pre-filtered input signal. It is seen that below 
47 Hz, the presence of the second harmonic is still present, but now, it results in a 
small ripple in the measured frequency. A larger impulse response Hamming pre­
filter could remove this effect at the expense of a larger group delay.
As a result from this study, it was decided to use the one-cycle Hamming pre-filter 
preceding the orthogonal filters. Therefore, the complete frequency measurement
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algorithm has a total group delay of 37.5 ms, the first 17.5 ms corresponding to the 
orthogonal filters and to the adaptive predictor, and the remaining 20 ms 
corresponding to the pre-filter and post-filter Hamming lowpass filters.
5.2 Modelling of Typical Power System Conditions
A collection of different simulations of realistic power system conditions has been 
developed to evaluate the performance of the frequency measuring algorithm. These 
simulations are aimed to reproduce the conditions to determine the reliability of the 
frequency measurement algorithm for its application in power systems.
5.2.1.1 Performance of the Algorithm During a Power Swing
The conditions which can result in a power swing are shown in Figure 5.19 [59]. 
A limited generating unit is connected via a transmission line to a busbar R which 
is part of a large source network. A second transmission line connects busbar R to 
busbar S. At time t = 10 ms, a three-phase fault occurs in the line R-S, close to 
busbar R. The fault is cleared 200 ms later. Details of this study are given in 
Appendix 8.
Due to this fault, the power, which had been transmitted from P to R during steady 
state conditions, now has the effect of increasing the angle of the voltage VP with 
respect to the angle of the voltage VR. At time t = 210 ms, the fault is removed 
and a normal transfer of power from P to R is now expected. Figure 5.20 shows the 
voltage waveform at busbar P, phase ’a’. The abrupt reduction of the voltage 
amplitude at the fault inception is clearly observed. The amplitude is also seen to 
follow an exponential decay trend. Both the sudden amplitude reduction and the 
exponential decay of the amplitude have already been investigated in the previous 
studies. The time when the fault is cleared is clearly noticed when the voltage 
amplitude suddenly returns towards its nominal value. However, the severity of the 
fault has the effect of conveying the angle VP to exceed its steady state full load 
value with respect of VR. As the generator at busbar P attempts'to recover its steady
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state operating conditions, its own dynamics move the rotor into an oscillatory 
status. These oscillations follows the transfer of power in the system which result 
in power swings between the generators.
The measured frequency at busbar P, phase ’a’, is shown in Figure 5.21. The 
sudden fault to earth results in a positive excursion of the frequency. That is, the 
reduction of voltage results in a shortage of the exported power from the generator 
at bus P, which is manifested as an acceleration transient of its own rotor. Because 
of the time of initialization of the measuring algorithm, the displayed measured 
frequency only shows a fraction of the rotor acceleration. It is seen that this effect 
shortly settles down.
When the fault is cleared, at time t = 210 ms, the amplitude of the voltage is taken 
back to its nominal value. Correspondingly, the generator at P faces an overloading 
condition. It is noticed from Figure 5.20, that at this time, the voltage waveform 
exhibits a clear swing of its phase. Hence, the measured frequency as shown in 
Figure 5.21, displays a dip in its trajectory.
Due to the duration of the fault, the angle between P and R has become so large that 
synchronism is lost and a pole slip condition results. Figure 5.21 shows a pair of 
pole slip events occurring at time t = 890 ms and at t — 1150 ms. From the 
trajectory of the measured frequency it is noticed that before a pole slip is occurs, 
the frequency suffers an increasing oscillation about f a\ the second half of the pole 
slip shows the relieving effects on the system when the angle of the generator at P 
reaches a motoring condition. Figure 5.22 shows a fraction of the voltage waveform 
and its in-phase component near the first pole slip occurrence. It is seen that at time 
t = 870 ms, the input signal lies behind its in-phase component; that is, the rotation 
of its angular phase is decelerating. At time t = 890, the phase of the input signal 
gains speed once again just after leaving the first pole slip. Figure 5.23 displays the 
corresponding frequency as measured during this interval. The same sequence of 
events occur during the second pole slip.
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The effects of the random modulation of the amplitude of the input signal on the 
performance of the measuring algorithm, will certainly result in oscillations of the 
measured frequency about a mean value. This problem has been discussed during 
the previous AM/FM studies. In Figure 5.22 it is seen that the in-phase component 
accurately crosses the time axis at those times when the input signal crosses the same 
axis. It is also noticed that the in-phase component undergoes amplitude excursions 
during the tracking of the input signal. In this case, the use of the Hamming post­
filter has attenuated the resulting oscillations as shown by the small ripple in the 
frequency displayed in Figure 5.23. In this figure is seen that the effect of the 
amplitude modulation has been removed by the lowpass post-filter. Hence, the 
measured frequency only manifests the variations of the angular phase of the input 
signal.
5.2.1.2 Sensitivity of the Algorithm to Travelling Wave Noise
Figure 5.24 depicts a power system configuration which has been used to study the 
sensitivity of the frequency measuring algorithm to the presence of additive noise, 
particularly, to travelling wave noise [60]. A 100 km transmission line connects two 
generators at buses P and Q. The generators have a short circuit level of 0.3 GVA 
and 0.5 GVA, respectively. Although the short circuit levels in the current 
simulation are rather low, these levels will permit to observe severe travelling waves 
along the system. It should be mentioned here, that the conditions in the current 
simulation were not created by a electromechanical model and no deviation of the 
fundamental frequency should be expected.
In this simulation, phase ’a’ was faulted with zero fault resistance; the location of 
the fault is at 85 km away from busbar P. It will be seen in Appendix 9 that the ’a’ 
phase lies closest to ground for the single circuit, 400 kV, vertical configuration 
considered. The inception of the fault occurs at t = 60 ms. The voltage waveforms 
as observed at busbar P are displayed in Figure 5.25. The contamination produced 
by the travelling wave noise at the time of the fault is shown on the waveforms of 
phases ’b’ and ’c’. The effects of the first odd harmonics on the voltage waveforms
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are clearly shown. The faulted phase exhibits the worst scenario: an abrupt reduction 
of its amplitude followed by an exponential decaying high frequency noise imposed 
over the main frequency component.
Figure 5.26 displays measurements of the frequency taken at each one of the phases 
at busbar P. In this figure, the initialization process of the algorithm is shown to 
follow different trajectories according to the information supplied by the individual 
phase. It is seen that by time t = 57 ms, the frequency of the three phases has 
reached the 50 Hz steady value just before the fault inception at t = 60 ms. The 
frequency measured at phase ’a’ is seen to undergo the most severe effects of the 
fault. Figure 5.27 shows the voltage of phase ’a’ taken after the Hamming lowpass 
pre-filter together with its in-phase component. The sudden cut of the voltage 
waveform at the fault inception is attenuated by the lowpass filter. The presence of 
the high frequency noise following the fault is also averaged by this filter and results 
in a signal driven by the fundamental component but with a decelerating phase. In 
this figure, it is seen that the amplitude excursion of the in-phase component loses 
track of the filtered input signal. This Figure also shows, that at time t = 75 ms the 
phase of the input signal has been stretched. During the transient in the amplitude 
of phase ’a’, the amplitude of the in-phase component is seen to undergo a pair of 
excursions attempting to gain track of the input signal. From the numeric data 
generated by the computer model during the simulation, it can be shown that the 
filtered input signal crosses the time axis at times other than at every 10 ms, thus, 
the resulting frequency also displays this decelerating effect.
It was already mentioned that the current study case was not simulated by using an 
electromechanical model, hence the underlying frequency of the power system 
remains at 50 Hz throughout the simulation. On the other hand, the measured 
frequency taken at busbar P clearly shows the variations of the rotation of the 
angular phase of the input signal. It was seen in Figure 5.26, that the measurement 
of frequency taken at phases ’b’ and ’c’, exhibited different trajectories as compared 
to the frequency taken at phase ’a’. The different traces described by the single 
phase frequency measurements, confirm that the measured frequency corresponds
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to the speed of rotation of the angular phase of the input signal.
5.2.2 Evaluation of the Algorithm’s Performance Using EMTP Simulations
The modelling of power system conditions by using the electromagnetic transient 
program (EMTP) [6], provides significant observation facilities of the modelled 
processes. Particular benefits are achieved from the use of this program package 
concerning the display of parameters of the modelled power system. These 
parameters can be observed as the simulation of a complicated power system is 
taking place.
One of the most relevant features of the EMTP is that it can simulate the cases of 
power systems undergoing realistic frequency changing conditions with high 
accuracy. A significant facility from EMTP simulations is that the dynamic model 
of voltage regulators and speed governing systems can be included at the 
programming stage. During the simulation of systems including synchronous 
generators, some of the most important parameters to be observed are the 
instantaneous value of the angle and speed of the generator rotor. Concerning the 
performance of the new frequency measurement algorithm, this facility will allow 
to evaluate the ability to track rapid variations of the power system frequency under 
simulation. These studies will permit the comparison of the algorithm’s performance 
against the rotor speed of the modelled generator.
The use of the EMTP to model a synchronous machine is very strict and inflexible 
concerning parameters of a particular model. Different cases of synchronous 
machines have been studied. However, the available literature does not provide 
enough information related to the dynamic parameters of a particular machine for 
a 50 Hz power system simulation by using the EMTP. The simulation studies 
presented in this section correspond to the use of two particular machines. In the 
different study cases presented in this section, the model of an automatic voltage 
regulator and of a speed governing system have been included in order to observe 
the influence of the dynamics of these devices on the evolution of the rotor speed
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and frequency. In these studies, the trajectory of the generator rotor is taken from 
data generated by the EMTP application. The frequency displayed in the following 
studies is measured at the generator terminal voltage, phase ’a’. The sampling 
frequency in all cases is 4 kHz. Due to the computational limitations when dealing 
with the immense amount of data generated from the EMTP simulations, the results 
coming out from the different simulations, have a duration of 2.4 seconds only. In 
theses studies, a one-cycle lowpass Hamming filter is used in the frequency 
measurement algorithm to pre-filter the signal under observation, and another similar 
filter is used to smooth the frequency estimates.
5.2.2.1 Single Machine Load Change
The dynamics of a simple power system are investigated in this section. A 75 MVA 
generator is connected to, initially, a load of 40.72 MVA. The power system 
configuration is shown in Figure 5.29. The case of two load changing conditions are 
presented in this section. In both simulations, the speeder motor in the governor has 
been disabled and hence the new loading condition results in a new steady state 
system frequency below the nominal. Parameters of the power system used in the 
simulations are included in Appendix 10. These study cases are intended to show the 
dynamic performance of the frequency measurement algorithm when a single 
generating unit system undergoes a load changing condition.
In the first simulation, an additional load of 15 MVA is connected to the generator. 
The switch is closed at time t = 15.205 s. The generator terminal voltage was 
processed by the algorithm and the resulting frequency is shown in Figure 5.30. The 
rotor speed, collected from the EMTP output data, is also displayed in the same 
figure. When the additional load is connected, the measured frequency shows a 
depression which is not exhibited by the rotor speed. Figure 5.31 shows a fraction 
of the waveform of the generator terminal voltage and its in-phase component at the 
time of the application of the additional load. For clarity, the quadrature component 
of the input signal is not displayed in this figure. The application of the load 
produces a small reduction of the amplitude of the terminal voltage. At time t —
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15.212 s, the input signal is seen to lie behind its in-phase component (broken line) 
for a short time. However, as it is shown in Figure 5.30, the transient in the 
measured frequency produced during this time clearly shows a deceleration of the 
angular phase of the input signal. When the switch is closed, the variation of the 
power output is accompanied by a rapid change in the angle spanned between the 
generator terminal voltage vector and the armature internal electromotive force (emf) 
vector; the variation in the angle is due to the sudden increase in the armature 
current in the generator when the extra load is connected. The new loading condition 
is responsible for the transient deceleration of the rotation of the angle. On the other 
hand, the inertia time constant of the generator prevents the rotor speed to undergo 
the fast transient exhibited by the measured frequency. Following this transient, the 
measured frequency accurately follows the trajectory of the rotor speed.
The case of an additional load of 40% of the machine’s rating is displayed in Figure 
5.32. The additional load is connected at time t = 15.205 s. For the same initial 
conditions in the single generator power system as given during the previous 
experiment, the effects of the additional load now result in a larger transient in the 
measured frequency. Although the effects of the application of the additional load 
are manifested in the amplitude of the terminal voltage in the form of an amplitude 
modulation process, it is seen in Figure 5.33 that the new loading condition produces 
a small disturbance in the tracking performance of the in-phase component with 
respect of the input signal. Now, the additional load produces a larger transient in 
the measured frequency.
Figure 5.34 shows the trajectories of the rotor speed from the two load changing 
condition cases. The effects of the application of the additional load are reflected in 
the initial rate of change of the rotor speed. The measured frequency during both 
simulations is shown in Figure 5.35. Apart from the transient produced during the 
change of load, the measured frequency closely follows the rotor speed with a 
constant group delay of 37.5 ms.
5.2.2.2 Separation of a Single Generating Unit from the Grid
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Figure 5.36 shows a single generator connected to the main system via a short 
transmission line. The generating unit has a small rating and it is supplying a local 
load equal to the rating of the machine with a power factor of 0.9 lag. The 
generator’s infeed is 70% of the load. The remaining 30% of the load is infeed by 
the infinite bus. Thus, the generator retains a 30% of available spinning reserve. The 
inertia time constant of the machine is 4.64 [kW s/kVA]. Apart from the 400 kV, 
10 miles transmission line, the configuration of the power system used in the current 
study case is basically the same as that used in the previous section. Details of the 
transmission line used in the current simulation are included in Appendix 11.
At time t = 15.004 s, the connection to the infinite bus is removed and the 
generating unit becomes isolated, thus taking up the total load. The trend of the rotor 
speed as the generator encounters the overload is shown in Figure 5.37. The 
frequency measured from the generator terminal voltage is also displayed in this 
figure. Following the separation, the terminal voltage exhibits a sudden amplitude 
reduction as shown in Figure 5.38. The separation from the grid results in a sudden 
change of the generator into a full export condition. The effects of the overload in 
the amplitude of the terminal voltage are seen in this figure. To appreciate the 
tracking ability of the in-phase component, two cycles of the pre-fault period are 
shown in the figure. Following the separation, it is seen that the input signal lies 
behind its in-phase component. As explained in the previous study case, the sudden 
change in the power output of the generator at the time of the separation, results in 
a transient deceleration in the rotation of the angle between the terminal voltage and 
the internal emf vector.
In order to confirm this transient, the measurement of frequency was performed at 
the three phases during the transient period following the fault inception. Figure 5.39 
shows the trajectory of the frequency measured at the three phases. Some differences 
in the trajectory of the individual single phase frequency measurement are noticed. 
It should be mentioned that, due to restrictions of the EMTP, the switches 
connecting the generator transformer with the transmission line can be opened only 
when the phase voltage goes through a zero crossing. It can be shown from the
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generator terminal voltage generated by the EMTP program that phase ’c’ crosses 
the time axis before phases ’a’ and ’b \  As shown in Figure 5.39, the differences in 
the trace of the measured frequency at any of the phases at the terminal voltage, 
reflects the variations of the armature phase current following the fault inception. 
Since the system remains balanced throughout the simulation, it is seen from this 
figure that the frequency measured at the three phases, converges into a single 
trajectory following the transient period. The same figure also shows that, apart 
from the group delay of the frequency measurement algorithm, the measured 
frequency accurately follows the trend of the generator rotor speed.
5.2.2.3 Separation of Two Interconnected Generators from the Grid
The cases of two generating units becoming isolated from a main system will be 
used to study the behaviour of the frequency of a islanded power system. A typical 
condition can be depicted when the generators have different time inertia constants 
since the dynamics of the islanded system will be driven by these constants and by 
the magnitude of the attempted overload. The most severe case will be a lack of 
spinning reserve energy of the isolated generating units, Then, the system frequency 
will be seen to fall without any means to arrest its decay. A more interesting case 
would be presented if there is enough reserve capacity in the islanded system for 
assisting the system during the overload. In that case, the different inertia constants 
and the individual dynamics of the remaining generating units would produce a 
power swing among the islanded generators and a rapid time varying system’s 
frequency.
Two cases are presented in this section. In both simulations, the islanded system 
consists of two synchronous machines with similar ratings but different inertia time 
constants. The rating of the machines is relatively small as compared to modem 
generators. However, these studies are of particular importance since they show the 
rapid dynamic behaviour of these small machines and the application of a high speed 
frequency measurement algorithm.
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5.2.2.3.1 Local Load Study Case
In this study case, the two generators are supplying a local load via a transmission 
line; the load is connected to the main system via a short transmission line. Figure 
5.40 shows the power system configuration. The inertia time constants of the 
machines located at buses SEND 1 and SEND 2, are, 3.5 and 4.64, respectively. 
The rating of the generators is 750 MVA and 600 MVA, in the same order. The 
second generator is formed by eight machines rating 75 MVA each. The 75 MVA 
machine was used during the previous single generator study cases. The parameters 
of the power system configuration used for the current experiment are included in 
Appendix 12.
In the present study, the two machines take up a load rated at 100% of the total 
system’s rating at the time of the separation. During the pre-fault conditions, the 
infinite bus is supplying 46.67% of the load. The generator at SEND 1 is supplying 
22.22% of the load and the second generator supplies the remaining 31.11%. The 
combined generating reserve capacity of the islanded system is 47% of the total 
system’s rating. At time t = 15 s, the system becomes isolated and the generators 
take up the total load.
The rotor speed of the generator at bus SEND 1 is shown in Figure 5.41 together 
with the frequency measured at the same bus. The frequency shown in this figure 
corresponds to the machine with an inertia time constant of 3.5 [kW s/kVA], thus, 
it is expected that its rotor speed will exhibit rapid oscillations as compared to the 
machine at SEND 2. The transient of the measured frequency following the fault 
inception is clearly seen in this figure. It was shown in the previous study case, that 
the transient in the measured frequency appearing at the fault inception corresponds 
to variations in the angular phase of the input signal. The frequency measured taken 
at the generator terminal voltage at busbar SEND 2 is shown in Figure 5.42. The 
frequency also exhibits a similar transient following the fault. The proximity of the 
load to this generator is responsible for the larger transient in the frequency.
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When the system becomes separated from the grid, the two generators are moved 
into a full power export condition. Figure 5.43 shows the trace of the rotor speed 
of the generators in the islanded system. The effects of the new loading condition 
are appreciated in the initial decaying trace of the rotor speed of the generators. 
Note that since the generating unit at SEND 2 possesses a higher inertia constant, 
a shorter excursion of its rotor speed should be expected. However, the fault has 
occurred close to this generator and so the initial rate of decay of its rotor speed 
immediately reflects the impact of the sudden application of the full load following 
the separation from the grid. The frequency measured by the algorithm at both ends 
of the islanded system is shown in Figure 5.44. This figure shows the frequency 
oscillations resulting from power swings between the isolated generators.
5.2.2.3.2 Remote Load Study Case
The system configuration used to study the separation from the grid of two 
interconnected machines supplying a remote load is shown in Figure 5.45. Two 
generators are connected to a common busbar via transmission line sections. The 
generators are located 42 miles and 87 miles away from the load, respectively. The 
generators are loaded to 477.88 MW and to 336.2 MW, in the same order, whereas 
the infinite bus infeed is 291 MW. The system becomes separated from the infinite 
bus at time t = 15.015 s. The combined available spinning reserve is 400 MW 
which exceeds the 291 MW infeed by the grid. Thus, the frequency of system will 
recover after the fault. It is aimed in the current experiment to measure the 
frequency at the remote end bus and compare the results against the frequency 
measured at the generating side
The rotor speed of the generator at SEND 1 is displayed in Figure 5.46 together 
with the frequency measured from the terminal voltage of the generator at that bus. 
The rotor speed of the generator SEND 2 and the frequency measured from its 
terminal voltage are shown in Figure 5.47. In this simulation the load is closer to 
the generator SEND 1, and so the initial depression in the measured frequency, at 
the fault inception, is seen to be 0.5 Hz deeper than the dip of the frequency
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measured at bus SEND 2. It is also noticed that the initial rate of decay of the 
frequency of the generator SEND 1 is faster than the decay of the machine at SEND 
2 since the inertia time constant is smaller in the former generator. The initial rate 
of decay of the frequency measured at busbar SEND 2 follows a linear path due to 
its inertia time constant. In this simulation, the available capacity reserve on the 
generating side exceeds the magnitude of the overloading, and so the excursion of 
the frequency of both generators does not fall as much as the frequency of the 
generators shown in the previous study. As shown in Figure 5.48, the power swing 
between the generators in the present simulation now takes place near the bottom of 
the frequency excursions when the generators have taken up the complete 
overloading. In the previous study, both generators took up the overload immediately 
after the separation from the grid. This figure clearly shows the different trajectories 
spanned by the initial rate of decay of the rotor speed of the generators.
The frequency measured at the common busbar is shown in Figure 5.49 together 
with the frequency measured at the generating side of the system. It is seen that the 
frequency measured at the load busbar exhibits a deeper transient excursion as 
compared to the transient of the frequencies measured at the other end of the system. 
When the system becomes separated from the grid, the voltage vector at the load 
busbar reflects the severity of the new load changing condition. The amplitude of 
this voltage vector is abruptly reduced and the redistribution of the power in the 
islanded system results in a rapid rotation of this voltage vector with respect to the 
voltage vectors at the other ends of the system. The sudden rotation of the angular 
phase of the voltage vector at the load busbar is responsible for the large transient 
in the frequency measured at this point. It is also noticed in Figure 5.49, that the 
frequency measured at the load bus follows the average trend of the frequencies 
measured at the other ends of the islanded system. This last point reflects the fact 
that the frequency measured at a particular node along a power system will exhibit 
a unique trajectory which corresponds to the average of the frequency of the rotating 
vectors arriving at that node.
5.3 Summary
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The different studies have shown that the measuring algorithm reflects the rate of 
change, or velocity, of the angular phase of the signal under observation. During the 
first set of studies, it was shown that sudden variations in the amplitude of the input 
signal are interpreted by the frequency calculation algorithm as variations in the 
velocity of the phase of the signal, thus producing oscillations in the frequency 
estimates. It was shown that the weighted one-step predictor used to compensate the 
gain of the orthogonal filters promoted better estimates of the frequency as compared 
to the delay predictor algorithm. It was also shown that the mean value of the 
oscillations of the frequency corresponded to the reference frequency driving the 
fundamental component of the signal, and so the oscillations can be removed by a 
lowpass filter without disturbing the accuracy of the measurements.
The effects of noise components on the algorithm’s performance were investigated. 
The presence of noise falling within the sidelobes of the frequency response of the 
orthogonal filters, results in erroneous frequency estimates. A one-cycle lowpass 
Hamming pre-filter is used in the frequency measuring algorithm to remove noise 
components from the observed signal before they can disturb the frequency 
estimation process. It was shown that the pre-filter is capable of removing the effects 
of harmonics for drifts of the fundamental frequency down to 47 Hz. For practical 
power system applications, a protective scheme will be prompted for a system 
frequency below 49.5 Hz.
The response of the frequency measurement algorithm was tested for reliability and 
accuracy by using a set of realistic power system conditions simulated by using the 
EMTP. From the initial studies on dynamic conditions, it was shown that the 
occurrence of load changing conditions resulted in a transient in the measured 
frequency which is not observed in generator rotor speed. The new loading condition 
results in a modulation of the generator terminal voltage in amplitude and in phase 
by the impact of the new condition while a redistribution of power takes place. The 
modulation of the phase of the voltage is due to a variation in the angle between this 
vector and the generator’s internal emf. The rapid change in the angle is responsible 
for the transient in the measured frequency. During these simulations, the rotor
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speed was taken from the data generated by the EMTP simulation and provides a 
reference for the measured frequency. Apart from the transient, the measured 
frequency closely follows the trace of the rotor speed and confirms the reliable 
operation and accuracy of the algorithm.
The last part of the current experimental investigation was devoted to the simulation 
of a small power system becoming detached from a main system. The results from 
the last two experiments concerning the separation of two interconnected generators 
from the grid, have shown that the new frequency measurement algorithm can track 
relatively fast frequency variations. In the first experiment, this particular feature in 
the algorithm has allowed to measure the frequency at both ends of the generating 
side where it was compared with the rotor speed of the generators as produced by 
the EMTP. In the second experiment, the load is connected at the remote end of the 
islanded power system. The algorithm has allowed to measure the frequency at the 
remote end of the system where no reference is available. It was shown that the 
frequency measured at that the load busbar corresponds to the average of the 
frequency of the vectors arriving at that point in the system. This last experiment 
may be indicative of the case of a consuming centre located far away from the 
generating units. For a substation located at the remote load busbar, an accurate and 
fast measurement of the local frequency is critical for the correct dispatch of power.
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Figure 5.1 Test signal with exponential 
decaying amplitude and frequency 
modulation.
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Figure 5.3 Reference frequency, delay 
predictor frequency and weighted 
predictor frequency.
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Figure 5 .4  Input signal (solid line) and 
its in-phase component (broken line) 
near the fault inception.
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Figure 5.5 Test signal with exponential 
decaying amplitude modulation and 
constant frequency.
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Figure 5 .6  Weighted predictor frequency 
(solid line) and delay predictor frequency 
(broken line) compared with 50 Hz.
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weighted predictor.
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Figure 5 .9  Test signal with constant 
amplitude and sine modulated frequency.
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Figure 5 .10  Reference frequency (solid 
line) and weighted predictor frequency 
(broken line).
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Figure 5 .11 Test signal (solid line) and 
its in-phase component (broken line) at 
the time when the frequency modulation 
starts.
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Figure 5 .12 Reference frequency (solid 
line), weighted frequency (dotted line) 
















Figure 5 .13 Test signal corrupted by harmonics with exponential decaying amplitude and 
frequency.
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Figure 5 .14 Discrete time Fourier Figure 5.15 Reference and measured
Transform o f the test signal. frequencies.
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Figure 5.18 Reference and measured frequency. A one-cycle lowpass Hamming filter is 
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Figure 5 .19 400 kV configuration system used to study the performance o f  the measuring 
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Figure 5.21 Frequency measured at bus P, phase ’a’.
82  8 3  8 4  8 5  8 6  8 7  8 8  8 9  9 0  91 9 2  9 3  
T IM E  Cms] X 1 Q 1
8 2  8 3  8 4  8 5  8 6  8 7  8 8  8 9  9 0  91 9 2  9 3  
T IH E  Cms] X 1 0 1
Figure 5.22 Input signal (solid line) and Figure 5.23 Frequency measured at the
its in-phase component (broken line) at time of the first pole slip,
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Figure 5 .24 Power system configuration used to study the influence o f additive noise on 
the measuring algorithm’s performance.
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Figure 5.27 Voltage waveform, phase 
’a ’ (solid line) and its in-phase compo­
nent (broken line) at the fault inception.
Figure 5 .28  Measured frequency of  
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Figure 5.29 Single machine power system configuration used for the study of load 
changing conditions.
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Figure 5.30 Rotor speed (solid line) and 
measured frequency (broken line) during 
the 20% additional load case.
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Figure 5.31 Input signal (solid line) and 
its in-phase component (broken line) 
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Figure 5.32 Rotor speed (solid line) and 
measured frequency (broken line) during 
the 40% additional load case.
Figure 5.33 Input signal (solid line) and 
its in-phase component (broken line) 
during the application of the additional 
load.
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Figure 5.34 Rotor speed during the 20% 
and 40% changes of load.
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5.35 Measured Frequency during the 
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Figure 5 .37 Rotor speed (solid line) and measured frequency from the generator terminal 
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Figure 5.38 Terminal voltage waveform, 
phase ’a’ (solid line) and its in-phase 
component (broken line) during the time 
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Figure 5 .39  Rotor speed and the 
measured frequency for each o f  the three 
phases at the terminal voltage side.
125
Chapter 5. Performance Assessment of the Algorithm
SM 1 SEND 1 BUS 1
750 MVA 
ratedH — 3  5
GOVERNOR
AVR
1 7 .5 /4 0 0  kV 
X = 0.1
42 miles Distributed 
Parameters
INFINITE BUSBARBUS 3BUS 2SM 2 SEND 2
10 miles n equivalent
opened at 
t=  15 s j 2.02 n
600 MVA 
rated 






S = 1350 MVA 
p.f. = 0.9 lag
Figure 5.40 System configuration used to study the separation from the grid of two 
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Figure 5.41 Rotor speed (solid line) and 
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Figure 5 .42 Rotor speed (solid line) and 
the frequency measured at bus SEND 2 
(broken line).
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Figure 5 .44 Frequency measured at 
buses SEND 1 (solid line) and at SEND 
2 (broken line).
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Figure 5 .46  Rotor speed (solid line) and 
the frequency measured at bus SEND l 
(broken line).
Figure 5.47 Rotor speed (solid line) and 
the frequency measured at bus SEND 2 
(broken line).
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Figure 5 .48 Rotor speed of the Figure 5 .49 Frequency measured at
generators at SEND 1 and at SEND 2. buses SEND 1, SEND 2 and BUS 3.
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CHAPTER 6
FREQUENCY MEASUREMENT FROM A POSITIVE PHASE 
SEQUENCE VOLTAGE VECTOR
The use of the frequency measuring algorithm for power system applications, will 
often have to deal with unbalanced conditions of the three phases system. The loss 
of one or more phases during a serious fault can cause such a situation. In this case, 
the magnitude of the phases and the angular displacement among the phases no 
longer correspond to a symmetrical system. Under these circumstances, the single­
phase frequency measurement cannot function and is potentially dangerous if the 
correct operation of a power system depends on the correct measurement of 
frequency. On the other hand, the measurement of frequency can be accomplished 
from the positive phase sequence vector which is formed from the orthogonal 
components of the three phases of the observed system. In fact, during the most 
demanding conditions, the positive phase sequence vector is generally present so the 
reliability of the frequency measurements will remain undisturbed.
The measurement of frequency from a positive phase sequence vector, denoted as 
PPS frequency, has been developed and is presented in this Chapter. The input 
signals to the algorithm can be either voltage or current signals, but for most of the 
practical applications of the algorithm, voltage signals instead of current signals will 
be used to form the PPS vector. The in-phase and quadrature components of a PPS 
vector are obtained from the orthogonal decomposition of each one of the three 
phases of the input signal. Frequency estimates calculated from the orthogonal 
components of the PPS vector, correspond to the rotational speed of this vector 
provided that its orthogonal components are not corrupted by non fundamental 
frequency components. In this Chapter, the structure of the PPS frequency 
measurement algorithm will be firstly discussed. Secondly, a set of studies is 
presented where the performance of the PPS frequency measurement algorithm is 
ascertained. There is a particular interest on the observation of the performance of 
the PPS algorithm with respect of the single phase frequency measurement
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algorithm. Thus, the group of simulations presented in this chapter follows the same 
cases presented in the previous Chapter. The performance of the filter when the
three phase input signal does not comply with a symmetrical system is also
investigated.
6.1 Measuring Frequency From a PPS Voltage Vector
From a system formed by the span of three vectors, A, B, and C, the positive phase 
sequence vector VPPS of the system is given as:
+  e T V c ]  (6.1)
where
e 3 = cos(-y) + ,/'sin(-y.)
e 3 = cos(-y) -  ./sin(-y)
The spatial decomposition of the vectors A, B and C is given as:
yA = + <  (6-3-a)
VB -  J v 2Bi * v \  tan-l WBJ V B)  (6.3.b)
Vc = ^ c ,  + V2Cq lzn-l [VcJ V c)  (6.3 .c)
The subscripts i and q denote the in-phase and quadrature components of the vectors, 
respectively. Equation (6.3) assumes that the orthogonal decomposition of the 
vectors A, B and C has been already accomplished. From equations (6.1) and (6.3), 
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Vpps, “ + cos(2it/3)[KB| + VCi] + sin(2*/3)[VCq -  VB^  (6.4.o)
V = 2-v p p s ,  3 VAf * cos(2tc/3) + Kc>] + sin(2jt/3)[FJI| -  F C j ] J  (6.4.6)
The development of the PPS frequency measurement algorithm is essentially based 
on the strategy followed in the single phase frequency measurement algorithm. A 
diagram of the structure of the PPS frequency measurement algorithm is given in 
Figure 6.1. The orthogonal components of the PPS vector are produced by using the 
orthogonal FIR filters. The outputs of these filters are compensated for the gain of 
their frequency response with respect of the running frequency. Then, new 
frequency estimates are calculated by the following equation:
Vpps (n) Vpp§(j% 1) Vpps (ft 1) Vppsfft)
=  i ------------- -z-------- :------- (0.5)
2 % l f s  P P s f 71)  + ^  PPS (ft) )
Equation (6.5) is based on a one-sample backwards differentiation process. Details 
on the formation of the variables used in equation (6.5) are given in Appendix 13.
6.2.1 PPS Frequency of Amplitude/Frequency Modulated Signals
A three phase signal, with its amplitude and frequency being modulated by an 
exponential decaying pattern, is used as the input signal for the PPS frequency 
algorithm. The amplitude and frequency modulation processes are started at time t 
= 110 ms. The parameters of the input signal are the same as those used in the 
AM/FM study presented in the last Chapter and described in Figure 5.1. In the 
current simulation, the amplitude and phase angle of the phases of the input signal 
correspond to a symmetrical system. As it was described in the previous Chapter, 
the reference frequency of the input signal is given in equation (5.3).
The PPS frequency measured from this input vector is displayed in Figure 6.2 
together with the reference frequency. The PPS frequency is seen to follow the track 
of the reference frequency. Figure 6.3 shows a closer view of the waveform of the
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three phases of the input signal about time t = 110 ms. The steep reduction of the 
amplitude is seen to produce a greater effect on phases ’b’ and ’c’ than on phase ’a’. 
This figure shows that the angular phase of each one of the three components of the 
input signal has been stretched by the simulated fault. This phase stretching effect 
is more evident in phases ’b’ and ’c’. The measured frequency from the PPS vector 
exhibits the effects of the variations in the angular phase of the orthogonal 
components of the three phase input signal. As a result of this effect, a transient 
excursion of the measured PPS frequency is created, as shown in Figure 6.2. The 
same figure also shows a second overshoot of the measured PPS frequency going 
above the reference frequency. This positive excursion results from the speeding up 
transient of the orthogonal components attempting to gain track of the input signal 
after the phase stretching transient.
Figure 6.4 displays the frequency measured from a PPS vector when one of the 
phases of the input signal is set to zero. In this case, phase ’a’ has been set to zero. 
Apart from the magnitude of the overshoot of the frequency at the time of the fault, 
which is bigger than in the three phases case, the PPS measured frequency 
accurately follows the reference frequency. In the following experiment, phases ’a’ 
and ’b’ have been set zero, as shown in Figure 6.5. Now, the PPS frequency 
measurement corresponds to the frequency of phase ’c’ alone. A comparison among 
the last three figures renders no difference in the trace of the measurement of 
frequency when the PPS vector is disturbed by the lost of one or two phases in the 
input signal.
The frequency measured from a PPS vector formed by a signal with an exponential 
decaying amplitude but constant frequency, is displayed in Figure 6.6. The 
parameters of the amplitude modulation pattern are the same as those given in the 
preceding simulation. A comparison of the measured PPS frequency against the 
single phase frequency measurement shown in Figure 5.8 in the last Chapter, reveals 
that both frequency estimates accurately follow the 50 Hz frequency of the input 
signal. It is noticed that the PPS frequency exhibits an overshoot at the time of the 
fault which is higher than the overshoot of the single phase frequency. In fact, the
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magnitude of the PPS frequency is equal to the overshoot of the PPS frequency 
presented in the previous study case shown in Figure 6.2. This effect is entirely due 
to the sudden reduction of the amplitude at time t = 110 ms.
The PPS frequency measurement algorithm was tested against an input signal with 
constant amplitude but with a frequency modulated by a sinusoidal process. The 
period of the sine frequency modulation process is 2 Hz, and the maximum 
excursion of the fundamental frequency of the input signal is 1 Hz about 50 Hz. The 
input signal exhibits symmetrical conditions in the three phases. The effects of the 
frequency modulation process are started at time t = 100 ms. Figure 6.7 shows the 
PPS frequency measured in this study. It can be seen that the PPS frequency follows 
the oscillatory nature of the fundamental frequency without lost of accuracy. As 
pointed out in Chapter 5, the sudden starting of the frequency modulation process 
in this simulation, produces a shorter period of the phase of the input signal. This 
effect is clearly shown in Figure 5.11 with respect of phase ’a’. Similar effects are 
produced in the other two phases. Thus, the PPS measured frequency also shows 
this angular phase transient following the time of the fault. Following the transient, 
the PPS frequency is seen to accurately follow the reference frequency. This 
experiment shows the ability of the PPS frequency measurement algorithm to track 
rapid variations of the frequency of the input signal.
6.2.2 PPS Frequency of Signals Corrupted by Additive Noise
The presence of non fundamental frequency components in the observed signal has 
been discussed in the preceding chapters with respect of their influence on the single 
phase frequency measurement algorithm. In this study case, a three phase input 
signal corrupted by harmonics of the fundamental is used to ascertain the 
performance of the PPS frequency measurement algorithm. The fundamental 
frequency of the input signal is drifted away by an exponential decaying pattern, so 
its harmonics are proportionally falling into the frequency response of the orthogonal 
filters. In Chapter 5, a one-cycle lowpass Hamming filter was used to pre-filter the 
input signal for the single phase frequency measurement. As shown in Figure 6.1,
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the pre-filtering stage uses similar lowpass filters on the three phases of the input 
signal before their arrival to the orthogonal decomposition stage.
Figure 6.8.a shows the PPS frequency measurement of a symmetrical three phases 
signal being corrupted by the first nine harmonics of the fundamental. The levels of 
the harmonics are the same as those given in section 5.1.2 of the last Chapter. The 
waveform of the signal, like the waveform displayed in Figure 5.13, is the same for 
each one of the three phases of the input signal. In the current study, the PPS 
frequency is compared against the single phase frequency measurement. The traces 
of both frequencies are displayed in Figure 6.8.a by a broken line and by a solid 
line, respectively. It is seen that the PPS frequency is less affected by the presence 
of the harmonics as compared to the single phase frequency measurement. The fact 
is that the presence of the harmonics is equally experienced by each one of the 
phases of the input signal, particularly when the fundamental frequency has fallen 
below 47 Hz. The symmetrical distribution of the angular displacement among the 
three phases of this particular input signal is the responsible for the cancellation of 
the effects of the harmonics in the formation of the PPS vector. It can be said that 
the PPS frequency measurement approaches the average in time and space of the 
three individual single phase frequency measurements. In order to provide a better 
understanding, the same experiment was repeated, but this time, the Hamming pre­
filter was removed from the PPS frequency measurement structure. The results from 
this experiment showed that the resulting measured frequency is greatly affected by 
the harmonics intruding the frequency response of the orthogonal filters. That is, the 
formation of the PPS vector conveys information which does not correspond to the 
fundamental frequency of the input signal. It should not be necessary to report the 
results of this particular study since the previous reasoning should be sufficient.
In the following two experiments, the performance of the PPS frequency 
measurement is assessed for the case of an unsymmetrical components three phase 
input signal. Extremely demanding conditions can be expected from the use of the 
PPS frequency measurement algorithm for its application in power systems 
concerning the fact that unbalanced systems are likely to be observed. The
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occurrence of a severe fault in the power system will certainly create such 
conditions. However, a simple monitoring structure for applications in power system 
protection schemes, may involve the use of transducers and signal conditioning 
devices exhibiting different gain and phase delay among themselves.
In the next two studies, the input signal has been designed to undergoing a change 
in the magnitude of the three phases and a change in the angular displacement among 
the phases. In the first instance, Figure 6.8.b shows the waveform of the three 
phases of an input signal corrupted by harmonics, where the amplitude of the phases 
has been modified: phase ’a’ is set to 100%, phase ’b’ to 50% and phase ’c’ to 
10%. In this simulation, the angular displacement among the phases of the input 
signal remains undisturbed. The PPS frequency measured from this input signal is 
displayed in Figure 6 . 8 . C  together with the reference frequency of the input signal. 
The effect of the intrusion of the second harmonic in the frequency estimates can be 
appreciated when the fundamental frequency falls below 47 Hz. Even when the 
angular displacement among the phases corresponds to a symmetrical set, the higher 
energy contents of harmonic noise of phase ’a’ limits the averaging effects of the 
formation process of the PPS vector.
In the second instance, the same difference in the amplitude of the phases is used. 
In this case, however, the phases show a different angular displacement among 
themselves: phase ’a’ = +30°, phase ’b’ = 0° and phase ’c’ = 5° In Figure 6.8.d 
are shown the waveforms of the three phases. The PPS frequency measured from 
this input signal is shown in Figure 6.8.e. This frequency exhibits a ripple below 47 
Hz with a similar magnitude but with a different phase as compared to the frequency 
shown in Figure 6.8.C. The effects of the different angular displacement are 
appreciated at the bottom of this figure which show a PPS frequency with a different 
phase as compared to the PPS frequency shown at the bottom of Figure 6.8.C.
The results of this study show that the PPS frequency will be insensitive to harmonic 
noise provided that the three phases of the input signal corresponds to a symmetrical 
phase system. This requirement is far away from real power system applications.
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However, the PPS frequency measurement has shown to cope well with the influence 
of harmonics noise up to 47 Hz.
6.3 Power System Simulations
It is aimed in this section, to ascertain the performance of the PPS frequency 
measurement algorithm for its application in power system frequency measurements. 
The set of power system simulations used in the last Chapter will be used in the 
present section in order to provide a direct form of comparison of the performance 
of the PPS frequency algorithm against the results obtained during the assessment 
of the performance of the single phase frequency measurement algorithm.
6.3.1.1 Power Swing Study Case
It has been reported in the last Chapter, the ability of the single phase frequency 
measurement algorithm to describe the rapid change of the frequency of a system 
during the occurrence of power swing conditions. The present study case discusses 
the results of the measurement of frequency from the PPS voltage vector. The 
system configuration used in the present study is depicted in Figure 5.19. The three 
phases of the generator terminal voltage at busbar P, are taken as the input signal 
to form the PPS voltage vector. In this simulation, the phases of the input signal 
correspond to a symmetrical vector. Thus, the voltage waveforms of the three phases 
follow the same waveform pattern shown in Figure 5.20.
The frequency measurement from the PPS voltage vector is shown in Figure 6.9. 
The vertical axis in this figure has been bounded between 40 and 60 Hz to enhance 
the results. It is seen that the PPS frequency follows the same trace described by the 
single phase frequency measurement showed in Figure 5.21. It is also appreciated 
that the PPS frequency measurement is smoother as shown at the time of the 
clearance of the fault and also at each one of the pole slip events. This smoothing 
effect is produced during the formation of the PPS vector and results from the 
change in the amplitude and angular phase of each one of the phase components of
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the input signal. It is noticed that the PPS frequency clearly reflects the behaviour 
of the power system frequency observed at busbar P. That is, the occurrence of a 
fault at a given point along the system and its consequences on the remaining 
elements of the system, can be described in a very consistent way by the 
measurement of the PPS frequency.
6.3.1.2 Induced Travelling Wave Noise Study Case
The simulation of a severe unbalanced system was presented in Chapter five during 
the study case of induced travelling wave noise. The system configuration used for 
this instance is depicted in Figure 5.24. As a result of the single phase to earth fault 
close to the remote end of the system, the two healthy phases at bus P show the 
induced travelling wave noise imposed on their respective waveforms. From Figure 
5.25, it is seen that the frequency contents of the imposed noise are mainly 
dominated by the odd harmonics of the fundamental. As pointed out in Chapter 5, 
the current simulation does not correspond to an electromechanical simulation, hence 
the system’s frequency is not expected to change. From the results of the single 
phase frequency measurement, it was shown in the last Chapter the effects of the 
fault on the three phases of the terminal voltage of the generator at bus P, that is, 
the rotational speed of the angular phase of the three phase components showed an 
stretching effect following the fault inception. The corresponding frequency 
measurements displayed a negative dip in the frequency trace of phases ’a’ and ’c’, 
whereas phase ’b’ suffered an opposite effect.
For the present study, the results of the measurement of frequency from the PPS 
voltage vector taken at busbar P are shown in Figure 6.10. It is noticed that the PPS 
frequency does not follow the average trend of the single phase frequency 
measurements as displayed in Figure 5.26. In fact, the PPS frequency exhibits a 
very small undershoot at the fault inception compared to the transients produced in 
the single phase frequency measurements. Particular attention is drawn to the next 
overshoot of the PPS frequency, shown in Figure 6.10 about time t = 90 ms, which 
does not to correspond to the combination of the single phase frequency
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measurements. This positive excursion of the PPS frequency is due to frequency 
trace described by the healthy phases ’b’ and ’c’ whose amplitude is higher than the 
amplitude of the faulty phase ’a’. It can be noticed from Figure 6.10, that the 
starting point of the overshoot of the PPS frequency corresponds to the time when 
the frequency of phase ’b’ is recovering from the fault as shown in Figure 5.26. It 
is also seen in Figure 6.10, that the PPS frequency displays a second step in the 
positive excursion about time t = 1 0 0  ms which exactly corresponds to the time 
when the frequency of phase ’a’, as shown in Figure 5.26, is also recovering from 
the fault.
From the results obtained in this study case, it can be seen that the measurement of 
frequency of the PPS voltage vector reflects, in a closer way, the genuine change 
in the system during the fault conditions.
6.3.2 Power System Simulations with the EMTP
The simulation of different power system conditions by using the EMTP and the 
measurements of frequency from a single phase voltage signal have already been 
discussed in Chapter 5. The trace of the rotor speed of the generating units in the 
EMTP simulations provided a direct means of reference for ascertaining the 
performance of the frequency measurement algorithm. The same collection of 
simulations will be used in this section to investigate the measurement of frequency 
from a PPS voltage vector.
6.3.2.1 Simulation of Load Changing Conditions
In this study, an additional load is connected to a small generating unit. This study 
case corresponds to the system configuration given in Figure 5.29. Initially, the 
machine is loaded to 40.72 MVA. The machine is assisted by a speed governor 
system and by an automatic voltage regulator. In the cases presented in this section, 
symmetrical conditions will prevail. The measurement of the frequency of the PPS 
voltage vector is carried out at the generator terminal voltage.
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In the first instance, an additional load is 15 MVA which corresponds to a 20% of 
the generator’s rating is connected to the generator terminals. The switch connecting 
the generator with the load is closed at time t = 15.205 s. In Figure 6 .11 are shown 
the generator rotor speed as taken from the EMTP results and the PPS frequency 
measured from the three phases input signal at the generator terminal voltage. After 
the transient following the fault inception, this figure shows the PPS frequency 
following the rapid decline of the rotor speed. The PPS frequency is compared 
against the single phase frequency measurement (broken line) in Figure 6.12. The 
single phase frequency measurement shown in broken line in this figure corresponds 
to the simulation shown in Figure 5.30 discussed in Chapter 5. Both frequencies 
describe a slightly different trace during this transient, i.e: the PPS frequency 
follows the combined trend of the frequency of the three phases. It is seen in Figure 
6.12, that after the transient, the PPS frequency and the single phase frequency 
follow the same course.
A similar performance of the PPS frequency measurement is observed for an 
additional load of 40 % of the generator’s rating. Figure 6.13 displays the trace of 
the PPS frequency measured during the two load changing simulations. The trace of 
the PPS frequency closely follows the trace of the rotor speed in both cases.
6.3.2.2 Separation of a Single Generating Unit from the Grid
In this simulation, a small rating machine is disconnected from the utility. The 
configuration of the system used for the current study was given in Figure 5.26 in 
the last Chapter. At the fault inception, the machine takes up a load equal to its full 
rating. In this study case, the measurement of the frequency of the PPS voltage 
vector has been carried out at both the low voltage and at the high voltage sides of 
the generator transformer. The different effects of the resulting overload at the time 
of the separation are shown in Figures 6.14 and 6.15, for the measurements of 
frequency at the generator terminal voltage and at the high voltage side of the 
generator transformer, respectively.
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The transient of the PPS frequency observed at the high voltage side of the 
transformer, clearly reflects the impact of the fault on the rotational speed of the 
PPS vector. The abrupt change onto a full export condition results in a transient in 
the rotation of the angular phase of the PPS voltage vector at this node which is 
followed by the rotational speed of the generator. In Figure 6.16 are displayed the 
traces of the PPS frequency measured at both sides of the generator transformer. 
Due to the redistribution of power in the isolated generating unit, it is noticed that 
the magnitude of the frequency transient is proportional to the magnitude of the 
fault; the solid line corresponds to the frequency of the PPS vector observed at the 
transformer low voltage side.
The PPS measured frequency and the single phase frequency measured from the 
three phases at the generator terminal voltage are shown in Figure 6.17. The PPS 
measured frequency is shown by a broken line. It is seen that the PPS frequency 
follows the average trend of the single phase frequencies. This figure illustrates the 
time of separation of each one of the phases and the resulting transient in the single 
phase frequency measurements observed during the fault event.
6.3.2.3 Separation of Two Interconnected Generators from the Grid
The measurement of frequency of the PPS voltage vector during the separation of 
two interconnected machines from the grid is presented in this section. Two different 
study cases are presented in this section. The machines used in the simulations have 
a similar rating but a different inertia time constant. Both machines are assisted by 
speed governing system and by an automatic voltage regulator.
6.3.2.3.1 Local Load Study Case
This study case presents two generating units supplying a local load, and so the 
effects of the separation are expected to produce a severe impact on the behaviour 
of the islanded system. The configuration of the system used for this study is shown 
in Figure 5.40. A transmission line with a length of 42 miles connects both
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generators. The machine at the far end is rated at 750 MVA and the second 
generator, connected at the load bus, is rated at 600 MVA. Initially, the infinite 
busbar infeed is 46.67% of the load, whereas the generators at buses SEND 1 and 
at SEND 2 are supplying 22.27% and 31.11 % of the load, respectively. At the time 
of the separation the two machines take up a load equal to the total rating of the 
machines. Thus, the available reserve capacity of the generators during the pre-fault 
conditions will be consumed to overcome the overloading at the time of the 
separation.
The results from the measurement of the frequency of the PPS voltage vector at both 
ends of the separated system are shown in Figures 6.18 and 6.19. The change in the 
rotor speed of both generators is also shown in these figures. It is seen that the PPS 
measured frequency follows the track of the rotor speed in both cases. A comparison 
against the results from the measurement of frequency from a single phase can be 
made from Figure 5.44. The only difference between the PPS frequency and the 
single phase frequency measurements appears at the time of the fault inception when 
the PPS frequency exhibits a shorter transient. This effect results from the combined 
variations of the angular phase of the components of the input signal as it was 
already discussed in the previous study case. The subsequent power swings between 
the isolated generators are clearly shown by the trace of the PPS frequency measured 
at both ends of the system as shown in Figure 6.20.
6.3.2.3.2 Remote Load Study Case
The system configuration used for the present study is taken from Figure 5.40 in 
Chapter five. In this simulation, two generators are connected to an infinite source 
by two relatively large transmission lines. The load is located at the node where the 
two generators are connected with the grid. This study case is intended to observe 
the measurement of frequency of the PPS voltage vector formed at the terminal 
voltage of both generators and also, at the remote load busbar during the time when 
the system becomes separated from the infinite busbar. The details of this simulation 
have already been discussed in Chapter five.
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For the present study, the results of the measurement of frequency of the PPS 
voltage vector are displayed in figures 6.21, 6.22 and 6.23. In Figure 6.21, the PPS 
frequency measured at bus SEND 1 is seen to follow the generator rotor speed very 
closely following the fault. The initial rate of decay of system’s frequency is clearly 
shown by the PPS frequency. Figure 6.23 shows the power swings between the 
generators following the separation from the utility.
The frequency measured from the PPS voltage vector formed at the load busbar is 
shown in Figure 6.23. This figure shows the effects of the proximity of the overload 
on the transient of the rotational speed of the PPS voltage vector. It was shown in 
the previous paragraph, that the PPS frequency measured at each one of the 
generating units revealed the change of the power transfer between the two machines 
following the separation. The frequency of the PPS voltage vector at the load busbar 
shows now an almost linear trace. In this figure, it is shown that the PPS frequency 
at the load busbar follows the average of the PPS frequency measured at the other 
ends of the islanded system.
This study case shows the reliability of the measurement of frequency from a PPS 
voltage vector for its use in underfrequency and load shedding scheme applications 
at a substation located far away from a generating centre. In such a case, the local 
load is being supplied by a power vector rotating at the frequency of the PPS voltage 
vector which is following the variations of the average transfer of power in the 
system.
6.4 Summary
The formation of a PPS vector is accomplished by the contribution of the orthogonal 
components of each of the phase components of the input signal vector. The 
magnitude of the PPS vector is proportional to the combined magnitude of the phase 
components, whereas the rotational speed of the PPS vector is proportional to the 
variation in time of the phase velocity of the phase components. This basic theory 
has supported the investigation of the measurement of frequency of a PPS vector in
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this Chapter.
In the first study cases presented in this Chapter, the influence of amplitude 
modulation processes on the performance of the PPS frequency measurement 
algorithm was investigated. It has been observed that sudden changes in the 
amplitude of the three phases input signal resulted in transient oscillations of the 
measured PPS frequency which were not reflected by the trace of the reference 
frequency. These abrupt amplitude changes are entirely due to the progress of the 
simulation. However, the waveform of the input signal during the occurrence of 
these transients, has shown the nature of the transient in the angular phase of the 
phase components of the input signal. It has been shown that the transient exhibited 
by the PPS frequency corresponds to the variation of the angular phase of the input 
signal. The results presented at this stage, showed consistency with the results 
obtained from the single phase frequency measurement presented in the previous 
Chapter.
The measurement of the frequency of a PPS vector has shown to be insensitive to 
the case of a three phase signals with symmetrical phase components, as long as the 
magnitude of the components and the angular displacement among them do not vary 
in time. It has been shown that individual variations of these parameters will produce 
a change in the trace of the PPS frequency which will be modified by the 
contribution of the remaining phase components.
The study of the influence of harmonic noise on the frequency calculations has also 
been presented. For the case of an input signal with symmetrical components, the 
formation of the PPS vector removed the influence of the harmonics on the 
calculation of frequency. Although the amount of harmonics present in this 
simulation is unrealistic, the complimentary studies have shown that the frequency 
measurement algorithm can produce accurate estimates even when the fundamental 
frequency falls down to 47 Hz.
During the different power system condition cases presented in the second part of
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this Chapter, it has been seen that the frequency measurement of a PPS voltage 
vector follows the trace of the frequency of single phase input signals provided that 
the input signal has symmetrical components. Otherwise, the single phase frequency 
measurements do not reflect the real variations of the frequency of the system. It has 
been reported that, during unbalanced conditions, the estimates of frequency from 
a single phase resulted in different values according to the observed phase 
component. On the other hand, it has been shown that the frequency of the PPS 
voltage vector follows the real track of the system’s frequency.
The investigation conducted with power system conditions simulated by EMTP 
models has shown the reliability of the frequency measurement algorithm for the 
measurement of frequency from a PPS voltage vector. It was shown that the 
measurement of frequency from single phase input signals does not reflect the real 
variations of the system’s frequency. On the conduction of the EMTP experiments, 
balanced network conditions were observed. Hence, the PPS frequency measurement 
has shown a close agreement with the results from the single phase frequency 
measurement. From the last study case related to the measurement of frequency at 
the remote load busbar in a separated power system, the measurement of frequency 
from the PPS voltage vector taken at the load bus has shown that the rotational speed 
of the load voltage vector corresponds to the average of the rotations of the voltage 
vectors at the other end of the system.
This Chapter has presented an exhaustive set of study cases on the performance of 
the PPS frequency measurement algorithm which confirms that the algorithm is able 
to be used for power system frequency measurements.
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Figure 6 .1. Structure of the algorithm for the measurement of frequency from a Positive 



















PPS f r e q u e n c y
500
r e f e r e n c e  f r e q u e n c y
0
TIME Cms]
Figure 6.2. Frequency measured from the PPS vector of a signal with exponential 
decaying amplitude and frequency.
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Figure 6.7. Frequency measured (broken line) from the PPS vector of a signal with 
constant amplitude and sine modulated frequency. The reference frequency is shown in 
solid line.
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Figure 6 .8 .a. Frequency measured (broken line) from the PPS vector of a signal 






















Figure 6 .8 .b. Input signal corrupted by 
harmonics. Its phase components exhibit 
equal phase displacement but different 
amplitude.
Figure 6 .8 .c. Reference frequency and 
the PPS frequency measured from the 
signal shown in Figure 6 .8 .b.
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Figure 6 .8 .d. The phase components of 
the input signal shown in Figure 6 .8 .b 
have been set to a different phase shift.
Figure 6 . 8 .e. Reference frequency and 
the PPS frequency measured from the 
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Figure 6.10. Frequency measured from the PPS voltage vector at bus P during the 
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Figure 6 .11 . Rotor speed (solid line) and 
the PPS measured frequency (broken 
line) during the 20% load change.
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Figure 6.12. Single phase frequency 
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Figure 6 .13 . Rotor speed (solid line) during the two additional load cases. The PPS 
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Figure 6.14. Rotor speed (solid line) and 
the frequency measured (broken line) 
from the PPS vector at the generator 
terminal voltage.
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Figure 6.16. Frequency measured from 
the PPS vector at bus SEND (solid line) 
and at bus BUS 1 (broken line) during 
the fault inception.
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Figure 6.15. Rotor speed (solid line) and 
the PPS frequency (broken line) 
measured at bus BUS 1.
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Figure 6.18. Rotor speed (solid line) and 
the PPS frequency (broken line) 
measured at bus SEND 1.
Figure 6.19. Rotor speed (solid line) and 
the PPS frequency (broken line) 
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Figure 6.21. Rotor speed (solid line) and 
the PPS frequency (broken line) 
measured at bus SEND 1.
Figure 6.22. Rotor speed (solid line) and 
the PPS frequency (broken line) 
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Figure 6.23. PPS frequency measured at buses SEND 1, SEND 2 and BUS 3.
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DIGITAL BASED IMPLEMENTATION OF THE NEW ALGORITHM
The implementation of the frequency measurement algorithm on a digital signal 
processing board has been motivated by the results from the investigation of the 
performance of the algorithm, in particular, the studies conducted on computer 
model based power system conditions. The digital implementation of the frequency 
measurement algorithm is presented in this Chapter. The requirements of the 
implementation of the algorithm on a digital signal processing board, such as the 
dynamic range, the quantization noise sensitivity and the operating rates of the 
algorithm, will be addressed in the first section. Secondly, the development of 
software and signal conditioning to implement the frequency measurement algorithm 
on a digital signal processing (DSP) board will be discussed. The last part of the 
Chapter will be devoted to present the results from an experimental investigation 
conducted on a micromachine rig. The micromachine system has been developed to 
represent a large generating unit connected to a large source network by a relatively 
large transmission line. The model system is capable of adequately representing the 
response to a transient disturbance, and so it is the ideal system to assess the 
performance of the DSP based frequency measurement algorithm under realistic 
conditions.
7.1 Implementation of the Algorithm on a Digital Signal Processing Board
The digital implementation of the new frequency measurement algorithm is 
motivated by its potential use in on-line power system frequency measurement 
applications. These applications, and the numerical nature of the algorithm which 
requires an intensive use of high precision arithmetic, have provided the justification 
for the implementation of the algorithm on a digital signal processing board.
The first stage in the digital implementation of the algorithm is concerned with the 
assessment of the quantization noise sensitivity of the algorithm. This noise is due
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to the process of sampling and quantizing a continuois time signal. The quantization 
noise figure will define the dynamic range of the algorithm. These two parameters 
denote a compromise between accuracy and fast evaluation times in the frequency 
measurement algorithm, and they will determine its optimum operating rate for a 
particular DSP board. The results of this evaluation will be presented in this section. 
A summary of the main features of the DSP board chosen for the implementation 
of the algorithm will be presented at the end of the current section.
7.1.1 Dynamic Range and Quantization Noise
Different quantization noise sources can be identified throughout the frequency 
measurement algorithm. An outline of the digital implementation of the frequency 
measurement algorithm is shown in Figure 7.1. This diagram will be used to assess 
the dynamic range and quantization noise sensitivity of the algorithm. The main 
sources of quantization error within the measurement algorithm are: the FIR 
orthogonal and Hamming filters, the one-step predictor at the adaptive compensation 
stage and the frequency calculation operations.
Errors from a digital implemented FIR filter are mainly due to the sensitivity of the 
filter to a coefficient quantization process. It can be shown for the majority of 
applications that the frequency response of a FIR filter will be preserved if the 
representation of its coefficients is performed with floating point arithmetic and a 
wordlength representation of 32 bits [61]. In the current digital implementation, the 
realization of the FIR filters is direct, that is: the multiplication product operation 
of two £-bit numbers is represented by a 2 -^-bit number, so there is no truncation 
error, whereas the summation of the products is represented by a b-bit number. In 
this case, however, the roundoff noise has a zero mean and a variance given as: a2 
_  2'<2b' 1}/l2, where one bit is used for the sign representation. Concerning the 
implementation of the adaptive one-step predictor, its realization is based on a 
moving average filter, and so the error from quantization noise is due to the 
multiplication products and to the summation of products. Since the one-step 
predictor is formed by the quotient of the product of the magnitude times the
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frequency divided by the expected value of the frequency, then, the additional source 
of quantization noise is due to division operation of two b-bit numbers where the 
result is also a b-bit number, so the error has the same variance as given before.
From Figure 7.1, it is seen that the external sources of quantization error are found 
in the signal conditioning stage, particularly in the analogue to digital (A/D) 
converter. The main source of error will be caused by the truncation and roundoff 
noise resulting by the integer representation of the quantized signal by a n-bit 
number. It is practice to use zener limiting diodes in the signal conditioning stage 
to prevent over-voltages damaging the rest of the instrument. Quantization errors at 
this stage will be produced by clamping of the input voltage signal.
In order to determine the overall dynamic range of the frequency measurement 
algorithm, a computer program has been developed to simulate the effects of 
different lengths of the integer representation of the A/D converter with respect to 
the amplitude of the input signal. This test will show the smallest level of the input 
signal data that can be processed by the complete algorithm without being obscured 
by quantization noise produced within the algorithm. This test consists of applying 
an input signal xjjt) with constant frequency to the system and adjusting the gain the 
input amplifier to different levels, whereas the A/D converter is set to a given 
integer length. The effects of the noise on the performance of the algorithm will be 
reflected on the accuracy of the measured frequency. This computer test has been 
performed using the VAX-FORTRAN, version 5.0, computer language in a micro- 
VAX computer. A single precision arithmetic, which corresponds to a digital 
representation of 32-bits floating point number, has been used during the test. The 
computer program incorporates an A/D converter subroutine with a sampling 
frequency of 4 k-samples/second. The coefficient length of the different FIR filters 
in the measurement algorithm is given in Figure 7.1.
Table 7.1 shows the results of the test. The variance of the estimated frequency with 
respect to a fixed frequency in the input signal, has been evaluated as a function of 
the number of bits of the A/D converter and the amplitude of the input signal. It
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should be noticed that the variance figures given in this table represent the sensitivity 
of the complete frequency measurement algorithm, starting from the A/D converter 
and including the frequency lowpass post-filter stage. Three different lengths of the 
A/D converter resolution have been used in this test, while the amplitude of the 





( b i ts )
VARIANCE
INPUT 100% INPUT 10% INPUT 1 %
52.0 12 0.3997 E-6 0.2042 E-4 0.5285 E-3
14 0.9849 E-7 0.6229 E-6 0.1638 E-3
16 0.8436 E-7 0.1045 E-6 0.1096 E-5
51.0 12 0.2257 E-6 0.1318 E-4 0.2050 E-2
14 0.7187 E-7 0.5840 E-6 0.9062 E-4
16 0.7840 E-7 0.1070 E-6 0.6215 E-5
50.0 12 0.1398 E-7 0.1353 E-7 0.1221 E-7
14 0.1173 E-7 0.1443 E-7 0.1392 E-7
16 0.1314 E-7 0.1385 E-7 0.1365 E-7
49.0 12 0.2052 E-6 0.1718 E-4 0.1200 E-3
14 0.4465 E-7 0.7161 E-6 0.4482 E-4
16 0.4107 E-7 0.9193 E-7 0.5810 E-5
48.0 12 0.6610 E-7 0.2425 E-5 0.8004 E-3
14 0.3352 E-7 0.7171 E-6 0.2069 E-4
16 0.2948 E-7 0.3954 E-7 0.4232 E-5
47.0 12 0.7038 E-7 0.2157 E-4 0.7672 E-3
14 0.3649 E-7 0.3199 E-6 0.1245 E-3
16 0.2761 E-7 0.4120 E-7 0.1975 E-5
Table 7.1. Variance of the estimated frequency as a function of the A/D converter 
resolution and the amplitude of the input signal.
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From Table 7.1, it can be seen that the variance of the measured frequency when 
the input signal frequency is 50 Hz, exhibits the smallest level in the table regardless 
of the A/D converter resolution or the input signal amplitude. At other frequencies, 
the smallest variance will be achieved by using an A/D converter resolution of 16 
bits. Using a 16 bits A/D converter, a maximum variance of 0.6215 E-5 has been 
found for a input signal frequency of 51 Hz and a signal amplitude of 1 %. Since the 
standard deviation approaches the square root of the variance for a white noise 
sequence, in this case, the quantization noise, the maximum error in the frequency 
measurement when using a 16 bits A/D converter ard an input signal level of 1%, 
should be ±  0.0025 Hz about the real frequency. Thus, the use of a 16 bits A/D 
converter gives adequate dynamic range for the algorithm by minimizing its 
sensitivity to noise quantization errors.
7.1.2 Digital Signal Processing Board Characteristics
Approximately, 800 arithmetic and logical operations are required to implement the 
frequency measurement algorithm on a microprocessor board. This figure accounts 
for single precision arithmetic and logical operations, assuming that not all of which 
will be executed in one instruction cycle. For an operational overhead of 30%, 
which will include those operations taking two or more cycles to execute, the 
number of operations will rise to 1040 operations. For a sampling rate of 4 k- 
samples/second, an instruction cycle rate of 2.4 x 10'7 s will be required, that is, a 
single instruction execution time of 240 ns.
As a result of the requirements of the dynamic range and the operational rates for 
the digital implementation of the frequency measurement algorithm, the PC/31 
TMS320C31 board from Loughborough Sound Images has been selected for the 
current implementation. From now on, this board will be denoted as the PC/C31 
board. The main features of the PC/C31 board are:
- a 33 MHz, 32 bit floating point digital signal processor TMS320C31.
- a dual port random access memory (DP-RAM), which provides a direct
interface between the board and a PC computer; the length of the port is 2
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k-bytes with a wordlength of 16 bits.
- a dual channel I/O module sited on the PC/C31 board. The channels, 
denoted as A and B, have an A/D and a D/A converters with a resolution of 
16 bits. The conversion rate of the module is programmable.
- a programmable timer module for pacing the sampling rate of the I/O 
converter.
- the PC/C31 board can be plugged into a slot in a PC, IBM compatible 
computer.
The main features of the TMS320C31 digital signal processor are:
- 60 ns single cycle instruction execution time
- 32 bit instruction and data words, 24 bit addresses
- 40/32 bit floating point/integer multiplier and ALU
- parallel multiplier and sum instructions in a single cycle
7.2 Software Development and Signal Conditioning
This section presents the software package which has been developed to implement 
the frequency measurement algorithm on the PC/31 board. The software package 
includes the measurement of frequency for both the single phase and the PPS voltage 
vector applications. In the present section, the main attributes of the software 
package will be discussed. The particular implementation of the software for the 
single phase and for the PPS frequency measurement algorithm will be addressed in 
the second part of this section.
It should be mentioned here, that for the DSP based implementation of both the 
single phase and the PPS vector frequency measurement algorithm, the structure of 
the program has been split in two main parts: a personal computer (PC) resident 
program which is aimed to provide an interface between the user and the frequency 
measurement algorithm implemented on an executable code for the TMS320C31 cpu. 
A set of interface libraries has been purchased along with the PC/31 board. These 
libraries allow the TMS320C31 executable code to be loaded and executed from the
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user’s PC resident program. Communication between the PC resident program and 
the executable code is achieved through a dual port random access memory (DP- 
RAM).
Three main facilities have been developed in the PC resident program which will 
allow the user to get most of the advantages of the PC/C31 board: to run a 
frequency measurement process, either the single phase or the PPS frequency 
measurement algorithm, to have access to a data file management and display on 
screen the measured frequency and the voltage waveform from which it has been 
taken the measurement of frequency. The PC resident program has been developed 
using the C + +  language, version 7 from Microsoft. The structure of the PC 
resident program is the same for either the single phase frequency measurement of 
the PPS voltage vector measurement. A personal computer, IBM compatible with 
a 80-386 cpu, has been used for the realization of the present experimental 
investigation. The PC/C31 board has been plugged into the computer. Connection 
of the computer with the signal conditioning board is achieved by a coaxial cable.
The frequency measurement algorithm has been implemented in an executable code 
form for the TMS320C31. The Texas Instruments assembler language was used for 
those sections of the executable code where operations involving a direct access to 
the PC/C31 cpu memory are required, and with the Texas Instruments C language 
to implement the less demanding tasks in the program. The main attributes of the 
TMS320C31 executable code are: to configure the I/O module sited on the PC/C31 
board for a particular sampling rate, to execute the frequency measurement 
algorithm from data taken by the I/O module, and to send the results from a 
frequency measurement process to the PC resident program through the DP-RAM. 
When the PC resident program is started, the TMS320C31 executable code is loaded 
in the board’s memory map. The next step in the PC program will get the 
TMS320C31 code running. The process of frequency measurement is started as soon 
as the executable code is loaded. Thus, a continuous measurement of the frequency 
of the signal sampled by the I/O module is conducted at all times. On a user request, 
the PC resident program will prompt the executable code to divert the results of the
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most recent frequency measurements to the PC in order to be displayed on the 
screen. It should be mentioned that both the frequency measurement results and the 
input voltage waveform are sent to the PC resident program via the DP-RAM buffer. 
The record process can be paced in three different rates: 0.25 ms, i.e: at the same 
sampling frequency rate, 1 ms, and 5 ms. Note that the measurement of frequency 
is being executed at a sampling frequency of 4 kHz, whereas the pacing rates will 
command the executable code to "sample" the frequency results and the input 
voltage waveform before they are sent to the PC resident program. Thus, the 
different pacing rates will allow the user to vary the length of the observation 
records from 1.25 s, to 5 s and to 10 s, respectively.
The main structure of the TMS320C31 executable code is shown in Figure 7.2. The 
same structure has been followed for the implementation of the frequency 
measurement algorithm for either a single phase input signal or a PPS vector input 
signal. Differences related to either application are concentrated in the Interrupt 
Service Routine (ISR) block shown at the bottom of the flow chart in Figure 7.2. 
These differences will be addressed later on.
When the PC resident program is started, the PC/C31 cpu executable code is loaded 
into the TMS320C31 memory map. In the first block shown in Figure 7.2, the 
executable code sets the registers and memory map of the PC/C31 cpu while an 
interrupt vector is set to point to the address of the ISR in the TMS320C31 memory. 
In the second block, the coefficients of the impulse response of the orthogonal and 
Hamming filters are written in the PC/C31 cpu memory. A "look-up-table" with the 
gain of the frequency response of the orthogonal filters is also written at this stage. 
In the next block, the configuration of the I/O and the programmable timer modules 
takes place. Channel A on the I/O module is configured for sampling a voltage input 
signal into the PC/C31 cpu program, whereas channel B is configured as a D/A 
converter in order to output a voltage signal corresponding to the estimated 
frequency. This voltage output signal has been set to a ratio of lV/lHz, with a 
resolution of 2' 15 bits, with a range of ± 3.3 V peak. When the executable code has 
been loaded, the timer module is initialized to pace the sampling process of the I/O
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module at a rate of 4 k samples per second. As shown in Figure 7.2, the 
TMS320C31 cpu’s interrupt register is enabled in the next stage. The next block 
shows an infinite "while" loop which will be interrupted by the TMS320C31 cpu in 
order to respond to the completion of an A/D conversion on channel A. The last 
block of the diagram shows the Interrupt Service Routine. This routine will be 
accessed by the PC/C31 cpu each time an interrupt from the A/D converter is 
invoked.
7.2.1 Software Development of the Single Phase Frequency Measurement 
Algorithm
Figure 7.3 shows an outline of the single phase frequency measurement algorithm. 
The input to the Signal Conditioning Board is a voltage signal vjjt). From now on, 
the voltage input signals to the equipment will be denoted by the extension (t) in 
order to indicate their continuous time nature. On the other hand, discrete time 
signals will be denoted by [»]. The isolating transformer steps down the input 
voltage from 200 V to 3 V. The input signal v^it) is lowpass filtered by a fourth 
order Butterworth anti-aliasing analogue filter. The cut-off frequency of this 
analogue filter is 300 Hz. Two second order Sallen and Key amplifiers are set in 
cascade to implement this filter. A "back-to-back" zener diode configuration 
precedes the analogue filter for limiting the voltage signal to ±  3.3 V. The Signal 
Conditioning Board is connected to the A/D converter on the PC/C31 board by a 
coaxial cable. Further details of the Signal Conditioning Board are given in 
Appendix 14.
As shown in Figure 7.3, the Interrupt Service Routine (ISR) is located at the inner 
core of the block denoting the PC/C31 board. The A/D converter on channel A, is 
paced by the timer module. Every time an A/D conversion is finished, the ISR is 
invoked by the PC/C31 cpu. The first task to be performed by the ISR is an integer 
to floating point conversion carried out on the data coming out from the A/D 
converter. The floating point voltage signal v[n] is then convolved with a one-cycle 
Hamming lowpass filter before the orthogonal decomposition stage takes place. With
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the exception of the frequency calculation block, the arithmetic operations related 
to the other blocks within the Interrupt Service Routine have been implemented with 
assembler language since the access to the coefficients of the filters and to the 
frequency gain "look-up-table" is critical as far as the number of the TMS320C31 
cpu instructions per cycle is concerned. The estimated frequency Jin] is used to 
drive the output D/A converter on channel B. As shown in Figure 7.3, the input 
signal v[n\ is sent to the DP-RAM Management Routine together with the estimated 
frequency f[n] where these signals will be processed by the PC resident program 
before being displayed on the PC screen.
The DP-RAM Management Routine provides an interface between the PC/C31 cpu 
and the PC resident program. The pacing rate at which the voltage signal and the 
estimated frequency signals are sent to the PC resident program is controlled by this 
routine. It was pointed out at the beginning of the section, that the length of the DP- 
RAM is 2 k-bytes. In the present implementation, the DP-RAM memory map has 
been split in two parts: the frequency results and samples from the voltage signal are 
stored in the upper half part and in the lower half part of the memory, respectively. 
The PC resident program can command the DP-RAM routine to pace the recording 
process at three different rates: 0.25 ms, 5 ms and 20 ms. Since the length of the 
DP-RAM is 2 k-bytes, then, the length of the record will be 250 ms, 1 s and 5 s, 
respectively. However, the PC resident program has been programmed to repeat the 
acquisition process for up to five times. Thus, for a pacing rate of 0.25 ms, the 
maximum record buffer length will be 1.25 s, whereas for a rate of 1.0 ms, the 
length will be 5 s. The last pacing rate is repeated twice only, thus, the record is 10 
s. For a different application, the length of the record buffer can be easily adjusted.
7.2.2 Software Development of the PPS Frequency Measurement Algorithm
Figure 7.4 shows the schematic diagram followed during the implementation of the 
PPS frequency measurement algorithm on a DSP board. The implementation of the 
PPS algorithm has been complicated because only two channels have been purchased 
with I/O module board. In order to overcome this problem, a multiplexing procedure
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has been implemented to sample phases ’a’ and ’b’ with the same A/D converter on 
channel A, whereas phase ’c’ is sampled by the A/D on channel B. Two 
sampling/hold stages have been used to accomplish the multiplexing requirement. As 
seen in Figure 7.4, the first stage is located on the Signal Conditioning board, 
whereas the second stage is performed in the I/O module. From the same figure it 
is seen that the Interrupt Service Routine for the PPS application has been divided 
in two parts. In fact, the rate of operation of this routine is 8  kHz, i.e: twice the 
signal sampling rate. Figure 7.5.a can be used to explain this point. It can be seen 
that the A/D converter on channel A is connected to the analogue multiplexer, 
whereas the D/A on the same channel is used to set the multiplexer address value. 
A zero voltage output at the D/A terminal will set the multiplexer address to 00, 
then, the input voltage from phase ’a’ is accessed; phase ’b’ will be accessed when 
the address is set to 01. It can be realized that the pacing times for driving the 
sample/hold and the multiplexer circuits on the Signal Conditioning Board are 
critical for the correct operation of the PPS frequency measurement algorithm.
A timing diagram is shown in Figure 7.5.b. It can be seen that the clock of the timer 
module has been set to 8  kHz, hence, the Interrupt Service Routine will be prompted 
at every 0.125 ms. It was already mentioned that the ISR has been split in two parts. 
These two parts will be accessed alternatively by the TMS320C31 executable code. 
The first part of the ISR will be carried out during the first cycle of the timer, and 
the second part will be carried out during the next timer cycle. In this way, each 
part of the ISR will be executed at every 0.25 ms.
The first ISR cycle will be started at the raising edge of the timer clock pulse. It can 
be seen from the timing diagram, that the output of the D/A converter on channel 
A is already set to a high level, thus phase ’b’ is read by the A/D converter on 
channel A and phase ’c’ is read on channel B. When the A/D conversion in both 
channels is finished, the ISR is invoked by the TMS320C31 code and the first cycle 
is started. The first step in the cycle is to set the D/A on channel B to a low level, 
so the multiplexer now points to phase ’a’ which will be read in the second cycle of 
the ISR. This change of the address of the multiplexer provides enough time for
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phase a’ at the multiplexer output to settle down before the second cycle is started. 
In fact, the output of the D/A converter is used to provide a synchronism pulse to 
coordinate the activities between the multiplexer and the A/D converter on channel 
A. In the next step of the first cycle, the incoming samples vb[ri\ and ve[n\ are 
convolved with the orthogonal filters. The calculation of the one-step predictor is 
also carried out in this cycle. The resulting one-step estimate of the frequency will 
be used during this first cycle to scale the orthogonal components of phases ’b’ and 
’c’ to the running frequency. The same one-step frequency will be used in the next 
ISR cycle to scale the orthogonal components of phase ’a’. Then, the scaled values 
of the three phases will be used for the calculation of the PPS voltage vector.
During the second cycle, the Interrupt Service Routine reads a sample from phase 
’a’ which is already the input to the A/D converter on channel A. Before processing 
the sample from phase ’a’, the interrupt routine firstly sets the output of the D/A 
converter on channel A (the synchronism pulse) to a high level, so the multiplexer 
now points to phase ’b’ before the next first cycle is started. In the second ISR 
cycle, phase ’a’ is convolved with the orthogonal filters. Now, the orthogonal 
components from the three phases are processed all together to form the PPS voltage 
vector. As shown at the bottom of Figure 7.4, the calculation of the frequency from 
the PPS voltage vector is performed during the second cycle and the frequency 
estimate is sent to the DP-RAM management routine. The results will be displayed 
by the PC resident program.
It can be noticed from the timing diagram in Figure 7.5.b that the analogue 
multiplexer is triggered by the rising edge of the synchronism pulse, and that the 
first monostable is also driven by the same pulse for a duration of 1 0  /xs, while the 
second monostable is triggered by the falling edge of the first monostable. Hence, 
the three phases are sampled by the S/H circuits when the second monostable is 
triggered. That is, during the second cycle of the ISR the three phases are sampled 
at the same time. Hence, the effective sampling frequency is 4 kHZ. It should be 
mentioned that the time constant in the first monostable has been set to 1 0  c^s in 
order to square the output of the D/A converter because the rising edge of this pulse
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is flattened by the time constant of the anti-aliasing filter on the D/A converter 
output. Otherwise, different triggering times will be observed. The second 
monostable then is triggered by a perfect squared pulse. An alternative solution to 
this problem can be afforded by using an external timing source to pace both the 
TMS320C31 cpu and the I/O module on the PC/C31 board. However, the 
implementation of this solution will impose the use of a similar triggering 
configuration where the main restrictions would come from the temperature drift 
stability of the frequency generator and the time stability of the circuits. Thus, the 
configuration proposed in Figure 7.5.a has been chosen for the current 
implementation.
As a result of the present limitation imposed by the lack of a third A/D converter, 
the division in two cycles of the Interrupt Service Routine has rendered a very 
restricted timing diagram. For the current PPS frequency measurement application, 
the number of tasks to be performed in each one of the cycles has been increased. 
This problem and the fact that the operational rate is 0.125 ms, have lead to the 
implementation of a PPS frequency measurement algorithm where the Hamming 
lowpass pre-filtering stage has not been included. It should be mentioned here, that 
the execution of a floating point division operation by the TMS320C31 is achieved 
in 30 cycles. If a Hamming lowpass pre-filter were used, then, the input signals 
from the three phases will have to be scaled in gain at 50 HZ, therefore, the 
corresponding scaling operation of the three phases will be impossible to execute 
given the restricted operating conditions. The total group delay in the DSP-based 
implementation of the PPS frequency measurement algorithm is 27.5 ms
7.3 Experimental Investigation Using a Micromachine Based Model System
Following the implementation of the frequency measurement algorithm on a DSP 
board it was sought to challenge the performance of the DSP based algorithm with 
input signals related to more realistic conditions of power system frequency 
transients. A model power system, incorporating a micromachine, was developed in 
the School of Electronic and Electrical Engineering of the University of Bath [62].
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This power system model has been used in the present experimental investigation in 
order to show the abilities of the measurement equipment. A brief description of the 
power system model used for this investigation is presented in this section. The most 
relevant part of the section is that associated with the results obtained on conducting 
a series of tests with the micromachine rig where the DSP based algorithm has been 
used. A discussion on the results from these tests is also presented.
7.3.1 Power System Model
The power model system was originally developed for the study of power system 
transient and dynamic stability conditions where disturbances can be produced in a 
controlled manner. The micromachine system is modelled on a section of the United 
Kingdom 400 kV network. The system is formed by a single machine connected, 
through a transformer and transmission line to an infinite busbar; a large network 
with constant voltage and phase is assumed to be represented by the infinite busbar. 
The network chosen in this model power system is associated with Pembroke Power 
Station in South Wales. Briefly, this model represents a large capacity generating 
unit centre situated remotely from the load centre. Figure 7.6 shows an outline of 
the power system model. Four turbogenerator units, each rated at 500 MW are 
connected to the 400 kV station busbars through their own step up generator- 
transformers. The station is connected to the UK grid system via a two double 
circuit transmission lines.
The power system model is intended to achieve the same per unit quantities of the 
Pembroke system, thus it is capable of representing real time power system transient 
conditions similar to the performance of the Pembroke system. The system model 
basically consists of a micromachine and a transmission line model, and it can be 
synchronized onto the mains supply. A fault throwing equipment was developed to 
allow the simulation of one of the most onerous transient conditions: the occurrence 
of a 3 phase fault close to the loaded machine. A brief description of the elements 
of the power system model will be given next. Further details of the parameters of 
the generator, the generator-transformer and the transmission line model are given
169
Chapter 7. Digital Based Implementation of the New Algorithm
in Appendix 15.
1) Prime Mover. The prime mover at Pembroke is formed by three stage, axial 
flow, steam turbines with a rated speed of 3000 rpm. In the model system, a dc 
machine is used to model the prime mover. This machine is separately excited by 
a single phase 200 V thyristor bridge rectifier unit. In the power system model, the 
action of a speed governor has not been considered, instead, the principle of constant 
torque during a transient period is adopted.
2) Generator. Each one of the generators at Pembroke station is rated at 500 MW, 
with a line voltage of 22 kV and a rated power factor of 0.8. The inertia time 
constant of the generators is 4.44 p.u. In this system model, it has been assumed 
that the four generators at Pembroke form an identical plant, operating in parallel. 
On this assumption, a micromachine having the same parameters in per unit 
quantities, expressed to the total MVA rating, will be capable to model the combined 
dynamics of the four generators. On the other hand, the micromachine is rated at 3 
kVA, 0.8 power factor and 230 V line voltage with the stator winding star 
connected, while its synchronous speed is 1500 rpm at a system frequency of 50 Hz. 
The high inertia constant of the generators has been achieved by using a flywheel 
attached to the micromachine shaft. To achieve transient conditions similar to the 
generators at Pembroke, the winding resistances in the micromachine stator windings 
were kept low by increasing the slot depth. An external time constant regulator was 
connected to the rotor windings to provide the correct rotor time constant. Slip rings 
were used to connect the external regulator with the rotor windings in order to 
improve the signal to noise ratio and to provide the correct transient and subtransient 
time constants. In this way, the rotor current is controlled by reducing the effective 
resistance and thus increasing the time constant.
3) Electrical Network. The base quantities of 3.45 kVA and 206 V for the model 
system were determined during the design of the micromachine. The concept of an 
infinite busbar at the end of the transmission line model, having an ideal zero source 
impedance, and constant voltage and phase, was approximated by using a high
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capacity supply. A separate distribution transformer fed from the high voltage 
distribution network was used for this purpose. The rating of the transformer is 330 
kVA, 10.75 kV/311 V. The transformer is connected to the 6 . 6  kV distribution 
network, so by using a 5% tap, the transformer provides a secondary line voltage 
of 200 V. The secondary winding is star connected with the power system model.
4) Transmission Line. For practical purposes, it has been assumed that the two 
double circuit transmission lines in the Pembroke system have identical length, and 
that three line impedances are symmetrical, so the transmission line is modelled by 
three isolated single phase tt equivalent networks. Although this approximation 
neglects the effects of mutual and self inductances of the three phase line, this 
assumption remains valid for the present experimental investigation. Due to the high 
voltage rating and to the 70 miles length of the transmission line, the effects of the 
shunt capacitance of the line have been included in the equivalent line model. Details 
of the transmission line in the model system are included in Appendix 15.
5) Fault Throwing Equipment. For the type of disturbances considered for the power 
system model during the studies in transient stability, the most severe condition will 
be given if the generator is operating at full load and a three phase solid fault occurs 
in the transmission line close to the generator transformer. This fault will move the 
generator into a minimum energy transfer condition where its rotor will be undergo 
a maximum acceleration. A fault throwing equipment was developed to produce this 
type of disturbance. Semiconductor devices are used in the fault throwing equipment 
to carry the fault current for a period of up to 200 ms duration. The fault is fed 
from both the machine and the infinite busbar so the thrower equipment was 
designed to withstand currents up to 300 A.
7.3.2 Initial Assessment of the Technique’s Performance
In order to evaluate the performance of the DSP based frequency measurement 
equipment, two groups of tests were conducted. Initially, input signals with constant 
frequency were used. During this study, the TMS320C31 executable code was
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programmed to generate the test signals. The frequencies of the signals for this test 
are: 47.5 Hz, 50.0 Hz and 52.5 Hz. Figure 7.7 shows the results of the 
measurement of the frequency of the test signals by using the DSP based technique.
A second group of tests was carried out to appreciate the conditions prevailing under 
steady state conditions in the micromachine system. Figure 7.8 shows the results of 
the single phase frequency measurement taken from the generator terminal voltage, 
phase ’a’, under steady state conditions. The peak to peak variation of the measured 
frequency is 0.01 Hz. It should mentioned here, that during normal operating 
conditions, the mean value of the measured frequency throughout the experimental 
investigation was observed to vary within relatively short times. In all the observed 
cases, the maximum deviation of the frequency was less than 0.1% about 50 Hz. 
The results from this study also showed that a significant amount of additive noise 
was imposed on the voltage waveform taken at the generator terminals. The main 
frequency components of the noise are the odd harmonics of the fundamental 
frequency produced in the micromachine alternator and also high frequency 
components generated by nearby power electronic devices. This study constitutes an 
arduous test for the frequency measurement algorithm since the voltage waveform 
was more distorted than would be expected on a real power system.
The results from this initial group of tests show the correct operation of the new 
frequency measurement technique after its implementation on a DSP board. The 
results also confirm the accuracy of the technique predicted by the investigation 
conducted on power system computer simulations.
7.3.3 The Applied Disturbance
The type of power system problems which have motivated the development of the 
power system model, is related to the investigation of the performance of the system 
during transient stability conditions. A three phase fault on the system side of the 
generator-transformer with the generator at full load was chosen as the applied 
disturbance. The fault is followed by full system recovery. This fault is considered
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the most severe for the type of power system represented by the present model. As 
a result of the fault, the micromachine will be swinging against the mains supply. 
The power system conditions created by this type of disturbance represent an ideal 
test for the frequency measurement equipment.
The next sections will present a group of tests conducted with the micromachine 
system. The tests basically consist of applying the fault when the machine is loaded 
at 1.0 p.u. and at 0.75 p.u. An alternative group of tests has been achieved by 
changing the duration of the fault. For the current set of tests, the duration times of 
70 ms and 120 ms have been used.
The initial rate of change of frequency at the fault inception and the subsequent 
power swings are determined by the initial conditions in the power system model. 
Information on the initial conditions is important to assess the response of the system 
to a particular disturbance. In Table 7.2 and 7.3 are shown the initial values of the 
system quantities for the generator loaded at 1.0 p.u. and at 0.75 p.u., respectively.
Pt Terminal power 2.4 kW
pf power factor 0.98
Vt Terminal voltage 196 V
Ia Current 8 . 6  A
Vb Infinite busbar voltage 190 V
If Field current 3.2 A
d Load angle 59°
Table 7.2. Initial conditions for a full loaded generator.
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Pt Terminal power 1.8 kW
pf power factor 0.98
Vt Terminal voltage 196 V
Ia Current 7.5 A
Vb Infinite busbar voltage 190 V
If Field current 2.8 A
8 Load angle 45°
Table 7.3. Initial conditions for a generaltor loaded at 0.75 p.u.
Although the fault throwing equipment allows repeatable fault conditions, in 
conducting the system model studies, care was taken to ensure that the system was 
operating with stable loaded conditions and that the settings of the fault thrower were 
the same before any experiment was executed. It should be mentioned here, that the 
thrower equipment does not synchronize the trigger of the fault with the recording 
process of the measured frequency conducted on the PC/C31 board. Instead, both 
the fault throwing and the frequency recording processes have to be started by the 
user. This problem will result in the frequency measurement records being captured 
at slightly different times. It will be seen throughout the results obtained in the 
current experimental investigation that the difference in times from one test to 
another does not affect the validity of the results.
7.3.4 Single Phase Frequency Measurement
This section presents the results of the experimental investigation conducted on the 
micromachine system where the DSP based technique has been applied to a single 
phase voltage input signal. The results presented in this section were taken with the 
micromachine synchronized onto the distribution network mains supply. The 
measurement of frequency was conducted both at the generator terminal voltage and 
at the ac tachogenerator. Since the tachogenerator is operating at a minimum energy 
transfer condition at all times, it is expected that its frequency will follow the trace
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of the rotor speed of the generator. On this assumption, the concept of "mechanical 
frequency" will be used to denote the rotor speed of the generator. Correspondingly, 
the frequency measured at the generator terminals will be denoted as the "electrical 
frequency" of the generator.
The structure of the DSP based single phase frequency measurement technique has 
been addressed earlier in the present Chapter and an outline of the implemented 
technique was presented in Figure 7.3. On conducting the present investigation, the 
measurement of frequency was initially carried out at the generator terminal voltage, 
phase ’a’. The measurement of frequency is then performed at the tachogenerator 
terminal voltage, phase ’a’. Throughout the investigation, the sampling frequency 
of the measurement equipment is 4 kHz.
7.3.4.1 Generator Load = 1 . 0  p.u. Fault = 120 ms
In the present study case, a three phase fault was applied at the station busbar for 
a period of 120 ms while the generator was loaded at 1.0 p.u. The frequency 
measured at the generator terminals, phase ’a’, is shown in Figure 7.9. The steady 
state conditions preceding the fault inception are clearly observed. At the fault 
inception, the measured frequency undergoes an abrupt positive transient excursion. 
The nature of this transient in the measured frequency was discussed in Chapters 5 
and 6  where it was explained in terms of the redistribution of power in the system. 
The same conclusion can be reached from the behaviour of the measured frequency 
in the current study case: the sudden change of the operating conditions of the 
generator onto a minimum export condition, results in a rapid rotation of the angle 
between the generator terminal voltage vector and the internal induced emf vector.
Figure 7.9 shows the trace of the measured frequency returning back towards the 
system’s frequency. At time t = 300 ms, the frequency is seen to follow a ramp. 
This ramp corresponds to the trace of the rotor speed which is accelerating when the 
generator is moved into the minimum export condition following the fault inception. 
Due to the large inertia constant of the generator and to the relatively short duration
175
Chapter 7. Digital Based Implementation of the New Algorithm
of the fault, the micromachine does not loss synchronism with the utility.
When the fault is cleared, the generator is prompted to export at full rate. Under this 
new condition, the angle of the terminal voltage vector is suddenly forced to rotate 
opposite to the rotor rotation. Hence, the angle of the terminal voltage is moved in 
advance of the internal induced electromotive (emf) voltage vector. The consequence 
of the change of the angle is a sudden dip of the electrical frequency. The initial rate 
of change of the frequency decline is driven by the magnitude of the load and by the 
inertia time constant of the generator. As the time progresses, a power swing 
between the machine and the mains supply takes place. The trace of the measured 
frequency during the power swings correctly describes the direction of the power 
transfer between the micromachine and the infinite busbar.
In Figure 7.10 is shown the generator terminal voltage waveform, phase ’a’, 
observed during the disturbance. It is seen that the 3-phase fault severely affects the 
voltage waveform which results in a rapid positive excursion of the measured 
frequency. The effects of the fault when the generator is full loaded are reflected on 
the terminal voltage waveform. An exponential decaying dc component is added to 
the terminal voltage at the fault inception. At the time of the fault, a dc component 
in the armature current is created to maintain the steady state value of the magnetic 
flux linkage between the rotor field and the armature winding. The initial amplitude 
of the dc voltage component at the generator terminals is proportional to the initial 
conditions before the fault and to the point on wave of the armature current where 
the fault is applied. Hence, different amplitudes of the dc component should be 
observed in the phase components of the three phase system at the generator terminal 
voltage. The time constant of the exponential decaying component in the armature 
current is determined by the value of the armature resistance. It should be noticed 
that the frequency response of the orthogonal filters exhibit a zero at dc frequencies, 
and so the dc component in the terminal voltage will not affect the frequency 
estimates. In the case of zero-crossing based frequency measurement technique, the 
dc component will mask the estimates of frequency.
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The relatively long duration of the fault allows observation of the point where the 
transient in the measured frequency has disappeared. In Figure 7.11, the transient 
in the frequency created at the fault inception, settles down about time t = 300 ms. 
It can be seen that at this time, the frequency follows a ramp which is deviating 
from 50 Hz. Such a deviation can be explained in terms of the trajectory of the rotor 
speed. It was mentioned before that a constant input torque was adopted on 
developing the prime mover in the power system model. The type of applied 
disturbance means that the only power exported by the generator during the fault are 
heating losses only. Hence, the load angle between the electromagnetic and the 
mechanical torques is almost zero, while the voltage vector at the generator 
terminals is in-phase with the internal emf vector. Therefore, after the transient, the 
electrical frequency will follow the trajectory of the rotor speed (mechanical 
frequency). As a result of this coupling of angles and frequencies, the electrical 
frequency is seen to follow the speeding up of the rotor speed.
Due to the constant input torque, neither the mechanical nor the electrical 
frequencies will return to the synchronous frequency unless the fault is removed 
before the generator losses synchronism with the utility. Figures 7.10 and 7.11, 
clearly show the time when the fault is removed. The rapid dynamics of the AVR 
are reflected on the amplitude modulation effects observed in the terminal voltage 
waveform. However, the change onto a full load condition prevents the terminal 
voltage to return towards its steady state level. Instead, the angle of the phase of the 
terminal voltage is stretched as shown in Figure 7.10 at time 355 ms. Figure 7.11 
shows the trajectory of the electrical frequency which exactly correspond to the 
variations in the angular phase of the input signal as shown in Figure 7.10. Apart 
from the group delay of the frequency measurement algorithm, it can be concluded 
that the trace of the measured frequency follows the variations in time of the velocity 
of the phase of the input signal and correctly describes the dynamical response of 
the machine to the disturbance.
A decaying oscillatory component imposed on the trace of the frequency is shown 
in Figure 7.9 at time t = 450 ms. The nonlinear response of the dc prime mover
177
Chapter 7. Digital Based Implementation of the New Algorithm
during the disturbance is responsible for this oscillatory component.
From Figure 7.11, it can be observed the transient of the measured frequency when 
the fault is removed. It will be shown later during the experiments conducted on the 
tachogenerator terminals, that the electrical frequency follows the direction of the 
flow of power between the machine and the mains supply during the subsequent 
power swing period. In terms of the electromagnetic torque at the generator air gap, 
it can be seen that at the time when the fault is cleared, the rotation of the 
electromagnetic torque during the power swings is retarded by the power flowing 
from the mains supply. It was pointed out earlier, that the rotor speed started an 
accelerating process at the fault inception and the constant input torque in the prime 
mover had promoted the constant deviation of the rotor speed from 50 Hz. When the 
fault is removed the change back to the full load condition suddenly applies a 
braking torque to the generator shaft and the electromagnetic torque provides the 
means to slow down the rotor speed. The oscillations in the flow of power pushing 
forwards and backwards between the generator and the utility during the power 
swing, correspond to the dynamic response of the generator. If the fault had been 
removed at an earlier stage, the rotor speed would increase for a shorter time, 
hence, the change onto a full load condition would had resulted in smaller deviations 
of the frequency from 50 Hz during the power swing.
7.3.4.2 Generator Load = 1.0 p.u. Fault = 70 ms
The duration of the fault has been reduced to 70 ms in this study case. The 
frequency measured during this test is shown in Figure 7.12. A small negative 
excursion of the frequency is shown at the fault inception. In particular, this small 
dip is related to the point on wave of the input signal where the fault has occurred. 
It is noticed that the dip in the frequency corresponds to the application of the 3- 
phase fault. Apart from this transient in the phase of the signal, the measured 
frequency is seen to follow the expected trajectory of the electrical frequency of the 
generator.
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Since in the current study case the generator is also loaded at 1.0 p.u. the variations 
in the frequency are seen to follow the same trace of the frequency measured in the 
previous study. A comparison between Figures 7.11 and 7.14, reveals that the initial 
ramp of the frequency is the same in both cases regardless of the small dip of 
frequency shown in the current study case.
The waveform of the input signal during the present study case is shown in Figure 
7.13. The exponential decaying dc voltage component is observed again. This time, 
the fault is cleared before this component has completely disappeared. The overshoot 
of the terminal voltage when the fault is removed corresponds to the response of the 
AVR encountering a full load condition imposed by the fault clearance. A detailed 
view of the measured frequency during the disturbance is shown in Figure 7.14. It 
was mentioned at the end of the last study case that a shorter duration of the fault 
under the same initial conditions, would result in smaller deviations of the frequency 
from 50 Hz during the subsequent power swings. It can be seen that the 70 ms fault 
reduces the amount of kinetic rotating energy in the generator gained during the 
acceleration of the rotor. The braking torque applied to the generator shaft when the 
fault is cleared, now results in smaller deviations of frequency during the power 
swing. Figure 7.12 shows that during the power swing period following the fault 
clearance, the peak to peak variations of the frequency are smaller as compared to 
the 1 2 0  ms fault.
7.3.4.3 Generator Load = 0.75 p.u. Fault = 120 ms
In this study case the generator is loaded at 0.75 p.u. As shown in Figure 7.15, the 
measured frequency now undergoes a less severe acceleration when the fault is 
thrown. The effects of a partial loaded generator are shown on the initial rate of the 
frequency at the fault inception which can be compared against the initial rate of the 
frequency when the generator is full loaded. Since the generator is partial loaded, 
the rotor will not accelerate to a maximum level as seen in the first study case. 
Apart from the transient, the measured frequency in the current study case exhibits 
a smoother initial rate of change of frequency as compared with the previous case
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of a full loaded generator. Figure 7.17 shows a detailed view of the frequency 
during the disturbance. A comparison of the frequency shown in this figure with the 
frequency shown in Figure 7.14, shows the different initial rates of change of the 
frequency at the fault inception. Since in the micromachine model the prime mover 
is not assisted by a speed governor, the measured frequency is seen to follow an 
oscillatory ramp after the fault. As explained during the first study case, the voltage 
vector at the generator terminals is rotating in phase with the internal mmf, thus, 
after the transient of the electrical frequency at the fault inception, the frequency will 
be seen to follow the trace of the rotor speed during the acceleration period. Figure 
7.17 shows that the maximum excursion of the frequency following the fault 
inception is 50.4 Hz. As compared with the full load case, this deviation results 
from a smoother speeding up of the rotor.
In this study case, the amount of the power exported by the generator during the 
fault (heat losses only), is smaller. Thus, a smaller exponential decaying dc 
component is created at the fault inception as observed on the voltage waveform 
shown in Figure 7.16.
When the fault is removed, the generator encounters a 0.75 p.u. load. Hence, the 
application of the braking torque to the rotor shaft when the fault is removed results 
in a slower rate of change of the frequency. As shown in Figure 7.17, the initial rate 
of change of the frequency when the fault is cleared is smoother as compared with 
the frequency during full load conditions. Since the infinite busbar infeed is now 
0.25 p.u., the power swing periods are smaller in amplitude and duration.
7.3.4.4 Generator Load = 0.75 p.u. Fault = 70 ms
As shown in the input signal waveform displayed in Figure 7.19, the fault has been 
thrown at a different point on wave as compared to the last study case. As shown 
in the previous cases, the application of the fault results in a transient in the 
measured frequency. Since the initial loading conditions of a partial loaded generator 
still prevail in the current study case, then, the ramp of the frequency during the
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acceleration period is the same as the ramp of the frequency in the previous case. 
Figure 7.20 shows the trace of the frequency when the fault is cleared. The 
frequency shows the rapid recovering process of the generator when the fault is 
cleared. The load infeed by the infinite busbar and the short duration of the fault 
result in a very short power swing period.
7.3.5 Single Phase Frequency Measurement Taken at the Tachogenerator 
Terminals
As pointed out earlier in the present section, it was sought that the frequency 
measurement conducted on the tachogenerator terminals would provide a point of 
reference to appreciate the process of change of the mechanical frequency of the 
micromachine. In the present experimental stage, the same type of tests presented 
in the previous study cases is now conducted on the tachogenerator terminals.
From the outline of the power system model shown in Figure 7.6, it can be seen that 
the tachogenerator is linked in parallel to the micromachine shaft. In fact, a flexible 
tooth-band links both shafts. Care was taken during the construction of the 
tachogenerator and of its linkage with the micromachine to ensure a one-to-one ratio 
of speeds. On the assumption that the proposed speed ratio is observed, the 
frequency of the tachogenerator terminal voltage will correspond to the rotational 
speed of the generator’s shaft. Since no electrical power output is drawn from the 
tachogenerator terminals, it is expected that its terminal voltage vector will be 
synchronously rotating with the tachogenerator’s rotor. Correspondingly, the 
application of the 3-phase fault near the generator transformer will not impose an 
amplitude modulation process on the tachogenerator terminal voltage. Hence, the 
measured frequency will not exhibit the transients observed during the application 
of the 3-phase fault.
7.3.5.1 Generator Load = 1.0 p.u. Fault = 120 ms
The frequency measured under the initial conditions given for this study case is
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shown in Figure 7.21. During the steady state conditions preceding the fault 
inception, a periodic component is observed in the tachogenerator frequency. It has 
been found that this oscillation corresponds to a sine frequency modulation of 20 Hz 
approximately. It was found that back-lash in the coupling, caused by the tooth- 
band, was the cause of the periodic component.
Apart from this problem, the results of the measurement of frequency displayed in 
Figure 7.21 clearly show the impact of the applied fault on the speed of the 
tachogenerator. It can be seen that the initial rate of change of the mechanical 
frequency does not follow the step ramp displayed by the electrical frequency taken 
at the generator terminals. From the conclusions drawn during the first study case, 
it is seen that the excursion of the mechanical frequency follows the mechanical 
dynamics of the generator. The inertia time constant of the machine prevents the 
rotor from following the rapid acceleration exhibited by the transient of the electrical 
frequency when the fault is applied. It was mentioned earlier, on conducting the 
measurement of the frequency at the generator terminals, that the sudden change in 
the voltage waveform resulted in a transient in the electrical frequency at the fault 
inception time. After the transient, it was seen that, since the angle between the 
terminal voltage vector and the internal emf was constant in time, then, the trace of 
the electrical frequency did correspond to the trace of the rotor speed. Hence, both 
frequencies should travel the same trace during the acceleration of the generator. 
The mechanical frequency shown in Figure 7.21 confirms the predicted response of 
the electrical frequency. As shown in Figure 7.21, the peak deviation of the 
mechanical frequency is 50.5 Hz. This value is equal to the deviation shown by the 
electrical frequency as shown in Figure 7.11.
When the fault is removed, the mechanical frequency shown in Figure 7.21 reflects 
the response of the generator when it encounters a full load condition. The 
remaining trace of the frequency measured at the tachogenerator clearly shows the 
power swing between the micromachine and the mains supply. The behaviour of the 
frequency during the power swing corresponds to fluctuations of power between the 
generator and the mains supply. Under the assumption of constant input torque from
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the prime mover, the electromagnetic torque is the only means to slow down the 
oscillations of the rotor speed following the clearance of the fault and during the 
power swing. Eventually, the oscillations of the mechanical frequency shown during 
the power swing period will decrease until a balance between the electromagnetic 
and the mechanical torques is achieved.
7.3.5.2 Generator Load = 1.0 p.u. Fault = 70 ms
In the present study case the generator is full loaded as in the last case, hence, its 
response at the fault inception should be the same. In Figure 7.22 is shown the 
measured frequency taken at the tachogenerator terminals. The initial rate of change 
of the mechanical frequency during the acceleration process of the generator is equal 
to rate of change already seen in the last case. Now, however, the shorter duration 
of the fault has prevented the rotor speed from accelerating for a longer time. Thus, 
when the fault is removed, the shorter duration of the fault allows the generator to 
withstand better the effects of the application of the full load. The amount of kinetic 
energy gained during the acceleration process is smaller as compared with the full 
loaded generator initial conditions. Therefore, the trace of the mechanical frequency 
is seen to follow the smaller deviations from 50 Hz during the power swings.
7.3.5.3 Generator Load = 0.75 p.u. Fault = 120 ms
For the initial conditions of this study case, the slope of the rate of change of the 
mechanical frequency, as shown in Figure 7.23., should be the same as the slope of 
the rate of change of the electrical frequency observed in Figure 7.15. Although the 
transient in the electrical frequency masks the initial ramp of the frequency, it was 
seen in figure 7.17 (the detailed view of the measured frequency), that the electrical 
frequency did subsequently follow the trajectory of the rotor speed. Now, the 
mechanical frequency taken at the tachogenerator terminals confirms that 
observation. Both the mechanical and the electrical frequencies reach a maximum 
deviation of 50.4 Hz at 120 ms after the fault inception.
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The initial conditions in the current study case result in a smoother initial rate of 
change of the mechanical frequency when the fault is applied. This fact was also 
observed in the initial rate of change of the electrical frequency. The partial loaded 
generator initial conditions result in a smoother acceleration of the rotor when the 
fault is applied. Hence, when the fault is removed the rate of decay of the frequency 
is slower, and the subsequent deviations of the mechanical frequency are smaller 
during the power swing.
7.3.5.4 Generator Load = 0.75 p.u. Fault = 70 ms
For this case, shown in Figure 7.24, the mechanical frequency seen at the 
tachogenerator terminals scarcely reflects the effects of the fault on the 
micromachine rotor speed. The slope of the initial rate of change of the mechanical 
frequency during the acceleration period should be equal to slope of the frequency 
shown in the previous case. However, the 20 Hz periodic component in the 
tachogenerator waveform masks much of these results. The main indication of the 
fault are the small power swings following the fault clearance.
7.3.6 Extended Lowpass Post-Filtering of the Measured Frequency
The last set of study cases shows the necessity of removing the 20 Hz frequency 
oscillation from the mechanical frequency. In this section, a three-cycle Hamming 
lowpass post-filter has been implemented on the DSP based frequency measurement 
equipment to remove the 20 Hz component from estimates of the mechanical 
frequency. As pointed out earlier, the high cpu execution time of the digital 
implementation of the PPS frequency measurement, make it impossible to apply this 
filter for the PPS application.
The set of initial operating conditions of the power system model observed during 
the conduction of the experimental tests with the tachogenerator is now repeated for 
the application of a 3-cycle Hamming post-filter to the single phase frequency 
measurement equipment. The results from the use of the post-filter on the estimates
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of the frequency measured at the tachogenerator terminals have been collected in 
Figure 7.25. It is seen that the frequency response of this filter effectively removes 
the 20 Hz periodic component from the mechanical frequency and confirms the 
nature of the periodic oscillations.
Figure 7.25.a clearly shows the slope of the ramp of the mechanical frequency 
following the fault inception. Apart from the increased group delay (57.5 ms), from 
which, 20 ms are due to the 3-cycle Hamming post-filter, the smoothed frequency 
accurately follows the changes of the response of the micromachine when the fault 
is applied and when the fault is removed. From the graphics shown in Figure 7.25, 
the following conclusions can be drawn:
1° The point of the frequency excursion where the fault takes place is clearly 
observed since the transient observed in the electrical frequency does not mask the 
current measurements.
2° The effects of the fault on the initial rate of change of the rotor speed are clearly 
observed. The initial rate of change corresponds to the initial loading conditions and 
the inertia time constant of the generator.
3° The trajectory of the rotor speed following the clearance of the fault show the 
amount of kinetic gained during the speeding up of the rotor. For the same initial 
conditions, a shorter duration of the fault results in shorter oscillations of the 
frequency about 50 Hz during the power swings.
In order to provide a fair point of reference with respect of the investigation 
performed on the generator terminals, the 3-cycle post-filter was used during the 
same study cases. The results from the measurement of frequency of a single phase 
voltage signal, as taken at the generator terminals, are displayed in Figure 7.26. The 
results from the set of different initial conditions and fault duration times are 
presented in Figures 7. 26.a, 7.26.b, 7.26.C and 7.26.d.
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The effects of the frequency response of the three-cycles Hamming lowpass filter can 
be appreciated in the electrical frequency displayed in these figures. The amplitude 
of the transient of the electrical frequency at the fault inception has been attenuated 
in all the cases. It is also noticed that the initial rate of change of frequency has also 
been modified as a result of the frequency response of the post-filter. It is seen that 
the extreme attenuation of the filter masks the trace of the frequency following the 
transient which as compared to the one-cycle Hamming post-filter. However, the 
peak to peak deviations of the electrical frequency during the power swing periods 
are preserved. A unit gain bandpass of 5 Hz near to dc is required if the oscillations 
due to the frequency modulation process are to be preserved. This requirement can 
be achieved by implementing a larger FIR lowpass filter at the expense of a longer 
group delay.
Figures 7.26.a and 7.26.C provide a point of comparison between the electrical 
frequency measured when the generator is full and partial loaded. It is seen that the 
peak deviation of the electrical frequency transient at the fault inception in the latter 
case corresponds to a 75 % of the former frequency. The same figures also show 
that the initial rate of change of electrical frequency following the fault inception is 
different. The frequency response of the post-filter is responsible for the attenuation 
of the trace of the rapid variations of the electrical frequency, while the same filter 
preserves the slower variations of the mechanical frequency.
7.3.7 Experimental Investigation with the PPS Frequency Measurement
The structure of the DSP based frequency measurement equipment for its application 
on the measurement of frequency from a PPS voltage vector is shown in Figure 7.4. 
The measurement of frequency from a PPS voltage vector has been taken at the 
generator terminals and at the tachogenerator terminals. On conducting the 
measurement of frequency from a PPS voltage vector, it is expected to observe the 
combined variations in the angle phase of the phase components of the input signal, 
both at the fault inception and at the fault clearance times. As it was pointed out 
earlier during the discussion on the implementation of the software for the PPS
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application, the DSP implemented PPS frequency measurement equipment has not 
been provided with the one-cycle Hamming lowpass pre-filter. Thus, it should be 
expected to observe the influence of the harmonic noise on the frequency estimates. 
It should also be mentioned that in the current PPS frequency measurement 
implementation, the voltage waveform is not sent to the PC resident program since 
it is not possible to send the information of the three phases at the same time. The 
earlier set of studies conducted with the single phase frequency measurement can be 
used now as a point of reference in order to evaluate the performance of the PPS 
frequency measurement.
The performance of the PPS frequency measurement equipment was tested using the 
same type of disturbances used during the evaluation of the single phase frequency 
measurement. The results from these tests show the correct operation and accuracy 
of the frequency measurements as predicted during the EMTP experimental 
investigation. Since the results have confirmed the reliability of the PPS frequency 
measurement equipment, in this section are presented the results of the measurement 
of frequency taken at the generator and at the tachogenerator terminals for a full 
loaded generator and a fault duration of 120 ms only.
7.3.7.1 PPS Frequency Measurements at the Generator Terminals
The initial conditions for this case are: generator loaded at 1.0 p.u. and fault 
duration = 120 ms. In Figure 7.27 is displayed the frequency measured from the 
PPS voltage vector formed at the generator terminals. The trajectory of the PPS 
frequency measured during steady state conditions preceding the fault inception is 
clearly shown. This initial measurement is used to confirm the correct operation of 
the PPS frequency measurement algorithm following its implementation on the DSP 
board. Figure 7.27 shows the combined effect of the 3-phase fault on the three phase 
components of the PPS voltage vector. The first negative excursion of the PPS 
frequency clearly shows the results of the application of the fault on the individual 
phase components. Following this transient, it is seen that the PPS electrical 
frequency accurately follows the trajectory of the single phase frequency. Since the
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fault did not affect the balanced condition of the system, the frequency of the PPS 
voltage vector accurately describes the effects of the fault in the rapid transient 
rotation of the internal emf vector as shown by the single phase frequency 
measurement. After the transient in the PPS frequency, Figure 7.27 shows the PPS 
frequency following the trajectory of the rotor speed. As soon as the transient in the 
PPS frequency is finished, the angle between the PPS vector and the internal emf 
becomes close to zero, and so the angle remains constant in time.
When the fault is removed, the PPS frequency shows the response of the system to 
the sudden application of the full load. A comparison of the transient of the PPS 
frequency at the fault clearance with the transient of the single phase frequency 
renders no difference. During the single frequency measurements it was argued that 
the removal of the fault produced a rapid variation in the rotation of the angular 
phase of the input signal. In the current study case, the same effect is present in the 
three phase components of the PPS voltage vector. Apart from the transient, it can 
be seen in figure 7.27, that the PPS frequency returns back to the system’s 
frequency in time to encounter the power swing between the machine and the mains 
supply. It is noticed that, as the power swing progresses, a small ripple is imposed 
on the PPS frequency. The frequency of this noise component is due to the second 
harmonic of the fundamental. As shown during the initial assessment of the 
performance of the frequency measurement algorithm, the presence of harmonics in 
the input signal produces corrupted estimates of frequency.
7.3.7.2 PPS Frequency Measurements at the Tachogenerator Terminals
The measurement of frequency from a PPS voltage vector is now conducted at the 
tachogenerator terminals. The measurement of frequency from a PPS voltage vector 
at the tachogenerator terminals has been the most arduous throughout the 
experimental investigation as far as the sensitivity to additive noise of the frequency 
measurement algorithm is concerned. Since symmetrical conditions prevail and no 
electrical power output is drawn from the tachogenerator terminals, it is expected 
that the PPS frequency measurements will exhibit the same performance of the single
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phase frequency measurements. The initial conditions in the system from the last 
study case are used now on conducting this investigation.
The PPS frequency during the steady state conditions before the fault is applied is 
shown in Figure 7.28. The 20 Hz periodic component imposed on the PPS frequency 
is clearly observed. When the fault is applied, the initial rate of change of the 
mechanical frequency represented by the PPS voltage vector at the tachogenerator 
terminals, corresponds to the predicted response of the generator according to the 
initial conditions. The trajectory of the PPS frequency when the fault is removed, 
exactly corresponds to the trace of the single phase mechanical frequency. During 
the power swing period following the clearance of the fault, the presence of the 
second harmonic is clearly seen on the peak deviations of the frequency. This study 
case remains the necessity of correctly extracting the fundamental component from 
noise before the frequency estimation.
7.4 Summary
The implementation of the frequency measurement algorithm on a digital signal 
processing board has been presented in this Chapter. A computer program was used 
to ascertain the sensitivity of the overall algorithm to the presence of quantization 
noise as this noise may be generated within the same algorithm as a result of its 
digital implementation. The evaluation of the dynamic range figure and the 
operational rate of the algorithm, resulted in the selection of a 32-bit floating point 
DSP board. A single instruction execution time of 60 n is guaranteed by the chosen 
board.
The development of a software package to implement the algorithm on the DSP 
board, was presented in the second section of this Chapter. A discussion on the main 
structure of the DSP program was presented with respect to the measurement of 
frequency from both a single phase input signal and from a PPS vector. The 
limitations of the implementation of the PPS frequency measurement algorithm were 
also addressed. The one-cycle Hamming lowpass pre-filter is not used in the PPS
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frequency measurement implementation.
An experimental investigation was conducted on a micromachine based power 
system model and the results of using the DSP based frequency measurement 
equipment during this experimental stage have been presented later in the Chapter. 
The realistic power system frequency transients created by this laboratory simulator 
confirmed the accuracy and fast response of the frequency measurement equipment. 
The following conclusions have been made from the results obtained during this 
experimental investigation:
1° In order to account for the influence of the random behaviour of elements inside 
and outside the frequency measurement equipment such as temperature drifts, long 
term drift of the parameters of elements such as analogue filters, transformers, 
power supplies, etc, the accuracy of the algorithm as predicted during the computer 
modelling simulations, should be decreased by an order of ten times, that is the 
accuracy of the frequency estimates by using the measurement algorithm 
implemented on the DSP board is ± 0.01 Hz.
2° The type of disturbance applied onto the power system model has shown that the 
system model is capable of representing a realistic set of power system frequency 
transient conditions. Hence, the experimental investigation represents the most 
arduous and conclusive series of tests to confirm the accuracy and fast evaluation 
time of the new frequency measurement algorithm.
3° Measurement of frequency at the generator terminals. The frequency measured 
at the generator terminals has been denoted as the electrical frequency of the 
generator. In the different study cases presented, it was seen that the measured 
frequency did describe the variations of the angular phase of the input signal. For 
the same initial conditions, it was seen that both the single phase frequency and the 
PPS frequency showed the same trajectories at the fault inception. The initial 
transient in the electrical frequency has been shown to correspond to variations in 
time of the angle of the phase of the observed input signal. Following the transient,
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it has been shown that the duration of the fault, for similar initial conditions, 
resulted in a different response of the generator when the fault is removed. That is, 
the longer the fault duration, the longer will be the deviations of the frequency from 
50 Hz during the power swing following the fault clearance.
The response of the generator when the fault is cleared has been perfectly shown by 
the measured frequency. Both the single phase and the PPS frequencies follow the 
same trace on pursuing the variations of the power swing created after the fault 
release.
4° Frequency measured at the tachogenerator terminals. The performance of the new 
frequency measurement technique when it is connected to the tachogenerator 
terminals, has shown the real response of the rotor speed, denoted as "mechanical 
frequency", during the disturbance. The results from this experimental stage have 
shown that the initial rate of change of the rotor speed can be masked by the 
transient observed in the electrical frequency. However, it has been shown that the 
transient in the electrical frequency corresponds to a real phenomenon which is 
particularly related to variations of the angle between the voltage vector at the 
generator terminals and the internal induced emf vector. Hence, for the particular 
type of disturbances used in this investigation, the transient in the electrical 
frequency is an accurate indication that a severe disturbance in the power output of 
the generator has occurred, either due to the change onto minimum power export or 
the change onto a full load condition.
5° The measurement of frequency from a PPS voltage vector has shown a close 
agreement with the single phase frequency measurements. From the nature of the 
PPS voltage vector, it has been possible to observe the combined variations of the 
angular phase of the phase components of the PPS vector. The PPS frequency 
measurements have confirmed the fact that the variations of the frequency measured 
individually at a single phase can undergo a different trace as compared to the trace 
of the frequency of the other two phases. The effects of harmonics in the PPS 
frequency have shown the necessity of a lowpass pre-filter to improve the frequency
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response of the orthogonal filters.
6 ° From the results obtained in Chapters 5 and 6 , the performance of the new 
frequency measurement technique was evaluated against computer based models. The 
results obtained on conducting the experimental investigation presented in this 
Chapter, have corroborated the correct operation of the new frequency measurement 
technique implemented on a DSP based board, and also confirm that this technique 
fulfils the requirements of accuracy and fast evaluation times which are necessary 
for its use in on-line power system frequency measurement applications.
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Figure 7.1. Outline of the digital implementation of the frequency measurement 
algorithm.
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Figure 7 .2 . Flow chart o f  the PC/C31 executable code.
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Figure 7 .3 . Outline o f the DSP based single phase frequency measurement 
algorithm.
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Figure 7 .4 . Outline o f the DSP based PPS frequency measurement algorithm.
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Figure 7 .5 .b . Timing diagram o f the ISR for the PPS frequency measurement 
process
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Figure 7.7. Measured frequency of test signals generated by the PC/C31 executable code.
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Figure 7.9. Single phase frequency measurement. Generator loaded at 1.0 pu; fault 
duration =  1 2 0  ms.
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Figure 7.10. Generator terminal voltage Figure 7.11. Measured frequency during
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Figure 7.12. Single phase frequency measurement. Generator loaded at 1.0 pu; fault 
duration =  70 ms.
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Figure 7.15. Single phase frequency measurement. Generator loaded at 0.75 pu; fault 
duration =  1 2 0  ms.
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Figure 7.18. Single phase frequency measurement. Generator loaded at 0.75 pu; fault 
duration = 70 ms.
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Figure 7.19. Generator terminal voltage Figure 7.20. Measured frequency during
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Figure 7.21. Tachogenerator single phase frequency measurement. Generator loaded at 1.0 
pu; fault duration =  1 2 0  ms.
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Figure 7.22. Tachogenerator single phase frequency measurement. Generator loaded at 1.0 
pu; fault duration = 70 ms.
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Figure 7.23. Tachogenerator single phase frequency measurement. Generator loaded at 
0.75 pu; fault duration =  120 ms.
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Figure 7.24. Tachogenerator single phase frequency measurement. Generator loaded at 
0.75 pu; fault duration = 70 ms.
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Figure 7. 25. Using a 3-cycle Hamming lowpass filter on the tachogenerator frequency 
measurements.
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Figure 7.26. Using a 3-cycle Hamming lowpass filter on the generator frequency 
measurements.
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Figure 7.26, (cont.). Generator frequency measurements with a 3-cycle Hamming postfilter
208
Chapter 7. Digital Based Implementation of the New Algorithm
n 51 0
505 _
u 5 0 0
i u ^ 9 0
u-485
*i80 „
i 7 5 _
5 6 7 8
TIME Cms]
Figure 7.27. PPS frequency measurement at generator terminals. Generator loaded at 1, 
pu, fault duration = 1 2 0  ms.
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Figure 7.28. PPS frequency measurement at tachogenerator terminals. Generator loaded 
at 1 . 0  pu, fault duration =  1 2 0  ms.
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CHAPTER 8
SUMMARY AND PROPOSALS FOR FURTHER WORK
This Chapter summarizes the work performed in developing a new technique for the 
measurement of power system frequency. Some conclusions are drawn and proposals 
are made for further work.
8.1 Summary
The development of a new technique for the measurement of power system 
frequency by digital means has been presented in this thesis. The technique is shown 
to be capable of tracking rapid variations of frequency with high accuracy and with 
a short evaluation time.
8.1.1 Development of the New Power System Frequency Technique
It was shown in the initial Chapters of the thesis, that information on the system’s 
frequency is carried by a single component signal modulated by random amplitude 
and frequency processes. The signal is immersed in nonstationary broad band noise. 
For a voltage or a current signal taken at busbar, it was shown that the fundamental 
component should be extracted from the contaminating noise by an adaptive filter 
to provide accurate estimates of frequency. A discussion on the amplitude 
modulation nature of a signal taken at a power system busbar was given in Chapter 
2 in relation to the dynamics of a power system. It was seen that the occurrence of 
severe faults in a power system, which are responsible for variations of the system’s 
frequency, are generally accompanied of variations of the amplitude of the observed 
signal.
An investigation in the area of signal processing showed that, in the continuous time 
domain, the definition of the instantaneous frequency (IF) of a signal can be uniquely 
obtained in terms of the analytic function associated with the signal. The formation
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of an analytic signal requires an orthogonal decomposition of the input signal within 
a unit gain bandpass centred at the signal’s frequency. Under this approach, the 
amplitude and frequency modulation properties of the observed signal are correctly 
discriminated for an accurate estimation of the signal’s frequency. It was shown in 
Chapter 3, that only recent research in the field of power system frequency 
measurement has addressed the AM/FM plus additive noise nature of the signal 
centred at the power system’s frequency.
The starting point of the new power system frequency technique was introduced by 
Moore and Johns [1]. The approach adopted by the initial frequency measurement 
algorithm was based on the continuous time definition of the IF of a signal. In order 
to form an approximation to the analytic function associated with the incoming 
signal, orthogonal finite impulse response filters, with a one-cycle sine and cosine 
expressions, are used to decompose the input signal into its orthogonal components. 
The orthogonal components of the input signal are used in the algorithm to calculate 
the signal’s frequency.
The analysis in the frequency domain of the orthogonal filters showed that a correct 
approximation to the complex representation of the input signal can be achieved if 
the gain of the filters is compensated for deviations of the fundamental frequency of 
the input signal. The analysis also showed that the frequency response of the filters 
provides a 90° phase shift between the orthogonal components irrespective of the 
frequency and also, that the filters can extract the incoming signal from additive 
noise within a bandpass centred at the system’s frequency. The initial algorithm used 
a one-step frequency estimator to compensate the gain of the filters for the running 
frequency; the value of the frequency estimated four samples before was used as the 
one-step frequency estimate.
From the continuous time formulation of the frequency measurement algorithm, it 
was assumed that effects of amplitude variations of the incoming signal could be 
neglected. However, the nature of the discrete time implementation which requires 
the use of finite impulse response filters invalidated this assumption. It was shown
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in Chapter 4, that during the digital convolution of the samples of the incoming 
signal with the coefficients of the orthogonal filters, variations of the amplitude of 
the signal resulted in variations of the frequency estimates. An investigation in the 
area of signal processing rendered a one-step frequency predictor which compensates 
the gain of the orthogonal filters for variations of amplitude and frequency of the 
incoming signal; this predictor was denoted as the one-step weighted predictor.
The frequency domain analysis of the algorithm also shown that the presence of non- 
50 Hz components intruding the frequency sidelobes of the orthogonal filters will 
corrupt the frequency estimates. It was shown that a one-cycle Hamming lowpass 
pre-filter is the optimum solution in terms of a short group delay and linear phase 
response as compared to other filters.
8.1.2 Assessment of the Performance of the Technique
An experimental investigation was conducted to assess the performance of the new 
frequency measurement algorithm. The initial stage was performed by using known 
signals. The response of the algorithm for variations of amplitude and frequency in 
the test signals, showed that the one-step weighted predictor provides an improved 
minimization of the effects of a time varying amplitude as compared to the four 
samples delay predictor. It was shown that the remaining effects of the amplitude 
variations, which are not removed by the predictor, resulted in oscillations in the 
frequency estimates whose mean value is equal to the real frequency. Hence, a 
lowpass filter is used to completely remove the effects of amplitude variations in the 
frequency estimates.
The results from this initial investigation showed that the frequency measurement 
algorithm exhibited a transient at the time when the waveform of the incoming signal 
was suddenly changed. It was shown that these variations in the signal’s waveform 
did correspond to variations in time of the angular phase of the signal, and so the 
transient in the measured frequency is only a consequence of the time variation of 
the signal’s phase. This initial set of tests confirmed the nature of the algorithm: the
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IF of a single component signal equals the instantaneous rate of change of its angular 
phase.
In the second stage of the experimental investigation, the response of the frequency 
measurement algorithm to rapid changes of the underlying frequency was evaluated. 
It was shown that the algorithm can track rapid variations of frequency with high 
accuracy and fast evaluation time. The effects of harmonics when the fundamental 
frequency drifts from nominal were also investigated. The high energy level of the 
harmonics used in this investigation represent an arduous test for the frequency 
measurement algorithm. It was shown that for such high energy level, deviations of 
the fundamental frequency below 47 Hz resulted in inaccurate frequency estimates. 
On the assumption that a power system frequency deviation below 49.5 Hz will 
prompt a protective scheme to account for, the performance of the frequency 
measurement algorithm is considered to promote accurate frequency measurements 
for power system applications.
A set of realistic power system conditions, developed by computer modelling, was 
used to evaluate the reliability and accuracy of the frequency measurement 
algorithm. The initial tests were performed under dynamic conditions which are 
intended to be representative of realistic frequency transients in power systems. 
Particular attention was placed on the performance of the algorithm during the 
simulation of a small power system encountering an overload condition following its 
separation from the main system. The use of the EMTP allowed observation of the 
rotor speed of the generating units in the isolated system during the simulations, and 
so a reliable point of reference was available to assess the performance of the 
frequency measurement algorithm. It was shown that the algorithm accurately 
describes the dynamic response of the elements in the isolated system. The point of 
measurement of the frequency during these simulations was initially located at the 
generator terminal voltage. The local measurement of frequency allowed to be 
observed the rapid variations of the angular phase of the terminal voltage vector at 
the time when the system was separated from the main supply. The estimated 
frequency showed that the redistribution of power at the separation time results in
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a sudden rotation of the angular phase of the terminal voltage vector with respect of 
the generator internal emf vector. The new power transfer condition, which the 
generating unit encounters following the separation from the grid, is responsible for 
the redistribution of power. During these simulations, the measurement of frequency 
taken from an electrical vector was denoted as the electrical frequency, while the 
rotating speed of a generator was denoted as the mechanical frequency. Accordingly, 
it was shown that the transient of the measured frequency at the separation time did 
correspond to a variation of the electrical frequency, while the inertia time constant 
of the generating unit restricted the rotor speed to experience the same rapid 
phenomenon.
In the last simulation using the EMTP, the frequency measurement point was moved 
onto the remote end of the isolated system. In this simulation the generating units 
in the system are connected via transmission lines at the remote end busbar where 
a load has been placed. The results showed that the electrical frequency measured 
at the load busbar corresponds to the average of the electrical frequency measured 
at the generating units at the other end of the system. This particular simulation 
shows the reliability of the frequency measurement algorithm for its potential use in 
protective scheme applications at substations located far from a generating centre.
The measurement of frequency from a positive phase sequence voltage vector was 
also investigated. The formation of the PPS vector is accomplished from the 
orthogonal components of a three phase voltage input signal. The measurement of 
frequency from a PPS voltage vector overcomes the potentially dangerous conditions 
prevailing from the use of single phase frequency measurement during unbalanced 
power system conditions.
The assessment of performance of the PPS frequency measurement algorithm was 
executed with the same group of tests used during the evaluation of the single phase 
frequency measurement. The response of the PPS frequency measurement to 
unbalanced conditions showed the ability of the algorithm to withstand variations of 
amplitude or phase among the phase components of the three phase input signal. The
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effects of harmonics on the PPS frequency performance were also investigated. For 
a symmetrical component input signal, the harmonics rendered no effect in the PPS 
frequency estimates. For the case of unsymmetrical component input signal, it was 
shown that the harmonics resulted in inaccurate estimates of frequency. To evaluate 
the performance of the PPS frequency under unbalanced conditions and the presence 
of harmonics, the high energy level of harmonics used during the evaluation of the 
single phase frequency measurement was used. The results showed that a deviation 
of the fundamental frequency below 47 Hz for an unsymmetrical components input 
signal produced a corrupted frequency measurement.
The simulations with computer based power system conditions showed that the PPS 
frequency is able to follow the variations of the three phase system at the point of 
measurement. For the case of induced travelling wave noise it was shown that the 
unbalanced conditions prevailing during the fault prevented the single phase 
frequency measurement to describe the electrical frequency of the system. As 
pointed out in Chapter 5, this particular simulation is not based in an 
electromechanical model, and so no variations of the simulated system were 
expected. However, the PPS frequency measurement showed that, at the 
measurement point, the fault produces a rotation of the angle of the PPS voltage 
vector which is masked by the single phase frequency measurement. This test 
confirms the reliability of the PPS frequency measurement for its application in 
unbalanced power system conditions.
The EMTP simulations of dynamic power system conditions used during the 
evaluation of the single phase frequency measurement were used to assess the 
performance of the PPS frequency measurement. For the same type of disturbances, 
the performance of the PPS frequency measurement showed that the application of 
severe faults results in variations of the angular phase of the PPS voltage vector at 
the point of measurement. As a result of these variations, the PPS frequency 
exhibited a transient following the fault inception.
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8.1.3 Digital Implementation of the Technique
The results from the experimental investigation showed the new frequency 
measurement algorithm to be capable of reliable operation under rapid changing 
frequency conditions. This quality enables the algorithm to be used for on-line power 
system frequency measurement. Following the computer based experimental 
investigation, the frequency measurement algorithm was implemented on a 
microprocessor based board.
Initially, the quantization noise sensitivity of the algorithm was evaluated to ascertain 
the operational features of the microprocessor based implementation. It was shown 
that for a sampling frequency of 4 kHz, an A/D converter with a resolution of 16 
bits is required, and so the TMS320C31 digital signal processor (DSP) was selected 
for the implementation of the algorithm. The main features of this processor are: 32- 
bit floating point arithmetic operations and 60 ns single instruction execution time. 
Both the single phase and the PPS frequency measurement algorithms were 
implemented using this signal processor.
A power system simulator developed in the University of Bath was used to evaluate 
the correct operation and reliability of the DSP based frequency measurement 
algorithm. The simulator was developed to model a large generating centre 
connected to the United Kingdom 400 kV network via a transmission line. The basis 
of the simulator is a micromachine and a transmission line model which can be 
synchronized to the mains supply. This model system was developed to promote the 
study of power system transient conditions, and so it provides the ideal conditions 
to investigate the performance of the frequency measurement algorithm.
Fault throwing equipment allows a 3-phase fault to be applied near to the full loaded 
generator which produces swinging of the micromachine against the mains supply. 
The design of the frequency measurement equipment permitted the measurement of 
frequency at two points in the system: at the generator terminals and at the terminals 
of an ac tachogenerator attached to the generator’s rotor. This configuration allowed
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the measurement of the electrical and mechanical frequency of the system.
Initially, the performance of the single phase frequency measurement was evaluated. 
The application of the 3-phase fault when the generator is full loaded suddenly 
moved the generator to a minimum export condition. Hence, the measured electrical 
frequency showed a transient following the application of the fault. It was shown that 
the transient in the frequency corresponds to a rapid variation of the angular phase 
of the generator terminal voltage vector with respect of the generator’s internal emf 
vector. For the same initial conditions, the measurement of the mechanical frequency 
taken at the tachogenerator terminals confirmed that the rotor speed was unable to 
undergo the same acceleration of the electrical frequency at the fault inception. The 
inertia time constant of the generator is the cause of the retardation in the response 
of the rotor speed. The effects of the duration of the fault in the response of the 
generator were also investigated. The results from the measurement of the 
mechanical and electrical frequency showed that the swinging of power between the 
micromachine and the mains supply following the clearance of the fault, were 
proportional to the initial loading conditions of the generator and to the duration of 
the fault.
In the second part of this investigation, the performance of the PPS frequency 
measurement algorithm implemented on theTMS320C31 board was evaluated. Since 
balanced system conditions were observed on conducting this investigation, the 
results from the measurement of frequency from a PPS voltage vector rendered no 
difference with respect of the single phase frequency measurements. Due to the high 
execution time of the processor cpu, the implementation of the PPS frequency 
measurement algorithm did not include the lowpass pre-filter stage. The harmonics 
generated during the swinging of power following the removal of the fault resulted 
in corrupted estimates of the PPS frequency.
8 . 2  Conclusions
From the experimental investigation conducted on computer modelling of dynamic
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power system conditions, and on the power system simulator, some conclusions 
relative to the measurement of frequency with the new frequency measurement 
technique are drawn:
1° The measurement of electrical frequency taken from an electrical vector signal 
corresponds to instantaneous variations of the angular phase of the electrical vector. 
The term instantaneous is used to denote the time varying nature of this 
phenomenon.
2° Variations of the angle spanned between two rotating vectors will result in 
different frequency measurements. Hence, only during steady conditions in a power 
system, will the measurement of local frequency, performed at different nodes along 
the system, render equal estimates of the system’s frequency.
3° During the occurrence of a sudden change in the transfer of power of a generator, 
rapid variations in the angle between the generator terminal voltage and the internal 
emf vector result in variations in the electrical frequency, however, the inertia of the 
generator restricts its mechanical frequency from following the rapid variations of 
the electrical frequency.
4° It has been shown that the new frequency measurement algorithm is capable of 
reliable operation under dynamic power system frequency conditions, exhibiting an 
accuracy of 0.01 Hz and a delay of 37.5 ms.
8.3 Proposals for further work
Further work is recommend in the following areas:
a) Enhancement of the bandpass features of the frequency measurement algorithm. 
An attempt for improving the bandpass characteristics of the algorithm was 
performed during this investigation by using a recursive least squares filter. The 
presence of the second harmonic when the fundamental frequency deviates from
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nominal resulted in a limited adaptive scheme which was not able to track the time 
varying characteristics of the input signal. An improvement to the tracking ability 
of the filter will be accomplished by developing an adaptive decorrelating algorithm.
Further research on the formation of the orthogonal decomposition of a signal by 
using a lattice form recursive least squares filter is also recommended. It is known 
that the lattice form structure provides uncoupling among the filter’s stages [47]. The 
estimation of the current value of the sampled input signal, based on the information 
from the most recent samples, can be used to project a vector which is orthogonal 
to the span of the input signal sequence vector. The tracking ability of the recursive 
least squares line enhancer will thus provide an orthogonal plus bandpass filtering 
of the incoming signal. An improved complex representation of the fundamental 
component of the input signal is expected where an adaptive tracking of the 
fundamental can be accomplished with a reduced group delay.
An alternative solution to the influence of harmonics on the frequency estimation 
during dynamic changes of the frequency is to adjust the sampling interval of the 
algorithm to ensure that the number of samples taken during the interval corresponds 
to the number of coefficients of the orthogonal filters. It was shown that the 
frequency response of the orthogonal filters highly attenuates frequency components 
located at the harmonics of the fundamental provided that the number of coefficients 
of the filters is equal to the ratio between the sampling frequency and the 
fundamental frequency. An investigation on the suitability of an adaptive 
interpolating method for its application to power system frequency measurement is 
recommended. It is also advised a further investigation on the sensitivity of this 
algorithm to variations of amplitude of the input signal.
b) Application of the new power system frequency measurement technique to load 
shedding and frequency relaying schemes. The high-speed tracking ability of the 
frequency measurement algorithm can be applied to load shedding and frequency 
relaying schemes. An optimum load shedding scheme depends on the accurate 
estimation of the amount of load to be shed. It is known that the amount of load to
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be shed during generating deficiency periods is proportional to the initial rate of 
change of decline of the frequency of the system. As shown in Chapter 2, in the 
case of a large system undergoing a period of generating deficiency, the frequency 
of the system is considered to be equal to the frequency of a single equivalent 
generating unit located at the centre of inertia of the large system. Hence, variations 
of the mechanical frequency of the system are used as the basis to calculate the 
magnitude of the imbalance between generation and demand during a deficiency 
period.
It was shown in this thesis that the measurement of electrical frequency at the 
generator terminals during the application of faults disturbing the transfer of power 
in the system exhibited a transient in the measured frequency which corresponds to 
variations in the angle between the generator terminal voltage and its internal emf 
vector. On the other hand, the measurement of the mechanical frequency showed 
that the generator speed was not able to follow such rapid variations. Different 
authors [2], [4], [20], [21], have proposed different adaptive schemes to remove the 
transient variations of the electrical frequency observed on the occurrence of power 
imbalance conditions. It is known that the local frequency during dynamic power 
system conditions is unlikely to be same from one point of measurement to another 
within the same system. However, for load shedding and frequency relaying schemes 
to be placed at locations far from a generating centre, the measured electrical 
frequency is the only source of information on the system’s frequency.
In order to overcome the problem of the initial transient in the electrical frequency, 
it is proposed to perform the development of an adaptive method to estimate the 
underlying mechanical frequency. This method is based on the information carried 
by the electrical frequency where the inertia time constant of the system can be used 
to provide a point of reference for the adaptive scheme. At the time when the 
electrical frequency exhibits a transient, a delayed change in the rotation of the 
generator rotor is expected. The response time of the rotor speed to a rapid variation 
of the electrical frequency is thus determined by the inertia time constant of the 
system. The behaviour of the electrical frequency during a transient caused by a
2 2 0
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rapid variation of power transfer in the generator, can be represented as an impulse 
signal suddenly applied to a lowpass process dominated by the system’s inertia time 
constant. Hence, the output of the adaptive process should equal the expected 
response of the rotating speed of the generating unit during the disturbance.
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APPENDIX 1
Derivation of the instantaneous frequency of a signal
From the analytic signal z(t) associated with the real function s(t) = a(t)cos[d(t)], 
then:
z(f) = a(t)em  (4.1.1)
where 0(t) is given as:
m  = K (r )  + <t>] (A. 1.2)
The instantaneous frequency (IF) of s(t) is defined as:
m  -  (A U )2tc a t
The product of z(t) times its complex conjugate z*(t) yields:
Z(f) Z*(0 = a(t)em  a'(t)e~m  (4.1.4)
while the product of the derivative of z(t) times the complex conjugate z(t) gives:
z ' ( t )  = (A 1.5)
eft dt dt
From equations (A. 1.4) and (A. 1.5), the IF of s(t) is given as:
m  = m z ' m m  ( Al 6 )
lz(t) Z*(£)l
Since z(t) = s(t) + js(t) and z*(t) = s(t) - js(t), then, z(t) = s(t) + From
equation (A. 1.5), the numerator in equation (A. 1.6) can be expressed as:
= i'(£)i(o -  m s '( t )  (4.1.7)
Hence,
f i t ) = s'(t)s(t) -  s(t)s'(t) (A. 1.8)
2ti [s\t) + j*(0]
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APPENDIX 2
Description of terms of the power dynamics equation
A description of the terms of the power dynamics equation (2.21) is given here:
Af i t )  = ° P [1 + A e "  sm(ws f + <(.)] (>4.2.1)
Df i a +
where:
A/*ft) = frequency deviation in per unit
P*step = unity step impulse
H  = inertia time constant
a = governor regulation gain = droop
D = dependence of the load on frequency
Fh = fraction of the power generated by the high pressure turbine
Tr = reheat time constant
and:
A = 1 ~ 2TR ^ n  + Tr w* 
1 -  <2
(A. 2.2)
°D T r + + KmFhTr
2 h t r O
(A.2.3)






Frequency error due to the discrete approximation
From a signal x(t)= sinfw/), its orthogonal components are: xfi) = sinfu^) and 
xq(t) =  cos(wj). An approximation to the continuous time derivative of the 
orthogonal components of the signal can be given in terms of one-sample backwards 
difference equation:
, x,(t + AT) - x ff - AT) -sin(w0f) sin(w0A7)
*  i(t) 2 A T-------------  =- AT-----------  ( 0)
z = xq(t + AT) -  xq(t -  AT) _ cos(wj) sin(w0A 7) 3 .
* 4 2AT AT
The frequency of x(t) is given as:
X, x'„ -  X1; x„ f  = _ f — 1-------- L_L_ (A. 3.2)
2 n ( x 2, + x \ )
Hence, the frequency calculated from equations (A.3.1.a) and (A.3.1.b) yields:
cos2(W(/) sin(w0A7) + sin2(w0t) sin(w0A7) ^  ^ ^
2nA T ( x 2, + x 2 )
shce xft) = sin(wj) and xq(t) = cosfiv^), then, the frequency becomes:
sin(wn A 7)
/  = 0 (A.3.4)
2nA T
Tie first two terms in the McLaurin series expansion of sin(H>0 AT) are:
w30A T3
sm(w0 A7) ~  w0A T -  ----------
8n3f Q3A T3
-  2nf0AT  -  — 12------  (A.3.5)
Hmce, the frequency as given in equation (A.3.4) becomes:
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Appendix 3. Frequency error due to the discrete approximation
2n2f n3AT2
/  = / o  ^ -------------------  (A.3.6)
The term on the right side of equation (A.3.6 ) results from the difference equation 
approximation and it should be compensated for during the frequency estimation.
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APPENDIX 4
Singularity in the frequency response of the orthogonal filters
The magnitude of the in-phase orthogonal filter, as given in Equation (4.25.a) in 
Chapter 4, exhibits a singularity in both the numerator and the denominator when 
the il is equal to the fundamental frequency ft0. Using the L’Hopital’s rule, then:
lim _  magXil) = lim _
— [2 cos(T )sm(— )sm(T ) 




2 cos(— ) 
-sinQ
N  JVQv . 1 . .N il. .N il.]— cos(— )sin(— ) + -  sm(— )cos(— ) 
2 2 2 2 2 2 .
At il = fi0 , then Ntt/2 = tt and ill2 = tt. Hence, the magnitude of the filter 
becomes:
mag^O) =




From the complex form of the sine and cosine terms in the numerator of equation 
(A.4.2), the magnitude is given as:
r  /ril N (eia" -  e 'V'Q°) Nlim   magXil) = — —----------—- = —
0 2  (eJ ° -  e °) 2
(A.4.3)
Thus, the response of the in-phase orthogonal filter is equal to half its coefficient 
length.
A similar procedure can be followed with respect of the frequency response of the 
quadrature filter. It can be shown that the magnitude of this filter at 50 Hz is the 
same as the magnitude of the in-phase orthogonal filter.
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APPENDIX 5
Expression of the energy envelope e(t)
From Equation (4.40) in Chapter 4, the power spectrum of de(t)/dt is given as:
FT { ^ }  = jwU(w) £4.5.1)
where FT operator denotes the Fourier Transform of the variable.
The power spectrum of a differentiator, expressed in terms of its input and output 
is given as:
where the S operator is the Fourier Transform of the cross correlation input-output 
and the autocorrelation input-input of the variables, and H*(w) is the conjugate 
expression of the frequency response H(w) of the filter. Equation (A.5.2) can be 
expressed in terms of the autocorrelation input-input:
£4.5.3)
From Equation (A.5.1):
S o a -o J v )  = w 2 V i *  (A 5 ,4)
Since the input to the differentiator is the complex envelope e(t) = z(t) eiwot, then: 
Saa-ojp) = w2V w + Wo) = (W -  w f s j y v )  £4.5.5)




} = 2^ /  w S ^ u{w)dW  (y4,5,6)dt — 00
Substitution of Equation (A.5.5) into the right side of Equation (A.5.6) yields:
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APPENDIX 6
Expression of the angular frequency w0
From the definition of the analytic signal z(t) associated with the signal s(t), i.e:
Substitution of Equation (A.6.3) in Equation (4.43) given in Chapter 4 yields:
The effect of the Hilbert Transform in the analytic signal z(t) is reflected in the unit 
frequency function shown in Equation (A.6.3).
From the definition of the IF of s(t) as given in Appendix 1, the product z*(t) dz(t)/dt 
gives:
The expected value of the first term on the right side of the last equation equals zero 
since for s(t) = cos(w^), then, the magnitude of z(t) equals the unity, thus, the 
derivative of the first term on the right side of Equation (A.6.5) equals zero. On the 
other hand, the expected value of the next term on the right side of the same 
equation yields:
z(() = s(t) + js(t)
The power spectrum of z(t) is given as [55]:
Sa(w) = 4Ss (w)U(w) (4.6.2)
The unit frequency function U(w) is defined as:
U(w) = |  1 for








Appendix 6. Expression of the angular frequency w0
oo
E\w0(t) \z(t)P} = y ~ f  yvSJW)dw 04.6.6)
2n —oo
since S^w ) = 4Sss(w)U(w) as given in Equation (A.6.2), then, the expected value 
of the magnitude of z(t) gives:
oo
£{lz(()P} = -  /  Sa(w)dw (A. 6.7)
71 0
Then, Equation (A.6.4) can be expressed as:
l" s-iw)dw Efmr w,w|
(A.6.8)
for s(t) = a(t) cos(n\f), then r(t) = a?(t). Hence, the frequency is given as:
E{a\t)w a(T)}




Frequency response of the Hamming lowpass filter
The impulse response of an N coefficients Hamming lowpass filter is given as:
h[k] = wsVc](« + (1 -  a ) c o s ( ^ ) )  (A.7.1)
where wR[k] is the unit step rectangular function defined for values of A: > 0. Since
the number of coefficients N of the filter equals N = f J f Q, then c q s ( 2 ttA :/N )  =  
cos(ClJc). The Z Transform of the product of the unit function and the cosine term 
is given as:
Z{wrM cos(a0/t)} = - [H 's fe /1”) + WR(ze ~JQ°)] {A.I.2)
where:
Z{wR[k]} = z(1_ ) {A.7.3)
hence, Equation (A.7.2) is expressed as:
, , z 2 -  z~N+2 -  zcos(Qn) + z'^cosCQq)
ZiwJk] cos(Q0fc)} = ------------------------- — ------------- —  (AJA)
z 2 -  2zcos(Qo) + 1
for z = in the unit circle plane, then, the frequency response of the Hamming 
lowpass filter is:
. , a . ,ClN,r ,q / n s i  -J™ sm(— ) — -—  sm(— ) |y u -cos^,,)] e
H(Cl) = « --------------------- —  -  j ( l-a )




Parameters for power swing study
The system configuration used to study the performance of the frequency 
measurement algorithm during power swing conditions is shown in Figure 5.19. The 
parameters used in the simulation [60] are as follows:
LINE
Voltage = 400 kV
Z0 = 0.388 + j 1.019 fi/km
Zj = 0.23 + j0.298 Q/km
GENERATING PLANT AT P
Single machine, rating =
H = 4.44 kW s/kVA 
Ra = 0.003 Q 
Xd = 2.259 Q 
Xd. = 0.292 
Xd.. = 0.184 Q 
Td. = 0.945 s 
Td.. = 0.020 s 
Ta = 0.231 s
GENERATOR TRANSFORMER
Rating 600 MVA. 22 kV/432 kV (+2%, -15%)
Z = 0.0018 + j0.163 p.u.
600 MVA, 22 kV
X, = 0.161 Q 
Xq = 2.194 Q 
Xq. = 0.178 Q
Tq. = 0.009 s
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400 kV line configuration for travelling wave noise study
The following 400 kV, single circuit line configuration was used in the simulation 




»  J  J  c phase
10.4
10.2
^  J  i  b p hase
8.8
8.3
J  J  a phase
12.2
All dimensions in metres.
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Parameters for single machine load change study
The single machine power system configuration used for the study of load changing 
conditions is shown in Figure 5.29. The parameters used in the simulation are as 
follows:
GENERATING PLANT
Single machine, rating = 60 MW, p.f. = 0.8 lagging, 11.8 kV
Ra = 1.85E-4 ft 
Xd = 3.713 ft 
Xd. = 0.3713 ft 
Xd.. = 0.2413 ft 
Td. = 8.189 s 
Td.. = 0.03419 s
H = 4.64 kW s/kVA X! = 0.185 ft 
Xq = 3.53 ft 
Xq. = 0.3527 ft 
Xq.. = 0.2293 ft
Tq. = 7.78 s 
Tq.. = 0.1026
GENERATOR TRANSFORMER
Rating 75 MVA, 11.8 kV/400 kV 
Z = j0 .l l  p.u.
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400 kV line used in the separation of a single machine from grid
The following 400 kV, single line configuration was used for the simulation of the 
separation of a single machine from the grid:





All dimensions in metres.
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Parameters for the separation of a system supplying a local load
Figure 5.40 shows the system configuration used to study the separation of two 
generating units separated from the grid. The parameters used in the simulation are 
as follows:
10 MILES tc EQUIVALENT LINE
The configuration of the line is given in Appendix 11 
Voltage = 400 kV 
Z0 = 4.1796 + j 16.7801 Q 
Zj = 0.40645 + j4.9054 fl
42 MILES DISTRIBUTED PARAMETERS LINE
The configuration of the line is given in Appendix 11 
Voltage = 400 kV 
Z0 = 0.25977 + j 1.04289 G/km
Zx = 0.02405 + j0.29026 11/km
GENERATING PLANT AT SEND 1
Single machine, rating = 750MVA, 17.5 kV 
H = 3.5 kW s/kVA X, = 0.07023 G
Ra = 5.5696E-4 G Xq = 0.71458 G
Xd = 0.71458 0 Xq. = 0.1820 G
Xd. = 0.1820 G Xq.. = 0.08167 0
Xd.. = 0.08167 Q
Td. = 4.0 s Tq. = 3.9 s
Td.. = 0.031 s Tq.. = 0.119 s
GENERATOR TRANSFORMER AT SEND 1
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Rating = 750 MVA, 17.5 kV/400 kV 
Z = jO.l p.u.
GENERATING PLANT AT SEND 2
8 machines in parallel, total rating = 600 MVA, 11.8 kV
Single machine parameters correspond to the 75 MVA machine given in
Appendix 10.
GENERATOR TRANSFORMER AT SEND 2
Rating = 600 MVA, 11.8 kV/400 kV 
Z = j0 .l l  p.u.
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APPENDIX 13
Derivation of parameters for the calculation of the PPS frequency
This Appendix describe the derivation of Equation (6.5) for the calculation of 
frequency using the orthogonal components of the PPS voltage vector. For the digital 
implementation of Equation (6.4), the in-phase and quadrature components of the 
PPS vector are given as:
V p p s  f t )  V p p s  ( n  ~ i—  + ----- ----------
* W n )    j   --------------  ('U 3 -1 )
V p p s  f t )  VPPS f t  ~
VPPs f t )  = — ^ ^ ---------------------------------------------------  (A 13.2)
The continuous time derivative can be approximated by the one-sample 
algorithm:
^p p s f t )  y p p s f t  ~




V p p s f t i )  V p p s  f t
dVpps (*0 G G
 =  q-----------------q------  (A 13.4)
dt 1 lfs
Then, by using the definition of the frequency as given in Equation (A. 1.8) in 
Appendix 1, the frequency calculation from a PPS voltage vector yields:
 ^ ^ p p s  f t )  V p p s f t ~ ^ )  ~  ^ p p s  f t  ~ 1 ^ p p s  f t )  1 3
71 27ilfa (V 2PPS{n) + V2ppS (n))




A schematic diagram of the fourth order Butterworth anti-aliasing filter is given in 
the following figure. This filter is preceded by an isolating transformer and a "back- 
back" zener diode configuration used to step down the input voltage and protect the 
board from overvoltages, respectively.
C:VMC4SSDATASA_ALIAS1.CIR
F ile  Edit View Component Bun
E H
A N T I-A L IA S IN G  F IL T E R  FOR 4KHZ SAM PLING























Figure A. 14.1. Schematic diagram of the anti-aliasing filter used in the signal 
conditioning board.
The frequency and phase response of the anti-aliasing filter are shown in Figures 
A. 14.2 and A. 14.3, respectively.
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Appendix 14. Signal conditioning board
AC Analysis
AC Scope Monte Carlo
AMALIAS! .CIR T e m p e r a t u r e -  27
5 . 0 0
5 . 0 0
1 5 . 00
2 5 . 0 0
3 5 . 0 0
■45.00
D 8 ( V { 0 U T 2 ) )
Figure A. 14.2. Frequency Response o f  the anti-aliasing filter.
AC Analysis
Probe U ertlcal Horizontal Scope
A AL I A S 1 .  CI R  T e m p e r a t u r e -
0. 00
■80.00
1 6 0 . 0 0
2 4 0 . 0 0
• 320. 00
4 0 0 . 0 0 tm Tm
PH( V( 0UT2))
Figure A. 14.3. Phase response o f the anti-aliasing filter.
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APPENDIX 15
Parameters of the simulated power system plant
An outline of the power system model used for the study of power system frequency 
transients is shown in Figure 7.6. The parameters of the simulator are as follows:
GENERATING PLANT
Four machines. Single rating 500 MW, p.f. = 0.8, 22 kV 
Base = 2352 MVA base
H = 4.44 p.u.
S.C.R. = 0.4 p.u. Xq = 2.72 p.u.
Xd = 2.8 p.u. Xq.. = 0.220 p.u.
Xd. = 0.362 p.u.
Xd,. = 0.230 p.u. Tqo.. = 0.116 s
Td0. = 7.3 s 
Tdo.. = 0.0314 s
GENERATOR TRANSFORMER
Base = 600 MVA 
Z = 0.005 + j0.16 p.u.
TRANSMISSION LINE
Base = 100 MVA 
Resistance = 0.00135 p.u.
Reactance = 0.185 p.u.
Susceptance = 0.735 p.u.
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IMPROVED DIGITAL MEASUREMENT OF POW ER SYSTEM
FREQUENCY
P J Moore, D Carranza and A T Johns 
University of Bath, UK
ABSTRACT
Recently, a novel approach to the measurement o f the frequency of a 
power system by digital means was introduced [1]. The technique 
decomposes a signal taken from the power system into a pair o f  
orthogonal and bandlimited signals by using two FIR filters. A discrete­
time algorithm calculates the instantaneous frequency using the outputs 
of the filters. Some improvements on the measuring characteristics of  
the technique have been achieved and are shown in this paper. A study 
of the time and frequency responses o f the filters was performed to 
define the effects o f bandlimiting the input signal and calculating its 
frequency by the discrete-time algorithm. Correct analytic expressions 
of the frequency gains o f the filters have been found. They are used 
within a feedback loop in the measuring algorithm for accurately 
estimating any frequency deviation. In this paper we preaent the results 
of these studies and the improvements that have been achieved.
1. INTRODUCTION
Deviations o f the frequency from its nominal value are used to indicate 
the balance status between the mechanic and the electric energies in a 
power system. Physical disturbances along the power system, such as 
faulting generation plants, loss o f  a major tie-line or a sudden overload, 
severly affect this energy balance which manifests itself as deviations of 
the frequency. Emergency procedures should be started for correcting 
such situations as soon as a fault occurs. These procedures depend on 
the accurate measurement o f the power system frequency. A key factor 
is the time spent to recognize a frequency deviation.
The main relevance o f the present technique is its ability to measure 
rapid changes o f  frequency within very short evaluation times and to 
obtain accurate estimates even if  the input signal is embedded in time- 
varying noise which is typical in power system environments. On-line 
calculations to estimate the frequency o f a power system are affected by 
non-50 Hz components superimposed on the measuring signal. Such 
components are a combination o f harmonics o f the fundamental 
frequency plus bandlimited noise. The statistics o f such disturbances 
during unbalanced situtations are slowly time varying making 
impractical to base any measuring algorithm on an a priori statistical 
model. Moreover, disturbances are commonly followed by 
synchronizing oscillations due to the high mechanical inertias in a power 
system.
This problem is well established and has been addressed by some other 
techniques. Their commonest profile is the assumption of some degree 
of stationarity o f the statistics o f  the signal over a finite period o f time. 
For instance: zero crossing techniques [2], adaptive time intervals of 
sampling algorithm [3] and least squares error techniques {4]. Recent 
techniques are based on the theory o f adaptive estimation so the 
fundamental frequency of the signal is recursively tracked [5]. However, 
the trade-off between evaluation times and accurate measurements 
remains being non time-cost effective.
In this paper we present the work performed in improving the technique 
of Moore and Johns [1]. An analysis o f the filters frequency response 
resulted in closed form expressions which are used within a feedback 
loop to continuously compensate their non flat frequency response for 
other frequencies different from SO Hz. This compensation has 
improved the measurements within the bandwidth of the filters while
retaining their orthogonal characteristics. It was also analyzed the effect 
o f the length o f  the FIR expressions o f  die filters with respect to their 
frequency sidelobes because measurements are disturbed by the non 
linear attenuation o f  the filters within those frequency intervals. 
Consequently, a Hamming low pass prefilter was digitally implemented 
to limit the bandwidth o f the input signal within the FIR fibers 
bandwidth to improve the overall measuring system performance in 
respect of harmonic and high frequency noise.
2 . FREQUENCY CALCULATION ALGORITHM
1. Expression of the instantaneous frequency o f  a signal. Let a 
continuous time signal x(t) to be taken from a power system data bus, 
either from voltage or current data. A complex representation o f x(t) 
allows a definition o f the instantaneous frequency o f x(t). An orthogonal 
decomposition o f x(t) yields:
x*(t) ** A sin(wt +  4) ...(1)
and
xc(t) =  A cos(wt +  4) ...(2)
where A is the amplitude o f x(t) and 4  equals its phase. Differentiating 
equations (1) and (2) with respect to time gives:
d x*ft) =  x*’(t) *  2xfAcos(wt +  4) ...(3)
dt
and
d xcffl =  xe’(t) ~  -2xfAsin(wt +  4) ...(4)
dt
Manipulating equations (3) and (4) yields:
x<*(t)xc(i) - x*(t)xc’(t) =  2 rfA^lcos^wt+ 4) +  sui*(wt+$)]
-  2rfAJ ...(5)
The amplitude A o f  x(t) may be expressed as the instantaneous 
magnitude o f the orthogonal components, i.e.:
A* *  x.*(t) +  xc*(t) ...(6)
Using (6) and (5) gives:
x»’(t)xc(t)-x»(t)xe’(t) =  2Tflx»J(t)+xc*(t)] ...C7)
finally,
f  =  x»Vt)xcft) -  xifflxc’ffl ...(8)
2*t x»*(t) +  xc*(t) ]
2. Orthogonal Decomposition and bandlimiting of the input signal x(l). 
Two finite impulse response (FIR) bandpass filters, having a linear 
phase delay o f 90s each other, are used to decompose the signal x(t) 
into two orthogonal bandpass components. These bandpass filters were 
designed to have a central frequency at freq *= fryi =  50 Hz and a 
bandwidth o f 2 fry* such that the narrow bandwidth o f the power system 
signal x(t) is well represented by the complex transformation that these 
filters provide. Frequency components o f x(t) outside the FIR filters 






The finite time response expressions of the orthogonal filters are:
sine-component : h»[kTJ=SIN(2TkT/N+T/N) -.-(9)
cosine-component: hcfkTJ =  COS(2rkT/N+t /N) -.(10)
where k =  0,1,2,...(N-1) and T *= 1/ft, fr ■* sampling frequency.
The number N o f coefficients in the impulse response is proportional to 
fs and to the nominal power system frequency (fry. «= 50 Hz). The 
factor t / N  in the phase argument is used to provide equal gain o f  both 
of the filters at freq *= Gyt. Analysis o f the frequency response o f 
equations (9) and (10) shows that such a gain is given by the ratio 2/N, 
thus, at ft ■= 4 kHz and f«y« *= 50 Hz, then N *  80 and gain “  40.
Figure (1) shows the frequency response o f the FIR filters for N *  80. 
The effect o f t /N is shown at freq ■= SO Hz. Accurate estimation o f the 
frequency requires a continuous compensation o f  the gain of the FIR 
filters when the frequency deviates from 50 Hz. It is seen that the 
frequency sidelobes o f the FIR filters do not provide enough attenuation 
of frequency components after 100 Hz which appear as disturbances 
impossed on the frequency estimates. The broken line corresponds to 
the COSINE filter response. Its high sidelobes cause distortions during 
measurements. A Hamming low pass prefilter was implemented to fully 
attenuate frequencies after 100 Hz.
In [1] there were given approximated expressions for the filters 
frequency responses which leaded to innacurate estimations under 
frequency deviations. Using the 'one-ride* Z_Transfonn there were 
found the analytic expressions o f the frequency responses in closed 
forms:
Hs(z) -  z SINfQo/2Wl - z*M!z +  1) —0 1 )
za - 2z COS(Qo) +  1
and
Hc(z) =  z  COSfOo/2Wl - z-nVz - 11 ...(12)
za - 2z COS (Do) +  1
These expressions are convergent if z  *= exp(jQ), for Q «  2rfreq/fr 
and Oo *■= 2rfsys/fi. Hence, their magnitudes as functions o f frequency 
are:
|  Hs(freq) |  =  2SIN(TfrWfdSmfTfieoN/fr)COS(Tfieo/f.l ...(13)
COS(2rfreq/fr) - COS(2Tfry^fr)
and
|  Hc(freq) |  =  2COS /Tftv«/ft1SIN('TfreqN/ft1SIN('xfreo /fc> ...(14)
COS(2rfreq/fr) - COS(2irfry^fr)
Reciprocal expressions o f equations (13) and (14) are used within an 
internal feedback in the algorithm for providing the frequency gain 
compensation o f  the filters at the value freq o f the measured frequency.
3. Approximation to the derivative o f the orthogonal signals. Real time 
implementation o f equation (8) is achieved by using the method of finite 
backward differences over the output signals o f the orthogonal filters: 
x*(nT] and xc[nT], respectively. The current algorithm usea a three point 
derivative approximation which takes account o f the current and the two 
previous data samples:
d x«fnT1 =  3x»fnTl - 4x.fnT - T1 +  x«fnT - 2T1 ...(15)
dt 2T
and
d xcfnTl =  3xcfnTl - 4xcfnT - T1 +  xdnT - 2T1 ...(16)
dt 2T
where T  =  1/fr.
Inserting equations (15) and (16) into equation (8) gives:
freq = x»l n) [4 xri n-11-xc[n-2l1 - xcfn)f4x«[n-11-xiln-2l] —(17)
4 T G«Gc ( (x.[n]/G *)a -I- (xc[n]/G c)a } /£ .
However, use o f  equation (17) leads to an error due to the 
approximation to the derivative which can be shown to be:
error ■= 4/T/fr)afre<i> - 28freq(,Tafreqa/fra)a ...(18)
3 15
Equation (17) contains the terms G»«= 1/H»(freq) and Gc *= 1/He(freq) 
to compensate the frequency gain o f  the filters.
3. FREQUENCY MEASUREMENT RESULTS
The estimation algorithm was implemented using Fortran programming 
language on a VAX computer. All the operationa have been performed 
in single precision floating arithmetic. Simulation data waa generated by . 
inhouse designed Fortran programs. The sampling frequency is 4 kHz.
1* Figure (2) shows the response o f  the measuring algorithm to the 
application o f pure sinusoidal inputs at fry. “  47 Hz, 50 Hz and 53 Hz. 
The length o f the initial transient, 160 samples, corresponds to the total 
length of the Hamming and the orthogonal filters.
2* In figure (3), the input is a sinusoid signal at 50 Hz corrupted by its 
first three harmonics and additive bandlimited noise. These components 
have the following peranit levels: 0 .2 ,0 .1 ,0 .0 5  and 0.2, respectively. 
Figure (4) shows the improvement afforded by the Hamming prefilter 
in the sense that it removes frequencies outride die orthogonal filters 
bandwidth. In figure (5) the input is equal to that in figure (3) except 
that its central frequency is fry* ■  47 Hz. However, here die prefilter 
is not used in order to show how the zeros o f  orthogonal fitters (see 
equations (11) and (12)), poorly attenuate harmonic frequencies if  fry* 
is not 50 Hz. In figure (6) the prefilter is used. Note: the ripple noise 
which still remains in figures (4) and (6) when using the prefilter, can 
be shown to be produced by noise components located within the 
bandwidth of the orthogonal filters at the evaluation time.
3* A non realistic situation o f  abrupt frequency changes is shown in 
figure (7). The changes range from fry* «  47 Hz to 53 Hz. During this 
test the amplitude o f  the input signal is held to 1.0 p.u. free o f additive 
noise.
4* The performance o f  the algorithm under sudden amplitude changes 
is shown in figure (8). The changes ate relative to parts per unit: 0.8 pu 
to 0.5 pu to 1.0 pu, while die frequency fry. is held at 50 Hz.
5* In figure (9) is riiown the ability o f  the algorithm to track rapid 
frequency deviations. The input is frequency modulated at fm ■» 2 Hz 
with a total excursion o f 4  Hz about 50 Hz. The ripple curve is die 
measured frequency while the aolid line corresponds to the real 
instantaneous frequency o f the input signal. It is seen that the time delay 
in the frequency measurement is due to the 160 coefficients length of 
the prefiher plus the orthogonal filters.
6* Figure (10) shows the algorithm when tracking an exponentially 
decaying frequency signal «= SIN(2Tfry. - Df{t +  Texp(-t/T)D for Df =
0.5 Hz, T «= 1 a and fry. =  50 Hz.
CONCLUSIONS
An improved method for measuring the deviation o f the frequency of a 
power system signal has been presented. The orthogonal transformation 
and filtering of the input signal within a narrow bandpass frequency 
interval, provides a meaningful complex representation of the input 
signal such that it allows the instantaneous value o f  the fundamental 
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noise. The accuracy of the algorithm has been unproved after the 
analysis of its time and frequency responses. Accordingly, enhancement 
of the performance of the orthogonal filters within their bandwidth has 
been performed. The very short evaluation time of this algorithm allows 
a close tracking of the input signal frequency even when additive 
distortions are time varying. The real time implementation of this 
algorithm can be used as the basis of under-frequency relaying or 
frequency deviation based system load shedding schemes.
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PERFORMANCE OF A NEW HIGH SPEED DIGITAL TECHNIQUE FOR 
MEASURING POWER SYSTEM FREQUENCY
P J Moore, D Carranza and A T Johns 
University of Bath,UK
1. Introduction
If a voltage or current measured at a bus in a power 
system were composed of only a sinusoid at the 
fundamental power system frequency, then the
measurement of the frequency, whether by digital means 
or otherwise, would be simple and quickly performed. 
However, in reality, such measured signals are
corrupted with non-50Hz components, such as
harmonics and additive broadband noise from time
varying sources such as synchronising oscillations and 
start-up transients. If the period of observation to form 
an estimate of the frequency is small, then the variation 
of the disturbances within this period is minimal and the 
disturbance is termed wide sense stationary (WSS).
Currently, much work has been performed in the 
development of frequency measurement techniques, by 
digital means, under the assumption that the statistics of 
the power system remain stationary (i.e. do not vary 
with time) during the observation period. Zero-crossing 
algorithms [1,2] show frequency deviations that 
exponentially approach the true value as the number of 
cycles considered approach infinity. Adaptation of the 
sampling interval to ensure correct measurement using 
a discrete Fourier transform algorithm is possible [3] 
although it is prone to round off oscillations since the 
sampling interval should take an integer value. Another 
approach has been to make assumptions about the power 
system behaviour using a a priori statistics model [4]. 
Several authors have incorporated least mean squares 
(LMS) estimation theory using both stationary models 
[5,6] and adaptive estimation models where the 
fundamental frequency is tracked without having to 
know any statistical property in advance [7,8]. 
However, in all these works, there is a compromise 
between the accuracy of the frequency measurement and 
the length of the observation period. Accuracy decreases 
as the period becomes smaller.
This paper describes the further development of a 
recently developed technique [9] for the fast and 
accurate measurement of power system frequency.
2. Instantaneous Frequency
Let x(t) = s(t) -F n(t) be a signal, either voltage or 
current, measured at the power system bus, where s(t) 
is a narrow-band signal centred at f / t)  (i.e. the 
frequency of the power system as a function of time) 
and n(t) a broad-band signal representing additive noise 
also with time varying characteristics. It will be shown
later that s(t) may be recovered from x(t) by using a 
narrow-band filter.
Let s(t) be expressed as:
s(t) = a(t)cos(uj) - bft)sin(uj) (1)
thus, s(t) = r(t)cos[Q(t)] (2)
where 6ft) = u0 + <p(t) and s(t) is expressed in terms 
of <a0 — 2xf0, wherv f c is the nominal power system 
frequency, and two random modulation factors: r(t) = 
[a*(t) + ifft)]** for the amplitude and for the phase, 
<pft) = tan^fbfti/aft)]. Both aft) and bft) are considered 
to be WSS processes with zero mean. The
instantaneous frequency of sft) is defined as:
ddft)/dt a bi-ft) = u0 + d<pft)/dt (3)
It can be further shown [10,11] that the best estimate 
of u/t) is given by:
u f i )  =  E ^ f t )  o J O j/E fr i f t ) }  (4)
where E fy ft)}  is the expected, or mean value, of a 
variable yft) over some period of time.
3. Frequency Measurement Algorithm
A block diagram of the frequency measurement 
algorithm, which is a refinement of earlier work [9], is 
shown in Figure 1. Instrumental to the frequency 
measurement process is the decomposition of the input 
signal, sft), into two orthogonal components. This is 
achieved by using two finite impulse response 
bandpass-orthogonal filters, centred at <a0, which 
decompose sft) into two orthogonal components, s/t) 
and s/t), by introducing a 90° phase shift between the 
two derived signals. The frequency domain response of 
the orthogonal filters ensures that only the narrow band 
signal sft), is recovered from the total signal measured 
at the power system bus; s/t) and s/t) are 
bandlimited to 30 - 70Hz. The orthogonal filters have 
a group delay of 20ms.
The impulse responses of the orthogonal filters are 
expressed as:
hj[k] — sin(2 irk /N  + t /N )  
and h /k ]  =  cos(2irk/N  + t /N )












Figure 1 Block Diagram of Frequency 
Measurement Process
the sampling frequency and f0 is the nominal power 
system frequency. The outputs of these filters may be 
described as:
s/n] = H,sin(<i)ji + y) 
and s /n j = Hrcos(<t)0n + y)
where Hi and Hr are the frequency gains of the filters 
and 7  is a phase shift corresponding to the filter group 
delay. Both expressions are given in terms of the 
discrete time variable [n].
An estimate of the frequency may then be calculated 
from:
/M 3 W jw ]-s,[n]sr'[n] (5)
2n(5,2[n]+5r2[n])
again expressed in terms of the discrete time variable, 
where st ’fnj = d(Sj[n])/dt. This differentiation in time of 
s/nj and sfn] is performed by a two point backward 
derivative. Due to the approximation in this derivative, 
a frequency dependent error is introduced but easily 
compensated for [9]. After evaluation of ffn], a
moving average filter, having a group delay of 20ms, 
is applied to the frequency estimates to remove any 
non-SOHz components not removed by the orthogonal 
filters. The adaptive compensation block in Figure 1 
provides an optimum prediction of f /n j  by 
implementing Equation 4. This is achieved by using 
separate moving average filters, each with a group 
delay of 5ms, for die numerator and denominator of 
Equation 4, Note that the numerator of Equation 5 
corresponds to the term, of Equation 4, and
the term, (sffnj+sffnj), in the denominator of 
Equation 5 corresponds to the term, t*(t), in the 
denominator of Equation 4. This predicted value of 
f / n j  is used to adjust the gain of the orthogonal filters 
to ensure unity gain when the fundamental frequency in 
s(t) deviates The gain adjustments are achieved
by using highly accurate, Z-transform derived analytic 
expressions for the orthogonal filter gains.
4. Simulation Results
Computer simulation results are shown for an 
implementation of the algorithm written in FORTRAN 
using single precision arithmetic. Under steady state 
conditions the nominal power system frequency is 
50Hz. The sampling frequency is assumed to 8kHz in 
all the results. Differing power system frequencies and 
sampling frequencies may be accommodated by the 
appropriate modification to the algorithm. It is assumed 
that the measured signal from the power system bus is 
ideally sampled.
Figure 2 shows a power system waveform where, after 
an initial 4 cycles of steady state, the frequency and 
amplitude both decay exponentially. In the period 80- 
1000 ms, the amplitude decays from lp.u. to 0.5 p.u. 
and the frequency decays from 50 to 44Hz. The output 
from the frequency measurement algorithm is shown in 
Figure 3 together with the reference frequency used to 
program the power system waveform simulation. The 
measured frequency curve shows an initial start-up 
transient which corresponds to the delays inherent in 
the algorithm. After this initial transient, the measured 
frequency is seen to accurately follow the reference 
frequency with a delay of 22.5ms.
Figure 4 shows the voltage measured at one end of a 
single circuit transmission line where a severe power 
swing is occurring which results in pole slips at 
approximately 850ms and 1100ms. Figure 5 shows the 
measured frequency which is observed to behave in a 
relatively smooth manner except at the pole slips where 
the frequency suddenly drops and then recovers.
Figure 6 shows a sound phase voltage waveform when 
an adjacent phase has been subject to a single phase to 
earth fault. The fault occurs at 60ms and the distortion 
on the voltage is due to travelling wave noise which is 
not harmonically related to the fundamental power 
system frequency. Figure 7 shows the measured 
frequency where, after the intial start-up transient, the 
algorithm settles down to a smooth evaluation of the 




slight change in phase of the waveform immediately 
after the point of fault. This manifests itself as a slight 
drop in frequency in the period 60 - 100ms. Note that 
the travelling wave distortion has little effect on the 
measured frequency.
5. Conclusions
An algorithm for the digital evaluation of power system 
frequency has been presented. The algorithm calculates 
the instantaneous frequency of a narrow band 
representation of the measured signal which may be 
either voltage or current. Digital filters are used to 
band-limit the measured signal and also to perform an 
orthogonalisation process which is required for the 
frequency evaluation. Finally a moving average filter 
is used to further filter the frequency estimates.
Under simulated tests, the algorithm gives highly 
accurate and fast evaluation of the power system 
frequency. The results show that the algorithm is stable 
under dynamic power system conditions yet is 
unaffected by fast transients.
Applications for this algorithm include load shedding 
schemes where a fast response time is required and as 
a basis for rate of change of frequency measurement.
6. Further Work
Future work on this project includes the implementation 
of the algorithm on a TMS320C30 microprocessor to 
form part of a load shedding scheme.
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VALIDITY OF A BANDPASS PLUS ORTHOGONAL 
DECOMPOSITION TECHNIQUE FOR THE DIGITAL MEASUREMENT 
OF POWER SYSTEM FREQUENCY
R. D. Carranza, P. J. Moore and A. T. Johns 
University of Bath, UK
Abstract. A novel technique for measuring power 
system frequency has been recently introduced [1]: a 
real signal is taken from a power system bus and its 
instantaneous frequency (IF) is estimated by a narrow 
band pass and orthogonal decomposition process. Since 
for real conditions the power system frequency is 
nonstationary and the signal is seldom sinusoidal, the 
validity of the estimation of the IF by this technique 
depends on certain restrictions concerning the spectral 
characteristics of the measured signal which must be 
correctly observed by the measuring technique. In this 
paper is discussed the theory supporting this technique 
and how it satisfies the IF restrictions.
1. Introduction
The IF parameter is a well defined concept for 
sinusoidal signals centred at a particular carrier 
frequency such as FM signals. For spectral analysis of 
stationary signals it is appropiate to use the Fourier 
Transform. For wide sense stationary (WSS) or 
nonstationary signals any spectral analysis technique 
should take into account the time-varying nature of the 
spectral components of the signal. In this case, it is 
only for monocomponent signals that the IF concept 
has a physical interpretation.
This paper addresses the following issues: 1° The 
representation of a signal taken from a power system 
bus and the notion of its instantaneous frequency. This 
signal is considered as a narrow band monocomponent 
signal centred at the power system frequency f 0 and 
inmersed in additive broad band noise. Both the 
amplitude and the phase of the monocomponent signal 
are regarded as random modulation processes. 2° An 
optimal orthogonal decomposition of a monocomponent 
signal for obtaining its IF. 3° A discussion about the 
spectral characteristics of the previously described 
signal will display certain theoretical conditions which 
must be properly observed for the correct estimation of 
its IF. 4° A discussion about the features of a recently 
introduced technique [1] and its validity for measuring 
the IF of a monocomponent signal according to the 
mentioned conditions.
2. Representation of a signal taken from a power
598
system bus and the notion of its IF.
Let a real function xft) to represent a signal taken from 
a power system bus, either a voltage or a current. For 
real power conditions this signal is typically regarded 
as the sum of a narrow band pass component plus 
additive broad band noise. x(t) may be depicted as:
x(t) = sft) * v(r) ...(1)
where sft) represents the narrow band pass component 
centred at f a: the nominal power system frequency, 
and v(t) is the broad band noise component. The 
notion of the frequency of a power system has physical 
interpretation if it is thought as the IF of the 
fundamental component of x(t). To do so sft) should 
be properly separated from the noise component by an 
adaptive band pass filtering procedure. A brief 
consideration about the spectral characteristics of xft) 
will render a better understanding of the concept of its 
IF.
2.1.The term sft) may be expressed as:
sft) = a(f)cos[0(O] ...(2 m)
6(t) = wot * aft) ...(2.b)
Equation (2) represents a monocomponent signal with 
amplitude aft) and centred at a frequency wjft) = 
dd(t)/dt = w0 + daft)/dt. Both the amplitude and the 
phase of sft) may be regarded as random modulation 
processes. For power system steady-state conditions 
and vft) = 0 the expected values of these processes 
should approach: E{a(t)} = V or I: the nominal 
voltage or current peak values, and 
E{ddft)/dt\ a(t)=0} = w0: the nominal power system 
frequency. In this representation aft) will account for 
amplitude variations of sft), eg: sudden overloads and 
recovering transients of voltage controllers such as 
AVR’s or tap-changing transformers. The spectrum 
Afw) of these disturbances has a bandwidth of a few 
hertz centred at dc. The term cos[wat + aft)] is 
regarded as a carrier signal centred at wa. In the time 
domain the IF of this carrier accounts for excursions 
of the power system frequency about f a: synchronising 




2.2. The term iift) is intended to represent any other 
frequency component present in xft) appart from sft). 
For instance: harmonics offa, travelling waves, arcing 
voltages, electro-magnetic induced voltages, etc.
At this stage, the concept of the IF of a power system 
would be better understood by performing a 
simultaneous analysis of xft) in the time and the 
frequency domains. Under such an approach it would 
be shown that the product a(t)cos[6ft)J behavies as a 
single impulse function with a time-varying magnitude 
driven by Afw,t) and wandering about w0 within a 
bandwidth wa ± daft)/dt, and the components of vft) 
would be seen as an infinite set of impulses with 
magnitude and central frequencies varying randomly in 
time.
3. Estimation of the IF of a monocomponent signal.
To illustrate the estimation of the IF of a 
monocomponent signal like sft), let us firstly consider 
that sft) is separated from vft) by a linear-phase band 
pass filter centred at/,. This consideration implies that 
neither the amplitude nor the phase of sft) would be 
distorted by this filter. Therefore, an adaptive finite 
impulse response (FIR) band pass filter with unit gain 
in its band pass interval is required. For a real narrow 
band mononocomponent signal like sft), it is possible 
to estimate its IF by performing an analytic signal zft) 
associated to sft). This procedure provides an optimal 
orthogonal decomposition of sft). Gabor [2] and Ville 
[3] proposed a method for generating such an analytic 
signal. This method uses the Hilbert Transform (HT) 
of sft) to produce a unique representation of zft)’
Zft) = sft) * jsft) ...(3)
where:
sft) = H1\sft)} = dx ...(4.a)
J - n f t  - t)
Sfw) = FTisft)} = ~jS(w)sgn(w) ...(4.t)
PV is the Cauchy’s principal value at / = t. The 
complex signal zft) is such that its Fourier Transform 
Z(w) vanishes for negative frequencies:
*>{f) = — [ ^  z(01
a t
sft)^-m - m-ysft) 
d t___________d t
s 2ft) * s2ft)
...(6.a)
...f6.b)
4. Restrictions on the estimation of the IF.
It is noticed from equation (6.b) that a correct 
estimation of wft) is provided if Sft), the Hilbert 
Transform of sft), is in quadrature phase with sft) in 
the frequency domain. This assumption is correct 
under the following conditions:
4.1. Spectral overlapping.
Spectral overlapping occurs whenever the spectrum of 
a signal interferes with the spectrum of another signal 
at a given instant of time. Now we will be study the 
spectral characteristics of aft) and cos /9ft)] in signal 
sft). Following the procedure of section 3 and the 
expression of wft) given in equation (6 .b) we want to 
estimate the IF of sft). To do so we need two real 
functions ift) and qft) in order to form an 
orthogonalization process zft) as in Figure 1 where sft) 
is time-convolved with hft) and hqft): two FIR filters 
yielding ift): "in-phase" and qft): "quadrature"
components of sft).
i(t) = s(t)0  h,(t)
z(t) = i(t) + jq(t)s(t)
q(t) = s(t)0  h,(t)hQ(t)
Figure 1. Schematic diagram of the orthogonal 
decomposition.
The orthogonal decomposition must be such that: 
ift) = |s(i)|Z[>V + aft) * 4>] ..(7.a)
«(/) « K0|4>V * «(<) * * -
Zfw) = 12S(w) for wzQ ...(5.a)
I 0 for w<0 ...f5.b)
From the analytic signal procedure the IF of the 
monocomponent signal the IF of the monocomponent 
signal sft) is defined as first the derivative in time of 
its phase:
Note that: 1) there is a -90° phase difference between 
the outputs, 2) both of the convolution processes 
contribute with a phase delay <f> without modifying the 
magnitude of sft), 3) <f> is not a function of time. The 
complex function zft) may be expressed as:
zft) = |z(0|exp[/Y(/)] fSxi)
WO I - [»2( 0  + (8 .*)





Let us represent the carrier component of sft) by eft) 
= cos[wat + aft) + 4*7, and let the Fourier 
Transforms of aft), eft), ift) and qft) to be Afw), 
Cfw), Ifw) and Qfw), respectively. Now, if if/) and 
qft) truely represent the "in-phase" and "quadrature" 
components of sft), that is: h{(t) and h ft) exhibit unit 
gain and equal group delays such that qft) equals the 
Hilbert Transform of ift) as in equation (4.b), i.e.:
<2(vv) = -jlfw)sgnfw) (9)
then zft) can be expressed as:
Zft) = sft) * jsqft) ...(10)
Hence, zft) may also be expressed in terms of aft) and 
eft) as:
zft) = a(r)cos[Y(0] + j  a(/)cos[y(/)] } 
zft) = a(0cos[Y(r)] + j  aft)Hl\ cosfyW] } 
zft) = a(/)exp[/Y(f)] ...(11)
Following the Bedrosian's theorem [4], equation (11) 
holds true if, and only if (iff), \A(w)\ ^ Cfw). Note 
that in this case equation (11) follows equation (8.a). 
Therefore an optimal orthogonalization of sft) will be 
achieved iff the spectrum of the amplitude does not 
overlap with the spectrum of the carrier. Considering 
the random nature of both aft) and eft) of a power 
system signal, this condition means that AM and Cfw) 
must be narrow band pass processes centred at dc and 
at/,, respectively. This condition will prevail if both 
aft) and eft) are constrained to their nominal values by 
the use of protective and corrective schemes attached 
to the power system.
4.2. Approximation to the ideal discrete Hilbert 
Transform.
The discrete Hilbert Transform (dHT) has a finite 
impulse response dhtfk] and a discrete Fourier 
Transform as follows:
we can define a complex signal zfn] = s[n] + jS[n] 
whose spectrum is zero on the bottom half of the unit 
circle for -tt<fl<0, where fl = 2vfreq/fs. In this 
sense:
Z(Q) = ( 2S(Q) for 0sQ<it ...(13.a)
1 0 for -n<Q<0 ...(13.6)
4.3 Bandwidth of the monocomponent signal.
Biased estimates of the IF of sft) will result if an 
implementation of the discrete Hilbert Transform 
allows a single noise component from vft) to pass into 
zfn]. The reasons: A) as in equation (11), the Hilbert 
Transform will inherently select the highest frequency 
cosine component for replacement by an exponential, 
thus, spectral overlapping may occur; B) the 
differentiator in equation (6.b) is a high pass filter 
amplifying any noise. Therefore, a narrow band pass 
filter should be used to extract sft) from xft).
5. Characteristics of the IF measuring technique.
Following the schematic diagram of Figure 1, the 
proposed IF measuring technique [1] uses a couple of 
band pass orthogonal (BO) FIR filters hfk]  and hjk]  
to implement equation (6.b). The discrete Fourier 
Transforms HfQ) and Hq(Q) of these filters are 
expressed as follows in terms of their magnitude and 
phase:
HfQ) = - magfO) l* fO) ...(14.a)






cos(Q) -  cc^QJ 
*fQ)  = *  (Q) = -QfN-1)/2 ...(15)
magXO) =
dhtfk] =




dHTfQ) = - jsgnf  Q)
for k * 0 
for k = 0 ..(12 2^) 
for -7t<Q<7i ..(12.6)
Implementation of equation (12) requires an ideal 
differentiator and an ideal low pass filter, i.e.: two 
noncausal filters. However, a practical implementation 
can be achieved if the dHT is approximated only over 
the limited frequency bandwidth of sft) provided that 
a unit gain and linear phase are achieved within such 
an interval. Note that for a discrete-time signal the 
concept of analyticity is impractical. However, for a 
causal sequence sfnj representing a unique signal sft).
It should be noticed that:
i) there is a -90° phase shift between HfQ) and Hq(Q) 
valid for -x < 0 < * as in equation (7).
ii) the BO filters have the same group delay: (N-l)/2, 
for N a number of samples in the observation window, 
complying with the condition in equation (10).
iii) Both of the filters have zeros at dc and the 
harmonics of f 0. The effective band pass interval of the 
filters was designed to B = f a ± 20 Hz. A low pass 
filter with a cut-off frequency f c > B precedes the BO 
filters to ensure that no noisy components will be 
allowed to pass by the BO frequency sidelobes.
iv)an adaptive algorithm was developed in this 
technique to recursively adjust the magnitudes of Hffl) 
and Hq((l) for achieving a fiat unit gain within the 





" , ( 0 )  = - m a ) s g n ( a )  fo r  |0 |s f i . . . ( 1 6 )
Note that neither H{(Q) nor Hq(0) are the dHT of s(t), 
but they are the dHT o f each other. The adaptive 
algorithm performs an estimation of the weighted 
average of wfi)  [5] which accounts for the time- 
varying nature of the amplitude-carrier product in sft) 
[6J.
6. Perform ance of the IF  technique.
Figure 2 shows a simulated "chirp" signal with both its 
amplitude and frequency modulated in time and 
corrupted by 0.1 p.u. zero mean Gaussian noise with 
a = 0.6. Figure 3 shows the true IF of the signal and 
the measured IF, solid and broken line, respectively. 
The frequency range of the signal is 30Hz - 70Hz. The 
sampling frequency is 8 kHz. Note: 1) the first 60 ms 
are an initialization period o f the algorithm, 2) there is 
a constant group delay o f 25 ms between the measured 
and the true IF.
7. Conclusions.
In section 4  have been presented the theoretical 
conditions for the correct estimation o f the IF of a 
monocomponent signal sft) when using the process of 
orthogonal decomposition o f sft) as discussed in 
section 3. It was also shown in section 4 that these 
conditions follow the time-frequency characteristics of 
the power system signal under study as presented in 
section 2. Consequently, a given IF estimation 
technique should obey with these conditions. Finally, 
section 5 has shown the main features of the proposed 
IF measuring technique which have been developed 
following the mentioned theoretical conditions. 
Satisfactory results where also displayed which 
confirm the validity of this approach.
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A new numeric technique for high-speed evaluation 
of power system frequency
P.J. Moore, PhD, CEng, MIEE 
R.D. Carranza, MSc 
A.T. Johns, DSc, CEng, FIEE
Indexing terms: Power system. Frequency measurement
Abstract: A new numeric technique for evaluating 
power system frequency from either a voltage or 
current signal is presented. The technique uses dis­
crete time values of the input signal, taken at a 
fixed sampling rate, to provide an estimate of 
power system frequency accurate to within typic­
ally 0.001 Hz. The technique is shown to be 
capable of tracking frequency under dynamic 
power systems conditions and is immune to the 
effect of harmonics. It is further shown that the 
algorithm can be easily adapted to process three- 
phase signals such that the positive phase 
sequence component can be utilised thus increas­
ing the reliability of the measurement under fault 
conditions.
List of symbols
x(t) — continuous form of measured power system
quantity (e.g. voltage or current) 
x'(t) = time derivative of x(t)
x(nAT) = discrete time form of measured power system 
quantity (e.g. voltage or current), usually 
abbreviated to x(n)
AT = sampling interval
/. = samplingfrequency, = 1/AT
/ = apparent power system frequency
fo = nominal power system frequency
H(k) = coefficients of finite impulse response filter (for
k =  0 , . . . , N - l , N = / J//0)
z = Z  transform operator
n = normalised frequency, Q = 2izf/fs
1 Introduction
Accurate monitoring of the frequency of a power system 
is essential to optimum operation. Variations in fre­
quency from a nominal value can be, for example, 
indicative of unexpected system disturbances for which 
some corrective action must be taken. On a large, stiff 
power system, variations in frequency will usually be 
slow due to the large mechanical inertia of the system. 
However, on smaller systems, changes in frequency will
©  IEE, 1994
Paper 1360C(P11), received 8th February 1994
The authors are with the School of Electronic and Electrical Engineer­
ing, University of Bath, Bath, BA2 7 AY, United Kingdom
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be correspondingly faster. In either case, it is imperative 
to determine frequency deviations at the earliest stage.
The use of microprocessor technology has produced 
many benefits in the field of power system protection, 
monitoring and control. The ability of microprocessor- 
based devices to provide fast response to changing system 
conditions is well known and their use for measuring 
power system frequency is well established. Early work 
reported in this area [ 1, 2] suffered from excessively long 
frequency evaluation times although more recent work 
has seen a steady improvement The simplest method of 
frequency evaluation involves timing signal zero cross­
ings [3, 4] although this approach is still relatively slow 
since it requires a large amount of input data to detect 
small deviations. Adaptation of the sampling interval to 
ensure correct measurement using an algorithm based on 
the discrete Fourier transform is feasible [5] although it 
is prone to round off oscillations since the sampling inter­
val cannot be infinitely varied. Most of these methods 
assume that the statistics of the power system are station­
ary, that is, do not vary with time. Alternatively, assump­
tions based on known power system statistics can be 
used [6]. Several authors have incorporated least mean 
squares estimation theory using both stationary models 
[7, 8] and adaptive estimation, where the frequency is 
tracked without any prior statistical knowledge [9, 10]. 
However, all such methods involve a compromise 
between the accuracy of the frequency measurement and 
the length of the observation period; accuracy decreases 
as the period becomes smaller.
The algorithm described herein is designed to provide 
the fastest estimate of power system frequency based 
upon analysis of approximately one cycle of a sampled 
power system waveform. To ensure high accuracy, the 
algorithm uses a relatively high sampling frequency 
(4 kHz) to give good numeric representation of the input 
signal. Unlike other methods, the algorithm does not rely 
on zero crossings or statistical knowledge of the power 
system. It does not require any special hardware other 
than that usually found within microprocessor based 
protection relay equipment, and it uses a fixed sampling 
frequency, thus avoiding the need for, and practical prob­
lems associated with, the use of sampling frequency varia­
tion means.
The authors are grateful for the provision of facili­
ties in the Power and Energy Systems Research 
Group at the University of Bath. The second 







Let a continuous power system voltage or current be 
denoted by x(t). Decomposing x(r) into two components 
which are orthogonal in phase gives
x lM = X  sin (2nft 4- (f>) (1)
and
x2(t) = X  cos (2nft + <f>) (2)
where subscripts 1 and 2 denote the individual com­
ponents, X  is the magnitude and /  is the frequency of the 
.signal x(t), and <f> is an arbitrary phase shift







= 2nfX cos (2nft + <f>) = x\(t)
= —2nfX sin (2nft + <}>) = x 2(t)
(3)
(4)
Eqns. 1 to 4 may be rearranged as
x2(t)x\(t) -  *i(t)x'2(t)
= 2icfX2 cos2(2irft + <{>) + 2nfX2 sin2(2rcft 4- <f>)
= 2 nfX2 (5)
which is seen to be directly proportional to the product 
of the frequency and the square of the amplitude. To 
remove the amplitude dependency, the following expres­
sion is used:
xf(t) + x\(t)
= X 1 co$?(2vft + <f>) + X 2 sin2(2nft + <f>)
= X 2 (6)
Thus, combining eqns. 5 and 6 yields
x2(t)x\(t) -  xi(t)x2(t)/= 2n[_xl(t) + xl(tj] (7)
Eqn. 7 is an analytic expression for the frequency of x(t) 
derived from its two orthogonal components and their 
time derivatives.
2 2  Frequency calculation from discrete time signals 
Eqn. 7 may be applied to discrete time signals by replac­
ing x(t) with x(nAT) where AT is the sampling period and 
AT = l/ft where /, is the sampling frequency. For clarity, 
x(nAT) will be written simply as x(n) from here on.
The discrete time signal x(n) may be decomposed into 
two components, each orthogonal in phase, by the use of 
two finite impulse response (FIR) filters based upon sine 
and cosine impulse responses. This technique is actually 
identical to the discrete Fourier transform evaluated for 
the fundamental component. However, it is more 
convenient to consider the orthogonalisation being 
effected by two FIR filters. The coefficients of the FIR 
filters are evaluated as
. (2nk n \  




where k = 0, 1, 2, ..., N  — 1, N =fJfo , f 0 = nominal 
power system frequency.
Hence, the two orthogonal components of x(n) may be 




x 2(n) = Z “ k)Hc(k)
( 10)
(ID
To calculate the time derivative of the orthogonalised 
signals, piecewise linearity between the samples is 
assumed which allows the following backward difference 
equation to be used:
An)  = [x(n) - x j n -  l)] AT ( 12)
Eqn. 12 can be applied to both orthogonal components 
of x(n). To retain accuracy of the derivative, it is advant­
ageous to keep the time difference between the two ele­
ments of the right hand side of eqn. 12 as small as 
possible; the equation thus represents the minimum situ­
ation. However, a drawback to this approach lies in the 
fact that the derivative approximated is most representat­
ive of a point mid-way between the two samples of x(n). 
Potential errors arising from this may be compensated 
for by substituting x(n) with the arithmetic mean of x(n) 
and x(n — 1). Hence the discrete time equivalent of eqn. 7 
is given by
>^c2(n) + x 2(n -  1)Y ,
2n ^Xjjn) + x l( n -  l )^ 2
^x2(n) + x2(n -  1)J
(13)
which reduces to
1 (x2(n) + x 2(n -  l))x\(n) -  (x^n) + x l( n -  1 ))x2(n) 
~ nT  (xx(n) + Xi(n -  l))2 + (x 2(n) + x 2(n -  l))2
(14)
2 3  Errors due to discrete time representation 
The discrete time representation of the input signal, and 
its subsequent processing, cause two significant sources of 
error when eqn. 14 is used to evaluate the apparent fre­
quency of the input signal. The first, and most significant, 
arises due to the FIR filters having different magnitude 
gains at frequencies other than the nominal power system 
frequency. The second cause of error is introduced by the 
numerical computation of the derivative.
The FIR filters described by eqns. 8 to 11 are used to 
produce components of the input signal x(n) which are 
orthogonal in phase. The phase characteristic of any FIR 
filter having an impulse response which is either sym­
metric or antisymmetric, is linear with frequency. The 
use of one FIR filter based on a cosine function 
(antisymmetric impulse response), and the other based on 
a sine function (symmetric impulse response), ensures 
that the filter outputs differ by 90° for all input signal 
frequencies. However, although the phase characteristics
530 IEE Proc.-Gener. Transm. Distrib., Vol. 141, No. 5, September 1994
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of these filters perform ideally for the required function, 
the m agnitude characteristics are far from perfect. Fig. la  
shows tha t the m agnitude responses of the sine and 
cosine based FIR  filters are not identical. Fig. lb  shows
45^
u ^ L V V y y v v v v v v w ^




f re q u e n c y , H z 
b
Fig. 1 Frequency magnitude response for othogonal filters  
a Assuming/, = 4 kHz, for clarity only 0-1 kHz range displayed 
b Expanded view of a in the range 45-55 Hz 
 Sine filter
cosine filter
an expanded section of Fig. la  in the region of 45-55 Hz 
from which it will be apparent that the magnitude gains 
of the filters are only equal a t exactly the nom inal power 
system frequency of, in this case, 50 Hz. This implies that 
the orthogonalised signals x^n) and x 2(n) have frequency 
dependent m agnitude gains. Since eqn. 14 assumes the 
orthogonalised signal gains to be frequency independent, 
an error will be introduced if account is not taken of this 
effect.
It is shown in Appendix 7.1 that the m agnitude gains 
of the sine and cosine filters are given by:
and
2 sin (nfp/f,) sin (nNf/fi) cos (nf/ft) 
cos (2nf/fs) -  cos {2nf0/ft)
2 cos (nf0/fs) sin (nN f/Q  sin (nf/fs) 
cos (2nf/Q  -  cos (2tt/0/ /J
(15)
(16)
C om pensation for the filter gains may be achieved 
through the use of eqns. 15 and 16. However, since the 
correct frequency cannot be determ ined w ithout correct 
com pensation, it is necessary to incorporate the com ­
pensation process in a feedback loop.
The second cause of error is due to the assum ption to  
piecewise linearity between sample intervals when 
making the derivative calculation. It is shown in A ppen­
dix 7.2, tha t the right hand side of eqn. 14 equates, not 
simply to f  but to the term /  — 27t2/ 3A T 2/3. F or a p rac­
tical im plem entation of the frequency measurement algo­
rithm using a microprocessor, the com putation required 
to solve this term for /  is not justified. Instead, accuracy 
can be im proved by, firstly, evaluating the following 
expression:
fe r r  =
2tt2/ 3A T 2
(17)
and, secondly, adding f m  to the current frequency estim ­
ate, tha t is, the measured frequency becomes / + / .  
Numerical examples of this approach, assuming a sam ­
pling frequency of 4 kHz, are shown in Table 1. This 
Table shows that the approach correctly evaluates the 
power system frequency to  within three places of deci­
mals.
Table 1: Effect of derivative error and associated com­
pensation technique on calculation of power system fre ­
quency (for f ,  «  4 kHz)
Power system 
frequency, Hz
f  (from eqn. 14) f,rr (from eqn. 17) 1 + f.r ,
48.0 47.954 52 0.04535 47.99987
50.0 49.94860 0.051 25 49.99985
52.0 51.94218 0.057 63 51.99981
2.4 Frequency calculation algorithm 
Taking into account the factors described in the preced­
ing sub-Sections, a new algorithm for the calculation of 
power system frequency is proposed. The overall struc­
ture of the algorithm  is shown in Fig. 2.
in p u t  s ig n a l  x (n )
c o s in e  
or t hog 
f ilte r
o r th o g
f i l te r
g a in
c o m p e n s a tio n
g a in
c o m p e n s a tio n
a d a p t iv e
c o m p e n s a tio n
p r e f i l t e r
fre q u e n c y
c a lc u l a t i o n
f re q u e n c y
Fig. 2 Structure o f the frequency measurement algorithm
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The input to the algorithm is a sequence of discrete 
time values of the power system signal; it is assumed that 
the values have been sampled correctly and no aliasing 
has occurred. The prefilter is required to filter out any 
components contained within the sampled input signal 
which will not be removed by the FIR sine and cosine 
orthogonal filters. This is of particular relevance to power 
system frequency harmonics. Although the FIR filters 
show complete rejection of harmonics when the power 
system frequency is 50 Hz (Fig. la), this is not the case for 
other values of power system frequency. For example, if 
the frequency is 47 Hz, then the third harmonic frequency 
will consequently be 141 Hz which, from Fig. la, will not 
be rejected by the orthogonal filters. Thus, to ensure high 
accuracy under all conditions, it is necessary to include a 
prefilter to ensure that only signals at power system fre­
quency are processed by the algorithm. Investigations 
showed that a FIR Hamming type filter with a filter 
length at least equal to the period of the lowest encoun­
tered power system frequency provided good rejection of 
likely harmonics yet retained high speed measurement of 
frequency.
The sine and cosine orthogonal filter blocks in Fig. 2 
correspond to the implementation of the FIR filters 
described by eqns. 10 and 11; the coefficients of these 
filters are precalculated. The frequency calculation is the 
implementation of eqn. 14 together with the com­
pensation for the derivative error given by eqn. 17. In 
order to compensate for the gains of the orthogonal 
filters at the most recent measurement of frequency, a 
feedback process is incorporated in the algorithm. 
However, care must be taken at this stage to ensure that 
the algorithm remains stable to changes in frequency and, 
more importantly, changes in signal amplitude. The 
block marked adaptive compensation performs the gain 
compensation by calculating the best estimate of the fre­
quency from the previous 5 ms (£ cycle) history of the 
frequency and amplitude of the input signal. Justification 
for this step is given in Appendix 7.3. Having calculated 
the filter gains, the outputs of the orthogonal filters are 
multiplied by the reciprocal of the relevant gain to ensure 
that the magnitudes are equal.
3 Performance evaluation
Computer simulation results are presented for the fre­
quency measuring algorithm to show its performance 
under steady-state conditions, dynamic conditions, and 
to signals containing harmonic content The algorithm 
was simulated with a sampling frequency of 4 kHz and 
included a 100 coefficient Hamming type prefilter.
Figs. 3a and b show the response of the algorithm to 
steady state sinusoids at 52, 50 and 48 Hz, respectively. 
The accuracy of the algorithm is seen from these results 
to be within 0.001 Hz as predicted in Section 2.3. For all 
results in this section, the operation of a 16 bit analogue 
to digital converter was included to simulate the effects of 
quantisation. The accuracy of the frequency measurement 
was consistent for all amplitudes of the unquantised 
input signal in the range 1.0 to 0.05 p.u. An important 
feature of the algorithm is that a new measurement of 
frequency is made during every sampling interval, i.e., 
4000 measurements are made every second. Frequency 
measurement is made irrespective of the phase of the 
input signal.
Dynamic conditions were investigated by using the 
‘electromagnetics transient program’ (EMTP) to simulate 
the simple system of Fig. 4a which shows a 75 MVA gen­
erator connected to, initially, a load of 36.2 MW. Param­
eters used in this simulation are shown in Appendix 7.4. 
At time t = 15.205 s the switch is closed, thus loading the 
generator with an additional 17.8 MW. In this simula­
tion, the operation of the speeder motor in the governor 
is disabled and hence the new loading condition results 
























Fig . 3  Response o f  algorithm to steady-state sinusoid 
a At 52 Hz 
b At 50 Hz 
c At 48 Hz
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nom inal. Fig. 4b shows the generator terminal voltage 
which is both  frequency and am plitude m odulated. This 
voltage was processed by the algorithm  and the resulting 
frequency is depicted in Fig. 4c together with the gener­
a to r ro to r speed obtained from the E M T P simulation.
d o s e d  a t
t =15 2 0 5  s
75  MVA r a t e d
H =4 6 4  11.8 kV 4 0 0  kV
l o a d  1 l o a d  2
4 0 .7  MVA 2 0  MVA




transmission line sections. Param eters used in this sim u­
lation m ay be found in Appendix 7.5. Initially, the gener­
ators at P  and Q  are loaded to 831.2 M W  whereas the 
infinite bus infeed is 249.4 MW. At time t =  15.015 s the 
connection to  the infinite bus is removed, the system 
becomes isolated, and thus the tw o generators take up 
the total load. Fig. 6 shows the frequency measured from




m e a s u r e d
f re q u e n c y r o to r  s p e e d
r o to r  s  s p e e d —  
m e a s u r e d  
f re q u e n c y
160
t im e  x 1 0 ^  , m s
168152 172156
c
Fig. 4 Algorithm performance for single machine power system 
a Simple single machine power system 
b Generator terminal voltage 
c Measured frequency and rotor speed
W hen the switch is closed, an instantaneous change in 
the term inal voltage occurs due to the redistribution of 
power. This is responsible for the initial 0.5 Hz ‘spike’ in 
the algorithm  output at 15.2 s and is a consequence of 
measuring frequency from the terminal voltage. There is, 
of course, no corresponding instantaneous change in the 
ro to r position and so the ro tor speed is not seen to vary 
in the same way. Ignoring this effect, it can be clearly 
seen from Fig. 4c that the algorithm  closely follows the 
ro to r speed and exhibits a constant delay in frequency 
m easurem ent of approximately 25 ms. Both ro to r speed 
and algorithm  output settle to a constant frequency of 
49.37 Hz at approxim ately 2 s after the initial overload.
Fig. 5 shows a more complicated power system section 
with two generators connected to a com m on busbar via
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Fig. 5 Tw o machine system with infinite bus connection
502
g e n e r a t o r  a t  Q
■ g e n e ra to r  a t  P
lo a d  b u s b a r  R
1480 1488 1496 1500
time xIO1, ms
F ig . 6  Frequencies evaluated from voltages measured at generator ter- 
mirals and busbar R
voltages taken from the terminals of the two generators, 
i.e., busbars P, Q  and the load busbar R. F or clarity, the 
EMTP o u tpu t frequencies apparent a t these positions are 
not shown in Fig. 6. However, as with the previous 
results, the algorithm  exhibited perfect tracking of the fre­
quencies w ith a 25 ms delay. The algorithm  clearly shows 
the frequency oscillations resulting from power swings 
between the two generators in the isolated power island; 
the load bus frequency is observed to  be approxim ately 
the mean of the two generator frequencies. These results 
show tha t the algorithm  can track relatively fast fre­
quency variations.
Finally, Fig. 7 shows the response of the algorithm  to 
a dynamically changing power system signal having 10% 
of third harm onic and 5% of fifth harm onic. The signal 
has constant fundam ental and harm onic am plitudes but 
exponentially decaying frequency. This is a particularly 
severe test because, due to  the change in the power 
system frequency from 50 to  41 Hz, the third and fifth 
harmonic will vary from 150-123 H z and 250-205 Hz, 
respectively. It is the action of the H am m ing prefilter 
which ensures correct frequency m easurem ent for this 
case; exam ination of Fig. 7 will reveal no discernable 
effect from the harmonics.
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4 Algorithm structure for multiple input signals
The input signal to the algorithm can be either a voltage 
or current signal, although, in most practical cases, the 




fault at t=120 ms
200 12 168i.
time x10^t ms
Fig. 7 Response o f algorithm to signal with exponentially decaying 
fundamental frequency plus 10% 3rd and 5% 5th harmonically related 
components
5 Conclusions
A frequency measurement algorithm capable of evalu­
ating power system frequency from discrete time signals 
has been shown to be accurate to within 0.001 Hz. The 
algorithm calculates a new estimate of frequency at every 
sampling interval irrespective of the phase of the input 
signal. The algorithm is capable of accurately tracking 
frequency under dynamic power systems conditions and 
provides high-speed measurement, exhibiting a delay of 
only 25 ms. The algorithm has shown immunity to the 
presence of harmonics and can be based on a three signal 
input with positive phase sequence component evaluation 
to provide a highly reliable frequency measuring func­
tion.
An important benefit of the algorithm is that it calcu­
lates frequency through a wholly numeric process and is 
based upon discrete time signals captured at a fixed sam­
pling rate. It is thus suitable for implementation in 
current numeric protection relay hardware. The algo­
rithm will find applications where high-speed frequency 
measurement is critical such as in under frequency relays 







































single input signal to the algorithm is lost, either due to a 
fault on the chosen phase, or due to voltage transformer 
failure, then the frequency output of the algorithm will be 
similarly lost. To safeguard against this occurrence in 
situations where the measurement of frequency by the 
algorithm is critical to the correct operation of the power 
system, a structure for the algorithm has been developed 
where all three phases voltages are used. This is shown in 
Fig. 8 where the orthogonalisation of the three inputs 
signals is used to form a positive phase sequence com­
ponent of the input voltage. The frequency is conse­
quently calculated from this pps signal. The results of 
using this structure do not significantly vary from those 
shown in the previous section except that the algorithm 
still gives correct operation even if one of the input 
signals is removed. In general, under fault conditions, pps 
quantities are always present and so the correct measure­
ment of frequency is ensured under even the most 
onerous conditions.
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Currently, work is progressing on the implementation 
of the algorithm on hardware incorporating a digital 
signal processor. It is hoped to report on this develop­
ment in due course.
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7 Appendices
7.1 Magnitude gains of the sine and cosine filters 
The FIR expression for the sine filter is given by
(18)
which is the product of a sinusoidal function and a rec­
tangular window p(k), where p(k) = 1 for fc = 0, 1, 2, . . . ,  
N  — 1 and p(k) = 0 otherwise. An expansion of eqn. 18 
will yield:
= P(k) sin ( j f j  cos (^ ) 
(" ) -©+ P ( J t ) c o s ^ J s in ^  (19)
In the frequency domain, the Z transform of eqn. 19 is 
HXz) = i  sin -  P(ze-#°)]
+ i i  cos ( ^ W * * 10) + P(ze■•””)] (20)
where
( W - l )
P (Z) =  Z- - Z .......... n (21)
which includes / 0, the frequency of sinusoid of eqn. 18, 
and f t is the sampling frequency.
Solving for P(z), the Z transform of eqn. 18 becomes
H/z) =
s i n { ^ } ( l - z - NXz+l )
(22)
Since the filters are causal, the one-sided Z transform 
may be used where z = re*1 for r = 1, i.e., lying on the 
unit circle in the Z plane. From eqn. 22,
j2e~JtHN~l)l2 sin (fi0/2) sin (NQ/2) cos (fi/2)H£e*1) =
cos Q — cos
(23)
By a similar procedure, the frequency domain expression 
of the cosine filter may be derived,
_ le - ia t« -w  op, (Qj2) sin (NO/2) sin (Q/2) 
cos Q — cos O0
(24)
Eqns. 23 and 24 can be expressed in terms of their magni­
tude and phase response for fi =
\ H M )  \ =
2 sin (nf0/fs) sin (nNf/f,) cos (nf/fs) 
cos (2ttf/fj -  cos (2tt/0//J
and
LHJJ)  = je -M W -W '
Similarly for the cosine filter,
2 cos (nf0/f j  sin (nNf/f) sin (nf/f,)|H£(/)| = cos (271f/f} -  cos {Info/tt
and





72 Frequency error due to numerical derivative 
calculation
The assumption of piecewise linearity between samples, 
and the subsequent derivative calculation using eqn. 12, 
causes a time invariant frequency error to occur. This 
error may be conveniently derived with reference to two, 
unity amplitude, orthogonalised signals:
x^f) = sin (cot + <f>) x2(t) = cos (cot + <f>) (29)
Thus, applying eqn. 12 to xt(t) gives
/.v sin («* + 4 ) - s i n  (co(t -  AT) + 4)
which may be re-expressed as
sin (cot + </>) — (sin (cot + 4) cos (coAT)
— cos (cot + 4) sin (coAT)) (31)A(t) = AT
Replacing cos(coAT) and sin(coAT) with the first two 
terms of the relevant Maclaurin series, eqn. 31 may be 
written as
sin (cot + 4) — j^ sin (cot + 4)^1 -  ^
*i( 0  =




x\(t) = co cos (cot + 4) + sin (<*>t + 4) co2 AT
— cos (cot + 4) co2 AT2 (33)
An expression for x'2(t) may be similarly derived:
. . ,. . co2 AT
x2(t) = —co sin (cot + 4) + cos (t°r + 4) —i—
+ sin (cot + 4) co3 AT1





The analytic expressions for x^t) and xf2(t) may now be 
substituted into the frequency evaluation expression, eqn. 
5, to yield the following result:
*2(0*i(0 -  *l(0*2(0
co3 A T2
of these terms, i.e., eqn. 36, is then used to calculate the 
filter gains from eqns. 15 and 16. A series of tests showed 
that moving average filter lengths of 5 ms (i.e., N — 20 for 
/0 = 50 Hz and f s = 4 kHz) promoted the best algorith­
mic response to typical dynamic power system input 
signals.
=  2*  /
2n2f 3A T 2^
(35)
Thus it will be apparent from eqn. 35 that the numerical 
derivative calculation introduces a nonlinear error in the 
frequency evaluation process.
7.3 Adaptive compensation
The input signal to the frequency measurement algorithm 
may be considered to be both frequency modulated and 
amplitude modulated, in either case the modulation is 
taken to be random. It has been shown [11] that the 
optimum estimation of the frequency, f* (t\ of a signal 
having a randomly varying amplitude X(t) is given by
f*(t) = (36)
where £[■] denotes the expected, or mean, value of the 
variable in parenthesis. In the frequency measurement 
algorithm, the expected value can be approximated by a 
moving average filter, for example, the expected value of 
some discrete time variable x(n) can be calculated from 
its previous time history:
N  -  1
I*O>-0  
£[*(»)] * ---- (37)
Thus eqn. 37 is applied individually to the square of the 
amplitude, X(t), of the input signal (given by eqn. 6) and 
to the product of the amplitude squared and the fre­
quency estimate from the algorithm output. The quotient
7.4 Parameters used to model single machine system 
(Fig. 4a)
Units in ohms unless otherwise stated.
Transformer: leakage reactance (LV side) =
0.0435
leakage reactance (HV side) = 37.51 
Generator: 75 MVA rated, 50 Hz, 2 pole,
11.8 kV, H = 4.64 s 
xd = 2.0, x, = 1.9, x'd = 0.2, x' = 
0.19. For further details, see Refer­
ence 12.
7.5 Parameters used to model two machine system 
(Fig. 5a)






modelled as pi equivalents,
= circuit parameters per mile: R =  
0.039, L  = 62.4 mH, C = 20.3 nF. 
leakage reactance (LV side) = 
0.0833
leakage reactance (HV side) = 26.03 
leakage reactance (LV side) = 
0.0435
leakage reactance (HV side) = 37.51 
750 MVA rated, 50 Hz, 2 pole, 
17.5 kV, H = 3.5 s
xd = 1.75, x, = 1.75, Xj = 0.265, 
x; = 0.265
modelled as eight parallel 75 MVA 
units as described in Fig. 4a. For 
further details, see Reference 12.
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