Abstract-An axiomatic approach to the notion of similarity of sequences, that seems to be natural in many cases (e.g. Phylogenetic analysis), is proposed.
I. INTRODUCTION
The modeling of Phylogenetic training data that is contained in in (long) individual training sequence that are assumed to be realizations of a variable-order probabilistic Markov process, that is presented by a linear space suffix tree, apparently leads to good empirical results (e.g. [1] , [8] , [9] ), in spite of the fact that there is no reason to assume that the data is indeed a realization of a probabilistic process. We try to explain why this is an efficient approach after all.
An axiomatic approach to the notion of similarity of sequences, that seems to be natural in many cases (e.g. Phylogenetic analysis), is proposed .
The first part of the paper is dedicated to an axiomatic approach to filtering of test sequences, namely the rejection of test sequences which are declared to be not similar to the training sequence, without trying to grade the similarity degree of test sequences that are not rejected, to the training sequence. The proposed axiomatic approach leads to the conclusion that all the useful training data that is conveyed by the training sequence, which might be much longer than the length N of the test sequence, may be imbedded in a variable-length suffix tree with no more than O(N ) leaves (or alternatively a table with O(N ) entries), as is the case with some common algorithms (e.g. PST, ZMM, CTW etc). However, there is no need to rely on an (sometimes unjustified) a-priori assumption that the training sequence and the test sequence are realization of a probabilistic variable-length Markov process to justify their optimality, as is traditionally the case.
In the second part of the paper, the axiomatic approach is extended so as to include classification, that is based on a fidelity measure that expresses the degree of similarity to the training sequence, of test sequences that may have have passed the axiomatic filtering criterion.
An example of a (slightly modified) version of existing classifiers (ACS [3] , ZMM [4] ) that fully complies with the proposed similarity axioms is discussed. As is the case in the filtering problem, it is based on modeling of the training data that is contained in (long) individual training sequence by a variable-order probabilistic Markov process via a suffix tree with no more than O(N ) leaves where N is the length of the test sequence, thus yielding a formal justification for their good empirical performance without relying on any a-priori probabilistic assumption. Note that as the test sequence is sequentially scanned, all the features of Y that are hidden in X as a function of the suffix at some instance will eventually be exposed.
II. AN AXIOMATIC APPROACH TO SIMILARITY

A. Filtering of Individual Sequences
The first axiomatic assumption is that only test sequences for which the number of features grow linearly with their length may be declared to be similar to the training sequence.
For example, if p 1 is too small, and the test sequence is a concatenation of a sequence of length NP 1 For example, even if p 1 = 1 but p 2 is too small, the test sequence contains only a small subset of the set S(N, Y) of features of Y, and therefore X should be declared to be "not similar" to Y.
Axiomatic Condition 1:
a) A test sequence X must be rejected (i.e. declared to be not similar to
The discussion below is limited to cases where cases where 0 < p 1 < 1 and 0 < p 2 < 1, thus allowing some error tolerance. b) Given S(N, Y), if X = Y( i.e. Y is also the test sequence), X must not be rejected (i.e.declared to be not similar to Y), for every p 0 : 0 < p 0 ≤ 1 − where is an arbitrarily small positive number.
Observe that no final decision about test sequences that are not rejected is dictated by the Axiomatic condition above. Also, observe that although it is clear that p 1 and p 2 are assumed to be set by one who knows what features he is trying to detect, the Axiomatic condition assumes only that such positive numbers exist, regardless of what these features are.
It follows from Axiomatic Condition 1 part b) that An essential aspect of the classification process is filtering, where test sequences that are declared to be axiomatically not similar to the training sequence Y, are being filtered out. 
Proof of Theorem 1:
Assume that Y = YN 1 is a training sequence of lengthN whereN may be much larger than N .
LetQ(Z j 1 ) denote the empirical (sliding window) probability of the substring
The set S (N 0 , Y) is fully imbedded in the suffix tree that is described in NA leaves, each with empirical probability equal to or smaller than N . This is similar to to the data based used in the Probabilistic Suffix tree classification method (PST) [1] , the CTW-based classifier [2] , both of each are derived under the a-priori assumption that the sequences are a realization of a variable-order Markov process where the aim is to minimize he classification error under this probabilistic regime. No a-priori probabilistic assumption is made in our case. However it is demonstrated that a classification algorithm that fully complies with the The Axiomatic approach that is introduced here is indeed efficient also under the "classical" variable-order Markov probabilistic model, thus establishing a connection between the two approaches.
B. Classification of Individual Sequences
Once the training data is expresses as a suffix tree, it may be interpreted as being modeled as a Variable Order Markov process with O(N) leaves, and under this assumption define and apply different probabilistic classification algorithm (PST [1] , CTW [2] , ACS [3] , ZMM [4] , [5] etc.), knowing that as long as the Axiomatic Condition 1 is satisfied by the classifier, all of the training data that is carried by Y and is relevant to filtering is imbedded in the suffix tree.
While filtering rejects test sequences that are, according to Axiomatic Condition 1, not similar to the training sequence, classification moves one step further: Given two test sequences X 1 and X 2 , both not rejected by the filtering process, which test sequence is similar enough to Y and should be accepted and which is perhaps not similar enough to Y and should be rejected after all?
Consider a fidelity function (divergence measure) F (X, Y) and a positive number T which is called a fidelity criterion (threshold). Consider a classifier that declares X to be similar enough to Y only if F (X, Y) < T and rejects X otherwise, where F (X, X) = 0.
In addition to the Axiomatic Condition 1 above, one more axiomatic condition seems natural in many classification applications (e.g. the the Average Common Substring (ACS) [3] and the ZMM-based classifier [4] , [5] ).
Axiomatic Condition 2:
Among two test sequences X 1 and X 2 , each satisfying p > p 0 (Axiomatic Condition 1), X 1 is declared to be more similar to Y than X 2 , if the average length of typical elements of S(N, Y) that appear as suffixes in X 1 is larger than that of X 2 .
Next, an example of a universal classification algorithm that satisfies the Axiomatic Conditions 1 and 2 above, and utilizes a training data base which is imbedded in a suffix tree with no more than O(N ) leaves (or alternatively, a table with no more than O(N ) entries) is described.
The classifier is a version of the ZMM algorithm [4] , [5] and the ACS algorithm [5] , and is shown to fully comply with the two axiomatic conditions (with an appropriate value of p 0 ).
A Variable Length Fidelity Function:
Consider the the set S (N 0 , Y); N 0 ≤ min[N, N ] of strings which are leaves in the suffix tree that is described in Theorem 1 above.
Here, the set S(N, Y) ⊆ S (N 0 , Y) of "typical subsequences" that are contained in Y serves as the set of features to be used for the classification of test sequences of length N , where N 0 ≤ min[N, N ] is a parameter to be set later, and where the (sliding window) empirical probability QN (·) of each element in S(N, Y) is larger or equal to N0 . Clearly,
For each letter Y i let L(Y i ) denote the length of the longest suffix at the i-th instance of Y that yields a feature in S(N, Y) (if no feature is associated with the i-th instance set L(Y
where L(X i ) denotes the length of the longest suffix at the i-th instance of X that yields a feature in S(N, Y) .
Note that L(N, X|Y) is the average length of features of Y that appear in X, multiplied by the factor p = p 1 p 2 .
Finally, the fidelity function is defined by: 
Proof of Lemma 1:
By definition
and hence any test sequence for which: p < 
Computational Complexity:
The typical set S(N, Y) may be imbedded in a suffix tree with no more than C(N, Y ) = O(N ) leaves. The classification process is involved with at most L max steps per letter in X.
How does the proposed fidelity measure compare with traditional ones?
Traditionally, fidelity measures are tested on realizations of random processes. A common fidelity measure between processes is the normalized Kullback-Leibler (KL) divergence.
Following [5] ,let a class of "vanishing memory" processes M = M k0,β,δ be be the set of probability measures on doubly infinite sequences from the set A, with the following properties [6] , [7] :
A) Positive transitions property:
B) Strong Mixing (Ψ mixing condition) [5] (following [6, Eq. (9)) : Let {X i }, −∞ < i < ∞, be a random sequence with probability law P ∈ M . We further assume that {X i } is a stationary ergodic process where every member in M satisfies the following condition:
for P (A), P (B) > 0. The constants k 0 , β, δ do not depend on P .
Theorem 2: Let X = X N 1 and Y = YN 1 ;N ≥ N be realizations of two "vanishing memory" probability measures P and Q, with positive transitions (P, Q ∈ M ), respectively whereN ≥ N , and let
Q(X) . Also, let Q × P denote a product probability measure.
Then,
and where is an arbitrarily small positive number.
Proof of Theorem 2:
By the Asymptotic Equipartition Property of ergodic processes for any N) ; ∀ > 0, where lim n→∞ δ(L max ) = 0 (N is the length of the sequence)and where H is the entropy rate of the source Q that emits Z.
Hence, by the Ergodic theorem lim
) is the sliding window empirical probability of Z Lmax 1 in the training sequence YN 1 .
By construction, S(N, Y) consists of leaves in a training suffix tree with an empirical probability that is equal or smaller then N . Now set L max = log N H+2 . Hence, it follows that, by the positive transition property (Condition A above)
The following Lemma below follows from Kac's Lemma [6, Eq. 67, p. 345] and from Conditions A and B of the class M .
Let n be a positive integer, let Z ∈ A n and let
Lemma 2: For any arbitrarily small 0 < 0 and any distribution P ∈ M .
P [X * : 
where each odd N Kvector is used as a guard space, so as to enable the application of the "strong mixing" property to all the even N K -vectors and make them "almost" mutually independent. This leads to the conclusion that by a properly chosen K and by the AEP
This completes the proof of part B of the Theorem. Now, assume that −E P log Q(x Applying this approximate matching of substrings of X to substrings of Y and applying the classification algorithm above correspondingly, yields a computational complexity that is no larger than O(N 2 log N ) (unlike in the case of an exact matching where the computational complexity is at most O (N log N ) ).
III. CONCLUDING REMARKS
The case where, given a long individual training sequence one has to efficiently decide whether an individual test sequence, which may be much shorter then the training sequence, is similar to the training sequence is studied, by adopting an axiomatic approach to the notion of similarity. It has been shown that this approach also agrees well with classical approaches that are all derived from the assumption that the sequences are realizations of probabilistic stationary ergodic processes. The proposed axiomatic approach leads to optimal filtering and classification algorithms that utilize crossparsing of the test sequence relative to the training sequence and leads to training data base which may be imbedded in a suffix tree similar to the one that is associated with the resulting training data base under the probabilistic approach, where the number of leaves in the tree is no larger than O(N ), where N is the length of the (short) test sequence, regardless of how long the training sequence is.
It should be noted in passing that universal suffix tree (context tree) based data compression algorithms have also been shown to be optimal for compression of individual sequences [7] .
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