Abstract-In this letter, we extend the concept of level lines of scalar images to vector-valued data. Consistent with the scalar case, we define the level-lines of vector-valued images as the integral curves of the directions of minimal vectorial change. This direction, and the magnitude of the change, are computed using classical Riemannian geometry. As an example of the use of this new concept, we show how to visualize the basic geometry of vector-valued images with a scalar image.
I. INTRODUCTION
A S ARGUED by the mathematical morphology school [1] , [9] , basic operations on images are invariant with respect to contrast changes, i.e., homomorphic transformations. As a consequence, it follows that the basic information (and geometry) of an image is contained in the family of its binary shadows or level sets (see below for the exact definition). 1 A considerable amount of the research in image processing is based on assuming that regions with (almost) equal grey values, which are topologically connected, belong to the same physical object in the three-dimensional (3-D) world. Following this, it is natural to assume then that the "shapes" in a given image are represented by its level sets. Moreover, techniques based on level sets and their connected components have provided state-of-the-art results in image processing problems like image denoising, contrast enhancement, and registration. It is the goal of this note to extend this concept to vector-valued images.
II. GRADIENTS OF VECTOR-VALUED IMAGES
We now present the definition of gradients in vector-valued images based on classical Riemannian geometry [8] . Let be a vector-valued image with components , . The value of the image at a given pixel is a vector in , and the difference of image values at two points and is given by . When the (Euclidean) distance between and tends to zero, the difference becomes the arc element , and its squared norm is a quadratic form called the first fundamental form. Let us denote then are the eigenvalues and are the eigenvectors. Thus, the eigenvectors provide the direction of maximal and minimal changes at a given point in the image, and the eigenvalues are the corresponding rates of change. We call the direction of maximal change or gradient and the maximal rate of change. Similarly, and are the direction of minimal change and the minimal rate of change, respectively. Note that for 1, , 0, and .
III. LEVEL-LINES OF VECTOR VALUED IMAGES
Level sets provide a fundamental concept and representation for scalar images. The basic idea is that a scalar image is represented as a collection of sets of the form or . Level lines are then curves of constant gray values.
One straightforward possibility to extend this concept to vector-valued data is to consider the collection of classical level sets for each one of the image components , 1
. Although this is an interesting approach, it has a number of caveats, and it is not entirely analogue to the scalar level sets. For example, it is not clear how to combine the level sets from the different components. In contrast with the scalar case, a point on the plane belongs to more than one level set , and therefore, it might belong to more than one connected component ("objects"). Let us now pursue a different approach. Basically, we redefine the level set lines of a scalar image ( 1) as the integral curves of the directions of minimal change as defined above. In other words, we select a given pixel ( ) and always travel the image plane in the direction of minimal change. Scalar images have the particular property that the minimal change is zero and therefore, the integral curves of the directions of minimal change are exactly the classical level lines defined above. The advantage of this definition is that it is dimension independent, and as we have seen above, minimal change and direction of minimal change can also be defined for vector-valued images following classical Riemannian geometry ( and ). We have then obtained a definition of level lines for vector-valued images as well. As in the scalar case, there will be a unique set of level lines, in contrast to the case when we treat each component separately. Moreover, under regularity conditions, it is easy to show that these vectorial level lines do not cross each other and are closed curves, as in the scalar case (see also [2] , [4] , [5] ). Then every pixel belongs to a single level line (the eigenvalues and eigenvectors are defined for all pixels). Fig. 1 shows some of these vector-valued level lines for a synthetic color image first, followed by a real image. The synthetic image was built to have a color edge that is not detectable from its intensity image. Note the comparison with scalar level lines and also how the level lines follow our intuition, being located at the color boundaries.
IV. SALAR REPRESENTATIONS OF VECTOR-VALUED IMAGES
We can now follow the scalar literature and consider these level lines of vector-valued images as containing the basic geometry of the vector-valued image. We can therefore attempt to reconstruct a scalar image that contains this geometry. In other words, we can reconstruct a scalar image whose level lines (and therefore its basic geometry) coincide with the level lines of the vector-valued images as defined above. We will then obtain a scalar image that represents the basic geometry of the the vector-valued data (see [6] for a different approach to this and a review of the literature).
We can formulate this as a variational problem. That is, the vector-valued level lines give a direction (and ), and a value (a function of the eigenvalues) for the level lines and gradient of the unknown single valued image. In other words, we search for a single valued image such that is as close as possible to (or is as close as possible to , see also [3] ). This can be formulated as a variational problem, and we can for example search for the minimizer of
Recall that the unknown is , the single-valued image, while , , and are obtained from the given vector-valued image. The gradient descent flow equation corresponding to this energy is a Poisson equation solved with Neumann boundary conditions, and existence and uniqueness results can be obtained (similar results can be obtained if we chose to work only with the direction of the gradient , ignoring its magnitude, see also [7] .) Yet there is a technical problem, since is defined only between /2 and /2, which can be resolved in a number of different ways. We used the lexicographic order to determine the order of the vector valued pixels, which in turn provides a consistent way to assign the direction of the gradient vectors, completing the 360 . Fig. 2 gives examples of color images and multispectral data and their corresponding scalar representations. The first row shows three color images, and the second row their scalar counterpart. The last row show four out of seven bands of a multispectral image (LANDSAT image of Amsterdam, The Netherlands), followed by the corresponding scalar representation. Note how the scalar reconstructions capture the basic geometry of the vector-valued images.
V. CONCLUDING REMARKS
In this note, we have introduced the concept of level lines of vector-valued images and exemplified the use of this new concept for visualizing vector-valued images. The next steps to follow are to define connected components and use these for applications like contrast enhancement, segmentation, and registration, as was done for the scalar case. This is part of our current research. 
