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Abstract
In disaster monitoring, an on-board autonomous system, which can process the images to 
extract useful images is considered necessary to speed up the decision making process. 
However, the current degree of automation in image processing on-board remote sensing 
satellites is low. Most of the remote sensing satellites operate a ‘store-and-forward’ 
mechanism and do not have intelligent imaging capabilities. This is because of the satellites 
being equipped with low-performance computing capabilities to save power and due to 
reliability considerations. Also, the existing algorithms for disaster monitoring are not fully 
automated and require high-performance computing.
The objective of this research project is to investigate the feasibility of implementing an 
intelligent system on board small satellites that can perform critical image processing tasks 
such as image registration and change detection. Investigation of current change detection and 
flood detection techniques is carried out in order to evaluate their performance against state- 
of-the-art on-board computing systems of small satellites.
Other than the limited computing capabilities and possible errors that might occur due to 
the radiation in space; image registration, change detection and flood detection are very 
challenging tasks to be implemented on board small satellites, because these tasks need to 
process a pair of images (i.e. comparing them): sensed and reference images. This thesis 
proposes a robust change detection framework to reduce the problems of pixel-to-pixel 
comparison. Image tiling and fuzzy inference engine are introduced in the system as a method 
to overcome the problems caused by direct pixel-to-pixel comparison. The performance 
results show that the proposed method has a better performance than pixel-to-pixel methods.
The proposed new on-board flood monitoring system is simulated to evaluate its 
performance and to verify if it is viable for the small satellite implementation. GPS 
reflectometry data is proposed to be used together with existing multispectra] images to 
reduce the problem caused by cloud cover. Recommendations and requirements for a small 
satellite mission for monitoring flood are presented.
Keywords: Satellites, automated change detection, flood monitoring, intelligent on-board 
image processing.
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Chapter 1 
Introduction
Man-made and natural disasters are incidents that can cause devastation to 
humankind. They cause many casualties, loss of infrastructure and livestock. For 
example, the earthquake and Tsunami that struck southern Asia in December 2004 [1] 
resulted in the death of an estimated 160,000 people with 5 million more people being 
displaced. Meanwhile, the total cost of damage was estimated to be around USD 2 
billion [2]. The following year, a high profiled natural disaster of Hurricane Katrina 
resulted in flooding in New Orleans, U.S.A. [3,4], which caused the damage of USD 
60 billion [5]. These examples show that natural disasters can cause great loss of life 
and infrastructure and the importance of having a system or mechanism that can 
control, predict, and give a rapid response to these disasters.
Earth Observation (EO) satellites have been used as a tool to monitor disasters by 
providing satellite imagery. These satellites are good in providing the images for 
assessment of the damage areas [6,7,8], however, they do not have the capabilities to 
be used for a real-time decision making process such as mapping, prediction and 
warning alerts for rapid responses to disasters. This is due to the common EO 
satellites’ ‘store and forward mechanism’ in which the captured images are stored on­
board before being transmitted to the ground station. This mechanism causes delay 
and is not valid for a rapid response, as the images have to be waited for subsequent 
processing before the satellite arrives at the nearest ground station for transmission. 
Due to the lack of global coverage of ground stations, the transmission of images 
could be delayed as the satellites will pass several orbits to reach the ground station 
for transmissions.
An intelligent processing capability on board the satellite could speed up the 
response time by processing the images before they are transmitted to the ground. For 
example, the satellite could perform selective image compression on board the 
satellite so that only relevant images are transmitted to the ground. The satellite could
1
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also process the captured images to check for changes in the monitored areas and give 
results based on the processed image. This capability could ensure a quick response 
that would greatly benefit the monitoring of disasters such as floods, earthquakes and 
oil-spills.
Small EO satellites, a category of EO satellites, are now being used to monitor 
disasters. This concept is mainly being developed by the Surrey Space Technology 
Limited (SSTL), a spin-off company of the University of Surrey. Unlike large EO 
satellites that are bigger and consume more time to build, small EO satellites offer a 
cheaper approach to satellite development. Frequent observation capability can be 
achieved too by implementing a constellation of small EO satellites. Small satellites 
have lower cost than the larger category of satellites, which historically can be too 
expensive due to the higher building costs [9]. However, small EO satellites have 
limited computing capabilities and impose restrictions on the imagers in terms of size 
and power consumption.
It can be concluded here that disaster monitoring from small EO satellites in Low 
Earth Orbit (LEO) is an effective way to monitor disasters due to their higher 
frequency of observation compared to traditional larger EO satellites. However, as 
with other EO satellites, small EO satellites do not have a quick response capability. 
Thus, it is necessary to have intelligent processing on board satellites to speed up the 
decision making process. This research investigates the possibility of having 
intelligent capability on board small EO satellites for disaster monitoring.
1.1 Small Earth Observation Satellites
Traditionally, satellite missions are large and expensive programs that take many 
years to develop by wealthy countries or international organisations. The development 
of ‘smaller, faster, cheaper, better’ spacecraft [10] has enabled any countries and 
agencies to build their own satellites. The classification of satellites is depicted in 
Table 1-1 [11]. From the table, it can be seen that a satellite is considered a small 
satellite if it weighs less than 500 kg. The small satellite class can be divided into sub­
categories according to their wet mass: mini satellite, micro satellite, nano satellite, 
pico satellite and femto satellite.
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Table 1-1: Classification of Satellites
Group name Satellite Wet Mass
Large satellites Large satellite >1000 kg
Medium sized satellite 500-1000 kg
Small satellites Mini satellite 100-500 kg
Micro satellite 10-100 kg
Nano satellite 1-10 kg
Pico satellite 0.1-1 kg
Femto satellite <100 g
EO satellites are a type of satellites whose main function is to observe the Earth 
such as environmental monitoring, meteorology and map making. These satellites are 
in low Earth orbit which is in the 200 - 2000 Ion zone above the Earth [12]. Most 
satellites of this type, such as Landsat, SPOT and IKONOS are large and expensive 
missions, taking many years to develop. However, small satellites, one of the 
categories of satellites, are emerging and becoming a better option than the large 
satellites because of their lower costs, shorter development time and better imaging 
sensors.
The term “small Earth Observation satellite” means a satellite weighing less than 
500 kg whose main function is to observe the Earth. An example of such a satellite is 
the SSTL Disaster Monitoring Constellation (DMC) satellite. DMC is a constellation 
of small EO satellites (in the micro satellite category) developed by SSTL and jointly 
owned by several countries. It has been in operation since 2003 with the launch of 
A1SAT-1, the first of the micro-satellites in the DMC. Currently there are four 
satellites still operating, one has finished its mission and two are planning to be 
launched in 2008 as depicted in Table 1-2 [13]. From the table, it can be seen that 
there are two types of satellites in DMC, the standard DMC platform, that carries 32 
m multispectral (MS) imagers and the DMC+4 platform, which is an enhanced 
version of the standard DMC that carries the 32 m multispectral imagers and a 4 m 
panchromatic (Pan) camera. Until now, the DMC satellites have captured images of 
several disaster areas including the 2004 Tsunami in South East Asia.
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Table 1-2: The satellites in the Disaster Monitoring Constellation [13]
Country Designation Type Imager Launch
Algeria Alsat-1 DMC 32m MS 2002
China Beijing-1 DMC+4 32m M S /4m  Pan 2005
Nigeria Nigeriasat-1 DMC 32m MS 2003
Turkey Bilsat-1 Mission Completed 2006 2003
UK UK-DMC DMC 32m MS 2003
Spain Deimos-1 DMC+4 32m MS /4 m  Pan 2008
UK UK-DMC2 DMC+4 32m M S /4 m  Pan 2008
1.2 Motivation
This research is motivated by the need to monitor disasters using EO satellites, the 
future satellite mission concept that includes on-board autonomy and the current 
development of high-performance computing for on-board satellite. These factors are 
described next.
1.2.1 The Need to Monitor Natural Disasters Using EO Satellites
Large scale disasters such as floods, earthquakes and oil-spills affect wide areas 
that can be in range of hundreds of kilometres. Thus, traditional ways of collecting 
information such as on site data collection for monitoring disaster could be less 
effective. Furthermore, it is dangerous for the data collectors or rescue team to carry 
out their duties if the disaster is still occurring. However, EO satellites have the 
opportunity to quickly and effectively process image overviews of the affected area. 
The images from the EO satellites can be used for data evaluations to facilitate 
damage assessment, to estimate risk in the future, and to prepare protection measures
[14].
Meanwhile, floods, an example of a natural disaster, happen every year, resulting 
in damage to cities, roads, agriculture and the economy as well as costing many lives. 
Thus, it is very important to monitor floods over time. The EO satellites have the 
ability to capture multiple images at a time; therefore, it is an excellent tool to monitor 
water changes temporally. Satellite imagery, both radar and optical, can clearly show 
the flooded areas. These images are normally used for detecting, mapping, measuring 
and analysing major floods [15].
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1.2.2 On-Board Autonomy is the Future Trend for Satellite Missions
On-board autonomy is the ability of the satellite to work intelligently and 
independently to control several tasks. It is predicted that in the future, EO satellites 
will have this autonomous capability [16]. This statement is supported by the active 
research work in this area. For example, the two main space agencies, European 
Space Agency (ESA) and National Aeronautics and Space Administration (NASA), 
have begun experimenting and demonstrating of on-board autonomy by flying 
autonomy experimental systems on board their satellites. ESA has developed and 
launched Project for Autonomy On-board (Proba) [17], a small satellite, built to 
demonstrate the ability of having on-board autonomy. Meanwhile, NASA has 
developed a program called Autonomous Sciencecraft Experiment (ASE) [18] to 
demonstrate autonomy by carrying out autonomous on-board science algorithms. This 
software developed was initially for small satellite mission Techsat-21 [19], however, 
the mission was cancelled and the software was adapted to Earth Observation-1 (EO- 
1) satellites [20].
Furthermore, intelligent on-board image data processing is one of the crucial on­
board autonomy components for future space mission concept. The following image 
processing capabilities are also important for future EO satellite development [16]:
• Image filtering, enhancement, and radiometric balancing
• Data compression
• Radiometric and geometric on-board correction of sensor signals
• Geometric on-board correction of systematic alignment errors
• Geometric on-board correction of spacecraft attitude
• A thematic on-board classifier for disaster warning and monitoring
• Change detection so that only specified change data are transmitted.
It can be concluded here that there is potential and trend for future satellite
missions to have intelligent image processing on board. This capability could be 
effective for future disaster monitoring.
1.2.3 Rapid Development of High-Performance Computing for Satellite On- 
Board Use
In general, the existing computing capability on-board the EO satellite is very low. 
However, currently, high-performance computing (HPC) for satellite on-board use is
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an active research area. Powerful processors are currently being designed and built to 
cope with the higher computing power demand due to the complexity of the 
algorithms that need to be executed on board. For example, a specialised high- 
performance computing payload data handling unit is being developed for Gaia [21], 
originally stands for Global Astrometric Interferometer for Astrophysics, but now this 
acronym is not valid anymore due to its function being more than interferometry [22, 
23]. Gaia aims to chart the sky of the galaxy which requires high computing 
performance to process complex algorithm on board.
NASA and ESA, are now using higher performance computing processors for 
space application. NASA is currently using commercial-off-the-shelves (COTS) 
processors as one of the solutions for high-performance computing. The Maxwell 
SCS750 [24] board that is based on the PowerPC processor is currently being 
considered as the most powerful processor for space application with the ability to 
achieve 1800 MIPS at 800 MHz. ESA is building a high-performance microprocessor 
architecture called GINA that is based on the LEON3 processor for the use in future 
space mission with expected performance of 1000 MIPS [25].
1.3 Scope and Objectives of the Research
The objectives of the research are to:
1. Investigate feasibility aspects of high-performance computing for image 
processing on-board small observation satellites:
i. Selection of suitable algorithms
ii. Characterisation of selected algorithms against:
a) Processing time and MIPS
b) Accuracy
c) Complexity
d) Implementation (software and hardware)
2. Develop and analyse an automatic change detection system for the purpose of 
flood monitoring. The system should be able to perform in the required time frame 
when running on processors with at least 280 MIPS, which is the MIPS of the 
Solid State Data Recorder (SSDR) of UK-DMC.
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3. Suggest a suitable system architecture for flood monitoring on board small
satellites
i. Determine system requirements - processing time, memory, 
power, computer architecture
ii. Develop a methodology for on-board flood monitoring
iii. Investigate the use of image database for on-board satellite
The scope of this research work is limited by the following:
1. Multispectral images from SSTL DMC satellites will be used for the analysing 
and development of the on-board flood monitoring system.
2. Only algorithms for multispectral images will be considered for the on-board 
flood monitoring system.
3. The DMC satellite platform will be used as a reference platform for the 
implementation and evaluation of the system.
1.4 Contributions of the Research
The following novel contributions have been made to meet the above objectives:
1. This research has evaluated the current image registration, change detection 
and flood detection methods for the use in small EO satellite platform (see 
Chapter 3). Currently, this is the only work that has ever been carried out on 
evaluating the three sets of methods in terms for their computing performance 
targeting for small EO satellite platform. The suitability of the current image 
registration, change detection and flood detection methods is evaluated to find 
their expected performance in terms of processing time and accuracy.
2. Misregistration error is one of the problems to a change detection analysis. A 
novel change detection model that is robust against misregistration has been 
developed (see Chapter 4). The change detection model is based on image 
tiling to reduce the effects of misregistration errors. Fuzzy inference engine is 
introduced to improve the accuracy of the change detection model.
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3. A novel design of an on-board change detection system has been proposed for 
small EO satellite platforms (see Chapter 4). The system is based on the 
proposed change detection model of image tiling and fuzzy inference engine 
to detect changes and generate control signals to activate other processing. A 
parallel processing system design is proposed so that the system can perform 
in the required time frame.
4. A novel on-board flood monitoring system has been developed for small 
satellite platforms (see Chapter 5). The proposed change detection system is 
applied as a flood monitoring system. GPS reflectometry is proposed to be 
used as the input to the fuzzy inference engine of the system as it can sense 
water even when the area is covered by cloud.
1.5 Structure of Thesis
This thesis is structured into six chapters.
Chapter 2 reviews the optical imaging payload system of small satellites. The on­
board data capture sensors and image processing for EO satellites are reviewed first. 
Then, the current image processing capabilities on board small satellites are reviewed. 
The current work on change detection for satellite on-board use is also investigated 
here. Then, high-performance computing for satellites is reviewed.
Chapter 3 introduces the two main steps in change detection analysis: image 
registration and change detection. The methods of image registration are reviewed, 
and compared first. Then, the performance evaluation of each method is carried out to 
find their effectiveness in terms of accuracy and processing time. Next, change 
detection methods are reviewed, compared and evaluated to estimate their 
performance with respect to the small satellite platform.
Chapter 4 presents the proposed automatic change detection system. The chapter 
stalls with a discussion on the requirements of the system that need to be met by the 
system design. Then, the system design is presented and discussed. At the end of the 
chapter evaluation of the proposed system is presented based on Matlab simulations.
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Chapter 5 discusses the extension of the proposed on-board automatic change 
detection concept to flood monitoring. Firstly, the chapter reviews previous work on 
flood monitoring using satellite images. Then, flood detection methods are reviewed, 
compared and evaluated to estimate their performance. A method to improve the 
flood detection results is proposed and incorporated in flood monitoring system. At 
the end of the chapter an evaluation of the system for the small satellite platform is 
estimated by estimating the accuracy and processing time.
Chapter 6 summarises the results of the research presented in this thesis and discusses 
the directions of future work.
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During the course of this research, the results presented in the thesis were reported 
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2. Yuhaniz, S., and Vladimirova, T., “On-Board Automatic Change 
Detection System for Small Satellites,” International Journal o f  
Remote Sensing, submitted
Conferences:
1. Yuhaniz, S., Vladimirova T., Sweeting M. N., “Automatic Change 
Detection for Multispectral Images On-board Small Satellites,” in 
Proceedings o f National Conference on Computer Graphics and 
Multimedia COGRAMM 2004, Kuala Lumpur, Malaysia, Dec. 2004.
2. Yuhaniz, S., Vladimirova, T., Sweeting, M. N., “Embedded intelligent 
imaging on-board small satellites,” Advances in Computer Systems 
Architecture, Lecture Notes in Computer Science, Springer, vol. 3740, 
pp. 90-103, 2005.
3. Yuhaniz, S., Vladimirova, T., Sweeting, M. “Flood Detection of 
Tsunami Affected Areas Using Multispectral Images,” in Proceeding
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Chapter 2 
Literature Review
The main payload for a small EO satellite is the imaging payload that mainly consists 
of optical imagers and imaging processing units. This chapter reviews the imaging 
processing units for small EO satellite payloads. Section 2.1 gives an introduction to 
on-board data capture sensors and image processing. Section 2.2 reviews the 
functions of image processing on board small satellites. Section 2.3 discusses the 
development of change detection systems on board satellites. Section 2.4 surveys the 
work on high-performance computing for satellites. Section 2.5 introduces the SSTL 
DMC imagers and their imaging payload, which is used as reference small satellite 
platform in this research work. Lastly, section 2.6 concludes the chapter.
2.1 On-Board Data Capture Sensors and Image Processing
The imaging sensors on board EO satellites can be briefly divided into two 
categories: 1) passive sensors and 2) active sensors. Passive sensors detect natural 
energy (radiation) that is emitted or reflected by the object or scene being observed. 
Examples of satellites that use passive optical sensors are Landsat [26], IKONOS [27] 
and SPOT [28]. More examples of such satellites are summarised in Table 2-1. 
Spectral, spatial and temporal resolutions are properties of the imaging instruments. 
Swath width refers to the strip of the Earth’s surface from which data are collected. 
Spectral bands refer to the wavebands that the sensor is able to collect. Spatial 
resolution refers to the area on the ground that a satellite sensor, can distinguish. 
Temporal resolution is the time that elapses between successive dates of imagery 
acquisition for a given point on the ground [29].
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Table 2-1: Examples of EO satellites with passive optical sensors
Satellite/instrument Swath
width
Spectral bands Spatial
resolution
Temporal
resolution
NOAA/AVHRR
[30]
2399 km 0.58 - 0.68pm 
0.72 - 1.10pm 
3.55 - 3.93pm 
10.30 - 11.30pm 
11.50- 12.50pm
1.1 km at nadir 6 hours
Landsat-7/ETM+
[31]
185 km 0.45 - 0.52pm 
(blue)
30 metres 16 days
0.52 - 0.60pm 
(green)
30 metres
0.63 - 0.69pm 
(red)
30 metres
0.75 - 0.90pm 
(near infra-red)
30 metres
1.55 - 1.75pm 
(infra-red)
30 metres
10.4 - 12.50pm 
(thermal infra­
red)
60 metres
2.08 - 2.35pm 
(near infra-red)
30 metres
0.52 - 0.90pm 
(green - near 
infra-red)
15 metres
SPOT5/HRG [32] 60 km 0.49 -0.69 pm 
(panchromatic)
2.5 m
* (supermode) 
or 
5 m
3-5 days
0.49 - 0.61 pm 
(blue)
10 m
0.61 - 0.68 pm 
(red)
10 m
0.78 - 0.89 pm 
(near-infra-red)
10 in
1.58 - 1.75 pm 20 m
Quickbird [33] 16.5 km 0,45 - 0,90 pm 0.7 m 1-3.5 days
0,45 - 0,52 pm 
0,52 - 0,60 pm 
0,63 - 0,69 pm 
0,76 - 0,90 pm
2.8 m
EN VIS AT/MERIS 
[34]
1150 km 15 channels: 
0,390 - 1,040 
pm
300 m (land) 
1200 m (ocean)
3 days
* SPOT5 has a super-resolution or supermode, in which two images are processed to achieve higher 
resolution. The two images are downlinked separately, then, processed on-ground achieving 2.5 m 
resolution image is from two over-lapping 5 m resolution images.
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DMC [35] 600 km 0.52 -  0.62 pm 32 m Daily
0.63 -  0.69 pm
0.76 -  0.90 pm
It can be seen from Table 2-1 that NO A A satellites have a very short temporal 
resolution and a low spatial resolution of 1.1 km. The Landsat7 satellite has a longer 
temporal resolution of 16 days and a higher spatial resolution of 30 m. This agrees 
with the general trend in optical remote sensing: the higher the spatial resolution, the 
longer the temporal resolution. However, there are some exceptional cases, the SPOT, 
Quickbird and DMC satellites. SPOT and Quickbird have pointable sensors that can 
point off perpendicular, or nadir, to revisit any point every three-and-a-half days. The 
DMC satellites are members of a constellation of small satellites that enables them to 
have daily temporal resolution.
Active sensors emit energy in order to scan objects and areas whereupon a passive 
sensor then detects and measures the radiation that is reflected or backscattered from 
the target. Synthetic Aperture Radar (SAR) satellites are an example of this. They are 
able to provide all-weather and all day imaging, which is an important capability for a 
variety of end-user applications. The major drawback of SAR sensors is that they 
require more energy than optical sensors. This is one of the main difficulties of using 
SAR sensors in small satellites. Currently, there is no small satellite that has been 
launched with SAR instruments on board due to the power and design restrictions of 
small satellites. However, this may be changed in the future as many current research 
projects investigate the design of SAR instruments for use on board small satellites 
[36, 37].
Optical or SAR satellites?
It is undeniable that a SAR satellite would be better than an optical satellite in 
observing the Earth because of its capability to work in all-weather and day-night 
conditions, as opposed to an optical satellite. However, SAR satellites have the 
disadvantages of more infrequent temporal coverage than optical satellites, and a 
limited swath width [38]. For example, the SAR instrument on board ERS-2, the 
European radar satellite, has temporal resolution of 35 days and a swath width of 100 
km [39].
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This research benefits from the collaboration of the Surrey Space Centre with 
SSTL, a world leader in small EO satellites. Therefore, the research is focused on the 
small EO satellites platform with passive optical sensors. Multispectral images from 
SSTL DMC satellites are used in the experimental work presented in the thesis.
2.1.1 Data Capture Mechanism
The scanning of the areas on Earth is based on scheduled imaging tasks. The 
imaging tasks are uploaded via commands from the ground station. When the satellite 
reaches the areas to be scanned, the on-board imagers will be activated and the 
scanning will be performed. Then, the newly captured images will be stored on-board 
and will be transmitted to the ground station when they are in visibility. This simple 
mechanism of data capture is described in Figure 2-1.
An example of operating the imaging system of PoSAT-1, one of the earliest 
SSTL’s remote sensing satellites, is described below [40] to give an idea of how an 
imaging activity is performed:
1. Target selection is performed by a ground operator using predictive 
tracking software to scan when the satellite will be passing over an area of 
interest. For PoSAT-1, ten or twelve such targets are selected daily.
2. Time-tagged commands for these targets, including capture parameters, are 
written into a 'schedule' file which is automatically loaded to the main on-
1. Request for 
imaging
2. Scan a scene
Figure 2-1: A typical data capture scheme for an Earth observation satellite
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board computer (OBC), which passes the instructions on to the imaging 
module based on transputer. Within the schedule file, there is no limit either 
for the number of commands that can be included or how far in advance the 
commands can be issued.
3. On-board scheduling is handled by the transputer that keeps a list of all the 
forthcoming imaging events.
4. Payload activation occurs twenty seconds before an image is due, when 
the transputer activates the camera. This allows time for the camera circuitry 
to settle after power-up. If the camera's automatic exposure option has been 
selected by ground control (set for each image in the schedule file), this time is 
used to assess the scene brightness and adjust the CCD's integration time 
accordingly.
5. Image capture. At the correct time, the transputer issues a 'capture image' 
command, and within 100 milliseconds the camera will have stored the entire 
digital image in the microcontroller's buffer memory. If the on-board clocks 
are allowed to drift, incorrect targeting will result. To avoid this, the transputer 
clock is synchronised at least once a day, either to the on-board GPS receiver 
or to a master ground station. Following successful image capture the camera 
sensor circuitry is disabled to save power, and the microcontroller transfers the 
digitised image data over the one of the OBDH networks. It is possible to 
operate the cameras individually or in parallel, recording simultaneous images 
on several cameras.
6. Image analysis, processing and compression are implemented by the 
transputer. The compressed image file is sent to the OBC where it is queued 
for the downlink.
7. Downloading occurs automatically with the ground station software 
retrieving the data files using the satellite’s error-free communications 
protocols. Images are decompressed and archived, ready for viewing.
PoSAT-1 used a transputer to analyse, process and compress the images before 
they are being transmitted to the ground. Although the image analysis, processing and 
compression functions are available on board, the computing capability is limited. 
Transputer was also used in the UoSat-5 mission in the image analysis and 
compression subsystem as shown in Figure 2-2. UoSAT-5, which carried an advanced
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imaging experiment on-board, was developed by SSTL in 1991. The Earth Imaging 
System (EIS) of UoSAT-5 consisted of a meteorological-scale Charge Coupled 
Device (CCD) imager, and a transputer-based on-board processors, which were called 
Transputer Image Processing Experiment (TIPE) [41,42].
Figure 2-2: Schematic of the on-board data handling hierarchy of UoSAT-5 [41]
The TIPE image processing unit comprises two 32-bit T800 INMOS transputers 
(prime processor T1 and co-processor TO), which can operate either individually or as 
a pair. The transputers have processing speed of 20 MHz, with performance of 30 
MIPS and are equipped with 2 Mbytes of CMOS SRAM. This provides a base for 
running powerful parallel image processing or for implementing a backup. Also, 
automatic filtering routines were implemented. The TIPE unit is able to control and 
schedule imaging operations and perform on-board image analysis, processing and 
compression.
2.1.2 Spacecraft Command and Data Handling
Modern space systems use computers on board and on the ground. On-board 
functions include navigation, house-keeping and health monitoring, command 
processing, spacecraft subsystem management, payload management, and 
communications. The ground computers deal with data processing, user interfaces,
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spacecraft commanding and remote monitoring of the spacecraft’s health, status and 
maintenance.
A general concept of spacecraft computer system or on-board computer (OBC) is 
described in the Figure 2-3 [43]. All processors, payload computer, and tracking, 
telemetry and command linked to a space-based network such as Controller Area 
Network (CAN). The spacecraft computer system could be a centralised system, or a 
distributed system where payloads such as cameras and GPS system are utilising their 
own processors and housekeeping tasks, and the payload support is performed by the 
OBC [44].
2.2 Image Processing Capabilities On Board Small Satellites
Early small satellites had small data storage and narrow transmission links. For 
example, UoSAT-5, the first EO satellites developed by SSTL, has on-board image 
compression to optimise the use of camera and the bandwidth capacity of the 
spacecraft’s transmission link. Other than image compression, cloud detection was 
implemented on Tiungsat-1[45], another small satellite developed by SSTL.
There are many functions that the on-board image processing can perform. These 
functions are categorised as in Figure 2-4.
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linage compression
On-board Image processing 
(science data processing)
Autonomous image 
analysis and selection
• Lossy
• Lossless
• Region of interest
• Cloud detection
• Fire and hotspot detection
• Water detection
• Change detection
Figure 2-4: On-board image processing functions of EO satellites
Figure 2-4 shows that there are two main image processing functions on board an 
EO satellite: image compression, and image analysis and selection. Image 
compression on board a satellite is very important because an image that has been 
captured by sensors is very huge in size. Image compression can be performed via 
lossy compression algorithms which yield very high ratio of compression, or by using 
a lossless technique so that it will not lose any details of the original image.
The purpose of the autonomous image analysis and selection function is to 
analyse, detect and classify the image according to certain characteristics. As a result 
of this function, any image that is distorted or is not relevant to the user interests 
might be discarded. This function might as well produce other outputs after analysing 
and classifying the image such as a thematic map. Example of applications that 
require this function are cloud detection, fire and hotspot detection and water 
detection.
An example of image classification on board a small satellite is the Bispectral 
Infra Red Detection (BIRD) satellite [46] that was developed by the German Space 
Agency. An on-board fire and hotspot detection was implemented on a neural 
network processor. The imaging system of the BIRD satellite is based on two Infra 
Red sensors and one CCD camera. Distinctive feature is the specialised hardware unit 
based on the neural network processor N il000 [47], which was integrated in the 
Payload Data Handling System (PDH) of the satellite. Figure 2-5 shows the diagram 
of the PDH. The PDH is a dedicated computer system responsible for the high-level 
command distribution and the science data collection between all payloads of the 
BIRD satellite.
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Project for Autonomy On-board (Proba), a small satellite mission of the European 
Space Agency (ESA) [17], demonstrated and evaluated the use of in-orbit on-board 
autonomy. The payload processing includes an on-board image compression. An 
ERC32 based computer provides the computing power for all the platform functions 
and a payload processing unit based on TCS21020 provides the processing power to 
the imaging payload. The on-board software runs on its Data Handling System which 
includes the ERC32 processor [48]. While providing processing power to the imaging 
payloads, the payload processing unit is capable of performing image compression.
Another development in advanced on-board processing can be seen in the Parallel 
Processing Unit (PPU) of X-Sat [49], a satellite developed by Nanyang Technological 
University scheduled to be launched in 2008 [50]. One of the main functions of the 
Parallel Processing Unit is post-processing of the acquired images from a 
multispectral camera payload. The computational power of the PPU is desired for 
specialised image processing such as real-time compression and unsupervised 
analysis to optimise the utilisation of the downlink bandwidth. Furthermore the PPU 
is utilised for attitude determination and control whereby for this application 
parallelism is utilised to guarantee reliability and fault tolerance. Figure 2-6 shows the 
block diagram of the PPU for X-Sat. The processing unit comprises twenty SA1110 
StrongArm processors that are interlinked by FPGAs and clocked at 266 MHz and 64 
Mbyte of SDRAM memory [49].
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Figure 2-6: Parallel Processing Unit for X-Sat (image credit: NTU)
FedSat is an Australian scientific small satellite that carries a High Performance 
Computing payload (HPC-1). In this mission, a cloud detection system [51] and a 
lossless image compression [52] was implemented using reconfigurable computing. 
The cloud detection system uses the Landsat 7 Automatic Cloud Cover Assessment 
(ACCA) algorithm. The cloud detection and lossless image compression algorithms 
were implemented in Matlab, and synthesized for the Xilinx XQR4062 FPGA in the 
HPC-1.
A significant milestone with respect to on-board intelligent processing is the JPL’s 
Autonomous Sciencecraft Experiment [18], which was originally planned for Techsat- 
21. The project includes the development of on-board science algorithms such as 
image classification, compression, and change detection [53]. After the Techsat-21 
mission was cancelled, the experiment was flown on board the large satellite, EO-1. 
EO-1 has two Mongoose M5 microprocessors [54] to perform on-board computing 
and processing of on-board science algorithms.
Table 2-2 summarises the trend in functionality of the on-board image processing 
on small satellites [55]. It can be concluded that on-board intelligent image processing 
capabilities are increasing. Table 2-3 describes the computing characteristics of image 
processing units on board small satellites.
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Table 2-2: Trends of On-board Image Processing on Small Satellites
Satellite Launched
Year
Image
compression
Change
detection
Recognition and 
Classification
UoSat-5 1995 Yes No Cloud detection
BIRD 2000 Yes No Fire and hotspot detection
PROBA-1 2001 Yes No Star-pattern recognition
FedSat 2002 Yes No Cloud detection
UK-DMC 2003 No No None
X-SAT 2008 Yes No Fire detection
Techsat-21 (EO-1) Cancelled 
2001 (EO-1)
Yes Yes Flood and cryospheric 
detection
Table 2-3: Computing Characteristics of On-board Image Processing Units on Small Satellites
Satellite Processors
Speed
MIPS Parallelism Hardware based
UoSat-51 20 MHz 10 MIPS [56] No T800 INMOS 
transputers
BIRD2 Not
available
20 MIPS* [57] No Multi-chip model, 
Neural network chip 
(N il 000)
PROBA-1J 20 MHz 15 MIPS [58] No TCS21020 DSP
FedSat4 48 MHz Not available No Xilinx XQR4062 
FPGA
UK-DMC5 200 MHz 280 MIPS [59] No PowerPC
X-SAT0 266 MHz** 4000 MIPS [60] Yes Virtex FPGA, ARM
Techsat-21 (EO-1)' 12 MHz 6 MIPS [61] No Mongoose M5
Note:
* Performance for the data processing unit, in the payload data handling unit 
** Speed for each node of the parallel processors
It can be seen from Table 2-2 that all of the satellites in the table except UK-DMC 
have on-board image compression, and recognition and classification functions. 
Currently, there is no on-board image processing experiment on UK-DMC as its 
imaging payload is a commercial payload, not an experimental payload.
It can be seen from Table 2-3 that the frequencies of the processors for earlier 
satellites are low, however, there is an increase of processing speed on the latter 
satellites. In the term of MIPS performance, there is a trend of increasing MIPS
1 UoSat-5’s image compression unit
2 BIRD’S payload data handling unit
3 PROBA’s payload processing unit (PPU)
4 FedSat’s High Performance Computing (HPC-1) payload
5 DMC’s Solid State Data Recorder processor
6 X-Sat’s parallel processing unit (PPU)
7 EO-1 ’s processor for on-board image processing
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performance on-board small satellites that have already been launched i.e. UoSat-5, 
BIRD, Proba, Fedsat and UK-DMC. The increasing number of MIPS with each year 
is similar to the trend of ESA microprocessors computing capability as shown in 
Figure 2-7. The MIPS performances have been low before 2004, and have been 
increased after that. Meanwhile, X-Sat satellite, which is expected to be launched in 
2008, has an on-board parallel computing architecture with predicted 4000 MIPS 
performance. These figures of MIPS show that in the next 10 years, it is expected that 
processors on board the satellites can perform within GMIPS.
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Figure 2-7: ESA microprocessors computing capabilities [62]
2.3 Current Work on Change Detection for On Board Use
As reviewed in the previous section, on-board image processing for small 
satellites is an active research area. However, the work on on-board change detection
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is less frequent than the other on-board image processing functions. This is due to the 
complexity of the change detection process that requires two images to be aligned. 
This can be achieved by performing image registration on the images, which is quite a 
difficult task as the images are taken at different times and have variations, such as 
differences in sun illumination, cloud cover and shadows. Therefore, in order to have 
a change detection system on board satellites, additional processing is needed such as 
image registration and radiometric correction. This adds to the complexity of 
implementing an on-board change detection system.
An actual implementation of on-board change detection can be seen in the flood 
detection algorithm [63] and cryospheric (snow, ice, glacier, cloud) detection 
algorithms [64] of the EO-1 satellite. The change detection is performed by 
comparing the total number of detected feature pixels with the uploaded thresholds to 
trigger follow-up observations.
A different approach to on-board change detection is proposed in [65], where the 
change detection is used together with image compression and neural-networlc 
classification. When changes are detected on an image tile, a neural-network 
classification is performed to identify the features on the changed image tile. The rest 
of the unchanged areas are then been compressed. The authors do not discuss the 
implementation of the change detection approach in a satellite platform.
A specialised processor for change detection is designed for repeat-pass change 
detection system for an L band Interferometric Synthetic Aperture Radar (InSAR) 
data [66] .The hardware is based on hybrid architecture that combines Field 
Programmable Gate Array (FPGA) and distributed multiprocessors. Customised 
FPGA cards and high-speed multiprocessors are being developed because of the 
limited on-board memory (512 Mbyte or less) and the relatively slow processing 
speed of the current COTS components. For the change detection task, the processors 
require 2.4 GFLOPS and the memory requirement is 4.5 Gbyte. It is aimed that the 
multiprocessor card will have 4 to 8 Gbyte on-board memory for the change detection 
processing task. Figure 2-8 shows the functional block diagram of the on-board 
change detection processors.
23
Chapter 2. Background and Literature Review
Raw data Image formation 
processor 
(FPGA technology)
High-speed crossbar 
Jnterconn^^ Change detection 
processing
(Multiprocessor based 
system)
Database for 
ephemeras
Control & 
Interface 
computer
k Database for reference raw 
data and DEM
On-board data 
storage
oO O
J T
Downlink
Figure 2-8: Functional block diagram of on-board change detection processors. Diagram from
[66]
To summarise, on-board change detection for satellites is relatively less developed 
than the other on-board image processing operations due to the complexity of the 
change detection process. Although on-board change detection is demonstrated in 
EO-1, which uses a 12 MHz Mongoose-v processor, the change detection process is 
very simple involving only comparison of the number of water pixels identified by the 
flood classifier. Thus, high-performance computing is needed for on-board change 
detection due to the complexity of the process.
2.4 High-Performance Computing for Satellites
Recent developments in on-board image processing for EO satellites have 
heightened the need of high-performance computing. In general, the term high- 
performance computing is always referred to supercomputers for scientific 
applications that deal with a large amount of data, vector and parallel algorithms [67], 
with performance in the range of TeraFLOPS. In on-board satellite application, 
Alcatel Alenia Space (AAS) has classified the satellite application performance into 
three types: 1) ‘low’ performance 2) ‘medium’ performance and 3) ‘high and very 
high’ performances [68]. The ‘low’ category refers to any application that requires 
less than 100 MIPS. The ‘medium’ category refers to application that requires the 
computing performance of around 300-400 MIPS. The ‘high and very high’ 
performances category refers to application that requires GFLOPS processing such as 
on-board remote sensing instrument processing.
The demand for a higher computing performance on board satellites is increasing 
due to the higher complexity of computing processing needed to be carried out on
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board the satellites. For example, in disaster monitoring satellite missions, the on­
board image processing requires high-performance computing, as the output has to be 
produced in real-time or near real-time to ensure its relevance to the users. The Gaia 
program that aims to chart the sky of the galaxy requires a high-computing 
performance to process its complex algorithms on board.
The most common way to achieve high-performance computing in a general 
application is by using parallel processing [69], which is normally done by connecting 
multiple high-end supercomputers in parallel. For satellites, this approach is 
impossible due to limitation of power, and radiation from space. Thus, different 
techniques need to be used when designing HPC for satellite on board use. Several 
ways to achieve HPC for satellites are by using 1) multi-core processors, 2) high­
speed Digital Signal Processors (DSP), 3) high-speed general processors, and 4) 
parallel processors.
2.4.1 Multi-Core Processors
A multi-core processor combines two or more independent cores into a single 
package composed of a single integrated circuit (IC), or more ICs packaged together 
[70]. For space applications, ESA is currently developing a multi-core processor 
based on the soft microprocessor core LEON3 called Gina [25]. Gina is expected to 
produce 1000 MIPS and 1000 MFLOPS of performance.
2.4.2 Digital Signal Processors
Digital signal processors are specialised microprocessors designed for digital 
signal processing, which are used for real-time computing. SSTL has developed a 
high speed processor that is based on the TMS320C64xx DSP [71]. It is currently 
being used to compress high volume of data on board Beijing-1 satellite. According to 
the TMS320C6413 DSP datasheet [72], it can achieve 4000 MIPS at 500 MHz.
2.4.3 General-Purpose Processors
A general-purpose processor can also be used to achieve high-performance 
computing, as shown in the space-qualified board Maxwell SCS750 [24].
2.4.4 Parallel Processors
Parallel processors have also being proposed to be used on board satellites, as 
demonstrated in the Parallel Processing Unit of X-SAT. However, the main drawback
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of parallel processors is the added complexity of the software development which 
should provide parallel execution of the software codes.
2.5 DMC Imagers and Main Payload
The DMC satellites use the multispectral imagers shown in Figure 2-9. The 
imagers consist of two banks, which are called Bank 0 and Bank 1. Each bank has 
three cameras operating at different bandwidths (in total of six cameras). The 
bandwidths are similar to the three bands of the Landsat TM imagers, which are Near- 
Infrared (0.76 pm to 0.9 pm), Red (0.63 pm to 0.69 pm), and Green (0.52 pm to 0.62 
pm) bands. The images are taken line-by-line with a technique called push broom. 
This technique is shown in Figure 2-10. Each imager has an array of 10,000 pixels. At 
nadir, the scanned images will have higher resolution (the yellow box in the Figure 2- 
10), than the off-nadir areas as shown in yellow circles. While the spacecraft moves 
over the area of interest, the camera banks on each side of the imager scan different 
areas to have a wider swath area. The DMC imagers are capable of scanning an area 
with 660km wide swath and able to revisit daily. This feature is a big advantage and 
compares favourably with Landsat that has 16 days revisit or IKONOS with 26 days 
(nadir imaging).
Figure 2-9: DMC Imagers
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Figure 2-10: Scanning Line-by-Line using the Push Broom Technique
The size of the images captured by a DMC satellite is huge, ranging from 20 
Mbyte to 1 Gbyte depending on the requests from the ground stations. The DMC 
payload manages the high image volume by splitting the images into tiles of 2500 x 
2500 pixels each or 80km x 80 km. This tiling concept can be seen in Figure 2-11. If 
the power is sufficient, 48 tiles of 2500 x 2500 pixels (900 MBytes) can accommodate 
the payload storage. However, typically, a few image tiles will be selected, up to 24 
image tiles can be supported during a singe image take every orbit [73].
After the areas of interest have been scanned by the imagers, the image data are 
stored in the on-board mass memory chips that are located in the Solid State Data 
Recorder (SSDR) units. Figure 2-12 depicts a block diagram of the payload to show 
where the SSDRs are located in the system. The figure shows that the payload 
consists of three SSDRs, two of them have the capacity of 4 Gbits (512 Mbytes) and 
the third one has 1 Gbits (128 Mbytes). This implementation introduces redundancy 
in the system in case if there is a failure in one of the SSDRs. For example, if one of 
the SSDRs fails, the backup SSDR can replace it and both camera banks can still be 
operated on the backup SSDR [73].
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At present, the images stored in SSDRs remain unprocessed before being 
transmitted to the ground station via the S-band transmitters. Figure 2-13 shows a 
picture of the SSDR on a tray. The SSDR provides 1 Mbyte of RAM and contains the 
MPC8260 [74] processor that can achieve a theoretical speed of 200 MHz at a peak 
performance of 280 MIPS [59]. This restricts the speed of any digital signal 
processing algorithms speed.
Figure 2-13: A1SAT-1 SSDR (image credit: Surrey Satellite Technology Limited)
Other mass memory units that are available on-board the DMC satellite is the 
Hard Disc Data Recorder (HDDR). It is only available on the enhanced DMC 
platform (DMC+4), which is used for the Beijing-1 satellite, that has 120 GByte 
HDDR to store images. These HDDRs are magnetic storage units developed by 
SSTL. Each unit provides 60GByte of storage. The HDDR on board the Beijing-1 is 
mainly used to store images, which are larger in size than on other DMC satellites due 
to its on-board high resolution imagers.
2.6 Conclusions
Advanced optical imaging payload processing units on board experimental small 
satellites are being developed in an attempt to improve the computing satellites 
capabilities in order to perform on-board image processing. This chapter has reviewed 
the optical imaging payload processing unit for small satellites. Most of the reviewed
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processing units have demonstrated their capability to perform on-board image 
processing functions such as image compression, and classification of features. 
However, only EO-1, a large satellite, has applied on-board change detection in their 
autonomous Sciencecraft algorithms to monitor flood and cryospheric changes.
From the literature review presented in this chapter, it can be concluded that 
change detection is one of the main image processing functions that is important for 
future satellites missions. However, the current satellites, especially the small EO 
satellites are lacking such capability. Therefore, this research work investigates the 
current techniques to perform change detection and develops an intelligent change 
detection system for UK-DMC, a small EO satellite.
The literature review concludes that the development of HPC for satellites such as 
multi-core and parallel processing is necessary for future satellite missions. It is 
interesting to see how is the performance of parallel processing in the on-board 
intelligent change detection system. Thus, a parallel processing architecture is 
designed to be used for the intelligent change detection system, which is presented in 
Chapter 4.
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Chapter 3 
Investigation into Current Techniques for 
Automated Change Detection
Automated change detection is a major challenge in many change detection image 
processing applications such as medical imaging [75] and remote sensing [76]. The 
purpose of this chapter is to investigate the current techniques for automated change 
detection for satellite images. The current methods for automated change detection are 
analysed and compared to estimate their performance if they are implemented on 
board a small satellite. The outcome of this investigation will be used to estimate the 
requirements needed and as the basis of the design for automated change detection 
system on board a small satellite.
Section 3.1 starts with the discussion of remotely sensed change detection 
analysis. Section 3.2 presents the basis of image registration techniques, discusses and 
compares selected image registration methods to find their performance in terms of 
processing time and accuracy. Section 3.3 examines change detection methods and 
studies the performance of selected change detection methods. Section 3.4 presents 
evaluation results of image registration and change detection methods with respect to 
the current DMC payload processors. Section 3.5 concludes this chapter.
3.1 Remotely Sensed Change Detection
Change detection analysis is an active research area, with many ongoing projects 
aimed at improving the algorithms for different applications such as biotechnology 
and geospatial intelligence [77]. Remotely sensed change detection is the theory and 
methodologies of extracting, delineating, and attributing the temporal variations in the 
state of an object or phenomenon by observing it at different times using 
multitemporal imagery.
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A general process of a change detection analysis for remote sensing is described in 
Figure 3-1. The input of the analysis are two images taken at different times, it can be 
from different sources (e.g. different satellite sensors) or from the same source. Then, 
the two images need to be pre-processed so that they are in the same space 
representation. This is the critical part as a pair of input images which is not properly 
registered will cause misregistration errors, which will affect badly the performance 
of the change detection algorithms. There are a few authors that have analysed the 
effect of image misregistration on the accuracy of remotely sensed change detection. 
Dai and Khorram [76] reported that the change detection accuracy drops dramatically 
within the first pixel of misregistration. Also, Townshend et al. [78] did an evaluation 
of the effect of misregistration on the moderate resolution satellite imagery. They 
concluded that high accuracy of registration is needed in order to achieve a reliable 
change detection system.
The change detection algorithm is applied after the input images have already 
been pre-processed. The output of the change detection is a change image, which 
contains change and no-change information. The change image is then been analysed 
to extract ‘changes’ relevant to the user.
Figure 3-1: The general steps of the change detection analysis
In the change detection analysis, pre-processing is an important component. 
Introduction to the algorithms for image registration and change detection is presented 
in sections 3.2 and 3.3.
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3.2 Image Registration
Image registration is the process of overlaying two or more images of the same 
scene taken at different times, from different viewpoints, and by different sensors 
[79]. These images are called sensed and reference images. The process can be 
expressed as follows:
y)  = s i 11 ( f i x ,  y) )  (3-1)
where 7/ is the sensed image and f  is the registered images, /  is a two dimensional 
spatial transformation and g is one dimensional intensity transformation. The 
registration problem is to find the optimal spatial and intensity transformations so that 
the images are matched.
While the spatial and intensity transformations form the main components in an 
image registration task, the intensity transformation is not always necessary due to the 
following [80]:
1) A simple lookup table determined by sensor calibration techniques is 
sufficient
2) The differences in the intensity are the features or changes that are needed to 
be detected
However, the intensity transformation is needed when there is a change in 
viewpoint or surface orientation relative to the light source. This is true for many 
satellite images that are used for change detection analysis, where images from 
various sources would have differences in the sun illumination and atmospheric 
conditions. Radiometric normalisation is the intensity transformation process to 
reduce this effect.
Spatial transformation is the process to correct the geometric misalignment 
between the two images. According to equation 3-1, the definition of image 
registration is the process of implementing spatial and intensity transformations to 
overlay a pair of images, however, in the literature, image registration algorithms are 
often referred to the spatial transformations, the process to correct the geometric 
misalignments. So, the term image registration from now on would refer to the 
methods to correct the geometric misalignments.
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3.2.1 Steps of Image Registration
The steps of performing image registration on a pair of remote sensing images 
depend on the type of the image registration methods. When choosing the right 
method of image registration, we must look at the source of the misalignment. The 
simplest distortion would be that the images are rigidly distorted (misaligned in shift, 
rotation or scale). Other types of distortion would require a more complex method to 
register the images.
An example of an image registration process using a linear point mapping can be 
described in four main steps: 1) feature detection, 2) feature matching, 3) transform 
model estimation, and, 4) image resampling and transformation [80]. These steps are 
used to register an image that has been rigidly distorted.
3.2.1.1 Feature Detection
Distinct objects such as closed-boundary regions, edges, contours, line and 
intersections are manually or automatically detected. These features are presented as 
points, which are called control points. Selecting the control points can be done 
automatically and manually. Figure 3-2(a) and Figure 3-2(b) show the control points 
(the black small squares) which have been selected manually on the airport image test 
data from [81]. In Figure 3-2(b), it can be seen that the sensed image has been 
misaligned rigidly, i.e. slightly rotated without any shape changes if compared to the 
reference image.
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Figure 3-2: The airport  image test data from [81] with the selected control points, (a) The 
reference image, (b) The sensed image.
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3.2.1.2 Feature Matching
Correspondence between the features in the sensed and reference image must be 
established. Various feature descriptors and similarity measures along with spatial 
relationships among the features are used for this purpose.
3.2.1.3 Transform Model Estimation
In this step, the type and parameters of the mapping function (the function that 
aligns the sensed and reference image) are estimated. In the example in Figure 3-2, 
the sensed image is distorted rigidly. So, the rotation, translation and scaling 
misalignments needed to be found. The equation that describes transformation for 
rigid misalignment is shown in Equation 3-2.
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K sin 0 cos 6 jv :y)
where X2 and yj is the transformed image pixel, xj and yj is the input image pixel, tx 
and ty is the translation shift, s is the scaling factor and 6 is the rotation angle.
3.2.1.4 Image Resampling and Transformation
The sensed image is transformed according to the mapping function. Image values 
in non-integer coordinates are computed by the appropriate interpolation techniques. 
The three main transformations are: 1) nearest-neighbour interpolation, 2) cubic 
interpolation, 3) bilinear interpolation. According to [79], the nearest-neighbour 
interpolation should be avoided because of the residue in the resampled image. The 
cubic interpolation is recommended when the geometry transformation involves an 
enlargement on the sensed images. However, the bilinear interpolation is the most 
widely applied resampling method because of its simplicity and the accuracy that 
comes with it.
3.2.2 Image Registration Methods
Image registration methods can be divided into two groups [79]:
1) Area-based: The concept of these methods is to compare and match an image 
to a template or sometimes known as reference image, to find the 
displacement between them. This method is always useful for automated
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system where the class of transformation is known. Examples of this method 
are phase correlation, cross correlation, and Fourier-Mellin.
2) Feature-based: This is method is based on using similar features on the pair of 
images, such as edges and contours. These methods are normally used for 
problems with unknown class of transformation and also images with local
variations. It is widely used in many remote sensing image processing
packages such as Matlab and ENVI [82]. Control points are selected on the 
pair of images (reference and sensed images) then; the sensed images are 
transformed according to the required transformation class.
It is important to select the right image registration method that is simple, quick 
and robust to be implemented for on board use. Other than that, the selected image 
registration method has to be relevant with the types of variations of misalignments 
existed in the images need to be registered. This thesis explores the simplest 
variations in image registration: rigid-body invariants, which are translation, rotation 
and scaling. Although the satellite images may have other type of variants, this thesis 
is focused on the methods that can perform rigid-body image registration. Thus, phase 
correlation, cross correlation, Fourier-Mellin and linear point mapping are selected as 
the methods to be investigated. Phase correlation and cross correlation are the two
simplest image registration methods to register images with translation
misalignments. Fourier-Mellin method is one of the simplest methods that are based 
on the extension of phase correlation. Linear point mapping is the simplest method 
from the feature-based image registration category. The descriptions of phase 
correlation, cross correlation, Fourier-Mellin and linear point mapping are presented 
next.
3.2.2.1 Cross Correlation Method
Cross correlation is a measure of similarity, which gives a measure of the degree 
of similarity between an image (sensed image) and a template (reference image). It is 
calculated by matching a reference image T and sensed image I at u and v pixels. The 
normalised two-dimensional cross-correlation function is expressed as follows [80]:
2 1 2 2  T ( x , y ) I ( x - u , y - v)
(3-3)
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where u and v are the current pixel increments while matching T and I, and jc and y are 
the initial pixel location of image T. Figure 3-3 shows the plot of the C(u,v), where 
the x-axis and y-axis denote u and v, the increments of pixels that are being matched 
correspondingly. The peak of C(u,v) shows the translation misalignment shift at the u 
and v values.
Figure 3-3: Cross correlation between two images showing the peak that denotes the shift
displacement
3.2.2.2 Phase Correlation Method
The phase correlation method finds an optimal match in the frequency domain. 
Fast Fourier Transform (FFT) is used to transform the image into frequency domain. 
It is used for registering translated images. It is calculated by computing the cross 
power spectrum of the sensed and reference image and looks for the location of the 
peak in its inverse [83]. The cross power spectrum equation is expressed as follows:
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Fx(cox,coy)F i ( cqx, coy) 
FfCOx,C Q ^ F \(C Q x ,COy )
= e(coxd\ +coxd2) (3-4)
where Ffcox,coy) is the representation of the image f(x,y) in the frequency domain at 
the frequency (cox,a)y), d is the displacement between the images and F is the 
Fourier conjugate function.
The inverse of the phase difference function ofeia,*dl+i°yd2) produces a function that 
is approximately zero everywhere except one peak, which shows the location of the 
shift between the images. Figure 3-4 shows the plot of the inverse of the phase 
difference showing the peak as the location of the translation displacement.
Figure 3-4: Plot of the inverse of the phase difference showing the peak that denotes the location
of the shift between the images
Phase correlation has the advantage of excellent robustness against the correlated 
and frequency dependent noise, so it is an excellent method for images with different 
slow-varying illumination changes and sensor independence. It is also faster than the 
cross-correlation method. However, it can only detect a translation misalignment. To
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achieve more than this, extensions of phase correlation methods were proposed by 
several authors [84,85]. These methods use Fourier-Mellin transformations on the 
images to detect translation, rotation and scaling misalignments.
3.2.2.3 Fourier-Mellin Transform
The Fourier-Mellin transform is a useful mathematical tool for image registration 
because its resulting spectrum is invariant in rotation, translation and scale. Figure 3-5 
shows the block diagrams of the image registration method using Fourier-Mellin 
transformations [86]. As the phase correlation method, this method firstly converts 
the input images into the Fourier domain using FFT. The FFT itself is translation 
invariant and its conversion to log-polar coordinates converts the scale and rotation 
differences to vertical and horizontal offsets that can be measured. The second FFT is 
the Fourier-Mellin transform gives a transform-space image that is invariant to 
translation, rotation and scale.
Figure 3-5: The Fourier-Mellin transform for image registration
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3.2.2.4 Linear Point Mapping
Point mapping is an image registration method using control points to match a pair 
of images. The outcome of the registration process is based on the type of 
transformations, such as linear conformal, affine and projective. Linear point mapping 
as described here is a point mapping registration with linear conformal 
transformations [87]. At least two control points are needed in order to solve this 
linear transformation equation:
[u v] = [x y l]*
scos(6) —ss'm(O) 
ssin(O) scos(O) 
tx ty
(3-5)
where x and y are the control points from the reference image, u and v are the control 
points from the sensed image. The variables s, 6, tx and ty denote the misalignment in 
scaling factor, rotation angle and translation shift along x and y, correspondingly.
3.2.3 Comparison of Image Registration Methods
Table 3-1 summarises the advantages and disadvantages of the image registration 
methods described in the previous section. Phase correlation and cross correlation 
methods are quick and effective methods to estimate the translation shift 
automatically. However, these methods cannot estimate the rotation and scaling 
misalignments. Meanwhile, the Fourier-Mellin registration method, allows phase 
correlation to be used to estimate the rotation and scaling factors. The linear point 
mapping method is fast, however, a set of control points are needed, which possibly 
will slow down the processing and will introduce human intervention in the system, 
which is not appropriate for autonomous applications. However, if the control points 
are known prior to the registration process, point mapping is an excellent method to 
be used in an autonomous application.
40
Chapter 3: Investigations to the Current Techniques o f Automated Change Detection
___________________________________________________________________System
Table 3-1: Advantages and disadvantages of the selected image registration methods
Method Advantages Disadvantages
Phase Correlation Robust against correlated and 
frequency dependent noise. 
Faster than conventional 
cross-correlation
Only for rigid and global 
transformations.
The memory for processing is 
increasing with the size of the 
image window.
It can only estimate t, the 
translation shift.
Cross Correlation Conventional way of doing 
template matching
Slower than phase correlation, 
Only for rigid and global 
transformation.
It can only estimate t, 
translation shift.
Fourier-Mellin 8 Based on phase correlation. 
Unlike phase correlation 
alone, it can estimate t, s and 
0.
Slower processing time as it 
computes 3 FFTs.
The log-polar transformed 
images can affect the accuracy 
of the estimated 0.
Linear Point 
Mapping
A good method if the control 
points are selected accurately.
Needs control points on the 
images which normally are 
selected manually.
Estimation of the accuracy of registration algorithms is a substantial part of 
registration process. In the most medical imaging application, the accuracies of the 
image registration methods are compared to a gold standard method [79]. Meanwhile, 
in the remote sensing application, there is no gold standard method as in the medical 
imaging application. Due to the lack of comparison work in the field of remote 
sensing, evaluation experiments are performed to find their accuracy and computing 
performance.
The selected image registration methods were implemented using Matlab on a 
Pentium M 1.3 GHz processor. Three pairs of test images were used to evaluate the 
algorithms. The first test images are created from the translated and rotated Pentagon 
image from [81] to produce the ‘sensed’ image data. The first ‘sensed’ image test data 
is translated by x=100 and y=150. The second data set is translated as the first data set 
and rotated by 15 degrees clockwise. The third data set consists of a Landsat image 
(before flooding) [88] and UK-DMC image (after flooding) showing Banda Aceh, 
Sumatra, Indonesia in the Near Infrared band. The size of all the test images is
8 The Fourier-Mellin image registration method tested here is based on [85]
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512x512 pixels. Information about these test data is presented in Table 3-2. Figure 3-6 
to Figure 3-8 display the test images. The left images are the reference images and the 
right images are the sensed images.
Table 3-2: Data sets for testing image registration methods
No. Image Known misalignment
Translation (pixel ) Rotation (degree)
1 Pentagon-translated (100,150) Not available
2 Pentagon-translated and rotated (100,150) 15
3 Banda Acheh, Indonesia Not known Not known
Figure 3-6: Test image 1-Pentagon, left, before translation, right, after translation of x=l()0 and
y=150
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Figure 3-7: Test image 2-Pentagon, left, before translation, right, after translation of x=l()0 and
y=150 and rotation=15°
Figure 3-8: Test image 3-Banda Acheh, Sumatra, Indonesia, left before flooding (Landsat), right,
after flooding (courtesy of SSTL)
The performance accuracy is measured by comparing the estimated displacement 
against the actual displacements that were introduced in the test image 1 and 2. Table 
3-3 and Table 3-4 show the accuracy results of test images 1 and 2. In Table 3-3, it 
can be seen that all the methods have successfully register the images within 1 pixel 
accuracy. Table 3-4 shows the result of the second test data that contains translation 
and rotation misalignments. Phase correlation and cross correlation have failed to
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register the images as expected, which the Fourier-Mellin and point mapping methods 
have successfully registered the images.
Table 3-3: Image registration accuracy results of test image 1 -  Pentagon translated by x=100, 
y=150
Method Estimated displacement (x,y)
Phase Correlation (99,149)
Cross Correlation (100,150)
Fourier-Mellin (99,149)
Point Mapping (100,150)
Table 3-4: Image registration accuracy results of test image 2 -  Pentagon translated by x=100 
and y=150, and rotated by 15 degrees
Method Estimated displacement
(x,y) 0
Phase Correlation Failed Can not be determined
Cross Correlation Failed Can not be determined
Fourier-Mellin (99,149) 14.7
Point Mapping (99,150) 15
Unlike test images 1 and 2, different approach is used to test the accuracy of test 
image 3 because the actual misalignment is not known. So, the results of the 
registration methods are tested by using the estimated results of a ‘ground truth’ 
image. The third image data can be roughly estimated to have shift and rotation 
misalignments. With the assumption of the third data set has only shift and rotation 
misalignments, the ground truth is produced by manually selecting the ground truth 
images and transforming it using linear point mapping using the image processing 
software, ENVI. The resulting ground truth is shown in Figure 3-9.
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Figure 3-9: The ground truth of test image 3
The root mean square error (RMSE) is used to measure the accuracy of the 
methods for this image data set. The accuracy results of the tested image registration 
methods are shown in Table 3-5. From the results in Table 3-5, it can be seen that 
only point mapping has successfully registered the images, while the cross correlation 
has the biggest error among the other tested method. This is expected as cross 
correlation can only detect shift misalignment, so it has failed to register the test data, 
Phase correlation method also can only detect shift misalignment, thus, it has failed to 
register the test data. Fourier-Mellin method, although described in the previous 
section as a method that can register image with shift and rotation misalignments, has 
produced a high RMSE (although lower than phase correlation and cross correlation) 
for this data set. This is probably due to the atmospheric differences in the test data.
Table 3-5: Image registration accuracy results of test image 3 -  Banda Acheh, Indonesia
Method RMSE
Phase Correlation 69.2594
Cross Correlation 158.9171
Fourier-Mellin 15.01456
Point Mapping 1.0341
The processing times of the tested methods are evaluated to estimate their 
performance. Table 3-6 shows the total time used to detect the misalignments on the 
sensed images for each method. It can be seen from Table 3-6 that phase correlation is 
the fastest method among the other tested methods.
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Table 3-6: Processing time of four image registration method tested on a pair of 512x512 pixel 
image
Method Processing time (sec)
Phase Correlation 0.7
Cross Correlation 5.8
Fourier-Mellin 4.9
Point Mapping 1.5
To conclude, phase correlation is a fast and effective method to register images 
that are noise free and can recover shift misalignment only. Meanwhile, Fourier- 
Mellin method shows a better result, however it is slower. Point mapping is a good 
method to use, however, its accuracy is heavily dependant on the selection of ground 
control points.
It is shown here that the selected area-based image registration methods are not 
robust enough to register a pair of satellite images. This is probably due to the noises 
from the sensors, or from different atmospheric conditions and sun illumination. Point 
mapping, a feature-based image, gives a good result compared to the other methods 
that have been investigated because of the selections of the control points are not 
affected by these differences in the image data. Thus, point mapping is a good method 
to register satellite images. However, it is not a good method for an autonomous 
application if the control points’ selections are made manually. Point mapping can be 
an excellent method for autonomous system if the process of selecting the control 
points are being done automatically or the system knows the control points before the 
image registration process is being performed.
3.3 Change Detection
Traditional methods of change detection using remotely sensed data could be 
broadly divided into either pre-classification spectral change detection or post­
classification change detection methods. The change detection algorithm is performed 
after the input images have been pre-processed. There are two categories of change 
detection methods [89]:
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i) Pre-classification or change mask development (CMD) -  under this category 
no ‘from-to’ information is provided. The changes are determined by setting 
up the ‘change’ and ‘no-change’ threshold. This category is also referred as 
unsupervised change detection [90]. The methods that fall under this category 
are image differencing, image rationing, image regression, and change vector 
analysis.
ii) Post-classification or categorical change extraction (CCE) -  under this 
category ‘from-to’ information is provided. Normally, the images are 
classified independently before the changes are being detected on the classes. 
The main problem of the methods that fall under this category is that they 
depend on the accuracy of the classifications. Some of the methods that fall 
under this category are post-classification comparison and neural network 
change detection.
As with the image registration methods, it is important to select the right change 
detection methods in order for the proposed on-board image processing system to 
function well. In remote sensing, different change detection methods have been 
suggested to different applications. Image differencing is said to be the common 
practice of change detection method for environmental monitoring application [91]. 
Post-classification comparison has also been referred as the most widely used method 
in land-cover change detection [96]. Some other methods that have been greatly 
discussed in the literature to be used in the remote sensing applications are image 
rationing [92], image regression [95], change vector analysis [93], principal 
component analysis [93] and neural network [102]. The following sections give 
details about these methods.
3.3.1 Image Differencing Method
This method subtracts each pixel value in one image from the corresponding pixel 
value in the second image to get the change image. Data with non-zero values mean 
change area, and zero or near to zero values are no change areas in the resultant 
change image. Image differencing is not just subtracting original images, transformed 
images can also be subtracted to produce a change image. Transformed images have 
certain relevant characteristics that might help the researchers to identify features that
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are appropriate to certain applications. For examples, vegetation indices may be used 
in monitoring deforestation and loss of vegetation. The change image generated from 
image differencing can be expressed as [92]:
^  i j  (change) ^  i , j (da te  2 )  ^  i , j (d a te  1) (3-6)
where X is the image and i and j  is the location of the pixel.
3.3.2 Image Rationing Method
A simple method as image differencing, image rationing method divides one 
image to another image to generate a ratio image. The change image generated from 
the image rationing can be expressed as:
^  t j  (change) ~  ^ i , j (d a te2 )   ^^ i , j ( d a te l )  (3-7)
where X is the image and i and j  is the location of the pixel.
3.3.3 Image Regression Method
Image regression allows the adjustment of more recent image pixel values to 
reduce the effects from differences in atmospheric conditions and sun angles. Then a 
subsequent processing run will determine change measures for each pixel in the study 
area. Image regression adheres to the general formula as below:
X i , j (change)  ~  ^ i , j ( d a t e l )  ~ ~ ( ^  +  bX X ■ j ( date i ) )  (3-8)
where Xq(date2) is the value of the pixel in line i and column j  for the more recent 
image; X^utei) is the value of the same pixel location for the other image; a is the 
intercept, b adjusts for the difference in variance; and Xjj(C/Kmf,e} is the residual of the 
regression.
a and b are calculated using linear least square fitting. The further Xq(change) is from 
zero, the greater the likelihood that the area represented by that pixel has changed 
between the two dates.
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3.3.4 Change Vector Analysis
Change vector analysis (CVA) is a multivariate change detection technique, which 
processes spectral and temporal aspects of the image data. It produces two outputs: 
change magnitude and change direction. Change magnitude gives information on how 
much changes has occurred and change direction produces ‘from-to’ information from 
the direction of changes. The change direction and change magnitude are calculated 
using the Euclidean distance as follows:
tt
^  i , j  (change) ^  1 [ ^ i .  i .k (date2) ^  i,j .k(clate  1)3 (3-9)
k=I
where n is the total number of bands used and k is the band number.
3.3.5 Principal Component Analysis (PCA)
The purpose of principal components analysis is to define the number of 
dimensions present in a data set and to fix the coefficients, which specify the positions 
of the set of uncorrelated orthogonal axes that point in the directions of greatest 
variability in the data [93]. Figure 3-10 shows a highly correlated Landsat TM image 
of band 1 versus band 2 [94]. After PCA is performed on all seven bands of the 
Landsat TM images, the data is spread with less correlation, as shown in Figure 3-11.
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TM Band 1 ON Values
Figure 3-10: Plot of band 1 versus band 2 from TM scene [94]
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Figure 3-11: Plot of second principal component versus first principal component from 7 bands
TM scene |94]
There are three main steps when performing principal component analysis [95]. 
Before PCA is performed, the input images have to be stacked. To do this, each band 
of the images is transformed into a vector, Xj The input is a matrix A, which is A =
i) Generate the covariance matrix from A to be transformed according to
where ^  is the covariance matrix, K is the total pixel number, x is the pixel 
value at location /, x is the mean and t is transpose of matrix.
ii) Determine the eigenvalues A and eigenvectors vof the covariance matrix.
iii) Form the components using the eigenvectors of the covariance matrix as the 
weighting coefficients. Each pixel of the images is multiplied by the 
coefficients to form the principal components, PC.
PC, = Avi (3-11)
PCA can be used in change detection analysis in two ways:
K
(3-10)
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i) PCA is performed on sets of images to reduce the redundancy between the 
spectral bands to form the principal component images. These principal 
component images will be classified and compared to find changes between 
classes. This is in the case of post-classification comparison [96,97].
ii) PCA is performed on stacked of multi-temporal images to form principal 
components [93,98].
With the PCA method it has proven difficult to interpret and label each 
component image [98]. Another problem of PCA is that the more bands of the 
multispectral image are used, the more the matrix computations and manipulations 
become practically inefficient and inaccurate due to round-off errors. Chitroub et al. 
[99] proposed to use a neural network to generate principal components to overcome 
this problem.
3.3.6 Neural Network-Based Method
In remote sensing, neural networks have been applied as classifiers for single­
source and multi-temporal images. For a change detection problem, neural networks 
are used to train and recognise pattern of changes. Generally, there are two ways to 
achieve this:
i) the neural network is used in independent classification of images taken at two 
different dates, then a pixel-to-pixel comparison is made on the result of the 
classification,
ii) the neural network receives pixel values of images taken at different dates as 
the input and the output is the classification of changes that contains ‘from-to’ 
information [100,101].
The authors in literature [100,101] concluded that the neural network-based 
method improved the classification accuracy in comparison with the maximum- 
likelihood classifier. However, one of the main issues when dealing with neural 
network method is lengthy time required for the training process.
3.3.7 Post-Classification Comparison
The general concept of this method is to have the two images classified 
independently, then, the features that have been classified are compared to detect 
changes between them. A main advantage of this method is that the errors caused by 
radiometric calibration between dates can be minimised. This is due to the two images
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being classified independently. Also, another advantage is that it is insensitive to 
irrelevant features when using themed classification.
The main disadvantage of this method is that the accuracy of the changes detected 
is dependant on the accuracy of the classification. Post-classification comparison has 
been used in various applications of change detection such as urban detection, 
deforestation assessment and land-cover transition. A lot of work is carried out on 
improving the classification techniques. Liu and Lanthrop [102] used this method for 
urban change detection based on artificial neural network to classify the image data 
into ‘from-to’ classes.
3.3.8 The Problems of Change Detection Methods
From the literature, it can be concluded that there are four main problems in 
current change detection systems, and they are: finding the threshold between change 
and no change areas, sensitivity to registration noise, low automation and cloud cover.
3.3.8.1 Thresholding Problem
If an image, I, contains light objects (change) on a dark background (no change), 
then these objects may be extracted by simple thresholding:
where I is the image, x and y is the location of the pixel and T is the threshold value. 
The threshold T is selected using these methods [92]:
i) using an interactive procedure or manual trial-and-error procedure; an analyst 
adjusts the threshold and evaluates the resulting image until he is satisfied.
ii) using a statistical measure via a selection of a suitable standard deviation from 
a class mean.
The pixels that belong to the change are coded 1, and the no change is coded 0. If 
one wants to define more than one threshold one may use the technique of density 
slicing. In this technique, several objects of different pixel values are grouped into 
pre-defined slices. Grey level thresholding can be done interactively with a monitor 
and cursor, but the selection of the best threshold level should be usually associated
I(x, y ) > T 
I { x , y ) <T
(3-12)
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with a priori knowledge about the scene of visual interpretation to be meaningful 
[92]. The threshold values may also be derived from the histogram of the image.
Figure 3-12 shows how the ‘change’ and ‘no-change’ threshold is being defined 
using a histogram [103], The problem of this method is that there are no sharp 
boundaries separating the values resulting from the areas with change from those with 
no-change. Fuzzy sets have been used to differentiate between change and no-change 
pixels [104]. The fuzzy logic method uses the change image histogram as the basis for 
its fuzzy membership function. However, this method does not give a sharp boundary 
between the pixels, and also some parameters have to be set up manually to build the 
fuzzy membership function from the histogram.
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Figure 3-12: Change Detection Image Values
Another method of thresholding using a histogram has been proposed using the 
Bayesian theory [90]. An example is illustrated in Figure 3-13 that shows the 
histogram of the change image of tile number 3 of the Sumatra dataset (see Appendix 
A and B for the whole data set). Figure 3-14(a) and (b) show the pair of image tiles 
number 3 of the Sumatra data set in the Near Infra-red band. The histogram in Figure 
3-13 shows that the change image has an almost normal distribution. The values close 
to the peak are the no-change pixels.
It has to be noted that although there are quite a few proposed methods [90,104] 
for thresholding to improve the change detection results, they are not often applied in 
real world applications. This is because in real world applications, most of the change 
detection analyses are performed manually or semi-automatically. Thus, the selection 
of threshold can be done manually (by trial and error), which the process can be 
simpler than the automatic threshold selection methods.
53
Chapter 3: Investigations to the Current Techniques o f Automated Change Detection
System
As this research work is developing a complete autonomous system for on board 
satellite use, the selection of threshold is required to be an automatic task. Thus, a 
fuzzy inference approach is used to deal with the thresholding problem in the 
proposed change detection system (see Section 4.2.1.5).
Histogram for change image of NIR band for tile 3 of Sumatra
Figure 3-13: Histogram for a change image of NIR band for tile 3 of Sumatra data set
Figure 3-14: The image of data sets of tile number 3 of Sumatra datasets
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3.3.8.2 Sensitivity to Registration Noise
It is well known in the literature that a good accuracy of registration is very 
important in change detection analysis. Yet, there is little research on quantitative 
assessment of registration errors on change detection analysis. Dai and Khorram [76] 
reported that change detection accuracy drops dramatically within the first pixel of 
misregistration. Also, Townshend et al. [78] did an evaluation of the effect of 
misregistration on moderate resolution satellite imagery. They concluded that high 
accuracy of registration is needed in order to achieve a reliable change detection 
system.
The literature suggests that there are many advanced registration methods that 
have been proposed and developed, but it is not yet possible to achieve perfectly co­
registered multi-temporal images. Especially in remote sensing applications where the 
sensors on board spacecraft are not stable compared to other applications such as 
video surveillance and medical imagery. Surprisingly, there are not many research 
efforts that focus on reducing the effect of the registration noise when performing 
change detection. Bruzzone et al. [105] proposed a method to reduce the registration 
noise by estimating the noise. Thus, it is important to have a change detection method 
that is robust against registration noise. This research work attempts to achieve this by 
using image tiling mechanism to reduce the effects of registration noise (see Section 
4.2).
3.3.8.3 Low-Level of Automation in Change Detection Systems
From the literature gathered, it can be concluded that remote sensing change 
detection analysis is mostly performed manually. Lu et al. [106] have suggested that a 
manual, visual interpretation of multi-temporal image colour composite is still a 
common and valuable method. The following are the possible reasons why there is a 
low-level of automation in change detection systems for remote sensing:
i. Co-registration process. Registering multi-source and multi-temporal images 
is quite difficult, especially the selection of ground control points. The control 
points should be uniformly distributed throughout the image, as precise as 
possible to achieve sub-pixel accuracy. Many advanced complex registration 
procedures have been proposed, however, in remote sensing applications, it is 
not possible to get a perfect alignment of multi-temporal images. This is
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mainly due to the geometric defect caused by instability of the sensors on 
board the satellites [105].
ii. Threshold decisions. This is a critical task in change detection analysis as the 
wrong threshold would lead to a wrong result. The threshold is always being 
set manually from trials or statistically from the mean of the change image.
iii. Expert knowledge. Good training data is needed for post-classification 
comparison methods, so an expert analyst and ground truth information would 
be needed to train the data. However, these factors reduce the level of 
automation.
Therefore, in order to achieve a high-level of automation in a change detection 
system, this research work proposes a design of an on-board automatic change 
detection system that is catered to these problems (see Chapter 4).
3.3.8.4 Cloud Cover
Cloud cover is a problem for multispectral analysis, especially on the tropical 
region where the cloud cover is quite heavy. Currently, multiple images from different 
sources such as Landsat and SPOT satellites are used in order to get cloud free 
images. Also, Synthetic Aperture Radar (SAR) images are used because they can 
penetrate clouds and can operate during nights, which normal optical sensors are not 
capable of. However, as discussed in section 2.1, most of the current SAR satellites 
provide low temporal resolutions. Moreover, the current small EO satellites do not 
have any SAR imagers. In order for a change detection system to be effective on 
board a small EO satellite, a process to detect cloud is important. See Section 4.2.1.3 
for cloud cover detection.
3.3.9 Comparison of Change Detection Methods
Table 3-7 shows comparison of each of the change detection methods discussed 
previously emphasising their advantages, disadvantages, the types of their input and 
output. The methods that fall under Change Mask Development category (image 
differencing, image rationing, image regression, change vector analysis, principal 
component analysis) do not have the ability to produce ‘from-to’ classes. They can 
only show the magnitude of the changes that have occurred. Meanwhile, the methods 
that fall under the Categorical Change Extraction category have the advantage of
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providing the ‘from-to’ classes. All of the methods that are discussed here use pixel- 
by-pixel processing, so they are prone to registration errors.
Table 3-7: Comparison of change detection methods
From-to
classes
Input Output Advantages Disadvantages
Image
Differencing
No One band of 
images or 
transformation 
e.g. vegetation 
indices
Difference
image
(values near 
0 is no­
change area)
Efficient 
method for 
identifying 
pixels that 
have changed 
in brightness 
value between 
dates
Need to set the 
change/no- 
change threshold
Image
Rationing
No One band of 
images or 
transformation 
e.g. vegetation 
indices
Difference
image
(values near 
1 is no­
change area)
Efficient 
method for 
identifying 
pixels that 
have changed 
in brightness 
value between 
dates
Need to set the 
change/no­
change threshold
Image
Regression
No One band of 
images or 
transformation 
e.g. vegetation 
indices
Difference
image
Efficient 
method for 
identifying 
pixels that 
have changed 
in brightness 
value between 
dates
Need to set the 
change/no­
change threshold
Change
Vector
Analysis
No, but can
differentiate
changes
based on
change
direction
More than one 
band of the 
image
Change 
direction and 
change 
magnitude
Suitable for 
problems 
where the 
change of 
interest is not 
known.
Processes more 
spectral bands, 
not only one.
Need to set the 
change/no­
change threshold
Principal
Component
Analysis
No More than one 
band of the 
image
Difference
image
Can reduce the 
redundancy 
between bands 
in a
multispectral
image
Hard in
interpretation of 
change image 
and labelling
Neural-
network
Yes All bands or 
selected bands 
of the image
Change map 
labelled with 
from-to 
classes
Provides from- 
to classes
Accuracy is 
dependant on the 
training of data
Post­
classification
comparison
Yes All bands or 
selected bands 
of the image
Change map 
labelled with 
from-to 
classes
Provides from- 
to classes
Accuracy of 
change detection 
is dependant on 
the classification
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3.3.10 Performance Evaluation
In order to investigate the right change detection method for on board satellite 
implementation, the previously discussed change detection methods that are used 
widely in remote sensing applications are tested in a series of experimental works. 
The objective of this experimental work is to find the accuracy, processing speed and 
memory used for each of the methods for a given image size. The experiments were 
performed using Matlab on a Pentium M 1.3 GHz processor with 256 MB RAM. The 
post-classification method is not included in the experimental work due to its 
similarity with image differencing method (differencing the classified images). Thus, 
the post-classification method is included as a flood detection method which is going 
to be discussed in Chapter 5.
Four data sets are used to test the change detection algorithms for their 
performance in terms of accuracy, processing time and memory consumed. The data 
sets are comprised of four pairs of image data, each pair of which consists of 
‘reference’ and a ‘sensed’ image. The ‘sensed’ image is the image data that contains 
the changes needed to be detected when compared with the ‘reference’ image. These 
data sets are summarised in Table 3-8. Figure 3-15 shows the first data set, Pentagon 
with synthetic changes. The blue boxes with ‘X’ symbols denote the synthetic 
changes that are introduced in the test image. However, the ‘X ’ symbols here are for 
illustrating purposes only. In the experimental work, the ‘X’ symbols are omitted.
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Table 3-8: Data sets for testing change detection methods
No. Image Notes
1 Pentagon-w ith ‘changes’ Synthetic changes are introduced by using 
black boxes.
2 Pentagon-w ith ‘changes’ and m isalignm ent Synthetic changes and shifted by 1 pixels 
in each x and y direction
3 Pentagon-w ith ‘changes’ and salt and pepper 
noise
Synthetic changes and salt and pepper 
noise.
4 B anda Acheh, Sum atra, Indonesia R eference im age is from  Landsat7 ETM +, 
(15 A ugust 2001)
Sensed im age is from  U K -D M C 
m ultispectral im ager (4 January 2005)
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Figure 3-15: Data set 1-Pentagon with changes. The left is the ‘reference’ image and the right is 
the ‘sensed’ image. The blue boxes denote the synthetic changes.
Figure 3-16 shows the second data set, Pentagon with changes and misalignments. 
The sensed image is translated by 1 pixel in the x and y directions to create 
misalignments.
Figure 3-16: Data set 2-Pentagon with changes and misalignment. The left is the ‘reference’ 
image and the right is the ‘sensed’ image.
Figure 3-17 shows the third data set in which the ‘sensed’ image has salt and 
pepper noise. The salt and pepper noise is a type of impulse noise that occurs in 
satellite imagery. The main cause of impulse noise in satellite imagery is Single Event 
Upsets (SEU) that cause bit flips [107]. In this data set, salt and pepper noise is 
introduced in the sensed image to simulate this noise.
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Figure 3-17: Data set 3-Pentagon with changes and salt and pepper noise. The left is the 
‘reference’ image and the right is the ‘sensed’ image.
The fourth data set, the Sumatra, Indonesia as seen in Figure 3-18 is a pair of 
satellite images taken from Landsat ETM+ and the UK-DMC Multispectral Imager.
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Figure 3-18: Data set 4-Sumatra, Indonesia. The left is the ‘reference’ image and the right is the
‘sensed’ image.
3.3.10.1 Accuracy Evaluation
The accuracy was calculated by comparing the resulting change images from the 
different methods to the ground truth image, which is generated by manual inspection 
of the two input images. Confusion matrix or known as error matrix [96] is used to 
estimate the omission error, commission error and overall accuracy as shown in Table 
3-9. The calculation of the accuracy is based on comparing the results of each method 
to the ground truth image.
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Table 3-9: Confusion matrix for change detection analysis
Predicted results
Change No change
X! Change a b
u
T3Cso
No change
c d
o
The commission error (or false alarm) measures the error caused by detecting 
unchanged areas as changed areas. This will generate a false alarm. It is computed as:
commission error =
c + d
(3-13)
The omission error (or missed alarm) measures the error caused by detecting 
changed area as unchanged. This will generate a missed alarm. The omission error is 
calculated as:
omission error =
a + b
(3-14)
The overall accuracy measures the accuracy of the tested method to correctly 
detect changed and unchanged areas as follows:
overall _ accuracy = a + d
a + b + c + d
(3-15)
The results of the accuracy of each method are described in four tables (Table 
3-10 to Table 3-13), which each table corresponding to a different test data set.
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Table 3-10: Change detection accuracy results of test image 1-Pentagon with ‘changes’
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(% )
Image differencing 0 0.5963 99.9935
Image rationing 1.2924 0.5963 98.7152
Image regression 0.4177 1.1575 99.5743
Change vector analysis 0 0.0351 99.9996
Principal component analysis 0 1.6135 99.9825
Neural networks 0 1.1575 99.9874
Table 3-10 shows the accuracy results for the first data set. It can be seen that all 
of the methods have achieved high accuracy close to 100% as it is the simplest 
scenario with no added noises or misregistration errors.
Table 3-11: Change detection accuracy results of test image 2- Pentagon with ‘changes’ and 
misalignment
Method
Commission 
errors (%)
Omission 
errors (%)
Overall
accuracy
(%)
Image differencing 96.7041 0.8769 4.3381
Image rationing 96.8846 0.8769 4.1595
Image regression 96.3219 2.5254 4.6982
Change vector analysis 99.4709 0.1403 1.6097
Principal component analysis 90.8397 2.7359 10.1185
Neural networks 95.2718 1.5433 5.7476
The second data set has a misalignment introduced in the test images. The 
accuracy results of all of the change detection methods when applied to the second 
data set are summarised in Table 3-11. It can be seen that all of the tested methods 
have low overall accuracy of below 10%.
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Table 3-12: Change detection accuracy results of test image 3-Pentagon with ‘changes’ and salt 
and pepper noise
Method
Commission 
errors (%)
Omission 
errors (%)
Overall
accuracy
(% )
Image differencing 0.9838 0.5963 99.0204
Image rationing 2.2696 0.5963 97.7486
Image regression 81.6200 0.7366 19.2596
Change vector analysis 2.9249 0.0351 97.1066
Principal component analysis 80.2960 1.2978 20.5631
Neural networks 0.9838 1.1575 99.0143
In the results for test data 3 as summarised in Table 3-12, image differencing, 
image regression, change vector analysis and neural networks methods works well at 
high overall accuracy of between 97% to 99%. As these methods involve direct 
comparison between each pair of pixels, the commission and omission errors are 
caused by the salt and pepper speckle noise are low due to the small percentage of salt 
and pepper noise in the test image (less than 0.1%). However, although small in 
percentage, these salt and pepper noise are distributed to the whole images, which 
have affected the calculation of image regression and principal component analysis 
methods. The image regression method uses the whole pixel values in the test image 
to compute a and b parameters which is calculated from the linear square fitting of the 
image (see Section 3.3.3), thus salt and pepper noise has affected this calculation. The 
same goes to the principal component analysis method, where the determination of 
eigenvalues and eigenvectors are from the whole image (see Section 3.3.5).
Table 3-13 shows the results of accuracy for test data 4. This data set comprises of 
two different sources: a Landsat satellite image and a UK-DMC satellite image. Due 
to the difference in the source and differences in atmospheric conditions, all the tested 
change detection methods have low accuracy in detecting the changes.
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Table 3-13: Change detection accuracy results of test image 4-Sumatra, Indonesia
Method
Commission 
errors (%)
Omission 
errors (%)
Overall
accuracy
(% )
Image differencing 93.5280 0.3941 20.3668
Image rationing 93.5280 0.3941 20.3668
Image regression 97.9638 0.5228 16.5736
Change vector analysis 99.9887 0.0027 14.9284
Principal component analysis 93.3940 1.4290 20.3264
Neural networks 93.2822 0.4638 20.5656
3.3.10.2 Evaluation of Computing Performance
The methods’ processing time and memory used to process a pair of 3-band 
512x512 pixels images are also measured for performance evaluation. The processing 
time was measured after the input has been registered until the creation of change 
image. Meanwhile, the memory allocated was measured by calculating amount of the 
memory needed for the change images and the variables used for the calculation of 
the change images. These measurements results of the computing performance are 
shown in Table 3-14.
Table 3-14: Processing time for different change detection methods for pairs of 3 bands 512x512 
pixel image
Method Processing time(sec)
Memory allocated 
(bytes)
Image differencing 0.60 * 6.00
Image rationing 0.60 * 6.00
Image regression 1.17 * 16.00
Change vector analysis 33.28 ** 14.00
Principal component analysis 1.17 * 10.00
Neural networks 113.81 ** 62.03
* This time is estimated as three times the total processing time to process a single band. 
**The change vector analysis and neural networks process a pair of images for all 3 bands.
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The computing performance evaluation shows that the quickest methods and uses 
the least memory are the simplest methods, which are image differencing and image 
rationing. Image regression and principal component analysis compute the values of 
the whole pixels in the image to perform the change detection processing, thus added 
the time and memory consumed. Change vector analysis takes around 33 seconds to 
process the test image. This is due to the process of change vector analysis that 
produces two outputs: change magnitude (or as a change image) and change direction 
(see Section 3.3.4).
The number of the nodes in the hidden layers of the neural networks affects the 
processing time. In this change detection evaluation, the neural networks 
configuration of 6-32-1 is used. With this configuration, the performance is measured 
at 113 seconds, which is the slowest method when compared to the other tested 
change detection methods.
3.3.10.3 Discussion
The accuracy analysis in section 3.3.10.1 shows that the tested change detection 
methods perform fairly well on the first data set. This is expected as the first data set 
does not contain any noises or misalignments. Meanwhile, the performance of all the 
tested change detection methods in the second data sets confirms that pixel-to-pixel 
change detection methods are sensitive to registration noise in which all of the 
methods have less than 10% overall accuracy.
The third data set tests the performance of the change detection methods against 
salt and pepper noise. The results show that the noise has little effects to image 
differencing, image rationing, change vector analysis and neural networks methods. 
This is because these methods involve the process of comparing pixel-to-pixel locally, 
without taking the values of the whole pixels in the test image. Image regression and 
principal component analysis uses the values of the whole pixels in the test image for 
the generation of the change image, thus the salt and pepper noise which is distributed 
to the whole test image, has affected the resulting change image.
The fourth data set tests the performance of the change detection methods if 
directly applied to different sources of satellite images. The results show that the 
tested change detection methods are performed with high commission errors and at 
low overall accuracy of 15% to 21%. This shows that a certain pre-processing to
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eliminate the variations such as sun illumination and atmospheric condition needed to 
be implemented to ensure the accuracy of the change detection process.
The computing performance shows that different method consumes different 
processing times. It can be seen here, although change vector analysis and neural 
network methods have longer processing time, their overall accuracy are almost the 
same with the faster methods of image differencing and image rationing.
As a conclusion, the performance evaluation has shown that a slight 
misregistration errors and differences in atmospheric conditions will greatly affect the 
change detection results. These problems need to be dealt with in order to have a good 
automatic change detection system (see Chapter 4).
3.4 Satellite Platform Performance Evaluation
The methods for image registration and change detection are implemented using 
Matlab and are compared to each other to find the required processing time and 
amount of memory. The software is executed on a Pentium M 1.3 GHz that is 
performed at 1665 Dhrystone MIPS. If these methods are to be implemented on board 
a satellite, the processing time will be longer as the processor speed on board the 
satellite is lower than the test processor. For example, the UK-DMC satellite carries a 
Solid State Data Recorder (SSDR) to store collected image data on-board, but it also 
has a PowerPC processor that can be used for simple image processing tasks [73]. 
This PowerPC processor is capable of 280 Dhrystone MIPS at 200 MHz.
The experimental results are scaled down to reflect the DMC SSDR performance, 
using the MIPS rate of the SSDR PowerPC processor. Figure 3-19 shows the 
estimated processing of the image registration methods discussed in section 3.2.2 for 
the test processor (1665 MIPS) and on the satellite processors (280 MIPS). Figure 
3-20 shows the estimated processing time for change detection methods discussed in 
section 3.3.
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Figure 3-19: Performance of image registration algorithms on the test processor and the target
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For an on-board change detection system to be effective, the system should be 
able to perform within the required time. The required time for the system to perform 
is 86 minutes (see Chapter 4, section 4.1.1). The estimated total processing times of 
the evaluated current image registration and change detection methods are calculated 
using different scenarios as described next.
3.4.1 First Scenario: Using Fourier-Mellin and Image Differencing to Process 
the Maximum Image Size
The maximum size of a UK-DMC image that can be taken by the on-board 
imagers is 20,000 x 15,000 pixels, which is broken into 48 tiles with the size of 
2500x2500 pixels each (see Figure 2-11). The 500x500 pixels image tile produces 
1200 image tiles from the UK-DMC maximum image size. If we assume that we have 
to detect all the rigid body misalignment (translation, rotation and scaling), the 
Fourier-Mellin registration would be selected. Image differencing is selected as the 
change detection method because it is one of the fastest methods and it gives a good 
accuracy of results [108]. We have then a total processing time of:
(29.26 sec + 3.21 sec) x 1,200 tiles = 38,964 sec = 10.82 hours (3-16)
This total processing time of more than 10 hours is not relevant to be used for on 
board satellite implementation.
3.4.2 Second Scenario: Using Fourier-Mellin and Image Differencing to Process 
One Image Tile
The total processing time to detect changes on a maximum image size of DMC 
would be not relevant for the system to be functioning on-board. The time can be 
reduced by introducing higher processing computing capabilities or by restricting the 
size limits of the images that needed to be processed. For example, if the system only 
needs to process an image of size 2500x2500 pixels (25 tiles of 500x500):
(29.26 sec + 3.21 sec) x 25 tiles = 811.75 sec=13.53 minutes (3-17)
The total processing time is within the required time of 86 minutes.
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3.4.3 Third Scenario: Using Point Mapping and Image Differencing to Process 
the Maximum Image Size
If we assume that the control points can be known on-board, for example, the 
control points for the reference image are stored in an on-board database and the 
control points for the sensed image are already known from the scheduling task, linear 
point mapping registration can be used. Thus, the total processing time can be reduced 
to 245 minutes (equation 3-18). This total processing time is exceeded the required 
time frame.
(9.04 sec + 3.21 sec) x 1,200 tiles = 14,700 sec = 245 minutes (3-18)
3.4.4 Fourth Scenario: Using Point Mapping and Image Differencing to Process 
One Image Tile
Obviously, the total processing time will be greatly reduced due to the smaller 
image size and faster image registration method. Thus, the total processing time is 
reduced to 5.10 minutes as shown in 3-19. This total processing time is within the 
required time of 86 minutes.
(9.04 sec + 3.21 sec) x 25 tiles = 306.25 sec = 5.10 minutes (3-19)
The estimated processing times for the evaluated image registration and change 
detection methods show that to process the whole image of UK-DMC, it takes more 
than the required time.
3.5 Conclusions
Image registration and change detection are the two main components in an 
automated change detection system. Analyses of different image registration and 
change detection methods are performed to find their performance in terms of 
accuracy, processing speed and memory consumed. In the image registration 
comparison evaluation experiments, rigid misalignments are introduced to test the 
methods robustness against translation and rotation misalignments. It has been found 
from the experimental results that linear point mapping is the best method among the 
tested methods to register the test images.
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In the change detection evaluation experiments, misalignments, and salt-and- 
pepper noise are added to check the change detection methods’ robustness against 
errors caused by image registration and noises. The experimental results show that all 
of the tested methods have successfully detected changes on a perfect pair of image 
data i.e. no misalignment or noises. However, all of the tested change detection 
methods performed badly when misalignment is introduced in the test images. These 
results agree with the reported in the literature pixel-to-pixel change detection 
problems of sensitivity to errors caused by misregistration, differences in illumination 
and atmospheric condition.
The processing time for each tested method is used to test their performance if 
they are running on an on-board computer. The combined use of image differencing 
change detection and linear point mapping image registration is the optimal scenario 
because it offers the fastest time and best accuracy compared to the other tested 
methods.
It can be concluded here that it is possible to implement a change detection system 
on board a small satellite, if the satellite is capable to provide enough computing 
power to run the algorithms as presented here. However, a change detection system 
that can overcome the change detection problems (i.e. sensitivity to misregistration 
noise, thresholding problem, low-level of automation and cloud cover) is needed to 
ensure the effectiveness of an on-board change detection system. Therefore, the 
design of the on-board change detection system, which is discussed in the next 
chapter, is going to address and solve these problems.
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Chapter 4 
An On-Board Automatic Change Detection 
System for Small Satellites
Performing change detection on satellite images is a very challenging task. Especially 
if it is going to be implemented on board a satellite that has many computing 
limitations. Unlike a general change detection system for on-ground processing, an 
on-board change detection system design will be constrained by the satellite 
limitations. This chapter discusses the architecture for an automatic change detection 
system on board small Earth Observation satellites. Section 4.1 discusses the 
requirements of the proposed automatic change detection system. Then, Section 4.2 
gives details of the design of the system. Section 4.3 presents the evaluation of the 
proposed design of the system. Section 4.4 concludes the chapter.
4.1 System Requirements
Designing an on-board automatic change detection system for a small satellite is a 
problem of designing an embedded computer system, which has different design 
constraints from desktop computer applications. Embedded computers typically have 
tight constraints on both functionality and implementation. Embedded system has to 
be reactive to the external events, conform to size, weight limits, and budget power, 
satisfy safety and reliability requirements, and meet tight cost targets [109]. 
Therefore, this chapter investigates the following: the required processing time, the 
reliability of the algorithms in the spacecraft conditions, and the computing system 
hardware performance.
4.1.1 Required Total Processing Time
The on-board change detection processing would start after the images have been 
acquired from the imagers on board the satellite. The system should process the 
images in time so that the information sent to the ground stations is relevant enough
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for further processing. Although it is desirable to have a real-time processing system, 
this thesis proposes a different approach based on the total processing time required. 
The processing will be utilised between the image acquisition and the image 
transmission from the satellite to the ground station.
For the purpose of estimating the required processing time we assume that the 
ground station is located at the next orbit pass of the target area. This concept is 
shown in Figure 4-1 where GS is the ground station and T1 is the target area.
Figure 4-1: The satellite (satellitel) visits the ground station (GS) at the next orbit pass after
visiting the target area (T l)
The total processing time, tr, is described below:
p   ^orbit tcontact  ( 4 - 1 )
where tp is the total processing time, torbit is the total time for the satellite to complete 
an orbit and tcontact is the time of the satellite contact with the ground station.
A Low Earth Orbit satellite such as the Landsat and DMC satellites take about 98 
minutes to complete an orbit and it takes around 12 minutes for the satellite and the 
ground station to communicate when they are in reach. So, according to equation 4-1, 
the system should be able to process the input image into change detection output 
within 86 minutes (98 minus 12 minutes) before it reaches the ground station.
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4.1.2  Reliability of Data Processing On Board Satellites
Performing automated change detection on board will encounter some possible 
problems as follows:
1) SEU is a type of harmful effects caused by radiation in space. These errors are 
common to any electronic system on board spacecraft because of the harsh 
space conditions. In the case of Landsat ETM+, SEUs are known to have 
caused impulse noise on the image data [107]. The defected pixels can be seen 
as a small scale of salt and pepper noise.
2) Errors generated by the algorithm itself could also cause a problem. For 
example from the investigation of current techniques of image registration and 
change detection in Chapter 3, it has been found that certain registration 
methods would produce more errors than other methods. Meanwhile, the 
change detection process is very sensitive to registration errors, especially if 
the change detection process is being done pixel by-pixel.
3) Some natural phenomena such as cloud cover and cloud shadows could 
disrupt the process of automated change detection analysis too. The system 
should be able to detect and incorporate the effect of such events with the 
change detection system.
To conclude, the design of the automatic change detection system should be 
robust to SEU noises, give accurate results and be able to detect cloud cover,
4.1.3 Hardware Component Requirements and Limitations
The use of COTS components in satellites results in faster development time and 
cheaper costs than traditional radiation-hardened components. COTS components 
have been used in SSTL small satellites and proven to be reliable in their performance 
in space [110], As the proposed automatic change detection system is targeted to be 
implemented on a small satellite platform, a COTS approach is going to be used.
4.2 Design of an Automatic Change Detection System for On-board Use
Change detection analysis is not a straightforward task. It is different from the 
other image processing tasks that only process a single image, such as image
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compression and image encryption. It is a multi-temporal analysis, where two or more 
images are compared to establish the changes. Thus, image registration is very critical 
to ensure the accuracy of the output of the system. However, the change detection 
process is very sensitive to registration errors, especially if the change detection 
process is being done pixel-by-pixel. Therefore, a change detection system is 
proposed to overcome this problem by introducing tile-to-tile change detection, 
instead of pixel-by-pixel comparison.
Figure 4-2 illustrates how the change detection system works. In the scenario 
shown in Figure 4-2, an area of 0.64 km2 is chosen as the targeted zone for disaster 
monitoring. In the UK-DMC images, this area corresponds to a 20x20 pixel image. 
Change features are detected by comparing the tile to its matching reference tile. 
Decision is then made based on the comparison results using an inference engine. The 
decision triggers control signals such as warnings on that area or higher priority 
transmitting of the image tile.
20 pixels
0.64 km2 
or 
20x20 
pixels at 
32m GSD
Warnings on that area 
Image compression 
Image reschedule
Figure 4-2: An overview of the automatic change detection process
4.2.1 Processing Blocks of the Proposed On-Board Change Detection System
The detailed flow chart of the proposed system is depicted in the block diagram 
shown in Figure 4-3. The rectangular boxes denote the processing blocks of the 
system: image tiling, image registration, cloud detection, change detection, fuzzy 
inference engine and database update. The cylinder block denotes a database to store 
reference images and results of the processing. The parallelogram blocks denote data 
that flows between the processing blocks namely,: 1) the sensed image, which is the 
image captured by the imager on board, 2) the reference image, which is the image 
that is compared with the sensed image and is stored in on-board database, and, 3) the
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processed image, which is the output tile from the change detection processing block 
that is used as the input to the fuzzy inference engine block. The yellow boxes 
indicate the processing blocks that are developed as part of this research work.
'r
Cloud Detection
►
1r
\  subsystems 
jr 1f
Transmission On-BoardScheduler
Image
Compression
Figure 4-3: Block diagrams of the proposed system for automatic change detection on-board
satellites
4.2.1.1 Image Tiling Block
The system operation starts when receiving the image from the imager. Global 
positioning system (GPS) data are used to “stamp” the images with the geo-location at 
the time of capture, providing additional information for the subsequent tasks of 
image co-registration and identification of the reference image in the database. After 
receiving the sensed image, the image is tiled into a number of tiles with a pre­
determined fixed size, in the image tiling processing block. Different from the
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conventional pixel-to-pixel approach, changes will be detected based on the 
information in each tile. In this approach, in order to have higher accuracy, a smaller 
tile size is used. For example, let say the Pentagon image sized 512x512 pixel (as in 
Section 3.3.10) is the input for the proposed system. The tile size can be in this order 
of (but not restricted to this): 8x8, 16x16, 32x32, or 64x64 pixels. The accuracy of the 
change detection process is going to be better for 8x8 than 64x64 pixels, as the bigger 
image tile consists of more several different features that will affect the decision 
making process. Figure 4-4 shows an example of how a 512x512 image is tiled into 
16x16 pixel image tiles.
Figure 4-4: The sensed image with the border of the tiles shown
4.2.1.2 Image Registration Block
In the image registration processing block, the tiled sensed image is registered to 
the reference image using the ground control points available on both of the images. 
From the investigation of the current techniques of image registration in Section 3.2, 
it is found out that the tested area-based image registration methods failed to register 
the Indonesia data test. Point mapping shows a promising method to be used in the 
system as it is fast and has high accuracy, even when registering the Indonesia data 
set. However, the drawback of using point mapping is that the ground control points 
have to be selected before the process is performed. As no human intervention is 
available on board the satellite, manual selection of ground control points can not be 
done. Yet, point mapping still can be performed on board if control points are stored 
on board and if they can be associated with certain pixels on the reference and sensed
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images. The coordinates of the centre and the four corners of the sensed image (which 
is available in the imaging scheduling command) can be used as the control points. 
Other than using in image registration, the control points can be used as the database 
key for the sensed image to refer to the reference image in the database (see Section 
4.2.1.6).
4.2.1.3 Cloud Detection Block
Cloud cover is a general problem for multispectral remote sensing analysis, 
especially in the tropical regions where the cloud cover is quite heavy. As this 
research work is focusing on using multispectral DMC images, detecting cloud in the 
images before proceeding to the next processing block is important. The Automatic 
Cloud Cover Assessment (ACC A) algorithm [111] is chosen as the base for the cloud 
detection block due the similarity of the multispectral wavelengths of the DMC 
images to those of the Landsat images, as the ACCA algorithm is developed to detect 
clouds on Landsat images. Also, ACCA has been used in several real-time on-board 
remote sensing experiments [51,112].
The ACCA algorithm consists of two passes as follows:
1) Pass one threshold to each pixel into the filtering levels as described in the 
Appendix D.
2) Pass two is solely the use on the thermal band. Pixels which are not 
categorised under the pass one filters would go to pass two.
As DMC images only consist of three multispectral bands and there are no thermal 
bands such as in the Landsat images, the cloud detection algorithm is modified so that 
it can detect clouds on DMC images. Only the first pass from the two passes of the 
ACCA algorithm is used. Before the modification, after applying the first pass of 
ACCA, water would be recognised as cloud. After the modification summarised in 
Table 4-1, the algorithm successfully detects clouds and does not detect water as 
cloud any more as illustrated in Figure 4-5. B4 is the near-infrared band, B3 is the red 
band and B2 is green band.
Table 4-1: The modification of the ACCA algorithm
Classification Rule
Not Cloud B3 < 0.0B
Ambiguous B4/B3 >2 or B4/B2 >2
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Cloud Ambiguous AND Not Cloud AND
B4>100
Figure 4-5: The results of the modified ACCA algorithm.
The problem of the modified algorithm is that it gives many commission errors or 
false alarms on different data sets. This is evidenced by running the modified 
algorithm on the whole test images as in Appendix A, which has resulted in a large 
number of false-alarm errors.
4.2.1.4 Change Detection Block
The change detection processing block processes each image tile to detect 
changes, which have occurred within each tile. As described in Section 3.1, the output 
of conventional change detection analysis is a change image that contains changed
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and unchanged pixels. A conventional pixel-to-pixel change detection process needs 
two inputs: a reference and a sensed image. Then, each pixel of the two input images 
is compared resulting in a value that represents the degree of change. A threshold then 
determines if the value is considered either changed or not changed. However, in this 
change detection processing method, the output of the system is a collection of change 
detected image tiles. Figure 4-6 illustrates how the proposed change detection 
processing is performed.
Reference image
tile
►
Registered sensed 
image tile
Change
Detection
Degree of change
-> Threshold
r
Change Image
Tiles
Figure 4-6: The block-diagram of the proposed change detection processing method
Different from the conventional pixel-to-pixel change detection process, this work 
proposes a change detection method by tiling the reference and sensed images into 
user-defined size image tiles. Then, this pair of image tiles is compared to generate 
the degree of change value. The degree of change value is used as the input to the 
fuzzy inference engine.
Let X,be the sensed image from the satellite’s imager and X* is the reference 
image. The approach is to split the images into a set of N  image tiles X Si,i =1,...,A 
and X r < o f  user-defined size. Each set of image tiles for the sensed and 
reference image are compared to find their degree of change. The output of this step is 
a set of image tiles that contains the degree of change, value for all image tiles, Xd 
=  { X d , ,i=\,..,N}. Three strategies to calculate the set of degree of change, Xd,  are 
explained below:
1) Percentage o f changed pixels in each pair o f image tiles. XD, is calculated by 
determining the percentage of the total number of changed pixels over the total 
number of pixels in each tile:
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X d ,  — a ! n  (4-2)
where n is the total number of pixels in the image tile, a  is the total number of pixels 
in each image tile that has satisfied the following condition:
\xs - x , \ > T  (4-3)
where xs and xr are the pixel values for images X s and X R, T  is the threshold that 
separates changed and not changed pixels.
2) C orrelation  coefficient o f  each p a ir  o f  im age tiles. X Dj is determined by 
calculating the correlation coefficient of the pair of image tiles. The correlation 
coefficient measures the similarity between the pixels in the sensed image tile and its 
corresponding reference image tile. The correlation coefficient for image tile i is 
calculated as:
- X « , ) ( X S. - X S|)
X D, = I == (4-4)
nr (Xs, - x s,)2(xs„ - x s,)2 
V  k = 1
3) Difference o f mean o f each pa ir o f im age tiles. X Di is determined by calculating the 
mean for each tile i of images X* and X r  :
X D,
k=\ n k=l n
(4-5)
These three options of change detection methods were implemented on the same 
four data sets that were tested for change detection analysis comparison in Section
3.3.9. The Pentagon data sets (512x512 pixels) are tiled into 1024 sub-tiles with the 
size of 16 pixels. Meanwhile, for the Sumatra data set (500x500 pixels) is tiled into 
625 sub-tiles with the size of 20 pixels. Figure 4-7(a) and (b) show the ground truth 
images for the Pentagon data sets and the Sumatra data set where the black areas are 
depicted as the unchanged areas. Unlike the ground truth image created in section
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3.3.9, the ground truth image for this experimental work is consisted of changed and 
unchanged sub-tiles image. Thus, the generated of the ground truth image may have a 
part of change and unchanged pixels as shown in Figure 4-7.
(a) (b)
Figure 4-7: Ground truth images to test the performance (a) Ground truth image for the 
Pentagon data sets (b) Ground truth image for the Sumatra data set
The resulting images of the change detection process of the data set 1, 2, 3 and 4 
are illustrated in Figure 4-8, Figure 4-9, Figure 4-10 and Figure 4-11 respectively. The 
results are compared to the ground truth to evaluate the accuracy of each of the three 
options for obtaining the degree of change set. The accuracy results of the proposed 
change detection methods are summarised in Table 4-2 to Table 4-5. Option 1 is the 
method of using the percentage of changed pixels for each pair of image tiles. Option 
2 is using the correlation coefficient for each pair of image tiles. Option 3 is using the 
differences of means from each pair of image tiles. The accuracy results of the pixel- 
by-pixel image differencing method in Section 3.3.1 also included in the comparison 
as a reference for the proposed method performance.
The results of the first data set as shown in Figure 4-8 and its corresponding 
accuracy as depicted in Table 4-2 show that all of the three options of the change 
detection method work well. This is expected as the test image 1 does not contain any 
noise. Figure 4-9 and Table 4-3 show the results for test image 2, the test image with 
misregistration. It can be seen that image differencing has failed to perform with the 
overall accuracy of 2%. However, the Option 2 and Option 3 of the proposed change
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detection method give a better result than image differencing. Option 1 does not 
perform well as the other options because it is still based on pixel-to-pixel 
differencing to generate the degree of change value.
Figure 4-10 and Table 4-4 depicts the results for test image 3, Pentagon image 
with salt and pepper noise. The results show that the proposed method still works 
considerably well, but the image differencing method works the best. The last results 
for test image 4, Sumatra data set, as illustrated in Figure 4-11 and Table 4-5, show 
that the proposed method gives a better result than image differencing.
(c) (d)
Figure 4-8: The output of the first data set. (a) Option 1 (b) Option 2 (c) Option 3 (d) The ground
truth
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(c) (d)
Figure 4-9: The output of the second data set. (a) Option 1 (b) Option 2 (c) Option 3 (d) The
ground truth
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Figure 4-10: The output of the third data set. (a) Option 1 (b) Option 2 (c) Option 3 (d) The
ground truth
84
Chapter 4: Automatic Change Detection System On-board Small Satellites
J)\ _ 1 
m C  ~
I
- s  *
. « r
J L
__________  M  ___
0
T " |  "
H i ‘
** %
\
f  
-  %
(a) (b)
j k  * 1 1
"V • -m . ^
" m  * £  v  
1  •
* %
♦ P
' ■ E g y ]
<  f
f '
(c) (d)
Figure 4-11: The output of the fourth data set. (a) Option 1 (b) Option 2 (c) Option 3 (d) The
ground truth
Table 4-2: Accuracy results of the proposed change detection method for test image 1-Pentagon 
with ‘changes’ (option 1, 2 and 3) compared with the image differencing method
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(%)
Option 1 0 3.08 96.97
Option 2 0 2.98 97.07
Option 3 0 2.01 98.05
Image differencing 0 0.60 99.99
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Table 4-3: Accuracy results of the proposed change detection method for test image 2- Pentagon 
with ‘changes’ and misalignment (option 1, 2 and 3) compared with the image differencing 
method
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(% )
Option 1 95.36 0 5.66
Option 2 92.43 2.81 63.67
Option 3 86.50 1.91 78.52
Image differencing 98.93 1.19 2.13
Table 4-4: Accuracy results of the proposed change detection method for test image 3-Pentagon 
with ‘changes’ and salt and pepper noise (option 1, 2 and 3) compared with the image 
differencing method
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(% )
Option 1 0 4.03 95.99
Option 2 53.85 3.51 95.21
Option 3 0 2.40 97.66
Image differencing 0.98 0.60 99.02
Table 4-5: Accuracy results of the proposed change detection method for test image 4-Sumatra, 
Indonesia (option 1, 2 and 3) compared with the image differencing method
Method
Commission 
error (%)
Omission 
error ( %)
Overall
accuracy
(%)
Option 1 64.23 8.49 68.32
Option 2 70.24 9.03 59.04
Option 3 64.86 2.40 64.32
Image differencing 93.53 0.39 20.37
As a conclusion, the accuracy results show that the proposed method gives better 
results than the pixel-to-pixel image differencing method, especially when 
misalignment exists between the sensed and the reference image.
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Although the results of the proposed method show a significantly better 
performance than the pixel-to-pixel image differencing, the method uses threshold to 
separate changed and unchanged tile. The threshold selection is the main change 
detection problem as there are no sharp boundaries between changed and unchanged 
areas. To overcome this problem, a fuzzy inference engine block is introduced in the 
system, which is described in the next section.
4.2.1.5 Fuzzy Inference Engine
Most of the existing methods for automatic change detection system use crisp 
models for the threshold selection [91,92]. In these models, the boundary between 
changed and unchanged areas is selected without taking into account the ambiguity 
information that exists between changed and unchanged areas. A large and growing 
body of literature has investigated the use of fuzzy logic together with the classical 
change detection analysis. Fuzzy logic has reportedly been used to solve the change 
detection threshold problem by mapping the image histogram to its fuzzy membership 
function [104], or by mapping the log-ratio image histogram to its fuzzy membership 
function [113].
The use of fuzzy logic in post-classification comparison change detection 
techniques has been proposed in [114], where fuzzy classifiers are used instead of 
traditional hard classifier during the feature classification steps before detecting 
changes.
Another application of fuzzy sets and logic is the fuzzy inference system. Fuzzy 
inference is the process of formulating the mapping from a given input to an output 
using fuzzy logic. The mapping then provides a basis from which decisions can be 
made, or patterns discerned [115]. It has been used in many applications including 
computer vision, data classification and automatic control. A fuzzy inference system 
has three components: fuzzy membership functions, fuzzy operator and if-then rules. 
A simple example of using fuzzy inference engine for image classification can be 
found in [116]. In this thesis, the fuzzy inference engine is implemented using the 
Matlab Fuzzy Logic Toolbox.
Although the use of fuzzy logic in change detection analysis is an active research 
area, there is very little literature on using fuzzy inference for a remote sensing 
change detection system. The use of a fuzzy inference system to detect land-cover
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changes is proposed in [117]. The input for the system is the absolute value of the 
differences between two images of the same band. This method uses pixel-to-pixel 
comparison to create the change image, which is prone to the classic change detection 
problem of sensitivity to misregistration errors.
In this research work, we introduce a fuzzy inference system processing block, 
called fuzzy inference engine [118]. Figure 4-12 shows that the fuzzy inference 
engine receives input from the change detection processing block to produce control 
alerts based on the contents of the processed image tiles. This change detection block 
processes each pair of image tiles from the sensed and reference images to generate a 
degree of change.
Other than using degree of change values from the sensed and reference image, 
the inference engine also receives input from the cloud detection processing block that 
is also influences the decision making process (Figure 4-12). The advantage of having 
this approach is that there is no direct pixel-to-pixel comparison which means it is 
more robust to misregistration noise. Moreover, this approach enables easy future 
modifications if additional parameters are needed to be included in the inference 
engine, for example, current weather information for each relevant image tile.
Degree of 
change
Percentage 
of cloud
Fuzzy Inference 
Engine
V____________
• High-strength alert
• Medium-strength alert
• No alert
Figure 4-12: Block diagrams of the fuzzy inference engine block
The outputs of the inference engine are control signals to other sub-systems. Each 
of the control signals will have a different degree of importance. A high importance 
output will generate a high-priority control signal for one of the following actions: 
perform image compression, schedule the next imaging task or transmit the change 
image tile.
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4.2.1.5.1 Fuzzy Inference Engine Implementation
The Matlab Fuzzy Toolbox supports two types of fuzzy inference systems: 
Mamdani [119] and Sugeno [120]. The Mamdani’s fuzzy model has a widespread 
acceptance and is well-suited to human input. The Sugeno’s model is similar to 
Mamdani’s but different in interpreting the output and computationally more efficient 
than Mamdani’s.
Although Sugeno’s model is more advantageous to be used in term for 
computation efficiency, this research work implements the Mamdani’s fuzzy model 
for its simplicity to perform initial investigations. There are three variables for the 
fuzzy inference engine. Two input variables: 1) degree of change from the change 
detection processing block, 2) percentage of cloud cover from the cloud cover 
processing block. The third variable is the output variable that denotes the control 
alerts for the next subsystem. Figure 4-13 shows the graphical user interface of the 
implementation of fuzzy inference engine for the automatic change detection system.
perc-cloud-pixel
Figure 4-13: The graphical user interface of the fuzzy inference system in the Matlab Fuzzy
Logic Toolbox
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The first input variable, "degree-of-change" , takes its values from the change 
detection processing block as discussed in Section 4.2.1.4. The range of this variable 
is divided into three fuzzy sets called “low -change” , "medium-change"  and “high- 
change”. Figure 4-14 shows the graph of the corresponding fuzzy membership 
function.
Membership function plots
input variable "degree-of-change"
Figure 4-14: The membership function for “degree-of-change”
The second input variable, “perc-cloud-pixel”, is the percentage of clouded pixels 
in each image tile received from the cloud detection processing block. Similar to the 
“degree-o f-ch an ge” variable, this variable is divided into three fuzzy sets called "low- 
cloud”, “m edium -cloud" and “high-clouciC. Figure 4-15 shows the membership 
function for this variable.
Membership function plots
input variable "perc-cloud-pixel"
Figure 4-15: The membership function for “perc-cloud-pixel”
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The third variable, the output membership function, “control-signal”, generates 
control signals for the following sub-systems. A “no-alert”, “medium-strength-alert” 
or “high-strength-signal” signifies the next relevant processing task. Figure 4-16 
shows this fuzzy membership function.
Membership function plots
output variable ''control-signal"
Figure 4-16: The membership function for “control-signal”
Nine rules were created for the fuzzy inference engine:
1) If “degree-of-change” is “ low-change” and “perc-cloud-pixel” is “low-cloud” then 
“control-signal ” is “no-alert”
2) If “degree-of-change” is “ low-change ” and “perc-cloud-pixel ” is “medium-cloud” then 
“control-signal ” is “medium-strength-signal”
3) If “degree-of-change” is “low-change” and “perc-cloud-pixel” is “high-cloud” then 
“control-signal ” is “medium-strength-signal”
4) If “degree-of-change” is “medium-change ” and “perc-cloud-pixel ” is “ low-cloud” then 
“control-signal ” is “high-strength-signal”
5) If “degree-of-change” is “medium-change” and “perc-cloud-pixel” is “medium-cloud” 
then “control-signal” is “medium-strength-signal”
6) If “degree-of-change” is “medium-change” and “perc-cloud-pixel” is “high-cloud” 
then “control-signal” is “medium-strength-signal”
7) If “degree-of-change” is “high-change” and “perc-cloud-pixel” is “ low-cloud” then 
“control-signal ” is “high-strength-signal”
8) If “degree-of-change” is “high-change” and “perc-cloud-pixel” is “medium-cloud” 
then “control-signal” is “high-strength-signal”
9) If “degree-of-change” is “high-change” and “perc-cloud-pixel” is “high-cloud” then 
“control-signal ” is “high-strength-signal”
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These rules can be represented as a fuzzy associative memory [121], in which is 
summarised in Table 4-6. The rule surface view is shown in Figure 4-17.
Table 4-6: The rules developed for the fuzzy inference engine
Low change Medium-strength-alert Medium-strength-alert No-alert
Medium change Medium-strength-alert Medium-strength-alert High-strength-alert
High change High-strength-alert High-strength-alert High-strength-alert
High cloud Medium cloud Low cloud
perc-cloud-pixel 0 0 degree-of-change
Figure 4-17: Rule surface view
As proposed and discussed in Section 4.2.1.4, the change detection processing 
block generates degree of change. There are three options to calculate the degree of 
change in the change detection processing block. Option 1 is method of using the 
percentage of changed pixel for each pair of image tiles. Option 2 is using correlation 
coefficient for each pair of image tiles. Option 3 is using the differences of means 
from each pair of image tiles. The fuzzy inference engine is tested by using these 
three options for calculation of the degree of change value at its first input. The same 
test data sets that are used in Section 4.2.1.4 are used in the fuzzy inference engine 
evaluation.
The resulting images of the change detection process using a fuzzy inference 
engine for the data set 1, 2, 3 and 4 are illustrated in Figure 4-18, Figure 4-19, Figure 
4-20 and Figure 4-21 respectively. The corresponding confusion matrices are shown 
in Table 4-7, Table 4-8, Table 4-9 and Table 4-10. The number in each column of the
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confusion matrices corresponds to the total number of image tiles for each ground 
truth state: changed or not changed, and its alert strength. For example, in Table 4-7, 
Option 1 with fuzzy inference engine method generates a high-strength-alert on 0 
changed image tiles, a medium-strength alert on 6 changed image tiles, and no-alert 
on 997 not changed tiles and 41 changed tiles.
The accuracy is measured by comparing the results from the fuzzy inference 
engine with the ground taith. However, as there are three categories of results from 
the fuzzy inference engine (high-strength-alert, medium-strength, no alert), and two 
categories of ground truth (changed and not changed), an adjustment has been made 
to the accuracy assessment measures. The results of the accuracy comparisons are 
summarised in Table 4-11 to Table 4-14 . The accuracy is measured by the usual three 
accuracy measurements: omission error, commission error and overall accuracy with 
the following modification:
• The omission error measures the error caused by generating “no-alert” signal 
to changed image tiles, this will generate a missed alarm.
• The commission error measures the error caused by generating “high- 
strength-signal” or “medium-strength-signal” to not changed image tiles, this 
will generate a false alarm.
• The overall accuracy measures the accuracy of the tested method to correctly 
detected changed and unchanged areas.
The resulting images of the processed first data set as seen in Figure 4-18 shows 
that the proposed three options of the processing change detection using fuzzy 
inference engine works fairly well on this data set. This is expected as this data set is 
the simplest case of a change detection problem, where there is no misalignment and 
no other noises exist in the test image. The confusion matrix in Table 4-7 shows that 
most of the not changed image tiles generate a no alert signal. The accuracy results as 
summarised in Table 4-11 shows that Option 3 is the best method among the tested 
options with the overall accuracy of 97% and low omission error of 2.5% if applied 
on the first data set.
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(c) (d)
Figure 4-18: The output of the first data set for the fuzzy inference engine, (a) Option 1 (b) 
Option 2 (c) Option 3 (d) The ground truth
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(c) (d)
Figure 4-19: The output of the second data set for the fuzzy inference engine, (a) Option 1 (b) 
Option 2 (c) Option 3 (d) The ground truth
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figure 4-21: The output of the fourth data set for the fuzzy inference engine, (a) Option 1 (b 
Option 2 (c) Option 3 (d) The ground truth
The results of the second data set, the Pentagon with a misalignment introduced, 
contain different outcomes for the three options of processing the change detection. It 
can clearly be seen in Figure 4 -19(a) that the first option of the proposed change 
detection method has failed to perform. This observation is also supported by the 
accuracy results as summarised in Table 4-12, where it can be seen that the Option 1 
method only produces an overall accuracy of 5.86% when applied on these data set. 
This is maybe due to the calculation of the degree of change using the Option 1 
method which involves pixel-to-pixel comparison. The Option 2 and 3 have a better 
improvement than the Option 1, and also better than image differencing method that is 
failed to perform at the overall accuracy of 2.13%.
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The third data set, the Pentagon with added salt and pepper noise, has better 
results than the second data set when the change detection methods are applied to 
them as seen in Figure 4-20. All of the tested methods here produced a high overall 
accuracy of more than 95% as can be seen in Table 4-13. This concludes that the salt 
and pepper noise does not greatly affect the change detection process unlike the 
misregistration noise.
The resulting images of the change detection processing of the fourth data set, the 
satellite images of Sumatra, Indonesia are shown in Figure 4-21. It can be seen from 
Figure 4-21 that the change detection process has detected many unchanged areas as 
changed, which contributes to the high rate of commission error as summarised in 
Table 4-14. This is possibly due to the variations that exist between the two satellite 
images, such as atmospheric condition and sun illumination, which are not eliminated 
in this process. However, it can be seen in Table 4-14, that the Option 1, 2 and 3 of 
the proposed method have a better accuracy than image differencing method.
Table 4-7: Confusion matrix for the proposed method with fuzzy inference and three different 
types of degree of change (option 1, 2 and 3) of test image 1-Pentagon with ‘changes’
Option Alert
strength
Ground truth
Changed Not changed
1 High 0 0
Medium 6 0
No 41 977
2 High 4 0
Medium 6 0
No 37 977
3 High 16 0
Medium 7 0
No 24 977
Table 4-8: Confusion matrix for the proposed method with fuzzy inference and three different 
types of degree of change (option 1, 2 and 3) of test image 2- Pentagon with ‘changes’ and 
misalignment
Option Alert
strength
Ground truth
Changed Not changed
1 High 45 915
Medium 2 50
No 0 12
2 High 8 24
Medium 14 196
No 25 757
3 High 18 33
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Medium 6 100
No 23 844
Table 4-9: Confusion matrix for the proposed method with fuzzy inference and three different 
types of degree of change (option 1 ,2  and 3) of test image 3-Pentagon with ‘changes’ and salt and 
pepper noise
Option Alert
strength
Ground truth
Changed Not changed
1 High 0 0
Medium 6 0
No 41 977
2 High 5 6
Medium 7 9
No 35 962
3 High 17 0
Medium 7 0
No 23 977
Table 4-10: Confusion matrix for the proposed method with fuzzy inference and three different 
types of degree of change (option 1 ,2  and 3) of test image 4-Sumatra, Indonesia
Option Alert
strength
Ground truth
Changed Not changed
1 High 74 93
Medium 20 75
No 30 333
2 High 59 143
Medium 38 89
No 27 269
3 High 113 187
Medium 4 29
No 7 285
The results of the proposed change detection method without using the fuzzy 
inference engine as presented in Section 4.2.1.4, is compared alongside with the 
results with the fuzzy inference engine in the Table 4-11 to Table 4-14. The results 
show that the fuzzy inference engine has increased the accuracy on the Data 2 test 
image that contains the misalignment. The results show that the accuracy of the fuzzy 
inference engine is slightly lower than the method without fuzzy inference engine. 
However, the performance of the fuzzy inference engine can be improved with a 
better fuzzy membership function generation, which can be another topic of research.
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Table 4-11: Accuracy results of the three options when used in the fuzzy inference engine of test 
image 1-Pentagon with ‘changes’
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(%)
Overall 
accuracy -  
no fuzzy
(% )
Option 1 0 4.12 95.90 96.97
Option 2 0 3.84 96.19 97.07
Option 3 0 2.50 97.56 98.05
Image differencing 0.00 0.60 99.99
Table 4-12: Accuracy results of the three options when used in the fuzzy inference engine of test 
image 2-Pentagon with ‘changes’ and misalignments
Method
Commission 
error (%)
Omission 
error ( %)
Overall
accuracy
(%>
Overall 
accuracy -  
no fuzzy
(%)
Option 1 95.35 0 5.86 5.66
Option 2 89.32 3.06 79.60 63.67
Option 3 82.35 2.59 86.82 78.52
Image differencing 98.93 1.19 2.13
Table 4-13: Accuracy results of the three options when used in the fuzzy inference engine of test 
image 3-Pentagon with ‘changes’ and salt and pepper noise
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(%)
Overall 
accuracy -  
no fuzzy
(% )
Option 1 0 4.12 95.90 95.99
Option 2 47.83 3.50 95.51 95.21
Option 3 0 2.50 97.56 97.66
Image differencing 0.98 0.60 99.02
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Table 4-14: Accuracy results of the three options when used in the fuzzy inference engine of test 
image 4-Sumatra, Indonesia
Method
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(%)
Overall 
accuracy -  
no fuzzy
(%)
Option 1 64.31 8.92 68.48 68.32
Option 2 70.81 9.90 58.72 59.04
Option 3 64.85 2.71 64.48 64.32
Image differencing 93.53 0.39 20.37
As a conclusion, the accuracy results show that the proposed method gives better 
results than the pixel-to-pixel image differencing method, especially when there 
misalignment exists between the sensed and the reference image.
4.2.1.6 Database
A database is a collection of information that is organised so that it can easily be 
accessed, managed and updated [122]. In the context of this thesis, the database stores 
multispectral images and their associative information. The images stored in the 
database are the reference images that are being used in the image registration and 
change detection processes.
There are two possible ways to match the required reference image in the database 
to the sensed image:
1) Image registration with windowing. The reference image is a 2500 x 2500 pixel 
image and the input image is 500 x 500. The input image is correlated to a window in 
the reference image to find its match position. The window size is 500 x 500 pixels. 
By using this method, it is assumed that the input image is not misaligned to the 
reference image.
2) Image registration using control points. In this method we assume that we 
know the control points that match the sensed image and the reference image. This 
could be possible if the information for the longitude and latitude of the sensed and 
reference images is available.
If the sensed images contain the longitude and latitude information, they can be 
used in conjunction with the stored ground control points of the reference image. The 
control points become the key to find the reference image corresponding to the sensed
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image. Figure 4-22 illustrates this concept showing how the reference image is 
referred to by the sensed tiled image. Points a, b, c and d are the control points of the 
sensed image which are used to refer them to their reference image in the database. 
These points are also used during the image registration processing.
Flash memory or non-volatile solid state memory is widely used for data storage 
on the small satellite platform and in the payloads because of its reliability and 
compactness compared to hard disc drives. However, the downside of using flash 
memory is that the amount of stored data is smaller than the hard disc drives. 
Realising the potential of using hard disc drives, SSTL have designed a mass memory 
block based on a hard disc drive that is suitable for the space environment called Hard 
Disc Data Recorder (HDDR). The DMC Beijing-1 satellite has been equipped with 
two such HDDRs, each of which is capable to store 60G Bytes of data. The main 
function of these HDDRs is to store the large amount of data captured by the high- 
resolution panchromatic imager. Currently, the purpose of the on-board mass memory 
(flash or hard drives) in EO satellites is to store the collected image data.
j T S
* * 3
*r
Sensed tiled 
image
Reference image
Figure 4-22: Use of control points on both the sensed tiled image and the reference image to 
register the sensed tiled image and refer the sensed tiled image to its reference image
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This thesis introduces the use of a hard disc drive as a database where it can be 
updated from the change detection analysis output, and also from ground if there is 
any change of the observation target area according to user interests.
4.2.2 Hardware Implementation
Some of the hardware issues which need to be addressed when designing an
automatic change detection system are the following:
1. How fast the processor should be for the system to be relevant?
2. How large the memory should be?
3. Is reconfigurability needed?
4. What kind of mitigation methods will be used to protect the hardware?
5. What is the required power budget that is enough for the image 
processing?
The first two issues are being addressed in the system implementation approach in 
the Section 4.2.2.1. It is very useful to have a system that can be reconfigured. As this 
research work proposes to use fuzzy inference in the decision making process, a 
reconfigurable system will be valuable if the fuzzy inference is needed to be updated 
with different settings. In addition to the last two issues, the mitigation methods and 
required power budget, this research work does not deal with these issues due to the 
time constraint of the research work. It would be interesting for these issues to be 
investigated further in the future work.
4.2.2.1 System Implementation Approach
Different selected methods for automatic change detection analysis are tested and 
their expected performances in SSDR are estimated from the results by running them 
in Matlab on a test CPU as described in Section 3.4. It is found that the process would 
need around 10 hours to register and detect changes of the maximum size image that 
the DMC imagers are currently capable of capturing (600 km x 600 km).
To achieve faster processing, a high-performance computing approach is needed 
to be used. The design and implementation of high-performance computing for 
spacecraft missions is a new but active research area, as there is demands for higher 
processing capabilities in order to carry out complex DSP algorithms on board [123].
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Another requirement for the hardware implementation design is using COTS 
components. A considerable amount of literature has been published on high- 
performance computing using COTS components due to the demand for more 
complex and challenging on-board data processing algorithms [124,126]. These 
literature sources conclude that for the COTS components to be able to function 
properly in space, they have to withstand radiation, shock and temperature variations 
in space. In this case, redundancy has to be included in the original COTS 
components, for example by introducing Triple Modular Redundant (TMR) [125],
A study of evaluation of COTS components for the complex GAIA program [23] 
has been carried out in [126]. In this evaluation work, the authors concluded that 
currently, the PowerPC architecture is the most optimal as a general COTS processor 
high-performance computing architecture. To date, Maxwell SCS750FX [24] space 
board is the only board that has the same performance as standard COTS PowerPC 
boards. However, it is only available for exclusive use in the United States of 
America.
UK-DMC satellite uses a PowerPC processor in its SSDR, the solid state memory 
that holds the captured images. The PowerPC processor can be used for on-board 
processing [73]. In the following section, the use of PowerPC processors as the 
system implementation approach is presented.
4.2.2.2 Implementation Solution: Parallel Processing
Current embedded processors for spacecraft such as LEON and ERC32 [127] does 
not have enough computing power for the system to process the imaging load in the 
time limit frame. Here, parallel processing using COTS general processors is 
proposed to be used for the implementation of the proposed change detection system 
in the satellite.
Due to the unavailability of real test hardware, the system is implemented on a 
Pentium processor using Matlab. Single-processor approach is implemented using 
Matlab. As the image processing of the automatic change detection system is based on 
a tile-by-tile basis, this concept can take the advantage “embarrassingly parallel” 
technique or coarse-grained parallel processing [128], where each of the processing 
nodes is completely independent to each other or with little communication between 
them. Figure 4-23 shows the diagram of the embarrassingly parallel technique. The
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squares represent the process nodes, where each independent input data goes into 
independent process nodes to achieve independent results.
Input data
R esults
Figure 4-23: Embarrassingly parallel technique
Figure 4-24 shows a diagram of a possible multiprocessor parallel architecture 
based on the PowerPC [55]. It is selected to be used because the PowerPC 
architecture is considered to be the most optimal general processor for embedded and 
space applications [126]. It has also been accepted and widely used in space missions 
especially in the small satellites developed by SSTL. The system architecture consists 
of ten MPC8260 processors connected in parallel with a data bus each having 1 
MByte of RAM, being capable of 280 Dhrystone MIPS at 200 MHz and operating at 
a low voltage of 2.5V. This architecture can have the following advantages:
i) The process is split into several tiles and the system will decide if the tile 
represents a changed or unchanged image. Each processor is going to 
process one image tile at a time.
ii) Certain processors can be turned off when the input images are not huge in 
size, which depends on the satellite mission.
iii) Multiple processors create redundancy, which can be used to provide 
backup processors if one of them has failed to operate.
Having multiple low speed processors is more energy efficient than having a 
single high-frequency clock processor [129]. With this point of view in mind, it is 
favourable to use the proposed parallel processing approach.
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From on-board 
cameras
To spacecraft command and 
data handling
Figure 4-24: An example of how the system can be implemented using parallel architecture
Figure 4-25 shows a system diagram of the proposed on-board intelligent system 
if it is implemented as part of the current UK-DMC payload data handling 
configuration. The grey boxes in Figure 4-25 indicate the proposed system integrated 
with the imaging payload of the UK-DMC. The system is connected to the on-board 
SSDR to receive the new sensed image from the imagers, and also with the HDDR 
that stores the results. The HDDR is also functioning as the on-board database that 
stores the reference images. The output of the automatic change detection system 
block will go to the next processing block, depending on the decision made in the 
automatic change detection system.
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Figure 4-25: System diagram of proposed automatic change detection system as part of the
current UK-DMC satellite payload
4.3 Performance Evaluation
Due to the unavailability of real flight processors to test the proposed system, the 
performance is estimated based on the results produced from running Matlab software 
codes. In this section, two performance evaluations of the proposed system 
framework are presented. The first evaluation is of the total processing time on the 
test machine using Matlab. The second evaluation is an estimation of the total 
processing time to process the whole test data using the proposed hardware solution.
4.3.1 Test Data
Coastal areas of north Sumatra, Indonesia were hit by Tsunami on 26 December 
2004. Some areas were inundated for a couple of hours, while others for a few days, 
and some areas were even lost to the sea. DMC satellites acquired the images of these 
areas as depicted in Table 4-15. The before flooding images used in this case-study 
are from Landsat images. The images are sized 2500 x 2500 pixels. Figure 4-26 and
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Figure 4-27 show a pair of test images tiles for Indonesia with its magnified image 
tile. Appendix A and B show the whole image data sets that have been tiled to the size 
of 500x500 pixels.
Table 4-15: Test data information
Place Name
Before Flood 
Date Acquired Image Source
After Flood 
Date Acquired Image Source
North Sumatra, 
Indonesia
15 August Landsat7 
2001 ETM+
4 January 2005 UK-DMC
Figure 4-26: North Sumatra before the Tsunami. The image on the left hand side is the tile in the 
bottom left corner of the image on the right (Landsat image)
Figure 4-27: North Sumatra after the Tsunami. The image on the left hand side is the tile in the 
bottom left corner of the image on the right (Courtesy of SSTL)
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4.3.2 Performance Results
Three cases of performance evaluations are performed. The first case is using a 
500 x 500 pixels image as the input for the proposed system. The second case is by 
using the whole test image data as in Table 4-15 of size 2500 x 2500 pixels. This 
image size is the equivalent to the size of a conceptual image tile in the UK-DMC 
satellite. The third case is by using the maximum image size that can be held by UK- 
DMC on board, 20000 x 15000 pixels. These three cases of input image size are 
evaluated to investigate the effect of image size on performance. Five different sizes 
of image tiles are used in the evaluation: 20 x 20 pixels, 50 x 50 pixels, 100 x 100 
pixels, 250 x 250 pixels and 500 x 500 pixels.
The proposed change detection system is implemented in Matlab and tested on the 
Indonesia test data as in Table 4-15. Figure 4-28 shows the processing time when 
running an image with the size of 500 x 500 pixels (blue-diamonds), an image with 
the size of 2500 x 2500 pixels (pink-squares), and on image with size of 20000 x 
15000 pixels (yellow-triangles). Figure 4-29 shows another view of the graph in 
Figure 4-28.
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Figure 4-28: Total processing time of the proposed change detection system for different image 
tile pixel size when running Matlab code on a Pentium M 1.3 GHz processor
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Figure 4-29: Total processing time of the proposed change detection system for different image 
tile pixel size (2500 x 2500 pixels and 500 x 500 pixels) when running Matlab code on a Pentium
M 1.3 GHz processor
The results in Figure 4-28 and Figure 4-29 confirm an obvious observation: the 
bigger the tile size, the faster the processing will be. The processing time is 
dramatically dropped when using 50x50 tiling size. This estimation shows that it 
could be useful to use a bigger tile size than 50x50 to reduce the processing time; 
however, the disadvantage is that there would be an increase in the degradation of the 
resulting outputs. Thus, it is important to select the right tile size in order to have a 
balance between processing time and required accuracy. In the future, it would be 
interesting to see how this issue can be solved.
4.3.3 Estimated performance results of proposed hardware implementation
The proposed hardware implementation as discussed in section 4.2.2 uses ten 
PowerPC (MPC8260) processor connected together in parallel to achieve high 
performance computing. The speedup is defined by the following formula:
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where p is the number of processors, 77 is the execution time of the sequential 
algorithm, Tp is the execution time of the parallel algorithm with p  processors.
The proposed parallel architecture has a simple “embarrassingly parallel” 
implementation, which should exhibit nearly perfect linear speedup [130]. Linear 
speedup is obtained whenS/; = p . With this definition, we can theoretically estimate
the total processing time by simply dividing the total processing time estimated for a 
single processor by the number of processor nodes in the parallel system.
Figure 4-30 shows the total processing time for different size of image tiles. The 
first plot is the total processing time to process an image sized 500 x 500 pixels on the 
test processor Pentium M. The second plot is the total processing time to process an 
image sized 500 x 500 pixels on a single PowerPC MPC8260 processor. The third 
plot is the total time to process an image sized 500 x 500 pixels on 10 parallel 
processor nodes. The fourth plot is the processing time to process an image sized 
2500 x 2500 pixels on the proposed 10 parallel processor nodes.
The results show that it takes around 400 seconds or 6.7 minutes to process a 2500 
x 2500 pixel image using the image tile size of 20 x 20 pixels. For UK-DMC satellite, 
this image size covers an area of 80 x 80 km2. Although the proposed framework is 
slower than conventional pixel-to-pixel change detection, the total processing time to 
process is still below the required maximum time for the system to be able to process 
and transmit the change image to the ground stations in 86 minutes.
However, if the system processes the maximum size of the image that can be 
captured by UK-DMC at one time, the total processing time is dramatically increased 
as seen in Figure 4-31. It takes around 19000 seconds or 317 minutes to complete the 
processing for the maximum image size, if using image tile of 20 x 20 pixels. This 
means the system fails to process in time if using image tile of 20 x 20 pixels. 
Though, the system still manages to process in the limit time frame of 86 minutes if 
the system uses a 50 x 50 pixels image tile.
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Figure 4-30: Total processing time of the change detection system for different image tile pixel 
size using a Pentium M 1.3 GHz processor and the proposed parallel architecture
Figure 4-31: Total processing time of the change detection system for the maximum image size of 
20000x15000 pixels when using the proposed parallel architecture
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4.4 Conclusions
Designing an on-board automatic change detection system for a small satellite is a 
problem of designing an embedded computer system, which has different design 
constraints from desktop computer applications. This research work has set up that the 
system should adhere to the following requirements: 1) the system has to produce the 
final outcome within the required time of 86 minutes, 2) the processing data has to be 
reliable, and 3) the software implementation uses COTS components.
This chapter has proposed an on-board automatic change detection system for 
small satellites based on the requirements stated above. In order for the system to be 
reliable, this research work proposes a system that uses the proposed change detection 
scheme that is more robust against misregistration errors than image differencing. The 
proposed system includes five main processing blocks: image tiling, image 
registration, cloud detection, change detection and a fuzzy inference engine. An on­
board database is also proposed to be used in the system. In the change detection 
processing block, a novel change detection method is proposed to reduce the classical 
change detection problem of misregistration errors. This method works by using 
image tile information. This method is tested on four different data sets with 
misalignment and salt and pepper noise. The evaluation results show that the 
proposed change detection method gives better accuracy results than the conventional 
change detection methods that were tested in Chapter 3, especially when there are 
misalignments or misregistration errors in the input image.
A fuzzy inference engine is introduced in the proposed system to cater for 
ambiguity information in the image. The advantage of having this approach is that 
there is no direct pixel-to-pixel comparison which means it is more robust to 
misregistration noise. This approach also enables easy future modification if 
additional parameters are needed to include in the inference engine, for example, 
current weather information.
The system is proposed to be implemented on a COTS component, such as using 
the PowerPC, the current processor that is being used in the UK-DMC SSDR. Due to 
the slow processing power of a single PowerPC processor, this research proposes of 
using parallel multiprocessor system based on PowerPC processors. As each image 
tile can be processed independently, the parallel architecture is an “embarrassingly 
parallel”. Thus, the system can be parallelised easily. The proposed system was tested
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on the Tsunami data set (Sumatra, Indonesia) using Matlab. As there is no real flight 
hardware for the proposed system, the processing time for the hardware solution was 
estimated by extrapolating the processing time measured on the test processor. Also, 
as the proposed system has an “embarrassingly parallel” architecture, the total 
processing time was estimated by dividing the total time executed in one processor to 
the total processor nodes in the parallel system. The estimated total processing time 
shows that the system has performed within the required time frame of 86 minutes.
As a conclusion, the proposed automatic change detection system has been 
developed according to the requirements needed. The system is tested on a test 
machine and the testing results have shown that it is feasible to implement an 
automatic change detection for small EO satellites within the stated requirements.
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Chapter 5 
An On-Board Flood Monitoring System
Flood detection is a case of change detection analysis. Its function is to find areas that 
have changed from non-water to water. This chapter discusses an extension to the 
proposed in Chapter 4 automatic change detection system; for the purpose of on-board 
flood monitoring. Section 5.1 introduces the flood monitoring process with a brief 
review of related work in on-board flood monitoring. Section 5.2 introduces the 
methods used to detect flood with multispectral images. Section 5.3 explains the 
extended design of the automatic change detection system that is the base of the flood 
monitoring system. Section 5.4 presents the implementation and the results of the 
performance evaluation of the proposed on-board flood monitoring system. Section
5.5 discusses the applications of the proposed on-board flood monitoring architecture. 
Lastly, section 5.6 concludes this chapter.
5.1 Flood Management and Flood Monitoring
Flood is a temporary inundation of normally dry land areas resulting from the 
overflowing of the natural or artificial confines of a river or other body of water [131], 
Meanwhile, the Standard Flood Insurance Policy [132] has a detailed definition of 
flood as follows:
A general and temporary condition of partial or complete inundation of two or more 
acres of normally dry land area or of two or more properties from overflow of inland 
or tidal waters, from unusual and rapid accumulation or runoff of surface waters 
from any source, or from mudflow.
These definitions of flood conclude that flood is a temporary wet area of normally 
dry areas caused by various factors such as overflow of river, tidal waves or runoff of 
waters from any source. Heavy rain is the major factor of flooding. Rain that falls in
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extended periods causes water from the river to overflow and floods the nearby areas. 
Hurricanes destroy dam and levy, which causes heavy flowing of water. Undersea 
earthquakes can cause big tidal waves such as Tsunami, destroying and flooding 
coastal areas. Figure 5-1 shows the estimated causes of flooding around the world 
from 1985 to 2006 as collected by the Dartmouth Flood Observatory [133].
Heavy rain
r
 Brief torrential rain 
Tropical cyclone 
Monsoonal rain 
Snowmelt
Dam/Levy, break/release 
Ice jam/break-up 
Extra-tropical cyclone 
Tidal surge 
Avalanche related
0 100 200 400 600 800 1000 Total
floods
Figure 5-1: The main causes of flooding [133]
It is undeniable that flood causes lots of damages to infrastructure and loss of 
human lives. This defines the importance of having flood management to the high risk 
areas. Flood management methods can be divided into two groups: structural methods 
and non-structural methods. Structural methods use artificial barriers or channel 
modification to contain floodwater such as dam and dykes. They are neither 
economically viable nor environment friendly. Meanwhile, non-structural methods 
uses flood preparedness measures to create more awareness to people in the high risk 
areas. A non-structural approach helps to avoid changes to the areas that might have a 
negative effect on the environments [134]. Therefore, non-structural methods are 
becoming more popular in mitigating flood disasters. An example of a non-structural 
method to manage floods is a flood monitoring system.
An effective flood monitoring system consists of flood forecasting, early warning, 
and post-risk assessment [135]. The flood forecasting predicts the next flooding event 
using the past measurements of river flow and rainfall [136]. However recently, 
multispectral and radar images have also being used to predict the next flooding event
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[137]. The early warnings should be released 72, 48 and 24 hours [135] in advance for 
effective flood mitigation. This shows that it is very important to have a real-time data 
collection system to ensure that the information is received by the authority for flood 
preparedness. Flood risk mapping is required to provide information concerning flood 
risk to residents in flood prone areas and to establish flood protection and evacuation 
measures.
Flood detection using satellite images is a part of the flood monitoring process. 
There are two approaches to the use of satellite images in a flood monitoring system 
that includes flood detection and flood warning generation as follows:
1) Monitoring flood using satellite images after the images have been 
transmitted to ground. This approach to flood monitoring uses various satellite 
images for processes such as flood detection. All the processing is done either 
manually by experts or automatically by computers on-ground.
2) Monitoring flood on board the satellite. This approach requires a system 
that can monitor flood automatically in a computing environment with 
restricted power budget and real-time processing capabilities.
The first approach above is a conventional way of performing image processing 
on-ground. Traditionally, flood detection on the satellite images is carried out via 
manual inspections by the domain expert, with the help of computer tools to process 
the satellite images. In addition to manual methods, automatic flood detection 
methods are used to detect flood in satellite images. These flood detection methods 
are going to be discussed further in the next section.
The second approach is a new development in flood monitoring from space where 
the image processing is performed on board the satellites. JPL’s Autonomous 
Sciencecraft Experiment (ASE) on board the Earth Observation-1 (EO-1) [138] is the 
only known civilian satellite that has an on-board floodwater classifier [63]. This 
floodwater classifier is developed for the EO-1 Hyperion imager, a hyperspectral 
imager on board the EO-1. The floodwater classifier utilizes three Hyperion bands to 
discriminate all types of river water from other surface features. The process is a 
pixel-by-pixel band rationing to identify different types of flood water.
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5.2 Current Flood Detection Methods
The current flood detection methods for satellite images can be generally divided 
into two categories. The first method is flood detection based on change detection. 
The method compares two or more images at different times, where water is detected 
and any changes associated with water can be used to determine if the area is flooded 
or not. This is normally done by firstly detecting the water using various water 
detection models or using supervised classification. Then, the water detected images 
are compared pixel to pixel to detect any non-water pixel to water-pixel changes, 
which result in flooded pixels. This method is a special case of change detection 
analysis, where flood areas are detected based on water changes. The flooding areas 
are detected according to Table 5-1. A pixel will be classified as a flooded area if 
there is a change from non-water to water pixel. The problem of this method is that 
the accuracy of the results is heavily dependant on the results of the water detection. 
Also, because it is a case of change detection analysis, the same problems which 
occur during change detection analysis also occur here such as registration errors, 
cloud cover and finding the threshold.
Table 5-1: Determining flooded pixels based on images that have been classified as water and
non-water pixels
After flooding
W)eJ Water Non-water
T3O©Sh
Water No change Not flooded
©
anj Non-water Flood No change
PQ
The second category of flood detection methods is flood detection that is based 
solely on classification methods. The input image is classified to detect features of 
flood, instead of comparing several images. However, this method has the problem of 
discriminating between water areas (but not flooded) and flooded areas. This is 
usually resolved by using multi-temporal analysis to support the classification results 
[139].
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The methods in the first category are the most widely applied methods to flood 
detection with satellite imagery. This is due to the nature of flood, which is land 
covered by water. It can be difficult to differentiate between water areas such as lakes 
and rivers with flooded areas. This is the reason why the first method is favourable 
over the second method.
In multispectral remote sensing, the near infra-red (NIR) band is the main choice 
of band to be used in water detection algorithms due to its low spectral reflectance in 
wet areas. The characteristics of the NIR band are depicted in Figure 5-2 that shows 
the spectral reflectance of common Earth surface materials in the visible and near-to- 
mid infrared range [95]. From Figure 5-2, it can be seen that the plot of water (the 
number 1 plot in the graph) has low spectral reflectance in the NIR region. Thus, in a 
NIR band image, a wet area would appear dark in contrast to other areas, and 
resulting in easy interpretation when performing change detection.
eg g *----------------------------------------------------------- ►
3 o
Near infrared M iddle infrared
Figure 5-2: Spectral reflectance characteristics of common Earth surface materials in the visible 
and near-to-mid infrared range. 1 Water, 2 vegetation, 3 soil [95]
This spectral characteristic of water in NIR band makes it suitable for 
multispectral flood detection. Several of these flood detection methods are discussed 
in the next sections which are NIR differencing, NDVI differencing, ratio of NIR and 
red band differencing, and post classification comparisons.
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5.2.1 Near Infra-Red Differencing
This method subtracts the pixels of the NIR bands of the before and after flooding 
images, as water in this band has very low reflectance compared to other land cover 
types. However, this method is very sensitive to factors such as atmospheric condition 
and sun illumination, which leads to difficulty in setting the threshold that separates 
water and non-water areas [140]. The calculation of the flooded pixels is expressed as 
follows:
NIRa — NIRb < Tc (5-1)
where NIRA is the after-flooding image in NIR band and NIRB is the before-flooding 
image in NIR. Tc is the threshold that separates the flooding and non-flooding pixels. 
Tc is selected interactively by looking at the NIRa - NIRb histogram.
5.2.2 Normalised Difference Vegetation Index Differencing
The water pixels are detected based on the Normalised Difference Vegetation 
Index (NDVI). This method has the advantage over NIR differencing of stability to 
variations of atmospheric conditions, reflection of sun and water turbidity [140]. The 
calculation of NDVI is expressed as follows:
NDVI = (NIR -  RED) /(NIR + RED) (5-2)
where RED and NIR stand for the spectral reflectance measurements acquired in the 
red and near-infrared regions, respectively. The water and non-water pixels are 
separated by thresholding the NDVI of after and before flooding images, as expressed 
below:
NDVIA -  NDVIb < Tc and NDVIA < Tw (5-3)
where NDVIA is the NDVI for the after-flooding images and NDVIb is the NDVI for 
the before flooding images. Tc is the threshold that detects the decrease of NDVI by 
flood and Tw is the threshold to exclude non-water surfaces after flood.
5.2.3 Ratio of NIR and Red band Differencing
This method detects water using a water detection model proposed in [141]. Image 
pixels are determined as water if the ratio of near infrared and red band is lower than
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To. The threshold, To is determined by the histogram of NIR/Red, which would be in 
bimodal distribution. To would be located between the two peaks of the histogram 
(one peak is for water and the other peak is for non water areas). Figure 5-3 shows an 
example of a histogram of the NIR/Red image. The threshold that separates water and 
non-water areas is located between the two peaks of the histogram. The following 
expressions show how the water and land pixel are separated:
Water J f NIR / RED < T()
(5-4)
Land,if NIR/RED > T„
Figure 5-3: The histogram of NIR/Red and the threshold T0
The flooded areas are then detected by comparing the pixels that have been 
classified by water or non-water. Flooded areas are detected if there is a change of 
non-water pixels to water pixels.
The flooded areas can also be expressed as follows:
NIR / REDA -  NIR / REDB < Tc and NIR / REDA < T0 (5-5)
where NIR/REDa is the ratio of near infra-red and red bands of after-flooding image, 
NIR/REDb is the ratio of near infra-red and red bands of before-flooding, Tc is the 
threshold that detect the changes from water to non-water and To is the threshold that 
separate water and non-water pixels from the after-flooding image.
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5.2.4 Post-Classification Comparison
Four supervised classification methods are investigated for flood detection with 
multispectral images. The four classification methods are Parallelepiped, Maximum 
Likelihood, Minimum Distance and Mahalanobis Distance [95]. These methods are 
applied to a pair of images to detect water, and then pixel-by-pixel image differencing 
is performed to find the flooded areas.
The parallelepiped classifier uses the thresholds of each class signature such as the 
mean to determine if a given pixel falls within the class or not. The thresholds specify 
the dimensions (in standard deviation units) of each side of a parallelepiped 
surrounding the mean of the class in the feature space. If the pixel falls inside the 
parallelepiped, it is assigned to the class. The parallelepiped classifier is typically used 
when high speed is required.
The maximum likelihood classification is one of the most common supervised 
classification methods used with remote sensing image data. The decision rule used in 
maximum likelihood classification, the g,(x) or discriminant function is expressed as 
follows:
g i(x) = \ np ( x \ w i) + \np(wi) (5-6)
where Inis natural logarithm, p (x |w ,)is  the probability distribution of class w.( to 
find x and p(W/ ) is the probability of class w;-.
Pixel x belongs to class w( i f :
gi (x)>gj (x)  for j * i  (5-7)
The discriminant function for the minimum distance classifier is described as:
d(x , m. )2 = (x -  mi )' (x -  m(.) (5-8)
and the discriminant function for the mahalanobis distance classifier is described as: 
d(x,  m, )2 = (x -  in; )' C_1 (x -  mt) (5-9)
where x is the position of the pixel to be classified, m is the mean of the classes and 
C is the covariance matrix of the classes.
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Pixel belongs to class w, i f :
xeWj  if d(x,mi)2 > d(x,mj )2 for j ^ i  (5-10)
5.2.5 Comparison of Methods
Table 5-2 shows the comparison of each of the methods described above 
emphasising their advantages and disadvantages. All of the compared methods are 
based on pixel-to-pixel operation, thus, all of the methods here are sensitive to 
registration errors. The main difference between them is the method used to identify 
water pixels against non-water pixels. NIR differencing is the simplest method that 
performs image differencing on a NIR band. It is a fast method; however, it is very 
sensitive to differences of atmospheric condition, reflection of sun and water 
turbidity. Meanwhile, NDVI differencing method is more robust to NIR differencing 
in term of stability against differences such as atmospheric condition and reflection of 
sun. Similar to NDVI differencing, NIR/Red differencing method uses the NIR and 
Red band to detect water pixels.
The accuracy is calculated by comparing the resulting flood detected images from 
different methods to the ground truth image. The confusion matrix or known as error 
matrix [96] is used to estimate the omission error, commission error and the overall 
accuracy as shown in Table 5-3.
Table 5-2: Comparison selected flood detection methods
Method Advantages Disadvantages
NIR differencing Simple direct image 
differencing as water is 
very dark in NIR band.
Not robust to variations in 
sun illumination, 
atmospheric conditions 
etc.
Sensitive to registration 
errors due to pixel-to- 
pixel comparison.
NDVI differencing Stability to variation of 
atmospheric conditions, 
reflection of sun and water 
turbidity
Sensitive to registration 
errors due to pixel-to- 
pixel comparison.
NIR/Red differencing Stability to variations of 
atmospheric conditions, 
reflection of sun and water 
turbidity
Sensitive to registration 
errors due to pixel-to- 
pixel comparison.
Supervised classification 
(parallelepiped, maximum 
likelihood, maximum
The classification result is 
based on the training data.
Accuracy depends on the 
results of the supervised 
classification. Sensitive to
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registration errors due to 
pixel-to-pixel comparison.
distance, Mahalanobis 
distance)
Table 5-3: Confusion error matrix for measuring the accuracy of the flood detection methods
'"-^Ground Truth
Detection^^s.
Results
Flood No Flood
Flood Correct Detection False Positive 
(Commission Error)
No Flood False Negative 
(Omission Error)
Correct Detection
The selected flood detection methods are tested on tile number 6, 10 and 18 of the 
Sumatra data set (see Appendix A and B). Figure 5-4(a)-(b), Figure 5-5(a)-(b) and 
Figure 5-6(a)-(b) show these test images. The resulting flood detection images are 
shown in Appendix C.
■\
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(a) (b)
Figure 5-4: Tile number 6 of the Sumatra data set. (a) The image tile of the scene before-flooding 
(Image courtesy of USGS) (b) The image tile of the scene after-flooding (Image courtesy of SSTL)
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%
Figure 5-5: Tile number 10 of the Sumatra data set. (a) The image tile of the scene before­
flooding (Image courtesy of USGS) (b) The image tile of the scene after-flooding (Image courtesy
of SSTL)
(a) (b)
Figure 5-6: Tile number 18 of the Sumatra data set. (a) The image tile of the scene before­
flooding (Image courtesy of USGS) (b) The image tile of the scene after-flooding (Image courtesy
of SSTL)
Table 5-4, Table 5-5 and Table 5-6 show the accuracy results of the selected flood 
detection methods when applied on the test images of tile number 6, 10 and 18 
respectively.
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Table 5-4: Flood detection accuracy assessment for the image test set of North Sumatra, 
Indonesia, tile 6
Method Commission 
Error (%)
Omission 
Error (%)
Overall 
Accuracy (%)
NIR differencing 64.38 1.22 89.36
NDVI differencing 90.12 3.86 83.27
NIR/Red differencing 31.05 7.04 89.38
Parallelepiped 23.46 25.45 74.85
Minimum Distance 35.93 1.82 93.09
Mahalanobis Distance 33.36 1.99 93.33
Maximum Likelihood 46.71 1.31 86.56
Table 5-5: Flood detection accuracy assessment for the image test set of North Sumatra, 
Indonesia, tile 10
Method Commission 
Error (%)
Omission 
Error (%)
Overall 
Accuracy (%)
NIR differencing 65.19 6.60 88.82
NDVI differencing 84.95 5.29 88.48
NIR/Red differencing 53.89 9.86 86.70
Parallelepiped 46.31 17.51 80.23
Minimum Distance 60.13 10.17 85.92
Mahalanobis Distance 63.68 2.50 92.72
Maximum Likelihood 59.33 2.61 92.95
Table 5-6: Flood detection accuracy assessment for the image test set of North Sumatra, 
Indonesia, tile 18
Method Commission 
Error (%)
Omission 
Error (%)
Overall 
Accuracy (%)
NIR differencing 2.79 7.24 93.17
NDVI differencing 29.24 1.89 95.60
NIR/Red differencing 1.63 5.80 94.58
Parallelepiped 59.62 3.29 91.54
Minimum Distance 65.59 9.68 85.20
Mahalanobis Distance 84.56 3.29 89.26
Maximum Likelihood 72.70 3.53 90.13
The estimated memory consumed and the total processing time to perform the 
different flood detection methods are also evaluated. Table 5-7 shows the results of 
this computing performance evaluation. The processing time in the table shows the 
time needed to process a pair of 500 x 500 pixels image on a 1.3 GHz Pentium M
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processor with 256 MByte RAM. The differences in the number of bands used in 
each flood detection method affect the processing time. The calculations of the post­
classification comparison methods use three bands (NIR, Red and Green). The NDVI 
and NIR/Red differencing methods use two bands (NIR and Red), and the NIR band 
differencing uses only the NIR band. Thus, the NIR band has the fastest processing 
time because it uses only one band of the images.
Table 5-7: Computing performance of processing a pair of images of 500x500 pixels each
Algorithm Estimated Memory (MB ytes) Proc. Time at test 
machine (sec)Image
Data
Variables Total
NDVI differencing 9.53 0 9.53 1.06
NIR band differencing 5.72 0 5.72 0.04
NIR/Red differencing 9.50 0 9.50 1.04
Parallelepiped 17.16 0 17.16 3.71
Maximum Likelihood 17.16 2 19.16 37.51
Minimum Distance 17.16 1 18.16 7.34
Mahalanobis Distance 17.16 1 18.16 20.64
5.3 Design of an On-Board Flood Monitoring System
The on-board flood monitoring system introduced in this section is an extension of 
the proposed automatic change detection system presented in Section 4.2 with some 
added components as seen in Figure 5-7. The added components in the flood 
monitoring system are flood detection, GPS reflectometry, and weather data.
5.3.1 Flood Detection
As the flood detection method is a special case of change detection (finding 
changes of non-water to water areas), the flood detection process is performed in the 
change detection processing block. The proposed automatic change detection system 
as presented in Section 4.2 uses tile information instead of single pixel information for 
decision making. In the flood monitoring process here, this concept is modified to 
detect flood.
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Figure 5-7: Block-diagram of the proposed on-board flood monitoring system
The detailed block-diagram of the flood detection processing block in the 
proposed system is presented in the Figure 5-8. Similar to the change detection block 
in Figure 4-6, the input for the flood detection processing block is the reference image 
tile and the sensed image tile that has been registered in the image registration 
processing block. From the evaluation of the flood detection methods in section 5.2, 
the NIR/Red differencing method gives the best results among the other tested 
method. Based on this observation, the change detection process in the flood detection 
block is performed on the ratio image of the NIR and Red bands using the proposed 
change detection scheme as proposed in Section 4.2.1.4 whereby the process 
generates a degree of change value for each pair of NIR/Red image tiles. The degree 
of change becomes the input to the fuzzy inference engine that decides if the tile is 
considered flooded or not.
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Figure 5-8: Block-diagram of the flood detection processing block
5.3.2 Fuzzy Inference Engine
One of the reasons for using the fuzzy logic approach is to reduce errors during 
water detection caused by ambiguous data. Fuzzy membership functions are 
employed, instead of crisp data, which provides a better means of dealing with 
ambiguity. For example the NIR/Red differencing method uses the ratio of the near- 
infrared and red band images to detect water [141]. Image pixels are determined as 
water if the ratio of near-infrared and red band pixel values is lower than a certain 
threshold. As discussed in Section 5.2.3, To, the threshold that separates water from 
non-water pixels, is not well defined and this leads to ambiguity in the interpretation 
of water and non-water pixels. It is expected that by using fuzzy logic the errors 
caused by wrongly selecting To will be reduced.
If we are using T0 to threshold the pixels, some ambiguous pixels would be 
wrongly classified as water or non-water. However, using fuzzy logic, not only the 
water and non-water pixels but ambiguous pixels can also be considered in the flood 
detection process. The pixel values can be either water, ambiguous or non-water. The 
membership function will define how close the ambiguous pixels are to either water 
or non-water pixels. Figure 5-9 shows an example of the membership function for the 
pixel values of the image input to the inference engine. The output of the fuzzy 
inference engine will not be just flooding or not flooding, but it will be expressed in 
terms of fuzzy sets, for example, “no alert”, “medium-strength alert” and “high- 
strength alert”, depending on the input, as shown in Figure 5-10.
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Figure 5-9: Membership function plot of the inference engine input
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Figure 5-10: Membership function plot of the inference engine output
Other than using the pixel values of NIR/Red of the image tiles, different inputs 
can be used as the input for the fuzzy inference engine to generate the flood alert as 
shown in Table 5-8. The second choice of input data for the fuzzy inference is the 
index for each tile. The index is a certain feature or indicator for each image tile, for 
example, a classifier is used to classify an image tile. Then, the identified features 
become the input for the fuzzy inference engine. This option has the advantage over 
the first option that uses pixel-to-pixel comparison. The third option is by combining 
the options 1 and 2 with GPS reflectometry that has the ability to penetrate cloud, 
which is discussed further in the next section. A transformed image, for example 
using Fourier Transform, can be used as the input for the fuzzy inference engine too.
flood alert, strength
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However, this needs to be investigated further as the Fourier transformation is a huge 
area of research itself. The last choice for the input data for the fuzzy inference engine 
is the degree of change which is introduced in Section 4.2.1.4.
Table 5-8: Different input data for the fuzzy inference engine to monitor flood
No. Input data Description
1 Pixel value of NIR/Red for tile 
1 and 2
The rules will determine if each pixel is flooded 
or not.
2 Index for each tile An index is calculated for each tile, so no pixel- 
to-pixel comparison is performed
3 Combination of two inputs 
above with GPS reflectometry 
signals
Same as above with added advantages of 
immunity to cloud cover
4 Frequency information of the 
tile (e.g. Fourier Transform for 
each tile)
Alternative way of processing instead of using 
spatial information.
5 Degree of change A value that represents the differences between 
two images of the same band.
Figure 5-11 shows the flow of data in the proposed flood detection processing 
block. In the figure, we choose to use the degree of change of each image tile as one 
of the inputs to the fuzzy inference engine. The degree of change is calculated in the 
Hood detection block. It can be seen here that it is similar to the fuzzy inference 
engine block in the proposed change detection system as illustrated in Figure 4-12, 
but with extra added input, GPS reflectometry. The GPS reflectometry is a novel way 
of using bistatically reflected GPS signals to a detect water surface [142].
Degree of
change
Percentage Fuzzy Inference
of cloud Engine
G P S
reflectometry
High-strength alert 
Medium-strength alert 
No alert
Figure 5-11: Data flow in the decision making processing block with a GPS reflectometry input
5.3.3 Using GPS Reflectometry for Flood Detection
The method of using bistatically reflected global navigation satellite system 
(GNSS), such as the Global Positioning System, as a means of sensing the Earth has
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been advancing rapidly in recent years. This technique is based on the principle of 
detecting GNSS signals after they have been reflected from the Earth’s surface and 
using them to determine remotely the properties of the reflecting surface.
Research into the possibility of using this technique from spacecraft altitudes was 
carried out using the passive GPS bistatic radar experiment included on the UK-DMC 
satellite [142]. Experimental results with detailed description of this work are 
presented in [143].
As GPS signals travel across the surface they are detectable in LEO using a 
modified GPS receiver. The potential of using this method for water detection in land 
surface is illustrated in Figure 5-12. In Figure 5-12(a), the circles denote the reflection 
points of the GPS signals. The Missouri river can be seen intersecting the line of 
reflection points at second 2. As the signal traverses the surface it responds to surface 
features, including near surface water as demonstrated in Figure 5-12(b). The spikes 
near the 12th and 15th seconds are probably due to the crossings of a river. It is also 
probable that the increase in signal power observed over this general region (between 
seconds 12 and 17), are due to the increased presence of water around the rivers 
present in these areas.
Two double imaging tasks (optical imaging and reflectometry data collection at 
the same time) were scheduled for UK-DMC on the January 19th and 22nd 2007 to 
demonstrate the use of both the optical imagers and the GPS receiver on board for 
flood detection. The initial plan for these imaging tasks was to collect data over the 
flooded areas near Naga, Philippines. Unfortunately, during the data collection, the 
flood has already receded. The areas were heavily cloud covered on the 22nd January 
as shown in Figure 5-13 and it seemed useless to perform flood detection using the 
optical imaging alone.
However, the GPS reflectometry data collection was successful on the both dates 
of the January 19th and 22nd 2007. The reflectometry data collection locations can be 
seen in the Google Earth image as shown in Figure 5-14. The Google Earth image 
shown here is the same area shown in Figure 5-13. The numbers and the crosshairs 
denote the time in seconds and position of the reflection points picked up by UK- 
DMC.
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Figure 5-12: The path of a reflected GPS signal across 19 seconds of data, a) Google Earth image 
showing the path of a reflected GPS signal (Image courtesy of Google Earth) b) The peak power 
returned (with estimated height contour) over the entire data collection
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Figure 5-13: UK-DMC multispectral image over near Naga, Philippines on the 22nd January 
2007. It is clearly seen here that the areas are almost covered with cloud (Image courtesy of
SSTL.)
Figure 5-14: Google Earth image of the GPS reflectometry data collection using UK-DMC on the 
January 19th (left) and January 22nd (right) ( Image courtesy of Google Earth)
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The variations of the signal magnitude for January 19lh and January 22nd data 
collection are shown in Figure 5-15 and Figure 5-18 respectively. These signals were 
all detected using ground processing on down linked raw data sets as captured by the 
on-board data recorder. The processing involved in detecting the signals is discussed 
in [143].
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Figure 5-15: A GPS reflectometry signal and height contour over 20 seconds of data, January 19,
2007. Courtesy of [144].
For the data on the January 19th as in Figure 5-15, there are obvious spikes 
between the 9 and 10 seconds and also between 15 to 17 seconds. These observations 
are caused by the passing between water and land as seen in Figure 5-16 and Figure 
5-17.
January 19 2007, Signal Peak vs Time
Figure 5-16: Google Earth image of the GPS reflectometry data collection using UK-DMC on the 
January 19th between 9 and 11 seconds (Image courtesy of Google Earth)
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Figure 5-17: Google Earth image of the GPS reflectometry data collection using UK-DMC on the 
January 19th between 15 and 19 seconds (Image courtesy of GoogleEarth)
Meanwhile, the 22nd January data has some interesting features regarding to the 
peaks and the observations from the image. The peak between the 8th and 10th 
seconds is caused by the passing over the river. This occurrence can be seen in Figure 
5-19, where there is passing of a river in this period of data collection which probably 
caused the spike in the signals. There is also a peak on the 3rd second. However, as 
shown in Figure 5-14, there is no crossing of water to land on the 3rd second. Possible 
speculation why there is a peak on the third second is probably due to the error causes 
by wrong information of GPS location of the collected data that causes the location to 
be shifted [145].
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January 22 2007, Signal Peak vs Time
Figure 5-18: A GPS reflectometry signal and height contour over 20 seconds of data, January 22,
2007 [145]
Figure 5-19: Google Earth image of the GPS reflectometry data collection using UK-DMC on the 
January 22ml between 8 and 10 seconds (Image courtesy of Google Earth)
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Figure 5-20: Google Earth image of the GPS reflectometry data collection using UK-DMC on the 
January 221"1 between 15 and 17 seconds (Image courtesy of Google Earth)
5.3.4 Additional Information Sources
To increase the effectiveness of the on-board flood monitoring system, we 
propose to use live weather data updates from different sources such as from 
meteorological satellite via a crosslink or from ground databases. This is a new area 
of research that is very promising and should be investigated further.
Another method to increase the effectiveness of the on-board flood monitoring is 
the ability to measure the land and water depth from space. One way to do this is by 
using the digital elevation model (DEM). DEM is a representation of the topography 
of the Earth or another surface in digital format by coordinates and numerical 
descriptions of altitude. The information is stored in a raster format, where the map is 
normally divided into rectangular pixels and the elevation of each pixel is stored
[146]. This shows that DEM is a potential source of data to be used with the proposed
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system, together with other input data for the fuzzy inference engine to improve the 
decision making on board the satellite.
5.4 System Implementation
This flood monitoring system is implemented using Matlab on tile 6, 10 and 18 of 
the Indonesia data sets. As with the proposed on-board change detection system 
presented in Chapter 4, the fuzzy inference engine is implemented using the Matlab 
Fuzzy Logic Toolbox. Section 5.3.2 outlines the use of different kind of data types as 
inputs to the fuzzy inference engine to a make decision if the image tile is flooded or 
not. In this research work, the proposed flood monitoring system uses two input 
variables: degree of change and water feature as the inputs to the fuzzy inference 
engine as illustrated in Figure 5-21. The degree of change is calculated from the 
image ratio of NIR and Red bands. The water feature is from the Red band of the 
after-flooding image.
Figure 5-21: Fuzzy inference engine inputs used in the performance evaluation experiment
As explained in Section 4.2.1.4, the degree of change can be calculated via three 
options: 1) percentage of changed pixel for each tile, 2) correlation coefficient for 
each tile, and 3) mean for each tile. While in Section 4.2.1.4 only the absolute values 
are used as the degree of change, for flood monitoring, the negative values of the 
degree of change are also used to construct the membership function of the input to 
the fuzzy inference engine. This is because the sign of the degree of change gives 
information on the direction of the changes, which in this case is the change from 
non-water to water. Using the image ratio of NIR and Red bands, the negative 
difference of the image ratio would yield a non-water to water change as the values of 
NIR/Red is lower when water exists. Thus, the membership function for the degree of 
change is constructed according to Figure 5-22. Three membership functions for the
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input variable ‘degree-of-change ’ are high-change, medium-change and low-change. 
The membership function of high-change is in the range of negative values because it 
represents changes of non-water to water. Medium-change and low-change represent 
different degree of values of the image ratio.
In the previous section, the potential use of GPS-reflectometry to detect water and 
its use as an input for the fuzzy inference engine was discussed. It is good to have this 
tested in the proposed system; however, since there is no availability of relevant GPS 
reflectometry data with the flood data set, the image ratio of the NIR and Red band 
for the sensed image is used. The mean of the image ratio values of the NIR and Red 
band is used to determine if the tile contains water or not. The literature suggests that 
NIR/Red<2 is always used as the threshold to separate water and non-water [63]. 
Thus, to construct the membership functions of this input variable, the values in the 
range of 0 to 6 are selected, with the water membership function being in the range of 
values below 2. The membership functions for this input variable are depicted in 
Figure 5-23. The output variable, control-signal, as illustrated in Figure 5-24, is 
similar to the output variable presented in Section 4.2.1.5.
input variable "degree-of-change"
Figure 5-22: Fuzzy membership function for the input variable “degree-of-change”
input variable "afterfeature"
Figure 5-23: Fuzzy membership function for the input variable “water-feature”
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Membership function plots
output variable "control-signal"
Figure 5-24: Fuzzy membership function for the output variable “control-signal”
5.5 Performance Evaluation
The same data sets used in the flood detection performance evaluation presented 
in Section 5.2.5 are also used to evaluate the performance of the proposed system. 
The ground truth images for these Sumatra data sets are generated by visual 
inspection manually, since there are no ground truth images available for these 
datasets. These ground truth images for tile 6, 10 and 18 of the Indonesia data sets are 
illustrated in Figure 5-25(a), Figure 5-26(a) and Figure 5-27(a) respectively. The 
white areas on the ground truth images represent the flooded areas and the black areas 
are not flooded.
The test image tiles are tiled further into 625 small sub-tiles with the size of 20x20 
pixels that represents an area of 640m2 (32m GSD). The flood detection process is 
performed on these image tiles. The output of the system, which are the control alerts 
(high-strength-alert, medium-alert and no-alert), are generated according to these 
image tiles. The resulting image for tile 6 as shown in Figure 5-25(b) depicts the sub­
tiles that generated high-strength-alert and medium-alert tiles as the flooded areas and 
the sub-tiles that generated no-alert output as the black areas. The results for tile 6 are 
summarised in Table 5-9. The resulting output for the system for each image tiles are 
compared with the ground truth image tiles. In Table 5-9, it can be seen that the 
system has generated high-strength-alert to 63 flooded image sub-tiles and 10 non­
flooded image sub-tiles; medium-strength-alert to 7 flooded image sub-tiles and 4 
non-flooded image sub-tiles; and no-alert to 25 flooded image sub-tiles and 516 non­
flooded image sub-tiles. These results show that the system has detected most of 
flooded image tiles and non-flooded image tiles correctly.
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(a) (b)
Figure 5-25: Ground truth and the results for image tile 6. (a) Generated ground truth image, (b) 
Results of the flood monitoring system for the image tile. (Black areas denote the unchanged
areas)
Table 5-9: Confusion matrix of the proposed system with fuzzy inference of test image Sumatra, 
Indonesia (tile 6)
Ground truth
Flooded Not flooded
High-
strength-
alert
63 10
Medium-
strength-
alert
7 4
No alert
25 516
Figure 5-26(a) illustrates the ground truth for the image tile number 10. Figure 
5-26(b) shows the corresponding results of the flood monitoring system, with the 
black areas denoting the unchanged areas. Table 5-10 shows the results based on the 
ground image in Figure 5-26(a). It can be seen that the system has generated high- 
strength-alert to 14 flooded image sub-tiles and 10 non-flooded image sub-tiles; 
medium-strength-alert to 5 flooded image sub-tiles and 2 non-flooded image sub-tiles; 
and no-alert to 31 flooded image sub-tiles and 562 non-flooded image sub-tiles.
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(a) (b)
Figure 5-26: Ground truth and the results for image tile 10. (a) Generated ground truth image, 
(b) Results of the flood monitoring system for the image tile. (Black areas denote the unchanged
areas)
Table 5-10: Confusion matrix of the proposed system with fuzzy inference of test image Sumatra, 
Indonesia (tile 10)
Ground truth
Flooded Not flooded
High-
strength-
alert
14 10
Medium-
strength-
alert
5 2
No alert
31 562
The ground truth image for the final data set is shown in Figure 5-27(a) and its 
corresponding resulting image in Figure 5-27(b). Table 5-11 shows the results with 
the ground truth image in Figure 5-27(a). It can be seen that the system has generated 
high-strength-alert to 34 flooded image sub-tiles and 15 non-flooded image sub-tiles; 
medium-strength-alert to 4 flooded image sub-tiles and 3 non-flooded image sub-tiles; 
and no-alert to 29 flooded image sub-tiles and 539 non-flooded image sub-tiles.
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(a) (b)
Figure 5-27: Ground truth and the results for image tile 18. (a) Generated ground truth image, 
(b) Results of the flood monitoring system for image tile. (Black areas denote the unchanged
areas)
Table 5-11: Confusion matrix of the proposed system with fuzzy inference of test image Sumatra, 
Indonesia (tile 18)
Ground truth
Flooded Not flooded
High-
strength-
alert
34 15
Medium-
strength-
alert
4 3
No alert
29 539
The accuracy for each data set is determined by calculating their commission 
error, omission error and the overall accuracy against the ground truth. This is done 
by comparing the high-strength-alert and medium-strength-alert with the flooded 
ground truth and no-alert with the not-flooded ground truth as detailed in Section 
5.2.5, Table 5-3.
The accuracy results for these datasets are depicted in Table 5-12. From the table, 
it can be seen that the proposed method has generated results with high overall 
accuracy of more than 90% for all the tested datasets and low omission errors. 
However, the downside is the relatively higher commission errors. These high 
commission errors are also seen in most of other flood detection methods that were
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tested before. This is probably due to the use of medium resolution satellite images 
(32 m GSD) in which the pixels may represent more than one feature. Figure 5-28, 
Figure 5-29 and Figure 5-30 show the charts that compares the accuracy of the 
proposed method with the other flood detection methods. In the figures, it can be seen 
that most of the methods have high commission errors and low omission errors. The 
proposed method has successfully generated high overall accuracy on all of the three 
datasets, and lower commission error than generated by the four classification 
methods (parallelepiped, minimum distance, mahalanobis distance and maximum 
likelihood).
Table 5-12: Accuracy assessment of the proposed flood monitoring system on the three data sets
Datasets
Commission 
error (%)
Omission 
error (%)
Overall
accuracy
(% )
Tile 6 16.67 4.62 93.76
Tile 10 40.63 5.23 92.96
Tile 18 31.58 5.11 92.48
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Figure 5-28: Comparison of the accuracy results of the proposed method with the other flood
detection methods for tile 6
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-♦— omission error 
-m — commission error 
overall accuracy
Methods
Figure 5-29: Comparison of the accuracy results of the proposed method with the other flood
detection methods for tile 10
Methods
-♦— omission error 
-m —  commission error 
overall accuracy
Figure 5-30: Comparison of the accuracy results of the proposed method with the other flood
detection methods for tile 18
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5.6 Applications of the Proposed Architecture
As the proposed flood monitoring system detects flood, not to predict flood, the 
system can not give warnings before the flooding has occurred. The system can 
provide fast information on the flooding areas as they are occurring. The application 
of the proposed on-board flood monitoring system is presented here as a tool to 
facilitate the flood emergency response missions.
Figure 5-31 shows how the system is applied to a flood emergency response 
mission using UK-DMC satellite. In this application, the emergency response process 
starts when the ground station transmits the schedules for imaging tasks on the 
flooded areas. When the satellite reaches the flooded areas, the imagers on board the 
satellite scan the areas and store the resulting images in the buffer memory. Then, the 
on-board flood monitoring system process the new image by performing image tiling, 
registration, change and flood detection, and decision making using the on-board 
fuzzy inference engine.
1
Figure 5-31: Application for the proposed on-board flood monitoring system
The fuzzy inference engine on board the satellite generates different strengths of 
alert: high-flooding, low-flooding or no-flooding on each of the image tiles. For UK- 
DMC satellite, each image tiles represent an area of 640m2 if 20x20pixels size is used 
as the image tile size. The on-board flood monitoring system transmits the strength of
3 On-board system process the captured 
image
Transmits commands 
to capture the are^s that 
have been
Change map, best route 
for emergency 
response
Ground
station
Flooded
areas
Emergency 
response team
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flood alert to each area of 640m2 to the ground station that later alerts the emergency 
response team. The image tiles with high-alert signal go to the image compression 
processing and are transmitted to the ground station for generation of flood map that 
can be used for fast flood risk analysis.
The application of the proposed flood monitoring system can be improved if the 
satellite can forecast the next flooding event so that a faster emergency response can 
be applied. This can be done by implementing a forecasting system on board the 
satellite or by taking forecasted information from the ground station.
5.7 Conclusions
It is undeniable that flood can cause much devastation to infrastructure and human 
lives. Therefore, it is important to have a system to manage flood, as in flood 
monitoring. An effective flood monitoring system should be able to predict the next 
flood events, give early warnings and assess the risk of future flooding. The flood 
monitoring process is normally done by compiling historical data of causes of flood 
such as river level and rainfall distribution to predict the next flooding event. 
Monitoring flood using satellite images works by detecting flood areas in the images 
to assist with assessing the damages. In a conventional flood monitoring system, the 
flood detection process is performed after receiving the satellite images, which are 
normally transmitted after the flooding event has already receded.
This chapter has presented the proposed design of an on-board flood monitoring 
system for small satellites. The system is an extension to the proposed on-board 
automatic change detection system as described in Chapter 4. The additional 
components in the on-board flood monitoring system are the flood detection, GPS 
reflectometry and weather data updates. The flood detection block consists of water 
detection and the novel change detection method presented in Section 4.2.1.4. The 
output of the flood detection block is a degree of change that becomes the input to the 
fuzzy inference engine.
The fuzzy inference engine in the proposed on-board flood monitoring system 
functions as the decision maker for the pair of image tiles to determine if the area is 
flooded or not. The advantage of using the fuzzy inference engine is that it includes 
ambiguity pixel information such as mixture of water and non-water pixels. Accuracy 
assessment of using the fuzzy inference engine to detect flood has shown that it
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outperforms the other tested flood detection methods. Another advantage of using the 
fuzzy inference engine is that many different types of input can be used in the system 
to support the results of the decision making.
This research proposes to use the degree of change from the flood detection block 
as one of the inputs, due to its robustness to misregistration errors, as demonstrated in 
Section 4.2.1.4. Another potential input for the fuzzy inference engine, GPS 
reflectometry data, has shown to be an effective method to detect water even in cloud 
covered images. However, this method needs to be investigated further as there are 
some uncertainties. It is an excellent opportunity of having a radar-imager capability 
on board a small satellite, which currently is a scarce resource in the small satellite 
technology.
The performance results of the proposed on-board flood monitoring system show 
that the system has performed with high overall accuracy of above 90%. However, the 
proposed system is only tested on a set of UK-DMC and Landsat satellites images. It 
has not been evaluated to other types of image data or any other type of natural 
disasters. In order to make it applicable to other types of natural disaster, for instance, 
forest fire; different types of inputs such as thermal data and infrared image are 
needed.
The proposed system might not be useful yet for generating quick flood warning 
alerts before the flooding triggered as the system can only detect flood after it has 
already happened. If there is a flooding disaster, the system can be useful in an 
emergency response mission by providing fast updated images of the areas that have 
been affected. Moreover, the satellite can facilitate the emergency response mission 
by making its own decision automatically to schedule more imaging task so that the 
satellite can capture more images of the effected areas.
As a conclusion, the feasibility study in this chapter has shown that an on-board 
flood monitoring system could be designed for small satellites. It has been 
recommended in order to increase the effectiveness of the flood monitoring system, 
additional sources of information should be used such as weather data and DEM data 
from meteorological satellites via crosslink and ground databases respectively.
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Chapter 6 
Conclusions and Future Work
This thesis presents a novel research study which investigates and designs a new 
intelligent on-board image processing framework for small EO satellites. The research 
results have demonstrated the feasibility of having a change detection system on 
board a small satellite. An image tiling method and a fuzzy inference engine are 
employed to help the decision making process. The proposed change detection 
framework is further tailored to the application of flood monitoring based on tile-by- 
tile detection of flooded areas. This chapter concludes this research work.
6.1 Summary of Conclusions
Currently there are many organisations that launch their satellites with image 
processing units to enable on-board image processing. Chapter 2 reviews the optical 
imaging payload processing units for small EO satellites. It concludes that change 
detection is one of the main functions of image processing that is important for future 
satellites mission. However, the current satellites, especially the small EO satellites 
are lacking such capability. Therefore, this research work investigates the current 
techniques to perform change detection and develops an intelligent change detection 
system for UK-DMC, a small EO satellite. The literature review also concludes that 
the development of HPC for satellites such as multi-core and parallel processing is 
necessary for future satellite missions. It is interesting to see how is the performance 
of parallel processing in the on-board intelligent change detection system. Thus, a 
parallel processing architecture is designed to be used for the intelligent change 
detection system.
The investigation of two important steps in an automatic change detection system, 
image registration and change detection, is presented in Chapter 3. It is found from 
the experimental image registration results that linear point mapping is the best among 
the tested methods. The experimental results on change detection show that all of the
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tested methods successfully detect changes on a perfect pair of image data i.e. no 
misalignment or noises, however, they under perform in the presence of 
misalignment. The investigation has identified the need of a change detection method 
that can overcome the pixel-to-pixel comparison problems ensuring an effective on­
board change detection system.
Chapter 4 presents a new on-board change detection system. Image tiling and a 
fuzzy inference engine are introduced in the system to overcome the problems caused 
by direct pixel-to-pixel comparison. An accuracy assessment is carried out which 
shows that the proposed change detection method performs better than the image 
differencing method, even if there is a misregistration error. A database is proposed to 
be used employing a hard disc drive which can be updated based on the change 
detection analysis output. The evaluation performance shows that the proposed 
system is suitable to be implemented if a high-performance computing approach is 
used on board. A parallel multi-processor architecture is implemented to take 
advantage of using the tile-by-tile processing.
An investigation of current flood detection methods is carried out in Chapter 5, 
which shows that flood detection methods are sensitive to misregistration errors, 
similar to change detection methods. The definition of the threshold that separates 
water and non-water pixels is also identified as a common problem for flood detection 
methods. A novel on-board flood monitoring system based on the proposed on-board 
change detection system in Chapter 4 is developed, which decreases the effects of 
these problems. Accuracy assessments of using the fuzzy inference engine show that 
it achieves optimal results on a par with the other tested flood detection methods. 
Another advantage of the proposed fuzzy inference engine is that it can receive 
different types of input to support the decision making process. GPS reflectometry is 
proposed to be used with the fuzzy inference engine as it penetrates cloud. Additional 
sources of data such as weather data updates from meteorological satellites or 
terrestrial flood forecasting systems are identified which can also be incorporated with 
the system to increase its effectiveness.
6.2 Novelty of Research
This research work has demonstrated the feasibility of having a change detection 
system on board small satellites using an image tiling method and fuzzy inference
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engine to assist the decision making process. The proposed change detection 
framework is expanded to serve the purpose of flood monitoring which is the first 
attempt to design such a system ever. This research work has accomplished the 
following novel contributions to the existing body of knowledge:
• Development of a Novel On-Board Change Detection Model that is Robust 
against Misregistration
A change detection model using image tiling is proposed which increases the 
efficiency of change detection in the presence of misregistration in the images. 
Different from the conventional pixel-to-pixel change detection process, the proposed 
change detection method compares the reference and sensed image tile to generate a 
degree-of-change value before thresholding them into change and not-change image 
tile. Three strategies are proposed to calculate the degree of change based on: the 
percentage of change for each image tile, the correlation coefficient, and the 
difference of the means for each tile. The evaluations of these three options of 
calculation of the degree-of-change show that the proposed change detection model 
has a better accuracy than the pixel-to-pixel image registration method. In particular, 
while the existing image differencing method fails to detect changes in the present of 
misregistration having the overall accuracy of 2% and high commission error of 99%, 
the Option2 and 3 methods have significantly higher accuracy of 79% to 87% and 
lower commission errors than the image differencing method.
• Evaluation of Current Image Registration, Change Detection and Flood 
Detection Methods for Use the in Small EO Satellite Platform
This thesis evaluates the current methods of image registration, change detection 
and flood detection that can be used with multispectral satellite images. Currently, this 
is the only work that has ever been done on evaluating these three sets of methods in 
terms for their computing performance targeting for small EO satellite platform.
• Design of a Novel On-Board Change Detection Framework
This thesis proposes a new conceptual framework for on-board change detection, 
which is system targeted at the small EO satellite platform. Currently, the closest 
research on on-board change detection using satellite images is the Autonomous
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Sciencecraft Experiment by NASA JPL. However, the approach proposed in this 
thesis is different as the design of the proposed on-board change detection system is 
targeted at the small EO satellite platform. Also, the system features the novel concept 
of a fuzzy inference engine for efficient decision making allowing different data types 
to be used for the decision making process such as cloud cover. The fuzzy inference 
engine has the advantage of considering ambiguity information in the image tiles, 
which is the main problem in the traditional pixel-to-pixel change detection methods. 
The accuracy assessment of using the fuzzy inference engine has shown higher 
overall accuracy compared to the image differencing method.
Another advantage of the fuzzy inference engine is that it generates alert signals 
with different strength which control the subsequent task in the payloads. The 
proposed on-board change detection system also introduces and outlines the novel 
concept of using hard disc drives as on-board imaging database for small satellites 
implementation.
Parallel processing using COTS general processors is proposed to be used for the 
implementation of the system in the satellite. The implementation of the proposed 
system in Matlab is evaluated showing that the system is able to successfully process 
the input images in less than the required time frame of 86 minutes.
• Development of a New On-Board Flood Monitoring System
A new on-board flood monitoring system for small EO satellites is developed as a 
result of this PhD project. Based on the proposed on-board change detection 
framework, the on-board flood monitoring system also contains a change detection 
processing block and a fuzzy inference engine; however, the data inputs to those 
blocks are different. The change detection processing block receives input from the 
water detection block, while the fuzzy inference engine receives additional data inputs 
for decision making. The use of GPS reflectometry is proposed to be used as the 
input to the fuzzy inference engine as it can sense water even when the area is covered 
by cloud. The fuzzy inference engine also provides flexibility in the future to add 
more sophisticated inputs such as DEM to measure water depth and weather data to 
improve the decision making process. The accuracy assessment of the on-board flood 
monitoring system using the NIR and Red bands as the inputs for the flood detection
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processing shows that the proposed system is able to detect flood with higher 
accuracy than the existing flood detection methods.
6.3 Future Work
These areas are suggested as the potential subjects to be explored as the future 
work:
• Fault-Tolerant Change Detection Framework
The proposed change detection framework is tested for its robustness against 
misregistration errors and its computing performance in a small EO satellite platform. 
However, as with other space applications, a fault-tolerant system is vital to ensure 
the effectiveness of an on-board satellite system [147]. As the thesis does not test the 
proposed change detection framework against fault such as SEU, further study on the 
effects of SEU should be carried out in the future.
• Application to Other Satellite Images
This thesis has tested the proposed change detection framework and flood 
monitoring system on three-band multispectral images. Different satellite data types 
such as hyperspectral images and radar images have been used in flood detection 
algorithms [148,149]. Furthermore, many current research projects investigate the 
design of SAR instruments for use on board small satellites [36,37]. The effectiveness 
of these data to be used in the proposed system needs to be investigated further.
• Integration of On-Board Flood Forecasting System
The proposed flood monitoring system can only monitor flood after the event is 
already occurred, which could delay the alert warnings. Flood forecasting methods 
such as proposed in [150,151] could be investigated and integrated with the proposed 
flood monitoring system to improve the output of the system.
• Determining Optimal Fuzzy Membership Functions for the Fuzzy Inference 
Engine
A fuzzy inference engine proposed in the thesis is fully defined by its membership 
functions. The membership functions implemented in this PhD project are determined
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empirically. Advanced methods to determined the membership functions such as the 
ones proposed in [152] can be used in the future to determine the membership 
functions of degree-of-change, water-feature and control-alert strengths.
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C.Flood Detection Results
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Mahalanobis distance classification with differencing
Maximum likelihood classification with differencing
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D. Automatic Cloud Cover Assessment Algorithm 
Filter 1 -  Brightness Threshold
Each band 3 pixel in the scene is first compared to a brightness threshold. Pixels that 
fall below this threshold are identified as non-clouds and are flagged as such in the 
cloud mask. Pixels that exceed the band 3 threshold, which is set at .08, are passed to 
filter 2.
Filter 2 -  Normalized Snow Difference Index
Pixels values from bands 2 and 5 are used to formulate the normalized difference 
snow index (NDSI). The NDSI filter is expressed as:
NDSI = (band 2 -  band 5) / (band 2 + band 5)
This filter is particularly useful for eliminating snow. The reflectance of clouds and 
snow is similar in band 2. However, in band 5, reflectance for clouds is very high 
while for snow it is low. Hall discovered that NSDI values greater than 0.4 represent 
snow cover quite well. This value was initially tried for ACCA to eliminate snow but 
clouds composed of ice crystals (e.g. cirrostratus) were also eliminated. The threshold 
was raised to 0.7 to capture clouds of this type. NDSI values above this threshold 
qualify as snow and are recorded as non-cloud in the cloud mask. Snow pixels that 
remain unfiltered are usually trapped with a subsequent filter. Knowledge of snow in 
a scene is important for pass two processing so a tally of snow pixels is retained. 
Pixels that fall below the NDSI threshold are passed to filter 3.
Filter 3 -  Temperature Threshold
This filter examines the band 6 temperature values for potential cloud pixels. If a 
pixel value exceeds 300K, a realistic cloud temperature maximum, it is excluded and 
labelled as non-cloud in the mask. All pixels with temperature a value less than 300K 
are passed to filter 4.
Filter 4 -  Band 5/6 Composite
Pixel values from bands 5 and 6 are used to formulate the Band 5/6 Composite. The 
filter is expressed as:
Band 5/6 composite = (1 -  band 5) * band 6
This filter works exceptionally well because clouds are cold and highly reflective in 
band 5. It is particularly useful for eliminating cold land surface features that have 
low band 5 reflectance such as snow and tundra. Sensitivity analysis demonstrated 
that a threshold setting of 225 works optimally. Pixel values above this threshold are 
labelled ambiguous in the cloud mask and are revisited in pass two. Pixels that fall 
below this threshold are passed to filter 5.
Filter 5 -  Band 4/3 Ratio
This filter eliminates highly reflective vegetation and is simply band 4 reflectance 
divided by band 3 reflectance. In the near-infrared (band 4), reflectance for green 
leaves is high because very little energy is absorbed. In the red region (band 3), the
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chlorophyll in green leaves absorbs energy so reflectance is low. The 4/3 ratio results 
in higher values for vegetation than for other scene features, including clouds. A 
threshold setting of 2.0 is used. Pixels that exceed this threshold are labelled 
ambiguous and are revisited in pass two. Pixels with ratios below this threshold are 
passed to filter 6.
Filter 6 -  Band 4/2 Ratio
This filter eliminates highly reflective senescing vegetation and is formed by dividing 
the band 4 reflectance by the band 2 reflectance. In the near-infrared (band 4), green 
leaves that are dead or dying absorb even less energy and are thus highly reflective. In 
the green region (band 2), the leaves absorb less energy because of chlorophyll loss 
and exhibit increased reflectivity. The 4/2 ratio values are higher for vegetation than 
other scene features including clouds. A threshold setting of 2.0 works effectively. 
Pixels that exceed this number are ambiguous and are revisited in pass two. Pixels 
with ratios below this threshold are passed to filter 7.
Filter 7 -  Band 4/5 Ratio
This filter eliminates highly reflective rocks and sands in desert landscapes and is 
formed by dividing the band 4 reflectance by the band 5 reflectance. Rocks and sand 
tend to exhibit higher reflectance in band 5 than in band 4, whereas the reverse is true 
for clouds. A threshold setting of 1.0 works effectively. Pixels that fall below this 
threshold are labelled ambiguous and are revisited in pass two. Knowledge of desert 
pixels in a scene is important for pass two processing. Therefore, a desert pixel tally is 
retained. Pixels with ratios that exceed this threshold are passed to filter 8.
Filter 8 -  Band 5/6 Composite
All pixels reaching this filtering level are classified as clouds. A further separation 
into two classes is achieved by using the band 5/6 composite filter. For each cloud 
pixel, the band 5/6 composite is compared against a threshold setting of 210. Pixels 
above and below this threshold are classified as warm and cold clouds, respectively. 
These two cloud classes are recorded in the cloud mask.
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