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Abstract. We revisit the subject of perturbatively quantizing the nonlinear sigma model
in two dimensions from a rigorous, mathematical point of view. Our main contribution is
to make precise the cohomological problem of eliminating potential anomalies that may
arise when trying to preserve symmetries under quantization. The symmetries we consider
are twofold: (i) diffeomorphism covariance for a general target manifold; (ii) a transitive
group of isometries when the target manifold is a homogeneous space. We show that there
are no anomalies in case (i) and that (ii) is also anomaly-free under additional assumptions
on the target homogeneous space, in agreement with the work of Friedan. We carry out
some explicit computations for the O(N)-model. Finally, we show how a suitable notion of
the renormalization group establishes the Ricci flow as the one loop renormalization group
flow of the nonlinear sigma model.
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2 TIMOTHY NGUYEN
1. Introduction
Nonlinear sigma models provide an important class of quantum field theories, owing
to the fact that they exhibit perturbative renormalizability and asymptotic freedom [21,
11], possess a rich variety of supersymmetric and Wess-Zumino-Witten extensions [42, 43,
17], and describe phenomenon ranging from spontaneous symmetry breaking [30, 40] to
the dynamics of string world-sheets [17, 26], to name a few of their many features. This
paper revisits the first issue from among this list of topics via a mathematically rigorous
point of view. Specifically, we address the issue of perturbative renormalizability of the
nonlinear sigma model in the presence of (nonlinear) symmetries, these symmetries arising
from diffeomorphism covariance and the isometric action of a Lie group in the case when
the target is a homogeneous space. Such symmetries are present in the underlying classical
theory and a priori can lead to anomalies whenever they are violated via the process of
regularization and renormalization needed to define the quantum theory.
It has been known for a long time in the physics literature that the treatment of anomalies
can be formulated as a cohomological problem [9, 10]. Such a formulation relies upon the
many methods of perturbative renormalization developed during the 1970s and 80s. (For
a general overview, see [32] and the references therein; for works specific to the nonlinear
sigma model, see e.g. [11, 6, 8, 10]). However, the topics discussed in such works have
received considerably less attention from the mathematical community, so that navigating
such literature provides a challenge to those seeking complete rigor. So as to be more
specific, we would like to indicate some of the difficulties we have encountered in the footnote
below.1 Despite such matters, it is not our intention here to make any definitive claims as
to the legitimacy of such issues, since how one regards them is likely to involve elements of
subjectivity and differing standards of evaluation. Nevertheless, we believe they strongly
indicate the need for presenting a concise mathematical framework with which to understand
the perturbative quantization of the nonlinear sigma model.
In this paper, we apply the manifestly rigorous formulation of perturbative quantum
field theory due to K. Costello [15] to the treatment of anomalies for the nonlinear sigma
model. Here, a careful treatment of the inductive cohomological analysis of anomalies, to
all orders in perturbation theory, is provided using a heat kernel regulator. Using a heat
kernel regulator has the advantage that it (i) provides a natural infrared regulator without
adding any additional terms in the Lagrangian to introduce a mass; (ii) is robust in that
a flat space domain is not required to implement it; (iii) makes locality manifest in the
construction of counterterms and the potentially anomalous terms that ensue when trying
to establish Ward identities.
1(i) The frequently used dimensional regularization scheme [6, 11] discards massless tadpoles. This can
cause inconsistencies if done naively [12]. (ii) Various Ward-identities and Slavnov-Taylor identities are often
invoked, but their legitimacy a priori needs to be checked against the regularization and renormalization
scheme employed. It is unclear (to the author) if these checks are always done properly (in a way that
holds to all orders in perturbation theory). (iii) The literature is unfortunately filled with many disclaimers
concerning rigor and consistency, e.g. [10, p. 4, 19, 148] [24, Ch 18.2.4] [27].
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To describe our results, we need a few preliminaries. First, recall that the classical action
of the nonlinear sigma model is given by the functional
S(pi) =
1
2
∫
R2
d2x gij(pi(x))∂µpi
i(x)∂µpi
j(x)
of the field pi : R2 → X, where X is a Riemannian manifold with metric gij . The Euler-
Lagrange equations of S describe harmonic mappings from R2 into X. Next, we have to
discuss how the the notion of a symmetry is expressed in the nonlinear sigma model. We
are interested in those symmetries arising from the action of an isometry group and from
changes of coordinates (diffeomorphism covariance). For both of these, it is much more
convenient to work with infinitesimal symmetries. In the case of when we have an isometric
action of a Lie group G, this means replacing the group action with the corresponding
action of its Lie algebra g. The latter action is more easily handled for the same reason that
representations of Lie algebras are easier to handle than representations of Lie groups: one
need not worry about whether an element of a Lie algebra can be exponentiated. Similarly,
when discussing symmetries dealing with changes of coordinates, we work with its proper
infinitesimal notion which is best captured in the setting of jet bundles on the target X.
Informally, the jet bundle Jet(X) is the (infinite-dimensional) bundle over X whose fiber at
p ∈ X consist of germs at p of smooth functions (see Appendix B). Given a smooth function
on X, its Taylor expansion in local coordinates about each point p ∈ X yields a section
of Jet(X). On the other hand, a section of Jet(X) arises from a smooth function only if
the family of Taylor series one obtains arise from a single smooth function. More precisely,
there is a connection ∇ : Jet(X) → Ω1(Jet(X)) which is flat, i.e. ∇2 = 0, and those
sections s of the jet bundle which arise from smooth functions are precisely those which are
flat: ∇s = 0. As a consequence, diffeomorphism covariance is captured infinitesimally as a
flatness condition (as will be explained in further detail later on). Our analysis in terms of
jets is essentially the analysis used in Friedan’s classic work on quantizing nonlinear sigma
models [21].
In the quantum theory, the infinitesimal symmetries provided by the g-action and the flat
connection ∇ will themselves receive quantum corrections. Showing that the symmetries
of a classical theory are retained (in a quantum corrected form) in the quantum theory
amounts to showing that the corresponding Ward identities are satisfied. In the Batalin-
Vilkovisky (BV) approach to quantization [5] [41], this is equivalent to showing that a
quantum master equation is satisfied. In this approach, odd fields are introduced into the
theory for every symmetry generator under consideration, so that symmetries of the theory
can be encoded as a degree one vector field acting on the space of all fields (such fields are
sections of a graded vector bundle). This degree one vector field in turn yields a degree one
differential on the chain complex of local action functionals. Solving the quantum master
equation involves understanding the cohomology of this differential acting on a suitable
space of local action functionals. The end result is that the cohomology group in degree one
parametrizes potential obstructions to solving the quantum master equation, while that in
degree zero parametrizes deformations to solutions of the quantum master equation modulo
equivalence.
Such a procedure is well-defined for finite-dimensional systems and is a priori ill-defined
for the infinite dimensional systems pertaining to quantum field theory. One of Costello’s
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main contributions in [15] is to regularize and renormalize quantum field theories carefully
and explicitly so that the above cohomological analysis of the quantum master equation
carries over, when suitably interpreted, to all orders in perturbation theory. What the
heart of our paper amounts to then, after setting up the theory properly, is an analysis of
the relevant cohomology groups based on the g-symmetry and the connection ∇.
We obtain the following results. First, we consider the special case of X = G/H, for
which find that there is no local (i.e. for the perturbation theory about a fixed p ∈ X)
obstruction to quantizing the g-symmetry. Second, we turn to the problem of global quan-
tization (we let p vary) in which case we also have to consider the cohomology of ∇ on the
appropriate jet bundles. In the situation where X is an arbitrary Riemannian manifold, we
recover Friedan’s statement that there is no coordinate anomaly associated with ∇. This
is essentially a consequence of the fact that the de Rham complex of the jet bundle has no
higher cohomology groups (Proposition B.2). Finally, considering X = G/H globally, while
there is no local anomaly for the g-symmetry, there may be a global one due to the effects
of monodromy (owing to the topology of X). These results can be summarized as follows:
Theorem 1.1. Consider the nonlinear sigma model of maps from R2 into a Riemannian
manifold X with metric gij. Consider those quantizations which are invariant under the
Euclidean group of translations, rotations, and reflections.
(i) There is no obstruction to quantizing the theory globally, i.e., there is no anomaly
associated to diffeomorphism covariance of the classical theory.
(ii) Next, specialize to X = G/H a homogeneous space with H compact and assume
gij is G-invariant. Let Met
G denote the vector space of G-invariant elements of
Sym2(T ∗X) modulo Lie derivatives of the classical metric gij by G-invariant vector
fields. Consider only those quantizations which are renormalizable. Furthermore,
suppose that
(a) G is compact and semi-simple, or
(b) T[H]X possesses no proper H-invariant subspace.
(In particular, X can be an irreducible symmetric space.) Then the obstruction
space associated to quantizing the classical g-symmetry is H1(X; MetG), while the
deformation space is H0(X; MetG). In particular, if H1(X) = 0, then the g-
symmetry is not anomalous.
The statement about the deformation space above means that order by order in pertur-
bation theory (i.e. in the perturbative parameter ~), the space of g-invariant quantizations
is isomorphic to H0(X; MetG), corresponding to the freedom in the choice of renormaliza-
tion scheme at that order in perturbation theory. Observe that if H acts irreducibly on
the tangent space of [H] ∈ G/H (e.g. if X is an irreducible symmetric space) then MetG
is just the space of G-invariant metrics. Thus, the space of quantizations is given by a
single renormalized coupling constant, a G-invariant metric valued in formal power series
in ~ which reduces to the classical metric modulo ~. The hypothesis of renormalizability
is a hypothesis about the scaling law of the effective interactions one obtains. Rather than
defining what this means in generality, in the presence of the G-symmetry above, what it
essentially amounts to is a scaling symmetry of the theory (see p. 23). A more thorough
discussion of renormalizibility can be found in [15]. Finally, it is unclear if hypotheses (a)
and (b) are essential; we only used them as a simplifiying assumption in the computation
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of cohomology groups. Our results are in very similar agreement with the work of Friedan
[21, p. 382].
At the end of this paper we also explain how there is a natural notion of a renormalization
group acting on the space of quantizations of the nonlinear sigma model, out of which we
produce a rigorous derivation of Friedan’s famous result:
Theorem 1.2. The one-loop renormalization group flow for the nonlinear sigma model
equals the Ricci flow on the target manifold.
The use of rigor in proving this theorem lies chiefly in showing that there is a globally
consistent quantization, in the sense that there is no diffeomorphism covariance anomaly,
which is a consequence of Theorem 1. This procedure in Friedan’s work [21] was done
in Section 6.3, which in addition to being subject to the caveats of the general literature
discussed above, has a very noticeable missing step on p. 371 where it makes reference to
a “standard argument by induction” (to show that there is no cohomological obstruction
to eliminating a potential anomaly). This argument is precisely the cohomological analysis
we carry out in this paper, which to the best of our knowledge, does not appear elsewhere
in the literature. Once it is shown that there is no anomaly, formulating the scaling action
that defines the renormalization group and showing that the one-loop beta function is the
Ricci tensor is, by now, a routine procedure. For a more detailed analytic approach to the
renormalization group in the setting of nonlinear sigma models, see e.g. [22, 31].
We should remark that another approach to the issue of diffeomorphism covariance in
the nonlinear sigma model involves using the (covariant) background field method [1, 25, 2],
which among other things, involves developing covariant methods of renormalization. For
this latter step, one wants counterterms to be formed out of tensor fields on the target
of the nonlinear sigma model (as opposed to being given by coordinate-dependent expres-
sions). However, as discussed in [2, 37], there will also be “off-shell” counterterms arising
from reparametrizing the theory by an infinitesimal diffeomorphism (for an explicit exam-
ple of this in the O(n)-model, see the end of Section 5). It is unclear to the author if the
background field method really addresses (or is the right language for) the issue of diffeo-
morphism covariance, since as can be seen in our work (and that of Friedan [21]), the flat
connection ∇ encoding diffeomorphism covariance itself receives quantum corrections due to
renormalization. The author is unable to see how this issue is naturally taken into account
using the background field method. Nevertheless, the background field method seems to be
a standard “quick and dirty way” of analyzing beta functions of nonlinear sigma models, in
particular, showing that it is equal to the Ricci tensor at one loop.
Note that in our analysis we always work with a fixed infrared regulator (the parameter L
in our heat kernel regulator). This is to avoid the difficulties involved with infrared problems
for massless theories in two dimensions. On the other hand, it is known that eliminating
infrared divergences may lead to additional obstructions to preserving a symmetry at the
quantum level (we have treated the latter as a purely ultraviolet problem). See e.g. [7, 18].
Finally, we note that it has been indicated to us by the referee that work in a very
similar spirit to ours on coset models has appeared in [8]. Moreover, removing the infrared
regulator is addressed there.
The outline of this paper is as follows. In Section 2, we provide the setup for Batalin-
Vilkovisky geometry in terms of odd symplectic geometry and then set up the nonlinear
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sigma model in that framework. In Section 3, we explain our heat kernel regularization
and renormalization procedure involved for quantization. In Section 4, we perform coho-
mological computations for the local quantization of the g-symmetry. In Section 5, we
provide an illustration of our analysis through the well-studied O(N)-model. In Section
6, we study the global quantization problem and prove our main theorems. The appendix
contains background material on the tools and notation we use, namely those arising in the
context of graded manifolds, Lie algebra cohomology, and jet bundles. To make our paper
as self-contained as possible, we also give a brief exposition of Wick’s Theorem, mostly for
notational purposes, and we motivate the definitions for the effective interactions and the
regulated quantum master that we use.
We note that there is another mathematically rigorous approach to perturbative quan-
tization based upon the Batalin-Vilkovisky formalism in Lorentzian signature due to K.
Rejzner and K. Fredenhagen [34, 20]. While the literature on rigorous mathematical as-
pects of quantum field theory is of course very vast, [15] and [34] are the only works of
which we are aware that develop the Batalin-Vilkovisky formalism in a transparently rigor-
ous manner.
Acknowledgements. This paper could not have been written without the significant guidance
provided by Kevin Costello in patiently and generously explaining his approach to quantum
field theory to the author. Kevin also deserves credit for helping simplify some of the
arguments in this paper. The author would also like to thank Si Li for explaining some
of the details of his paper [28], which was then adapted and incorporated into Section 6,
and Malek Abdesselam for pointing out some references. Finally, the author would like to
thank Michael Douglas, Ryan Grady, Owen Gwilliam, Martin Rocek, Robert Shrock, and
his many colleagues at the Simons Center for valuable discussions.
2. Batalin-Vilkovisky Geometry
We set up the necessary geometric background in order to perform quantization in
the Batalin-Vilkovisky (BV) formalism. Our presentation will be rather compressed and
adapted to our specific needs; for additional details, see [3], [15], [35]. The reader may wish
to jump ahead to Section 2.1 or work with the concrete example in Section 5 to balance the
abstract presentation which follows.
We begin with the finite dimensional situation. Let M be a smooth (connected) manifold.
In what follows, we equip M with a sheaf of graded algebras and perform constructions in
the world of graded manifolds (see Appendix A.2 for background). The graded manifold
in question is the shifted cotangent bundle T ∗[−1]M , whose underlying manifold is M and
whose sheaf of algebras is O(T ∗[−1]M) = Λ−∗(TM), the sheaf of multi-vector fields with
grading reversed. That is, the ith exterior power Λi(TM) is placed in degree −i, i.e., it is
the space Symi(T [1]M) as sheaves of graded vector bundles.
The graded manifold T ∗[−1]M comes equipped with a symplectic form of degree −1
induced from the canonical symplectic form on T ∗M . We can define a degree one Poisson
bracket {·, ·} on O(T ∗[−1]M) from the symplectic form on T ∗[−1]M . In local Darboux
coordinates (xi, ξi), where x
i are even (i.e. ordinary) coordinates on M and ξi are odd
coordinates corresponding to the components of cotangent vectors with respect to the basis
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dxi for T ∗M , we choose sign conventions so that the Poisson bracket is given by the formula
{F,G} = ∂ξiF∂xiG+ (−1)|F |∂xiF∂ξiG.
The Poisson bracket is thus (up to sign convention) the Schouten-Nijenhuis bracket on
multivector fields. It satisfies
{V, f} = V (f)
{U, V } = [U, V ],
for f any function on M and U, V ∈ T [1]M vector fields. The bracket extends to the rest
of Sym∗(T [1]M) by the Poisson identity
{F,GH} = {F,G}H + (−1)|G|(|F |+1)G{F,H}. (2.1)
With the above setup, the only functions of degree zero on T ∗[−1]M are the ordinary
functions on M . If we are given an action of a Lie group G on M , and hence an induced
action of g = Lie(G) on O(T ∗[−1]M), we can extend the graded manifold M in a way that
allows for nontrivial functions of degree zero as follows.
Consider the vector space g[1] ⊕ g∗[−2]. It is also canonically a symplectic vector space
with symplectic pairing of degree−1. (This reduces to the previous example if we allowM to
have odd directions and take M = g[1].) There is a canonical function Sg on this space such
that {Sg, ·} squares to zero and for which the chain complex Sym
(
(g[1]⊕ g∗[−2])∗, {Sg, ·}
)
is precisely C∗(g,Sym(g[2])), the Chevalley-Eilenberg cochain complex of g with coefficients
in Sym(g[2]) (see Appendix A.3). Here, the action of g on Sym(g[2]) is the one given by
the adjoint action. Explicitly, if ea denotes a basis for g, with [ea, eb] = T
c
abec, then if we
let ωa ∈ g[1]∗ and ω∨a ∈ (g∗[−2])∗ = g[2] denote corresponding dual coordinates on g[1] and
g∗[−2], respectively, then
Sg =
1
2
ω∨a T
a
bcωbωc. (2.2)
The elements of g[1] and g∗[−2] are referred to as ghost and anti-ghost fields, respectively.
Endow T ∗[−1]M with the constant sheaf of vector spaces g[1]⊕ g∗[−2]. In this way, the
corresponding space of functions we obtain is
O
(
T ∗[−1]M ⊕ g[1]⊕ g∗[−2]
)
= O(T ∗[−1]M)⊗R C∗(g, Sym(g[2])) (2.3)
as sheaves of graded C∞(M)-algebras. Given any element of (2.3), its polynomial degree
in g[1] is referred to as the ghost degree. The Lie group action of G on M induces a Lie
algebra homomorphism ρ : g→ Γ(TM) given by
ρ(Z)p = − d
dt
∣∣∣∣
t=0
etZ · p, p ∈M.
Shifting degrees, we get a map ρ : g[1] → Γ(T [1]M) and thus a degree zero element Sρ of
(g[1])∗⊗Γ(T [1]M). Observe that Poisson bracket with Sρ+Sg yields the Chevalley-Eilenberg
differential for C∗(g,Sym(g[2])⊕O(T ∗[−1]M)).
Finally, let S0 denote a function on M . Suppose it is g-invariant. Then if we let S =
S0 + Sρ + Sg, then S is an element of (2.3) of degree zero and satisfies the classical master
equation
{S, S} = 0.
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This equation captures all the following identities by grouping the terms of {S, S} by ghost
number (polynomial degree in g[1]):
degree one: {Sρ, S0} = 0. This says S0 is g-invariant;
degree two: 12{Sρ, Sρ}+ {Sg, Sρ} = 0. This says g acts as a Lie algebra on O(T ∗[−1]M);
degree three: {Sg, Sg} = 0. This says the Lie bracket on g satisfies the Jacobi identity.
(2.4)
To summarize, we have shown the following:
Lemma 2.1. Any function defined on M which is invariant with respect to a group action
G on M can be expressed in a canonical way as a solution of the classical master equation
on the graded manifold T ∗[−1]M ⊕ g[1]⊕ g∗[−2].
Let dµ be a density on M . In classical mechanics, one is interested in the critical points
of S0 whereas in the quantum theory, one is interested in the integral of e
S0/~dµ over
M . Consequently, the g-invariance of S0, a symmetry of the classical theory, becomes a
symmetry of the quantum theory only if the measure eS0/~dµ is g-invariant. That is, we
must have
{Sρ, S0}+ ~divdµSρ = 0, (2.5)
where given a vector field Z, divdµZ computes the divergence of Z with respect to dµ,
i.e.,  LXdµ = div(X)dµ, where  LX is the Lie derivative. The term divdµSρ is defined by
applying the divergence operator to each of the vector fields appearing in Sρ arising from
the g-action. Setting the operator divdµ to be zero on the other terms S0 and Sg in S, we
can encode (2.5) and the last two equations in (2.4) via the quantum master equation:
1
2
{S, S}+ ~divdµS = 0. (2.6)
So altogether, (2.6) is an ~-deformation of the classical master equation (which in the present
case differs from the classical master equation only in ghost degree one).
For the purposes of perturbative quantum field theory, we will need a version of the above
results that is adapted to formal functions, i.e., those defined as a formal power series. Thus,
let Ôm(T ∗[−1]M) denote the ring of formal power series functions on T ∗[−1]M centered
at m ∈M (our notation follows the algebro-geometric notion of a ring completion). While
the G action on M no longer induces an action on Ôm(T ∗[−1]M), we do have an action of
g on Ôm(T ∗[−1]M), since Z ∈ g acts via Lie differentiation on formal multivector fields.
It follows that given a degree zero element S0 ∈ Ôm(T ∗[−1]M) that is g-invariant, we
obtain a corresponding solution S of a classical master equation in exactly the same way as
before. We thus have
Lemma 2.2. Any function defined as a formal power series about a point m ∈ M and
which is g-invariant can be expressed in a canonical way as an element of C∗(g,Sym(g[2])⊕
Ôm(T ∗[−1]M)) that solves the classical master equation.
In what follows, we will recast the nonlinear sigma model as a solution of the classical
master equation and then make precise sense of the corresponding quantum master equation
in Section 3.
QUANTIZATION OF THE NONLINEAR SIGMA MODEL REVISITED 9
2.1. The Nonlinear Sigma Model in the Classical BV formalism. We are interested
in studying the nonlinear sigma model perturbatively about constant maps from Σ = R2
to the target manifold X. Indeed, in the semiclassical limit ~ → 0, formally the partition
function
Z =
∫
Dpie−S(pi)/~
localizes on the lowest energy configurations of S. Fix a constant map, i.e. a point p ∈ X.
A choice of local coordinates centered at p yields a diffeomorphism from a neighborhood of
the origin of TpX to a neighborhood of p in X, so that under such a correspondence, objects
defined on X (near p) can be pulled back to (a subset of) TpX. In particular, elements
of Maps(Σ, X) taking values near p correspond to elements of Maps(Σ, TpX) taking values
near the origin. Such a precise correspondence, however, is not what is needed to formulate
perturbation theory for the nonlinear sigma model. Because perturbation theory allows
one to work with quantities defined at the level of formal power series, we can expand our
action functional as a power series in the linearized fields Maps(Σ, TpX). For the nonlinear
sigma model, this is achieved by expanding the Riemannian metric in a Taylor series about
the origin in TpX using the coordinate system at p, and then evaluating this power series
on an element of Maps(Σ, TpX). Such formal power series functionals are unproblematic
for the usual setting of perturbative quantum field theory, since for instance, any fixed n-
point correlation function only involves Feynman diagrams with n external tails and thus
makes sense as a formal power series in the perturbative parameter ~. Choosing a family
of coordinate systems for every point of X, we obtain in this way, a family of classical field
theories for every p defined in terms of power series functionals.
Our next step is to introduce symmetries for the perturbatively defined nonlinear sigma
model and recast this data in terms of the general framework of the BV formalism. For
a general target X, when we linearize our theory about p ∈ X, the space of ordinary
(bosonic) fields becomes Maps(Σ, TpX) as discussed above. The BV formalism requires
that we introduce antifields which in the present case are elements of Maps(Σ, T ∗pX[−1]).
These odd anti-fields serve as sources to which we can couple vector fields corresponding
to symmetries. When X = G/H is a homogeneous space, we also include in our space of
fields the space of ghosts g[1] and anti-ghost g∗[−2] to encode the global G-action on X
infinitesimally.
Altogether, the space of fields for the nonlinear sigma model linearized about p ∈ X is
Ep =
(
C∞(Σ)⊗R (TpX ⊕ T ∗pX[−1])
)⊕ (g[1]⊕ g∗[−2]),
where we take g = 0 if X is not a homogeneous space. That is, the space of non-ghost fields
is the space of sections of the trivial bundle E = E(p) over Σ with fiber TpX⊕T ∗pX[−1]. On
the fibers TpX⊕T ∗pX[−1] we have both the canonical odd symplectic pairing and symmetric
pairing obtained from the natural evaluation of T ∗pX with TpX. We let
pii ∈ Γ(Σ;TpX)
pˇii ∈ Γ(Σ;T ∗pX[−1])
denote the ordinary field and anti-field variables, respectively.
Local action functionals are given by evaluating (a power series) polydifferential function
of the fields and integrating against a density (see Appendix B). When we have ghost and
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anti-ghost fields, we also allow our local action functionals to be polynomial in them. Finally,
local action functionals are only defined modulo a Lagrangian density which is exact. Thus,
we have
Oloc(Ep) = DensΣ ⊗DΣ PolyDiff(E)⊗ C∗(g,Sym(g[2])), (2.7)
where ⊗DΣ , which denotes tensor product in the category of DΣ-modules, captures the
fact that total derivatives can be, via formal integration by parts, shifted from densities to
polydifferential expressions and vice versa (this implements equating Lagrangian densities
that differ by an exact term).
A choice of coordinate system at p means that the Taylor series of any tensor on X at
p yields a polydifferential function on the space of fields Ep at p. Paired with a density on
Σ, this yields a local action functional. Let us spell this out more explicitly. It suffices to
consider covariant and contravariant tensors on X separately. Let yi denote the coordinates
on TpX determined by our chosen coordinate system, i = 1, . . . , n = dim(X), and let x
µ
denote the coordinates on Σ, µ = 1, 2. Given a function f on X, its Taylor expansion with
respect to the coordinate system yi is fI(p)y
I/I!, where I = (i1, . . . , in) is a multi-index,
fI(p) = ∂
i1
y1
· · · ∂inynf(p), I! = i1! · · · in!, and the sum over I is implicit. We thus obtain
a translation-invariant power series function of the bosonic field by evaluating the Taylor
series components on the linearized field pii : Σ→ TpX. Integration against the unique (up
to scaling) translation-invariant volume form d2x on Σ yields our corresponding local action
functional
Sp[f ](pi
i) :=
∫
Σ
d2x
fI(p)
I!
piI(x).
We can reformulate the above procedure using the language of jet bundles (see Appendix
B) which will be useful later when performing cohomological computations. Namely, via a
coordinate system, we can make the identification
Jetp(X) ∼= Ŝym(T ∗pX). (2.8)
The above construction which associates an element of Jetp(X) to a local action functional
is thus the statement that Jetp(X) is isomorphic to the space of functions on a formal
neighborhood of the origin in TpX. Since pi
i is valued in TpX, then by pointwise evaluation,
any element of Ŝym(T ∗pX) yields a constant section of Ŝym(E∗).
This analysis generalizes to higher rank tensors. For tensors T belonging to Symk(T [1]X),
we proceed as before, since jetp(T ) ∈ Ŝym(T ∗pX)⊗RSymk(TpX[1]), and we can evaluate the
Ŝym(T ∗pX) factor on the bosonic field pii and the Sym
k(TpX[1]) factor on the anti-fields to
get a k-linear function of the pˇii. Explicitly, if jetp(T ) =
(
T
i1...ik
I (p)
I! ∂yi1 ∧ · · · ∧ ∂yik
)
I
, then
Sp[T ](pi
i, pˇii) =
∫
d2x
T i1...ikI (p)
I!
piI(x)pˇii1(x) · · · pˇiik(x).
For tensors T belonging to Symk(T ∗X), in particular T the metric tensor belonging
to Sym2(T ∗X), we have the following. First, for k = 1, observe that the pullback of a
coordinate 1-form on the vector space TpX under pi
i : Σ → TpX is a 1-form on Σ valued
in coordinates on the 1-jet of pii, i.e., it is an element of Λ1(Σ) ⊗C∞(Σ) Jet(E)∗. Indeed, if
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dyi are the basis coordinate one-forms on TpX, its pullback under pi
i : Σ→ TpX is the one
form which maps ∂µ to ∂µpi
i. Thus, for a general jet of a tensor
(
T
i1...ik
I (p)
I! dy
i1 · · · dyik
)
I
∈
Ŝym(T ∗pX)⊗ Symk(T ∗pX), the local functional of pii we obtain is of the form
Ŝym(E∗)⊗C∞(Σ) SymkC∞(Σ)
(
Λ1(Σ)⊗C∞(Σ) Jet(E)∗
) ⊂ PolyDiff(E).
In particular, for k = 2, we can contract the Sym2(Λ1(Σ)) factor with the constant two-
vector field ∂µ∂µ on Σ and then multiply with d
2x to obtain a density. Thus, this defines
for us the local action functional for a general two tensor, in particular, the Riemannian
metric gij on X:
Sp[gij ] =
1
2
∫
Σ
d2x
gij,I(p)
I!
piI(x)∂µpi
i(x)∂µpi
j(x). (2.9)
Here, we insert the factor of 1/2 as a convenient choice of normalization.
Altogether, we get a total action functional Sp for the nonlinear sigma model linearized
at p:
Sp = Sp[gij ] + Sp[ρ] + Sg (2.10)
Here, Sp[ρ] is applied g-linearly to the tangent vectors encoded by ρ ∈ g[1]∗ ⊗ Γ(TX). The
term Sg is defined as in (2.2). Fixing p for the time being, we drop it from the notation
and write S = Sp. We have that S naturally splits as a sum S = Skin − I, consisting of a
kinetic part
Skin =
1
2
∫
Σ
d2xgij,0(p)∂µpi
i(x)∂µpi
j(x) (2.11)
and a remaining interaction part I given by
I = −(S − Skin). (2.12)
The interaction consists of the terms which are at least cubic coming from the metric and
those which arise from Sρ.
Next, we define the Poisson bracket on local action functionals. The symplectic pairing
on the fibers of E, together with our choice of density d2x on Σ, allows us to define the
Hamiltonian vector field of any local action functional. Namely, if S is any local action
functional, we have the variational derivative (see Appendix B)
δS ∈ Dens(Σ)⊗C∞(Σ) (E∗ ⊗C∞(Σ) PolyDiff(E))
The nodegenerate symplectic pairing on the fibers of E yields an isomorphism E ∼= E∗ and
and the nowhere vanishing density d2x on Σ yields an isomorphism Dens(Σ) ∼= C∞(Σ).
Together, this yields the bundle isomorphism Dens(Σ) ⊗C∞(Σ) E∗ ∼= E, so that we obtain
from δS, the local vector field
XS ∈ Ŝym(Jet(E)∗)⊗C∞(Σ) E.
If S′ is any other local action functional on E , then we can contract XS with δS′ via the
natural pairing
E ⊗ E∗ → C∞(Σ)
which extends Ŝym(Jet(E∗))-linearly. We denote this pairing by XS(S′).
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Definition 2.3. Let S, S′ be two local action functionals belonging to Oloc(Ep). (i) Suppose
S and S′ are independent of g. Then the Poisson bracket {S, S′} is the local action functional
defined by
{S, S′} = XS(S′).
(ii) The Poisson bracket extends to functionals depending on g by combining the previous
Poisson bracket with the Poisson bracket on g[1]⊕ g∗[−2] using the Poisson identity (2.1).
The definition of the Poisson bracket extends straightforwardly to those S′ which are not
local but which are given by polydifferential functions on the external tensor product kE
defined over Σk. We must consider these latter types of functionals since they are precisely
what we obtain from Feynman diagrams constructed out of local action functionals.
Having defined the Poisson bracket, we can now encode the symmetries of the nonlinear
sigma model, linearized about p, using the classical master equation. Namely, for every p,
we have
{Sp, Sp} = 0. (2.13)
This expresses that (i) jetp(gij) is g-invariant; (ii) the map ρ : g → Jetp(T [1]X) is a Lie
algebra homomorphism (iii) the Lie bracket on g satisfies the Jacobi identity.
We have thus captured the g-symmetry of the nonlinear sigma model linearized about a
point p in terms of a classical master equation. It remains to do the same for the diffeo-
morphism covariance of the global nonlinear sigma model, that is, for p varying. However,
defining the classical master equation globally requires a bit of setup which we address in
Section 6. For now, we adapt some of the previous analysis to the global situation to set
the foundation for what will come later.
For general Riemannian target X, the above construction yields a family of local action
functionals Sp determined from the section jet(gij) of Jet(Sym
2(T ∗X)). Recall that an
arbitrary section of Jet(Sym2(T ∗X)) has independent Taylor series components at each
point p while those arising from the jet of a globally defined metric gij have compatibly
related Taylor series as p varies, i.e. jet(gij) is a flat section with respect to the natural
connection ∇ on Jet(Sym2(T ∗X)). This is to be interpreted as a diffeomorphism covariance
of the underlying classical theory, since it expresses how the Taylor series of gij transform
under a change of coordinates. As observed by Friedan [21], a priori, the quantum theory,
being a perturbative quantization at each point of p, consists of an independent renormalized
metric for every p. What one wants to show is that there should be a single renormalized
metric from which the family of renormalized metrics are obtained in a compatible way.
This would thus be a preservation of the underlying classical diffeomorphism covariance at
the quantum level.
In more detail, we have the following setup. Let
E = C∞(Σ)⊗R Γ(TX ⊕ T ∗X[−1])⊕ (g[1]⊕ g∗[−2]).
be the space of fields that map into an arbitrary tangent space of X. Equivalently, observe
that the non-ghost fields of E are sections of the bundle E˜ over Σ×X obtained by pullback
of TX ⊕ T ∗[−1]X under the projection Σ×X → X.
QUANTIZATION OF THE NONLINEAR SIGMA MODEL REVISITED 13
Local action functionals on the space of global fields are Ω∗(X)-linear elements formed
out of polydifferential functions of the E :
Oloc(E) = DensΣ ⊗DΣ PolyDiffΩ∗(X)(E˜,Ω∗(X))⊗ C∗(g,Sym∗(g[2])). (2.14)
Indeed, since connections map bundles to bundles tensored with forms on X, our space of
action functionals must include the de-Rham forms on X. Here, PolyDiffΩ∗(X)(E˜,Ω
∗(X))
denotes those polydifferential operators which are Ω∗(X)-linear. That action functionals are
Ω∗(X)-linear just means they are parametrized by the basepoints p ofX, e.g., (2.9), regarded
as a function of the basepoint p, is linear with respect to multiplication by functions of p,
or more generally differential forms on X. One way to interpret the definition of Oloc(E) is
that one has an Ω∗(X)-sheaf of local action functionals over X, where we can restrict such
functionals to a point p in X to obtain the space Oloc(Ep).
The flat connection ∇ on the jet bundle yields a differential on Oloc(E). Indeed, ∇ acts
g- and DΣ-linearly and our family of normal coordinate systems allows us to transfer the
connection ∇ on Jet(X) and Jet(T [1]X) to Ŝym(T ∗X) and Ŝym(T ∗X)⊗Sym(T [1]X) inside
the space of local action functionals. The action functional Sp with p varying gives us a
global action functional S with
S = S[gij ] + S[ρ] + Sg.
We have ∇Sg = 0 trivially and ∇S[gij ] = ∇S[ρ] = 0 since gij and ρ are given by globally
defined tensors on X. Thus our global action functional S[g] satisfies
∇S[g] = 0. (2.15)
In Section 6, we will express (2.15) as a classical master equation and consider the quantum
theory of the nonlinear sigma model globally.
In what follows, we consider only the local theory, i.e., the theory linearized about a fixed
p ∈ X. Thus, we will be considering the problem of quantizing the classical g-symmetry of
the nonlinear sigma model in the case when X = G/H.
Note: Henceforth, we take Σ = R2 and all our theories (classical and quantum) will
be translation-invariant. As a consequence, we work with observables which belong to
the translation-invariant part of (2.7) and (2.14). Thus, when we perform cohomological
computations in Sections 4–6, all computations will take place on the target X, with the
dependence on Σ dropping out.
3. Regularization and Renormalization
As discussed before, in passing from a classical theory to a quantum theory, the notion
of a symmetry changes from being expressed as a solution of a classical master equation
to a solution of a quantum master equation (2.6). However, in the infinite dimensionsal
setting of quantum field theory, the measure dµ and divergence operator occurring in the
naive expression for the quantum master equation (2.6) are a priori ill-defined. Thus,
as is customary in quantum theory, it becomes necessary to define a regulated version
of all quantities, including the quantum master equation itself, and then a renormalization
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procedure must be implemented to render all quantities finite (at every order in perturbation
theory) as the regulating parameter is sent to zero.2
To see what choices of regularization scheme are natural, it is instructive to see how our
field theory behaves when placed on a finite lattice Λ. We are not concerned here with the
precise details of how the action functional is to be defined (which will require some choice
of discretization of the differentiation operation and boundary conditions at the ends of the
lattice) but rather with how a measure on the space of fields is to be defined. With a finite
lattice, we have a finite dimensional space of fields, with one copy of TpX ⊕ T ∗p [−1]X for
each lattice point λ ∈ Λ. The inner product on TpX arising from the metric on X means
that we have a corresponding Lebesgue measure dµΛ on the total space of bosonic fields
WΛ = ⊕λ∈ΛTpX. Let yi,λ be orthonormal coordinates on the copy of TpX at λ. It is then
possible to define the divergence of a vector field V = V i,λ∂yi,λ on WΛ with respect to the
measure dµΛ:
divdµΛ(V
i,λ∂yi,λ) =
∑
λ∈Λ
∑
i
∂yi,λV
i,λ.
If V is translation invariant, i.e., V i,λ = V i is independent of the lattice site λ, then the
above simply becomes the translation-invariant function
divdµΛ(V
i,λ∂yi,λ) = |Λ|∂yiV i.
From this, one sees that the divergence operator becomes ill-defined as the number of lattice
points tends to infinity. Namely, the divergence operator is the contraction of the vector
field V with the identity tensor of WΛ, and for Λ infinite, such a tensor no longer has a
well-defined trace.
A regulated divergence operator then has the form of a regulated identity operator. More
precisely, in passing to the continuum theory, the integral kernel of the identity operator is
formally a delta function, and a regulated version replaces this delta function with a smooth
integral kernel that approximates the delta distribution. Such an integral kernel then has a
well-defined restriction to the diagonal which can then be integrated (when Σ is compact)
to yield a well-defined trace.
Our choice of regularization scheme will be the heat kernel method. Namely, the heat
kernel e−t∆, t > 0, with ∆ a Laplace type operator, is taken as a regulated identity operator.
In our situation, we take ∆ to be the kinetic term of our field theory, namely the scalar
Laplacian ∆ = −∂xµ∂xµ acting on functions on Σ with values in TpX. (We will eventually
choose normal coordinates at every point, in which case the kinetic operator Skin is of the
standard form with gij,0 = δij). The integral kernel of e
−t∆ is then given on Σ = R2 by
Kt(x, x
′) = idTpX ⊗
1
4pit
e−|x−x
′|2/4td2x′,
i.e. it is valued in3 C∞(Σ;TpX)⊗ C∞(Σ;TpX∗ ⊗Dens(Σ)).
2Of course, there are other important considerations such as unitarity and causality (in the Lorentzian
setting) that one may wish to consider in addition to the requirements we have described. We will not be
considering such issues.
3When tensoring spaces of smooth functions, we always do so in the following (completed) sense:
C∞(X)⊗ C∞(Y ) = C∞(X × Y )
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Picking a length scale L, define KL to be the element of Sym
2(C∞(Σ;TpX ⊕TpX∗[−1]))
given by
KL = (eˇi ⊗ ei + ei ⊗ eˇi)⊗ 1
4pit
e−|x−x
′|2/4t,
where ei and eˇi are orthonormal bases of TpX and T
∗
pX[−1] dual to one another. That is,
KL is obtained from the heat kernel by dropping the translation invariant density factor,
shifting the degree of the T ∗pX factor so that KL has both field and anti-field components,
and then symmetrizing the field and anti-field components. This is so that KL, when
contracted with local action functionals in the sense of (A.2), evaluates in the desired
manner on those functionals obtained from multivector fields on X (and such functionals
have odd components due to the fact that vector fields on X are graded by their multivector
field degree). Define
divL = ∂KL + divg. (3.1)
The first term ∂KL yields for us our regulated divergence operator in terms of the heat kernel,
as parametrized by the length scale L. The second term divg is defined to be contraction
with the identity tensor in g[1]⊗g∗[−2] and as such is purely finite dimensional and algebraic
in nature (it can also be interpreted as a divergence operator on an odd space). It will arise
later when we write down the quantum master equation.
Given a vector field V on X expressed in normal coordinates yi near p, V = V i∂yi ,
applying divL to the action functional corresponding to V yields
divLSp[V ] =
1
4piL
Sp[∂
i
yV
i]
which up to the factor 14piL is the action functional corresponding to the divergence of V
i∂yi
with respect to the Lebesgue volume form induced on TpX from the Riemannian metric on
X. The factor of 14piL in the above is the analog of the factor of |Λ| of the lattice regulated
divergence operator above. Both these factors blow up in the continuum limit where the
length scale or lattice separation tends to zero.
Defining a quantum field theory also requires regulating the propagator for the theory,
so that Feynman diagrams are rendered finite. For the kinetic operator ∆ acting on pii, the
corresponding propagator P (x, x′) = −idTpX ⊗ 12pi log |x− x′| satisfies
∆xP (x, x
′) = −idTpX ⊗ δ(2)(x− x′)
in the sense of distributions. Rewriting the propagator as a symmetric field-valued two-
tensor, the naive propagator for our theory is
P (x, x′) = − 1
2pi
log |x− x′|(ei ⊗ ei) ∈ D(Σ;TpX)⊗2,
where D(Σ;TpX) denotes the space of distributions on Σ valued in TpX. (We express P in
terms of the fields because we wish to contract P with local action functionals in Feynman
diagrams, and local action functionals take fields as their inputs.) Regulating the propagator
involves taming both the ultraviolet divergences (removing the singularity of P (x, x′) along
for X and Y smooth manifolds. This generalizes to smooth sections of bundles in the obvious way, namely
Γ(E1) ⊗ Γ(E2) = Γ(E1  E2). Such tensor products can be reformulated in the setting of nuclear spaces,
see [15]. The analagous statements carry over if we consider configurations that are distributional instead
of smooth.
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the diagonal) and infrared divergences (ensuring rapid decay of P (x, x′) at infinity) in order
to ensure that all associated Feynman diagrams arising from the perturbative expansion of
the theory are finite.
Our method of regulating the propagator will also be via the heat kernel method, so that
it will be compatible with the regulation of the divergence operator (in the sense described
below). In this method, there are two parameters , L with 0 <  < L, which are ultraviolet
and infrared regulating parameters, respectively. The regulated propagator is
P (, L)(x, x′) =
∫ L

Kt(x, x
′)ei ⊗ ei ∈ C∞(Σ;TpX)⊗2. (3.2)
Since ∆P (, L)(x, x′) = [K(x, x′) − KL(x, x′)]ei ⊗ ei, one sees that that as  → 0 and
L→∞, then P (, L) becomes a Green’s function for ∆ in the sense of distributions.
The partition function for the nonlinear sigma model expressed in terms of the linearized
fields at p (which by abuse of notation we denote also by pi) is formally
Zp =
∫
Dpie−Sp(pi)/~.
Thus, the Feynman diagrams of our theory are obtained from the interactions I = Ip
appearing in Sp/~, as defined in (2.12). The propagator placed on the edges of such Feynman
diagrams are regulated as above, and hence the regulated Feynman diagrams of our theory
are encoded in the functional e~∂P (,L)eI/~. As explained in the appendix, this expression
is to be read as the sum of all Feynman diagrams obtained from placing interactions from
I/~ on the vertices and the propagator ~P (, L) on the internal edges. Indeed, e~∂P (,L)
is the operator which implements summing over all possible Wick contractions using the
regulated propagator ~P (, L). Here we weight the propagator with ~ so that the weight
of connected Feynman diagrams in terms of powers of ~ coincides with the weight given by
the number of loops. Thus, ~ serves as the perturbative (formal) parameter of the quantum
theory.
Since the sum over all Feynman diagrams is equal to the exponential of those which are
connected, we have
e~∂P (,L)eI/~ = eI[,L]/~
where I[, L]/~ is a sum over only connected Feynman digrams. It is an action functional
valued in formal power series in ~.4 Note that since I contains terms from both the metric
and the symmetries arising from g-action, Feynman diagrams are functions of fields and
anti-fields and are valued in C∗(g) (the term Sg, while present, does not participate in
Feynman diagrams and goes along for the ride).
Renormalization involves extracting and eliminating the divergences that occur in I[, L]
as the ultraviolet regulating parameter  is sent to zero.
Theorem 3.1. [15] There exist local -dependent counterterms ICT () such that
e~∂P (,L)e(I+I
CT ())/~
has a well-defined limit as a power series functional as → 0.
4For Σ = R2, vacuum diagrams are ill-defined, since this involves integrating a constant over all of R2.
Since overall constants are of limited significance, we ignore such diagrams in this case (or more precisely,
all statements should be modified to hold modulo constants).
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The Feynman diagrams of the renormalized theory are also obtained from exponentiating
only those which are connected.
Definition 3.2. Define the set of interactions I[L] to be such that
eI[L]/~ = lim
→0
e~∂P (,L)e(I+I
CT ())/~.
The interactions I[L] are called the scale L effective interactions.
Thus, it is the set of interactions belonging to I[L] that define the renormalized purely
bosonic interactions and renormalized symmetries at scale L, well-defined as a formal power
series in the perturbative parameter ~. We only obtain divergent interactions if we try to let
the length scale L go to zero. Passing from scale L to another scale L′ involves integrating
over quantum fluctuations on length scales between L and L′, or in other words, obtaining
a set of effective interactions I[L′] given by
eI[L
′]/~ = e~∂P (L,L′)eI[L]/~.
We shall refer to the operation e~∂P (L,L′) as a change of scale from scale L to scale L′.
Observe that this map is reversible, with inverse e−~∂P (L,L′) , so that one can change to
either higher or lower scales. (Note that while integration is not an invertible process, the
operation e−~∂P (L,L′) is invertible since it consists of a sum of the original interactions plus
those obtained by Wick contraction.)
3.1. The Quantum Master Equation. Given the scale L effective interactions I[L],
there is a well-defined notion of a scale L quantum master equation which makes use of
the scale L divergence operator divL. To describe it, we need to introduce some notation.
Define
Q = −{Skin, ·}.
It is a degree one derivation acting on the space of functionals which arises when one tries to
take the Lie derivative of the function e(pi,Qpi)/2~ appearing in the integrand of the partition
function.
For the sake of clarity, we explicitly describe Q acting on local action functionals. From
the general framework in the appendix, Poisson bracketing with a local action functional (in
particular, the action of Q), as an operator acting on the space of local action functionals,
factors as a derivation on Sym(Jet(E)∗). In other words, such a Poisson bracket is given by a
map Jet(E)∗ → Sym(Jet(E)∗). In our case, Q is given by a DΣ-linear map Jet(TpX[1])∗ →
Jet(TpX)
∗. Let eˇ∗i = eˇ
∗
i (x) and e
∗
i = eˇ
∗
i (x) denote the constant sections of Jet(TpX)
∗
and Jet(T ∗pX)∗, respectively, dual to the orthonormal basis vectors ei on TpX and dual
coordinates eˇi on T ∗pX, respectively (i.e. e∗i (x)(e
j) = eˇ∗i (x)
(
eˇj
)
= δij for all x ∈ Σ). Then
we have
Qeˇ∗i = ∂
2
µe
∗
i . (3.3)
Thus, for example if V = V i∂yi is a vector field, then
(QSp[V ])(pi) =
∫
Σ
d2xV iI (p)pi
I∂2µpi
i. (3.4)
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The adjoint action of (3.3) yields an action of Q on the space of fields E . Namely, Q is a
degree one map, taking fields to antifields:
Q(f(x)ei) = (∂µ∂µf)(x)eˇ
i. (3.5)
Definition 3.3. The effective interactions I[L] satisfies the scale L quantum master equa-
tion if
(Q+ ~divL)eI[L]/~ = 0, (3.6)
or equivalently, if
QI[L] +
1
2
{I[L], I[L]}L + ~divLI[L] = 0. (3.7)
Here, {·, ·}L is the scale L Poisson bracket defined by the failure of divL to be a derivation
on functionals:
{F,G}L := divL(FG)− divL(F )G− (−1)|F |FdivL(G).
Formally, one can interpret (3.6) as follows. We have I[L] =
∑
i≥0 I
[i][L], where I [i][L]
consists of terms of g-degree i. As with (2.6), the expression (3.6) has terms of g-degree
greater than or equal to one. In ghost degree one, (3.6) says that the the non-Gaussian
“measure” eI
0[L]/~e(pi,Qpi)Dpi on the space of all linear bosonic fields pi : Σ→ TpX is invariant
with respect to the nonlocal scale L vector fields given by I1[L]. In higher ghost degree, we
can regard the equation as imposing consistency relations among the vector fields in I1[L]
(the interactions will contain terms up to the maximum ghost degree dim g). It is difficult
to interpret these consistency relations physically but we will not dwell on this issue and
treat these relations as formal algebraic consequences of our quantum master equation5.
Observe that divL and the scale L Poisson bracket are well-defined at all scales L > 0
since KL is smooth. When L = 0, we recover the usual Poisson bracket of Definition 2.3,
well-defined if at least one of the arguments is a local functional. Note that because divL
was defined so as to have the term divg, then {Sg, ·}0 implements the Chevalley-Eilenberg
differential as in Section 2.
The elegance of the above definition is that the quantum master equation at different
scales are compatible with the change of scale operation given by e~∂P (L′,L) . That is we have
the following:
Lemma 3.4. Pick any two scales L and L′. Then the scale L effective interactions I[L]
satisfy the scale L quantum master equation if and only if the scale L′ interactions I[L′]
satisfies the scale L′ quantum master equation.
Proof. This follows from the commutation relation
e~∂P (L,L′)(Q+ ~divL) = (Q+ ~divL′)e~∂P (L,L′) , (3.8)
which follows from the following observations. First, it is easy to check that
[∂P (L,L′), Q] = ∂QP (L,L′)
where Q acts on P (L,L′) via (3.4) and acting as a derivation. Since QP (L,L′) = KL′−KL,
then
[∂P (L,L′), Q] = ∂KL′ − ∂KL .
5It is well known that the master equation has an interpretation in terms of L∞-structures [3].
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Since the contraction operators ∂KL and ∂P (L,L′) commute,
[e~∂P (L,L′) , Q] = ~∂KL′e
~∂P (L,L′) − e~∂P (L,L′)~∂KL ,
from which (3.8) follows. 
If we consider the quantum master equation (3.7) modulo ~, then we can consider the
L→ 0 limit from which we recover the classical master equation
QI +
1
2
{I, I} = 1
2
{S, S} = 0.
However, at order ~ and higher, the quantum master equation may fail to hold. Indeed, our
regularization scheme and introduction of counterterms may violate the equality in (3.7),
which is to be interpreted as a violation of a classical symmetry at the quantum level. Thus,
define O[L] to be the interaction which measures the obstruction, to leading order in ~, for
I[L] to satisfy the quantum master equation:
~nO[L] = QI[L] +
1
2
{I[L], I[L]}L + ~divLI[L] mod ~n+1. (3.9)
In other words,
~nO[L]eI[L]/~ = (Q+ divL)eI[L]/~ mod ~n+1eI[L]/~.
Theorem 3.5. [15] We have the following
(i) O = limL→0O[L] exists as a functional;
(ii) O is a local functional of degree one;
(iii) O is {S, ·} is closed.
Proof. (Sketch) The first property is true because O[L′] is obtained from O[L] by the
addition of tree diagrams (any additional loops would lead to a diagram of higher order in
~, which we mod out by definition). The second property requires some work to prove, but
it mainly follows from the fact that the heat kernel e−t∆ becomes more local (i.e. more
concentrated along the diagonal) as t→ 0. Thus, the same is true for the propagator P (, L)
for  and L small. Thus, given the existence of the limiting interaction O by (i), it follows
that the limit O must be local (see [15] for further details). Finally (iii) follows from
(Q+ ~divL)2 = 0. (3.10)
Indeed, we apply (Q+ ~divL)2 to eI[L]/~ to deduce that O[L] satisfies
QO[L] + {I0[L], O[L]}L = 0,
where I0[L] denotes the order ~0 part of I[L] (i.e. only tree diagrams). Now let L → 0 to
deduce that
QO + {I,O} = {S,O} = 0.
It remains to prove (3.10). First, Q2 = 0 since {Skin, Skin} = 0, since S is purely a function
of the fields. We have div2L = 0 since ∂
2
KL
= 0 by skew-symmetry (KL is an odd tensor).
Finally, [Q,divL] = ∂QKL = 0, since QKL = 0 (Q commutes with e
−L∆).
If O is {S, ·} exact, then it is possible to modify the counterterms ICT () of order ~n
defining I[L] so as to remove the obstruction O, i.e., so that the new set of effective interac-
tions I˜[L] solves the quantum master equation to order ~n. Moreover I˜[L] = I[L] mod ~n.
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The set of all such I˜[L] is a torsor for the space of degree zero local action functionals that
are {S, ·} closed since the counterterms defining I˜[L] can be modified by precisely such local
action functionals. However, if we can find I˜[L] which solves the quantum master equation
to order ~n, i.e., we can eliminate the obstruction, our new set of interactions may fail to
solve the quantum master equation to order ~n+1. We then get a new obstruction which is
{S, ·} closed as before.
In this way, we see that the problem of renormalization while maintining the g-symmetry
of the classical theory, i.e., of solving the quantum master equation, becomes a cohomological
problem order by order in ~. At each order, we can solve the quantum master equation
precisely when the obstruction to solving it is trivial cohomologically. We record the above
remarks in the following:
Lemma 3.6. Consider the chain complex of local action functionals Oloc,p = (Oloc(Ep), {Sp, ·})
for the nonlinear sigma model of maps into an infinitesimal neighborhood of p ∈ X. The
space of potential obstructions to the quantum master equation is given by H1(Oloc,p). The
deformation space of equivalence classes of quantizations, order by order in ~, is H0(Oloc,p).
Note that in the last line above, the deformation is H0(Oloc,p) and not closed functionals
of degree zero, since we regard exact deformations as being given by the action of an infin-
itesimal canonical transformation. In our present situation, the image of {Sp, ·} in degree
zero is given by taking a vector field and taking the Lie derivative with Sp = Sp[gij ] +Sp[ρ].
Quotienting out by such exact functionals amounts to ignoring the effect of infinitesimal
diffeomorphisms on the metric tensor gij and vector fields determined by g.
Remark 3.7. From a certain point of view, our quantum master equation is a bit naive.
Indeed, if we return to the lattice regularization scheme, what we have done is consider
the measure
∏
λ∈Λ dpi(λ) on the space of fields pi : Λ → TpX, where dpi(λ) is the Lebesgue
measure on the copy of TpX at λ. Thus, we have already destroyed the g-invariance from
the outset, since the natural g-invariant measure to use is
∏
λ∈Λ dµG(pi(λ)) where dµG is the
G-invariant volume form on X (formed out of the G-invariant metric) pulled back to TpX
via the coordinate system at p ∈ X. (Since we are working in perturbation theory, we really
mean the Taylor series of such a volume form at the origin of TpX). Let
∏
λ∈Λ dµG(pi(λ)) =∏
λ∈Λ J(pi(λ))dpi(λ), so that J(pi) is the Jacobian factor at each lattice site λ. A g-invariant
quantum measure would be∏
λ∈Λ
dµG(pi(λ))e
S[g](pi(λ))/~ =
∏
λ∈Λ
dpi(λ)e(S[g](pi)+~
∑
λ∈Λ log J(pi(λ))/~.
In other words, the Jacobian factor can be absorbed into the interactions as a one-loop
effect (there is an ~ in front of the Jacobian factor). Moreover, since S[g](pi) is supposed to
approximate a local action functional, S[g](pi) is a sum that is weighted by the square of
lattice spacing ∆x (the volume form d2x in the continuum theory is discretized to (∆x)2 in
the lattice theory), whereas the sum ~
∑
λ∈Λ log J(pi(λ)) is not weighted by (∆x)
2. Thus in
the continuum limit ∆x → 0, the Jacobian factor in the exponent contributes a divergent
term that is formally proportional to δ(2)(0) times a local action functional.
What this amounts to is the following. When we work with the naive Lebesgue measure as
we did above, we find that a counterterm is needed at one loop to preserve g-invariance of the
measure as the ultraviolet regularizing parameter  tends to zero. This is the counterterm
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that would have already been present if we had preserved the Jacobian factor arising from
using a g-invariant measure from the outset. This will be made explicit in our analysis of
the O(N)-model.
4. Local Cohomological Analysis
In this section, we compute the cohomology of the relevant complex of local action func-
tionals which captures the obstruction and deformation theoretic information to solving the
quantum master equation. Here, we focus on the case when X = G/H and p is fixed (the
local theory). We return to the global theory where all points of X are considered in Section
6.
Somewhat surprisingly, we find a simple description of the relevant cohomology groups
in terms of the Lie algebra cohomology of h = hp with coefficients in a finite dimensional
module, where hp denotes the Lie algebra of the isotropy subgroup Hp ⊂ G of p. This
follows from the following main lemma. Let T denote some tensor bundle over X. Observe
that since g acts on sections of T by Lie differentiation, it induces an action on Jetp(T ).
Thus, we may consider the associated Chevalley-Eilenberg cochain complex C∗(g, Jetp(T )).
On the other hand, since Hp acts on Tp, the fiber of T at p, we also have an action of hp on
Tp and a corresponding Chevalley-Eilenberg cochain complex C∗(h, Tp).
Lemma 4.1. We have a natural chain map
C∗(g, Jetp(T ))→ C∗(h, Tp)
induced by the restriction of g to h and the projection Jetp(T )→ Tp. Furthermore, this map
is a quasi-isomorphism.
Proof. Pick any coordinate system yi near p (not necessarily normal coordinates), so
that we have an induced algebra isomorphism Jetp(T ) ∼= Sym(T ∗pX) ⊗R Tp. Choose a
complement h⊥ to h and a basis Yi of h⊥ such that ρ∗(Yi)|p is the ith coordinate direction
∂yi .
Consider the following decreasing filtration on C∗(g, Jetp(T )). Let F kJetp(T ) denote
those jets which vanish to order k at p. Define
F kC∗(g, Jetp(T )) = ⊕k1+k2≥kCk1(g)⊗R F k2Jetp(T )
Consider the spectral sequence associated to this filtration. The E0 page consists of the
vector spaces F k/F k+1 and the differential d0 on F
k/F k+1 is essentially the deRham dif-
ferential:
d0 =
∑
Y ∗i ∧ ∂yi .
Indeed, the g-action on tensors is given by mapping a vector Z ∈ g and tensor T to the Lie
derivative  Lρ(Z)T . Vectors in h vanish at p and are filtration increasing while those from
h⊥ yield coordinate tangent vectors when evaluated at p. Hence, the leading order term in
the Lie derivative, and hence the associated Chevalley-Eilenberg differential, is indeed the
deRham differential.
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The chain complex (F k/F k+1, d0) splits as a direct sum of complexes (C
k,k3 , d0), 0 ≤
k3 ≤ k, indexed by polynomial degree in h:
F k/F k+1 =
⊕
0≤k3≤k
Ck,k3
:=
⊕
0≤k3≤k
( ⊕
k1+k2=k−k3
Ck1(h⊥)⊗R
(
F k2Jetp(T )/F k2+1Jetp(T )
))
⊗R Ck3(h).
One can construct a homotopy operator on F k/F k+1
d∗0 =
∑
i
yiYix (4.1)
that preserves each Ck,k3 and which satisfies
(d0d
∗
0 + d
∗
0d0)|Ck,k3 = (k − k3)id
on Ck,k3 . Hence for k3 < k, we have that (C
k,k3 , d0) is acyclic. Since d0 is zero on C
k,k =
Ck(h, Tp), it follows that in taking d0 cohomology and passing to the E1 page, all groups
vanish except for C∗(h, Tp). Moreover, it is easy to see that the differential d1 is precisely
equal to the Chevalley-Eilenberg differential on C∗(h, Tp). Indeed, Lie differentiation of a
tensor with respect to a vector Z ∈ h has two parts: terms which differentiate the tensor
and those which differentiate Z. The former acts trivially on Tp = Jet0(Tp) while the latter
coincides with the linear action of h on Tp induced by the action of isotropy group Hp.
What this shows is that the projection r : C∗(g, Jetp(T )) → C∗(h, Tp) is a chain map
and furthermore, it is a quasi-isomorphism. Indeed, the kernel of r is acylic by the above
analysis (here we use that C∗(g, Jetp(T )) is complete and Hausdorff with respect to its
filtration, so that the collapse of the E0 page implies convergence [39]). Thus, an element
c ∈ C∗(g, Jetp(T )) is exact if and only if r(c) is exact, where if r(c) has a primitive b, then
any element of r−1(b) is cohomologous to c. 
By scaling arguments, one can deduce that the potential obstruction O to the quantum
master equation must lie in C1(g, Jetp(Sym
2(T ∗X))) ⊕ C2(g, Jetp(T [1]X)). Indeed, our
classical action functional S is invariant under the rescaling of the fields
pii(x) 7→ pii(`x)
pˇii(x) 7→ `2pii(`x), ` > 0. (4.2)
It follows from [15] that in quantizing our theory, we can always choose counterterms ICT ()
such that O is also scale-invariant. Furthermore, we can assume invariance of the countert-
erms, and hence of our effective interactions, under the group
Iso(R2) = O(2)nR2
of Euclidean isometries. Indeed, both Skin and the interactions I are separately invariant
under Iso(R2), and so is the regulated propagator P (, L). It follows that O, being Iso(R2)-
invariant, is either linear in the anti-field, in which case it is determined by an element of
Jetp(T [1]X), or else it is a function of the purely bosonic fields and contains two spatial
derivatives in which case it is determined by an element of Jetp(Sym
2(T ∗X)). Since O
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must have total degree one, the ghost degree of any term of O is determined by its tensor
component. This establishes the form of O.
Similarly, we can demand that the deformation space of our quantization consists only
of Iso(R2)-invariant, degree zero local action functionals. Additionally, requiring our ef-
fective interactions to be renormalizable also requires that we restrict to scale-invariant6
deformations (which also ensures that the potential obstruction to solving the quantum
master equation to the next order in perturbation theory remains scale-invariant). Alto-
gether, our deformation space to quantization, order by order, is C0(g, (JetpSym
2(T ∗X)))⊕
C1(g, Jetp(T [1]X)).
From now on, we implicitly assume scale invariance and Iso(R2) invariance of our quanti-
zation.
Up to this point, we have not placed any significant constraints on our choice of coordi-
nates at p. It is here where we impose the choice of normal coordinates. The significance
of this is that the exponential map at p intertwines the Hp action on X with the linear Hp
action on TpX (rotating the tangent vector of a geodesic starting at p rotates the geodesic
in the corresponding manner on X). What this means is that in normal coordinates, the
vector fields hp are given by linear vector fields, i.e., they are elements of T
∗
pX ⊗ TpX.
Moreover, S is invariant under the natural Hp action given by the adjoint action on g and
the linear Hp action on TpX and hence T
∗
pX. In other words, a rotation of all fields, ghosts,
and their anti-fields by an element of Hp preserves S.
Consequently, we can quantize our theory while imposing Hp-invariance on the effective
interactions:
Lemma 4.2. We can always choose the counterterms ICT () defining the set of effective
interactions I[L] to be Hp-invariant and vanish when evaluated with an element of hp.
Consequently, we can always choose I[L] to be invariant under the natural action of Hp.
Proof. Since Hp acts linearly on fields, it preserves the kinetic and interaction parts of
the bosonic action separately. Thus, Hp preserves the propagator P (, L) and so commutes
with the operation of Wick contraction e~∂P (,L) . It follows that counterterms ICT () can
be taken to be Hp-invariant as well simply by averaging over Hp if necessary.
Finally, since S|hp is linear in the bosonic fields, no counterterms are needed to renor-
malize diagrams involving vertices from S|hp , since diagrams containing external trees are
already rendered finite by previous counterterms that renormalize subdiagrams. 
Definition 4.3. We say that a set of effective interactions I[L] is strongly Hp-invariant
if the counterterms which define it satisfy the properties within Lemma 4.2. Equivalently,
I[L] is strongly Hp-invariant if I[L] is invariant under the natural action of Hp and such
6One could also consider terms of positive scaling dimension, given by action functionals that are purely
polynomial in the field or consist of one derivative. The latter yield terms which do not respect rotational
symmetry and can be ignored. The former can also be ignored since when considering G-invariance, functions
which are G-invariant on X must be identically constant. Hence it suffices to consider only those action
functionals we have described.
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that the h-dependence of I[L] enters only through the attachment of tree diagrams arising
using vertices from S[ρ]|h.
We include the latter definition in the above to show that it is possible to define what
it means for a set of effective interactions to be strongly Hp-invariant without reference to
counterterms. (Indeed, one perspective of effective field theories is that no reference should
be made to counterterms as the latter are not physically observable.)
Theorem 4.4. Let I[L] be a set of strongly Hp-invariant effective interactions. Then the
solution to the quantum master equation order by order in ~ is unobstructed. Given a
solution I[L] to the quantum master equation modulo ~n, the space of strongly Hp-invariant
solutions I˜[L] such that I˜[L] = I[L] mod ~n−1 is a torsor with respect to the vector space
MetG.
Proof. Via scale-invariance and Iso(R2)-invariance, the relevant obstruction-deformation
complex is
Jetp(T [1]X) −−−−→ Jetp(Sym2(T ∗X))y y
C1(g, Jetp(T [1]X)) −−−−→ C1(g, Jetp(Sym2(T ∗X)))y y
C2(g, Jetp(T [1]X)) −−−−→ C2(g, Jetp(Sym2(T ∗X)))y y
...
...
(4.3)
The differential {S, ·} splits into a vertical differential {Sρ+Sg, ·} which yields the Chevalley-
Eilenberg differential of the columns and a horizontal differential {S0, · · · } which computes
the Lie derivative of the classical metric with respect to a multivector field.
When we compute vertical cohomology first, by Lemma 4.1, we are left with the complex
H∗(h, TpX[1])
{S0,·}−→ H∗(h,Sym2(T ∗pX)), where {S0, ·} is the induced differential on the Lie
algebra cohomology groups. We are interested in the cohomology groups in degree zero and
one. For degree zero, this is given by
coker
(
H0(h, TpX[1])→ H0(h, Sym2(T ∗pX))
)
⊕ ker
(
H1(h, TpX[1])→ H1(h, Sym2(T ∗pX))
)
(4.4)
We can ignore the second space, since strongly Hp-invariant quantizations have no quantum
corrections to the linear h vector fields. For the first space, observe there is a one-to-one
correspondence between Hp-invariant elements of Tp and G-invariant sections of T (for any
tensor bundle on T on X). Thus, the above cokernel is just the space of G-invariant elements
of Sym2(T ∗X) on X modulo Lie derivatives of the classical metric gij by G-invariant vector
fields, i.e. MetG.
For cohomology in degree one, there is in general an obstruction space sinceH1(h, Sym2(TpX))
can be nonzero (for instance if h is abelian, this space is spanned by theHp invariant elements
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of Sym2(TpX)) as well as H
2(h, TpX[1]). However, we will show that given a strongly Hp-
invariant set of effective interactions I[L], the leading order obstruction O satisfies O|h = 0.
This will show that it is cohomologically trivial by Lemma 4.1. Moreover, by averaging
with respect to Hp, the cocyle which kills O can be chosen Hp-invariant and annihilated
when evaluated against vectors in hp (the latter statement can be seen from the fact that
we found a homotopy operator d∗0 (4.1) which is Hp-equivariant).
The definition of O[L] in (3.9) is very unwieldy, since it involves the I[L], which involve
a sum over infinitely many nonlocal interactions. We have the more convenient expression
~nO[L] = lim
→0
e~∂P (,L)(Q+ ∆)e
(I+ICT ())/~ mod ~n+1eI[L]/~
using (3.8). Consider (Q+∆)e
(I+ICT ())/~|h =: V ()e(I+ICT ())/h|h. Writing V () = V 1()+
V 2() in terms of its components V i() of ghost degree i, we have
V 1() =
(
QSρ + {Sρ, I0 + ICT,0()} + ~divSρ
) |h
and
V 2() =
(
{Sg, Sρ}+ 1
2
{Sρ, Sρ}
)
|h.
For V 2(), this vertex is linear in the bosonic field, so its → 0 limit vanishes and contributes
nothing to O[L]|h for L > 0. For V 1()|h, we have divSρ|h = QSρ|h = 0 and we have just the
remaining term {Sρ|h, S0 + ICT,0()}. There are two cases for how this vertex contributes
to the diagrams appearing in O[L]. We have diagrams for which the remaining bosonic edge
of Sρ|h in V 1() participates in a Wick contraction, and those for which it does not. For
those that do not, then all such diagrams contribute lim→0{Sρ|h, eI[,L]/~} to O[L]eI[L]/~,
which vanishes for  = 0 by Hp-invariance of I[L]. For the diagrams in the remaining case,
we proceed as follows:
Pick any Z ∈ h. The vector field ρ(Z) is a linear vector field of the form aijyi∂yj for some
matrix aij (in fact, aij are skew-symmetric since the vector fields ∂yi form an orthonormal
basis for TpX). Hence, Sρ(Z) is an action functional of the form
∫
d2xaijpi
ipˇij . The anti-field
becomes contracted with one leg of K via the bracket {·, ·}. If the remaining bosonic field
receives a Wick contraction, then the Sρ(Z) vertex contributes∫
d2xaijP (, L)(x, y)K(x, z)∂pii(y)∂pij(z)
to Feynman diagrams, where ∂pii(y) denotes the placement of the free leg of the propagator
P (, L)(x, y) at an edge pii(y) of some other local action functional whose integration variable
is y and similarly for ∂pij(z). But observe that∫
d2xaijP (, L)(x, y)K(x, z)∂pii(y)∂pij(z) =∫
d2xP (, L)(x, y)
∫
d2waijK(x,w)K0(w, z)∂pii(y)∂pij(z)
since K0(w, z) = δ
(2)(w − z). But the above expression becomes∫
d2xP (, L)(x, y)K(x,w)∂pii(y)∂pii(w)
(∫
d2waijpi
i(w)K0(w, z)∂pij(z)
)
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and the expression inside the parenthesis implements the action of Z on fields. By Hp-
invariance, this operator vanishes and hence the corresponding diagrams vanish. 
5. Example: The O(N)-model
We perform some explicit computations for the case X = SN−1 = O(N)/O(N −1). This
allows us to supplement the abstract cohomological considerations above with a concrete
example. Furthermore, we are able to relate our work to the old work of [11] which studied
the perturbative renormalization of the rotational symmetry of the O(N)-model. In a
sense, our work is a generalization and rigorization of their analysis. Indeed, in [11] it
is assumed that there is no anomaly for the O(N) symmetry and counterterms for the
theory are chosen, inductively order by order in perturbation theory, so as to maintain this
symmetry. In our work, counterterms are chosen first and then adjusted so that the quantum
master equation is satisfied. This latter approach is more satisfactory since it separates the
distinct procedures of renormalization and removing potential anomalies. The former is
always possible, but the latter may be cohomologically obstructed a priori. Nonetheless, in
agreement with [11], we find that there is no anomaly for the O(N) symmetry, which for
us is a special case of our more general result for homogeneous spaces.
Our goal here is to understand explicitly the one-loop counterterms that occur in the
renormalization process of the O(N) model. This is because in much of the literature on
renormalization, a symmetry of a quantum theory is usually expressed in terms of a cor-
responding symmetry of the counterterms needed for the theory. In some sense, however,
this way of proceeding can be unsatisfactory for several reasons. First, counterterms are
regularization scheme dependent and not physically observable quantities. Thus, it is awk-
ward to express a symmetry in terms of quantities that diverge instead of those which are
observable. Second, it is possible for a quantum field theory not to require any counterterms
but which still has an anomaly [4, 16].
In our present approach, by working with a (regulated) quantum master equation ex-
pressed solely in terms of effective interactions, the notion of a symmetry of the quantum
theory is expressed solely in terms of well-defined entities that enter into measurable quan-
tities. The downside with the quantum master equation is that it consists of nonlocal
effective interactions, which consist of an infinite sum of complicated Feynman diagrams.
On the other hand, counterterms, at least at one loop, are usually easier to analyze than the
effective interactions. Thus, while counterterms are auxiliary quantities that can be argued
(as above) to not play a fundamental role in the notion of symmetry, much insight can be
gleaned from how symmetry constrains the form of the counterterms (as is well known).
We carry out such an analysis at one loop for the O(N)-model. First, we set up some
notation. Although our previous analysis was done with respect to normal coordinates about
some point p, we could have worked with any coordinate system in which the vector fields
arising from h = hp become linear vector fields. In the case at hand, let p = (0, . . . , 0, 1) be
the north pole of
X = SN−1 = {(y1, . . . , yN−1, σ) ∈ RN :
∑
(yi)2 + σ2 = 1}.
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Consider “graph coordinates” for TpX, where a point ~y = (y
1, . . . , yN−1) is mapped to the
corresponding point (~y, σ) on X, where σ = σ(y) =
(
1− |~y|2)1/2. We have g = so(N) is
spanned by the elements Zij , i, j = 1, . . . , N , i 6= j, where Zij is the generator that rotates
the ith coordinate direction into the jth. That is,
Zij = y
i∂yj − yj∂yi .
(To simplify notation, in what follows, we will not always distinguish carefully between
elements of g as “external” elements of so(n) and as vector fields on SN−1. We will also
not carefully distinguish between vector fields and their jets at p.) The subalgebra hp
corresponds to the span of Zij , i, j < N and we have the complementary vector fields which
form the space h⊥p spanned by the ZNi. When acting on SN−1, the vector fields on Zij ,
pulled back to TpX via the coordinate system introduced are such that Zij retain their
linear form for i, j < N , while the
ZNi = σ(y)∂yi
become nonlinear.
We now consider the nonlinear sigma model of maps from Σ into an infinitesimal neigh-
borhood of p ∈ SN−1. We have corresponding fields pii(x), i = 1, . . . , N − 1 valued in
TpX, and the nonlinear field σ(x) = σ(~pi(x)) =
√
1− |~pi(x)|2. We can express our action
functional S = Sp in terms of the Taylor series expansion of the round metric gij on X and
the vector fields Zij at the origin of TpX. Explicitly, the round metric is given by
δijdy
idyj +
(yidyi)(yjdyj)
1− |~y|2 ,
which by expanding the denominator can be expressed as a power series of the yi. The above
decomposition of the metric into a flat part and the remaining part yields a corresponding
decomposition of the bosonic action
S[gij ] = Skin[gij ]− I[gij ]
=
1
2
d2x
∫
∂µpi
i(x)∂µpi
i(x) +
1
2
∫
(~pi · ∂µ~pi)(~pi · ∂µ~pi)
1− |~pi|2
into its kinetic and interaction terms. Likewise, Sρ is given by
Sρ[Zij ] =
∫
d2x
(
pii(x)pˇij(x)− pij(x)pˇii(x)
)
Sρ[ZNi] =
∫
d2xσ(x)pˇii(x).
Next, we analyze the quantum master equation at one loop. Recall that the scale L
differential Q+ ~divL applied to the effective action eI[L]/~ can be obtained via
(Q+ ~divL)eI[L]/~ = lim
→0
e~P (,L)(Q+ ~div)e(I+I
CT ())/~, (5.1)
due to the commutativity property (3.8). This is a convenient expression because the right-
hand side is expressed in terms of the interactions arising from (Q + ~div)e(I+I
CT ())/~,
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which are essentially local for  small. It follows that the one-loop obstruction O[L] is
obtained from attaching diagrams to the functional O defined by
Oe
(I+ICT ())/~ = (Q+ ~div)e(I+I
CT ())/~ mod ~2e(I+I
CT ())/~,
i.e. the functional
O = Q(I + I
CT ()) +
1
2
{I + ICT (), I + ICT ()} + ~∆I mod ~2.
We can write O = O
0
 + O
1
 by collecting terms that are of order ~0 and ~1, respectively.
We consider the contribution to O[L] from the Oi, which from (5.1), is given by
O[L]eI[L]/~ = lim
→0
e~P (,L)Oe
(I+ICT ())/~ mod ~2eI[L]/~. (5.2)
The term O1 can only receive additional tree attachments, while O
0
 can receive one loop
corrections (either through self loops or from adding vertices from I). Focus on the O0
terms. Since the classical action satisfies the classical master equation, we have
O0 =
1
2
{I, I}− 1
2
{I, I}0 = ({S[ρ], I[g]} − {S[ρ], I[g]}0) + 1
2
({S[ρ], S[ρ]} − {S[ρ], S[ρ]}0) .
For the first term, we have an interaction which is of order  and a loop creates a divergence
of order at most −1 (we have P (, L)(x, x) is of order log  while ∂2xP (, L)(x, x) is of order
−1). For the second term, we have an interaction which is of order  and a loop creates
an integral kernel of order at most order log  (since for this second term, none of the
interactions have derivatives to create higher order divergences). Altogether, we find that
the → 0 limit of the diagrams of O[L] arising from O0 are finite. It follows that diagrams
arising from O1 have a finite → 0 limit as well. But then lim→0O1 must be finite, since
diagrams arising from O1 consist of tree attachments, and these never create divergences.
It is the existence of lim→0O1 that leads to relations among the counterterms arising
from the g-symmetry of the classical action. We group the terms of O1 by the types of local
action functionals that are involved. Indeed, the local counterterms are either corrections to
the metric, the volume form, or the vector fields arising from the g-action, i.e., they contain
either two derivatives of the bosonic field, no derivatives, or are linear in the anti-field. Call
these counterterms ICT,met, ICT,fun, and ICT,vec, respectively. In what follows, we write ≡
to mean equality modulo terms that have a finite  limit. Thus, we have O1 ≡ 0, and it
decomposes into three separate equations:
(I) {S[ρ], ICT,fun()} + ~divS[ρ] ≡ 0.
We compute both of terms of the left-hand side explicitly and will see that they can-
cel. Observe that this expresses, in a regulated fashion, the g-invariance of the natural
g-invariant measure on the space of fields, as opposed to the naive Lebesgue measure, at
one loop (see Remark 3.7). We only need to verify (I) for the nonlinear symmetries ZNi.
We know that S[ρ](ZNi) =
∫
d2xσ(x)pˇii(x). Hence, divS[ρ](ZNi) =
1
4pi
∫
d2x∂piiσ(x). On
the other hand, ICT,fun is the one-loop diagram obtained by (i) taking n copies of I[g] and
contracting the edges that contain derivatives of the bosonic field cyclically to form an n-
vertex wheel; (ii) summing over all n. When two derivatives hit a propagator P (, L), one
obtains the difference in heat kernels K −KL, of which only K contributes to the  → 0
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divergence. Since K = δ
(2)(x−x′)+O() as a distribution, the n-vertex diagram we obtain
from (i) is modulo terms that have an → 0 limit
1
2n
∫
d2xF (pi(x))nK(x, x) =
1
4pi
1
2n
∫
d2xF (~pi(x))n,
where 2n is the symmetry factor of a wheel with n vertices and
F (~pi(x)) = − |~pi(x)|
2
1− |~pi(x)|
is the interaction obtained from I[gij ] by amputating derivative legs.
Summing over all n, we obtain
~
4pi
∞∑
n=1
F (~pi)n
2n
=
~
4pi
(
−1
2
log(1− F (pi))
)
=
~
4pi
(
−1
2
log
(
1
1− |~pi|2
))
=
~
4pi
log σ(x)
which means
ICT,fun() = − ~
4pi
∫
d2x log σ(x)
modulo finite terms.
We can replace {·, ·} with {·, ·}0 in (I) since we are only interested in terms up to those
with finite  → 0 limits. Thus, the first term {S[ρ](ZNi), ICT,fun()}0, which computes the
effect of rotation by ZNi is given by
− ~
4pi
∫
d2xσ∂pii log σ(x) = −
~
4pi
∫
d2x∂piiσ(x).
This precisely cancels ~divS[ρ](ZNi).
(II) {S[ρ] + Sg, ICT,vec()} ≡ 0.
Replacing {·, ·} with {·, ·}0, this says ICT,vec() is a first order deformation of the Lie
algebra homomorphism ρ. That is, letting c1 = ICT,vec : g→ Jetp(TX), we get7
Z · c1(Z ′)− Z ′ · c1(Z)− c1([Z,Z ′]) = 0, Z, Z ′ ∈ g. (5.3)
We could determine c1 directly through a Feynman diagrammatic analysis, but in the spirit
of our cohomological analysis, we solve the above equations purely Lie algebraically. Of
course, any exact 1-cochain satisfies the condition (5.3) of being closed, so we will seek only
those solutions that satisfy those constraints imposed by our quantization procedure.
7We will abuse notation in what follows by not carefully distinguishing between elements of g and the
(jet of) their image under ρ.
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Solving for c1 is greatly facilitated by the fact that it obeys many identities. Namely
c1|h = 0 and
[h, h⊥] ⊆ h⊥
[h⊥, h⊥] ⊆ h.
The last equality follows from SN−1 being a symmetric space. We obtain two types of
equations for c1 from (5.3) corresponding to whether one or both vectors lie h
⊥, respectively:
[Zij , c1(ZNj)]− c1([Zij , ZNj ]) = 0 (5.4)
[ZNi, c1(ZNj)]− [ZNj , c1(ZNi)] = 0, (5.5)
for all i, j < N . Since Hp acts irreducibly on h
⊥ and (5.4) implies c1 is Hp-equivariant, c1 is
determined by its value along a single direction, say ZN1. Since the Zij and ZN1 commute
for 1 < i, j < N , one also deduces from (5.4) that [Zij , c1(ZN1)] = 0. We know that the
counterterm for ρ(ZNi) must be a vector in the y
i direction, and hence c1(ZN1) = CZN1
for some function C on SN−1. By Hp-invariance, c1(ZNi) = CZNi for all i, with C being
Hp-invariant.
Plugging this in to (5.5) and using the relation
Zij =
yi
σ
ZNj − y
j
σ
ZNi
which express the vectors from h in terms of the local tangent frame provided by the ZNi,
we obtain the differential equation
∂yiC =
2yi
σ2
C (5.6)
which has a unique solution solution up to an overall constant
C = λσ−2, λ ∈ R.
Thus, we have determined c1(ZNi) = CZNi and so the local action functional corresponding
to ICT,vec() is proportional to
~
∫
d2xC(~pi(x))σ(x)pˇii(x) = ~λ
∫
d2xσ(x)−1pˇii(x).
The divergent -dependent coefficient for the counterterm is easily seen to be proportional
to log .
(III) {S[ρ], ICT,met()} +QICT,vec + {ICT,vec(), I[gij ]} ≡ 0.
As before, replacing {·, ·} with {·, ·}0, this equation becomes
{S[ρ], ICT,met()}+ {S[gij ], ICT,vec()} = 0.
Having solved for ICT,vec above, one deduces that ICT,met is the functional corresponding
to the metric
µgij − 2λ(y
idyi)(yjdyj)
σ4
, (5.7)
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where λ is the same constant appearing in ICT,vec and µ some other constant. This is
most easily seen as follows. We know that the cochain c1 determining ICT,vec is closed,
hence exact by (4.1). What this means is that there is a vector field W defined near p
such that c1(Z) = [W,ρ(Z)]. In other words, the counterterm ICT,vec can be removed by
an the action of an infinitesimal diffeomorphism W on the fields, i.e. by a field strength
renormalization. One readily checks that W is given by the radial vector field −λyi∂yi on
TpX. On the other hand, by Theorem 4.4, the equivalence classes of deformations to our
theory are O(N)-invariant metrics on SN−1, which is just a one-dimensional space spanned
by multiples of the round metric. It follows that the metric counterterm ICT,met, modulo
finite terms, is exact modulo terms proportional to the round metric. Thus, ICT,met has
the form (5.7), since
 LW gij = −2λ
(
gij +
(yidyi)(yjdyj)
σ4
)
.
Our analysis of one-loop counterterms for the O(N)-model reproduces the results of
[11]. Altogether, our results can be interpreted as saying that to all loop order, there is
a single renormalized coupling constant, namely, the round metric, modulo field strength
renormalization. The renormalized round metric is valued in power series in ~ and this
expresses the O(N) symmetry of the quantum theory.
6. Global Quantization
Thus far, we have worked perturbatively about a point p ∈ X and have shown that it
is possible to quantize the nonlinear sigma model for fields mapping into an infinitesimal
neighborhood of p while preserving the g-symmetry when we specialize to X = G/H. In
fact, by showing that the corresponding quantum master equation holds, we also obtain
that these g-symmetries obey higher consistency relations as a formal consequence.
In this section, we consider the problem of global quantization. Recall that our global
action functional, expressed as a section of a jet bundle, is annihilated by a natural flat
connection since the action functional arises from the jet of a globally defined metric and,
in the case of X = G/H, the jet of globally defined vector fields arising from the g-action.
Our first task is to encode the action of ∇ in terms of a classical master equation so that
we may obtain the corresponding form of the quantum master equation for the quantized
theory. It turns out that some subtleties are involved in the latter process [28] and we
supply the details here. Notwithstanding, what we find is that the obstruction to solving
the quantum master equation is given by the cohomology in degree one of the differential
arising from the classical master equation. From this, we find that there is no obstruction to
preserving ∇-flatness of the quantum theory. When X = G/H, then for G and H satisfying
the hypotheses of the main theorem, the potential obstruction to a global g-symmetry lies in
H1(X; MetG). While no hypothesis onG andH were needed to quantize at individual points
p ∈ X, our hypotheses on G and H reflect the fact that we need some global constraints to
ensure that the family of quantizations for every p ∈ X is done consistently. In particular,
if H1(X) = 0, which is true for G compact and semi-simple, there is no anomaly for both
the g-symmetry and ∇-symmetry.
The natural flat connection ∇ on Jet(X) induces a flat connection on Ŝym(T ∗X) via
the family of normal coordinates which identities Jet(X) with Ŝym(T ∗X). Since the flat
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connection on Jet(X) is a derivation with respect to the natural algebra structure on Jet(X),
the induced flat connection on Ŝym(T ∗X) is also a derivation with respect to the latter’s
natural algebraic structure. Thus, ∇ is determined completely by its action on Sym1(T ∗X).
Since ∇, as a connection, satisfies the Leibnitz rule
∇(fs) = dfs+ f∇s,
it follows that if we write
∇ =
∑
k≥0
dk, dk : Sym
1(T ∗X)→ Ω1
(
Symk(T ∗X)
)
,
then the dk are C
∞(X)-linear (i.e. are bundle maps) while d1 satisfies the Leibnitz rule (i.e.
is a connection on T ∗X). We record the following (nonessential) fact:
Lemma 6.1. If the family of coordinate systems Θ is such that each Θp is a normal coor-
dinate system at p, then d1 is the Levi-Civita connection.
The dk, k 6= 1, are bundle maps that together yield a derivation of Ω∗
(
Ŝym(T ∗X)
)
.
Moreover, since Sym(T ∗X)⊗ TX acts on Sym(T ∗X) in the natural way by derivation, i.e.,
for each k, we have the contraction
TX ⊗ Symk(T ∗X) :→ Symk−1(T ∗X)
v ⊗ T 7→ ∂vT
which extends Sym(T ∗X) linearly in the first factor, we can define dk : TX → Ω1
(
Symk−1(T ∗X)
)⊗
TX by the adjunction formula
∂T (dkv) = dk(∂vT )− ∂v(dkT ), v ∈ TX, T ∈ T ∗X.
From this, we can extend dk as a degree one derivation to a map
dk : Ŝym(T
∗X ⊕ T [1]X)→ Ω1
(
Ŝym(T ∗X ⊕ T [1]X)
)
.
It readily follows that there is a functional Ik ∈ Ω1
(
Symk(T ∗X)
)⊗ T [1]X such that
−{Ik, ·} = dk
on Sym∗(T ∗X⊕T [1]X) (where {·, ·} is the Schouten-Nijenhuis bracket). Indeed, any deriva-
tion δ on a space of formal functions (such as dk) is given by a formal vector field; moreover,
on the space of formal multivectors, Lie bracket with this latter vector field coincides with
the adjunction derivation induced by δ. The −Ik are simply (one-form valued) vector fields
corresponding to the derivation δ = dk.
Thus,
∇ = d1 − {I∇, ·},
where I∇ =
∑
k 6=1 I
k. Then since ∇ is flat,
0 = ∇2
= d21 − d1{I∇, ·}+ {I∇, {I∇, ·}}
= d21 + {d1I∇, ·} −
1
2
{{I∇, I∇}, ·}.
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In the last line, we pick up minus signs since I∇ is valued in Ω1(X), and the latter space
has odd degree.
Observe that d21 is the Riemann curvature tensor R = Rij , viewed as a two-form on X
valued in endomorphisms of T ∗X (or TX by adjunction). Here, we think of j and i as in
the input and output indices, respectively, of R as an endomorphism. Thus, from R, we
can form the degree one action functional
SR =
∫
Σ
d2xRijpi
i(x)pˇij(x)
such that {SR, · · · } = d21 (the degree of R is two since it is a two-form while pˇii, being a
coordinate function of an anti-field, has degree minus one).
So consider the total function
S = S[g] + S[ρ] + Sg − I∇
=: S0 − I∇,
which encodes both the ∇-invariance and g-symmetry. Then
d1S +
1
2
{S, S} = 1
2
{S0, S0}+
(
d1S
0 − {I∇, S0}
)
+
(
− d1I∇ + 1
2
{I∇, I∇}
)
= SR,
which captures the following: S0 satisfies its own the classical master equation at every
point p ∈ X due to g-symmetry, S0 is ∇-flat, and ∇ is flat.
Definition 6.2. We call
d1S +
1
2
{S, S} − SR = 0. (6.1)
the global classical master equation.
Write
S = Skin − I
where now I captures the interactions from S0 and the additional term I∇. The global
classical master equation can be reexpressed as(
Q+
1
2
{I, ·}+ d1 − SR~
)
eI/~ = 0. (6.2)
From (6.2), obtaining a corresponding global quantum master equation (at scale L) involves
some complication due to the fact that d21 6= 0. Indeed, the naive guess that (Q+ +~divL +
d1 − SR~ ) should be the quantum BV differential fails since it does not square to zero.
Following [28], for L > 0, define the operator
QL = Q+R ◦ P (0, L)
Here, P (0, L) is the degree −1 derivation on functionals induced by adjunction from the
map
P (0, L) : Γ(Σ, T ∗pX[−1])→ Γ(Σ;TpX)
which maps an anti-field to a field. That is, we regard the ei⊗ ei tensor in (3.2) as being an
element of Hom(T ∗pX[−1], TpX) instead of Hom(TpX,TpX). As above, R is 2-form valued
endomorphism on fields given by the Riemann curvature tensor.
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Thus, QL is a degree one derivation on the space of functionals.
Lemma 6.3. We have (
QL + ~divL + d1 − SR~
)2
= 0. (6.3)
Furthermore, we have the following compatibility with changes of scale:
e∂~P (,L)
(
Q + ~div + d1 − SR~
)
=
(
QL + ~divL + d1 − SR~
)
e∂~P (,L) . (6.4)
Proof. We have(
QL + ~divL + d1 − SR~
)2
= (QL + ~divL)2 +
(
d1 − SR~
)2
+
[
QL + ~divL, d1 − SR~
]
(6.5)
Note that we are using commutators in the graded sense. The first term of (6.5) is
(Q+ ~divL)2 + (R ◦ P (0, L))2 + [Q+ ~divL, R ◦ P (0, L)].
The first term is zero as computed previously and the second term is zero since it’s the
square of a degree one map. We have [~divL, R ◦ P (0, L)] = ~R ◦ [divL, P (0, L)] = 0 since
P (0, L) commutes with KL as operators (the former maps anti-fields to fields while the latter
maps fields to fields and anti-fields to anti-fields). Next, [Q,R◦P (0, L)] = R◦ [Q,P (0, L)] =
R ◦KL −R. Thus altogether, the first term of (6.5) is R ◦KL −R.
Next, the second term of (6.5) is d21 = R. Indeed, S
2
R squares to zero, since it’s multipli-
cation by an odd function, while the cross term vanishes since d1R = 0 due to the Bianchi
identity.
Finally, for the third term of (6.5). We have
[QL, SR] = [Q,SR] + [R ◦ P (0, L), SR].
The first term equals
∫
d2xpii(x)(R∂2µpi)
i(x) which vanishes since R is skew-symmetric. The
second term equals ∫
d2xd2x′(R2pˇi)i(x)P (0, L)(x, x′)pˇii(x′) = 0
which vanishes since R2 is symmetric and the pˇi are odd. The only non-vanishing commu-
tator in (6.5) is thus
−[divL, SR] = −R ◦KL
since R is trace-free. We also have that the commutator involving d1 vanishes, where it
suffices to check [d1, P ] = 0. Since d1 is the Levi-Civita connection, it is compatible with
the isomorphism T ∗X ∼= TX induced by the Riemannian metric on X, and so annihilates
the identity tensor on X regarded as an element of TX ⊗ TX. This implies [d1, P ] = 0.
Altogether, the sum of all terms of (6.5) evaluates to (R ◦KL − R) + R − R ◦KL = 0.
Finally (6.4) follows from −[∂~P (,L), SR/~] = R◦P (, L), where we used that Rij is a skew-
symmetric endomorphism. 
Thus, we make the following definition:
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Definition 6.4. The global quantum master equation is the equation(
QL + d1 + ~divL − SR~
)
eI[L]/~ = 0.
As before we obtain a leading order obstruction O[L] which measures the failure to solve
the quantum master equation, namely(
QL + d1 + ~divL +
SR
~
)
eI[L]/~ = ~nO[L]eI[L]/~ mod
(
~n+1eI[L]/~
)
.
We also have O = limL→0O[L] exists as a local action functional of degree one, by Theorem
3.5. Moreover, we have
Lemma 6.5. The functional O is d1 + {S, ·} closed.
The proof proceeds exactly the same as in the proof of Theorem 3.5.
Proof of Theorem 1.1. By the above lemma, it follows that we need to compute the coho-
mology of d1 + {S, ·} = {S0, ·}+∇ on the global complex
C∗ := Ω∗(X)⊗C∞(X) C∗(g, Jet(T )) (6.6)
where
T = Sym2(T ∗X)⊕ T [1]X.
We want to compute the cohomology of C∗ in degrees 0 and 1, corresponding to the defor-
mation and obstruction space to global quantization, order-by-order in ~.
For a general target X with g = 0, we have C∗ = Ω∗(Jet(T )). Since {S0, ·} and ∇
commute (and ∇ preserves ghost and anti-field degrees), we can take cohomology with
respect to ∇ first, i.e., we filter our complex by anti-field number. By Proposition B.2,
this yields the space of smooth sections of T in cohomological degree zero. In particular,
there is no cohomology in degree greater than zero. Thus, the diffeomorphism covariance
provided by ∇ is not anomalous. We get as cohomology in degree zero, the space of globally
defined sections of Sym2(T ∗X) modulo the image of {S0, ·}, corresponding to the fact that
order by order in ~, one is entitled to modify the action by an arbitary metric on X modulo
infinitesimal diffeomorphisms acting on the classical metric gij .
For the case X = G/H, we obtain different information depending on whether we filter
by g-degree or de Rham degree, i.e. take cohomology with respect to ∇ or {S0, ·} first. In
the former case, using Proposition B.2 as before, the cohomology concentrates in de-Rham
degree zero, and we have that C∗ is quasi-isomorphic to the complex
C∗(g,Γ(T )), (6.7)
which is the complex (4.3) but with jets at p replaced with the space of global sections of T .
Filtering (6.7) by anti-field degree, i.e. taking cohomology with respect to the Chevalley-
Eilenberg differential, we find that the cohomology of (6.7) vanishes in degree 1 if
H1(g,Γ(Sym2(T ∗X))) = H2(g,Γ(T [1]X)) = 0. (6.8)
If G is compact, then Γ(T ) is a completely reducible into finite dimensional irreducible g-
modules. Hence, if in addition g is semi-simple, (6.8) holds since H1(g,M) = H2(g,M) = 0
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for arbitrary finite-dimensional g-modules M . In this case, we can also deduce that the
zeroth cohomology of (6.7) is given by the cokernel of
H0(g, T [1]X)
{S0,·}−→ H0(g,Γ(Sym2(T ∗X))) (6.9)
since H1(g,Γ(T [1]X)) = 0. The cokernel of (6.9) is the space MetG of G-invariant metrics
on X modulo Lie derivatives of the classical metric gij by G-invariant vector fields.
On the other hand, we could also have filtered C∗ by de-Rham degree, i.e., take cohomol-
ogy with respect to {S0, ·} first. Here, the potential obstruction lies in
Ω1(MetG)⊕ Ω1(H1(g, Jet(T [1]X)))⊕ Ω2(H0(g, Jet(T [1]X))), (6.10)
corresponding to whether one can quantize the g-action and ∇-action in a way compatible
with each other. (In the above, we regard H∗(g, Jet(T )) as a vector bundle over X, whose
fiber at p is H∗(g, Jetp(T )).) In other words, when we quantize globally, counterterms are
added to the metric, g-action, and ∇, arising as sections of
Ω0(Sym2(T ∗X)), Ω0(C1(g, Jet(T [1]X))), Ω1(Jet(T [1]X))
respectively. When we try to make these counterterms compatible with the g-action (make
them trivial in {S0, ·}-cohomology), they may fail to be compatible with the ∇-action,
which appears as an obstruction belonging to (6.10), these spaces being the target space
of the differential on the E1-page of the spectral sequence associated to the filtration of C∗
by de Rham degree. Note we did not have an obstruction space in de Rham degree zero
appearing in (6.10) by Theorem 4.4: we simply choose a strongly invariant Hp-quantization
at every point p ∈ X.
Next, we show the vanishing of the obstruction in the last two spaces in (6.10). By
Lemma 4.1, we have
Ω1(H1(g, Jet(T [1]X))) ∼= Ω1(H1(hp, (T [1]X)p)) (6.11)
Ω2(H0(g, Jet(T [1]X))) ∼= Ω2(H0(hp, (T [1]X)p)) (6.12)
where p ∈ X varies. With p-fixed, hp is the direct sum of a semi-simple hs and abelian Lie
algebra a, and its action on TpX (which arises from the compact group H) is completely
reducible. It follows that
H∗(hp, TpX) = H∗(hs, (TpX)0)⊗ Λ∗(a)
where (TpX)0 ⊂ TpX is the subspace of a-invariants. The hypothesis on h now ensures that
H i(hp, TpX) = 0 for i = 0, 1. As a result, the part of the obstruction to global quantization
lying in (6.11-6.12) must be zero in cohomology.
Finally, we consider the space Ω1(MetG). This represents an obstruction occurring due
to the potential monodromy of G-invariant quantizations around a closed loop. When we
apply ∇, the E1-differential, we end up with the resulting obstruction space H1(X,MetG).
Thus, if we assume H1(X) = 0, this obstruction space vanishes. (Note this last condition
is true if G is compact and semi-simple.) 
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6.1. The Renormalization Group. Finally, we mention an associated renormalization
group equation that governs how our effective field theories behave under a natural action
of rescaling [15]. We have the natural scaling
R`pi
i(x) = pii(`x)
R`pˇi
i(x) = `2pˇii(`x), ` > 0
(6.13)
on the space of fields and anti-fields. That is, the field has scaling dimension zero while
the anti-field has scaling dimension two, which is the same as that of a 2-form on Σ. This
scaling is natural because it preserves the action, and in particular, the kinetic term of the
action. This implies that the propagator, when given scaling dimension twice that of the
bosonic field (and hence scaling dimension zero in two dimensions), obeys the relation
P (, L)(`x, `y) = P (`−2, `−2L)(x, y).
This implies a compatibility relation between the scaling of the effective length scale L and
the scaling of the fields.
Given an interaction I, let R∗`I denote I ◦R`−1 , the interaction obtained by precomposing
I with an action R`−1 on the input fields. Observe that R`−1 has the affect of rescaling the
length ` to unity and thus captures interactions at length scale `. Thus, given our set of
effective interactions I[L] encoding all renormalized Feynman diagrams at length scale L,
consider the new set of effective interactions given by
RG`I[L] := R
∗
`I[`
2L],
changing both the length scale of the fields and the scale L of the interactions.
Lemma 6.6. [15] For all ` > 0, then the family {RG`I[L]}L also constitutes a family of
effective field theories. In other words, for fixed `, we have RG`I[L
′] = e~∂P (L,L′)RG`I[L]
for all L,L′ > 0. Moreover, I[L] satisfies the scale L quantum master equation if and only
if RG`I[L] does as well.
Thus, RG` yields a scaling action on the space of effective field theories. In [15], it is
shown that given a renormalization scheme, there is a bijection between effective interactions
and local action functionals that agree with the classical action modulo ~. In the language
of renormalized perturbation theory, such a local action functional is the renormalized
action functional obtained from the bare action and a renormalization scheme. Thus, given
such a renormalization scheme, RG` yields a scaling action on the space of (renormalized)
local action functionals. This yields for us a corresponding flow on the space of local action
functionals, , the renormalization group (RG) flow, corresponding to the infinitesimal action
of the scaling RG`. In terms of the effective interactions, this flow is the flow given by
− d
d`
∣∣∣∣
`=1
RG`I[L].
The vector field on the space of local action functionals corresponding to this flow provides
the β-function. The minus sign which appears in the β-function is chosen so that the β-
function provides the infinitesimal change in the renormalized local action functional that
is needed to compensate for an infinitesimal change of scale while leaving the bare action
unchanged.
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Rather than go into the details of the general theory, we focus our attention on the
renormalization group flow at one loop for our theory. Moreover, we consider only its effect
on the purely bosonic part of the action, i.e., we ignore the effect on the vector fields for
the g-action.
We proceed following the strategy of Friedan. Given p ∈ X, the counterterms needed to
renormalize the theory will involve diagrams with arbitrarily many external legs to renor-
malize the interactions arising from the infinite Taylor series expansion of the metric gij
at p and the interactions Ik encoding ∇. Thus, a priori, the RG flow for the theory based
at p involves computing a flow in the space of sections of jet bundles. On the other hand,
because our globally defined nonlinear sigma model has no anomaly arising from the ∇-
symmetry, the RG flow for the global theory, up to a cohomologically trivial term, must be
∇-flat jet of a metric, i.e., it must be a flow in Sym2(T ∗X). In other words, the β-function,
modulo infinitesimal diffeomorphisms of X, is valued in Sym2(T ∗X) and it can thus be
determined by computing only the behavior of the one-loop correction to the two point
function
∫
Σ d
2x∂µpi
i∂µpi
i at each point p (a flat section of Jet(Sym2(T ∗X)) is determined
by its projection to Jet0(Sym2(T ∗X))).
It is easy to compute this one-loop correction. In normal coordinates, the first derivatives
gij,k(p) of the metric vanish and the second derivatives gij,k` satisfy∑
k
gij,kk(p) =
2
3
Ricij(p)
where Ricij is the Ricci curvature. A counterterm is needed to eliminate the divergence of
the regulated one-loop diagram
− ~
2
∫
d2x
∑
k
gij,kk(p)∂µpi
i(x)∂µpi
j(x)P (, L)(x, x) =
~
(
log − logL
12pi
)
Ricij(p)
∫
d2x∂µpi
i(x)∂µpi
j(x). (6.14)
Thus, the counterterm needed to render this diagram finite must take the form
ICT () = −~
(
log 
12pi
Ricij(p)
∫
d2x∂µpi
i(x)pij(x) + finite
)
. (6.15)
where finite denotes any -independent local action functional.
From (6.14), we see that a logarithmic dependence on L has been introduced for the
corresponding renormalized effective interaction. The infinitesimal effect of −RG` is to
shift the corresponding renormalized interaction by an amount proportional to
d
d`
∣∣∣∣
`=1
(log `L)
∫
d2xRicij(p)∂µpi
i(x)∂µpi
j(x) =
∫
d2xRicij(p)∂µpi
i(x)∂µpi
j(x).
Based on the previous analysis, the conclusion is that an infinitesimal scaling of the ef-
fective interactions I[L] at p can be compensated by an infinitesimal change of the metric
coupling Jetp(gij) by Jetp(Rij), for every p. It is in this sense that the one loop renormal-
ization group flow of the nonlinear sigma model is given by the Ricci flow ˙gij = Ricij . This
proves Theorem 1.2.
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Appendix A. Graded Vector Spaces and Graded Manifolds
A (real) graded vector space V is an R-vector space together with a decomposition
V = ⊕i∈ZVi into vector spaces Vi in degree i. An ordinary vector space yields a graded
vector space concentrated in degree zero. Given a graded vector space V and n ∈ Z, the
graded vector space V [n] is defined by shifting the grading on V via
(V [n])i = Vi+n.
For ordinary vector spaces V , one has the familiar notion of Symn(V ) and Λn(V ), the
symmetric and exterior powers of V . For graded vector spaces, one defines symmetric
powers in the graded sense. Namely, let ⊗nV be the graded vector space whose graded
components are
(⊗nV )i =
⊕
i1+···+in=i
Vi1 ⊗ · · · ⊗ Vin .
We have an action of Symn such that any transposition of adjacent elements acts via
u⊗ v 7→ (−1)|u|·|v|v ⊗ u
where u and v are homogeneous elements of degree |u| and |v|, respectively. Then Symn(V )
is the Symn-invariant subspace of ⊗nV with respect to the above action. We write
Sym(V ) =
⊕
n≥0
Symn(V )
to denote the total symmetric algebra on V . Likewise, Λn(V ) is the Symn-invariant subspace
of ⊗nV with respect to the action
u⊗ v 7→ (−1)|u|·|v|+1v ⊗ u.
We also write
Ŝym(V ) =
∏
n≥0
Symn(V )
to denote the completed symmetric algebra consisting of formal power series in elements of
V .
A map f : V → V ′ of graded vector spaces has degree k if f(Vi) ⊂ V ′i+k. If the degree is
not specified, it is understood to be degree zero. If f : V → V ′ and g : W → W ′ are two
maps, we get an induced map f ⊗ g : V ⊗W → V ′ ⊗W ′ defined on homogeneous elements
via v ⊗ w 7→ (−1)|g||v|f(v)⊗ g(w).
If V is a graded vector space, then its dual space V ∗ is the graded vector space given by
V ∗i = (V−i)
∗,
that is, the degree i component of V ∗ is the dual space of V−i. In this way, the evaluation
pairing
V ∗ ⊗ V → R
is a degree zero map.
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A.1. Directional Derivatives. Let Hom(V ⊗n,R) denote the space of n-multilinear maps
from V ⊗n to R. It has a natural action of Symn induced from the one on V ⊗n. Let
O(V ) = Ŝym(V ∗)
denote the space of formal power series functions on V . For v ∈ V , define the contraction
operator
∂v : Hom(V
⊗n,R)→ Hom(V ⊗n−1,R)
v∗1 ⊗ · · · ⊗ v∗n 7→
∑
i
(−1)|v|(|v1|+···+|vi−1|)v∗i (v)
(
v∗1 ⊗ · · · ⊗ v∗i−1 ⊗ v∗i+1 ⊗ · · · ⊗ v∗n
)
.
(A.1)
In other words, ∂v is the directional derivative with respect to v, where in the graded setting,
it is a derivation of degree |v| whence the usual sign rules apply to the Leibniz rule for ∂v.
More generally, given an element of K = u⊗ v ∈ V ⊗2, we can define the operation
∂K =
1
2
∂v∂u. (A.2)
This operation extends bilinearly to any K ∈ V ⊗2 and is Sym2-invariant. Hence, we have
a well-defined contraction operator ∂K for any K ∈ Sym2(V ).
A.2. Graded Manifolds. We give a compressed treatment here. For a more detailed
treatment, see [19] where the analysis on supermanifolds generalizes readily to the graded
setting. A graded manifold (M,A) is a smooth manifold M equipped with a sheaf of graded
C∞(M)-algebras A. A natural way in which graded manifolds arise is by specifying a graded
vector bundle E over M and letting A be the sheaf of sections of Sym(E∗), the symmetric
algebra on the dual bundle E∗ of E. (One might also want to define A using the completed
symmetric algebra instead). In this case, we encode this data succinctly by saying that E
is a graded manifold, and we regard A as the sheaf of functions on E, which we denote by
O(E). The sheaf of derivations on O(E) is itself a sheaf of A-algebras, which we call the
tangent sheaf of E. The A-linear dual of the tangent sheaf is the cotangent sheaf, and we
can consider the corresponding exterior algebra over A of such a sheaf to obtain the sheaf
of differential forms on E. See [19] for further reading.
The most relevant example for this paper is the shifted cotangent bundle E = T ∗[−1]M ,
whose fiber above a point p ∈ M is the cotangent space T ∗pM [−1] at p shifted to be in
degree one. In this case, the sheaf of functions on T ∗[−1]M is
O(T ∗[−1]M) = Sym(T [1]M),
which is the space of multivector fields on M with grading given by the negative of the rank
of a multivector. The ordinary cotangent bundle T ∗M comes equipped with a canonical
symplectic form, which in local Darboux coordinates (xi, ξi) is given by
∑
i dx
i∧dξi (the xi
are local coordinates for M and the ξi are components of a cotangent vector with respect
to the basis dxi). For the shifted cotangent bundle T ∗[−1]M , we automatically get an
induced symplectic form, a nondegenerate closed two-form on T ∗[−1]M . In local Darboux
coordinates, it is given by the same expression as before, only now the ξi are odd. Since
the odd fibers of T ∗[−1]M have degree one, the coordinate functions ξi have degree minus
one and so the symplectic form on T ∗[−1]M has degree minus one.
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A.3. The Chevalley-Eilenberg Cochain Complex. Let g be a Lie algebra over the field
k. A g-module M is simply a representation of g. The Chevalley-Eilenberg cochain complex
C∗(g,M) of g with coefficients in M is typically defined as the space Λ∗(g,M), the exterior
algebra on g∗ with coefficients in M , equipped with the Chevalley-Eilenberg differential
dCE : Λ
p(g∗,M)→ Λp+1(g∗,M)
dCEω(Z0, . . . , Zp) =
∑
i
(−1)iZi · ω(Z0, . . . , Zˆi, . . . , Zp)
+
∑
i<j
(−1)i+jω([Zi, Zj ], Z0, . . . , Zˆi, . . . , Zˆj , . . . , Zp).
(In the conventions of this paper, we use the negative of the above formula for our Chevalley-
Eilenberg differential.) On the other hand, if we wish Λ∗(g∗,M) to be a graded vector space
in which p-forms have grading degree p, then we can describe the underlying vector space
for the Chevalley-Eilenberg cochain complex as
Sym(g∗[−1])⊗M.
Observe that the natural G action on C∗(g,M) arising from the G action on M and the
coadjoint action on g∗ commutes with the differential dCE .
Appendix B. Jet Bundles
Jet bundles provide a natural geometric framework for the formal theory of differential
equations. We provide a self-contained introduction here, see [36] for further background.
Given a smooth manifold X, let Jetkp(X) denote the vector space of germs at p of smooth
functions modulo those germs which vanish to order k at p. In local coordinates yi on X, a
function u yields a local section
(
∂yIu/I!
)
|I|≤k of Jet
k(X). The spaces Jetkp(X) as p varies
form a smooth vector bundle Jetk(X) over X known as the bundle of k-jets.
The natural projections Jetk+1p (X)→ Jetkp(X) allow us to define the limit
Jetp(X) = lim←− Jet
k
p(X),
the ∞-jet space at p (or simply just the jet space at p). These spaces also fit together to
form a Fre´chet bundle over X. As we are interested in only the algebraic aspects of these
jet bundles, we only regard the jet bundles as locally free C∞(X) modules.
There is a natural map jetk from smooth functions on X to Jetk(X) which assigns at
every point of p the corresponding k-jet of the section at p. This induces a map jet :
C∞(X)→ Jet(X) by assigning to every point p the ∞-jet of the section at p.
The above constructions apply equally well to sections of a vector bundle E instead of
functions. We thus have Jet(E) the bundle of jets of smooth sections of E and a map
jet : E → Jet(E) which assigns to a smooth section of E its jet. Jet bundles can be defined
globally in a sheaf-theoretic fashion without the use of coordinates. We will do so later,
since it will be more convenient to describe the flat connection on Jet(E) in a coordinate
independent manner.
Partial differential operators between two vector bundles can be expressed as linear bundle
maps between jet bundles. Namely, we have
42 TIMOTHY NGUYEN
Lemma B.1. A kth order differential operator D : E → F uniquely determines a linear
map Jetk(E)→ F and vice versa.
Notation. As is standard, given a vector bundle E, by abuse of notation we will often
denote its sheaf of smooth sections by the same letter. If we wish to be more precise, we
will denote the latter by C∞(E) or Γ(E).
Lemma B.1 is essentially tautologous since a kth order differential operator is locally a
linear combination of derivatives up to order k. For every ` ≥ 0, the map jet` : F → Jet`(F )
is an `th order differential operator. Thus, by the above lemma, the composition jet` ◦D
induces a map Jetk+`(E) → Jet`(F ). Since these maps are all compatible for ` ≥ 0, then
D induces a linear map
p(D) : Jet(E)→ Jet(F )
on the jet bundle. It is called the prolongation of D. Concretely, the prolongation of a
differential operator is obtained by successively differentiating the equation Du = 0 and
encoding the resulting infinite family of differential equations into a single linear operator
on the jet bundle.
The bundle Jet(E) was defined as a limit of bundles Jetk(E). The dual bundle
Jet(E)∗ = Hom(Jet(E), C∞(X))
is defined as the colimit of bundles Hom(Jetk(E), C∞(X)). In simple terms, an element of
Hom(Jetk(E), C∞(X)) is an order k-differential operator from E to the trivial bundle by
Lemma B.1. Thus, Jet(E)∗ is the space of all differential operators from E to R, that is, it
is the free DX -module
DX ⊗C∞(X) E∗.
Here DX stands for the C
∞(X)-sheaf of differential operators on X.
A polydifferential function on E is a function which is locally a polynomial in the deriva-
tives of sections of E. In other words, it is an element of SymC∞(X)(Jet(E)
∗). A formal
polydifferential function is then an element the completed ring
PolyDiff(E) = ŜymC∞(E)(Jet(E)
∗),
a formal power series in polydifferential operators. For brevity, we will not distinguish
between formal and ordinary polydifferential operators. Note that PolyDiff(E) is again a
DX -module in the natural way obtained from applying the Leibniz rule. Namely, if D ∈ DX
is a differential operator and D1(f) · · ·DN (f) is a polydifferential function of a section f of
E, with Di differential operators, then
D(D1(f) · · ·DN (f)) = (DD1)(f) · · ·DN (f) + . . .+D1(f) · · · (DDN )(f).
As usual, sign rules must be applied when applying the Leibniz rule if any of these objects
are graded.
A local action functional on the space of sections of E is given by integrating a polydif-
ferential function of E against a density on X. Because we are only interested in densities
modulo those which are exact, this means that the space of local action functionals is given
by
Oloc(E) = Dens(X)⊗DX PolyDiff(E).
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Here, Dens(X) is the sheaf of densities on X regarded as the dual C∞(X)-sheaf to the sheaf
of compactly supported smooth functions on X. It is a right DX -module in the natural way.
Namely, given ω ∈ Dens(X), D ∈ DX , and f ∈ C∞0 (X), we have
∫
X(ωD)f =
∫
X ω(Df).
Given a local action functional S, the variational derivative δS of S is a local one-form
on the space of local action functionals, i.e. an element of
Dens(X)⊗C∞(X) (E∗ ⊗C∞(X) PolyDiff(E)).
It is defined as follows. We have that E acts as a derivation in the natural way on
PolyDiff(E), since we have the map
E
jet−→ Jet(E) ⊂ Hom(Jet(E)∗, C∞(X)),
where the latter inclusion comes from the natural evaluation pairing. Thus, for a section v
of E, we have ∂jet(v) : PolyDiff(E))→ PolyDiff(E)) as given by the formula (A.1) adapted
to C∞(X)-sheaves. Thus, given an element S ∈ PolyDiff(E)), it yields the element δS ∈
E∗ ⊗C∞(X) PolyDiff(E) which maps v ∈ E to ∂vS. The operation δ carries over when
we tensor with densities, from which we obtain the variational derivative of a local action
functional.
B.1. Coordinate Systems. A coordinate system Θp : TpX → X (defined in a neighbor-
hood of the origin of TpX) yields an algebra isomorphism Jetp(X) ∼= Ŝym(T ∗pX). Namely
given a smooth function f , its germ at p determines the Taylor series of Θ∗pf : TpX → R at
the origin. Likewise, given a natural tensor bundle T over X, with fiber Tp over p, we have
Jetp(T ) ∼= Ŝym∗(T ∗pX)⊗R Tp, where given a tensor T , we consider the Taylor series of the
components of Θ∗p(T ) with respect to the coordinate basis tensors of TpX.
In fact a coordinate system at p is really the data of an isomorphism Jetp(X) ∼= Ŝym(T ∗pX)
along with a choice of basis for TpX (the choice of an ordered set of coordinates). Since
as p varies all points of X, TX is not in general globally trivializable, all that is desired
is just an isomorphism Jetp(X) ∼= Ŝym(T ∗pX). This can be regarded as a choice of affine
coordinate system at p (a coordinate system modulo the natural action of translations and
GLn(TpX) induced from the action on TpX). A global choice of affine coordinate systems
is then a choice of isomorphism Jet(X) ∼= Ŝym(T ∗X). Observe that any such isomorphism
(of algebras) is determined by a splitting of the natural projection
F 1Jet(X)→ F 1Jet(X)/F 2Jet(X) ∼= T ∗X,
where F kJet(X) is the subbundle of Jet(X) consisting of those jets that vanish to order k at
every point. Such a splitting always exists and the space of all such splittings is contractible.
Given any vector bundle E, then Jet(E) has a natural flat connection ∇ : Jet(E) →
Ω1(Jet(E)). This can be described succinctly and in a coordinate invariant way as follows.
Let Y = X and consider the projections piX and piY of X × Y onto the first and second
factor, respectively. Let I denote the ideal in C∞(X×Y ) consisting of smooth functions that
vanish along the diagonal and let pi∗Y C
∞(X) denote C∞(X×Y ) regarded as a C∞(X)-sheaf
in the obvious way. Then as C∞(X) sheaves, we have
Jetk(X) = (piX)∗(pi∗Y (C
∞(X))/Ik).
Given a function f , then jetk(f) is given by the equivalence class of pi∗Y (f) in Jet
k(X).
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Let d denote the de Rham differential with respect to X. We have the corresponding
deRham complex Ω∗(X) ⊗C∞(X) C∞(X × Y ). Tensoring with pi∗Y (E), taking the quotient
by Ik, and pushing forward to X, we obtain a de Rham complex
Ω0(Jetk(E))
d−→ Ω1(Jetk−1(E)) · · · d−→ Ωn(Jetk−n(E))
for k ≥ n = dim(X).
Proposition B.2. [36, Prop 1.3.2] The sequence
E
jetk−→ Ω0(Jetk(E)) d−→ Ω1(Jetk−1(E)) · · · d−→ Ωn(Jetk−n(E))→ 0 (B.1)
is exact.
Note that in [36], it is shown that (B.1) is exact as a sheaf of C∞(X)-modules. However,
since the space of smooth sections of E is a fine sheaf, this implies the stronger statement
that (B.1) is exact as a complex of vector spaces.
Taking limits, we obtain the exact sequence
E
jet−→ Ω0(Jet(E)) d−→ Ω1(Jet(E)) · · · d−→ Ωn(Jet(E))→ 0 (B.2)
The map from d : Ω0(Jet(E)) = Jet(E)→ Ω1(Jet(E)) is the flat connection on Jet(E). For
another approach to defining this flat connection, see [13]. Exactness of (B.2) implies that
its flat sections consist of those that are in the image of jet.
Appendix C. Wick’s Theorem
Wick’s Theorem gives a combinatorial formula for the integration of monomials against
Gaussian measures. We assume the reader is familiar with this lemma and only record it
here for notational purposes. Consider Rd with the standard monomial basis x1, . . . , xd and
let A = Aij be a symmetric nondegenerate d × d matrix. It determines a bilinear form
(x,Ax) := Aijx
ixj and a normalized Gaussian measure dµA =
√
detA
(2pi)d/2
e−(x,Ax)/2ddx.
Lemma C.1. (Wick’s Theorem) Consider the monomial f(x) = xi1 · · ·xin. Then∫
f(x)dµA =
1
2n/2(n/2)!
∑
σ∈Sn
Aiσ(1)iσ(2) · · ·Aiσ(n−1)iσ(n) . (C.1)
for n even and is zero otherwise. Here Aij denotes the inverse matrix of Aij.
As is well-known, the sum on the right-hand-side has an elegant description in terms of
Feynman diagrams.
We can encode Wick’s Theorem more succinctly as follows. Let W be a finite dimensional
Euclidean vector space of dimension d. The nondegenerate bilinear form (·, A·) on W
determines an isomorphism W ∼= W ∗. This isomorphism allows us to transfer the bilinear
form (·, A·) on W to a bilinear form on W ∗. Thus, if P ∈ Sym2(W ) is the two-tensor
which induces this latter bilinear form, then ∂P is the operation of Wick contraction when
integrating against dµA. It is then easy to see that the operation
e∂P =
∞∑
n=0
(∂P )
n
n!
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is precisely the sum over all possible choices of Wick contractions (with all the correct
combinatorial factors accounted) using n propagators P , with n ranging over all possible
values. In particular, we have the following:
Lemma C.2. (Wick’s Theorem, second version) Let P be as above. Then∫
f(x)dµA = (e
∂P f)(0). (C.2)
Here, the right-hand side is evaluated at zero so that the maximal number of Wick
contractions have been made (i.e., in the Feynman-diagrammatic picture, we only sum over
vacuum diagrams).
Returning to the general situation, consider now the formal power series eI/~, where
I ∈ Ŝym(W ∗)[[~]] is a power series function on W and ~ is a formal parameter. Suppose we
want to generate all Feynman diagrams with vertices labelled by interactions from I and
edges labelled by the propagator P . Then the general Feynman diagrammatic combinatorics
implies that the sum over all Feynman diagrams equals the exponential of only those which
are connected8:
Lemma C.3. Let I be at least cubic modulo ~. Then
e~∂P eI/~ = exp
~−1 ∑
γ connected
Iγ
 (C.3)
where Iγ ∈ Sym(W ∗)[[~]] is the interaction corresponding to the connected Feynman diagram
γ (with the appropriate combinatorial factor). The sum in the exponent is understood to
be valued in Ŝym(W ∗)[[~]], the space of formal power series on W valued in formal power
series in ~.
The advantage of this notation is that it succinctly packages all the algebraic manipula-
tions involving Wick’s Theorem. Moreover, since
e∂P e∂P ′ = e∂P+P ′
it follows that e∂P is invertible with inverse e−∂P .
Appendix D. Effective Field Theories
Our goal here is to motivate the length scale based approach to effective field theories
used in this paper. In this approach, a length parameter enters as a regularizing parameter
in the heat-kernel method of regularization. Because this approach is less intuitive than an
approach based on energy scales, we first explain the latter and then see how it adapts to
a length scale formulation.
8Connected, recall, means no component of the graph is a vacuum diagram, i.e., a diagram with no
external tails.
46 TIMOTHY NGUYEN
D.1. Energy Scale Approach. We begin by working in a finite dimensional setting. Let
W be a finite dimensional Euclidean vector space with inner product (·, ·) and let dµ denote
the associated Lebesgue measure. Let Q be a nonpositive self-adjoint operator. We then
obtain the “Gaussian” measure
dµQ = ce
(φ,Qφ)/2~dµ(φ),
where c is a constant chosen so that dµQ is a normalized Gaussian measure when restricted
to the span of the eigenspaces on which Q is nondegenerate.
Let Wλ denote the λ eigenspace of −Q. Given Λ ≥ 0, we introduce the following objects:
W>Λ = ⊕λ>ΛWλ
W≤Λ = ⊕λ≤ΛWλ
dµ>Q,Λ = dµQ|W>Λ
dµ≤Q,Λ = dµQ|W≤Λ
For brevity, we also write dµQ,Λ for dµ
≤
Q,Λ.
Let φaλ denote an orthonormal eigenbasis for Q, where −Qφaλ = λφaλ. Given 0 ≤ Λ1 < Λ2,
we have the associated propagator
P (Λ1,Λ2) =
∑
Λ1<λ<Λ2
1
λ
φaλ ⊗ φaλ,
whose corresponding operator ∑
Λ1<λ<Λ2
1
λ
φaλ(φ
a
λ, ·)
is an approximate inverse to −Q. In fact, it is the inverse of −Q when restricted to
⊕Λ1<λ<Λ2Wλ.
Let V be a polynomial vector field on W , i.e., V ∈ Sym(W ∗)⊗W .
Lemma D.1. We have the identity∫
W>Λ
 LV dµQ =  LV [Λ]dµQ,Λ (D.1)
where V [Λ] = e~∂P (Λ,∞)V |
W≤Λ
is a vector field on W≤Λ .
Proof. On top degree differential forms, we have that  LV = dιV , where ιV denotes
contraction with the vector field V and d is exterior derivative. Write d = d> + d≤ to
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denote the components of d belonging to the W>Λ and W
≤
Λ directions, respectively. Then∫
W>Λ
 LV dµQ =
∫
W>Λ
(d> + d≤)ιV dµQ
=
∫
W>Λ
d≤ιV (dµ>Q,ΛdµQ,Λ)
= d≤
∫
W>Λ
dµ>Q,Λ(ιV dµQ,Λ)
= d≤ιV [Λ]dµQ,Λ.
In the second line, the term arising from d> vanishes since it is exact. Likewise, in passing
to line three, the only nonzero contribution to the integral arises from V contracting with
the dµQ,Λ factor. Finally, the last line is an application of Wick’s Theorem. 
Let QV denote  LV (·, Q·)/2. Then what the above shows is that
 LV dµQ =
(
QV
~
+ divV
)
dµQ = 0
implies
 LV [Λ]dµ
Λ
Q =
(
QV [Λ]
~
+ divΛV [Λ]
)
dµΛQ = 0
where div and divΛ are the divergence operators with respect to the Lebesgue measures dµ
and dµ|
W≤Λ
, respectively. In other words, the invariance of the measure dµQ with respect to
the vector field V descends to an invariance of the measure dµΛQ with respect to the scale
Λ vector field V [Λ].
We can generalize the above situation to formal (i.e. defined as a power series) non-
Gaussian measures as follows. Observe that  LV (fdµQ) =  LfV dµQ for any function f . In
particular, if we wish to consider an interaction term f = eI/~, with I ∈ Ŝym(W ∗), we can
repeat the preceding analysis but with V replaced with eI/~V . One can verify that
(fV )[Λ] = eI[Λ]/~VI [Λ] (D.2)
where I[Λ] ∈ Ŝym(W ∗)[[~]] is given by
e~∂P (Λ,∞)eI/~|
W≤Λ
=: eI[Λ]/~ (D.3)
and
VI [Λ] = e
−I[Λ]/~e~∂P (Λ,∞)(eI/~V )
is the sum of all connected Feynman diagrams such that exactly one vertex is labelled by
V and the rest are with I/~. Thus,
 LV
(
eI/~dµQ
)
=
(
QV
~
+
 LV I
~
+ divV
)
dµQ = 0
implies
 LVI [Λ]
(
eI[Λ]/~dµΛQ
)
=
(
QVI [Λ]
~
+
 LVI [Λ]I[Λ]
~
+ divΛVI [Λ]
)
dµΛQ = 0. (D.4)
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This latter equation expresses the invariance of the measure eI/~dµQ with respect to the
vector field V in terms of objects defined at scale Λ, namely, the scale Λ effective interactions
I[V ] and the scale Λ vector field V [Λ]. In other words, a symmetry for the full theory
descends to a scale Λ symmetry for the effective theory defined at scale Λ. This equation is
precisely the scale Λ quantum master equation for this simple example. Such an equation
also goes by the name Ward identity and it captures how a classical symmetry is manifest
at the quantum level.
We can now derive the full quantum master equation, with the previous simplified exam-
ple providing justification for why this more general quantum master equation is sensible.
Consider the above (still finite-dimensional) situation in which we have a power series action
functional S0 on W invariant under the action of a Lie algebra g. As in Section 2, we can
extend S0 to a function S on W ⊕W ∗[−1] ⊕ g[1] ⊕ g∗[−2] that satisfies a classical master
equation. Write
S = Skin − I
where Skin = (φ,Qφ)/2 is the quadratic part of S0 and I = −(S − Skin) is the interaction
term depending on φ and the other fields. Note that unlike (D.4), where we have separated
a symmetry V from the interaction I for the sake of illustration, in our present situation,
the interaction I includes all the symmetries in question. This is a convenient tactic,
because then all the symmetries participate in Feynman diagrams, thereby descending to
the appropriate form and receiving all necessary quantum corrections when we go to scale
Λ. That is, I[Λ] defined by
e∂~P (Λ,∞)eI/~ =: eI[Λ]/~,
is a sum of multivector fields. The scale Λ quantum master equation is defined to be
(Q+ divΛ)e
I[Λ]/~ = 0, (D.5)
where divΛ is the sum of the two terms, the divergence with respect to dµΛ and the operator
divg (as in 3.1). When g = R (the symmetry of the theory is generated by single vector
field V ), this recovers exactly (D.4). When dim g > 1, the full quantum master equation
(D.5) expresses (i) the invariance of the scale Λ measure with respect to scale Λ vector
fields arising from each vector of g; (ii) higher compatibility conditions among these scale
Λ vector fields. The scale Λ vector fields are given by the component of I[Λ] of multivector
field degree one.
D.2. Length Scale Approach. In the context of quantum field theory, the above picture
has to be modified due to the process of regularization and renormalization. Renormal-
ization introduces counterterms which a priori may destroy the underlying symmetries of
the classical theory, in particular, the invariance of the “quantum measure” with respect
to symmetries. Thus, having a scale Λ quantum master equation hold means that no such
symmetry violation occurs for the effective theory at scale Λ.
The previous approach to defining a regulated quantum master equation was based on
energy, namely, using a momentum cutoff to define the propagator. The length scale ap-
proach is based on the heat kernel regularization of the propagator, whereby for a theory
in which the kinetic operator −Q of the theory is a Laplace type operator ∆, we take as
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regulated propagator
P (, L) =
∫ L

e−t∆dt.
Since the integral kernel of e−t∆ is localized to length scales of order t1/2,  is a small
length (ultraviolet) regulator while L is a large length (infrared) regulator. The length
scale approach is convenient because then effective theories I[L] indexed by length become
more and more local as L → 0, as can be deduced from the heat kernel localizing to the
diagonal at small times. In this way, one can establish Theorem 3.5 which ensures that
the obstruction O becomes a local action functional as L → 0. In comparison, the energy
scale approach is less compatible with locality, since even at high energies (small length),
the operation of projection onto large eigenvalues of the Laplacian is a highly nonlocal
operation.
The length scale L quantum master equation is defined by formal analogy with the
quantum master equation based on the energy scale Λ. Given our regulated propagator
P (, L), we obtain a set of regulated interactions I[, L] via
eI[,L]/~ = e~∂P (,L)eI/~.
Renormalization means that we introduce local -dependent counterterms ICT () valued in
a power series in ~, so that the limit
lim
→0
e~∂P (,L)e(I+I
CT ())/~
exists as a series in ~ [15]. This defines for us a set of renormalized, effective interactions
I[L] at length scale L given by
eI[L]/~ = lim
→0
e~∂P (,L)e(I+I
CT ())/~.
We define the (length) scale L quantum master equation by replacing all objects occurring
in the energy scale quantum master equation (D.5) with their length scale counterparts.
Thus, I[Λ] is replaced with I[L] and divΛ is replaced with divL. Hence, we obtain the
equation
(Q+ divL)e
I[L]/~ = 0. (D.6)
The fact that this is a sensible equation that deserves to be called the quantum master
equation arises from the fact that (Q+ divL) squares to zero and that Theorem 3.5 holds.
Equation (D.6) expresses how a symmetry is manifest at the quantum level for an effective
field theory at length scale L.
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