Parametric modeling of univariate cumulative incidence functions and logistic models have been studied extensively. However, to the best of our knowledge, there is no study using logistic models to characterize cumulative incidence functions. In this paper, we propose a novel parametric model which is an extension of a widely-used four-parameter logistic function for dose-response curves. The modified model can accommodate various shapes of cumulative incidence functions and be easily implemented using standard statistical software. The simulation studies demonstrate that the proposed model is as efficient as or more efficient than its nonparametric counterpart when it is correctly specified, and outperforms the existing Gompertz model when the underlying cumulative incidence function is sigmoidal. The practical utility of the modified three-parameter logistic model is illustrated using the data from the Cache County Study of dementia.
Introduction
Practitioners have become more and more aware of competing risks problems which frequently arise in analyzing time-to-event data with composite endpoints. For example, in the Cache County Study of dementia onset in the aging population (Breitner et al., 1999) , the majority of subjects died without dementia. As censoring by death might be informative, the marginal survival function is not suitable for quantifying the trajectory of dementia onset because of nonidentifiability issues; see Tsiatis (1975) and Tai et al. (2001) for more information. Therefore, we refer to a probability function, the cumulative incidence function (CIF) , to analyze the Cache County Study data. The CIF quantifies the proportions of cumulative dementia cases over time in the presence of the competing event death (Kalbfleisch and Prentice, 2002) and is nonparametrically identifiable. The cumulative incidence (or probability) of dementia-free death is also of interest for this aging population, where the onset of dementia is treated as dependent censoring as only time to first event is recorded.
The nonparametric estimation of the CIF is straightforward based on its relationship with another important quantity in competing risks literature, the cause-specific hazard (CSH) function. Both the CIF and CSH are useful and widely-used summaries of competing risks data. However, it is easier for many practitioners to conceptualize the CIF as it reflects the proportion of failures from a target event by certain time. Therefore, in this paper we will focus on the CIF, which is an integration of the product of the CSH function and the overall survival function for all causes (Kalbfleisch and Prentice, 2002) . For univariate competing risks data, the likelihood function can be factored into separate components for each cause, hence the standard nonparametric Nelson-Aalen estimator (Nelson, 1972; Aalen, 1978) can be applied to estimate the type k cumulative CSH function, with the failures from the non-type k events being treated as independent censoring (Kalbfleisch and Prentice, 2002) . The CIF can then be estimated nonparametrically by substituting the NelsonAalen type of estimator for the CSH function and the standard Kaplan-Meier estimator for the overall survival function.
The nonparametric inference of the CIF is consistent and performs well with small samples. However, when the nonparametric estimation of the CIF was not leveled off at the largest observed time point and the proportion of individuals who fail due to a certain type of event was of interest, parametric modeling of the CIF would be a useful alternative. Also a properly fitted parametric model may gain some efficiency over its non-parametric counterpart (Miller, 1983) . The asymptotic properties of a parametric model follow naturally from standard theory for maximum likelihood estimation. In addition, a parametric model of the CIF can be more readily extended to regression settings to account for covariates. Hence a parametric model is a useful alternative to the nonparametric estimation. Parametric analyses using a mixture model representation of the joint distribution were studied by Larson and Dinse (1985) and Maller and Zhou (1996) . Intense numerical calculations may be required to obtain the maximum likelihood estimators (MLEs) of the parameters involved in the parametric mixture model. Jeong and Fine (2006) presented a flexible approach to modeling the CIF directly using a generalized Gompertz function. However, their models cannot provide an adequate fit to a sigmoidal shaped CIF.
In the Cache County Study on dementia in the aging population, the cumulative incidences of dementia and dementia-free death have two bend points. In response to current parametric models, such as the Gompertz model, inability to model sigmoidal CIFs, we propose a new parametric model for the CIF which is a modified three-parameter logistic function. First derived in 1830, the logistic model has been widely used with modifications. It was applied to the area of item response theory in the 1950s to model item characteristic curves (Embretson and Reise, 2000) . In survival analysis, the logistic model has been used to model the log time to event, yielding a log logistic model in the original time scale (Klein and Moeschberger, 2003) . The parametric modeling of the CIF considered in this paper is more closely related to the fourand five-parameter logistic models which have been widely used to describe sigmoidal curves in application to bioassay, radioligand assay, and physiological dose-response curves (De Lean et al., 1978; Finney, 1978; Gottschalk and Dunn, 2005a,b,c) . In the data analysis, we will show that the modified logistic model provides adequate fit to sigmoidal curves while other existing models such as the Gompertz and conditional Weibull models (Jeong and Fine, 2006) fail to do so.
Because of the deterministic relationship between the CIF and the CSH, parametric modeling of the CSH functions for all causes also provides a natural parametric model for the CIF. However, except for some very simple parametric CSH functions (Benichou and Gail, 1990) , the resulting parametric forms for the CIF are usually complicated. Hence in this paper, we will focus on direct parametric modeling of the CIF. In Section 2, we propose the modified logistic model for the CIF and the estimating procedures of the unknown parameters involved in the model. A goodness-of-fit test is discussed in Section 3 to check whether the proposed parametric model provides an adequate fit to the observed data. Simulation studies in Section 4 and data analyses of the Cache County Study in Section 5 show that the modified logistic model works 2 The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 29 DOI: 10.2202 /1557 -4679.1183 well with sigmoidal shaped CIFs. Some remarks and future work conclude the paper in Section 6.
2 Modified three-parameter logistic model
Notation
Without loss of generality, in this paper we will consider only two competing risks, the event of interest as a type 1 event, and the other as a type 2 event. The competing risk data are generally expressed as (T, ), where T is the time to the first observed event, and = 1, 2 is the cause indicator, depending on which type of failures occurs first.
Being an important quantity in competing risks literature, the CSH represents the instantaneous failure rate of a cause k event at time s conditional on the subject having not had any event by time s. That is, for k = 1, 2, we define λ k (s) = lim ∆s→0 P (s≤T≤s +∆s, = k|T≥s)/∆s.
The cause k CIF at time s is defined as the cumulative probability of the cause k event by time s and relates to the CSH as:
where S(s) = P (T > s) is the overall survival function from both events.
Modified logistic model for the CIF
The four-parameter logistic model (De Lean et al., 1978; Finney, 1978) is usually expressed as Y (x) = a−p 1+(x/c) b + p, where x is a certain level of dose concentration in log scale, Y (x) is the corresponding continuous response of interest, and a, b, c and p are four parameters. The dose response function can be tailored to model a probability function as
Here the exponential function is used to reflect the original time scale. Since the parameters a and p control the lower and upper asymptotes, the above equation can also be used to characterize the CIF where F (0) = a−p 1+exp(−bc) +p = 0. Because of this constraint, we only need three parameters to model the cause k(= 1, 2) CIF as follows:
where
is the vector of the three parameters. The parameter p k controls the upper asymptote of the cause k CIF and corresponds to the long-term probability of the cause k event as F k (s) → p k when s → ∞. It is also called a "leveling-off" parameter. The parameters b k and c k represent the dilation/contraction and shift in the time scale, respectively. More specifically, b k is the "slope" of the rising, that is, how fast the CIF approaches its asymptote p k , while c k describes the "center" of the rising. In general we have b k > 0, c k ∈ R and 0 < p k < 1, for k = 1, 2.
Estimating procedure
In addition to the time to the first event T , suppose an individual is also subject to independent censoring C so that we observe Y = min(T,C) and the new cause indicator η=δ , where δis the censoring indicator equaling I(T < C) and I is an indicator function. The cause indicator ηcan then take on a value of 1 or 2 if either type 1 or type 2 event happens first, and 0 if both events are censored by C. The observed data contain n independent identically
Based on the observed failure times and cause indicators, we construct the following partial likelihood function (Klein and Moeschberger, 2003, Section 3.5 and Kalbfleisch and Prentice, 2002, Section 8.2.3) , assuming that the CIFs are of the form given in (2.1),
/∂s are the cause specific densities, k = 1, 2, and S(s;ψ 1 ,ψ 2 ) = 1 − F Log 1 (s;ψ 1 ) − F Log 2 (s;ψ 2 ) is the overall survival function. The unknown parameters can be estimated by the standard maximum likelihood method and the MLEs are denoted asb k ,ĉ k andp k , with k = 1, 2. The inference for the MLEs is straightforward by using standard maximum likelihood estimation theory, where the covariance matrix of (ˆ1,ˆ2) is estimated by I −1 (ˆ1,ˆ2), i.e., the inverse of the Fisher information matrix evaluated at the MLEs. Jeong and Fine (2006) proposed a flexible Gompertz model for the cause k(= 1, 2) CIF as below: where α k and β k are two parameters. When α k < 0 and β k > 0, it describes a CIF with the upper asymptote 1 − exp(β k /α k ) < 1. The second derivative of F Gom k (s;α k ,β k ) with respect to s is always negative when α k < 0 and β k > 0, hence a Gompertz model cannot correctly characterize a CIF with two bend points. In contrast, we will see in Sections 4 and 5 that the modified threeparameter logistic model can capture a sigmoidal shaped CIF very well.
Comparison with other parametric models
Weibull model is a commonly used lifetime distribution. In our paper, we will use conditional Weibull models in our numerical studies where we assume that P (T≤s| = k) = 1 − exp(−r k s a k ) and P ( = k) = q k , k = 1, 2. More specifically, for the cause k CIF, we have
This model was discussed in Jeong and Fine (2006) , however, they did not model the CIFs directly. Instead they modeled CSH functions ignoring the upper asymptotes q k . Maximum likelihood estimation procedures discussed in Section 2.3 can be similarly used for the Gompertz and conditional Weibull models. The score functions, which are obtained from the first derivative of the log likelihood functions equaling zero, do not have explicit solutions. Hence some numerical methods will be employed for the three parametric models. As the parameters in the modified logistic model have intuitive interpretations, it is relatively easy to select a set of initial values for the maximum likelihood procedure by eyeballing the plots of the standard nonparametric estimates. For the conditional Weibull model, it is noted that
based on which we may obtain the initial values for a k and r k . Suppose {s i , i = 1, . . . , D} are D unique event times of {Y i , i = 1, . . . , n}. Let˜F npar k (s i ) be the corresponding nonparametric estimators whose maximum value q 0 k can be served as an initial value for q k . We then fit a least-squares line log{− log(1− F npar k (s i )/q 0 k )} =b 0k +b 1k log s i , k = 1, 2 and obtain a 0 k =b 1k and r 0 k = exp{b 0k } as initial values for the iterative algorithm. In our numerical studies, we find it most challenging to specify initial values for the Gompertz model. Many initial values need to be searched in order to ensure proper convergence of the iterative algorithm for that model.
It is noted that the maximum likelihood estimation is subject to some constraints on the parameters. In the Cache County Study, an individual will eventually either develop dementia or die without dementia, hence we have p 1 + p 2 = 1 in the modified logistic model and q 1 + q 2 = 1 in the conditional Weibull model, and for each model we only need five parameters to describe causes 1 and 2 CIFs. If we use the Gompertz model to describe the causes 1 and 2 CIFs and to simultaneously fit these two curves, we need to maximize the likelihood under the constraint that the sum of two upper asymptotes 1 − exp(β 1 /α 1 ) and 1 − exp(β 2 /α 2 ) equals to 1, which introduces complexity in applications. The sum of the asymptotes equaling one does not hold in all applications though. For example, suppose one is interested in modeling onset ages of breast cancer and other types of cancer. Some subjects may be free of any event because they are "cured" or genetically insusceptible. In this case, six parameters are needed for both the modified logistic model and the conditional Weibull model. In practice, lower and upper bounds can be specified in the maximization algorithm to get proper MLEs. In small samples when the estimates are close to boundary, inference procedures such as confidence intervals and hypothesis testing based on asymptotic properties can be inadequate and bootstrap methods may be used instead.
Goodness-of-fit test ψ ψ
Under the modified logistic model, the overall survival function S(s) = P (T > s) is a function of ψ 1 and ψ 2 , and is denoted as S(s;ψ 1 ,ψ 2 ). Plugging the MLEŝ 1 ,ˆ2 into S, we obtain a model-restricted estimatorˆS. Since T is only subject to independent censoring C, S can be estimated by the standard KaplanMeier estimator (Kaplan and Meier, 1958) , denoted by˜S. If the modified logistic model is adequate, the two estimators should be close to each other. Hence a natural goodness-of-fit test statistic for the modified logistic model is constructed based on the L 2 norm τ∧smax 0 {Ŝ(s) −S(s)} 2 ds, where τ is a large value such that S(τ) >δfor a small δ>0, and s max is the maximum observed time point. This L 2 norm can be approximated by
. . , n} and s D is the largest time no greater than τ ∧ s max . Analogous to Wang (2007) , the goodness-of-fit inference based on K can be derived in the following way:
1) We generate B independent samples of size n by resampling the original n i.i.d. observations with replacement; 2) For each bootstrap sample, we obtain the model-restricted estimator and the KM estimator for S, and compute K;
3) Let K We now show that the test statistic K approaches 0 in probability as the sample size n → ∞, and the nonparametric bootstrap procedure is valid for this setting. Let S(s;θ 0 ) denote the true survival function under H 0 assuming that the CIFs are from the modified logistic model, and let θ 0 = (ψ 10 ,ψ 20 ) be the vector of true parameters. The Kaplan-Meier estimator˜S is a uniformly consistent estimator of S, hence τ 0 (S − S) 2 ds → 0, in probability, as n → ∞. Under H 0 , by standard theories for MLE and the continuity of S(s;θ 0 ), we have τ
Hence the L 2 norm τ
2 ds} → 0, in probability. The consistency of the approximation K follows.
Next, by the asymptotic linearity of the Kaplan-Meier estimator˜S and the functional δ-method, we have
where W 1 is a mean zero normal random variable. On the other hand, note that
By standard theories for MLE and the δ-method, we have √ n τ 0 (S − S) 2 ds → W 2 ,â mean zero normal random variable. In addition, because marginal tightness implies joint tightness, √ n(S − S, S − S) converge weakly to a bivariate Gaussian process. By the functional δ-method, √ n τ 0 (S − S)(Ŝ − S)ds converges in distribution to a mean zero normal random variable W 3 . Since
(S−S)(Ŝ − S)ds, the asymptotic linearity of the L 2 norm follows naturally. Note that √ nK = √ n τ 0 (S −S) 2 ds + o P (1), we also have the asymptotic linearity for K. As a simplified case of Theorem 3.9.4 (van der Vaart and Wellner, 2000) , the nonparametric bootstrap procedure can be applied here to obtain an empirical p value.
As we derive the CIFs for both causes simultaneously based on the partial likelihood function, we use their sum and compare to the nonparametric estimation of the overall survival function to emphasize the joint modeling. An analogous goodness-of-fit procedure can be derived by comparing the nonparametric and parametric estimators of the cause k CIF. This procedure is more useful when the proposed parametric model fails to fit either of the CIFs, however the discrepancies between the parametric and nonparametric estimations of the two CIFs are canceled out so that the parametric fit to the overall survival function does not differ very much from its nonparametric counterpart. There are many other choices for lack-of-fit tests. For example, one may construct a Kolmogorov-Smirnov type of test or use a L 1 norm instead. However, we do not aim to develop a most efficient test here. Instead we recommend using the formal lack-of-fit test along with complementary plots of the nonparametric and parametric estimates for both CIFs to check the goodness-of-fit of the model.
Simulation studies ψ
The first simulation study was designed to examine the performance of the MLEsˆk, k = 1, 2 when the true model was indeed a modified three-parameter logistic model. To simulate (T, ) for which their CIFs satisfy Eq. (2.1), we resort to improper random variables X * k = T · I( = k) + ∞ · I( = k), k = 1, 2. The similar idea has been used in Cheng et al. (2009) . The distribution function of X * k is exactly the cause k CIF, which is improper but absolutely continuous and strictly increasing. X * 1 can hence be simulated by F is the inverse function of F 1 with the form
When U≥p 1 , X * 1 = ∞, which implies that T = X * 2 , = 2. In this case, X * 2 is simulated directly from the conditional distribution of T given = 2, which has the specific form
When U < p 1 , X * 1 < ∞, we have T = X * 1 , = 1. We also assume independent censoring C ∼ Uniform (0, c), where c is a constant greater than zero, and obtain the observable variables Y = min(T,C) and η= · I(T≤C).
In the first simulation study, we considered two modified logistic models, where the parameter configurations were b1 = 1, c1 = 2, p 1 = p = 0.6, b 2 = 2, c 2 = 4, p 2 = 1 − p = 0.4 and b 1 = c 1 = b 2 = c 2 = 2, p 1 = p = 0.6 and p 2 = 1 − p = 0.4, respectively. The upper bound of the independent censoring c was chosen to be 10 for both cases, which corresponded to 30% and 20% censoring for each of the two cases. One and two hundred pairs of (Y, η) were simulated for each model, and the MLEsˆk, k = 1, 2 were obtained by using the R function "nlminb" to maximize the likelihood function Eq. (2.2). Their model-based standard errors were computed from the Fisher Table 1. The table lists the averages, the empirical standard errors, the model-based standard errors ofˆk, k = 1, 2 as well as the coverages of the true parameters in their 95% Wald confidence intervals using the model-based standard errors. The p value from the goodness-of-fit test was also computed based on 1000 bootstrap samples for each setting. When the modified three-parameter model is correctly specified, the involved unknown parameters ψ k , k = 1, 2 can be estimated accurately with a moderate sample size. In Table 1 , the sample means are very close to the true values, the empirical standard errors agree with the model-based ones, and the coverages are close to the nominal level 0.95. Not surprisingly, the goodness-of-fit p values are all very large.
Generally speaking, parametric models tend to be more efficient when the models are correctly specified, while nonparametric methods are more robust to model mis-specification. We hence further evaluate the bias and variability of our modified logistic model in reference to its nonparametric counterpart. Table 2 presents the logistic and nonparametric estimates of the CIFs under a modified logistic model and a conditional Weibull model. The upper left panel contains the simulation results based on 1000 replications, each simulating 100 pairs of the failure times and cause indicators whose CIFs are the modified logistic models with b 1 = 1, c 1 = 2, p 1 = 0.6, b 2 = 2, c 2 = 4, p 2 = 0.4 and the upper censoring limit c = 10. We can see that the parametric and nonparametric estimates of CIFs are both accurate with comparable efficiency when the sample size is moderate and censoring is not heavy. When we decrease the censoring limit from 10 to 5 (lower left panel), where the corresponding censoring proportion changes from 30% to 60%, the parametric estimate has some efficiency gain over the nonparametric counterpart. In the right panel of Table 2 , the true models for CIFs are the modified Weibull distributions with parameters a 1 = 2.5, r 1 = 0.01, q 1 = 0.6, a 2 = 3, r 2 = 0.005, q 2 = 0.4. The censoring proportions of the top right and bottow right panels are 22% and 55%, respectively, and in each case the sample size is 100. The parametric estimates of CIFs based on the modified logistic model perform as well as the nonparametric ones; both estimates are close to the true values of the CIFs, even when the censoring is heavy. In summary, the pametric modeling is as efficient or slightly more efficient in estimating the cause k CIF than the nonparametric counterpart. Moreover, the modified three-parameter logistic model performs well under a conditional Weibull alternative. ψ Table 1 : Simulation results ofˆk, k = 1, 2 when the true model is modified three-parameter logistic model. AV E and MSE are averages of the estimator and model-restricted standard error, ESE is the empirical standard error of the estimator and Coverage is the empirical coverage of 0.95 Wald confidence intervals based on MSE. PVAL is the p value indicating the goodness of the overall fit.
DIM VA R b1 c1 p b2 c2 PVAL TRUE 1.00 2.00 0.60 2.00 4.00 AV E 1.05 1.96 0.60 2. Table 2 : Simulation results of parametric and non-parametric estimates of CIFs. Left panel: True model is a modified logistic model (b 1 = 1, c 1 = 2, p 1 = 1 − p 2 = 0.6, b 2 = 2, c 2 = 4); Right panel: True model is a modified Weibull model (a 1 = 2.5, r 1 = 0.01, q 1 = 1 − q 2 = 0.6, a 2 = 3, r 2 = 0.005).ˆF 1 is the parametric estimate and˜F 1 is the nonparametric estimate.
Modified Logistic Modified Weibull F 1 (5) = 0.57 F 2 (5) = 0.35 F 1 (10) = 0.57 F 2 (10) = 0.40 
Data analyses
We now apply the modified logistic model to the Cache County Study on dementia in the aging population. This community-based study was carried out in Cache County, Utah, during 1995 to 1997. The researchers from Johns Hopkins University, Utah State University and Duke University first identified probands with dementia diagnosis and then collected necessary information on their parents and all siblings to make a rough diagnosis of dementia. For those first-degree relatives, researchers started cognitive screening using the Modified Mini-Mental State Examination. Proxy reports were used for those who could not complete the exam themselves. Those participants who had very low scores were followed up by the Dementia Questionnaire and clinical assessment; see Breitner et al. (1999) for details. The data were collected in the unit of families with the information from parents and all their children including probands. The time to the first event, either dementia or death, or the right censoring time, age by the end of study, was recorded along with its cause indicator. Cheng et al. (2007) and Cheng and Fine (2008) studied the association in dementia onset between a mother and her eldest child in the Cache County Study, where they excluded those subjects who died or became demented before age 55 and retained 3635 pairs of mothers and their eldest children. In this study, we used the same data set but only presented the results for mothers; as the results for children were similar. For comparison purpose, we also adopted two existing parametric models -the Gompertz and conditional Weibull models in this analysis. Figure 1 plots the nonparametric (dashed black lines), modified logistic (solid black lines), Gompertz (dotted black lines) and conditional Weibull estimates (dashed gray lines) of the mother's cumulative incidences of dementia and death in the Cache County Study. From the plots we can see that the incidence of dementia is low at early ages, rises quickly after age 70, and slows down after age 90. The cumulative incidence of dementia-free death is also sigmoidal with two bend points. Figure 1 clearly indicates that the Gompertz model fails to capture CIFs with sigmoidal shapes. The conditional Weibull model is more flexible, however, its fit to data is less superior as compared to the estimates from the modified logistic model. We hence zoom in our attention to the estimates from the nonparametric and logistic methods and present their 95% pointwise confidence invervals in Figure 2 .
The nonparametric estimates of the cumulative incidences of dementia and dementia-free death were obtained by using the R function "cuminc" from the library "cmprsk", and presented by solid gray lines in Figure 2 . Their 95% pointwise confidence intervals were also given in dashed gray lines. The parametric estimates from the modified three-parameter logistic model, denoted by solid black lines, were given in Figure 1 along with their 95% pointwise confidence intervals as denoted by dashed black lines.
The modified logistic model seems to fit the data very well, as the black and gray curves are generally close to each other. The formal goodness-of-fit test discussed in Section 3 gives a p value of 0.51, suggesting that the proposed logistic model is a good candidate for modeling sigmoidal CIF curves in the Cache County Study. In some places, however, the nonparametric estimates are out of the 95% parametric confidence intervals. This is understandable, since the parametric model describes smooth curves, while the standard nonparametric estimator is rough without smoothing. In summary, the modified logistic model provides a smooth and generally adequate alternative to its nonparametric counterpart in profiling sigmoidal cumulative incidences of dementia and dementia-free death over time. Furthermore, based on the modified logistic model, we are able to estimate without extrapolation the overall incidence of dementia to be 0.13 and the dementia-free death rate as 0.87 in this aging population.
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Discussion
The modified three-parameter logistic model provides a parametric family for CIFs, which accommodates different shapes and is particularly useful for sigmoidal curves. The estimation and inference on the involved parameters are straightforward by using the standard maximum likelihood estimation. The modified three-parameter logistic model is proposed specifically for the CIF, but is obviously applicable to model cumulative functions of standard right-
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 29 DOI: 10.2202 /1557 -4679.1183 censored survival data, where only two parameters are needed because the leveling-off parameter is always one for a proper distribution function. The proposed model, adapted from the widely-used four-parameter logistic function for dose-response curves, provides a flexible alternative to standard parametric models in survival analysis and calls for more attention from the researchers in this area. As mentioned in Section 1, a parametric model of the CIF is more adaptive to the regression settings than a nonparametric model. The three parameters in the modified logistic model have straightforward interpretations as they correspond to the rate and center of the rising of the CIF, and the long-term proportion of subjects with a certain event. Naturally, our next goal is to investigate how some covariates, such as gender, change the rate, center and leveling-off parameters. To accomplish this, we can replace each parameter in the logistic model with a linear combination of covariates and estimate each unknown coefficient based on the same fully parameterized likelihood function in (2.2). An alternative of modeling covariates is to simply use the modified logistic model as the baseline CIF and to examine the effects of covariates on the overall CIF. Fine and Gray (1999) and Fine (2001) extended the standard regression models to the competing risks setting and proposed semiparametric regression models for the CIFs. Jeong and Fine (2007) recently proposed a parametric regression model for the CIFs given covariates by using the two-parameter Gompertz model as the baseline CIF. As we have discussed in Section 2.3, the Gompertz model is not ideal for the sigmoidal CIFs. Hence it is worth exploring parametric regression models with the modified logistic function serving as the baseline CIF, in order to better understand how the cumulative incidences of dementia and dementia-free death change with different covariates in the Cache County Study. Both regression strategies are topics for future research.
