The Neural Turing Machine (NTM) is more expressive than all previously considered models because of its external memory. It can be viewed as a broader effort to use abstract external Interfaces and to learn a parametric model that interacts with them. The capabilities of a model can be extended by providing it with proper Interfaces that interact with the world. These external Interfaces include memory, a database, a search engine, or a piece of software such as a theorem verifier. Some of these Interfaces are provided by the developers of the model. However, many important existing Interfaces, such as databases and search engines, are discrete. We examine feasibility of learning models to interact with discrete Interfaces. We investigate the following discrete Interfaces: a memory Tape, an input Tape, and an output Tape. We use a Reinforcement Learning algorithm to train a neural network that interacts with such Interfaces to solve simple algorithmic tasks. Our Interfaces are expressive enough to make our model Turing complete.
INTRODUCTION
's Neural Turing Machine (NTM) is model that learns to interact with an external memory that is differentiable and continuous. An external memory extends the capabilities of the NTM, allowing it to solve tasks that were previously unsolvable by conventional machine learning methods. This is the source of the NTM's expressive power. In general, it appears that ML models become significantly more powerful if they are able to learn to interact with external interfaces.
There exist a vast number of Interfaces that could be used with our models. For example, the Google search engine is an example of such Interface. The search engine consumes queries (which are actions), and outputs search results. However, the search engine is not differentiable, and the model interacts with the Interface using discrete actions. This work examines the feasibility of learning to interact with discrete Interfaces using the reinforce algorithm.
Discrete Interfaces cannot be trained directly with standard backpropagation because they are not differentiable. It is most natural to learn to interact with discrete Interfaces using Reinforcement Learning methods. In this work, we consider an Input Tape and a Memory Tape interface with discrete access. Our concrete proposal is to use the Reinforce algorithm to learn where to access the discrete interfaces, and to use the backpropagation algorithm to determine what to write to the memory and to the output. We call this model the RL-NTM.
Discrete Interfaces are computationally attractive because the cost of accessing a discrete Interface is often independent of its size. It is not the case for the continuous Interfaces, where the cost of access scales linearly with size. It is a significant disadvantage since slow models cannot scale to large difficult problems that require intensive training on large datasets. In addition, an output Interface that lets the model decide when it wants to make a prediction allows the model's runtime can be in principle unbounded. If the model has an output interface of this kind together with an interface to an unbounded memory, the model becomes Turing complete.
We evaluate the RL-NTM on a number of simple algorithmic tasks. The RL-NTM succeeds on problems such as copying an input several times to the output tape (the "repeat copy" task from Graves et al. (2014b) ), reversing a sequence, and a few more tasks of comparable difficulty. However, its success 1 Work done while the author was at Google. 2 Both authors contributed equally to this work. Under review as a conference paper at ICLR 2016 is highly dependent on the architecture of the architecture of the "controller". We discuss this in more details in Section 8.
Finally, we found it non-trivial to correctly implement the RL-NTM due its large number of interacting components. We developed a simple procedure to numerically check the gradients of the Reinforce algorithm (Section 5). The procedure can be applied to problems unrelated to NTMs, and is of the independent interest. The code for this work can be found at https://github.com/ilyasu123/rlntm.
THE MODEL
Many difficult tasks require a prolonged, multi-step interaction with an external environment. Examples of such environments include computer games (Mnih et al., 2013) , the stock market, an advertisement system, or the physical world (Levine et al., 2015) . A model can observe a partial state from the environment, and influence the environment through its actions. This is seen as a general reinforcement leaning problem. However, our setting departs from the classical RL, i.e. we have a freedom to design tools available to solve a given problem. Tools might cooperate with the model (i.e. backpropagation through memory), and the tools specify the actions over the environment. We formalize this concept under the name Interface-Controller interaction.
The external environment is exposed to the model through a number Interfaces, each with its own API. For instance, a human perceives the world through its senses, which includes the vision Interface and the touch Interface. The touch Interface provides methods for contracting the various muscles, and methods for sensing the current state of the muscles, pain level, temperature and a few others. In this work, we explore a number of simple Interfaces that allow the controller to access an input tape, a memory tape, and an output tape.
The part of the model that communicates with Interfaces is called the Controller, which is the only part of the system which learns. The Controller can have prior knowledge about behavior of its Interfaces, but it is not the case in our experiments. The Controller learn to interact with Interfaces in a way that allow it to solve a given task. Fig. 1 Controller. The bottom boxes are the read methods, and the top are the write methods. The RL-NTM makes discrete decisions regarding the move over the input tape, the memory tape, and whether to make a prediction at a given timestep. During training, the model's prediction is compared with the desired output, and is used to train the model when the RL-NTM chooses to advance its position on the output tape; otherwise it is ignored. The memory value vector is a vector of content that is stored in the memory cell.
We now describe the RL-NTM. As a controller, it uses either LSTM, direct access, or LSTM (see sec. 8.1 for a definition). It has a one-dimensional input tape, a one-dimensional memory, and a onedimensional output tape as Interfaces. Both the input tape and the memory tape have a head that reads the Tape's content at the current location. The head of the input tape and the memory tape can move in any direction. However, the output tape is a write-only tape, and its head can either stay at the current position or move forward. Fig. 2 shows an example execution trace for the entire RL-NTM on the reverse task (sec. 6).
At the core of the RL-NTM is an LSTM controller which receives multiple inputs and has to generate multiple outputs at each timestep. Table 1 summarizes the controller's inputs and outputs, and the way in which the RL-NTM is trained to produce them. The objective function of the RL-NTM is the expected log probability of the desired outputs, where the expectation is taken over all possible sequences of actions, weighted with probability of taking these actions. Both backpropagation and Figure 2 : Execution of RL-NTM on the ForwardReverse task. At each timestep, the RL-NTM consumes the value of the current input tape, the value of the current memory cell, and a representation of all the actions that have been taken in the previous timestep (not marked on the figures). The RL-NTM then outputs a new value for the current memory cell (marked with a star), a prediction for the next target symbol, and discrete decisions for changing the positions of the heads on the various tapes. The RL-NTM learns to make discrete decisions using the Reinforce algorithm, and learns to produce continuous outputs using backpropagation.
Reinforce maximize this objective. Backpropagation maximizes the log probabilities of the model's predictions, while the reinforce algorithm influences the probabilities of action sequences.
The global objective can be written formally as: The RL-NTM receives a direct learning signal only when it decides to make a prediction. If it chooses to not make a prediction at a given timestep, then it will not receive a direct learning signal. Theoretically, we can allow the RL-NTM to run for an arbitrary number of steps without making any prediction, hopping that after sufficiently many steps, it would decide to make a prediction. Doing so will also provide the RL-NTM with arbitrary computational capability. However, this strategy is both unstable and computationally infeasible. Thus, we resort to limiting the total number of computational steps to a fixed upper bound, and force the RL-NTM to predict the next desired output whenever the number of remaining desired outputs is equal to the number of remaining computational steps.
RELATED WORK
This work is the most similar to the Neural Turing Machine Graves et al. (2014b) . The NTM is an ambitious, computationally universal model that can be trained (or "automatically programmed") with the backpropagation algorithm using only input-output examples.
Following the introduction NTM, several other memory-based models have been introduced. All of them can be seen as part of a larger community effort. These models are constructed according to the Interface-Controller abstraction (Section 2).
Neural Turing Machine (NTM) (Graves et al., 2014a ) has a modified LSTM as the Controller, and the following three Interfaces: a sequential input, a delayed Output, and a differentiable Memory. Weakly supervised Memory Network (Sukhbaatar et al., 2015) uses a feed forward network as the Controller, and has a differentiable soft-attention Input, and Delayed Output as Interfaces. Stack RNN (Joulin & Mikolov, 2015) has a RNN as the Controller, and the sequential input, a differentiable memory stack, and sequential output as Interfaces. Also uses search to improve its performance. Neural DeQue (Grefenstette et al., 2015) has a LSTM as the Controller, and a Sequential Input, a differentiable Memory Queue, and the Sequential Output as Interfaces.
Our model fits into the Interfaces-Controller abstraction. It has a direct access LSTM as the Controller (or LSTM or feed forward network), and its three interfaces are the Input Tape, the Memory Tape, and the Output Tape. All three Interfaces of the RL-NTM are discrete and cannot be trained only with backpropagation.
This prior work investigates continuous and differentiable Interfaces, while we consider discrete Interfaces. Discrete Interfaces are more challenging to train because backpropagation cannot be used. However, many external Interfaces are inherently discrete, even though humans can easily use them (apparently without using continuous backpropagation). For instance, one interacts with the Google search engine with discrete actions. This work examines the possibility of learning models that interact with discrete Interfaces with the Reinforce algorithm.
The Reinforce algorithm (Williams, 1992 ) is a classical RL algorithm, which has been applied to the broad spectrum of planning problems (Peters & Schaal, 2006; Kohl & Stone, 2004; Aberdeen & Baxter, 2002) . In addition, it has been applied in object recognition to implement visual attention Ba et al., 2014) . This work uses Reinforce to train an attention mechanism: we use it to how to access the various tapes provided to the model.
The RL-NTM can postpone prediction for an arbitrary number of timesteps, and in principle has access to the unbounded memory. As a result, the RL-NTM is Turing complete in principle. There has been very few prior models that are Turing complete Schmidhuber (2012; 2004) . Although our model is Turing complete, it is not very powerful because it is very difficult to train, and our model can solve only relatively simple problems. Moreover, the RL-NTM does not exploit Turing completeness, as none of tasks that it solves require superlinear runtime to be solved.
THE REINFORCE ALGORITHM
Notation Let A is a space of actions, and A † be a space of all sequences of actions that cause an episode to end (so A † ⊂ A * ) . An action at time-step t is denoted by a t . We denote time at the end of episode by T (this is not completely formal as some episodes can vary in time). Let a 1:t stand for a sequence of actions [a 1 , a 2 , . . . , a t ]. Let r(a 1:t ) denote the reward achieved at time t, having executed the sequence of actions a 1:t , and R(a 1:T ) is the cumulative reward, namely R(a k:T ) = T t=k r(a 1:t ). Let p θ (a t |a 1:(t−1) ) be a parametric conditional probability of an action a t given all previous actions a 1:(t−1) . Finally, p θ is a policy parametrized by θ.
This work relies on learning discrete actions with the Reinforce algorithm (Williams, 1992) . We now describe this algorithm in detail. Moreover, the supplementary materials include descriptions of techniques for reducing variance of the gradient estimators.
The goal of reinforcement learning is to maximize the sum of future rewards. The Reinforce algorithm Williams (1992) does so directly by optimizing the parameters of the policy p θ (a t |a 1:(t−1) ). Reinforce follows the gradient of the sum of the future rewards. The objective function for episodic reinforce can be expressed as the sum over all sequences of valid actions that cause the episode to end:
This sum iterates over sequences of all possible actions. This set is usually exponential or even infinite, so it cannot be computed exactly and cheaply for most of problems. However, it can be written as expectation, which can be approximated with an unbiased estimator. We have that:
The last expression suggests a procedure for estimate J(θ): simply sequentially sample each a t from the model distribution p θ (a t |a 1:(t−1) ) for t from 1 to T . The unbiased estimator of J(θ) is the sum of r(a 1:t ). This gives us an algorithm to estimate J(θ). However, the main interest is in training a model to maximize this quantity.
The reinforce algorithm maximizes J(θ) by following the gradient of it:
However, the above expression is a sum over the set of the possible action sequences, so it cannot be computed directly most of A † . Once again, the Reinforce algorithm rewrites this sum as an expectation that is approximated with sampling. It relies on the equation:
. This identity is valid as long as f (x) = 0. As typical neural network parametrizations of distributions assigns non-zero probability to every actions, this condition holds for f = p θ . We have that:
The last expression gives us an algorithm for estimating ∂ θ J(θ). We have sketched it at the left side of the Figure 3 . It's easiest to describe it with respect to computational graph behind a neural network. The Reinforce can be implemented as follows. A neural network outputs: l t = log p θ (a t |a 1:(t−1) ). Sequentially sample action a t from the distribution e lt , and execute the sampled action a t . Simultaneously, experience a reward r(a 1:t ). Backpropagate the sum of the rewards T t=1 r(a 1:t ) to the every node ∂ θ log p θ (a t |a 1:(t−1) ).
We have derived an unbiased estimator for the sum of future rewards, and the unbiased estimator of its gradient. However, the derived gradient estimator has high variance, which makes learning difficult. RL-NTM employs several techniques to reduce gradient estimator variance: (1) future rewards backpropagation, (2) online baseline prediction, and (3) offline baseline prediction. All this techniques are crucial to solve our tasks. We provide detailed description of this techniques in the Supplementary material.
Finally, we needed a way of verifying the correctness of our implementation. We discovered a technique that makes it possible to easily implement a gradient checker for nearly any model that uses Reinforce. Following Section 5 describes this technique.
GRADIENT CHECKING
The RL-NTM is complex, so we needed to find an automated way of verifying the correctness of our implementation. We discovered a technique that makes it possible to easily implement a gradient checker for nearly any model that uses Reinforce. This discovery is an independent contribution of this work. This Section describes the gradient checking for any implementation of the reinforce algorithm that uses a general function for sampling from multinomial distribution.
Reinforce
Gradient Checking of Reinforce The reinforce gradient verification should ensure that expected gradient over all sequences of actions matches the numerical derivative of the expected objective. However, even for a tiny problem, we would need to draw billions of samples to achieve estimates accurate enough to state if there is match or mismatch. Instead, we developed a technique which avoids sampling, and allows for gradient verification of reinforce within seconds on a laptop.
First, we have to reduce the size of our a task to make sure that the number of possible actions is manageable (e.g., < 10 4 ). This is similar to conventional gradient checkers, which can only be applied applicable to small models. Next, we enumerate all possible sequences of actions that terminate the episode. By definition, these are precisely all the elements of A † .
The key idea is the following: we override the sampling function which turns a multinomial distribution into a random sample with a deterministic function that deterministically chooses actions from an appropriate action sequence from A † , while accumulating their probabilities. By calling the modified sampler, it will produce every possible action sequence from A † exactly once.
For efficiency, it is desirable to use a single minibatch whose size is #A † . The sampling function needs to be adapted in such a way, so that it incrementally outputs the appropriate sequence from A † as we repeatedly call the sampling function. At the end of the minibatch, the sampling function will have access to the total probability of each action sequence ( t p θ (a t |a 1:t−1 )), which in turn can be used to exactly compute J(θ) and its derivative. To compute the derivative, the reinforce gradient produced by each sequence a 1:T ∈ A † should be weighted by its probability p θ (a 1:T ). We summarize this procedure on Figure 3 .
The gradient checking is critical for ensuring the correctness of our implementation. While the basic reinforce algorithm is conceptually simple, the RL-NTM is fairly complicated, as reinforce is used to train several Interfaces of our model. Moreover, the RL-NTM uses three separate techniques for reducing the variance of the gradient estimators. The model's high complexity greatly increases the probability of a code error. In particular, our early implementations were incorrect, and we were able to fix them only after implementing gradient checking.
TASKS
This section defines tasks used in the experiments. Figure 4 shows exemplary instantiations of our tasks. Copy. A generic input is x 1 x 2 x 3 . . . x C ∅ and the desired output is x 1 x 2 . . . x C ∅. Thus the goal is to repeat the input. The length of the input sequence is variable and is allowed to change. The input sequence and the desired output both terminate with a special end-of-sequence symbol ∅. DuplicatedInput. A generic input has the form x 1 x 1 x 1 x 2 x 2 x 2 x 3 . . . x C−1 x C x C x C ∅ while the desired output is x 1 x 2 x 3 . . . x C ∅. Thus each input symbol is replicated three times, so the RL-NTM must emit every third input symbol. Reverse. A generic input is x 1 x 2 . . . x C−1 x C ∅ and the desired output is x C x C−1 . . . x 2 x 1 ∅.
RepeatCopy.
A generic input is mx 1 x 2 x 3 . . . x C ∅ and the desired output is x 1 x 2 . . . x C x 1 . . . x C x 1 . . . x C ∅, where the number of copies is given by m. Thus the goal is to copy the input m times, where m can be only 2 or 3. ForwardReverse. The task is identical to Reserve, but the RL-NTM is only allowed to move its input tape pointer forward. It means that a perfect solution must use the NTM's external memory.
CURRICULUM LEARNING
Humans and animals learn much better when the examples are not randomly presented but organized in a meaningful order which illustrates gradually more concepts, and gradually more complex ones. . . . and call them "curriculum learning". Bengio et al. (2009) We were unable to solve tasks with RL-NTM by training it on the difficult instances of the problems (where difficult usually means long). To succeed, we had to create a curriculum of tasks of increasing complexity. We verified that our tasks were completely unsolvable (in an all-or-nothing sense) for all but the shortest sequences when we did not use a curriculum. In our experiments, we measure the complexity c of a problem instance by the maximal length of the desired output to typical inputs. During training, we maintain a distribution over the task complexity. We shift the distribution over the task complexities whenever the performance of the RL-NTM exceeds a threshold. Then, our model focuses on more difficult problem instances as its performance improves.
Probability Procedure to pick complexity d 10% uniformly at random from the possible task complexities. The curriculum learning distribution, indexed by C. Here e is a sample from a geometric distribution whose success probability is
The distribution over task complexities is indexed with an integer c, and is defined in Table 3 . While we have not tune the coefficients in the curriculum learning setup, we experimentally verified that it is critical to always maintain non-negligible mass over the hardest difficulty levels (Zaremba & Sutskever, 2014) . Removing it makes the curriculum much less effective.
Whenever the average zero-one-loss (normalized by the length of the target sequence) of our RL-NTM decreases below 0.2, we increase c by 1. We kept doing so until c reaches its maximal allowable value. Finally, we enforced a refractory period to ensure that successive increments of C are separated by at least 100 parameter updates, since we encountered situations where C increased in rapid succession which consistently caused learning to fail.
CONTROLLERS
The success of reinforcement learning training highly depends on the complexity of the controller, and its ease of training. It's common to either limit number of parameters of the network, or to constraint it by initialization from pretrained model on some other task (for instance, object recognition network for robotics). Ideally, models should be generic enough to not need such "tricks". However, still some of tasks require building task specific architectures. This work considers two controllers. The first is a LSTM (Fig. 5) , and the second is a direct access controller (Fig. 6 ). LSTM is a generic controller, that in principle should be powerful enough to solve any of considered tasks. However, it has trouble solving many of them. Direct access controller, it's much better fit for symbol rearrangement tasks, however its not a generic solution.
DIRECT ACCESS CONTROLLER
All the tasks that we consider involve rearranging the input symbols in some way. For example, a typical task is to reverse a sequence (section 6 lists the tasks). For such tasks, the controller would benefit from a built-in mechanism for directly copying an appropriate input to memory and to the output. Such a mechanism would free the LSTM controller from remembering the input symbol in its control variables ("registers"), and would shorten the backpropagation paths and therefore make learning easier. We implemented this mechanism by adding the input to the memory and the output, and also adding the memory to the output and to the adjacent memories (figure 6), while modulating these additive contribution by a dynamic scalar (sigmoid) which is computed from the controller's state. This way, the controller can decide to effectively not add the current input to the output at a given timestep. Unfortunately the necessity of this architectural modification is a drawback of our implementation, since it is not domain independent and would therefore not improve the performance of the RL-NTM on many tasks of interest. 
EXPERIMENTS
We presents results of training RL-NTM on all aforementioned tasks. The main drawback of our experiments is in the lack of comparison to the other models. However, the tasks that we consider have to be considered in conjunction with available Interfaces, and other models haven't been considered with the same set of interfaces. Statement, "this model solves addition" is difficult to asses, as the way that digits are delivered defines task difficulty.
The closest model to ours is NTM, and the shared task that they consider is coping. We are able to generalize with copying to an arbitrary length. However, our Interfaces make this task very simple. Table 4 summarizes results.
We trained our model using SGD with a fixed learning rate of 0.05 and a fixed momentum of 0.9. We used a batch of size 200, which we found to work better than smaller batch sizes (such as 50 or 20). We normalized the gradient by batch size but not by sequence length. We independently clip the norm of the gradients w.r.t. the RL-NTM parameters to 5, and the gradient w.r.t. the baseline network to 2. We initialize the RL-NTM controller and the baseline model using a Gaussian with standard deviation 0.1. We used an inverse temperature of 0.01 for the different action distributions. Doing so reduced the effective learning rate of the Reinforce derivatives. The memory consists of 35 real values through which we backpropagate. The initial memory state and the controller's initial hidden states were set to the zero vector.
Time Figure 7 : (Left) Trace of ForwardReverse solution, (Right) trace of RepeatInput. The vertical depicts execution time. The rows show the input pointer, output pointer, and memory pointer (with the * symbol) at each step of the RL-NTM's execution. Note that we represent the set {1, . . . , 30} with 30 distinct symbols, and lack of prediction with #.
The ForwardReverse task is particularly interesting. In order to solve the problem, the RL-NTM has to move to the end of the sequence without making any predictions. While doing so, it has to store the input sequence into its memory (encoded in real values), and use its memory when reversing the sequence (Fig. 7) .
We have also experimented with a number of additional tasks but with less empirical success. Tasks we found to be too difficult include sorting and long integer addition (in base 3 for simplicity), and RepeatCopy when the input tape is forced to only move forward. While we were able to achieve reasonable performance on the sorting task, the RL-NTM learned an ad-hoc algorithm and made excessive use of its controller memory in order to sort the sequence.
Empirically, we found all the components of the RL-NTM essential to successfully solving these problems. All our tasks are either solvable in under 20,000 parameter updates or fail in arbitrary number of updates. We were completely unable to solve RepeatCopy, Reverse, and Forward reverse with the LSTM controller, but with direct access controller we succeeded. Moreover, we were also unable to solve any of these problems at all without a curriculum (except for short sequences of length 5). We present more traces for our tasks in the supplementary material (together with failure traces).
CONCLUSIONS
We have shown that the Reinforce algorithm is capable of training an NTM-style model to solve very simple algorithmic problems. While the Reinforce algorithm is very general and is easily applicable to a wide range of problems, it seems that learning memory access patterns with Reinforce is difficult. We believe, that learning forward model might be necessary to ease this task.
Our gradient checking procedure for Reinforce can be applied to a wide variety of implementations. We also found it extremely useful: without it, we had no way of being sure that our gradient was correct, which made debugging and tuning much more difficult.
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The last line of derived equations describes the learning algorithm. This can be implemented as follows. A neural network outputs: l t = log p θ (a t |a 1:(t−1) ). We sequentially sample action a t from the distribution e lt , and execute the sampled action a t . Simultaneously, we experience a reward r(a 1:t ). We should backpropagate to the node ∂ θ log p θ (a t |a 1:(t−1) ) sum of rewards starting from time step t:
T i=t r(a 1:i ). The only difference in compare to the initial algorithm is that we backpropagate sum of rewards starting from the current time step, instead of the sum of rewards over the entire episode.
ONLINE BASELINE PREDICTION
Online baseline prediction is an idea, that the importance of reward is determined by its relative relation to other rewards. All the rewards could be shifted by a constant factor and such change shouldn't effect its relation, thus it shouldn't influence expected gradient. However, it could decrease the variance of the gradient estimate.
Aforementioned shift is called the baseline, and it can be estimated separately for the every time-step. We have that: Figure 8 : The baseline LSTM computes a baseline b t for every computational step t of the RL-NTM. The baseline LSTM receives the same inputs as the RL-NTM, and it computes a baseline b t for time t before observing the chosen actions of time t. However, it is important to first provide the baseline LSTM with the entire input tape as a preliminary inputs, because doing so allows the baseline LSTM to accurately estimate the true difficulty of a given problem instance and therefore compute better baselines. For example, if a problem instance is unusually difficult, then we expect R 1 to be large and negative. If the baseline LSTM is given entire input tape as an auxiliary input, it could compute an appropriately large and negative b 1 .
LSTM, so that the baseline LSTM receives precisely the same inputs as the controller LSTM, and output a baseline b t at each timestep t. The baseline LSTM is trained to minimize (Fig. 8) . This technique introduces biased estimator, however it works well in practise.
We found it important to first have the baseline LSTM go over the entire input before computing the baselines b t . It is especially beneficial whenever there is considerable variation in the difficulty of the examples. For example, if the baseline LSTM can recognize that the current instance is unusually difficult, it can output a large negative value for b t=1 in anticipation of a large and a negative R 1 . In general, it is cheap and therefore worthwhile to provide the baseline network with all of the available information, even if this information would not be available at test time, because the baseline network is not needed at test time.
APPENDIX B: EXECUTION TRACES
We present several execution traces of the RL-NTM. Each figure shows execution traces of the trained RL-NTM on each of the tasks. The first row shows the input tape and the desired output, while each subsequent row shows the RL-NTM's position on the input tape and its prediction for the output tape. In these examples, the RL-NTM solved each task perfectly, so the predictions made in the output tape perfectly match the desired outputs listed in the first row.
