Abstract. Based on the research of optimal foraging theory (OFT), we present a novel particle swarm optimizer (PSO) to improve the performance of standard PSO (SPSO). The resulting algorithm is known as PSOOFT that makes use of two mechanisms of OFT: a reproduction strategy to enhance the ability to converge rapidly to good solutions and a patch-choice based scheme to keep a right balance of exploration and exploitation. In the simulation studies, several benchmark functions are performed, and the performance of the proposed algorithm is compared to the standard PSO (SPSO). The experimental results show that the PSOOFT prevents premature convergence to a high degree, but still has a more rapid convergence rate than SPSO.
Introduction
In 1995, James Kennedy and Russell Eberhart applied Craig Reynolds's model to the problem of finding optima in a search space, which can be compared to a flock of birds looking for a food source, and created the PSO algorithm [1, 2] . Due to its simplicity in implementation and high computational efficiency in solving optimization problems, it has already come to be widely used in diverse scientific areas [3, 4] .
However, it was pointed out that PSO usually suffers from premature convergence, tending to get stuck in local optima when strongly multi-modal problems are being optimized.
Various attempts have been made to improve the performance of basic PSO, which can be classified here as follows i. tuning the parameters in the velocity and position update equations of PSO [5, 6, 7] ii. designing different population topologies [8, 9, 10, 11] iii. combining PSO with other search techniques [12, 13, 14] iv. incorporating bio-inspired mechanisms into the basic PSO [15, 16] v. utilizing multi-population scheme instead of single population of the basic PSO [17, 18, 19, 20] Nature always presents us with a wide variety of simple biological models which have the bonus effect of increasing our knowledge of how to design more powerful intelligent algorithm. Because the underlying idea of PSO is to mirror the social behavior of a flock of birds during the search of food, it is natural to think that if some biological models in optimal foraging theory can be employed to improve the performance of SPSO. Optimal foraging theory formulates the foraging problem as an optimization problem and via computational or analytical methods can provide an optimal foraging "policy" that specifies how foraging decisions are made [21] . Based on the research of OFT, we introduce two biological-inspired mechanisms as a first approach to enhance exploration without hurting the ability to converge rapidly to good solutions. The first mechanism is based on an analogy with reproduction in nature and aims to enhance the ability of convergence rate. The second mechanism is based on a patch choice scheme found in animal groups, where the particles (birds) are attracted to the position of the best particle with a predefined probability and simultaneously migrate to other palace in the searcher domain with another predefined probability.
We compare the performance of PSOOFT to that of the SPSO. In the next section the SPSO is reviewed. Description of the proposed algorithm PSOOFT is given in section 3. Next, experimental settings and experimental results are given in section 4. Finally, section 5 concludes the paper.
Review of Standard PSO (SPSO)
Similar to some evolutionary computation techniques such as genetic algorithms (GA) and evolutionary strategy (ES), PSO is a population-based stochastic optimization technique that belongs to the category of swarm intelligence [4] method. Although PSO bears some resemblances to evolutionary computation techniques, some evolution operators such as crossover, mutation and selection are not performed in PSO.
In PSO, the potential solutions, called particles, fly in a D-dimension search space with a velocity that is dynamically adjusted according to its own experience and that of its neighbors. The th i particle is represented as
are the lower and upper bounds for the th d dimension, respectively. The velocity for particle i is represented as
which is clamped to a maximum velocity vector
The best previous position of the th i particle is recorded and represented as ( , , ..., ), 1 2 P P P P i iD i i = which is also called . pbest The index of the best particle among all the particles in the population is represented by the symbol , g and P g is called . gbest At each iteration step t , the particles are manipulated according to the following equations: Shi and Eberhart [5] later introduced an inertia term w by modifying (1) to:
They proposed that suitable selection of w will provide a balance between global and local explorations, thus requiring less iterations on average to find a sufficiently optimal solution. As originally developed, w often decreases linearly from about 0.9 to 0.4 during a run. In general, the inertia weight w is set according to the following 
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Optimal Foraging Theory (OFT)
Animals as a group are what we call ingestive heterotrophs, which means they are unable to produce their own food and they must eat things to get nutrition. Obviously getting food is one of the most important and basic needs common to all animals, second only to reproduction. If successful reproduction is the ultimate destination of animals, then food is the fuel that allows the animal to reach its destination. Foraging behavior of animals has received much attention from behavioral biologists, on both empirical and theoretical grounds.
Foraging theory [21, 22] is based on the assumption that animals search for and obtain nutrients in a way that maximizes their energy intake E per unit time T spent foraging. Hence they try to maximize a function like / .
E T Maximization of such a function provides nutrient sources to survive and additional time for other import activities such as mating and reproducing. Successful foraging behaviors promote survival of foragers. On the other hand, animals that have poor foraging strategies will be eliminated by natural selection.
For many animals, nutrients are distributed among patches, e.g., a dike with rice paddies, a bush with berries and a group of trees with fruit. Foraging involves two essential decisions. The first is whether to enter a patch and search for food, and the second is to judge whether to continue searching for food in the current patch or to pursue alternative patches with more profitable nutrients than the current patch.
PSOOFT
Because the main concept of the PSO is to mimic the behavior of a swarm which search for food resources on a field, it is therefore natural to ask if optimal foraging theory can be employed to improve the performance of SPSO. Inspired the research discussed above, we found that two aspects of OFT is suitable to be incorporated into the SPSO model. Step 2: Migrate to other palace in the searcher domain with probability1 PC − ( , )*( ) . 
A. Reproduction
The birds incorporate some kind of pressure towards successful behavior, that is, birds that reach valleys must have some kind of reproductive reward, by generating more offspring-or by simply having a higher probability of generating offspring in each time step (suppose that the swarm is requested to find the lower values of one complex function). After a given time step NR , a reproduction step is taken. Suppose that the population size is S . Let / 2 SR S = be the number of population members who have had sufficient nutrients so that they will reproduce. This reproduction procedure is performed as follow. The birds in the population are sorted in ascending order according to the value of the fitness function. Under this way, the population is divided into healthy part and unhealthy part, in which the SR birds with relatively lower fitness value are regarded as healthy one and possess the opportunity to reproduce, while the SR birds with higher fitness value indicated that they did not get as many nutrients during their lifetime of foraging and hence are unhealthy and thus unlikely to reproduce; then the SR unhealthy birds die and the other SR healthiest birds each split into two young birds, under this way the positions and velocities of the SR unhealthy birds is replaced by the SR healthy birds. It should be stressed that the personal best information associated with each of the birds is remained unchanged.
B. Patch Choice
To better understand how the patch choice model is incorporated in PSO, consider the following scenario: a group of birds are randomly searching food in an area. There are some pieces of food in the area being searched and only one piece of food is with more nutrients.
Suppose that X is the position of a bird and ( ) F X D X R ∈ represents how much nutrients substances it get. Hence pbest can be regarded as the previous position of the pieces of food searched by the birds and gbest is the position where the best nutrients patch has been found. In each iteration time, the top SR healthy birds among the swarms search for the nearest resource within neighborhood of their previous best positions with probability PC , and migrate to other palace in the searcher domain with probability1 PC − . Because the underlying concept of chaotic local search [23] is similar to the bird's local search scheme, it was adopted to mimic the implement of the bird's local search around the neighborhood of the patches.
The procedure for the implement of patch choice model is described as Table 1 . The overall procedure of PSOOFT is shown in Table 2 .
Experiment and Result
In this section, six nonlinear benchmark functions that are commonly used in evolutionary computation literature [24, 25] are performed. The first two are unimodal while the latter three are multimodal with many local minima. They are listed in Table 3 . 
∑ ∑
For comparison, both the SPSO and PSOOFT were tested on those benchmark functions, when minimization was the focus.
The size of the population used for each problem as well as the initial hypercube into which the initial population was randomly taken, are presented in table 4 .
The SPSO and PSOOFT parameters were set to the values 1 2 2 c c = = , and a linearly inertia weight starting at 0.9 and ending at 0.4 was used. The maximum velocity of each particle was set to be half the length of the search space in one dimension. In addition, for PSOOFT the parameter , , NR PC K are set as 20, 0.8, 1000, respectively. A total of 50 runs for each experimental setting are conducted.
The experiment results (i.e. the best, worst, mean and standard deviation of the function values found in 50 runs) for each algorithm on each test function are listed in Table 5 . From the values in table 5 we can conclude that the results obtained by PSOOFT are clearly better for all the test functions. Furthermore, with the PSOOFT concept, the standard deviation of the final solution for 50 trials was found to be significantly low for each function, which demonstrated the results generated by PSOSOT is more robust than that obtained by SPSO. The graphs presented in Figs.1-5 illustrated the evolution of best fitness for both algorithms, averaged for 50 runs of each algorithm. In a general analysis of the graphs in Figs.1-5 we can see it clearly PSOOFT converged faster and to a better value than the SPSO for all the test cases. The experiment with Ackley function illustrated this point very clearly. For SPSO there was almost no progression after the first 100 iterations, PSOOFT kept improving the best fitness in the swarm until the end of each run.
Conclusions and Future Work
Based on the research of Optimal Foraging Theory, two biological-inspired mechanisms (reproduction and patch choice) are introduced into SPSO and thus a novel particle swarm optimizer is presented. The resulting algorithm is referred to as PSOOFT, with the reproduction mechanism being the main responsible for the improvement of convergence rate, while the patch choice scheme clearly helped the algorithm escape local minima and yield promising results. A set of 5 benchmark functions has been used to test the performance of PSOOFT in comparison with SPSO. The performance comparisons indicate that PSOOFT is superior to SPSO in both solution quality and convergence rate.
PSO is a relatively new optimization technique and there is plenty of space for possible improvements. Our future work will continue to develop new PSO variants to improve its performance, in particular by incorporated some biological-inspired models into the basic PSO. In addition, some extensive application on more complicated practical optimization problems will be performed to illustrate those new PSO variants. The authors invite any comments on this paper to be sent to the first author.
