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Abstract
A recently derived approach to the tensor reduction of 5-point one-loop Feynman integrals expresses
the tensor coefficients by scalar 1-point to 4-point Feynman integrals completely algebraically. In this
letter we derive extremely compact algebraic expressions for the contractions of the tensor integrals
with external momenta. This is based on sums over signed minors weighted with scalar products of the
external momenta. With these contractions one can construct the invariant amplitudes of the matrix
elements under consideration, and the evaluation of one-loop contributions to massless and massive
multi-particle production at high energy colliders like LHC and ILC is expected to be performed very
efficiently.
PACS index categories: 12.15.Ji, 12.20.Ds, 12.38.Bx
1 Introduction
In a recent article [1] (hereafter quoted as reference I), we have worked out an algebraic method to
present one-loop tensor integrals in terms of scalar one-loop 1-point to 4-point functions. The tensor
integrals are defined as
Iµ1···µRn =
∫ ddk
ipid/2
∏Rr=1 kµr
∏nj=1 c j
, (1.1)
with denominators c j, having chords q j,
c j = (k−q j)2−m2j + iε. (1.2)
∗E-mail: fleischer@physik.uni-bielefeld.de
†E-mail: Tord.Riemann@desy.de
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Here, we use the generic dimension d = 4−2ε . The central problem are the 5-point tensor functions.
We derived algebraic expressions for them in terms of higher-dimensional scalar 4-point functions
with raised indices (powers of the scalar propagators). There are several ways to go. One option is to
avoid the appearance of inverse Gram determinants 1/()5. For rank R = 5, e.g.,
Iµ ν λρσ5 =
5
∑
s=1
[
5
∑
i, j,k,l,m=1
qµi q
ν
j q
λ
k q
ρ
l q
σ
mEsi jklm +
5
∑
i, j,k=1
g[µνqλi q
ρ
j q
σ ]
k E
s
00i jk +
5
∑
i=1
g[µνgλρ qσ ]i E
s
0000i
]
,
(1.3)
see equations (I.4.60), (I.4.61). The tensor coefficients are expressed in terms of integrals I[d+]l ,s4,i··· , e.g.
according to (I.4.62):
Esi jklm = −
1(0
0
)
5
{[(
0l
sm
)
5
ni jkI
[d+]4,s
4,i jk +(i↔ l)+( j↔ l)+(k↔ l)
]
+
(
0s
0m
)
5
ni jklI
[d+]4,s
4,i jkl
}
.
(1.4)
The scalar integrals are
I[d+]
l,stu···
p, i j k··· =
∫ d[d+]l k
ipi [d+]l/2
n
∏
r=1
1
c
1+δri+δr j+δrk+···−δrs−δrt−δru−···
r
, (1.5)
where p is the number of internal lines and [d+]l = 4− 2ε + 2l. Further, we use the notations of
signed minors (I.2.14). At this stage, the higher-dimensional 4-point integrals still depend on tensor
indices, namely through the indices i, j etc. The most complicated explicit example I[d+]4,s4,i jkl appears
in (1.4). Now, in a next step, one may avoid the appearance of inverse sub-Gram determinants ()4.
Indeed, after tedious manipulations, one arrives at representations in terms of scalar integrals I[d+]
l
4
plus simpler 3-point and 2-point functions, and the complete dependence on the indices i of the tensor
coefficients is contained now in the pre-factors with signed minors. One can say that the indices
decouple from the integrals. As an example, we reproduce the 4-point part of (I.5.21),
ni jklI
[d+]4
4,i jkl =
(0
i
)
(0
0
)
(0
j
)
(0
0
)
(0
k
)
(0
0
)
(0
l
)
(0
0
)d(d+1)(d+2)(d +3)I[d+]44
+
(0i
0 j
)(0
k
)(0
l
)
+
(0i
0k
)(0
j
)(0
l
)
+
(0 j
0k
)(0
i
)(0
l
)
+
(0i
0l
)(0
j
)(0
k
)
+
(0 j
0l
)(0
i
)(0
k
)
+
(0k
0l
)(0
i
)(0
j
)
(0
0
)3 d(d +1)I[d+]34
+
(0i
0l
)(0 j
0k
)
+
(0 j
0l
)(0i
0k
)
+
(0k
0l
)(0i
0 j
)
(0
0
)2 I[d+]24 + · · · (1.6)
In (1.6), one has to understand the 4-point integrals to carry the corresponding index s and the signed
minors are
(0
k
)
→
(0s
ks
)
5 etc. This type of relations may be called “recursion relations for small Gram
determinants”.
In an alternative treatment, tensor reduction formulas free of gµν terms were derived in ref. I. In
that case, inverse powers of ()5 are tolerated. The most involved object studied was (I.3.20):
Iµνλρσ5 = I
µνλρ
5 ·Qσ0 −
5
∑
s=1
Iµνλρ,s4 ·Qσs , (1.7)
2
with the 4-point tensor functions (I.3.29) and (I.3.18)
Iµνλρ,s4 = Qs,µ0 Qs,ν0 Qs,λ0 Qs,ρ0 Is4 +3
()25(
s
s
)2
5
Qµs Qνs Qλs Qρs · I[d+]
2,s
4 +
()5(
s
s
)
5
Q[µs Qνs Jλ ,s4 Qs,ρ]0 + · · · ,
(1.8)
Jµ,s4 = −Qs,µ0 I[d+]4 +
5
∑
t=1
Qs,µt I[d+],st3 . (1.9)
The dots in (1.8) indicate 3-point functions, and
Qµs =
5
∑
i=1
qµi
(
s
i
)
5
()5
, s = 0 · · ·5, (1.10)
Qt,µs =
5
∑
i=1
qµi
(
st
it
)
5(t
t
)
5
, s, t = 1 · · ·5. (1.11)
Also here, the tensor coefficients have been represented by scalar functions free of tensor indices.
We remark that all the above-mentioned results are due to a systematic application of methods
described and developed in [2]. For the present paper the “algebra of signed minors” [3] plays a
particularly important role. This method was also used in [2] and further developed to its full power
in [4]. In the latter article also 6-point functions have been treated on this basis.
In the next section we will develop a very efficient method to evaluate realistic matrix elements
with tensor integral representations of the above kind.
2 Contracting the tensor integrals
To apply the approach most efficiently one should construct projection operators for the invariant
amplitudes of the matrix elements under consideration. These projectors, of course, depend on the
tensor basis and have to be constructed for each process specifically. If done like that, the tensor
indices of the loop integrals are saturated by contractions with external momenta pr. The chords in
(1.2) are given in terms of the external momenta as qi = −(p1 + p2 + · · ·+ pi), with qn = 0, and
inversely pr = qr−1−qr. Then, any of the integrals to be evaluated is a simple linear combination of
integrals containing products with chords, (qr · k):
qi1µ1 · · ·qiRµR I
µ1···µR
5 =
∫ ddk
ipid/2
∏Rr=1(qir · k)
∏5j=1 c j
. (2.1)
There is another type of external vectors, i.e. the polarisation vectors εi of spin-1 bosons. They,
however, are taken into account in the definition of the tensor structure of the matrix elements in
terms of scalar products (εi · p j) with some external momenta p j. The same applies to contractions
with γ matrices εi/ and pi/ in spinor chains. Thus, polarisation vectors and γ matrices will not show
up in the sums one has to perform.
If the integration momentum k is self-contracted, one may use the identity k2/c j = 1+m2j/c j +
2(q j · k)/c j in order to transform the integral to the type (2.1) plus simpler ones. Since the approach
uses qn = 0, one should take care that c5 is not canceled. Then the procedure can also be applied to the
scratched 4-point functions in the same manner as for the 5-point functions. Nevertheless, we do not
consider this approach as optimal since in any case many new terms are produced and it seems more
3
adequate also in this case to perform the corresponding sums as indicated in appendix A (see.A.27 -
A.31).
We will represent now the integrals (2.1) as compact linear combinations of scalar one-loop inte-
grals, in higher dimensions and with indices 1. In order to demonstrate the method, we will explicitly
work out only the simplest cases with rank R≤ 3, but we will collect all the sums over signed minors
needed also for the most complicated cases exemplified in the introduction.
The tensor 5-point integral of rank R = 1 (I.4.6) yields, when contracted with a chord,
qaµ I
µ
5 = −
1(0
0
)
5
5
∑
s=1
[
4
∑
i=1
(qa ·qi)
(
0i
0s
)
5
]
Is4. (2.2)
In fact, the sum over i may be performed explicitly, it is the sum Σ1,sa (A.5) listed in appendix A, and
we get immediately
qaµ I
µ
5 =−
1(0
0
)
5
5
∑
s=1
Σ1,sa Is4. (2.3)
The tensor 5-point integral of rank R = 2 (I.4.19),
Iµ ν5 =
4
∑
i, j=1
qµi q
ν
j Ei j +g
µν E00, (2.4)
has the following tensor coefficients free of 1/()5:
E00 = −
5
∑
s=1
1
2
1(0
0
)
5
(
s
0
)
5
I[d+],s4 , (2.5)
Ei j =
5
∑
s=1
1(0
0
)
5
[(
0i
s j
)
5
I[d+],s4 +
(
0s
0 j
)
5
I[d+],s4,i
]
. (2.6)
Equation (2.4) yields for the contractions with chords:
qaµ qbν I
µ ν
5 =
4
∑
i, j=1
(qa ·qi)(qb ·q j)Ei j +(qa ·qb)E00. (2.7)
Applying (A.7) on the first part of (2.6), it is easy to see that the term with (qa ·qb) cancels the E00. In
a next step the I[d+],s4,i may be eliminated by a scratched version of (I.A.6) or of (I.5.10). We use here
the latter one which is free of 1/()4:
I[d+]
l,s
4,i =
1(0s
0s
)
5
[
−
(
0s
is
)
5
(d+2l−5)I[d+]
l,s
4 +
5
∑
t=1
(
0st
0si
)
5
I[d+]
l−1,st
3
]
, l = 1,2. (2.8)
We again arrived at a representation where sums over i, j are decoupled from the scalar master inte-
grals. Equations (A.5) - (A.7) may be applied, and the contribution of I[d+],s4 to (2.7) reads now
1(0
0
)
5
{{
Σ1,sab
}
sp
−
1(0s
0s
)
5
Σ1,sb ·Σ
2,s
a
}
I[d+],s4 , (2.9)
4
where
{
Σ1,sab
}
sp
is the (qa · qb)-independent part of Σ1,sab , (A.7). The Σ1,sb and Σ2,sa are given in (A.5)
and (A.6), respectively. A further simplification can be achieved with the identity
()5 +
(
s
0
)2
5(0s
0s
)
5
=
(0
0
)
5
(
s
s
)
5(0s
0s
)
5
, (2.10)
and finally (2.7) simply reads
qaµ qbν I
µ ν
5 =
1
4
5
∑
s=1
{ (
s
0
)
5(0s
0s
)
5
(δabδas +δ5s)+
(
s
s
)
5(0s
0s
)
5
[
(δas−δ5s)(Yb5−Y55)
+ (δbs−δ5s)(Ya5−Y55)+
(
s
0
)
5(0
0
)
5
(Ya5−Y55)(Yb5−Y55)
]}
I[d+],s4
+
1(0
0
)
5
5
∑
s=1
Σ1,sb(0s
0s
)
5
5
∑
t=1
Σ2,sta Ist3 , (2.11)
with Σ2,sta given in (A.11).
The result is typical in the sense that, after summation over the tensor indices, terms with factors(
s
s
)
5 will appear, i.e. with the Gram determinants ()4 of the 4-point functions. This circumstance
is advantageous when reducing the dimensional integrals I[d+]
l,s
4 to lower dimensions, where factors
1/()4 are produced. So, the problem of the small 4-point Gram determinants, discussed in great detail
in ref. I, is at least partially eliminated. The remaining terms are factored by Kronecker’s δ -symbol
and yield contributions for specific indices a,b only – after summation over s.
Finally, we exemplify the rank R = 3 case. The tensor can be written as follows (see (I.4.35)-
(I.4.37)):
Iµ ν λ5 =
5
∑
i, j,k=1
qµi q
ν
j q
λ
k Ei jk +
5
∑
k=1
g[µνqλ ]k E00k, (2.12)
with
E00k =
5
∑
s=1
1(0
0
)
5
[
1
2
(
0s
0k
)
5
I[d+],s4 −
d−1
3
(
s
k
)
5
I[d+]
2,s
4
]
, (2.13)
Ei jk = −
5
∑
s=1
1(0
0
)
5
{[(
0 j
sk
)
5
I[d+]
2,s
4,i +(i↔ j)
]
+
(
0s
0k
)
5
νi jI
[d+]2,s
4,i j
}
. (2.14)
We eliminate now indices from scalar integrals with recursion (2.8) and further recursion relations ap-
plicable for cases with small Gram determinants ()4, reproduced here in the unscratched forms (I.5.15)
and (I.5.16):
νi jI
[d+]2
4,i j =
(0
i
)
(0
0
)
(0
j
)
(0
0
)(d−2)(d−1)I[d+]24 +
(0i
0 j
)
(0
0
) I[d+]4
−
(0
j
)
(0
0
) d−2(0
0
) 4∑
t=1
(
0t
0i
)
I[d+],t3 +
1(0
0
) 4∑
t=1
(
0t
0 j
)
I[d+],t3,i , (2.15)
I[d+],t3,i = −
(0t
it
)
(0t
0t
)(d−2)I[d+],t3 + 1(0t
0t
) 4∑
u=1
(
0tu
0ti
)
Itu2 . (2.16)
5
The
(0t
0t
)
in (2.16) vanishes for infrared divergent 3-point functions and therefore one has to use “stan-
dard” recursions a la (I.A.10) in this case. Anyway, such problems are not the concern of this letter
and they have to be discussed separately if met.
After these preparations we can now evaluate the contractions of the tensor with three chords:
qaµ qbνqcλ I
µ ν λ
5 =
4
∑
i, j,k=1
(qa ·qi)(qb ·q j)(qc ·qk)Ei jk (2.17)
+
4
∑
k=1
[(qa ·qb)(qc ·qk)+(qa ·qc)(qb ·qk)+(qb ·qc)(qa ·qk)]E00k.
For the triple sum over i, j,k in (2.17) we get
−
1(0
0
)
5
5
∑
s=1
{
Σ1,sbc ·
4
∑
i=1
(qa ·qi)I
[d+]2,s
4,i +(b↔ a)+Σ
1,s
c ·
4
∑
i, j=1
(qa ·qi)(qb ·q j)νi jI
[d+]2,s
4,i j
}
, (2.18)
and get further for the sums in (2.18)
4
∑
i=1
(qa ·qi)I
[d+]2,s
4,i =
1(0s
0s
)
5
{
−Σ2,sa (d−1)I
[d+]2,s
4 +
5
∑
t=1
Σ2,sta I
[d+],st
3
}
, (2.19)
4
∑
i, j=1
(qa ·qi)(qb ·q j)νi jI
[d+]2,s
4,i j =
1(0s
0s
)2
5
Σ2,sa Σ
2,s
b (d−2)(d−1)I
[d+]2,s
4 +
1(0s
0s
)
5
Σ3,s
ab I
[d+],s
4
−
1(0s
0s
)
5
5
∑
t=1
{
1(0s
0s
)
5
Σ2,sb Σ
2,st
a (d−2)I
[d+],st
3 (2.20)
+
1(0st
0st
)
5
Σ2,stb
[
Σ3,sta (d−2)I
[d+],st
3 −
5
∑
u=1
Σ2,stua Istu2
]}
.
Finally, for the single sum in (2.17) we have
4
∑
k=1
(qc ·qk)Es00k =
1
2
(0
0
)
5
[
Σ1,sc I
[d+],s
4 −
d−1
3 ()5 (δcs−δ5s) I
[d+]2,s
4
]
. (2.21)
We leave the task to collect the terms needed in (2.17) to the reader. We only mention that similar
simplifications like those for the tensor of rank R = 2 can be achieved if one evaluates (2.17) with a
symmetrized version of (2.14).
It is interesting to compare our approach with the so called OPP method [5, 6]. For this purpose
we concentrate on the 5-point function, which was discussed in detail so far. Both methods start from
a recursion relation, namely (2.2) in [5] and (I.2.5), derived in [7]. In further steps, of course, we do
not identify the results, but find analogies.
The first analogy is the representation of the 5-point tensor by means of the number of scalar
propagators, resulting in 4-, 3-, 2- and 1-point functions. This is given in [6] by (1.1) and (1.2). In the
present work we use representations where the tensors are reduced correspondingly to 4-, 3-, 2- and
1-point integrals (with indices 1), however the integrations are performed in general in higher space-
time dimensions. In fact there will occur, in general, even several integrals in different dimension,
like e.g. in (1.6). One essential difference is that in our approach there is no 0-point, “spurious”
contribution: performing recursions, these terminate with 1-point functions; see e.g. appendix A of
ref. I.
6
The next step is the analogy of the coefficients d,c,b,a in [6] and ours, given in ref. I. Taking
again (1.6) as an example, our coefficients are written explicitly in terms of signed minors - as can be
seen from ref. I for the 3-, 2- and 1-point functions as well. This means we do not need a recursion
going down the chain d,c,b,a. Instead, we have solved the recursion. In [6] the tensor indices are
carried by massless 4-vectors l1 . . . l4 while in our case they are carried by the chords qi.
In [6] the coefficients d,c,b,a are calculated numerically, while here they are given analytically.
So we can go one step further and perform the summation over the indices as demonstrated above and
in detail in appendix A. In fact, relying on projectors to obtain the invariant amplitudes of a matrix
element, these sums are at most two-fold. The reason that there are no further sums to be evaluated
is due to the fact that not only the indices decouple from the integrals, but in addtion to that they also
factorize such that at most two indices occur in any one signed minor.
3 Conclusions
The contracted rank R = 1 · · ·3 tensors of the 5-point function have been expressed by scalar integrals,
accompanied by compact expressions for sums over products of chords and signed minors. It is
evident how the general case has to be treated, once a table of sums as given in the appendix is
available. The scalar integrals may be defined in higher dimensions or in the generic dimension,
depending on the preferred algorithm of the final numerical evaluations and on questions related to a
treatment (or avoidance) of inverse Gram determinants.
Based on the approach defined in this letter, we expect a considerable economization of cross-
section calculations in cases where an essential part of the computational time and storage is spent on
tensor reduction.
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A Sums over contracted chords and signed minors
A useful notation is
Yi j =−(qi−q j)2 +m2i +m2j . (A.1)
The simplest contractions are given in [7]:
(qi ·Q0) =
n−1
∑
j=1
(qi ·q j)
(0
j
)
n
()n
=−
1
2
(Yin−Ynn) , i = 1, . . . ,n−1, (A.2)
(qi ·Qs) =
n−1
∑
j=1
(qi ·q j)
(
s
j
)
n
()n
=
1
2
(δis−δns) , i = 1, . . . ,n−1, s = 1, . . .n. (A.3)
7
The Qs,Q0 are defined in (1.10). In (A.2) and (A.3), qn = 0 is assumed since only in this case the
relation
(qi ·q j) =
1
2
[
Yi j−Yin−Yn j +Ynn
] (A.4)
holds which is needed for their derivations.
Further sums are needed if the 4-point tensors are contracted:
Σ1,sa ≡
4
∑
i=1
(qa ·qi)
(
0s
0i
)
5
= +
1
2
{(
s
0
)
5
(Ya5−Y55)+
(
0
0
)
5
(δas−δ5s)
}
, (A.5)
Σ2,sa ≡
4
∑
i=1
(qa ·qi)
(
0s
is
)
5
= −
1
2
{(
s
s
)
5
(Ya5−Y55)+
(
s
0
)
5
(δas−δ5s)
}
. (A.6)
Double sums for 4-point functions:
Σ1,sab ≡
4
∑
i, j=1
(qa ·qi)(qb ·q j)
(
0i
s j
)
5
=
1
2
(qa ·qb)
(
s
0
)
5
+
1
4
()5 (Yb5−Y55)(δas−δ5s) , (A.7)
Σ2,sab ≡
4
∑
i, j=1
(qa ·qi)(qb ·q j)
(
si
s j
)
5
=
1
2
(qa ·qb)
(
s
s
)
5
−
1
4
()5 (δabδas +δ5s) , (A.8)
Σ3,sab ≡
4
∑
i, j=1
(qa ·qi)(qb ·q j)
(
0si
0s j
)
5
=
1
2
(qa ·qb)
(
0s
0s
)
5
−
1
4
{(
s
s
)
5
(Ya5−Y55)(Yb5−Y55)
+
(
s
0
)
5
[(δas−δ5s)(Yb5−Y55)+(δbs−δ5s)(Ya5−Y55)]+
(
0
0
)
5
(δabδas +δ5s)
}
.
(A.9)
Sums for 3-point functions:
Σ1,sta ≡
4
∑
i=1
(qa ·qi)
(
ts
is
)
5
=
1
2
(1−δst)
{(
s
s
)
5
(δat −δ5t)−
(
s
t
)
5
(δas−δ5s)
}
, (A.10)
Σ2,sta ≡
4
∑
i=1
(qa ·qi)
(
0st
0si
)
5
=
1
2
(1−δst)
{(
ts
0s
)
5
(Ya5−Y55)+
(
0s
0s
)
5
(δat −δ5t)−
(
0s
0t
)
5
(δas−δ5s)
}
, (A.11)
Σ3,sta ≡
4
∑
i=1
(qa ·qi)
(
0st
ist
)
5
= −
1
2
{(
st
st
)
5
(Ya5−Y55)+
(
st
s0
)
5
(δat −δ5t)+
(
st
0t
)
5
(δas−δ5s)
}
. (A.12)
8
Double sums for 3-point functions:
Σ4,stab ≡
4
∑
i, j=1
(qa ·qi)(qb ·q j)
(
0sti
0st j
)
5
=
1
2
(qa ·qb)
(
0st
0st
)
5
−
1
4
(1−δst)
×
{(
st
st
)
5
(Ya5−Y55)(Yb5−Y55)+
(
0s
0s
)
5
(δabδat +δ5t)+
(
0t
0t
)
5
(δabδas +δ5s)
+
(
st
s0
)
5
[(δat −δ5t)(Yb5−Y55)+(δbt −δ5t)(Ya5−Y55)]
+
(
st
0t
)
5
[(δas−δ5s)(Yb5−Y55)+(δbs−δ5s)(Ya5−Y55)]
−
(
0s
0t
)
5
[(δat −δ5t)(δbs−δ5s)+(δbt −δ5t)(δas−δ5s)]
}
, (A.13)
Σ4,stu
ab ≡
4
∑
i, j=1
(qa ·qi)(qb ·q j)
(
stui
stu j
)
5
=
1
2
(qa ·qb)
(
stu
stu
)
5
−
1
4
(1−δst)(1−δsu)(1−δtu)
{ (
st
st
)
5
(δabδau +δ5u)+
(
su
su
)
5
(δabδat +δ5t)+
(
tu
tu
)
5
(δabδas +δ5s)
−
(
st
su
)
5
[(δat −δ5t)(δbu−δ5u)+(δbt −δ5t)(δau−δ5u)]
−
(
ts
tu
)
5
[(δau−δ5u)(δbs−δ5s)+(δbu−δ5u)(δas−δ5s)]
−
(
us
ut
)
5
[(δat −δ5t)(δbs−δ5s)+(δbt −δ5t)(δas−δ5s)]
}
. (A.14)
Sums for 2-point functions:
Σ1,stua ≡
4
∑
i=1
(qa ·qi)
(
stu
sti
)
5
=
1
2
(1−δsu)(1−δtu)
×
{(
st
st
)
5
(δau−δ5u) −
(
st
su
)
5
(δat −δ5t) −
(
ts
tu
)
5
(δas−δ5s)
}
, (A.15)
Σ2,stua ≡
4
∑
i=1
(qa ·qi)
(
0stu
0sti
)
5
=
1
2
(1−δsu)(1−δtu)
{(
stu
st0
)
5
(Ya5−Y55)
+
(
0st
0st
)
5
(δau−δ5u)−
(
0st
0su
)
5
(δat −δ5t)−
(
0ts
0tu
)
5
(δas−δ5s)
}
, (A.16)
Σ3,stua ≡
4
∑
i=1
(qa ·qi)
(
0stu
istu
)
5
= −
1
2
{(
stu
stu
)
5
(Ya5−Y55)
+
(
stu
0tu
)
5
(δas−δ5s)+
(
tsu
0su
)
5
(δat −δ5t)+
(
ust
0st
)
5
(δau−δ5u)
}
. (A.17)
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Sums for 1-point functions:
Σ1,stuva ≡
4
∑
i=1
(qa ·qi)
(
vstu
istu
)
5
=
1
2
(1−δsv)(1−δtv)(1−δuv)
{(
stu
stu
)
5
(δav−δ5v)
−
(
stu
stv
)
5
(δau−δ5u)−
(
sut
suv
)
5
(δat −δ5t)−
(
tus
tuv
)
5
(δas−δ5s)
}
, (A.18)
Σ2,stuva ≡
4
∑
i=1
(qa ·qi)
(
0stuv
istuv
)
5
= −
1
2
{(
stuv
stuv
)
5
(Ya5−Y55)+
(
stuv
0tuv
)
5
(δas−δ5s)
+
(
tsuv
0suv
)
5
(δat −δ5t)+
(
ustv
0stv
)
5
(δau−δ5u)+
(
vstu
0stu
)
5
(δav−δ5v)
}
. (A.19)
The sums (A.10) - (A.19) vanish whenever two of the indices s, t,u,v are equal. Nevertheless,
in order to underline this property, we have occasionally introduced factors (1−δst) · · · in front of
the curly brackets when the vanishing of the right hand side of these equations for equal indices
is not so obvious and comes about due to a cancellation. Keeping this in mind we can give some
simpler representations for (A.17) - (A.19) due to the many scratches in the signed minors. With
w = 10− s− t−u and x = 15− s− t−u− v = w+(5− v), a detailed investigation shows that
Σ3,stua = (Yw5−Y55) (qa ·qw), s, t,u = 1, . . . ,4, (A.20)
Σ1,stuva = − (qa ·qv), s, t,u,v = 1, . . . ,4,
= (qa ·qx), v = 5,
= − (qa ·qv)+(qa ·qx), s, t,u = 5, (A.21)
Σ2,stuva = 0, s, t,u,v = 1, . . . ,4,
= − (qa ·qx), s, t,u,v = 5. (A.22)
Coefficients (A.20) multiply I2(mw,m5) (w = 1, . . . ,4) and (A.21),(A.22) multiply I1(m5) (s, t,u,v =
1, . . . ,4) and I1(mx) (x = 1, . . . ,4) if one of the indices s, t,u,v is equal to 5. In the other cases one
better keeps the notation in terms of signed minors.
The above sums are complete in the sense that no more sums occur if the integrals are contracted
with external momenta. Other sums, however, can occur e.g. if the integration momentum is self-
contracted or if, in special investigations, in the above double sums one of the indices remains uncon-
tracted. Since not all these sums can be dealt with in this letter, we scetch their formal derivation.
In principle, the only relation needed is found in [3],
()n
(
ik
jl
)
n
=
(
i
j
)
n
(
k
l
)
n
−
(
i
l
)
n
( j
k
)
n
. (A.23)
Let us prove (A.10) as an example. We write
()5
4
∑
i=1
(qa ·qi)
(
ts
is
)
5
=
4
∑
i=1
(qa ·qi)
[(
t
i
)
5
(
s
s
)
5
−
(
s
i
)
5
(
s
t
)
5
]
=
(
s
s
)
5
4
∑
i=1
(qa ·qi)
(
t
i
)
5
−
(
s
t
)
5
4
∑
i=1
(qa ·qi)
(
s
i
)
5
. (A.24)
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With (A.2) and (A.3) we see that ()5 cancels and (A.10) is obtained. The factor (1−δst) only stresses
the fact that for s = t the signed minor
(ts
is
)
5 vanishes and so does the sum.
The same procedure also applies for the other sums. Let us look at (A.12).We have to take into
account that (A.23) applies for any n, i.e. it is also valid if any row and column with the same index,
say s, is scratched. This would give(
s
s
)
5
(
0st
ist
)
5
=
(
0s
is
)
5
(
st
st
)
5
−
(
ts
0s
)
5
(
ts
is
)
5
. (A.25)
Such relations are called extensionals in [3]. We now write correspondingly(
s
s
)
5
4
∑
i=1
(qa ·qi)
(
0st
ist
)
5
=
4
∑
i=1
(qa ·qi)
[(
0s
is
)
5
(
st
st
)
5
−
(
ts
0s
)
5
(
ts
is
)
5
]
=
(
st
st
)
5
4
∑
i=1
(qa ·qi)
(
0s
is
)
5
−
(
ts
0s
)
5
4
∑
i=1
(qa ·qi)
(
ts
is
)
5
. (A.26)
The sums appearing here are (A.6) and (A.10). Inserting these sums, some algebra shows that the
factor
(
s
s
)
5 can be canceled and (A.12) is obtained.
The approach is quite general: we multiply the sums under consideration with the proper Gram
determinant such that an extensional of (A.23) can be applied. This reduces the entries in the signed
minors to be summed over such that the obtained sums have signed minors with less entries and are
known from former steps. The Gram determinant multiplying the original sum must cancel at the end
after some algebra. In this way any sum can be obtained by iteration.
We can now scetch how self-contracted integration momenta can be dealt with. Some ”start-up“
sums are (I.7.16)-(I.7.17), (I.7.20)-(I.7.22). These sums present the type of self-contracted integration
momenta. The (7.16) and (7.17), e.g., read
4
∑
i, j=1
(qi ·q j)
(
0s
is
)
5
(
0s
js
)
5
=
1
2
(
s
s
)
5
[(
0s
0s
)
5
+Y55
(
s
s
)
5
+2
(
s
0
)
5
δ5s
]
, (A.27)
4
∑
i, j=1
(qi ·q j)
(
is
js
)
5
=
3
2
(
s
s
)
5
. (A.28)
In fact , due to (1.6) the sum (A.27) is already one of the sums occurring if the vectors qi and q j are
contracted. A further sum might be
4
∑
i, j=1
(qi ·q j)
(
0si
0s j
)
5
. (A.29)
With (
s
s
)
5
(
0si
0s j
)
5
=
(
0s
0s
)
5
(
is
js
)
5
−
(
0s
is
)
5
(
0s
js
)
5
(A.30)
we see that (A.29) can be reduced to (A.27) and (A.28) with the final result
4
∑
i, j=1
(qi ·q j)
(
0si
0s j
)
5
=
(
0s
0s
)
5
−
1
2
(
s
s
)
5
Y55−
(
s
0
)
5
δ5s. (A.31)
In this manner the self-contracted integration momenta can be dealt with like the other ones, coming
from contractions with external momenta, and thus provide a consistent picture of our approach.
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