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Capítulo 1
Introducción
Moran (1953) al realizar un ajuste lineal sobre el número de linces capturados anual-
mente en el distrito canadiense deMackenzie River descubrió un, como él lo llamó, fenó-
meno curioso. Dicho fenómeno consistía en que los residuos para las observaciones
mayores que la media eran significativamente menores que los residuos para aquellas
observaciones que eran menores que la media. Seguramente nos encontramos ante una
de las primeras identificaciones de la existencia de heterocedasticidad condicional en
una serie temporal de datos reales.
Poco después, Whittle (1954) realizó un estudio sobre las mediciones del nivel del
agua cada 15 segundos en un canal de la Isla de Bay en Nueva Zelanda. Analizando la
estimación de la función de densidad espectral, Whittle descubrió la existencia de una
relación aritmética que permitía relacionar los periodos de los picos existentes en dicha
estimación. Whittle explica que la relación encontrada es debida a la existencia de no
linealidad, realizando un análisis basado en ecuaciones diferenciales lineales a trozos.
Tong (2010, p. 5) afirma que el trabajo de Whittle es, seguramente, el primer estudio
acerca de la importancia de la idea del umbral en el análisis de las series temporales.
Motivados por trabajos similares a los de Moran y Whittle, el interés de investi-
gadores por el estudio de técnicas no lineales en series temporales fue incrementándose
de manera progresiva hasta nuestros días. Realmente, el primer estudio teórico de un
modelo temporal no lineal fue efectuado por Volterra (1930). En su estudio mostró
como cualquier función continua no lineal puede ser ajustada mediante la expansión
de Volterra, cuya forma viene definida por
Yt =
1X
u=0
guUt u +
1X
u=0
1X
v=0
guvUt uVt v
+
1X
u=0
1X
v=0
1X
w=0
guvwUt uVt vWt w + :::
(1.1)
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El interés de la formulación (1.1) es teórico únicamente, pues su estimación no es factible
salvo que se impongan muchas restricciones.
La paradoja del análisis de series temporales no lineales es que, habitualmente, los
fenómenos no lineales son más complejos de identificar y de modelizar que los fenó-
menos lineales, sin embargo, las herramientas disponibles son menos comprensibles y
efectivas. El objetivo de esta tesis será desarrollar herramientas que faciliten el análisis
de series temporales no lineales.
1.1 Modelos no lineales para series temporales
A lo largo de los años se han ido proponiendo diferentes tipos de modelos que intentan
explicar diferentes fenómenos no lineales. En esta sección se hace un repaso de los mo-
delos paramétricos habitualmente más empleados, así como una introducción a distin-
tas técnicas no paramétricas existentes. Además de los modelos aquí mostrados existen
otros más generales como pueden ser, por ejemplo, los modelos estado-dependientes
(Priestley, 1980) o los modelos doblemente estocásticos (Tjøstheim, 1986).
1.1.1 Modelos por umbrales
Los modelos por umbrales, mencionados por vez primera por Tong (1977), asumen
la existencia de diferentes funciones lineales en diferentes regiones del espacio de los
estados. La división del espacio de los estados viene dada por la variable umbral Xt d,
con d  1. Basándose en esta idea Tong (1987) formuló el principio del umbral, el cual
dice que ”el análisis de un sistema estocástico complejo puede ser realizado mediante
su descomposición en subsistemas más sencillos” (Tong 1990, p. 99).
El modelo por umbrales más conocido es el autorregresivo por umbrales (TAR,
Threshold Autoregressive) que tiene la forma
Yt = a
(Jt)
0 +
pX
i=1
a
(Jt)
i Yt i + b
(Jt)et; (1.2)
donde los fetg son variables aleatorias independientes e idénticamente distribuidas
con E[et] = 0 y V[et] =  < 1. fJtg es un indicador temporal que toma valores en
f1; 2; :::; Jg trabajando como mecanismo de intercambio. Dicho mecanismo es, habi-
tualmente, una variable observada llamada variable umbral. La figura 1.1 muestra un
ejemplo muy evidente de un modelo TAR con dos regímenes de comportamiento.
Losmodelos TAR han sido empleado en diversas áreas, como pueden ser en ecología
(p.ej., Stenseth et al., 1999), en hidrología (p.ej., Tong et al., 1985), en epidemiología (p.ej.,
Stenseth et al., 2006; Samia et al., 2007), en economía (p.ej., Tiao and Tsay, 1994; Hansen,
1.1. Modelos no lineales para series temporales 3
100 200 300 400 500 600 700 800 900 1000−6
−4
−2
0
2
4
6
t
Y t
(a) Serie temporal
−5 −3 −1 1 3 5−6
−4
−2
0
2
4
6
Yt−1
Y t
(b) Gráfico de dispersión de Yt respecto a Yt 1
Figura 1.1: Realización de tamaño 1000 a partir del modelo (1.2) para valores J = 2,
a
(1)
0 = 0, a
(2)
0 = 3, a
(1)
1 = :8, a
(2)
1 =  :8, dependiendo el indicador temporal Jt del valor
de Yt 1.
1999), en finanzas (p.ej., Li and Lam, 1995; Potter, 1995), en ciencias actuariales (p.ej.,
Chan et al., 2004), entre muchos otros. Un amplio estudio sobre el desarrollo de los
modelos TAR ha sido efectuado por Tong (2010).
1.1.2 Modelos autorregresivos exponenciales de amplitud dependiente
Los modelos EXPAR (Amplitude-dependent Exponential Autoregressive) fueron introduci-
dos de manera independiente por Jones (1976) y Ozaki y Oda (1978). Un modelo EX-
PAR(k) está definido por
Yt =
kX
j=1

j + j exp
  Y 2t 1Yt j + et;  > 0; (1.3)
donde fetg es una secuencia de variables aleatorias independientes e idénticamente dis-
tribuidas. Haggan y Ozaki (1981) mostraron que el modelo es útil para la modelización
de la vibración del sonido. En la figura 1.2 vemos un ejemplo de modelo EXPAR.
1.1.3 Modelos bilineales
Un proceso Yt sigue un modelo Bilineal (BL(p,q,P,Q)) si está definido por
Yt =
pX
i=1
iYt i + et +
qX
j=1
jet j +
PX
i=1
QX
j=1
ijYt iet j ; (1.4)
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Figura 1.2: Realización de tamaño 200 del modelo (1.3), con k = 2,  = (2; 1),  =
(:5; :5) y  = 1.
y fueron introducidos por Granger y Andersen (1978). Son especialmente útiles para
series temporales en las que ocasionalmente se produzcan grandes alejamientos de la
media, como puede verse en la figura 1.3. Ejemplos de posibles aplicaciones reales
podrían ser las mediciones realizadas por un sismógrafo, ya que éstas, en general, serán
estables salvo cuando se produzca un terremoto. Subba Rao y Gabr (1984) hicieron un
amplio estudio sobre este tipo de modelos.
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Figura 1.3: Realización de tamaño 200 del modelo (1.4), con p = q = P = Q = 1,  = :8,
 =  :5 y  = :5.
1.1.4 Modelos de heterocedasticidad condicional
Los modelos de heterocedasticidad condicional (ARCH, Autoregressive Conditional Het-
eroscedastic) fueron introducidos por Engel (1982) para modelizar la tasa de inflación
de Reino Unido. Son modelos muy empleados en series temporales económicas y fi-
nancieras. Un proceso Yt sigue un modelo ARCH(r) si está definido como
Yt = t"t; (1.5)
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donde f"tg es un proceso de variables aleatorias independientes e idénticamente dis-
tribuidas, siendo f"tg independiente de fYt k; k  1g. La varianza seguirá un proceso
autorregresivo de orden r definido por
2t = 0 + 1Y
2
t 1 + : : :+ rY
2
t r; (1.6)
donde
Pr
i=1 i < 1. La práctica ha demostrado que muchas series requieren de valores
de r muy altos. Para evitar éste efecto, Bollerslev (1986) y Taylor (1987) propusieron un
modelo más parsimonioso, los modelos autorregresivos generalizados de heterocedas-
ticidad condicional (GARCH, Generalized Autoregressive Conditional Heteroscedastic). Un
proceso Yt sigue un modelo GARCH(p,q) si el proceso t en (1.5) está definido como
2t = c0 +
pX
i=1
ciz
2
t i +
qX
j=1
bj
2
t j : (1.7)
Los modelos GARCH tienen una estructura similar a los modelos ARMA, compar-
tiendo con ellos muchas de sus propiedades. En la figura 1.4 se pueden ver dos reali-
zaciones eneradas a partir de modelos ARCH y GARCH. En el trabajo de De Gooijer
y Hyndman (2006) se puede encontrar un resumen reciente de los diferentes estudios
basados en modelos de heterocedasticidad condicional que se han ido proponiendo.
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(a) ARCH(1) con  = (1:5; :8).
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(b) GARCH(1,1) con c0 = 1:5, c1 = :6 y b1 = :3
Figura 1.4: Ejemplos de modelos con heterocedasticidad condicional
1.1.5 Modelos de segunda generación
Los modelos mostrados hasta ahora intentan explicar un tipo de fenómeno no lineal,
por ello Tong (1990, p.116) los llama modelos no lineales de primera generación. Para
aprovechar mejor sus ventajas, Tong propone crear modelos más complejos que aunen
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a varios de estos modelos, creando así modelos de segunda generación, tercera genera-
ción, y así.
Un posible modelo de segunda generación que empieza a ser empleado es un mo-
delo por umbrales con heterocedasticidad condicional. Por ejemplo, unmodelo SETAR-
ARCH vendría definido por
Yt = a
(Jt)
0 +
pX
i=1
a
(Jt)
i Yt i + etVt;
donde los fetg son variables aleatorias independientes e idénticamente distribuidas,
y fJtg es un indicador temporal que tomará valores en f1; 2; :::; Jg trabajando como
mecanismo de intercambio. Además V 2t = 0+1Y 2t 1+ : : :+rY 2t r. Este modelo com-
binará las ventajas de modelizar la media condicionada empleando un modelo lineal a
trozos y la varianza condicionada a un proceso de heterocedasticidad condicional.
1.1.6 Modelos no paramétricos
En ocasiones los fenómenos no lineales subyacentes en los datos no pueden ser identifi-
cados de manera particular, por ello será adecuado el uso de modelos no parámetricos
que permitan un ajuste no lineal más general. La forma de un modelo no paramétrico
será
Yt = f (Yt 1; :::; Yt p) +  (Yt 1; :::; Yt p) et; (1.8)
donde f () y  () son funciones desconocidas y fetg es un proceso de variables aleato-
rias independientes e idénticamente distribuidas. El modelo (1.8) es conocido como
proceso no paramétrico autorregresivo de heterocedasticidad condicional (NARCH,
Nonparametric Autoregressive Conditional Heteroscedastic) o proceso no paramétrico au-
torregresivo (NAR) en el caso de que  () sea constante. El problema de este tipo de
modelos es que para un valor de p > 2, la estimación de las funciones f () y  () será
prácticamente imposible, salvo que el tamaño muestral sea muy grande (ver, p.ej., Fan
y Gijbels (1996)), debido a la maldición de la dimensionalidad (Bellman, 1961).
Debido al problema de la dimensionalidad para trabajar con modelos no paramétri-
cos hay dos opciones. Por una parte existen diferentes técnicas que permiten estimar las
funciones f () y  () empleando métodos kernel, splines,... (ver, p.ej., Fan y Yao, 2005
Caps. 5 y 8; Peña et al., 2001 Cap. 12). Otra opción diferente es emplear modelos para
ajustar dichas funciones. A continuación vemos algunos de estos modelos.
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Modelo de coeficientes funcionales
El modelo de coeficientes funcionales (FAR, Functional-Coefficient Autoregressive), intro-
ducido por Chen y Tsay (1993), tiene la forma
Yt = f1(Yt d)Y1 + : : :+ fp(Yt d)Yt p + (Yt d)et; (1.9)
donde fetg es una secuencia de variables aleatorias independientes e idénticamente
distribuidas, y además fetg será independiente de fYt k; k  1g. Los coeficientes fun-
cionales f1();    ; fp() son desconocidos. El modelo (1.9) depende de la variable de-
pendiente Yt d, que es un retardo del proceso, limitando el alcance de las aplicaciones
posibles. Por ello, una generalización de esta clase de modelos es permitir una combi-
nación lineal de valores pasados como variable dependiente del modelo. Esta generali-
zación es conocida como modelo de coeficientes funcionales adaptativo.
Modelos aditivos
Los modelos aditivos (Ezekiel, 1924) son muy útiles para aproximar la función autorre-
gresiva de alta dimensión del modelo (1.8) mediante la descomposición de la función
f (Yt 1; :::; Yt p) en la suma de funciones univariantes, es decir, un modelo aditivo tiene
la forma
Yt = f1 (Yt 1) + :::+ fp (Yt p) + et; (1.10)
donde fetg es una secuencia de variables aleatorias independientes e idénticamente dis-
tribuidas. Las funciones f1; : : : ; fp son univariantes y pueden ser estimadas mediante
alguna técnica de regresión no paramétrica. Lógicamente, esto disminuye la dimensión
del problema, y nos da la ventaja de necesitar menos observaciones para obtener re-
sultados precisos. El problema es que la aditividad es una condición muy fuerte, que
habitualmente no se cumple, y que además es difícil de comprobar. En Chen et al. (1995)
se propone un contraste que permite evaluar si se cumple la condición de aditividad.
1.2 Problemas tratados en la tesis
En esta sección se describen los problemas a los que nos hemos enfrentado durante la
realización de esta tesis, así como las propuestas que más adelante serán desarrolladas.
1.2.1 Identificación de modelos no lineales
El uso de un modelo lineal para explicar un conjunto de datos que presenten algún
tipo de fenómeno no lineal, provocará que el modelo no pueda recoger toda la informa-
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ción contenida en los datos. En la figura 1.5 vemos un ejemplo de un proceso temporal
Yt cuya relación con su primer retardo Yt 1 es no lineal. Como vemos, si realizamos
un ajuste lineal será complicado que se pueda predecir su comportamiento futuro ade-
cuadamente. Por ello, es importante identificar cuándo tenemos existe algún fenómeno
no lineal subyacente en los datos para así poder aplicar métodos más adecuados. El
problema radica en cómo identificar estos fenómenos, cómo identificar la no linealidad.
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Figura 1.5: Gráfico de dispersión de Yt respecto a Yt 1.
Identificar un fenómeno no lineal particular suele ser una tarea compleja. Para ello
se pueden emplear diferentes métodos como pueden ser análisis de los datos mediante
métodos gráficos, realización de contrastes de linealidad
Métodos gráficos
El uso de métodos gráficos nos puede mostrar que algo anormal pasa en nuestros datos.
Sin duda, son una herramienta muy útil cuando se comienza a analizar cualquier tipo
de datos. Métodos como histogramas, correlogramas o funciones de densidad espectral,
que son habitualmente empleados en los análisis lineales puede darnos una idea de
que algo no funciona bien, en caso de observar fenómenos no esperados. A dichas
herramientas gráficas añadimos aquí algunas propuestas realizadas en el ámbito de las
series temporales no lineales.
Gráfico inverso Una serie temporal estacionaria fYtg es reversible en el tiempo si para
cada entero positivo n, y para cada vector de índices (t1; :::; tn) los vectores (Yt1 ; :::; Ytn)
y (Y t1 ; :::; Y tn) tienen la misma distribución conjunta. Tong (1990, p.197) explica cómo
la falta de reversibilidad en el tiempo indica falta de linealidad en los datos. El problema
es que existen modelos no lineales que pueden cumplir la propiedad de reversibilidad
por lo que dicha propiedad no puede ser empleada para descartar que un proceso es no
lineal.
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Para comprobar que se cumple la propiedad de reversibilidad en el tiempo, Tong
(1990, p.216) propone emplear los gráficos inversos. Dichos gráficos fueron propues-
tos por Cleveland y McGill (1987) para poder detectar diferentes características intere-
santes en los datos. En la figura 1.6 podemos ver ejemplos de procesos reversibles y no
reversibles en el tiempo.
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10 20 30 40 50 60 70 80 90 10010
25
50
75
100
t
Y t
Modelo no lineal
90100 80 70 60 50 40 30 20 10 10
25
50
75
100
t
Y t
Modelo no lineal invertido en el tiempo
(b) Modelo no lineal.
Figura 1.6: Comparación del gráfico de una serie procedente de modelos lineales y no
lineales
Diagrama de dispersión directo Se trata de gráficos dispersión del proceso fYtg res-
pecto a su retardo fYt kg, en el cual los puntos consecutivos se van uniendo mediante
líneas. En la figura 1.7 vemos un ejemplo del diagrama para datos generados mediante
un modelo AR lineal y un modelo SETAR no lineal. El diagrama perteneciente al pro-
ceso lineal tiene un comportamiento completamente aleatorio, mientras que el proceso
no lineal dibuja una especie de elipse, sin datos en el centro. Tong (1990, p.216) explica
cómo este tipo de resultados muestran la existencia de ciclos. Este tipo de gráficos ha
sido muy empleado en el análisis de técnicas de caos.
Suavizado no paramétrico El estudio del suavizado no paramétrico realizado sobre la
relación existente proceso fYtg respecto a su retardo fYt kg puede ser una herramienta
útil para identificar una posible relación no lineal. En la figura 1.8 vemos la diferencia
entre realizar un ajuste lineal y un suavizado no paramétrico, y cómo este último ayuda
a explicar mejor los datos, pudiendo indicar por lo tanto no linealidad.
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Figura 1.7: Diagramas de dispersión directos para datos provenientes de modelos line-
ales y no lineales
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Figura 1.8: Ajuste lineal y suavizado no paramétrico sobre un proceso generado a partir
de un modelo no lineal
Contrastes de linealidad
Una herramienta más formal para comprobar la existencia de no linealidad en el pro-
ceso es el uso de contrastes de hipótesis. Existen dos clases de contrastes de linealidad,
por una parte están los contrastes generales que no asumen ningún tipo de estructura
no lineal en los datos, sino que solo contrastan la falta de linealidad en los mismos. Por
otra parte, están aquellos contrastes específicos que nos permiten comprobar si un tipo
de fenómeno no lineal en particular es correcto para el proceso estudiado.
Contrastes generales La hipótesis a contrastar es, en general, se contrasta si la mejor
representación lineal del proceso es correcta o no, para ello existen multitud de con-
trastes. Uno de los primeros que se propusieron es el contraste basado en la aproxi-
mación bi-espectral, propuesto originalmente por Subba Rao y Gabr (1980) y mejorado
poco después por Hinich (1982). Se basa en la idea de que bajo el supuesto de linea-
lidad las funciones de densidad espectrales acumuladas son constantes. Su principal
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problema es la estimación de las densidades espectrales.
Ramsay (1969) desarrolló un contraste de linealidad paramodelos de regresión basado
en el contraste de no aditividad de Tukey (1949). Usando esta idea, Keenan (1985) di-
señó un contraste de no linealidad en series temporales. Dicho contraste fue mejorado
por Tsay (1986).
Otro tipo de contrastes generales se basan en la idea propuesta por Granger y An-
dersen (1978). En su trabajo mostraron que sea Yt es un proceso gaussiano estacionario
j
 
Y 2t

=

j (Yt)
	2
; para todo j; (1.11)
donde j (Yt) es la función de autocorrelación del proceso fYtg. Según Granger y An-
dersen el no cumplimiento de esta propiedad podría indicar falta de linealidad en los
datos. Maravall (1983) mostró que los residuos resultantes de realizar un ajuste lineal
en el proceso han de cumplir la relación (1.11), ya que en caso contrario el proceso será
no lineal. Empleando esta idea, McLeod y Li (1983) propusieron un contraste de Ljung-
Box que permite comprobar que la relación (1.11) se mantiene en los residuos . Cu-
riosamente, aunque McLeod y Li (1983) realizaron un contraste general, su propuesta
funciona especialmente bien para detectar la existencia de modelos de heterocedasti-
cidad condicional. Siguiendo esta misma vía, Peña y Rodríguez (2005) proponen un
contraste que mejora a los anteriores.
Otros contrastes de linealidad existentes son el contraste BDS propuesto por Brock
et al. (1996) que se basa en la relación no lineal de los residuos del ajuste lineal y de
su pasado, y el contraste del tipo Kolmogorov-Smirnov propuesto por Hong-zhi y Bing
(1991).
Contrastes específicos Los contrastes especificos tienen como hipótesis alternativa la
existencia de un modelo no lineal. Repasamos brevemente algunas propuestas de los
modelos más empleados habitualmente.
Para contrastar la existencia de modelos por umbrales existen diferentes tipos de
propuestas. Los más empleados son contrastes de ratio de verosimilitud (Chan y Tong,
1990; Chan, 1990; Hansen, 1996, 1999; Ling y Tong, 2005) y contrastes basados en los
residuos predictivos (Petruccelli y Davies, 1986; Tsay, 1989).
Para detectar la existencia de heterocedasticidad condicional son muy útiles los con-
trastes basados en los residuos al cuadrado, como dijimos anteriormente. El problema
de estos es que simplemente dan un indicio de existencia de heterocedasticidad condi-
cional en los residuos. Para comprobar de manera más especifica la posible existencia
de efectos ARCH o GARCH, existen contrastes como los de Lee y King (1993) o Hong
(1997).
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Fan y Yao (2005, Cap. 9) desarrollan un contraste de ratio de verosimilitud genera-
lizado basado en el contraste para datos independientes de Fan et al. (2001). La idea
principal de este contraste es que la distribución asintótica del estimador bajo la hipóte-
sis nula es independiente de los parámetros desconocidos ausentes de dicha hipótesis
nula. Esta propiedad es conocida como fenómeno de Wilks. Fan y Yao (2005) muestran
como siguiendo esta idea se puede desarrollar un contraste para series temporales, que
permite contrastar la existencia de diferentes modelos no paramétricos o paramétricos,
como el TAR, el EXPAR, el BL, el FAR,etc.
Por último, existen diferentes contrastes de bondad de ajuste que permiten com-
parar diferentes modelos tanto lineales como no lineales entre sí, como son las propues-
tas de Escanciano (2006), Ling y Tong (2010) o Du y Escanciano (2011).
Resultados propuestos en la tesis
En el análisis de las series temporales lineales existe una medida de dependencia ge-
neral que permite la modelización del proceso, se trata de la autocorrelación simple
y parcial. Además, esta medida permite una sencilla representación gráfica mediante
el correlograma. Sin embargo, no existe ninguna medida ni ninguna herramienta, que
permita demanera tan simple e ilustrativa analizar las relaciones no lineales. Por ello, el
primer objetivo de esta tesis doctoral es el desarrollar una herramienta de identificación
y modelización de un fenómeno no lineal. En particular, durante esta tesis nos hemos
centrado en la identificación de modelos por umbrales.
Para ello vamos a proponer un procedimiento basado en una herramienta gráfica
que permita identificar la existencia de un modelo por umbrales. Además, dicho proce-
dimiento nos permitirá modelizar de manera sencilla el proceso.
1.2.2 Predicción con modelos no lineales
El cálculo de predicciones es una de las tareas esenciales cuando se trabaja con series
temporales. Existen dos tipos de caminos que se pueden emplear para calcular predic-
ciones, por una parte el uso de modelos que expliquen el comportamiento de los datos,
permitirá además obtener predicciones a partir de ellos. Mientras que otra opción es el
uso de técnicas de predicción no paramétricas que sin explicar el comportamiento de la
serie permitirán calcular predicciones. En esta tesis nos hemos centrado en el cálculo de
predicciones empleando modelos no lineales.
Sea Yt un proceso conocido, el objetivo será calcular predicciones a un horizonte h
dada la información contenida en dicho proceso mediante
Y^t+hjt = f (Yt; :::; Y1) ; (1.12)
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donde la función f (), si asumimos una función de pérdida cuadrática será la esperanza
condicionada (ver, p.ej. Chatfield 2001), es decir,
Y^t+hjt = Et [Yt+hjYt; :::; Y1] . (1.13)
Si el modelo ajustado es no lineal la forma analítica de la esperanza condicionada
será muy complicada de calcular. Para estos casos, Tong (1990) propone estimar la
densidad de las predicciones condicionada a la información conocida en el instante de
tiempo t y a partir de ella calcular losmomentos condicionados. A dicha densidad de las
predicciones se le conoce habitualmente como densidad predictiva. Cuando trabajamos
con modelos no lineales, lo habitual será que el proceso no sea gaussiano, por lo que el
cálculo de la densidad predictiva será complejo. Un estudio más profundo acerca de
la predicción mediante modelos no lineales y mediante técnicas no paramétricas puede
encontrarse en Tong (1990, Cap.6) y Fan y Yao (2005, Cap. 10).
Predicciones puntuales con modelos TAR
Un modelo por umbrales está compuesto de modelos lineales, entre los que el proceso
irá cambiando dependiendo de la variable umbral. Debido a la linealidad de los di-
ferentes regímenes el uso de modelos TAR será ventajoso respecto a otros modelos no
lineales a la hora de calcular predicciones. Su principal problema surge cuando el hori-
zonte de predicción h es mayor que el retardo de la variable umbral Yt d. En ese caso,
la variable umbral no será observada, con lo que será complicado encontrar la forma
analítica de las predicciones. Tong (1990) muestra como hacerlo mediante ecuaciones
de Chapman-Kolmogorov las predicciones, lo que para estructuras TARmuy complejas
puede resultar extremadamente dificultoso. Clements y Smith (1997) muestran diferen-
tes métodos de computación que permiten el cálculo de predicciones en modelos TAR
mediante simulaciones. Para realizar estas simulaciones será necesario estimar la den-
sidad condicionada del proceso. En la sección 2.6 mostraremos más detenidamente las
diferentes formas de calcular predicciones empleando un tipo de modelo TAR.
1.2.3 Aplicaciones en energía eólica
El uso de la energía eólica como fuente de energía renovable ha experimentado un gran
incremento en la última década. Por ejemplo, como podemos ver en la figura 1.9a,
la potencia instalada en España ha pasado de ser el 3.4% del total instalado en 2000
(1875MW) a ser el 19.4% (19959MW) en 2010. Como vemos en la figura 1.9a en apenas
10 años la potencia instalada correspondiente a las energías renovables ha pasado de
estar por debajo del 40% a rondar el 50% del total. En particular vemos como la energía
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eólica ha pasado de ser una energía residual dentro de las renovables a representar casi
la mitad de la potencia instalada.
Con la demanda cubierta por las diferentes fuentes energéticas sucede algo seme-
jante. Como vemos en la figura 1.9b, la potencia eólica adquirida en el mercado energé-
tico ha pasado de ser prácticamente inexistente a cubrir en el año 2010 el 15.6% del total
demandado. Este aumento ha provocado la necesidad de obtener mejores predicciones
tanto para poder optimizar su integración en el mercado energético como por motivos
de operatividad del sistema eléctrico.
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(a) Porcentaje de potencia instalada.
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(b) Porcentaje de demanda eléctrica.
Figura 1.9: Evolución del sistema eléctrico español
Propuesta de cálculo de predicciones puntuales
La desventaja de la energía eólica en el mercado eléctrico respecto a otras fuentes de
energía es su incertidumbre. Para minimizar esta incertidumbre es necesario obtener
predicciones que permitan su integración en el mercado eléctrico. Estas predicciones
deben ser a muy corto plazo, debido a la existencia de un mercado eléctrico intradiario.
La realización de predicciones puntuales de potencia eólica empleando modelos es-
tadísticos ha sido ampliamente estudiada en años recientes (Sánchez, 2006a; Costa et al.,
2008; Giebel et al., 2011). El uso de un modelo que permite la existencia de diferentes
regímenes de comportamiento entre los que irá cambiando dependiendo del valor de
una variable observada puede ser muy útil para modelar la potencia eólica, puesto que
es un proceso que cambia de manera abrupta como vemos en la figura 1.10. Por ello,
proponemos emplear modelos por umbrales para realizar predicciones a corto plazo en
potencia eólica, como también hiciera Pinson et al. (2008).
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Figura 1.10: Ejemplo de serie de datos de producción eólica
Propuesta de estimación de densidades condicionadas
Las predicciones puntuales no son suficientes, ya que en ocasiones se hace necesario
obtener la estimación de la densidad predictiva, para así tener un mejor conocimiento
acerca del comportamiento de las predicciones (Diebold y López, 1996). En los últimos
años han sido múltiples las propuestas de métodos de estimación de densidades pre-
dictivas, como puede verse en Tay y Wallis (2000), Mitchell (2008) o Clements y Harvey
(2010).
En particular, la utilización de funciones de densidad predictiva para la energía
eólica permitirá, entre otras cosas, mejorar la gestión de las reservas de energía eléc-
trica, mejorar la programación de las centrales de energía eléctrica convencionales y
minimizar el riesgo que cometen los agentes que ofrecen energía eólica en el mercado
eléctrico.
El problema de estimación de densidades predictivas no ha sidomuy tratado cuando
trabajamos con la potencia eólica. En este caso la estimación es más compleja aún que
en los casos tratados tradicionalmente, ya que la variable es no gaussiana, y además
está acotada entre 0 y la potencia nominal. Como en general se trabaja estandarizando
la potencia producida por la potencia nominal, los datos estarán acotados entre 0 y 1.
Entre las propuestas realizadas en la literatura, existen diferentes puntos de vista
desde los que abordar el problema de la estimación de la densidad predictiva. Una
posible opción es trabajar directamente con la distribución de la velocidad del viento
para luego emplear la relación no lineal existente entre velocidad y potencia generada
para poder estimar la distribución de la potencia (p.ej., Lange, 2005; Carta et al. 2009).
Otra propuesta similar, aunque más compleja, se basa en la realización de múltiples
predicciones de variable metereológicas a partir de las cuales se estima la distribución
de la producción (p.ej., Nielsen et al. 2004; Pinson y Madsen 2009; Taylor et al. 2009).
Por último otras propuestas diferentes se basan la estimación de la densidad pre-
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dictiva a partir de los datos históricos de la potencia y de sus predicciones (p.ej., Blud-
szuweit et al.,2008; Al-Awami y El-Sharkawi, 2009; Lau yMcSharry, 2010; Pinson, 2010).
Este punto de vista será el empleado en nuestra propuesta de estimación. Empleando
las predicciones de potencia estimaremos de manera adaptativa los momentos condi-
cionados de los errores de predicción. Con estos momentos condicionados, estimare-
mos la senda de predicciones predictiva ajustando diferentes distribuciones paramétri-
cas.
1.3 Estructura de la tesis
La tesis consta de 6 capítulos. En este primer capítulo se han introducido los diferentes
problemas que hemos tratado a lo largo de la tesis. Para ello realizaremos una de-
scripción de diferentes técnicas existentes para analizar series temporales no lineales.
Además se introducen los problemas básicos a los que nos hemos enfrentado en esta
tesis como son, por una parte, la identificación de no linealidad en datos temporales,
y por otra la estimación de densidades predictivas y el cálculo de predicciones pun-
tuales empleando modelos no lineales. En particular, en estas últimas tareas nos con-
centraremos en su aplicación a datos provenientes de la potencia producida por par-
ques eólicos, por lo que introduciremos diferentes técnicas existentes que se emplean
para este tipo de datos.
A lo largo de esta tesis nos hemos centrado en un tipo de modelos no lineales, que
son los modelos por umbrales, por ello en el capítulo 2 repasamos de manera exhaus-
tiva los diferentes tipos de modelos por umbrales que se han propuesto. En particular,
repasaremos los modelos autorregresivos por umbrales.
Los principales resultados de la tesis se encuentran en los capítulos 3, 4 y 5. En el
capítulo 3 desarrollamos un procedimiento que permitirá identificar y modelizar los
modelos autorregresivos por umbrales. Dicho procedimiento se basa en dos puntos
principales, por una parte ordenamos los datos respecto a la variable que provoca la no
linealidad, como ya hicieron en sus propuestas de contrastes Petruccelli y Davies (1986)
y Tsay (1989), y por otra parte, empleamos un método de estimación recursiva sobre
los datos ordenados para así poder detectar posibles cambios estructurales provoca-
dos por la variable que empleamos para realizar la ordenación. A lo largo del capítulo
mostraremos el método recursivo empleado así como sus principales propiedades y jus-
tificaremos porqué la ordenación no altera la dependencia temporal de la variable. Por
último compararemos el procedimiento propuesto con diferentes contrastes existentes
mostrando como los mejoraremos.
En el capítulo 4 se trata la estimación de la densidad predictiva, cuando la variable
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empleada es la potencia generada por un parque eólico. Mostraremos de que manera
las características principales de este tipo de datos que complican la estimación de la
densidad predictiva, así como el método de estimación adaptativa mediante el que pro-
ponemos estimar los momentos centrales de las predicciones puntuales. Empleando es-
tos momentos detallaremos como estimar la densidad predictiva empleando diferentes
distribuciones. Por último, evaluaremos las estimaciones de las densidades predictivas.
La estimación de la densidad predictiva es empleada a lo largo del capítulo 5 para
realizar estimaciones puntuales empleando un modelo no lineal. Es conocido, que el
cálculo de modelos no lineales puede ser en ocasiones complejo. En particular, emple-
ando modelos autorregresivos por umbrales a horizontes elevados es habitual emplear
un procedimiento de Monte Carlo para calcular las predicciones. Para ello es necesa-
rio realizar una estimación de la densidad predictiva si queremos evitar el supuesto de
normalidad en la variable, supuesto que en el caso de datos de potencia eólica no se
cumple.
Por último en el capítulo 6, resumiremos las principales conclusiones así como las
principales contribuciones contenidas en la tesis.
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Capítulo 2
Modelos autorregresivos por
umbrales
La forma general de un modelo por umbrales (TAR, Threshold Autoregressive) es
Yt = a
(Jt)
0 +
pX
i=1
a
(Jt)
i Yt i + b
(Jt)et; (2.1)
donde los fetg son variables aleatorias independientes e idénticamente distribuidas con
E[et] = 0 y V[et] =  < 1, y fJtg es un indicador temporal que tomará valores en
f1; 2; :::; kg. La idea básica de unmodelo por umbrales es la descomposición del sistema
no lineal en k sistemas lineales más sencillos, mediante el indicador temporal fJtg. Esta
idea es el denominado principio del umbral (Tong, 1987). El modelo TAR puede ser
fácilmente extendido añadiendo parte media movil (TARMA, Threshold Autoregressive
Moving Average), reemplazando en (2.1), la expresión b(Jt)et por
Pq
j=0 b
(Jt)
j et j .
Una de las claves del éxito de los modelos TAR está en su simplicidad para ser
interpretado, al contrario que otros tipos de modelos no lineales. En este sentido, es
similar a los modelos lineales. Sin embargo, el desarrollo teórico de los modelos TAR
aún no ha sido completado. El capítulo comienza con una revisión de diferentes tipos de
modelos por umbrales que se han ido proponiendo. A continuación, nos centraremos
en el objetivo principal del capítulo, los modelos autorregresivos por umbrales auto-
alimentados.
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2.1 Tipos de modelos por umbrales
Un modelo autorregresivo por umbrales auto-alimentado (SETAR(k;

p1,...,pk

;d), Self-
Exciting Threshold Autoregressive) con k regímenes, siendo k  2, se define como
Yt =
kX
i=1


(i)
0 + 
(i)
1 Yt 1 + :::+ 
(i)
pi Yt pi + e
(i)
t

I (Yt d 2 
i) ; (2.2)
donde 
i es una partición del dominio ( 1;1) de manera que [ki=1
i = ( 1;1) y

i \ 
j = ;, 8i 6= j. Las particiones del dominio están dictadas por el valor de la va-
riable umbral Yt d, donde d (d 2 Z+) es conocido como parámetro delay, y se forman
mediante 
i = (ri 1; ri]. Los valores ri son los umbrales y cumplen que  1 = r0 <
r1 < : : : < rk = 1. En cada régimen,
n
e
(i)
t
o
es una secuencia de variables aleatorias
independientes e idénticamente distribuidas con media cero y desviación finita (i). La
función I() es una función indicadora, que toma valor 1 cuando se cumple la condición
y 0 en otro caso. El modelo SETAR es quizás el más conocido entre todos los mode-
los por umbrales que se han ido proponiendo. Su extensión directa será añadiendo el
componente media movil, con lo que un modelo SETARMA(k;

p1,...,pk

,

q1,...,qk

;d) se
define como
Yt =
kX
i=1


(i)
0 + 
(i)
1 Yt 1 + :::+ 
(i)
pi Yt pi + e
(i)
t   (i)1 e(i)t 1   :::  (i)qi e
(i)
t qi

I (Yt d 2 
i) :
(2.3)
Otro tipo de modelos posible es aquél en el que el proceso indicador fJtg es inde-
pendiente del proceso Yt. En ese caso, la variable umbral será una variable exógena
al proceso Yt. Tong y Lim (1980) nombraron a este tipo de modelos con variables exó-
genas como modelos autorregresivos por umbrales con sistema de bucle abierto, pen-
sando principalmente, en términos de control de sistemas. En su reciente estudio sobre
la evolución de los modelos por umbrales Tong (2010) propone modificar el nombre a
modelos TARMAX (Threshold Autoregressive Moving Average Exogenous). De esta manera
Yt seguirá un modelo TARMAX(k;

p1,...,pk

,

q1,...,qk

;d) si está definido por
Yt =
kX
i=1


(i)
0 + 
(i)
1 Yt 1 + :::+ 
(i)
pi Yt pi + e
(i)
t   (i)1 e(i)t 1   :::  (i)qi e
(i)
t qi

I (Xt d 2 
i) ;
(2.4)
En los modelos vistos hasta ahora el cambio de región en el espacio de los esta-
dos viene dado por una función indicadora, lo que provocará un cambio brusco en-
tre regímenes. En algunas aplicaciones, será más apropiado que el cambio entre re-
2.1. Tipos de modelos por umbrales 21
giones se produzca de manera más ”suave”, pudiendo usar como proceso indicador
fJtg una función suavizada. Los primeros en proponer este tipo de modelos fueron
Chan y Tong (1986) llamándolos modelos autorregresivos con umbrales suaves (STAR,
Smooth Threshold Autoregressive). Los modelos STAR han sido ampliamente estudiados
en el campo de la econometría (p.ej., Franses y van Dijk, 2000), siendo habitualmente
denominados como modelos autorregresivos con transición suave (Smooth Transition
Autoregressive).
Todos los modelos anteriores emplean como variable umbral una variable obser-
vada, pero hay otro tipo demodelos en los que dicha variable umbral no será observada.
El primero de ellos es el modelo autorregresivo exponencial (EAR, Exponential Autore-
gressive). Sea fJtg una secuencia de variables aleatorias independientes e idénticamente
distribuidas tal que
Jt =
(
1; con probabilidad 1  
2; con probabilidad 
; (2.5)
entonces el modelo EAR(2) tendrá la forma
Yt =
(
a
(1)
1 Yt 1 + et; con probabilidad 1  
a
(2)
2 Yt 1 + et; con probabilidad 
;
que como puede verse es el modelo TAR (2.1) cuando a(Jt)0 = 0, b
(Jt) = 1, 0  a(1)1 < 1,
a
(2)
1 = 0, a
(1)
2 = 0 y 0  a(2)2 < 1. El modelo EAR fue introducido por Gaver y Lewis
(1980) y Lawrance y Lewis (1980). La conexión entre el modelo EAR y el modelo TAR
fue notada por vez primera por Tong (1983, p.63) y posteriormente fue desarrollada por
Chan (1986, Cap.4; 1988) extendiendo el modelo EAR a ordenes más elevados.
Otro tipo de modelos en los que la variable umbral es no observada, es el modelo de
Markov con intercambio oculto (MSAR, Markov Switching Autoregressive). En este caso,
estamos ante el modelo TAR definido en (2.1) siendo el indicador temporal fJtg una
cadena de Markov finita. Este modelo fue propuesto por primera vez por Tong y Lim
(1980, p.285), siendo probablemente el trabajo de Tyssedal y Tjøstheim (1988) el primer
estudio en profundidad que se realizó. Una posible modificación del modelo MSAR es
que el indicador temporal fJtg sea parcialmente oculto, como propuso Tong (1983, p.
276-277). Esta modificación solo ha sido explorada parcialmente, siendo la propuesta
de Wu y Chen (2007) de las más recientes.
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2.2 Estacionariedad en modelos SETAR
Para el estudio de la estacionariedad en modelos SETAR se reescribe la expresión (2.2)
en forma de un modelo general autorregresivo no lineal
Yt = h (Yt 1; :::; Yt p) + et; (2.6)
siendo h una función lineal a trozos, y donde el proceso fetg es una secuencia de va-
riables aleatorias independientes e idénticamente distribuidas. Al ser el proceso Yt una
serie temporal, se asume de manera implicita que et es independiente de Yt j , para
j  1. Ahora, sean Yt = (Yt; :::; Yt p+1)0 y et = (et; 0; :::; 0)0, entonces, a partir del
modelo (2.6), se deduce queYt es una cadena de Markov definida como
Yt = f (Yt 1) + et; (2.7)
donde f (Yt 1) = (h (Yt 1; :::; Yt p) ; Yt 1; :::; Yt p+1)0. Para comprobar las condiciones
bajo las que el proceso Yt es estacionario será necesario comprobar que Yt es un proceso
geométricamente ergódico.
Definición 2.1 (ProcesoGeométricamente Ergódico). El proceso Yt es geométricamente
ergódico si existe una medida de probabilidad  definida sobre el espacio de los estados
generado por (R;ß), siendo ß la colección de conjuntos de Borel, un valor  constante
positivo ( < 1), y una funcion hmedible no negativa y -integrable tal que
kPn (x; )   ()k  nh (x) ; x 2 R;
donde kk es una medida de la variación total.
Suponiendo que en el modelo (2.6) h() es una función medible y que et tiene una
función de densidad positiva con E[et] = 0. Entonces, sea x =(x1; :::; xp)0, el modelo in-
ducido de Markov (2.7) es geométricamente ergódico si alguna de las siguientes condi-
ciones se mantiene:
C1 Existen los valores  2 (0; 1), c y ai  0, siendo
Pp
i=1 ai = 1, para los cuales se
cumple que
jh (x)j   (a1 jx1j+ :::+ ap jxpj) + c;
(Bhattacharya y Lee, 1995).
C2 La función h() está acotada sobre conjuntos acotados y se cumple que
lim
jjxjj!1
jh (x)  (b1x1 + :::+ bpxp)j
jjxjj = 0;
2.3. Estimación de modelos SETAR 23
donde jjxjj =  x21 + :::+ x2p1=2, y los valores b1; :::; bp son constantes que satisfacen
que 1   b1z   :::   bpzp 6= 0, para todos los valores de z tales que jzj  1 (An y
Huang, 1996).
C3 Existen los valores  2 (0; 1) y c para los cuales se cumple que
jh (x)j  max fjx1j ; :::; jxpjg+ c;
(An y Huang, 1996).
A partir de estas condiciones, el proceso Yt que sigue un modelo SETAR (2.2) es
geométricamente ergódico si se cumple alguna de las siguientes condiciones:
i) max1ik
Ppi
j=1
(i)j  < 1 , lo que corresponde a la condicion C1 de ergodicidad.
ii) max1ik
(i)j  < aj y a1 + ::: + ap = 1, donde p = max1ik pi, lo que corresponde
a la condición C3 de ergodicidad.
Estas condiciones para la ergodicidad son suficientes pero no necesarias.
Teorema 2.2 (Estacionariedad, Fan y Yao(2005)). Suponiendo que el modelo deMarkov (2.7)
es geométricamente ergódico. Entonces, existe una distribución estacionaria F tal que la serie
temporal fYt; t = 1; 2; :::g definida por (2.6) e inicializada según (X0; X 1; :::; X p+1)  F
es estacionaria en sentido estricto.
Entonces, si el proceso et en (2.2) es idénticamente distribuido para todos los regímenes,
lo que implica que (1) = ::: = (k), el modelo (2.7) será otra forma de escribir el modelo
(2.2). Así pues, cuando Yt sea geométricamente ergódico será también estacionario.
2.3 Estimación de modelos SETAR
En esta sección se asume que en el modelo SETAR (2.2) los valores de k, pi y 
i son
conocidos para todo i = 1; :::; k. Es decir, solo se necesitan estimar los parámetros (i)j y
las desviaciones (i) en cada régimen.
2.3.1 Mínimos cuadrados ordinarios
El método de mínimos cuadrados ordinarios (OLS, Ordinary Least Squares) fue intro-
ducido por Legendre (1805) y Gauss (1809). En realidad, Gauss ideó el método en 1795
con 18 años de edad. La prueba de que descubrió el método años antes de publicarlo es
la localización del asteroide Ceres. Dicho asteroide fue descubierto en 1801 siendo su
24 Capítulo 2. Modelos autorregresivos por umbrales
trayectoria seguida hasta que se ocultó tras el Sol. Con los datos obtenidos durante ese
seguimiento, se intentó predecir la localización por la que Ceres aparecería de nuevo.
De todos los intentos que se hicieron, la predicción de Gauss empleando el análisis de
mínimos cuadrados fue el único que permitió su localización.
Los estimadores por mínimos cuadrados de los coeficientes autorregresivos (i) =

(i)
0 ; :::; 
(i)
pi

, con i = 1; :::; k, serán aquellos
nb(1); :::; b(k)o 2 R que minimicen la
función de costes
kX
i=1
S

(i); d; 
i

; (2.8)
siendo la función de costes en cada régimen
S

(i); d; 
i

=
X
Yt d2
i
h<tn
n
Yt  


(i)
0 + 
(i)
1 Yt 1 + :::+ 
(i)
pi Yt pi
o2
; h = max (pi; d) :
(2.9)
La estimación del modelo SETAR (2.2) se llevará a cabo mediante una proceso de
dos etapas. Primero se minimiza la expresión (2.9) para cada valor del parámetro delay
d. Dicho valor, se estima a continuación, siendo d^ aquel que minimice (2.8). La mi-
nimización de la expresión (2.9) es equivalente a calcular los estimadores b(1); :::; b(k)
mediante el método de OLS. Para hallar la forma de estos estimadores se reescribe el
modelo (2.2) en forma matricial,
Yt =
kX
i=1

Xt
(i) + et

 I (Yt d 2 
i) ; (2.10)
donde el vectorYt = (Yh; :::; Yn)
0, siendo h = max (1; p+ 1  d). La matriz de variables
explicativas es Xt = (1n;Yt 1; :::;Yt pi), siendo 1n un vector de 1 de dimensión n, y
el vector de parámetros a estimar es (i) =


(i)
0 ; :::; 
(i)
pi

. El vector et contiene los k
procesos
n
e
(i)
t
o
. El vector I() tomará valores 1 cuando se cumpla la condición y 0 en los
otros casos. Por último, notar que el operador  simboliza el producto de Hadamard, es
decir, la multiplicación matricial elemento a elemento.
Así pues, el estimador OLS para cada uno de los regímenes del modelo (2.10) será
b(i) = hX(i)0t X(i)t i 1X(i)0t Y(i)t ; i = 1; :::; k; (2.11)
dondeX(i)t yY
(i)
t son los valores correspondientes a las observaciones pertenecientes al
régimen i, y se calculan segúnX(i)t = Xt 

I (Yt d 2 
i)10pi

yY(i)t = YtI(Yt d 2 
i),
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respectivamente. Un estimador para la desviación (i) en cada régimen es
b(i) = 1niS
b(i); bd; 
i ; (2.12)
donde ni es el número de elementos en cada una de las particiones del espacio de los
estados.
2.3.2 Propiedades del estimador OLS
Las propiedades asintóticas del estimador dependerán de la relación entre el proceso Yt
y sus retardos, es decir, dependerá de la función de regresión E[YtjYt k = yt k; k  1].
Para ilustrar las diferentes formas que puede tomar dicha función de regresión, se gene-
ran diferentes realizaciones provenientes del modelo (2.2) con valores k = 2, p1 = p2 =
1, (1)1 = :6 y 
(2)
1 =  :6. Emplear diferentes valores del umbral r nos permitirá ver
las dos formas posibles de la función de regresión E[YtjYt 1]. Por una parte en la figura
(2.1a) se ve como la función de regresión es continua, puesto que el valor de los pará-
metros evoluciona de manera continua a lo largo del dominio, mientras que en (2.1b)
vemos como dicha evolución es discontínua a la altura del valor del umbral r.
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Figura 2.1: Gráfico de dispersión de Yt respecto a la variable umbral Yt 1
Para el caso discontinuo, Chan (1993) mostró que, bajo ciertas condiciones, los es-
timadores de los parámetros del modelo son consistentes en sentido estricto, como
podemos ver en el teorema 2.3.
Teorema 2.3 (Chan, 1993). Sea fYtg un proceso generado por  =

(1);(2); r; d

y
 
(1); (2)

,
que satisface el modelo (2.2), con k = 2 y p1 = p2 = p. Suponiendo que fYtg es geométrica-
mente ergódico y estacionario con segundo momento finito y que la distribución conjunta de
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(Y1; :::; Yp) admite una densidad positiva. Entonces, el estimador b es consistente, es decir,
b c:s: !:
y los estimadores
b(1); b(2) también lo son.
Además del resultado de consistencia para los estimadores, Chan obtuvo los si-
guientes resultados acerca de las distribuciones límite de dichos estimadores.
Teorema 2.4 (Chan, 1993). Suponiendo que las condiciones del teorema 2.3 se mantienen.
Suponiendo, además, que:
i) La cadena deMarkov esYt = (Yt; Yt 1; :::; Yt p+1)0 es geométricamente ergódica, y E

Y4t

<
1:
ii) fetg tiene una función de densidad continua y positiva, y E

e4t

<1.
iii) La función autorregresiva es discontinua, es decir, existe z =(1; zp 1; zp 2; :::; z0)0 tal que
(1)   (2)

z 6=0 y zp d = r.
Entonces (br   r) es asintóticamente independiente de b(1)   (1); b(2)   (2) y n (br   r) 
Op(1). Además
p
ni
b(i)   (i) es asintóticamente normal
p
ni
b(i)   (i) d !N0; (i)W 1=2i  ; i = 1; 2;
donde
Wi =
 
1 10p
1p E


(i)
t 
(i)0
t
 ! ; (i)t = (i)1 ; :::; (i)p  ;
siendo  =E[t] y

(i)
t = 
(i)
0 + 
(i)
1 
(i)
t 1 + :::+ 
(i)
p 
(i)
t p + "t:
El teorema 2.4 nos muestra que la tasa de convergencia de br es del orden de n 1,
mientras que los parámetros autorregresivos b(i) son n 1=2.
La forma de E[YtjYt k = yt k; k  1] queda dispuesta por la condición iii) del teo-
rema 2.4. Entonces, si el proceso sigue un modelo SETAR con 2 regímenes, la función
de regresión será continua si se cumple que

(1)   (2)

z =0, o lo que es lo mismo, se
cumple que (1)j = 
(2)
j , para 1  j 6= d  p, y (1)0 + r(1)d = (2)0 + r(2)d . Así pues, el
modelo (2.2), con k = 2 y p1 = p2 = p se podrá escribir como
Yt = 
(1)
0 +r
(1)
d +
pX
j=1; j 6=d

(1)
j Yt j+
(

(1)
d (Yt d   r) + e(1)t ; si Yt d   r  0

(2)
d (Yt d   r) + e(2)t ; si Yt d   r > 0
: (2.13)
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Chan y Tsay (1998) mostraron resultados similares a los obtenidos por Chan (1993)
en los teoremas 2.3 y 2.4 para el caso continuo. Por una parte el teorema 2.3 en el
caso continuo es semejante al obtenido en el caso discontinuo, con la salvedad de la
necesidad de incluir una condición extra, (1)d 6= (2)d , que garantiza la identificabilidad
del valor del umbral.
Teorema 2.5 (Chan y Tsay, 1998). Sea fYtg un proceso generado por  =

(1);(2); r; d

y
 
(1); (2)

, que satisface el modelo (2.13), con k = 2 y p1 = p2 = p. Suponiendo que fYtg
es geométricamente ergódico y estacionario con segundo momento finito, que la distribución
conjunta de (Y1; :::; Yp) admite una densidad positiva y que 
(1)
d 6= (2)d . Entonces, el estimadorb es consistente, es decir, b c:s: !:
y los estimadores
b(1); b(2) también lo son.
Para obtener los resultados de las distribución límite, antes será necesario definir las
condiciones que requiere el proceso Yt para ser -mixing (para ampliar la información
sobre este tipo de procesos ver, p.ej., Doukhan, 1994).
Definición 2.6 (Coeficiente -mixing). Sean  y  dos -álgebras, entonces una me-
dida de su dependencia es su coeficiente -mixing
 (;) =
1
2
sup
X
(i;j)"IJ
jP (i \i)  P (i)P (i)j ;
donde el supremo es tomado sobre todas las particiones finitas (i)i2I y (j)j2J de los
espacio muestrales medibles  y, respectivamente.
Definición 2.7 (Proceso -mixing). El proceso fYtg es -mixing con tasa geométrica si
 f (:::; Y 1; Y0) ;  (Yt; Yt+1; :::)g = O
 
t

;
para algún 0   < 1 y  () denota la -álgebra generada por las variables aleatorias
que contienen.
Así pues, de las definiciones de un proceso geométricamente ergódico 2.1 y de un
proceso -mixing 2.7 se deduce que una cadena de Markov estacionaria y geométri-
camente ergódica es -mixing con una tasa que decrece geométricamente. Una vez
definidos los conceptos necesarios se muestra el resultado obtenido por Chan y Tsay
(1998).
Teorema 2.8 (Chan y Tsay, 1998). Sea fYtg un proceso generado por  =

(1);(2); r; d

y 
(1); (2)

, que satisface el modelo (2.13), con k = 2 y p1 = p2 = p. Suponiendo que fYtg es
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un proceso estacionario -mixing con una tasa que decrece geométricamente, y que la densidad
estacionaria de Yt es positiva y acotada entorno al verdadero valor del umbral r. Suponemos
además que (1)d 6= (2)d y que, para algún q > 2, E(jYtjq) < 1. Entonces, sean U =E(HtH 0t)
y V =E
 be2tHtH 0t la distribución asintótica es
p
n
b    d ! N  0; U 1V U 1 ;
donde Ht denota la derivada parcial de bet con respecto a .
2.4 Selección de la estructura autorregresiva
Los criterios de selección de modelos son empleados para encontrar el orden óptimo
de un modelo parámetrico basándose en los datos observados, siendo el orden óptimo
aquel que minimice el criterio de selección empleado. En esta sección se revisan las
propuestas existentes para seleccion de modelos SETAR. Para ver una amplia compa-
rativa de multiples criterios de selección existentes para modelos por umbrales puede
verse, por ejemplo, Kapetanios (2001).
2.4.1 Criterio de información de Akaike
El criterio de información de Akaike (AIC, Akaike Information Criteria), propuesto por
Akaike (1973), se basa en la idea de minimizar la diferencia entre el modelo ajustado a
los datos y el verdadero. Para ello, Akaike propuso emplear la divergencia de Kullback-
Leibler que da una medida de la diferencia entre las densidades f y g, y que viene
definida por
KL (gjjf) =
Z
g (x) log [g (x)] dx 
Z
g (x) log [f (x)] dx; (2.14)
Reescribiendo (2.14) y empleando la desigualdad de Jensen vemos que
KL (gjjf) =  E

log

f (x)
g (x)

   log

E

f (x)
g (x)

=   log
Z
g (x)
f (x)
g (x)
dx

= 0;
donde la igualdad se mantendrá si y sólo si f = g. Así pues, una buena aproximación
de las densidades f y g será conseguir que la medida (2.14) sea lo menor posible. De
esta manera se justifica que la elección del modelo venga dado por el valor mínimo del
criterio de selección empleado.
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Akaike (1973) desarrolla a partir de la divergencia de Kullback-Leibler el criterio de
selección AIC, cuya forma para modelos SETAR será,
AIC([p1; :::; pk]) =
kX
i=1
h
ni log
nb2(i)o+ 2 (pi + 1)i : (2.15)
Tong (1983, 1990) propuso seleccionar los ordenes autorregresivos de los diferentes
régimenes en un modelo SETAR empleando el criterio AIC, aunque no mostró ninguna
justificación teórica.
Hurvich y Tsai (1989) propusieron unamodificación del AIC para obtener unamejor
corrección del sesgo, el criterio de información de Akaike corregido (AICc, corrected
Akaike Information Criteria). El AICc para modelos SETAR fue hallado por Wong y Li
(1998) y está definido como
AICc( [p1; :::; pk] ) =
kX
i=1

ni log
nb2(i)o+ ni (ni + pi + 1)(ni   pi   3)

: (2.16)
McQuarrie et al. (1997) muestran que la corrección del sesgo del AICc no es ade-
cuada. Por ello propusieron un criterio de información asintóticamente insesgado. La
forma del AICu (unbiased Akaike Information Criteria) para modelos SETAR, deducida
por De Gooijer (2001) es
AICu( [p1; :::; pk] ) = AICc( [p1; :::; pk] )+
kX
i=1

ni log

ni
ni   pi   2

: (2.17)
2.4.2 Criterios de información Bayesianos
El principal problema de los criterios de información basados en la idea de Akaike es
que la selección de los ordenes autorregresivos no es consistente. Una de las propuestas
más populares que soluciona el problema de la falta de consistencia es el criterio de
información Bayesiano (BIC, Bayesian Information Criteria). Su nombre se debe a que el
criterio fue desarrollado empleando argumentos Bayesianos (ver, p.ej., Akaike, 1977;
Schwarz, 1978). La forma del criterio BIC para modelos SETAR será
BIC( [p1; :::; pk] ) =
kX
i=1
h
ni log
nb2(i)o+ (pi + 1) log (ni)i : (2.18)
Más recientemente, se han propuesto técnicas bayesianas de selección de modelos
basadas en métodos de cadenas de Markov Monte Carlo (p.ej., Campbell, 2004; Unnikr-
30 Capítulo 2. Modelos autorregresivos por umbrales
ishnan, 2004).
2.4.3 Criterios basados en Validación Cruzada
El concepto de validación cruzada se basa en la división de la muestra en dos sub-
muestras disjuntas, una de las cuales es la de calibración que se emplea para estimar
un modelo y otra la de validación que se emplea para evaluar el rendimiento de dicho
modelo. Para encontrar más información sobre el tema ver, por ejemplo, Stone (1974).
Stoica et al. (1986) proponen la siguiente generalización de esta idea. Seam un valor
positivo entero y n el tamaño muestra, se define el entero L que vendrá definido por
L = [n=m], donde [] denota la parte entera. Entonces, la idea es dividir el proceso en
submuestras, de manera que se creen L submuestras de calibración y L submuestras
de validación. Siguiendo esta idea Stoica et al. (1986) proponen un criterio de selección
para modelos lineales. Sea ^i la estimación de un modelo AR(p) en la submuestra de
calibración i-ésima y sea Ii la muestra de validación i-ésima, entonces el criterio de
selección basado en validación cruzada se calcula mediante
CVm (p) =
LX
i=1
X
t2Ii
n
Yt  Xt^i
o2
; (2.19)
Como puede verse el criterio (2.19) dependerá de la elección de m. Stone (1974) re-
comienda emplearm = 1, en cuyo caso nos encontramos ante el método habitualmente
conocido como validación cruzada ”dejar-uno-fuera” (”leave-one-out”). El problema
es que la propuesta de Stone (1974) fue en el ámbito de modelos de regresión lineal, no
para el ámbito de las series temporales, a pesar de ello De Gooijer (2001) empleam = 1.
El criterio de selección basado en validación cruzada para modelos SETAR fue pro-
puesto por De Gooijer (2001), y viene definido por
C1([p1; :::; pk]) =
LX
i=h
imX
t=i m+1
e^2t
n
^i ([p1; :::; pk])
o
; (2.20)
donde ^i es la estimación en la submuestra de validación i-ésima de los parámetros
autorregresivos del modelo SETAR (2.2) y los residuos predictivos e^2t serán calculados
e^2t
n
^i ([p1; :::; pk])
o
= Yt;i   Y^t;i; (2.21)
donde Y^t;i es la predicción un paso adelante empleando la muestra de calibración i-
ésima de la observación Yt;i de la muestra i-ésima de validación. De Gooijer (2001)
siguiendo el espiritu de las modificaciones que se han ido efectuando en el criterio AIC,
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propuso un criterio de validación cruzada corregido definido como
CC([p1; :::; pk]) = n log

1
n
C1([p1; :::; pk])

+
kX
j=1
2 (pj + 2) (pj + 3)
nj   pj   3 : (2.22)
De igual manera propuso un criterio de validación cruzada insesgado, que puede
ser definido según
CU([p1; :::; pk]) = n log

1
n
C1([p1; :::; pk])

+
kX
j=1

nj log

nj
nj   pj   2

2 (pj + 2) (pj + 3)
nj   pj   3

:
(2.23)
2.4.4 Criterios de selección Bootstrap
Öhrvik y Schoier (2005) proponen un procedimiento basado en métodos Bootstrap para
seleccionar los órdenes de modelos SETAR. Estos criterios se basan en la estimación
del error de predicción por una media ponderada de la tasa de error aparente de la
muestra y de la tasa de error media obtenida de muestras Bootstrap que no contienen
a la observación que estamos prediciendo. De esta manera corrige la subestimación
del error producido por la estimación del error aparente. Sea Y^t;g la predicción de Yt
empleando el g-ésimo modelo, el error aparente vendrá dado por
"^g =
1
n  p
nX
t=p+1

Yt   Y^t;g
2
: (2.24)
El problema de los métodos Bootstrap es que asumen que el remuestreo con reem-
plazamiento se realiza sobre observaciones independientes e idénticamente distribuidas,
asunción que habitualmente no se cumple en series temporales. Para solucionarlo
Öhrvik y Schoier (2005) emplean diferentes aproximaciones para obtener las mues-
tras Bootstrap. Una vez obtenidas las B muestras Bootstrap, se puede diferenciar entre
aquellas en las cuales la observación a predecir Yt está incluida y en las que no lo está.
La idea de Öhrvik y Schoier (2005) es emplear la media del error de las muestras Boot-
strap que no contienen al punto que está siendo predicho para ajustar la tasa de error
aparente. Dicha media vendrá definida por
"^Bg =
1
n  p
nX
t=p+1
X
b2At

Yt   Y^ bt;g
2
#At
; (2.25)
donde At son los índices de las muestras Bootstrap que no contienen la t-ésima ob-
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servación e Y^ bt;g es la predicción de Yt empleando el g-ésimo modelo sobre la b-ésima
muestra Bootstrap. Entonces, el criterio Bootstrap para seleccionar modelos SETAR
viene definido por
BSC([p1; :::; pk]) = "^g + (1  exp ( 1))

"^Bg   "^g

: (2.26)
Öhrvik y Schoier (2005) proponen además modificaciones del criterio corrigiendo
los mismos defectos que las correcciones efectuadas al AIC. Entonces el criterio Boot-
strap corregido será
BSCc([p1; :::; pk]) = (n  p) log fBSC([p1; :::; pk])g   2
kX
j=1
(pj + 1) +
kX
j=1
nj (nj + pj + 1)
nj + pj   3 ;
(2.27)
y el criterio Bootstrap insesgado vendrá definido por
BSCu([p1; :::; pk]) = BSC([p1; :::; pk]) +
kX
j=1
nj log

nj
nj   pj   2

: (2.28)
2.4.5 Mejora de criterios de selección
Hurvich et al. (1990) proponen una mejora del criterio AIC para su uso en selección
de ordenes de un proceso autorregresivo en muestras pequeñas. Su mejora se basa en
una aproximación de la esperanza de la divergencia de Kullback-Leibler basada en el
determinante de la estimación de la matriz de covarianzas del proceso autorregresivo.
Dado que el modelo SETAR se compone de procesos autorregresivos, Galeano y
Peña (2007) emplean la idea de Hurvich para mejorar varios de los criterios de selección
anteriormente mostrados. La modificación de los criterios consiste en la adición del
determinante de la matriz de covarianzas al criterio de selección que se va a modificar.
Por ejemplo, en el caso del AIC, la modificación propuesta por Galeano y Peña (2007),
que denotaron como AIC*, es
AIC( [p1; :::; pk] )=
kX
i=1
h
ni log
nb2(i)o+ 2 (pi + 1) + log Q^(i)i ; (2.29)
donde el determinante en cada régimen se calcula empleando (p.ej., van der Leeuw,
1994) Q^(i) = 1jM0M NN0j ; (2.30)
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siendoM yNmatrices de dimensión (pi  pi) que contienen los elementos dados por
Mab =
8>><>>:
0 ; si a < b
1 ; si a = b
 ^(i)a b ; si a > b
; Nab =
(
 ^(i)pi+(a b) ; si a  b
0 ; si a > b
: (2.31)
De manera análoga a la mostrada para el criterio AIC, Galeano y Peña (2007) pro-
ponen modificar varios criterios de selección como son el AICc, el BIC, el C1, el Cc y el
Cu.
2.5 Identificación de modelos SETAR
La realización de un contraste de linealidad es una buena forma de comprobar si el
modelo SETAR empleado resume de manera adecuada la información contenida por
los datos. Una de las complicaciones de los contrastes para modelos SETAR es que
los umbrales ri, i = 1; :::; k   1, no están identificados en la hipótesis nula, por lo que
la distribución asintótica habitual del estadístico no puede ser aplicada. Así pues será
necesario realizar otra aproximación de la distribución.
Además, el uso de un modelo por umbrales conlleva la necesidad de estimar cuál es
la variable umbral y la partición del espacio de los estados. La estimación de la variable
umbral no es una gran complicación puesto que se pueden probar diferentes variables
y seleccionar entre ellas empleando algún criterio de selección.
El problema más complicado es la identificación de la partición del espacio de los
estados, o lo que es lo mismo la estimación de los umbrales. Tsay (1989) y Tong (1990)
identifican los valores de los umbrales mediante un análisis visual de diferentes grá-
ficos. Otra opción propuesta es emplear algoritmos de búsqueda intensiva probando
diferentes valores posibles.
2.5.1 Contrastes de linealidad
Sea Yt un proceso estrictamente estacionario, se quiere contrastar la hipótesis nula
H0 : Yt = 0 +
pX
j=1
jYt j + et; (2.32)
contra la alternativa
H1 : Yt = 0 +
pX
j=1
jYt j +
240 + pX
j=1
jYt j
35 I (Yt d  r) + et: (2.33)
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El contraste a emplear será diferente dependiendo de la forma del proceso fetg, es
decir, de si es homocedástico o heterocedástico. En ambos casos se supone que el orden
del proceso autorregresivo p y el valor del parametro delay d son conocidos y que el valor
del umbral r permanece dentro de un intervalo conocido Ir. Este intervalo es tomado,
en general, seleccionando un porcentaje de puntos en el centro de la muestra. En esta
sección se repasan los diferentes contrastes de linealidad que se han ido proponiendo,
centrándonos en aquellos contrastes específicos en los que la hipótesis alternativa a la
linealidad es la existencia de un modelo SETAR.
Contraste de ratio de verosimilitud
Sea fetg un proceso independiente e idénticamente distribuido según N(0; ), siendo
 < 1. Entonces, dado que el proceso fetg es gaussiano y homocedástico, se emplea
un contraste de la F. Así pues, la hipótesis nula (2.32) se rechaza para valores grandes
del estadístico
Fn = T
 
^2   ^20

^2
; (2.34)
donde T = fn max (d; p)g y las varianzas ^20 y ^2 son las estimaciones OLS emple-
ando (2.12) de los modelos (2.32) y (2.33), respectivamente. El problema, como dijimos
anteriormente, es que la distribución asintótica del estadístico Fn no es una ji-cuadrado
de Pearson ya que el parámetro desconocido r está ausente en la hipótesis nula (2.32),
por lo que una nueva aproximación se hace necesaria.
La aproximación propuesta en los trabajos de Chan y Tong (1990), Chan (1990) y
Chan (1991), se basa en la familia de procesos de Poisson (ver, Aldous 1989). Según la
propuesta de los autores, los niveles de significación del estadístico (2.34) se aproximan
mediante
P fFn > x jH0 g  1  exp
(
 22p+1(x)

x
p+ 1
  1
 p+1X
i=1
Z
Ir
hi (y) dy
)
; (2.35)
donde 2j () denota la función de densidad de probabilidad de la distribución ji-cuadrado
de Pearson con j grados de libertad y
hi (y) =
dJi (y)
dy
; (2.36)
siendo
Ji (y) =
1
2
log

P0 (Yt  y)
P0 (Yt > y)

; 1  i < p; (2.37)
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donde Jp (y) y Jp+1 (y) son las raices de la ecuación x2   bx+ c = 0 con
b = E0
( 
1 +
Y 2t
E0
 
Y 2t
! I (Yt  y)) ; (2.38)
c =
1
E0
 
Y 2t
 hP0 (Yt  y)E0 Y 2t I (Yt  y)	  fE0 fYtI (Yt  y)gg2i : (2.39)
Notar que en las expresiones anteriores P0 y E0 denotan, respectivamente, la proba-
bilidad y la esperanza bajo la hipótesis nula H0. En Chan (1991) se pueden encontrar
tablas para diferentes ordenes p y para diferentes intervalos Ir compuestos por por-
centajes de la muestra.
Contrastes propuestos por Hansen
Hansen (1996, 1999) ha propuesto varios contrastes para modelos SETAR. En este tra-
bajo nos hemos centrado en los que propuestos en Hansen (1996), que emplean las
hipótesis (2.32) y (2.33). En Hansen (1999) propone un ampliación para permitir con-
trastar (
H0 : AR(p)
H1 : SETAR(2; p; d)
y
(
H0 : SETAR(2; p; d)
H1 : SETAR(3; p; d)
(2.40)
Las diferentes propuestas existentes en Hansen (1996) se diferencian en la forma de
aproximar la distribución asintótica del estadístico.
Distribución asintótica basada en el contraste de Davies Davies (1987) propuso
un contraste cuando en la hipótesis alternativa existe un parámetro sin identificar en la
hipótesis nula. Entonces, sea el parámetro sin identificar r 2 Ir, el estadístico (2.34) se
calcula según
Fn = sup
r2Ir
(Fn (r
)) : (2.41)
La idea del contraste es sencilla. Como explicamos anteriormente la distribución
asintótica de Fn no será la distribución ji-cuadrado 2 () habitual, ya que el valor de r
no es conocido. Pero para un valor del umbral r fijado, la distribución de Fn (r) si será
2 (). Entonces, la distribución del Fn sería el máximo de las diferentes ji-cuadrado. El
problema es que hallar esto no es trivial, puesto que Fn (r) es una función aleatoria.
Hansen (1996) muestra que la función aleatoria Fn (r) tiene una distribución asintótica
Normal multivariante y que el estadístico Fn converge en distribución a Sn. La dificul-
tad ahora se encuentra en que la distribución de Sn no puede ser caracterizada. Hansen
(1996) muestra cómo calcular un valor de Sn proveniente de su distribución asintótica
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mediante
Sn = max
r2Ir
u^0Mn (r) u^; (2.42)
donde
Mn (r
) =
h
X10rX
1
r  X10rX1r
 
X0X
 1
X10rX
1
r
i 1
X10r ; (2.43)
siendo X = [Yh; :::;Yn]
0, donde Yt = (1; Yt 1; :::; Yt p)0 y X1r = XI(Yt d  r).
Además el vector u^ se calcula empleando
u^ = u X  X0X 1X0u; (2.44)
donde u es un vector de números aleatorios con distribución N(0; In). Entonces, la
distribución asintótica de Sn puede ser aproximada a partir de la realización de replicas
provenientes de la expresión (2.42). De esta manera, ya que Fn converge en distribución
a Sn se hallan los niveles de significación.
En el caso de que fetg sea un proceso heterocedástico, el desarrollo es idéntico al caso
homocedástico, cambiando únicamente en el cálculo del vector de números aleatorios
u^, que para el caso heterocedástico se hará mediante
u^ =   X  X0X 1X0; (2.45)
donde  = (u  et) =, siendo u un vector de números aleatorios con distribuciónN(0; In).
Distribución asintótica basada enmétodos Bootstrap Hansen (1996) muestra que
la distribución asintótica de (2.34) puede aproximarse mediante el siguiente procedi-
miento Bootstrap. Sea futg un proceso de números aleatorios independientes muestrea-
dos a partir de una distribución N(0; 1). Entonces, el estadístico Bootstrap se calcula
mediante
FBn = sup
r2Ir
(Fn (r
)) ; (2.46)
donde
Fn (r
) = n
^2 (r)  ^20
^2 (r)
; (2.47)
siendo ^2 (r) la varianza residual de la regresión de los números aleatorios ut sobre
el proceso Yt mostrado en (2.33). Hansen (1996) muestra que la distribución de FBn
converge débilmente en probabilidad a la distribución de la hipótesis nula de Fn bajo
diferentes alternativas para  en la expresión (2.33). Entonces, la aproximación Boot-
strap a los niveles de significación asintóticos será el porcentaje de muestras Bootstrap
en las cuales FBn es mayor que Fn.
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El caso heterocedástico es diferente en el caso de la aproximación Bootstrap. Sea
fetg un proceso independiente e idénticamente distribuido segúnN (0; t), siendo t <
1. En este caso, dado que el proceso fetg es heterocedástico habrá que emplear un
contraste de Wald o uno de multiplicadores de Lagrange. Hansen (1996) propone un
procedimiento para encontrar la distribución asintótica de un contraste de Wald, en el
que el estadístico será
Wn = sup
r2Ir
(Wn (r
)) ; (2.48)
siendo
Wn (r
) =  (r)0R
h
RM (r) 1 V (r)M (r) 1R
i 1
R0 (r) ; (2.49)
donde  (r) =

0; :::; p; 0; :::; p
0 es el vector de parámetros del modelo (2.33), y
la matriz seleccionadora R es una matriz diagonal de dimensión 2 (p+ 1)  2 (p+ 1),
formada según
Rii =
(
1 ; si i  p+ 1
 1 ; si i > p+ 1 ; (2.50)
además
M (r) =
1
n
nX
i=1
Xt (r
)Xt (r)0 ; (2.51)
y
V (r) =
1
n
nX
i=1
Xt (r
)Xt (r)0 e2t ; (2.52)
siendoXt (r) = [Y0tI (Yt d  r) ; Y0tI (Yt d > r)]0, dondeYt = (1; Yt 1; :::; Yt p)0. En-
tonces, el procedimiento para obtener los niveles de significación asintóticos del estadís-
tico Wn será idéntico al detallado para el caso homocedástico, salvo que los números
aleatorios futg vendrán generados por una distribución N(0; et).
Contrastes de bondad de ajuste
Existen multitud de contrastes de bondad de ajuste en diferentes campos. Ling y Tong
(2011) hacen una revisión de los más significativos en el campo de las series temporales.
En esta sección se van a revisar dos propuestas que permiten contrastar lo adecuado
que es el uso de un modelo SETAR.
Contraste basado en contrastes del tipo Score Ling y Tong (2011) proponen un con-
traste de bondad de ajuste general que permite comparar entre dos modelos paramétri-
cos cualesquiera. Sea ^n el estimador máximo verosimil de 0 bajo la hipótesis nula, se
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supone que se cumple
p
n

^n   0

=  1
nX
t=1
Dt (0)p
n
+ op (1) ; (2.53)
donde Dt (0) denota el score de  evaluado en 0 y  =E

Dt (0)Dt (0)
0 es la matriz
de información.
El contraste propuesto por Ling y Tong (2011) se basa en el proceso empírico
Tn (r; 0) =
1p
n
nX
t=1
Dt (0) I (Yt d  r) : (2.54)
Entonces, estudiando el proceso (2.54) y observando el supuesto (2.53), se define la
matriz de informaciónr =E

Dt (0)Dt (0)
0 I (Yt d  r)

, y el valorA = inf fr :  = rg,
siendo generalmente A =1. Ling y Tong (2011) proponen entonces emplear el estadís-
tico
San = max
arA
h
0^ 1nr Tn

r; ^n
i2
0

^ 1na   ^ 1n


; (2.55)
siendo  un vector de constantes diferentes a cero de dimensión (p 1). Además ^nr y
^n son los estimadores de r y de , y se calculan mediante
^nr =
nX
t=1
Dt

^n

Dt

^n
0
I (Yt d  r)
n
; (2.56)
y
^n =
nX
t=1
Dt

^n

Dt

^n
0
n
: (2.57)
Ling y Tong (2011) explican que la elección de  es un problema actualmente abierto,
puesto que encontrar su óptimo llevaría a buscar la distribución asintótica de max San
en lugar de la de San, lo que complicaría el problema. En la práctica proponen emplear
 = (1; :::; 1)0. Como valor de a proponen emplear el cuantil 5p% de la muestra.
La aproximación a los valores críticos de San para rechazar la hipótesis nula con un
nivel de significación  se podrá calcular mediante P(San > C). Ling y Tong (2011)
muestran que la constante C es calculada empleando
P

max
2[0;1]
B2 ()  C

= ; (2.58)
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siendo B () un movimiento Browniano estándar. Entonces, dado que según Schorack
y Wellner (1986, p.34),
P

max
2[0;1]
B2 ()  x

= 1  4

1X
k=0
( 1)k
2k + 1
exp
"
 (2k + 1)
2 2
8x
#
; x > 0; (2.59)
se puede obtener que C0:1 = 3:83, C0:05 = 5:00 y C0:01 = 7:63.
Modelo paramétrico contra modelo no paramétrico Generalmente los contrastes de
bondad de ajuste comparan modelos no lineales con lineales, o con otros no lineales.
Una opción interesante sería comparar el modelo no lineal con uno no paramétrico. Cai
et al. (2000) muestran como un posible ejemplo el contraste de unmodelo SETAR contra
un modelo de coeficientes variables. Un modelo SETAR puede ser escrito como
Yt = a1 (Yt d; )Yt 1 + :::+ ap (Yt d; )Yt p + et; (2.60)
donde  es un vector de parámetros desconocidos. Mientras que un modelo de coefi-
cientes variables puede ser escrito en la forma general de un modelo autorregresivo
funcional
Yt = a1 (Yt d)Yt 1 + :::+ ap (Yt d)Yt p + et: (2.61)
Entonces, la suma de cuadrados residual bajo la hipótesis nula vendrá dada por
SCR0 =
1
n
nX
t=p+1
n
Yt   a1

Yt d; ^

Yt 1   :::  ap

Yt d; ^

Yt p
o2
; (2.62)
y bajo la hipótesis alternativa
SCR1 =
1
n
nX
t=p+1
fYt   a^1 (Yt d)Yt 1   :::  a^p (Yt d)Yt pg2 : (2.63)
De esta manera el estadístico vendrá definido por
Tn =
SCR0   SCR1
SCR1
;
donde la hipótesis nula será rechazada para valores grandes de Tn. Cai et al. (2000)
proponen un procedimiento Bootstrap para encontrar los valores críticos de Tn:
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Contrastes basados en el contraste de aditividad de Tukey
Tsay (1986) desarrolló un contraste general de no linealidad basado en el contraste de
aditividad de Tukey (1949), mostrando además que era más potente que el propuesto
por Keenan (1985). Por otra parte, Petruccelli y Davies (1986) propusieron un contraste
específico para modelos SETAR basándose en la idea de ordenar los datos respecto a
la variable umbral, para así conseguir agrupar las observaciones pertenecientes a cada
régimen de comportamiento. Finalmente, Tsay (1989) propuso un contraste para detec-
tar modelos SETAR uniendo la idea de Petruccelli y Davies (1986) con la de Tsay (1986).
El contraste propuesto por Tsay (1989) ha sido uno de los más empleados a lo largo
de la literatura, debido, principalmente, a que el valor del umbral r no influye en el con-
traste, por lo que no es necesario asumir ningún tipo de estructura previa en el modelo
SETAR contrastado. Esto se debe a que el modelo SETAR(k;p,d) de la hipótesis alterna-
tiva no depende del parámetro r, ya que Tsay (1989) escribe el modelo en forma de un
proceso autorregresivo ordenado. Para ello la serie Y1; : : : ; Yn d es ordenada de menor
a mayor obteniendo una nueva serie Y1 ; : : : ; Yn d , donde i contiene los índices del
vector ordenado. Entonces, el modelo de la hipótesis alternativa en forma de autorre-
gresivo ordenado sería
Yi+d = 
(k)
0 +
pX
j=1

(k)
j Yi+d j + e
(k)
i+d
; (2.64)
siendo
k =
8<:1 ; si i  s0 ; si i > s ; (2.65)
donde, como puede verse no será necesario el conocimiento del umbral. La ordenación
de una serie temporal puede no ser un paso muy intuitivo. El ordenamiento realizado
asegura que los términos de la derecha en (2.64) son los retardos del término de la
izquierda, por lo tanto las filas serán intercambiables si el proceso de las innovaciones
es independiente de las observaciones. En la sección 3.1 se darán más detalles sobre el
modelo autorregresivo ordenado y sus propiedades.
Empleando un proceso autorregresivo ordenado Tsay (1989) propuso el siguiente
procedimiento para contrastar la existencia de un modelo SETAR.
1. Coger las primeras m observaciones de la serie ordenada (m = 30 es lo recomen-
dado por Tsay) y realizar por mínimos cuadrados la regresión siguiente,
Yi+d = 0 +
pX
j=1
jYi+d j + ei+d; i = 1; : : : ;m: (2.66)
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De esta manera se estima el vector de coeficientes ^m.
2. Calcular los residuos predictivos estandarizados un paso adelante mediante,
e^m+1+d = Ym+1+d   ^0;m  
pX
j=1
^j;mYm+1+d j : (2.67)
Incorporar el punto m + 1 a la muestra y realizar el paso 1, actualizando el vec-
tor de coeficientes empleando mínimos cuadrados recursivos, obteniendo ^m+1.
Repetir de manera recursiva para todas las observaciones.
(i) Realizar la regresión lineal
e^i+d = 0 +
pX
j=1
jYi+d j + vt; i = m+ 1; : : : ; n  d m: (2.68)
Entonces el estadístico del contraste se calcula mediante
F^n =

X2 X1
X1

n  d m  p
p+ 1

; (2.69)
donde
X1 =
n d mX
t=m+1
v^2t ; (2.70)
X2 =
n pX
t=1
e^2t ;
y la distribución límite de F^n será una distribución F tal que
F^n  Fp+1;n d m p: (2.71)
2.5.2 Algoritmos de búsqueda intensiva
El uso de contrastes nos dará una idea de si el uso del modelo SETAR es adecuado o
no, pero no nos dará la forma de la partición del espacio de los estados en el modelo
SETAR (2.2). La mayor parte de procedimientos existentes en la literatura que permiten
la identificación de los umbrales, están basados en métodos de búsqueda intensiva.
Dada una colección f
j ; j = 1; :::; Jg de posibles particiones del espacio de los esta-
dos, se calcula la función de costes S(f
jg) que minimiza a (2.8) mediante la expresión
(2.9), para todos los j = 1; :::; J , es decir, se busca la partición 
j que minimiza S(f
jg).
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En la mayoría de los casos, el conjunto de posibles particiones f
jg será infinito, por lo
que es necesario acotar las posibilidades. En la práctica se escoge un valor máximo de
posibles regímenes kmax (4 como mucho) y un rango dentro de la muestra de posibles
valores de umbrales, por ejemplo, el 60 por ciento de la muestra.
Procedimiento basado en criterios de selección
Al igual que la selección de los ordenes de un modelo, es bastante intuitivo pensar que
el uso de criterios de selección puede ser util para estimar los valores de los umbrales.
El principal problema, es que en cuanto el tamaño muestral sea elevado el número de
evaluaciones a realizar crecerá de manera exponencial. Wong y Li (1998) proponen un
procedimiento basado en el propuesto por Tong (1990, p.379) para seleccionar el orden
autorregresivo en cada régimen. El procedimiento es el siguiente:
(i) Fijar los valores máximos del delay d y de los ordenes autorregresivos en cada
régimen pmax1 ; :::; p
max
k :
(ii) Asumir que el umbral pertenece a un intervalo de la muestra r 2 Ir = [l; u]  R.
Los límites del intervalo suele ser los percentiles l = a% y u = b%, donde una
elección adecuada suelen ser a = 25 y b = 75, ó a = 10 y b = 90. Hay que ser
cuidadoso con la elección de un intervalo pequeño puesto que hay que garantizar
que haya observaciones pertenecientes a todos los regímenes.
(iii) Sean los candidatos a umbrales ri; i 2 Ir, calcular el valor del crierio AICc y
seleccionar aquellos valores del delay d y de los ordenes autorregresivos p1; :::; pk,
según
min
1pjpmaxj ;j=1;:::;k
1ddmax
AICc( [p1; :::; pk] ).
El valor mínimo encontrado se denota como AICc(ri) ; con sus correspondientes
d (ri), p1 (ri), ..., pk (ri).
(iv) Encontrar el valor mínimo de AICc(ri), i 2 Ir y seleccionar la estructura del mo-
delo que minimice dicho criterio como el modelo SETAR adecuado.
Procedimiento básado en validación cruzada
De Gooijer (2001) propone emplear los criterios de selección basados en la idea de va-
lidación cruzada que mostramos anteriormente para desarrollar un procedimiento que
permite modelizar modelos SETAR. El procedimiento propuesto es el siguiente:
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(i) Fijar el máximo valor del parámetro delay dmax, el número de regímenes k y los
ordenes autorregresivos máximos pmax1 ; :::; p
max
k que podrán ser seleccionados en
cada régimen del modelo SETAR.
(ii) Definir R candidatos a ser los valores de los umbrales. Estos valores deben estar
dentro del intervalo [l; u], donde l y u son cuantiles del proceso fYtg.
(iii) SeleccionarK posibles valores de los ordenes autorregresivos para cada régimen,
teniendo como orden máximo en cada régimen pmax1 ; :::; p
max
k . De esta manera
para un valor del delay d existen Gmodelos SETAR a probar, siendo G = KkR. Es
decir, si se escogen como valores de los umbrales el 50% de una muestra con 200
observaciones y se fijan como ordenes autorregresivos máximos p = 3, el número
de modelos a evaluar sería 900 para cada valor de d. En cuanto el modelo que se
quiere evaluar sea un poco complejo el número de evaluaciones crecerá demanera
exponencial.
(iv) Estimar los parámetros del g-ésimo modelo SETAR omitiendo m observaciones
y empleando el método de mínimos cuadrados sobre el modelo autorregresivo
ordenado. Así se obtiene ^i que es la estimación de los diferentes parámetros
autorregresivos de los diferentes regímenes empleando la i-ésima muestra de ca-
libración.
(v) Sea
n
Y^ gt;i
o
la predicción un paso adelante del proceso Yt empleando el g-ésimo
modelo y la i-ésima muestra de validación, calcular los residuos predictivos
e^t

^i (Modelog)

= Yt   Y^ gt;i, t = 1; :::; n; i = 1; :::; L; g = 1; :::; G,
con L = [n=m]. Entonces, para cada uno de los modelos que hay que evaluar se
tienen que realizar L estimaciones. Dado que el valor de m que recomiendan los
autores es m = 1, entonces, volviendo al ejemplo que mostramos en el paso (iii),
L = 200, y el número de estimaciones que hay que realizar para cada valor de d
que se desea probar asciende a 1800:
(vi) Calcular cualquiera de los criterios de selecciónmostrados en la sección 2.4.3 y ele-
gir como modelo SETAR aquella estructura Mg que minimice el valor del criterio.
De Gooijer (2001) aconseja emplear el criterio de selección basado en validación
cruzada insesgado (2.23) según los resultados obtenidos en las simulaciones.
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2.6 Predicción con modelos SETAR
El cálculo de predicciones empleando modelos SETAR tiene una ventaja respecto a otro
tipo de modelos no lineales, y es que al ser un modelo lineal a trozos realizar predic-
ciones dentro de cada régimen es sencillo. Para ello es necesario conocer a que régimen
pertenece la variable en el instante de tiempo a predecir, es decir, necesitamos conocer el
valor de la variable umbral Yt d. El problema surge cuando el horizonte de predicción
h es mayor que el parámetro delay d, puesto que en ese caso, la variable umbral deja
de ser observada, por lo que calcular las predicciones de manera exacta es complicado.
Existe la creencia de que calcular predicciones exactas en este caso es imposible, cosa
que Tong (1990, p. 347) desmiente. No es imposible, pero si es muy complejo.
Unmodelo SETAR puede ser escrito en forma de unmodelo autorregresivo no lineal
Yt = h (Yt 1) + et; (2.72)
donde fetg es una secuencia de variables aleatorias independientes e idénticamente
distribuidas con media cero y varianza finita. Entonces, calcular la predicción a ho-
rizonte h significa estimar la esperanza condicionada E[Yt+hjYt]. Calcular dicha espe-
ranza condicionada directamente es complejo, por ello Tong (1990, p.346) propone una
estimación empleando la distribución predictiva, es decir, la distribución condicionada
de la predicción. Dicha densidad predictiva puede ser estimada empleando la relación
de Chapman-Kolmogorov
f (Yt+hjYt) =
Z 1
 1
f (Yt+hjYt+1) f (Yt+1jYt) dYt+1: (2.73)
De esta manera, empleando métodos de integración numérica (ver, p.ej., Tong, 1990
Cap. 4.2.4) se puede estimar la media y la varianza condicionada. El problema princi-
pal es que este tipo de métodos numéricos puede ser complejo y computacionalmente
costoso dependiendo de la complejidad de la estructura del modelo SETAR utilizado.
Granger y Teräsvirta (1993) proponen cinco técnicas para calcular predicciones a
horizonte h empleando modelos autorregresivos no lineales sin necesidad de emplear
técnicas de integración numérica. Por simplicidad en la notación durante esta sección
asumiremos un modelo SETAR(2;1,1), además la predicción será Y^t+hjt =E[Yt+hjYt]. En-
tonces los métodos propuestos son:
 Método de errores de predicción normales propuesto por Al-Qassam y Lane (1989)
para su uso en modelos EAR y adaptado a modelos SETAR por De Gooijer y De
Bruin (1998). La predicción se estima mediante una ponderación de las predic-
ciones correspondientes a cada uno de los regímenes del modelo SETAR em-
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pleado. De Gooijer y De Bruin (1998) muestran que para un modelo SETAR(2;1,1)
la predicción se calcula mediante
Y^t+hjt = 
 
r^   Y^t+h 1jt
^n+h 1
!
Y^
(1)
t+hjt +
 
  r^   Y^t+h 1jt
^n+h 1
!
Y^
(2)
t+hjt
+

^
(2)
1   ^
(1)
1

^n+h 1
 
r^   Y^t+h 1jt
^n+h 1
!
;
(2.74)
donde

^
(1)
1 ; ^
(2)
1

y

Y^
(1)
t+hjt; Y^
(2)
t+hjt

son la estimación de los parámetros y la predic-
ción para cada régimen.  () y () son, respectivamente, las funciones de den-
sidad y de distribución de una Normal con media 0 y varianza 1. Por ello, este
método solo será útil en el caso de que los residuos sigan una distribución Nor-
mal. El valor ^i es la desviación del error de predicción i-ésimo.
 Método de predicción adaptativa. La idea es emplear diferentes estimaciones de
los parámetros para diferentes horizontes de predicción, como sugirió Cox (1961).
En series temporales esta aproximación ha sido empleada para su uso en modelos
lineales por Findley (1983, 1985) y Tiao y Tsay (1994). Para calcular la predicción a
horizonte h, el modelo es estimado minimizando la suma de los cuadrados de los
errores de predicción dentro de la muestra a horizonte h. Para ilustrar más clara-
mente vamos a suponer un modelo AR(1). En ese caso, la predicción a horizonte
h se calculará
Y^t+hjt = 0 + 1Y^t+h 1jt: (2.75)
Entonces, empleando el método de predicción adaptativa los parámetros del mo-
delo (2.75) serán estimados minimizando la suma de cuadrados de los errores de
predicción a horizonte h, es decir, minimizando
n hX
t=2
e2t+hjt =
n hX
t=2
h
Yt+h   Y^t+hjt
i2
; (2.76)
lo que nos lleva a un método de estimación por mínimos cuadrados no lineales.
Clements y Smith (1997) muestran como calcular las predicciones para un modelo
SETAR, aunque lo llaman método de estimación dinámica.
 Métodos de Monte Carlo. Dado un modelo SETAR, es claro que la predicción
a horizonte h  d puede ser calculada sin ningún tipo de complicación, puesto
que la variable umbral siempre será observada. Cuando el horizonte sea h > d
las predicciones serán calculadas simulando diferentes trayectorias posibles, que
luego serán empleadas para estimar la predicción. Entonces, sea Y^t+djt la última
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predicción que puede ser calculada de manera exacta, la j-ésima trayectoria a
partir del instante de tiempo d será generada empleando
Y^ jt+d+1jt =


(i)
0 + 
(i)
1 Y^t+djt + 
(i)

I

Y^t+djt 2 
i

; i = 1; 2; (2.77)
y
Y^ jt+kjt =


(i)
0 + 
(i)
1 Y^
j
t+d+1jt + 
(i)

I

Y^ jt+d+1jt 2 
i

; i = 1; 2; k = d+ 2; :::; h;
(2.78)
siendo (i) un número aleatorio generado a partir de la densidad correspondiente
al i-ésimo régimen. Una vez computadas las J trayectorias la predicción puede
ser calculada mediante la media de dichas trayectorias
Y^t+kjt =
1
J
Jj=1Y^
j
t+kjt; k = d+ 1; :::; h: (2.79)
Este método puede ser implementado fácilmente para cualquier tipo de modelos
y evita tener que asumir que la distribución es Normal.
 Métodos Bootstrap. El funcionamiento es igual al detallado para el método de
Monte Carlo, salvo en la generación del número aleatorio (i). En este caso, en vez
de emplear una distribución, se realiza un muestreo con reemplazamiento entre
los residuos del i-ésimo régimen obtenidos en la estimación del modelo.
 Método Skeleton. En este caso no se realiza ningún tipo de simulación, sino que
las predicciones se van calculando mediante
Y^ jt+kjt =


(i)
0 + 
(i)
1 Y^
j
t+d+1jt

I

Y^ jt+d+1jt 2 
i

; i = 1; 2; k = d+ 2; :::; h; (2.80)
es decir, asumiendo que los valores que se van calculando se convierten en la
variable umbral y descartando la existencia del error debido al uso como variable
umbral de una estimación y no de un valor observado.
En Clements y Smith (1997) podemos ver un estudio comparativo de las diferentes
técnicas para modelos SETAR. Los autores concluyen que, en general, el método más
eficiente y flexible es el método de Monte Carlo.
Capítulo 3
Identificación de modelos SETAR
mediante estimación recursiva
En este capítulo se describe el procedimiento de identificación de modelos SETAR pro-
puesto, y se comprueba su eficacia en muestras finitas mediante simulaciones. La he-
rramienta propuesta ha recibido el nombre de ARLS (Arranged Recursive Least Squares).
En dicho trabajo se propone un método de identificación basandonos en dos ideas bási-
cas, la ordenación del proceso respecto a la variable que provoca la no linealidad como
ya hicieron Petruccelli y Davies (1986) y Tsay (1989) y el uso de la estimación recursiva
para así poder detectar un posible cambio estructural en la secuencia de estimaciones.
El contenido de este capítulo ha sido recientemente aceptado para su publicación en la
revista Journal of Forecasting (Bermejo et al., 2011).
3.1 Modelo autorregresivo ordenado con parámetros variables
en el tiempo
Sea Yt un proceso autorregresivo con parámetros variables en el tiempo (TV-AR, Time-
Varying Autoregressive) de orden p vendrá definido mediante
Yt = X
0
tt + et; t = h; :::; n; (3.1)
donde el proceso fetg es una secuencia de variables aleatorias independientes e idénti-
camente distribuidas, tales que E[et] = 0 y E

e2t

= 2t <1. El vectorXt = (1; Yt 1; :::; Yt p)0
es una muestra de variables explicativas.
Se define S como el conjunto de todas las posibles ordenaciones del vector tem-
poral t = 1; : : : ; n. Entonces si;t es la t-ésima posición, con t = 1; :::; n, del i-ésimo
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elemento de S, con i = 1; :::; n!. El subindice i será en ocasiones omitido cuando nos
estemos refiriendo a un elemento genérico de S, por motivos de sencillez en la notación.
Denotaremos con t a la t-ésima posición para el caso particular correspondiente a or-
denar las observaciones en orden ascendente respecto a la variable umbral Yt d. Es
decir, t es el instante de tiempo del t-ésimo menor elemento de (Yh; :::; Yn d), donde
h = max(1; p+ 1  d). Entonces, la serie temporal ordenada Yst seguirá un proceso au-
torregresivo ordenado de orden p con parámetros variables (TV-AAR(p), Time-Varying
Arranged Autoregression) si tiene la forma
Yst = X
0
stst + est ; t = h; :::; n; (3.2)
donde, para cualquier ordenación st, perteneciente al conjunto de ordenaciones S, est es
una secuencia de variables aleatorias independientes e idénticamente distribuidas tales
que E[est ] = 0 and E

e2st

= 2t <1.
Para ilustrar el modelo autorregresivo ordenadomostramos un ejemplo sencillo. Sea
fYtg un proceso TV-AR(1) Yt = 1tYt 1+ et, si ordenamos los pares (Yt; Yt 1) usando la
variable umbral Yt d, obtendremos el modelo TV-AAR(1)0BBBB@
Yh
Yh+1
...
Yn
1CCCCA =
0BBBB@
1hYh 1
1h+1Yh+1 1
...
1nYn 1
1CCCCA+
0BBBB@
eh
eh+1
...
en
1CCCCA : (3.3)
Es importante mostrar que la ordenación, bajo unos supuestos, no va a afectar a la
estructura temporal de la variable. La idea de realizar ordenaciones en las variables ha
sido empleada en la realización de contrastes de permutación, que fueron introducidos
por Fisher (1935) y Pitman (1938). En este caso el único requisito que se le pide a la varia-
ble aleatoria para poder ser ordenada es que cumpla el principio de intercambiabilidad,
introducido por De Finetti (1930).
Definición 3.1 (Intercambiabilidad). Sea st un vector de índices que posee una orde-
nación aleatoria cualquiera. Sea S el conjunto de todas las ordenaciones posibles que
se pueden realizar sobre la variable aleatoria. Diremos que un vector aleatorio Yt es
intercambiable si y solo si cualquier vector aleatorio Yst tiene la misma distribución
multivariante, para todo st 2 R.
La intercambiabilidad requiere un supuestomuy rígido que será muy dificil de com-
probar cuando se trabaje con series temporales. Por ello, en la práctica es suficiente con
la intercambiabilidad de segundo orden.
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Definición 3.2 (Intercambiabilidad de segundo orden). Un vector aleatorio Yt será
intercambiable de segundo orden si para cualquier vector aleatorioYst se cumple
E [Yst ] = ;
Var [Yst ] = ;
para todo st 2 R.
Entonces, como mostró Wedlin (1997) se puede decir que la variable aleatoria Yt
será intercambiable de segundo orden siempre que sea estacionaria en sentido débil. Es
decir, los modelos autorregresivos ordenados mantienen la propiedad de intercambia-
bilidad de segundo orden, en el sentido de que el proceso de los términos de error et de
cualquier ordenación realizada mantendrá su matriz de covarianza sin cambios.
3.2 Estimación recursiva de de parámetros variables en el tiempo
Sea Yst un proceso TV-AAR(p) definido en (3.1), será necesario emplear un método de
estimación recursiva para calcular los estimadores de los parámetros variables en el
tiempo. Existen varios algoritmos que permiten hacerlo, como son mínimos cuadrados
recursivos (RLS, Recursive Least Squares) o el filtro de Kalman. El inconveniente del filtro
de Kalman es que para emplearlo se necesita conocer el modelo que sigue la variación
del parámetro. Además una de las ventajas del método RLS es que es especialmente
útil cuando los cambios en los parámetros ocurren lentamente a lo largo del índice en
el que estén ordenadas las observaciones. Es decir, los cambios se pueden producir de
manera temporal, o como será nuestro caso, se producirán debido a que la variable que
puede producir dichos cambios en el parámetro está ordenada.
3.2.1 Mínimos cuadrados recursivos y ponderados
El estimador de mínimos cuadrados ponderados (WLS, Weighted Least Squares) ^t del
modelo (3.1) es aquel que minimiza la función de costes
^t = argmin

Ct(); (3.4)
donde
Ct() =
tX
j=1
(t; j)(Yt  X 0t)2; (3.5)
50 Capítulo 3. Identificación de modelos SETAR mediante estimación recursiva
siendo (t; t) = 1  (t; t 1)      (t; 1)  0 una secuencia de pesos conocida como
perfil de olvido. Cada una de estas cantidades (t; j) denotan el peso dado al j-ésimo
residuo en la función de costes en el instante de tiempo t. A lo largo de este trabajo se
emplea un perfil de olvido del tipo
(t; j) =
tY
i=j+1
i; j < t; (3.6)
donde (t; t) = 1 and 0  t  1 es el factor de olvido, que puede ser constante,
t = , o variable con el tiempo. El factor de olvido causa una reducción progresiva en
la importancia de los datos pasados en la estimación. Por esta razón, la estimación es
adaptativa con el tiempo.
El estimador WLS del modelo (3.1) es
^t =
 
X0ttXt
 1
X0ttYt; (3.7)
donde Xt es la matriz (Xh; Xh+1; :::; Xt)0, t es una matriz diagonal con los elementos
h, hh+1,..., hh+1   t en la diagonal principal y el vector Yt = (Ysh ; :::; Yst)0: El
estimador (3.7) puede ser calculado de manera recursiva empleando (ver, p.ej., Ljung
and Söderström 1983)
^t = ^t 1 +M
 1
t Xte^t; (3.8)
donde e^t = Yt X 0t^t 1 es el error de predicción un paso adelante yMt = (X 0ttXt) es la
matriz de ganancia que mide la dispersión los parámetros estimados. La expresión (3.8)
es el estimador RLS. La matriz de gananciaMt se calcula de manera recursiva mediante
Mt = tMt 1 +XtX 0t: (3.9)
El problema es que realizar el cálculo de una matriz inversa en cada iteración ralen-
tizará el algoritmo e incrementará los problemas numéricos. Para evitar este cálculo se
halla la forma recursiva de calcular Mt, para lo que será necesario emplear el lema de
inversión de matrices (ver, p.ej., Bodewig 1956).
Lema 3.3 (Lema de Inversión de Matrices). Sean B y D dos matrices no singulares y de
ordenm y n, respectivamente y sea C una matriz de orden nm. Entonces,
 
B + C 0
 1
= B 1  B 1C 0 CB 1C 0 1CB 1:
Empleando el lema 3.3, se calcula la inversa de la matriz de ganancias de manera
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recursiva mediante
M 1t =
1
t
 
M 1t 1  
M 1t 1XtX
0
tM
 1
t 1
t +X 0tM
 1
t 1Xt
!
; (3.10)
donde sólo será necesario invertir t +X 0tM
 1
t 1Xt que es un escalar.
3.2.2 Factores de olvido adaptativos
La correcta elección del factor de olvido será clave para que el método funcione eficien-
temente, puesto que de dicha elección dependerá obtener una buena estimación de los
parámetros del modelo y, por lo tanto, la eficiencia de las predicciones. Como dijimos
anteriormente el factor de olvido puede ser constante o variable. Puede demostrarse
(Haykin et al., 1997) que emplear RLS con un factor de olvido t constante es muy sim-
ilar a usar el filtro de Kalman asumiendo un paseo aleatorio para t. Por lo tanto, si no
se quiere imponer dicha evolución, se debe usar un t variable, para que la evolución
venga dictada por los datos.
Para comprobar mejor la influencia del factor de olvido t en la estimación se desa-
rrolla la expresión (3.5)
Ct() = (yt  X 0t)2 + tCt 1()
= :::
= (yt  X 0t)2 + t
 
yt 1  X 0t 1
2
+ tt 1
 
yt 2  X 0t 2
2
+   + tt 1   2 (y1  X 01)2 :
(3.11)
Es fácil ver que al tomar t valores entre 0 y 1, el efecto de las observaciones antiguas
irá decreciendo de manera exponencial. De esta manera un valor alejado de 1 da una
mayor dependencia de los datos recientes y permite notar más rápidamente cambios
en la estimación. El problema es que esto también provoca una mayor variabilidad en
la estimación, pues como puede verse en la expresión (3.10), que como dijimos es una
medida de la dispersión de la estimación, es claro que el valor deM 1t crecerá cuando
t decrezca. La dificultad, por lo tanto, estribará en encontrar un valor compensado.
Algunos de los factores de olvido variables que se han propuesto son:
 Factor de olvido basado en los errores de predicción (Fortescue et al., 1981). Propo-
nen emplear como factor de olvido un ratio entre el error de predicción observado
respecto al esperado. Se calcula según

pre
t = 1  
e^2t
1 +X 0stM
 1
st 1Xst
; (3.12)
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donde  es un parámetro definido por el usuario. Dicho parámetro es una de
las dificultades para el uso de este método, pues no existe modo formal de se-
lección. Observando la expresión (3.12) puede verse la existencia de la expresión
X 0stM
 1
st 1Xst . Es sabido, según la teoría clásica de regresión, que X
0
stM
 1
st 1Xst es
una medida de la influencia de la t-ésima observación en la muestra de datos, o
lo que es lo mismo, es una medida de la distancia de Xt al centro de gravedad
de los datos. Entonces, si las nuevas observaciones influyen poco en la muestra,
pero tienen un error de predicción grande, se obtendrá un valor de pret pequeño
y detectará el cambio en los parámetros que se produce. Sin embargo, si además
de un error de predicción grande, las nuevas observaciones provocan cambios en
el centro de gravedad de los datos, el pret obtenido será insensible a los cambios
en los parámetros (ver Sánchez, 2006a).
 Factor de olvido basado en la influencia de las nuevas variables (Landau et al.,
1998). El factor de olvido está definido por
levt = 1 
X 0stM
 1
st 1Xst
1 +X 0stM
 1
st 1Xst
; (3.13)
es decir, el ratio se basa en la distancia de las nuevas observaciones sobre las
restantes. Para estudiar el comportamiento de levt , se premultiplicar y postmulti-
plicar la expresión (3.10) por Xst , obteniendo
X 0stM
 1
st 1Xst =
1
t

X 0stM
 1
st 1Xst  
X0stM
 1
st 1XstX
0
st
M 1st 1Xst
t+X0stM
 1
st 1Xst

=
X0stM
 1
st 1Xst
t+X0stM
 1
st 1Xst
 ht(t)
(3.14)
Así, si se descarta toda la información previa, entonces t = 0 y por lo tanto,
ht(0) = 1, siendo la influencia de las nuevas observaciones máxima. Por el con-
trario, si no se aplica ningún olvido en la estimación, t = 1, y
ht(1) =
X 0stM
 1
st 1Xst
1 +X 0stM
 1
st 1Xst
; (3.15)
será la mínima influencia que se puede obtener de los datos. Entonces la expresión
(3.13) puede ser escrita como
levt = 1  ht(1): (3.16)
El factor de olvido de Landau et al. (1998) será adecuado cuando un cambio en
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los parámetros va asociado a un cambio en el centro de gravedad provocado por
las nuevas observaciones, pero será insensible en caso de que dicho cambio en el
centro de gravedad no exista.
 Factor de olvido basado en la distancia de Cook (Sánchez, 2006a). El factor de
olvido se calcula mediante
Cookt = min + (1  min)P
 
2m > mDt

; (3.17)
donde min es la cota inferior del factor de olvido especificada por el usuario, m
es el número de parámetros en (3.1) yDt es una versión variable con el tiempo de
la distancia de Cook calculada según
Dt =
X 0stM
 1
st 1Xst e^
2
st
m^2st 1
 
1 +X 0stM
 1
st 1Xst
 ; (3.18)
donde ^2st 1 es una estimación de 
2. Sánchez (2006a) muestra que este factor de
olvido combina las ventajas de (3.12) y (3.13), lo que es una ventaja pues, como
hemos visto, ambos métodos funcionan bien donde falla el otro. La distancia de
Cook es una medida de la influencia de las observaciones sobre los parámetros es-
timados, por lo que, si se obtiene una distancia pequeña, significará que las nuevas
observaciones influyen poco y que, por lo tanto, el factor de olvido debería de ser
mayor para tener en cuenta a los datos pasados. En caso contrario, si se obtiene
una distancia alta, significará una gran influencia de las nuevas observaciones y
un valor pequeño del factor de olvido para así descartar la información previa.
3.2.3 Propiedades del estimador RLS con factor de olvido
Las propiedades del estimador RLS con un factor de olvido variable son complejas.
La distribución del estimador para un modelo de regresión variable con el tiempo son
desconocidas. Sin embargo, para nuestro procedimiento de identificación de modelos
SETAR se necesitan las propiedades del estimador RLS bajo el supuesto de un proceso
autorregresivo invariante en el tiempo.
Para un proceso autorregresivo sin olvido, es decir, con t = 1, el error cuadrático
medio (ECM) del estimador de mínimos cuadrados ordinarios es (Fuller y Hasza, 1985;
Kunitomo y Yamamoto, 1985)
ECM[^OLS] = E

^  

^  
0
=
2
n
  1 +O(n 3=2); (3.19)
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donde   = E(XtX 0t); que puede ser estimadomediante  ^ = n 1 (X 0tXt)
 1 : El uso de un
factor de olvido puede ser interpretado como una reducción del tamaño muestral, ya
que empleandomínimos cuadrados ordinarios cada observación tiene el mismo peso en
la estimación, sin embargo en el estimador (3.8), el tamaño muestral efectivo es menor
que n. Si usamos, por simplicidad, un factor de olvido constante, el tamaño muestral
efectivo es neq = 1 + +   + n 1. Si n!1 el tamaño muestral efectivo es habitual-
mente conocido como memoria asintótica y se puede calcular fácilmente mediante
N0 =
1
1  : (3.20)
Consecuentemente, el error cuadrático medio del estimador RLS es mayor cuando
 es menor, puesto que es como si redujeramos el tamaño muestral. El error cuadrático
medio asintótico para el estimador RLS con olvido puede ser aproximado mediante
ECM[^RLS] = 
2E[
 
X 0ttXt
 1
] +O
h
(1  ) 3=2
i
; (3.21)
por lo que si  está próximo a 1 podrá ser aproximado como
ECM[^RLS] = 
2E[
 
X 0ttXt
 1
]; (3.22)
y podrá ser estimado mediante
[ECM[^RLS] = ^2t
 
X 0ttXt
 1
; (3.23)
donde ^2t es un estimador de 2, por ejemplo, el estimador recursivo definido por
^2t = ^
2
t 1 +
1
t  p
 
e^2t   ^2t 1

: (3.24)
3.3 Herramienta de identificación, ARLS
En esta sección se describe el procedimiento de identificación de modelos SETAR que
propuesto, comprobando su eficacia en muestras finitas mediante simulaciones. La he-
rramienta que propuesta recibe el nombre de ARLS (Arranged Recursive Least Squares).
La idea principal del método es la estimación del modelo TV-AAR(p) descrito en
(3.2) usando un método de estimación recursiva, como el descrito en (3.8). Entonces,
si el modelo autorregresivo es ordenado respecto a la variable umbral Yt d, se espera
que la secuencia de estimaciones ^t tienda a mostrar un cambio estructural en torno
a el valor del umbral r. El procedimiento propuesto incluye una comprobación de que
dicho cambio estructural es significativo.
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A lo largo de esta sección, y por simplicidad en la notación, se asume un modelo
SETAR(2;1,d) definido por
Y t = (+I(Yt d>r))Y t 1+et: (3.25)
3.3.1 Estimación inicial de la recursividad
Asumimos que d es conocido, ya que en la práctica se pueden probar diferentes valores
y luego seleccionar el más adecuado empleando un criterio de selección de modelos.
Así pues, una vez ordenados los datos, para realizar la estimación recursiva se necesita
una estimación inicial ^0 para inicializar (3.8). Dicha estimación inicial va a ser un
paso crucial a la hora del correcto funcionamiento del procedimiento, ya que este nos
ayudará en la identificación del umbral, puesto que si ^0 es demasiado elevado o bajo
el cambio estructural puede no ser detectado a tiempo.
La estimación inicial propuesta será calculada empleando mínimos cuadrados or-
dinarios con la muestra completa. De esta manera, la inicialización de la secuencia de
estimaciones será un valor intermedio entre ambos regímenes, así la estimación recur-
siva ^t tenderá a tomar la forma de un codo alrededor del valor del umbral r, y podrá
ser identificado. Vamos a comprobar que con una estimación inicial ^0 calculada medi-
ante OLS conseguimos siempre un valor intermedio.
Proposición 3.4 (Estimación inicial). Definimos fYtg como una serie temporal compuesta
por Y (1)t y Y
(2)
t , es decir, Yt = [Y
0(1)
t ; Y
0(2)
t ]
0, donde
n
Y
(1)
t
o
y
n
Y
(2)
t
o
son dos procesos AR(1)
con parámetros  y  + , respectivamente. Análogamente definimos Xt = [Y
0(1)
t 1 ; Y
0(2)
t 1 ]
0.
Entonces, sean M (1)t =

Y
0(1)
t 1 Y
(1)
t 1
 1
y M (2)t =

Y
0(2)
t 1 Y
(2)
t 1
 1
, si ajustamos un modelo
AR(1) a Yt usando mínimos cuadrados ordinarios, obtendremos
^0 = !^^+ (1  !^)([+ );
siendo !^ 2 (0; 1).
Demostración. La estimación por mínimos cuadrados ordinarios de un proceso AR(1)
será ^0 = (X 0tXt)
 1X 0tYt, o lo que es lo mismo empleando la composición de la serie
temporal Yt
^0 =

Y
0(1)
t 1 Y
(1)
t 1 + Y
0(2)
t 1 Y
(2)
t 1
 1 
Y
0(1)
t 1 Y
(1)
t + Y
0(2)
t 1 Y
(2)
t

:
Ahora dado que (A+B) 1 = B 1
 
A 1 +B 1
 1
A 1 (ver, p.ej., Peña (2002), p.35),
entonces
^0 =M
(2)
t

M
(1)
t +M
(2)
t
 1
M
(1)
t

Y
0(1)
t 1 Y
(1)
t + Y
0(2)
t 1 Y
(2)
t

;
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por lo que
^0 = M
(2)
t

M
(1)
t +M
(2)
t
 1
M
(1)
t X
0(1)
t Y
(1)
t + :::
M
(1)
t

M
(1)
t +M
(2)
t
 1
M
(2)
t X
0(2)
t Y
(2)
t
= M
(2)
t

M
(1)
t +M
(2)
t
 1
^+M
(1)
t

M
(1)
t +M
(2)
t
 1
([+ )
= !^^+ (1  !^)([+ ):
Así pues ^0 estará entre ^ y [+ .
3.3.2 Justificación del factor de olvido
Una vez estimado el valor inicial ^0 de la recursividad, se necesita que la secuencia de
estimaciones ^t este tan cerca de los valores reales como sea posible. Esto se consigue
empleando un factor de olvido variable en (3.10).
Si se asume que el proceso Yt sigue un modelo SETAR (3.25), es claro ver que si
Yt es ordenado respecto a la variable umbral Yt d, las primeras observaciones de la
muestra ordenada, mientras se cumpla que Yt d  r, siguen un modelo autorregresivo
Yt = Xt + et. En ese caso, se necesita que la secuencia de estimaciones ^t se mueva
desde ^0 hacia  lo más rápidamente posible, lo que implica el uso de un factor de
olvido pequeño. Sin embargo, una vez que ^t esté cerca de , se necesita que el factor
de olvido aumente para así conseguir reducir la variabilidad de la estimación.
Cuando Yt d > r, el modelo que seguirá el proceso es Yt = (+)Xt+et, por lo que
de nuevo se necesita un factor de olvido pequeño para que permita a ^t aproximarse
a + . Finalmente, una vez que ^t esté cerca de +  se necesitará, de nuevo, que el
factor de olvido se incremente para reducir la variabilidad. De esta manera mediante
el uso de un factor de olvido variable adecuado se puede obtener una secuencia de
estimaciones ^t con un codo alrededor del valor del umbral r.
Una vez justificado porqué es necesario emplear un factor de olvido variable, fal-
tará justificar qué factor de olvido emplear. Para ello se repasan los problemas básicos
que pueden surgir al emplear un método de estimación adaptativo (ver, p.ej., Rao Sri-
pada and Grant Fisher 1987). El primero de los problemas habituales es que una matriz
de ganancias M 1t con valores elevados en (3.8) provocará una alta variabilidad en la
secuencia de estimaciones ^t . Como resultado de ello, falsos cambios estructurales po-
drían ser detectados. Este problema puede aparecer cuando las observaciones entrantes
al sistema recursivo Xt son iguales durante varios periodos de tiempo. El problema,
sin embargo, puede ser limitado empleando un factor de olvido variable (3.17), ya que
en estos casos el factor de olvido tenderá a incrementarse.
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El segundo problema es el opuesto al anteriormente descrito. Si M 1t tiene valo-
res muy pequeños, la cantidad que cambia la estimación recursiva (3.8) podría acabar
siendo igual a 0. Cuando esto sucede se dice que la actualización recursiva se ha apa-
gado. Esto podría suceder, por ejemplo, si el factor de olvido es demasiado elevado.
Consecuentemente, un posible cambio estructural existente no sería detectado. Por ello,
para que nuestro procedimiento funcione correctamente se necesita un factor de olvido
variable que sea sensible a cambios en los parámetros del modelo. El factor de olvido
(3.13) propuesto por Landau et al. (1998) no es una buena elección para nuestro obje-
tivo, puesto que está relacionado con la influencia de las observaciones nuevas. Dado
que los datos están ordenados de acuerdo a los valores crecientes de Yt d, las observa-
ciones nuevas serán similares a las antiguas. Por ello, la medida de la influencia no nos
ayudará a detectar cambio estructural alguno. Por el contrario, el factor de olvido pro-
puesto en Sánchez (2006a) es especialmente conveniente para nuesta tarea. Este factor
de olvido está basado en una representación recursiva de la distancia de Cook, permi-
tiendo que el factor de olvido sea sensible a cambios en los parámetros del modelo.
3.3.3 Intervalos de confianza de st
El problema que nos surge ahora es cómo se puede evaluar si un codo observado en
la secuencia de estimaciones ^t es significativo, en el sentido de que realmente dicho
codo ha sido provocado por un cambio de régimen en un modelo SETAR. Con este ob-
jetivo, la trayectoria observada ^t es comparada con las trayectorias esperadas bajo el
supuesto de que no hay ningún cambio de régimen. Esta comparación puede ser em-
pleada para construir una región de confianza para la familia de trayectorias ^st cuando
el modelo es lineal. El problema es que la construcción de la región de confianza puede
ser compleja. Un posible camino para construir la región es calculando las trayecto-
rias correspondientes a todos los elementos si del conjunto S, es decir, calcular la esti-
mación para todas las ordenaciones posibles. Esto nos daría un conjunto de trayectorias
^si;t ; i = 1; :::; n!. Entonces una región de confianza de cobertura 100 (1  )% puede
ser obtenida empleando los percentiles =2 y 1   =2 de dichas trayectorias. Por sim-
plicidad, se emplean intervalos de confianza constantes a lo largo del tiempo. De esta
manera las dos lineas que representan los percentiles de ^st pueden ser interpretadas
como una región de confianza dentro de la cual la trayectoria ^t tenderá a permanecer
bajo el supuesto de linealidad en los datos.
Un problema con el calculo de los límites de confianza es que habitualmente no será
factible calcular las n! trayectorias. La alternativa de calcular solo una muestra aleato-
ria de elementos de S es también costosa computacionalmente. Por ello, se propone
emplear intervalos de confianza de st basados en una aproximación asintótica. Bajo
58 Capítulo 3. Identificación de modelos SETAR mediante estimación recursiva
el supuesto de linealidad, las trayectorias ^st y ^t pueden ser tomadas como mues-
tras aleatorias provenientes de la misma población. Entonces, para muestras grandes,
ECM(^si;n) ECM(^n); 8si 2 S. Si el tamaño muestral n suficientemente grande, el
intervalo de confianza asintótico st , bajo el supuesto de linealidad, puede ser aproxi-
mado por
^0  Z1 =2
q
^2nM
 1
n : (3.26)
Entonces, si la trayectoria ^t tiene un codo fuera de los límites (3.26), se concluirá
que hay un cambio de régimen y que el codo identifica el valor del umbral r.
3.3.4 Rendimiento en muestras finitas de los intervalos asintóticos
En esta sección se emplean experimentos de Monte Carlo para evaluar la validez de
los intervalos asintóticos (3.26) como aproximación de los intervalos obtenidos con las
trayectorias de estimaciones basadas en elementos aleatorios de S. Para ello se generan
datos provenientes del modelo
Yt =
  0:6 + I(Yt 1>1)Yt 1 + et; (3.27)
donde  tomará valores 0, en cuyo caso estaremos ante un modelo lineal AR(1), o 0:8,
en cuyo caso estaremos ante un modelo SETAR(2;1,1). Además para cada uno de los 
se emplea un tamaño muestral n = 150 y n = 500. La secuencia et será un proceso de
ruido blanco gaussiano tal que et N(0; 3).
Dado el modelo (3.27), si la secuencia de estimaciones recursivas ^t tiende a salir
fuera de los límites de confianza, se concluye que el modelo adecuado para el proceso
Yt es un SETAR. Además, el valor de Yt 1 correspondiente al valor de la secuencia
^t más alejado de los límites de confianza será la estimación del valor del umbral r.
La figura 3.1 muestra un ejemplo del funcionamiento de la herramienta ARLS sobre
una réplica del modelo (3.27) para diferentes valores de  y n. En ella se puede ver la
trayectoria de las estimaciones ^t junto con varias líneas. La linea central continua es el
estimador demínimos cuadrados ordinarios ^0 usado como valor inicial de la recursión.
La linea central discontinua es la media de 5000 trayectorias ^si;t aleatorias muestreadas
del conjunto de ordenaciones S. Los límites continuos son calculados mediante (3.26),
mientras que los límites discontinuos muestran, para cada t, los percentiles empíricos
2.5 y 97.5 de las 5000 trayectorias aleatorias de ^si;t .
Cuando  = 0, es decir, cuando el proceso es lineal, la figura 3.1 muestra que la
secuencia de estimaciones ^t permanece siempre dentro de los límites. Por el contrario,
cuando  = 0:8 la secuencia ^t permanece fuera de los límites durante varios periodos
de tiempo, mostrando un cambio estructural en los parámetros. En este caso, además
3.3. Herramienta de identificación, ARLS 59
−5 0 5 10−0.75
−0.7
−0.65
−0.6
−0.55
−0.5
−0.45
Yt−1
! "
(t)
n=150 y #=0
 
 
−5 0,98 5
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Yt−1
! "
(t)
n=150 y #=1
−10 −5 0 5 10
−0.7
−0.65
−0.6
−0.55
Yt−1
! "
(t)
n=500 y #=0
−5 1,02 5 10
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Yt−1
! "
(t)
n=500 y #=1
Límites asintóticos
Límites empíricos
Figura 3.1: Ejemplo de funcionamiento del procedimiento ARLS
vemos como el valor más alejado de los límites está localizado alrededor de Yt 1  1, el
cuál es el verdadero valor del umbral en el modelo generador de los datos (3.27).
En la figura 3.1 también podemos ver como los intervalos asintóticos parecen una
buena aproximación de los intervalos empíricos calculados con 5000 ordenaciones aleato-
rias. Para validar este resultado, el experimento es repetido 1000 veces para cada valor
de n y de . Varias medidas son empleadas para comparar los intervalos de confianza.
Primero se define una medida de la diferencia relativa entre los límites asintóticos y
empíricos. Esta medida es denotada como Bl y se calcula mediante
Bl =
1
R
RX
k=1
1
n
Pn
i=1 l
(k)
a   l(k)eiU (k)a   L(k)a  ; (3.28)
donde l tendrá valor U (límite superior) o L (límite inferior), y R es el número de
replicaciones. Los subindices a y e están referidos a los límites asintóticos y empíri-
cos, respectivamente. Esta medida representa la distancia entre cada límite empírico
y su aproximación asintótica y está estandarizada por la amplitud del intervalo. Esta
estandarización es necesaria para dar una mejor idea del tamaño del sesgo respecto al
~ '''''''' ,,,,,,,,,,,,,,""'1'10,','...,.., ... , ..... , ,~ ... ·; ... ",.,r,;",'";T,,,,,,,,,"" 
."" ~"". - " ""~ .. ", . ,'''' 
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 n=150 n=500
BL BU A CVL CVU BL BU A CVL CVU
0 0.007 0.039 0.955 0.026 0.012 0.003 0.013 0.989 0.003 0.002
0.8 0.008 0.050 0.954 0.014 0.008 0.011 0.025 0.985 0.002 0.002
Tabla 3.1: Medidas para comparar los límites empíricos con los asintóticos empleando
1000 réplicas del modelo 3.27 para diferentes tamaños muestrales
tamaño del intervalo que se quiere estimar. La segunda medida está definida por
A =
1
R
RX
k=1
1
n
Pn
i=1 jU (k)ei   L(k)ei j
jU (k)a   L(k)a j
; (3.29)
y sirve para comparar la amplitud de los intervalos empíricos y asintóticos. El objetivo
es conseguir que A  1. Los límites empíricos han sido estimados empleando 5000 or-
denaciones aleatorias provenientes de las n! posibles, por ello el coeficiente de variación
de los límites empíricos ha sido también calculado para así comprobar su variabilidad.
La tabla 3.1 resume los resultados para diferentes valores de n y  en el modelo
(3.27). Los coeficientes de variación son aproximadamente 0, lo que significa que 5000
ordenaciones aleatorias son suficientes para calcular los límites empíricos. Los valores
de Bl son muy pequeños, del orden de 10 2 para cada valor de n y . Finalmente, el
valor medio A es próximo a 1. Para n = 150 se obtiene A  0:95, lo que significa
que la amplitud de los límites asintóticos son aproximadamente un 5%mayores que los
empíricos, es decir, los límites asintóticos son ligeramente conservadores. En resumen,
se puede concluir que los resultados de las simulaciones confirman que los intervalos
de confianza asintóticos (3.26) son una buena aproximación de los intervalos empíricos.
3.3.5 Eficacia del método ARLS en muestras finitas
En esta sección se evalúa la eficiencia del método ARLS para detectar modelos SETAR
empleando experimentos de Monte Carlo. Para ello el método ARLS propuesto es com-
parado con varios métodos existentes en la literatura previa. Los métodos empleados
en la comparación son tanto métodos generales para detectar no linealidad como méto-
dos específicos para modelos SETAR. Entre los métodos generales, están incluidos en la
evaluación la propuesta de Tsay (1986), la de McLeod y Li (1983) y el contraste BDS pro-
puesto por Brock, Dechert and Scheinkman (1996). Los contrastes para modelos SETAR
incluidos en la competición son las propuestas de Tsay (1989) y Hansen (1996, 1999).
El nivel de significación empleado en todos los contrastes es  = 0:05, mientras que el
método ARLS está basado en los intervalos de confianza asintóticos del 95%.
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Métodos 
0 0.25 0.5 0.75 1
McLeod y Li (1983) 0.06 0.04 0.07 0.13 0.22
Tsay (1986) 0.02 0.14 0.29 0.59 0.89
Tsay (1989) 0.03 0.33 0.60 0.94 1.00
BDS2 0.14 0.13 0.15 0.32 0.56
BDS3 0.12 0.15 0.16 0.24 0.44
BDS4 0.15 0.10 0.11 0.22 0.35
Hansen Bootstrap Homoscedástico 0.04 0.06 0.15 0.36 0.76
Hansen Bootstrap Heterocedástico 0.03 0.04 0.12 0.27 0.68
Hansen Asintótico Homocedástico 0.19 0.29 0.40 0.62 0.90
Hansen Asintótico Heterocedástico 0.01 0.02 0.06 0.21 0.56
ARLS 0.06 0.41 0.96 1.00 1.00
Tabla 3.2: Tasa de detección para diferentes contrastes en datos generados empleando
el modelo (3.27) para diferentes valores de 
Para realizar el primer experimento se generan realizaciones provenientes del mo-
delo (3.27) con  = (0; 0:25; 0:5; 0:75; 1). En este experimento, los contrastes de Hansen
(1999) son implementados empleando los códigos de Matlab obtenidos en la página
web del autor, por esta razón, el tamaño muestral es ajustado a n = 289, puesto que esta
es la dimensión de la serie de datos que emplea Hansen en el ejemplo que resuelve en
sus códigos. Debido al coste computacional de los contrastes de Hansen, el número de
replicaciones de este experimento es restringido a 100. La tabla 3.2 muestra la tasa de
detección para cada contraste. Se puede ver que los mejores resultados son obtenidos
por el método ARLS.
El experimento es repetido empleando 5000 replicaciones del modelo (3.27) para
valores alternativos de  2 [0; 1:2] y n = (150; 500), pero sin los contrastes de Hansen,
ya que son demasiado costosos computacionalmente. Las figuras 3.2 y 3.3 muestran las
tasas de detección obtenidas. Los resultados confirman que el método ARLS propuesto
es el más eficiente. También puede verse como los contrastes de no linealidad generales
tienen una potencia baja para detectar no linealidad provocada por los umbrales.
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Figura 3.2: Curva de potencia para n=150
0 0.2 0.4 0.6 0.8 1 1.20
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
!
Ta
sa
 d
e 
de
te
cc
ión
 
 
ARLS
Tsay (1989)
Tsay (1986)
McLeod (1983)
BDS (1996) M=2
BDS (1996) M=3
BDS (1996) M=4
Figura 3.3: Curva de potencia para n=500
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régimen 1 régimen 2 r n=100 y 1000 réplicas n=200 y 500 réplicas

(1)
0 
(1)
1 
(1) 
(2)
0 
(2)
1 
(2) Hansen Tsay ARLS Hansen Tsay ARLS
0 0.3 1 0 0.3 1 - 0.045 0.040 0.066 0.054 0.049 0.063
-0.75 0.3 1 0 0.3 2 -0.76 0.193 0.040 0.374 0.312 0.075 0.338
-1.25 0.3 1 0 0.3 1 -0.97 0.741 0.212 0.744 0.982 0.376 0.990
-1.25 0.3 1 0 0.3 2 -1.25 0.391 0.126 0.480 0.716 0.239 0.793
0 -0.3 1 0 0.3 2 0.25 0.347 0.218 0.564 0.718 0.493 0.856
0 -0.7 1 0 0.3 1 0.34 0.826 0.734 0.902 0.984 0.969 1
0 -0.7 1 0 0.3 2 0.49 0.865 0.694 0.944 0.998 0.964 1
-1.25 -0.7 1 0 0.3 1 -0.2 0.913 0.858 0.980 0.996 0.982 0.998
-1.25 -0.7 1 0 0.3 2 -0.1 0.876 0.694 0.996 1 0.974 1
-1.25 -0.7 2 0 0.3 1 0.15 0.958 0.946 0.980 0.998 0.999 1
Tabla 3.3: Tasa de detección obtenida empleando ARLS y el contraste de Tsay (1989) y
el mejor de los resultados obtenido por los contrastes de Hansen (1996)
Se realiza un segundo experimento basado en el realizado en Clements et al. (2003).
El experimento de Monte Carlo está basado en datos simulados provenientes de 10
modelos con diferentes características. Para n = 100 los autores fijaron como número
de replicaciones 1000, y para n = 200, el número de replicaciones es 500. La tabla 3.3
muestra para cada modelo los mejores resultados mostrados por Clements et al. (2003)
obtenidos empleando alguno de los contrastes propuestos en Hansen (1996), y nuestros
resultados para el métodoARLS y el contraste de Tsay (1989). Lamejor tasa de detección
es siempre obtenida por el método ARLS.
Como último experimento se evalúa la eficiencia del método ARLS para estimar los
valores de los umbrales. Para ello se generan 5000 replicaciones del modelo (3.27) para
valores de  2 [0; 1] y n = 500. Cuando el método ARLS detecta un modelo SETAR,
se estima un umbral r^. Entonces, se calcula el histograma de estos valores estimados
r^ para cada . La figura 3.4 muestra los resultados, mostrando que el histograma es
apuntado alrededor de 1, que es el verdadero valor del umbral.
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Figura 3.4: Histograma de los umbrales estimados para diferentes valores de 
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3.4 Procedimiento automático, Aut-ARLS
En la sección anterior, se ha mostrado un procedimiento que funciona de manera más
eficiente que los contrastes previos existentes para detectarmodelos SETAR. El principal
problema de estos métodos es que sólo pueden ser empleados para detectar modelos
sencillos con pocos regímenes. Por ello, empleando los resultados previos, se desarrolla
un procedimiento que detecte y modelice modelos SETAR de manera automática. Di-
cho procedimiento ha sido llamado Aut-ARLS y nos permitirá encontrar modelos más
complejos si los hubiera. El procedimiento automático funciona de la siguiente manera.
Paso 1. Seleccionar el orden autorregresivo p empleando para ello la función de autocorre-
lación parcial y el criterio de información de Akaike. Seleccionar un valor máximo
dmax para el parámetro delay.
Paso 2. Ajustar un TV-AAR(p) ordenado en orden ascendente de acuerdo a Yt d para cada
valor de d = 1; :::; dmax, usando el factor de olvido (3.17). Calcular el intervalo de
confianza asintótico empleando la expresión (3.26) para cada parámetro del vector
^. Si hay valores de la secuencia de estimaciones ^jt , j = 1; ::; p, que salen fuera
de los límites asintóticos, los valores correspondientes de Yt d son escogidos como
un conjunto de posibles umbrales rasc =

Yt d
 j^t   ^0j > Z1 =2q^2nM 1n .
Además, las distancias correspondientes a los límites asintóticos son también guarda-
dos en hasc =
n
j^t   ^0j
 Yt d 2 rasco.
Paso 3. Repetir el Paso 2 con Yt ordenado respecto al orden descendente de Yt d. De-
notaremos como t a la t-ésima posición del elemento de S correspondiente a la
ordenación de los casos en el orden descendiente de la variable Yt d. Denotare-
mos la secuencia de las estimaciones adaptativas como ^jt , j = 1; ::; p. El uso de
secuencias de estimación basadas tanto en orden ascendente como descendente
de Yt d, puede ser útil cuando el umbral está próximo a un extremo de la variable
umbral, eliminando la posibilidad de que el umbral quede enmascarado por la
variabilidad de las estimaciones iniciales. Como en el paso anterior, obtenemos
un conjunto de posibles umbrales rdesc =

Yt d
 j^t   ^0j > Z1 =2q^2nM 1n 
y sus respectivas distancias hdesc =
n
j^t   ^0j
 Yt d 2 rdesco.
Paso 4. Estimar el valor del umbral r para cada valor del delay d entre los candidatos rasc
y rdesc. Para ello los conjuntos rasc y rdesc, y sus respectivas distancias hasc y
hdesc, son combinadas. Si hay candidatos que repiten en ambos conjuntos rasc y
rdesc, sus distancias correspondientes en hasc y hdesc son sumadas. Entonces, la
estimación del umbral r es el candidato con una distancia más grande.
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Paso 5. Para cada valor de d, ajustar un modelo SETAR empleando los valores estimados
de r, si los hubiera. El orden autorregresivo en cada régimen es seleccionando em-
pleando el criterio de selección de modelos propuesto por Galeano y Peña (2007).
Paso 6. Repetir los Pasos 2-5 sobre las series residuales obtenidas en el Paso 5, cuando
Yt d  r y Yt d > r. Ya que la varianza puede ser diferente en cada régimen, este
paso será realizado separando los residuos de cada régimen y analizando cada
régimen por separado. El procedimiento es repetido hasta que no se encuentre
ningún umbral adicional.
Paso 7. Seleccionar el modelo SETAR final. Si varios modelos SETAR son detectados para
diferentes valores de d, el modelo SETAR final es seleccionado usando el criterio
de Galeano y Peña (2007).
−0.5 0 0.5 1 1.5 20
100
200
300
400
500
600
700
r
Fr
ec
ue
nc
ia
Figura 3.5: Histograma de los umbrales estimados empleando Aut-ARLS sobre 1000
réplicas del modelo (3.30)
La eficiencia del método Aut-ARLS es evaluada mediante simulaciones. El primer
experimento consiste en simular 1000 replicas del modelo SETAR(3;[2,3,1],2),
Yt =
8><>:
 0:7Yt 1 + 0:1Yt 2 + e(1)t , si Yt 2   0:5;
0:2Yt 1 + 0:6Yt 2   0:3Yt 3 + e(2)t , si   0:5 < Yt 2  2;
0:8Yt 1 + e
(3)
t , si Yt 2 > 2:
(3.30)
donde la secuencia e(j)t será un proceso de ruido blanco gaussiano con distribución
N(0; (j)), siendo (j) = (3; 2; 5). El tamaño muestral es n = 500. El método Aut-
ARLS es aplicado a los datos simulados, obteniendo para cada réplica el parámetro d
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y el umbral r. La tasa de detección de un modelo SETAR empleando Aut-ARLS es
100%. Además, el porcentaje de replicaciones en las cuales Aut-ARLS detecta la va-
riable umbral correcta es también 100%. Finalmente, calculamos la media del número
de umbrales detectados por Aut-ARLS, obteniendo 2:02. La figura 3.5 muestra el his-
tograma de los umbrales estimados para cada replicación, en el que podemos ver dos
picos entorno a  0:5 y 2, los cuales son los verdaderos valores de los umbrales.
En el segundo experimento el modelo que genera los datos es
Yt = ( 0:6 + 1I( 0:5<Yt 20:5) + 2I(0:5<Yt 2))Yt 1 + et; (3.31)
donde (1; 2) 2 [0; 1] y n = 500. La secuencia et será un proceso de ruido blanco
gaussiano con distribución N(0; 3). El experimento consiste en la simulación de 500
réplicas para valores alternativos de 1 y 2. La figura 3.6 muestra la tasa de detección
mientras que la figura 3.7 da el porcentaje de replicaciones en las cuales Aut-ARLS
detecta la verdadera variable umbral. De los gráficos se deduce que es claro que Aut-
ARLS funciona correctamente.
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Figura 3.6: Tasa de detección para diferentes valores de 1 y 2 obtenida empleando
Aut-ARLS
3.5 Aplicación en datos reales clásicos
En esta sección el procedimiento automático Aut-ARLS es aplicado en ejemplos de
datos reales. Para ello se han empleado los datos de los linces canadienses, de las
manchas solares y del producto nacional bruto de Estados Unidos, los cuales han sido
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Figura 3.7: Porcentaje de acierto de Aut-ARLS
ampliamente estudiados en la literatura.
3.5.1 Linces canadienses
La serie consta del número de linces capturados anualmente en el distrito Mackenzie
River en el noroeste de Canada durante los años 1821 y 1934. Esta serie de datos ha
sido ampliamente analizada en multitud de estudios en el campo de las series tempo-
rales. Los datos pueden encontrarse en multitud de páginas web y libros (por ejemplo,
Tong 1990). En la figura 3.8 podemos ver la serie original transformada por logaritmos.
Dicha transformación se hace habitualmente al trabajar con esta serie desde el trabajo
de Moran (1953).
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Figura 3.8: Serie de los linces canadienses transformada con logaritmos
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Propuesta Delay Umbral Ordenes SETAR AIC BIC
Tsay (1989) 2 (2:373; 4:154) (1; 7; 2)  347:7  322:4
Tong (1990) 2 3:116 (7; 2)  337:6  315:2
Aut-ARLS 2 3:2639 (3; 2)  353:1  339:0
Tabla 3.4: Modelos propuestos por Tsay, Tong y Aut-ARLS con sus respectivos AIC y
BIC
Aplicamos pues la herramienta Aut-ARLS a los datos transformados por logaritmos,
seleccionando como orden autorregresivo del modelo TV-AAR (3.2) a estimar p = 2 y
como variable umbral el segundo retardo Yt 2. La figura 3.9 muestra que el umbral
detectado es 3:2639.
Figura 3.9: Detección del umbral en los datos de los linces canadienses empleando Aut-
ARLS
La tabla 3.4 resume el modelo propuesto por Aut-ARLS y los modelos propuestos en
los estudios previos de Tong (1990) y Tsay (1989). Los valoresmínimos correspondientes
a los criterios AIC y BIC son encontrados para el modelo propuesto por Aut-ARLS.
3.5.2 Manchas solares
Esta popular serie de datos consiste en el número de manchas solares anuales obser-
vadas desde 1700 a 2008. Los datos están disponibles en la página web del National
Geophysical Data Center. Para realizar la identificación del modelo SETAR han sido em-
pleadas las observaciones pertenecientes al periodo de tiempo que abarca desde 1700
hasta 1920, debido a que estas fueron las observaciones que poseía Tong (1983). De esta
manera nos garantizamos que no poseemos mayor información que en los estudios pre-
vios. La figura 3.10 muestra el número anual de manchas solares.
Si aplicamos Aut-ARLS, la herramienta selecciona como orden autorregresivo un
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Figura 3.10: Serie de las manchas solares
p = 3 y detecta como variable umbral Yt 3. La figura 3.11 muestra las secuencias de
estimaciones recursivas ^t del modelo TV-AAR(3) ordenado según Yt 3. En particular,
las figuras 3.11a y 3.11b muestran las estimaciones de las ordenaciones ascendentes y
descendentes, respectivamente. En la ordenación ascendente, la observación 30.7 es
el principal candidato a ser seleccionado como umbral, mientras que en la ordenación
descendente existen varios candidatos. Aut-ARLS selecciona como valor del umbral
30:7, empleando los criterios explicados anteriormente.
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Figura 3.11: Detección del umbral empleando Aut-ARLS para los datos de las manchas
solares
Una vez que el umbral ha sido seleccionado, un modelo SETAR puede ser estimado.
Aut-ARLS busca más posibles umbrales en los residuos de cada régimen, pero ningún
umbral adicional fue encontrado. Para comparar el modelo seleccionado por Aut-ARLS
hemos empleado los modelos SETAR propuestos por Tsay (1989) y Tong (1983) para
obtener predicciones fuera de la muestra del índice de manchas solares durante el pe-
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Propuestas Delay Umbral Órdenes SETAR AIC1700-1920 EMA1921-2008 RECM1921-2008
h=1 h=2 h=1 h=2
Tong (1983) 3 36.6 (3,11) 1083.8 12.31 12.42 16.59 16.69
Tsay (1989) 2 (34.8, 70.9) (11,10,10) 1064.1 11.74 11.87 15.52 15.61
Aut-ARLS 3 30.7 (7,11) 1045.9 11.37 11.47 15.33 15.42
Tabla 3.5: Modelos propuestos por Tsay, Tong y Aut-ARLS con sus respectivos AIC,
error medio absoluto y raíz del error cuadrático medio.
riodo de tiempo 1921-2008. La tabla 3.5 resume los resultados para los modelos pro-
puestos. Los valores del AIC fueron hallados por Tsay (1989) con los datos del periodo
de tiempo 1700-1920, mientras que para las predicciones fuera de la muestra son calcu-
lados la raiz del error cuadrático medio (RECM) y el error medio absoluto (EMA) para
horizontes de predicción h = 1; 2. El modelo propuesto por Aut-ARLS tiene menor
valor del AIC, el RECM y el EMA que las propuestas de Tong y Tsay.
3.5.3 Producto nacional bruto EEUU
Una de las principales características de los modelos SETAR es que permiten la modeli-
zación de ciclos asimétricos en los datos, por ello su utilidad en el campo de la economía
ha sido ampliamente investigada. Entre las distintas series económicas analizadas se
encuentra la del Producto Nacional Bruto (PNB) cuatrimestral de Estados Unidos. El
análisis de los datos del PNB se realiza sobre la tasa de crecimiento, calculada mediante
Yt = log (Xt)  log (Xt 1) ;
donde Xt es la serie del PNB desestacionalizada. En la figura 3.12 vemos la tasa de
crecimiento del PNB desde el primer cuatrimestre de 1947 al segundo de 2003.
Tsay y Tiao (1994) propusieron el modelo SETAR con cuatro regimenes definido por
Yt =
8>>>><>>>>:
 0:015  1:076Yt 1 + e(1)t ; si Yt 1  Yt 2  0
 0:006 + 0:63Yt 1   0:756Yt 2 + e(2)t ; si Yt 1 > Yt 2 y Yt 2  0
0:006 + 0:438Yt 1 + e
(3)
t ; si Yt 1  Yt 2 y Yt 2 > 0
0:004 + 0:443Yt 1 + e
(4)
t ; si Yt 1 > Yt 2 > 0
; (3.32)
que permite explicar la evolución del PNB en términos de periodos de recesión y ex-
pansión económica. En su trabajo Tiao y Tsay (1994) muestran cómo en determina-
dos periodos el modelo SETAR predice mejor que un modelo lineal. Peña y Rodríguez
(2005b) analizaron la serie empleando diferentes tipos de modelos lineales con un mo-
delo SETAR. Para comparar las diferentes propuestas realizaron predicciones fuera de
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Figura 3.12: Tasa de crecimiento del producto nacional bruto de Estados Unidos desde
1947 a 2003.
la muestra empleando las 10 últimas observaciones. El modelo SETAR propuesto es
Yt =
(
0:0031 + 1:0345Yt 1 + e
(1)
t ; si Yt 1  0:0084
0:0045 + 0:2340Yt 1 + e
(2)
t ; si Yt 1 > 0:0084
; (3.33)
mientras que el mejor de los modelos lineales empleados es el proceso autorregresivo
con dos atípicos aditivos, un cambio transitorio y un cambio de nivel siguiente
Yt = 0:423Yt 1 + w1I
(04=49)
t + w2I
(04=70)
t +
w3
1  B I
(01=70)
t + w4S
(02=78)
t + et; (3.34)
siendo los wi el tamaño de los atípicos cuya influencia vendrá dada por la variable
impulso I(k)t = 0; t 6= k; I(k)k = 1, y la variable escalón S(k)t = 1; t  k; y cero en caso
contrario. Peña y Rodríguez (2005b) muestran que el modelo que obtiene menor error
cuadrático medio es el autorregresivo con los atípicos ajustados (3.34), mejorando a los
modelos SETAR propuestos.
Se aplica el procedimiento Aut-ARLS a la tasa de crecimiento del PNB para com-
probar si se puede obtener un modelo SETAR mejor que las propuestas previas, encon-
trando el modelo SETAR con 4 regímenes siguiente
Yt =
8>>>><>>>>:
0:0078 + 0:3927Yt 1 + e
(1)
t ; si Yt 1  0:0075 y Yt 2  0
0:0040 + 0:3034Yt 1 + 0:1741Yt 2 + e
(2)
t ; si Yt 1  0:0075 y Yt 2 > 0
 0:0068 + 0:5398Yt 1   0:8094Yt 2 + e(3)t ; si Yt 1 > 0:0075 y Yt 2  0
0:0071 + 0:2638Yt 1 + e
(4)
t ; si Yt 1 > 0:0075 y Yt 2 > 0
:
(3.35)
En la tabla 3.6 se muestra el error cuadrático medio de los diferentes modelos. Como
vemos, el modelo SETAR propuesto por Aut-ARLS mejora a las anteriores propuestas
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Propuestas Modelo ECM01/01-02/03
Tiao y Tsay SETAR 3:08  10 5
Peña y Rodríguez AR con atípicos 1:67  10 5
Peña y Rodríguez SETAR 4:66  10 5
Aut-ARLS SETAR 1:33  10 5
Tabla 3.6: Error cuadrático medio de los errores de predicción del PNB EE.UU..
existentes. Esto muestra que la eficiencia del modelo SETAR depende en gran manera
de una correcta estimación, lo que no es sencillo de obtener.
3.6 Conclusiones y líneas futuras de investigación
La identificación de un modelo no lineal es una tarea en la mayoría de las ocasiones
compleja. Por una parte está la tarea de identificar el fenómeno no lineal que se encuen-
tra en los datos y por otra parte está la modelización de la estructura del modelo. En
el caso de los modelos SETAR existen diferentes contrastes de linealidad que permiten
comprobar si un modelo SETAR es una alternativa adecuada en nuestros datos, sin em-
bargo no existía un procedimiento sencillo que permitiera identificar la estructura del
modelo, lo que hace reducir su eficacia.
A lo largo de este capítulo mostramos diferentes resultados que nos permiten pro-
poner un procedimiento automático que de manera sencilla y mediante una herra-
mienta gráfica permite estimar la estructura del modelo SETAR a emplear. Los resul-
tados mostrados, tanto mediante simulaciones como mediante datos reales, confirman
que el procedimiento propuesto mejora a sus predecesores, tanto en eficacia como en
coste computacional.
En el ejemplo del producto nacional bruto de Estados Unidos comprobamos que la
estimación de los umbrales es clave para que elmodelo SETAR sea eficiente, por ello una
posible mejora futura del procedimiento es afinar al máximo posible la identificación de
los umbrales.
Capítulo 4
Densidad predictiva basada en
momentos condicionados y máxima
entropía. Aplicación a la predicción
de potencia eólica
El cálculo de predicciones puntuales junto con su incertidumbre en forma de inter-
valo es, en la mayoría de aplicaciones, insuficiente, especialmente cuando estemos asu-
miendo no linealidad en los datos. Por ello será necesario, además de la predicción
puntual, obtener una estimación de la densidad condicionada de la variable en el fu-
turo dado su comportamiento actual. A esta distribución condicionada se le conoce con
el nombre de densidad predictiva.
4.1 Energía eólica
La estimación de la densidad predictiva dependerá de los datos con los que se está
trabajando. Por ejemplo, si los residuos del modelo empleado son gaussianos, el pro-
blema de estimar la densidad predictiva quedará reducido a la estimación de la media
y la varianza condicionales. Sin embargo, esto no será adecuado en otras ocasiones
en las que, por ejemplo, se pueden encontrar densidades predictivas no gaussianas.
El objetivo de este capítulo es mejorar la estimación de la densidad predictiva de las
predicciones puntuales de potencia eólica. Es decir, para unas predicciones puntuales
proporcionadas por cierto agente, queremos estimar su distribución condicionada.
Para analizar los diferentes métodos propuestos a lo largo del capítulo vamos a em-
plear datos de potencia eólica media producida horariamente en 6 parques eólicos dife-
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rentes. Para cada uno de dichos parques eólicos tendremos la producciónmedia horaria
observada y las predicciones de dicha producción a diferentes horizontes. Desconoce-
mos cómo han sido calculadas las predicciones, por lo que no tenemos ninguna infor-
mación previa acerca de las propiedades de los predictores más allá de lo que digan los
datos disponibles. La frecuencia de dichos datos es horaria.
4.1.1 Análisis descriptivo de la distribución de la potencia generada
La principal característica de la potencia eólica es que es una variable acotada, entre 0
y la potencia nominal, es decir, el valor máximo que puede producir un aerogenera-
dor o un parque eólico, dependiendo de los datos con los que estemos trabajando. En
general, se trabaja estandarizando la potencia producida por la potencia nominal, con
lo que los datos estarán acotados entre 0 y 1. Los datos que hemos empleado en este
capítulo pertenecen a la potencia eólica horaria generada por diferentes parques eólicos.
Para esas potencias medidas tenemos las predicciones puntuales elaboradas por cierto
agente para diferentes horizontes de predicción. El objetivo es estimar la función de
densidad predictiva a partir de la serie temporal de predicciones y los datos históricos
observados, sin tener ninguna información acerca del método empleado en la elabo-
ración de las prediciones. Esta situación es muy común en sectores como el eléctrico,
donde la metodología empleada en la elaboración de las predicciones forma parte del
”know-how” de los diferentes proveedores de predicciones, y se mantiene un alto grado
de confidencialidad. Como vemos en la figura 4.1 la potencia eólica es una variable no
estacionaria que puede cambiar de manera abrupta. En la figura pequeña en la que
mostramos un tramo de la serie vemos cómo la serie alterna rápidos cambios de nivel.
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Figura 4.1: Potencia producida por un parque eólico, datos horarios
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El objetivo del capítulo es proponer un procedimiento para estimar la densidad pre-
dictiva de las predicciones para diferentes horizontes de predicción. En la figura 4.2
vemos los gráficos de caja de la potencia medida para diferentes niveles de las predic-
ciones. En dichas figuras vemos cómo existen asimetrías y varianzas que dependen
del nivel de predicción independientemente del horizonte. Es decir, los errores de
predicción tienen algunas características que pueden observarse a cualquier horizonte
de predicción. Utilizaremos este tipo de patrones en el método propuesto.
(a) h=1 (b) h=24
Figura 4.2: Gráfico de caja para de la potencia medida respecto a diferentes niveles de
la predicción puntual
4.1.2 Notación
Para facilitar la lectura del capítulo, vamos a introducir la notación empleada a lo largo
del mismo. Dado el carácter estocástico del viento, la potencia eólica generada durante
un periodo de tiempo puede interpretarse como un proceso estocástico, cuyos valores
observados serán denotados por pt. Por simplicidad en la notación siempre usaremos
pt, tanto para referirnos al proceso como a los valores observados. El objetivo del tra-
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bajo será caracterizar a la variable aleatoria pt+h condicionada a la información en el
instante de tiempo t. Para caracterizar dicha variable aleatoria pt+h tenemos que cono-
cer su función de distribución Ft+h o su función de densidad ft+h. Denotaremos a la
predicción de la variable aleatoria pt+h a horizonte h como bpt+hjt. El error de predic-
ción a horizonte h será et+hjt = pt+h  bpt+hjt, y su momento condicionado de orden 1
será m(0)t+hjt =Et

et+hjt

. Los momentos centrales del error de predicción et+hjt serán
m
(j)
t+hjt =Et

et+hjt  m(0)t+hjt
j
, donde j = 2; 3; :::
4.2 Densidad predictiva en energía eólica
La estimación de la densidad predictiva de la potencia eólica es un área de investigación
que se ha empezado a estudiar en años recientes. Existen varios puntos de vista desde
los que abordar el problema.
Empleando la distribución de la velocidad del viento
El principal componente de la potencia eólica producida por un parque es la velocidad
del viento, por lo tanto parece evidente que el estudio de la velocidad del viento será
una herramienta adecuada para la modelización de la potencia generada a traves de
predicciones de la velocidad. En el trabajo de Carta et al. (2009) se hace una gran
revisión sobre diferentes estimaciones de distribuciones para la velocidad del viento.
Entonces, una vez estimada la distribución de la velocidad del viento, la predicción
probabilística de la potencia eólica se construye a partir de la curva de potencia que
mide la relación existente entre velocidad y potencia (p.ej., Lange 2005). El principal
problema es que dicha relación es no lineal y cambiará dependiendo del tiempo, del
aerogenerador, de la temperatura ambiental, de la dirección del viento, etc.
Empleando ”ensemble predictions”
En meteorología es habitual suministrar la predicción de diferentes variables ambienta-
les para un periodo de tiempo en forma de un conjunto de trayectorias posibles a partir
de diferentes condiciones iniciales y empleando diferentes modelos (Epstein, 1969). A
ese conjunto de trayectorias se le conoce como ”ensemble predictions”. Entonces, una vez
generadas las predicciones ensemble la densidad predictiva de la producción de energía
eólica se calcula empleando las curvas de potencia que relacionan las variables metere-
ológicas empleadas con la potencia eólica (Nielsen et al. 2004, Pinson y Madsen 2009,
Taylor et al. 2009). En este caso, además del problema de la relación no lineal existente
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comentado en el anterior punto, se le añade la dificultad de obtener las predicciones
ensemble, ya que tienen que ser suministradas por una agencia meteorológica.
Empleando regresión cuantílica
Estos métodos consisten en aplicar una regresión por cuantiles sobre la producción
eólica en función de un conjunto de variables explicativas sin tener que asumir ningún
tipo de estructura en la densidad condicionada de la potencia. Bremnes (2006) com-
probó su eficiencia comparándolo con unmodelo Gaussiano y un estimador deNadaraya-
Watson para la función de distribución, obteniendo resultados muy parejos para todos
los métodos, dando ventaja al método de Nadaraya-Watson por cuestiones de sencillez
en la computación. En Moller et al. (2008) se propone un procedimiento adaptativo
para la regresión por cuantiles que mejora el tiempo de computación.
Empleando la predicción de potencia eólica
Otra de las opciones existentes consiste en ajustar una distribución de probabilidad
condicionada de la potencia a partir de los , históricos de la potencia medida y de
predicciones de la misma. La principal dificultad está en que la potencia eólica es una
variable con soporte acotado y no gaussiana, además de ser una variable con un com-
portamiento no estacionario. Por ello, Lau y McSharry (2010) y Pinson (2010) proponen
realizar una transformación logística, con el proposito de conseguir una distribución
Normal, empleando a continuación diferentes modelos paramétricos para realizar las
predicciones puntuales y estimar la densidad predictiva empleando las funciones de
distribución Normal Truncada y Normal Censurada.
Otra opción es ajustar una distribución paramétrica condicionada a partir de la es-
timación de momentos condicionados de la potencia. Bludszuweit et al. (2008) y Al-
Awami y El-Sharkawi (2009) lo hicieron empleando distribuciones como la Beta y la
distribución generalizada del valor extremo, a partir de los dos primeros momentos.
En este trabajo seguiremos este enfoque. Para ello proponemos emplear un método
adaptativo que nos permite estimar los momentos centrales condicionados de los erro-
res de predicción mediante modelos de regresión adaptativa. Las variables explicativas
de estas regresiones serán las predicciones puntuales de la potencia. Una vez obtenidos
los momentos, los emplearemos para estimar la densidad predictiva de dichas predic-
ciones empleando para ello diferentes distribuciones paramétricas, como son la Normal
Truncada, la Normal Censurada, la Beta y la distribución de Máxima Entropía (Jaynes,
1957). Las diferencias con trabajos anteriores es el uso de la distribución de Máxima
Entropía que nos permitirá emplear momentos de hasta orden 4 y que la estimación de
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dichos momentos es realizada de forma recursiva y con parámetros que cambian con el
tiempo.
4.3 Estimación de los momentos condicionados
Para realizar una estimación parámetrica de la densidad predictiva será necesario re-
alizar la estimación de los momentos condicionados. La estimación de los momentos
condicionados será efectuada mediante modelos de regresión en los cuales los regre-
sores serán las predicciones puntuales de la potencia eólica.
Entonces, el modelo de regresión empleado para estimar los momentos condiciona-
dos es
eMt+hjt = 0;t+h + 1;t+hbpt+hjt + 2;t+hbp2t+hjt + 3;t+hbp3t+hjt + vt+h, (4.1)
donde M = 1; 2; :::. De esta manera para diferentes valores de M se ajustan modelos
para diferentes momentos, puesto que el segundo momento está asociado al error de
predicción al cuadrado y así sucesivamente.
Suponiendo que las predicciones de energía eólica han sido estimadas empleando
un modelo correcto, se espera que la media condicionada del error de predicción sea
cero, es decir, m(0)t+hjt =E

et+hjt

= 0. En este caso, los momentos centrales condiciona-
dos serán
m
(M)
t+h = Et
h
eMt+hjt
i
; (4.2)
es decir, son calculados directamente empleando el modelo de regresión descrito en
la expresión (4.1) para diferentes valores de M . No obstante, en la práctica será fácil
que un predictor de la potencia eólica sea condicionalmente sesgado durante ciertos
periodos de tiempo, es decir, m(0)t+hjt 6= 0. Por ello, se realiza una corrección del sesgo,
por lo que para calcular los momentos centrales se emplea el modelo
eMt+hjt = 0;t+h + 1;t+hbpt+hjt + 2;t+hbp2t+hjt + 3;t+hbp3t+hjt + vt+h, (4.3)
donde eMt+hjt = et+hjt  m(0)t+hjtM paraM = 2; 3; :::
Para comprobar la relación existente entre los momentos centrales de la potencia
eólica generada por un parque respecto a sus predicciones se calcula la media de la
estimación de los momentos para diferentes horizontes de predicción h = 1; :::; 48. En la
figura 4.3 se ve que los intervalos de confianza Bootstrap de la estimación nos confirman
que los momentos siguen un patrón claro en función del valor previsto, por lo que,
aparentemente, las predicciones de potencia serán buenos regresores.
4.3. Estimación de los momentos condicionados 79
0 0.2 0.4 0.6 0.8 1
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
Predicción
Se
gu
nd
o 
m
om
en
to
 
 
0 0.2 0.4 0.6 0.8 1
−0.02
−0.015
−0.01
−0.005
0
0.005
0.01
Predicción
Te
rc
er
 m
om
en
to
 
 
0 0.2 0.4 0.6 0.8 1
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
Predicción
Cu
ar
to
 m
om
en
to
Media
05−95%percentiles bootstrap
Figura 4.3: Media de la estimación de los momentos para diferentes horizontes
4.3.1 Método de estimación recursiva
El objetivo del método propuesto es ir calculando la senda de distribuciones predicti-
vas ft+h para un horizonte h, es decir, habrá que ir estimando de manera recursiva los
momentos condicionados. Para ello se ha desarrollado un procedimiento adaptativo.
La estimación delmodelo (4.3) se realiza demanera adaptativa empleando elmétodo
de mínimos cuadrados recursivos. Por simplificar la notación reescribimos (4.3) en
forma matricial, tal que
yt+h = X
0
t+ht+h + vt+h; (4.4)
donde el vector yt+h = eMt+hjt, la matriz Xt+h = (1; bpt+hjt; bp2t+hjt; bp3t+hjt)0 contiene las
variables explicativas y el vector t+h = (0;t+h; 1;t+h; 2;t+h; 3;t+h)0 contiene los pa-
rámetros a estimar. Entonces, empleando el método demínimos cuadrados ponderados
de manera recursiva la estimación de la expresión (4.4) será
bt+h = bt+h 1 +M 1t+hXt+hv^t+h; (4.5)
donde bvt+h = yt+hjt X 0t+hbt+h 1 es el error de predicción un paso adelante y la matriz
de gananciaM 1t+h se calcula de manera recursiva según
M 1t+h =
1
t+h
 
M 1t+h 1  
M 1t+h 1Xt+hX
0
t+hM
 1
t+h 1
t+h +X
0
t+hM
 1
t+h 1Xt+h
!
; (4.6)
.,.' 
1= 
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donde t+h es el factor de olvido que permitirá que la estimación recursiva vaya cam-
biando a lo largo del tiempo. El factor de olvido empleado en este trabajo es el pro-
puesto por Sánchez (2006a), que está basado en la distancia de Cook.
Como la variable aleatoria con la que trabajamos es la potencia eólica hemos de aco-
tar su estimación para no obtener valores fuera del intervalo [0; 1]. Es fácil comprobar
que las acotaciones será
beMt+hjt 2
8<:
h
 bpMt+hjt;  1  bpt+hjtMi ; si M es imparh
0;
 
1  bpt+hjtMi ; si M es par : (4.7)
En la figura 4.4 podemos ver la senda de estimaciones de los 4 primeros momen-
tos centrales durante un periodo de tiempo, para diferentes horizontes de predicción.
Además en la figura 4.5 podemos ver la asimetría y curtosis asociadas a dichos momen-
tos centrales. En alguno de los gráficos hemos tenido que emplear diferentes escalas en
los ejes de las ordenadas, para facilitar ver la evolución de los momentos, puesto que
según aumenta el horizonte de predicción, los valores serán mayores.
4.4 Modelización adaptativa de densidades predictivas
En la sección 4.1.1 mostramos que la distribución de la potencia tiene varias caracterís-
ticas que deberemos de tener en cuenta a la hora de seleccionar las distribuciones con
las que trabajaremos, como son que es acotada, que es unimodal, que es condicional-
mente asimétrica, etc. Como la potencia producida está acotada no se puede emplear
la distribución Normal, por ello hemos empleado dos posibles opciones basadas en la
Normal como son la Normal Truncada y la Normal Censurada. Estas distribuciones
normales con soporte acotado presentan ya diferentes asimetrías y curtosis que podrían
ser adecuadas para nuestro problema.
Otra distribución apropiada para nuestros , será la Beta, ya que está acotada en [0; 1]
y se puede ajustar a fenómenos asimétricos. Por último, emplearemos la distribución
deMáxima Entropía, ya que también nos permitirá obtener una densidad acotada y nos
es muy flexible para adaptarse a momentos condicionados cambiantes.
4.4.1 Distribución Normal truncada
Sea () la función de densidad de una distribución Normal de media  y desviación 
y () su correspondiente función de distribución. Entonces, la variable y 2 R = [a; b],
donde  1 < a < b <1, sigue una distribución Normal Truncada de densidad
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Figura 4.4: Estimación recursiva de los momentos centrados condicionados para
h=1,3,6,12.
f(y) =
1

 y 




b 


    a   ; a < y < b: (4.8)
Entonces, los momentos de la variable truncada podrán ser calculados fácilmente a
partir de los momentos de la variable sin truncar  y  (p.ej. Cohen 1961),
(NT ) = + ; (4.9)
2(NT ) = 
2
241  2   [a  ]  a    [b  ]

b 



h


b 


    a  i
35 ; (4.10)
donde
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Figura 4.5: Estimación recursiva de los momentos condicionados para h=1,3,6,12.
 =


b 


    a  


b 


    a   : (4.11)
Estimación de la densidad predictiva
Empleando la expresión (4.8) se puede estimar la función de densidad Normal Trun-
cada empleando para ello los momentos de la variable sin truncar. El problema es que
calcular los momentos de la variable truncada a partir de los de la variable sin truncar,
como vimos en (4.9) y (4.10), es directo, pero la dirección contraria, que justamente es la
que necesitamos, no lo es.
Si asumimos que la distribución de las predicciones empleadas en nuestra esti-
mación es unaNormal Truncada, estimamos los dos primerosmomentos condicionados
empleando el modelo (4.3), conM = 1; 2. El problema es que de esta manera obtenemos
los momentos de la variable truncada (NT ) y (NT ) y no los momentos de la variable
sin truncar que necesitaremos para estimar la densidad f (NT )t+h .
Cohen (1991) muestra que los momentos sin truncar pueden ser estimadosmediante
^ =
b  a
^2   ^1
; (4.12)
^ = a  ^^2; (4.13)
donde
1 =
a  

y 2 =
b  

: (4.14)
La estimación de ^1 y ^2 puede ser efectuada mediante diferentes métodos iterativos
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como el de Newton-Raphson, pero Cohen (1991) propone emplear un procedimiento
gráfico desarrollado en Cohen (1957).
Entonces, empleando las expresiones (4.9) y (4.10) se obtienen los momentos sin
truncar  y  resolviendo el sistema mediante un algoritmo de búsqueda. De esta ma-
nera, empleamos la expresión (4.8) para obtener la estimación de la distribución predic-
tiva f (NT )t+h . En la figura (4.6) podemos ver un ejemplo de la senda de estimaciones f
(NT )
t+1
para diferentes periodos de tiempo.
(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 4.6: Ejemplo de la senda de densidades predictiva empleando la distribución
Normal Truncada para diferentes horizontes
4.4.2 Distribución Normal censurada
Sea y una variable aleatoria con función de densidad ()Normal demedia  y desviación
 y() su correspondiente función de distribución. Entonces, la variable y0 2 R = [a; b],
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donde  1 < a < b <1, sigue una distribución Normal Censurada donde
y0 =
8><>:
a ; si y  a
N(; ) ; si a < y < b
b ; si y  b
: (4.15)
En este caso, las colas de la Normal que sobrepasen el intervalo en el que la variable
está acotada se acumulan en los extremos. Los momentos de la variable censurada son
(Cohen, 1991)
(NC) = a (1) + [ (2)   (1)] (+ ) + [1   (2)] b: (4.16)
2(NC) = a
2 (1) + [ (2)   (1)]
 
2 + 2 + 2

+ (4.17)
 [[a  ]  (1)  [b  ]  (2)] + [1   (2)] b2   2(NC);
donde
 =
 (2)   (1)
 (2)   (1)
: (4.18)
Estimación de la densidad predictiva
En este caso, nos encontramos en el mismo problema que para la estimación de la dis-
tribución truncada. Además, Cohen (1991) muestra cómo la estimación de los momen-
tos de la variable sin censurar se hará mediante las mismas expresiones que en la dis-
tribución Normal Truncada, es decir,
^ =
b  a
^2   ^1
; (4.19)
^ = a  ^^2; (4.20)
solo que la estimación de ^1 y ^2, en esta ocasión será diferente. Para hallar los momen-
tos de la variable sin censurar, dicha estimación tendrá que ser realizada mediante un
procedimiento iterativo descrito en Cohen (1957, 1991).
El primer paso importante en un proceso iterativo es obtener una buena estimación
inicial que esté próxima a la solución óptima, para que de esta manera el número de
iteraciones sea el menor posible. Como valores iniciales ^
0
1 y ^
0
2, Cohen (1957) emplea


^
0
1

=
c1
N
y 1  

^
0
2

=
c2
N
; (4.21)
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donde c1 y c2 son las el número de observacionesmuestrales censuradas por la izquierda
y por la derecha respectivamente, y N es el tamaño total de la muestra. Una vez halla-
dos los valores iniciales Cohen (1957) recomienda mejorar la estimación realizando un
par de iteraciones empleando las ”sustituciones sucesivas de Cohen”, donde
^
i+1
1 =
^
i+1
2 v1=w (
i1 
i2)
1 v1=w
^
i+1
2 =
 

i1   
i2

+

[(
i1 
i2)v1=w+
i2] 
q
[(
i1 
i2)v1=w+
i2]
2
+4s2=w2

w(v1 w)
2s2
(4.22)
donde v1 = (NC)   a, w = b  a, s2 = 2(NC) y

i1 =
c1
n


^
i
1



^
i
1


i2 =
c2
n


^
i
2

1 

^
i
2
 (4.23)
siendo n el número de observaciones muestrales sin censurar. A partir de entonces, se
emplea un método de Newton hasta alcanzar el óptimo. Para ello, se usan los valores
^
i+1
1 y ^
i+1
2 obtenidos para estimar los valores iniciales del método de Newton ^
0 y ^0, y
a partir de ellos se buscarán las estimaciones de los momentos muestrales sin censurar.
Es importante notar que al estimar losmomentos empleando los datos que poseemos,
obtendemos los momentos correspondientes o bien a la muestra truncada o bien a la
censurada, dependiendo del caso en el que estemos. Por ello, es necesario resolver el
sistema que nos permita calcular el valor de los momentos  y  de la distribución sin
truncar o sin censurar. No es infrecuente encontrar trabajos donde se ignora este pro-
blema.
En la figura 4.7 podemos ver un ejemplo de la senda de estimaciones f (NC)t+1 para
diferentes periodos de tiempo.
4.4.3 Distribución Beta
Sea y una variable que sigue una distribución Beta(; ), entonces su función de densi-
dad es
f(y) =
y 1 [1  y] 1
B(; )
; 0 < y < 1; (4.24)
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(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 4.7: Ejemplo de la senda de densidades predictiva empleando la distribución
Normal Censurada para diferentes horizontes
donde B(; ) es la función Beta. Los parámetros  y  se estimarán, por ejemplo,
empleando los dos primeros momentos de la variable y a partir de la relación
 =
2   2
2   2 ;  =
  2
2   2    (4.25)
Estimación de la densidad predictiva
En este caso la estimación será sencilla, ya que empleando la expresión (4.3), conM =
1; 2, obtendremos la estimación de los dos primeros momentos, que nos permiten cal-
cular los parámetros de la distribución Beta mediante la expresión (4.25). Entonces, la
función de densidad Beta f (B)t+h se calcula empleando (4.24). En la figura 4.8 podemos
ver un ejemplo de la senda de estimaciones f (B)t+1 para diferentes periodos de tiempo.
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(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 4.8: Ejemplo de la senda de densidades predictiva empleando la distribución
Beta para diferentes horizontes
4.4.4 Distribución de Máxima Entropía
La entropía puede ser vista como una medida de la incertidumbre para una función de
densidad (Shannon ,1948)
S =  
Z
R
f(y) ln(f(y))dy: (4.26)
Jaynes (1957) empleó este concepto para proponer una distribución de probabilidad
que minimice la información previa necesaria, que será aquella que maximice la en-
tropía de Shannon. Entonces, la función de densidad de máxima entropía f(y) definida
en el intervalo [a; b] es aquella que cumpla
max   R ba f(y) ln(f(y))dy
s:a:
R b
a f(y)dy = 1R b
a y
if(y)dy = mi; i = 1; :::;M;
(4.27)
donde los mi son losM primeros momentos respecto al origen. Jaynes (1957) muestra
que la forma analítica de la función de densidad de máxima entropía f(y) es
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f(y) = exp
"
0 +
MX
i=1
iy
i
#
; (4.28)
donde
0 =   ln
"Z b
a
exp
 
MX
i=1
iy
i
!
dy
#
; (4.29)
y los multiplicadores 1; :::; M son calculados resolviendo el sistema deM ecuaciones
no lineales
"Z b
a
yj exp
 
MX
i=1
iy
i
!
dy
#"Z b
a
exp
 
MX
i=1
iy
i
!
dy
# 1
= mj ; j = 1; :::;M: (4.30)
El sistema descrito en (4.30) solo tiene solución analítica cuando M = 1. En este
trabajo llegaremos a emplear un M = 4, por lo que el sistema (4.30) tendrá que ser
resuelto numéricamente. El procedimiento que hemos seguido para ello es el descrito
por Siddall y Diab (1975). Los pasos del procedimiento son:
(i) Calcular losM = 4 primeros momentos condicionados centrales de manera adap-
tativa.
(ii) Transformar los M momentos centrales mj en momentos en el origen m
(0)
j , em-
pleando
m
(0)
1 = m1
m
(0)
j = mj  mj1 ( 1)j  
Pj 1
k=1
( 1)kj!
k!(j k)!mk1m(0)j k
: (4.31)
(iii) Elegir los valores iniciales 01; :::; 
0
M . Siddall y Diab (1975) proponen diferentes
alternativas, entre las que hemos escogido la más conservadora 01 = ::: = 
0
M = 0.
(iv) Calcular los multiplicadores 1; :::; M resolviendo el problema de programación
no lineal sin restricciones
1 
Pl
i=1 aix
j
i exp
PM
j=1 jx
j
i

m0j
Pl
i=1 ai exp
PM
j=1 jx
j
i
 = Rj ; j = 1; :::;M; (4.32)
donde ai son los multiplicadores de integración numérica, l es el número de inter-
valos empleados en dicha integración numérica y Rj son los residuos normaliza-
dos empleados en la resoluciones de las ecuaciones simultáneas (4.32).
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(v) Emplear la expresión (4.29) para calcular 0.
(vi) Emplear la expresión (4.28) para estimar la distribución de máxima entropía.
El número de momentos que hemos empleado esM = 4, pero en ocasiones el pro-
blema de programación no lineal (4.32) tendrá problemas numéricos y no convergerá,
por lo que será necesario reducir el número demomentos hasta que converja. La experi-
encia nos ha mostrado que esto pasa especialmente cuando el segundo momento toma
valores aproximadamente iguales a cero. Aun así, el número mínimo de momentos que
ha sido empleado esM = 2. Este problema de convergencia deja claro que un método
para seleccionar el número de momentos condicionados a emplar mejoraría la eficacia
de la estimación de la distribución de Máxima Entropía.
Estimación de la densidad predictiva
El método de máxima entropía ha sido utilizado para la estimación de la densidad de
la velocidad del viento en trabajos previos (Ramírez y Carta, 2006; Akpinar y Kavak
Akpinar, 2007; Liu y Chang, 2010). Sin embargo no ha sido empleado para la mode-
lización de la densidad predictiva de la potencia eólica, a pesar de que su uso tiene
varias ventajas para dicho problema. La principal, es que basándonos sólo en los datos
y sin necesidad de ningún tipo de asunción previa, podemos estimar una distribución
acotada en el dominio [a; b] que queramos.
Para estimar la densidad predictiva f (MEP )t+h estimaremos los cuatro primeros mo-
mentos condicionados empleando la expresión (4.3), con M = 1; 2; 3; 4. Entonces, se
resuelve de manera numérica el sistema descrito en (4.30), y obtenemos la estimación
de la densidad predictiva f (MEP )t+h mediante (4.28) y (4.29). En la figura 4.9 podemos ver
un ejemplo de la senda de estimaciones f (MEP )t+1 para diferentes periodos de tiempo.
4.4.5 Comparación de las distribuciones empleadas
En la figura 4.10 podemos ver varios ejemplos de las diferentes estimaciones obtenidas
en un determinado instante de tiempo para diferentes horizontes de predicción. Para
h = 1 vemos un ejemplo en el que todas las distribuciones funcionan de manera similar
puesto que nos encontramos en mitad del intervalo y la desviación es pequeña. En el
ejemplo para un h = 3 vemos las diferencias existentes cuando nos encontramos en un
extremo, diferencias que se irán acrecentando según aumenta el horizonte y con ello la
desviación como vemos en los gráficos restantes.
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(a) h=1 (b) h=3
(c) h=6 (d) h=12
Figura 4.9: Ejemplo de la senda de densidades predictiva empleando la distribución de
máxima entropía para diferentes horizontes
4.5 Criterios de evaluación de densidades predictivas
Existen multitud de herramientas para evaluar el correcto funcionamiento la una se-
cuencia de estimaciones de densidades predictivas. Se pueden clasificar los diferentes
métodos en dos tipos distintos, por una parte están aquellos métodos que sirven para
comprobar que la densidad predictiva estimada es correcta. Estos son métodos necesa-
rios, pero no suficientes pues no garantizan un buen comportamiento predictivo futuro.
Por ello son necesarios otro tipo de métodos que comparen entre diferentes densidades
predictivas y digan cuál es la más eficiente.
4.5.1 Comprobación de la estimación
La evaluación de una densidad predictiva se basa en el ”Prequential principle”, llamado
así por Dawid (1984). Dawid formó la palabra Prequential uniendo los términos se-
cuencia probabilistica (Probabilistic sequential). La idea del principio es que dado un
proceso fYt+hg, y una secuencia de densidades predictivas fft+hg, la eficiencia de la
estimación de las densidades predictivas podrá ser evaluada empleando únicamente el
par fYt+h; ft+hg.
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Figura 4.10: Densidades predictivas para diferentes instantes de tiempo y horizontes
Empleando este principio Dawid (1984) propone evaluar si una secuencia de densi-
dades predictivas es adecuada empleando el método PIT (Probability Integral Transform).
Sean ut los valores PIT, definidos como
ut+h =
Z Yt+h
 1
ft+hdYt; (4.33)
si asumimos que la sequencia de estimaciones fft+hg es adecuada entonces, Rosenblatt
(1952) probó que los valores PIT fut+hg serán un proceso independiente e idéntica-
mente distribuido según una distribución Uniforme U [0; 1]. El método PIT propuesto
por Dawid (1984) empezó a ser ampliamente usado a partir del trabajo de Diebold et
al. (1998) que popularizó su uso. A partir de este trabajo se han propuesto diferen-
tes procedimientos para evaluar diferentes propiedades estadísticas de la secuencia de
densidades predictivas se han ido proponiendo. En Corradi y Swanson (2006) se hace
una amplia revisión de este tema. Más recientemente González-Rivera et al. (2011)
proponen una ampliación para el caso multivariante.
Durante este trabajo, como herramienta para evaluar la secuencia de estimaciones
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predictivas hemos empleado el método PIT. Para comprobar que los valores PIT siguen
una distribución uniforme hemos realizado, como se hace habitualmente, el histograma
de los valores PIT obtenidos. Otra posible representación, quizás más util para com-
parar secuencias de densidades predictivas diferentes es obtener un gráfico de los per-
centiles empíricos del proceso fut+hg obtenido respecto a los percentiles nominales es-
perados.
Hamill (2001) muestra un ejemplo del funcionamiento del método PIT comométodo
de evaluación. En el ejemplo, emplea cuatro densidades predictivas diferentes. Una es
la ideal y las otras tres son densidades sesgadas. En todos los casos, el método PIT nos
dice que las cuatro distribuciones son correctas a pesar de que tres de ellas no lo son.
Esto es debido a que el método PIT es una condición necesaria pero no suficiente, por
lo que se necesitan emplear otros métodos que permita distinguir cual es el predictor
ideal.
4.5.2 Verificación de las predicciones
El concepto de verificación de las predicciones fue introducido en el campo de la me-
tereología por Jolliffe y Stephenson (2003) y se basa en la idea de obtener medidas que
permiten la evaluación de las densidades predictivas. La mayoría de las medidas exis-
tentes se basan en el Brier Score, introducido por Brier (1950). Sea Ft la función de
distribución acumulada predictiva de la potencia eólica en el instante de tiempo t y sea
pt el valor observado en dicho instante de tiempo, entonces el Brier Score se calcula
mediante
BS (x) =
1
N
NX
t=1
[Ft  H (x  pt)]2 ; (4.34)
donde H(x  pt) es la función Heaviside y toma valores 0 cuando x < pt y valores 1 en
caso contrario, siendo x el dominio de pt. El Brier Score es uno de los métodos conoci-
dos como Scoring Rules. Estos métodos asignan una puntuación numérica a la densidad
predictiva, basandose en el concepto de concentración. Esto es, una distribución pre-
dictiva más concentrada, nos dará predicciones mejores. Así pues, un menor valor del
Brier Score nos dará una densidad predictiva mejor.
Diferenciar cuál de las densidades predictivas alternativas es mejor puede ser com-
plicado a partir sólo del Brier Score. Por esta razón, es aconsejable una medida que nos
diga cual de las distribuciones acumulará menor valor Brier Score. Existen multitud de
medidas que permiten esta tarea. En Gneiting y Raftery (2007) podemos ver una amplia
revisión. En este trabajo hemos empleado la medida propuesta por Matheson yWinkler
(1976), el CRPS (Continuous Ranked Probability Score) que vendrá definido por
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CRPS =
Z 1
 1
BS (x) dx; (4.35)
la cual, al ser una medida asociada al Brier Score, nos dará como mejor densidad pre-
dictiva a aquella que tenga un menor valor CRPS.
4.6 Selección de la distribución óptima empleando criterios de
evaluación
En la sección anterior, vimos los resultados de las diferentes funciones de distribución
que hemos considerado. Sin embargo, es posible que a lo largo del tiempo la que con-
sideramos mejor densidad predictiva vaya cambiando entre las diferentes opciones que
consideramos. Por ello, proponemos emplear los criterios de evaluación explicados an-
teriomente para ir escogiendo la distribución más adecuada dependiendo del instante
de tiempo.
Para seleccionar en un determinado instante de tiempo la densidad predictiva más
adecuada hemos tenido en cuenta dos posibles criterios:
(i) Mínimo Brier Score (f (minBS)t+h ). En el instante de tiempo t + h seleccionaremos
como densidad predictiva aquella que tenga menor valor del Brier Score predicho
en bpt+hjt.
(ii) Mínimo CRPS (f (minCRPS)t+h ). En el instante de tiempo t+ h seleccionaremos como
densidad predictiva aquella que minimice el valor de CRPS:
El problema es que para calcular tanto el Brier Score como el CRPS necesitamos
el valor observado en el instante de tiempo deseado. Entonces, suponiendo que en el
instante de tiempo t hemos calculado una predicción del BS y del CRPS, y dado que
en dicho instante conocemos tanto ambos valores, generaremos la siguiente predicción
empleando el alisado simple tipo EWMA (Holt, 1957). Es decir,
dBSt+1 = dBSt + (1  )BSt;
donde 0 <  < 1 determinará el peso que le damos a la predicción anterior. Un valor
muy próximo a 1 nos irá dando predicciones similares. Para el CRPS realizaremos la
misma operación. Como valor de  probamos varios valores muy próximos a 1, emple-
ando finalmente un  = 0:9.
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4.7 Comportamiento de la estimación en diferentes parques eóli-
cos
Una vez estimadas las diferentes sendas de densidades predictivas empleando las di-
ferentes distribuciones y los criterios de selección anteriormente detallados, pasamos
a evaluar las diferentes estimaciones realizadas. Poseemos los valores históricos de la
potencia media generada horariamente por 6 parques eólicos. Además, para cada una
de estas potencia tenemos la serie de sus predicciones hasta un horizonte de predicción
h = 24: El tamaño de los ficheros varía, siendo 18937, 3649, 2118, 8658, 5047 y 3220.
Comenzaremos viendo los resultados para el parques eólico con más observaciones
disponibles, el Parque 1. En las figuras 4.11, 4.12, 4.13 y 4.14 mostramos los histogra-
mas de los valores PIT obtenidos para las diferentes distribuciones ajustadas para el
Parque 1 a horizontes de predicción h = 1; 6; 12; 24. Como dijimos anteriormente si la
distribución estimada es correcta esperamos que los valores PIT sigan una distribución
uniforme, por lo que el histograma deberá de tener forma de rectángulo. Como vemos
en los diferentes gráficos la distribución conmayores problemas es la Normal Truncada,
puesto que acumula un gran número de valores próximos al cero. Las demás distribu-
ciones en general, funcionan de manera correcta, especialmente la distribución MEP y
las densidades estimadas mediante los criterios de selección detallados en la sección
anterior.
Mediante la representación de los valores PIT podemos ver si las distribuciones es-
timadas son adecuadas, pero no podemos comprobar su eficacia. Para ello empleamos
los métodos para la verificación de densidades predictivas. Una opción es comparar los
diferentes valores que toma el Brier Score para las distintas distribuciones empleadas,
siendo la mejor distribución aquella que menor Brier Score tenga. En la figura 4.15 ve-
mos los resultados para diferentes horizontes de predicción. Como vemos a horizontes
1 y 6 la distribución MEP obtiene menores valores, pero a horizontes mayores los re-
sultados son más confusos puesto que las diferentes distribuciones obtienen valores
similares.
Para comprobar de manera más exacta el resultado observado con la representación
del Brier Score, vemos los valores que toma el CRPS. En la figura 4.16a vemos cómo
según aumenta el horizonte de predicción la diferencia entre las distintas distribuciones
se va reduciendo. En general, podemos concluir que la mejor distribución empleada es
la MEP, puesto que tiene el valor mínimo excepto a horizonte 24 en el cual la distribu-
ciónMin CRPS obtiene un valor ligeramente menor.
Para resumir los resultados obtenidos en los 6 parques eólicos empleados vamos
a agupar los resultados en un único gráfico por horizonte. Para ello calculamos los
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percentiles de los valores PIT estimados para cada distribución para cada uno de los
parques y a continuación hallamos la diferencia de la media de los 5 parques restantes
respecto a los percentiles nominales. En la figura 4.17 vemos los resultados obtenidos.
Como puede verse en estas figuras, según aumenta al horizonte de predicción casi todas
las distribuciones van alejandose del cero, es decir la diferencia entre los percentiles em-
píricos y el óptimo se va agrandando. Sin embargo, la distribución del MEP permanece
siempre próximo al cero, confirmando los resultados observados en el Parque 1. Por úl-
timo, en la figura 4.16 podemos ver los valores del CRPS obtenidos para los diferentes
parques eólicos. Como vemos la mejor distribución es la MEP, puesto que, en general,
obtiene el menor valor en los diferentes parques. Vemos además resultados promete-
dores empleando los criterios de selección de distribuciones, especialmente empleando
el mínimo CRPS. Como vemos asumir un tipo de distribución a este tipo de datos no
parece buena idea, puesto que dependiendo del parque la Normal Truncada, la Normal
Censurada o la Beta puede dar buenos o malos resultados, dependiendo de los datos.
4.8 Conclusiones y líneas futuras
Calcular la densidad predictiva de las predicciones es siempre un problema complicado,
y más aun si la variable a estudiar tiene las características de la potencia eólica. Como
vemos en los resultados mostrados asumir que la potencia eólica sigue una distribución
conocida no parece buena idea, por lo que el uso de una distribución como la de Má-
xima Entropía o el uso de un criterio que vaya seleccionando la distribución óptima en
cada instante de tiempo parecen ideas que mejoran las propuestas previas. Además, la
estimación de los momentos centrales es un problema básico para obtener una buena
estimación de la densidad predictiva, y en las propuestas previas dicha estimación se
limitaba al uso de la estimación muestral de los momentos.
Los tres puntos claves que proponemos en este tema son, por lo tanto, la estimación
adaptativa de los momentos condicionados, el uso como densidad predictiva de la dis-
tribución de Máxima Entropía y el uso de criterios de selección para emplear la dis-
tribución más adecuada en un instante de tiempo determinado.
En cuánto a la estimación adaptativa, se han realizado ya diferentes pruebas con
modelos semejantes empleando diferentes potencias y los resultados son similares. Una
posible ampliación sería añadir como regresores a los modelos predicciones pasadas y
no solo las predicciones presentes como empleamos actualmente.
La estimación de la distribución de Máxima Entropía conlleva resolver un problema
de programación no lineal en cada instante de tiempo, por ello una gran mejora com-
putacional sería obtener una forma recursiva de dicho algoritmo, puesto que al ser una
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distribución condicionada esta irá cambiando dependiendo del valor anterior. Otro re-
sultado interesante, sería la obtención de un criterio formal para que el número de mo-
mentos empleados en cada instante de tiempo fuera variando según las características
de los datos.
Por último, la selección de distribuciones es, como parecen indicar los resultados,
un método prometedor. El uso del mínimo CRPS como criterio de selección de dis-
tribuciones funciona de manera eficiente sin haber empleado un método de predicción
especialmente refinado. Otra idea a explorar será la de realizar una combinación de di-
ferentes distribuciones empleando el Brier Score, que nos dice que distribución es mejor
en diferentes tramos del dominio de la variable.
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Figura 4.11: Histograma de los valores PIT obtenidos para diferentes densidades pre-
dictivas estimadas para un parque eólico a horizonte h = 1.
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Figura 4.12: Histograma de los valores PIT obtenidos para diferentes densidades pre-
dictivas estimadas para un parque eólico a horizonte h = 6.
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Figura 4.13: Histograma de los valores PIT obtenidos para diferentes densidades pre-
dictivas estimadas para un parque eólico a horizonte h = 12.
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Figura 4.14: Histograma de los valores PIT obtenidos para diferentes densidades pre-
dictivas estimadas para un parque eólico a horizonte h = 24.
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Figura 4.15: Valor del Brier Score obtenido para las diferentes distribuciones estimadas
en un parque eólico empleando para diferentes horizontes de predicción h.
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Figura 4.16: Valor del CRPS para las diferentes distribuciones predictivas empleadas en
los diferentes parques eólicos disponibles.
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Figura 4.17: Comparación entre los percentiles obtenidos al evaluar la senda de densi-
dades predictivas estimadas en 5 parques eólico empleando diferentes distribuciones
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Capítulo 4. Densidad predictiva basada en momentos condicionados y máxima
entropía. Aplicación a la predicción de potencia eólica
Capítulo 5
Predicción de producción eólica
empleando modelos SETAR
La energía eólica tiene una clara desventaja respecto a otras fuentes de energía debido
a su incertidumbre. Dada la naturaleza estocástica del viento que moverá el rotor del
aeerogenerador, no es posible conocer con exactitud la la cantidad de potencia que se
generará en los próximos periodos. Por ello, el cálculo de predicciones es una tarea
crítica para poder gestionar esta energía y que pueda ser integrada en un sistema eléc-
trico. El horizonte de las predicciones dependerá de la tarea que estemos realizando.
Por ejemplo, para programar labores de mantenimiento en un parque eólico serán nece-
sarias predicciones de viento a varios días, mientras que para gestionar congestiones en
el sistema eléctrico el horizonte será de horas o minutos. Asimismo, para participar
en el mercado eléctrico diario, serán necesarias predicciones de hasta 48 horas de antici-
pación, mientras que la participación en mercados intradiarios precisan de predicciones
de hasta 4 horas de anticipación.
En este capítulo se van a mostrar predicciones a muy corto plazo, puesto que serán
predicciones a pocas horas. Este tipo de predicciones serán útiles para acudir a merca-
dos intradiarios de energía así como para gestionar y controlar el funcionamiento del
parque eólico.
5.1 Predicciones a corto plazo de potencia eólica
Existe una abundante bibliografía sobre modelos y métodos de predicción de potencia
eólica, así como de la modelización y predicción de la velocidad del viento, dirección y
demás factores que puedan afectar al rendimiento de un aerogenerador. Por ello solo
haremos una breve revisión acerca de algunas de las propuestas representativas que
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se han hecho empleando diferentes modelos de series temporales. En los estudios de
Costa et al. (2008) y Giebel et al. (2011) podemos ver una amplia revisión histórica de
las diferentes técnicas que se han ido proponiendo en los últimos 30 años.
Las diferentes propuestas de predicción empleando modelos de series temporales
pueden ser separadas en dos tipos. Por una parte tenemos los modelos univariantes, y
por otra los modelos de regresión dinámica en función de otra variable, que habitual-
mente será la velocidad prevista. Los primeros serán eficientes a horizontes de predic-
ción bajos, mientras que cuando dicho horizonte aumente los modelos de regresión
dinámica serán más adecuados.
Modelos univariantes
Seguramente el primer trabajo que predijo la potencia eólica generada empleando un
modelo univariante de series temporales fue el de Brown, Katz y Murphy (1984). Su
idea fue realizar una transformación sobre los datos de la velocidad del viento con una
frecuencia horaria mediante la raíz cuadrada para así obtener normalidad en los datos.
Entonces ajustaban a los datos transformados un modelo autorregresivo y realizaban
predicciones de la velocidad del viento, mediante las que extrapolaban los valores de la
potencia empleando una curva de potencia estimada.
Elmodelo univariante clásico en el análisis de series temporales lineales es el modelo
ARMA, gracias, especialmente, a la metodología desarrollada por Box y Jenkins (ver,
Box y Jenkins, 1970; Pankratz, 1983) que permitió su modelización de manera sencilla.
Fellows yHill (1990) desarrollaron un procedimiento basado en dichametodología para
calcular predicciones de la velocidad del viento. Otras propuestas de modelos lineales
ARMA aplicados a la energía eólica son, entre muchas otras, las de Tantareanu (1992),
Kamal y Jafri (1997) y Torres et al. (2005).
Bossanyi (1985) propuso aplicar un filtro de Kalman para predecir la velocidad del
viento con una frecuencia de 1 minuto empleando los 6 valores anteriores, en la que
fue una de las primeras propuestas de modelos que emplean estimación recursiva. El
uso de modelos no lineales, como ya explicamos en la sección 1.2.2 tiene el problema
del cálculo de las predicciones, que suele ser complejo y computacionalmente costoso.
Algunas propuestas de técnicas no lineales aplicadas a la energía eólica son Kariniotakis
et al. (1997), Kariniotakis et al. (1999) y Baïle et al. (2011), en las cuales se emplean
técnicas como Wavelets o redes neuronales.
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Modelos de regresión dinámica
Las propuestas vistas hasta ahoramodelizan o bien la potencia eólica o bien la velocidad
del viento, pero siempre de manera univariante. Otra opción es emplear modelos para
la potencia eólica con variables exógenas diferentes, como puede ser la velocidad o la
dirección del viento. Algunas propuestas son Nielsen et al. (1999), Giebel et al. (2001),
Landberg et al. (2002) o Sánchez (2006b).
En este capítulo vamos a emplear un modelo no lineal univariante sobre la potencia
eólica generada, en particular, usaremos un modelo SETAR inspirado en el compor-
tamiento mecánico del aerogenerador. Para la identificación de este modelo SETAR se
utilizará el procedimiento desarrollado en el capítulo 3.3. Además del modelo SETAR
para la esperanza condicionada, se utilizará un modelo adaptativo para la densidad
predictiva basado en la metodología desarrollada en el capítulo 4.
5.2 Modelos SETAR en potencia eólica
La utilidad de los modelos con umbrales va más allá de su uso como función a trozos.
Una de sus principales ventajas es que dependiendo de la complejidad de la estructura
idenfiticada, un modelo con umbrales puede servir para modelizar funciones no linea-
les más complejas. Por ejemplo, como mostraron Fan y Yao (2005, p.130), una función
sinusoidal puede ser aproximada por un modelo SETAR con 4 regímenes. Es decir, el
uso demodelos SETAR puede emplearse como aproximaciones de funciones no lineales
más complejas.
En ocasiones el uso de estructuras con más de una variable umbral nos permitirá
además poder interpretar el comportamiento de la serie a estudiar. Por ejemplo, Tiao y
Tsay (1994) propusieron modelizar el producto nacional bruto de EEUU empleando un
modelo SETAR con 4 regímenes, entre los que el proceso irá cambiando dependiendo
del valor del primer y del segundo retardo. Es decir, emplea dos variables umbral.
Para dichas variables el valor del umbral correspondiente es 0, por lo que, cada uno de
los regímenes se pueden interpretar en términos de periodos de recesión o expansión
económica.
Pinson et al. (2008), entre otros, muestran que la potencia eólica tiene diferentes
comportamientos dependiendo de diferentes regímenes. En particular, muestran cómo
la varianza de la potencia será más baja a niveles bajos y altos de producción, mien-
tras que tomará un valor más elevado en niveles medios. Por ello proponen emplear
diferentes modelos por umbrales con 3 regímenes, como son el SETAR, el STAR y el
MSAR. El problema principal de su propuesta es que la estimación del los umbrales
es realizada mediante un algoritmo de búsqueda intensiva, que seleccionará aquellos
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umbrales que minimicen la suma de cuadrados residual de la estimación, dado que
suponen que el número de parámetros AR en cada régimen es conocido. Además sólo
realizan predicciones a horizonte h = 1 para evitar el problema descrito en la sección
1.2.2.
La idea que ha motivado la modelización que aquí se propone es similar a la em-
pleada por Tiao y Tsay (1994). El objetivo es comprobar si el comportamiento de la
potencia eólica producida es igual cuando la producción crece y cuando decrece. Para
ello, buscaremos la existencia de un modelo SETAR cuya variable umbral será el incre-
mento del primer retardopt 1 = pt 1  pt 2. Este comportamiento diferenciado entre
los incrementos y los decrementos de potencia está justificado debido a la inercia de los
componentes mecánicos del aerogenerador, así como a otros instrumentos de control
del mismo que tendrán diferente comportamiento en las subidas y en las bajadas (ver,
p.ej., Burton et al., 2001). Para comprobar la posible existencia de un modelo SETAR
con esta estructura empleamos la herramienta ARLS descrita en 3.3.
En la figura 5.1 vemos el resultado obtenido en uno de los parques eólicos estudi-
ados al aplicar la herramienta ARLS empleando como variable umbral pt 1. En ese
caso, el procedimiento Aut-ARLS seleccionó estimar un modelo AR(1) con parámetros
variables y sin constante. En la figura vemos la secuencia de estimaciones del proceso
ordenado respecto apt 1. Como vemos la herramienta ARLS identifica claramento un
cambio de régimen en torno a 0, lo que confirma que la inercia de la potencia eólica ten-
drá un comportamiento diferente dependiendo de si está en un periodo de crecimiento
o decrecimiento.
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Figura 5.1: Estimación adaptativa de unmodelo TV-AAR(1) sobre la potencia ordenada
de acuerdo al incremento del primer retardo
Dado que hemos comprobado la existencia de dos tipos de comportamiento diferen-
ciados, será interesante comprobar qué sucederá en cada uno de los casos. Lo primero,
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por lo tanto, será comprobar qué sucede cuando la potencia generada decrece, es decir
cuando pt 1  0. Aplicamos a dichos datos el procedimiento automático Aut-ARLS
(ver sección 3.4), seleccionando el procedimiento como variable umbral el primer re-
tardo de la potencia pt 1 y encontrando un modelo con 3 regímenes. Es decir, se iden-
tifican regímenes de comportamiento diferentes para niveles bajos, medios y altos de
potencia. En la figura 5.2 podemos ver los umbrales detectados.
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Figura 5.2: Estimación adaptativa de unmodelo TV-AAR(1) sobre la potencia ordenada
de acuerdo a su primer retardo.
Repetimos el mismo experimento para el caso en el que la potencia generada crece
obteniendo resultados similares, solo que en esta ocasión, como podemos ver en la
figura 5.3, Aut-ARLS necesita 2 pasos para encontrar los umbrales. Es decir, como
explicamos en la sección 3.4 en realiza una estimación recursiva sobre el proceso or-
denado respecto a su primer retardo. Como vemos en la figura 5.3a, se identifica un
umbral cuando pt 1 = 0:6514. Entonces, el procedimiento automático, busca la posi-
ble existencia de más umbrales, seleccionando en el siguiente paso otro umbral cuando
pt 1 = 0:2988, como vemos en la figura 5.3b.
Así pues en los datos provenientes del parque analizado se ha identificado un mo-
delo SETAR con 6 regímenes de comportamiento, cuya estructura puede verse en la
figura 5.4. En ella podemos ver los 6 regímenes de comportamiento, los 3 de la parte
superior a la diagonal se corresponden a incrementos negativos de la potencia y los 3
de la parte inferior a los incrementos positivos.
5.2.1 Patrón común detectado
Una vez detectada una estructura en los datos provenientes de un parque eólico hemos
de comprobar si dicha estructura puede ser extrapolada a datos provenientes de dife-
rentes parques eólicos. Para ello hemos empleado datos de potencia eólica de distintas
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Figura 5.3: Estimación adaptativa de un modelo TV-AAR(1) sobre la potencia creciente
ordenada de acuerdo a su primer retardo
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Figura 5.4: Estructura SETAR con 6 regímenes detectada en potencia eólica.
características:
 36 ficheros de datos de potencia media producida por parques eólicos con una
frecuencia horaria. 18 de los parques tienen un tamaño en torno a las 5000 ob-
servaciones, 16 de ellos en torno a las 15000 observaciones y 2 cerca de las 38000
observaciones.
 19 ficheros de datos de potencia media generada por parques eólicos con una fre-
cuencia de 15minutos. El tamañomuestral de los ficheros está en torno a las 18000
observaciones.
 21 ficheros de datos de potencia media generada por aerogeneradores individua-
les de unmismo parque eólico con una frecuencia de 10minutos. El tamañomues-
tral de los datos supera las 51000 observaciones.
• • 
• • 
5.2. Modelos SETAR en potencia eólica 111
A todos los ficheros de datos descritos les aplicamos la herramienta Aut-ARLS para
que busque la posible existencia del modelo SETAR con 6 regímenes descrito anterior-
mente. El resultado fue que en los 76 ficheros de datos se encontró un modelo SETAR
con 6 regímenes. Además, en la figura 5.5 podemos ver los gráficos de caja de los um-
brales detectados para todos los ficheros de datos. Como vemos, a pesar de emplear
datos de diferentes frecuencias y tipos, se encuentra una estructura similar en todos los
ejemplos.
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Figura 5.5: Graficos de caja para los umbrales detectados en los 76 ficheros de datos
disponibles
5.2.2 Modelos SETAR
A la vista de los resultados, proponemos modelizar la potencia eólica pt producida me-
diante el modelo SETAR siguiente:
pt =
8>>>>>>>>><>>>>>>>>>:
AR(p1)+ e
(1)
t ; si pt 1  0 y pt 1  r1L
AR(p2)+ e
(2)
t ; si pt 1  0 y r1L < pt 1  r1U
AR(p3)+ e
(3)
t ; si pt 1  0 y r1U < pt 1
AR(p4)+ e
(4)
t ; si pt 1 > 0 y pt 1  r2L
AR(p5)+ e
(5)
t ; si pt 1 > 0 y r2L < pt 1  r2U
AR(p6)+ e
(6)
t ; si pt 1 > 0 y r2U < pt 1
; (5.1)
donde los valores rL y r

U son calculados de manera automática por la herramienta Aut-
ARLS para cada serie temporal concreta. Una vez seleccionados los ordenes autorregre-
sivos p1,...,p6 mediante el criterio propuesto por Galeano y Peña (2007), los parámetros
serán estimados mediante el método de mínimos cuadrados descrito en la sección 2.3.1.
En general, los modelos estimados en datos provenientes de las mismas frecuencias
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son muy semejantes en cuanto a la estructura autorregresiva estimada en cada regímen.
En (5.2) podemos ver la estructura de un parque con frecuencia horaria. Como vemos
el orden AR es 1 para todos los regímenes, y tan solo en alguno de los ejemplos aparece
un segundo orden autorregresivo para alguno de los regímenes. Otra característica
comúnmente observada es la falta de constante en los regímenes extremos, es decir,
cuando el proceso es decreciente y su primer retardo tiene un valor próximo a cero, y
cuando el proceso es creciente y su primer retardo toma un valor próximo a uno.
pt =
8>>>>>>>>><>>>>>>>>>:
0:93pt 1 + e
(1)
t ; si pt 1  0 y pt 1  0:37
0:02 + 0:87pt 1 + e
(2)
t ; si pt 1  0 y 0:37 < pt 1  0:69
 0:1 + 0:82pt 1 + e(3)t ; si pt 1  0 y 0:69 < pt 1
0:1 + 0:89pt 1 + e
(4)
t ; si pt 1 > 0 y pt 1  0:29
0:06 + 0:92pt 1 + e
(5)
t ; si pt 1 > 0 y 0:29 < pt 1  0:65
0:91pt 1 + e
(6)
t ; si pt 1 > 0 y 0:65 < pt 1
; (5.2)
En (5.3) vemos un ejemplo de modelo estimado en un parque con datos de frecuen-
cia 15 minutos. Como vemos la principal diferencia al aumentar la frecuencia es el
aumento del orden autorregresivo en los regímenes.
pt =
8>>>>>>>>><>>>>>>>>>:
1:19pt 1   0:30pt 2 + e(1)t ; si pt 1  0 y pt 1  0:31
0:01 + 1:31pt 1   0:46pt 2 + 0:14pt 3 + e(2)t ; si pt 1  0 y 0:31 < pt 1  0:77
0:04 + 1:32pt 1   0:4830pt 2 + e(3)t ; si pt 1  0 y 0:77 < pt 1
1:59pt 1   0:69pt 2 + e(4)t ; si pt 1 > 0 y pt 1  0:26
0:03 + 1:25pt 1   0:33pt 2 + e(5)t ; si pt 1 > 0 y 0:26 < pt 1  0:77
1:11pt 1   0:26pt 2 + 0:11pt 3 + e(6)t ; si pt 1 > 0 y 0:77 < pt 1
;
(5.3)
5.2.3 Modelos SETAR con densidad condicionada variable en el tiempo
Los modelos SETAR permiten que la media y la varianza del proceso cambien en el
tiempo dependiendo de los diferentes regímenes, pero dentro de los regímenes per-
manecerán constantes. En ocasiones, como mostramos en la sección 1.1.5, existe la posi-
bilidad de crear unmodelo que permita que la varianza cambie dentro de los regímenes,
empleando un modelo ARCH para la varianza condicionada. En esta sección vamos a
proponer emplear un modelo SETAR en el que el término de error irá cambiando de
forma similar a la mostrada en el capítulo 4. Es decir, dependiendo de un polinomio
de la potencia prevista cuyos parámetros cambiarán a lo largo del tiempo. De esta ma-
nera, permitiremos que los momentos condicionados de los residuos cambien a lo largo
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del tiempo sin depender exclusivamente de los regímenes. A este modelo lo llamare-
mos SETAR-TVCD (Self Exciting Threshold Autoregressive with Time Varying Conditional
Density), y vendrá definido por
pt = m (pt 1; :::; pt h) +  (pt 1; :::; pt h) ; (5.4)
dondem () es una función a trozos lineal con forma
m (pt 1; :::; pt h) =
8>>>>>>>>><>>>>>>>>>:
AR(p1) ; si pt 1  0 y pt 1  r1L
AR(p2) ; si pt 1  0 y r1L < pt 1  r1U
AR(p3) ; si pt 1  0 y r1U < pt 1
AR(p4) ; si pt 1 > 0 y pt 1  r2L
AR(p5) ; si pt 1 > 0 y r
2
L < pt 1  r2U
AR(p6) ; si pt 1 > 0 y r
2
U < pt 1
; (5.5)
y  () =Ee2t  sigue un polinomio definido por
 (pt 1; :::; pt k) = 0;t + 1;tbpt + 2;tbp2t + 3;tbp3t + vt; (5.6)
donde los valores bpt serán calculados empleando elmodelo autorregresivo dem (pt 1; pt 2)
correspondiente al regimen al que pertenezca la observación. De esta manera la es-
timación de (5.4) será realizada en dos etapas, primero estimaremos la media condi-
cionada (5.6) dependiendo del régimen al que pertenezca el proceso, para continuación
estimar demanera recursiva (5.6). La estimación recursiva se hará empleando elmétodo
de mínimos cuadrados adaptativos explicado en la sección 3.2.
5.3 Predicción empleando modelos SETAR-TVCD
Como dijimos en el capítulo 2.6 realizar predicciones empleando modelos SETAR será
complicado en la mayoría de los casos. De las diferentes opciones detalladas en dicha
sección, en esta tesis se ha empleado un procedimiento de Monte Carlo. Dicho proce-
dimiento se basa en la simulación de diferentes trayectorias que el proceso fptg podría
seguir al pasar del periodo t+h al t+h+1 a partir de la distribución de las predicciones
del horizonte h.
Sea Xt = fpt 1; pt 2g la variable umbral del modelo SETAR que empleamos para
calcular las predicciones. Si queremos calcular predicciones a horizonte h = 1, la va-
riable umbral Xt es conocida, por lo que la predicción p^t+1jt puede ser calculada di-
rectamente empleando el modelo autorregresivo correspondiente al umbral del modelo
SETAR (5.5) al que pertenezca.
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El problema surge al calcular predicciones a horizonte h = 2, puesto que la variable
umbral Xt sólo es observada en parte, así que no podremos asegurar a que umbral
pertenece la predicción p^t+2jt. Por ello, a partir de este instante de tiempo emplearemos
un procedimiento de Monte Carlo para simular diferentes trayectorias posibles que el
proceso podría tomar al pasar de t+ 1 a t+ 2:
Para simular las diferentes trayectorias vamos a emplear el método de estimación
de densidades predictivas mostrado en el capítulo 4. De esta manera, empleamos la
predicción p^t+1jt para estimar el j éstimo momento condicionado del error de predic-
ción mediante
m
(j)
t+1jt = Et+1
h
ejt+1jt
i
; j = 1; :::;M; (5.7)
donde la potencia del término de error se ajusta mediante el polinomio
ejt+1jt = 
(j)
0t+1 + 
(j)
1t+1p^t+1jt + 
(j)
2t+1p^
2
t+1jt + 
(j)
3t+1p^
3
t+1jt + vt+1; j = 1; :::M: (5.8)
Estimar el modelo (5.8) no es posible, puesto que los errores de predicción no serán
observados, ya que estamos realizando predicciones fuera de la muestra. Debido a ello
se emplearán los últimos estimadores de los coeficientes de (5.8) dentro de la mues-
tra, es decir, aquellos valores estimados en el instante de tiempo t condicionados a la
información contenida en el instante de tiempo t  1,
ejtjt 1 = ^
(j)
0tjt 1 + ^
(j)
1tjt 1p^tjt 1 + ^
(j)
2tjt 1p^
2
tjt 1 + ^
(j)
3tjt 1p^
3
tjt 1 + vt: (5.9)
De esta manera, emplearemos los valores ^(j)tjt 1 junto con la predicción p^t+1jt para
estimar los momentos condicionados del error de predicción a horizonte h = 1, es decir,
la estimación será
m
(j)
t+1jt = ^
(j)
0tjt 1 + ^
(j)
1tjt 1p^t+1jt + ^
(j)
2tjt 1p^
2
t+1jt + ^
(j)
3tjt 1p^
3
t+1jt; j = 1; :::;M: (5.10)
Una vez estimados los momentos condicionados podemos estimar como densidad
predictiva ft+1 de la predicción p^t+1jt las diferentes distribuciones mostradas en el capí-
tulo 4, es decir, la Normal truncada, la Normal censurada, la Beta y la de Máxima En-
tropía. Empleando esta distribución generamos B números aleatorios p^(i)t+1jt  ft+1,
para i = 1; :::B, desde los que se estiman B trayectorias posibles p^(i)t+2jt, mediante el
modelo SETAR (5.5) y empleando como variable umbral Xt+1 =
n
p^
(i)
t+1jt; pt
o
: Emple-
ando dichas trayectorias se calcula la predicción puntual, empleando alguna medida
de centralidad. En esta tesis se han calculado mediante la media y la mediana de las
trayectorias, es decir, se obtienen dos predicciones puntuales p^mediat+2jt y p^
mediana
t+2jt .
Para calcular predicciones a horizontes más altos se repite el mismo proceso que
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para horizonte h = 2. De esta manera, la predicción p^t+hjt dado que la predicción
p^t+h 1jt ha sido previamente calculada, se estima empleando B trayectorias posibles
que p^(i)t+h 1jt puede tomar. Para generar estos B valores se necesita la densidad pre-
dictiva ft+h 1: Como ya dijimos, dicha densidad predictiva se estima empleando los
momentos condicionadosm(j)t+h 1jt, que a su vez serán calculados mediante
m
(j)
t+h 1jt = ^
(j)
0tjt h+1+^
(j)
1tjt h+1p^t+h 1jt+^
(j)
2tjt h+1p^
2
t+h 1jt+^
(j)
3tjt h+1p^
3
t+h 1jt; j = 1; :::;M;
(5.11)
donde los valores ^(j)tjt h+1 son la última estimación obtenida dentro de la muestra a
horizonte h   1. Así, empleando los momentos condicionados m(j)t+h 1jt se estima la
densidad predictiva ft+h 1 y se generan B posibles trayectorias p^
(i)
t+h 1jt, desde las que
empleando el modelo SETAR se pueden calcular los B valores p^(i)t+hjt empleados para
calcular la predicción puntual mediante su media o su mediana.
5.4 Predicciones puntuales de producción eólica
En esta sección se comprueba la eficacia de los modelos SETAR propuestos en las sec-
ciones 5.2.2 y 5.2.3 realizando predicciones sobre los diferentes datos de potencia eólica
descritos en la sección 5.2.1. Compararemos los modelos SETAR entre sí, empleando las
diferentes distribuciones mostradas en el capítulo 4. Además, dichos modelos SETAR
son comparados con el mejor modelo lineal ARMA encontrado para cada fichero de
datos. Para ello, se ha empleado un procedimiento de búsqueda del orden óptimo del
modelo ARMA basado en la metodología Box-Jenkins, es decir, asumiendo que el pro-
ceso es estacionario, se seleccionan los órdenes máximos que el modelo ARMA puede
tomar empleando la función de autocorrelación simple y parcial. A continuación se es-
timan las diferentes combinaciones posibles empleando dichos órdenes máximos y se
selecciona aquél modelo que minimiza el criterio de selección AIC y el BIC. Por último
hemos empleado un modelo TV-AR con parámetros variables definido por
pt = 0t + 1tpt 1 + :::+ ptpt p + et; (5.12)
donde la estimación de los parámetros variables se realiza empleando el método de
mínimos cuadrados adaptativos descrito en la sección 3.2. Como factores de olvido se
empleó el factor de olvido variable basado en la distancia de Cook (ver sección 3.2)
y varios factores de olvido constantes, obteniendo mejores resultados con el factor de
olvido variable.
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Las predicciones en los modelos SETAR-TVCD han sido calculadas empleando el
procedimiento de Monte Carlo anteriormente descrito empleando B = 500 trayecto-
rias. Para las predicciones mediante el modelo SETAR con error homocedástico en cada
umbral se ha empleado un procedimiento de Monte Carlo similar al mostrado pero la
estimación de los momentos se ha realizado mediante la estimación muestral de los
momentos de los residuos dentro de cada régimen.
La muestra fue dividida en una submuestra de estimación y en otra de validación
sobre la que se realizaron las predicciones fuera de la muestra. El tamaño de la mues-
tra de estimación es fijado en el 75% de la muestra, por lo que el número de predic-
ciones puntuales calculadas, dado el tamaño habitual de los ficheros de potencia eólica
disponibles, supera las 2000. Las medidas calculadas para comparar los resultados son
son la raíz del error cuadrático medio (RECM) y el error absoluto medio (EAM).
En las tablas 5.1 y 5.3 vemos la media de los resultados para los 31 parques eólicos
con datos horarios. Además, para facilitar la comparación entre modelos las tablas 5.2
y 5.4 muestran las medidas de error relativas, que resultan de dividir cada medida de
error por la obtenida con el modelo SETAR-TVCD con distribución demáxima entropía.
Para la tabla del error cuadrático medio se usa como referencia la media de las trayec-
torias, mientras que para el error medio absoluto se usa la mediana de las trayectorias.
Es decir, siempre que el valor mostrado sea mayor o igual a 1, el modelo SETAR-TVCD
empleando el MEP (empleando la media o la mediana) será la mejor propuesta. Como
vemos en 5.2 en solo dos modelos SETAR empleando como distribución el MEP para
un horizonte h = 2 mejoran levemente al modelo SETAR-TVCD. Pero en general, los
resultados son mejores para el SETAR-TVCD con el MEP, mejorando por ejemplo para
un horizonte h = 6 un 26% el valor obtenido con el TV-AR y un 69% al modelo lineal.
En la tabla 5.4 vemos cómo los resultados se igualan más, pero aun así todos los valo-
res son mayores o iguales a 1. Aunque a horizontes 5 y 6, los valores obtenidos con el
SETAR-TVCD y con el TV-AR son prácticamente iguales.
Un comportamiento similar aunque con menos mejora para los modelos SETAR
puede observarse en datos con frecuencia de 15minutos, como puede verse en las tablas
5.5 y 5.7. Vuelve a no existir ningún valor menor a 1, con lo que el modelo SETAR-TVCD
siempre es mejor, aunque en ocasiones estará muy parejo a los valores obtenidos con el
modelo TV-AR, especialmente a horizontes altos y empleando el error medio absoluto.
Resultados similares se obtienen para datos provenientes de aerogeneradores con fre-
cuencia de 10 minutos, como puede verse en las tablas 5.9 y 5.11.
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5.5 Conclusiones
Los resultados obtenidos mediante el cálculo de predicciones en 72 ficheros de potencia
producida tanto por parques eólicos como por diferentes aerogeneradores de un mismo
parque y con diferentes frecuencias de tiempo, muestran que el modelo SETAR-TVCD
propuesto es una buena alternativa para predecir la producción eólica.
Esos mismos resultados obtenidos en datos de tan diferente procedencia nos con-
firman que la estructura de 6 regímenes detectada por la herramienta Aut-ARLS es
adecuada para todo tipo de datos de producción eólica, sin importar la frecuencia o si
son datos sobre la producción agregada de un parque o de la potencia desarrollada por
aerogeneradores particulares.
Además, confirmando lo observado en el capítulo 4, la distribución de Máxima
Entropía basada en la estimación adaptativa de los primeros cuatro momentos condi-
cionales mejora las restantes distribuciones paramétricas empleadas en este trabajo. Las
posibles líneas de investigación futuras se centrarán en la mejora del modelo SETAR-
TVCD propuesto. Una posible mejora podría obtenerse encontrando un criterio de se-
lección de momentos para la distribución de máxima entropía. Otra mejora posible
es la estimación de la media condicionada empleando un factor de olvido próximo a
1, o el uso de otro tipo de modelos como podría ser un modelo MSAR. También será
interesante realizar una evaluación de la densidad condicionada estimada.
Por último, posibles aplicaciones futuras sería probar si el patrón aquí detectado
aparece en otro tipo de datos como pueden ser parques eólicos marítimos (datos off-
shore) o en datos provenientes de los nuevos superaerogeneradores de más de 5 GW.
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Capítulo 6
Contribuciones de la tesis
A lo largo de esta tesis se han ido mostrando resultados que nos han permitido cumplir
el principal objetivo que nos planteamos al iniciarla, desarrollar técnicas para mejorar
la implementación de modelos de series temporales no lineales, con especial énfasis en
la predicción de potencia eólica.
El primer paso ha sido desarrollar una herramienta al estilo del correlograma en el
ámbito de las series temporales lineales que nos ayude a identificar un modelo por um-
brales. Para ello hemos propuesto una herramienta gráfica basada en la estimación
recursiva del proceso ordenado respecto a la variable que provoca la no linealidad.
Para comprobar si la estimación recursiva identificaba algún tipo de fenómeno no lineal
hemos propuesto la construcción de una región de confianza dentro de la cuál cualquier
ordenación de la variable que no provoque un cambio estructural en el proceso deberá
de permanecer. Para la construcción de la región de confianza mostramos cuál sería la
distribución asintótica del estimador para cualquier ordenación que se realice sobre el
proceso.
Como extensión a la herramienta gráfica de identificación fue desarrollado un pro-
cedimiento que permite la modelización de estructuras TAR de manera automática. El
procedimiento puede realizar la búsqueda de estructuras TAR empleando diferentes
variables, tanto retardos del mismo proceso, como variables exógenas, como combina-
ciones de ellas.
Una vez desarrollado un procedimiento que nos permite la identificación de un tipo
de modelo no lineal, estudiamos el problema de calcular predicciones empleando di-
chos modelos. Al hacerlo notamos que conseguir una buena estimación de la densidad
predictiva era clave para obtener buenas predicciones, puesto que su cálculo implica
la realización de simulaciones mediante un método de Monte Carlo. Por ello hemos
propuesto una estimación adaptativa de la senda de densidades predictivas. Las prin-
cipales novedades que introduce la estimación que proponemos son:
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(i) El uso de una estimación adaptativa de los momentos condicionados. En los tra-
bajos previos sobre estimación de densidades predictivas, los momentos eran cal-
culados empleando estimadores muestrales, sin tener en cuenta su posible evolu-
ción a lo largo del tiempo dependiendo del proceso.
(ii) El uso de la distribución de Máxima Entropía. La distribución de Máxima En-
tropía ha sido empleada en el ámbito de la producción eólica para estimar la den-
sidad incondicional de la velocidad del viento, pero no había sido empleada ni en
datos de producción eólica ni en la estimación de densidades condicionales.
Por último, empleando el procedimiento automático de identificación de modelos
TAR sobre datos de producción eólica encontramos un modelo SETAR con 6 regímenes.
En este trabajo hemos mostrado cómo dicha estructura SETAR se encuentra como pa-
trón común en datos de producción tanto horaria como diez minutal, así como en datos
tanto de parques eólicos como de diferentes aerogeneradores de un mismo parque. Em-
pleando la estructura común detectada hemos propuesto emplear para ajustar la pro-
ducción eólica un modelo SETAR con distribución condicionada que va variando con
el tiempo dependiendo del valor la potencia prevista. Para estimar dicha distribución
condicionada introducimos el uso de la distribución de Máxima Entropía con hetero-
cedasticidad condicional, en el cuál la varianza del proceso irá evolucionando dependi-
endo del valor de la potencia eólica prevista.
Las posibles líneas de investigación futuras a partir de los resultados aquí propues-
tos han sido mostradas a lo largo del trabajo, en las secciones 3.6, 4.8 y 5.5.
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