This paper presents a novel algorithm for semi-infinite programming which combines random constraint sampling with the classical primal-dual method. We show that this algorithm achieves an
Introduction
A semi-infinite programming (SIP) problem is an optimization problem where finitely many variables appear in infinitely many constraints. As pointed out in the review papers [24, 34, 44] , SIP has abundant applications such as Chebyshev approximation, robotics control, engineering design, statistical design, and mechanical stress of materials. In these examples, consideration of constraints on the state or the control of the system during a period of time or in every point of a geometric region (i.e. functional inequality constraints) is required.
We are interested in numerical methods for SIP in this paper. In particular, we develop a randomized primal-dual algorithm for SIP. A common template for first-order primal-dual algorithms for constrained optimization involves: (i) computing gradients of the Lagrangian saddle function with respect to the primal and dual variables; (ii) taking a descent step in the primal variables and an ascent step in the dual variables; and (iii) projecting the output onto any set constraints (see [37] ). In our case, the dual variables are measures on the constraint index set and so we need to construct a new type of prox function for the dual variable update. Most importantly, the dual variables can be scaled to probability distributions on the constraint index set which motives us to include random constraint sampling in each primal-dual iteration.
Related Work
There has been intense research on SIP over the last several decades. It poses a particular challenge since even evaluating the feasibility of a candidate solution is computationally demanding. We refer the reader to [6, 21, 24, 28, 34, 48] for some recent detailed overviews of SIP. Several algorithms have been proposed to solve semi-infinite linear and semi-infinite convex programming problems, e.g. [34, 45] discuss some SIP numerical methods.
Because SIP problems have infinitely many constraints, researchers have naturally developed cutting plane algorithms for this problem class. The algorithm in [20] is the prototype for several SIP cutting plane algorithms and it has been improved in various ways, such as in [2, 29, 38] . The main contribution of [38] is to extend the central cutting plane algorithm in [29] to a cutting surface algorithm that allows for nonlinear convex cuts. Cutting plane methods for linear SIP have been given special attention, e.g. [2, 19, 30, 49] .
In parallel, duality based approaches have also been developed for SIP. In the series of papers [27, 32, 33] , the authors use the special properties of SIP duality (namely, the existence of an optimal dual multiplier with finite support) to propose a numerical scheme for directly solving the primal and dual problems simultaneously. In [27] , for instance, this procedure takes the form of Wolfe's dual.
Finally, because of the unavoidable challenge of dealing with infinitely many constraints, [7, 8, 15] develop an SIP solution procedure based on random constraint sampling. The idea is to input a probability distribution over the constraints, randomly sample a modest number of constraints, and then solve the resulting relaxed problem. In [7] , the probability distribution over constraints is assumed to be either a measure of the relative importance of constraints or the actual probability of these constraints being realized. Intuitively, as long as a sufficient number of samples of the constraints is drawn, the resulting randomized solution should violate only a small portion of the constraints and achieve near-optimality.
SIP has recently been applied to dynamic programming. One popular approach for getting good solutions to high dimensional Markov decision processes is to approximate the value function by a linear combination of finitely many basis functions (the approximate linear programming (ALP) approach). The variables of the ALP are the basis function weights and each state-action pair corresponds to a constraint, which results in a linear SIP. Randomly sampling state-action pairs gives a relaxed linear programming problem which is tractable, as explored in [3, 14, 17] . In [3, 17] , the sampling distribution is assumed to be the occupation measure corresponding to the optimal policy. In [31] , an adaptive sampling approach called 'ALP-Secant' is proposed which is based on solving a sequence of saddle-point problems. It is shown that ALP-Secant returns a near optimal ALP solution and a lower bound on the optimal cost with high probability in a finite number of iterations.
Another major application of SIP is found in risk-aware optimization (e.g. [41, 42] ), and in particular, risk-constrained optimization (e.g. [9, 10, 11, 12, 23, 25, 26] ). The increasing concave stochastic order has a close connection with risk-averse decision making since it captures the preferences of all risk-averse decision makers. In [9, 10, 11, 22] , an elegant duality theory for stochastic dominance constrained optimization is developed and it is shown that utility functions emerges as the Lagrange multipliers of the stochastic dominance constraints. Relaxations of multivariate stochastic dominance have been proposed based on various parametrized families of utility functions, see [11, 22, 25, 26] . Computational aspects of the increasing concave stochastic dominance constrained optimization are discussed in [23, 25, 26 ].
Contributions
We summarize our contributions as follows:
• We develop a primal-dual algorithm for SIP that optimizes the primal decision variable and the dual multiplier, which is a measure on the constraint index set. First order primal-dual algorithms are a powerful tool for solving constrained convex optimization problems. However, it is computationally difficult to extend this class of algorithms to SIP where there are infinitely many constraints;
• We dynamically sample constraints according to the dual multiplier. Combining the primal-dual algorithm with random constraint sampling leads to a practical computational scheme. We show that this algorithm achieves an O(1/ √ T ) and O(1/ new prox function for measures allows us to obtain closed form solutions for the dual variable update in each iteration;
• As an application of our main development, we solve convex optimization problems with a finite (but possibly very large) number of constraints. We show that this algorithm also achieves an O(1/ √ T ) and O(1/ 4 √ T ) rate of convergence for bounds in probability, in terms of the optimality gap and constraint violation, respectively. This paper is organized as follows. In Section 2 we review preliminary material on convex SIP and its duality theory, as well as some standard notation. Section 3 introduces our new prox function on measures and a corresponding regularized saddle point problem which approximates our original SIP. Then, Section 4 develops our main randomized primal-dual algorithm for this regularized saddle point problem and reports our main convergence result. We gather our detailed proofs into the following Section 5 for clearer organization. Next, Section 6 discusses a randomized primal-dual algorithm for convex optimization problems with finitely many constraints. Finally, the paper concludes in Section 7.
Preliminaries
We begin with the ingredients:
• convex objective function f : X → R;
• collection of constraint functions: for each ξ ∈ Ξ, x → g(x, ξ) is a convex constraint function, where
The resulting semi-infinite programming problem is:
Problem (1) is a convex optimization problem under the above assumptions. Let x * ∈ X be an optimal solution of Problem (1). We define an ǫ optimal solution as an x ∈ X that is feasible to Problem (1) and that satisfies f (x) ≤ f (x * ) + ǫ. We make the following additional assumptions about the decision set X and the constraint index set Ξ.
We also assume the continuity and differentiability of f and g as follows.
Finally, we assume strong convexity of the objective f in this paper.
Assumption 2.3. f is strongly convex with parameter σ > 0, i.e., for any x, z ∈ X ,
The following standard notation appears throughout our paper to describe the constraints. Define C (Ξ) to be the space of continuous functions in the supremum norm f C(Ξ) sup ξ∈Ξ |f (ξ)|. Then we may define G : X → C (Ξ) where [G (x)] (ξ) = g (x, ξ) for all ξ ∈ Ξ as shorthand for the constraints. The cone consisting of all non-negative continuous functions in C (Ξ) is C + (Ξ), and the order in C (Ξ) is determined by C + (Ξ) (i.e., for any f 1 , f 2 ∈ C (Ξ), f 1 ≤ f 2 is equivalent to f 2 − f 1 ∈ C + (Ξ)). Now, we may rewrite Problem (1) compactly as P : inf
We recall that C (Ξ) is a Banach space and its dual C (Ξ) * is the space of finite signed measures on (Ξ, B), denoted by M (Ξ), where B is the Borel sigma algebra on Ξ. We set M + (Ξ) to be the set of non-negative measures in M (Ξ). The duality pairing for Λ ∈ M (Ξ) and f ∈ C (Ξ) is given by the integral Λ, f ´Ξ f (ξ)Λ(dξ). Throughout, we equip the space M (Ξ) with the weak-star topology. Specifically, a base at Λ ∈ M (Ξ) for this topology is given by sets of the form
The dual to Problem P is then
where d(·) is the dual functional (which is automatically concave in Λ). The corresponding saddle-point form of Problem P is
which is always equivalent to Problem P under some constraint qualification condition. In convex optimization, Slater's constraint qualification is a sufficient condition for strong duality, i.e. for the optimal values of Problems P and D to be equal and for both optimal values to be attained. Assumption 2.4. (Slater's constraint qualification) There exists anx ∈ X such that g (x, ξ) < 0, ∀ξ ∈ Ξ.
A pair of ( x, Λ) ∈ X × M + (Ξ) is said to be a saddle-point for Problem (2) if
We denote such a saddle-point as (x * , Λ * ), which satisfies
by definition.
The connection between saddle-points of Problem (2) and optimal primal-dual pairs of Problems P and D is formalized in the next theorem.
Theorem 2.5. [27, Theorem 4] Let Assumptions 2.1(i)(ii) and 2.4 be satisfied. If the minimum of the primal Problem P is achieved by some x * ∈ X , then there exists a solution Λ * ∈ M + (Ξ) to the dual Problem D, and (x * , Λ * ) is a saddle point for Problem (2), i.e.,
Conversely, if (x * , Λ * ) ∈ X ×M + (Ξ) is a saddle point for Problem (2) , then x * and Λ * are optimal solutions for Problem P and Problem D, respectively.
Now let P (Ξ)
{φ ∈ M (Ξ) :´Ξ φ(dξ) = 1, φ ≥ 0} be the unit simplex in M (Ξ) and let Λ T V ´Ξ |Λ| (dξ) be the total variation norm for Λ ∈ M (Ξ). The following condition is assumed for our duality theory, which will be used to restrict the set of optimal solutions of Problem D to within a bounded set (bounded in the total variation norm).
Assumption 2.6 bounds the gradients of the constraint functions x → g(x, ξ) away from zero at the optimal solution x * for any ξ ∈ Ξ. If for some ξ ∈ Ξ, 0 ∈ ∇ x g(x * , ξ), then we can put all mass of φ on such a ξ. For example, Assumption 2.6 is satisfied when all x → g(x, ξ) for ξ ∈ Ξ are strictly increasing at x * . Assumption 2.6 in this work is similar to Assumption 3 in [37] . Based on Assumption 2.6, we obtain the next technical lemma.
Lemma 2.7. Suppose Assumptions 2.2(i)(ii)(iv) and 2.6 hold. Any optimal solution Λ * of Problem D is bounded above by L f /κ in the total variation norm, i.e, Λ * T V ≤ L f /κ. Proof. We can rewrite Problem P with a single constraint as
The dual to Problem (5) is by definition
By [1, Theorem 15.11] , the set P(Ξ) is compact in the weak-star topology since Ξ is compact, and the mapping φ →´Ξ g (x, ξ) φ (dξ) is continuous with respect to the weak-star topology on P(Ξ). We can rewrite ψ(x) = max φ∈P(Ξ)´Ξ g (x, ξ) φ (dξ), and so Problem (6) can be rewritten as
Redefining Λ = ρφ gives the equivalent saddle-point problem
and establishes that ρ =´Ξ Λ (dξ) . Now, by Assumptions 2.2(i)(ii), the first order optimality condition for Problem (5) is ∂f (x * ) + ρ * ∂ψ(x * ) = 0, and thus
We introduce an additional parameter θ > 0 which is a user-defined constant used later to check feasibility of the output of our primal-dual algorithm, i.e., to bound the violation of the constraints of Problem P. In our upcoming main result Theorem 4.3, we will see a tradeoff between the bound on the optimality gap and the bound on the feasibility gap through the choice of θ. Let ρ U (θ) L f /κ + θ be a constant that depends on θ and denote V {Λ ∈ M + (Ξ) : Λ, 1 ≤ ρ U (θ)}. Lemma 2.7 allows us to restrict the feasible region of Problem D to the set V (since V contains an optimal solution of Problem D), and so that we can focus attention on solving the saddle-point problem
Our upcoming primal-dual algorithm is designed to solve Problem P via Problem SP. The advantage of Problem SP over Problem (2) is that the dual variable Λ is bounded in Problem SP. We again emphasize that the dual space V is equipped here with the weak-star topology, not the norm topology. Section 2 . is the usual Euclidean norm.
d is the dimension of constraint index set. θ > 0 is a user-defined constant used to check feasibility of the output of our primal-dual algorithm. κ > 0 is used to bound the set of optimal solutions to the dual of Problem P.
φ u is the uniform probability measure on Ξ, that is,
ξ ∈ Ξ is the center of the largest Euclidean ball which can be included in Ξ. R Ξ is the radius of the largest ball which can be included in Ξ. B RΞ (ξ) is the Euclidean ball with radius R Ξ centered atξ.
≤ 1, the ratio between the volume of largest ball B RΞ (ξ) in Ξ and the volume of Ξ.
The Regularized Saddle-Point Problem
The dual variables for Problem P lie in M + (Ξ). So, to perform a mirror descent type update, we must construct a new prox function on M + (Ξ). However, the inner maximizer over Λ ∈ V of Problem SP may return a point measure in which case the prox function term could be unbounded. This situation presents many difficulties when trying to analyze the convergence of a primal-dual algorithm for Problem SP (see Remark 5.24 for further explanation). To avoid this difficulty, we will regularize the Lagrangian so that the maximizer over Λ ∈ V of the regularized Lagrangian will never be a point measure. The price we need to pay for this regularization is the need to then guarantee that the maximization over Λ ∈ V of the regularized Lagrangian closely approximates the inner maximization over Λ ∈ V in Problem SP (see Lemma 5.21) . In Subsection 3.1, we define a new distance metric between two non-negative finite measures (this metric will be our new prox function), which is a key element in our algorithm design and convergence analysis. Then, Subsection 3.2 introduces the necessary regularization and provides for the existence of a saddle point of the regularized problem based on Fan's minimax theorem.
Distance Metric between two non-negative measures
In this subsection, we define a distance metric between two non-negative measures on the constraint index set Ξ. This metric will be used as a prox function on M + (Ξ). As we will see, our new prox function is a generalization of the Kullback-Leibler divergence between two probability distributions.
For two finite signed measures Λ, Γ ∈ M (Ξ), Λ ≪ Γ denotes that Λ is absolutely continuous with respect to Γ . We define a new distance metric between two non-negative measures over Ξ as follows. 
which is exactly the Kullback-Leibler divergence D(φ, ϕ) between φ and ϕ (see [4] ). Therefore, our definition can be considered as a generalization of the Kullback-Leibler divergence.
For any non-negative measure Λ ∈ M + (Ξ), define
which denotes the associated total variation norm of Λ, and the scaling of Λ that produces a probability measure, respectively. Further, we define the function H : R + × R ++ → R as follows,
In Lemma 5.2, we will show that H(ρ(Λ), ρ(Γ )) connects B(Λ, Γ ) and D(φ(Λ), φ(Γ )).
The Regularized Saddle-Point Problem
We define φ u ∈ P (Ξ) to be the uniform probability density on Ξ, that is,
, and define Λ u ρ 0 φ u as a uniform measure on Ξ where Λ u (ξ) = m u ρ 0 p u for all ξ ∈ Ξ. As we mentioned earlier, the inner maximizer over Λ ∈ V in Problem SP can return a point measure.
In this case, the prox function term B (Λ, Λ u ) would be unbounded and we would encounter difficulties in the convergence analysis (see Remark 5.24) . Therefore, we introduce a regularized saddle-point problem where the inner maximizer over Λ ∈ V cannot be a point measure. In the regularized saddle-point problem, the prox function term B (Λ, Λ u ) will remain bounded and our convergence analysis will go through (see Lemmas 5.23 and 5.30 ). We introduce a regularization term B (Λ, Λ u ) and define the regularized Lagrangian as follows,
where R ∈ (0, 1] is the regularization parameter. Clearly, x → L R (x, Λ) is convex and Λ → L R (x, Λ) is concave due to the convexity of Λ → B (Λ, Λ u ) (see Lemma 5.1). The corresponding regularized saddle-point problem is
We denote such a saddle point as (x * R , Λ * R ), which also satisfies
We will argue that the existence of saddle point of the regularized Problem SP R is guaranteed by Fan's minimax theorem (Theorem A.2 in Appendix). In this argument, we equip the dual space V with the weak-star topology (instead of the total variation norm topology). This choice of topology is essential in Subsection 5.2 and in the proof of existence of a saddle point for the regularized Problem SP R . Theorem 3.3. Suppose Assumptions 2.1(i)(ii), and 2.2(i)(ii)(iii) hold. There exists a saddle point (x * R , Λ * R ) for Problem SP R , i.e.,
Proof. From Assumption 2.1(i), X is compact and is Hausdorff since X ⊂ R m ; from Lemma 5.11 and Lemma A.1 (in the Appendix), the set V is weak-star compact and Hausdorff. Further, L R (x, Λ) is a real-valued function defined on X × V. Second, for every Λ ∈ V, L R (x, Λ) is continuous on X due to Assumption 2.2(i)(ii); from Lemma 5.14, for every x ∈ X , L R (x, Λ) is upper semi-continuous with respect to the weakstar topology on V. Third, notice that since
Therefore, all conditions in Theorem A.2 are satisfied and we arrive at the desired conclusion.
Define Λ R, x ∈ V to be a solution to the inner maximization in Problem SP R for fixed x ∈ X , i.e.,
To guarantee that SP R closely approximates SP, we require two conditions to be satisfied. First, R should be sufficiently small. Second, B (Λ R, x , Λ u ) should be bounded for all x ∈ X . Throughout this work, for any arbitrarily small positive number ǫ > 0, we pick regularization parameter
+A is a positive constant, and where
21, we will show that the constant −ρ U (θ)R log(R)d +RC is a bound on the gap between the values of the inner maximization over V of the regularized Lagrangian and the inner maximization over V of the original Lagrangian. To make this bound smaller than some ǫ > 0, we require thatR ≤ min
2 , which will be reflected in Lemma 5.22. Moreover, the fact thatR ≤ ǫ ρ0 will be used in the proof of Theorem 4.3 which bounds the optimality gap.
The Primal-Dual Algorithm
First order primal-dual methods are a well known technique for obtaining ǫ optimal solutions to saddle point problems. The template primal-dual algorithm computes the gradients of the saddle function with respect to the primal and dual variables, takes descent and ascent steps, and then projects the results back onto the implicit constraints (see [37] for example). In this section, we introduce random constraint sampling into the primal-dual template to solve Problem SP R . It is advantageous for us that the probability density associated with each dual update can be obtained in an explicit closed form, which allows us to dynamically update the constraint sampling distribution.
We now describe the details of our algorithm for Problem SP R . Given x t at iteration t, the conceptual step for the updated x t+1 at iteration t + 1 is arg min
where γ t > 0 is the step length at iteration t. The first term in square brackets in (10) is a penalty function that discourages moving in directions that are not perpendicular to the gradient of f (x) + Λ, G (x) − R B (Λ, Λ u ) with respect to x, which is ∇f (x) + Λ, ∇G (x) . In other words, this term focuses on the improvement in the objective function. The second term is a two norm distance measure that plays the role of a projection onto X , it stresses feasibility of x t+1 and discourages movement away from x t . This second term is referred to as the Euclidean prox-function and is strongly convex, thus ensuring the existence of an optimal solution of (10).
Problem (10) is a convex optimization problem. Since (10) is tractable as long as the potentially high dimensional expectations in the term E ξ∼φ(Λt) [∇ x g (x t , ξ)] can be handled. We generate N ≥ 1 samples ξ n t from Ξ, n = 1, 2, . . . , N , from the density φ(Λ t ) and then we replace
In the Λ−update, we useR B (Λ, Λ u ) directly and so the dual update for t ≥ 0 is
We note that the optimization (12) over Λ ∈ V can be transformed into two-stages.
Lemma 4.1. The optimization (12) over Λ ∈ V is equivalent to a two-stage optimization problem: in the first stage, we optimize over φ ∈ P(Ξ) to obtain φ(Λ t+1 ),
and then in the second stage, we optimize over
The measure ρ(Λ t+1 )φ(Λ t+1 ) ∈ V is a solution of (12).
Problems (13) and (14) are convex optimization problems due to the convexity of φ → D(φ, ϕ) for all fixed ϕ (see [36] ) and the convexity of ρ → H(ρ, ρ ′ ) for all fixed ρ ′ > 0 (see Lemma 5.3). Solving (13) requires handling the potentially high dimensional expectations with respect to φ in its objective, but this expectation cannot be replaced by its sample average approximation apriori because the minimization is with respect to φ. Fortunately, from (13), we can obtain the closed form of φ(Λ t+1 ) explicitly by using the calculus of variations. Obviously, φ(Λ t+1 ) should be absolutely continuous with respect to the uniform probability measure φ u over Ξ, since otherwise, D(φ(Λ t+1 ), φ u ) would be +∞ contradicting the choice of φ(Λ t+1 ) as a minimizer of (13) . Thus, Problem (13) has a solution that is a probability density.
(constant stepsize), for all t = 1, 2, . . . , T − 1. 2 for t = 0, 1, 2, . . . , T − 1 do 3 Obtain x t+1 using (11), 4 Obtain Λ t+1 using (12) (which is equivalent to solving (13) and (14)). 5 end for
Lemma 4.2. The probability density solving Problem (13) is
The expression for φ(Λ t+1 ) above includes a high dimensional expectation in its denominator, i.e. the normalization constant defining φ(Λ t+1 ), but its computation can be avoided when sampling from φ(Λ t+1 ). For example, methods such as the Metropolis-Hastings algorithm (see [46, Chapter 7] ) use the "relative density" of different elements in Ξ for sampling. The relative density is proportional to the numerator of the above expression and is not affected by the denominator. Thus, the φ(Λ t+1 )−update is essentially
As our the primal-dual algorithm progresses, this distribution will approach a dual optimum for the regularized saddle-point Problem SP R , i.e., it will approach φ(Λ * R ). We now define a term which will appear in the bounds on the optimality gap and constraint violation in our main result Theorem 4.3. Define
The next theorem gives theoretical guarantees for the performance of our primal-dual algorithm. Specifically, it provides a probabilistic bound on the optimality gap and constraint violation of the averaged primal iterates x T . Theorem 4.3. Suppose Assumptions 2.1, 2.2, 2.3, 2.4, and 2.6 hold. Letx T be the solution obtained by Algorithm 1 after T iterations. Then, with probability 1 − 3δ, we have √ T ) rate of convergence, in terms of optimality gap and constraint violation, respectively, where T is the number of iterations. The term ǫ comes from the regularization parameterR(ǫ) defined in Subsection 3.2. Notice that there is a tradeoff in the bounds in ǫ since µ(ǫ, θ, δ) is decreasing in ǫ. Furthermore, µ(ǫ, θ, δ) is increasing in θ and decreasing in δ.
In the proof of Theorem 4.3 in Subsection 5.5, we will see that how the probabilistic bound on constraint violation is obtained. Actually, we will first bound the constraint violation of x * R , that is, with probability at
Then, we show that x T approaches x * R as T becomes large, which is formally stated in Lemma 5.29: with probability at least
, by taking the union bound we then conclude that g(
, ∀ξ ∈ Ξ with probability at least 1 − 2δ.
Proofs of Main Results
We organize our main proofs in this section. In Sections 3 and 4, we informally explained why we needed to introduce the regularized saddle-point Problem SP R , and then we described a randomized primal-dual algorithm to solve Problem SP R . We now need to investigate three key issues in order to provide formal bounds on the optimality gap and constraint violation of the output of our algorithm. First, the rigorous proof of the existence of a saddle-point of Problem SP R should be provided, for which we verify the conditions of Fan's minimax theorem (which is Theorem A.2 in Appendix). Second, we need to justify using Problem SP R to approximate Problem SP by arguing that the gap between the value of the inner maximization over V of the regularized Lagrangian and the value of the inner maximization over V of the original Lagrangian can be made arbitrarily small. Third, we must show that the average primal and dual solutionsx T =
t=0 Λ t returned by our randomized primal-dual algorithm approximate a saddle-point of Problem SP R with high probability.
This section is organized as follows. In Subsection 5.1, we study some properties of the new distance metric B(·, ·), which indicate that it has all the properties required of a prox function (see [13, Section 3.2] ). Subsection 5.2 includes the results required by Theorem 3.3 to prove the existence of a saddle point of Problem SP R . In Subsection 5.3, we bound the gap between the values of the inner maximization of the regularized Lagrangian and the inner maximization of the original Lagrangian. Subsection 5.4 gives the proofs of Lemma 4.1 and Lemma 4.2, which are the core features of the dual variable update in our randomized primal-dual algorithm. Subsection 5.5 analyzes the primal and dual updates of our randomized primal-dual algorithm as well as the averaged primal and dual solutions x T and Λ T . Finally, the proof of our main result Theorem 4.3 is presented in Subsection 5.6.
Properties of Prox Function B
In this subsection, we will develop several properties of the new distance metric B(·, ·). The next lemma shows that the mapping Λ → B(Λ, Γ ) is convex, for any fixed Γ .
where the inequality follows from convexity of x log x in x > 0, i.e., (
If either Λ 1 or Λ 2 is not absolutely continuous with respect to Γ (without loss of generality, assume that Λ 1 is not absolutely continuous with respect to Γ ), then we have for µ ∈ (0, 1),
The following result gives another expression for B(Λ, Γ ). In Section 4, the dual update of Λ t ∈ V is transformed into a two-stage optimization problem: in the first stage, we optimize over φ ∈ P(Ξ) to obtain φ(Λ t ), and then in the second stage, we optimize over ρ ∈ [0, ρ U (θ)] to obtain ρ(Λ t ). This transformation relies on the next lemma.
Lemma 5.2. For any two non-negative measures Λ and Γ over Ξ, we have
Proof. From the definition of B(Λ, Γ ), we first consider the case that Λ ≪ Γ ,
where the second equality follows from log(
ρ(Γ ) ), and third equality holds becausé
The next lemma reports several properties of the function H. Proof. From direct calculation, we see The Kullback-Leibler divergence for any two probability distributions is non-negative (see [4] ). The following result shows that B(Λ, Γ ) is also non-negative for any two non-negative measures Λ, Γ ∈ M + (Ξ). Proof. First, the Kullback-Leibler divergence for any two probability distributions is non-negative and it equals zero if and only if the two probability distributions are the same (see [4] ). Second, H(ρ(Λ), ρ(Γ )) ≥ 0, and it equals zero if and only if ρ(Λ) = ρ(Γ ) from Lemma 5.3. Based on these two observations, and from Lemma 5.2, we arrive at the conclusion.
We recall the definition of the Gateaux differential from [35 
exists, it is called the Gateaux differential of T at x with increment h. If the limit (16) exists for each h ∈ X, the transformation T is said to be Gateaux differentiable at x. 
, which is continuous in λ. From Example 2 in ([35, Section 7.2]), we see that the Gateaux differential of B (Λ, Λ u ) at Λ with increment h is δB(Λ; h) =´Ξ log Λ(ξ) mu h(ξ)dξ. Then, it can be directly verified that 
Inequality (17) obviously holds for x = 0. For x > 0, the function K(x)
3x ≥ 0. Thus, from Taylor's expansion, we have that for any x > 0, there exists z which is between 1 and x, such that
proving (17) . For any Λ, Γ ∈ M + (Ξ), there always exists Φ such that Λ ≪ Φ and Γ ≪ Φ (for example, take Φ = Λ+Γ ). Abusing notation, we let Λ(ξ) = Λ(dξ)/Φ(dξ) and
where the first inequality follows from (17), the second follows from the Cauchy-Schwarz inequality, and the last follows because Λ T V ≤ ρ and Γ T V ≤ ρ. If Λ ≪ Γ , the inequality is straightforward since B(Λ, Γ ) = +∞.
Remark 5.10. Pinsker's inequality (see [43] ) states that, for any two probability measures φ, ϕ ∈ P(Ξ), we have D(φ, ϕ) ≥ 1 2 φ − ϕ 2 T V . Clearly, Lemma 5.9 is a generalization of Pinsker's inequality. Also, from Lemmas 5.7 and 5.9, we see that for any two non-negative measures Λ, Γ ∈ M + (Ξ) with Λ T V ≤ ρ and 
Existence of Saddle Point for Problem SP R
This subsection provides some topological results which are used to prove the existence of a saddle point of the regularized Problem SP R in Theorem 3.3, which is the foundation of this work.
Lemma 5.11. Suppose Assumption 2.1(ii) holds. The set V is compact in the weak-star topology.
Proof. Let {Λ n } n≥1 ⊂ V be a sequence of non-negative measures on the compact set Ξ. By Alaoglu's theorem and the Riesz representation theorem, there exists a subsequence of {Λ n } n≥1 converging to a linear functional F on C (Ξ) with F C(Ξ) * ≤ ρ U (θ). Further, this F is non-negative and F (1) ≤ ρ U (θ), where 1 ∈ C (Ξ) is the constant function everywhere equal to one on Ξ. It follows that F corresponds to a nonnegative measure in V. Hence, for any sequence of measures in V, there exists a subsequence converging to a measure in V in the weak-star topology.
Remark 5.12. Lemma 5.11 is implied by Theorem 8.6.2 in [5] : Let X be a complete separable metric space and let M be a family of Borel measures on X. Then the following conditions are equivalent: (i) every sequence {µ n } n≥1 ⊂ M contains a weakly convergent subsequence; (ii) the family M is uniformly tight and uniformly bounded in the total variation norm. (The family M is called uniformly tight if for every ε > 0, there exists a compact set K ε such that |µ| (X \ K ε ) < ε for all µ ∈ M.)
The following result is cited from [18] , it will be used to show that the mapping Λ → B (Λ, Λ u ) is lower semi-continuous with respect to the weak-star topology in V.
Theorem 5.13. [18, Theorem 5.27] Let E be a compact subset of R N , and let f : R → (−∞, ∞] be convex and lower semicontinuous. Denote
is sequentially lower semicontinuous with respect to weak-star convergence in M (E).
The following result says that for each x ∈ X , the mapping Λ → L R (x, Λ) is upper semi-continuous with respect to the weak-star topology in V.
Lemma 5.14. Suppose Assumptions 2.1(ii) and 2.2(iii) hold. For each x ∈ X , the mapping Λ → Λ, G(x) − R B (Λ, Λ u ) is upper semi-continuous with respect to the weak-star topology in V.
Proof. Let {Λ n } n≥1 ⊂ V converge to Λ in the weak-star topology in V. Since G(x) ∈ C (Ξ) from Assumption 2.2(iii), the mapping Λ → Λ, G(x) is continuous with respect to the weak-star topology in V according to the definition of weak-star topology. In addition, Ξ is compact from Assumptions 2.1. Noting that B (Λ, Λ u ) =´Ξ c(Λ(ξ))dξ where c(λ) log( λ mu )λ − (λ − m u ), λ ≥ 0, and that c(λ) is convex and continous in λ, we establish that the mapping Λ → B (Λ, Λ u ) is lower semi-continuous with respect to the weak-star topology in V by invoking Theorem 5.13. Since R ∈ (0, 1], and the negative of a lower semi-continuous is upper semi-continuous, we arrive at the desired conclusion.
Remark 5.15. As in the proof of Theorem 3.3, we prove the existence of a saddle point of the regularized Problem SP R by verifying the conditions in Theorem A.2. Lemmas 5.11 and 5.14 are two key components of the conditions we need to verify to invoke Theorem A.2.
Maximization over V of the Regularized Lagrangian
The goal of this subsection is to provide an explicit bound on the gap between the value of the inner maximization over V of the regularized Lagrangian and the value of the inner maximization over V of the original Lagrangian. We show that this bound can be made arbitrarily small, which is necessary to justify using the regularized Problem SP R to approximate the original Problem SP.
Lemma 5.16. There is a one-to-one correspondence between Λ ∈ M + (Ξ) and (ρ(Λ), φ(Λ)) ∈ R + × P(Ξ).
Proof. On one hand, for any non-negative measureΛ ∈ M + (Ξ), the definitions of ρ(.) and φ(.) give
) which is an unique element in R + × P(Ξ). On the other hand, for any (ρ,φ) ∈ R + × P(Ξ), we may defineΛ =ρφ, which is the unique element in M + (Ξ) such thatρ = ρ(Λ) andφ = φ(Λ).
is full dimensional, there exist balls contained in Ξ. Let R Ξ be the radius of the largest ball which can be included in Ξ. Specifically, there existsξ ∈ Ξ such that
where B RΞ (ξ) is the Euclidean ball with radius R Ξ centered atξ.
The following lemma is an intermediate result, where we use the assumptions that Ξ is full dimensional and convex. Together with Lemmas 5.18 and 5.19, this result provides an important inequality that will be used later in Lemma 5.21 to compare the original and regularized saddle-point problems.
Lemma 5.17. Suppose Assumptions 2.1(ii)(iii) and 2.2(iii)(vi) hold. For any fixed R ∈ (0, 1], and x ∈ X , we haveˆΞ
Proof. Take any R ∈ (0, 1], and x ∈ X . Then, we havé
ξ *
x − ξ dξ, where ξ * x ∈ arg max ξ∈Ξ g(x, ξ) (from Assumption 2.1(ii) and 2.2(iii), for any x ∈ X , g(x, ξ) is continuous in ξ ∈ Ξ and Ξ ⊂ R d is compact), and where the last inequality follows since max ξ∈Ξ g(
Since Ξ is convex by Assumption 2.1(iii), we deduce
which implies that, for any ξ ∈ B RRΞ (ξ R ), there exists an element ξ ′ ∈ B RΞ (ξ) such that ξ = Rξ ′ +(1−R)ξ * x . Then, for any ξ ∈ B RRΞ (ξ R ), we have
Therefore,´Ξ
where the first inequality follows by (19) , the second follows by (20) , and the last equality follows sincé
is the volume of the Euclidean ball with radius RR Ξ in a d-dimensional space.
Notice that P(Ξ) is compact since Ξ is compact in the weak-star topology [1, Theorem 15.11], and φ → E ξ∼φ [g (x, ξ)] − R D (φ, φ u ) is upper semi-continuous in φ ∈ P(Ξ) with respect to the weak-star topology by the same reasoning as Lemma 5.14. Therefore, the maximizer of E ξ∼φ [g (x, ξ)] − R D (φ, φ u ) is attained in φ ∈ P(Ξ), and we may denote it as
The following result verifies that the inner maximization of Problem SP R can be transformed into a two-stage optimization problem. Notice that on the right hand side of (21), the inner maximization problem in φ does not depend on the outer optimization over ρ.
Lemma 5.18. Suppose Assumption 2.1(ii) holds. For any R ∈ (0, 1], and x ∈ X , we have
Proof. From Lemma 5.2, we directly obtain
Next, Lemma 5.16 shows that there is a one-to-one correspondence between Λ ∈ V and (ρ(Λ), φ(Λ)) ∈ [0, ρ U (θ)] × P(Ξ). We observe that the inner maximization in the right hand side of (21) is decoupled from the outer one, so we arrive at the conclusion.
The next lemma is an intermediate result, which shows that the inner optimization problem in (21) can be explicitly solved by the calculus of variations. Clearly, the inequality in Lemma 5.17 can be used to bound max φ∈P(Ξ) {E ξ∼φ [g (x, ξ)] − R D (φ, φ u )}, and this bound plays an important role later in establishing Lemma 5.21.
Lemma 5.19. Suppose Assumption 2.1(ii) holds. For any R ∈ (0, 1] and x ∈ X , the probability density
Furthermore,
Proof. We note that
} is a constrained calculus of variations problem:
By using Euler's equation in the calculus of variations (see Section 7.5 in [35] ), we obtain after simplification,
where C = υ −R log(p u ) −R and υ is the Lagrange multiplier of the constraint´Ξ φ(ξ)dξ = 1. From (22) and the constraint´Ξ φ(ξ)dξ = 1, we obtain
Therefore, by replacing (23) 
, we obtain (again after simplification)
The next result is an intuitive one, which indicates that a non-convex optimization problem over a finitedimensional space ξ ∈ Ξ can be rewritten as a linear optimization problem over the infinite-dimensional space φ ∈ P(Ξ).
Lemma 5.20. Suppose Assumptions 2.1(ii) and 2.2(iii) hold. For any x ∈ X , we have
Proof. From Assumptions 2.1(ii) and 2.2(iii), we have the existence of a maximizer ξ * x ∈ arg max ξ∈Ξ g(x, ξ). On one hand, for any φ ∈ P(Ξ),
Since φ is arbitrary, we must have
On the other hand, we can put all mass of φ on ξ * x , i.e., φ = δ ξ * x , and thus E ξ∼δ ξ * x [g (x, ξ)] = max ξ∈Ξ g(x, ξ). This equality then implies that max ξ∈Ξ g(x, ξ) ≤ max φ∈P(Ξ) E ξ∼φ [g (x, ξ)].
The following result provides an explicit bound on the gap between the values of the inner maximization of the regularized Lagrangian and the original Lagrangian. It will be used to derive an upper bound on B(Λ R,x , Λ u ) in Lemma 5.23 and then to derive a bound on the constraint violation of x * R in the proof of Theorem 4.3.
Lemma 5.21. Suppose Assumptions 2.1(ii)(iii) and 2.2(iii)(vi) hold. For any fixed R ∈ (0, 1] and x ∈ X , we have
Proof. By Lemma 5.18, we have
Also, from Lemma 5.19,
Now applying (18) to bound the term log ´Ξ exp (g(x, ξ)/R) dξ in the right hand side of the last equality, we obtain
Ξ p u is the ratio between the volume of largest ball B RΞ (ξ) in Ξ and the volume of Ξ, and where the last equality follows by Lemma 5.20. It follows that
To complete the argument, we consider the following two cases:
, and
where the first inequality follows by the special selection ρ = ρ U (θ), and the second inequality follows because
where the first inequality follows by the special selection ρ = 0 and H(0, ρ 0 ) = ρ 0 , and the second inequality follows because
From the definition ofR in Subsection 3.2, it is clear thatRC − ρ U (θ)R log(R)d ≥ 0. The following result demonstrates that the gap boundRC − ρ U (θ)R log(R)d of Lemma 5.21 can be made arbitrarily small through our control of ǫ.
Proof. From the definition ofR, we have
where the first inequality holds sinceR(ǫ) ≤ ǫ 2C
, the second holds because log(R) ≥ − 
Properties of the Dual Variable Update
This subsection includes the proofs of Lemmas 4.1 and 4.2 from Section 4. Lemma 4.1 states that, for each t ≥ 0, the dual update Λ t+1 can be transformed into a two-stage optimization problem: in the first stage, we optimize over φ ∈ P(Ξ) to obtain φ(Λ t+1 ); in the second stage, we optimize over ρ ∈ [0, ρ U (θ)] to obtain ρ(Λ t+1 ). Lemma 4.2 provides the closed form of φ(Λ t+1 ) by using the calculus of variations for each t ≥ 0.
Proof of Lemma 4.1. From Lemma 5.16, there is a one-to-one correspondence between Λ ∈ V and its total variation norm and scaled probability measure pair (ρ(Λ), φ(Λ)) ∈ [0, ρ U (θ)] × P(Ξ). From Lemma 5.2, we directly obtain
which implies that the optimal solution of the optimization (13) over φ(Λ) ∈ P(Ξ) does not depend on the outer variable ρ(Λ). Thus, the optimization (12) over Λ ∈ V is equivalent to solving a two-stage optimization problem: first (13) over φ(Λ) ∈ P(Ξ) and then (14) 
Proof of Lemma 4.2. We see that φ(
which is a constrained calculus of variations problem:
By using Euler's equation in the calculus of variations (see Section 7.5 in [35] ), we obtain
where C = γ tR log(p u ) − γ tR − 1 − υ and υ is the Lagrange multiplier of the constraint´Ξ φ(ξ)dξ = 1. From (25) and the constraint´Ξ φ(ξ)dξ = 1, we then obtain
Analysis of the Primal-Dual Iterates of Regularized Saddle Point Problem
The goal of this subsection is to analyze the primal-dual iterates for the regularized saddle-point problem, as well as the averaged primal and dual solutions x T and Λ T . The main result of this subsection is a bound on LR(x T , Λ) − LR(x, Λ T ), which paves the way for the full convergence proof of our randomized primal-dual algorithm in next subsection.
The following result provides an upper bound on B(Λ R,x , Λ u ), which is essential in our analysis and especially in the proof of Theorem 4.3.
Lemma 5.23. Suppose Assumptions 2.1(ii)(iii) and 2.2(iii)(vi) hold. For any R ∈ (0, 1] and any x ∈ X , we have
Proof. From the definition of Λ R,x , we have that
where the first inequality follows because max Λ∈V { Λ, G(x) } ≥ Λ R,x , G(x) , and the second inequality follows from Lemma 5.21. Since R > 0 we obtain B(Λ R,x , Λ u ) ≤ Q B .
Remark 5.24. In the right hand side of (32) in Lemma 5.30, there is a term B(Λ, Λ u ). For our convergence analysis to go through, this term must be bounded. Notice that the inner maximizer over Λ ∈ V in Problem SP can be a point measure, in which case B(Λ, Λ u ) may be unbounded. From Lemma 5.23, we see that for Λ R,x for any x ∈ X as defined in (9), there is a bound on B(Λ R,x , Λ u ). Actually, this observation is the essential reason why we we solve the regularized saddle-point Problem SP R rather than the original saddle-point Problem SP.
The upcoming Lemmas 5.25 and 5.26 form the basis for our analysis of the averaged primal and dual solutions x T and Λ T .
Lemma 5.25. Suppose Assumptions 2.1(i)(ii) and 2.2(ii)(iii) hold. For any Λ ∈ M cd (Ξ) ∩ V and for all t = 0, 1, . . . , T − 1,
Proof. Recall that Λ t+1 solves the convex optimization problem (12) . From [35, Section 7.4,Theorem 2], the optimality of Λ t+1 implies that for any Λ ∈ M cd (Ξ) ∩ V,
which is equivalent to
Moreover, we have
From (26) and (27) , by rearranging terms we obtain
where the second inequality holds by
T V from Lemma 5.9, the third inequality holds by Young's inequality:
, and the last inequality holds becauseRB(Λ, Λ t+1 ) is non-negative.
To continue, we define an auxiliary sequence denotedx t ∈ X for t ≥ 0. We initializex 0 = x 0 , and then for all t > 0 we set
This auxiliary sequence will appear in the following lemma. We also define
we will see that {ρ(Λ t )h t } t≥0 is a martingale difference sequence in Lemma 5.27. The new constant
will also appear in the following result.
Lemma 5.26. Suppose Assumptions 2.2(i)(ii)(iv)(v) hold. For any x ∈ X and for all t = 0, 1, . . . , T − 1,
Proof. Recall that x t+1 is a minimizer of Problem (11) . From [35, Section 7.4,Theorem 2], the optimality of x t+1 implies that for any x ∈ X we must have
This inequality indicates that for any x ∈ X ,
where the equality follows by
the second inequality holds by Young's inequality:
and the last inequality follows from Assumptions 2.2(i)(ii)(iv)(v). From the definition ofx t+1 in (29), and by the same arguments used to derive (30), we have that for any x ∈ X ,
Notice that
and thus by summing (30) and (31) we arrive at the conclusion.
Next we prove an intermediate result, which is based on the Azuma-Hoeffding inequality (which is Theorem A.3 in Appendix).
Lemma 5.27. Suppose Assumptions 2.1(i), and 2.2(v) hold. For all T ≥ 1, with probability 1 − δ,
Proof. Let E[· | F t−1 ] denote conditional expectation with respect to the history of samples ξ 1 , ξ 1 , . . . , ξ t−1 up to time t − 1, where each ξ t = (ξ
) is a vector of N samples taken from the density φ(Λ t ). Then
, which implies that {ρ(Λ t )h t } t≥0 is a martingale difference sequence. By the Cauchy-Schwarz inequality and the triangle inequality, we have
Invoking the Azuma-Hoeffding inequality, we obtain
We first choose the probability δ ∈ (0, 1) and find the smallest error ε so that the above guarantee holds with probability δ. That is, we solve
We now give a bound on LR(x T , Λ) − LR(x, Λ), which will be used to show that x T − x * R goes to zero as T becomes large, together with the strong convexity of f .
Lemma 5.28. Suppose Assumptions 2.1(i) and 2.2(i)(ii)(iv)(v) hold. For any x ∈ X and Λ ∈ V, we have that with probability at least 1 − δ
Proof. From Jensen's inequality,
, where the last inequality follows by dropping the non-positive terms and applying Lemma 5.27.
In the next result, under Assumption 2.3, we show that x T approaches x * R as T becomes large. This result will be used to derive an explicit bound on the constraint violation.
Lemma 5.29. Suppose Assumptions 2.1(i), 2.2(i)(ii)(iv)(v), and 2.3 hold. With probability at least 1 − δ, we have
by Lemma 2.8 in [47] . Invoking Lemma 5.28 with x = x * R and Λ = Λ * R , we have with probability at least 1 − δ,
We may now analyze the averaged primal and dual solutionsx T =
t=0 Λ t returned by our primal-dual algorithm by giving a bound on LR(x T , Λ) − LR(x, Λ T ). This result is the key part of the proof of our main result Theorem 4.3.
Lemma 5.30. Suppose Assumptions 2.1(i) and 2.2(i)(ii)(iv)(v) hold. For any x ∈ X and any Λ ∈ M cd (Ξ)∩ V, we have that with a probability at least 1 − δ
Proof. From the convexity of f and G,
By using Lemma 5.25 and Lemma 5.26, and adding these inequalities together for all t = 0, 1, . . . , T − 1, we obtain
where the second inequality holds because the non-positive terms are dropped and Λ 0 = Λ u , and the last inequality follows from Lemma 5.27. From the definitions of x T and Λ T , the convexity of f and G, and the convexity of B (Λ, Λ u ) in Λ, we have by Jensen's inequality
Proof of Main Result
We now provide the proof for our main result Theorem 4.3.
Proof of Theorem 4.3. By fixing x = x * and Λ = 0 in (32) in Lemma 5.30, and noting that B(0, Λ u ) = ρ 0 ≤ max(ρ 0 , Q B ) = Q,R B Λ T , Λ u ≥ 0, and G(x * ) ≤ 0, we see that (with probability at least 1 − δ)
where the second inequality follows from the choice of γ =
2(Q+DX )
and sinceR ≤ ǫ ρ0 from the definition ofR in Subsection 3.2.
To bound the constraint violation, we fix x = x * and Λ = Λ * R in (32) . We have Λ * R = ΛR ,x * R from (8), and so B(Λ * R , Λ u ) ≤ Q B by Lemma 5.23. Therefore, we have with probability at least 1 − δ,
On the other hand,
where the first inequality follows from (7), the second follows from Lemma 5.21 and Lemma 5.22, the third is due to the specific selection of Λ = Λ * + θδξ ∈ V, whereξ is an arbitrary element in the constraint index set Ξ, the fourth follows from (4) , and the last is due to (3) andR B Λ T , Λ u ≥ 0.
From (34) and (35), we have that with probability at least 1 − δ,
By Lemma 5.29, we have that with probability at least 1 − δ,
Together with Assumption 2.2(v), we then have that with probability at least 1 − 2δ, for any arbitrary elementξ ∈ Ξ,
We complete the proof by taking the union bound over all the random events.
Remark 5.31. Notice that each of the three inequalites (33), (36) , and (37) holds with a probability at least 1 − δ. In our main result Theorem 4.3, the statement about the optimality gap and constraint violation holds with a probability 1 − 3δ, which comes from taking the union bound over the random events associated with the three inequalites (33), (36) , and (37). The second inequality in (35) invokes Lemmas 5.21 and 5.22, which bound the gap between the value of the inner maximization of the regularized Lagrangian and the value of the inner maximization of the original Lagrangian. The user-defined constant θ appears in the third inequality when we take a specific selection of Λ = Λ * + θδξ. Notice that the total variation norm of this selection Λ * + θδξ is bounded by ρ U (θ), which explains why we define V to be the non-negative measures with total variation norm not greater than ρ U (θ).
The Case of Finitely Many Constraints
In this section, we adopt the randomized primal-dual algorithmic framework from the previous sections to solve convex optimization problems with a finite (but possibly very large) number of constraints. We also provide convergence rates for this case.
As we have remarked earlier, the inner maximizer over Λ ∈ V in Problem SP can be a point measure and so the prox function B(Λ, Λ u ) can be unbounded. From Lemma 5.30, we see that boundedness of B(Λ, Λ u ) is a key requirement for our convergence analysis. This requirement is the motivation for Lemma 5.23, which states that B(Λ R,x , Λ u ) is bounded for Λ R,x as defined in (9) for all x ∈ X . Actually, this need for bounded prox functions is the essential reason why we solve the regularized saddle-point Problem SP R instead of Problem SP. In the case of finitely many constraints, we will show that the corresponding prox function term is automatically bounded in Lemma 6.4. Therefore, we will not need regularization of the Lagrangian here.
Our optimization problem in this section has a collection of convex constraint functions g i : X → R for a finite index set i ∈ I, that is,
Obviously, Problem P is a convex optimization problem. The Lagrange multipliers of this problem are (high dimensional) vectors in R |I| . We use λ = (λ i ) i∈I to denote the Lagrange multipliers, and for λ ∈ R |I| , we denote its norm as λ 1 i∈I |λ i |. The Lagrangian for Problem P is then L :
and the dual to Problem P is
In Lemma 2.7, we show that we can restrict the set of optimal solutions of Problem D within a bounded set in the 1-norm. In the finite constraint case, this result can be directly derived from the Slater condition without extra assumptions. Define Q * λ ∈ R 
In the following, we will focus attention on the saddle-point problem
Define P(I) φ ∈ R |I| + : i∈I φ i = 1 to be the set of probability measures over the finite index set i ∈ I, and define φ u ∈ P (I) as the uniform probability density on I, that is, which denote the associated 1-norm, and scaled probability density, respectively. The distance metric between two non-negative measures over I should be defined in the discrete setting as follows. For any two non-negative measures λ, µ ∈ R |I| + , we take λ ≪ µ to mean that if µ i = 0, then λ i = 0. Definition 6.2. For any two non-negative measures λ, µ ∈ R |I| + , define
otherwise.
Remark 6.3. The Kullback-Leibler divergence between two probability distributions φ, ϕ ∈ P (I) also has a discrete version:
As in Subsection 5.1, the function B(·, ·) has the properties expected of a prox function, i.e., it is always non-negative and it is convex in its first argument. Moreover, for any two non-negative measures λ, µ ∈ R |I| + with λ 1 ≤ ρ and µ 1 ≤ ρ, it is true that B (λ, λ u ) − B (µ, λ u ) − δB(λ; λ − µ) ≥ 1 2ρ λ − µ 2 1 , which implies that B (·, λ u ) is 1 2ρ −strongly convex over {λ ∈ R |I| + : λ 1 ≤ ρ} with respect to the 1-norm. Also notice that in the finite-dimensional case, the Gateaux differential of B (λ, λ u ) at λ with increment h is δB(λ; h) = i∈I log λi nu h i , which is exactly the directional derivative of B (λ, λ u ) in the direction h since the partial derivative of B (λ, λ u ) with respect to λ i is log λi nu . We will now show that B(λ, λ u ) is bounded for any λ ∈ V in Lemma 6.4. Subsequently, we will not need regularization for finitely many constraints and we can solve the saddle point Problem SP directly. In the primal update for t ≥ 0, we generate N ≥ 1 samples I n t , n = 1, 2, . . . , N , from the density φ(λ t ) and define for t ≥ 0,
The dual update for t ≥ 0 is as follows,
In the same way as (12), Problem (39) which optimizes over λ ∈ V can be solved in two stages. In the first stage, we optimize over φ ∈ P(I) to obtain φ(λ t+1 ), φ(λ t+1 ) ∈ arg min
and in the second stage, we optimize over ρ ∈ [0, ρ U ] to obtain ρ(λ t+1 ),
The probability distribution φ(λ t+1 ) solving Problem (40) can be obtained in closed form as follows (it can also be obtained directly from Lemma 4.2, in which we letR = 0 and replace integration over Ξ by summation over I),
[φ(λ t+1 )] i = [φ(λ t )] i exp (γ t g i (x t )) i∈I [φ(λ t )] i exp (γ t g i (x t )) , ∀i ∈ I.
In the following lemma, we show that we can boundB(λ, λ u ) for every λ ∈ V. As explained earlier, this result is the reason why we do not need the regularization here. Define A max ρ∈[0, ρU ] H(ρ, ρ 0 ).
Lemma 6.4. For any λ ∈ V, we have B(λ, λ u ) ≤ ρ U log(|I|) + A.
Proof. Since i∈I log (φ(i)) φ(i) ≤ 0 for φ ∈ P(I), we have Define the new constant
which will appear in the bounds on the optimality gap and constraint violation in Theorem 6.7. Notice that µ(δ) is increasing in D X , M G , L f , L g, x , and decreasing in δ through dependence on ln 1 δ . The following lemma is a key result in our convergence analysis, from which we will derive the probabilistic bounds on the optimality gap and constraint violation of Problem P.
Lemma 6.5. Suppose Assumptions 2.1(i) and 2.2(i)(ii)(iv)(v) hold. For any x ∈ X and λ ∈ V, we have that with a probability at least 1 − δ,
Proof. LetR = 0 in Lemma 5.30 to see that for any x ∈ X and λ ∈ V , we have with a probability at least 1 − δ,
Then, using Lemma 6.4 and the specific stepsize γ = 2(ρU log(|I|)+A+DX )
, we arrive at the desired conclusion.
From the same reasoning as Lemma 5.29, we obtain the following result.
Lemma 6.6. Suppose Assumptions 2.1(i), 2.2(i)(ii)(iv)(v), and 2.3 hold. With probability at least 1 − δ, we have
Proof. By Assumption 2.3, x → L(x, λ * ) is strongly convex, i.e., for any v ∈ ∂ x L(x * , λ * ), it is true that L(x, λ * ) ≥ L(x * , λ * ) + v, x − x * + σ 2 x − x * 2 . Since x * ∈ arg min x∈X L(x, λ * ), we have L(x T , λ * ) − L(x * , λ * ) ≥
Conclusion
This work combines random constraint sampling with the first-order primal-dual method to solve semiinfinite programming problems. To implement a mirror descent type update, we construct a new prox function B(Λ, Λ u ) for the space of non-negative finite signed measures (where the SIP dual variables lie). The probability density associated with each dual update can then be obtained in closed form, which is a key step in our algorithm design. To overcome potentially unbounded prox functions, we regularize the Lagrangian and solve a regularized saddle-point Problem SP R . The price we pay for this regularization is the need to guarantee that the regularized saddle-point Problem SP R closely approximates the original Problem SP. We also adopt this algorithmic framework to solve convex optimization problems with finitely many constraints. In this case, the corresponding prox function B(λ, λ u ) is always bounded for all λ ∈ V, and so we may solve the original saddle-point Problem SP directly. In [37] , a constrained stochastic optimization problem is solved by using a primal-dual stochastic algorithm, and the algorithm achieves an O(1/ √ T ) rate of convergence for both the optimality gap and the bound on constraint violation. However, this guarantee occurs with a probability 1 − (2 |I| + 1)δ which depends on the number of constraints. In contrast, in both Theorem 4.3 and Theorem 6.7 in this work, the probability guarantee is independent of the number of constraints. In [31] , a saddle point based reformulation and root finding approach is applied to solve an approximate linear programming (ALP) problem arising from Markov decision processes (MDP). Each state-action corresponds to a constraint, and so the resulting ALP is a form of SIP. In particular, the ALP-Secant method proposed there is designed specifically for semi-infinite linear programming problems, and this method solves a sequence of saddle-point problems. In our work, we solve a semi-infinite convex programming problem by solving only one saddle-point problem.
In our future research, we will apply the methods and techniques we have developed in this paper to solve continuous-time MDP and risk-aware partially observable MDP. For a large class of optimal control problems, the dynamic programming equations can be treated as infinite dimensional linear programming problems where each state-action corresponds to a constraint (see [17, 14, 31] ). By using a linear combination of finite basis functions to approximate the value function, we can convert these optimal control problems into semi-infinite programming problems. Further, by adopting a convex analytic approach together with state space augmentation, we can apply the same technique to solve many risk-aware MDP.
