Abstract. Let H be an infinite-dimensional separable complex Hilbert space and B(H) the algebra of all bounded linear operators on H. In this paper we characterize surjective linear maps φ : F B(H) → B(H) preserving the set of Fredholm operators in both directions. As an application we prove that φ preserves the essential spectrum if and only if the ideal of all compact operators is invariant under φ and the induced linear map ϕ on the Calkin algebra is either an automorphism, or an anti-automorphism. Moreover, we have, either ind(φ(T )) = ind(T ) or ind(φ(T )) = −ind(T ) for every Fredholm operator T .
Introduction

Let H be an infinite-dimensional separable complex Hilbert space and B(H) the algebra of all bounded linear operators on H and K(H) ⊂ B(H) be the closed ideal of all compact operators. For an operator T ∈ B(H) we write T
tr for the transpose of T with respect to an arbitrary but fixed orthonormal basis of H, N(T ) for its kernel and R(T ) for its range. The spectrum of T is denoted by σ(T ).
An operator T ∈ B(H) is called Fredholm if R(T ) is closed and max{dim N(T ), codimR(T )} < ∞.
Let Φ(H) ⊂ B(H) be the set of all Fredholm operators. We denote the Calkin algebra B(H)/K(H) by C(H). Let π : B(H) → C(H) be the quotient map. It is well known (Atkinson's theorem) that : (1.1) T ∈ Φ(H) ⇐⇒ π(T ) is invertible in C(H).
For Fredholm theory and Calkin algebras, see for instance, [9] , [12] . In the last two decades there has been considerable interest in the so-called linear preserver problems (see the survey articles [3] , [5] , [7] , [15] , [4] , [13] ). The goal of studying linear preservers is to give structural characterizations of linear maps on algebras having some special properties such as leaving invariant a certain subset of the algebra, or leaving invariant a certain function on the algebra. For instance, in this paper the author considered surjective linear maps leaving invariant the set of Fredholm operators in B(H), and leaving invariant the essential spectrum of each element in B(H).
One of the most famous problems in this direction is Kaplansky's problem [16] : Let φ be a surjective linear map between two semi-simple Banach algebras A and B. Suppose that σ(φ(x)) = σ(x) for all x ∈ A. Is it true that φ is a Jordan isomorphism?
This problem was first solved in the finite-dimensional case. J. Dieudonné [11] and Marcus and Purves [19] proved that every unital invertibility-preserving linear map on a complex matrix algebra is either an inner automorphism or an inner anti-automorphism.
This result was later extended to the algebra of all bounded linear operators on a Banach space by A.R. Sourour [22] and to von Neumann algebras by B. Aupetit [2] .
Many other linear preserver problems, such as the problem of characterizing linear maps preserving idempotents or nilpotents or commutativity, that were first solved for matrix algebras, have recently been extended to the infinite-dimensional case.
Recently, M. Mbekhta, L. Rodman and P.Šemrl [18] studied bijective linear maps on B(H) that preserve generalized invertibility in both directions. Observe that every n×n complex matrix has a generalized inverse, and therefore, every linear map on a matrix algebra preserves generalized invertibility in both directions. So, we have here an example of a linear preserver problem which makes sense only in the infinite-dimensional case.
In this paper, we study linear maps preserving the set of Fredholm operators in B(H). Here also, we have an example of a linear preserver problem which makes sense only in the infinite-dimensional case. Indeed, it is easy to see that dim H < ∞ ⇐⇒ Φ(H) = B(H).
Linear maps preserving the set of Fredholm operators
We say that a linear map φ : B(H) → B(H) preserves the set of Fredholm operators in both directions if T ∈ Φ(H) ⇐⇒ φ(T ) ∈ Φ(H).
We
say that φ : B(H) → B(H) is surjective up to compact operators if for every T ∈ B(H) there exists T ∈ B(H) such that T − φ(T ) ∈ K(H).
It is clear that if φ is surjective, then it is surjective up to compact operators.
Theorem. Let H be an infinite-dimensional Hilbert space and let φ : B(H) → B(H) be a linear map. Assume that φ is surjective up to compact operators. Then the following conditions are equivalent: (1) φ preserves the set of Fredholm operators in both directions; (2) φ(K(H)) ⊆ K(H) and the induced map ϕ : C(H) → C(H), ϕ • π = π • φ, is the composition of either an automorphism or an anti-automorphism and left multiplication by an invertible element in C(H).
In particular ϕ is continuous.
The proof of Theorem 2.1 uses the following lemmas.
Lemma. Let K ∈ B(H) be an operator. Then
Thus, from [17, Theorem 2.5], it follows that π(K) belongs to the radical of C(H). Finally, since C(H) is a semi-simple Banach algebra, π(K) = 0 and K is compact.
Lemma. Suppose that φ : B(H) → B(H) is a surjective up to compact operators linear map. If φ preserves the set of Fredholm operators in both directions, then we have (i) φ(K(H)) ⊆ K(H); (ii) N(φ) ⊆ K(H).
Proof. (i) Let K ∈ K(H); we will prove that φ(K) is in K(H). Suppose T ∈ Φ(H). Since φ is surjective up to compact operators, there exists T ∈ B(H) and
K ∈ K(H), for which T = φ(T ) + K . Hence, φ(T ) = T − K ∈ Φ(H) and thus T ∈ Φ(H). Now, T + φ(K) = φ(T ) + K + φ(K) = φ(T + K) + K ∈ Φ(H).
Thus, for every T ∈ Φ(H), T + φ(K) ∈ Φ(H). It follows from Lemma 2.2 that φ(K) ∈ K(H), which establishes that φ(K(H)) ⊆ K(H). (ii) If K ∈ N(φ) and T ∈ Φ(H), then φ(T + K) = φ(T ) ∈ Φ(H). Thus, for all T ∈ Φ(H), T + K ∈ Φ(H). Hence by Lemma 2.2, K ∈ K(H).
Proof of Theorem 2.1. (1) =⇒ (2): By Lemma 2.3 (i), we have that K(H) is invariant under φ; thus φ induces a linear map ϕ : C(H) → C(H) such that
Clearly, ϕ is surjective, since φ is surjective up to compact operators. Also, because
I ∈ Φ(H), φ(I) is Fredholm and π(φ(I)) is invertible in C(H). Hence there exists a Fredholm operator S ∈ B(H) such that π(S)π(φ(I)) = π(φ(I))π(S)
= π(I). Define the map ψ = L π(S) • ϕ : C(H) → C(H),
where L π(S) is the left multiplication by π(S) . Then ψ(π(T )) = π(Sφ(T )) for all T ∈ B(H)
. Now it is easy to see that ψ is surjective, ψ(π(I)) = π(I) (that is, ψ is unital) and preserves the set of invertible elements of C(H). Therefore the continuity of ψ follows from [1, Corollary 5.5.2].
We prove now that ψ is injective. Since π(S) is invertible in C(H),
and by part (ii) of Lemma 2.3, we obtain N(ψ) = {0}. Thus ψ is injective. Consequently, ψ is bijective. Now, by [2, Theorem 1.2], ψ preserves the set of orthogonal idempotents in C(H). It is easy to see that C(H) is a C * -algebra of real rank zero [8] ; that is, the set of all finite real linear combinations of orthogonal projections is dense in the set of all Hermitian elements of C(H). Then, by [13, Theorem 4.1] , ψ is a Jordan automorphism. Recall further that an algebra A is a prime algebra if for every pair a, b ∈ A, the relation aAb = {0} implies that a = 0 or b = 0. Standard arguments yield that C(H) is a prime algebra. It is well known that every Jordan automorphism of a prime algebra is an automorphism or an anti-automorphism [14] . Thus, ψ is either an automorphism, or an anti-automorphism, as desired.
Finally, since π(S) is invertible in C(H), we have (1): Notice that, from the hypothesis (2), it follows immediately that ϕ preserves the invertible elements of C(H). Thus, using (1.1), the following equivalences hold:
T ∈ Φ(H) ⇐⇒ π(T ) is invertible in C(H) ⇐⇒ ϕ(π(T )) = π(φ(T )) is invertible in C(H) ⇐⇒ φ(T ) ∈ Φ(H).
Therefore φ preserves the set of Fredholm operators in both directions. Hence the proof of the theorem is complete.
Remark. For a fixed A, B ∈ Φ(H) and χ : B(H) → K(H) a linear map, consider the following two mappings defined by T → AT B + χ(T ) and T → AT tr B + χ(T ), T ∈ B(H).
Then both mappings are surjective up to compact operators and preserve the set of Fredholm operators in both directions.
Question. Does a map satisfying the hypothesis of Theorem 2.1 necessarily have the same form as the mappings in the above remark?
Essential spectrum
If T ∈ B(H)
we define the essential spectrum of T , denoted σ e (T ), as the spectrum of π(T ) in the Calkin algebra C(H) (i.e., σ e (T ) = σ(π(T ))). Then, from (1.1), we have σ e (T ) = {λ ∈ C : T − λI / ∈ Φ(H)}.
Lemma. Let H be an infinite-dimensional Hilbert space and let φ : B(H) → B(H) be a linear map. Assume that φ is surjective up to compact operators. Then the following are equivalent: (i) φ preserves the set of Fredholm operators in both directions and φ(I) = I −K, where K ∈ K(H);
(
ii) σ e (φ(T )) = σ e (T ) for all T ∈ B(H).
Proof. (i) =⇒ (ii): Since π(φ(I)) = π(I) it follows from Theorem 2.1 that the induced linear map ϕ on the Calkin algebra is an automorphism or an anti-automorphism. Consequently, for all T ∈ B(H), we have σ e (φ(T )) = σ(π(φ(T ))) = σ(ϕ(π(T ))) = σ(π(T )) = σ e (T ). (ii) =⇒ (i): Assume (ii) holds. Then clearly φ preserves the set of Fredholm operators in both directions. We only need to show that φ(I) − I ∈ K(H). Put K = φ(I) − I. Let T ∈ B(H), T ∈ B(H) and K ∈ K(H) for which T = φ(T )+K (φ is surjective up to compact operators). Then σ e (T ) = σ e (T ) and
σ e (T + K) = σ e (T + φ(I) − I) = σ e (T + φ(I)) − 1 = σ e (φ(T ) + φ(I) + K ) − 1 = σ e (φ(T + I)) − 1 = σ e (T + I) − 1 = σ e (T ) = σ e (T ).
This gives σ e (T + K) = σ e (T ) for all T ∈ B(H).
It follows from [24, Corollary 3.5] (see also [1] , page 95) that π(K) is in the radical of C(H). Hence π(K) = 0, since C(H) is a semi-simple Banach algebra. This proves that K is compact.
We say that a linear map φ : B(H) → B(H) preserves the essential spectrum if σ e (φ(T )) = σ e (T ) for every T ∈ B(H).
The following theorem is an immediate consequence of Lemma 3.1 and Theorem 2.1.
Theorem. Let H be an infinite-dimensional Hilbert space and let φ : B(H) → B(H) be a linear map. Assume that φ is surjective up to compact operators. Then the following are equivalent: (1) φ preserves the set of Fredholm operators in both directions and φ(I) = I −K, where K ∈ K(H); (2) φ preserves the essential spectrum; (3) φ(K(H)) ⊆ K(H) and the induced map ϕ : C(H) → C(H), ϕ • π = π • φ, is either an automorphism or an anti-automorphism.
In particular, ϕ is continuous and unital.
We denote by G ⊂ C(H) the group of invertible elements in the Calkin algebra. 
ind(φ(T )) = ind(T ) or ind(φ(T )) = −ind(T ), for all T ∈ Φ(H).
Proof. According to the above theorem, φ induces the map ϕ : C(H) → C(H), either an automorphism, or an anti-automorphism. Clearly, we have
Moreover, from [12, Theorem 2.14], we have
} is the subgroup generated by the exponential elements of C(H). Now, it is not difficult to show that
Thus ϕ induces a quotient automorphism or anti-automorphism
There is no loss of generality in assuming that ϕ is an automorphism from the multiplicative group G onto G, since otherwise we can replace ϕ by the automorphism π(T ) → (ϕ(π(T )) * , π(T ) ∈ G. On the other hand, there is an isomorphism α from the multiplicative group G/G 0 onto the additive group Z (see [12] , page 134).
Then it is apparent that the following diagram is commutative:
and so we have
Thus, β : (Z, +) → (Z, +) is an automorphism. But, it is well known that the automorphisms from the additive group Z onto Z are of the form ι or −ι, where ι(n) = n, n ∈ Z. Therefore, either β(n) = n or β(n) = −n for every n ∈ Z.
Observe first that if T ∈ Φ(H), then
Now, by the above observation, if T ∈ Φ(H), we have φ(T ) ∈ Φ(H) and
Thus, if β(n) = n for every n ∈ Z, then
and, if β(n) = −n for every n ∈ Z, then
Consequently, either ind(φ(T )) = ind(T ) or ind(φ(T )) = −ind(T ), for all T ∈ Φ(H).
Hence the proof of the theorem is complete.
We conclude this paper by a natural conjecture that we have been unable to answer. [10] ). Therefore, it remains to prove the implication (I) =⇒ (II) or (I) =⇒ (III).
Conjecture. Let H be an infinite-dimensional Hilbert space and let φ : B(H) → B(H) be a linear map. Assume that φ is surjective up to compact operators. Then the following conditions are equivalent: (I) φ preserves the essential spectrum; (II) there exists ψ : B(H) → B(H) either an automorphism or an anti-automorphism and there exists χ : B(H) → K(H) a linear map such that φ(T ) = ψ(T ) + χ(T ) for every T ∈ B(H); (III) either (i) φ(T ) = AT A −1 + χ(T ) for every T ∈ B(H), where A is an invertible operator in B(H) and χ : B(H) → K(H) is a linear map, or (ii) φ(T ) = BT tr B −1 + χ(T ) for every T ∈ B(H), where B is an invertible operator in B(H) and χ : B(H) → K(H) is a linear map.
