Abstract. In this paper, we construct infinite series of non-simple ideal hyperbolic Coxeter 4-polytopes whose growth rates are Perron numbers. This infinite series is the first example of such a non-compact infinite polytopal series.
Introduction
Let for an integer k ≥ 2 or k = ∞, i.e. the intersection of respective facets is a point on the boundary ∂H d . The set S of reflections with respect to facets of P generates a discrete group Γ, called a hyperbolic Coxeter group, and the pair (Γ, S) is called the Coxeter system associated with P . Then P becomes a fundamental domain for Γ. If P is compact (resp. non-compact), the hyperbolic Coxeter group Γ is called cocompact (resp. cofinite). The growth series f S (t) of (Γ, S) is the formal power series ∞ l=0 a l t l where a l is the number of elements of Γ whose word length with respect to S is equal to l. Then τ Γ := lim sup l→∞ l √ a l is called the growth rate of (Γ, S). By means of the CauchyHadamard theorem, τ Γ is equal to the reciprocal of the radius of convergence R of f S (t). The growth series and the growth rate of a hyperbolic Coxeter polytope P is defined to be the growth series and the growth rate of the Coxeter system (Γ, S) associated with P , respectively. It is known that the growth rate of a hyperbolic Coxeter polytope is a real algebraic integer bigger than 1 [3] . Recall that a real algebraic number τ > 1 is a Perron number, if and only if all of its other algebraic conjugates are less than τ in absolute value. It is known that the growth rates of 2 and 3-dimensional hyperbolic Coxeter polytopes are always Perron numbers ( [1] , [4] , [8] , [16] , [17] ). From now on, we consider the growth rates of hyperbolic Coxeter 4-polytopes. In the study of the growth rates of compact hyperbolic Coxeter 4-polytopes, (1) Kellerhals and Perren showed that the growth rates of compact hyperbolic Coxeter 4-polytopes with at most 6 facets are Perron numbers [6] and (2) T.Zehrt and C.Zehrt [18] and Umemoto [14] constructed infinite series of compact hyperbolic Coxeter 4-polytopes and proved that their growth rates are 2-Salem numbers which are particular Perron numbers. In this paper, we consider new infinite series of ideal and non-simple hyperbolic Coxeter 4-polytopes and prove that their growth rates are Perron numbers. In this way, we provide the first example of such a non-compact infinite polytopal series and prove that their growth rates are Perron numbers.
The organization of the present paper is as follows. In Section 2, we review useful formulas which allow us to calculate the growth function of a hyperbolic Coxeter polytope. In Section 3, we explain a method to determine the distribution of roots of a real polynomial. Then, we construct infinite series {P n } n∈N of nonsimple ideal hyperbolic Coxeter 4-polytopes in Section 4. Finally, we apply the method introduced in Section 3 to the denominator polynomial D n (t) of the growth functions f n (t) of the polytope P n in Section 5. In Appendix, we list numerical data of the denominator polynomials of the growth functions.
preliminaries
In this Section, we introduce the relevant notation and review Solomon's and Steinberg's formulas in order to calculate the growth functions of hyperbolic Coxeter polytopes.
Definition 1.
(Coxeter system, Coxeter diagram, growth rate) (i) A Coxeter system (Γ, S) consists of a group Γ and a finite set of generators
, with relations (s i s j ) m ij for each i, j , where m ii = 1 and m ij ≥ 2 or m ij = ∞ for i = j. We call Γ a Coxeter group. For any subset I ⊂ S, we define Γ I to be the subgroup of Γ generated by {s i } i∈I . Then (Γ I , I) is a Coxeter system in its own right and Γ I is called the Coxeter subgroup of Γ generated by I.
(ii) The Coxeter diagram X(Γ, S) of (Γ, S) is constructed as follows: Its vertex set is S. If m ij ≥ 3 (s i = s j ∈ S), we join the pair of vertices by an edge. For each edge, we label it with m ij if m ij ≥ 4. Note that the Coxeter diagram of (Γ I , I) for each subset I ⊂ S is a subdiagram of X(Γ, S).
(iii) The growth series f S (t) of (Γ, S) is the formal power series ∞ l=0 a l t l where a l is the number of elements of Γ whose word length with respect to S is equal to l. Then τ (Γ,S) = lim sup l→∞ l √ a l is called the growth rate of (Γ, S).
A Coxeter system (Γ, S) is irreducible if the Coxeter diagram of (Γ, S) is connected. We recall Solomon's formula and Steinberg's formula which enable us to express the growth series of Coxeter systems as rational functions. Theorem 1. (Solomon's formula) [11] The growth series f S (t) of an irreducible finite Coxeter system (Γ, S) can be written as
[n],etc., and where {m 1 , m 2 , · · · , m p } is the set of exponents of (Γ, S).
The exponents of irreducible finite Coxeter groups are shown in Table 1 (see [5] for details).
Theorem 2. (Steinberg's formula) [12] Let (Γ, S) be an infinite Coxeter system. Set F := { I ⊂ S | Γ I is a finite Coxeter subgroup of Γ }. Denote by f I (t) the growth series of the Coxeter system (Γ I , I) for each I ⊂ S. Then 
By Theorem 1 and Theorem 2, the growth series of (Γ, S) is represented by a rational function
is called the growth function of (Γ, S). The radius of convergence R of the growth series f S (t) is equal to the positive real root of q(t) which has the smallest absolute value among all the roots of q(t).
In this paper, we are interested in Coxeter groups which act discontinuously on hyperbolic space H d .
Definition 2. (Upper half-space model of hyperbolic d-space)
The upper half-space 
By identifying
Then we define the dihedral angle between H i and H j as follows: let us choose a point x ∈ H i ∩ H j and consider the outer normal vectors u i and u j . Then the dihedral angle between H i and H j is defined as the real number θ ∈ [0, π) satisfying cos θ = −(u i , u j ) where (·, ·) denotes the Euclidean inner product on polytope, the set S of all reflections with respect to facets of P generates a discrete group Γ. It is known that (Γ, S) is a Coxeter system, so that Γ is a Coxeter group. We call Γ the d-dimensional hyperbolic Coxeter group, and the pair (Γ, S) is called the Coxeter system associated with P . In the sequel, the growth function and the growth rate of the Coxeter system (Γ, S) associated with P are called the growth function of P and the the growth rate of P . The growth function and the growth rate of P are denoted by f P (t) and τ P .
be a hyperbolic Coxeter polytope. To every pair of hyperplanes H i and H j , define
if they intersect at the dihedral angle
is called the Gram matrix of P . The Coxeter scheme X(P ) of P is defined as follows; Its vertex set is
between hyperplanes H i and H j is less than π 2 , we join the pair of vertices by an edge. For each edge, we label it with m ij if m ij ≥ 4. Two vertices are joined by a dotted edge labeled with the hyperbolic distance between corresponding hyperplanes if they do not intersect.
A subscheme of a Coxeter scheme X(P ) is called elliptic (resp. parabolic) if the corresponding submatrix of the Gram matrix M (P ) is positive definite (resp. positive semi-definite and its rank equals d − 1). Note that elliptic subschemes correspond to finite Coxeter systems. [15] ) Given a hyperbolic Coxeter polytope P , the faces (resp. vertices of infinity) of P correspond to the elliptic (resp. parabolic) subschemes of the Coxeter scheme of P .
Method for deciding the distribution of the roots of a real polynomial
In this Section, we review Sturm's theorem and Kronecker's theorem. Sturm's theorem shows how we can determine the distribution of real roots of a real polynomial and Kronecker's theorem tells us how to count roots of a real polynomial contained in a closed disk of radius r centered at the origin 0 in the complex plane C. The argument in the present section is based on [2] , [7] and [9] . 3.1. Sturm's theorem. Definition 6. (Sturm sequence) Let f and g be real polynomials. We may assume that deg f ≥ deg g. By the Euclidean algorithm, we define polynomials f 2 , · · · , f r as follows:
. . .
Then, the finite sequence f 0 := f, f 1 := g, f 2 , · · · , f r of real polynomials is called the Sturm sequence of f and g.
Note that f r is the greatest common divisor of polynomials f and g. For any t 0 ∈ R, the number of sign changes in the Sturm sequence of f and g at t 0 is denoted by w(t 0 ), that is, w(t 0 ) is the number of sign changes in the sequence
Then, the Sturm sequence of f and g can be calculated as follows:
f 2 (z) = 12z + 5.
We consider the number of sign changes in the Sturm sequence at −2. We have f (−2) = −27, g(−2) = 77, f 2 (−2) = −19, f 3 (−2) = 1, so that w(−2) is equal to 3. From now on, we assume that real polynomials f and g have no common roots. For each real root t 0 of f , the number of sign changes in f, g satisfies one of the following three conditions; (i) the number of sign changes in f (t), g(t) decreases by 1 when t pass through t 0 . (ii) the number of sign changes in f (t), g(t) increases by 1 when t pass through t 0 . (iii) the number of sign changes in f (t), g(t) does not vary when t pass through t 0 .
We assign the number ε t 0 = 1, −1 and 0 to each root t 0 of f when the number of sign changes of f and g satisfies the condition (i), (ii) and (iii), respectively. The following theorem is proved analogously to Sturm's theorem.
Theorem 5. Suppose that real numbers a and b are not roots of f . Then, the following identity holds for the Sturm sequence of f and g.
3.2. Separation of complex roots. We use the following notation in this Subsection:
• C z and C w denote respectively complex plane with coordinate z = x + iy and w = u + iv.
• S r ⊂ C z is a circle of radius r > 0 centered at the origin 0 ∈ C z .
• B r ⊂ C z is a open disk of radius r > 0 centered at 0.
• A parameter for S r is given as follows:
• f (z) is a real polynomial of a complex variable z.
• By using two real polynomials ϕ r (t), ψ r (t) of a real variable t, f (z(t)) can be represented as
contains all real roots of ϕ r , the following identity holds for the Sturm sequence of ϕ r and ψ r .
Proof. The assumption that f (z) has no roots on S r implies that real polynomials ϕ r (t) and ψ r (t) do not have common real roots. Therefore, we can apply Theorem 4 to ϕ r (t) and ψ r (t). By identifying f (z) as a holomorphic function from C z to C w , we give a parameter for the closed curve f (S r ) as w(t) = ϕr(t)
(t 2 +1) deg f . In order to calculate the winding number of f (S r ), we divide f (S r ) into closed curves C 1 , · · · , C m as follows; trace f (S r ) from the initial point f (r) = lim t→−∞ w(t), and if the curve crosses the v-axis twice, then we mark each crossing point with α 1 and α 2 and go back to the initial point f (r) along the straight line from the point α 2 to the initial point f (r). This locus makes the closed curve C 1 . After that, we go back to f (S r ) along the straight line from f (r) to α 2 . By repeating this procedure, the closed curve f (S r ) is divided into closed curves C 1 , · · · , C m (see Fig 1) . Under the division of f (S r ), the winding number of f (S r ) equals to the sum of the winding numbers of closed curves C 1 , · · · , C m . To calculate the winding number of each closed curve C i , we assign the number χ α k = 1 (resp. χ α k = −1) to a crossing point α k of the v-axis and C i if the argument of C i is increasing (resp. decreasing) around the crossing Figure 1 . Division of the closed curve f (S r ) Figure 2 . Assigning the number to crossing points point α k (see Fig 2) . Then, the winding number of C i is equal to the sum of 1 2 χ α k on each crossing point α k . Note that if C i has no crossing points of the v-axis and C i , then the winding number of C i is equal to 0. For example, the winding number of C 1 , C 2 and C 3 in Fig 2 is equal to 0, −1 and 0 , respectively. This observation shows that the winding number of f (S r ) is equal to the sum of the number 1 2 χ α on each crossing point α of the v-axis and f (S r ).
Let us now consider the Sturm sequence of polynomials ϕ r (t) and ψ r (t). Every crossing point of the curve f (S r ) corresponds to a root of ϕ r (t). For any root t 0 ∈ R of ϕ r (t), the argument of f (S r ) is increasing (resp. decreasing) if ε t 0 = −1 (resp. ε t 0 = 1). This observation, together with Theorem 4 and the argument principle, implies the following equalities. If we substitute z(t) = r t − i t + i for f (z), then f (z(t)) can be rewritten as follows:
Since arg f (z(t)) = arg {Φ(t) + iΨ(t)} − arg (t + i) deg f for any t ∈ R, the winding number of f (S r ) is equal to the difference between the signed total changes in angle of the curve Φ(t) + iΨ(t) and the curve (t + i) deg f . By this observation, we can calculate the number of roots of f contained in B r with the help of Kronecker's theorem.
Corollary 1.
Suppose that f (z) has no roots on S r . Let w(t) denotes the number of sign changes in the Sturm sequence of Φ(t) and Ψ(t). Then, the number of roots of f contained in B r equals to
For any real polynomial f , the sign of f (t) for sufficiently large (resp. small) t ∈ R is determined by the leading coefficient (resp. multiplied by (−1) deg f ). Therefore, in order to determine w(M ), we only see the leading coefficients of the Sturm sequence of Φ(t) and Ψ(t). For the rest of the paper, w(∞) (resp. w(−∞)) denotes the number of sign changes in the leading coefficients (resp. multiplied by (−1) deg f i ) of the Sturm sequence.
Method for deciding the distribution of roots of a real polynomial.
Suppose f (z) be a real polynomial of one complex variable z. Then, we can determine the distribution of roots of f as follows.
If we want to know the number of real roots of f contained in the closed interval [a, b], then 1. Check that a and b are not roots of f . 2. Calculate the Sturm sequence of f (t) and f (t).
2. Check that f (z) has no roots on S r . For example, if the resultant of Φ(t) and Ψ(t) does not equal to 0, then f (z) has no roots on S r .
3. Calculate the Sturm sequence of Φ(t) and Ψ(t). 4. By Corollary 1 and the definition of w(∞) and w(−∞), the number of roots of f contained in B r is equal to w(∞) − w(−∞) + deg f 2 .
Construction of infinite series of non-simple ideal hyperbolic Coxeter polytopes
In this Section, we construct infinite series {P n } n∈N of non-simple ideal hyperbolic Coxeter 4-polytopes by glueing ideal hyperbolic Coxeter 4-pyramids along their isometrical facets. First, we introduce the vertical projection p ∞ from ∞ to R 3 and describe how to see hyperbolic 4-polytopes in terms of the projection. Second, we review hyperbolic Coxeter 4-pyramids P 1 over the product of three simplexes which are completely classified by Tumarkin [13] and then construct the infinite family {P n } n∈N . Finally, we determine the combinatorial structure of P n in order to calculate the growth rate τ Pn . In the sequel, we call 2-faces of 4-polytope faces.
The vertical projection from ∞.
First of all, we recall horospheres in H 4 . A horosphere Σ based at a point at infinity u is defined to be a 3-dimensional Euclidean sphere in H 4 tangent to R 3 at u (resp. a Euclidean hyperplane parallel to R 3 ) if u is situated on R 3 (resp. u = ∞). If we restrict the hyperbolic metric on the horosphere Σ, it makes a model of 3-dimensional Euclidean geometry.
Lemma 2. (Theorem6.4.5, [10]) Suppose that
is a non-compact hyperbolic 4-polytope and u is a vertex at infinity of P . Let Σ be a horosphere based at u such that Σ intersects with P only at the bounding hyperplanes incident to u. Then, L(u) := P ∩ Σ has the following properties.
• L(u) is a 3-dimensional Euclidean polytope in Σ.
• For any bounding hyperplane
• If 2 facets F i := H i ∩ P and F j := H j ∩ P make the face of P , then the intersection of
We call the following mapping p ∞ the vertical projection from ∞.
be a non-compact hyperbolic 4-polytope and u be a vertex at infinity of P . By using the translation on R 3 which maps u to 0 and the inversion with respect to the unit sphere in R 4 , we may assume that u is ∞. If a hyperplane H i is incident to (resp. not incident to) ∞, then H i is a Euclidean hyperplane (resp. hemisphere) in H 4 orthogonal to R 3 . Note that any closed half-space H − i contains ∞. Since the vertical projection p ∞ maps any horosphere Σ based at ∞ isometrically onto R 3 , by using Lemma 2, we can treat dihedral angles between 2 bounding hyperplanes of P incident to ∞ as corresponding dihedral angles in the 3-dimensional Euclidean polytope p ∞ (L(∞)). Suppose that bounding hyperplanes H i and H j are not incident to ∞. By choosing a point in H i ∩ H j ∩ R 3 and considering the outer normal vectors u i and u j , we can see the dihedral angle ∠H i ∩ H j in R 3 (see Fig 3) . In this Subsection, we use the following notation.
• F 0 denotes the cubical facet of P 1 .
• The pyramidal facets of P 1 are denoted by F 1 , · · · , F 6 with the following property : F i and F i+1 (i = 1, 3, 5) meet at the non-simple vertex of P 1 and the dihedral angle of F i and F 0 is equal to π 4 for i = 1, 2.
• If the intersection of facets F i and F j is a face of P 1 , we denote the face by f ij .
• The non-simple vertex of P 1 is denoted by u.
• The bounding hyperplane of F i is denoted by H i .
Since the vertex link of u is a Euclidean right rectangular prism, by using isometries of H 4 , P 1 can be normalized as follows:
• The vertex u is ∞.
• The bounding hyperplane H 0 is the unit hemisphere centered at origin.
• The bounding hyperplanes H 1 and H 2 are orthogonal to the x-axis.
• The bounding hyperplanes H 3 and H 4 are orthogonal to the y-axis.
• The bounding hyperplanes H 5 and H 6 are orthogonal to the z-axis.
Under the normalization of P 1 , we can see p ∞ (P 1 ) as Figure 5 , where the coordinates of the eight points A, B, C, D, E, F, G and H are
In Figure 5 , bounding hyperplanes for quadrangular faces ADHE, ABFE and ABCD are p ∞ (H 1 ), p ∞ (H 3 ) and p ∞ (H 5 ). We take a copy of P 1 , denoted by P 1 , and then glue two isometric 4-pyramids P 1 and P 1 along the facet F 1 of P 1 and the facet F 2 of P 1 . Figure 6 . The projective images of P 1 and P 1 Then, we can see the projective image of the resulting 4-polytope P 2 as in the Figure 7 . By the glueing procedure, facets F 1 of P 1 and F 2 of P 1 disappear from P 2 . Since hyperplanes p ∞ (H 3 ), p ∞ (H 4 ), p ∞ (H 5 ) and p ∞ (H 6 ) of P 1 and P 1 coincide with each other, faces f 13 , f 14 , f 15 , f 16 in P 1 and f 23 , f 24 , f 25 , f 26 in P 1 also disappear from P 2 . On the other hand, P 2 has some new faces; one is the quadrangular Figure 7 . the projective image of the resulting 4-polytope.
face composed by each cubical facet F 0 in P 1 and P 1 and the other new faces are composed by unions of f 34 , f 45 , f 56 and f 63 of P 1 and P 1 . Since the facets F 2 in P 1 and F 1 in P 1 do not contribute to the glueing procedure, P 2 has the two pyramidal facets F 1 and F 2 .
By summarizing this observation, we see the combinatorial data of P 2 as follows.
• P 2 has 8 facets; 2 cubical facets, 2 pyramidal facets and 4 facets with 6 faces.
• P 2 has 23 faces; (i) 8 triangular faces come from F 2 of P 1 and F 1 of P 1 , (ii) 10 quadrangular faces come from F 0 in P 1 and P 1 , (iii) only one quadrangular face comes from the intersection of F 1 in P 1 and F 2 in P 1 , (iv) 4 quadrangular faces come from the union of f 34 , f 45 , f 56 and f 63 of P 1 and P 1 .
• P 2 has 28 edges.
• P 2 has 13 vertices; only one vertex ∞ is non-simple.
Since the two pyramidal facets of P 2 are isometric to pyramidal facets F 1 and F 2 of P 1 , we can repeat this procedure by glueing P 1 and P 2 along isometric pyramidal facets, and the resulting 4-polytope is denoted by P 3 . This observation implies that we can continue this procedure over and over again. The ideal hyperbolic 4-polytope obtained by glueing n copies of P 1 along isometric facets F 1 and F 2 is denoted by P n . 4.3. Combinatorial structure of P n . Lemma 3. P n has the following combinatorial data. Proof. By considering the projective image of P n , we can see the assertion. Indeed, the projective image P n consists of n right quadrangular prisms inscribed in closed balls of radius 1 (see Fig 8) .
. We use the following notation and terminology in this section.
• 2 pyramidal facets of P n are denoted by F 1 , F 2 .
• n cubical facets of P n are denoted by C 1 , · · · , C n . Moreover, we suppose that C 1 ∩ F 1 , C n ∩ F 2 and C i ∩ C i+1 are quadrilateral faces. • The other facets of P n are denoted by G 1 , G 2 , G 3 , G 4 . Moreover, we suppose that G i ∩ G i+1 (i mod 4) is a (n + 2)-gonal face.
• X n denotes the Coxeter scheme of P n .
• If a face of P n has dihedral angle π m , we call it a face with π m . Figure 9 . The notations for P n Let us now determine the elliptic or parabolic subschemes of X n .
(1) By Lemma 3, X n has n+6 vertices.
(2) Since each quadrilateral face C i ∩ C i+1 is an intersection of glueing facets, its dihedral angle ∠C i ∩ C i+1 is equal to π 2 . If we glue P n−1 and P 1 along their isometric pyramidal facets, then every faces of P n−1 and P 1 which is not adjacent to glueing facets does not change. Therefore,
• the triangular faces F i ∩ G j are faces with π 2 .
• the (n + 2)-gonal faces G i ∩ G i+1 are faces with π 2 .
• the quadrilateral faces G i ∩ C j are faces with π 3 .
• the quadrilateral faces C 1 ∩ F 1 and C n ∩ F 2 are faces with π 4 . (3) Each edge of P n is expressed as the intersection of the three facets.
• If an edge is expressed as the intersection of F i ∩ G j ∩ G j+1 , it corresponds to the elliptic subscheme
• If an edge is expressed as the intersection of
it corresponds to the elliptic subscheme B 3 of X n .
• If an edge is expressed as the intersection of G i ∩ G i+1 ∩ C j , it corresponds to the elliptic subscheme A 3 of X n .
• If an edge is expressed as the intersection of G i ∩ C j ∩ C j+1 , it corresponds to the elliptic subscheme A 3 of X n .
(4) Each vertex corresponds to the parabolic subscheme of X n .
• If a vertex is the intersection of
it corresponds to the parabolic subschemeB 3 of X n .
• If a vertex is the intersection of G i ∩ G i+1 ∩ C j ∩ C j+1 , it corresponds to the parabolic subschemeÃ 3 of X n .
• If a vertex is non-simple, it corresponds to the parabolic subschemeÃ 1 × A 1 ×Ã 1 of X n .
The growth function of P n
By combining with the combinatorial data of P n and Steinberg's formula, the growth function f n (t) of P n can be calculated as follows.
By using Mathematica, the growth function f n (t) can be expressed as
where
Lemma 4. All the roots of D n (t) are simple.
Proof. We show that the resultant R(D n (t), D n (t)) of D n (t) and D n (t) is not equal to 0 for any n ∈ N. By using Mathematica, we can calculate it as follows:
By using the Descartes rule [9] (Corollary 1, p.28), R(D n (t), D n (t)) has at most one real positive roots as a real polynomial of a real variable n. We can check the following equalities by using Mathematica.
Hence, R(D n (t), D n (t)) = 0 for any n ∈ N.
The distribution of real roots of D n (t).
and D n (t). Then, w(0) = 6 (1 ≤ n ≤ 25)
Moreover, by using Sturm's theorem, the number of real positive roots of D n (t) is equal to 3 for any n ∈ N.
Proof. The equality D n (0) = −4(n + 1) implies that 0 is not a root of D n (t) for any n ∈ N. By using Mathematica, the Sturm sequence of D n (t) and D n (t) can be calculated and listed in Appendix. Let us denote the Sturm sequence of D n (t) and
Then, w(0) (resp. w(∞)) is equal to the number of sign changes in the sequence a
0 (resp. a
1 , a
0 ). The sign of each coefficient a
i depends on n ∈ N. From now on, we determine its signs. For example, we consider the sign of a (5) 0 . The sign of a (5) 0 depends on the following polynomial p(n) (see Appendix);
Let us first calculate the difference between p(n + 1) and p(n).
p(n + 1) − p(n) = 52032n 7 + 254212n 6 − 4243164n 5 − 5193210n > 0 (n ≥ 10).
The case of other a (k) i is considered by analogy, so that we obtain the assertion. We can calculate w(−∞) analogously to the proof of Lemma 5.
w(−∞) = 6 (1 ≤ n ≤ 25) 7 (26 ≤ n).
Therefore, by combining Lemma 5 and Sturm's theorem, we obtain the following proposition. 2. By using Mathematica, we can show that the resultant of Φ(t) and Ψ(t) is not equal to 0 for any n ∈ N . Therefore D n (t) has no roots on the circle S 2 of radius 2 centered at the origin.
3. By using Mathematica, the Sturm sequence of Φ(t) and Ψ(t) can be calculated. 4. In a manner similar to the argument in section 5.1, we can calculate the numbers of sign changes w(∞) and w(−∞) in the Sturm sequence Φ(t) and Ψ(t).
Lemma 6. w(∞) = 8, w(−∞) = 1 for any n ∈ N. By Corollary 1, the number of roots of Q n (t) contained in the closed disk of radius 2 centered at the origin in the complex plane C is equal to 8.
Theorem 8. The growth rate of P n is a Perron number for any n ∈ N.
Proof. By Lemma 6, the absolute values of 8 roots of D n (t) are strictly less than 2. Since deg D n (t) = 9, if we prove that D n (t) has a positive real root which is greater
