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Abstract
We demonstrate that the Plancherel transform for Type-I groups
provides one with a natural, unified perspective for the generalized
continuous wavelet transform, on the one hand, and for a class of
Wigner functions, on the other. The wavelet transform of a signal
is an L2-function on an appropriately chosen group while the Wigner
function is defined on a coadjoint orbit of the group and serves as an
alternative characterization of the signal, which is often used in prac-
tical applications. The Plancherel transform maps L2-functions on
a group unitarily to fields of Hilbert-Schmidt operators, indexed by
unitary irreducible representations of the group. The wavelet trans-
form can essentially be looked upon as a restricted inverse Plancherel
transform, while Wigner functions are modified Fourier transforms of
inverse Plancherel transforms, usually restricted to a subset of the uni-
tary dual of the group. Some known results on both Wigner functions
and wavelet transforms, appearing in the literature from very differ-
ent perspectives, are naturally unified within our approach. Explicit
computations on a number of groups illustrate the theory.
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1 Introduction
The continuous wavelet transform is used extensively in image processing
and signal analysis and its group theoretical origin is well known [1, 12].
The Wigner function has also been employed in the analysis of signals as
well as in numerous quantum optical and quantum statistical computations
[8, 9, 20, 34, 35]. It has been argued before that both the wavelet transform
and the Wigner function owe their origin to the square integrability of certain
group representations. This point was discussed extensively in [4], where the
square integrability of a single unitary irreducible representation of a group
was exploited to build both a generalized wavelet transform and a class of
Wigner functions. It is the purpose of this paper to show, quite generally,
how both these concepts can be unified using the Plancherel transform for
Type-I groups. The Plancherel transform sets up a unitary isomprophism
between the Hilbert space of square integrable (with respect to the Haar
measure) functions on the group and the direct integral Hilbert space (with
respect to the Plancherel measure) built out of the spaces of Hilbert-Schmidt
operators on the Hilbert spaces of unitary irreducible representations of the
group. It is the inverse of this unitary map which, when appropriately re-
stricted, leads to a generalized wavelet transform. On the other hand, taking
the inverse Plancherel transform and following it up with a Fourier type of
transform leads to functions on the dual of the Lie algebra of the group. The
final function, when restricted to appropriate coadjoint orbits, then yields a
wide class of generalized Wigner functions, which share many of the interest-
ing properties of the original Wigner function [34], but now is definable for
a vast array of groups and representations. Generalized wavelet transforms
can also be seen as coherent state transforms of vectors in the Hilbert spaces
of group representations [1]. However, in most cases one defines the coherent
state transform on Hilbert spaces carrying a single unitary irreducible rep-
resentation of the group. This requires that the representation in question
be square integrable, or in other words, that it belong to the discrete series
of representations of the group. If, on the other hand, the group in question
does not admit square integrable representations, the above construction of
coherent states and related transforms clearly fails. In such cases, in specific
examples, it has been demonstrated [23] how the use of direct integral rep-
resentations, over some convenient subset of the unitary dual of the group,
leads once more to the existence of a coherent state transform. We show
here that this situation is generic and is again a simple consequence of the
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Plancherel transform.
The rest of this paper is organized as follows: In Section 2 we briefly
recall the Plancherel transform and its inverse for Type-I groups. In Section
3 we derive explicit expressions for the inverse Plancherel transform and
demonstrate how it can be used to define coherent states and a generalized
wavelet transform. We carry out the construction explicitly in Section 4 for
the case of the Poincare´ group in a two-dimensional space-time. Section 5 is
devoted to a definition and construction of the generalized Wigner function.
This function is defined on the coadjoint orbits, foliating the dual of the
Lie algebra of the group, and we introduce a modified Fourier transform
on the range of the Plancherel transform to arrive at it. We also discuss
general properties of the Wigner function, which follow immediately from the
definition. As examples, we compute in Section 6 Wigner functions for the
cases of three commonly used groups: the two-dimensional Poincare´ group,
the affine Poincare´ group (the Poincare´ group including dilations) and the
Weyl-Heisenberg group, which leads us back to the original quasi-probability
distribution function introduced by Wigner. Finally, in the Appendix we
collect together a few results, of a computational nature, used in working
out the examples.
2 Plancherel Measure
Let us first fix some notation: G denotes a second countable, locally compact
group. All representations will be understood to be unitary and strongly
continuous. By Ĝ we denote the set of equivalence classes of irreducible
representations of G, equipped with the Mackey Borel structure(see, e.g.,
[16]). It will often be necessary to distinguish between an equivalence class
σ ∈ Ĝ of representations and a specific realization of a representation Uσ,
in this equivalence class and acting on a particular Hilbert space Hσ. In
the direct integrals below, a measurable realization of the representations Uσ
used is provided by the theory [31, Theorem 10.2]. µG denotes the left Haar
measure, and Lp(G) is the corresponding Lp-space. Cc(G) denotes the space
of compactly supported continuous functions on G. The modular function
of G is denoted by ∆G, the convention being,
dµG(x) = ∆G(x) dµr(x) , (1)
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where µr is the right invariant Haar measure. For a function f on G, we
write
f˜(x) := f(x−1).
For a given Hilbert space H, B2(H) denotes the space of Hilbert-Schmidt
operators. It is a Hilbert space, endowed with the scalar product 〈A|B〉2 =
tr(A∗B); the corresponding norm shall be denoted by ‖ · ‖2. Furthermore,
B1(H) denotes the subspace of trace class operators, endowed with the norm
‖A‖1 := tr(|A|), where |A| := (AA∗)1/2. Elements of special interest in both
spaces are the rank-one operators, denoted by |η〉〈φ|, (for η, φ ∈ H), which
are defined by |η〉〈φ|(ψ) = 〈φ|ψ〉η, for any ψ ∈ H. We have ‖|η〉〈φ|‖1 =
‖|η〉〈φ|‖2 = ‖η‖‖φ‖.
The usual operator norm is denoted by ‖·‖∞. If a densely defined operator
A has a bounded extension, we denote the extension by [A]. A simple and
often used fact is that for linear operators A,B, T with A,B bounded, such
that [AT ] and [TB] exist, [ATB] = [AT ]B = A[TB].
The central object of interest in this paper is the left regular representation
λG of G, acting on L
2(G) via (λG(x)f)(y) := f(x
−1y). Another representa-
tion acting on L2(G) is the right regular representation ρG, defined by
(ρG(x)f)(y) := ∆G(x)
1/2f(yx). The left and the right regular representations
commute and are unitarily equivalent. Finally, the two-sided representa-
tion is denoted by λG × ρG. This is a representation of the product group
G × G, defined by (λG × ρG)(x, y) := λG(x)ρG(y). The Plancherel theory
can be seen as the theory of a direct integral decomposition of the two-sided
representation into irreducibles, where the intertwining operator is given by
the operator-valued Fourier transform. In this paper, we shall only be con-
cerned with groups G such that λG is a Type-I factor, i.e., the von Neumann
algebra generated by the left (right) regular representation [13, 14] of G is a
Type-I factor. (Such von Neumann algebras are algebraically isomorphic, as
C∗-algebras, to the full algebra of bounded operators on some Hilbert space.)
Recall that the operator-valued Fourier transform on G maps each f ∈
L1(G) to the family {Uσ(f)}σ∈Ĝ of operators, where each Uσ(f) is defined by
the weak operator integral
Uσ(f) :=
∫
G
f(x)Uσ(x)dµG(x) . (2)
This defines a field of bounded operators, in fact, we have
‖Uσ(f)‖∞ ≤ ‖f‖1 (3)
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Another feature of the operator-valued Fourier transform, reminiscent of the
well-known Fourier transform over the reals, is that convolution becomes
operator multiplication on the Fourier side, more precisely, Uσ(f ∗ g) =
Uσ(f) ◦ Uσ(g). In order to invert this transform, we have to find a Hilbert
space H, such that f 7→ {Uσ(f)}σ∈Ĝ extends from L1(G)∩L2(G) to a unitary
equivalence L2(G)→ H. To see the relationship of this definition to the usual
Fourier transform (over the reals, say), let us suppose for a moment that G
is abelian. Then each Uσ(f) is a scalar, since each Uσ is a character, and
the above mapping yields the usual Fourier transform f̂ (except that in the
generally used definition one integrates over U∗σ rather than Uσ). Also, in
this case, Ĝ is a locally compact abelian group, and the abelian Plancherel
theorem states that we may take the Haar measure on Ĝ as the Plancherel
measure, i.e. H = L2(Ĝ), in the stated unitary equivalence.
Returning to the general case, let us try to motivate the construction
of the Hilbert space H. The Fourier transform {Uσ(f)}σ∈Ĝ forms a field of
bounded operators on Ĝ. Furthermore, this field is measurable, as follows
from the definition of the Mackey Borel structure on Ĝ. It is thus reasonable
to expect H to be the direct integral over a measure space (Ĝ, νG), where each
fibre is some Hilbert space of operators, and the measure νG is to be deter-
mined. The natural choice for the fibres is given by the Hilbert-Schmidt op-
erators on the representation spaces Hσ. At this point, the Plancherel theory
splits into the unimodular and the nonunimodular cases: In the unimodular
case, Uσ(f) is automatically Hilbert-Schmidt, for every f ∈ L1(G) ∩ L2(G)
and almost every σ ∈ Ĝ. In the nonunimodular case we have to employ a fam-
ily (Cσ)σ∈Ĝ of densely defined unbounded operators Cσ on Hσ, with densely
defined inverses, such that Uσ(f)C
−1
σ is Hilbert-Schmidt (more precisely: for
almost all σ (with respect to the measure νG), the closure [Uσ(f)C
−1
σ ] is
Hilbert-Schmidt). These operators can indeed be constructed in such way
that the operator Fourier transform extends to a unitary map.
Let us now give the exact statement of the Plancherel theorem in the
form we are going to use [15].
Theorem 2.1 Let G be a second countable locally compact group having a
type-I regular representation. Then there exists a measure νG on Ĝ, called
the Plancherel measure, and a measurable field (Cσ)σ∈Ĝ of self adjoint
positive operators with densely defined inverses, such that the following hold:
(i) For f ∈ L1(G) ∩ L2(G) and νG-almost all σ ∈ Ĝ, the closure of the
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operator Uσ(f)C
−1
σ is a Hilbert-Schmidt operator on Hσ.
(ii) The map L1(G) ∩ L2(G) ∋ f 7→ {[Uσ(f)C−1σ ]}σ∈Ĝ extends to a unitary
equivalence
P : L2(G)→
∫ ⊕
Ĝ
B2(Hσ)dνG(σ) . (4)
This unitary operator is called the Plancherel transform of G. It
has the intertwining property
P(λG(x)ρG(y)f)(σ) = Uσ(x) (P(f)(σ))Uσ(y)∗ .
(iii) There exists a subspace D(G) ⊂ L1(G) ∩ L2(G), dense in L2(G), such
that for all f ∈ D(G) and νG-almost all σ ∈ Ĝ, the operator
[Uσ(f)C
−2
σ ] = [[Uσ(f)C
−1
σ ]C
−1
σ ]
is densely defined and has a trace class extension, and we have the
Fourier inversion formula,
f(x) =
∫
Ĝ
tr
(
[Uσ(x)
∗Uσ(f)C
−2
σ ]
)
dνG(σ) . (5)
(iv) The Plancherel measure is essentially unique: The covariance rela-
tion
Uσ(x)CσUσ(x)
∗ = ∆G(x)
1/2Cσ (6)
fixes each Cσ uniquely up to multiplication by a scalar, and once these
are fixed, so is νG. Conversely, one can fix νG (which is a priori only
unique up to equivalence) and thereby determine the Cσ uniquely.
(v) G is unimodular if and only if for νG-almost all σ, Cσ is a multiple of
the identity Iσ on Hσ. In this case we require that Cσ = Iσ, which then
determines νG completely. If G is nonunimodular, Cσ is an unbounded
operator for (νG-almost all) σ ∈ Ĝ.
Remark 2.2 The inversion formula (5) was shown in [15] to hold for the
space of Bruhat functions introduced in [11]. It can be written as
D(G) =
⋃
{C∞c (G/K) : K ⊂ G compact such that G/K is a Lie group } ,
where C∞c (G/K) is the space of arbitrarily smooth functions on G/K with
compact support, canonically embedded into Cc(G). ⋄
6
In the following, we suppose that G is a second countable group with
type-I regular representation. We use ̂ to denote the Plancherel transform.
So, for f ∈ L1(G) ∩ L2(G) we have (Pf)(σ) = f̂(σ) := [Uσ(f)C−1σ ]. The
direct integral space of Hilbert-Schmidt spaces in (4) will be denoted by B⊕2 .
The scalar product of two elements, Ai ∈ B⊕2 , i = 1, 2, consisting of the
measurable fields {Ai(σ) ∈ B2(Hσ)}σ∈Ĝ, is given by
〈A1|A2〉B⊕2 =
∫
Ĝ
tr [A1(σ)∗A2(σ)] dνG(σ).
3 The wavelet transform as inverse Planche-
rel transform
Let us quickly recall the group-theoretical formalism for the construction of
wavelet transforms: Suppose we are given a unitary (not necessarily irre-
ducible) representation U of G, on a Hilbert space H and a vector η ∈ H.
We can then define the (generalized) wavelet transform of φ ∈ H as the
function Vηφ on G, defined by
(Vηφ)(x) := 〈U(x)η|φ〉 . (7)
Generally, this construction gives an injective operator Vη : φ 7→ Vηφ, when-
ever η is a cyclic vector (which means that the orbit U(G)η is total in H).
However, in order to have an efficient way of inverting Vη, we require more,
viz , that Vη : H → L2(G) be an isometry (possibly up to a scalar factor cη).
Note that generally, even the well-definedness, that is Vη(H) ⊂ L2(G), is not
guaranteed. However, if Vη is an isometry (in which case we say that η is an
admissible vector), we can rewrite the isometry property in the form of an
inversion formula,
φ =
1
cη
∫
G
(Vηφ)(x) U(x)η dµG(x) , (8)
where the integral is understood in the weak operator sense or, equivalently,
as a resolution of the identity:
IdH =
1
cη
∫
G
U(x)|η〉〈η|U(x)∗ dµG(x) . (9)
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The relationship to the left regular representation is quite obvious: Be-
sides being an isometry, the wavelet transform Vη is easily seen to intertwine
the representation U of G with its left regular representation λG. Hence
wavelet transforms fall quite naturally in the domain of the Plancherel the-
ory. In fact, as will become clear below, if U is given as a direct integral of
irreducible representations, a wavelet transform is just the inverse Plancherel
transform, applied to certain operator fields.
In order to motivate the last statement, let us take a closer look at the
case where U = Uσ is an irreducible, square-integrable representation
of G. This means that, there exist explicit admissibility conditions involving
Cσ, which are usually cited in the following form [15, Theorem 3]:
Theorem 3.1 Let Uσ be an irreducible subrepresentation of λG.
(i) For η, φ ∈ Hσ, the wavelet transform Vηφ is square integrable (i.e., is
an element of L2(G)) iff η ∈ dom(Cσ).
(ii) For η1, η2 ∈ dom(Cσ) and φ1, φ2 ∈ Hσ, we have the orthogonality rela-
tion,
〈Vη1φ1|Vη2φ2〉L2(G) = 〈Cση2|Cση1〉H 〈φ1|φ2〉H . (10)
To see the relationship with the Plancherel transform, let us consider the
rank-one operatorsAi = |φi〉〈Cσηi| (i = 1, 2). Then Vηiφi(x) = 〈Uσ(x)ηi|φi〉 =
tr(|φi〉〈ηi|Uσ(x)∗) = tr(|φi〉〈Cσηi|C−1σ Uσ(x)∗) = tr [AiC−1σ Uσ(x)∗], which is
essentially the Plancherel inversion formula (5) (up to an ordering of opera-
tors), with the operator fields supported only at the point σ. Here we have
taken account of the fact that Uσ is a subrepresentation of λG iff νG({σ}) > 0,
and hence, without loss of generality, we may take νG({σ}) = 1. Assum-
ing that the inversion formula holds for both Vηiφi, i = 1, 2, we obtain
(P(Vηiφi))(π) = (̂Vηiφi)(π) = Ai, for π = σ and 0 elsewhere. Thus, the
orthogonality relations, and in particular the isometry property of the gen-
eralized wavelet transform Vη, are immediate consequences of the unitarity
of the Plancherel transform.
While this way of showing the isometry property of Vη, using the Planche-
rel transform, is much too complicated in the irreducible case (which is eas-
ily dealt with using Schur’s lemma), it has the advantage of being readily
generalizable to direct integral representations, once we have extended the
inversion formula (5) to a wider class of functions.
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Let us first establish a few preliminary facts. The first lemma deals with
the operators Cσ and their relation to convolution.
Lemma 3.2 Let f ∈ Cc(G).
(i) For νG-almost every σ, we have f̂(σ)
∗ = C−1σ Uσ(∆
−1
G f˜). In particular
the right hand side is everywhere defined and bounded.
(ii) For νG-almost every σ, we have
[Uσ(f)C
−1
σ ] = C
−1
σ Uσ(∆
−1/2
G f) ,
in particular the right hand side is everywhere defined and bounded.
(iii) For all g ∈ L2(G), we have
(ĝ ∗ f)(σ) = ĝ(σ)Uσ(∆−1/2G f) ,
(f̂ ∗ g)(σ) = Uσ(f)ĝ(σ) .
Proof. For part (i) we invoke [32, Theorem 13.2], to find that, since C−1σ
is self-adjoint and Uσ(f) is bounded, (Uσ(f)C
−1
σ )
∗ = C−1σ Uσ(f)
∗. Moreover,
since f̂(σ) is bounded, the right hand side of the last equation is everywhere
defined. Calculating Uσ(f)
∗ is routine.
For (ii) we first note that by (i), applied to ∆
−1/2
G f˜ ∈ Cc(G), the right
hand side is bounded and everywhere defined. Moreover, the left-hand side is
bounded since f ∈ L1(G)∩L2(G). It thus remains to show that the equality
holds on the dense subspace dom(C−1σ ): For φ, η ∈ dom(C−1σ ) the definition
of the weak operator integral yields
〈φ|Uσ(f)C−1σ η〉 =
∫
G
〈φ|Uσ(x)C−1σ η〉f(x)dµG(x)
=
∫
G
〈φ|∆G(x)−1/2C−1σ Uσ(x)η〈f(x)dµG(x)
=
∫
G
〈C−1σ φ|Uσ(x)η〈∆G(x)−1/2f(x)dµG(x)
= 〈C−1σ φ|Uσ(∆−1/2G f)η〉
= 〈φ|C−1σ Uσ(∆−1/2G f)η〉 ,
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where the second equality uses the covariance relation (6), and the self-
adjointness of C−1σ was used on various occasions. This shows (ii).
Part (iii) is then immediate from (i) and (ii), at least for g ∈ L1(G) ∩
L2(G). It extends by continuity to all of L2(G): The left-hand sides are
continuous operators, being convolution operators with f ∈ Cc(G), and the
right hand sides are continuous because of inequality (3). ⋄
The next lemma defines the space B⊕1 , which arises very naturally when
dealing with inversion formulae. In fact, there is a natural representation-
theoretic interpretation of B⊕1 as the space of Fourier transforms of the Fourier
algebra A(G). This was noted for the unimodular case by Lipsman [27], but
the arguments go through for the non-unimodular case as well.
Lemma 3.3 Let B⊕1 be the space of measurable fields {B(σ)}σ∈Ĝ of trace
class operators, for which the norm
‖B‖B⊕1 :=
∫
Ĝ
‖B(σ)‖1 dνG(σ)
is finite. Here we identify operator fields which agree νG-almost everywhere.
Then (B⊕1 , ‖·‖B⊕1 ) is a Banach space and the set of measurable fields of rank
one operators in B⊕1 spans a dense subspace.
The proof consists of standard arguments and is omitted here.
Now we can show that the inversion formula holds almost everywhere,
whenever it makes sense (i.e., whenever all quantities involved can be ex-
pected to converge). This is the nonabelian analogue of the well known
Fourier inversion formula for an L2-function whose Plancherel transform is
in L1. The statement for the unimodular case was in fact given in [27].
Theorem 3.4 Let A ∈ B⊕2 be such that for almost all σ ∈ Ĝ, A(σ)C−1σ
extends to a trace class operator and such that {[A(σ)C−1σ ]}σ∈Ĝ ∈ B⊕1 . Let
a ∈ L2(G) be the inverse Plancherel transform of A. Then we have (for
almost every x ∈ G)
a(x) =
∫
Ĝ
tr(Uσ(x)
∗[A(σ)C−1σ ]) dνG(σ) . (11)
If we assume that C−1σ A(σ) is trace-class, and that {[C−1σ A(σ)]}σ∈Ĝ ∈ B⊕1 ,
then σ 7→ tr(|[C−1σ A(σ)]|) is integrable and we obtain (almost everywhere)
a(x) =
∫
Ĝ
tr([C−1σ Uσ(x)
∗A(σ)])dνG(σ) . (12)
10
Proof. Let (fn)n∈N ⊂ Cc(G) be a sequence with decreasing supports,
satisfying the following requirements: fn ≥ 0, ‖f˜n‖L1 = 1, and supp(fn)
runs through a neighborhood base at unity. Then (fn)n∈N is a bounded
approximate identity with respect to right convolution, i.e., for all g ∈ L2(G)
we have g ∗ fn → g in L2(G), and the operator norms of g 7→ g ∗ fn are
bounded by a constant. In addition, (∆
−1/2
G fn)n∈N has the same properties,
since ‖∆1/2G f˜n‖L1 → 1.
By passing to a subsequence, if necessary, we may assume that a∗fn → a
pointwise almost everywhere. We first evaluate the convolution using the
unitarity of the Plancherel transform, obtaining for almost every x ∈ G:
(a ∗ fn)(x) = 〈λ(x)f˜n|a〉
=
∫
Ĝ
tr
(
A(σ)
[
Uσ(x)Uσ(f˜n)C
−1
σ
]∗)
dνG(σ) (13)
=
∫
Ĝ
tr(A(σ)[C−1σ Uσ(f˜n)
∗Uσ(x)
∗]dνG(σ)
=
∫
Ĝ
tr([A(σ)C−1σ Uσ(∆
−1
G fn)Uσ(x)
∗])dνG(σ) ,
=
∫
Ĝ
tr([A(σ)C−1σ ]Uσ(∆
−1
G fn)Uσ(x)
∗)dνG(σ) . (14)
Here we have used the fact that C−1σ Uσ(∆
−1
G fn)Uσ(x)
∗ is bounded, by Lemma
3.2 (i), as well as the existence of [A(σ)C−1σ ], as assumed.
From the definition of B⊕1 , it is clear that
(B(σ))σ∈Ĝ 7→
∫
Ĝ
tr(B(σ))dνG(σ)
defines a bounded linear functional; this was our motivation for introducing
the space. Comparing the right-hand side of (11) with (14), we find that it
suffices to show that the sequence of operators
T
(n)
1 : B⊕1 → B⊕1
(B(σ))σ∈Ĝ 7→
(
B(σ)Uσ(∆
−1
G fn)
)
σ∈Ĝ
converges strongly to the identity operator. For this purpose, let us write
T
(n)
2 : B⊕2 → B⊕2 for the identically defined operators on B⊕2 . Let us first note
that
∥∥Uσ(∆−1G fn)∥∥∞ ≤ ∥∥∆−1G fn∥∥L1 ≤ K, with K independent of n, thus both
sequences of operators are norm-bounded.
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Applying Lemma 3.2 (ii), we find that the Plancherel transform conju-
gates (T
(n)
2 )n∈N with the family of convolution operators S
(n) : g 7→ g ∗
(∆
−1/2
G fn), which strongly converges to the identity operator. Moreover,
it strongly converges with respect to the B⊕1 -norm on the subspace gen-
erated by the fields of rank one operators: Let B = {|φ(σ)〉〈η(σ)|}σ∈Ĝ
be such a field. We may assume ‖φ(σ)‖ = ‖η(σ)‖. Then (T (n)1 B)(σ) =
|φ(σ)〉〈T (n)∗σ η(σ)|, σ ∈ Ĝ, with T (n)σ = Uσ(∆−1G fn). Hence∥∥∥T (n)1 B −B∥∥∥
B⊕1
=
∫
Ĝ
‖φ(σ)‖∥∥T (n)∗σ η(σ)− η(σ)∥∥ dνG(σ)
≤
(∫
Ĝ
‖φ(σ)‖2 dνG(σ)
)1/2
×
(∫
Ĝ
∥∥T (n)∗σ η(σ)− η(σ)∥∥2 dνG(σ)
)1/2
,
by the Cauchy-Schwarz inequality. Here we have used that ‖|φ(σ)〉〈η(σ)|‖1 =
‖φ(σ)‖‖η(σ)‖ = ‖φ(σ)‖2 = ‖η(σ)‖2, hence all integrals converge. Picking
any measurable family {ξ(σ)}σ∈Ĝ of unit vectors, we can define the operator
field B′ = {|ξ(σ)〉〈η(σ)|}σ∈Ĝ ∈ B⊕2 , and find that∫
Ĝ
∥∥T (n)∗σ η(σ)− η(σ)∥∥2 dνG(σ) = ∥∥∥T (n)2 B′ − B′∥∥∥2
B⊕2
converges to zero.
Thus (T
(n)
1 )n∈N is a bounded sequence of operators converging strongly
on a dense subspace, which entails strong convergence on B⊕1 . Hence,
limn→∞
∫
Ĝ
tr([A(σ)C−1σ ]Uσ(∆
−1
G fn)Uσ(x)
∗)dνG(σ) =∫
Ĝ
tr([A(σ)C−1σ ]Uσ(x)
∗)dνG(σ) ,
and the first equation is proved.
The second formula is proved by modifying the argument for the first:
We employ
tr
(
A(σ)
[
Uσ(x)Uσ(f˜n)C
−1
σ
]∗)
= tr
([
Uσ(x)Uσ(f˜n)C
−1
σ
]∗
A(σ)
)
in equation (13).
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After using
[C−1σ Uσ(∆
−1
G fn)Uσ(x)
∗A(σ)] = Uσ(∆
−1/2
G fn)[C
−1
σ Uσ(x)
∗A(σ)] ,
the fact that (∆
−1/2
G fn)n∈N is a bounded approximate identity with respect
to left convolution now gives the desired convergence of the traces, and we
are done.
⋄
Remark 3.5 Before we apply the theorem to general direct integral repre-
sentations, let us first consider the relevance of the two inversion formulae,
(11) and (12), for the irreducible case. So let π ∈ Ĝ, Uπ a representation in
this class and assume it to be an irreducible subrepresentation of λG. Let
φ, η ∈ Hπ with η ∈ dom(Cπ). The rank one operator |φ〉〈Cπη| fulfills the re-
quirement for the first inversion formula, hence Vηφ is the inverse Plancherel
transform of this operator. But we can also consider the operator |Cπη〉〈φ|,
suitable for the second inversion formula, which gives
tr(C−1π |Uπ(x)∗Cπη〉〈φ|) = 〈φ|C−1π Uπ(x)∗Cπη〉
= 〈φ|∆−1/2G (x)Uπ(x)∗η〉 = (∆−1/2G V˜ηφ)(x) .
This reveals the general relationship between the two inversion formulae: The
operators f 7→ ∆−1/2G f˜ and {A(σ)}σ∈Ĝ 7→ {A(σ)∗}σ∈Ĝ are conjugate under
the Plancherel transform, hence an inversion formula for f gives rise to an
inversion formula for ∆
−1/2
G f˜ , and vice versa. ⋄
Now let Uπ be a multiplicity-free subrepresentation of λG. Since G has a
type-I regular representation, we may assume
Uπ =
∫ ⊕
Σ
UσdνG(σ) ,
for some measurable subset Σ ⊂ Ĝ. A simple method for the construction of
admissible vectors is then given in the following corollary:
Corollary 3.6 Let φ = {φ(σ)}σ∈Σ, {η(σ)}σ∈Σ ∈ Hπ be given. Assume,
moreover, that η(σ) ∈ dom(Cσ), and that the field A(σ) := |φ(σ)〉〈Cση(σ)|,
extended trivially outside Σ, is in B⊕2 . Then Vηφ ∈ L2(G), with (̂Vηφ) = A,
and hence
‖Vηφ‖2 =
∫
Σ
‖φ(σ)‖2 ‖Cση(σ)‖2 dνG(σ) .
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Thus, η is admissible iff {η(σ)}σ∈Σ can be chosen such that ‖Cση(σ)‖ = 1,
for νG-almost every σ ∈ Σ.
Proof. Let a ∈ L2(G) be the inverse Plancherel transform of A. Then,
observing that A(σ)C−1σ = |φ(σ)〉〈η(σ)|, we see that as a function of σ,
tr(|A(σ)C−1σ |) = ‖φ(σ)‖‖η(σ)‖ is integrable, since φ and η are square-inte-
grable vector fields. Hence all requirements of Theorem 3.4 are met, and we
obtain almost everywhere
a(x) =
∫
Ĝ
tr(A(σ)C−1σ Uσ(x)
∗)dνG(σ)
=
∫
Ĝ
〈Uσ(x)η(σ)|φ(σ)〉dνG(σ)
= (Vηφ)(x)
The equality of norms is then immediate, since the right hand side is the
norm squared of A in B⊕2 ; and the admissibility condition is an immediate
corollary. ⋄
The construction of admissible vectors for representations with multiplic-
ities can be a subtle task. For instance, it is known that λG has admissible
vectors, for G non-unimodular with type-I regular representation [18], but a
direct construction of such vectors, without the use of Plancherel transform,
could not be given. By contrast, the admissibility condition of the corol-
lary is fairly easy to handle, once the direct integral decomposition of the
representation is obtained. One important class of representations which fall
under this category are the quasi-regular representations of certain semidirect
product groups, see [17].
Remark 3.7 At the moment, we do not know whether the requirement
ησ ∈ dom(Cσ) is necessary for admissibility, i.e., for the finiteness of ‖Vηφ‖2,
though we expect it to be true. ⋄
A criterion for the existence of admissible vectors is given in the following
theorem. The proof for the unimodular part is a straightforward consequence
of Corollary 3.6, for the non-unimodular case see [18], where in fact all rep-
resentations having admissible vectors are classified.
Theorem 3.8 The unitary representation Uπ has admissible vectors iff G is
nonunimodular or G is unimodular and 0 < νG(Σ) <∞.
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4 Example of the (1+1)-Poincare´ group
In this section we want to calculate the Plancherel measure of the Poincare´
group in (1 + 1)-dimensional space-time. This is the group P↑+(1, 1) =
R2⋊ SO0(1, 1) (connected part of SO(1, 1)) and we shall explicitly construct
admissible vectors for some of its representations. Note that SO0(1, 1) is
the proper Lorentz group in a space-time of (1 + 1)-dimensions. In comput-
ing the Plancherel measure, we follow the procedure given by Kleppner and
Lipsman [24], which employs the Mackey machinery for this purpose. Re-
call that it follows from Mackey’s theory of induced representations [29, 30],
that (almost all of) the unitary irreducible representations of R2⋊ SO0(1, 1)
are in one-to-one correspondence with the orbits of SO0(1, 1) in the dual
space R̂2 (which we identify here with R2 itself). Here we have used the fact
that SO0(1, 1) operates freely on R̂2 \ {0}, such that each dual orbit con-
tributes precisely one irreducible representation, and we have dropped the
one-dimensional representations arising from the dual orbit {0}.
We parametrize the Lorentz group by
R ∋ θ 7→ Λθ =
(
cosh θ sinh θ
sinh θ cosh θ
)
. (15)
In this parametrization, dθ is invariant, under both left and right actions,
and we choose this for the Haar measure on SO0(1, 1). We write a generic
element of G as (x, h), with x =
(
x0
x
)
∈ R2 and h a matrix of the form
(15). As Haar measure on P↑+(1, 1) we may take dµ(x, h) = dxdθ, dx being
the Lebesgue measure on R2, and note that this group is unimodular.
The first step for the calculation of the Plancherel measure is the compu-
tation of the dual orbits. They are conveniently represented by the set{
yv | v ∈ {
(
1
0
)
,
(
0
1
)
}, y ∈ R∗
} ⋃ {(±1
±1
)} ⋃ {( 0
0
)}
, (16)
where R∗ = R \ {0}. The last five points represent Lebesgue-null sets; and
hence the set of representations arising from these orbits will have Plancherel
measure zero (see below). We therefore drop them from further discussion.
(It ought to be pointed out, however, that the first four of these orbits cor-
respond, physically, to zero-mass systems. Thus, while they do not play any
role in the Plancherel theory, they are by no means physically negligible.) On
15
any of the remaining orbits, Ov,y = ySO0(1, 1)v, the Lorentz group operates
freely. Hence we obtain the parametrization
R ∋ θ 7→ k =
(
k0
k
)
:= y Λθ v ∈ Ov,y ,
of Ov,y, and the measure dθ is the image of the Haar measure of SO0(1, 1),
under this parametrization. Hence, up to a null set, R̂2 is parametrized by
R× {
(
1
0
)
,
(
0
1
)
} × R∗ ∋ (θ, v, y) 7→ y
(
cosh θ sinh θ
sinh θ cosh θ
)
v , (17)
where θ parametrizes Ov,y, and (v, y) parametrizes the orbit space.
By Mackey’s theory of induced representations [29, 30], each Ov,y con-
tributes exactly one representation class σv,y ∈ ̂P↑+(1, 1). Denoting the
corresponding induced representation in this class by Uv,y, its action on
L2(Ov,y, dθ) is given by
(Uv,y(x, h)f)(k) = e
i〈k , x〉f(h−1k) ,
〈, 〉 denoting the dual pairing between R2 and R̂2, which we take (following
the physicists’ convention) as 〈k , x〉 = k0x0 − kx. Note that this choice of
dual pairing, as opposed to the more conventional mathematician’s choice,
〈k , x〉 = k0x0 + kx, does not change the dual action of SO0(1, 1).)
Hence the Plancherel measure νP , of the semidirect product group P↑+(1, 1) =
R2⋊ SO0(1, 1), can be viewed as a measure on the orbit space R̂2/SO0(1, 1),
or, equivalently, on {
(
1
0
)
,
(
0
1
)
} ×R∗. It is obtained by decomposing the
Lebesgue measure of R̂2 along the orbits; in other words, we are looking for
a measure λ on {
(
1
0
)
,
(
0
1
)
}×R∗ such that in the parametrization (17) of
R̂2, the Lebesgue measure is given by dθdλ(v, y). By computing the Jacobian
of (17), we obtain
dνP (σv,y) = dλ(v, y) = dv y dy , (18)
where dv is just the counting measure on the two-element set {
(
1
0
)
,
(
0
1
)
}.
That we have indeed computed the Plancherel measure is due to [17,
Theorem 3.3]. ( An alternative argument could be derived from [24, II,
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Theorem 2.3], or rather, the proof of that result.) Generally, the procedure
for the computation of the Plancherel measure of semidirect products Rk⋊H
following Kleppner and Lipsman [24], involves three steps, which in this
(unimodular) setting may be roughly sketched as follows: First compute
invariant measures on the orbits (in our case, this was the measure dθ).
Then compute a unique measure on the orbit space (our νP ) such that first
integrating along the orbits and then integrating over the orbit space gives
Lebesgue measure on the dual. Finally the Plancherel measures of the little
fixed group and the measure on the orbit space can be combined to give the
Plancherel measure of the semidirect product. In our case, the little fixed
groups are trivial, and in this case the last step reduces to a – still somewhat
subtle – normalization issue. (This is discussed at length in [17].)
The role played by the decomposition of Lebesgue-measure for the con-
struction of the Plancherel measure also justifies dropping the five orbits from
our discussion: They constitute a Lebesgue-null set, hence the representa-
tions arising from the orbits are a null set with respect to the Plancherel
measure.
The Poincare´ group above also provides us with an easy example of the use
of Theorem 3.8. Since the individual points σv,y ∈ ̂P↑+(1, 1) have Plancherel
measure zero, none of the (irreducible) representations Uv,y is by itself square-
integrable and hence does not have admissible vectors. However, it is known
[1, 2] that if one works on the homogeneous space P↑+(1, 1)/T , where T =
{(x0, 0) | x0 ∈ R} is the subgroup of time translations, it is possible to
again obtain admissible vectors for these irreducible representations. On
the other hand, it should also be possible, according to Theorem 3.8, to
take sets of these representations, of finite Plancherel measure such that the
corresponding (reducible) direct integral representations possess admissible
vectors. Such a construction was done in [23] (without, however, relating it
to the Plancherel theorem). Let us briefly work out the construction again,
in the light of Theorem 3.8.
Let v = (1, 0) and Σ be any Borel subset of R∗ for which
0 < νP (Σ) =
∫
Σ
y dy <∞.
Consider the direct integral Hilbert space and the direct integral representa-
tion on it,
HΣ =
∫ ⊕
Σ
L2(Ov,y, dθ) y dy, UΣ(x, h) =
∫ ⊕
Σ
Uv,y(x, h) y dy.
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Elements φ ∈ HΣ are fields of vectors φv,y ∈ L2(Ov,y, dθ), y ∈ Σ, repre-
sentable by functions on R2 of the type,
φv,y(k) = φv,y(k0,k) = φv,y(y cosh θ, y sinh θ), y =
k0
|k0|
√
k20 − k2 ∈ Σ.
Explicitly, the representations Uv,y(x, h) act on the Hilbert spaces L
2(Ov,y, dθ)
in the manner,
(Uv,y(x, h)φv,y)(y cosh θ, y sinh θ) = exp [iy(x0 cosh θ − x sinh θ)]
× φv,y(y cosh(θ − ξ), y sinh(θ − ξ)),
where we have written
h = Λξ =
(
cosh ξ sinh ξ
sinh ξ cosh ξ
)
, x =
(
x0
x
)
,
< k , x > = k0x0 − kx = x0 cosh θ − x sinh θ.
If we use the variables (k0,k) rather than (y, θ) to designate points in the
orbits, then
y dy dθ = dk0 dk,
and
(Uv,y(x, h)φv,y)(k) = exp[i(k0x0 − kx)] φv,y(h−1k), y = k0|k0|
√
k20 − k2.
(19)
Let η = {ηv,y | y ∈ Σ} ∈ HΣ be a vector such that ‖ηv,y‖ = 12π , for almost
all y. Then
〈UΣ(x, h)η|φ〉 =
∫
Σ×R
e−i(k0x0−kx) ηv,y(h−1k) φv,y(k) dk0 dk, (20)
and a straightforward computation shows that∫
G
|〈UΣ(x, h)η|φ〉|2 dµ(x, h) = ‖φ‖2, φ ∈ HΣ.
Thus, the vector η is admissible for the representation UΣ(x, h), and defining
coherent states, η(x,h) = UΣ(x, h)η, we get the resolution of the identity on
HΣ, ∫
G
|η(x,h)〉〈η(x,h)| dµ(x, h) = IdΣ. (21)
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Before leaving this section, it is worthwhile looking also at the affine
Poincare´ group, which is the Poincare´ group P↑+(1, 1) just considered, to-
gether with dilations. Writing this group as PAff(1, 1) = R2 ⋊ H , where H
now consists of matrices of the type
a Λθ =
(
a cosh θ a sinh θ
a sinh θ a cosh θ
)
, a > 0,
we see that the orbits of H in R̂2 consist of the four open cones,
C↑, ↓± = Hv↑, ↓± , v↑± =
(±1
0
)
, v↓± =
(
0
±1
)
, (22)
the four semi-infinite lines,
ℓ±± = Hv
±
±, v
±
± =
(±1
±1
)
, (23)
and the singleton consisting of the origin. The first four are open free orbits,
which are unions of orbits of the Poincare´ group P↑+(1, 1) (see (16)-(17). For
example,
C↑+ =
⋃
y>0
Ov,y, v =
(
1
0
)
, C↓− =
⋃
y<0
Ov,y, v =
(
0
1
)
, (24)
etc. The remaining five orbits of PAff(1, 1) coincide with the five orbits of
P↑+(1, 1) which have Plancherel measure zero. The Plancherel measure of
PAff(1, 1) is just the counting measure on the first four orbits, the last five
orbits again having Plancherel measure zero. The unitary irreducible repre-
sentations corresponding to the orbits C↑, ↓± are again induced representations
(from the subgroup of H consisting of the identity element alone) and are
square-integrable. However, the group PAff(1, 1) is nonunimodular and hence
not every vector in these representations is admissible (see, e.g., [1, 10]).
5 Wigner functions
Wigner functions are a class of transforms associated to elements of the
direct integral Hilbert space appearing in (4). We denoted this space by
B⊕2 in Section 2. The Wigner map associates its elements isometrically to
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square-integrable functions on the dual of the Lie algebra of G. This dual
space foliates into orbits under the coadjoint action of the group, the invariant
components being often identifiable with phase spaces of physical systems.
Motivated by the properties of such a function, originally introduced in the
context of quantum statistical mechanics by Wigner [34], a general procedure
for constructing analogous maps (applicable to a class of groups admitting
square integrable representations) was introduced in [4] and further discussed
in a specific context in [3]. Here we extend the definition of a Wigner function
given in [4] to representations which are not necessarily square integrable,
using the Plancherel transform. This will also bring into focus the fact that
the Wigner function, like the wavelet transform, owes its existence to the
Plancherel transform.
It will first be necessary to set out a few details about Lie groups and
their duals. Again, let G be a Lie group with a Type-I regular representa-
tion, g its Lie algebra and g∗ the dual space of g. We make the assumption
that the range of the exponential map, g ∋ X 7→ eX ∈ G, is a dense set
in G, and such that its complement has Haar measure zero. By an expo-
nential group we mean a simply connected, connected solvable Lie group
for which the exponential map is a homeomorphism. A nilpotent group
is understood to be a simply connected, connected nilpotent Lie group. In
particular, nilpotent groups are exponential. A Lie group has a natural ac-
tion on its Lie algebra, the adjoint action, X 7→ Adx0 X, x0 ∈ G, defined by,
x−10 e
Xx0 = e
[Adx0 X]. The dual of this map, acting on g∗, defines the coadjoint
action, g∗ ∋ X∗ 7→ Ad♯x0 X∗, x0 ∈ G, via 〈Ad♯x0 X∗ ; X〉 = 〈X∗ ; Adx−10 X〉,
where 〈 ; 〉 denotes the dual pairing between g and g∗. Orbits of vectors in g∗
under the coadjoint action are the coadjoint orbits of the group G. The cor-
responding orbit space, denoted O(G), has a natural quotient topology, and
according to the Kirillov theory [21, 22] for nilpotent groups, later extended
to exponential groups [26], this space is homeomorphic to the unitary dual,
Ĝ, of the group, via the so-called Kirillov map. One example is the Poincare´
group P↑+(1, 1). For this group, each coadjoint orbit can be naturally identi-
fied with the cotangent bundle of a corresponding dual orbit. More generally
speaking, it is known that coadjoint orbits have the structure of symplectic
manifolds and carry natural invariant measures under the coadjoint action,
making them resemble physical phase spaces. The collection of coadjoint
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orbits exhausts g∗, allowing for a foliation of the type
g
∗ =
⋃
λ∈J
Oλ,
where Oλ ∈ O(G) denotes an orbit, parametrized by an index (or collection
of indices) λ, and J is the corresponding index set. We make the assumption
that the orbit space is a countably separated Borel space, in which case the
Lebesgue measure on g∗ can be decomposed along these orbits, i.e., if dX∗
denotes this Lebesgue measure, then it is possible to write,
dX∗ = σλ(X
∗
λ) dκ(λ) dΩλ(X
∗
λ), X
∗
λ ∈ Oλ, (25)
where σλ is a positive density defined on the orbit Oλ and dΩλ the (coad)-
invariant measure on Oλ. Note that the assumption on the coadjoint orbits
entails that also the dual space Ĝ is a countably separated Borel space, which
is equivalent to the Type-I property of G (and thus of λG).
The measure κ on the orbit space could be continuous or discrete; when-
ever it has an atom, it is in fact supported on finitely many of them. It is only
necessary to assume that the above disintegration holds on an open dense set
of g∗, such that its complement has Lebesgue measure zero. (Such a decom-
position, which is sort of a regularity condition, certainly holds for nilpotent
groups [5] and semi-direct product groups admitting open free orbits [25],
and in these cases, the measure κ is essentially the Plancherel measure.)
For each orbit Oλ, consider the Hilbert space L2(Oλ, dΩλ) and denote by
H♯ the direct integral Hilbert space,
H♯ =
∫ ⊕
J
L2(Oλ, dΩλ) dκ(λ) ≃ L2(g∗),
where we used the measure disintegration (25) to canonically identify L2(g∗)
with the direct integral. Elements in H♯ are fields of vectors, Φ = {Φλ ∈
L2(Oλ, dΩλ)}λ∈J with the norm,
‖Φ‖2 =
∫
J
‖Φλ‖2 dκ(λ),
the norm inside the integral being taken in L2(Oλ, dΩλ). If the measure κ
is discrete, then clearly the integral would just be a sum. The Wigner map
will be defined as a linear isometry, W : B⊕2 −→ H♯. Let N0 ∈ g be the
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maximal symmetric set (i.e., N0 includes the origin and X ∈ g⇒ −X ∈ g)
such that its image under the exponential map is dense in G and such that
the complement of this image set has Haar measure zero. For any f ∈
L2(G), f(eX) defines a function on N0. We transfer the left Haar measure
µG to N0, using the exponential map and write,
dµG(g) = dµG(e
X) = m(X) dX, X ∈ N0, (26)
where dX is the Lebesgue measure of g and m an appropriate, positive
density function. It is not hard to see that
m(X) = |det [−F (adX)]|, (27)
where F is the function (55) defined in the Appendix and adX the linear
transformation on g defined by adX(Y ) = [X, Y ], Y ∈ g.
Let us next define a modified Fourier transform, F : L2(G) −→ H♯ as
(Ff)λ(X∗λ) =
[σλ(X
∗
λ)]
1
2
(2π)
n
2
∫
N0
e−i〈X
∗
λ
;X〉f(eX)[m(X)]
1
2 dX, (28)
at least on L1(G)∩L2(G), and extend by continuity. (Note, we are assuming
the dimension of the group G, and hence of its Lie algebra, to be n). Since
the complement of the set N0 is of (Haar) measure zero, this map is easily
seen to be an isometry. For nilpotent groups (28) simplifies considerably
since all involved density functions (i.e., σλ, m) are identical one.
Definition 5.1 The composite transformation
W := F ◦ P−1 : B⊕2 −→ H♯, (29)
where P is the Plancherel transform in (4), is called the Wigner map and
for any A ∈ B⊕2 , the function
W (A|X∗λ) := (WA)λ(X∗λ), X∗λ ∈ Oλ (30)
is called the Wigner function of A, restricted to the orbit Oλ.
For any A ∈ H♯ which satisfies the conditions of Theorem 3.4, using (11)
we obtain the following explicit expression for its Wigner function:
W (A|X∗λ) =
[σλ(X
∗
λ)]
1
2
(2π)
n
2
∫
N0
e−i〈X
∗
λ
;X〉
×
[∫
Ĝ
tr (Uσ(e
−X)[A(σ)C−1σ ]) [m(X)]
1
2 dνG(σ)
]
dX, (31)
22
provided the inverse Plancherel transform of A is integrable. The inverse of
this transform can be computed using (11) and standard Fourier transform
methods. We get,
A(σ) =
1
(2π)
n
2
[ {∫
N0
[ ∫
J
∫
Oλ
ei〈X
∗
λ
; X〉 W (A|X∗λ) Uσ(eX)
× [σλ(X∗λ) m(X)]
1
2 dΩλ dκ(λ)
]
dX
}
C−1σ
]
, (32)
the extreme pair of square brackets implies taking the closure of the operator
involved.
A few properties of the Wigner map can easily be established from its
definition. We collect these into the theorem below. The proof involves
straightforward computations, similar to those done to obtain analogous re-
sults in [4], and we omit it.
On B⊕2 and H♯ we define the two unitary representations, U⊕ and U ♯, of
the group G:
(U⊕(x)A)(σ) = Uσ(x)A(σ)U
∗
σ(x), x ∈ G, (33)
the above relations holding for almost all σ ∈ Ĝ (w.r.t. νG), and
(U ♯(x)Φ)λ(X
∗
λ) = Φλ(Ad
♯
x−1 X
∗
λ), x ∈ G, (34)
holding for almost all λ ∈ J (w.r.t. κ).
Theorem 5.2 The Wigner map is a linear isometry, which intertwines the
representation U⊕ of G with the representation U ♯. The corresponding Wig-
ner function satisfies the overlap condition,∫
J
[∫
Oλ
W (A1|X∗λ)W (A2|X∗λ) dΩλ
]
dκ(λ) = 〈A1|A2〉B⊕2 , A
1, A2 ∈ B⊕2 ,
(35)
and the covariance condition,
W (U⊕(x)A|X∗λ) =W (A|Ad♯x−1 X∗λ), (36)
for all x ∈ G, and almost all X∗λ ∈ Oλ (w.r.t. Ωλ). If A = A∗ is self adjoint,
its Wigner function is real, i.e.,
W (A|X∗λ) =W (A|X∗λ), (37)
almost everywhere.
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Note that if A1, A2 ∈ B⊕2 satisfy the conditions of Theorem 3.4, then
Theorem 2.1 together with (11) implies the orthogonality relation∫
G
{∫
Ĝ
tr([Uσ(x)∗A1(σ)C−1σ ])dνG(σ)
×
∫
Ĝ
tr([Uσ′(x)
∗A2(σ′)C−1σ′ ])dνG(σ
′)
}
dµ(x) = 〈A1 | A2〉B⊕2 , (38)
which is equivalent to the overlap condition (35). If now σ ∈ Ĝ has positive
Plancherel measure, then the above relation implies the restricted orthogo-
nality relation,∫
G
tr([Uσ(x)∗A1(σ)C−1σ ]) tr([Uσ(x)
∗A2(σ)C−1σ ]) dµ(x)
= tr [A1(σ)∗ A2(σ)],
familiar from the theory of square integrable group representations [1, 19].
This equation was the basis for the construction of Wigner functions, for
square integrable group representations, in [4].
Remarks 5.3 A few comments are in order here:
(a) Generally, the range of the Wigner map W is a closed, proper subspace
of H♯, which we denote by H♯W . If we restrict the Wigner map to a
subspace of B⊕2 of the type
BΣ2 =
∫ ⊕
Σ
B2(Hσ) dνG(σ),
where Σ is subset a of Ĝ, such that νG(Σ) 6= 0, then clearly its range
W(BΣ2 ) is a closed subspace of H♯W . In this case, the integral over Ĝ in
(31) has to be replaced by an integral over Σ, however the expressions
(32) and (35) remain unchanged. In particular, if Σ is a discrete subset,
the representations σ ∈ Σ are square-integrable and we recover the
results of [4].
(b) Suppose that the group G is exponential and assume, moreover, that it
is a Type-I group. Note that the homeomorphism property of the Kir-
illov map entails that the coadjoint orbit space is a countably separated
Borel space; in particular the measure disintegration (25) exists.
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Then we have on the one hand a mapping
W :
∫ ⊕
Ĝ
B2(Hσ)dνG(σ)→
∫ ⊕
J
L2(Oλ, dΩλ) dκ(λ) ≃ L2(g∗),
between the direct integral spaces, and on the other hand the inverse
of the Kirillov map, which gives rise to a bijection Ĝ→ J , σ 7→ λσ. It
is thus a natural question to ask whether the Wigner map is decom-
posable, i.e., if there exists a field of operators
Wσ : B2(Hσ)→ L2(Oλσ , dΩλσ)
such that for almost all σ ∈ Ĝ and almost all X∗λσ ∈ Oλσ ,
W (A|X∗λσ) = [WσA(σ)] (X∗λσ) .
The existence of such a field of operators is not just of mathematical
interest, but also desirable from a physical point of view: The coadjoint
orbits have a natural interpretation as phase spaces of physical systems,
but the dual g∗, as a disjoint union of such phase spaces, does not
usually have a natural interpretation, except in some cases, where one
might look upon a set of orbits as constituting the phase space of a
composite physical system. Correspondingly, the space L2(Oλσ , dΩλσ)
has a simpler interpretation than L2(g∗). A similar reasoning applies
to the representations.
A related question concerns the supports of the Wigner functions. Even
when the Wigner map is restricted to a subspace such as BΣ2 as in
part (a), the corresponding Wigner functions could in general have
supports on orbits which are not associated to the representations in
Σ (see example of the Poincare´ group below). This is possible even for
representations which arise from semidirect product groups admitting
open free orbits [25]. It is obvious that whenever the Wigner map is
decomposable, the supports of the Wigner functions of elements in BΣ2
are contained (up to a null set) in the coadjoint orbits corresponding
to Σ; we expect the converse of this statement to hold as well.
It turns out that these questions have been addressed, and to a large
extent solved, in the context of star products: First of all, the nilpotent
Lie groups for which the Wigner transform is decomposable are pre-
cisely those for which almost all coadjoint orbits are affine subspaces
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[28]. If a nilpotent Lie group does not fulfill this condition, the mod-
ified Fourier transform (28) can be replaced by an adapted Fourier
transform. Following [5, 7], the adaptation consists in constructing a
suitable mapping α : g× V → R, polynomial in the elements of g and
rational in the elements of a suitably chosen open conull subset V ⊂ g∗.
The specific construction of α first ensures that defining
Fad(f)(X∗) = 1
(2π)
n
2
∫
g
e−iα(X,X
∗)f(eX) dX , (39)
for f in the Schwartz space of the group, induces a a unitary map
L2(G) → L2(g∗). Secondly, the adapted Wigner map Wad = Fad ◦
P−1 has all the properties of the Wigner map collected in Theorem 5.2,
and is in addition decomposable. Extensions of this construction to
certain solvable groups exist [6]. It seems worthwhile to explicitly work
out adapted Wigner transforms for concrete examples. This might also
provide additional criteria for the choice of α, which is apparently not
unique.
⋄
6 Some examples
Let us go back to the Poincare´ groups P↑+(1, 1) and PAff(1, 1), studied in
Section 4, and explicitly compute the Wigner functions for them.
6.1 The Poincare´ group P↑+(1, 1)
We start by writing a general element of P↑+(1, 1) as a 3× 3 matrix,
(x, h) =
(
h x
0T 1
)
, 0T = (0, 0),
where x and h are as defined earlier (in Section 4). The Lie algebra p is
generated by the three elements,
Y 1 =

 0 1 01 0 0
0 0 0

 , Y 2 =

 0 0 10 0 0
0 0 0

 , Y 3 =

 0 0 00 0 1
0 0 0

 , (40)
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which satisfy the commutation relations,
[Y 1, Y 2] = Y 3, [Y 1, Y 3] = Y 2, [Y 2, Y 3] = 0.
A general element X ∈ p can be written as (see (57) in the Appendix),
X =
(
Xq xp
0T 0
)
, Xq := Xq(0, θ) =
(
0 θ
θ 0
)
, θ ∈ R, xp =
(
ξ1
ξ2
)
∈ R2,
so that
eX =
(
eXq F (Xq)xp
0T 1
)
,
F (Xq) being the matrix function defined in (59) in the Appendix. Following
(26), the Haar measure dµ(x, h) = dx dθ, expressed in terms of the Lie
algebra variables xp, θ, becomes
dµ(x, h) = m(xp, θ) dxp dθ, dxp = dξ1 dξ2,
and the density m(xp, θ) is easily calculated to be (see (59) in the Appendix),
m(xp, θ) = det [F (Xq)] = sinch
2(
θ
2
). (41)
The adjoint action of P↑+(1, 1) on p, given by X −→ X ′ = (x, h)X(x, h)−1,
leads to the transformation(
x′p
θ′
)
= M(x, h)
(
xp
θ
)
, M(x, h) =
(
h σ1x
0T 1
)
,
of the variables xp, θ, where σ1 is the 2 × 2 matrix defined in the Appendix.
Let p∗ denote the dual space of p. We write elements X∗ ∈ p∗ in terms of
the dual basis {Y ∗1 , Y ∗2 , Y ∗3 } as X∗ = γY ∗1 + k0Y ∗2 + kY ∗3 and compute the
coadjoint action, in terms of a matrix M ♯(x, h) acting on the variables k, γ,(
k′
γ′
)
= M ♯(x, h)
(
k
γ
)
=M(−h−1x, h−1)T
(
k
γ
)
, k =
(
k0
k
)
∈ R2,
to obtain,
k′ = h−1k
γ′ = γ − xTσ1k′, xT = (x0,x). (42)
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Using these relations, all the coadjoint orbits of P↑+(1, 1) in R3 ≃ p∗ can now
be calculated. Indeed, introducing the vectors yv, defined in (16), we get the
coadjoint orbits
O∗v,y =
{
yM ♯(x, h)
(
v
0
) ∣∣∣ (x, h) ∈ P↑+(1, 1)
}
, (43)
which, taken together for all y, v, exhaust R3. It is also clear from (42) that
these orbits are precisely the cotangent bundles, O∗v,y = T ∗Ov,y, of the orbits
Ov,y = ySO0(1, 1)v computed in Section (4).
Explicitly, let us take the set
Σ = {yv | y > 0} ⊂ ̂P↑+(1, 1), v =
(
1
0
)
. (44)
Points in the corresponding coadjoint orbits can then be parametrized as
O∗v,y = {(k, γ) ∈ R3 | k = (k0,k), k0 > 0, y =
√
k20 − k2},
and the invariant measure under the coadjoint action calculated to be
dΩv,y(k, γ) =
dk
k0
dγ.
Of course, we could also use the alternative coordinatization (θ,−γ) for O∗v,y ,
where θ = − tanh−1(k/k0), which are actually the Darboux coordinates for
this orbit, and then the invariant measure would simply be dθ dγ. However it
will be more useful, for the purposes of computing the Wigner function, to use
the (k, γ) coordinates. The Lebesgue measure on p∗ in the (k, γ) coordinates
is dk0 dk dγ, and making the change of variables, (k0,k, γ) −→ (y,k, γ) we
get the measure disintegration along the coadjoint orbits in Σ (see (25)),
dk0 dk dγ = y dy
dk√
k2 + y2
dγ = σv,y(k, γ) dκ(v, y) dΩv,y(k, γ),
with σv,y(k, γ) ≡ 1, dκ(v, y) = y dy. (45)
Thus, in this case, the measure κ is precisely equal to the Plancherel measure
νP , restricted to Σ (see (18)).
We are now in a position to explicitly compute the Wigner map
W : BΣ2 −→ H♯,
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for P↑+(1, 1), restricted to the subset Σ defined in (44). Since P↑+(1, 1) is
unimodular, the Duflo-Moore operators Cσ are trivial and in fact, using re-
lations such as (20), it can be seen that for almost all yv ∈ Σ, the corre-
sponding Duflo-Moore operator is Cv,y = 2π IdH on the representation space
H = L2(Ov,y, dθ). Let us consider elements in BΣ2 which are of the type
A = {A(v, y)}yv∈Σ, A(v, y) = |φv,y〉〈ψv,y|, φv,y, ψv,y ∈ L2(Ov,y, dθ).
A tedious but straightforward manipulation, after inserting the various quan-
tities into the expression (31) for the Wigner function and using relations such
as (59), yields the final expression,
W (A|kv,y , γ) = 1
(2π)
1
2
∫
R
eiθγ ψv,y(θ)
(e− θσ12 σ3 kv,y
sinch ( θ
2
)
) 1
sinch ( θ
2
)
× φv,y(θ)
(e θσ12 σ3 kv,y
sinch ( θ
2
)
)
dθ, y(θ) =
y
sinch ( θ
2
)
. (46)
Here, kv,y ∈ Ov,y, and the point (kv,y , γ) ∈ T ∗Ov,y and hence the above
expression is for the Wigner function restricted to the orbit T ∗Ov,y. However,
it ought to be noted that its value on any orbit receives contributions from
vectors φv,y(θ), ψv,y(θ) coming from representations associated to all the orbits
in Σ. Hence we see that the Wigner map is not decomposable. (Completely
the opposite situation is true for the affine Poincare´ group, as will be shown
in Theorem 6.1 below.)
Using (42) and (60) we directly verify the covariance condition (36),
W (U⊕Σ (x, h)A|kv,y , γ) =W (A|k′v,y , γ′),
(
k′v,y
γ′
)
= M ♯(x, h)−1
(
kv,y
γ
)
,
(x, h) ∈ P↑+(1, 1), with
(U⊕Σ (x, h)A)(v, y) = Uv,y(x, h)|φv,y〉〈ψv,y|Uv,y(x, h)∗, yv ∈ Σ,
and the overlap condition,∫
Ov,y×R+
W (A1|kv,y , γ)W (A2|kv,y , γ) dΩv,y(kv,y , γ) y dy =∫
R+
〈ψ2v,y|ψ1v,y〉〈φ1v,y|φ2v,y〉 y dy,
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where, Ai = {|φiv,y〉〈ψiv,y|}yv∈Σ, i = 1, 2.
Consider now the open forward light cone C↑+ (see (24),
C↑+ =
{(
k0
k
)
∈ R2 | k0 > 0, k20 > k2
}
.
Using the coordinates (y, θ) = (
√
k20 − k2,− tanh−1(k/k0)), the invariant
measure under the action of SO0(1, 1) is clearly y dy dθ and the Hilbert
space L2(C↑+, y dy dθ) is naturally isomorphic to the direct integral Hilbert
space
HΣ =
∫ ⊕
Σ
L2(Ov,y , dθ) y dy.
The corresponding direct integral representation UΣ can thus be expressed
by its action on L2(C↑+, y dy dθ) in the manner
(UΣ(x, h)φ)(y, θ) = exp[iy(x0 cosh ξ − x sinh ξ)] φ(y, θ − ξ),
φ ∈ L2(C↑+, y dy dθ) and ξ being the hyperbolic angle of the transforma-
tion h. Thus, the representation UΣ is precisely the Fourier transform of
the quasi-regular representation of P↑+(1, 1), restricted to the Hilbert space
L2(C↑+, y dy dθ), of functions with support in the forward light cone. The
Wigner function (46) can now be thought of as a function on C↑+ × R ≃⋃
y>0 T
∗Ov,y and, written in terms of the variables (y, θ,−γ) (the invariant
measure under the coadjoint action being y dy dθ dγ), it becomes
W ′(ψ, φ | θ, γ; y) = 1
(2π)
1
2
∫
R
e−iξγ ψ
( y
sinch ( ξ
2
)
, θ − ξ
2
) 1
sinch ( ξ
2
)
× φ
( y
sinch ( ξ
2
)
, θ +
ξ
2
)
dξ, θ, γ ∈ R, y > 0, (47)
φ, ψ ∈ L2(C↑+, y dy dθ). It ought to be noted, however, that although in
this way of writing the Wigner function, W ′(ψ, φ | k, γ) is sesquilinear in
ψ, φ ∈ L2(C↑+, y dy dθ), and can be extended to the linear span of rank-
one operators |φ〉〈ψ|, it cannot be used to define an isometric map between
B2(L2(C↑+, y dy dθ)) and L2(C↑+ × R, y dy dθ dγ), since∫
C↑+×R
|W ′(ψ, φ | θ, γ; y)|2 y dy dθdγ =
∫
R+×R2
|ψ(y, θ)|2 |φ(y, ξ)|2
× y dy dθ dξ 6= ‖φ‖2 ‖ψ‖2 .
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Thus W ′(φ, ψ | θ, γ; y) is not a Wigner function for the operator |φ〉〈ψ| ∈
B2(L2(C↑+, y dy dθ)), in the sense of our definition (hence the use of the
altered notation W ′). On the other hand, physically the representation UΣ
refers to systems of relativistic particles of all possible (positive) masses and
W ′(ψ, ψ | y, θ, γ) can serve as the Wigner function for the state of a system
consisting of a cluster of masses. Furthermore, this form of the Wigner
function is particularly simple looking and bears a striking resemblance to
the original Wigner function [34] (see (52) below).
6.2 The affine Poincare´ group PAff(1, 1)
Elements, (x, ah) ∈ PAff(1, 1), a > 0, h ∈ SO0(1, 1) can be represented by
matrices of the form
(x, ah) =
(
ah x
0 1
)
.
The group is nonunimodular, with left and right Haar measures,
dµℓ(a, h, x) =
1
a3
dx0 dx da dθ, dµr(a, h, x) =
1
a
dx0 dx da dθ.
As discussed at the end of Section 4, there are four irreducible representations
of PAff(1, 1), corresponding to the four open free orbits C↑, ↓± (see (22)) which
are square integrable, and these are the only ones which contribute to the
Plancherel measure. It will be enough to work out the Wigner function for
the one orbit C↑+, for the other three are entirely similar. The Hilbert space of
the irreducible representation U↑+, associated to this orbit, is L
2(C↑+, dk0 dk)
and
(U↑+(x, ah)φ)(k) = ae
i〈k ,x〉φ(ah−1k).
The Duflo-Moore operator C for this representation is unbounded, acting on
L2(C↑+, dk0 dk) in the manner (see [1, 10]),
(Cφ)(k) =
2π
|k20 − k2|
1
2
φ(k).
Recall that the orbit C↑+ is characterized by k0 > 0, k20 > k2 and the invariant
measure on it under the action of the group elements ah is dk0 dk
k20−k
2 .
The Lie algebra pAff is four dimensional, being generated by the three
elements (40) of the Lie algebra of P↑+(1, 1) together with I3, the 3×3 identity
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matrix. Computation of the coadjoint orbits is routine. The one which
concerns us here is the cotangent bundle, T ∗C↑+, of the orbit C↑+. Denoting
its elements by (γ, k), γ =
(
γ1
γ2
)
∈ R2, k ∈ C↑+, using relations such as
(60) - (61) the coadjoint action is computed to be,
k −→ k′ = 1
a
h−1k,
γ −→ γ′ = γ +Xq(x0,x)1
a
h−1k. (48)
The invariant measure on T ∗C↑+ under this action is
dΩ↑+(k, γ) =
dk0 dk dγ1 dγ2
k20 − k2
,
and thus the densities σλ and m appearing in the Wigner function (see (25),
(26) and (31) become in this case,
σ↑+(k, γ) = k
2
0 − k2, m(λ, θ) =
2(coshλ− cosh θ)
eλ(λ2 − θ2) .
The final expression for the Wigner function is obtained after a routine com-
putation, starting with (31) and using expressions such as (59)-(61) in the
appendix. We get,
W (ψ, φ | k, γ) = 1
4π
∫ ∞
−∞
dλ
∫ ∞
−∞
dθ e−i(γ1λ+γ2θ) ψ
(
σ3 eXq(λ,θ)/2
sinch (Xq(λ, θ)/2)
k
)
× (k
2
0 − k2)(λ2 − θ2)
cosh λ− cosh θ φ
(
σ3 e
−Xq(λ,θ)/2
sinch (Xq(λ, θ)/2)
k
)
, (49)
(where we have written 1
sinchA
for [ sinchA]−1). The above expression should
be compared with (46) and (47). Also, by virtue of Lemma 7.1 and (58) in
the Appendix, if k ∈ C↑+ then so also are the arguments of the functions ψ
and φ in the above expression for the Wigner function. Thus we have the
important result:
Theorem 6.1 The Wigner function W (ψ, φ | k, γ) in (49) has support
inside the coadjoint orbit, T ∗C↑+, associated to the representation U↑+.
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6.3 The Weyl-Heisenberg group GWH
The Wigner function arising from the Weyl-Heisenberg group is the original
phase space distribution introduced by Wigner [34] in 1932. Although this
function is well known, to our knowledge, it has not been obtained by the
methods introduced in this paper, linking it to the Plancherel transform.
We, therefore, give a somewhat detailed derivation of it. Since this func-
tion was the original motivation for developing our general analysis, it is
also worthwhile to put it in this context. (A somewhat different derivation,
based on the theory of square integrability of group representations, modulo
subgroups, was given in [4]).
The group GWH consists of 4× 4 matrices
g(θ, ξ, η) =

 1 12ζTω θ0 I2 ζ
0 0T 1

 , ω = ( 0 1−1 0
)
,
with
θ ∈ R, ζ =
(
η
ξ
)
∈ R2, 0 =
(
0
0
)
.
This group is unimodular and nilpotent. The Lie algebra gWH is generated
by the three elements,
X0 =
(
0T 1
O 0
)
, X1 =
(
1
2
eT3 0
O e1
)
, X2 =
(−1
2
eT2 0
O e2
)
, 0 =

 00
0

 ,
O being the 3×3 zero matrix and e1, e2, e3 the canonical basis vectors in R3.
They satisfy the commutation relations,
[X0, X1] = [X0, X2] = 0, [X1, X2] = X0.
Writing a general element of gWH as Y = −θX0 − ηX1 + ξX2, and noting
that (Y )2 is the null matrix, we see that
eY = g(−θ, ξ,−η) = I4 + Y.
Thus, the group and the Lie algebra have essentially the same parametriza-
tion; the Haar measure of GWH is dθ dζ = dθ dξ dη and the density m(X) = 1
(see (26)), almost everywhere.
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Let {X∗0 , X∗1 , X∗2} be the dual basis in g∗WH and denote a general element
in it by X∗ = γ0X∗0 + γ
1X∗1 + γ
2X∗2 . The computation of the coadjoint
action of g(θ, ξ, η) ∈ GWH on g∗WH is now a routine matter. The coordinates
γi, i = 1, 2, 3, transform under this action in the manner
γ0 −→ γ0 ′ = γ0,
γ1 −→ γ1 ′ = γ1 − ξγ0,
γ2 −→ γ2 ′ = γ2 − ηγ0. (50)
The (physically) non-trivial coadjoint orbits are the planes,
Oγ0 =
{(
γ0
γ
) ∣∣∣ γ = ( γ1
γ2
)
∈ R2, γ0 6= 0
}
,
which carry the (coad-)invariant measures dΩγ0(γ) = dγ = dγ1 dγ2, and
comparing with (25) we get, dκ(γ0) = dγ0 and σγ0(γ) = 1, for all γ0 6= 0 and
almost all γ = R2.
The (physically) non-trivial unitary irreducible representations of GWH
are in one-to-one correspondence with the orbits Oγ0 and thus the unitary
dual ĜWH is identifiable with R\{0}. We choose the realization, Uλ, of the
UIR (corresponding to λ ∈ ĜWH), which is carried by the Hilbert space
Hλ = L
2(R, dx) and acts in the manner,
(Uλ(θ, ξ, η)φλ)(x) = e
iλθ eiλη(x−
ξ
2
) φλ(x− ξ).
Since GWH is unimodular, the Duflo-Moore operator Cλ is a multiple of the
identity, which we denote by Nλ (> 0). Writing the Plancherel measure as
dνGW(λ) = ρ(λ) dλ, where ρ is some density function, we may compute both
Nλ and ρ by noting that the orthogonality condition (38) leads in this case
to the explicit relation,
1
N2λ
∫
R3
[ ∫
R\{0}
〈ψλ|Uλ(θ, ξ, η)φλ〉 ρ(λ) dλ
∫
R\{0}
〈ψλ′ |Uλ′(θ, ξ, η)φλ′〉
× ρ(λ′) dλ′
]
dθ dξ dη = (2π)2
∫
R\{0}
‖φλ‖2 ‖ψλ‖2
[
(ρ(λ))2
λ
]
dλ,
for all φλ, ψλ ∈ Hλ. We easily obtain, Nλ = 12π and ρ(λ) = |λ|, almost
everywhere, so that the Plancherel measure of GWH is |λ| dλ.
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The Wigner function is now obtained after a routine computation, using
(31):
W (A | γ1, γ2; λ) = 1
(2π)
1
2
∫
R
eixγ2 ψλ
(
−γ1
λ
− x
2
)
φλ
(
−γ1
λ
+
x
2
)
dx, (51)
for A ∈ B⊕2 such that A = {|φλ〉〈ψλ| ∈ B2(Hλ)}λ∈R\{0} and γ1, γ2 ∈ Oλ. Note
that again, in this case, the support of the Wigner function is concentrated
on the orbit Oλ which corresponds to the UIR Uλ.
The above formula for the Wigner function is particularly interesting,
since for fixed λ,∫
R2
|W (A | γ1, γ2; λ)|2 dγ1 dγ2 = |λ| ‖φλ‖2 ‖ψλ‖2.
This means that, for fixed λ, the expression (51) can be used to define a
function W (Aλ | γ1, γ2; λ) on Oλ ≃ R2 for any Aλ ∈ B2(Hλ), such that the
map
Aλ 7−→ 1|λ| 12 W (Aλ | · ; λ) ∈ L
2(Oλ, dγ),
is an isometry. Indeed, writing
WQM(ψλ, φλ | q, p; ℏ) = 1
(2π)
1
2ℏ
W
(
Aλ
∣∣∣ − q
ℏ
,−p
ℏ
;
1
ℏ
)
=
1
2πℏ
∫
R
e−i
xp
ℏ ψλ
(
q − x
2
)
φ
(
q +
x
2
)
dx, (52)
we recover the well known function originally introduced by Wigner [34].
Thus, effectively, in this case Wigner functions can be defined for each UIR,
Uλ, that appears in the direct integral decomposition of the regular repre-
sentation and the support of the Wigner function is concentrated on the
corresponding coadjoint orbit.
7 Conclusion
The procedure outlined and illustrated in this paper is general enough to
cover most groups of practical importance, for constructing wavelet trans-
forms and Wigner functions. There are still, however, group representations
35
which are used in practical applications, but which are not amenable to
the present technique. Representations which are not in the support of the
Plancherel measure fall into this category. For example, in the case of the
two Poincare´ groups discussed here, the representations corresponding to
the boundaries of the cones (the “mass zero representations”) fall outside of
our scheme. One interesting direction for further research concerns the use
of adapted Fourier transforms for the construction of decomposable Wigner
maps. Also, the precise relationship between Wigner maps and deforma-
tion quantization (which is where the adapted Fourier transforms originate)
should be worked out explicitly.
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Appendix
We collect in this appendix a few formulae and results for the for the various
special matrix functions which appear in this paper. We begin by defining
three real valued functions on R:
sinch x := 1 +
x2
3!
+
x4
5!
+
x6
7!
+ . . .
=
sinh x
x
, if x 6= 0, (53)
cosinch x :=
x
2!
+
x3
4!
+
x5
6!
+
x7
8!
+ . . .
=
cosh x− 1
x
, if x 6= 0, (54)
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F (x) := sinch x+ cosinch x = e
x
2 sinch (
x
2
) = 1 +
x
2!
+
x2
3!
+
x3
4!
+ . . .
=
ex − 1
x
, if x 6= 0. (55)
Note that sinch x is an even function of x, while cosinch x is an odd function.
The inverse of F (x) has an interesting series expansion:
F (x)−1 = e−xF (−x)−1 = e
−x
2
sinch (x
2
)
= 1− x
2
+
∑
k≥1
(−1)k−1 Bkx
2k
(2k)!
=
x
ex − 1 , if x 6= 0 (56)
where the Bk are the Bernoulli numbers, B1 =
1
6
, B2 =
1
30
, B3 =
1
42
, B4 =
1
30
, etc., and generally,
Bk =
(2k)!
π2k 22k−1
∞∑
n=1
1
n2k
.
If A is an n×n matrix, then using the series expansions, we can define the
matrix versions sinchA, cosinchA, F (A) of these functions. In addition,
if det A 6= 0, then we can also write, sinchA = A−1 sinhA, cosinchA =
A−1(coshA− 1), etc. In particular, for the matrix
Xq(λ, θ) = λI2 + θσ1, λ, θ ∈ R, I2 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, (57)
we easily compute,
eXq(λ,θ) = eλ cosh θ I2 + e
λ sinh θ σ1, det [e
Xq(λ,θ)] = e2λ,
F (Xq(λ, θ)) = e
Xq(λ,θ)
2 sinch
(
Xq(λ, θ)
2
)
, (58)
det [F (Xq(λ, θ))] =
2eλ(coshλ− sinh θ)
λ2 − θ2 , det [F (Xq(0, θ))] = sinch
2(
θ
2
),
sinchXq(0, θ) = sinch θ I2, cosinchXq(0, θ) = cosinch θ σ1,
F (Xq(0, θ)) = sinch θ I2 + cosinch θ σ1 = sinch (
θ
2
) e
Xq(0,θ)
2 , (59)
To these we add the useful relationships,
σ3 e
Xq(λ,θ) σ3 = e
Xq(λ,−θ), σ3 F (Xq(λ, θ)) σ3 = F (Xq(λ,−θ)),
σ1 e
Xq(λ,θ) σ1 = e
Xq(λ,θ), σ3 =
(
1 0
0 −1
)
, σ21 = σ
2
3 = I2. (60)
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Note that the matrices Xq(λ, θ) span the Lie algebra of the SOAff(1, 1),
which is the group SO0(1, 1) together with dilations. Let us denote this Lie
algebra by soAff(1, 1) and note that the group SOAff(1, 1) itself consists of all
invertible elements of this algebra. The set soAff(1, 1) is closed under ordi-
nary matrix multiplication and under this multiplication it is a commutative
set. Furthermore, the matrices F (Xq(λ, θ)) are elements of soAff(1, 1), for all
λ, θ ∈ R. For any two vectors, k =
(
k0
k
)
, u =
(
u0
u
)
∈ R2, and any 2× 2
matrix A,
Xq(u0,u)k = Xq(k0,k)u,
〈Ak , σ3Au〉 = det A 〈k , u〉 = det A (k0u0 − ku). (61)
Diagonalizing the matrices Xq(λ, θ),
V Xq(λ, θ)V
T =
(
λ+ θ 0
0 λ− θ
)
, V =
1√
2
(
1 1
−1 1
)
,
we get,
V F (Xq(λ, θ))V
T =
(
F (λ+ θ) 0
0 F (λ− θ)
)
,
det [F (Xq(λ, θ))] = F (λ+ θ) F (λ− θ) > 0. (62)
Writing
ζ =
(
ζ1
ζ2
)
= V
(
k0
k
)
= V k,
we see that the condition that k ∈ C↑+ (i.e., k20 > k2, k0 > 0), is equivalent
to having ζ1, ζ2 > 0. Thus we have the result,
Lemma 7.1 If k ∈ C↑+, then F (Xq(λ, θ))k ∈ C↑+, for all λ, θ ∈ R.
Proof. By (62),
V F (Xq(λ, θ))V
T ζ =
(
F (λ+ θ)ζ1
F (λ− θ)ζ2
)
,
and since both F (λ+ θ), F (λ− θ) > 0, the condition ζ1, ζ2 > 0 is preserved
under the action of V F (Xq(λ, θ))V
T . Hence the condition k ∈ C↑+ is preserved
under the action of F (Xq(λ, θ)). ⋄
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