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Abstract
Port-Hamiltonian systems theory provides a modular approach to modeling
and potential-based control of multiphysical systems. These systems are de-
fined based on geometric objects called Dirac structures which encode the
power-conserving interconnection of different parts of a system and its envi-
ronment. Complex physical systems can be expressed through composition
of Dirac structures. This article shows how port-Hamiltonian theory can be
applied to thermodynamic systems. Using total exergy as the Hamiltonian
function, reversible and irreversible processes can be modeled on an equal
footing and in accordance with the now classical theory for electro-mechanical
systems. The structured representation of physical models can be used as a
valuable ingredient in the exergy analysis method. Port-Hamiltonian systems
are naturally passive which is an attractive property for network modeling of
complex physical systems and their control. For exergetic port-Hamiltonian
systems, passivity results from the first and the second law of thermodynam-
ics being encoded as structural system properties. We use lumped-parameter
examples and the bond-graph modeling language to express the key ideas.
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1. Introduction
1.1. Thermodynamic analysis
Energy is the most famous conserved quantity and serves as a lingua
franca throughout physics and beyond. Despite of this, energy analysis1 of
technical and ecological systems can easily be misleading because the quality
of the energy that is exchanged between components and subsystems is not
taken into account [1]. For instance, 100 W of heating power can be obtained
from 100 W of electrical power but the same heating power cannot be used
to again generate 100 W of electrical power even if the conversion device
were ideal, i.e. without internal losses. This is due to the second law of
thermodynamics which states that entropy (microscopic disorder) can only
be created, not destroyed, thereby fixing the direction of time. Consequently,
energy as such should not be regarded as a resource, given that resource
means potential to cause change on the macroscopic level.
In contrast, exergy [2] – also called available energy (by Gibbs), avail-
ability [3], . . . – takes energy quality into account. For instance, 100 W of
electical power can be fully utilized to do work if the conversion device (mo-
tor) is assumed to be ideal. Therefore, this power can be understood as an
energy rate (energetic power) as well as an exergy rate (exergetic power). On
the other hand, the amount of work which can be obtained from a 100 W
heat source using an ideal conversion device is limited by the Carnot effi-
ciency and hence depends not only on the source temperature but also on
the environment temperature. If the heater has a temperature of 375 K and
the environment has a temperature of 300 K, then the Carnot efficiency is
375−300
375
= 0.2. Consequently, the exergetic power of the heater in the given
environment is 0.2 · 100 W = 20 W. This also means that using the electrical
heater in the given environment irreversibly destroys 80 W of work potential.
Exergy destruction rates – also called irreversibility rates – are instrumen-
tal for the exergy analysis method [4, 1]. Identifying intrinsic and avoidable
exergetic losses and using performance metrics based on these yields valuable
information for the design and operation of sustainable energy systems. For
instance, only low-grade forms of energy should be used for heating purposes.
1Systems are analyzed based on energy flows between components or subsystems. Usu-
ally the analysis is part of a design and optimization process.
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1.2. Computer-aided engineering and open systems
Today, computer-aided engineering (CAE) tools are widely used for sim-
ulation and optimization tasks. Nevertheless, few tools are able to represent
complex systems through interconnection of simpler subsystems. For exam-
ple, modeling, control and optimization of sustainable energy systems greatly
benefits from or even hinges on CAE tools that can deal with open systems
and their interconnection, in particular with control devices.
Component-oriented modeling of multiphysical systems asks for an in-
tuitive modeling language. Bond-graphs [5, 6] and generalizations such as
in [7] seem to fit this purpose well. The diagrammatic syntax expresses the
exchange of energy among components and subsystems. Components repre-
sent either storage, transformation or dissipation of energy.
According to [8], bond graphs naturally lead to dynamical systems with
geometric structure: Port-Hamiltonian theory [9, 10, 11] adds a systems-
theoretic perspective to Hamiltonian mechanics. The geometric structure of
a Hamiltonian system reflects its conservation laws. Further, the constitu-
tive relations related to storage are derived from a potential function which is
referred to as the Hamiltonian. On top of this, a port-Hamiltonian (pH) sys-
tem may interact with other pH systems through its boundary ports. Equally
important, the port concept allows to include the presence of dissipation.
Port-Hamiltonian theory facilitates a modular and hierarchical approach
to modeling complex physical systems [10]. The theory applies not only to
lumped-parameter systems but also includes distributed-parameter [12] and
mixed systems [13]. The structural properties of pH systems are instrumental
for accurate numerical computations [14] and control [15]. Last but not least,
a structured representation will lead to better software tools for automated
generation of equations and efficient algorithms based on composable high-
level descriptions of multiphysical systems.
1.3. Energy and port-Hamiltonian systems
In traditional systems theory, systems interact by exchanging arbitrary
kinds of signals. In contrast, pH theory is concerend with structured state-
space representations of physical systems. The pH structure encodes the
exchange of power between systems, subsystems and their components. The
central structural property of a pH system is a power balance equation which
relates the stored power, the dissipated power and the supplied power. By
definition, the dissipated power is always nonnegative. Consequently, for a
pH system, the stored power is always less than or equal to the supplied
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power. This is referred to as passivity [16, 15] if the Hamiltonian is bounded
from below and as cyclo-passivity if it is not. In particular, a (cyclo-)passive
system is said to be (cyclo-)lossless if the dissipated power is always zero.
Classically, the Hamiltonian of a pH system is considered to be an energy
storage function. Hence, the power balance equation is of energetic nature
and the dissipated power is the rate at which ‘energy’ disappears due to re-
sistive effects (damping). It would contradict the first law if the Hamiltonian
were to represent the thermodynamic energy of a non-lossless system.
In particular for electro-mechanical systems, it often holds that internal
energy – a macroscopic abstraction of mechanical energy at the microscopic
level – does not affect the dynamics of interest. In such a case, electro-
mechanical energy, in a sense, disappears at the macroscopic level and its
reappearance at the microscopic level can be ignored. This can be made pre-
cise by defining the Hamiltonian as an exergy storage function, see Section 5.
A pH formulation of thermal conduction in solid materials has been pre-
sented in [17]. The internal energy is accounted for in the Hamiltonian energy
function and consequently the entropy of the material is a state variable. The
heat conduction process is modeled as a power-continuous energy transfor-
mation component which creates entropy in accordance with the second law.
This approach however leads to a lossless pH system. Or in other words, the
notion of passivity does not capture the degradation of energy and therefore
the crucial fact that the dynamics is constrained by the second law.
1.4. Geometric mechanics, open systems, and the second law
Other approaches related to but distinct from pH theory have been intro-
duced for modeling thermodynamic systems as dynamical systems with geo-
metric structure: For instance, a class of quasi-pH systems called Irreversible
Port-Hamiltonian Systems has been introduced in [18] for the control of ther-
modynamic systems which may include chemical reaction networks. These
systems are defined using a modulating function related to the irreversible
creation of entropy as part of the structural equations. More recently, port-
thermodynamic systems, which are based on the symplectization of contact
manifolds, have been introduced in [19]. This approach has the appeal that
it unifies energy-based and entropy-based representations.
Combining the geometric structure of Hamiltonian systems with the sec-
ond law is also the central theme of the GENERIC framework for nonequi-
librium thermodynamics [20, 21, 22] which has roots going back further
than 1981 [23, 24]. A Poisson bracket is used together with a dissipative
4
bracket to formulate the governing equations of a physical system. The Pois-
son/dissipative bracket encodes the reversible/irreversible contributions to
the dynamics and uses the total energy/entropy as a generating function.
Given the two generators, the brackets have to satisfy two conditions which
ensure that the dynamics satisfies the first and the second law.
1.5. Exergy and port-Hamiltonian systems
In [25] it has been shown how the GENERIC formulation of a compress-
ible Navier-Stokes-Fourier fluid can be rewritten as a pH system by combin-
ing the two generators into an exergy-like potential. The approach was used
in [26] to model district heating networks.
Inspired by [25], we introduce the notion of Exergetic Port-Hamiltonian
Systems. These systems share the well-known pH structure. The central dif-
ference is the physical meaning of their Hamiltonian function. Hence, their
bond graph representations can be viewed as portraits of exergy exchange.
It is worth mentioning that in [27], the use of ‘bond graph type of dia-
grams’ has been suggested as an alternative to Grassmann diagrams which
are commonly used as a visualization tool for (steady-state) exergy analy-
sis. We conjecture that exergetic pH systems and their bond-graph syntax
may serve as a mathematical foundation for (transient) exergy analysis. The
proposed approach connects pH theory, irreversible thermodynamic systems,
generalized bond-graph syntax, and exergy analysis.
1.6. Outline
Section 2 summarizes some essential aspects of pH theory and puts an
emphasis on irreversible dynamics. Section 3 explains the concept of the
Carnot engine which is instrumental for understanding the physical meaning
of exergy that is discussed in Section 4. Section 5 shows that the Hamiltonian
of isothermal2 pH systems defines an exergy storage function. Section 6
extends this exergetic viewpoint to simple thermodynamic systems. We show
that such systems can be modeled as pH systems in a way that seamlessly
fits to the well-established theory for isothermal pH systems. Findings are
summarized and discussed in Section 7.
2It is assumed that all processes happen at a constant temperature.
5
2. Port-Hamiltonian systems with irreversible dynamics
Classical (autonomous3) Hamiltonian systems are isolated, lossless and
thus energy-conserving4, think of celestial mechanics. Hamiltonian dynam-
ics are invariant under time reversal [28]. According to the second law,
time-reversal symmetry implies5 the conservation of entropy. It is hence not
possible to model thermodynamic systems, featuring irreversible heat trans-
fer, as classical Hamiltonian systems. In contrast, pH systems may feature
irreversible dynamics: An irreversible non-Hamiltonian contribution to the
dynamics is generated by terminating a port with a resistive relation. The dy-
namics of an isolated dissipative pH system is a superposition of a reversible
Hamiltonian dynamics and an irreversible gradient system dynamics.
The following example shows a dissipative pH system:
k
Figure 1: A damped harmonic oscillator
Example 2.1 (damped harmonic oscillator).
The differential equation describing the free vibration of the damped har-
monic oscillator in Fig. 1 is usually written as m q¨ + d q˙ + k q = 0, where m
is the mass, q is the displacement of the mass, d is the damper coefficient,
and k is the spring constant.
3The Hamiltonian and hence the constitutive equations (for storage) are time-invariant.
4In the absence of dissipation, the Hamiltonian structure can be interpreted as a dy-
namic statement of the first law if the Hamiltonian is assumed to be an energy function
in the thermodynamic sense.
5The total entropy S of an isolated system cannot get less as time passes, i.e. S˙ ≥ 0.
For a system with time-reversal symmetry, the transformation t 7→ −t (time-reversal),
p 7→ −p (reversed direction of linear momentum/velocity) takes one solution to another
solution. Thus, the inequality S˙ ≥ 0 turns into the equality S˙ = 0.
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The pH formulation uses separate state variables for each storage compo-
nent, namely the extension of the spring q and the linear momentum of the
mass p. The system state x =
[
q p
]T ∈ X is a point of the smooth manifold
X = R2 and the dynamics is described by
q˙
p˙
−υ

︸ ︷︷ ︸
−f
=

0 1 0
−1 0 1
0 −1 0

︸ ︷︷ ︸
N

∂H
∂q
(q)
∂H
∂p
(p)
u

︸ ︷︷ ︸
e
(1a)
u = −d υ . (1b)
The damper interacts with the mass via the power-conjugate variables υ
(velocity of the mass) and u (damping force). The column vector on the left
represents the flow vector f ∈ F prefixed by a minus sign and the column
vector on the right represents the effort covector e ∈ E = F∗. The space of
efforts E is the dual of the space of flows F . The pairing of efforts and flows
〈e | f〉 = eTf has the dimension of power. The Hamiltonian H : X → R
H(x) =
1
2
q k q +
1
2
p
1
m
p (1c)
apparently yields the total mechanical energy stored in the system. The
constitutive behavior of the storage components follows from its differential
dH, whose components form the upper block of e. This system and in
particular the spring is linear because H is a quadratic function. In general,
H is bounded from below unless storage with unlimited capacity is assumed.
The essence of pH theory is to endow physical models with a geometric
structure – called Dirac structure [29, 30, 31, 32, 33] – that expresses the
exchange of power between the different system components and across the
system boundary. Here, the Dirac structure is defined in terms of the skew-
symmetric linear operator N : E → F which takes effort covectors into flow
vectors. This operator may itself be a smooth but generally nonlinear func-
tion of the system’s state. In general, a Dirac structure is a vector subbundle
D ⊂vec F ⊕ E over X that describes a power-conserving relation among
power-conjugated variables. Here, we have
D = graph(N) = {(f, e) ∈ F ⊕ E | f +N e = 0} . (2)
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We observe that N encodes the topology of the power-routing network: The
mass exchanges power with both the spring and the damper.
The endpoints which are connected by the power-routing network are
called ports. Often, ‘port’ also refers to a group of ports, explicitly called
a multi-port. The i-th port (here i = 1, 2, 3) is associated with two power-
conjugate variables, namely a flow fi and an effort ei. The natural pairing
〈ei | fi〉 equals the power exchanged at the i-th port.
Individual ports can belong to three types, namely storage ports (i = 1, 2)
which are linked to the Hamiltonian function H, resistive ports (i = 3) which
are linked to resistive relations describing the irreversible dynamics (here
the damping) and boundary ports which are linked to other systems or the
environment (none in this example).
The storage multiport (fS, eS) connects with the spring and the mass
component. The port variables are
(fS, eS) = (−x˙, dH) =
([−q˙
−p˙
]
,
[
k q
1
m
p
])
∈ TX ⊕ T ∗X . (3a)
For a given x ∈ X , the combined storage flow fS = −x˙ ∈ TxX is a vector
in the tangent space at x and the corresponding effort eS = dH ∈ T ∗xX is
a covector in the cotangent space. The differential of the storage function
provides the constitutive information about the storage components. The
natural pairing
〈eS | fS〉 =
[
k q 1
m
p
] [−q˙
−p˙
]
= −∂H
∂q
q˙ − ∂H
∂p
p˙ = −H˙ (3b)
yields the net power extracted from the storage components.
The resistive port, which generally also is a multiport, connects with the
damper component. The port variables are
(fR, eR) = (υ, u) (4a)
where υ is the velocity of the mass and u is the damping force. The re-
sistive relation (1b) closes the resistive port by providing the constitutive
information about the resistive components. The natural pairing
〈eR | fR〉 = u υ (1b)= −υ d υ ≤ 0 (4b)
yields the negative lost / dissipated power. For any resisitve realation, this
pairing is nonpositive by definition.
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The pairing of all efforts and corresponding flows associated to a Dirac
structure yields zero and thus Dirac structures formalize power-conserving in-
terconnections. We confirm that 〈e | f〉 = eTN e = 0 due to skew-symmetry
of N . Hence, we have 〈eS | fS〉 + 〈eR | fR〉 = 0. The resulting power
balance equation (PBE) H˙ = −dυ2 is the central structural property of
this (isolated) pH system. If a boundary port (fB, eB) were present, we
would include the supplied power 〈eB | fB〉 in the PBE. In general, the PBE
says that stored power + dissipated power = supplied power. Consequently,
it holds that stored power ≤ supplied power. Since the Hamiltonian of this
system is bounded from below, the system is passive. If it were not bounded,
the system would be merely cyclo-passive. In particular, for (cyclo-)lossless
systems, it holds that stored power = supplied power.
The pH system (1) is expressed as a (generalized) bond graph in Fig. 2.
spring mass
1
2
p
1
m
p
Figure 2: Bond graph representation of the damped harmonic oscillator: Bonds connect
the three ports of the Dirac structure D with the other components. The halved arrowhead
is placed on the flow side of each bond and indicates the direction in which power flows
when the respective pairing takes a positive value. The present bond graph is annotated
with so-called causal strokes: For every bond, a transversely-oriented bar is placed on the
end of the bond which assigns the value of the flow.
Taking a thermodynamic perspective, we start to rethink the physical
meaning of the Hamiltonian: The damper models an irreversible process
which ought to conserve energy when transforming kinetic energy into heat.
Since H is not conserved by the irreversible dynamics, it cannot be the total
thermodynamic energy. Equation (1c) accounts for (macroscopic) mechanical
energy but not for internal energy (microscopic mechanical energy). There-
fore H is less than the total thermodynamic energy. We will see that the
physical model behind Eq. (1) assumes isothermal processes and that H is
9
the total exergy of the system with reference to its isothermal environment.

Remark 2.2 (causal strokes).
Causal strokes do not indicate physical causality. They instead mark how in-
formation propagates when using an explicit time-integration scheme. Hence,
at storage components, flows are considered as inputs. If such a consistent
assignment of ‘computational causality’ is not possible for all storage compo-
nents, the model can only be formulated as an implicit system of Differential-
Algebraic Equations (DAE system). This may indicate that the physical
model is lacking (see also [34]). For instance, placing two capacitors directly
in parallel results in an algebraic equation which says that both voltages must
be equal. This is related to the ‘two capacitor paradox’ and to consistent
initial conditions for the DAE system. The degeneracy can be avoided by
taking into account the resistance of the wire that connects the capacitors.
M
3. Carnot engine
The Carnot cycle is a theoretical thermodynamic cycle modeling an ide-
alized heat engine [35, p. 118]. Since the engine executes a fully reversible
cycle, it generates no entropy and achieves the highest efficiency which is
possible for any heat engine operating between two given thermal reservoirs.
This theoretical limit for achievable efficiency is called Carnot efficiency.
hot reservoir at ambient reservoir atCarnot engine✓h
Figure 3: A Carnot engine operating between two isothermal reservoirs. In each cycle, the
fictitious engine consumes the heat Qin at the temperature level θh and rejects the heat
Qout at the temperature level θ0 to produce the work output Wout.
Figure 3 shows a Carnot engine extracting work from a hot reservoir with
constant temperature θh. The heat intake per cycle Qin > 0 is associated
with an entropy intake sin > 0. Cyclic operation implies that entropy cannot
accumulate in the engine. Reversible operation implies that no entropy is
generated in the engine. Consequently, the intake of entropy sin is balanced
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by a discharge of entropy to the ambient reservoir, implying that sout = sin.
This is associated with a discharge of heat Qout > 0 to the ambient reservoir
at constant temperature θ0. The entropy balance equation sout = sin can
thus be written as
1
θh
Qin =
1
θ0
Qout . (5)
This yields the energy balance equation
Wout = Qin − Qout (5)= Qin − θ0
θh
Qin =
θh − θ0
θh
Qin . (6)
The ratio
ηCarnot =
θh − θ0
θh
< 1 (7)
is called Carnot efficiency and expresses how much work Wout can be obtained
for a given heat intake Qin using a conversion device without internal losses.
4. Exergy
Work can be fully turned into heat but heat cannot fully be turned into
work. Therefore, we need to differentiate between work and heat exchange.
Exergy is the physical quantity which bridges this divide. Based on the
concept of a continuously-operating Carnot engine, irreversible exchange of
heat power Q˙ at a temperature level θ can be associated with an exchange
of value, namely the mechanical power W˙ that could be extracted from it
by the fictitious engine rejecting heat at the reference temperature θ0. We
call W˙ = ηCarnot Q˙ the exergetic power of the heat source and note that it
is defined relative to a fixed reference temperature θ0. Heat exchanged at a
higher temperature carries more exergy, see Eq. (7).
More generally, exergetic power is the amount of power which can be uti-
lized to do work, given an appropriate ideal conversion device in a prescribed
reference environment. Similarly, the exergy of a system is the amount of
work which can theoretically be extracted from it by a perfectly reversible
process until it is in equilibrium with a given reference environment. When
the system has reached this equilibrium state, which is referred to as the
dead state, its exergy is zero [4].
Consider a closed system with internal energy given according to its fun-
damental equation u = U(s). The system is assumed to be in equilibium
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with itself but not necessarily with its environment. The exergy A of the
system is
A(s) = U(s) − U(s0) − θ0 (s− s0) (8)
where s0 is the entropy of the system in the dead state and θ0 is the fixed en-
vironment temperature. If exergy is considered as a potential (to do work),
an infinitesimal change of exergy caused by an infinitesimal change of en-
tropy can be written as dA =
(
θ(s) − θ0
)
ds where θ(s) = ∂U(s˜)
∂s˜
∣∣∣
s˜=s
is the
temperature of the system. An exchange of heat power Q˙ at the temperature
level θ is associated with an entropy exchange rate s˙ = 1
θ
Q˙. Consequently,
the exergetic power is given as A˙ =
(
θ(s)− θ0
)
s˙ = θ−θ0
θ
Q˙, see Eq. (7).
Now consider a closed thermodynamic system with mass m, volume v,
and internal energy given according to its fundamental equation u = U(s, v).
The system further has potential energy V depending on its position q and
kinetic energy K depending on its linear momentum p. Its exergy A can be
defined as
A(s, v, q, p) = U(s, v)− U(s0, v0) − θ0 (s− s0) + pi0 (v − v0) +
+ V (q)− V (q0) + K(p) . (9)
Clearly, the exergy function arises from the energy function: Additional lin-
ear terms shift the equilibrium and constant terms make the exergy zero at
equilibrium. The physical meaning of the shift that is linear in s has been ex-
plained above using the Carnot engine as a theoretical device. The meaning
of the shift that is linear in v can be explained as follows: An infinitesi-
mal change of exergy caused by an infinitesimal change of volume can be
written as
(
pi(s, v)− pi0
)
dv where pi(s, v) = − ∂U(s˜,v˜)
∂v˜
∣∣∣
s˜=s, v˜=v
is the pressure6
of the system. If the system expands at the rate v˙, it needs to push back
the atmosphere which is assumed to have a fixed pressure pi0. This requires
the mechanical power pi0 v˙ which cannot be utilized. Hence, only the power
(pi − pi0) v˙ remains as exergetic power. In short, atmospheric pressure cannot
be utilized to do work.
The first line in Eq. (9) contains the terms expressing the so-called phys-
ical exergy of the system. The second line contains terms for the (macro-
scopic) mechanical energy which is pure exergy, except that for potential
6The pressure is defined with a minus sign because the system loses energy when it
gains volume. In contrast, the system gains energy when it gains entropy.
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exergy a constant −V (q0) corresponding to the most stable configuration q0
is taken into account such that the total exergy is zero in the dead state. Ad-
ditional terms for chemical exergy have to be taken into account if chemical
reactions are relevant.
Next, we will make the connection between pH systems and exergy. Later,
we will observe that irreversible processes create entropy and destroy exergy.
5. Thermodynamic meaning of the Hamiltonian function
Coming back to Example 2.1, the damper turns kinetic energy into heat
but the Hamiltonian H does not take internal energy into account and con-
sequently the thermal domain is ignored. Further, H is not conserved and
thus it cannot be the thermodynamic energy of the system. The underlying
physical model ignores the thermal domain. It implicitly assumes that all
processes happen isothermally, implying that the system is in equilibrium
with an unlimited heat reservoir at a constant temperature θ0. Hence, we
have θ0
!
= θ(s) = ∂U(s˜)
∂s˜
∣∣∣
s˜=s
and it follows that u = U(s) = θ0 s is a funda-
mental equation of the the surrounding isothermal heat bath. If V (q) is the
potential energy and K(p) is the kinetic energy of the system then its exergy
is7 
U(s)−θ0 s+K(p) + V (q), cf. Eq. (1c) and Eq. (8).
Hence, for isothermal pH systems, the Hamiltonian can be interpreted
as an exergy storage function because the notion of exergy coincides7 with
electro-mechanical energy if the system is assumed to be in equilibrium with
an unlimited heat bath representing the environment. We further remark
that the notion of exergy coincides7 with Helmholtz free energy under isother-
mal and isochoric assumptions and with Gibbs free energy under isothermal
and isobaric assumptions, see [3] and [36, p. 110].
6. Exergetic port-Hamiltonian systems
In the last section, we saw that for dissipative electro-mechanical pH sys-
tems, the Hamiltonian is an exergy storage function7. In this section, we will
see that thermodynamic systems can be modeled as dissipative pH systems
with total stored exergy as the Hamiltonian function. But before we talk
about non-isothermal systems, we want to understand isothermal pH sys-
tems as exergetic pH systems. For this, we again come back to Example 2.1.
7modulo a constant added to the storage function
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Example 6.1 (damped harmonic oscillator, continued).
If we look at the bond graph representation in Fig. 2, we see that the damper
is a one-port component and that the power −〈e3 | f3〉 going into it appar-
ently disappears. In view of the first law, the only reasonable conclusion is
that the power is not of energetic nature.
In bond-graph and pH theory, it is also common to model dampers or re-
sistors as power-conserving two-port components which create entropy while
transforming energy [34]. Thereby, energetic pH systems are brought in ac-
cordance with the first law. However, such systems are lossless, i.e. their
passivity property is an equality that merely reflects the first law. It does
not capture the stability properties of the system which in fact result from
the second law, i.e. from the degradation of energy.
If the damper always remains at the environment temperature θ0 then its
exergetic heating power is zero. Thus, it makes sense to ommit its thermal
port (f4, e4) because we know that 〈e4 | f4〉 = 0. We have seen that Eq. (1c)
is an exergy function because U(s) − θ0 s = θ0 s − θ0 s = 0. This vanishing
term represents the isothermal reservoir in which the system resides. Figure 4
shows this using (generalized) bond-graph syntax:
isothermal environment
✓0 s ✓0 s
Figure 4: The bond graph in Fig. 2 is completed in the way shown above to indicate that
energetic power is going from the damper to the isothermal environment. At the Dirac
structure Dth, entropy is conserved (e4 = −f5). The dissipated power (exergy destruction
rate) υ d υ is written inside the dissipative component.
By removing the shifts (written in blue), we obtain the corresponding
lossless energetic pH system7. We can then easily assert that the damper
conserves energetic power and hence is in accordance with the first law.
Dirac structures model reversible exchange of power between different
components, systems, and physical domains. Thus, entropy is conserved as
it passes from the damper, where it is generated, to the environment. Due
to the shifted Hamiltonian, the entropy is exchanged at zero effort. 
To strengthen our intuition about exergetic pH systems, we revisit the
Carnot engine before looking at non-isothermal systems:
14
e2 = ✓0   ✓0 = 0
Figure 5: Bond graph representation of a Carnot engine.
Example 6.2 (Carnot engine).
The bond graph in Fig. 5 shows a hypothetical Carnot engine operating
between two isothermal reservoirs. The hot reservoir on the left has the tem-
perature θh and acts like an infinite source of entropy. Similarly, the ambient
reservoir on the right has the temperature θ0 and acts like an infinite sink of
entropy. The ambient temperature θ0 is used as the reference temperature
for defining the exergy storage functions Hh and Ha. Hence, the ambient
reservoir has zero exergy, i.e. Ha = 0.
Again, by ignoring the shifts, we see how energy is exchanged. This
yields the energy balance Q˙in = Q˙out + W˙out. According to the first law, all
physical systems ought to be cyclo-lossless if the storage function is energy.
In contrast, only idealized devices like the Carnot engine are cyclo-lossless
if exergy is chosen as the storage function. Therefore, the exergetic power
going into the engine is fully converted into mechanical power:
〈e3 | f3〉 = 〈e1 | f1〉 = ∂Hh(sh)
∂sh
· (−s˙h) = ηCarnot Q˙in . (10)

In the following examples of non-isothermal exergetic pH systems, we will
see that the Carnot efficiency appears in the natural pairing wherever heat is
exchanged. Once more, we consider the damped harmonic oscillator but this
time without assuming thermal equilibrium with an isothermal heat bath.
Example 6.3 (non-isothermal damped harmonic oscillator).
In contrast to Example 6.1, we now model the damper with its own thermal
capacity (characterized by an energy function U), allowing it to ‘heat up’
when it dissipates kinetic energy. Further, we model heat conduction between
its thermal capacity and the isothermal environment (characterized by a
thermal conduction coefficient α), allowing it to ‘cool down’ again. This is
shown in Fig. 6.
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f1 =  q˙
Figure 6: Bond-graph representation of a non-isothermal damped harmonic oscillator:
Exergy storage components are shown in blue. The Dirac structure is represented by the
green components, at which the net energetic and net exergetic power is zero. Irreversible
processes are represented by the red components, at which the net energetic power is zero
and the exergy destruction rate is indicated.
The damper consumes the mechanical power −〈e3 | f3〉 and in turn
produces the exergetic power 〈e4 | f4〉 = θ−θ0θ d υ2 which is its heat re-
lease rate d υ2 multiplied by the efficiency of a Carnot engine operating
between the temperature level of the damper θ = ∂U(s)
∂s
and that of the
reference environment θ0. The net incoming exergetic power at the damper
−〈e3 | f3〉 − 〈e4 | f4〉 = θ0 d υ2θ is its exergy destruction rate (lost power) and
d υ2
θ
is its entropy production rate. When θ > θ0, thermal conduction irre-
versibly moves heat from the damper to the environment, destroying exergy
at the rate −〈e6 | f6〉 − 〈e7 | f7〉. 
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In the next example, we consider an exergetic pH system which does not
interact with its environment but is itself composed of three subsystems,
namely two gas-filled compartments and a piston inbetween.
p
Figure 7: A cylinder of cross-sectional area A with a piston of mass m and linear momen-
tum p inside. The two compartments with internal energy u1 and u2 can exchange heat
through the piston (heat conduction coefficient α). When the piston moves, some of its
kinetic energy is lost due to friction (friction coefficient d).
Example 6.4 (thermal conduction through a moving piston).
The system in Fig. 7 comprises two compartments filled with an ideal gas
which are separated by a heat-conducting piston. The cylinder has adia-
batic walls and the gas inside each compartment is assumed to always be
in equilibrium whith itself (lumped model). We ignore the thermal capacity
of the piston and the cylinder walls. The piston can move freely inside the
cylinder but friction is taken into account. The dissipated kinetic energy
is assumed to increase the internal energy in both compartments by equal
amounts, regardless of the sign of the velocity υ.
The system comprises three interconnected storage components, namely
the kinetic energy of the piston (expressed in the linear momentum p) which
is pure exergy and the exergy of both compartments (expressed in the en-
tropies s1, s2 and the volumes v1, v2) which depends on the chosen reference
environment. The compartments are two-port components, having one port
for the exchange of heat and another port for the exchange of pressure-volume
work. From this interconnection perspective, it is advantageous to express
the system’s state in terms of the five variables
x =
[
p s1 v1 s2 v2
]T ∈ X ⊂ R5 ,
although the actual state space is only four-dimensional. Interconnection of
the storage components yields the holonomic constraint
v1 + v2 = vtotal . (11)
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The exergy storage function is7
H(x) =
1
2
p
1
m
p + U1
(
s1, v1
)− θ0 s1 + pi0 v1 + U2(s2, v2)− θ0 s2 + pi0 v2
where θ0 ∈ R+ is a fixed reference temperature and pi0 ∈ R+ is a fixed
reference pressure, see Eq. (9). For an ideal gas, the potential functions U1
and U2 can be derived from the Sackur-Tetrode equation.
For a pH system, the constitutive equations for storage follow from the
partial derivatives of the Hamiltonian function. That is, the effort variables
of the storage port are defined as the components of the differential dH:
dH(x) = υ dp + (θ1 − θ0) ds1 − (pi1 − pi0) dv1
+ (θ2 − θ0) ds2 − (pi2 − pi0) dv2 (12)
Here, υ = ∂H
∂p
denotes the velocity of the piston, θ1, θ2 denote the temperature
of the compartments and pi1, pi2 denote the pressure of the compartments.
Figure 8 shows a bond-graph representation of the exergetic pH system.
e5 = ✓1   ✓0
Figure 8: Bond graph representation of the system shown in Fig. 7.
The interconnection structure is defined by the constant Dirac structure
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which is the graph of the skew-symmetric linear operator in
−f1
−f2
−f3
−f4
− f5
−f6
−f7
− f8
−f9
−f10

=

−A A 1
A
−A
−1
1 1
−1
−1
1 1
−1
−1


e1
e2
e3
e4
e5
e6
e7
e8
e9
e10

. (13)
Since equations are grouped according to the green components, the matrix
has block-diagonal structure. The first block defines Dm and expresses the
exchange of mechanical power between the piston, the two compartments
and the friction effect. The two remaining blocks define Dt1 and Dt2 which
express the exchange of thermal exergetic power between one compartment,
the heat conduction effect and the friction effect.
The flows of the storage port define the time evolution of the state:
− x˙ = fS =
[
f1 f5 f2 f8 f3
]T
. (14)
The differential of H, see Eq. (12), defines the efforts of the storage port:
dH(x) = eS =
[
e1 e5 e2 e8 e3
]T
(15)
Since the system is isolated, the five remaining flows and efforts all be-
long to the resistive port (fR, eR). The resistive relations defining the red
components are nonlinear – first and foremost because entropy creation de-
pends on the inverse temperature – but they can be expressed in the form
eR = −D(x) fR, generalizing Eq. (1b).
The component representing the heat conduction effect is defined by
e6 =
1
θ1(x)
α (f9 − f6) (16a)
e9 =
1
θ2(x)
α (f6 − f9) . (16b)
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The component representing the friction effect is defined by
e4 = −d f4 (17a)
e7 =
υ(x)
θ1(x)
d
2
f4 (17b)
e10 =
υ(x)
θ2(x)
d
2
f4 . (17c)
?? 11–17 form a DAE system which can e.g. be integrated using a Gauss-
Legendre collocation method, see [37, 38]. By requiring that not only the
differential but also the algebraic equations hold at every collocation point,
the discrete trajectory is guaranteed to remain on the four-dimensional sub-
manifold (state space). A simulation result is shown in Fig. 9.
4
5
×10−4 v1 (m3)
8
9
×10−5 + 1.381838×102 total energy E (J)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
time t (s)
5.7225
5.7250
5.7275
total entropy S (J/K)
Figure 9: Simulation result for the system shown in Fig. 7 and Fig. 8: Initial conditions
corresponding to different temperature values in the two compartments have been set. A
transient steers the system into its equilibrium state, thereby maximizing the total entropy.
The fourth-order Gauss-Legendre collocation method with a time step of one millisecond
was used to integrate the DAE system. The total energy E is conserved quite well (with
a relative error of 3.9× 10−8) even though the system is highly nonlinear.

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We recapitulate: The green routing components together define the Dirac
strucure of the pH system. This structure encodes the reversible exchange of
exergy. At these components, the net exergetic power is always zero, imply-
ing that energy is conserved and no entropy is created. The red dissipative
components together define the resistive structure of the pH system. This
structure represents the irreversible processes in the system. At these com-
ponents, the net energetic power is always zero but entropy is irreversibly
created and hence exergy is irreversibly destroyed.
Since the net energetic power at both the routing components and the
dissipative components is zero, exergetic pH systems satisfy the first law of
thermodynamics. Since the routing components conserve entropy and the
dissipative components conserve or create entropy, exergetic pH systems sat-
isfy the second law of thermodynamics. The passivity property of exergetic
pH systems consequently is a combined statement of the first and the sec-
ond law of thermodynamics for open systems. The inequality captures the
dynamic constraint imposed by the second law.
In the final example, we consider an electrically-heated cylinder-piston
device which exchanges work and heat with the atmosphere.
ks
Figure 10: The gas inside a cylinder of cross-sectional area A is separated from the atmo-
sphere (θ0, pi0) by a piston with mass mp and linear momentum pp. The gas has internal
energy uc and can exchange heat (heat transfer coefficient αp) and work with the atmo-
sphere. A spring with stiffness ks and extension qs is connected to the piston. The cylinder
contains an electric heater with resistance Rh connected to a boundary port.
Example 6.5 (heated cylinder-piston device).
This time, we express the state in terms of the four variables
x =
[
sc vc pp qs
]T ∈ X ⊂ R4 .
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The spring is relaxed for qs = 0 which corresponds to vc = v¯c. This yields
the holonomic constraint vc = v¯c + Aqs. Hence, the state space is a three-
dimensional submanifold of R4.
Figure 10 shows the exergetic pH system expressed in bond-graph syntax.
The definition of the Dirac structure, the Hamiltonian, and the resistive
structure follows from the information contained therein.
1
2
qs ks qs
Figure 11: Bond graph representation of the system shown in Fig. 10: De interconnects (1)
an electrical boundary port (which can be connected to a controlled voltage source) and (2)
a resistor of resistance Rh. At De charge is conserved. Dt1 interconnects (3) the resistor,
(4) a compartment filled with an ideal gas, and (5) the thermal losses to the environment.
Dt2 interconnects (6) the heat conduction effect, and (7) the isothermal atmosphere. At
Dt1 and Dt2 entropy is conserved. Dm interconnects (8) the compartment, (9) the piston,
(10) the spring, and (11) the isobaric atmosphere. Dm conserves volume / displacement.
The Hamiltonian is the sum of the component exergy functions:
H(x) =
(
Uc
(
sc, vc
)− θ0 sc + pi0 vc) + 1
2
pp
1
mp
pp +
1
2
qs ks qs
Since H is defined with respect to the atmospheric pressure pi0, the system
exchanges volume with the atmosphere at zero effort. 
7. Summary and discussion
Without doubt, the first and the second law of thermodynamics are cor-
nerstones of physical theory and engineering practice. According to the first
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law, all processes transform energy such that the total amount is conserved.
It is only natural to then think of energy as a ‘currency’ or lingua franca
for multiphysical systems. On the other hand, Carnot’s theoretical engine,
which is closely linked to the historical origin of the second law, reveals that
energy is a misleading ‘currency’ since it does not take energy quality into
account. By specifying a fixed isothermal and isobaric environment, the ficti-
tious Carnot engine can be used to define a less misleading ‘currency’ called
exergy which is the system’s potential to cause macroscopic change or in
other words its potential to do work. By using exergy as a storage function,
thermodynamic systems can be modeled in the port-Hamiltonian framework
in a way that seamlessly fits to the well-established theory for isothermal
electro-mechanical systems. The passivity property expresses the irreversible
destruction of exergy, i.e. the degradation of the (conserved) energy.
By augmenting bond-graph representations, exergy exchange and ther-
modynamic losses can be visualized in a way that is inherently linked to the
physical structure of the underlying model. Based on transient simulations,
thermodynamic losses and associated performance metrics can be compared
for different designs and modes of operation. We think that exergetic pH sys-
tems and their bond-graph syntax can form a strong basis for exergy analysis
and hence for optimization of energy systems and industrial processes.
In the long run, we hope that joint efforts will yield to an open-source
port-Hamiltonian modeling tool for complex thermodynamical systems that
integrates a comprehensive graphical modeling language with exergy analysis
and advanced numerical methods for simulation, optimization and control.
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