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Abstract. A semi-global isometric embedding of abstract surfaces with Gauss-
ian curvature changing signs of any finite order is obtained through solving the
Darboux equation.
1. Introduction
Isometric embedding is an interesting and historical problem in differential ge-
ometry. Nash obtained two famous results on such problem. In [19], he showed that
any smooth n dimensional Riemannian manifold (Mn, g) can be C1 isometric em-
bedded into Euclidean space Rn+2 by a useful technique called convex integration
later, which is also applied to solve non-uniqueness problem in PDE. Besides, in [20]
he also proved that sufficiently smooth metric can be isometric embedded into Eu-
clidean space RN with N depending on n and larger than sn =
n(n+1)
2 by applying
his implicit theorem, which is a powerful tool handing the loss of regularity.
However, it is believed that the best dimension of the target space for the local
smooth isometric embedding of Mn is N = sn. Janet in [15] and Cartan in [1]
independently proved that any analytic n dimensional Riemannian manifold admits
a local analytic isometric embedding in Rsn . In particular, when n = 2, Schlaefli
conjectured and later Yau in [23] reposed that any smooth surface always admit a
local smooth isometric embedding in R3. In this case, the problem can be formulated
to solve the Gauss-Codazzi system or the Darboux equation (see [10]). The type
of the equations depends on the signs of the Gaussian curvature K of the given
surface. When K > 0, the equations are of elliptic type. Many mathematicians
take the Darboux equation to handle the problem. It also has a close relation with
the Weyl problem when the manifold is S2 (see [22]), one can find its proof in [21].
Readers can also see [7, 14, 17] for K ≥ 0 case. On the other hand, when K < 0, or
K ≤ 0, the equations are hyperbolic or degenerate hyperbolic equations. In stead
of the Darboux equation, the Gauss-Codazzi system is usually used to tackle the
isometric embedding problem for such case, one can see [2, 3, 13].
Some difficulties arise when K changes signs, because the equations are of mixed
type. Lin made a breakthrough in [18] by applying the theory of symmetric positive
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system and obtained that a sufficiently smooth isometric embedding exists when
the Gaussian curvature satisfies
K(0) = 0,∇K(0) 6= 0.
Then Han improved the regularity of the embedding in [8] and later he also showed
the existence of local isometric embedding when the Gaussian curvature changes
signs stably, i.e. K vanishes at finite order across a curve in [9]. For the semi-global
isometric embedding, Dong first showed that there exists an isometric embedding
parametrized on [0, 2π]× [−δ, δ] mapping into R3 in [4] provided that the positive
constant δ is small enough and K satisfies
K(x1, 0) = 0, ∂2KΓ
2
11 < 0, on [0, 2π]× {0}
together with the other two compatibility conditions. Here (x1, x2) is the parameter
for the surface and Γ211 is one Christoffel symbol. We call an embedding is semi-
global if it is periodic in one variable and locally defined in the other variable. He
proved this result through the Darboux equations and similar method to [12]. In
[16], Li got a semi-global isometric embedding under same conditions as Dong but
only defined on [0, 2π]× [0, δ].
In the present paper, we gain a semi-global isometric embedding for the case
where the Gaussian curvature changes signs stably, i.e. vanishes at any finite order
2α − 1 across a closed curve, by solving the Darboux equation, see Theorem 3.3.
Our main approach is the framework of symmetric positive system, which is fully
studied in [5] and improved by Gu in [6]. Surprisingly, our priori estimate for the
linearised equation does not depend on the vanishing order α, while the regularity
of the finial embedding depends on α. We remark that our arguments can not
be extended to gain the semi-global smooth isometric embedding of the smooth
metric, since the H∞ estimate seems hard to be obtained by the framework here.
Our future plan is to consider the smooth case.
The rest of this paper consists of two sections. In Section 2, we provide general
theory of symmetric positive system. Main Theorem 3.3 and its proof are given in
Section 3.
2. Symmetric positive system
The theory of symmetric positive system is given in [5] and later improved in
[6], which is an effective approach to show the existence of differential equations of
mixed type. We will apply the theory to obtain the priori estimate of the linearized
equation of the Darboux equation in Section 3. In this section, we will give the
framework of symmetric positive system, whose details can be found in [5, 6, 10].
Consider the first order linear differential equations
(2.1) LU = A∂U
∂t
+B
∂U
∂x
+ CU = F
defined on a rectangle Ω centring at 0, where U : Ω 7→ Rn is the unknown vector
function and A,B,C are given n × n real function matrixes, F : Ω 7→ Rn is any
given vector function. Besides, the boundary condition for (2.1) is given as follows
(2.2) ΞU = 0, on ∂Ω,
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where Ξ is also a given n×n real function matrix. If A and B are symmetric, (2.1)
is called symmetric, and (2.1) is called symmetric positive system if the following
matrix is positive definite,
Θ = C + CT − ∂tA− ∂xB.
Here CT stands for the transpose matrix of C. With the assumption that (2.1)
is symmetric positive, it is easy to get the bound of some norm of U through
integrating by parts after multiplying U to (2.1). To get a differentiable solution of
(2.1) we must estimate the derivatives of U. An easy calculation gives us
A∂t(∂tU) +B∂x(∂tU) + C∂tU + ∂tA∂tU + ∂tB∂xU + ∂tCU = ∂tF,
A∂t(∂xU) +B∂x(∂xU) + C∂xU + ∂xA∂tU + ∂xB∂xU + ∂xCU = ∂xF.
We note that the above equations and (2.1) still form a symmetric system of equa-
tions for the 3n unknown functions {U, ∂tU, ∂xU}. However, the symmetric system
needs not to be positive and the associated boundary conditions are not necessar-
ily homogeneous. With an observation that the tangential derivatives satisfy the
homogeneous boundary conditions, Friedrich in [5] introduced a set of differential
operators of the first order Dσ like
D0 = I,D1 =
∂
∂x
,Dσ = d
1
σ
∂
∂t
+ d2σ, σ = 2, 3,
where d1σ are smooth n×n diagonal matrixes and d2σ are any smooth n×n matrixes.
Furthermore, we assume that the set of differential operator is complete, i.e. any
tangential operator D can be expressed as D = CσDσ with n × n matrix C0 and
scalar functions Cσ(σ 6= 0). On the other hand, let n1, n2 be the outward normal
vectors and Υ = An1 + Bn2, then the boundary condition (2.2) is said to be
admissible if for any point on the boundary ∂Ω, the plane ΞU = 0 is the maximal
non-negative plane of the quadratic form U ·ΥU .
Moreover, the following formula
(2.3) DσL = LDσ + pτσDτ + θσL
holds for the set of differential operators. Here pτσ, θσ are all n × n matrices. Let
U
1
be the set of 4n unknown functions {U,D1U,D2U,D3U} and define L
1
as the
differential operator on U
1
like the following
L
1
U
1
= {LU + pτ0Uτ ,LU1 + pτ1Uτ , · · · ,LU3 + pτ3Uτ}
with Uσ = DσU. Set
θU
1
= {θ0U, θ1U1, θ2U2, θ3U3}.
Then we can derive the 1-st enlarged system
(2.4) L
1
U
1
= (D − θ)F
with notations
DF = {D0F,D1F,D2F,D3F},
θF = {θ0F, θ1F, θ2F, θ3F}.
Indeed for any operator Dσ, we have
DσLU = LDσU + pτσDτU + θσLU = L
1
DσU + θσF = DσF.
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On the other hand, if the boundary operator is assumed to satisfy the following
formula
(2.5) DσMU =MDσU + q
0
σD0U,
and we furthermore set
Ξ
1
U
1
= {ΞU + q00U,ΞU1 + q01U, · · · ,ΞU3 + q03U},
then the enlarged boundary condition is
(2.6) Ξ
1
U
1
= 0.
Hence, if F ∈ C1(Ω¯), U ∈ C2(Ω¯), then (2.4) and (2.6) are satisfied. If the linear
differential operator L and the boundary operatorM satisfy (2.3) and (2.5) respec-
tively, we call that (2.1)-(2.2) can be enlarged. Friedrich in [5] tells us that the
set of differential operators can be constructed for any symmetric positive system
(2.1). Thus, we can also derive any s-enlarged system. From [5] and [6], a pow-
erful lemma about the existence of differentiable solutions to the boundary value
problem (2.1)-(2.2) can be concluded as follows.
Lemma 2.1. Assume that the system (2.1) is positive and any s-enlarged system of
(2.1) is also positive. Besides, the boundary condition (2.2) is noncharacteristic and
admissible. A,B,C ∈ Cs+1, F ∈ Hs. Then there exists a strong solution U ∈ Hs.
Here Hs denotes the normed space with norm defined as
|||V |||s =
∑
0≤l≤s
‖Dσ1 · · ·DσlV ‖2L2 .
We also use ‖ · ‖s and | · |s to denote the norms of Sobolev space Hs and Cs . The
proof of the Lemma 2.1 can be found in [6].
3. Main theorem and its proof
Let the given sufficiently smooth Riemaninian metric of a surface be
g = gijdxidxj ,
and consider the isometric embedding problem in the neighbourhood of a closed
curve Λ = [0, 2π] × {0} on the surface, i.e. to seek a surface ~r defined in Iδ =
[0, 2π]× [−δ, δ] such that
~r = (p, q, z)(x1, x2) : Iδ → R3, g = d~r2.
3.1. Necessary conditions. Under the geodesic coordinate system based on the
curve Λ, the metric can be reduced to be of the following form
(3.1) g = B2(x1, x2)dx
2
1 + dx
2
2, B(x1, 0) = 1, ∂2B(x1, 0) = kg,
where B(x1, x2) is a sufficiently smooth function and kg is the geodesic curvature
of Λ. We also denote (∂x1 , ∂x2) = (∂1, ∂2). Since Λ is a closed curve, B(x1, x2) is
2π periodic with respect to x1. In geodesic coordinate, the Christoffel symbols are
Γ111 =
∂1B
B
, Γ112 =
∂2B
B
, Γ122 = 0,
Γ211 = −B∂2B, Γ212 = Γ222 = 0.
(3.2)
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As derived in [4], functions p, q, z shall satisfy
dp2 + dq2 = g − dz2
=(g11 − (∂1z)2)dx21 + 2(g12 − ∂1z∂2z)dx1dx2 + (g22 − (∂2z)2)dx22.
Then it is not hard to derive the following Darboux equation satisfied by z:
0 = det(∂ijz − Γkij∂kz)−K det(gij)(1− gij∂iz∂jz)
=(∂11z − Γ111∂1z + Γ112∂2z)∂22z − (∂12z − Γ112∂1z)2
−K det(gij)(1 − gij∂iz∂jz)
(3.3)
with gij∂iz∂jz < 1. Here matrix (g
ij) is the inverse of the metric matrix (gij)
and we have used (3.2). Finally, the isometric embedding problem is formulated to
solve Darboux equation (3.3). Similar to [4] or [16], we can also derive the following
theorem about the necessary conditions for our desired embeddings.
Theorem 3.1. For any sufficiently smooth isometric embedding ~r = (p, q, z)(x1, x2)
of g on Iδ into R
3 and z = O(xα+12 ) with any integer α ≥ 1, we have
kg∂
2α−1
2 K > 0, on Λ,(3.4) ∫ 2pi
0
kgdx1 = 2π,(3.5) ∫ 2pi
0
exp
√−1
∫ x1
0
kgdsdx1 = 0.(3.6)
Proof. Since ~r is an isometric embedding of Iδ, and z = O(x
α+1
2 ), we directly take
2α − 1 times partial derivatives of (3.3) with respect to x2 and then set x2 = 0,
finally obtain when x2 = 0,
−Γ211(∂α+12 z)2 = ∂2α−12 K det gij 6= 0,
which implies
Γ211(x1, 0) 6= 0, ∂α+12 z 6= 0, (Γ211∂2α−12 K)(x1, 0) < 0.
Hence, taking value of (3.1) and (3.2), one can easily derive (3.4). Using the fact
that Λ is a closed curve and following the same procedure as [4], we can also gain
(3.5) and (3.6). 
3.2. Statement of main theorem. We first give a definition.
Definition 3.2. A surface is called α-surface if it is 2π periodic with respect to x1
and satisfies (3.4)-(3.6).
Then we state our semi-global isometric embedding theorem.
Theorem 3.3 (Main Theorem). Given an α-surface prescribed with sufficiently
smooth (Cs∗ , s∗ ≥ 2α+ 31}) metric g, we can find a small positive constant δ and
a sufficiently smooth (Cs, 4 ≤ s ≤ 47 (s∗ − 2α)− 4) isometric embedding
~r = (p, q, z)(x1, x2) : Iδ → R3,
such that g = d~r2.
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3.3. Proof of main theorem. We divide the proof into four steps.
Step 1. Initial approximate solution. Without loss of generality, we can assume
that the Gaussian curvature is
K(x1, x2) = x
2α−1
2 K0(x1, x2), K0(x1, x2) 6= 0, on Λ.
Then
(3.7) kgK0(x1, 0) > 0.
Let our desired solution to the Darboux equation be of the following form
z(x1, x2) = x
α+1
2 (a(x1) + w(x1, x2))
and then an easy calculation yields
∂1z = x
α+1
2 (a
′ + ∂1w), ∂2z = x
α
2 (α+ 1)(a+ w) + x
α+1
2 ∂2w,
∂11z = x
α+1
2 (a
′′ + ∂11w), ∂12z = x
α
2 (α+ 1)(a
′ + ∂1w) + x
α+1
2 ∂12w,
∂22z = (α+ 1)αx
α−1
2 (a+ w) + 2(α+ 1)x
α
2 ∂2w + x
α+1
2 ∂22w.
(3.8)
Plugging (3.8) into (3.3) and then dividing the resulting equation by x2α2 , we will
get
[x2∂11w + x2a
′′ − Γ111x2(a′ + ∂1w) − Γ211((α+ 1)(a+ w) + x2∂2w)]
· [x2∂22w + 2(α+ 1)∂2w + (α+ 1)α(a+ w)x−12 ]
− [x2∂12w + (α+ 1)(a′ + ∂1w) − Γ112x2(a′ + ∂1w)]2
− x−12 K0 det(gij)
[
1− g11(xα+12 (a′ + ∂1w))2
− g22(xα2 (α+ 1)(a+ w) + xα+12 ∂2w)2
− 2g12(xα2 (α+ 1)(a+ w) + xα+12 ∂2w)(xα+12 (a′ + ∂1w))
]
= 0.
(3.9)
To construct a(x1), let w = 0 in (3.9) and then we get
[−Γ111x2a′ − Γ211(α+ 1)a] · [(α + 1)αax−12 ]− [(α+ 1)a′ − Γ112x2a′]2−
− x−12 K0 det(gij)
[
1− g11(xα+12 a′)2g22(xα2 (α+ 1)a)2 − 2g12ax2α+12 a′
]
= 0
(3.10)
Furthermore, taking x2 = 0 in (3.10) leads to that
−Γ211(α+ 1)2αa2x−12 − x−12 K0 det(gij) = 0
holds for x2 = 0. Thus we take
(3.11) a(x1) =
√
−K0 det(gij)
Γ211α(α + 1)
2
(x1, 0) =
√
K0 det(gij)
kgα(α+ 1)2
(x1, 0).
It is easy to see that a(x1) is well defined from (3.7). After choosing a(x1), we take
x1 = y1, x2 = ε
2y2, w = εu.
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Then we can rewrite the Darboux equation as follows.
F(u, ε) =[ε3y2∂11u+ ε2y2a′′ − Γ111ε2y2(a′ + ε∂1u)
− Γ211((α+ 1)(a+ εu) + εy2∂2u)]
· [y2∂22w + 2(α+ 1)∂2u+ (α + 1)α(a+ εu)(εy2)−1
− ε[εy2∂12u+ (α + 1)(a′ + ε∂1u)− Γ112ε2y2(a′ + ε∂1u)]2
− εy2−1K0 det(gij)
[
1− g11((ε2y2)α+1(a′ + ε∂1u))2
− g22((ε2y2)α(α+ 1)(a+ εu) + (ε2y2)α+1ε−1∂2u)2
− 2g12(ε2y2)2α+1((α+ 1)(a+ εu) + εy2∂2u)(a′ + ε∂1u)
]
= 0.
(3.12)
Here we still use ∂i to denote taking derivatives with respect to yi. Utilizing the
definition of a(x1), it is easy to find
F(0, ε) = εF0(y1, ε2y2),
where F0(x1, x2) is a smooth function of x1, x2. Note that a(x1) ∈ Cs∗−2α−1 and
K0(x1, x2) ∈ Cs∗−2α−1 due to g ∈ Cs∗ and K ∈ Cs∗−2. Hence F0(y1, ε2y2) ∈
Cs∗−2α−3 since a′′(y1) in F0(y1, ε
2y2) is of C
s∗−2α−3.
Step 2. Linearisation. Linearising of F at u contributes to
F ′(u)φ =
∑
i,j=1,2
aij∂ijφ+
∑
i=1,2
ai∂iφ+ a0φ,
in which
a11 =ε
3y2[y2∂22u+ 2(α+ 1)∂2u+ (α+ 1)α(a+ εu)(εy2)
−1]
.
=ε2[a(α+ 1)α+ εb˜11],
a12 =− εy2[ε2y2∂12u+ Γ111ε3y2(a′ + ε∂1u) + ε(α+ 1)a′
+ εΓ211((α + 1)(a+ εu) + εy2∂2u) + ε
2(α+ 1)∂1u]
.
=ε2y2b˜12,
a22 =y2[ε
3y2∂11u+ Γ
1
11ε
2y2(a
′ + ε∂1u) + Γ
2
11(α+ 1)(a+ εu) + Γ
2
11εy2∂2u]
.
=y2[Γ
2
11(α+ 1)a+ εb˜22],
and
a1 =ε
3y2Γ
1
11
a11
ε3y2
+ [ε2(α+ 1) + Γ111ε
4y2]
a12
εy2
+ h.o.t.,
.
=ε2b˜1,
a2 =εΓ
2
11y2
a11
ε3y2
+ 2(α+ 1)
a22
y2
+ h.o.t,
.
=Γ211(α + 1)(3α+ 2)a+ εb˜2,
a0 =ε(α+ 1)Γ
2
11
a11
ε3y2
+
(α+ 1)αa
εy2
a22
y2
.
=
1
y2
[2Γ211a(α+ 1)
2α+ εb˜0],
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where h.o.t. stands for the higher order terms with respect to ε. Besides, we divide
F(u, ε)φ by Γ211a(α+ 1) and take a new change of variable
t = y2, x =
2π∫ 2pi
0
√−(α+ 1)kgadx1
∫ y1
0
√
−(α+ 1)kgadx1,
where we have assumed Γ211(x1, 0) = −kg > 0 (otherwise one can divide F ′(u)φ
by −Γ211a(α + 1), and make similar transformation). We finally get the following
linear differential equation
L(u)φ =ε2(α+ εb11)∂2xxφ+ ε2tb12∂2xtφ+ t(1 + εb22)∂2ttφ
+ ε2b1∂xφ+ (3α+ 2 + εb2)∂tφ+ [2(α
2 + α) + εb0]
φ
t
,
where bij , bk, (i, j = 1, 2.k = 0, 1, 2) are all bounded smooth linear functions with
respect to u, t∂tu, t
2∂2ttu, ∂xu, ∂
2
xxu, t∂
2
xtu, similar to b˜ij , b˜k.
Step 3. Priori estimates. For any given smooth function f(x, t), we study the
boundary value problem
L(u)φ = f(x, t), (x, t) ∈ G = [0, 2π]× [−2, 2],
φ(x, 2) = 0, x ∈ [0, 2π];φ(0, t) = φ(2π, t), |t| ≤ 2,
and derive the estimates of its solutions. Let
U = (u1, u2, u3)
T = eγt(∂tφ,
φ
t
, ε∂xφ),
and F = (eγtf, 0, 0)T . Then the linear equation with boundary condition can be
transformed to be the following boundary value problem
Lu = A∂tU +B∂xU + CU = F,
u2(x, 2) = u3(x, 2) = 0, x ∈ [0, 2π],
U(0, t) = U(2π, t), |t| ≤ 2,
(3.13)
where
A =

 t(1 + εb22) 0 00 βt 0
0 0 −(α+ εb11)

 ,
B =

 ε2b12t 0 ε(α+ εb11)0 0 0
ε(α+ εb11) 0 0

 ,
C =

 3α+ 2− γt+ εb2 − εγtb22 2(α2 + α) + εb0 εb1−β β(1− γt) 0
0 0 γ(α+ εb11)


with positive constants β, γ to be determined. In our transformation, we have used
the following two simple equations:
βt∂t(e
γtφ
t
) = βt(γeγt
φ
t
+ eγt
∂tφ
t
− eγt φ
t2
)
= βeγt∂tφ+ β(γt− 1)eγtφ
t
,
∂t(e
γtε∂xφ) = γ(e
γt∂xφ) + ε∂x(e
γt∂tφ).
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We shall show any s-enlarged system of (3.13) is symmetric positive so that we can
use Lemma 2.1 to show the existence and derive estimates. It is easy to see that
Lu = F is a symmetric system. To prove it positive, let ε = 0, then (3.13) becomes
L0U = A0∂tU + C
0U = F,
where
A0 =

 t 0 00 βt 0
0 0 −α

 ,
C0 =

 3α+ 2− γt 2(α2 + α) 0−β β(1− γt) 0
0 0 γα

 .
Furthermore, simple calculation leads to
Θ
0
0 = C0 + C0T − ∂tA0 =

 2(3α+ 2− γt)− 1 2(α2 + α)− β 02(α2 + α)− β 2β(1− γt)− β 0
0 0 2γα

 .
Hence we can take
β = 2(α2 + α), 0 < γ <
1
4
(e.g.γ =
1
8
)
to make Θ
0
0 positive. Assume that |u|4 ≤ 1, we can choose ε1 small enough so that
when 0 < ε ≤ ε1,
Θ
0
= C + CT − ∂tA− ∂xB
is positive. On the other hand, similar to [4], we introduce the following differential
operators
D = {D0 = I,D1 = ∂x, D2 = ξ2(t)∂t, D3 = ξ3(t)(t − 2)∂t},
which forms a complete system of tangential differential operators onG if ξ2+ξ3 = 1
on G and ξ2 = 1 when t < 1/2, ξ3 = 1 when t > 1. It is not hard to get that
detA(x, 2) 6= 0 when x ∈ [0, 2π] and 0 < ε ≤ ε2 with ε2 small enough, thus t = 2
is not characteristic boundary for the system (3.13). Moreover, the s-th enlarged
system of (3.13) is
LDσ1 · · ·Dσs =
∑
µ
PµσaDσ1 · · ·Dσa−1DµDσa+1 · · ·Dσs +
s∏
i=1
(Dσi −Qσi)L
+
∑
r≤s−1
Dq1Qσ1 · · ·Dql−1Qσl−1DqlPµσlDµDσl+1 · · ·Dσr ,
(3.14)
with integers satisfying q1 + · · ·+ ql ≥ 1, q1 + · · ·+ ql + 1 + r − l ≥ s. Here Pµσ , Q
are smooth matrices. The positivity of (3.14) is determined by
Θ
s
= diag(Θ
0
0, · · · ,Θ
0
0) + diag(m1∂tA, · · · ,mr0∂tA)
with r0 = 3 · 4s and integers mj ∈ [0, s], 1 ≤ j ≤ r0. Hence, Θ
s
is positive definite
provided that ε is small enough and |u|4 ≤ 1. Upon obtaining the positivity of any
s-th enlarged system, Lemma 2.1 guarantees existence of (3.13). Taking value of
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the relation between Hs and H
s and Sobolev embedding theorem, following[4], one
can obtain the priori estimate for the linearised boundary value problem
(3.15) ‖U‖s ≤ Cs(‖F‖s + ζ(s)‖u‖s+3‖F‖2),
with ζ(s) = 1 when s ≥ 3, and ζ(s) = 0 when 0 ≤ s ≤ 2.
Step 4. Iteration and seeking ~r. After comparing (3.15) with the priori estimates
(34) in [4], one find that both priori estimates are same. Hence we can use Nash-
Moser iteration scheme in [4] to construct a sequence of approximate solutions.
After taking 0 < ε ≤ ε3 with ε3 small, we are able to show its convergence to a
function U ∈ H s˜ such that
‖U‖s˜ ≤ Cε‖F0‖s˜∗
with
6 ≤ s˜ < 4
7
s˜∗, 28 ≤ s˜∗ = s∗ − 2α− 3.
Hence our desired solution z ∈ Cs with s = s˜− 2 and then
4 ≤ s ≤ 4
7
(s∗ − 2α)− 4, s∗ ≥ 2α+ 31.
Following the same way as Section 4 of [4], we are able to seek p, q, where the
two compatibility conditions (3.5)-(3.6) are used to make p, q, z periodic in x1.
Therefore we complete the proof of Theorem 3.3 after taking δ = 2ε0 with ε0 =
min{εi, i = 1, 2, 3}.
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