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1. INTRODUCTION
The Marcinkiewicz interpolation theorem states that, if 1piqi
for i=0, 1, and p0{p1 , q0{q1 , then every (quasi)linear operator of weak
types ( p0 , q0) and ( p1 , q1) is bounded between the Lebesgue spaces Lp and
Lq, provided that p and q satisfy
1
p
=(1&%)
1
p0
+%
1
p1
,
1
q
=(1&%)
1
q0
+%
1
q1
(1.1)
for some % # (0, 1) [M, Z]. This classical result has been the object of
various extensions, as well as developments in more abstract settings. Let
us just recall, for instance, a Lorentz space version of it, which tells us that
every operator as above (with pi not necessarily qi ) is bounded between
the Lorentz spaces Lp, r and Lq, r if p and q are related as in (1.1) and r is
any positive number [Ca, H].
As far as interpolation in Orlicz spaces is concerned, contributions can
be found in several papers, including [GP, K, Pe, Pu, Ra, Ri, To1, Z].
The results closest to the spirit of the Marcinkiewicz theorem are contained
in the last three papers mentioned above. They provide conditions on func-
tions A and B, ensuring that every quasi-linear operator of weak type ( pi , qi),
with piqi , i=0, 1, be bounded between the Orlicz spaces LA and LB.
Those conditions include certain monotonicity and growth assumptions on
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A(s) and B(s) preventing these functions from being too ‘‘close’’ to the
powers s pi and sqi (i=0, 1), respectively, which determine the endpoint
weak types. Because of such a restriction, the results in question cannot be
used to deal in an optimal way with borderline situations, such as those where
Orlicz spaces may well serve as suitable substitutes for Lebesgue spaces. On
the other hand, sharp limiting results involving particular Orlicz spaces of
logarithmic or exponential types are known, but have been proved by ad
hoc techniques exploiting the special structure of those space (see, e.g.,
[BR, BS, EOP]).
In the present paper we aim at a version of the Marcinkiewicz theorem,
allowing intermediate spaces of Orlicz type, that is general and optimal at
the same time. This is achieved by the interpolation theorem stated in
Section 2, which yields a necessary and sufficient condition on N-functions
A and B, extending (1.1), for every quasi-linear operator of weak type
( pi , qi), with 1piqi for i=<0, 1, to be bounded from LA into LB.
In the same section basic notations and definitions are collected and
examples and applications are presented. The proof of the Theorem is given
in Sections 3 (sufficiency) and 4 (necessity).
2. THE MAIN RESULT
Before we state our interpolation theorem, we recall the basic notions of
quasi-linear operators of weak type and of Orlicz space.
Let (M1 , &1) and (M2 , &2) be positive measure spaces. We say that T is
a quasi-linear operator relative to (M1 , &1) and (M2 , &2) if its domain is
some linear subspace of &1-measurable a.e. finite functions on M1 , its range
is contained in the set of &2-measurable functions on M2 and a constant
c1 exists such that
|T( f+g)( y)|c( |Tf ( y)|+|Tg( y)| ) and |T(*f )( y)|=|*| |Tf ( y)|
(2.1)
for &2-a.e. y # M2 , for all f and g in the domain of T and all * # R.
Assume that 1p, q. Then a quasi-linear operator T relative to
(M1 , &1) and (M2 , &2) is said to be of weak type ( p, q) if a constant N
exists such that
&Tf&Mq(M2 , &2)N & f &4 p(M1 , &1) (2.2)
for all f # 4p(M1 , &1). The smallest constant N which renders (2.2) true is
called the weak ( p, q) norm of T. Here, given a positive measure space
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(M, &) and a number r # [1, ), 4r(M, &) denotes the Lorentz space of all
real-valued &-measurable functions f on M for which the quantity
& f &4 r(M, &)=|

0
&([ | f |>t])1r dt (2.3)
is finite and Mr(M, &) is the Marcinkiewicz space of &-measurable functions
f on M for which
& f &Mr(M, &)=sup
t>0
t&([ | f |>t])1r (2.4)
is finite; in case r=, we set 4(M, &)=M(M, &)=L(M, &). Notice
the following alternative formulas, which hold for every r # [1, ]
(cf. [BS, Chapter II, Definition 5.12]): & f &4r(M, &)=0 f*(s) dr(s) and
& f &Mr(M, &)=sups0 r(s) f*(s), where f*(s)=inf[t0: &([ | f |>t])s],
the decreasing rearrangement of f, r(s)=&/[0, s] &Lr(0, ) and /0 denotes
the characteristic function of a set 0.
The notion of weak type ( p, q) that we are using in this paper is due to
Calderon [Ca]. Note that, since & f &L p(M1 , &1)& f &4 p(M1 , &1) for p # [1, ]
(with equality if p=1 or p=), such a notion is less restrictive, for
p # (1, ), than that originally given by Marcinkiewicz where the Lebesgue
norm Lp(M1 , &1) replaced 4 p(M1 , &1 ) in (2.2).
Given a positive measure space (M, &) and an N-function 8, the Orlicz
space L8(M, &) is the Banach space of all (equivalence classes of) &-measurable
real-valued functions f on M whose Luxemburg norm
& f &L 8(M, &)=inf {*>0: |M 8 \
| f (x)|
* + d&1= (2.5)
is finite. An N-function 8 is a function from [0, ) into [0, ) having the
form
8(s)=|
s
0
,(r) dr for s0, (2.6)
where ,: [0, )  [0, ) is a nondecreasing function which is strictly
postive on (0, ) and such that lims  0+ ,(s)=0, lims  + ,(s)=.
Observe that, if 8 is an N-function, then 8(s)s strictly increases from 0 to
 as s grows from 0 to ; moreover,
8(s)s,(s)8(2s) for s0. (2.7)
Clearly, L8(M, &) agrees with Lp(M, &) if 8(s)=s p for p # (1, ).
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In case M is a subset of Rn and & is Lebesgue measure, we shall denote
& by m and L8(M, &) simply by L8(M). For an exhaustive and up-to-date
treatment of Orlicz spaces we refer to [RR].
The extension of condition (1.1) that we find in the framework of Orlicz
spaces involves certain functions E8, ; , F8, ; , G8, ; , H8, ; from [0, ] into
[0, ] associated with an N-function 8 and with ; # [1, ] according to
the following formulas. In each of these formulas, the former equation
stands for a definition, the latter follows via an easy computation.
E8, ;(s)="\ r8(r)+
1;$
"L ;(0, s)= {\|
s
0 \
r
8(r)+
;&1
dr+
1;
if 1;<
 if ;=;
(2.8)
F8, ;(s)="\ r8(r)+
1;$
"L ;(s, )={
 if ;=1
\|

s \
r
8(r)+
;&1
dr+
1;
if 1<;<
s
8(s)
if ;=;
(2.9)
G8, ;(s)="8(r)
1;
r1+1; "L ;(0, s)= {\|
s
0
8(r)
r ;+1
dr+
1;
if 1;<
 if ;=;
(2.10)
H8, ;(s)="8(r)
1;
r1+1; "L ;(s, )={
 if ;=1
\|

s
8(r)
r ;+1
dr+
1;
if 1<;<
1
s
if ;=.
(2.11)
Here, ;$=;(;&1), the Ho lder conjugate of ;. All of these functions are
strictly monotone for those 8 and ; for which they are not identically
equal to . Actually, E8, ; and G8, ; are increasing, whereas F8, ; and
H8, ; are decreasing.
We shall make use of (generalized) inverses of monotone functions
9 : [0, ]  [0, ], defined by
9&1(r)=sup[s0: 9(s)<r] for r0, (2.12)
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if 9 is nondecreasing, and by
9&1(r)=inf[s0: 9(s)r] for r0, (2.13)
if 9 is nonincreasing, where sup 03 =0 and inf 03 =. Moreover, monotone
functions 9 defined on (0, ) will be understood as extended to [0, ] on
setting 9(0)=lims  0+ 9(s) and 9()=lims  + 9(s).
Now we are in a position to state our interpolation theorem. Expressions
of the forms 0 } , 00 ,

 are taken throughout as equal to 0.
Theorem. Assume that 1p0p1, 1q0 , q1, and piqi for
i=0, 1. Let A and B be N-functions. Let (M1 , &1 ) and (M2 , &2) be infinite,
nonatomic and totally _-finite measures spaces. Assume that q0q1 . Then
LA(M1 , &1)/4 p0 (M1 , &1)+4 p1 (M1 , &1) and every quasi-linear operator T
of weak types ( p0 , q0) and ( p1 , q1) relative to (M1 , &1) and to (M2 , &2) is
bounded from LA(M1 , &1) into LB(M2 , &2 ) if and only if the functions
EA, p$1 , FA, p$0 , GB, q0 , HB, q1 , defined as in (2.8)(2.11), are finite on (0, ) and
a constant _>0 exists such that
FA, p$0 (E
&1
A, p$1
(_s)) GB, q0 (H
&1
B, q1
(1s))_ for s0. (2.14)
Moreover, if T is of weak types ( pi , qi ) with norms Ni , i=0, 1, and the
above conditions are fulfilled, then
&Tf &L B(M2 , &2)c_K max[N0 , N1 ] & f &L A(M1 , &1 ) (2.15)
for all f # LA(M1 , &1), where c is the constant appearing in (2.1) and K is an
absolute constant.
When q0q1 , an analogous statement holds with condition (2.14) replaced
by
FA, p$0 (E
&1
A, p$1
(_s)) HB, q0 (G
&1
B, q1
(1s))_ for s0. (2.16)
Remarks. 1. In contrast to the classical Marcinkiewicz theorem, here
both cases, p0=p1 and q0=q1 , are admissible. It is easily verified that in
each of these cases, the sole finiteness on (0, ) of EA, p$1 , FA, p$0 , and of
GB, q0 , HB, q1 , or GB, q1 , HB, q0 implies (2.14) or (2.16), respectively. In par-
ticular, observe that (2.14) and (2.16) are equivalent when q0=q1 .
2. Clearly, inequalities (2.14) and (2.16) depend only on the asymptotic
behavior of A and B at 0 and at infinity. More precisely, it is easy to see
that such properties are invariant under replacement of A and B by equivalent
functions. Recall that the functions 8 and 9 are called equivalent if there
exist constants k1 and k2 such that
9(k1s)8(s)9(k2 s) for s0. (2.17)
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This invariance is consistent with the fact that replacement by equivalent
N-functions leaves Orlicz spaces unchanged (up to equivalent norms).
3. A version of the Theorem can be also proved under the assump-
tion that &1(M1) or &2(M2) are finite. The conclusions are the following:
Assume that q0q1 and denote by 3_(s) the left-hand-side of (2.14). Then
every quasi-linear operator of weak types ( pi , qi ) (with pi and qi as in
the Theorem) is bounded from LA(M1 , &1) into LB(M2 , &2) if and only if
lim sups  + 3_(s)< for some _>0 and either &1(M1)<, &2(M2)=,
and FA, p$0 , GB, q0 , HB, q1 are finite on (0, ), or &1(M1)=, &2(M2)<,
and EA, p$1 , FA, p$0 , HB, q1 are finite on (0, ), or &1(M1)<, &2(M2)<,
and FA, p$0, HB, q1 are finite on (0, ). Assume now that q0q1 and denote
by 5_(s) the left-hand-side of (2.16). Then every quasi-linear operator as
above is bounded from LA(M1 , &1) into LB(M2 , &2) if and only if either
&1(M1)<, &2(M2)=, FA, p$0 , GB, q1 , HB, q0 are finite on (0, ) and
lim sups  + 5_(s)<, or &1(M1)=, &2(M2)<, EA, p$1 , FA, p$0 , HB, q0
are finite on (0, ) and lim sups  0+ 5_(s)<, or &1(M1)<,
&2(M2)< and FA, p$0 , HB, q0 are finite on (0, ). This statement can be
proved via similar arguments, as in Sections 3 and 4, on making use of the
fact that replacing the defining N-functions in an Orlicz space over a non-
atomic finite measure space by an N-function equivalent near infinity
results in the same Orlicz space with an equivalent norm. Recall that the
functions 8 and 9 are called equivalent near infinity if s0 exists such that
(2.17) holds for ss0 .
4. A similar approach to that in Section 3 below can also be used to
prove boundedness between Orlicz spaces of operators satisfying endpoint
estimates of weak Orlicz type, where the role of the powers s pi and sqi is
more generally performed by N-functions Ai(s) and Bi(s). The resulting
condition extends (2.14)(2.16) but, in general, is more involved and, at the
moment, we are not able to show its necessity. We shall not include this
extension in this paper.
In the following examples, we consider some special cases of the Theorem.
In these examples, we shall always suppose that 1p0p1, 1q0 ,
q1, and piqi for i=0, 1.
Examples. 1. Assume that A and B are powers, i.e., A(s)=sp, B(s)=sq
for some p, q>1. Then it follows from the Theorem that every quasi-linear
operator of weak type ( pi , qi ), i=0, 1, is bounded from L p(M1 , &1 ) into
Lq(M2 , &2) if and only if p0<p<p1 , min[q0 , q1]<q<max[q0 , q1] and
( p0&p)p1( p1&p)p0=(q0&p)q1 (q1&p)q0 . Clearly, these conditions are
equivalent to requiring that (1.1) hold for some % # (0, 1). Thus, the
original theorem of Marcinkiewicz is reproduced.
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2. Let us consider two limiting situations in the preceding example.
Assume that q0q1 and that the underlying measure spaces (M1 , &1) and
(M2 , &2) have finite measures. Owing to Remark 3, we have the following
conclusions. If 1<p1<, then every quasi-linear operator of weak type
( pi , qi), i=0, 1, is bounded from L p1(M1 , &1) into LB(M2 , &2) if and only
if there exists k>0 such that B(ks)sq1 (log(s))&1&q1 p$1 or B(ks)exp(s p$1 )
for large s, according to whether q1< or q1=. If 1<q0<, then
every quasi-linear operator of weak type ( pi , qi ), i=0, 1, is bounded from
LA(M1 , &1) into Lq0(M2 , &2) if and only if there exists k>0 such that
A(ks)s p0 (log s) p0&1+p0 q0 for large s.
3. Here we take into account the ‘‘diagonal’’ case where p0=q0 ,
p1=q1 , and A=B in the Theorem. Let us denote by I(A&1) and i(A&1)
the upper and lower MatuzewskaOrlicz indices of A&1, respectively,
defined by
I(A&1)= lim
*  +
log(supr0(A&1(*r)A&1(r)))
log *
and
i(A&1)= lim
*  +
log(infr>0(A&1(*r)A&1(r)))
log *
.
[Ci2, Lemma 4] tells us that I(A&1)<1p0 if and only if a constant k>0
exists such that
FA, p$0 (ks) GA, p0 (s)k for s0. (2.18)
Similarly, one can show that, if p1<, then i(A&1)>1p1 if and only if a
constant k>0 exists such that
EA, p$1 (ks) HA, p1 (s)k for s>0. (2.19)
When p1<, inequalities (2.18)(2.19) imply (2.14). Thus, the Theorem
ensures that every quasi-linear operator of weak type ( p0 , p0) and ( p1 , p1)
is bounded from LA(M1 , &1) into LA(M2 , &2) if
1
p1
<i(A&1)I(A&1)<
1
p0
. (2.20)
When p1=, (2.18) agrees with (2.14); therefore the same conclusion is
true provided that
I(A&1)<
1
p0
. (2.21)
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On the other hand, condition (2.20) or (2.21) is also necessary for every
operator of weak type ( p0 , p0) and ( p1 , p1) to be bounded from LA(M1 , &1)
into LA(M2 , &2), as shown by analogous arguments as in Section 4. Thus,
in particular, the result of Boyd’s interpolation theorem (see, e.g., [BS,
Theorem 5.16]) is recovered in case the rearrangement invariant space
involved in that theorem is an Orlicz space.
We conclude this section with two applications of the Theorem. We first
deal with inequalities for a classical operator of harmonic analysis, the
fractional integral operator, also called Riesz potential. Recall that the
fractional integral R: f of order : # (0, n) of a function f : Rn  R is defined
by
R: f (x)=|
R n
f ( y)
|x&y|n&:
dy for x # Rn.
R: f is known to be of weak type (1, n(n&:)) and (n:, ) (see, e.g.,
[BS, To2]). Therefore, by the Theorem, R: is bounded from LA(Rn) into
LB(Rn) if the functions EA, n(n&:) and GB, n(n&:) are finite on (0, ) and a
constant _>0 exists such that
GB, n(n&:) \1_ EA, n(n&:)(s)+_
A(s)
s
for s0. (2.22)
Moreover, condition (2.22) is also necessary for R: to be bounded from
LA(Rn) into LB(Rn), as can be shown on making use of an estimate from
below for R: f when f is radial (see, e.g., [Sa]) and of similar arguments
as in the proof of necessity in the Theorem.
In particular, (2.22) is fulfilled if A(s)=s p and B(s)=snp(n&:p) with
1<p<n:. Thus, the HardyLittlewoodSobolev theorem stating that R:
is bounded from Lp(Rn) into Lnpn&:p(Rn) is reproduced. In case 0 is a
subset of Rn with m(0)<, we recover the borderline results that R: is
bounded from Ln:(0) into LB(0), where B(s)=exp(sn(n&:))&1 [Sr, Tr],
and from LA(0) into Ln(n&:)(0), where A(s)=s(log(1+s))(n&:)n [O].
More general limiting situations can be considered; for instance, if
A(s)=sn:(log(1+s))q, then R: is bounded from LA(0) into LB(0)
where B(s)=exp(sn(n&:&:q))&1 if q<(n&:): (cf. [FLS]) and B(s)=
exp(exp(sn(n&:)))&e if q=(n&:): (cf. [EGO]); when q>(n&:):,
R: is bounded from LA(0) into LB(0) for every B and the norm of R: is
independent of B, whence R: is in fact bounded from LA(0) into L(0).
Observe that all these results are sharp in the framework of Orlicz spaces.
Let us notice that the HardyLittlewood maximal operator, which is of
weak type (1, 1) and (, ), is another classical operator that can be
easily dealt with by the Theorem.
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We next take into account a priori estimates for solutions to uniformly
elliptic boundary value problems of the type
{& :
n
i, j=1

xi \aij (x)
u
xj++c(x)u=f (x) in 0 (2.23)
u=0 on 0.
Here, 0 is an open subset of Rn, n3; the coefficients aij (x) and c(x) are
functions from L(0) satisfying
:
n
i, j=1
aij (x) !i!j|!| 2 for every ! # Rn and a.e. x # 0,
c(x)0 for a.e. x # 0.
Moreover, f # L2n(n+2)(0). [Ta, Theorem 1] ensures that, if u is the weak
solution from W 1, 20 (0) to problem (2.23), then
u*(s)
1
n(n&2) C 2nn \s&1+2n |
s
0
f*(r) dr+|
m(0)
s
f*(r) r&1+2n dr+
for s # (0, m(0)). (2.24)
By [BS, Chapter 4, Lemma 4.10], inequality (2.24) implies that the linear
operator which associates with the datum f the corresponding solution u to
(2.23) is of weak type (1, n(n&2)) and (n2, ). By the Theorem, we have
that the a priori estimate
&u&LB(0)Const. & f &LA(0) (2.25)
holds whenever EA, n(n&2) and GB, n(n&2) are finite on (0, ) and
inequality (2.22) holds with :=2. This reproduces, for instance, the
classical estimate of type (2.25) where A(s)=s p with 1<p<n2 and
B(s)=snp(n&2p). When m(0)<, the limiting estimate where A(s)=sn2
and B(s)=exp(sn(n&2))&1 in (2.25) follows from Example 2. Notice that
similar results can be proved for problems of type (2.23) when the datum
on the right-hand-side of the equation is in divergence form or when the
boundary condition is of Neumann type.
Let us mention that an alternative characterization of those Orlicz spaces
between which R: is bounded or for which an estimate of type (2.25) is true
is given in [Ci2]. Let us also mention that a particular case of the Theorem
was proved in [Ci3] to establish a sharp version of the n-dimensional Hardy
inequality in Orlicz spaces.
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3. PROOF OF THE THEOREM, SUFFICIENCY
We shall need the (sufficiency part of the) following extension of a
well-known result (see, e.g., [Mz, Theorems 1.3.12]) concerning weighted
inequalities for the Hardy operator.
Lemma 1. Assume that 1pq. Let v and w be nonnegative locally
integrable functions on [0, ) and let \ be a monotone function from [0, )
into [0, ]. Set
D1p, q=sup
s0
&w&Lq(s, ) &1v&Lp$ (0, \(s)) (3.1)
D2p, q=sup
s0
&w&Lq(0, s) &1v&Lp$(0, \(s)) (3.2)
D3p, q=sup
s0
&w&Lq (0, s) &1v&Lp$( \(s), ) (3.3)
D4p, q=sup
s0
&w&Lq (s, ) &1v&L p$( \(s), ) . (3.4)
(i) A constant C, independent of h, exists such that
"w(s) |
\(s)
0
h(r) dr"Lq (0, )C &v(s) h(s)&L p (0, ) (3.5)
if and only if either \ is nondecreasing and D1p, q< or \ is nonincreasing
and D2p, q<.
(ii) A constant C, independent of h, exists such that
"w(s) |

\(s)
h(r) dr"Lq (0, )C &v(s) h(s)&L p(0, ) (3.6)
if and only if either \ is nondecreasing and D3p, q< or \ is nonincreasing
and D4p, q<.
In each of the above cases, the best constant C in (3.5) or (3.6) does not
exceed Dip, q(q$)
1p$ q1q, where i is the appropriate index from [1, 2, 3, 4].
The proof of Lemma 1 is analogous to that of [Mz, Theorems 1.3.12]
(where \(t)=t) and will be omitted. Let us stress that neither strict mono-
tonicity nor differentiability of \ is needed in this lemma.
Before we go into the proof of the Theorem, let us quote some elemen-
tary properties of the functions E8, ; , F8, ; , G8, ; , H8, ; defined by (2.8)(2.11)
that hold for every N-function 8 and every ; # [1, ] for which they are
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finite on (0, ). The function E8, ; is strictly increasing and continuous on
[0, ) and lims  0+ E8, ;(s)=0. The inverse E &18, ; (defined as in (2.12)) is
continuous on (0, E8, ;()) and limr  E8, ;() E
&1
8, ;(r)=. Moreover,
E8, ;(E &18, ;(s))s=E
&1
8, ;(E8, ;(s)) for 0s. Analogous properties are
enjoyed by G8, ; . Observe that, in particular, E &18, ; is convex, since E8, ; is
concave. The function F8, ; is strictly decreasing and continuous on (0, )
and lims  + F8, ;(s)=0. The inverse F &18, ; (defined as in (2.13)) is
continuous on (0, ) and satisfies F8, ;(F &18, ;(s))s=F
&1
8, ;(F8, ;(s)) for
0s. Similar properties are enjoyed by H8, ; .
Proof of the Theorem, Sufficiency. Suppose that q0q1 . Let us assume
that p0 , p1, q0, q1 , A, and B are such that the functions EA, p$1 , FA, p$0 , GB, q0 ,
HB, q1 are finite on (0, ) (whence, in particular, q0< and p1>1) and
that condition (2.14) is fulfilled. We begin by proving that the finiteness
of EA, p$1 and FA, p$0 on (0, ) ensures that L
A(M1, &1)/4p0 (M1 , &1)+
4p1 (M1 , &1) and hence that Tf is well defined for every f from LA(M1 , &1).
The above inclusion will follow if we show that if f is any &1-measurable
function on M1 satisfying
|
M1
A( | f (x)| ) d&11, (3.7)
and if, for t>0, we set ft=sgn( f ) min[t, | f |] and f t=f&ft , then f t #
4p0 (M1 , &1) and ft # 4 p1 (M1 , &1). Let a be any nondecreasing function such
that A(s)=s0 a(r) dr. Then
& f t &4 p0 (M1 , &1)=|

t
&1([ | f |>s])1p0 ds
\|

t
&1([ | f |>s])
A(s)
s
ds+
1p0
"\ sA(s)+
1p0
"Lp $0 (t, )
\|

t
&1([ | f |>s]) a(s) ds+
1p0
FA, p$0 (t)
|
M1
A( | f (x)| ) d&1 FA, p$0 (t)FA, p$0 (t)<,
where the first inequality is due to Ho lder’s inequality, the second to (2.7),
the third to (2.9), and to the equation
|

0
&1([ | f |>s]) a(s) ds=|
M1
A( | f (x)| ) d&1 , (3.8)
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and the fourth to (3.7). Hence, f t # 4 p0 (M1 , &1). As far as ft is concerned,
we always have ft # L(M1 , &1). Moreover, if p1<, a similar chain of
inequalities as above yields
& ft &4 p1 (M1 , &1)EA, p$1 (t)<. (3.9)
Thus, ft # 4 p1 (M1 , &1).
Now, let us prove inequality (2.15). Clearly, (2.15) will follow if we show
that (3.7) implies
|
M2
B \ |Tf ( y)|4cK + d&21, (3.10)
where K =_K max[N0 , N1 ] and K is an absolute constant. Let b be any
nondecreasing function such that B(s)=s0 b(r) dr. Set
\(t)=E&1A, p$1 (_HB, q1 (t)) for t0, (3.11)
where _ is the constant appearing in (2.14). Clearly, \ is nondecreasing on
[0, ). Owing to (2.7) and to (2.1) one has
|
M2
B \ |Tf ( y)|4cK + d&2
=|

0
b(t) &2([ |Tf |>4cK t]) dt|

0
B(t)
t
&2([ |Tf |>2cK t]) dt
|

0
B(t)
t
&2([ |Tf \(t)|>K t]) dt+|

0
B(t)
t
&2([ |Tf\(t) |>K t]) dt. (3.12)
Call Z0 and Z1 , respectively, the last two integrals. Assume, for the time
being, that p1 , q1<. Let us estimate Z1 first. Since T is of weak type
( p1 , q1), we have
&2([ |Tf\(t) |>K t])
N q11
(tK )q1 \|
\(t)
0
&1([ | f |>s])1p1 ds+
q1
for t>0.
(3.13)
Thus,
Z1q1
1

N1
K \|

0
B(t)
t1+q1 \|
\(t)
0
&1([ | f |>s])1p1 ds+
q1
dt+
1q1
. (3.14)
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By (2.8), (2.11), and (3.11),
"\ sA(s)+
1p1
"Lp$1 (0, \(t)) "
B(s)1q1
s1+1q1 "Lq 1(t, )
=EA, p$1 (E
&1
A, p$1
(_HB, q1 (t))) HB, q1 (t)_ (3.15)
for t0. Thus, an application of Lemma 1, part (i), to the right-hand-side
of (3.14) yields
Z1q1
1
_(q$1)1p$1 q1q11
N1
K \|

0
&1([ | f |>t])
A(t)
t
dt+
1p1
. (3.16)
Hence, by (2.7), (3.8), and (3.7),
Z1q1
1
_(q$1)1p$1 q1q11
N1
K
. (3.17)
Consider now Z0 . The ( p0 , q0) weak type inequality for T yields
&2([ |Tf \(t) |>K t])
Nq0
0
(tK )q0 \|

\(t)
&1([ | f |>s])1p0 ds+
q0
for t>0.
(3.18)
Therefore,
Z1q0
0

N0
K \|

0
B(t)
t1+q0 \|

\(t)
&1([ | f |>s])1p0 ds+
q0
dt+
1q0
. (3.19)
Definitions (2.9), (2.10), (3.11), and assumption (2.14) ensure that
"\ sA(s)+
1p0
"L p$0 (\(t), ) "
B(s)1q0
s1+1q0 "Lq0 (0, t)
=FA, p$0 (E
&1
A, p$1
(_HB, q1 (t))) GB, q0 (t)

_GB, q0(t)
GB, q0 (H
&1
B, q1
(HB, q1 (t)))
=_ for t0. (3.20)
Thus, we can make use of Lemma 1, part (ii), to estimate the right-hand-
side of (3.19), and obtain
Z1q0
0
_(q$0)1p$0 q1q00
N0
K \|

0
&1([ | f |>t])
A(t)
t
dt+
1p0
, (3.21)
369AN OPTIMAL INTERPOLATION THEOREM
File: DISTL2 319314 . By:CV . Date:19:03:98 . Time:11:46 LOP8M. V8.B. Page 01:01
Codes: 2948 Signs: 1397 . Length: 45 pic 0 pts, 190 mm
whence, again by (2.7), (3.8), and (3.7),
Z1q0
0
_(q$0)1p$0 q1q00
N0
K
. (3.22)
Inasmuch as 1piqi , we have q1qii e
1e and (q$i)1p$i(q$i)1q$ie1e for
i=0, 1. Thus, combining (3.12), (3.17), and (3.22) yields (3.10) with K=2e2e.
Suppose now that q1=. In case p1< we have
&Tf\(t) &L(M2 , &2)N1 & f\(t) &4p1 (M1 , &1) for t0. (3.23)
On the other hand, by (3.9) (with t replaced by \(t)), (3.11), and (2.11),
& f\(t)&4 p1(M1 , &1)EA, p$1 ( \(t))=EA, p$1 (E
&1
A, p$1
(_HB, (t)))_t
for t0. (3.24)
By (3.23) and (3.24), &2([ |Tf\(t) |>K t])=0 for t>0, and hence
Z1=0, (3.25)
if K _N1 . In case p1=,
&Tf\(t) &L (M2 , &2 )N1 & f\(t)&L(M1 , &1)N1 \(t)
=N1 E&1A, 1(_HB, (t)))=N1_t for t0.
Hence, (3.25) holds also in this case, provided that K _N1 .
The term J0 can be dealt with as above. In conclusion, (3.10) holds
with K=e2e.
When q0q1 , the proof is analogous. One has simply to replace the
function \(t) defined by (3.11) by the nonincreasing function \(t)=
E&1A, p$1 (_GB, q1 (t)) and to make use of the results of Lemma 1 for nonin-
creasing \. K
4. PROOF OF THE THEOREM, NECESSITY
We begin with a lemma yielding necessary conditions for inequalities of
type (3.5) or (3.6) to hold when Lebesgue norms are replaced by more
general Orlicz norms. The notion of the Young conjugate is involved in the
statement of this lemma. Recall that the Young conjugate 8 of an N-function
8 is the N-function given by
8 (s)=|
s
0
,&1(r) dr for s0, (4.1)
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where , is the nondecreasing function appearing in (2.6) and the inverse is
defined as in (2.12). For any N-function 8 we have
s8&1(s) 8 &1(s)2s for s0. (4.2)
In particular, if 8(s)=s p, then 8 (s)=(1p)1( p&1) 1p$s p$.
Lemma 2. Let A and B be N-functions. Assume that v, w, and \ are the
same as in Lemma 1. Let DiA, B , i=1, ..., 4, be defined as in (3.1)(3.4),
respectively, with Lq replaced by LB and Lp$ replaced by LA .
(i) If a constant C, independent of h, exists such that
"w(s) |
\(s)
0
h(r) dr"L B(0, )C &v(s) h(s)&L A (0, ) , (4.3)
then either \ is nondecreasing and D1A, B< or \ is nonincreasing and
D2A, B<.
(ii) If a constant C, independent of h, exists such that
"w(s) |

\(s)
h(r) dr"L B (0, )C &v(s) h(s)&L A (0, ) , (4.4)
then either \ is nondecreasing and D3A, B< or \ is nonincreasing and
D4A, B<.
The proof of Lemma 2 is similar to that of necessity in [Mz,
Theorems 1.3.12] (and in Lemma 1) and we omit it. Incidentally, let us
mention that sufficiency of the conditions of Lemma 2 could be proved
under the assumption that I(B&1)<i(A&1), where I( } ) and i( } ) are the
indices whose definition is recalled in Example 3.
We now state two technical lemmas relating inequalities (2.14) and
(2.16) with certain inequalities involving the functions I8, ; and L8, ;
associated with an N-function 8 and with ; # [1, ] as follows. In each of
(4.5) and (4.6) below, the former equation stands for a definition, the latter
follows from a straightforward computation (see, e.g., [Ci1, Lemmas 3
and 2]).
J8, ;(s)=&r&1;&L 8(1s, )={
s1;
M&18, ;(s)
if 1;<
(4.5)
 if ;=,
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L8, ;(s)=&r&1; &L 8(0, 1s)={
 if ;=1
(4.6)
s1;
N&18, ;(s)
if 1<;<
1
8&1(s)
if ;=
for s0, where
M8, ;(s)=(sG;8, ;(s)) ;,
N8, ;(s)=(sH;8, ;(s)) ;
and G;8, ; , and H;8, ; are defined as in (2.10) and (2.11), but with the
function 8(s) replaced by ;8(s). Note that both M8, ; and N8, ; are
N-functions whenever they are finite on (0, ). The following properties
are easily verified to hold for every 8 and ; such that J8, ; and L8, ; are
finite on (0, ). The function J8,  is continuous, strictly increasing on
[0, ) and J8, ;(0)=0. The inverse J &18, ; (defined as in (2.12)) is given by
J &18, ;(r)=(rG
&1
;8, ;(r))
; for r0, (4.7)
is nondecreasing on [0, ), continuous and strictly increasing on [0, G;8, ;()),
and limr  G;8, ; () J
&1
8, ;(r)=. Moreover, J8, ;(J
&1
8 ;(s))s=J
&1
8, ;(J8, ;(s))
for s0. The function L8, ; is continuous and strictly decreasing on (0, ),
and lims  + L8, ;(s)=0. The inverse L&18, ; (defined as in (2.13)) is given
by
L&18, ;(r)={(rH
&1
;8, ;(r))
;
8(1r)
if 1<;<
if ;=
(4.8)
for r0, is nonincreasing and continuous on (0, ), strictly decreasing on
(0, H;8, ;(0)), limr  0+ L&18, ;(r)= and L
&1
8, ;(H;8, ;(0))=0. Moreover,
L8, ;(L&18, ;(s))s=L
&1
8, ;(L8, ;(s)) for s0.
Lemma 3. Assume that 1p0 , p1< and 1q0 , q1. Let A and B
be N-functions.
(i) If the functions JA , p$1 , LA , p$0 , JB, q0 , LB, q1 are finite on (0, ) and a
positive constant ’ exists such that
LA , p$0 (J
&1
A , p$1
(’s)) JB, q0 (L
&1
B, q1
(1s))’ for s0, (4.9)
then also the functions EA, p$1 , FA, p$0 , GB, q0 , HB, q1 are finite on (0, ) and
inequality (2.14) holds for some _>0.
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(ii) If the functions JA , p$1 , LA , p$0 , JB, q1 , HB, q0 are finite on (0, ) and
a positive constant ’ exists such that
LA , p$0 (J
&1
A , p$1
(’s)) LB, q0 (J
&1
B, q1
(1s))’ for s0, (4.10)
then also the functions EA, p$1 , FA, p$0 , GB, q1 , HB, q0 are finite on (0, ) and
inequality (2.16) holds for some _>0.
Lemma 4. Assume that 1p0 , q0<. Let A and B be N-functions. If
the functions LA , p$0 and JB, q0 are finite on (0, ) and a constant ’>0 exists
such that
LA , p$0 (s
p0 q0) JB, q0 (s)’ for s0, (4.11)
then also the functions FA, p$0 and GB, q0 are finite on (0, ) and inequality
(2.14) holds with p1=q1= for some _>0.
Proof of the Theorem, Necessity. Assume that A and B are such N-func-
tions that LA(M1 , &1)/4 p0 (M1 , &1)+4 p1 (M1 , &1) and every linear (or
quasi-linear) operator of weak type ( pi , qi), i=0, 1, is bounded from
LA(M1 , &1) into LB(M2 , &2). Let us preliminarly observe that both the case
p0=p1=1 and the case q0=q1= are immediately excluded, the former
because LA(M1 , &1) is not included in L1(M1 , &1), the latter since the
(constant) operator T defined by Tf (x)#10 s
&1p$0 f*(s) ds+1 s
&1p$1 f*(s) ds
for x # M1 is of weak type ( p0 , ) and ( p1 , ) but cannot be bounded into
LB(M2 , &2) because &2(M2)=. In the remaining cases, [Ca, Theorem 10]
(applied, e.g., as in the proof of [BS, Theorem 5.16]) enables us to deduce
the boundedness from LA(0, ) into LB(0, ) of the one-dimensional
operator S defined for h: [0, )  R by
Sh(s)=|

0
h(r)
d
dr
min {r
1p0
s1q0
,
r1p1
s1q1= dr for s>0. (4.12)
Let us notice that even if [Ca, Theorem 10] is stated under the assumption
that p0{p1 and q0{q1 , it also holds when p0=p1 or q0=q1 (cf. [BS,
Chapter IV, Section 7]). Note also that in the quoted theorem of [Ca],
which deals with boundedness of operators between general rearrangement
invariant spaces X(M1 , &1) and Y(M2 , &2), the space 4(M1 , &1) is in
fact defined as the closure in L(M1 , &1) of the set of functions whose
support has finite measure, to be sure that every function f # X(M1 , &1)/
4p0 (M1 , &1) +4 p1 (M1 , &1) satisfies lims  + f*(s)=0 even in case
p1=. Here we can take 4(M1 , &1 )=L(M1 , &1) (see Section 2)
because the limit in question is 0 if f # LA(M1 , &1) for some N-function A.
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Now, assume first that p0<p1<, q0{q1 . Then there exists a positive
constant C such that
"s&1q0 |
s m
0
r&1p$0h(r) dr"LB (0, )C &h(s)&L A (0, ) (4.13)
and
"s&1q1 |

s m
r&1p$1h(r) dr"L B (0, )C &h(s)&L A (0, ) (4.14)
for all h # LA(0, ), where m=(1p0&1p1)(1q0&1q1). We shall take
into account the case where q0<q1 , i.e., m>0, the case q0>q1 being
analogous. Inequalities (4.13) and (4.14) imply, via Lemma 2, that
sup
s0
&r&1q0 &L B (s, ) &r&1p$0 &L A (0, sm )< (4.15)
and
sup
s0
&r&1q1 &L B (0, s) &r&1p$1 &L A (sm, )<, (4.16)
respectively. Thus, on denoting by ’ the maximum between the left-hand-
sides of (4.15)(4.16) and recalling (4.5)(4.6), we obtain
JB, q0 (s) LA , p$0 (s
m)’ (4.17)
and
LB, q1 (s) JA , p$1 (s
m)’. (4.18)
Inequalities (4.17)(4.18) ensure that JA , p$1 , LA , p$0 , JB, q0 , LB, q1 are finite on
(0, ) and that
LA , p$0 \J &1A , p$1 \ ’LB, q1 (s)++ JB, q0 (s)LA , p$0 (s
m) JB, q0 (s)’ for s0.
(4.19)
Inequality (4.19) yields (4.9), since LB, q1 (L
&1
B, q1
(s))=s if 0sHq1B, q1 (0)
and JB, q0 (L
&1
B, q1
(s))=JB, q0 (0)=0 otherwise. Hence, the conclusion follows,
owing to Lemma 3, part (i).
Suppose next that p0<p1<, q0=q1=q. Then the boundedness of S
between LA(0, ) and LB(0, ) tells us that
"s&1q |
1
0
r&1p$0 h(r) dr"L B (0, )C &h(s)&L A (0, ) (4.20)
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and
"s&1q |

1
r&1p$1h(r) dr"L B (0, )C &h(s)&L A (0, ) (4.21)
for all h # LA(0, ). By Lemma 2, inequalities (4.20) and (4.21) imply
that the norms &r&1q&L B (0, ) , &r&1p$1 &L A (1, ) and &r&1p$0 &L A (0, 1) are
finite. Hence, 0 B(r) r
&1&q dr<, 0 A (r) r&1&p$1 dr< and, if p0>1,
 A (r) r&1&p$0 dr <. The convergence of the last two integrals is in turn
equivalent to 0 (rA(r)) p$1&1 dr< and  (rA(r)) p$0&1 dr<, respec-
tively (see, e.g., the proof of Lemma 3 below). Thus, the functions
EA, p$1 , FA, p$0 , GB, q , HB, q are finite on (0, ) and lims  + GB, q(s)<,
lims  0+ HB, q(s)<. It is easy to check that these conditions imply (2.14)
(or, equivalently, (2.16)).
In case p0=p1=p, the boundedness of S from LA(0, ) into LB(0, )
reads
"min[s&1q0, s&1q1 ] |

0
r&1p$h(r) dr"LB (0, )C &h(s)&L A (0, ) (4.22)
for all h # LA(0, ). Hence, by Lemma 2, &r&1p$ &LA (0, )< and
&min[r&1q0, r&1q1 ]&L B (0, )<. To fix ideas, let us assume that q1q0 (if
q0q1 the argument is obviously analogous). Then the finiteness of such
norms is equivalent to 0 (rA(r))
p$&1 dr<, 0 B(r) r&1&q1 dr< and,
if q0<,  B(r) r&1&q0 dr<. The convergence of these integrals in turn
implies that EA, p$1 , FA, p$0 , GB, q1 , HB, q0 are finite on (0, ) and that
inequality (2.16) holds.
Finally, when p1=q1=, the boundedness of the operator S, which
in this case takes the form Sh(s)=s&1q0 sp0 q 00 r
&1p$0 h(r) dr, yields, via
Lemma 2,
sup
s0
&r&1q0 &LB (s, ) &r&1p$0 &L A (0, sp 0 q 0 )<. (4.23)
Denoting by ’ the left-hand-side of (4.23) and recalling (4.5)(4.6) we get
that LA , p$0 and JB, q0 are finite on (0, ) and that inequality (4.11) holds.
The conclusion then follows by Lemma 4. K
Proof of Lemma 3. Without loss of generality, we may prove the lemma
under the assumption that A(s)=s0 a(r) dr and B(s)=
s
0 b(r) dr where a and
b are continous and strictly increasing on [0, ). Indeed, as observed in
Remark 2, inequalities (2.14) and (2.16) are invariant under replacement of
A or B by equivalent functions and the same is true for inequalities (4.9)(4.10).
Thus, A(s) can be replaced, if necessary, by the equivalent N-function
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s0 (A(r)r) dr enjoying the required properties. An analogous replacement
can be performed on B. Moreover, thanks to the invariance noted above
and to inequalities (2.7), it suffices to establish the lemma with the functions
E8, ; , F8, ; , G8, ; , H8, ; , J8, ; , L8, ; replaced by the modified functions
E 8, ; , ..., L 8, ; defined as the original ones, but with 8(s) replaced by s,(s),
where , is the function from (2.6). Notice that, even if s,(s) needs not be
an N-function, nevertheless the equivalence of s,(s) with 8(s) ensures
that E 8, ; , ..., L 8, ; are well-defined and enjoy the same properties as
E8, ; , ..., L8, ; .
We shall prove statement (i), the proof of (ii) being analogous. Observe
that the finiteness of L A , p$0 , J A , p$1 , J B, q0 , L B, q1 on (0, ) implies that q0<
and p1>1. We need estimates for these functions. Let us begin with J B, q0 .
By (4.7), J &1B, q0 (s)s is nondecreasing. Thus, we have
J &1B, q0(s)|
2s
0
J &1B, q0(r)
dr
r
for s0. (4.24)
On the other hand, Eq. (4.7), via a change of variable, yields
|
s
0
J &1B, q0(r)
dr
r
=|
G &1q0 B, q0(s)
0
b(t) dt=B(G &1q0B, q0 (s)) for s0. (4.25)
From (4.24)(4.25) we get
1
2G q0B, q0 (B
&1(r))J B, q0 (r) for r0. (4.26)
Consider L B, q1 . If q1<, one has
(rH q1B, q1 (r))
q1=q1rq1 |

r
b(t)
tq1
dtq1rq1 b(r) |

r
t&q1 dt
=q$1rb(r)q$1 B(r)B(r) (4.27)
for r0. Thus, by (4.8),
B(H &1q1B, q1 (s))[H
&1
q1 B, q1
(s) H q1B, q1 (H
&1
q1B, q1
(s))]q1L &1B, q1(s) for s0,
(4.28)
whence
H q1B, q1 (B
&1(r))L B, q1 (r) for r0. (4.29)
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Inequalities (4.26) and (4.29) ensure that G B, q0 and H B, q1 are finite on
(0, ) if J B, q0 and L B, q1 are. Moreover, combining (4.26) and (4.28) gives
J B, q0 (L
&1
B, q1
(s))
q1q0
0
2
G B, q0 (H
&1
B, q1
(sq&1q1
1
)) for s0. (4.30)
In case q1=, L &1B, (s)=b(1s)s and H B, (s)=1s for s>0. Thus,
inequality (4.30) is still true (with q1q11 replaced by 1), owing to inequalities
(4.26) and (2.7).
Let us take into account J A , p$1 . By (4.1) and by Fubini’s theorem we have
G p$1A , p$1 (s)
p$1=p$1 |
s
0
a&1(r)
r p$1
dr=p$1 |
a&1(s)
0 \|
s
a(t)
r&p$1 dr+ dt
=p1(E A, p$1 (a
&1(s)) p$1&s1&p$1 a&1(s)) (4.31)
for s0. On the other hand,
G p$1A , p$1 (s)
p$1p$1 |
s
s2
a&1(r)
r p$1
dr
p1(1&21&p$1 ) a&1(s2)(s2)1&p$1 for s0. (4.32)
Equations (4.7) and (4.31) and inequality (4.32) imply that there exists a
constant k>0 such that
J &1A , p$1 (s)(2k)
p$1 \ sk a \E &1A, p$1 \
s
k+++
p$1
for s0. (4.33)
We have
(sa(E &1A, p$1 (s)))
p$1|
2s
0
r p$1&1a(E &1A, p$1 (r))
p$1 dr for s0, (4.34)
since the integrand is nondecreasing. Moreover, by a change of variable,
|
s
0
r p$1&1a(E &1A, p$1 (r))
p$1 dr=
1
p$1 |
E &1A, p$1 (s)
0
a(t) dt
=
1
p$1
A(E &1A, p$1 (s)) for s0. (4.35)
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Combining (4.33), (4.34), and (4.35) shows that
J &1A , p$1 (s)
(2k) p$1
p$1
A(E &1A, p$1(2sk)) for s0. (4.36)
Now, observe that if 8 is any convex nondecreasing function from [0, )
into [0, ] vanishing at 0, then
*8(s)8(*s) for *1 and s0. (4.37)
Thus, on making use of (4.37) for A and E &1A, p$1 , we get, from (4.36),
J &1A , p$1 (s)A(E
&1
A, p$1
(k1s)) for s0, (4.38)
where k1=(2k) max[1, (2k) p$1 p$1]. Inequality (4.38) implies that
1
k1
E A, p$1 (A
&1(r))J A , p$1 (r) for r0. (4.39)
Finally, let us consider the function L A , p$0 . In case p0>1, similarly to
(4.31), one can show that
F A, p$0 (a
&1(s)) p$0=
1
p0
(H p$0A , p$0 (s))
p$0&a&1(s) s1&p$0 for s0, (4.40)
whence, by (4.8),
p0(sk2a(F &1A, p$0 (sk2)))
p$0L &1A , p$0 (s) for s0, (4.41)
where k2=p&1p$00 . Equation (4.8) and a change of variable yield
|

0
L &1A , p$0 (r)
dr
r
=|
H &1p $0 A , p$0 (s)
0
a&1(t) dt=A (H &1p$0A , p$0 (s)) for s0. (4.42)
From (4.41), (4.42), and (4.28) (with B and q1 replaced by A and p$0) we
infer that
p0 |

s
(rk2 a(F &1A, p$0 (rk2)))
p$0
dr
r
L &1A , p$0 (s) for s0. (4.43)
After changing variables on the left-hand-side of (4.43) and taking inverses,
one obtains
1
k2
F A, p$0 (A
&1(rk3))L A , p$0 (r) for r0, (4.44)
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where k3=1( p0&1). In case p0=1, we have F A, (s)=1a(s) and L &1A , (s)=
a&1(1s)s. Thus, thanks to (2.7), inequality (4.44) holds with k2=k3=1.
By (4.39) and (4.44), the finiteness of E A, p$1 and F A, p$0 on (0, ) is a
consequence of the finiteness of J A , p$1 and L A , p$0 , on the same interval.
Furthermore, inequalities (4.38) and (4.44) give
L A , p$0 (J
&1
A , p$1
(s))
1
k2
F A, p$0 (A
&1(k3A(E &1A, p$1 (k1s)))) for s0. (4.45)
On exploiting (4.37) for A and E &1A, p$1 , we get from (4.45)
L A , p$0 (J
&1
A , p$1
(s))
1
k2
F A, p$0 (E
&1
A, p$1
(k4 s)) for s0, (4.46)
where k4=k1 max[1, k3]. The conclusion follows from inequalities (4.9),
(4.30), and (4.46). K
Proof of Lemma 4. As in the proof of Lemma 3, we may prove the
statement with the functions F8, ; , ..., L8, ; replaced by F 8, ; , ..., L 8, ; and
we may assume that the derivatives a and b of A and B are continuous and
strictly increasing. By inequalities (4.26) and (4.44) or (4.45) we have that
G B, q0 and F A, p$0 are finite on (0, ) whenever J B, q0 and L A , p$0 are. From the
same inequalities and from assumption (4.11) we deduce that a constant ’1
exists such that
G B, q0 (B
&1(s)) F A, p$0 (A
&1(’1s p0q0))’1 for s0. (4.47)
Thus, inequality (2.14) with p1=q1= will follow if we show that there
exists a constant ’2 such that
B(s)(A(’2s)’1)q0 p0 for s0. (4.48)
First, assume that p0>1. From (4.11), (4.5), and (4.6) we deduce that
’M&1B, q0(s
q0 p0 )
s
N&1A , p$0 (s)
for s0. (4.49)
Hence, owing to (4.2),
MB, q0 (r)
p0 q0N A , p$0 (2’r) for r0. (4.50)
Similarly to (4.27), we have NA , p$0 (s)A (s) for s0, whence
N A , p$0 (s)A(s) for s0. (4.51)
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Moreover, similarly to (4.32), one can show that
MB, q0 (s)2q$0(2
q0&1&1) B(s2) for s0. (4.52)
Inequality (4.48), with ’2=4’ max[1, ’1(2q$0(2q0&1&1))&p0 q0 ], is a conse-
quence of (4.50)(4.52), and of (4.37) with 8=A.
In case p0=1, the conclusion follows along the same lines as above, after
replacing NA , p$0 by A in (4.49). K
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