This paper is concerned with a collection of ideas and problems in approximation theory which lead to some solved and unsolved problems in matrix theory. As an example, consider the problem of approximating the identity matrix by matrices of fixed rank where the norm is taken to be the maximum of the absolute value of the elements of the matrix. This problem is unsolved.
INTRODUCTION
Some of the easy-to-state and yet difficult problems of approximation theory are concerned with matrices. This paper is intended as a review of a collection of ideas and problems which arise in approximation theory and which lead to some interesting solved and unsolved problems in matrix theory.
We start with the statement of the problems from an approximation theorist's viewpoint. The linear algebraist is encouraged to bear with us, as we shall shortly specialize the problems concerned.
One of the central problems of approximation theory and the one around which this paper turns is the question of the extent to which a given class of functions may be approximated by n-dimensional subspaces. This idea was introduced and formalized by Kolmogorov [ll] in 1936, when he defined the concept of n-widths. Specifically, let X be a normed linear space and % a subset of X. The n-width of % with respect to X, in the sense of Kohnogorov, is defined as In other words, we first measure the distance of X,, to a given XE%, thenFurthermore if n <m, then an optimal subs-pace for d,, is span 2 xl,. . . , X" }. where the minimum is taken over all m X k real matrices P whose rank is at most n. In this form the results of the above Theorem 1.1 are known, since the theorem then simply says that the singular value decomposition provides a best rank n approximation to a given matrix in the induced (Z,k, I,") norm; see e.g. Gohberg and Krein [4, p. 281 . This same rank n matrix is optimal if we use the matrix (Frobenius) norm ]]A]]s= [Z~~,~~,~]U~~]~]'/~ in place of the above induced operator norm. This result, which seems to be due to Eckart and Young [3] , is just a matrix version of the corresponding result proven for integral operators by E. Schmidt [19] .
Proof. It is a standard duality result (essentially Holder
The n-width, in the sense of Kolmogorov, is only the first in a series of n-widths which have been introduced over the past forty years. In the course of this article only four n-widths will be discussed. The reader who wishes to pursue these matters is referred to Tichomirov [28] , Pietsch [18] , and the references therein. One of the more interesting and important of these n-widths is what we shall here call the linear n-width. (It is sometimes referred to, especially by those in Banach space theory, as the approximation number.) We define it by where, as above, the minimum is taken over all m X k matrices of rank at most n. Since S,, is a measure of the best linear approximation from an n-dimensional subspace (the range of I'), it is obvious that d,, <S,,. (A nonobvious result is that S,, < Cfi d,, for some constant C, independent of n; see e.g. Ha [5] , Hutton, Morrell, and Retherford [6] , or Pietsch [18] .) One is also interested in knowing if d, = S,,, i.e., if linear methods suffice.
As was previously mentioned, only for the case p = q =2 is there a complete solution. One other known case, which will not be dealt with in this paper (its proof may be found in Micchelli 'and Pinkus [14] ), is where p=q=oo andA is a totally positive (T.P.) matrix. A matrix is T.P. if all its minors are nonnegative. In this case the n-widths d, and S, are equal, and furthermore, there exist n column vectors of the matrix A whose span is an optimal subspace for d,,. This result is very much connected with the T.P. property of the matrix. If A is T.P. and p = q = 1, then d,, and S, are also equal and known. The statement of this result is slightly more complicated; see Micchelli and Pinkus [ 151. In general, there is very little else which may be said concerning n-widths of arbitrary matrices. Of course, the O-width is easily obtained as &,@$;I,") = d,,(A;Z,k;Z;) = man?.
xP
While the above result is trivial, there is a correspondingly simple statement for the (k -1)-width whose proof is not trivial, namely
We shall not prove this result here. Its proof may be found in Brown [2] and Micchelli and Pinkus [17] . For the particular cases dealt with here, the result will be reproven. In this paper we discuss the situation wherein A is a diagonal matrix. Since the matrix A is henceforth taken to be diagonal, we refer to A as D and without loss of generality, assume that D is an mX m diagonal matrix with diagonal entries (Dl, . . . , D,), and D, > D, > -* * > D,,, > 0. It is sufficient, by the symmetry of the Zp norm, to consider only diagonal matrices of the above form.
What is initially surprising is that the n-widths d,(D; ZF; I,") and S,(D; Zpm; I,") are unknown for many p, q E [l, co] . As an example of a seemingly simple problem which is unsolved, let D = I, p = 1, and q = co. It is an easy matter to check that where Sit are the elements of I and P = ( pii)ri_ 1. Except for the cases n = 1 and n = m -1, the above quantities are not known. What is also interesting is that this problem has a different solution if pii E R, i, i = 1,. . . , m or if the pi,'s are permitted to be in C. This latter result is rather surprising, since in the cases where d,, and S, are known, there is no difference in the result if we consider C" rather than R". This example is discussed in some detail in Sec.
5.
Before discussing the organization of the paper, let us note various topics which have not been included in this work. Firstly, we have not considered this subject from the point of view of Banach space theory, nor have we discussed the case where D is an infinite diagonal matrix. Results of these types may be found in Ha [5] , Hutton, Morrell, and Retherford [6] , Pietsch [18] , and Sofman [21] . Secondly, we have limited ourselves to a consideration of a very few of the n-width concepts, and in particular, to the more analytic ones. Results have been obtained concerning the Aleksandrov and Urysohn n-widths of finite diagonal matrices. These n-widths are more geometric and topological in nature, and it was felt that a discussion of these quantities was best deferred. The interested reader is here referred to Stesin [24, 251 and Tichomirov [ZS] .
The organization of this paper runs as follows. Section 2 is concerned with the introduction of the two remaining n-widths, namely the n-widths in the sense of Gel'fand ( g,) and of Bernstein (b,), and the relations among the four n-widths. In Sec. 3, we consider the n-widths d,,, &,, and g, for p > 9, show that they are all equal, obtain their common value, and identify an optimal subspace which here is simply the span of the first n columns of D. In Sec. 4 we discuss the case p <9, Only for p = 1, 9=2 is d, known explicitly for all n. Section 5 is concerned with a further consideration of the n-widths when D = I, the identity matrix. In particular, we return to the case p = 1, 9 = 00 and obtain some lower and upper bounds on d,(Z; 1;"; 1,"). In the literature of n-widths, one additional n-width concept is invariably mentioned, and this is the n-width in the sense of Gel'fand. It is defined as follows.
PRELIMINARIES
Let X be a normed linear space and 8 a subset of X. The n-width in the sense of Gel'fand is given by
where the infimum is taken over all subspaces L" of X of codimension at most n. In the particular case studied in this paper it may be shown that where X,, is any n-dimensional subspace of R m, and xl X,, means that (x, y) = 0 for all y E k. As indicated above, the following result is valid.
LEMMA 2.2 (Ioffe and Tichomirov [I).
For this same result for 4 = 1 and 4 = co, we slightly perturb the respective norms to obtain norms which are strictly convex. On these new norms we have the continuity of I', so that the result then holds for these perturbed norms. We now limit back. H Aside from the above inequalities, there are certain situations in which equalities naturally occur. We formulate these equalities only between 6, and $, although we could also use Lemmas 2.1 and 2.2 to formulate the corresponding equalities for 6" and g,. Proof. Proposition 2.1 and Lemmas 2.2 and 2.5.
THE CASE p>q
Undoubtedly the easiest determination of the n-widths introduced above is in the case p = q. Because the proof is so simple, we include it below as a separate result although we shall also obtain it as a particular case of the more general result for p > q. is an optimal rank n matrix.
This is a fairly recent theorem proven independently by Stesin [25] and Pietsch [Ml. The proof given herein is that of Pietsch. Stesin's proof uses the Aleksandrov n-widths and is rather laborious.
In the proof of the theorem we use the following two lemmas.
LEMMA 3.1. Let X,, be any n-dimensional subspace in R"', n <m. There exists an rE R"' for which IIxllo, = 1, xl X,, and at most n components of x are not equal to 1 in absolute value.
Proof. Let E={x: llxllrn < 1, x1X,,}. E is a closed, convex, nonempty set in R" and hence has extreme points. Let x* be an extreme point of E. Assume that x* does not satisfy the hypothesis of the lemma. Thus there exist n+l distinct integers {ik}zz: in {l,...,m}
for which ](~*)~]<l, k=l,...,n +l. Let e* denote the ith unit vector in II", and let G=span{e'l,...,e~+l}. There exists a g E G for which g I X,,, g#O. Thus for E sufficiently small, x* + eg E E, contradicting the extreme point property of x*. This proves the lemma. H The idea of the proof is to use the P* of the previous proposition.
Let P* be the (n+l)X(n+l) matrix constructed in Proposition 4.2, and let P, denote the mX m matrix whose first n+ 1 rows and columns agree with P* and which is zero elsewhere. Thus rank P,, < rank P* <n. 
The lemma follows. n Note that no mention is made of the linear n-width &(I; km; I,"). The value 2-l/P is a lower bound for S,(Z;lpm;Z,") and not a very good lower bound, since by Lemma 2.1, 6,(Z; bm; I,") = 6,,(Z; 2;"; 6) and from Proposition 5.1, s,(z;z,";z,")=
As was noted in the introduction, we have considered, until now, the lp" and 1; norms on R". If we consider these norms on C", then the results so far obtained remain unchanged. This fortunate situation is no longer valid if p = 1, q = co, as will be seen at the end of this section, and it is therefore necessary that we differentiate between these two choices. Since we shall only be dealing with d,, and S,,, we shall write anR, d," or S,", d," to denote that the underlying space is R" or C", respectively.
A considerable effort has been devoted to the determination of upper bounds for dE (Z; 1;"; I,") and d,R(Z; 1,"; I,") as both n and m increase. These upper bounds are used to obtain exact asymptotic estimates of the n-width of the Sobolev spaces WJO, I] in Lq [O, I] . The main work in this area was done by Kashin [lo] (see also Maiorov [13] ), who proved
There exist constants C, and C, , indepndentofnandm, suchthutforaZZl<n<m<oo, d, R(Z; 1; ";  Proof. Let P be any matrix of rank at most n, and let Q = Z -P. Since P has the eigenvalue zero with geometric multiplicity at least m -n, the matrix Q possesses the eigenvalue 1 with geometric multiplicity at least m -n. Let 
