Latitudinal variation of stochastic properties of the geomagnetic field by J. A. Wanliss et al.
Nonlin. Processes Geophys., 21, 347–356, 2014
www.nonlin-processes-geophys.net/21/347/2014/
doi:10.5194/npg-21-347-2014
© Author(s) 2014. CC Attribution 3.0 License.
Nonlinear Processes 
in Geophysics
O
p
e
n
 
A
c
c
e
s
s
Latitudinal variation of stochastic properties of the geomagnetic
ﬁeld
J. A. Wanliss1, K. Shiokawa2, and K. Yumoto3
1Presbyterian College, 503 South Broad Street, Clinton, SC29325, USA
2Solar-Terrestrial Environment Laboratory, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, Aichi, 464-8601, Japan
3Space Environment Research Center, Kyushu University, 53 6-10-1 Hakozaki, Higashi-ku Fukuoka, 812-8581, Japan
Correspondence to: J. A. Wanliss (jawanliss@presby.edu)
Received: 24 August 2012 – Revised: 26 October 2013 – Accepted: 19 January 2014 – Published: 3 March 2014
Abstract. We explore the stochastic fractal qualities of the
geomagnetic ﬁeld from 210mm ground-based magnetome-
ters during quiet and active magnetospheric conditions. We
search through 10yr of these data to ﬁnd events that qual-
ify as quiet intervals, deﬁned by Kp≤ 1 for 1440 consecu-
tive minutes. Similarly, active intervals require Kp≥ 4 for
1440 consecutive minutes. The total for quiet intervals is
∼ 4.3×106 and 2×108 min for active data points. With this
large number of data we characterize changes in the nonlin-
ear statistics of the geomagnetic ﬁeld via measurements of a
fractal scaling. A clear difference in statistical behavior dur-
ing quiet and active intervals is implied through analysis of
the scaling exponents; active intervals generally have larger
values of scaling exponents. This suggests that although
210mm data appear monofractal on shorter timescales, the
scaling changes, with overall variability are more likely de-
scribed as a multifractional Brownian motion. We also ﬁnd
thatlow latitudeshave scalingexponentsthat areconsistently
larger than for high latitudes.
1 Introduction
The transfer of energy, mass, and momentum from the so-
lar wind into the magnetospheric cavity is far from steady
state. Rapid transfers of energy cause the magnetosphere to
move from a relatively low-energy state into more “exited”
states where energy dissipation occurs suddenly in global
dynamical processes known as space storms. They are the
most dramatic space weather phenomenon that signiﬁcantly
impact modern technology such as satellites, communica-
tion and power transmission systems. Space physicists un-
derstand their development and morphology, but discussion
is still open regarding detailed causes of space storms.
Energy dissipation in the terrestrial magnetosphere of-
ten follows intermittent temporal patterns of high activ-
ity with abrupt convection increases, particle bursts, impul-
sive enhancements of O+ /H+ density ratio, compressional
pulses, intensiﬁed ﬂuctuations of ﬁeld-aligned currents and
other bursty processes. These impulsive processes may be
separated by periods of quiescence (Korth et al., 2003).
Bursty intermittency is evident in both in situ and ground ob-
servations (Hori et al., 2005), and are observed under a wide
variety of interplanetary conditions (Pulkkinen et al., 2007).
Ground-based geomagnetic indices (Takalo et al., 1999;
Wanliss, 2004, 2005; Balasis et al., 2011) and individual
magnetometer stations (Vörös, 2000; Wanliss and Reynolds,
2003) provide excellent signals of the fractal nature of space
weather energy dissipation. Part of the reason for this is the
property of the earth’s magnetic ﬁeld lines to focus and con-
verge when approaching the earth. These ﬁeld lines extend
far into space and since they connect to the earth, nonlinear
plasma processes that occur far away map all the way down
to the planetary surface. Observation of ground-based mag-
netometer stations can thus serve as a remote sensing tool of
distant magnetospheric features and processes.
Over the years, several indices were developed to monitor
geomagnetic activity in a global sense. The most commonly
used are the disturbance storm time index (DST), the plane-
tary index (Kp) and the auroral electrojet index (AE, AU and
AL). These indices provide global information about magne-
tospheric activity by combining inputs at different locations
around the globe. The Kp index, which we utilize in this
paper, is calculated with data from 13 selected, subauroral
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magnetometer stations at mid- to high latitudes. Because the
stations cover a wide range of latitudes it is a relevant reﬂec-
tion of average global magnetospheric activity.
The Kp index is obtained as the average value of the dis-
turbance levels in the two horizontal ﬁeld components, ob-
served at the reference magnetometer stations (Bartels et al.,
1939; Bartels, 1963). Calculation of Kp begins by removing
the quiet-day variation from the individual magnetograms
(cf. Wanliss and Showalter, 2006). The next step ﬁnds the
range of the horizontal magnetic ﬁeld disturbances during 3-
hour time intervals, for eight values each day. At each station
the range is converted to a quasi-logarithmic scale index with
values from 0 to 9. The logarithmic scale normalizes the oc-
currence frequency of different size disturbances. Finally, an
averaging procedure convolves the local indices to form the
global geomagnetic index Kp.
If we are interested in the local aspects of geomagnetic ac-
tivity, i.e., to forecast the geomagnetic conditions for power
utilities, we need to develop ways to understand the geomag-
netic activity in a more localized way. This is especially im-
portant since temporal ﬂuctuations of the geomagnetic ﬁeld
and, more importantly, their nonlinear fractal or multifrac-
tal statistical ﬂuctuations depend on geographic location and
time (Anh et al., 2007; Yu et al., 2010).
Furthermore, the intermittent character of geomagnetic
data suggests that changes in the magnetosphere depend not
only on solar wind variability, but also on internal mag-
netospheric activity (Consolini et al., 1996; Consolini and
De Michelis, 1998; Dobias and Wanliss, 2009; Wanliss and
Uritsky, 2010). The origin of such an intermittent and multi-
fractal character has been interpreted and modeled in terms
of dynamical changes and turbulent dynamics (Wanliss et
al., 2005; Anh et al., 2007; Yu et al., 2010; Sharma and
Veeramani, 2011).
In this paper we extend previous analyses that consid-
ered only global statistics to study the differences between
quietandactivemagnetospherictimes(Wanliss,2004,2005).
Global studies give only average behavior rather than local
information. Our goal is to learn about local behavior of the
magnetic ﬁeld, for differing geomagnetic activity. To do so
we will characterize changes in the nonlinear statistics of the
earth’s magnetic ﬁeld, by means of the fractal scaling (Hurst)
exponent, measured from ground-based magnetometer sta-
tion.
Previous studies by Wanliss and Reynolds (2003) sug-
gested thepossibility that theubiquitous fractal scalingof ge-
omagneticdatamayyethavevariabilityonalatitudinalscale.
In addition, while the fractal character of geomagnetic data
is ubiquitous, there is strong evidence that the fractal char-
acter varies with geomagnetic activity (Wanliss and Dobias,
2007).
The present study explores this further, asking the follow-
ing questions: (1) Does average fractal scaling vary in a pre-
dictable way as a function of latitude? and (2) Are magneto-
spherically quiet times always, and everywhere, characteri-
zed by smaller fractal scaling measures than active times?
Afﬁrmative answers would suggest the possibility that
changes in statistics might then be used as local indicators of
magnetospheric conditions, which may be useful to develop
reliable warning and forecasting systems using information
not available in geomagnetic indices.
A second objective is to determine the long-term fractal
nature of the geomagnetic ﬁeld at a local observation site.
If the time series can be described as a particular statisti-
cal process – fractional Brownian motion for example – then
this knowledge can be used for future space weather mod-
eling purposes. Or scaling may be similar to that of multi-
fractional Brownian motion (mBm) (Peltier and Lévy Vehel,
1995; Muniandy and Lim, 2001), where the scaling features
depend on time. The statistical structure of the magnetome-
ter time series provides key requirements to guide develop-
ment of mathematical models. Magnetohydrodynamic mod-
els, for example, should correctly reproduce the correct sta-
tistical structure seen in the data.
Inthefollowingpageswepresentourexaminationofthese
questions. Section 2 describes the analysis techniques em-
ployed and important background to statistical methods. In
Sect. 3 we describe the criteria used to select and process the
data. Section 4 presents results. Finally, in Sect. 5 we form
conclusions.
2 Analysis techniques
2.1 Fractional Brownian motions
A signal that displays fractional Brownian motion (fBm) can
be expressed as (Mandelbrot and Van Ness, 1968) a stochas-
tic integral of time integrations of fractional Gaussian noise:
BH(t) =
1
0(H +1/2)



0 Z
−∞
h
(t −s)H−1/2 −(−s)H−1/2
i
dW(s)+
t Z
0
(t −s)H−1/2dW(s)



.
Here W is a white noise process deﬁned on (−∞, ∞), and
H ∈ (0,1) is known as the Hurst parameter. The Hurst expo-
nentforthesignalisitsroughnessaveragedovermanylength
scales. The covariance function is given by
cov{BH(s),BH(t)} =
1
2
{|s|2H +|t|2H −|s −t|2H},
so that BH(0) ≡ 0 and var{BH(t)} = t2H. This means that
for the special case H = 1/2, fBm reduces to the well-
known random walk. Typically, fBm is nonstationary, and
thus detection of the presence of memory is a delicate task.
It has been observed in a variety ﬁelds, including hydrology
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(Neuman and Federico, 2003), geophysics (Wanliss and An-
toine, 1995; Frisch, 1997), biology (Collins and De Luca,
1994), telecommunication networks (Taqqu et al., 1997), and
others.
Traditional estimates of possible fractal scaling employ
power spectral density (PSD) analysis. The slope β obtained
from the plot of PSD P(ν) vs. frequency ν determines the
correlation level of the signal. If P(ν) ∝ ν−β, and −1 < β <
1 then the signal is fractional Gaussian noise (fGn) and it
is stationary, which means that the signal is statistically in-
variant by translation in time. When the signal B(t) displays
fractional Brownian motion (fBm) both the real and imag-
inary components of the Fourier amplitudes are Gaussian-
distributed random variables (Hergarten, 2002). As well, the
mean of the Fourier amplitudes can be given by ϕ(ν) = 0
and ϕ(ν)ϕ(ν)∗ = P (ν)δ

ν −ν
0
. The last term is the Dirac
delta function.
This means that for β = 2, fBm reduces to the random
walk with power law spectrum varying as an inverse square.
Signals with scaling exponents above β = 2 are called per-
sistent, because if the data at some point have B(ti+1) >
B(ti), for example, then the probability is greater than 0.5
that B(ti+2) > B(ti+1). Signals with exponents below 2 are
called antipersistent because if B(ti+1) > B(ti), the probabil-
ity is greater than 0.5 so that B(ti+2) < B(ti+1).
If the signal is fBm, it exhibits power-law scaling with
slope 1 < β < 3. In this case the signal is nonstationary but
has stationary increments over a range of scales. For fBm
β = 2H +1,
where H is the scaling exponent, also known as the Hurst
exponent. Brownian motion marks the special case where
β = 2 (H = 0.5).
Typically, fBm is nonstationary, and detection of memory
is a delicate task. Nonstationarity means that statistical prop-
erties are not constant through the signal, and one cannot
use traditional analysis methods that assume stationarity. The
problem with spectral analysis, certainly in the context of the
present study, is that it assumes a stationary signal. When
implemented with nonstationary signals, spectral analysis is
incapable of distinguishing frequency content hidden by the
presence of nth-order polynomial trends and requires long
time series for reasonable accuracy (Stanley et al., 1999).
2.2 Detrended ﬂuctuation analysis
Although much effort is focused on developing reliable es-
timators of long-range correlations, there appears to be no
clear community consensus on the methods best suited for
various types of data. In addition, tests of synthetic time se-
ries show that the performance of estimators varies when us-
ing different generators of long-range dependent data (Shao
et al., 2012).
To determine the self-similarity parameter H we imple-
ment detrended ﬂuctuation analysis (DFA) developed by
Peng et al. (1995) and recently implemented in space physics
research by Wanliss (2004, 2005), and subsequent papers.
The technique determines the scaling exponent of nonsta-
tionary signals and provides better precision than the power
spectral analysis and other more modern techniques. DFA is
a modiﬁed root mean squared analysis of a random walk de-
signed speciﬁcally to be able to deal with nonstationarities
in nonlinear data, and is among the most robust of statisti-
cal techniques designed to detect long-range correlations in
time series (Taqqu et al., 1995; Cannon et al., 1997; Blok,
2000; Shao et al., 2012). DFA has been shown to be robust
to the presence of trends (Hu et al., 2001) and nonstation-
ary time series (Kantelhardt et al., 2002; Chen et al., 2002).
Bryce and Sprague (2012) argue that DFA has signiﬁcant
problems but they consider only the limited case of fGns with
H = 0.3, generated using the Davies–Harte algorithm. Shao
et al. (2012) consider these and other recent criticisms of
DFA and conclude that DFA “remains the method of choice”
when the trend in the data is not a priori known.
Brieﬂy, the DFA methodology begins by removing the
mean, ¯ B, from the time series, B(t), and then integrating
y(k) =
k X
t=1

B(t)− ¯ B

.
The new time-series is then divided into boxes of equal
length,n(Fig.2).Thetrend,representedbyaleast-squaresﬁt
to the data, is removed from each box; the trend is typically
a linear, quadratic, or cubic function. Box n has its abscissa
denoted by yn(k). Next the trend is removed from the inte-
grated time series, y(k), by subtracting the local trend, yn(k),
in each box.
For a given box size n, the characteristic size of the ﬂuctu-
ations, denoted by F(n), is then calculated as the root mean
squared deviation between y(k) and its trend in each box
F (n) =
v u
u t 1
N
N X
k=1

y(k)−yn(k)
2.
The presence of scaling is indicated by a power-law relation-
ship between F(n) and n as follows:
F(n) ∝ nα,
where α = H(0 < α < 1) is the scaling exponent. The slope
of a log-log curve of F(n) vs. n indicates the value of the
scaling exponent. For our data n is in units of s, and F(n) in
unitsof nT2. Ifα = 0.5then thesignal iswhitenoise. Avalue
of α<0.5 indicates uncorrelated data (antipersistent) and if
0.5 < α < 1 then there is correlation in the time series (i.e.,
long-term memory).
3 Data selection
In order to characterize the latitudinal variation of mag-
netosphere fractal scaling, we use the 190, 210, and 250◦
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Fig. 1. Histogram of active (red) and quiet (blue) events.
magnetic meridian data (Yumoto et al., 1996). These data
feature near-continuous, high-resolution (1s cadence) data
from a magnetometer chain spanning almost 160◦ in ge-
omagnetic latitude. Magnetometer stations are all close to
210◦ geomagnetic longitude. Tables 1–3 provide the station
locations, given in geographic, magnetic, and L-shell coor-
dinates.
We chose the 3-hour Kp index to discriminate between
different levels of magnetospheric activity. We might have
adopted other indices, for example DST or AE, but we chose
Kp since we considered that it, as a mid- to high-latitude
index, would best reﬂect the mean magnetospheric activity
over the wide range of latitudes for the magnetometer data.
Several methods to classify geomagnetic activity using the
Kp index have been proposed and used by different authors.
Bartels (1963) used Kp≤ 1 as an indicator of quiet periods,
and Kp≥ 4 as an indicator of disturbed periods (Rangarajan
and Iyemori, 1997). In this work our interest focuses on two
averaged geomagnetic states: active and quiet, so we adopted
the Bartels criteria.
Data selected for quiet times (QT) are based on those 24h
periods between 1990 and 2003 where Kp≤ 1. Active events
(AT) were selected from 24h periods of time having Kp≥ 4.
No overlap of events was allowed. In other words, if for in-
stance Kp≥ 4 for 48 consecutive hours, then there are two
AT events, one beginning at the start of the interval, the other
after the elapse of 24h. But if Kp≥ 4 for 40h we consider
this as only one AT event, comprising the ﬁrst 24h. Using
non-overlapping events helps prevent any single period dom-
inating and biasing the overall statistics.
With these criteria we ﬁnd a number of 178 active day
and 287 quiet day events. Figure 1 shows the yearly distribu-
tion of all the events selected, both active and quiet. Most of
the active events (red) are close to solar maxima, while most
of the quiet events congregate near solar minimum (around
1997).
Local time variations are known to exist in geomagnetic
ﬂuctuations, for instance the solar quiet ﬂuctuations near
noon (Wanliss and Showalter, 2006) which are absent at local
Table 1. Location of 190◦ magnetometer stations used in this study.
Station IAGA Geographic CGM L Val
code Lat Long Lat Long
Tixie TIK 71.6 129.0 65.7 197.1 5.89
Lunping LNP 25.0 121.2 13.8 189.5 1.06
Muntinlupa MUT 14.4 121.0 3.6 191.6 1.00
Pontianak PTN −0.1 109.2 −11.4 180.5 1.04
Learmonth LMT −22.2 114.1 −34.1 185.0 1.46
Katanning KAT −33.7 117.6 −46.6 188.2 2.12
Table 2. Location of 210◦ magnetometer stations.
Station IAGA Geographic CGM L Val
code Lat Long Lat Long
Kotel’nyy KTN 75.9 137.7 69.9 201.0 8.50
Chokhurdakh CHD 70.6 147.9 64.7 212.1 5.46
Zyryanka ZYK 65.7 150.8 59.6 216.7 3.91
Magadan MGD 60.0 150.9 53.6 218.7 2.83
St.Paratunka PTK 52.9 158.2 46.3 225.9 2.10
Moshiri MSR 44.4 142.3 37.6 213.2 1.59
Rikubetsu RIK 43.5 143.8 34.7 210.8 1.48
Onagawa ONW 38.4 141.5 31.6 212.5 1.38
Kagoshima KAG 31.5 130.7 25.1 202.2 1.22
Yamakawa YMK 31.19 130.62 24.85 202.13 1.21
Chichijima CBI 27.2 142.3 20.6 213.0 1.14
Guam GUA 13.6 144.9 4.6 214.7 1.01
Yap YAP 9.3 138.5 −0.3 209.0 1.00
Biak BIK −1.1 136.1 −12.2 207.3 1.05
Wewak WEW −3.6 143.6 −14.4 215.3 1.06
Darwin DAW −12.4 130.9 −23.1 202.7 1.18
Weipa WEP −12.7 141.9 −23.0 214.3 1.18
Birdsville BSV −25.8 139.3 −36.9 213.1 1.56
Dalby DLB −27.2 151.2 −37.1 226.8 1.57
Canberra CAN −35.3 149.0 −46.0 226.1 2.07
Adelaide ADL −34.7 138.7 −46.5 213.7 2.11
Table 3. Location of 250◦ magnetometer stations.
Station IAGA Geographic CGM L Val
code Lat Long Lat Long
Kotzebue KOT 66.9 197.4 64.5 249.7 5.40
Ewa Beach EWA 21.3 202.0 22.7 269.4 1.17
Macquarie Isl. MCQ −54.5 158.9 −64.5 247.8 5.40
midnight. The extent to which such variations inﬂuence frac-
tal scaling is unknown. It is partly because of this unknown
variability that we use a 24h selection criterion. In this case
the station samples every local time, reducing the likelihood
of unknown local time variability dominating the statistical
analysis. In essence, a 24h period is needed since this al-
lows enough time for any particular magnetometer to sample
each different longitudinal region of the magnetosphere. Our
analysis thus uses data in a way that is analogous to geomag-
netic index data. Geomagnetic indices convolve data from
many magnetometers, measured at the same universal time,
but at many different local times (and latitudes). Our analysis
takes a station at a single geographic location and allows it
to sweep through every local time. Thus the possibility that
fractal scaling also depends on longitude is negated since the
entire longitudinal range is sampled. In addition, this period
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allows enough data so that random ﬂuctuations are averaged
out.
Studies that use geomagnetic indices implicitly include lo-
cal time effects due to the nature of the convolution of data to
formtheindex.Thisproducespitfallsthatareusuallyignored
in the numerous studies of index data. These difﬁculties do
not negate the statistical analyses of index data, as is evident
from voluminous publications. Similarly, and though we of-
fer no solution to this issue, our analysis adds to our body of
knowledge.
Since not all of the magnetometer stations are operational
at the same time, we scanned through the 190, 210, and
250mm data, selecting data from stations when available,
that overlap with the Kp selection criteria.
In the end we used data from 40 magnetometers across al-
most 160◦ magnetic latitude. Since the magnetometer data
are often noisy, subject to DC shifts, spikes, monochromatic
constant amplitude oscillations, and other spurious effects, it
is necessary to further cull the magnetometer data. Because
of these difﬁculties with quality we carefully examine mag-
netometer data by eye to eliminate spurious data. We insti-
tuted a laborious routine whereby data were visually exam-
ined before analysis. From the Kp data intervals of 24h were
selected which satisﬁed the appropriate quiet and active cri-
teria. Next, we visually inspected all of the 210mm data in
24h blocks falling in the Kp selected intervals. Data having
spurious features, mentioned above, were eliminated. Once
this was done we still found good quality data for a total of
2.6×108 QT data points and 1.2×108 AT data points.
Figure 2 gives a sample distribution function of the
magnetic ﬁeld for QTs and ATs. In this plot the solid curve
characterizes the X component magnetic ﬁeld behavior dur-
ing AT, while the dashed curve represents the QT measured
at the MSR station.
4 Results
Once data are selected we apply DFA. Because we analyze
24h intervals there are N = 86400 data points in each se-
ries. We use a box size beginning at 8s and terminating at
N/4 = 21600s. We use such a cutoff since the low and high
box-number edges should be treated with caution. The ﬁrst
few points at the low end must be disregarded since detrend-
ing here removes too much of the ﬂuctuation. For larger va-
lues of the box size, there are too few boxes for a proper
average to be made – a ﬁnite size effect – hence we disregard
those values. Selecting a box size terminating at less than
N/4 still allows reasonable estimates of scaling exponents.
However, following Hu et al. (2001) and Kantelhardt et al.
(2002) we opt for the larger box size since it allows more re-
liable estimates of the scaling exponent over more than two
decades of magnitude.
Figure 3 shows an example of the ﬂuctuation function
F(n) against scale size n for the quiet event of 20 January
Fig. 2. Distribution functions for the active and quiet events ana-
lyzed for the X component magnetic ﬁeld at the MSR magnetome-
ter station. The dashed line represents the averaged distributions for
the quiet events and the solid line represents the averaged distribu-
tions for the active events.
2000, for three geomagnetic components. The inset shows
the magnetic ﬁeld components for the Biak magnetometer
station (BIK). For this event scaling is present for almost four
decades of time, with F(n) shown by the circles. Some de-
viation from the best ﬁt (solid line) is clear near the small-
est and largest scales, and is common for all events. Accord-
ingly, to analyze these data we use least-squares ﬁtting over a
range from 100s to 12h. For this event the scaling exponent
is about α ∼ 0.8−0.9. The ﬁts are excellent and uncertain-
ties are on the order of 1–2% of the value for the scaling
exponent. We ﬁnd that smaller box sizes yield similar scal-
ing exponents, but based on a linear ﬁtting on a smaller scale
range, resulting in larger uncertainty.
Figures 4 and 5 summarize the results obtained for the dis-
tribution of scaling exponent α for the 3027 quiet and 1422
active events computed for all latitudes. The ﬁgures show a
Gaussian best ﬁt. Other distributions might be ﬁtted, such
as Rayleigh, Maxwell, normal, and log-normal distributions
(Wanliss and Showalter, 2006). For quiet events the statis-
tics are ﬁt best by a Gaussian. Active data appear slightly
different, having the inkling of stable, heavy-tailed distribu-
tions, mainly in the 4-component results. Table 4 summarizes
these results, showing that the standard deviations are quite
large. The mean values of the scaling exponents α are sta-
tistically similar, with α ∼ 0.65−0.7 irrespective of quiet or
active times.
As found previously, by Wanliss and Reynolds (2003) and
Yu et al. (2010), we ﬁnd a broad range of scaling exponents,
as evidenced by large standard deviations from the mean.
This is what one might expect of exponents calculated from
magnetometers spanning magnetic latitudes from the equator
to auroral regions; if fractal scaling is latitude dependent, a
broad α distribution must be the consequence.
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Fig. 3. Circles show an example of the ﬂuctuation versus box size
for the quiet event beginning on 20 January 2000. Solid curve below
the circles is the best ﬁt linear curve to the data (shifted) and slope α
is shown on each graph. The inset in this example shows the com-
ponent magnetometer data from the BIK station used to compute
the ﬂuctuation curves.
Fig. 4. Distributions of the fractal scaling exponent for quiet events,
for all latitudes. These data are ﬁtted to a normal distribution (solid
black), with the mean and standard deviation given in the ﬁgures.
We ﬁnd that when all latitudes are included in the ana-
lysis there is no statistical difference between fractal expo-
nents measured during quiet and active intervals. However,
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Table 4. Scaling exponents for the quiet and active events computed
for all latitudes.
Xα Yα Zα
Quiet 0.64±0.13 0.65±0.14 0.67±0.16
Active 0.69±0.14 0.66±0.16 0.70±0.19
there is some difference in the overall distribution functions,
and the distribution of active component Y component data
is slightly asymmetric with a heavier tail for α < 0.5.
Skewness is a measure of asymmetry of the data around
the sample mean. It is positive(negative) when the data
spread out more to the right(left). For a normal distribution,
skewness is zero. We ﬁnd the skewness for quiet events for
X, Y, and Z magnetic ﬁeld components to be, respectively
[−0.40, −0.16, −0.09]. For active events the corresponding
skewness is [−0.20, −0.40, 0.26]. None of these distribu-
tions are signiﬁcantly different from a normal distribution for
the means are essentially the same as the medians.
Next we examine whether we can distinguish the latitudi-
nal dependency from the rest of the variability. We attempt
this by considering the average of many scaling exponents
that were computed at a single station, calculating the mean
and standard deviation of them all. Figure 6 shows the ave-
rage scaling exponent against geomagnetic latitude for quiet
(magenta circles) and active (red triangles) events. The best-
ﬁt polynomial shown is a quadratic function. We ﬁtted vari-
ous polynomials and found that the second-order polynomial
gave the best ﬁt for X and Y. Our preference was to ﬁt the
simplest possible model that provides reasonable ﬁts. The
order of the best-ﬁt polynomial is determined on the basis
of (1) visual examination of the residuals, (2) goodness-of-
ﬁt statistics, and (3) conﬁdence bounds. The best-ﬁt is com-
putedwiththeLevenberg–Marquardtalgorithmfornonlinear
least squares (Seber and Wild, 2005).
A latitudinal variability emerges from these data. For X
and Y geomagnetic components there is a tendency for the
scalingexponenttoincreaseasthemagnetometerapproaches
the geomagnetic equator. No such variation is plain in Z. In
addition this behavior is consistent across the quiet to active
events, thus independent of geomagnetic activity. As well,
for each magnetic component the best-ﬁt active events tend
to have scaling exponents larger than for quiet times.
To explore whether these quiet and active event fractal
scaling exponents are signiﬁcantly different from the null hy-
pothesis – that the difference is due purely to randomness –
we applied the Students paired t test to the distributions. The
important output of the paired t test is the value of p, which
is the probability the difference in the means of the two dis-
tributions is due to random variation. The test focuses on the
difference between the paired data and reports the probability
that the actual mean difference is consistent with zero.
We found for [X, Y, Z] that p = [0.01,0.89,0.23]. This
shows that statistical differences between the sets are in-
Fig.5.Distributionsofthefractalscalingexponentforactiveevents,
for all latitudes. These data are ﬁtted to a normal distribution (solid
black), with the mean and standard deviation given in the ﬁgures.
signiﬁcant for the Y and Z components, particularly BY.
Though their ﬂuctuations are very different, the overall non-
linear statistics across quiet and active intervals are sta-
tistically indistinguishable. However, for X the statistical
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Fig. 6. Fractal scaling exponent for quiet (magenta circles) and ac-
tive (red triangles) events as a function of latitude for different com-
ponents of the magnetic ﬁeld. The best-ﬁt polynomials are shown
in red (active) and magenta (quiet).
differences are signiﬁcantly different from zero – active
events have signiﬁcantly larger scaling exponents than for
quiet events.
5 Conclusions
In this paper we characterized fractal behavior of the
magnetic ﬁeld time series obtained from ground-based ob-
servatories across a wide range of latitudes. We used the 190,
210, and 250◦ magnetic meridian data. We classiﬁed these
data into quiet (QT) and active (AT) periods using the Kp in-
dex as the discriminator. For quiet intervals, we required
Kp≤ 1 for 24h. Similarly, qualifying as an active interval
required Kp≥ 4 for 24h.
We use the DFA technique to compute fractal scaling ex-
ponents due to its performance in dealing with nonstationary
data. We found evidence that fractional Brownian motion is
ubiquitous across all the latitudes encompassed by this study
(see e.g., Fig. 2).
Differences presented between QT and AT are less clear
for Y and Z, but signiﬁcant for X (Fig. 6), with events tend-
ing to have larger scaling exponents. This implies that active
events possess more of a memory effect, while quiet events
have data tending to be more random. Scaling exponents
at individual stations are variable, irrespective of magneto-
sphere activity organized in terms of Kp. The latter result
suggests that a suitable model of geomagnetic ﬂuctuations is
not monofractal but multifractional, i.e., the scaling exponent
changes as a function of time. The distributions for quiet and
active events encompasses marked differences as the result
of different processes dominating the dynamics of the mag-
netosphere. During quiet times energy is stored and slowly
burned, keeping the magnetosphere in a relative low-energy
state. But during active times higher energy inﬂux from the
solar wind causes the magnetosphere to move to higher en-
ergy states, where strong nonlinear processes can dominate
the dynamical release of energy.
Both the X and Y geomagnetic components show signif-
icant and correlated latitudinal variation, with scaling expo-
nents increasing as the geomagnetic equator is approached.
Z shows no such correlation, suggesting that for Z the ﬁnger-
prints of local magnetic activity are not conserved during the
timescale of a particular quiet or active event as determined
by our selection criteria.
Our results thus suggest that the magnetic ﬁeld at a single
geomagnetic latitude is better described as a multifractional
Brownian motion (mfBm) rather than as a fBm process. The
mfBm is a generalized version of fBm in which the scaling
exponent α is no longer a constant, but a function of the time
index (Peltier and Lévy Vehel, 1995). In this case the in-
crements of mfBm are nonstationary and the process is no
longer self-similar.
Another possibility, not explored in this work, is that the
well-deﬁned scaling properties of our data are the result of a
Nonlin. Processes Geophys., 21, 347–356, 2014 www.nonlin-processes-geophys.net/21/347/2014/J. A. Wanliss et al.: Stochastic properties of the geomagnetic ﬁeld 355
multifractal process. That is to say, there is no unique scal-
ing exponent, but the presence of a full hierarchy of them
(possibly with a stationary distribution, although not required
in the generalized scale invariance framework). For instance,
Bianchi and Planese (2007) found that in some cases the par-
tition function as well as the scaling function of the mBm,
i.e., of a generally non-multifractal process, behave as those
of a genuine multifractal process. Indeed, previous work by
Wanliss et al. (2005) and Yu et al. (2010) demonstrate the
presence of multifractality in magnetospheric data at higher
latitudes.
Although this work has only considered the hypothesis of
multifractionality, it appears from a synthesis of multiple pa-
pers, that the nature of the geomagnetic disturbances (mag-
netospheric response to solar wind changes) is composed of
the two different processes, multifractality (dependence of
the increment statistics on the timescale) and multifraction-
ality (corresponding to a unique (across scales), but non-
stationary, scaling exponent). The former depends strongly
on the solar wind variability and turbulent nature, and the
latter is mainly due to the internal magnetospheric dynamics
(with a special emphasis to the plasma and current sheet con-
ditions), which could imply a different Markovian nature of
the geomagnetic response at certain timescales. The differ-
ent character between multifractality and multifractionality
should manifest in a scale, independent of the ﬂuctuations
(increment) statistics. We leave these more detailed explo-
rations to a later work.
Our results can serve as a guide, suggesting the required
statistical structure for mathematical models of magneto-
spheric activity. We also offer a possible explanation re-
lating the physics of QT and AT with their different frac-
tal exponents. Our results are consistent with Consolini and
Lui (2000), who examined scaling properties of magnetic
ﬂuctuations in the magnetotail. They consistently found a
lower scaling exponent before current disruption, followed
by higher values afterward. They interpreted the change in
scaling exponent as a reorganization during current disrup-
tion. Since our ground-based data map the magnetosphere
along magnetic ﬁeld lines, the differences suggest the possi-
bility that, at least for X, the fractal statistics offer another
way to monitor transitions from QT to AT.
In conclusion, we have shown evidence that, for ground
magnetometer data, average fractal scaling does vary in a
consistent way as a function of latitude. And ﬁnally, at least
for the X component, magnetospheric quiet times are cha-
racterized always, and everywhere, by smaller fractal scaling
measures than active times.
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