We present a parameter-free domain sewing approach for low-as well as high-order finite elements. Its final form contains only primal unknowns, i.e., the approach does not introduce additional unknowns at the interface. Additionally, it does not involve problem dependent parameters which require an estimation. The presented approach is symmetry-preserving, i.e. the resulting discrete form of an elliptic equation will remain symmetric and positive definite. It preserves the order of the underlying discretization and we demonstrate high order accuracy for problems of non-matching discretizations concerning the mesh size h as well as the polynomial degree of the order of discretization p. We also demonstrate how the method may be used to model material interfaces which may be curved and for which the interface does not coincide with the underlying mesh. This novel approach is presented in the context of the p-and B-spline versions of the finite cell method, an embedded domain method of high order, and compared to more classical methods such as the penalty method or Nitsche's method.
INTRODUCTION
We reconsider the imposition of Dirichlet boundary conditions in the context of the finite element method. We focus on the case, where the Dirichlet boundary conditions are imposed independent of the underlying discretization, i.e., they do not coincide with nodes, edges or faces of the mesh but may cut elements in an arbitrary fashion.
Whereas this problem has been investigated for decades, it has gained increased attention recently, for example in the context of Isogeometric Analysis (IGA) [1, 2] . The main motivation in IGA is to facilitate the transition from geometric models to computational analysis and thereby render meshgeneration unnecessary. This is achieved by an isoparametric approach, based on applying typical functions (e.g., B-Splines and NURBS) from Computer Aided Design (CAD) systems directly in order to discretize the differential equations that describe the underlying physics. The Dirichlet boundary conditions, however, are not always associated with the boundary of the geometric model.
We will first provide a quick and non-exhaustive review of some methods which comply with at least some of the properties mentioned above. For a more general review see, for example, [6, 7] . In the contribution at hand we are only interested in methods which were shown to be suitable for high-order discretizations and/or set the stage for the approach to be presented.
In principle, there are two choices for the imposition of Dirichlet boundary conditions. First, the Dirichlet boundary conditions may be directly built into the basis functions by modification, extrapolation or augmentation of the basis. Methods belonging to the first group include websplines [8] , i-splines [9, 10] , max-ent interpolation [11] , the extended finite element method (X-FEM), the generalized finite element method (GFEM) and level-set like approaches [12, 13, 14] . Second, one may enforce Dirichlet boundary conditions by augmenting the governing equations with suitable constraint conditions. This second group emanates from enforcing constraints in variational problems and is, thus, very general. The most commonly used is the penalty method [15, 16] , which is easy to implement and which produces a positive definite system matrix for elliptic problems. However, it is not a variationally consistent method which renders the results to be strongly dependent on the choice of the penalty parameter. Additionally, the need to select a high penalty value results in an ill-conditioned system of equations.
A classic alternative to the penalty method is to enforce the constraints through Lagrange multipliers [17] . This produces a variationally consistent method with additional degrees of freedom. However, the Lagrange multiplier space must satisfy the inf-sup condition [17, 18] . Thus, the choice of the discretization of the Lagrange multiplier is not always obvious. It depends on the discretization including the mesh, which turns out to be quite restrictive. The restrictions can be circumvented by means of especially developed stabilized Lagrange multiplier methods. They can be interpreted as an attempt to combine penalty and Lagrange multiplier methods and have become a popular choice in the context of embedded domain modeling [19, 20, 21, 22, 23] .
Another attractive and very general alternative is Nitsche's method [24] . It can be interpreted as a stabilized Lagrange multiplier technique in which the Lagrange multiplier is directly identified to be the flux normal to the Dirichlet boundary. The close relation of Nitsche's method to the Lagrange multipliers method was first analyzed by Stenberg [25] . Even though Nitsche's method eliminates the need to discretize the Lagrange multipliers with additional variables, the stabilization term remains in the formulation and continues to contain a problem-dependent parameter. Nitsche's method is much less sensitive to the choice of a stabilization parameter than the simple penalty method. However, for optimal performance, such a parameter still needs to be estimated. A suitable estimation for a lower bound is, for example, given by Griebel and Schweitzer [26] who propose to solve an auxiliary generalized eigenvalue problem. Beyond the Poisson's equation originally investigated by Nitsche, his idea has been extended to other problem classes. The potential of Nitsche's method is nicely laid out in a review article by Hansbo [6] . It has been further extended, 4 S. KOLLMANNSBERGER ET. AL examples are computed by discretizing the continuous problems with the classical p-version of the finite element method utilizing the hierarchical integrated Legendre polynomials as introduced in [47] . Additionally, we evaluate the performance of this new type of boundary conditions in the context of patches of B-Splines which form the basis for Isogeometric Analysis.
Section 4 is devoted to the new, parameter-free and symmetry-preserving weak coupling of domains. Again, we start by recalling the more classical Nitsche's method for the problem under consideration. The derivation of the new scheme is carried out in sections 4.3 and 4.4. We prove the scheme to be stable in section 4.5 and show that in all tested cases the resulting discrete system is positive definite. Utilizing the presented methodology, we demonstrate high convergence rates in all cases. Specifically, we first evaluate the new method's capabilities for Poisson's equation with non-conform discretizations in h and p and constant coefficients in a boundary-conform setting (section 4.6.1) before we move to an overlapping discretization with an inclined coupling boundary (section 4.6.2). We then demonstrate the method for a bimetal strip. Naturally, this example possesses discontinuous coefficients and we apply non-conforming discretizations in h and p (section 4.6.3). The last example is an inclusion problem. It has discontinuous coefficients and we discretize it in a Chimera-like fashion by using an overlapping discretizations (section 4.6.4). All examples are computed by using B-Spline patches and classical p-FEM and are compared to Nitsche's method. Finally, we draw conclusions in section 5.
FINITE CELL METHOD

Applications of the finite cell method
The finite cell method was first introduced in [3, 4] , where its potential was demonstrated for linear-elastic examples in two and three dimensions. Various extensions of the FCM confirm its versatility in the context of topology optimization [48] , geometrically nonlinear continuum mechanics [49] , adaptive mesh-refinement [50, 51, 52] , computational steering [53, 54] , biomedical engineering [55] , numerical homogenization [56] , elastoplasticity [57] , wave propagation in heterogeneous materials [58] , local enrichment for material interfaces [14] , convection-diffusion problems [59, 60] , thin-walled structures [61] , design-through-analysis and isogeometric analysis [51, 52, 5] , and multi-physical applications [29] .
A free FCM-MATLAB-toolbox is provided at http://fcmlab.cie.bgu.tum.de/ under the GNU Licence along with extensive online documentation [62] as well as numerous examples. It serves as a library to solve one-, two-, and three-dimensional elasto-static and elasto-dynamic problems. It utilizes advanced software development techniques such as Design Patterns [63] to provide maximum flexibility to users as well as Unit Testing to ensure code consistency throughout the development process.
Formulation
The finite cell method is an embedded domain method based on higher order shape functions. The primary goal of the method is to avoid the generation of boundary-conforming meshes. Nevertheless, it provides high-order convergence rates. For this purpose, it assumes a threedimensional physical domain Ω and an embedding domain Ω e such that Ω e ⊃ Ω whereby Ω e is of a simpler, typically rectangular shape. Their boundaries are defined as ∂Ω = Γ and ∂Ω e = Γ e .
Let us consider the following bilinear form B (·, ·) Ωe defined on Ω e :
in which u is a scalar-or vector-valued function, v is a test function, and L is a differential operator. The material matrix of the embedding domain is defined as C matrix of the physical domain Ω and α is an indicator function defined as:
whereΩ denotes the closure of Ω. The finite cell method is depicted in fig. 1 . It is important to note that eq. (2) implies α (x) = 1.0 ∀x ∈ Γ as, otherwise, it would not be possible to apply non homogeneous boundary conditions on Γ. Furthermore, the definition of α (x) in eq. (2) ensures that the bilinear forms defined on the embedding domain Ω e and on the physical domain Ω are equivalent:
The linear functional F(v)
is identical for the extended and the physical domain and also takes the volume sources f inside Ω and prescribed fluxes on the Neumann part of the boundary of the physical domain Γ n into account. The solution of
is equivalent to solving B (u, v) Ω = F(v). In the sequel we will, therefore, drop the subindex e unless we want to specifically stress one viewpoint or the other. A discretized view of the finite cell method is depicted in fig. 2 . For the numerical approximation of eq. (8) it is convenient to define a computational grid on the extended domain Ω e . This grid forms the support of the basis functions. In principle, we can use a uniform Cartesian grid, as was applied in the first implementations of the FCM [3, 4] . Hierarchically refined grids can be defined alike [64, 65, 66] , if local features of the solution are to be resolved in more detail. Note that the boundary of the physical domain is not resolved or even approximated by the grid. In order not to change the problem, the geometry needs to be recovered at the integration level. A natural strategy is the following:
Let us denote elements of the computational grid such as cells Ω C to distinguish them from classical finite elements. It is convenient to categorize cells into three different types which are depicted in fig. 2 : 1. Ω C1 : Cells where α(x) = 0 ∀x ∈ Ω c , which are not computed. 2. Ω C2 : Cells where α(x) = 1 ∀x ∈ Ω c , which are computed as if they were regular finite elements. 3. Ω C3 : Cells cut by the boundary Γ, which receive special treatment as described in the following.
Cells of type Ω C3 are decomposed into two parts Ω Γin in which α(x) = 1, and Ω Γout in which α(x) = 0. In practical computations, we assume the parameter α(x) not to be exactly zero. Instead, we chose ǫ ≪ 1 to ease numerical round-off issues in the solution process. Thus, we explicitly accept a modeling error of the order ǫ which is controllable as it tends to zero if ǫ approaches zero. We usually choose ǫ to have very small magnitude, typically about 10 −8 smaller than the material constant.
The numerical integration of the bilinear form must be carried out accurately enough on the cut cells as to recover the bilinear form of eq. (6) at the discrete level. For this purpose, the integration of the bilinear form is ideally only carried out on Ω Γin . One way to perform the domain-integration numerically is to approximate Ω Γin adaptively by recursive bisection, allowing for a simple and efficient refinement towards the boundary [64, 5, 67] . Geometrically more involved, but also more efficient schemes utilize straight sided triangles, -see, e.g., [28] . Precise numerical integration schemes for complex geometries based on the blending function method [68] are also possible.
Homogeneous Neumann boundary conditions are easy to deal with. They are equivalent to assuming material with zero stiffness in the domain Ω e \ Ω and, therefore, need no special treatment in the framework of the finite cell method. Inhomogeneous Neumann boundary conditions are realized by including the second term in eq. (7), i.e., by directly integrating over Γ. The integrand is simply a product of a function living on the surface (the load) and the shape functions u defined over the cells, yet evaluated at the surface Γ.
The imposition of Dirichlet type boundary conditions on Γ or on parts of it, i.e., Γ D cuts Ω C3 , is a central topic of this paper and is discussed in section 3. 
Nitsche's method
We consider the following scalar-valued single field problem:
For simplicity, we assume a pure Dirichlet-problem, i.e. Γ D = Γ. If Dirichlet conditions are imposed only on parts of the boundary, corresponding integrals in the following formulations have to be taken only over these parts. If the boundary conditions eq. (10) are imposed by Nitsche's method [24] , the potential corresponding to eqs. (9) and (10) reads:
The first term in eq. (11) is clearly the potential associated to eq. (9). The second term enforces the boundary conditions of eq. (10) by means of a Lagrange multiplier λ which has already been identified to be equal to the fluxes at the boundary λ = −n · σ. This allows a formulation in primal variables, i.e., no additional degrees of freedom are needed to approximate λ. However, the negative sign of the Lagrange multiplier may lead to a loss of coercivity which is restored by the third term in the potential of eq. (11) which again enforces u to be equal to u at Γ by means of a penalization. Coercivity is only restored for a sufficiently high choice of β. Unfortunately, a closer look reveals that the penalty parameter β is problem-dependent. Fortunately, it has turned out that the precise choice of β does not have a large influence on the solution above a certain threshold. However, an optimal value for β is not easily obtained and the threshold above which its influence on the result is of only minor importance is unknown a priori. The weak form of the imposition of the boundary conditions by Nitsche's method may either be obtained by multiplication of eqs. (9) and (10) by a suitable test function and integration by parts, or by variation of the potential given in eq. (11) . In any case, both approaches lead to the following weak form [24] :
where we used the common short hand notation of the L 2 product (·, ·) and < ·, · > denotes the integral of two functions over a domain.
A lower bound to estimate the parameter β in eq. (12) to ensure coercivity may be obtained by solving the following auxiliary eigenvalue problem as, for example, suggested in [69, 28] :
Alternative to Nitsche's method
The symmetric form of the imposition of boundary conditions presented in this section closely follows the work of Baiges et al. [33] but puts the methodology into the context of the finite cell method. Even though the presentation starts from a mixed-field formulation, its final form contains only the primal unknowns. (9) and (10) can be recast into the following two-field problem:
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Weak form Equations
As usual for mixed-field formulations, u and σ in eqs. (14) to (16) are discretized independently. The associated potential to eqs. (14) to (16) is
where n is any real number greater than two. The only difference between eq. (11) and eq. (17) is that the latter enforces the boundary condition with the help of the material law of eq. (15) which is imposed weakly on Ω Γin . In essence, the potential eq. (17) enforces the Lagrange multiplier to be the trace of the unknown in a least squares sense.
The variation of the potential given in eq. (17) leads to the following weak form of eqs. (14) to (16):
This formulation still contains the primal unknown u and the flux variable σ. However, as we shall see later, σ can be condensed out at the discrete level in such a way that no additional unknowns will be necessary to impose the boundary conditions.
Discretization in the context of the finite cell method.
The finite element subspaces are constructed to ensure that
Functions in S h are considered to be discontinuous only within the elements cut by Γ and are zero elsewhere. The discretized weak form given in eqs. (18) and (19) now reads:
At this point it is worthwhile to discuss the meaning of discontinuity in the context of the finite cell method. The primary goal is to simplify the implementation process as far as possible by reusing the shape functions from V h for S h . In the context of the finite cell method, the first term in eq. (20) reads
The following, alternative view is naturally possible: Table I . Terms concerned with the internal part of each domain of the discrete variational and algebraic form of eqs. (20) and (21).
(a) we may view them to smoothly extend across Γ into the embedding domain under the condition that this extension does not contribute to the energy described by the bilinear form. Clearly, this view is expressed in eq. (22). (b) we might view the shape functions u h and v h to exhibit a jump to zero from whatever value that satisfies the conditions on Γ internal to Ω C3 . This view is represented in eq. (23) . From the implementational point of view there is, thus, no need to define a new set of discontinuous shape functions for the discretization of either σ h or τ h . Instead, one may simply reuse the shape functions from the discretization of u h and v h for the discretization of σ h and τ h . Thus, we discretize u h and v h in a Bubnov-Galerkin sense as follows:
for scalar-valued Poisson's problem. In eqs. (24) to (27) N i denote the i th shape function and n = (p + 1)
d for a tensor product space in d dimensions. The corresponding coefficientŝ u i ,v i ,σ ix ,σ iy ,τ ix ,τ iy are organized in the respective matrices U , V , Σ, and T . We would like to emphasize that, in the following, we will use an equal order discretization for all fields and that, therefore, all N 's given in eqs. (24) to (27) are completely identical.
Note that the definition of τ h includes the multiplication by the normal vector n. We apply the following definition for n: n at Γ D is the outward pointing normal vector. Logically, then, inside Ω Γin , n is defined to deliver a smooth extension of Γ into Ω Γin which is obtained by taking n to be the normal vector towards Γ from the considered point in Ω Γin † .
Static condensation and final formulation.
With the definitions given in table I the system given by eqs. (20) and (21) can be written in compact form as: The fluxes may be computed as follows:
K σσ is always positive definite and, therefore, invertible. Additionally, K σσ must only be computed on the elements cut by Γ. The fluxes may, thus, be condensed out of eq. (28) analytically on element level prior to computation. Equation (28), therefore, simplifies to:
The system given in eq. (30) can be written in a simpler way with the help of the following identities:
to give:
Equation (35) is the final formulation of the method presented in [33] . For means of comparison, the discrete form of Nitsche's method is given in eq. (36)
where the linear forms of g uū and g σσ g σū are now responsible for counterbalancing the Nitsche terms resulting from the identified Lagrange multiplier G uu and its transpose. Stability of eq. (35) was proven in the sense of an inf-sup condition in [33] for low order discretizations. We will provide examples to show that the system given by eq. (35) even remained positive definite.
It is interesting to note how the method given by eq. (35) avoids the estimation of a problemdependent parameter. Let us consider the simple case in which Ω Γin is small. Then, the magnitude of
σσ is large and the term G uσ K −1 σσ G σu automatically adds the needed stabilization. In this process, the dependency of the penalty term on a characteristic mesh size h and a specific p is respected quite naturally.
Two-dimensional Poisson's problem
In this section, we investigate the 2D Poisson's problem proposed in [70] . The same example was studied in the context of the finite cell method in [28] as well, and is depicted in fig. 3 . It consists of a square domain with edge a = 1 and k = 1. Homogeneous Dirichlet boundary conditions are imposed on the left, right and upper boundary of the domain while u(x, 0) = sin(πx) is imposed on the lower boundary. We discretize the domain by 8 × 8 elements using both the p-version and the B-Spline version of the finite cell method and study pure p-refinements, keeping the discretization grid as it is. All boundary conditions are imposed weakly as presented above either by the Nitsche's method or by eq. (35) . For Nitsche's method, we estimate the penalty parameter for each polynomial degree as suggested in [69] and multiply it by two. We expect the solution to converge to the analytical one given in eq. (37) which has the strain energy given by eq. (38):
With no singularities in the solution, we expect an exponential convergence in the energy norm under pure p-refinement. We begin by studying the case where the discretization of the domain conforms to all boundaries. A first overall impression of the solution is given in fig. 4a , where the case p = 3 is considered. The exact solution is not depicted as the approximation is already so close to it. More insight is only gained by looking at the convergence in the strain energy norm, as depicted in fig. 4b . All methods converge exponentially as expected. With no even-odd behavior present, almost no difference in the p-or B-Spline version of the finite cell method is observable. This is not surprising as we are performing a pure p-extension on both meshes starting with p=1 and, therefore, stay C 0 continuous at inter-element level for both discretization schemes. The absolute difference of the analytic strain energy to its numeric approximation is in the order of 10 −12 at p = 8. Figure 4c depicts the condition number of the stiffness matrix. It is of no surprise that the p-version has a clear advantage over BSplines in terms of conditioning for this boundary conforming example. The minimum eigenvalues of the overall stiffness matrix including its weak boundary conditions are depicted in fig. 4d . They decrease to small values but always stay positive.
Additionally, we provide a convergence study concerning an h-extension in Figure 5 . While Nitsche's method and the method given by Equation (35) possess the same slopes, we found the method given by Equation (35) to consistently provide a slightly better constant.
We now look at the performance of the boundary conditions for an embedded problem which we solve using the finite cell method. We use the same mesh consisting of a single patch with 8 × 8 elements for the B-Spline version or 8 × 8 p-elements. The discretization is plotted along with the integration mesh and the solution in fig. 6a . Note that there are now all three types of cells Ω C1 , Ω C2 , and Ω C3 and that the computations are carried out as described in section 2: the cells in Ω C1 are located completely outside the physical domain and are neither computed nor assembled. The As we chose a very favorable situation -namely that the boundary Γ cuts the cells in Ω C3 exactly in half -an adaptive integration on a quadtree is chosen, leading to an exact integration already at the first level of refinement. Figure 6a explicitly depicts the entire solution, including the integration tree and the unphysical solution in the fictitious domain Ω Γout outside the boundary depicted by a thick black line. The physical solution is similar to the non-embedded case, only the color-scale is shifted due to the smooth extension. The convergence behavior as percent error in the energy norm is depicted in fig. 6b , whereby the reference solution is the strain energy computed analytically from the solution given in eq. (37) . The convergence is of higher order until p=6, where it levels off and, in case of the method given by eq. (35) version, increases. The increase is nonphysical and clearly shows the limits of the numerics to compute this situation. At this level, the condition number depicted in fig. 6c rises above 10 15 which imposes difficulties for the solver used. This deserves a closer look. Apart from the inversion of the stiffness matrix K, there are more places where matrices have to be inverted. For the Nitsche's version of imposing boundary conditions, one must solve the eigenvalue problem given in eq. (13) as accurately as possible. The eigenvalue problem is defined on the cut cells and therefore suffers from the conditioning problems as well.
The crucial point for the method given in eq. (35) is the inversion of K σσ , also defined on the cut cells. It constitutes the core part of the lower bound for the stability term. In the current Matlab implementation of the method, the inversion of K σσ is most stable using the pseudo inverse instead of the inverse but it is still less accurate than the solution of the corresponding eigenvalue problem 14 S. KOLLMANNSBERGER ET. AL necessary for Nitsche's method. It is worthwhile noting that K σσ is similar to a mass matrix and, therefore, neither basis is optimized to render optimal conditioning here. At p=7, the condition of K σσ reaches 10 18 and a correct solution is no longer guaranteed. However, all eigenvalues of the overall stiffness matrix of the discrete system are very small but always remain positive as depicted in fig. 6d. 
Curved boundary
We compute the example depicted in fig. 7 . It consists of a Poisson problem solved on a quarter of an annulus, embedded in a Cartesian mesh. Two Dirichlet boundary conditions are set weakly at the inner and outer ring to 1 and 3, respectively. The analytical solution in polar coordinates is given by 
where r denotes the radial distance. It possesses a strain energy of
The results are plotted in fig. 8 . In addition to the Cartesian mesh spanning the shape functions, we plot the integration mesh in figs. 8a to 8c. Note that, instead of the adaptive sub-cells we use sub-triangles here to integrate the cut-cells. This increases the accuracy of the integration and the solution, see e.g. [28] . The results are snapshots for p = 3 whereby we do not plot the smooth extension for the sake of clarity. The error in the energy norm, the condition number and the smallest eigenvalues are depicted in figs. 8d to 8f, respectively. The new method practically delivers results of comparible accuracy and conditioning for non-conforming, curved boundaries. 
PARAMETER-FREE, WEAK COUPLING OF TWO DOMAINS
General setting
In the following, we consider two domains Ω I and Ω II , which are sewed together along the common boundary Γ = Γ I = Γ II . On this common boundary, we will demand the continuity of the displacements as well as the continuity of the fluxes in a weak from. The continuous view of this general setting is depicted in fig. 9 . The coupling conditions of Ω I and Ω II at the common boundary Figure 9 . Two physical domains Ω I and Ω II weakly coupled at Γ.
Γ in strong form are:
Weak coupling using Nitsche's method
Nitsche's method applied to the coupled Poisson's system is given by:
where the weak boundary conditions on Γ ext = ∂Ω I ∪ ∂Ω II \ Γ are not written down for the sake of simplicity. The use of Nitsche's method for coupling domains weakly has already extensively been studied, for example in [39] . We refer to [6] , for an overview of its properties and to the introduction for further references. Again, an estimator for β is needed and we use the one provided by eq. (13), wherein now
and likewise for B.
New formulation for parameter-free, symmetry-preserving weak coupling
We first reconsider the weak form given in eqs. (20) and (21) and note that the parts of the equations on Ω and Ω Γin only concern the interior Ω. They may thus be written independently 17 Discrete variational eqn.
σu U I Table III . Coupling terms of the discrete variational and algebraic form eqs. (45) to (48) .
of each other for each subdomain Ω I and Ω II . On the contrary, the coupling conditions at Γ i.e., eqs. (40) and (41), are concerned with both domains. For reasons of consistency, we equally distribute their contribution between both subdomains. Let us define the subspace for the unknowns in each subdomain as
). Utilizing eqs. (40) and (41), the variational form of the problem consists of finding u
where the coupling terms from the respective other domain are marked in blue. The first two equations correspond to the first subdomain, while the last two equations correspond to the second subdomain. Let U and Σ be the vectors of the unknown coefficients of u h and σ h , respectively. For the algebraic version of eqs. (45) to (48) we utilize the notation given in table I for the terms only concerned with one domain. They are identical to the case where only the boundary conditions were imposed with the difference that the force term g σū is missing. Its contribution now appears as additional terms in the stiffness matrix. These new terms concerned with the sewing of the domains are collected in table III, where we have used the fact that n I = −n II . Further, we utilize the fact that G 
Static condensation
We may compute the fluxes in eq. (49) as: Table IV . Coupling terms from Nitsche's method.
and condense Σ I and Σ II out of the system eq. (49). The expression for subdomain I reads:
We then use the definitions given in eqs. (31), (32) and (34) to simplify the terms only concerned with domain I. Expression (52) then reduces to:
Likewise, for subdomain II we have:
Further, we introduce the following identities which are justified in [33] :
and correspond to terms arising from Nitsche's method as defined in table IV. Expression (52) then reads (terms in blue now mark the terms which differ from Nitsche's method, that is, the stabilization terms):
It is interesting to note that the penalty terms have a contribution which arises from subdomain I and a contribution from subdomain II. They ensure the stability of the method independently of the geometry of the meshes in subdomain I and II, as proven in section 4.5.
Stability Analysis
In this subsection we prove that the formulation for weak coupling given by eqs. (59a) and (59b) is stable. To do so, we follow a strategy similar to the one presented in [33] . In order to show the stability of the method for weak coupling, we will consider the unknowns u I to vanish on the external boundary Γ ext of subdomain I, and the normal component of the stresses σ II to be null in the external boundary in subdomain II. Further, to keep the proof as concise as possible, we consider only the case in which the material constants k are the same for both domains. Additionally, we assume the common boundary Γ ext to be a straight line.
In this setting, we redefine
, where the zero subscript denotes functions vanishing in the external boundary Γ ext . We define the norm:
where h is the cell size. The bilinear form for the global problem defined on both subdomains is:
We suppose that V h and S h are such that
where δ 0 , δ 1 , δ 2 are positive non-dimensional constants which depend on the geometry of the mesh. Conditions in eqs. (64) and (65) are an assumption of the formulation, but these conditions hold for the most common interpolation spaces. As shown in [33] , the inf-sup conditions hold for:
We will show the stability of eq. (63) by obtaining an inf-sup condition in the norm of eq. (62). (64)- (65) and Young's inequality, we have:
Let us take
where γ is an arbitrary dimensionless constant. We now take
and we take into account the following inequality, where again (64)- (65) and Young's inequality have been used:
This gives us the following theorem::
and α > 0 such that
|||
This theorem establishes the stability of the method for all interpolation spaces fulfilling (eq. (64))-(eq. (65)).
Examples
In this section we present various examples, where the performance of the new method is compared to Nitsche's method in the framework of both p-and B-spline version of the FCM.
Constant coefficients, non-conform discretizations in
h and p. This introductory example is to provide a first insight into the performance of the weak coupling method given by eqs. (59a) and (59b). The starting point is the 2D Poisson's problem with a smooth solution already presented in section 3.3. This time, however, the problem is split into two domains Ω I and Ω II which are weakly coupled. The continuous situation is depicted in fig. 10a . We choose to discretize Ω I with 8 × 4 elements while Ω II is discretized by 3 × 4 elements. The discretization is depicted in fig. 10b among with a snapshot of the solution. The non-conformity of the discretization on Γ manifests itself not only in the appearance of hanging nodes. Additionally, we discretize Ω I with p and Ω II with p − 1. The discretizations are, thus, non-conforming in h and p across the interface. However, in a first step, the domains do not overlap, i.e., they are coupled along Γ. The coupled solution depicted in fig. 10b does not show any (visible) kinks or jumps across Γ. This demonstrates that eq. (40) is satisfied. The corresponding fluxes depicted for both directions x and y are depicted in fig. 11 . They are smooth across Γ which demonstrates that eq. (41) is also satisfied. Figure 12a depicts the convergence in the energy norm as we increase p from 2 to 9 for Ω I and from 1 to 8 for Ω II . We consider the p-and B-spline version of FCM, using both standard Nitsche and the method proposed here for patch coupling. The rate of convergence is exponential until numerical accuracy is reached and the curves for all methods are practically congruent to one another. The condition numbers are depicted in fig. 12b . They remain quite low for the p-version and are once again higher for the B-Spline version due to the sub-optimality of the BSpline basis with respect to the condition numbers. The plot of the smallest eigenvalue of the stiffness matrix fig. 12c again shows that all discrete eigenvalues remain positive. Additionally, we provide a convergence study concerning an h-extension in Figure 13 . Figure 13 . h-refinement for different p. Each marker symbolizes the result for 8×4, 16×8, 32×16, and 64×32 elements, of degree p = 2 . . . 4 for the lower patch, respectively. The upper patch is discretized with 3×4, 6×8, 12×16, and 24×32 elements of degree p = 1 . . . 3, respectively.
Constant coefficients, overlapping discretizations.
We now change the discretization of the example given in section 4.6.1, (fig. 10a ) such that the domains Ω I and Ω II are overlapping in the region (0 ≤ x < 1.0) ∧ (0.45 ≤ y < 0.55). We weakly enforce the continuity (eqs. (40) and (41)) at the boundary Γ and explicitly note that Γ is now inclined and internal to the discretization of both domains. The continuous situation is depicted in fig. 14a . The solution is depicted in fig. 14b along with its Cartesian discretization and the triangular integration mesh. The integration is carried out on Ω Γin only. Note that Ω Γin ∈ Ω I lies below Γ and Ω Γin ∈ Ω II lies above Γ. The obtained numerical solution is smooth, already at low polynomial orders. This is particularly eminent on the plot of the flux in y-direction in fig. 15a . The plot of the fluxes in x-direction is omitted as it provides no further insight. Again, we note an exponential convergence in fig. 15b before it levels off at a low strain 24 S. KOLLMANNSBERGER ET. AL energy due to the bad conditioning depicted in fig. 15c . The corresponding lowest eigenvalues are depicted in fig. 15d . 
4.6.3.
Bimetal strip: discontinuous coefficients, non-conforming discretizations in h and p. This example serves to show that the proposed method has no difficulties in representing discontinuities in the derivatives of the solution across material interfaces which arise if the material coefficients jump as well. The first example with jumping coefficients is a bimetal strip on which the Laplace problem is solved. Its solution is depicted in fig. 16a . Dirichlet boundary conditions are applied at the lower end u(x, 0) = 0 and on the upper end u(x, 1) = 1. We split the domain into a lower part Ω I in which the material coefficient is k I = 1 ∀x, y ∈ Ω I and an upper part Ω II in which k II = 2 ∀x, y ∈ Ω II . The interface between the two domains Γ : y = 0.5 is a straight line, parallel to the x-axis. We discretize Ω I with 5 × 4 elements with p = 1 organized in one patch covering all of Ω I and likewise Ω II with 3 × 3 elements with p = 1. This results in hanging nodes at Γ. We expect a linear solution in y and a constant solution in x with a kink at the interface Γ. Since the solution is already represented exactly at p = 1, convergence-studies are not carried out. Figure 16a depicts the numerical solution along with the discretization. The fluxes are expected to exhibit a jump at Γ and should remain constant within the domains. Figure 16b 
where r denotes the radius of the inclusion. Due to its symmetry, only a quarter of the domain is modeled and the Dirichlet boundary conditions are applied to the boundaries Γ D1 and Γ D2 according to the analytical solution. The continuous view of the example is depicted in fig. 17 . The results are depicted in figs. 18a to 18f. The performance of the new method carries over from the rest of the examples provided in this section. This example shows how well discontinuities in the derivatives are approximated, also in an embedded domain situation (see figs. 18b and 18c). To clear the view, we omit depicting the integration mesh and only show the Cartesian discretization on which the shape functions are spanned. 
SUMMARY, CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH
Starting point of this paper was the formulation given in [33] for the application of boundary conditions which must not necessarily conform to the finite element mesh. It is attractive in the sense that there is no need to compute a stabilization parameter. We demonstrated, that this method is able to provide results of similar accuracy as the more classical Nitsche's formulation which calls for the computation of stabilization parameters.
