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Abstract
Many existing tools in nonlinear control theory for establishing stability or safety of a dy-
namical system can be distilled to the construction of a certificate function that guarantees a
desired property. However, algorithms for synthesizing certificate functions typically require
a closed-form analytical expression of the underlying dynamics, which rules out their use on
many modern robotic platforms. To circumvent this issue, we develop algorithms for learning
certificate functions only from trajectory data. We establish bounds on the generalization error
– the probability that a certificate will not certify a new, unseen trajectory – when learning from
trajectories, and we convert such generalization error bounds into global stability guarantees.
We demonstrate empirically that certificates for complex dynamics can be efficiently learned,
and that the learned certificates can be used for downstream tasks such as adaptive control.
1 Introduction
A fundamental barrier to widespread deployment of reinforcement learning policies on real robots
is the lack of formal safety and stability guarantees. While much research has focused on how to
train control policies for complex systems, considerably less emphasis has been placed on verifying
stability for the resulting closed-loop system. Without any a-priori guarantees, practitioners will
be hesitant to deploy learned solutions in the real world regardless of performance in simulation.
Many powerful tools have been developed in nonlinear control theory to address the safety and
stability of systems with known dynamics. The most well-known technique is the construction of
a Lyapunov function [28, 40] to demonstrate asymptotic stability of a system with respect to an
equilibrium point. Similarly, barrier functions [2, 4, 27] are used to show set-invariance, which
has been widely used in safety-critical applications to prove that a system does not exit a desired
safe set. Contraction analysis [26] provides an alternative view of stability – useful for many
problems in nonlinear control and robotics – by considering the convergence of trajectories towards
each other rather than to an equilibrium point. The unifying theme among these tools is the
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construction of a certificate function (the Lyapunov/barrier function or contraction metric) that
proves a given desirable property for the system of interest. These certificates have strong converse
results [8, 12, 17], which implies the existence of a certificate function if the desired property does
hold, and can also be use for controller synthesis [2, 21, 41].
The main obstacle for producing certificate functions in modern robotics and reinforcement
learning is that existing synthesis and verification tools such as sum-of-squares (SOS) optimiza-
tion [1] or SMT solvers [11] typically assume the dynamics can be written down analytically in
closed form. Furthermore, the functions of interest are often constrained to lie in restrictive classes
such as polynomial basis functions of fixed degree. This presents a serious hurdle in modern
robotics, where (a) sophisticated physics simulators are widely used to model complex environ-
ments and (b) control policies are often represented with complex deep neural networks. Finally,
both SOS optimization and formal verification tools are computationally intensive, thus limiting
their applicability.
To avoid these limitations, recent approaches have proposed to treat certificate synthesis as a
machine learning problem, and train powerful function approximators such as deep neural networks
and reproducing kernel Hilbert space (RKHS) predictors on trajectory data collected from a dy-
namical system [15, 29, 36, 37, 39, 44]. The general strategy is to enforce the desired certificate
condition (e.g. the Lie derivative of a function V should be negative) along collected samples.
Empirically, this has been shown to be quite effective, and the learned certificate often generalizes
well outside of the training data. However, a deeper theoretical understanding of when and why
this approach works is missing.
Figure 1: Violation sets for contrac-
tion metric learning on the damped Van
der Pol oscillator.
Contributions. Consider Figure 1, where a contraction met-
ric, which certifies pairwise convergence of trajectories, is
learned from rollouts of a damped Van der Pol oscillator. Re-
gions of the state space for which the learned metric is not
contracting are shown as a function of the number of trajecto-
ries n. While the size of the violating regions appears to shrink
as n increases, Figure 1 raises many questions. How much data
does one need to collect so that the violating regions cover at
most a prescribed fraction of the relevant state space? Is the
learning consistent, i.e. do the regions vanish as n→∞?
In this paper, we show that learning is indeed consistent.
To this end, we compute upper bounds on the volume of the
violating regions which tend to zero as n grows. We do this in
two steps. First, we formulate a general optimization framework
that encompasses learning many existing certificate functions,
and use statistical learning theory to prove a fast O˜(k/n) rate
on the generalization error – the probability the learned certificate will not certify a new, unseen
trajectory – where k is the effective number of parameters of the function class for the certificate.
We then translate bounds on the generalization error into non-probabilistic bounds on the volume of
the violating regions. We conclude with experiments, which show that certificates can be efficiently
learned from trajectories, and that the learned certificates can perform downstream tasks such as
adaptive control against unknown disturbances.
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2 Related Work
Prior research generally focuses on learning certificates for a fixed system from trajectories, or on
using certificate conditions as regularizers when learning models for control.
Learning Lyapunov functions from data. Giesl et al. [13] propose to learn a Lyapunov
function from noisy trajectories using a specific reproducing kernel. Their algorithm first fits a
dynamics model from data, and then uses interpolation to construct a Lyapunov function from the
learned model. The authors prove L∞ convergence results on the Lie derivative of the constructed
Lyapunov function compared to the ground truth, with rates depending on a dense cover of the
state space.
Our work circumvents this two-step identification procedure by directly analyzing the general-
ization error of a Lyapunov function learned by enforcing derivative conditions along the training
data. Many other authors have also proposed similar approaches. Kenanian et al. [18] show how
to estimate the joint spectral radius of a switched linear system by learning a common quadratic
Lyapunov function directly from data. Their analysis heavily exploits properties of linear systems.
Richards et al. [36] use a sum-of-squares neural network representation to learn the largest region
of attraction of a nonlinear system. Manek and Kolter [29] jointly train a neural network model
and Lyapunov function. Neither of these works provide formal guarantees that the learned Lya-
punov function will generalize to new trajectories. Both Chang et al. [7] and Ravanbakhsh and
Sankaranarayanan [35] propose to use ideas from formal verification to falsify the validity of a
learned candidate Lyapunov function. A significant limitation is the requirement of access to the
true dynamics.
In many of these works, the Lie derivative constraint that defines a Lyapunov function is relaxed
to a soft constraint, so that first-order gradient methods can be used for optimization. We note
that our generalization analysis can be modified to handle soft constraints in a straightforward
manner.
Learning barrier functions from data. Barrier functions are relaxations of Lyapunov func-
tions that demonstrate invariance of a subset of the state space. Recently, many authors have
proposed to use and learn barrier functions from data for safety-critical applications. Taylor et al.
[44] assume a control barrier function (CBF) is valid for both a nominal and unknown system
model, and use the CBF to guide safe learning of the unknown system dynamics. More closely
related to our work, Robey et al. [37] learn a CBF for a known nonlinear dynamical system from
expert demonstrations, and use Lipschitz arguments to extend the validity of the CBF beyond the
training data. Jin et al. [15] propose to jointly learn a Lyapunov, barrier, and a policy function
from data. They also prove validity of the learned certificates using Lipschitz arguments.
Learning contracting vector fields and contraction metrics from data. The literature
on learning contraction metrics [26] from data is more sparse. In an imitation learning context,
Sindhwani et al. [38] propose to learn a vector field from demonstrations that satisfies contraction
in the identity metric. The authors parameterize the vector field as a vector-valued reproducing
kernel. Khadir et al. [20] also learn a vector field from demonstrations by using sum-of-squares to
enforce contraction. They argue by smoothness considerations that the learned vector field actually
contracts in a tube around the demonstration trajectories. We note that in both these works, the
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metric is held fixed and is assumed to be known. Singh et al. [39] jointly learn a model and a
control contraction metric from data, and show empirically that using contraction as a regularizer
in model learning can lead to better sample efficiency when learning to control. We leave studying
the generalization properties of jointly learning a model and a contraction metric to future work.
Statistical bounds in optimization and control. Our generalization bounds are similar in
spirit to those provided for random convex programs (RCPs) [5, 6]. Random convex programming
is concerned with approximating solutions to convex programs with an infinite number of con-
straints. Such infinitely-constrained problems are approximated by drawing n i.i.d. samples from a
distribution ν over the constraint parameters and enforcing constraints on samples. One can then
show that the probability that a new sample from ν violates the constraint for the approximate
solution scales as O(d/n) where d is the number of decision variables. Our results can be viewed
as generalizing these bounds beyond convex programs, though our constants are less sharp. In our
experiments, we use the RCP bound for numerically computing generalizaton bounds when the
problem is convex.
3 Learning Certificates Framework
3.1 Problem Statement
We assume the underlying dynamical system is given by a continuous-time autonomous system of
the form x˙ = f(x), where f is continuous, unknown, and the state x ∈ Rp is fully observed. Let
X ⊆ Rp be a compact set and let T ⊆ R+ be the maximal interval starting at zero for which a
unique solution ϕt(ξ) exists for all initial conditions ξ ∈ X and t ∈ T . We assume access to sample
trajectories generated from random initial conditions. Specifically, let D denote a distribution
over X, and let ξ1, ..., ξn be n i.i.d. samples from D. We are given access to the n trajectories
{ϕt(ξi)}i=1,...,n,t∈T . For simplicity of exposition, we assume that we can exactly differentiate the
trajectories ϕt(ξ) with respect to time. In our experiments, we compute x˙ numerically.
Let V be a space of continuously differentiable functions V : Rp 7→ Rq. Let h : Rp × Rp × Rq ×
Rq×p 7→ R be a fixed and known continuous function. Our goal is to choose a V ∈ V such that
h
(
ϕt(ξ), ϕ˙t(ξ), V (ϕt(ξ)),
∂V
∂x
(ϕt(ξ))
)
≤ 0 ∀ξ ∈ X, t ∈ T . (3.1)
As we describe below, through suitable choices of the function h, equation (3.1) can be used to
enforce various defining conditions for certificates such as Lyapunov functions and contraction
metrics. We note that our framework can be modified to allow for higher order derivatives of V .
We study the following optimization problem for searching for a solution to (3.1):
findV ∈V s.t. h
(
ϕt(ξi), ϕ˙t(ξi), V (ϕt(ξi)),
∂V
∂x
(ϕt(ξi))
)
≤ −γ , i = 1, ..., n, t ∈ T . (3.2)
Here, γ > 0 is a positive margin value which will allow us to generalize the behavior of V on h
outside of the sampled data. In practice, we often solve (3.2) with a cost term on V such as its
norm. Let Vˆn ∈ V denote a solution to (3.2), assuming one exists. We quantify the generalization
of Vˆn by the probability of violation over trajectories starting from ξ ∼ D:
err(Vˆn) := Pξ∼D
{
max
t∈T
h
(
ϕt(ξ), ϕ˙t(ξ), V (ϕt(ξ)),
∂V
∂x
(ϕt(ξ))
)
> 0
}
. (3.3)
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In Section 4, we prove O(k · polylog(n)/n) decay rates for err(Vˆn) for various parametric and non-
parametric function classes V, where k denotes the effective number of parameters of the class V. In
Section 5, we show how err(Vˆn) ≤ ε bounds translate into global, non-probabilistic results. Before
we state our main results, we instantiate our framework for two key certificate functions.
3.1.1 Lyapunov stability analysis
Let zero be an equilibrium point for x˙ = f(x). Let D ⊆ Rp be an open set containing the origin. A
Lyapunov function V : Rp 7→ R is a locally positive definite function such that V (0) = 0, V (x) > 0
for x ∈ D \ {0}, and 〈∇V (x), f(x)〉 < 0 for x ∈ D \ {0}. It is well known (see e.g. Slotine and
Li [40]) that the existence of such a Lyapunov function V proves the local asymptotic stability of
the origin. Our framework can be used to learn a Lyapunov function from stable trajectories by
taking h(x, x˙, V (x),∇V (x)) = 〈∇V (x), x˙〉+ α(V (x)). Here, α : R 7→ R is a class K function, i.e. a
continuous, strictly increasing function satisfying α(0) = 0.
3.1.2 Contraction metrics
A system is said to be contracting in region D with rate α if there exists a uniformly positive definite
Riemannian metric M(x) such that ∂f∂x (x)
TM(x) +M(x)∂f∂x (x) + M˙(x)  −2αM(x) for x ∈ D [26].
Given knowledge of ∂f∂x , this condition fits into our framework by taking h
(
x, x˙,M(x), ∂f∂x (x)
)
=
λmax
(
∂f
∂x (x)
TM(x) +M(x)∂f∂x (x) + M˙(x) + 2αM(x)
)
.
Without knowledge of ∂f∂x , it is not immediately clear how to evaluate h from trajectories.
Instead, we leverage results from Forni and Sepulchre [10], who reformulate contraction in terms of
Lyapunov theory. Consider a candidate differential Lyapunov function V (x, δx) = δxTM(x)δx for
the prolongated system
[
x˙
δx˙
]
=
[
f(x)
∂f
∂x (x)δx
]
defined on the tangent bundle T D = ∪x∈D{x}×TxD '
D × Rp. The contraction condition is equivalent to:
〈∇xV (x, δx), f(x)〉+ 〈∇δxV (x, δx), ∂f
∂x
(x)δx〉 ≤ −αV (x, δx) ∀x ∈ D , δx ∈ Rn . (3.4)
We can enforce (3.4) by directly sampling trajectories on T D, by exploiting that the variational
dynamics obeyed by δx(t) is identical to the local linearization of f around x(t). Specifically, we
sample pairs of initial conditions x
(1)
0 and x
(2)
0 = x
(1)
0 + δx0 for some small perturbation δx0.
Numerical differentiation of x(1)(t) and δx(t) = x(1)(t) − x(2)(t) provides access to x˙(1) = f(x(1))
and δx˙(t) = ∂f∂xδx(t), which then allows us to evaluate (3.4) along system trajectories.
4 Generalization Error Results
We first define the notion of stability we will assume. Recall that X is the containing sample initial
conditions, and T is the interval over which our trajectories evolve.
Assumption 4.1 (Stability in the sense of Lyapunov). We assume there exists a compact set
S ⊆ Rp such that ϕt(ξ) ∈ S for all ξ ∈ X, t ∈ T . Let the constant BS := supx∈S‖x‖.
Note that contraction implies Assumption 4.1, so that contracting systems are also covered in
this setting. Next, we make some regularity assumptions on the function class V.
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Assumption 4.2 (Uniform boundedness of V). We assume there exists finite constants BV , B∇V
such that supV ∈V supx∈S‖V (x)‖ ≤ BV and supV ∈V supx∈S
∥∥∂V
∂x (x)
∥∥ ≤ B∇V .
Given Assumptions 4.1–4.2, we define Bh (resp. Lh) to be an upper bound on |h(x, f(x), V, ∂V∂x )|
(resp. the Lipschitz constant of (V, ∂V∂X ) 7→ h(x, f(x), V, ∂V∂X )) over x ∈ S, |V | ≤ BV and ‖∂V∂x ‖ ≤
B∇V . Note that both Bh and Lh are guaranteed to be finite by our assumptions.
We now introduce, with slight abuse of notation, the shorthand h(ξ, V ) for ξ ∈ X, V ∈ V
as h(ξ, V ) := maxt∈T h
(
ϕt(ξ), ϕ˙t(ξ), V (ϕt(ξ)),
∂V
∂x (ϕt(ξ))
)
. The key insight to our analysis is the
simple observation that any feasible solution Vˆn to (3.2) achieves zero empirical risk on the loss
Rˆn(V ) :=
1
n
∑n
i=1 1{h(ξi,V )>−γ}. In particular, since Pξ∼D(h(ξ, Vˆn) > 0) = Eξ∼D1{h(ξ,Vˆn)>0}, we can
use results from statistical learning theory which give us fast rates for zero empirical risk minimizers
with margin γ. The following result is adapted from Theorem 5 of Srebro et al. [42].
Lemma 4.1. Fix a δ ∈ (0, 1). Assume that Assumption 4.1 and Assumption 4.2 hold. Suppose
that the optimization problem (3.2) is feasible and let Vˆn denote a solution. The following statement
holds with probability at least 1− δ over the randomness of ξ1, ..., ξn drawn i.i.d. from D:
Pξ∼D(h(ξ, Vˆn) > 0) ≤ K
(
log3 n
γ2
R2n(V) +
2 log(log(4Bh/γ)/δ)
n
)
.
Here, Rn(V) := supξ1,...,ξn∈X Eε∼Unif({±1}n) supV ∈V 1n |
∑n
i=1 εih(ξi, V )| is the Rademacher complex-
ity of the function class V and K is a universal constant.
Lemma 4.1 reduces bounding err(Vˆn) to bounding the Rademacher complexity Rn(V). Define
the norm ‖·‖V on V as ‖V ‖V := supx∈S
∥∥∥∥[ V (x)∂V
∂x (x)
]∥∥∥∥. By Assumptions 4.1–4.2 and Dudley’s entropy
inequality [46], we can bound Rn(V) by the estimate Rn(V) ≤ 24Lh√n
∫∞
0
√
logN(ε;V, ‖·‖V)dε. Here,
N(ε;V, ‖·‖V) is the covering number of V at resolution ε in the ‖·‖V -norm. We use this strategy
to obtain generalization bounds for (3.2) over various representations. For ease of exposition we
assume that q = 1, i.e. V : Rp 7→ R. The extension to q > 1 is straightforward.
4.1 Lipschitz parameteric function classes
We consider the following parametric representation:
V = {Vθ(·) = g(x, θ) : θ ∈ Rk , ‖θ‖ ≤ Bθ} . (4.1)
We assume g : Rp × Rk 7→ R is continuously differentiable, which implies that V satisfies Assump-
tion 4.2. The parameterization (4.1) is very general and encompasses function classes such as neural
networks with differentiable activation functions. Furthermore, Dudley’s estimate combined with
a volume comparison argument yields Rn(V)2 ≤ O(k/n), which implies the following result.
Theorem 4.2. Under Assumption 4.1, if problem (3.2) over the parametric function class (4.1) is
feasible, then any solution Vˆn satisfies with probability at least 1− δ over ξ1, ..., ξn:
err(Vˆn) ≤ O(1)
(
B2θ (Lg + L∇g)
2L2h
k log3 n
γ2n
+
log(log(Bh/γ)/δ)
n
)
. (4.2)
Here, Lg := supx∈S,‖θ‖≤Bθ‖∇θg(x, θ)‖ and L∇g := supx∈S,‖θ‖≤Bθ‖ ∂
2g
∂θ∂x(x, θ)‖.
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Often times (4.1) is more structured. For instance, in sum-of-squares (SOS) optimization, we
have:
V =
{
VQ(x) = m(x)
TQm(x) : Q ∈ Rd×d, Q = QT  0, ‖Q‖F ≤ BQ
}
, (4.3)
where m : Rp 7→ Rd is a monomial feature map. Note that (4.3) is an instance of (4.1) with
k = d(d+ 1)/2. Hence Theorem 4.2 implies a bound of the form err(Vˆn) ≤ O˜(d2/n). However, we
can actually use the matrix structure of (4.3) to sharpen the bound to err(Vˆn) ≤ O˜(d/n) by a more
careful estimate of Rn(V) using the dual Sudakov inequality [45].
Theorem 4.3. Under Assumption 4.1, if problem (3.2) over the parametric linear function class
(4.3) is feasible, then any solution Vˆn satisfies with probability at least 1− δ over ξ1, ..., ξn:
err(Vˆn) ≤ O(1)
(
B2Q(B
2
m +BDmBm)
2L2h
d log2 d log3 n
γ2n
+
log(log(Bh/γ)/δ)
n
)
. (4.4)
Here, Bm := supx∈S‖m(x)‖ and BDm := supx∈S‖∂m∂x (x)‖.
4.2 Reproducing kernel Hilbert space function classes
We now consider the following non-parametric function class:
V =
{
Vα(·) =
∫
Θ
α(θ)φ(·; θ) dθ : ‖Vα‖ν := sup
θ∈Θ
∣∣∣∣α(θ)ν(θ)
∣∣∣∣ ≤ Bα} . (4.5)
Here, φ(·; θ) is a nonlinear function and ν is a probability distribution over Θ. This function
class is a subset of the reproducing kernel Hilbert space (RKHS) defined by the kernel k(x, y) =∫
Θ φ(x; θ)φ(y; θ)ν(θ)dθ, and is dense in the RKHS as Bα →∞ [32]. We further assume that φ(x; θ)
is of the form φ(x; θ) = φ(〈x,w〉+ b) with φ differentiable and θ = (w, b). RKHSs of this type often
arise naturally. For instance, Bochner’s theorem [31] states that every translation invariant kernel
can be expressed in this form.
Theorem 4.4. Suppose that |φ| ≤ 1, φ is Lφ-Lipschitz, φ is differentiable, φ′ is Lφ′-Lipschitz, and
that Bθ := supθ∈Θ‖θ‖ is finite. Under Assumption 4.1, if problem (3.2) over the non-parametric
class (4.5) is feasible, then any solution Vˆn satisfies with probability at least 1− δ over ξ1, ..., ξn:
err(Vˆn) ≤ O(1)
(
B2α(1 +BθLφ)
2L2h
κ log3 n
γ2n
+
log(log(1 +Bh/γ)/δ)
n
+ 1/n2
)
,
where κ :=
B2αL
2
h
γ2
(
(1 +BθLφ)
2 log n+B2θ (BS + 1)
2(Lφ +BθLφ′)
2p
)
.
5 Global Stability Results
In this section, we show how the bounds from Section 4 can be translated into global results for the
learned certificate functions. To facilitate our analysis, we assume the dynamics is incrementally
stable. Incremental stability is implied by contraction, but is stronger than Lyapunov stability.
Before stating the assumption, we say that β(s, t) is a class KL function if for every t the map
s 7→ β(s, t) is a class K function and for every s the map t 7→ β(s, t) is continuous and non-increasing.
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Assumption 5.1 (Incremental stability, c.f. Hanson and Raginsky [14]). There exists a class KL
function β such that for all ξ1, ξ2 ∈ X, ‖ϕt(ξ1)− ϕt(ξ2)‖ ≤ β(‖ξ1 − ξ2‖, t) for all t ∈ T .
With Assumption 5.1 in hand, we are ready to state a result regarding learned Lyapunov
functions. For what follows, let Bp2(r) denote the closed `2-ball in Rp of radius r, Sp−1 denote the
sphere in Rp, and µLeb(·) denote the Lebesgue measure on Rp.
Theorem 5.1. Suppose the system satisfies Assumption 5.1, and suppose the set X is full-dimensional
and compact. Define the set S := ∪t∈Tϕt(X). Let V : S 7→ R be a twice-differentiable positive def-
inite function satisfying V (x) ≥ µ‖x‖2 for all x ∈ S. Define the violation set Xb as:
Xb :=
{
ξ ∈ X : max
t∈T
〈∇V (ϕt(ξ)), f(ϕt(ξ))〉 > λV (ϕt(ξ))
}
. (5.1)
Let ν denote the uniform probability measure on X and suppose that ν(Xb) ≤ ε. Define the function
q(x) := 〈∇V (x), f(x)〉, and denote the constants B∇q := supx∈S‖∇q(x)‖, B∇V := supx∈S‖∇V (x)‖.
Let r(ε) :=
(
εµLeb(X)
µLeb(Bp2(1))
)1/p
. Then for all η ∈ (0, 1):
〈∇V (x), f(x)〉 ≤ −(1− η)λV (x) ∀x ∈ S \ Bp2
(
0,
√
β(r(ε), 0)
ηµ
(B∇V + λ−1B∇q)
)
. (5.2)
Furthermore, for every ξ ∈ X, let uξ(t) denote the solution to the differential equation:
u˙ξ = −λuξ + (B∇q + λB∇V )β(r(ε), t) , uξ(0) = V (ξ) . (5.3)
Then for every ξ ∈ X and t ∈ T , the inequality V (ϕt(ξ)) ≤ uξ(t) holds.
Theorem 5.1 states that the learned Lyapunov function V satisfies the Lie derivative decrease
condition on all of S except for a ball of radius rb ≤ O(
√
β(r(ε), 0)) around the origin. Since
r(ε)→ 0 as ε→ 0, Theorem 5.1 shows that the quality of our Lyapunov function increases as the
measure of the violation set Xb decreases. Furthermore, we can apply the bounds in Section 4 to
obtain an upper bound on the radius rb of the ball as a function of the number of sample trajectories.
For example, Theorem 4.2 states that ν(Xb) ≤ O(k/n) if n random samples are drawn uniformly
from X. For simplicity assume X = Bp2(1) and β(r, 0) ≤ O(r), which implies rb ≤ O((k/n)1/2p).
Setting rb ≤ ζ and solving for n, we find n ≥ Ω(k · ζ−2p). Such an exponential dependence on the
dimension p is unavoidable without assuming more structure.
Equation (5.3) yields bounds of the form V (ϕt(ξ)) ≤ V (ξ)e−λt+O(r(ε)hβ(t)), where hβ depends
on the specific form of β. For example if β(s, t) ≤Me−αts for some α > λ, then hβ(t) = e−λt. On
the other hand, if we have the slower rate β(s, t) ≤Ms/(t+ 1), then hβ(t) = t2e−λt.
We note that Theorem 5.1 is conceptually similar to the results from Liu et al. [25], but incre-
mental stability assumption dramatically simplifies the proof and enables us to make the constants
explicit.
We now state a similar result to Theorem 5.1 for metric learning. Let ψt(·) denote the induced
flow on the prolongated system g(x, δx) = (f(x), ∂f∂x (x)δx) and θt(δξ; ξ) denote the second element
of ψt(ξ, δξ). Further let ζp(r) be the Haar measure of a spherical cap in Sp−1 with arc length r.
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Theorem 5.2. Fix an η ∈ (0, 1). Suppose that X ⊆ Rp is full-dimensional and p ≥ 2. Let
x˙ = f(x) be contracting in the metric M?(x) with rate λ > 0. Assume that mI  M?(x)  LI.
Let V (x, δx) : T S 7→ R be of the form V (x, δx) = δxTM(x)δx for some positive definite matrix
function M(x) satisfying M(x)  µI. Define the violation set Zb as:
Zb :=
{
(ξ, δξ) ∈ X × Sp−1 : max
t∈T
〈∇V (ψt(ξ, δξ)), g(ψt(ξ, δξ))〉 > λV (ψt(ξ, δξ))
}
. (5.4)
Suppose that ν(Zb) ≤ ε, where ν is the uniform probability measure on X × Sp−1. Define r(ε) :=
sup
{
r > 0 : rpζp(r) ≤ εµLeb(X)µLeb(Bp2(1))
}
, and let the radius rb :=
√
r(ε)BH(B∇q + λB∇V )(L/m)3/2/(ηλµ),
where BH := supx∈S
∥∥∥∂2f∂x2∥∥∥. Finally, define the sets Xt(rb) := {ξ ∈ X : infδξ∈Sp−1‖θt(δξ; ξ)‖ ≥ rb}
for t ∈ T . Then the system will be contracting in the metric M(x) at the rate (1 − η)λ for every
x ∈ S(rb) := ∪t∈Tϕt(Xt(rb)).
Theorem 5.2 is illustrated in Figure 1, which shows the structure of the violation set. Further
details and exploration of the effect of η can be found in Section A.5. Finally, in Section D we
prove a result similar to Theorem 5.2 for metric learning with known dynamics.
6 Learning Certificates in Practice
We empirically study the generalization behavior of both learning Lyapunov functions and con-
traction metrics from trajectory data. We consider Lyapunov functions parameterized by V (x) =
xT(L(x)L(x)T + I)x, where L(x) is the (reshaped) value of a fully connected neural network with
tanh activations of size p× h× h× p · (2p), where p is the state-dimension of x and h is the hidden
width. For metric learning, we study a convex formulation via SOS programming. Each matrix
element Mij(x) = 〈wij , φ(x)〉 is given by a polynomial where wij are the learned weights and φ(x)
is a feature map of monomials in the state vector. In our experiments, we numerically estimate
the generalization error of a learned certificate using a test set. We compute an upper confidence
bound (UCB) of the estimate using the Chernoff inequality with δ = 0.01, as described by Langford
[22]. More experimental details are given in the appendix.
Damped pendulum. We learn a Lyapunov function for the damped pendulum from 1000 train-
ing trajectories. Figure 2 (UL) shows the level sets of a typical learned Lyapunov function, where
we also numerically rollout a dense set of trajectories starting from {x ∈ R2 : Vθ(x) = 10} to check
set invariance. In Figure 2 (UR), we add a disturbance 〈a, κφ(t)〉 to the dynamics where a ∈ R10 is
unknown and φ(t) are random sinusoids. We use an adaptive control law [40] based on the learned
Lyapunov function to regulate x→ 0 (see the appendix for details). We vary κ ∈ {1, 6, 10} to study
the robustness of the adaptation. Figure 2 (UR) shows that the learned Lyapunov function is able
to provide enough information to robustly regulate the state even as the disturbance κ increases
by a factor of 10, whereas the system without adaptation is driven far from the origin.
Stable standing for quadrupeds. We learn a discrete-time Lyapunov function for a quadruped
robot [19] as it recovers from external forcing. We apply a random impulse force in the (x, y) plane
at time t = 0 to the Minitaur quadruped environment in PyBullet [9], and use a hand-tuned PD
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Figure 2: (UL) The level sets of a learned Lyapunov function on trajectories from a damped pendulum. Trajectories
are initialized along the 10 level set and rolled out to demonstrate set invariance. (UR) Adaptive control of a damped
pendulum driven by a random sinusoidal input. θ is shown in solid and θ˙ is shown dashed. Color indicates strength
of the input. Main figure shows performance using adaptation via the learned Lyapunov function, while inset shows
performance without adaptation. (LL) Generalization error of a learned Lyapunov function collected from trajectories
of a standing minitaur impacted with a random impulse force and stabilized with a hand-tuned PD controller. (LR)
Generalization error of a learned metric on a 6D gradient flow.
controller to return the minitaur to a standing position. We train a discrete-time Lyapunov function
in order to handle the discontinuities in the trajectories introduced by contact forces.
Figure 2 (LL) shows the result of this experiment. For the Lyapunov curve, the resulting model
trained on n trajectories is then validated using a 10000 trajectory test set. The generalization error
is the ratio of trajectories which violate the desired decrease condition for any step k ∈ {1, ..., 199}.
We run 30 trials and plot the 10/50/90-th percentile of the generalization UCB. With n = 50000,
the median generalization UCB is 1.11%. Since in practice a separate test set may not be available,
we also compare to splitting the available training data into an actual training set of size 0.9n and
a validation set of size 0.1n. The model is trained on the actual training set, and a generalization
UCB is calculated from the validation set. We run 30 trials of this setup and plot the 10/50/90-th
percentile in the Holdout curve. After n = 50000, the median generalization UCB is 1.99%.
6-dimensional gradient system. Gradient flow has recently been explored in the context of Rie-
mannian motion policies for robotics [33, 34], and converges for nonconvex losses with contracting
dynamics [47]. We learn a metric for gradient flow on the nonconvex loss L(x) = ‖x‖2 +∑i 6=j x2ix2j
for x ∈ R6. Figure 2 (LR) shows the generalization error curves for the differential Lyapunov
constraints. Because the SOS program for metric learning is convex, we can apply generalization
bounds from randomized convex programming (RCP) [5]. We also plot the probability that the
learned metric is a true contraction metric with rate .99λ on the test set (probability with rate
λ is low) and a generalization UCB obtained using a validation set. For each curve, we plot the
10/50/90-th percentile of the generalization UCB. As the number of samples increases, the error
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probability for differential Lyapunov constraints decreases, and the learned metric becomes a true
metric with reduced rate with high probability. With n = 4000, the median generalization UCBs
are 5.85%, 8.02%, and 5.35% for differential Lyapunov on the test set, differential Lyapunov on the
validation set, and contraction with rate .99λ, respectively.
7 Conclusion
Our work shows that certificate functions can be efficiently learned from data, and raises many
interesting questions for future work. Extending the results to handle both noisy state observations
and process noise in the dynamics would allow for learning certificates in uncertain environments.
Another interesting question is to establish bounds for joint learning of both the unknown dynamics
and a certificate, which has shown to be effective in practice [29, 39]. Finally, lower bounds on the
learning certificate problem would highlight the amount of conservatism introduced in our results.
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A Experiment Details
A.1 Metric learning algorithm
Here we give pseudocode for the metric learning algorithm used in the main text. Algorithm 1
is written for a parameterization Mw(x) that yields a convex optimization problem, and where
uniform positive definiteness may be enforced globally, such as via SOS matrix constraints. It may
be readily relaxed to nonconvex parameterizations such as neural networks by using soft constraints
and minimizing the loss using a variant of stochastic gradient descent. Uniform positive definiteness
can be imposed along trajectories rather than globally.
Algorithm 1 Metric learning
1: Hyperparameters: timestep ∆t, set X ⊆ Rp, horizon length T , linear approximation toler-
ance , number of samples n, lower bound µ, overshoot L, contraction rate λ.
2: # Generate samples.
3: while number of samples less than n do
4: Draw x(1) ∈ X from a distribution D on X.
5: # Rejection sample to ensure that x(1) + δx ∈ X.
6: Draw δx ∈ Rp uniformly from a ball of radius  around the origin.
7: Set x(2) := x(1) + δx.
8: Compute the flows ϕt(x
(1)), ϕt(x
(2)) for t ∈ [0, T ] with timestep ∆t.
9: if ‖ϕt(x(1))− ϕt(x(2))‖ ≤ L ∀ t ∈ [0, T ] then
10: Compute numerical time derivatives of ϕt(x
(1)) and ψt(δx) := ϕt(x
(1))− ϕt(x(2)).
11: Add ϕt(x
(1)), ψt(δx),
d
dtϕt(x
(1)), ddtψt(δx) to the dataset.
12: Increment the number of samples.
13: end if
14: end while
15: Solve the optimization problem:
min
w
1
2
‖w‖2
s.t.
d
dt
〈ψt(δxi),Mw(ϕt(xi))ψt(δxi)〉 ≤ −λ〈ψt(δxi),Mw(ϕt(xi))ψt(δxi)〉 , i = 1, . . . , n ,
Mw(x)  µI ∀x ∈ Rp .
A.2 Pendulum
The pendulum dynamics are given by m`2θ¨+ bθ˙+mg` sin θ = 0 with m = 1, g = 9.81, ` = 1, b = 2.
The state space is x = (θ, θ˙) and the stable equilibrium is x = 0 with θ wrapped to the interval
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(−pi, pi].
We generate n = 1000 trajectories initialized at x0 ∼ Unif([−2, 2]× [−2, 2]). Each trajectory is
rolled out using the default integrator for scipy.integrate.solve ivp for T = 8 seconds with dt =
0.02, yielding a dataset of size 1000×400×2. We use scipy’s savgol filter with window length =
5 and polyorder = 2 to numerically compute the derivatives x˙. We set the hidden width h = 30
and minimize the loss L(θ) =
∑1000
i=1
∑400
k=1 ReLU(〈∇Vθ(xi(k)), x˙i(k)〉+ γVθ(xi(k))) + λ‖θ‖2, setting
γ = 0.01 and λ = 0.1. The loss is minimized for 1000 epochs with Adam using a step size 10−3 and
a batch size of 1000.
We repeat this experiment for 30 trials. For each trial we use a test set of size 1000 to compute
a UCB on the generalization error. The 10/50/90-th percentile of the UCBs are 0.459%, 0.459%,
and 1.163%.
We also uniformly grid the set [−2, 2]×[−4, 4] with 40000 points and check numerically how often
the condition 〈∇Vθ(x), x˙〉 ≤ −γVθ(x) is violated. The 10/50/90-th percentile of these violations
over 30 trials are 0.168%, 1.548%, and 3.696%. We note that these numbers are higher than the
generalization error because the set [−2, 2]×[−4, 4] contains points that are outside the flow starting
from [−2, 2]× [−2, 2].
For our adaptive control experiments, the dynamics combined with the added disturbance are
m`2θ¨ + bθ˙ +mg` sin θ + 〈a, κφ(t)〉 = u ,
where u ∈ R is the control input. We sample a ∈ R10 from a ∼ N(0, I). We set φ(t) =
(sin(ω1t), ..., sin(ω10t)) where each ωi
i.i.d∼ Unif([0, 2pi]) The adaptive control law we use is u(t) =
〈aˆ(t), κφ(t)〉 where aˆ(t) evolves according to:
˙ˆa(t) = −γφ(t)〈∇xVθ(x(t)), e2〉 , aˆ(0) = 0 , (A.1)
where γ = 15, Vθ is the learned Lyapunov function, and e2 =
[
0
1
]
∈ R2. The idea behind the
adaptive control law (A.1) is to rely on the nominal stability of the pendulum dynamics and learn
to cancel out the uncertain disturbance. We give a self-contained proof of its correctness.
Lemma A.1. Consider the dynamical system
x˙ = f(x) +B(u(t)− Y (x, t)a) , (A.2)
with f continuously differentiable and Y (x, t) locally bounded in x uniformly in t. Let V be a twice
continuously differentiable positive definite function such that 〈∇V (x), f(x)〉 ≤ −ρ(x) for all x for
some continuously differentiable positive definite function ρ(·). Let M be a positive definite matrix.
Let aˆ(t) be defined by the differential equation
˙ˆa = −M−1Y (x, t)TBT∇V (x(t)) . (A.3)
Then the adaptive control law
u(t) = Y (x, t)aˆ(t) , (A.4)
in feedback with (A.2) drives x→ 0 and x˙→ 0.
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Proof. Let 〈x, y〉M = xTMy and ‖x‖2M = 〈x, x〉M . Define the new candidate Lyapunov function
V¯ (t) := V (t) +
1
2
‖aˆ− a‖2M . (A.5)
Let a˜ := aˆ− a. Differentiating V¯ with respect to time:
˙¯V = 〈∇V (x), f(x) +B(u− Y a)〉+ 〈a˜, ˙ˆa〉M
= 〈∇V (x), f(x)〉+ 〈∇V (x), BY a˜〉+ 〈a˜, ˙ˆa〉M
= 〈∇V (x), f(x)〉+ 〈Y TBT∇V (x), a˜〉+ 〈a˜, ˙ˆa〉M
= 〈∇V (x), f(x)〉+ 〈M−1Y TBT∇V (x), a˜〉M + 〈a˜, ˙ˆa〉M
= 〈∇V (x), f(x)〉
≤ −ρ(x) .
Since −ρ(x) < 0 for all x 6= 0, this shows that V¯ is bounded for all t, which implies both that V is
bounded and that a˜ is bounded for all t. Since V is positive definite, V bounded implies that x is
bounded. Integrating the above inequality shows that∫ ∞
0
ρ(x(τ))dτ ≤ V¯ (0) ,
so that ρ ∈ L1. Now, ρ˙ = 〈∇ρ, f(x) +BY a˜〉. By continuity of ∇ρ, f , and Y , and by boundedness
of a˜, ρ˙ is bounded. Hence ρ is uniformly continuous, and by Barbalat’s Lemma (see e.g. Lemma
4.2 of Slotine and Li [40]) ρ → 0. By positive definiteness of ρ, ρ → 0 implies that x → 0 and
x˙→ 0.
A.3 Minitaur
We collect 50000 random training trajectories and 10000 random test trajectories using the same
distribution over the impulse force. For each trajectory, we step the simulator 200 times at dt =
0.002. The state dimension excluding the base orientation is 16.
The PD controller is able to return the joint angles and velocities (excluding the base orientation)
to their original standing position up to a small bias of size ∼ 0.2 in `2-norm. Therefore, we train a
discrete-time Lyapunov function Vθ to satisfy Vθ(ei(k+1)) ≤ ρVθ(ei(k))+γ where ei(k) is the error
state of the i-th trajectory at the k-th step. The specific values we use are (ρ, γ) = (0.945, 0.025).
The extra slack term γ is necessary for the Lyapunov function to converge to a ball instead of zero.
We use a hidden width of h = 40 and minimize the loss Ln(θ) =
∑n
i=1
∑199
k=1 ReLU(Vθ(ei(k +
1))− ρVθ(ei(k))− γ) + λ‖θ‖2, setting λ = 0.01. The loss is minimized for 1000 epochs with Adam
using a step size 10−3 with cosine decay1 and a batch size of 1000.
A.4 6-dimensional gradient system
We parametrize the metric via monomials up to degree two in the state variables. We enforce global
positive definiteness M(x) ≥ µI via SOS matrix constraints and set µ = 1. We use a tolerance of
5×10−3 for the size of each perturbation δx. A pair of trajectories ϕt(x1), ϕt(x2) with x2 = x1 +δx
1See https://www.tensorflow.org/api_docs/python/tf/compat/v1/train/cosine_decay.
16
is considered to generate a trajectory δx(t) = ϕt(x2) − ϕt(x1) if ‖δx(t)‖ < 10−2 for all t, so that
a small overshoot is permitted. Pairs of trajectories not satisfying this requirement are discarded
until the desired number of training samples is reached. The size of this overshoot parameter sets
the maximum allowed L where M(x) ≤ L for any metric learned, as we impose M(x) ≥ I. In
general, the overshoot with respect to the Euclidean norm is given by
√
L
l for lI ≤ M(x) ≤ LI.
In practice, we require the maximum bound on ‖δx(t)‖ to be sufficiently small that the dynamics
of ϕt(x1) − ϕt(x2) well-approximates the variational system on the trajectory ϕt(x1). To search
for metrics with larger values of Ll , we can vary µ, ‖δx‖, and the maximum allowed ‖δx(t)‖ while
ensuring ‖δx(t)‖ remains small throughout its entire trajectory.
Each trajectory is simulated until T = 2 seconds with a timestep dt = 5×10−3. Because we are
interested in convergence of the variational dynamics, we use a small time horizon. This generates
a dataset of size n × 400 × 12 where n is the number of trajectories and 12 is the dimension of
the tangent bundle. We subsequently downsample and impose 25 differential Lyapunov constraints
along each trajectory. We search for a metric with a rate λ = 4. Initial conditions are drawn
uniformly from the ball of radius r = 3.
The time derivatives x˙ and δx˙ are computed numerically by fitting a cubic spline to the cor-
responding trajectories and analytically differentiating the spline. M(x) is found by minimizing
‖w‖2 where w is a vector containing all parameters. The test set is of size 1000 and each data point
in Figure 2 (LR) was computed by averaging over 25 independent draws of the training set. The
RCP bound is obtained with a confidence of δ = .01.
A.4.1 Randomized convex programs
Consider the following optimization problem:
min
x∈X
〈c, x〉 : f(x, θ) ≤ 0 ∀θ ∈ Θ . (A.6)
We assume that X ⊆ Rd is a convex set and x 7→ f(x, θ) is convex for every θ ∈ Θ. In the case
where Θ is an infinite (or very large) set, we consider approximations to (A.6) formulated as follows.
Let ν denote a distribution over Θ. Let θ1, ..., θn be i.i.d. samples from ν. Let xˆn denote a solution
to:
min
x∈X
〈c, x〉 : f(x, θi) ≤ 0 , i = 1, ..., n . (A.7)
Theorem A.2 (See e.g. Theorem 3.1 of Calafiore [5]). Fix any ε ∈ [0, 1]. Define β(ε) as:
β(ε) :=
d−1∑
i=0
(
n
i
)
εi(1− ε)n−i .
With probability at least 1− β(ε) over θ1, ..., θn, we have that:
Pθ∼ν(f(xˆn, θ) > 0) ≤ ε .
We use Theorem A.2 as follows. We fix a failure probability δ ∈ (0, 1). We then numerically
solve for ε such that β(ε) = δ.
17
To understand the scaling of ε as a function of n and δ, despite the lack of closed form expression,
consider the following. If n ≥ d then by a Chernoff bound on the CDF of a Binomial random
variable (c.f. Section 5 of Calafiore [5]), we can derive the upper bound
ε ≤ c(d− 1 + log(1/δ))
n
,
where c is a universal constant.
A.5 Van der Pol
The study of the Van der Pol (VDP) oscillator was foundational to the development of nonlinear
dynamics [43], and its global contraction properties have been analyzed algoithmically via SOS
programming [3]. We study the damped VDP to visualize the violation set for the metric condition
categorized in Theorem 5.2. The dynamics of the damped Van der Pol are given by
x¨+ α(x2 + k)x˙+ ω2x.
We set α = k = ω = 1.
We parameterize the metric via monomials up to degree four in the state variables. Similar to
the gradient system, we set M(x) ≥ I and use a tolerance ‖δx‖ ≤ 5× 10−3, ‖δx(t)‖ ≤ 10−2 for all
t ∈ [0, T ]. We use a timestep dt = 5 × 10−3 and simulate until a final time T = 3 seconds. This
generates a dateset of size n× 600× 4 where 4 is the dimension of the tangent bundle and n is the
number of training trajectories.
We subsequently downsample and impose 50 differential Lyapunov constraints along each tra-
jectory with a rate λ = 3/4. Initial conditions are drawn uniformly from a ball of radius r = 2.
The same techniques are used for numerical differentiation as for the gradient system.
Theorem 5.2 predicts that the size of the violation set will decrease as the rate tested for the
metric condition ηλ with 0 < η < 1 decreases, or as the number of training samples n increases.
In both Figure 1 and Figure 3, we use a uniform grid with 9 × 104 points over [−2, 2]× [−2, 2] to
test the metric condition ∂f∂x (x)
TM(x) + M(x)∂f∂x (x) + M˙(x) ≤ −2ηλ for the learned metric and
the true dynamics.
In Figure 1, we plot the violation set for fixed η = 1 as a function of the number of training
samples. As discussed in the main text, the size of the violation set decreases, and it is pushed to
the boundary of the sampled region as n increases.
In Figure 3, we plot the violation set as a function of η. As η decreases to zero, the size of the
violation set decreases and is pushed to the boundary of the sampled region.
B Proofs for Section 4
Recall that Dudley’s inequality gives us the following estimate on Rn(V):
Rn(V) ≤ 24Lh√
n
∫ ∞
0
√
logN(ε;V, ‖·‖V) dε . (B.1)
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Figure 3: Violation set for contraction metric learning as a function of the tested contraction rate ηλ with 0 < η < 1
for the damped VDP system.
B.1 Proof of Theorem 4.2
For every Vθ1 , Vθ2 ∈ V, ‖Vθ1 − Vθ2‖V ≤ (Lg + L∇g)‖θ1 − θ2‖. Furthermore, a standard volume
comparison argument tells us that logN(ε;Bk2(1), ‖·‖) ≤ k log(1 + 2/ε), where Bk2(1) is the closed
`2-ball in Rk of radius 1. Therefore, by (B.1):
Rn(V) ≤ 24Bθ(Lg + L∇g)Lh√
n
∫ ∞
0
√
logN(ε;Bk2(1), ‖·‖) dε ≤ O(1)Bθ(Lg + L∇g)Lh
√
k
n
.
Theorem 4.2 now follows from Lemma 4.1.
B.2 Proof of Theorem 4.3
A simple calculation shows that ‖VQ1 − VQ2‖V ≤ (B2m + 2BDmBm)‖Q1 −Q2‖. Hence by (B.1),
Rn(V) ≤ 24BQ(B
2
m + 2BDmBm)Lh√
n
∫ ∞
0
√
logN(ε;Bd×d2 (1), ‖·‖) dε .
Here, Bd×d2 (1) is the closed ball of d × d matrices with Frobenius norm bounded by 1, and ‖·‖ for
matrices denotes the operator norm. The metric entropy logN(ε;Bd×d2 (1), ‖·‖) can be bounded by
the minimum of the standard volume comparison bound and applying the dual Sudakov inequality
(see e.g. Theorem 2.2 of Vershynin [45]):
logN(ε;Bd×d2 (1), ‖·‖) ≤ min{d2 log(1 + 2/ε), cd/ε2} .
Here, c is an absolute constant. By integrating this estimate we arrive at the bound:
Rn(V) ≤ O(1)BQ(B2m +BDmBm)Lh
√
d
n
log d . (B.2)
Theorem 4.3 now follows from Lemma 4.1.
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B.3 Proof of Theorem 4.4
Define the function classes F(B) and Fˆ(B, {θk}) as:
F(B) :=
{
f(x) =
∫
Θ
α(θ)φ(x; θ) dθ : ‖f‖ν := sup
θ∈Θ
∣∣∣∣α(θ)ν(θ)
∣∣∣∣ ≤ B} , (B.3)
Fˆ(B, {θk}Kk=1) :=
{
f(x) =
K∑
k=1
ckφ(x; θk) : ‖c‖1 ≤ B
}
. (B.4)
The following is a simple modification of Theorem 3.2 from Rahimi and Recht [32], which also
accounts for uniform approximation of the derivatives.
Lemma B.1. Fix a B > 0 and a bounded space X ⊆ Rp. Let BX := supx∈X‖x‖. Suppose that
Θ ⊆ Rp × R with Bθ := supθ∈Θ‖θ‖. Furthermore, suppose that φ(x; θ) = φ(〈x,w〉 + b), φ is Lφ-
Lipschitz, and |φ| ≤ 1. Fix a f ∈ F(B) and δ ∈ (0, 1). Let θ1, ..., θK be i.i.d. draws from ν. With
probability at least 1− δ, there exists a fˆ ∈ Fˆ(‖f‖ν , {θk}Kk=1) such that:
sup
x∈X
|fˆ(x)− f(x)| ≤ 2‖f‖ν√
K
(
1 +
√
log(1/δ) + 2Lφ
(
BX
√
Eν‖w‖2 +
√
Eν |b|2
))
. (B.5)
Furthermore, now assume that φ is differentiable and φ′ is Lφ′-Lipschitz. Then every f ∈ F(B) is
differentiable with
∇f(x) =
∫
Θ
α(θ)∇φ(x; θ) dθ . (B.6)
Finally, with probability at least 1 − 2δ, there exists a fˆ ∈ Fˆ(‖f‖ν , {θk}Kk=1) such that (B.5) holds
and also:
sup
x∈X
‖∇fˆ(x)−∇f(x)‖ ≤ Bθ‖f‖ν√
K
(
Lφ
√
2 log(1/δ) + 4(Lφ +BθLφ′)(BX + 1)
√
p
)
. (B.7)
Proof. Following the proof of Theorem 3.2 of Rahimi and Recht [32], we set ck =
α(θk)
Kν(θk)
, and we
define v(θ1, ..., θK) = ‖fˆ − f‖∞. It is shown in [32] that for all θ1, ..., θK , θ′k ∈ Θ:
|v(θ1, ..., θk, ..., θK)− v(θ1, ..., θ′k, ..., θK)| ≤
2‖f‖ν
K
.
Next, we control the expected value of ν:
Ev(θ1, ..., θk) = E sup
x∈X
|fˆ(x)− Efˆ(x)|
≤ 2EθEε sup
x∈X
∣∣∣∣∣
K∑
k=1
εkckφ(〈x,wk〉+ bk)
∣∣∣∣∣
= 2EθEε sup
x∈X
∣∣∣∣∣
K∑
k=1
εkck(φ(〈x,wk〉+ bk)− φ(0)) +
K∑
k=1
εkckφ(0)
∣∣∣∣∣
≤ 2EθEε sup
x∈X
∣∣∣∣∣
K∑
k=1
εkck(φ(〈x,wk〉+ bk)− φ(0))
∣∣∣∣∣+ 2EθEε
∣∣∣∣∣
K∑
k=1
εkckφ(0)
∣∣∣∣∣
=: T1 + T2 .
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Above, the first inequality is a standard symmetrization argument where the Rademacher variables
{εk} are introduced, and the second inequality is the triangle inequality. We first bound T1. Set
ψk(z) := ck(φ(z)−φ(0)). Clearly ψk(0) = 0, and also ψk is ckLφ-Lipschitz. We bound ckLφ ≤ ‖f‖νLK .
Therefore by the contraction inequality for Rademacher complexities (Theorem 4.12 of Ledoux and
Talagrand [23]) followed by Jensen’s inequality:
T1 ≤ 4‖f‖νL
K
EθEε sup
x∈X
∣∣∣∣∣
K∑
k=1
εk(〈x,wk〉+ bk)
∣∣∣∣∣
≤ 4‖f‖νLBX
K
EθEε
∥∥∥∥∥
K∑
k=1
εkwk
∥∥∥∥∥+ 4‖f‖νLK EθEε
∣∣∣∣∣
K∑
k=1
εkbk
∣∣∣∣∣
≤ 4‖f‖νL(BX
√
E‖w1‖2 +
√
E|b1|2)√
K
.
Furthermore we can bound T2 ≤ 2‖f‖ν√K by similar arguments. The claim (B.5) now follows by
invoking McDiarmid’s inequality.
We note that (B.6) follows from a basic application of the dominated convergence theorem,
since we have that:
Eθ∼ν sup
x∈X
‖∇φ(x; θ)‖ <∞ .
Finally, we focus on the derivative condition (B.7). Let g(θ1, ..., θK) := supx∈X‖∇fˆ(x)−∇f(x)‖.
By symmetrization we have:
Eg(θ1, ..., θK) = E sup
x∈X
‖∇fˆ(x)− E∇f(x)‖
= E sup
x∈X
sup
‖q‖=1
〈q,∇fˆ(x)〉 − E〈q,∇f(x)〉
≤ 2EθEε sup
x∈X
sup
‖q‖=1
K∑
k=1
εkckφ
′(〈x,wk〉+ bk)〈q, wk〉 .
We set ψk(x, q) to be:
ψk(x, q) := ckφ
′(〈x,wk〉+ bk)〈q, wk〉
For (x1, q1), (x2, q2) ∈ X × Bp2(1) we have:
|ψk(x1, q1)− ψk(x2, q2)| = ck|φ′(〈x1, wk〉+ bk)〈q1, wk〉 − φ′(〈x2, wk〉+ bk)〈q2, wk〉|
≤ ck(Lφ|〈q1 − q2, wk〉|+ |φ′(〈x1, wk〉+ bk)− φ′(〈x2, wk〉+ bk)||〈q2, wk〉|)
≤ ck(BθLφ‖q1 − q2‖+ Lφ′B2θ‖x1 − x2‖)
≤ ‖f‖ν
K
Bθ(Lφ +BθLφ′)
√
2
∥∥∥∥[x1q1
]
−
[
x2
q2
]∥∥∥∥ .
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We can now apply Theorem 3 of Maurer [30] to conclude that:
2EθEε sup
x∈X
sup
‖q‖=1
K∑
k=1
εkckφ
′(〈x,wk〉+ bk)〈q, wk〉
= 2EθEε sup
x∈X
sup
‖q‖=1
K∑
k=1
εkψk(x, q)
≤ 4‖f‖ν
K
Bθ(Lφ +BθLφ′)Eε sup
x∈X
sup
‖q‖=1
K∑
k=1
〈
εk,
[
x
q
]〉
≤ 4‖f‖ν√
K
Bθ(Lφ +BθLφ′)(BX + 1)
√
p .
Next, we have for all θ1, ..., θK , θ
′
k ∈ Θ:
|g(θ1, ..., θk, ..., θK)− g(θ1, ..., θ′k, ..., θK)|
≤ sup
x∈X
∥∥∥∥ α(θk)Kν(θk)φ′(〈x,wk〉+ bk)wk − α(θ
′
k)
Kν(θ′k)
φ′(〈x,w′k〉+ b′k)w′k
∥∥∥∥
≤ 2BθLφ‖f‖ν
K
.
The uniform bound on the derivatives (B.7) now follows from another application of McDiarmid’s
inequality.
We now turn to the proof of Theorem 4.4. Under the hypothesis of Lemma B.1, we have that
for every f ∈ F(B):
sup
x∈X
|f(x)| ≤ B ,
sup
x∈X
‖∇f(x)‖ ≤ BBθLφ .
We also have for any {θk}Kk=1 ⊆ Θ and any fˆ(x) =
∑K
k=1 ckφ(x; θk) with ‖c‖1 ≤ B,
sup
x∈X
|fˆ(x)| ≤ B ,
sup
x∈X
‖∇fˆ(x)‖ ≤ BBθLφ .
Hence for any {θk}Kk=1 ⊆ Θ, the function class Fˆ(Bα, {θk}Kk=1) satisfies Assumption 4.2 with BV =
Bα and B∇V ≤ BαBθLφ.
Let fn ∈ F(Bα) denote a feasible solution to (3.2).
At this point, it may be tempting to use the probabilistic method in conjunction with Lemma B.1
to conclude that there exists a set of weights {θk}Kk=1 such that there exists a fˆn ∈ Fˆ(Bα, {θk}Kk=1)
such that (fˆn,∇fˆn) closely approximates (fn,∇fn). This will not work however, since the function
class Fˆ(Bα, {θk}Kk=1) then becomes a function of the training data ξ1, ..., ξn, and hence we would
not be able to apply Lemma 4.1 to it.
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To work around this, we need to draw the weights independently of ξ1, ..., ξn. In particular, we
set K such that
K =
⌈
cB2αL
2
h
γ2
((1 +BθLφ)
√
log n+Bθ(BS + 1)(Lφ +BθLφ′)
√
p)2
⌉
,
where c is an absolute constant and let {θ∗k}Kk=1 be drawn i.i.d. from ν.
By invoking Lemma B.1 with K as above and δ = 1/n2, we know there exists an event Eapprox
on ν⊗K such that on Eapprox, there exists a function fˆn ∈ Fˆ(Bα, {θ∗k}Kk=1) that satisfies:
sup
x∈S
|fn(x)− fˆn(x)| ≤ γ/(8
√
2Lh) ,
sup
x∈S
‖∇fn(x)−∇fˆn(x)‖ ≤ γ/(8
√
2Lh) .
By the definition of Lh, these two inequalities imply that
sup
ξ∈X
|h(ξ; fn)− h(ξ; fˆn)| ≤ γ/4 .
This means that if fn is feasible for (3.2) with slack variable γ, then on Eapprox we have that fˆn is
feasible with slack variable 3γ/4. Specifically:
h(ξi, fˆn) ≤ −3γ/4 , i = 1, ..., n . (B.8)
Observe then that:
P(h(ξ; fn) > 0) ≤ P({h(ξ; fn) > 0)} ∩ Eapprox) + P(Ecapprox)
≤ P(h(ξ, fˆn) > −γ/4) + 1/n2
= P(h(ξ, fˆn) + γ/4 > 0) + 1/n2 .
Here, P(·) denotes the product measure D ⊗ ν⊗n over (ξ, {θ∗k}Kk=1). Now we define h˜ = h + γ/4.
From (B.8),
h˜(ξi, fˆn) = h(ξ, fˆn) + γ/4 ≤ −γ/2 .
We can then apply Lemma 4.1 with h˜ (with the change Bh ← Bh + γ/4 and γ ← γ/2), to the
finite dimensional parametric function class Fˆ(Bα, {θ∗k}Kk=1) (as noted above, this is valid because
the elements {θ∗k}Kk=1 are drawn independently from the training data ξ1, ..., ξn).
The result is that with probability at least 1− δ over ξ1, ..., ξn:
P(h(ξ, fˆn) > −γ/4) = P(h˜(ξ, fˆn) > 0)
≤ O(1)
(
log3 n
γ2
R2n(Fˆ(Bα, {θ∗k}Kk=1)) +
log(log(1 +Bh/γ)/δ)
n
)
.
Letting fˆ =
∑K
k=1 ckφ(x; θ
∗
k) and gˆ =
∑K
k=1 dkφ(x; θ
∗
k), we have that ‖fˆ− gˆ‖V ≤ (1+BθLφ)‖c−d‖1.
Hence by (B.1),
Rn(Fˆ(Bα, {θ∗k}Kk=1)) ≤
24Bα(1 +BθLφ)Lh√
n
∫ ∞
0
√
logN(ε;BK1 (1), ‖·‖1) dε
≤ O(1)Bα(1 +BθLφ)Lh
√
K
n
.
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Combining the inequalities above:
P(h(ξ; fn) > 0) ≤ O(1)B2α(1 +BθLφ)2L2h
K log3 n
γ2n
+O(1)
log(log(1 +Bh/γ)/δ)
n
+ 1/n2 .
C Proofs for Section 5
Before we prove the main results in Section 5, we state and prove a few technical lemmas which
we will need. We will let Bdp(x, r) denote the `p ball in Rd centered around x with radius r, and
µLeb(·) denote the Lebesgue measure on Rd (with ambient dimension implicit from context). Let
X ⊆ Rd be full-dimensional and compact. We denote the uniform measure µ on X to be the
measure defined by µ(A) = µLeb(A)µLeb(X) for every measurable A ⊆ X.
Lemma C.1. Fix a p ∈ [1,∞]. Let X ⊆ Rd be a full-dimensional compact set and let µ denote its
uniform meausre. Let rp(ε) be defined as:
rp(ε) := sup
U⊆X:µ(U)≤ε
sup{r > 0 : ∃x ∈ U : Bdp(x, r) ⊆ U} .
Then we have that
rp(ε) ≤
(
εµLeb(X)
µLeb(Bdp(0, 1))
)1/d
.
Proof. Notice that if r > 0 satisfies ∃x ∈ U such that Bdp(x, r) ⊆ U , this implies that µLeb(U) ≥
µLeb(Bdp(x, r)) = rdµLeb(Bdp(0, 1)). Hence:
sup{r > 0 : ∃x ∈ U : Bdp(x, r) ⊆ U} ≤ sup{r > 0 : rdµLeb(Bdp(0, 1)) ≤ µLeb(U)}
=
(
µLeb(U)
µLeb(Bdp(0, 1))
)1/d
.
Now if µ(U) ≤ ε, then µLeb(U) = µLeb(U)µLeb(X) ≤ ε and hence µLeb(U) ≤ εµLeb(X).
Lemma C.2. Fix a p ∈ [1,∞]. Let X ⊆ Rd be a full-dimensional compact set with d ≥ 2 and let
µ denote its uniform measure. Let ν := µ⊗ % denote the product measure on X × Sd−1 with % the
Haar measure. Endow Rd × Sd−1 with the metric d(x, y) := max {‖x1 − y1‖p, ρ(x2, y2)} where ρ is
the geodesic distance on Sd−1, and let B(x, r) denote a closed ball of radius r centered at x in this
metric space. Then, the quantity
rp(ε) := sup
U⊆X×Sd−1:ν(U)≤ε
sup {r > 0 : ∃x ∈ U : B(x, r) ⊆ U}
may be upper bounded by the expression
rp(ε) ≤ sup
{
r > 0 : rdζd(r) ≤ εµLeb(X)
µLeb(Bdp(0, 1))
}
,
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with the function ζd : R+ 7→ R+ defined as:
ζd(r) :=

I
(
sin2(r); d−12 ,
1
2
)
if r ∈ [0, pi/2)
1− I (sin2(pi − r); d−12 , 12) if r ∈ [pi/2, pi)
1 if r ≥ 1
,
where I(x; a, b) the regularized incomplete beta function.
Proof. Let BSd−1(x, r) denote the closed ball in (Sd−1, ρ) centered at x ∈ Sd−1. Note that B(x, r) =
Bdp(x1, r)× BSd−1(x2, r). Therefore if r > 0 satisfies ∃x ∈ U such that B(x, r) ⊆ U , then
rd
µLeb(Bdp(0, 1))
µLeb(X)
%(BSd−1(0, r)) =
µLeb(Bdp(x1, r))
µLeb(X)
%(BSd−1(x2, r)) = ν(B(x, r)) ≤ ν(U).
Above, we have used monotonicity of measure and translation invariance of the measure of the
respective balls. Now, note that a geodesic ball on Sd−1 is a spherical cap, and hence by Li [24],
%(BSd−1(0, r)) =

I
(
sin2(r); d−12 ,
1
2
)
if r ∈ [0, pi/2)
1− I (sin2(pi − r); d−12 , 12) if r ∈ [pi/2, pi)
1 if r ≥ 1
.
Therefore,
rp(ε) ≤ sup
{
r > 0 : rdζd(r) ≤ εµLeb(X)
µLeb(Bdp(0, 1))
}
.
which proves the result.
Lemma C.3. Let x˙ = A(t)x be a linear time-varying system evolving in Rn. Let ϕt(x) denote the
flow of this system with x(0) = x. Fix a t ≥ 0 and a unit vector z. There exists a positive scalar α
such that αz ∈ ϕt(Sn−1).
Proof. The solution to an LTV system is given by x(t) = Φ(t)x(0), where Φ(t) = exp(
∫ t
0 A(τ) dτ)
and Φ(t) is invertible for all t. This means there exists a non-zero ξ such that z = Φ(t)ξ =
Φ(t) ξ‖ξ‖‖ξ‖. The claim now follows by taking α = 1/‖ξ‖.
C.1 Proof of Theorem 5.1
Define Xg := X \Xb. Fix an x ∈ S. By definition of S, there exists a ξ ∈ X and t ∈ T such that
ϕt(ξ) = x. Let ξ
′ ∈ Xg be such that ‖ξ−ξ′‖ ≤ r(ε). We know such a ξ′ ∈ Xg exists by Lemma C.1.
We have the following chain of inequalities:
q(ϕt(ξ)) ≤ q(ϕt(ξ′)) +B∇q‖ϕt(ξ)− ϕt(ξ′)‖
≤ −λV (ϕt(ξ′)) +B∇q‖ϕt(ξ)− ϕt(ξ′)‖
≤ −λV (ϕt(ξ)) + (B∇q + λB∇V )‖ϕt(ξ)− ϕt(ξ′)‖
≤ −λV (ϕt(ξ)) + (B∇q + λB∇V )β(‖ξ − ξ′‖, t)
≤ −λV (ϕt(ξ)) + (B∇q + λB∇V )β(r(ε), t) .
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This shows that for any x ∈ S:
q(x) ≤ −λV (x) + (B∇q + λB∇V )β(r(ε), t) .
The claim established by (5.3) now follows from the comparison lemma. To establish (5.2), for any
x ∈ S \ Bp2(0, rb),
q(x) ≤ −λV (x) + (B∇q + λB∇V )β(r(ε), t)
≤ −λV (x) + (B∇q + λB∇V )β(r(ε), 0)
= −((1− η)λ+ ηλ)V (x) + (B∇q + λB∇V )β(r(ε), 0)
= −(1− η)λV (x)− ηλV (x) + (B∇q + λB∇V )β(r(ε), 0)
≤ −(1− η)λV (x)− ηλµr2b + (B∇q + λB∇V )β(r(ε), 0) .
The last inequality follows since V (x) ≥ µ‖x‖2 ≥ µr2b for any x ∈ S \ Bp2(0, rb). The claim (5.2)
now follows by setting rb such that −ηλµr2b + (B∇q + λB∇V )β(r(ε), 0) ≤ 0.
C.2 Proof of Theorem 5.2
We begin with a simple lemma, which shows that if a system evolving on Euclidean space is
contracting in the metric M(x, t), then the corresponding prolongated system on the tangent bundle
will be contracting in a block-diagonal metric.
Lemma C.4. Let x˙ = f(x, t) be a contracting system with rate γ on X ⊆ Rd in the metric M(x, t).
Then the differential dynamics δx˙ = ∂f∂x (x, t)δx is also contracting in the metric M(x, t) on R
d.
Moreover, the prolongated dynamics defined on the tangent bundle
x˙ = f(x, t)
δx˙ =
∂f
∂x
(x, t)δx
is contracting on any compact subset of the tangent bundle X × δX ⊂ T X ' R2p.
Proof. Consider the differential dynamics δx˙ = ∂f∂x (x, t)δx. This system has Jacobian
∂δx˙
∂δx
=
∂f
∂x
(x, t),
where we have noted that δx ∈ Tx(t)X ' Rp is independent of x. This Jacobian induces the
second-order variational dynamics
δδx˙ =
∂f
∂x
(x, t)δδx.
Consideration of the differential Lyapunov function
V = δδxTM(x, t)δδx
shows that V decreases exponentially by contraction of f(x, t) in the metric M(x, t) and hence
that the virtual dynamics are contracting. Let Θ(x, t) be such that ΘTΘ = M . The metric
transformation
Θ′(x, t) =
(
Θ(x, t) 0
0 Θ(x, t)
)
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for  > 0 leads to the generalized Jacobian
J ′(x, δx, t) =
(
Θ∂f∂xΘ
−1 + Θ˙Θ−1 0
Θ∂
2f
∂x2
δxΘ−1 Θ∂f∂xΘ
−1 + Θ˙Θ−1
)
,
where
(
∂2f
∂x2
δx
)
ij
=
∑
k
∂2fi
∂xj∂xk
δxk. Let Q(x, t) = Θ
∂f
∂xΘ
−1 + Θ˙Θ. Contraction of f in the metric
M ensures that Q(x, t) ≤ −γI, and hence for any vector (yT, zT)T ∈ R2p,
(yT, zT)TJ ′(x, δx, t)
(
y
z
)
= xTQ(x, t)x+ yTQ(x, t)y + yT
[
Θ
∂2f
∂x2
δxΘ−1
]
x,
≤ −γ
(
1− ‖Θ‖‖Θ
−1‖‖∂2f
∂x2
‖‖δx‖
2
)(‖x‖2 + ‖y‖2) ,
which shows that the prolongated system is contracting over any compact domain for  sufficiently
small. In particular, for contraction with rate ηγ for 0 < η < 1, we may set
 =
2 (1− η)
‖Θ‖‖Θ−1‖‖∂2f
∂x2
‖ supδx∈δX ‖δx‖
.
Furthermore, note that the metric transformation Θ′ corresponds to the block-diagonal metric
M ′(x, t) =
(
M(x, t) 0
0 2M(x, t)
)
The proof of Lemma C.4 imposes a metric M ′(x, t) on the second tangent bundle. This con-
struction exploits that the tangent bundle TM ' X × Rd given that X ⊆ Rd, and hence that the
tangent bundle can be described by a single global chart. It is immediate to check that this block-
diagonal metric is not invariant under a differentiable change of coordinates between overlapping
local parametrizations of a general manifold, and hence the proof does not apply beyond Euclidean
space. Canonical metrics on TM such as the Sasaki metric or the Cheeger-Gromoll metric may
provide a natural generalization of this proof technique to arbitrary differentiable manifolds [16].
We now turn to the proof of Theorem 5.2. Define Zg := (X × Sp−1) \ Zb. Let t ∈ T and ξ ∈ X
be such that ξ ∈ Xt(rb). Let δξ ∈ Sp−1 be arbitrary. By Lemma C.2, there exists a (ξ′, δξ′) ∈ Zg
such that
∥∥∥∥[ ξ − ξ′δξ − δξ′
]∥∥∥∥ ≤ √2r(ε). By Lemma C.4, the prolongated system on the tangent bundle
is exponentially contracting in a metric M ′, so that there exists an α > 0 such that the prolongated
system satisfies Assumption 5.1 with β(s, t) =
√
χ(M ′)se−αt. Here, χ(M ′) = supx λmax{M
′(x)}
infx λmin{M ′(x)} is the
condition number of M ′. We will derive bounds on χ(M ′) and α later in the proof. Recall that the
metric M(x)  µI, and therefore V (x, δx) ≥ µ‖δx‖2. Then, by the same argument as in the proof
of Theorem 5.1, for any fixed η ∈ (0, 1):
q(ψt(ξ, δξ)) ≤ −λV (ψt(ξ, δξ)) + (B∇q + λB∇V )β(
√
2r(ε), 0),
≤ −λ(1− η)V (ψt(ξ, δξ))− ηλµ‖θt(δξ; ξ)‖2 + (B∇q + λB∇V )β(
√
2r(ε), 0)
≤ −λ(1− η)V (ψt(ξ, δξ))− ηλµr2b + (B∇q + λB∇V )β(
√
2r(ε), 0) ,
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where the last inequality follows since ξ ∈ Xt(rb).
To find an expression for the condition number and for the contraction rate α, consider the block
diagonal metric from Lemma C.4, M ′(x, t) =
(
M?(x, t) 0
0 2M?(x, t)
)
. Following Lemma C.4, with
 = 2(1−ζ)
‖Θ(x,t)‖‖Θ(x,t)−1‖‖ ∂2f
∂x2
‖ supδx∈δX ‖δx‖
where Θ(x, t)TΘ(x, t) = M?(x, t), the prolongated system
will be contracting with rate α = ζγ for 0 < ζ < 1. Since mI  M?(x, t)  LI so that χ(M?) =
L
m , we immediately have 
2mI  M ′(x, t)  LI. The condition number χ(M ′) then simplifies
to L
m2
= Lm
(
‖Θ(x, t)‖‖Θ(x, t)−1‖‖∂2f
∂x2
‖ supδx∈δX ‖δx‖
)2
1
4(1−ζ)2 =
(
L
m
)2
B2H supδx∈δX ‖δx‖2 14(1−ζ)2 ,
where we have used that M? = Θ
TΘ implies ‖Θ‖ = √L, ‖Θ−1‖ =
√
1
m . By contraction of the
variational system in the metric M?(x, t) (see Lemma C.4), and noting that 0 is an equilibrium
point of the variational dynamics, ‖θt(δx; ξ)‖ ≤
√
L
m for all t if δx ∈ Sp−1. Hence we may take
δX = Bp2
(
0,
√
L
m
)
, and conclude that χ(M ′) ≤ ( Lm)3B2H 14(1−ζ)2 = χ(M?)3B2H 14(1−ζ)2 .
Now with this expression in hand, we choose rb such that
−ηλµr2b + (B∇q + λB∇V )
√
2r(ε)χ(M?)
3/2BH
1
2 (1− ζ) ≤ 0 .
From this we conclude for every t ∈ T and ξ ∈ X such that ξ ∈ Xt(rb), for every δξ ∈ Sp−1,
q(ψt(ξ, δξ)) ≤ −λ(1− η)V (ψt(ξ, δξ)) . (C.1)
To finish the proof, let (x, δx) ∈ S(rb) × Sp−1 be arbitrary. Let t ∈ T and ξ ∈ Xt(rb) such
that x = ϕt(ξ). By Lemma C.3, let δ% ∈ Sp−1 be such that there exists an α 6= 0 satisfying
θt(δ%; ξ) = αδx. Observe then that (x, αδx) = (ϕt(ξ), θt(δ%; ξ)) = ψt(ξ, δ%) and therefore by (C.1),
q(x, αδx) = q(ψt(ξ, δ%)) ≤ −λ(1− η)V (ψt(ξ, δ%)) = −λ(1− η)V (x, αδx) .
By 2-homogeneity of the inequality above, we may divide by α2 on both sides to conclude:
q(x, δx) ≤ −λ(1− η)V (x, δx) .
Since this inequality holds for arbitrary x ∈ S(rb) and δx ∈ Sp−1,
∂f
∂x
T
M(x) +M(x)
∂f
∂x
+ M˙(x)  −2(1− η)λM(x) ∀x ∈ S(rb) .
D Known dynamics
In Section 5, we assume access only to trajectories. Here we prove a simple proposition under the
assumption that the dynamics is known, so that the defining metric condition for contraction can
be sampled directly.
Proposition D.1. Let M(x, t) be a uniformly positive definite matrix-valued function satisfying
M(x, t) ≥ lI. Suppose that X ⊆ Rp is full-dimensional, and let x˙ = f(x, t) denote a dynamical
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system evolving on X. Let ϕt(·) denote the corresponding flow, let ν denote the uniform measure
on X, and let
R(ξ, t) =
∂f
∂x
(ϕt(ξ), t)
TM(ϕt(ξ), t) +M(ϕt(ξ), t)
∂f
∂x
(ϕt(ξ), t) + M˙(ϕt(ξ), t) + 2λM(ϕt(ξ), t),
Xb =
{
ξ ∈ X : max
t∈T
λmax {R(ξ, t)} > 0
}
.
Suppose that ν (Xb) ≤ ε for some ε ∈ [0, 1]. Let M , ∇M , and ∂f∂x be LM , L∇M , and LJ -Lipschitz
continuous, respectively. Further assume that ‖M‖, ‖∂f∂x‖, and ‖∇M‖ are BM , BJ , and B∇M
uniformly bounded in x and t, respectively. Then the system will be globally contracting in the
metric M(x, t) with a rate λ/α for any α > 1 if
ε ≤
(
2λl(α− 1)
α (2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ)
)p pip/2
Γ
(p
2 + 1
)
µ(X)
.
Proof. Let us partition X into subsets
Xg :=
{
ξ ∈ X : max
t∈T
λmax {R(ξ, t)} ≤ 0
}
,
Xb := X \Xg .
i.e., for any trajectory originating in Xg, the metric condition R(ξ, t) remains negative definite
along the entire trajectory with rate λ. By Lemma C.1, for any ξ ∈ Xb, there exists a ξ′ ∈ Xg such
that ‖ξ − ξ′‖ ≤
(
εµLeb(X)
µLeb(Bp2(0,1))
)1/p
. Let us denote this upper bound by η. Then Xg forms an η-net
over X. Consider evaluating the metric condition for some ξb ∈ Xb, and let ξg ∈ Xg. Then,
∂f
∂x
(ϕt(ξb), t)
TM(ϕt(ξb), t) +M(ϕt(ξb), t)
∂f
∂x
(ϕt(ξb), t) + M˙(ϕt(ξb), t)
=
∂f
∂x
(ϕt(ξg), t)
TM(ϕt(ξg), t) +M(ϕt(ξg), t)
∂f
∂x
(ϕt(ξg), t) + M˙(ϕt(ξg), t)
+
∂f
∂x
(ϕt(ξb), t)
TM(ϕt(ξb), t) +M(ϕt(ξb), t)
∂f
∂x
(ϕt(ξb), t) + M˙(ϕt(ξb), t)
−
(
∂f
∂x
(ϕt(ξg), t)
TM(ϕt(ξg), t) +M(ϕt(ξg), t)
∂f
∂x
(ϕt(ξg), t) + M˙(ϕt(ξg), t)
)
We now control the difference of the terms on the second and third lines of the above equality. To
simplify notation, denote Mg = M(ϕt(ξg), t), with analogous shorthands for
∂f
∂x and for subscript
b. Then, we have that
Mb
∂f
∂x b
−Mg ∂f
∂x g
= Mb
(
∂f
∂x b
− ∂f
∂x g
)
+ (Mb −Mg) ∂f
∂x g
≤ (LJBM + LMBJ) ‖ξg − ξb‖I,
with an identical bound for the transpose. Now let 〈∇M, x˙〉 denote the tensor contraction 〈∇M, x˙〉ij =
〈∇Mij , x˙〉. Then,
M˙b − M˙g = 〈∇Mb, fb〉 − 〈∇Mg, fg〉
= 〈∇Mb −∇Mg, fb〉 − 〈∇Mg, fb − fg〉
≤ (L∇MBf +B∇MLf ) ‖ξg − ξb‖I
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And clearly Mg −Mb ≤ LM‖ξb − ξg‖. Putting these bounds together, we find that
∂f
∂x
(ϕt(ξb), t)
TM(ϕt(ξb), t) +M(ϕt(ξb), t)
∂f
∂x
(ϕt(ξb), t) + M˙(ϕt(ξb), t)
≤ ∂f
∂x
(ϕt(ξg), t)
TM(ϕt(ξg), t) +M(ϕt(ξg), t)
∂f
∂x
(ϕt(ξg), t) + M˙(ϕt(ξg), t)
+ (L∇MBf +B∇MLf + 2LJBM + 2LMBJ) ‖ξg − ξb‖I
≤ −2λM(ϕt(ξg), t) + (L∇MBf +B∇MLf + 2LJBM + 2LMBJ) ‖ξg − ξb‖I
≤ −2λM(ϕt(ξb), t) + (2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ) ‖ξg − ξb‖I
≤ −2
(
λ
α
)
M(ϕt(ξb), t)
+
[
(2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ) ‖ξg − ξb‖ − 2
(
α− 1
α
)
λl
]
I .
Because ξg on the right-hand side is arbitrary, we can can take ξg to be the closest point in Xg to
ξb. Then ‖ξg − ξb‖ ≤ η. Hence, for contraction at all points in X with a rate λα , we require that
0 ≥ (2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ) η − 2
(
α− 1
α
)
λl
2
(
α− 1
α
)
λl ≥
(
εµLeb(X)
µLeb(Bp2(0, 1))
)1/p
(2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ)
ε ≤
(
2λl(α− 1)
α (2λLM + L∇MBf +B∇MLf + 2LJBM + 2LMBJ)
)p µLeb (Bp2(0, 1))
µLeb(X)
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