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The Behrens-Fisher problem is one of the most fundamental problems in Sta-
tistics. In this thesis, we mainly consider three high-dimensional hypothesis test-
ing problems: the two-sample Behrens-Fisher problem, the heteroscedastic one-
way MANOVA (Multivariate Analysis of Variance), and the GLH (General Linear
Hypothesis) under heteroscedasticity. Although these three problems have been
thoroughly studied in the classical large sample size or low dimensionality setting,
high-dimensional data make most classical methods invalid due to the singularity
of the sample covariance matrix and thus new tools and techniques are in demand.
We propose L2-norm type test statistics with Welch-Satterthwaite χ2-
approximation and a U-statistic based test using normal approximation to solve
these high-dimensional Behrens-Fisher problems. Our tests are simple in form and
computationally efficient, and hence are easy to implement and suitable for large
scale real data analysis. Theoretical properties of our tests, such as asymptotic
normality and power, are established. Simulation studies and real data examples
V
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are presented to demonstrate the good performance of our tests, and show that
the proposed methods outperform several existing tests in the literature.
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Nowadays, with the development of data collecting technology, statistical meth-
ods are going to two directions. With more and more samples being gathered, now
it is more sensible to talk about asymptotic optimality of statistical methods. In
the other direction, as more and more variables are being taken into consideration,
the focus of statistical analysis shifted from the univariate, to multivariate, and
now towards high-dimensional and even functional data.
In recent years, high-dimensional data become increasingly prevalent with
rapid development of technologies. When a large number of measurements are
taken on comparably many or relatively few subjects, high-dimensional data are
encountered. Examples of high-dimensional data include gene expression data,
high-frequency financial data, medical image and voxel data, as well as many
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Figure 1.1.1. The colon data: (a) 22 normal tissues; (b) 40 tumor
tissues, each having 2000 genes.














(a) Normal colon tissues

















(b) Tumor colon tissues
large scale datasets from economics, physics and so on. One particularly com-
mon example is the DNA microarray data, where usually thousands of gene ex-
pression levels are measured on comparatively few subjects. Figure 1.1.1 displays
the colon dataset downloaded at http://microarray.princeton.edu/oncology/
affydata/index.html. The colon dataset contains 22 normal colon tissues and 40
tumor colon tissues, each having 2000 gene expression levels. The variable number
2000 is much larger than the sample sizes 22 and 40 of the two groups.
High-dimensional data is usually a more general concept than functional data,
as most functional data are high-dimensional. However, high-dimensional data is
also commonly used to refer to multivariate data with a large number of variables.
In this meaning, functional data is different from (discrete) high-dimensional data
because of its intrinsic smoothness. For (discrete) high-dimensional data, just
like the multivariate data, the order of the variables is not important. But for
2
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functional data, variables are often ordered by some index variable such as time
or location. For example, the 2000 gene variables in colon data are unordered and
their positions are exchangeable. But for some typical functional datasets, such
as the well-known Berkeley growth curve data (Zhang 2013, Sec. 1.2.2), and the
Canadian temperature data (Zhang 2013, Sec. 1.2.4), the data are curves in the
form of functions of time. This difference in characteristics also determines how
differently these two kinds of data are being studied. Functional data are often
smoothed before statistical inference and the associated tools should preserve the
structure while (discrete) high-dimensional data are usually treated as they are
and associated methods are order-invariant.
It should be noted that methods for analyzing discrete high-dimensional data
can also be directly applied to most functional data by treating functional data
discretely and discarding the smoothness, but not vice versa. However, discarding
smoothness may reduce stability due to highly volatile noises or measurement
errors, lose the interpretability, and even may complicate the original problem, so
functional data specific tools are generally preferred.
In this thesis, we focus on discrete high-dimensional data, and the methods
we proposed for statistical inference do not rely on the order of the variables.
However, this does not impede the application of our methods to functional data.
Most of our methods can be adopted to study functional data by some minor
modifications. This usually can be done by the “smoothing first, then estimation
and testing” convention (Zhang and Chen 2007) for analyzing functional data,
and involves some smoothing methods. Detailed discussion of these smoothing
techniques is out of the scope of this thesis and should be referred to Chapter 3
of Zhang (2013). An example of analyzing a classical functional dataset using a
high-dimensional method we proposed is provided in Chapter 4 of this thesis.
3
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1.2. The Behrens-Fisher Problems
Firstly proposed by Behrens (1929), the Behrens-Fisher problem is one of the
most famous and important statistical problems due to its simplicity and difficulty.
It has been extended from the original univariate problem to the multivariate case
and then recently high-dimensional case, and many different solutions have been
proposed and studied. The classical version of the Behrens-Fisher problem has
been thoroughly studied but it still attracts much attention in the high-dimensional
context.
1.2.1. The Classical Behrens-Fisher Problem. The problem of testing
the equality of the means of two normal populations with possibly unequal co-
variances is referred to as the Behrens-Fisher (BF) problem. It is very challenging
since it can be proven that there is no exact solution satisfying the classical criteria
for good tests. This problem is very interesting and has drawn a lot of attention
for several decades. Given independent and identically distributed (i.i.d.) samples
from two independent populations
y11, · · · ,y1n1 i.i.d.∼ (µ1,Σ1) and y21, · · · ,y2n2 i.i.d.∼ (µ2,Σ2),
where (µi,Σi) stands for a multivariate distribution of p× 1 mean vector µi and
p × p covariance matrix Σi, i = 1, 2. One important problem is to figure out
whether the two populations have the same mean, i.e., to test the hypothesis
H0 : µ1 = µ2 vs H1 : µ2 6= µ2. (1.2.1)
4
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In many applications, the data are assumed coming from normal distributions,
that is,
y11, · · · ,y1n1 i.i.d.∼ N(µ1,Σ1) and y21, · · · ,y2n2 i.i.d.∼ N(µ2,Σ2). (1.2.2)
If with additional assumption that the two populations have the same covariance,
i.e., Σ1 = Σ2, then in the univariate case (p = 1), the UMPUT (uniformly most














which follows a tn1+n2−2 distribution (Lehmann and Romano 2006, Sec. 5.3),
where y¯i, i = 1, 2 are the sample means of the two samples respectively. And
in the multivariate case, for p ≤ n1 + n2 − 2, the Hotelling’s T 2 test, which is a
generalization of the univariate t-test, is admissible and the optimal invariant test
(Anderson 2003, Sec. 5.6).
However, without the equal covariances assumption, the seemingly easy prob-
lem becomes difficult to solve. The two-sample testing problem (1.2.1) without
assuming equal covariances is called the Behrens-Fisher problem. No optimal test
can be found with classical optimality considerations such as unbiasedness or in-
variance even in the univariate case (Lehmann and Romano 2006).
The difficulty roots in the fact that a test’s null distribution may depend on the
unknown true covariances, and when the difference between the two covariances is
large or when sample size is not large enough for extracting sufficient information
of the covariances, the test won’t work very well.
For the univariate BF problem, various approaches have been proposed.
Behrens (1929) was the first to address this problem. Fisher (1935) justified
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Behrens’ solution using the fiducial inference theory. Welch (1947) proposed an ap-
proximate degrees of freedom method based on Student’s t-distribution, which was
then studied and extended by many others. Scheffé (1970) and Lee and Gurland
(1975) provided reviews of many other classical methods.
From Bayes views, Jeffreys (1967) proposed a prior for the univariate BF prob-
lem, which gives a credible interval for µ1−µ2 that is equivalent to Fisher’s fiducial
interval. Ghosh and Kim (2001) provided some justification of Jeffrey’s prior from
frequentist angle and found a new prior which can match the frequentist coverage
probabilities more accurately.
In the recent decade, several new methods have been proposed for the univari-
ate BF problem, including the generalized P-value methods studied by Weerahandi
(1995), Tang and Tsui (2007) and references therein. Dong (2004) proposed an
empirical likelihood approach for testing the univariate Behrens-Fisher problem,
and compared their method with Welch (1947)’s approximate method and two
other empirical likelihood based methods by Jing (1995) and Qin (1991) respec-
tively. They showed from the simulation that their test has a good power property,
but their size is usually larger than the significance level. Another problem is the
computing time is rather long because the method relies on numerical packages to
solve non-linear systems.
A special case of the multivariate BF problem is the two-sample testing problem
with equal covariance matrices, and the most famous test solving this two-sample




j=1 yij, i = 1, 2, the p × p sample covariance matrices Si = 1ni−1
∑ni
j=1(yij −




(y¯1 − y¯2)TS−1(y¯1 − y¯2),
6
1.2 The Behrens-Fisher Problems









i=1(ni − 1)Si. It is well-known that under H0 of (1.2.1), n−p−1(n−2)pT 2 has an
F -distribution with degrees of freedoms p and n− p− 1.
When the covariance matrices of the two samples are different, applications
of the above two-sample tests may lead to misleading results. For unequal co-
variances case, if the two samples have the same sample size, the paired samples
xl = y1l − y2l, l = 1, · · · , n1 can be used to construct the one-sample version of
Hotelling’s T 2 test. And for the unequal covariances with unequal sample sizes
case, we can apply Scheffé (1943)’s (univariate) or Bennett (1950)’s (multivariate)
transformation method, see also Sec. 5.5 of Anderson (2003), Anderson (1963), and
discussion by Zhang and Xu (2009) for K-sample case. The basic idea is to “par-
tially pair” the two or K samples into one sample, in order to circumvent the un-
equal covariances difficulty. Assume n1 ≤ n2 ≤ · · · ≤ nK , let y¯l(m) = 1m
∑m
j=1 ylj
be the partial sample mean using the first m observations of the l-th sample, for
l = 2, · · · , K, define




[ylj − y¯l(n1)], j = 1, 2, · · · , n1,





3j, · · · ,xTKj], j = 1, 2, · · · , n1.
Zhang and Xu (2009) also studied the asymptotic properties of a one-sample L2-
norm based test with the transformation method in large dimensional scenario.
One disadvantage of their test is that it is less powerful when the samples have very
different sample sizes because the size of the induced sample equals the smallest
sample size of the K samples.
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For the univariate BF problem, Welch (1947) developed an approximate de-
grees of freedom method, which was shown by Lee and Gurland (1975) that Welch’s
method is better than several other approximate tests through detailed compar-
isons. Welch (1947)’s approximate degrees of freedom method was then extended
to the multivariate BF problem by several authors, including James (1954), Yao
(1965), Johansen (1980), Nel and Van der Merwe (1986), Kim (1992), among
others.
Let S˜i = Sini , S˜ = S˜1 + S˜2, the idea of approximate degrees of freedom method
is to approximate the null distribution of the union-intersection (Roy 1953) test
statistic
T 2 = max
a∈Rp
(aT (y¯1 − y¯2))2
aT S˜a
= (y¯1 − y¯2)T S˜−1(y¯1 − y¯2)
by a constant times an Fp,d distribution, where d is the approximate degrees of
freedom depending on (n1, n2, S˜1, S˜2).
The type I errors of Yao’s and James’ tests were compared by Algina and Tang
(1988). Krishnamoorthy and Yu (2004) examined the affine invariance of these
tests and pointed out that Nel and Van der Merwe (1986)’s test is not affine-
invariant. They then proposed a modified Nel and van der Merwe (MNV) test
which is affine-invariant and simplifies to Welch’s method in the univariate case.
Krishnamoorthy and Yu (2004), Krishnamoorthy and Xia (2006) among others
showed via intensive simulation studies that the MNV test performs best among
the approximation solutions to the two-sample multivariate BF problem.
1.2.2. The High-dimensional Behrens-Fisher Problem. For the multi-
variate BF problem, it is usually required that the minimum group sample size
is larger than the dimension, because otherwise the group sample covariance is
singular. However, many modern datasets have dimensions comparable to or even
8
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much larger than the sample sizes. For example, the colon dataset’s dimension
p = 2000 is much larger than the total sample sizes (n = n1 + n2 = 62). Of in-
terest is to check if the normal colon tissues and the tumor colon tissues have the
same mean expression levels. This kind of datasets motivate a high-dimensional
two-sample problem.
In large dimensional scenario, as we usually allow the dimension p to be much
larger than the sample size n, the classical Hotelling’s test is not applicable since
S, the estimation of common covariance, may not be invertible. Similarly, finite
sample approximate methods like Welch (1947)’s method for the BF problem are
also not valid.
Much work has been done for the special case of the high-dimensional BF
problem when the two samples have a common covariance matrix. Most of these
methods are essentially based on the classical Hotelling’s T 2 test but with special
treatments of the singular sample covariance. Following Dong et al. (2016), accord-
ing to how to estimate the covariance matrix, there are basically four categories
of modified Hotelling’s T 2-type tests.
The first category is called by authors as “unscaled Hotelling-type tests”. In this
category, the covariance matrix is removed from the Hotelling’s T 2 test statistic,
or equivalently, replaced by an identity matrix. Dempster (1958, 1960) firstly con-
sidered the “non-exact” significance test as an alternative to Hotelling’s test when
the latter is invalid in the p > n scenario. Dempster’s test is often referred to as
Dempster’s trace criterion and it elicited many later proposed unscaled Hotelling-
type tests. Dempster’s test works when the dimension of data is greater than the
sample degrees of freedom. Bai and Saranadasa (1996) showed that the Hotelling’s
test is less powerful than Dempster’s non-exact test in the high-dimensional situ-
ation that n, p → ∞ with p ≤ n − 2 and discussed both tests’ weaknesses. One
9
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drawback of Dempster’s test is the complicated estimation of the degrees of free-
dom parameter in its χ2-approximation. Bai and Saranadasa (1996) proposed to
use the test statistic (y¯1− y¯2)T (y¯1− y¯2)− n1+n2n1n2 tr(S), and established the asymp-
totic normality of their test statistic under some relaxed conditions other than the
normality assumption of the underlying distribution.
The second category is called “regularized Hotelling-type tests”. In this cate-
gory, the covariance matrix is estimated as S + λ1Ip (Chen et al. 2011) for λ1 > 0
or similarly λ2S+(1−λ2)Ip (Shen et al. 2011) for 0 ≤ λ2 < 1, where λ1, λ2 are the
shrinkage parameters. In this way, the estimated covariance matrix is non-singular,
but it introduces the problem of choosing the shrinkage parameters.
The third category is the diagonal Hotelling-type tests, where the covariance
matrix is assumed to be diagonal, for example, Wu et al. (2006), Srivastava and
Du (2008), Srivastava (2009), Srivastava et al. (2013). One advantage of diagonal
Hotelling-type tests over other types of tests is that they are scale-invariant. Thus,
if the measurements of different variables are of very different scales, diagonal
Hotelling-type tests are expected to be more powerful than non-scale-invariant
tests.
The last one is the dimension reduced Hotelling-type tests, where the samples
will be projected onto a suitable chosen low-dimensional space so the projected
sample covariance is non-singular and then the Hotelling’s T 2 test is applied to the
projected samples. Lopes et al. (2011) proposed a high-dimensional two-sample
mean test assuming equal covariance matrices based on this dimension reduction
idea. They firstly use a random projection matrix PTq ∈ Rq×p to transform the orig-
inal data to low-dimensional {PTq y11, · · · ,PTq y1n1}, {PTq y21, · · · ,PTq y2n2}, where
suppose q = bn/2c ≤ p. Then they apply the classical Hotelling’s T 2 test to the
projected data. Lopes et al. (2011) compared the powers of their test and the
10
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tests proposed Chen and Qin (2010) and Srivastava and Du (2008) and showed
that their test is well suited when variables are highly correlated or when small
number of variables take up the most of the data’s variance. However, one problem
of Lopes et al. (2011)’s test is that its P-value depends on the projection matrix
and may vary for the same dataset due to randomness of the projection matrix.
Instead of using random projection, Thulin (2014) proposed to use random sub-
spaces of variables and Shen and Lin (2015) suggested to find a specific subset
that maximizes the asymptotic power of Hotelling’s T 2. However, both methods
need random permutation to approximate their critical values and hence both are
rather computationally intensive.
Some of the previously mentioned tests for the high-dimensional two-sample
problem with equal covariances have already been extended to the high-
dimensional two-sample BF problem. For example, based on Bai and Saranadasa
(1996)’s work, Chen and Qin (2010) proposed a two-sample test for the “small n,
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showed the asymptotic normality of their test statistic, under similar conditions
imposed by Bai and Saranadasa (1996), without relying on the normality assump-
tion of the data. And another advantage is their test does not require explicit
conditions in the relationship between the data dimension and sample size.
One drawback of Chen and Qin (2010)’s test is the computation is very inten-
sive, because it involves a complex formula for estimating the statistic’s variance,
for normal approximation to its null distribution. In our experience, the empir-
ical size and power of Chen and Qin (2010)’s test are usually very close to Bai
and Saranadasa (1996)’s test for the equal-covariance two-sample problem. One
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common issue for both tests is their type I errors are not very good — the sim-
ulated empirical sizes are always larger than the nominal significance level in the
experiments.
Park and Ayyala (2013) combined the ideas of Chen and Qin (2010)’s test and
Srivastava (2009)’s test, and proposed a scale-invariant high-dimensional test for
the high-dimensional two-sample BF problem. Feng et al. (2015) and Feng and
Sun (2015) discussed how to improve the accuracy of Srivastava (2009)’s test by
expanding the scale denominators in the statistic to higher order. These extensions
are generally in very cumbersome forms.
Besides the tests mentioned previously, Katayama and Kano (2014) proposed
a weighted two-sample test with a proper choice of the weight matrix to relax
common technical assumptions on the covariance matrix, but the test is usually
much less powerful than some other popular tests in many cases. Nishiyama
et al. (2013) proposed a test based on Dempster’s trace criterion and Bennett
(1950)’s transformation. Some other tests for the high-dimensional two-sample
and BF problems include the U-statistics based tests by Ahmad (2013), empirical
likelihood method of Peng et al. (2014), extreme value type test by Cai et al. (2014),
low-dimensional factor model based tests of Ma et al. (2015) and Zhou and Kong
(2015), permutation based test of Wei et al. (2015), generalized component test
by Gregory et al. (2015), two-stage procedures by Aoshima and Yata (2011), and
nonparametric tests of Li et al. (2011), Wang et al. (2015) and Ghosh and Biswas
(2015).
1.2.3. Extensions to the K-sample Problems. A natural extension of
the two-sample problem (1.2.1) is the K-sample multivariate analysis of variance
12
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(MANOVA) problem:
H0 : µ1 = µ2 = · · · = µK , (1.2.4)
where µi = [µi1, · · · , µip]T , i = 1, · · · , K are the mean vectors of the K samples
respectively.
Another interesting and more general K-sample problem is the following gen-
eral linear hypothesis (GLH):
H0 : Cµ = 0 vs H1 : Cµ 6= 0, (1.2.5)
where µ =
[
µT1 · · · µTK
]T
, which is obtained by stacking all the K mean
vectors into a single long vector, and C is some known constant design matrix.
For problem (1.2.4), which is a special case of problem (1.2.5), if we assume
all the K samples have the same covariance Σ, then this problem is the usual
homogeneous one-way MANOVA problem, see Anderson (2003), Ch. 8. In the
low-dimensional case, classical solutions include the Wilks likelihood ratio (WLR),
Lawley-Hotelling trace (LHT), Bartlett-Nanda-Pillai (BNP) and Roy’s largest root
tests (Anderson 2003, Sec. 8.6). Similar to the two-sample case, when the homo-
geneous covariance assumption is not satisfied, these tests may become seriously
biased. Much work has been done to deal with the heteroscedasticity, for example,
Bennett’s transformation approach discussed by Anderson (1963) and Zhang and
Xu (2009), generalized P-values method by Gamage et al. (2004), simulation-based
tests by Konietschke et al. (2015), Pauly et al. (2015), approximate degrees of free-
dom method by Zhang (2012), modified Bartlett test by Zhang and Liu (2013),
and references therein.
In the high-dimensional case, some work has also been done for the homoge-
neous one-way MANOVA problem. For a general K > 2, when the covariance
13
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matrices of the K samples are the same, Fujikoshi et al. (2004) derived the asymp-
totic normality of several classical MANOVA tests in high-dimensional setting.
Schott (2007) extended Bai and Saranadasa (1996)’s work to this K-sample case.
Schott (2007)’s MANOVA test can be used when the number of variables ex-
ceeds the degrees of freedom for error, a situation in which standard MANOVA
tests do not apply. However, to obtain asymptotic normality of the test statistic,
Schott (2007) imposed normality and some rather complicated conditions. Himeno
(2007) investigated the asymptotic expansions of the Dempster’s trace criterion,
Srivastava and Kubokawa (2013) proposed a scale-invariant MANOVA test for
non-normal data, Cai and Xia (2014) proposed a linear transformation-based test
that can take the dependence structure of the variables into account, and Jiang
et al. (2015) proposed nonparametric K-sample tests via dynamic slicing where
the number of slices is penalized.
The GLH problem (1.2.5) under equal covariances assumption has been studied
by some authors under the high-dimensional regression setting. Srivastava and
Fujikoshi (2006) proposed a general linear hypothesis test based on Dempster’s
trace under multivariate linear regression models for normal data, Yamada and
Srivastava (2012) considered a general linear hypothesis test for high-dimensional
linear regression models with normal data by extending the scale-invariant two-
sample test of Srivastava and Du (2008), while Srivastava and Kubokawa (2013)
generalized Yamada and Srivastava (2012)’s test for non-normal data.
Without the homogeneity of covariances assumption, not much work has been
done for the K-sample problem yet. Zhang and Xu (2009) discussed the Bennett’s
transformation method for this problem, and proposed an approximate solution
to the high-dimensional K-sample Behrens-Fisher problem via transforming a K-
sample problem into a one-sample problem. Nishiyama et al. (2013) studied a
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simple linear hypothesis and proposed a test based on Dempster’s trace, and they
also use Bennett’s transformation to deal with heteroscedasticity. However, as
discussed before, the Bennett’s transformation method suffers from sample size loss
when different groups have very different sample sizes. Hu et al. (2014) proposed a
high-dimensional MANOVA test by extending Bai and Saranadasa (1996)’s work.
Yamada and Himeno (2015) proposed a MANOVA test based on variation matrix
due to hypothesis and the unbiased estimators of some functions of the group
covariance matrices, which can be considered as a generalization of Chen and Qin
(2010)’s two-sample test. Almost all these works are limited to the special problem
(1.2.4).
1.3. Organization of the Thesis
In Chapter 2, we propose and study an L2-norm based test for the two-sample
high-dimensional Behrens-Fisher (BF) problem where the dimension is larger than
the number of observations. Under the null hypothesis, the proposed test statistic
is shown to be a χ2-type mixture. The distribution of the χ2-type mixture can
be well approximated by the well-known Welch-Satterthwaite χ2-approximation
with the parameters estimated from the data. Implementation of the proposed
test and ratio consistent estimators of the approximation parameters are given.
Approximate and asymptotic powers of the test are also discussed. Simulation
studies and real data applications show that the proposed test outperforms the
MNV test of Krishnamoorthy and Yu (2004) when the data dimension is close to
but less than the sample sizes, and it has better size controlling than the high-
dimensional test of Chen and Qin (2010).
In Chapter 3, we extend our L2-norm based test for the two-sample BF prob-
lem to high-dimensional one-way MANOVA under heteroscedasticity where there
15
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are fewer observations than the dimension. The test statistic is a simple linear
combination of the squared L2-norms of the differences between the group sample
mean vectors and the pooled sample mean vector. For normal data, we show that
similar to the two-sample case, the null distribution of the test statistic is the same
as that of a χ2-type mixture. We give a sufficient and necessary condition when the
distribution of the χ2-type mixture is asymptotically normal. When this condition
is not satisfied, we propose to approximate the distribution of the χ2-type mixture
using the well-known Welch-Satterthwaite chi-squared-approximation. The pro-
posed test is also extended for non-normal data. The asymptotic or approximate
power of the proposed test is investigated. Simulation studies and real data appli-
cations show that the proposed test outperforms two of the existing tests proposed
in the literature.
As discussed in Section 1.2.2, much work has been done for hypotheses on mean
vectors, especially for high-dimensional two-sample and MANOVA problems. In
Chapter 4, rather than considering a specific problem, we are interested in the
general linear hypothesis testing problem on mean vectors of several populations,
which includes many existing hypotheses about mean vectors as its special cases.
We propose a test statistic based on a linear combination of U-statistics but it
can be quickly calculated without using U-statistics. Asymptotic normality and
power of our test are derived under mild conditions without requiring an explicit
relation between the data dimension and the sample size. Our test is applicable
to non-normal multi-sample high-dimensional data without assuming a common
covariance matrix among different samples. It also works well even when different
samples follow different distributions, provided that some moment conditions are
satisfied. A simple, computation-efficient, and ratio-consistent estimator of the un-
known variance of our test statistic is also provided without using computationally
16
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intensive U-statistics. Simulation studies and real data examples are presented to
demonstrate the good performance of our test.
Finally, we summarize our work, and discuss some other related problems as




An L2-norm Based Test for the
Behrens-Fisher Problem
2.1. Introduction
In this chapter, we are interested in the two-sample BF problem for high dimen-
sional data, which tests the equality of the mean vectors of two high-dimensional
normal populations with possibly unequal covariance matrices. Here “high dimen-
sion” means “the data dimension is close to or even larger than the sample size”.
This work is motivated by the leukemia microarray dataset, in which thousands
of gene expression levels are measured on a few subjects. Figure 2.1.1 displays the
leukemia dataset available from the website at http: // www. genome. wi. mit.
edu/ MPR/ data_ set_ ALL_ AML. html . The leukemia dataset contains samples of
47 patients with acute lymphoblastic leukemia (ALL) and 25 patients with acute
myeloid leukemia (AML), each having 7129 gene expression levels. Of interest is to
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check whether or not the two variants of leukemia have the same mean expression
levels. Assume that the expression levels follow multivariate normal distribution.
Since we do not know and it is often difficult to check if the two groups have the
same covariance matrix and the data dimension p = 7129 is much larger than the
total sample size (n = n1 + n2 = 72), this dataset motivates a two-sample high-
dimensional BF problem. Because the associated sample covariance matrices of the
two samples in the dataset are singular, the aforementioned approximate solutions
such as Yao (1965)’s, Johansen (1980)’s, Kim (1992)’s and Krishnamoorthy and
Yu (2004)’s tests to the multivariate BF problem cannot be applied. Some work
has been done for this important high-dimensional BF problem, such as the exten-
sion of Scheffé (1943)’s transformation method to the K-sample high-dimensional
BF problem by Zhang and Xu (2009), Chen and Qin (2010)’s two-sample test mo-
tivated by Bai and Saranadasa (1996)’s work, and the scale-invariant test studied
by Srivastava et al. (2013). A drawback of Zhang and Xu (2009)s test is that
it is less powerful when the two samples, e.g., the ALL and AML groups of the
leukemia data mentioned above, have very different sample sizes. Both Chen and
Qin (2010) and Srivastava et al. (2013) use normal approximation to their tests’
null distributions, which relies on some strong conditions that may not be suitable
for certain real data such as the leukemia data. To solve these problems, in this
chapter, we propose and study an L2-norm based test.
The proposed L2-norm based test is closely related to the L2-norm based test
for the high-dimensional two-sample problem proposed and studied by Bai and
Saranadasa (1996) where they assumed that the two samples have the same co-
variance matrix and they approximated the null distribution by the normal distri-
bution. In this chapter, we show that the test statistic under the null hypothesis is
a χ2-type mixture regardless if the two samples have the same covariance matrix,
20
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Figure 2.1.1. The leukemia data: (a) 47 ALL patients; (b) 25
AML patients, each having 7129 genes.
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(a) Acute lymphoblastic leukemia
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(b) Acute myeloid leukemia
indicating that the null distribution is generally skewed. Therefore, the normal
approximation may not work well. To overcome this problem, we approximate
the null distribution of the proposed test via the well-known Welch-Satterthwaite
χ2-approximation, which is simple to implement and very accurate in solving high-
dimensional problems. What’s more, the new test is adaptive to the shape of its
null distribution and has a good size controlling.
The rest of this chapter is organized as follows. In Section 2.2, the L2-norm
based test is described and its null distribution is derived. Methods for approxi-
mating the null distribution of the test statistic are proposed. The test is extended
for non-normal data in Section 2.3. Approximate and asymptotic powers of the
test are studied in Section 2.4. Simulation studies are given in Section 2.5. Ap-
plications to the colon data and leukemia data are presented in Section 2.6. Some
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concluding remarks are given in Section 2.7. The technical proofs of the main
theorems are outlined in the Appendix.
2.2. Methodologies When Data Are Normal
As in the classical multivariate data analysis, we denote a p-dimensional normal
distribution with mean vector µ and covariance matrix Σ as Np(µ,Σ). Suppose
that we have the following two independent high-dimensional samples:
yi1,yi2, · · · ,yini ∼ Np(µi,Σi), i = 1, 2, (2.2.1)
without assuming Σ1 = Σ2, where the dimension p is very big, and may be much
bigger than the total sample size n = n1 + n2. We want to test whether the two
mean vectors are equal:
H0 : µ1 = µ2 versus H1 : µ1 6= µ2. (2.2.2)
This problem may be referred to as the two-sample high-dimensional Behrens-
Fisher (BF) problem. When Σ1 = Σ2 is valid or can be approximately assumed,
the above testing problem can be solved using the tests proposed by Dempster
(1958, 1960), Bai and Saranadasa (1996) and Srivastava and Du (2008) among
others. For the case without assuming Σ1 = Σ2, Chen and Qin (2010)’s two-
sample test and Srivastava et al. (2013)’s scale-invariant test are the extensions of
Bai and Saranadasa (1996)’s and Srivastava and Du (2008)’s tests, respectively.
All the tests mentioned above use normal approximation to their null distributions.
In this section, we aim to propose an L2-norm based test for the two-sample high-
dimensional BF problem when equal covariance matrices is not assumed and study
an alternative approach to approximate the null distribution based on the well-
known Welch-Satterthwaite χ2-approximation.
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2.2.1. The Test Statistic. Let y¯i, i = 1, 2 denote the sample mean vectors
of the two samples. They are the unbiased estimators of µ1 and µ2 respectively.
Also let Σˆi = (ni − 1)−1
∑ni
j=1(yij − y¯i)(yij − y¯i)T , i = 1, 2, denote the sample
covariance matrices of the two samples. When n1, n2 > p, the classical test statistic




(y¯1 − y¯2)T Ωˆ−1n (y¯1 − y¯2), (2.2.3)
where Ωˆn = n2n Σˆ1 +
n1
n
Σˆ2. The statistic (2.2.3) is a modification of the Hotelling
(1931)’s T 2 statistic for the two-sample problem when homogeneity of covariance
matrices is assumed, and is obtained by replacing the pooled sample covariance
matrix in Hotelling (1931)’s T 2 with Ωˆn. Unlike Hotelling (1931)’s T 2, whose null
distribution is a scaled F-distribution, the exact null distribution of (2.2.3) is usu-
ally unknown. However, the null distribution of (2.2.3) can be well approximated
by a scaled F-distribution with parameters estimated using various methods, see
Yao (1965), Johansen (1980) and Krishnamoorthy and Yu (2004) for example.
But in the high-dimensional scenario, (2.2.3) is undefined because the matrix Ωˆn
in (2.2.3) could be singular when the sample sizes n1, n2 are smaller than the di-
mension p. Even when dimension p is smaller than but close to the sample sizes
n1, n2, as will be shown by simulation in Section 2.5, tests based on statistic (2.2.3)
are very unstable and less powerful because the matrix Ωˆn is nearly singular. So
the classical approximation solutions to the BF problem are not very useful in the
high-dimensional case. Inspired by Bai and Saranadasa (1996)’s high-dimensional
two-sample test statistic, which removed the inverse of the pooled sample covari-
ance matrix Σˆ from the Hotelling (1931)’s T 2, and has the following form
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Note TCQ = ‖y¯1 − y¯2‖2 − nn1n2 tr(Ωˆn), so TCQ can be seen as a direct extension
of Bai and Saranadasa (1996)’s statistic by simply replacing the pooled sample
covariance matrix Σˆ with Ωˆn. Both TBS and TCQ are constructed as the unbiased
estimation of ‖µ1 − µ2‖2, which gives the reason that (2.2.4) and (2.2.5) are
essentially the same. (2.2.4) can be seen as a naive estimation ‖y¯1 − y¯2‖2 plus
a bias correction term − n
n1n2
tr(Σˆ), while (2.2.5) is a linear combination of the
U-statistics of the three terms in the expansion of ‖µ1−µ2‖2. And both TBS and
TCQ use normal approximation to their null distributions. However, when some
regularity conditions of Bai and Saranadasa (1996) and Chen and Qin (2010) are
not satisfied, their test statistics may not be asymptotically normal. In fact, Zhang
et al. (2015b) showed that, through some simulations, when the correlation of the
data is high, the histogram of test statistic TBS can be quite skewed and thus
normal approximation is not applicable. To solve this problem, we will focus on
the main term ‖y¯1 − y¯2‖2 in TBS and TCQ and study its distribution.





‖y¯1 − y¯2‖2, (2.2.6)
which is just a scaled squared L2-norm of the sample mean difference vector y¯1−y¯2.
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To test (2.2.2), we need to derive the null distribution of Tn. Let X
d
= Y denote
that X and Y have the same distribution. Note that we can write the singular








Un = [un,1,un,2, · · · ,un,p], Λn = diag(λn,1, λn,2, · · · , λn,p),
(2.2.8)
where un,1,un,2, · · · ,un,p are the orthonormal eigenvectors of Ωn, and
λn,1, λn,2, · · · , λn,p the associated decreasingly-ordered eigenvalues, andm the num-
ber of all the positive eigenvalues; when all the eigenvalues are positive, m = p.
Throughout this chapter, we use χ2d(δ2) to denote a chi-squared distribution with
the degrees of freedom d and the non-centrality parameter δ2 and when δ2 = 0, we
write χ2d. We first have the following useful theorem stating the general random
expression of Tn.







n,r, where An,r ∼ χ21(pi2n,r/λn,r), r = 1, 2, · · · ,m are independent, and
pin,r = µ
T





+ 4µTnΩnµn, and E(Tn − E(Tn))3 = 8tr(Ω3n) + 24µTnΩ2nµn.
Under the normality assumption, Theorem 2.1 holds without any further con-
ditions. Let Tn0 denote the test statistic Tn when the null hypothesis H0 holds. A













, E[Tn0 − E(Tn0)]3 = 8tr(Ω3n).
(2.2.9)
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2.2.2. Approximate and Asymptotic Null Distributions. Note that
studying the null distributions of Tn is equivalent to studying the distribution
of Tn0 which is a χ2-type mixture (Zhang 2005, 2013). Since Tn0 is a linear com-
bination of a group of independent χ2-random variables and it is nonnegative and
often skewed, it is very reasonable to approximate its distribution using that of
R = βχ2d, a single χ2-random variable multiplied by a constant β, via matching
the first two moments or cumulants of Tn0 and R. This two-cumulant matched χ2-
approximation is also known as the Welch-Satterthwaite χ2-approximation (Sat-
terthwaite 1946, Welch 1947) or the Box χ2-approximation (Box 1954). It is very
accurate and widely used in solving Behrens-Fisher problems for univariate data
(Satterthwaite 1946, Welch 1947). Some simple algebra shows that the associated













Note that β and d are functions of n1, n2,Σ1 and Σ2 through Ωn and we of-
ten call d the approximate degrees of freedom of the two-cumulant matched χ2-
approximation.
The advantages of the two-cumulant matched χ2-approximation at least in-
clude: (a) it is simple to implement provided that the unknown parameters β and
d are consistently estimated from the data; and (b) its degrees of freedom d is
adaptive to the distribution shape of Tn0. That is, when Tn0 is asymptotically
normal, d tends to ∞ and when Tn0 is not asymptotically normal, d is a finite
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number. We firstly address (b) here and leave (a) to be addressed in the next
subsection.
By (2.2.10), the skewness of Tn0 will tend to 0 when d∗ tends to ∞. Thus,
we may use d∗ as a measure for the symmetry and normality of Tn0. In fact we
can show that “d∗ →∞” is a sufficient and necessary condition for the asymptotic
normality of Tn0. Throughout this chapter, let
L−→ and P−→ denote the convergence
in distribution and in probability respectively and let N(µ, σ2) denote the normal
distribution with mean µ and variance σ2.
Theorem 2.2. As n, p → ∞, Tn0 is asymptotically normal if and only if





)]1/2 L−→ N(0, 1). (2.2.12)
Theorem 2.2 suggests that we can use a normal distribution to approximate
the null distribution of Tn only when d∗ is large. By Zhang (2005), d∗ is the
approximate degrees of freedom of the three-cumulant matched χ2-approximation,
in which the distribution of Tn0 is approximated by the distribution of a random
variable R = β∗0 +β∗1χ2d∗ with the parameters β∗0 , β∗1 and d∗ determined via matching
the first three cumulants of R and Tn0. It is well-known that in convention, when
d∗ ≥ 30, the normal distribution N(d∗, 2d∗) can approximate the distribution of
χ2d∗ very well. Therefore, the normal distribution N(tr(Ωn), 2tr(Ω
2
n)) can be a
good approximation to the distribution of Tn0 when d∗ ≥ 30, say. In real data
analysis, we can use a proper estimator of d∗ based on the data to check whether
the normal approximation to the distribution of Tn0 is adequate.
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To show the asymptotic normality of their two-sample test for high-dimensional
data, Chen and Qin (2010) imposed the following size condition:
as n→∞, n1/n→ τ ∈ (0, 1), (2.2.13)
and a condition about the structure of the two covariance matrices:




, for i, j, k, l = 1, 2. (2.2.14)
For normal data, we can exclude their conditions (3.1) and (3.2) which are used
against non-normality of the two samples. The size condition (2.2.13) requires that
the sizes of the two samples (2.2.1) tend to ∞ proportionally, so the test statistic
will have a stable limit. We can show that Chen and Qin (2010)’s conditions
are also sufficient for the asymptotic normality of Tn0 as stated in the following
corollary.
Corollary 2.1. Assume the conditions (2.2.13) and (2.2.14) and under the
null hypothesis H0, as n, p → ∞, we have d∗ → ∞ and Tn0 is asymptotically
normal.
In some situations, however, “as n, p→∞, d∗ →∞” may be invalid as shown
in the following corollary.
Corollary 2.2. Assume the size condition (2.2.13) and as p→∞, tr(Σri )
pr
=
O(1), r = 1, 2, 3; i = 1, 2. Then as n, p → ∞, d∗ = O(1) so that Tn0 is not
asymptotically normal.
Let Ip and Jp denote the p × p identity matrix and the p × p matrix of ones.
The following example illustrates the cases when “as n, p→∞, d∗ →∞” is valid
and invalid.
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Example 2.1. Let Σi = σ2i [(1 − ρi)Ip + ρiJp], i = 1, 2 where ρ1, ρ2 ∈ (0, 1).
It is easy to have Ωn = anIp + bnJp where an = n2n σ
2
1(1 − ρ1) + n1n σ22(1 − ρ2)








































. Then, when σ21, σ22, ρ1, ρ2 are fixed constants and under the
size condition (2.2.13), as n, p → ∞, we have d∗ → 1. On the other hand, when
σ21, σ
2
2 are fixed constants, ρi = o(p−2/3), i = 1, 2, and under the size condition
(2.2.13), as n, p → ∞, we have d∗ → ∞. The condition “ρi = o(p−2/3), i = 1, 2”
essentially assumes that Σi − σ2i Ip → 0, i = 1, 2 as p → ∞, which is extremely
rare for real data analysis.
Tn0 is not asymptotically normal under the conditions of Corollary 2.2. In this
case, especially when the value of d∗ is small, using the normal approximation to
approximate the distribution of Tn0, such as suggested by Theorem 2.2 and by
Bai and Saranadasa (1996), Srivastava and Du (2008), and Chen and Qin (2010)
among others, can be misleading and may result in a very liberal test. Thus in
this case, χ2-approximation methods should be preferred. Zhang (2013) showed
via some simulations that for nonnegative χ2-type mixtures, the two-cumulant
and three-cumulant matched χ2-approximations are comparable. Since the two-
cumulant matched χ2-approximation is simpler, especially in our current context,
in general, regardless if d∗ is small or big, we recommend to apply the proposed
L2-norm based test with the two-cumulant matched χ2-approximation. We have
the following theorem showing that the two-cumulant matched χ2-approximation
is actually adaptive to the distribution shape of Tn0. This advantage is not shared
by the aforementioned normal approximation.
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Theorem 2.3. We always have 0 < d∗ ≤ d. Therefore, when d is bounded, d∗
is always bounded so that neither Tn0 nor βχ2d will be asymptotically normal; and






will tend to N(0, 1).
Theorem 2.3 indicates that the two-cumulant matched χ2-approximation is
adaptive to the value of d∗. It also indicates that when d is finite, the condition
(2.2.14) is not satisfied, because otherwise by Corollary 2.1, one has d∗ → ∞
as p → ∞, which contradicts with the fact that d∗ ≤ d. Therefore, we may
use d instead of d∗ to determine if the normal approximation as suggested by
Theorem 2.2 would be adequate for the distribution of Tn0. For example, when
d < 10 say, we always have d∗ < 10 so that the normal approximation will not be
adequate. On the other hand, as indicated by the simulation studies in Section 2.5,
the two-cumulant matched χ2-approximation for the distribution of Tn0 is adequate
for both large and small d.
2.2.3. Implementation. To apply the two-cumulant matched χ2-
approximation as mentioned above or the normal approximation as suggested





estimator θˆn,p of some parameter θn,p is said to be ratio-consistent in probability
if θˆn,p/θn,p
P−→ 1 as n, p → ∞. We now discuss how to estimate these quantities
unbiased and ratio-consistently.




where Σˆi = (ni − 1)−1
∑ni
j=1(yij − y¯i)(yij − y¯i)T , i = 1, 2, are the usual unbiased
estimators of Σi, i = 1, 2. We can show that tr2(Ωˆn) and tr(Ωˆ
2
n) are biased for
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, we first need obtain the unbiased and ratio-consistent estimators of








. We have the
following theorem.
Theorem 2.4. Under the normality, the unbiased and ratio-consistent esti-
mators of tr (Σ1) tr (Σ2) and tr(Σ1Σ2) are given by tr(Σˆ1)tr(Σˆ2) and tr(Σˆ1Σˆ2)
respectively and the unbiased and ratio-consistent estimators of tr2(Σi) and tr(Σ2i )














i )− 1ni−1 tr2(Σˆi)
]
, i = 1, 2.
(2.2.16)
Then by this theorem and (2.2.15), we have the following theorem.
Theorem 2.5. The unbiased and ratio-consistent estimators of tr (Ωn),




are respectively given by tr(Ωˆn) and by























By Theorem 2.5, for the two-cumulant matched χ2-approximation as described
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For any nominal significance level α > 0, let χ2d(α) denote the upper 100α per-
centile of χ2d. Then by Theorem 2.5, it is easy to show that βˆ, dˆ and βˆχ2dˆ(α) are
ratio-consistent for β, d and βχ2d(α).
Theorem 2.6. Under the normality assumption and the size condition










Using (2.2.18), the L2-norm based test for the two-sample BF problem (2.2.2)
with the two-cumulant matched χ2-approximation is then conducted via using the
approximate critical value βˆχ2
dˆ
(α) or the approximate P-value P (χ2
dˆ
≥ Tn/βˆ).
When d∗ is large, d is also large so that the normal approximation method in
Theorem 2.2 can be used with the ratio-consistent estimators (2.2.17) of tr(Ωn)
and tr(Ω2n), as in the following corollary.






)]1/2 L−→ N(0, 1). (2.2.19)
For any α > 0, let zα and Φ(·) denote the upper 100α percentile and the
cumulative distribution function of N(0, 1). By Corollary 2.3, when d∗ is large,
we may apply the normal approximation for the null distribution of Tn. That
is, the L2-norm based test with the normal approximation for the two-sample BF














2.3. Extension to Non-normal Data
When the two samples (2.2.1) are non-normal, we generally do not have the
good result as stated in Theorem 2.1. However, from the previous section, we
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find that it is very effective and simple to approximate the null distribution of Tn
(2.2.6) using the two-cumulant matched χ2-approximation. This is because Tn is
nonnegative and is often skewed. To this end, we need to compute the first two
cumulants of Tn under the null hypothesis. By some simple algebra and under H0,
the first two cumulants of Tn are given by







where κi,11 = E‖yi1 − µi‖4 − tr2(Σi) − 2tr(Σ2i ), i = 1, 2, are two important
quantities used to measure the non-normality of the random vectors yi1, i = 1, 2
respectively (Himeno and Yamada 2014). When the two samples are normal, we
have κi,11 = 0, i = 1, 2. It is seen from (2.3.1) that the non-normality of Tn
is significantly reduced via the averages of the two samples (2.2.1). As in the
previous section, we approximate the null distribution of Tn by matching the first
two cumulants of Tn and R = βχ2d. The parameters β and d are given by
β =
{









For normal data, they are the same as those in (2.2.11).
In the previous section, for normal data, we showed that the distribution of
R = βχ2d is adaptive to the shape of the null distribution of Tn. That is, when
the null distribution of Tn is normal, d is very large and otherwise small. We
expect this is the case for non-normal data also. However, it is not easy to show
this is the case for general non-normal data. Fortunately, we can show that under
the assumptions of Chen and Qin (2010), as n, p → ∞, we have d → ∞. Their
assumptions are listed as below:
CQ Assumptions
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• A1. yij = µi + Γizij, j = 1, 2, · · · , ni; i = 1, 2 where Γi : p×m satisfies
ΓiΓ
T
i = Σi and zij’s are i.i.d. m-vectors, with E(zij) = 0, Cov(zij) = Im.




· · · zαqijlq) = E(zα1ijl1)E(zα2ijl2) · · ·E(z
αq
ijlq
) for a positive integer
q such that
∑q
l=1 αl ≤ 8 and l1 6= l2 6= · · · 6= lq.
• A3. As n, p→∞, n1/(n1 + n2)→ τ ∈ (0, 1).
• A4. As p→∞, tr(ΣiΣjΣkΣl) = o(tr2[(Σ1 + Σ2)2]) for i, j, k, l = 1, 2.
Theorem 2.7. Under the CQ assumptions and H0, as n, p → ∞, we have
d→∞, and both Tn and R = βχ2d are asymptotically normal.
Theorem 2.7 also indicates that when d = O(1) as n, p→∞, the CQ assump-
tions are impossible to be satisfied since otherwise d tends to ∞ as n, p → ∞.
From the proof of Theorem 2.7 in the Appendix, it is seen that when d is bounded,
Assumption A4 will be violated.
By (2.3.2), to estimate the unknown parameters β and d, we just need to
estimate tr(Ωn), tr2(Ωn), tr(Ω2n), and κi,11, i = 1, 2 consistently. Himeno and
Yamada (2014) showed that for i = 1, 2, based on samples of the i-th group, the




i ) + (n
2
i − 3ni + 1)tr2(Σˆi)− niQi},
t̂r(Σ2i ) =
ni−1
ni(ni−2)(ni−3){(ni − 1)(ni − 2)tr(Σˆ
2





i ) + (ni − 1)2tr2(Σˆi)− ni(ni + 1)Qi},
(2.3.3)
where Qi = 1ni−1
∑ni
j=1 ‖yij − y¯i‖4, i = 1, 2. Under some regularity conditions,
Himeno and Yamada (2014) also proved the ratio consistency of ̂tr2(Σi), t̂r(Σ2i ),
κˆi,11, i = 1, 2. So the unbiased and ratio-consistent estimator of tr(Ωn) is given by
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tr(Ωˆn) while the unbiased and ratio-consistent estimators of tr2(Ωn) and tr(Ω2n)
can be obtained via plugging ̂tr2(Σi) and t̂r(Σ2i ), i = 1, 2 in (2.3.3) into (2.2.17).
Plugging these ratio-consistent estimators into (2.3.2), we have the ratio consistent
estimators for β and d are respectively
βˆ =
{









By Theorem 2.7 and the ratio consistency of the estimators (2.3.4), we immediately
have the following result which is paralleled to Corollary 2.3.
Corollary 2.4. Under the CQ assumptions, as n, p → ∞, we still have




are defined in (2.2.17) but with tr2(Σi)
and tr(Σ2i ) given in (2.3.3).
The proposed L2-norm based two-sample test can then be conducted similarly
as discussed in Section 2.2.3.
2.4. Approximate and Asymptotic Powers
In this section, we investigate the approximate and asymptotic powers of Tn.
From (2.2.6), we have the following expansion of Tn,
Tn
d
= Tn0 + 2(µ
T
nΩnµn)
1/2z + ‖µn‖2, (2.4.1)
where z is a standard random variable with E(z) = 0, Var(z) = 1 and as before
Tn0 denotes the test statistic Tn under H0. If normality holds, then z ∼ N(0, 1).
Similar to Bai and Saranadasa (1996) and Chen and Qin (2010), we consider the
power of Tn under the following condition:
as n, p→∞, µTnΩnµn = o[tr(Ω2n)]. (2.4.2)
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This is the case when the information in the alternative hypothesis is weak com-










defined in the previous sections respectively. We consider the approximate power
of the two cases when d∗ tends to a finite number and when d∗ →∞ as n, p→∞.
In the first case, the proposed L2-norm based test is conducted by using the two-
cumulant matched χ2-approximation with the approximate critical value βˆχ2
dˆ
(α).
The associated power of Tn is expressed as P (Tn/βˆ ≥ χ2dˆ(α)). In the second case,
the proposed L2-norm based test is conducted via using the normal approximation






zα. The associated power
of Tn is then expressed as P ( Tn−tr(Ωˆn)[
2
̂tr(Ω2n)
]1/2 ≥ zα). The powers of Tn are summarized
in the following two theorems.
Theorem 2.8. Assume that as p→∞, d∗ tends to a finite number. Under the
size condition (2.2.13) and condition (2.4.2), suppose βˆχ2
dˆ
(α) is a ratio consistent














In particular, when the conditions of Corollary 2.2 are satisfied and when p = O(n)
and κi,11 = O[tr(Σ2i )], i = 1, 2 as n, p→∞, we have β = O(n) and d = O(1).
Theorem 2.9. Assume the CQ assumptions. Then under condition (2.4.2),
as n, p→∞, the asymptotic power of Tn can be expressed as
P











2.4 Approximate and Asymptotic Powers
where Ω = (1− τ)Σ1 + τΣ2.
By Theorem 2.9, we immediately have the following corollary when normality
holds.
Corollary 2.5. Assume that the two samples are normally distributed and
suppose as n, p → ∞, d∗ → ∞. Then under the size condition (2.2.13) and
condition (2.4.2), we still have (2.4.4) holds.
Notice that under the conditions of Theorem 2.9, the asymptotic power (2.4.4)
of Tn is the same as the one given in Equation (3.11) of Chen and Qin (2010)
and it reduces to the one given in Equation (4.6) of Bai and Saranadasa (1996)
when Σ1 = Σ2 = Σ. It implies that asymptotically, our test should be at least
as powerful as the test proposed by Chen and Qin (2010) or Bai and Saranadasa
(1996) under the same conditions. And if nτ(1−τ)
β
‖µ1 − µ2‖2 or nτ(1−τ)‖µ1−µ2‖
2
[2tr(Ω2)]1/2
tends to infinity, the approximate or asymptotic power will tend to 1. And if
nτ(1−τ)
β
‖µ1 − µ2‖2 or nτ(1−τ)‖µ1−µ2‖
2
[2tr(Ω2)]1/2
is positive, we have a nontrivial power.
Also note, the approximate or asymptotic power depends on the L2-norm of
the mean vector difference µ1 − µ2, but doesn’t depend on the structure, such
as sparsity, of this mean vector difference. So for example, even if the mean
vector difference is sparse, in the sense that it has many zero components, as
long as ||µ1 − µ2|| is large, which can happen when a few of (µ1 − µ2)’s non-
zero components are large, our test is still able to detect the mean difference.




]1/2 contains the variance contributed by the variables
associated with the non-zero components.
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2.5. Simulation Studies
In this section, we present three simulation studies. The testing procedures
under consideration include the tests by Yao (1965), Johansen (1980), MNV test
of Krishnamoorthy and Yu (2004), the two-sample test of Chen and Qin (2010),
and our L2-norm based test. As mentioned in the introduction, the MNV test is
the best approximate solution to the two-sample multivariate BF problem and the
L2-norm test for the high-dimensional two-sample problem was first proposed by
Bai and Saranadasa (1996). Notice that unlike here, Bai and Saranadasa (1996)
used the normal approximation to approximate the null distribution. As discussed
previously, this is not good for the L2-norm based test since its random expression
under the null hypothesis is a χ2-type mixture which is skewed in general.
In each run, the two samples will be generated using the structure yij = µi +
Γizij, j = 1, 2, · · · , ni; i = 1, 2 in A1 of the CQ Assumptions with the parameters
specified as
µ2 = µ1 + δh, with µ1 and h randomly generated,
Σi = ai [(1− ρi)Ip + ρiJp] , i = 1, 2,
where Ip and Jp denote the identity matrix and the matrix of ones of size p ×
p. The tuning parameters δ, h, ai, and ρi are used to control the mean vector
difference µ1 − µ2 and the covariance matrix difference Σ1 − Σ2. ρi, i = 1, 2
also control the correlation of the data. For the i.i.d. random variables zij =
(zij1, zij2, · · · , zijp)T , j = 1, 2, · · · , ni; i = 1, 2, we consider the following models:
(1) zijt, t = 1, · · · , p i.i.d.∼ N(0, 1).
(2) zijt = wijt/
√




(3) zijt = (wijt − 1) /
√
2, t = 1, · · · , p, where wijt i.i.d.∼ χ21.
For simplicity, we set µ1 = 0 and h = u/‖u‖ with u = [1, 2, · · · , p]T and set a1 = 1
and ρ1 = 0.1.
It is possible to set h = u˜/‖u‖ with u˜ = [1, · · · , r, 0, · · · , 0]T , r ≤ p, to consider
the effect of sparsity on the mean vector difference. In this way, the parameter r
controls the number of non-zero components and thus controls the sparsity of the
mean vector difference. We simply set r = p because by (2.4.3) or (2.4.4), it is
expected that the L2-norm based test’s power is less affected by the structure of
µ1 − µ2, but mainly determined by ||µ1 − µ2|| which can be controlled by δ.
It is clear that when δ increases, the powers of the testing procedures are
expected to increase, and we shall let δ take values in [0, δ0] with δ0 properly
chosen so that the associated powers of the testing procedures are about 1. For
the simulated two samples, the test statistics of the tests under consideration
were computed and the associated P-values were calculated. When the P-values
are smaller than the nominal significance level α (5% here), the null hypothesis
is rejected. This process is repeated N = 10, 000 times. The empirical sizes or
powers of a testing procedure are then calculated as the proportions of the number
of rejections out of N runs based on the calculated P-values using the associated
testing procedures.
Simulation 1 aims to examine the effect of the dimension onto the L2-norm
testing procedure proposed in Section 2.2.3 and the three traditional tests by Yao
(1965), Johansen (1980), Krishnamoorthy and Yu (2004). We consider four cases
with p = 5, 10, 20, and 40 and set n1 = 45, n2 = 55, a2 = 1, ρ2 = 0.2. All the
data are generated from multivariate normal distribution (Model 1) and all the
dimensions are set to be smaller than the sample sizes of the two samples so that
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the last three testing procedures can be applied. Table 2.5.1 gives the empirical
sizes and powers and Figure 2.5.1 displays the power functions of the four testing
procedures in Simulation 1.
It is seen that the L2-norm based test outperforms the first three testing pro-
cedures in the sense that (1) the empirical sizes (powers at δ = 0) of the L2-norm
test are close to the nominal significance level 5% in all the four cases while the
empirical sizes of Johansen’s test in the last case is much larger than 5%; and
(2) the powers of the L2-norm based test are larger than those of the first three
tests in Panels (a), (b) and (c), and they are larger than those of Yao’s test and
MNV test in Panel (d). From this simulation study, it is also seen that MNV and
Yao’s tests perform similarly, and better than Johansen’s test. Notice that here
the difference of the two covariance matrices is small (∆ρ = ρ2 − ρ1 = 0.1).
Table 2.5.1. Empirical sizes and powers (in percentages) of Yao,
Johansen, MNV and L2-norm tests for Simulation 1.
p = 5 p = 10
δ L2 MNV Yao Johansen δ L2 MNV Yao Johansen
0 0.50 4.96 4.99 4.55 0 4.92 4.79 4.86 4.29
0.2 10.66 8.45 8.45 7.76 0.2 8.67 6.26 6.33 5.59
0.4 27.56 20.10 20.25 18.97 0.4 20.64 12.61 12.64 11.67
0.6 56.63 43.39 43.49 41.88 1.4 99.35 96.25 96.24 95.82
1.4 99.97 99.77 99.79 99.75 1.6 99.95 99.35 99.37 99.21
p = 20 p = 40
δ L2 MNV Yao Johansen δ L2 MNV Yao Johansen
0 5.56 5.12 5.32 5.65 0 5.48 4.88 5.26 15.94
0.2 7.08 5.61 5.84 6.22 0.2 6.78 5.32 5.77 17.14
0.4 14.25 8.61 8.85 9.32 0.4 10.68 6.63 7.15 18.97
2.0 99.94 98.54 98.60 98.75 1.8 94.87 65.18 66.57 85.64
2.4 100 99.96 99.95 99.98 2.4 99.93 93.92 94.29 98.81
In Simulation 2, we aim to examine the effect of the difference of the covariance
matrices of the two populations onto the four testing procedures considered in
Simulation 1. For this purpose, we first set p = 40 and then specify four cases
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Figure 2.5.1. Power functions of MNV (dashed), Yao (dot-
dashed), Johansen (dotted) and L2-norm (solid-crossed) for Sim-
ulation 1.
















































associated with ∆ρ = ρ2 − ρ1 = 0, 0.25, 0.50 and 0.75, representing the cases
when the covariance matrices of the two samples have “no, small, big and very
big” differences. The rest parameters are the same as in Simulation 1. Table 2.5.2
gives the empirical sizes and powers and Figure 2.5.2 displays the power functions
of the four testing procedures in the four cases of Simulation 2. It is seen that the
L2-norm based test outperforms the existing three testing procedures in the sense
that (1) the empirical sizes of the L2-norm based test are close to 5% in the four
cases while those of Johansen’s test are much larger than 5% in the four cases, and
those of Yao’s and MNV tests are much larger than 5% in the last two cases; and
(2) when the empirical sizes of Yao’s and MNV tests are close to 5% as in Panels
(a) and (b), the L2-norm based test has larger powers than Yao’s and MNV tests.
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It is also seen that for the BF problems, among the first three testing procedures,
MNV test performs better than Yao’s test, and Yao’s test performs better than
Johansen’s test since MNV test fails to work only in the last case, Yao’s test fails
to work in the last two cases, while Johansen’s test fails to work in all the cases.
Figure 2.5.2. Power functions of MNV (dashed), Yao (dot-
dashed), Johansen (dotted) and L2-norm (solid-crossed) for Sim-
ulation 2.
















































In Simulation 3, we compare the L2-norm test with Chen and Qin (2010)’s
(CQ) test. This time we consider all the three data models (1∼3). Simulations are
conducted for various situations, including dimensions p = 50, 500, 1000, sample
sizes n1 = [n1, n2] = [30, 50], n2 = [120, 200], n3 = [240, 400], and correlation cases
ρ2 = 0.1, 0.5, 0.9 with a2 = 2. We use L2N, L2D to denote the L2-norm based
test using the χ2-approximation method in Section 2.2.3 and the one using the
approximation method for non-normal data discussed in Section 2.3 respectively.
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Table 2.5.2. Empirical sizes and powers (in percentages) of Yao,
Johansen, MNV and L2-norm tests for Simulation 2.
∆ρ = 0 ∆ρ = 0.25
δ L2 MNV Yao Johansen δ L2 MNV Yao Johansen
0 4.82 4.87 4.96 15.27 0 4.68 5.41 6.91 18.17
0.2 6.94 5.55 5.78 16.74 0.2 5.94 5.80 7.05 18.90
0.8 36.94 13.64 13.87 31.39 0.8 22.96 13.48 15.77 32.97
1.6 93.72 54.86 54.94 77.73 1.6 75.84 50.71 54.49 76.90
2.6 100 98.24 98.13 99.75 3.2 100 99.94 99.95 100
∆ρ = 0.50 ∆ρ = 0.75
δ L2 MNV Yao Johansen δ L2 MNV Yao Johansen
0 4.86 6.85 11.77 23.76 0 4.10 10.66 34.97 46.10
0.2 5.71 7.39 12.35 25.20 0.2 5.11 11.80 37.77 48.48
0.8 16.29 15.46 23.40 41.26 0.8 13.33 22.99 53.90 65.57
1.6 56.70 56.25 67.17 83.65 1.6 43.17 67.24 87.94 94.92
3.2 99.89 99.97 99.98 100 2.2 74.09 93.65 98.13 99.63
Table 2.5.3 gives the empirical sizes and Table 2.5.4 gives the empirical powers
of the three tests in Simulation 3. It is seen from Tables 2.5.3 and 2.5.4 that (1)
L2N and L2D tests’ empirical sizes are closer to the nominal size 5% than those
of CQ test in most case, (2) as ρ2 grows, the empirical sizes of CQ test become
more inflated, and (3) the empirical sizes and powers of L2N and L2D tests are
comparable in all the 3 models. The CQ test usually has larger empirical powers
than the L2-norm based tests in most cases, but this could be misleading in view of
its inflated sizes. In summary, The tests L2N and L2D have better size controlling
than the CQ test, and they have comparable powers to the CQ test when their
empirical sizes are comparable (when ρ2 = 0.1).
Table 2.5.5 presents the estimated degrees of freedoms when δ = 0. The results
for δ > 0 are similar and hence are omitted for space saving. Take Model 1 as an
example, by Example 2.1, it is known when p = 1000, and n1 = 120, n2 = 200,
we have for ρ2 = 0.1, 0.5, 0.9, the associated d is about 90.9918, 9.7906, 3.4674
respectively. Compare with the corresponding estimated values in Table 2.5.5,
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Table 2.5.3. Empirical sizes (in percentages) of L2-norm tests and
CQ test.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n L2N L2D CQ L2N L2D CQ L2N L2D CQ
1
50
[30, 50] 5.39 5.39 6.26 6.17 6.17 7.43 5.71 5.73 7.09
[120, 200] 5.34 5.34 6.22 5.38 5.38 6.61 5.64 5.64 7.25
[240, 400] 5.33 5.33 6.10 5.22 5.22 6.60 5.22 5.22 6.92
500
[30, 50] 6.36 6.38 6.71 6.22 6.23 7.15 5.94 5.95 7.44
[120, 200] 6.17 6.17 6.68 5.62 5.62 6.79 5.35 5.35 6.82
[240, 400] 6.10 6.10 6.47 5.55 5.55 6.63 5.23 5.23 6.80
1000
[30, 50] 6.51 6.51 6.89 6.36 6.36 7.18 5.84 5.88 7.16
[120, 200] 6.33 6.32 6.70 5.83 5.83 6.76 5.12 5.14 6.81
[240, 400] 6.18 6.18 6.73 6.14 6.16 7.33 5.06 5.06 6.61
2
50
[30, 50] 4.79 5.11 6.25 5.90 6.02 7.24 5.60 5.69 7.35
[120, 200] 5.23 5.33 6.31 5.74 5.75 6.90 5.22 5.24 6.75
[240, 400] 5.08 5.17 6.27 5.48 5.52 6.72 5.07 5.08 6.71
500
[30, 50] 6.32 6.40 6.84 6.09 6.10 7.09 5.95 6.01 7.47
[120, 200] 6.23 6.25 6.73 5.67 5.67 6.81 5.35 5.35 6.84
[240, 400] 5.52 5.52 5.98 5.83 5.83 6.95 5.44 5.44 7.05
1000
[30, 50] 6.78 6.82 7.16 6.10 6.14 7.21 5.65 5.64 7.05
[120, 200] 6.46 6.47 7.05 5.84 5.84 6.88 5.36 5.36 6.75
[240, 400] 6.17 6.18 6.68 5.87 5.87 7.07 5.22 5.22 6.63
3
50
[30, 50] 4.75 5.07 6.08 5.82 5.93 7.21 5.93 6.02 7.59
[120, 200] 4.99 5.04 6.03 5.57 5.59 6.77 5.54 5.56 7.17
[240, 400] 5.47 5.54 6.57 5.56 5.57 6.61 4.83 4.83 6.34
500
[30, 50] 6.48 6.52 6.94 6.11 6.10 7.20 5.97 6.00 7.43
[120, 200] 5.77 5.79 6.34 5.70 5.70 6.93 5.32 5.32 6.90
[240, 400] 5.87 5.88 6.39 5.67 5.67 6.60 5.23 5.23 7.13
1000
[30, 50] 6.51 6.54 7.07 6.01 6.02 6.94 5.77 5.79 7.06
[120, 200] 6.33 6.34 6.75 5.73 5.73 7.00 5.33 5.33 6.91
[240, 400] 6.13 6.15 6.70 5.35 5.35 6.24 5.46 5.46 6.99
we can see the estimated degrees of freedoms are accurate. Now it is clear why
the CQ test has inflated sizes — when ρ2 = 0.5, 0.9, the degrees of freedom is
too small for normal approximation to work well. Also, the similar values of the
estimated degrees of freedom of L2N and of L2D is a reflection of the comparable
performance of the two tests.
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Table 2.5.4. Empirical powers (in percentages) of L2-norm tests
and CQ test.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n δ L2N L2D CQ L2N L2D CQ L2N L2D CQ
1
50
[30, 50] 1.5 56.66 56.69 59.18 28.22 28.19 30.74 18.45 18.51 21.24
[120, 200] 0.7 50.50 50.50 53.00 24.92 24.91 27.63 16.45 16.46 19.64
[240, 400] 0.5 51.77 51.77 54.29 23.88 23.88 26.97 16.13 16.13 19.31
500
[30, 50] 4.0 58.85 58.83 60.30 22.74 22.72 24.96 15.38 15.39 17.97
[120, 200] 2.0 58.44 58.44 59.96 22.26 22.26 24.77 14.29 14.29 17.25
[240, 400] 1.3 50.88 50.88 52.38 18.39 18.38 20.78 12.98 12.98 15.53
1000
[30, 50] 5.4 55.69 55.69 56.87 21.33 21.32 23.54 14.18 14.17 16.57
[120, 200] 2.5 48.56 48.56 50.03 18.28 18.28 20.57 11.77 11.77 14.38
[240, 400] 1.9 55.83 55.83 57.30 20.10 20.10 22.62 12.53 12.53 15.48
2
50
[30, 50] 1.5 55.84 56.82 59.67 27.61 27.94 31.04 18.74 18.87 21.68
[120, 200] 0.7 50.27 50.67 53.33 24.07 24.13 26.91 16.20 16.25 19.38
[240, 400] 0.5 51.53 51.78 54.49 24.47 24.52 27.63 16.16 16.18 19.28
500
[30, 50] 4.0 58.46 58.74 60.24 22.11 22.15 24.16 14.81 14.80 17.50
[120, 200] 2.0 58.53 58.60 59.96 21.46 21.47 23.93 13.99 14.02 16.75
[240, 400] 1.3 50.87 50.94 52.68 19.06 19.07 21.89 12.83 12.83 15.59
1000
[30, 50] 5.4 55.23 55.33 56.74 20.41 20.42 22.60 14.61 14.61 16.93
[120, 200] 2.5 48.71 48.75 50.25 17.43 17.42 19.83 12.40 12.40 15.07
[240, 400] 1.9 54.26 54.31 55.74 19.89 19.91 22.42 12.63 12.65 15.25
3
50
[30, 50] 1.5 56.01 57.03 60.00 26.43 26.71 29.77 17.16 17.28 20.25
[120, 200] 0.7 50.60 50.92 53.51 24.78 24.85 27.91 15.56 15.62 18.79
[240, 400] 0.5 50.66 50.84 53.52 23.88 23.92 26.88 16.15 16.17 19.53
500
[30, 50] 4.0 58.43 58.65 60.02 22.21 22.24 24.39 14.68 14.72 17.22
[120, 200] 2.0 57.94 57.99 59.53 21.41 21.41 23.96 14.04 14.04 17.23
[240, 400] 1.3 51.27 51.28 52.86 18.36 18.36 20.70 12.13 12.13 14.60
1000
[30, 50] 5.4 55.41 55.52 56.69 21.21 21.24 23.53 14.07 14.07 16.26
[120, 200] 2.5 48.74 48.75 50.06 17.99 17.99 20.11 11.79 11.79 14.25
[240, 400] 1.9 54.03 54.05 55.45 20.16 20.16 22.37 12.12 12.12 15.04
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Table 2.5.5. Estimated degrees of freedoms when δ = 0.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n L2N L2D L2N L2D L2N L2D
1
50
[30, 50] 34.1296 34.1296 8.9473 8.9477 3.5324 3.5324
[120, 200] 33.6815 33.6814 8.5246 8.5246 3.3634 3.3634
[240, 400] 33.6135 33.6135 8.4724 8.4724 3.3364 3.3364
500
[30, 50] 89.3855 89.3789 10.5724 10.5725 3.6985 3.6985
[120, 200] 84.8464 84.8466 9.8880 9.8880 3.5125 3.5125
[240, 400] 84.1983 84.1981 9.8118 9.8118 3.4898 3.4898
1000
[30, 50] 98.4028 98.4033 10.6738 10.6741 3.6934 3.6934
[120, 200] 92.7950 92.7952 9.9894 9.9894 3.5199 3.5199
[240, 400] 92.0142 92.0142 9.8940 9.8940 3.4960 3.4960
2
50
[30, 50] 31.5143 32.5751 8.7625 8.8366 3.4965 3.5034
[120, 200] 32.7418 33.1661 8.4556 8.4811 3.3587 3.3611
[240, 400] 33.0522 33.3099 8.4118 8.4267 3.3347 3.3360
500
[30, 50] 86.7321 88.0220 10.4767 10.4964 3.6876 3.6890
[120, 200] 84.0800 84.4864 9.9043 9.9098 3.5086 3.5090
[240, 400] 83.5404 83.7725 9.7889 9.7919 3.4877 3.4879
1000
[30, 50] 96.7135 97.6360 10.6638 10.6745 3.7020 3.7028
[120, 200] 92.3429 92.6156 9.9822 9.9854 3.5246 3.5248
[240, 400] 91.4643 91.6140 9.8904 9.8919 3.4955 3.4956
3
50
[30, 50] 31.2025 32.4440 8.7483 8.8251 3.5052 3.5114
[120, 200] 32.8761 33.2576 8.4753 8.4956 3.3537 3.3554
[240, 400] 33.2257 33.4225 8.4458 8.4561 3.3348 3.3356
500
[30, 50] 87.1839 88.2069 10.4953 10.5075 3.6858 3.6867
[120, 200] 84.4092 84.6693 9.8933 9.8961 3.5155 3.5157
[240, 400] 83.8280 83.9579 9.8046 9.8061 3.4855 3.4856
1000
[30, 50] 97.0657 97.6943 10.6386 10.6454 3.6975 3.6980
[120, 200] 92.4283 92.5847 9.9889 9.9905 3.5207 3.5208
[240, 400] 91.6850 91.7630 9.8862 9.8869 3.4955 3.4955
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2.6. Real Data Examples
Figure 2.6.1. Approximated null pdf of the L2N test for the colon data.






x 10−6 (a) The approximated null pdf when n1=22, n2=40.






x 10−6 (b) The approximated null pdf when n1=8, n2=20.
Applications to the Colon Data. In this real data application, we firstly examine
the mean difference between the normal and tumor colon tissues of the colon data
introduced in Chapter 1, and then use the dataset to demonstrate the effect of
data heteroscedasticity on the testing results. The colon data has the dimension
p = 2000, which is much larger than the total sample size n = n1 + n2 = 62.
For this dataset, the traditional approximate solutions for the multivariate BF
problem, such as the MNV test of Krishnamoorthy and Yu (2004), cannot be
applied, but the BS test by Bai and Saranadasa (1996), CQ test of Chen and Qin
(2010) and the L2-norm based tests proposed in this chapter are still applicable.
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Table 2.6.1. Results for testing the mean vector differences be-
tween the normal and tumor colon tissues of the colon data (n1 =
22, n2 = 40) where p = 2000.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
1.34× 1010 6.28 7.47× 10
−5 4.37× 107 7.09
L2D 6.33 6.84× 10−5 4.323× 107 7.13
CQ 5.85 2.53× 10−9 - -
BS 4.94 4.00× 10−7 - -
Table 2.6.1 gives the testing results from the L2N, L2D, CQ and BS tests.
In Table 2.6.1, the “Stat (st.d)” column shows the studentized statistics of the
L2-norm tests, that is, the original statistics centered by βˆdˆ and normalized by
βˆ
√
2dˆ. It is seen that both the approximate degrees of freedoms (dˆ) are less than
10, showing that it is very unlikely that the underlying null distribution of the
L2-norm based test statistic is approximately normal. This can also be seen from
Figure 2.6.1 where the approximated null pdf of the L2N test is displayed. Thus,
the CQ and BS tests, which use the normal approximation to the null distribution,
are less accurate and not recommended.
Table 2.6.2. Results for testing the mean vector differences be-
tween the normal and tumor colon tissues based on a subset of the
colon data (n1 = 8, n2 = 20) where p = 2000.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
5.88× 108 2.00 4.17× 10
−2 3.40× 107 8.87
L2D 2.02 4.01× 10−2 3.35× 107 8.97
CQ 1.53 6.28× 10−2 - -
BS 1.15 12.47× 10−2 - -
From Table 2.6.1, it is seen that all tests suggest a strong rejection of the null
hypothesis. The P-value of L2N is close to that of L2D because the estimated β
and d are very similar. The P-values of CQ and BS are much smaller than those of
L2N and L2D, because CQ and BS use the normal approximation which may be
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inaccurate as discussed previously. The difference between the values of statistics
of CQ and BS implies that there is some impact from data heteroscedasticity of
the two samples but this impact is not large enough to lead to misleading conclu-
sions because the data show strong deviation from the null hypothesis. However,
if we reduce the sample sizes so that the signal is weaker, the impact of data
heteroscedasticity may emerge immediately. Table 2.6.2 shows the testing results
when the tests were applied to a subset of the colon data, consisting of the first 8
and 20 observations from the first and second samples respectively. It is seen that
in this case, BS test now accepts the null hypothesis (P-value= 12.5%) while L2N
and L2D keep rejecting the null hypothesis (P-value= 4.2%) at the significance
level 5%. It is interesting to see that although test CQ has been designed to over-
come data heteroscedasticity, its P-value (6.28%) is less significant than expected,
and is less significant than the L2N and L2D tests in this case. This may be caused
by the low sample size of the tumor colon tissues (n2 = 8) we selected, because the
CQ test’s variance estimator has very complicated form and is expected to work
poorly when sample size is small.
From this example, we see that data heteroscedasticity may not always yield
misleading results but it does increase the chance of yielding misleading results.
Applications to the Leukemia Data. The leukemia data introduced in Sec-
tion 2.1 has the dimension p = 7129, which is much larger than the total sample
size n = n1 + n2 = 72. The samples of acute lymphoblastic leukemia (ALL) can
be further classified as 38 patients with B-cell type leukemia (ALL-B) and 9 pa-
tients with T-cell leukemia (ALL-T). For this dataset, the traditional approximate
solutions for the multivariate BF problem, e.g., the MNV test of Krishnamoorthy
and Yu (2004), cannot be applied. We present the results from the CQ, L2N and
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Figure 2.6.2. Approximated null pdf of the L2N test for the
leukemia data.
×1013








(a)  The approximated null pdf for testing ALL, AML.
×1013






(b)  The approximated null pdf for testing ALL-B, ALL-T.
L2D tests to check whether different variants of leukemia have the same mean
expression levels.
Table 2.6.3. Results for testing the mean differences between the
ALL and AML of the leukemia data (n1 = 47, n2 = 25) where
p = 7129.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
3.19× 1010 14.23 2.56× 10
−14 2.95× 108 19.5
L2D 14.46 1.11× 10−14 2.87× 108 19.9
CQ 14.32 ≈ 0 - -
From Tables 2.6.3 and 2.6.4, it is seen that all tests reject the null hypothesis
at any reasonable significance level because the P-values are so small, we conclude
that ALL and AML (ALL-B and ALL-T) have significant different mean expression
levels. The studentized statistics (“Stat (st.d)”) of L2N and L2D are similar and
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Table 2.6.4. Results for testing the mean differences between the
ALL-B and ALL-T of the leukemia data (n1 = 38, n2 = 9) where
p = 7129.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
2.17× 1010 13.53 3.78× 10
−13 2.22× 108 17.6
L2D 13.45 4.98× 10−13 2.24× 108 17.5
CQ 11.52 ≈ 0 - -
are close to the CQ statistic, especially when testing the mean difference of ALL
and AML. However, the approximate degrees of freedoms are all less than 20,
implying that the normal approximation used in Chen and Qin (2010) may be
inappropriate. This can also be verified by the approximated null pdf displayed in
Figure 2.6.2, where it is seen the pdf is skewed.
To further demonstrate the L2-norm tests’ accuracy, we use this real dataset
to calculate the three tests’ empirical sizes. To do this, in each run, we randomly
choose two non-overlap subsets with sample sizes n1 = n2 = 19 from the 38 ALL-
B samples as two groups, then compute the P-values of these tests for testing
the mean difference of the two groups. The empirical size is calculated as the
proportion of the P-values smaller than the nominal size α = 5% or 10% based on
N = 10, 000 runs.
Table 2.6.5. Empirical sizes of L2N, L2D, CQ and estimated de-
grees of freedoms using the leukemia data.
α L2N dˆ1 L2D dˆ2 CQ
0.05 0.0592 15.98 0.0629 16.63 0.0706
0.10 0.0969 15.99 0.1034 16.64 0.1050
In Table 2.6.5, it can be seen that tests L2N and L2D have better size con-
trolling than the CQ test. The estimated degrees of freedoms (dˆ1 is for L2N and
dˆ2 is for L2D) are all about 16, which suggests that the χ2-approximation is more
suitable than the normal approximation in this case.
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2.7. Concluding Remarks
In this chapter, we proposed and studied an L2-norm based test for the two-
sample high-dimensional BF problem where the dimension of the data can be
much larger than the sample sizes. The null random expression of the test statistic
was derived and methods for approximating the null distribution were discussed.
We showed that normal approximation to the null distribution of the L2-norm
statistic, which usually produces a liberal test, should be avoided and the more
accurate Welch-Satterthwaite chi-squared approximation should be used instead.
We also showed that our test with the proposed approximation method is adaptive
to the null distribution. In addition, approximate and asymptotic powers of the
proposed test were studied. Simulation studies and real data examples showed
that the proposed test works reasonably well.
2.8. Appendix: Technical Proofs of the Main Results




(y1 − y2) d=∑m
r=1 λ
1/2




r=m+1 pin,run,r, where ξn,r, r = 1, 2, · · · ,m i.i.d.∼












n,r/λn,r), r = 1, 2, · · · ,m. The expressions of E(Tn), Var(Tn) and E(Tn −
E(Tn))3 then follow immediately from Equation (4) of Zhang (2005), p. 274. The
theorem is proved. 
Proof of Theorem 2.2. By (2.2.9), Tn0 is a χ2-type mixture with all non-
negative coefficients. On one hand, if Tn0
L−→ N(0, 1), its skewness√8/d∗ will also
tend to 0. Thus, d∗ →∞. On the other hand, set Tn,r = λn,rAn,r, r = 1, 2, · · · ,m.
Then E(Tn,r) = λn,r and Var(Tn,r) = 2λ2n,r, r = 1, 2, · · · ,m so that Var(Tn0) =
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→ 0 as d∗ → ∞.
By Lyapunov’s theorem, as d∗ →∞, we have Tn0 L−→ N(0, 1). It also follows that
as d∗ →∞, we have Tn0−tr(Ωn)
[2tr(Ω2n)]1/2
L−→ N(0, 1). The proof is complete. 
Proof of Corollary 2.1. First of all, by some simple algebra and under
the size condition (2.2.13), we can show that the covariance structure condition





, as n, p→∞.
Secondly, by the Cauchy-Schwarz inequality, we have tr2
(
Ω3n








Thus, as n, p → ∞, we have d∗ → ∞. By Theorem 2.2, as p → ∞, T0 is
asymptotically normal. The proof is then complete. 






















≤ ∑rv=0 (rv) (n2n )v (n1n )r−v tr(Σv1)tr(Σr−v2 ),
where in the last step, we have used the fact that for any two nonnegative matrices
A and B, we have tr(AB) ≤ tr(A)tr(B) (Lieb 1976, p. 269). Thus, under the
given conditions, as n, p→∞, we have
tr(Ωrn)
pr
≤ ∑rv=0 (rv) (n2n )v (n1n )r−v tr(Σv1)pv tr(Σr−v2 )pr−v .
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= O(1). The corollary then follows directly from
Theorem 2.2. 
Proof of Theorem 2.3. The key of this proof is to show the first assertion.
Since Ωn is nonnegative, we always have d∗ > 0. By the Cauchy-Schwarz inequal-
ity, we have tr2
(
Ω2n

















The first assertion then follows. Therefore, when d is bounded, so is d∗. Thus,
βχ2d is not asymptotically normal. By Theorem 2.2 and under H0, Tn is also not








L−→ N(0, 1). By Theorem 2.2 and under H0, we also have
Tn−tr(Ωn)√
2tr(Ω2n)
L−→ N(0, 1). The theorem is then proved. 
Lemma 2.1. Let W ∼ Wp(v,Σ/v) denote a Wishart distribution with v degrees
of freedom and a scale matrix Σ/v. Then the unbiased estimators of tr(Σ), tr2(Σ)




















In addition, as v →∞, they are also ratio-consistent for tr(Σ), tr2(Σ) and tr(Σ2),
respectively.
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Proof of Lemma 2.1. Since W ∼ Wp(v,Σ/v), it is easy to verify that
Etr(W) = tr(Σ). Further, we can show that (Schott 2007, p. 1829).











The first claim then follows from solving the above equation system with respect
to tr2(Σ) and tr(Σ2).
We now show the second claim. First of all, it is easy to verify that
Var(tr(W)) = 2
v









[8v + o(v)]tr(Σ4) + [16v2 + o(v2)]tr(Σ3)tr(Σ)










[8v3 + o(v3)]tr(Σ4) + [4v2 + o(v2)]tr2(Σ2)
}
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The second claim then follows. Notice that here we use several times the fact that
tr(Ar)/trr(A) ≤ 1, r = 1, 2, · · · which holds for any nonnegative matrix A. The
lemma is then proved. 
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Proof of Theorem 2.4. Since the two samples (2.2.1) are normal, we have
Σˆi ∼ Wp(ni − 1,Σi/(ni − 1)), i = 1, 2, the Wishart distribution with degrees of
freedom ni − 1 and scale matrix Σi/(ni − 1). Using this fact and by Lemma 2.1,
it is easy to see that tr(Σˆ1)tr(Σˆ2), ̂tr2(Σi) and t̂r(Σ2i ), i = 1, 2 are unbiased
and ratio-consistent estimator of tr (Σ1) tr (Σ2), tr2(Σi) and tr(Σ2i ), i = 1, 2. To




















































2(n1 + n2 − 1)








(n1 − 1)(n2 − 1) → 0.
Therefore, tr(Σˆ1Σˆ2) is also unbiased and ratio-consistent for tr(Σ1Σ2). The the-
orem is then proved. 
Proof of Theorem 2.5. First notice that Ωn = n2n Σ1 +
n1
n




































tr (Σ1) tr (Σ2)
P−→ 1,
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The theorem is then proved. 
Proof of Theorem 2.6. When the two samples (2.2.1) are normal and by

























It follows that βˆχ2
dˆ
(α) is also ratio-consistent for βχ2d(α). The theorem is then
proved. 
Proof of Corollary 2.3. By Theorem 2.2, the proof is obvious since
tr(Ωˆn) and t̂r(Ω2n) are ratio-consistent of tr(Ωn) and tr(Ω
2
n) respectively. 
Derivation of (2.3.1). Under H0, define xij = yij −µ, j = 1, 2, · · · , ni, i =




(y¯1 − y¯2)T (y¯1 − y¯2)] = n1n2
n















For the second equality, note Var(Tn0) = E(T 2n0) − E2(Tn0), so we only need to













E(T 2n0) = E(x¯
T
1 x¯1 + x¯
T
2 x¯2 − 2x¯T1 x¯2)2
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= E||x¯1||4 + E||x¯2||4 + 4E(x¯T1 x¯2)2 + 2E(x¯T1 x¯1x¯T2 x¯2)
−4E(x¯T1 x¯1x¯T1 x¯2)− 4E(x¯T2 x¯2x¯T1 x¯2)








E||x¯1||4 + E||x¯2||4 + 4tr(Σ1Σ2) + 2tr(Σ1)tr(Σ2)
]
. (2.8.4)













































Similarly E||x¯2||4 = 1n32κ2,11 +
1
n22
tr2(Σ2) + 2 1n22 tr(Σ
2
2), thus, plug the expression of
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γ2i,rr, i = 1, 2,
where γi,rr is the r-th diagonal entry of ΓTi Γi.
Proof. Denote ΓT1 Γ1 = (γ1,ij), i, j = 1, · · ·m, we have



















































































1 ) = tr(Σ
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1). Thus,
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i,rr, i = 1, 2. It follows that κi,11 = O[tr(Σ
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i ) = tr(Σ
2
i ). Therefore, as
n, p → ∞, we have [n32κ11,1 + n31κ11,2] /(n2n1n2) = (1/n1 + 1/n2)O[tr(Ω2n)] which














[1 + o(1)]. (2.8.5)















By Assumption A4, it is easy to show that as n, p → ∞, we have tr(Ω4n) =
o(tr2(Ω2n)). It follows that under the CQ assumptions, as n, p → ∞, we have
d → ∞. Therefore, R = βχ2d is asymptotically normal as n, p → ∞. For the
proof of the asymptotic normality of Tn, see Chen and Qin (2010) for details. The
theorem is proved. 
Proof of Theorem 2.8. Under the given conditions and the condition




















χ2d ≥ χ2d(α)− nτ(1−τ)β ‖µ1 − µ2‖2
)
,
as desired. Notice that when the conditions of Corollary 2.2 are satisfied,
tr(Ωrn)/pr = O(1), r = 1, 2, 3. And when κi,11 = O[tr(Σ
2




tr(Ωn)(1+o(1)) and (2.8.5) holds. Therefore, when p = O(n) as n, p→∞, we




tr(Ωn)/p (1 + o(1)) = O(n) and d =
[tr(Ωn)/p]2
tr(Ω2n)/p2 (1 + o(1)) = O(1). The
theorem is then proved. 
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Proof of Theorem 2.9. Under the given conditions and the condition






















An L2-norm Based Test for
Heteroscedastic One-way MANOVA
3.1. Introduction
In this chapter, we are interested in the one-way MANOVA (Multivariate Anal-
ysis of Variance) for high dimensional data under heteroscedasticity, which tests
the equality of the mean vectors of several high-dimensional samples without as-
suming the equality of the covariance matrices of the samples. Suppose that we
have the following K independent high-dimensional samples:
yi1,yi2, · · · ,yini are i.i.d. with E(yi1) = µi, Cov(yi1) = Σi, i = 1, 2, · · · , K,
(3.1.1)
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where the dimension p is big, and may be much bigger than the total sample size
n =
∑K
i=1 ni. We want to test the following null hypothesis:
H0 : µ1 = µ2 = · · · = µK . (3.1.2)
This is the one-way MANOVA problem for high-dimensional data under het-
eroscedasticity. One motivating example of this high-dimensional one-way
MANOVA problem is the soft tissue tumors data studied by Nakayama et al.
(2007). It is available at http://www.ncbi.nlm.nih.gov/gds with accession num-
ber GDS2736. The dataset contains 10 types of soft tissue tumors, each having
22, 283 gene expression measurements. Figure 3.1.1 displays the raw data of three
tumor types from the dataset. Of interest is to test whether these types of tumors
have the same mean expression levels. Since the associated sample covariance ma-
trices of the K samples in the above dataset are singular, the classical MANOVA
tests, such as the likelihood ratio test, Lawley-Hotelling’s trace test and so on,
cannot be applied. As we mentioned previously, some work has been done for
the high-dimensional homogeneous one-way MANOVA problem, but under het-
eroscedasticity, not much work has been done for the high-dimensional one-way
MANOVA problem. Two related works on the heteroscedastic one-way MANOVA
problem are the test proposed by Yamada and Himeno (2015) and the tests based
on Bennett (1950)’s transformation studied by Zhang and Xu (2009). The draw-
back of Bennett (1950)’s transformation is that the transformation is not invariant
under different group labeling schemes and tests based on it suffer power loss when
the K groups have very different sample sizes.
In this chapter, we propose and study an L2-norm based test which is strongly
related to Yamada and Himeno (2015)’s test. The test statistic, as an extension
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Figure 3.1.1. Three types of the soft tissue tumors data.
of the test statistic proposed in Chapter 2, is a simple linear combination of the
squared L2-norms of the differences between the group sample mean vectors and
the pooled sample mean vector. We show that for normal data, the null distribu-
tion of the test statistic is the same as that of a χ2-type mixture, indicating that
the null distribution of the test statistic is generally skewed. Therefore, the normal
approximation may not work well when the underlying null distribution is actually
skewed. To overcome this problem, we propose to approximate the null distribution
of the proposed test via the well-known Welch-Satterthwaite χ2-approximation. A
sufficient and necessary condition is given so that the underlying distribution is
normal. We also show that the proposed test is adaptive to the shape of the under-
lying null distribution. The methodologies are also extended for non-normal data.
It should be noted the extension from the two-sample problem studied in Chapter
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2 to the K-sample problem studied in this chapter is non-trivial although the tech-
niques used and the main results obtained are similar. As the number of samples
increases, further aspects in designing the test statistic, such as group labeling
invariance, need to be considered and the technical details get more involved.
The rest of the chapter is organized as follows. In Section 3.2, for normal
data, the L2-norm based test is described and methods for approximating the
null distribution of the test statistic are proposed. The methodologies are then
extended for non-normal data in Section 3.3. The approximate or asymptotic
power of the L2-norm based test is derived in Section 3.4. Simulation studies are
given in Section 3.5. Applications to the real data are presented in Section 3.6.
Some concluding remarks are given in Section 3.7. The technical proofs of the
main theorems are outlined in the Appendix.
3.2. Main Results When Data Are Normal
Throughout this section, we assume that the K samples (3.1.1) are from K
normal populations. Let y¯i, i = 1, 2, · · · , K denote the sample mean vectors of the
K samples and y¯ = n−1
∑K
i=1 niy¯i be the associated pooled sample mean vector.





ni‖y¯i − y¯‖2, (3.2.1)
where ‖x‖2 denotes the usual squared L2-norm of a vector x. Note Tn is the first
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where Σˆi is the i-th group sample covariance matrix. Set
zi = y¯i − µi, i = 1, 2, · · · , K. (3.2.3)
Then zi, i = 1, 2, · · · , K are independent with E(zi) = 0 and Cov(zi) = Σi/ni.
Let µ¯ = n−1
∑K
i=1 niµi denote a weighted average of the group mean vectors in




ni‖zi − z¯‖2 + 2
K∑
i=1
ni(µi − µ¯)T (zi − z¯) +
K∑
i=1
ni‖µi − µ¯‖2, (3.2.4)
where z¯ = n−1
∑K
i=1 nizi. It is seen that in the above expression, the first term
in the right-hand side has nothing to do with the group mean vectors µi, i =
1, 2, · · · , K, the second term has mean 0 and the third term is a function of the
group mean vectors. In addition, the last two terms are 0 when the null hypothesis




ni‖zi − z¯‖2. (3.2.5)
It has the same distribution as that of Tn under the null hypothesis. That is,
under H0, we have Tn0
d
= Tn where X
d
= Y denotes that X and Y have the same
distribution.
To test (3.1.2), we need to derive the distribution of Tn0. Set








n2, · · · ,√nK)T . (3.2.6)
It is easy to show that A is idempotent with rank K − 1. Let aij be the (i, j)-th
entry of A, then
aii = 1− ni
n




, i 6= j, where i, j = 1, 2, · · · , K. (3.2.7)
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Set ui =
√
nizi, i = 1, 2, · · · , K and let
u = (uT1 ,u
T
2 , · · · ,uTk )T ∼ N(kp)(0,Σ), where Σ = diag(Σ1,Σ2, · · · ,ΣK). (3.2.8)
It is easy to verify that
Tn0 = u
T (A⊗ Ip)u, (3.2.9)
where ⊗ denotes the usual Kronecker product.
Throughout this chapter, let χ2d denote a chi-squared distribution with d de-
grees of freedom, and let λr, r = 1, 2, · · · , (Kp) be the eigenvalues of the following
(Kp)× (Kp) matrix:
W = Σ1/2(A⊗ Ip)Σ1/2, (3.2.10)
where Σ1/2 denotes the matrix square root of Σ.
We first have the following useful theorem stating the random expression of
Tn.






λrAr, where Ar, r = 1, 2, · · · , (Kp) i.i.d.∼ χ21. (3.2.11)
In addition, E(Tn0) = tr(W), Var(Tn0) = 2tr(W2) and E(Tn0 − E(Tn0))3 =
8tr(W3).
Since W is positive semi-definite, the eigenvalues of W are nonnegative. It




r > 0. And thus E(Tn0 − E(Tn0))3 > 0. Therefore,
by Theorem 3.1, the skewness of Tn0 can be expressed as
E[Tn0 − E(Tn0)]3
Var3/2(Tn0)
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3.2.1. Approximate and Asymptotic Distributions of Tn0. Notice from
(3.2.11) that Tn0 is a χ2-type mixture with unknown coefficients λr, r = 1, 2, · · · , p
being the eigenvalues of W. It is nonnegative and it is often skewed. As in Chapter
2, we can apply the well-known Welch-Satterthwaite χ2-approximation to approx-
imate the distribution of Tn0. As mentioned previously, this χ2-approximation is
very accurate and widely used in solving Behrens-Fisher problems for univariate
data (Welch 1947, Satterthwaite 1946). Its key idea is to approximate the distri-
bution of Tn0 by that of a random variable of form R = βχ2d via matching the first
two cumulants (moments) of Tn0 and R. Therefore, the Welch-Satterthwaite χ2-
approximation is also called the two-cumulant matched χ2-approximation. Some








For convenience, we may call d the approximate degrees of freedom of the two-
cumulant matched χ2-approximation. Same as in Chapter 2, the advantages of
using the two-cumulant χ2-approximation at least include: (a) it is simple to im-
plement provided that the unknown parameters β and d are consistently estimated
from the data; and (b) its degrees of freedom d is adaptive to the distribution shape
of Tn0. That is, when Tn0 is asymptotically normal, d tends to ∞ and when Tn0 is
not asymptotically normal, d is a finite number. We show the adaptive property
of d here and leave the problem of estimating β, d to be addressed in the next
subsection.
Similar to the two-sample case discussed in Chapter 2, it is useful to point out
that d∗ is the approximate degrees of freedom of the three-cumulant matched χ2-
approximation (Zhang 2005) to the distribution of the χ2-type mixture Tn0. In the
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three-cumulant matched χ2-approximation, the distribution of Tn0 is approximated
by the distribution of a random variable R = β∗0 + β∗1χ2d∗ with the parameters
β∗0 , β
∗
1 and d∗ determined via matching the first three cumulants of R and Tn0.
The resulting d∗ has the expression as given in (3.2.12), by which, it is seen that the
skewness of Tn0 will tend to 0 as d∗ tends to∞. Thus, we can use d∗ as a measure
for the symmetry and normality of Tn0. In fact, we can show that as p → ∞,
“d∗ → ∞” is a sufficient and necessary condition for the asymptotic normality
of Tn0. As usual, let
L−→ and P−→ denote the convergence in distribution and in
probability respectively and let N(µ, σ2) denote the normal distribution with mean
µ and variance σ2. We now state a sufficient and necessary condition for Tn0 to be
asymptotically normal as p→∞.
Theorem 3.2. As p→∞, Tn0 is asymptotically normal if and only if d∗ →∞.
In addition, we have 1 ≤ d∗ ≤ d ≤ Kp. Furthermore, as d∗ →∞, we have
Tn0 − tr(W)
[2tr (W2)]1/2




L−→ N(0, 1). (3.2.14)
Theorem 3.2 shows that when p is a finite number, we always have d and d∗ to
be bounded. It follows that “p → ∞” is a necessary condition for the asymptotic
normality of Tn0. Theorem 3.2 also indicates that the two-cumulant matched χ2-
approximation is adaptive to the value of d∗. It indicates that when d is finite,
so is d∗ so that Tn0 does not have a limit normal distribution. Therefore, we
may use d to determine if the normal approximation as suggested by Theorem 3.2
would be adequate for the distribution of Tn0. For example, if d < 15, we always
have d∗ < 15 so that the normal approximation may not be adequate. However,
simulation studies presented in Section 3.5 indicate that the two-cumulant matched
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χ2-approximation for the distribution of Tn0 is adequate even when d is as small
as 2 or 3.
3.2.2. Implementation. To apply the two-cumulant matched χ2-
approximation as mentioned above we need estimate β and d defined in
(3.2.13) consistently. And to use the normal approximation as suggested by
(3.2.14), we need estimate tr (W) and tr (W2) consistently. Note by (3.2.13),
to give ratio consistent estimators of β and d, we only need to find the ratio
consistent estimators of tr (W) , tr2 (W) and tr (W2). This is not an easy task
since W : (Kp)× (Kp) is a big and complicated matrix. It involves all the group
covariance matrices Σi, i = 1, 2, · · · , K in a complicated way.
Note that tr (W) , tr2 (W) and tr (W2) are functions of the group covariance
matrices Σi, i = 1, 2, · · · , K, whose usual unbiased estimators are the associated
sample covariance matrices
Σˆi = (ni − 1)−1
ni∑
j=1
(yij − y¯i)(yij − y¯i)T , i = 1, 2, · · · , K. (3.2.15)
Since the K samples (3.1.1) are from K normal populations, we have Σˆi ∼ W (ni−
1,Σ/(ni− 1)), where W (ni− 1,Σ/(ni− 1)) stands for a Wishart distribution with
degrees of freedom ni − 1 and scale matrix Σ/(ni − 1). Then by Theorem 2.4
in Chapter 2, for i = 1, 2, · · · , K, the unbiased and ratio-consistent estimators of
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where aij, i, j = 1, 2, · · · , K are the entries of A as given in (3.2.7), we have the
following important theorem.
Theorem 3.3. The unbiased and ratio-consistent estimators of
































For any nominal significance level α > 0, let χ2d(α) denote the upper 100α per-
centile of χ2d. Although βˆ and dˆ are still biased for β and d, they are ratio-consistent
for β, d as shown in the following theorem.










Then using (3.2.19), the L2-norm based test for one-way MANOVA with the
two-cumulant matched χ2-approximation for the null distribution of Tn can be
conducted via using the approximate critical value βˆχ2
dˆ





3.3 Main Results When Data Are Non-normal
When d∗ is large, d is also large so that the normal approximation as suggested
by Theorem 3.2 can be used. Using the ratio-consistent estimators (3.2.18) of
tr(W) and tr(W2), we have the following corollary.




]1/2 L−→ N(0, 1). (3.2.20)
For any α > 0, let zα and Φ(·) denote the upper 100α percentile and the
cumulative distribution function of N(0, 1). By Corollary 3.1, when d∗ is large,
the L2-norm based test with the normal approximation is conducted via using the












3.3. Main Results When Data Are Non-normal
When the K samples (3.1.1) are non-normal, Theorem 3.1 may not hold unless
strong conditions are given. However, as in Chapter 2, we can still use the L2-norm
based test with the two-cumulant matched χ2-approximation to approximate the
distribution of Tn (3.1.2) in an effective and accurate way due to the facts that Tn
is nonnegative and is often skewed. To this end, we need to compute the first two
cumulants of Tn under the null hypothesis. It is not an easy task, however. Set
κi,11 = E‖yi1 − µi‖4 − tr2(Σi)− 2tr(Σ2i ), i = 1, 2, · · · , K, (3.3.1)
which are K important quantities used to measure the non-normality of the ran-
dom vectors yi1, i = 1, 2, · · · , K respectively (Himeno and Yamada 2014). When
the K samples (3.1.1) are normal, we have κi,11 = 0, i = 1, 2, · · · , K. Again, we
use Tn0 to denote Tn under the null hypothesis.
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Theorem 3.5. The first two cumulants of Tn0 are given by







Note that, for normal data, the expressions (3.3.2) reduce to those expressions
given in Theorem 3.1.
It is seen from (3.3.2) that the non-normality of Tn is significantly reduced
via the averages of the samples. As in the previous section, by the two-cumulant
matched χ2-approximation, we approximate the null distribution of Tn using that
of R = βχ2d via matching the first two cumulants of Tn and R. The parameters β
























For normal data, they reduce to those formulas given in (3.2.13).
In the previous section, for normal data, we showed that the distribution of
R = βχ2d is adaptive to the shape of the null distribution of Tn. That is, when
the null distribution of Tn is normal, d tends to ∞ and otherwise it is a finite
number. We expect this is also true for non-normal data. However, it is a very
challenging problem for non-normal data and we cannot show currently that this
is actually true. Fortunately, we can show that under the following assumptions,
as n, p→∞, both Tn and R = βχ2d are asymptotically normal:
Assumption A
• A1. yij = µi + Γiuij, j = 1, 2, · · · , ni; i = 1, 2, · · · , K where Γi : p ×m
satisfies ΓiΓTi = Σi and uij’s are i.i.d. m-vectors, with E(uij) = 0,
Cov(uij) = Im.
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• A2. Let uijl be the l-th component of uij. Assume Eu4ijl = 3 + ∆ < ∞,
and E(uv1ij1u
v2
ij2 · · ·uvmijm) = 0 (or 1) when there is one vl = 1 (there are two
vl = 2) whenever v1 + · · ·+ vm = 4.
• A3. As n→∞, ni
n
→ τi ∈ (0, 1), i = 1, 2, · · · , K.
• A4. For i1, i2, i3, i4 = 1, 2, · · ·K, as p → ∞, tr(Σi1Σi2Σi3Σi4) =
o([tr(Σi1Σi2)tr(Σi3Σi4)]).
We impose Assumption A to show the asymptotic normality of Tn0 and R = βχ2d
but we do not need them to use the two-cumulant matched χ2-approximation
mentioned above. Assumptions A1 and A2 are extensions of the assumptions of
Bai and Saranadasa (1996) and they are imposed to fight against the non-normality
of the K samples. Yamada and Himeno (2015) showed that Assumptions A1–A4
imply Assumptions D1–D3 of Yamada and Himeno (2015).








L−→ N(0, 1). (3.3.4)
Theorem 3.6 also indicates that when d = O(1) as n, p → ∞, Assumption A
may be violated since otherwise d tends to ∞ as n, p → ∞. From the proof of
Theorem 3.6 in the Appendix, it is seen that when d is bounded, Assumption A4
will be violated.
We now consider how to estimate the unknown parameters β and d consistently
based on the observed data. To this end, we just need to estimate tr(W), tr2(W),
tr(W2) and κi,11, i = 1, 2, · · · , K consistently. Under some regularity conditions,
Himeno and Yamada (2014) showed that for i = 1, 2, · · · , K, based on samples of
the i-th group only, the unbiased and ratio-consistent estimators of tr(Σi), tr2(Σi),
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tr(Σ2i ), and κi,11 are given by tr(Σˆi) and
̂tr2(Σi) = ni−1ni(ni−2)(ni−3){2tr(Σˆ
2
i ) + (n
2
i − 3ni + 1)tr2(Σˆi)− niQi},
t̂r(Σ2i ) =
ni−1
ni(ni−2)(ni−3){(ni − 1)(ni − 2)tr(Σˆ
2





i ) + (ni − 1)2tr2(Σˆi)− ni(ni + 1)Qi},
where Qi = 1ni−1
∑ni
j=1 ‖yij − y¯i‖4, i = 1, 2, · · · , K. Himeno and Yamada (2014)
also showed that for i 6= j, i, j = 1, 2, · · · , K, under some assumptions, the un-
biased and ratio consistent estimators of tr(Σi)tr(Σj) and tr(ΣiΣj) are given by
tr(Σˆi)tr(Σˆj) and tr(ΣˆiΣˆj). Therefore, under the current framework, the unbiased
and ratio consistent estimators of tr(W), tr2(W) and tr(W2) have the same ex-

























which are also ratio-consistent for β and d respectively. The proposed L2-norm
based test can then be conducted accordingly.
3.4. Approximate and Asymptotic Powers
In this section, we investigate the asymptotic powers of Tn. Let Sn =∑K
i=1 ni(µi − µ¯)T (zi − z¯). Then by (3.2.4), we have
Tn
d
= Tn0 + 2Sn +
K∑
i=1
ni‖µi − µ¯‖2, (3.4.1)
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where recall that Tn0 has the same distribution as that of Tn under the null hy-
pothesis. By some simple algebra, we can show that
E(Sn) = 0, and Var(Sn) =
K∑
i=1
ni(µi − µ¯)TΣi(µi − µ¯). (3.4.2)




ni(µi − µ¯)TΣi(µi − µ¯) = o[tr(W2)]. (3.4.3)
This is the case when the information in the alternative hypothesis is weak com-




We first consider the approximate power when d∗ tends to a finite number as
p → ∞. In this case, the proposed L2-norm based test is conducted by using
the two-cumulant matched χ2-approximation with the approximate critical value
βˆχ2
dˆ
(α). The associated power of Tn is expressed as P (Tn/βˆ ≥ χ2dˆ(α)). We have
the following theorem.
Theorem 3.7. Assume that as p → ∞, d∗ tends to a finite number and as
n → ∞, ni/n → τi ∈ (0, 1), i = 1, 2, · · · , K, and suppose βˆχ2dˆ(α) is a ratio
consistent estimator of βχ2d(α). Then under (3.4.3), as n, p→∞, the approximate















We now consider the asymptotic power of Tn when d∗ → ∞ as p → ∞. In
this case, the proposed L2-norm based test is conducted by using the normal
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. We have the
following theorem.
Theorem 3.8. Assume Assumption A. Then under (3.4.3), as n, p→∞, the
asymptotic power of Tn can be expressed as
P
 Tn − t̂r(W)[
2t̂r (W)
]1/2 ≥ zα





In this section, we use simulation studies to compare our testing procedure
with the test proposed by Yamada and Himeno (2015), denoted as YH, and the
tests based on Bennett (1950)’s transformation using normal approximation and
χ2-approximation proposed by Zhang and Xu (2009), denoted as ZX1 and ZX2, re-
spectively. Note both YH and ZX1 use the normal approximation to approximate
their null distributions, which is not good for the L2-norm based test since its ran-
dom expression under the null hypothesis is a χ2-type mixture which is skewed in
general. We use L2N to denote the L2-norm based test using the χ2-approximation
method in Section 3.2.2 and L2D for the test using the approximation method dis-
cussed in Section 3.3 without assuming normality.
To generate the K high-dimensional samples (3.1.1), we use the data structure
yij = µi + Γuij, j = 1, 2, · · · , ni; i = 1, 2, · · · , K specified in A1 of Assumption
A and generate zij, j = 1, 2, · · · , ni; i = 1, 2, · · · , K as i.i.d. samples from the
following three models:
(1) for t = 1, · · · , p, zijt i.i.d.∼ N(0, 1), where zijt is the t-th component of zij.
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i.i.d.∼ t(4), the student’s t
distribution with 4 degrees of freedom.




(wijt − 1), where wijt i.i.d.∼ χ21.
We choose K = 4, and consider three sets of the sample sizes, n1 =
(n1, n2, n3, n4) = [25, 30, 40, 50], n2 = [25, 60, 80, 100], n3 = [25, 120, 160, 200],
and three dimension cases p1 = 50, p2 = 500, p3 = 1000. For the group
mean vectors, let µ1 = 0, µ2 = 1.5δh, µ3 = δh, µ4 = 2δh, where h = u||u|| ,
u =
[
1, 2, · · · , p
]T
, and δ takes values in [0, 5]. For the covariance matrices,
let
Σk = ak[(1− ρk)Ip + ρkJp] k = 1, 2, · · · , K,
where ρk = ρ + 0.02(k − 1), k = 1, 2, 3, 4 with a parameter ρ, a1 = 2, a2 = 1,
a3 = 3, a4 = 4, Ip and Jp denote the identity matrix and the matrix of ones
of size p × p respectively. The tuning parameters δ, h are used to control the
mean vector differences and ρ is used to control the data correlation. We consider
ρ = 0.1, 0.5, 0.9 in the simulations to cover different degrees of correlation. It is
clear that when δ increases, the powers of the testing procedures are expected to
increase.
Tables 3.5.1 and 3.5.2 display the results of the simulation. The empirical sizes
and powers of L2N, L2D, YH, ZX1 and ZX2 were obtained based on 10, 000 sim-
ulation runs under the various configurations. The nominal size is 5%. It is seen
from Table 3.5.1 that in terms of size controlling, L2D and L2N perform well under
various configurations, showing that our new tests with the Welch-Satterthwaite
χ2-approximation work well regardless of the underlying data correlations speci-
fied by ρ. They perform similarly in each of the configurations, indicating that
L2N is rather robust against non-normality under the data structure specified by
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Table 3.5.1. Empirical sizes (in percentages) of YH, ZX1, ZX2 and
L2-norm tests.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n L2N L2D YH ZX1 ZX2 L2N L2D YH ZX1 ZX2 L2N L2D YH ZX1 ZX2
1
50
n1 5.98 5.99 6.36 6.75 5.94 6.43 6.44 7.72 8.61 7.49 5.95 5.99 7.47 7.87 6.61
n2 5.72 5.71 6.31 7.03 6.20 5.87 5.85 7.13 7.96 6.82 5.82 5.83 7.64 8.30 6.86
n3 5.44 5.45 5.87 7.32 6.43 6.50 6.51 7.80 8.39 7.19 5.90 5.83 7.49 8.68 7.09
500
n1 6.78 6.84 7.18 8.29 7.90 6.74 6.75 7.81 8.12 6.92 5.39 5.37 7.11 8.01 6.61
n2 6.84 6.85 7.14 8.02 7.60 6.14 6.16 7.41 8.16 6.88 5.68 5.65 7.27 8.17 6.53
n3 6.39 6.39 6.77 8.08 7.77 5.90 5.88 7.06 8.68 7.41 5.81 5.78 7.36 8.25 6.72
1000
n1 6.61 6.62 6.88 7.50 7.21 6.30 6.33 7.56 8.48 7.33 5.89 5.89 7.29 8.26 6.62
n2 6.75 6.76 7.04 7.82 7.31 6.25 6.22 7.26 8.02 7.02 5.36 5.38 7.23 8.17 6.63
n3 6.43 6.44 6.75 7.79 7.43 6.08 6.09 7.25 8.19 7.01 5.20 5.20 6.93 8.23 6.67
2
50
n1 5.41 5.86 6.85 6.44 5.57 6.07 6.19 7.33 8.22 6.96 5.99 6.06 7.60 7.90 6.45
n2 5.04 5.40 6.35 5.96 5.18 6.08 6.15 7.43 8.41 7.18 5.68 5.71 7.42 8.15 6.74
n3 5.45 5.73 6.64 6.51 5.71 6.34 6.35 7.67 8.52 7.25 5.84 5.85 7.63 8.80 7.37
500
n1 6.85 7.00 7.33 7.49 7.18 6.46 6.44 7.72 8.49 7.20 5.92 5.99 7.92 8.53 6.95
n2 6.92 7.03 7.55 7.69 7.30 5.87 5.88 7.08 8.09 6.82 5.98 6.00 7.82 8.58 7.27
n3 6.51 6.64 7.10 7.42 7.01 6.01 6.00 7.07 7.81 6.62 5.47 5.47 7.09 8.14 6.82
1000
n1 6.76 6.83 7.10 7.68 7.25 6.56 6.60 7.79 8.41 7.28 5.70 5.72 7.22 8.27 6.62
n2 6.84 6.92 7.28 8.03 7.73 5.97 5.98 7.01 8.06 6.73 5.53 5.56 7.49 8.08 6.70
n3 6.54 6.58 7.06 8.56 8.09 5.69 5.69 6.89 8.24 7.18 5.48 5.47 7.14 7.96 6.48
3
50
n1 5.61 6.05 6.86 5.90 5.30 5.84 5.95 7.11 7.82 6.56 5.96 6.02 7.65 8.30 6.94
n2 4.82 5.25 6.10 5.42 4.65 5.62 5.71 7.04 8.24 6.89 5.78 5.83 7.52 8.77 7.13
n3 5.14 5.54 6.33 5.54 4.73 5.96 6.03 7.48 8.35 7.21 5.27 5.30 7.21 8.65 7.12
500
n1 6.73 6.81 7.27 7.71 7.23 6.53 6.58 7.73 8.71 7.58 5.82 5.77 7.46 8.68 7.17
n2 6.50 6.58 6.94 7.47 7.06 6.37 6.37 7.81 8.37 7.16 5.67 5.67 7.51 8.22 6.80
n3 6.36 6.40 6.75 7.68 7.28 6.22 6.22 7.58 8.35 7.14 6.06 6.05 7.96 8.38 6.90
1000
n1 6.92 6.96 7.42 7.94 7.52 6.49 6.50 7.78 8.17 6.99 5.71 5.71 7.60 8.09 6.64
n2 6.61 6.69 7.03 8.02 7.61 6.19 6.19 7.43 8.55 7.22 5.87 5.89 7.54 8.64 7.16
n3 6.62 6.61 7.08 7.84 7.44 6.29 6.31 7.43 8.39 6.99 5.79 5.78 7.32 8.63 7.17
Assumption A1. In all the cases, L2D and L2N perform much better than YH,
ZX1 and ZX2, especially when the data correlation is high (ρ = 0.9) or moderate
(ρ = 0.5). The empirical sizes of L2D and L2N are generally much smaller than
those of YH, ZX1 and ZX2. They range from 4.82% to 7.03% with a majority
of them around 6%. The empirical sizes of YH, on the other hand, range from
5.87% to 7.96% with a majority of them around 7%, the empirical sizes of ZX1
range from 5.42% to 8.80% with a majority of them around 8%, and the empirical
sizes of ZX2 range from 4.65% to 7.90% with a majority of them around 7%. In
particular, when ρ = 0.5, 0.9, the empirical sizes of YH and ZX1 are always nearly
or more than 7%, indicating that the normal approximations used by YH and
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Table 3.5.2. Empirical powers (in percentages) of YH, ZX1, ZX2
and L2-norm tests.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n δ L2N L2D YH ZX1 ZX2 L2N L2D YH ZX1 ZX2 L2N L2D YH ZX1 ZX2
1
50
n1 1.8 97.97 97.95 98.19 97.66 97.28 46.11 46.11 50.08 51.28 47.64 25.61 25.60 30.72 33.82 29.63
n2 1.6 98.72 98.71 98.88 94.87 94.19 49.48 49.48 54.06 45.78 41.85 27.33 27.29 31.97 29.51 26.08
n3 1.3 98.02 98.02 98.22 81.61 79.88 47.30 47.26 52.06 33.65 30.03 26.04 26.05 31.20 22.06 18.82
500
n1 5.0 98.60 98.62 98.78 98.99 98.81 35.65 35.65 39.34 41.71 38.42 20.24 20.25 24.15 26.05 22.39
n2 4.2 98.28 98.28 98.40 95.07 94.55 35.03 35.04 39.02 34.33 31.33 19.91 19.93 24.13 22.18 19.27
n3 3.5 98.34 98.34 98.43 84.87 83.73 35.78 35.73 39.72 26.73 23.68 19.82 19.80 24.04 18.52 16.13
1000
n1 6.8 97.93 97.94 98.08 98.53 98.40 34.04 34.06 37.57 39.84 36.43 18.56 18.61 22.44 25.34 21.93
n2 6.0 98.64 98.65 98.73 96.13 95.68 35.71 35.73 39.96 34.53 31.35 19.38 19.41 23.49 21.88 18.87
n3 4.6 96.26 96.26 96.63 79.56 78.39 30.36 30.37 34.07 23.90 21.38 17.22 17.22 20.98 17.12 14.49
2
50
n1 1.8 96.93 97.43 98.09 96.72 96.11 45.27 45.57 50.13 50.92 46.70 24.86 24.94 29.59 31.81 27.97
n2 1.6 98.06 98.58 98.84 93.02 91.92 48.92 49.29 53.45 44.94 41.03 27.12 27.21 32.33 28.90 25.53
n3 1.3 97.70 98.06 98.36 79.71 77.82 47.89 48.14 52.53 33.17 30.21 26.59 26.61 31.94 22.71 19.87
500
n1 5.0 98.23 98.40 98.55 98.67 98.47 37.35 37.39 41.19 42.59 39.02 19.49 19.55 23.71 26.55 23.32
n2 4.2 98.17 98.32 98.51 95.09 94.44 34.63 34.67 38.70 34.89 31.53 18.76 18.74 23.05 21.79 19.19
n3 3.5 97.95 98.02 98.24 83.35 82.25 34.70 34.69 38.79 25.39 22.60 19.56 19.54 23.69 18.35 15.98
1000
n1 6.8 97.91 97.97 98.22 98.49 98.25 32.47 32.52 36.35 38.22 34.76 18.59 18.63 22.16 24.78 21.52
n2 6.0 98.72 98.75 98.88 96.31 95.79 34.96 35.00 39.37 34.77 31.64 18.98 19.00 23.36 22.55 19.33
n3 4.6 96.46 96.50 96.86 78.72 77.46 30.47 30.48 34.36 24.75 22.00 16.89 16.84 20.65 16.86 14.55
3
50
n1 1.8 96.86 97.19 97.54 95.48 94.83 46.69 47.02 50.93 52.29 48.53 26.80 26.92 31.56 33.49 29.62
n2 1.6 97.81 98.09 98.41 91.76 90.81 49.54 49.90 54.01 45.81 42.21 27.38 27.51 32.19 30.16 26.73
n3 1.3 97.16 97.42 97.89 77.20 74.92 47.87 48.08 52.08 34.38 31.13 27.02 27.10 32.35 23.91 21.27
500
n1 5.0 98.21 98.31 98.47 98.46 98.27 36.22 36.21 40.13 42.10 38.37 21.12 21.11 24.76 27.31 24.13
n2 4.2 97.92 97.97 98.23 94.50 93.84 34.85 34.83 38.65 34.76 31.61 20.29 20.30 24.52 22.92 20.03
n3 3.5 97.85 97.88 98.03 82.93 81.73 35.92 35.98 39.58 27.22 24.31 20.63 20.63 24.64 19.06 16.70
1000
n1 6.8 97.82 97.84 98.04 98.34 98.05 33.57 33.60 37.54 40.11 36.31 18.32 18.39 22.05 24.31 21.31
n2 6.0 98.53 98.56 98.70 96.02 95.53 35.54 35.55 39.75 34.96 31.73 18.49 18.43 22.88 21.87 19.26
n3 4.6 96.15 96.17 96.52 78.96 77.82 30.82 30.85 34.34 24.39 21.81 17.73 17.72 21.64 17.02 14.52
ZX1 for these cases are not adequate to their underlying null distributions. It is
seen from Table 3.5.2 that as p grows or ρ increases, the empirical powers of all
the tests decrease since the variations of the high-dimensional data increase with
p and ρ. It is also seen that the empirical powers of L2N and L2D are generally
comparable with those of YH, ZX1 and ZX2. Admittedly, we also see that the
empirical powers of L2N and L2D are slightly smaller than those of YH, ZX1 and
ZX2. This is purely due to the fact that the empirical sizes of L2N and L2D are
generally much smaller than those of YH, ZX1 and ZX2.
To explore why in terms of size controlling, YH and ZX1 are slightly worse
than L2N and L2D when the data correlation is low (ρ = 0.1) but perform much
worse than L2N and L2D when the data correlation is moderate (ρ = 0.5) or
high (ρ = 0.9), we display in Table 3.5.3 the estimated approximate degrees of
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Table 3.5.3. Estimated degrees of freedoms when δ = 0.
ρ = 0.1 ρ = 0.5 ρ = 0.9
Model p n L2N L2D L2N L2D L2N L2D
1
50
n1 71.45 71.46 9.00 9.00 2.93 2.93
n2 72.84 72.84 9.07 9.07 2.99 2.99
n3 73.90 73.91 9.13 9.13 3.02 3.02
500
n1 149.00 149.00 9.43 9.43 2.95 2.95
n2 150.36 150.37 9.48 9.48 3.00 3.00
n3 151.58 151.59 9.59 9.59 3.03 3.03
1000
n1 158.66 158.66 9.48 9.48 2.95 2.95
n2 159.99 160.00 9.54 9.54 3.00 3.00
n3 161.14 161.14 9.62 9.62 3.03 3.03
2
50
n1 63.24 66.60 8.85 8.91 2.93 2.93
n2 65.52 68.48 8.93 8.98 2.98 2.99
n3 67.24 69.86 9.01 9.06 3.01 3.01
500
n1 142.32 145.16 9.39 9.40 2.95 2.95
n2 144.22 146.54 9.49 9.50 3.00 3.00
n3 146.89 148.93 9.58 9.59 3.03 3.03
1000
n1 154.81 156.74 9.44 9.45 2.95 2.95
n2 156.70 158.22 9.51 9.51 3.00 3.00
n3 157.92 159.24 9.59 9.59 3.03 3.03
3
50
n1 61.88 65.94 8.83 8.88 2.93 2.93
n2 64.75 68.20 8.96 9.01 2.98 2.98
n3 66.63 69.76 9.04 9.07 3.02 3.02
500
n1 144.62 146.88 9.43 9.44 2.95 2.95
n2 146.13 147.90 9.49 9.49 3.00 3.00
n3 148.29 149.86 9.57 9.57 3.03 3.03
1000
n1 156.81 158.15 9.45 9.45 2.95 2.95
n2 157.88 158.93 9.52 9.52 3.00 3.00
n3 159.24 160.16 9.61 9.61 3.04 3.04
freedoms of L2N and L2D computed using (3.2.19) and (3.3.5) respectively under
the null hypothesis. It is seen that the estimated degrees of freedoms of L2N and
L2D are nearly the same in each of the configurations. This is the main reason
why L2N and L2D perform similarly in each of the configurations under the data
structure specified by Assumption A1 of Section 3.3 as shown in Tables 3.5.1
and 3.5.2. In addition, it is seen that the estimated degrees of freedoms are big
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(> 60), small (< 10), and very small (< 4) when ρ = 0.1, 0.5, and 0.9 respectively,
showing that the normal approximations to the underlying null distributions of
YH and ZX1 will be adequate, less adequate, and not adequate when the data
are less, moderately or highly correlated. However, this is not the case for L2N
and L2D with the Welch-Satterthwaite χ2-approximation since they are adaptive
to the various shapes of the underlying null distributions of L2N and L2D. This is
consistent with the conclusions made based on the simulation results presented in
Table 3.5.1.
3.6. Application to the Soft Tissue Tumors Data
Figure 3.6.1. Approximated null pdf of the L2N test for the soft
tissue tumors data.
×1010






The approximated null pdf.
In this real data study, we apply the tests considered in Section 3.5 to the
soft tissue tumors data introduced in Section 3.1. Because the sample sizes for
some types of soft tissue tumors are rather small, following Witten and Tibshirani
(2011), we only study those types whose sample sizes are at least 15. There are
K = 5 types in the dataset satisfying this condition, they are synovial sarcoma
83
Chapter 3. An L2-norm Based Test for Heteroscedastic One-way MANOVA
(n1 = 16), myxoid liposarcoma (n2 = 19), dedifferentiated liposarcoma (n3 = 15),
myxofibrosarcoma (n4 = 15), and malignant fibrous histiocytoma (n5 = 21).
Table 3.6.1. Results for testing the mean differences between the
5 types of the soft tissue tumors data where p = 22, 283.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
9.26× 1010 28.84 ≈ 0 5.92× 10
8 12.46
L2D 29.52 ≈ 0 5.69× 108 12.87
ZX2 1.20× 1011 19.12 1.11× 10−16 1.16× 109 11.46
ZX1 18.98 ≈ 0 - -
YH 29.27 ≈ 0 - -
We present the results from the YH, ZX1, ZX2 tests, and L2N, L2D tests for
testing the mean gene expression levels difference between the 5 types of the soft
tissue tumors in Table 3.6.1. From Table 3.6.1, it is seen that all tests reject
the null hypothesis at any reasonable significance level because the P-values are
so small, we conclude that the 5 types of the soft tissue tumors have significant
different mean expression levels. The “Stat (st.d)” column gives the studentized
statistics (Tn/βˆ − dˆ)/(2dˆ)1/2 of the L2-norm tests. It can be seen that the tests
L2N and L2D have very similar values of studentized statistics to the test YH.
However, the approximate degrees of freedoms are all about 12, implying that the
normal approximation used by test YH may not be appropriate. This can also be
verified by the approximated null pdf displayed in Figure 3.6.1.
3.7. Concluding Remarks
In this chapter, we proposed and studied an L2-norm based test for high-
dimensional one-way MANOVA under heteroscedasticity. The null random ex-
pression of the test statistic is derived and methods for approximating the null
distribution are discussed. In addition, approximate and asymptotic powers of the
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proposed test are studied. Simulation studies and the real data example show that
the proposed test works reasonably well.
3.8. Appendix: Technical Proofs of the Main Results
Proof of Theorem 3.1. By (3.2.8), u ∼ N(Kp)(0,Σ). It follows that u d=
Σ1/2δ where δ ∼ N(Kp)(0, IKp). Thus Tn0 = δTWδ where W is defined as in
(3.2.10). The expression (3.2.11) then follows immediately. The expressions of
E(Tn0),Var(Tn0) and E(Tn0 − E(Tn0))3 follow from Equation (4) of Zhang (2005)
(p. 274). The theorem is proved. 
Proof of Theorem 3.2. By (3.2.11), Tn0 is a central χ2-type mixture with
all nonnegative coefficients. The first assertion of the theorem follows from sim-
ilar argument to the proof of Theorem 2.2 in Chapter 2 immediately, with d∗
defined in (3.2.12). Since W is nonnegative, we always have the eigenvalues


















and thus d = tr
2
(W)
tr(W2) ≤ Kp. Let
λmax be the largest eigenvalue of W. Then we have tr(W3) ≤ λmaxtr(W2)






≥ 1. Now by the
Cauchy-Schwarz inequality, we have tr2 (W2) ≤ tr (W3) tr (W). It follows that






tr4 (W2) /tr2 (W)
= d. (3.8.1)
The second assertion then follows. Similar to the proof of Theorem 2.2 in Chapter
2 again, when d∗ → ∞, we have Tn0−tr(W)√
2tr(W2)
L−→ N(0, 1). In addition, we have






L−→ N(0, 1). The theorem is then proved. 
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The theorem is then proved. 













It follows that βˆχ2
dˆ
(α) is also ratio-consistent for βχ2d(α). The theorem is then
proved. 
Proof of Corollary 3.1. By Theorem 3.2, the proof is obvious since
tr(Wˆ) and ̂tr(W2) are ratio-consistent of tr(W) and tr(W2) respectively. 
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Proof of Theorem 3.5. Note that (3.2.9) holds for non-normal data with
zi, i = 1, 2, · · · , K being independent with mean 0 and covariance matrices Σi/ni















nizi, i = 1, 2, · · · , K are as defined in (3.2.8) and aij, i, j =
1, 2, · · · , K are given in (3.2.7). By (3.2.17), it follows that
E(Tn0) =
∑K









































as desired where we have used Var(‖ui‖2) = κi,11ni + 2tr(Σ
2
i ) (see proposition 2.1 of
Chapter 2). The theorem is proved. 
Proof of Theorem 3.6. First of all, under Assumptions A1 and A2, by
Proposition 2.1 of Chapter 2, and by the same argument in the proof of Theorem
2.7 of Chapter 2 we have κi,11 = O[tr(Σ2i )], i = 1, 2, · · · , K since ∆ < ∞ and∑p
r=1 γ
2




























[1 + o(1)]. (3.8.4)
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We now show that as n, p → ∞, d → ∞. By the Cauchy-Schwarz inequality, we










And (3.8.5) together with (3.8.4), will imply d→∞ if we can show that tr(W4) =








ai1i2ai2i3ai3i4ai4i1tr (Σi1Σi2Σi3Σi4) . (3.8.6)
Now by Assumption A4, we have
tr (Σi1Σi2Σi3Σi4) = o (tr(Σi1Σi2)tr(Σi3Σi4)) , i1, i2, i3, i4 = 1, 2, · · · , K. (3.8.7)
Further, note that by (3.2.7),
ai1i2ai2i3ai3i4ai4i1 ≤ ai1i1ai2i2ai3i3ai4i4 , i1, i2, i3, i4 = 1, 2, · · · , K. (3.8.8)









= o (tr2(W2)) . We then




Under Assumption A, the proof of the asymptotic normality of Tn0, i.e. the
first expression in (3.3.4) was given by Yamada and Himeno (2015). The theorem
is proved. 
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Proof of Theorem 3.7. Under the given conditions and the condition




















χ2d ≥ χ2d(α)− nβ
∑K
i=1 τi‖µi − µ¯‖2
)
,
as desired. The theorem is then proved. 
Proof of Theorem 3.8. Under the given conditions and the condition























Linear Hypothesis Testing Under
Heteroscedasticity
4.1. Introduction
In last chapter, we studied an L2-norm based test for the high-dimensional
heteroscedastic one-way MANOVA problem. Following the notations in previous
chapters, suppose we have the following K independent samples:
yα1,yα2, · · · ,yαnα are i.i.d. with E(yα1) = µα, Cov(yα1) = Σα, α = 1, 2, · · · , K,
(4.1.1)
where the data dimensionality p is very large and may be much larger than the
total sample size n =
∑K
α=1 nα. In Chapter 3, we considered to test whether the
K mean vectors are equal:
H0 : µ1 = µ2 = · · · = µK , vs H1 : H0 is not true, (4.1.2)
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without assuming the equality of Σα, α = 1, 2, · · · , K. As we mentioned in the
introduction chapter, this multivariate K-sample Behrens-Fisher problem or het-
eroscedastic one-way MANOVA problem is a special case of the following het-
eroscedastic general linear hypothesis testing (GLHT) problem:
H0 : G˜M = 0, vs H1 : G˜M 6= 0, (4.1.3)
where M = (µ1,µ2, · · · ,µK)T is a matrix collecting all the K mean vectors and
G˜ : q ×K is a known full-rank coefficient matrix with rank(G˜) = q < K. In fact,
the heteroscedastic GLHT problem (4.1.3) reduces to the heteroscedastic one-way





, or G˜2 =
(− 1K−1, IK−1), (4.1.4)
where Ir and 1r denote the identity matrix of size r and the r-dimensional vector
of ones respectively.
The heteroscedastic GLHT problem (4.1.3) is very general. It includes not only
the heteroscedastic one-way MANOVA test (4.1.2) but also various post hoc and
contrast tests as special cases since any post hoc and contrast tests can be written
in the form of (4.1.3). For example, when the heteroscedastic one-way MANOVA
test is rejected, it is of interest to further test if µ1 = 3µ2 or if a contrast is zero,
e.g., µ1 − 3µ2 + 2µ3 = 0. In fact, these two testing problems can be written in
the form of (4.1.3) with G˜ = (e1,K − 3e2,K)T and G˜ = (e1,K − 3e2,K + 2e3,K)T
respectively where and throughout er,K denotes a unit vector of length K with the
r-th entry being 1 and others 0.
The high-dimensional data analysis is challenging because the sample covari-
ance matrices involved in the classical testing procedures are degenerated so that
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the classical testing procedures, such as the well-known Hotelling’s T 2 test and the
Lawley-Hotelling trace test among others, are no longer powerful or well defined.
In this chapter, we propose a U-statistic based test for the GLHT problem (4.1.3),
extending the two-sample U-statistic based test of Chen and Qin (2010), assuming
neither the homogeneity of the K covariance matrices nor the normality of the K
populations. Although our test statistic is U-statistic based, unlike Chen and Qin
(2010), we show that it can be quickly computed without using the knowledge of
U-statistics. We also establish the asymptotic normality of its null distribution
under conditions similar to those of Chen and Qin (2010) without assuming an
explicit relationship between the total sample size n and the dimensionality p.
Furthermore, we give simple ratio-consistent estimator of the underlying variance
of the test statistic without involving any U-statistics, allowing a fast computation
of its value in real data analysis. For the K-sample MANOVA test (4.1.2), our
test reduces to the test of Yamada and Himeno (2015) where the authors did not
consider how to test the GLHT problem (4.1.3). As mentioned earlier, the K-
sample problem (4.1.2) for high-dimensional data has been considered by Zhang
and Xu (2009), Schott (2007), and Srivastava and Kubokawa (2013) respectively.
Zhang and Xu (2009) proposed a test via transforming the K-sample problem into
a one-sample problem but this test has low power when the minimum sample size
is small. The tests of Schott (2007) and Srivastava and Kubokawa (2013) assumed
that the K samples have a common covariance matrix. In Section 4.3, we demon-
strate via simulations that when the K samples have the same covariance matrix,
our test is better or comparable with the tests of Zhang and Xu (2009), Schott
(2007), and Srivastava and Kubokawa (2013) and when the K samples have differ-
ent covariance matrices, our test has better size controlling and higher powers than
the latter three tests under various configurations. The GLHT problem (4.1.3) has
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been considered by some authors in the context of multivariate linear regression
models, including Srivastava and Fujikoshi (2006) for normal data and Srivastava
and Kubokawa (2013) for non-normal data. In Section 4.3, we demonstrate via
simulations that when the K samples have the same covariance matrix, our test
is better or comparable with the tests of Srivastava and Fujikoshi (2006) and Sri-
vastava and Kubokawa (2013), and when the K samples have different covariance
matrices, our test has better size controlling or higher powers than the latter two
tests.
The rest of this chapter is organized as follows. In Section 4.2, we first derive
the U-statistic based test statistic for the GLHT problem (4.1.3) and establish its
asymptotic normality under some mild regularity conditions. Then a simple ratio-
consistent estimator of the underlying variance of the test statistic is obtained
without using U-statistics. We also investigate the asymptotic power of our test
under some mild conditions. At the end of that section, we give a brief discussion
on how our new test reduces to the test of Yamada and Himeno (2015) for the
one-way MANOVA test (4.1.2). To demonstrate the performance of our new test
compared with some existing competitors, we present two simulation studies in
Section 4.3 and some applications to the corneal surface dataset in Section 4.4.
The technical proofs of the main results are given in the Appendix.
4.2. Main Results
4.2.1. Construction of the Test Statistic. The GLHT problem (4.1.3) can
be equivalently re-written as










, · · · , n
nK
). (4.2.2)
Note that for simplicity, we suppress the dependence of the matrices G and D
on the group sample sizes n1, n2, · · · , nK . The above re-writing of the GLHT
problem (4.1.3) is important such that our test is invariant under the following
transformation of the coefficient matrix G˜:
G˜→ AG˜, (4.2.3)
where A is any q×q non-singular matrix. It is easy to see that the GLHT problem
(4.1.3) is the same as the one obtained via replacing G˜ with AG˜.
To propose our test, we now further write the GLHT problem (4.2.1) equiva-
lently into the following form:
H0 : Cµ = 0, vs H1 : Cµ 6= 0, (4.2.4)
where
C = G⊗ Ip (4.2.5)
and µ = (µT1 ,µT2 , · · · ,µTK)T with ⊗ denoting the Kronecker product operation.
Note that testing the null hypothesis in (4.2.4) is equivalent to testing the
hypothesis ‖Cµ‖2 = 0 where and throughout ‖a‖ denotes the usual L2-norm of
any vector a. Following Chen and Qin (2010), we can construct a U-statistic (Lee
1990, Korolyuk and Borovskich 2010) based test statistic for testing (4.2.4) via
deriving an unbiased estimator of ‖Cµ‖2 based on the K independent samples
(4.1.1). For this purpose, set G = (g1,g2, · · · ,gK) so that we can write
C = G⊗ Ip = (C1,C2, · · · ,CK), where Cα = gα ⊗ Ip, α = 1, 2, · · · , K. (4.2.6)
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It follows that Cµ =
∑K











αCβµβ. By (4.2.6), we have
CTαCβ = cαβIp, where cαβ = g
T
αgβ, α, β = 1, 2, · · · , K. (4.2.7)




Therefore, ||Cµ||2 = ∑Kα=1 cααµTαµα +∑α 6=β cαβµTαµβ. It is easy to see that for






















which has expectation ‖Cµ‖2. By some simple linear algebra, for α 6= β, α, β =















yαi, Σˆα = (nα − 1)−1
nα∑
i=1
(yαi − y¯α)(yαi − y¯α)T , (4.2.12)
are the sample mean and covariance matrix of the α-th sample in (4.1.1) and tr(A)
denotes the trace of a square matrix A. Plugging (4.2.9) into (4.2.10) and after
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where µˆ = (y¯T1 , y¯T2 , · · · , y¯TK)T is the natural unbiased estimator of µ. The expres-
sion (4.2.13) indicates that we can compute our test statistic Tn quickly without
using the knowledge of U-statistics. Further, we can write
Tn = Tn0 + 2Sn + ‖Cµ‖2, (4.2.14)
where





tr(Σˆα), Sn = (Cµ)TC(µˆ− µ). (4.2.15)
For further discussion, set
xαi = yαi − µα, i = 1, 2, · · · , nα; α = 1, 2, · · · , K. (4.2.16)
Note that the above K samples (4.2.16) are independent and for each α =






i=1 xαi = y¯α − µα,
Σˆα = (nα − 1)−1
∑nα
i=1(xαi − x¯α)(xαi − x¯α)T
= (nα − 1)−1
∑nα
i=1(yαi − y¯α)(yαi − y¯α)T .







































Note that it is easy to verify that the matrix GTG = G˜T (G˜DG˜T )−1G˜ =
(cαβ)
K
α,β=1 is invariant under the transformation (4.2.3). It follows from (4.2.13)
and (4.2.17) that both Tn and Tn0 are invariant under the transformation (4.2.3).
It follows from (4.2.14) that Tn0 has the same distribution as that Tn under
the null hypothesis. Thus, the expressions in (4.2.17) and (4.2.18) are helpful for
us to study the null distribution of Tn. Let α, β, and γ be different integers. Then
some simple calculation leads to









Cov(S0αα, S0ββ) = Cov(S0αβ, S0ββ) = Cov(S0αβ, S0αγ) = 0.
(4.2.19)















4.2.2. Asymptotic Normality of the Null Distribution. Under some
regularity conditions, we can show the asymptotic normality of Tn0. Following
Bai and Saranadasa (1996) and Chen and Qin (2010), we assume that the K
independent samples (4.1.1) can be written as
yαi = µα + Γαzαi, i = 1, 2, · · · , nα; α = 1, 2, · · · , K, (4.2.21)
where, with m being some positive integer, Γα is some p × m constant matrix
such that ΓαΓTα = Σα and zαi, i = 1, 2, · · · , nα; α = 1, 2, · · · , K are m × 1
independent random vectors such that zα1, zα2, · · · , zαnα are i.i.d. with E(zα1) = 0
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and Cov(zα1) = Im for α = 1, 2, · · · , K. It follows that the centered K samples
(4.2.16) can be written as
xαi = Γαzαi, i = 1, 2, · · · , nα; α = 1, 2, · · · , K. (4.2.22)
To study the asymptotic distribution of Tn0, the following assumptions are im-
posed.
Assumption A
• A1. nα/n → cα ∈ (0, 1) for α = 1, 2, · · · , K as n → ∞, where n =
n1 + n2 + · · ·+ nK .
• A2. E(z4αil) = 3 + ∆ < ∞, where zαil is the l-th component of zαi,
l = 1, 2, · · · ,m, and ∆ is some finite constant.
• A3. For integers r > 0, vs ≥ 0, s = 1, 2, · · · , r,
∑r
s=1 vs ≤ 8, and l1 6= l2 6=
· · · 6= lr, E(zv1αil1zv2αil2 · · · zvrαilr) = E(zv1αil1)E(zv2αil2) · · ·E(zvrαilr), i = 1, · · · , nα;
α = 1, · · · , K.
• A4. For α, β, γ = 1, 2, · · ·K, as p → ∞, tr(ΣαΣβΣγΣβ) =
o([tr(ΣαΣβ)tr(ΣγΣβ)]).
The above assumptions are obtained via extending those imposed in Chen and Qin
(2010) to our current context. Assumption A3 is a pseudo-independence condition
similar to the one imposed by Chen and Qin (2010) and Assumption A4 is a multi-
sample analogy of Chen and Qin (2010)’s condition (3.6). Following Chen and Qin
(2010), our assumptions do not include an explicit relationship between the data
dimension p and the total sample size n. This allows p to be much larger than n.
Thus, the proposed test can work not only when p diverges proportionally to n,
but also even when p diverges much faster, such as at an exponential rate of n.
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To show the asymptotic normality of Tn0, following Bai and Saranadasa (1996),
Chen and Qin (2010) among others, we need construct a zero mean, square in-
tegrable martingale. For this purpose and for notational ease, we use a single-
subscript to index all the centered samples, that is, we set ymα−1+i = xαi where
m0 = 0, mα = n1 + n2 + · · ·+ nα, i = 1, 2, · · · , nα and α = 1, 2, · · · , K. Then the









































j=2 Vnj, m = 2, 3, · · · ,mK .
Let Fnm = σ{y1,y2, · · · ,ym}, the σ-field generated by {y1,y2, · · · ,ym}. We have
the following lemma.
Lemma 4.1. For each n, {Snm}mKm=1 is a zero mean, square integrable martingale
with respect to the filtration {Fnm}mKm=1.
Let Vn1 = 0 and Fn0 = {∅,Ω} where ∅ is the empty set and Ω is the whole
space. Let L−→ and P−→ denote the convergence in distribution and in probability
respectively. Further, denote σ(Tn0) =
√
Var(Tn0). To simplify the tedious proof
of the asymptotic normality of Tn0, we need the following lemmas.
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Lemma 4.2. Under Assumption A, for i ∈ [mγ−1 + 1,mγ], we have
E(yTi ΣαyiyTi Σβyi) ≤ ∆2 [tr(ΣαΣγΣαΣγ) + tr(ΣβΣγΣβΣγ)]
+tr(ΣγΣα)tr(ΣγΣβ) + 2tr(ΣαΣγΣβΣγ).
(4.2.25)
In addition, for i 6= j, l 6= i, j, i ∈ [mα−1 + 1,mα], j ∈ [mβ−1 + 1,mβ], and
l ∈ [mγ−1 + 1,mγ], we have E[(yTi yl)2(yTj yl)2] is also not greater than the right-
hand side of (4.2.25).
Lemma 4.3. Under Assumption A, for i ∈ [mα−1 + 1,mα], j ∈ [mβ−1 + 1,mβ],
and i 6= j, we have
E(yTi yj)
4 ≤ tr2(ΣαΣβ)(3 + ∆)2 + 6(3 + ∆)tr2(ΣαΣβ) + 3tr2(ΣαΣβ) + 6tr(ΣβΣα)2.

















We are now ready to establish the asymptotic normality of Tn0 in the following
theorem.
Theorem 4.1. Under Assumption A, as n, p→∞, Tn0
σ(Tn0)
L−→ N(0, 1).
4.2.3. Implementation. In order to use Theorem 4.1 for testing (4.2.4), we
need to estimate σ2(Tn0) ratio-consistently. It is seen from (4.2.20) that σ2(Tn0)
depends on tr(Σ2α) and tr(ΣαΣβ), α 6= β, for α, β = 1, 2, · · · , K. Recall from
(4.2.12) that for α = 1, 2, · · · , K, Σˆα is the usual sample covariance matrix of the
α-th sample in (4.1.1). It is easy to see that the unbiased estimator of tr(ΣαΣβ) is
given by tr(Σ̂αΣ̂β). For two-sample problems, Chen and Qin (2010) proposed a U-
statistic based estimator for tr(Σ2α) but their estimator is actually biased and not
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translation-invariant as pointed out by Feng et al. (2015) and is computationally
intensive as pointed out by Srivastava et al. (2013). An unbiased estimator for
tr(Σ2α) can be constructed, however, using a linear combination of U-statistics
based on the same idea as the one we used in the construction of the test statistic
Tn (4.2.10). Such an unbiased estimator has been given by Chen et al. (2010) but it
is also computationally intensive. To overcome this difficulty, for α = 1, 2, · · · , K,
we adopt the unbiased estimator for tr(Σ2α) proposed by Himeno and Yamada
(2014) which is given by
t̂r(Σ2α) =
nα − 1
nα(nα − 2)(nα − 3)
[




where Qα = (nα−1)−1
∑nα
i=1 ‖yαi−y¯α‖4. Then by (4.2.20), the unbiased estimator













It is seen from (4.2.28) that we can quickly compute the variance estimator of
our test statistic without using U-statistics as did in Chen and Qin (2010). In
addition, we can show that the unbiased estimators tr(ΣˆαΣˆβ), t̂r(Σ2α) and σˆ2(Tn0)
are ratio-consistent, as stated in the following theorem.
Theorem 4.2. Under Assumption A and (4.2.21), as n, p → ∞, for α, β =
1, 2, · · · , K, α 6= β, we have ̂tr(Σ2α)tr(Σ2α)
P−→ 1, tr(ΣˆαΣˆβ)tr(ΣαΣβ)
P−→ 1, and σˆ2(Tn0)
σ2(Tn0)
P−→ 1.
By Theorems 4.1, 4.2, and Slutsky’s theorem, under Assumption A, (4.2.21),
and H0, as n, p→∞, we have Tnσˆ(Tn0)
P−→ N(0, 1) where σˆ(Tn0) =
√
σˆ2(Tn0). Our
test is then conducted accordingly.
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4.2.4. Asymptotic Power. By (4.2.14), we have Tn = Tn0 + 2Sn + ‖Cµ‖2
where Tn0 is given in (4.2.17) which has the same distribution as Tn under H0 and
Sn = (Cµ)



















where cαβ and cβγ are given in (4.2.7). For convenience, we study the asymptotic






This condition is a generalization of the ones used in Bai and Saranadasa (1996)
and Chen and Qin (2010) among others. It describes the case when the information
in the local alternatives is relatively small compared with the variance of Tn under
the null hypothesis. It allows that our test statistic Tn is mainly dominated by
Tn0. The asymptotic power of Tn is then given in the following theorem.














[1 + o(1)], (4.2.31)
where zα and Φ(·) denote the 100α upper percentile and the cumulative distribution
function of the standard normal distribution.
Theorem 4.3 indicates that our test is consistent since when ‖Cµ‖ > 0, the




power tends to 1.
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4.2.5. Heteroscedastic One-way MANOVA. For high-dimensional one-
way MANOVA, most authors focus on discussing how to detect whether the mean
vectors are the same. When the K samples (4.1.1) have the same covariance
matrix, Schott (2007) proposed a test statistic for testing (4.1.2), extending Bai
and Saranadasa (1996)’s two-sample test, but he imposed rather strong assump-
tions for deriving the asymptotic normality of his test statistic, including that the
K samples (4.1.1) are normally distributed. When the K samples (4.1.1) have
different covariance matrices, the problem (4.1.2) is usually referred to as the so-
called heteroscedastic one-way MANOVA problem and Zhang and Xu (2009) pro-
posed some L2-norm based tests using Bennett (1950)’s transformation to reduce
the high-dimensional K-sample problem (4.1.2) to a high-dimensional one-sample
problem. This test can be easily implemented but it may be less powerful when one
of the K samples has a small sample size as demonstrated by a simulation study
in Section 4.3 and a real data example presented in Section 4.4. Recently, Yamada
and Himeno (2015) discussed this heteroscedastic one-way MANOVA problem via
extending Chen and Qin (2010)’s two-sample test. They derived the asymptotic
normality of their test statistic under different conditions from those of Chen and
Qin (2010). As mentioned in the introduction, this problem is a special case of
the GLHT problem (4.2.4). We now show that for the heteroscedastic one-way
MANOVA problem, our test reduces to the test proposed by Yamada and Himeno
(2015). In fact, by using (4.2.2) and (4.2.8) with either G˜1 or G˜2 in (4.1.4), it is
easy to verify that
GTG = (cαβ)
K
α,β=1, where cαα =
nα(n− nα)
n2
and cαβ = −nαnβ
n2
, α 6= β.
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Thus, by (4.2.13), our test statistic for the heteroscedastic one-way MANOVA


















= n−1TY H ,
where TY H denotes the test statistic used in Yamada and Himeno (2015). That
is, our test statistic for (4.1.2) is proportional to their test statistic. Furthermore,















= n−2Var(TY H |H0),
where Var(TY H |H0) denotes the variance of TY H under the null hypothesis. That
is, the variance of our test statistic for (4.1.2) is also proportional to that of the
test statistic of Yamada and Himeno (2015) under the null hypothesis. Then by
















= n−2 ̂Var(TY H |H0).
It follows that the normalized test statistic Tn/σˆ(Tn0) is the same as the normalized
test statistic TY H/
√
̂Var(THY |H0) proposed by Yamada and Himeno (2015).
4.3. Simulation Studies
In this section, we present two simulation studies. Simulation 1 aims to com-
pare our new test, namely, Tnew against three existing tests under various con-
figurations for the one-way MANOVA problem (4.1.2). Simulation 2 aims to
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demonstrate how our new test performs for the GLHT problem (4.1.3) against
two existing tests.
For simplicity, in all the simulation studies, the K high-dimensional samples
(4.1.1) are generated from (4.2.21) with m = p and zαi = (zαi1, zαi2, · · · , zαip)T ,
i = 1, 2, · · · , nα; α = 1, 2, · · ·K generated from the following three models:
Model 1: zαit, t = 1, · · · , p i.i.d.∼ N(0, 1).
Model 2: zαit = wαit/
√
2, t = 1, · · · , p with wαit, t = 1, 2, · · · , p i.i.d.∼ t4.
Model 3: zαit = (wαit − 1)/
√
2, t = 1, · · · , p with wαit, t = 1, 2, · · · , p i.i.d.∼ χ21.
(4.3.1)
It is clear that E(zαi) = 0 and Cov(zαi) = Ip so that Cov(yαi) = Σα = ΓαΓTα , α =
1, 2, · · · , K and the distributions associated with the above three models are nor-
mal, non-normal but symmetric (t-distribution with 4 degrees of freedom), and
non-normal and skewed (chi-squared distribution with 1 degree of freedom), rep-
resenting three different distribution shapes.
In Simulation 1, the three existing competitors are the tests proposed by Zhang
and Xu (2009), Schott (2007), and Srivastava and Kubokawa (2013) (namely
TZX , TS, and TSK respectively) for the one-way MANOVA problem (4.1.2). The
tuning parameters are chosen as follows. We choose K = 4 and consider three sets
of group sample sizes: n1 = (n1, n2, n3, n4) = (10, 30, 40, 50), n2 = (20, 60, 80, 100),
and n3 = (40, 120, 160, 200), and three sets of dimensions p = 50, 500, and 1000.
To generate the group mean vectors, we set µ1 = 0, µ2 = 1.5δh, µ3 = δh,
µ4 = 2δh, where h = u/||u|| with u = (1, 2, · · · , p)T and δ ∈ [0, 3] are used to
control the differences of the group mean vectors and hence control the strength




α , α = 1, 2, 3, 4 where σα, α = 1, 2, 3, 4 are some positive
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Table 4.3.1. Empirical sizes (in percentages) of TZX , TS, TSK and
Tnew for one-way MANOVA test (4.1.2).
Equal Covariances Unequal Covariances
Model p n TZX TS TSK Tnew TZX TS TSK Tnew
n1 8.67 6.35 4.66 6.35 8.48 0.40 0.19 6.25
50 n2 7.64 6.15 4.50 6.15 7.58 0.38 0.16 5.98
n3 6.46 5.88 4.43 5.98 6.95 0.34 0.14 5.81
n1 7.06 5.36 4.01 5.54 7.07 0.00 0.00 5.65
1 500 n2 6.54 5.73 4.49 5.61 6.33 0.00 0.00 5.16
n3 5.84 5.68 4.77 5.73 6.02 0.00 0.00 5.51
n1 6.76 5.14 3.91 5.12 6.71 0.00 0.00 5.03
1000 n2 6.03 5.35 4.15 5.39 6.03 0.00 0.00 5.69
n3 5.79 5.32 4.53 5.27 5.80 0.00 0.00 5.23
n1 7.00 6.28 4.64 6.49 6.93 0.44 0.22 6.14
50 n2 6.01 5.97 4.63 6.06 6.02 0.44 0.17 5.47
n3 6.08 5.91 4.22 6.07 6.08 0.48 0.13 5.98
n1 5.04 6.11 4.25 5.93 4.77 0.00 0.00 5.59
2 500 n2 4.67 5.59 4.39 5.33 4.44 0.01 0.00 5.49
n3 4.97 5.84 4.93 5.70 4.97 0.00 0.00 5.41
n1 4.16 5.22 3.75 5.34 4.19 0.02 0.00 5.04
1000 n2 4.30 5.27 4.14 5.15 4.42 0.00 0.00 4.99
n3 4.64 5.15 4.17 4.93 4.63 0.00 0.00 5.20
n1 6.05 6.17 4.81 6.09 6.04 0.37 0.45 6.31
50 n2 5.55 5.97 4.48 5.58 5.87 0.42 0.31 5.75
n3 6.53 6.49 4.58 6.50 5.70 0.41 0.27 5.68
n1 4.41 5.30 4.03 5.54 3.88 0.00 0.00 4.94
3 500 n2 4.05 5.36 4.57 5.30 4.55 0.00 0.00 5.23
n3 4.88 5.25 4.38 5.27 4.94 0.00 0.00 5.58
n1 3.64 5.37 3.82 5.08 3.79 0.00 0.00 5.09
1000 n2 3.98 5.14 4.36 5.08 3.86 0.00 0.00 5.26








, α = 1, 2, 3, 4 and W = diag(1/p, 2/p, · · · , p/p).
To demonstrate the performance of our new test under homogeneous and het-
eroscedastic covariance structures, the equal and unequal covariance matrices cases
are considered. In the equal covariance matrices case, we set σα =
√
2 and ρα = 1/2
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Table 4.3.2. Empirical powers (in percentages) of TZX , TS, TSK
and Tnew for one-way MANOVA test (4.1.2).
Equal Covariances Unequal Covariances
Model p n δ TZX TS TSK Tnew TZX TS TSK Tnew
n1 1.5 77.42 87.99 81.24 87.65 78.38 59.18 40.10 88.14
50 n2 1.0 70.64 82.79 74.40 82.45 73.12 50.56 32.81 82.66
n3 0.8 82.93 93.19 87.96 93.12 83.63 69.66 52.83 92.60
n1 2.4 76.26 86.77 77.10 86.10 77.22 0.71 0.02 84.37
1 500 n2 1.8 82.76 92.33 84.87 91.99 83.70 1.98 0.09 91.06
n3 1.2 76.55 87.19 78.28 86.98 77.25 1.02 0.05 85.81
n1 3.0 83.77 92.53 83.35 92.05 83.85 0.00 0.00 90.71
1000 n2 2.0 77.61 87.91 77.92 87.51 79.08 0.00 0.00 86.48
n3 1.5 84.44 92.90 85.71 92.70 85.56 0.01 0.00 91.93
n1 1.5 73.97 87.72 83.41 87.94 74.60 57.32 46.55 87.62
50 n2 1.0 69.26 82.71 75.79 83.10 70.16 49.62 36.91 82.56
n3 0.8 81.64 92.85 88.22 93.08 82.35 69.06 54.97 92.56
n1 2.4 67.90 84.77 79.13 85.83 68.19 0.80 0.07 84.78
2 500 n2 1.8 78.34 91.70 86.40 92.22 79.05 1.95 0.19 91.08
n3 1.2 73.02 86.93 79.95 87.47 74.29 1.09 0.05 85.71
n1 3.0 75.42 91.01 86.29 92.13 76.18 0.01 0.00 91.24
1000 n2 2.0 70.68 85.98 78.86 86.91 72.77 0.02 0.00 86.30
n3 1.5 81.45 92.36 86.55 92.60 82.00 0.04 0.00 91.91
n1 1.5 70.51 89.16 85.23 86.77 70.98 56.91 42.06 86.39
50 n2 1.0 66.36 84.39 77.36 82.58 67.64 50.35 30.45 82.48
n3 0.8 80.33 93.52 89.08 92.32 81.09 72.16 51.54 92.88
n1 2.4 67.54 86.99 81.30 85.61 67.99 0.29 0.00 84.99
3 500 n2 1.8 78.08 93.28 88.19 92.33 78.60 1.31 0.06 91.39
n3 1.2 73.58 87.81 80.31 86.73 74.45 0.78 0.02 86.16
n1 3.0 75.66 93.47 88.49 92.38 75.28 0.00 0.00 91.29
1000 n2 2.0 72.15 88.17 79.96 87.12 72.12 0.00 0.00 84.78
n3 1.5 81.18 93.62 87.72 92.99 82.53 0.02 0.00 91.26
for α = 1, 2, 3, 4, and in the unequal covariance matrices case, we set σ1 =
√
2,
σ2 = 1, σ3 =
√
3, σ4 = 2, and ρ1 = 1/2, ρ2 = ρ3 = ρ4 = 1/10.
Tables 4.3.1 and 4.3.2 display the results of Simulation 1. The empirical sizes
and powers of TZX , TS, TSK and Tnew are obtained based on 10, 000 simulation
runs under various configurations. The nominal size is 5%. From Table 4.3.1, it
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is seen that when the homogeneity assumption is satisfied, TS and Tnew perform
reasonably well and are generally comparable in terms of size controlling. The
test TZX is liberal when p = 50 and it becomes less liberal or even conservative
when p = 500 and 1000. The test TSK is generally conservative especially when
the group sample sizes are small. When the homogeneity assumption is not sat-
isfied, both TZX and Tnew continue to work as in the homogeneity case but TS
and TSK no longer work as their empirical sizes are nearly 0 and much smaller
than the nominal size 5%. This is not a surprise since both TZX and Tnew are de-
signed for heteroscedastic MANOVA while both TS and TSK are designed only for
homogeneous MANOVA. The lesson we learn from this observation is that when
the homogeneity assumption is seriously violated, the tests proposed for homoge-
neous MANOVA may be misleading. From Table 4.3.2, it is seen that when the
homogeneity assumption is satisfied, the powers of TS and Tnew are generally com-
parable and they are generally larger than the powers of TZX and TSK . When the
homogeneity assumption is not satisfied, Tnew has larger powers than TZX and they
have larger powers than TS and TSK as expected. Thus, when the homogeneity
assumption is seriously violated, the tests proposed for homogeneous MANOVA
may be powerless. We would like to mention that TZX can have larger powers
than Tnew when the group sample sizes are nearly the same but it generally has
lower powers than Tnew when the minimum group sample size is small as the cases
shown in this simulation study.
In Simulation 2, we take K = 4 again and aim to examine the performance
of Tnew under the GLHT problem (4.1.3) against the tests proposed by Srivastava
and Fujikoshi (2006) and Srivastava and Kubokawa (2013) (namely TSF and TSK
respectively). Without loss of generality, we consider the following special contrast
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Table 4.3.3. Empirical sizes (in percentages) of TSF , TSK and
Tnew for testing linear hypothesis (4.3.2).
Equal Covariances
ρ1 = 0.1 ρ1 = 0.5 ρ1 = 0.9
Model p TSF TSK Tnew TSF TSK Tnew TSF TSK Tnew
50 6.10 4.66 6.21 6.29 4.84 6.35 6.48 2.89 6.36
1 500 5.39 4.61 5.39 5.63 4.86 5.60 6.30 3.77 6.23
1000 5.30 4.47 5.25 5.45 4.61 5.44 6.12 3.77 6.08
50 6.18 4.89 6.20 6.55 4.98 6.77 6.51 2.96 6.81
2 500 5.59 4.54 5.27 5.85 4.74 5.83 6.50 3.79 6.46
1000 5.48 4.39 5.46 5.43 4.79 5.44 5.80 3.51 5.88
50 6.49 5.06 6.47 6.16 4.54 6.10 6.89 3.14 6.86
3 500 5.72 5.09 5.67 5.39 4.61 5.56 6.16 3.85 6.32
1000 5.15 4.07 5.22 5.77 4.90 5.84 6.20 3.80 6.15
Unequal Covariances
ρ1 = 0.1 ρ1 = 0.5 ρ1 = 0.9
Model p TSF TSK Tnew TSF TSK Tnew TSF TSK Tnew
50 0.00 0.00 6.41 0.00 0.00 6.00 0.03 0.00 6.68
1 500 0.00 0.00 5.43 0.00 0.00 5.54 0.00 0.00 5.91
1000 0.00 0.00 5.34 0.00 0.00 5.36 0.00 0.00 5.87
50 0.00 0.00 6.45 0.00 0.00 5.94 0.02 0.02 6.93
2 500 0.00 0.00 5.53 0.00 0.00 5.51 0.00 0.00 5.72
1000 0.00 0.00 5.18 0.00 0.00 5.60 0.00 0.00 5.88
50 0.00 0.00 6.00 0.00 0.00 6.62 0.07 0.05 6.82
3 500 0.00 0.00 5.75 0.00 0.00 5.37 0.00 0.00 6.35
1000 0.00 0.00 5.98 0.00 0.00 5.06 0.00 0.00 5.97
test:
H0 : µ1 − 3µ2 + µ3 + µ4 = 0, (4.3.2)
which can be written in the form of the GLHT problem (4.1.3) with G˜ =
(e1,K − 3e2,K + e3,K + e4,K)T and M = (µ1,µ2,µ3,µ4)T . We take the sample
size vector n = n3 and set µ1 = µ3 = µ4 = (1 + δ)h, µ2 = (1 − δ)h where
δ and h are specified in the same way as in Simulation 1. To study the per-
formance of the considered tests under different degrees of data correlation, we
consider ρα = 0.1, 0.5, 0.9, α = 1, 2, 3, 4 for the equal covariance matrices case, and
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Table 4.3.4. Empirical powers (in percentages) of TSF , TSK and
Tnew for testing linear hypothesis (4.3.2).
Equal Covariances
ρ1 = 0.1 ρ1 = 0.5 ρ1 = 0.9
Model p δ TSF TSK Tnew TSF TSK Tnew TSF TSK Tnew
50 0.5 99.59 99.23 99.58 94.51 90.68 94.50 53.65 35.17 53.63
1 500 0.7 97.71 94.65 97.57 87.13 79.98 86.98 39.72 27.01 39.71
1000 0.8 97.50 93.58 97.54 86.57 78.49 86.42 36.90 25.96 36.91
50 0.5 99.44 99.16 99.46 94.00 91.17 94.21 52.91 35.33 53.00
2 500 0.7 97.62 95.73 97.84 87.14 81.15 87.43 39.92 27.68 39.88
1000 0.8 96.73 93.59 96.96 85.43 77.94 85.87 36.12 24.81 36.26
50 0.5 99.75 99.35 99.59 94.29 91.22 93.43 52.84 35.22 52.61
3 500 0.7 98.17 96.03 97.86 88.22 82.40 87.72 38.51 26.51 38.45
1000 0.8 97.48 94.23 97.27 86.30 78.48 85.71 36.47 25.02 36.66
Unequal Covariances
ρ1 = 0.1 ρ1 = 0.5 ρ1 = 0.9
Model p δ TSF TSK Tnew TSF TSK Tnew TSF TSK Tnew
50 0.5 78.56 48.83 99.98 73.14 46.73 99.84 61.72 44.59 95.30
1 500 0.7 0.00 0.00 99.89 0.00 0.00 99.72 0.18 0.00 91.19
1000 0.8 0.00 0.00 99.93 0.00 0.00 99.46 0.00 0.00 91.10
50 0.5 77.03 52.05 100 72.63 50.90 99.87 60.83 46.47 95.27
2 500 0.7 0.00 0.00 99.90 0.00 0.00 99.50 0.20 0.00 91.30
1000 0.8 0.00 0.00 99.74 0.00 0.00 99.61 0.00 0.00 91.12
50 0.5 77.84 39.65 99.99 73.16 40.82 99.88 60.36 40.67 95.86
3 500 0.7 0.00 0.00 99.93 0.00 0.00 99.64 0.11 0.00 91.40
1000 0.8 0.00 0.00 99.89 0.00 0.00 99.57 0.00 0.00 91.39
ρ1 = 0.1, 0.5, 0.9, ρ2 = ρ3 = ρ4 = 0.1 for the unequal covariance matrices case.
Other tuning parameters are specified the same as in Simulation 1.
Tables 4.3.3 and 4.3.4 display the results of Simulation 2. From Table 4.3.3,
it is seen that when the homogeneity assumption is satisfied, TSF and Tnew per-
form reasonably well and are generally comparable in terms of size controlling but
the test TSK performs well only when the data correlation is small (ρα = 0.1) or
moderate (ρα = 0.5) and it becomes very conservative when the data correlation
is high (ρα = 0.9). When the homogeneity assumption is not satisfied, our test
Tnew continues to work but both TSF and TSK no longer work since their empirical
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sizes are essentially 0. This is due to the fact both TSF and TSK are constructed
for homogeneous MANOVA. The lesson we learn from this observation is again
that when the homogeneity assumption does not hold, tests proposed for homo-
geneous MANOVA may give misleading results. From Table 4.3.4, it is seen that
when the homogeneity assumption is satisfied, the powers of TSF and Tnew are
generally comparable and they are generally larger than the powers of TSK . When
the homogeneity assumption is not satisfied, Tnew has much larger powers than
TSF and TSK especially when the dimension p is large. Thus, again, when the
homogeneity assumption is violated, tests proposed for homogeneous MANOVA
may be powerless.
Finally, we would like to mention that some simulations (not shown) also indi-
cate that our test works well even when different samples in theK high-dimensional
samples (4.1.1) are generated from different models of (4.3.1) respectively. This
is due to the fact that our test does not rely on the assumption that all the K
high-dimensional samples have the same distribution.
4.4. Real Data Analysis
Applications to the Leukemia Data. In this real data application, we revisit the
leukemia dataset studied in Chapter 2. Recall that the leukemia dataset has the
dimension p = 7129, and contains 47 patients with acute lymphoblastic leukemia
(ALL) and 25 patients with acute myeloid leukemia (AML). The samples of acute
lymphoblastic leukemia (ALL) can be further classified as 38 patients with B-cell
type leukemia (ALL-B) and 9 patients with T-cell leukemia (ALL-T). We can
check whether the three leukemia variants (AML, ALL-B and ALL-T) have the
same mean expression levels using the high-dimensional one-way MANOVA tests.
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Table 4.4.1. Results for testing the mean differences between the
AML, ALL-B and ALL-T of the leukemia data.
Method Stat Stat (st.d) P-value βˆ dˆ
L2N
5.3649× 1010 19.3353 ≈ 0 2.7282× 10
8 34.9638
L2D 19.5080 ≈ 0 2.6837× 108 35.5102
Tnew 19.1111 ≈ 0 - -
TZX 17.2256 ≈ 0 - -
TS 18.6635 ≈ 0 - -
TSK 5.5031 1.8658× 10−8 - -
Table 4.4.1 shows the testing results of the tests L2N, L2D from Chapter 3,
the test Tnew proposed in this chapter, tests TZX , TS and TSK , proposed by Zhang
and Xu (2009), Schott (2007), and Srivastava and Kubokawa (2013) respectively.
It is seen that both the approximate degrees of freedoms of the L2N and L2D tests
are more than 30, indicating that normal approximation might be appropriate for
approximating the null distribution.
From Table 4.4.1, it is seen that all the P-values are about 0 and thus the
mean expression levels of the three leukemia variants are very unlikely to be the
same. Again we see that the testing results of L2N and L2D are very similar. The
studentized statistics of L2N and L2D are very close to the test statistic of our
new test Tnew. For the tests using normal approximation, that is Tnew, TZX , TS
and TSK , we can also compare their performances through their statistics. Among
these tests, it is seen that TSK is the least powerful. From the P-values we know
that TSK is even less powerful than the two tests using chi-squared approximation,
L2N and L2D. This implies that in gene expression levels analysis, scale-invariant
may not be an important factor to consider, and may even cause power loss if
is incorporated into the test. For the other tests using normal approximation,
Tnew has the largest statistic value, followed by TS and then TZX , showing that
our new test is somehow more powerful than the tests TS, TZX in this example,
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although the difference is small. TZX is less powerful than TS because the group
size difference is large and the minimum group size is very small (n3 = 9 for
ALL-T). The differences of test TS and our test Tnew are that TS assumes data
normality and homogeneity. This example implies that taking non-normality and
heteroscedasticity of data into consideration can improve the performance of the
test in real data analysis.
Applications to the Corneal Surface Data. A detailed description of the corneal
surface data can be found in Locantore et al. (1999) where a robust principal
component analysis was conducted. A cornea is the first visual surface of the eye.
Its shape is critical to vision since this is where most reflection occurs. The corneal
surface dataset we use here was from the keratoconus study and it has four groups
of corneal surfaces. The first group consists of 43 healthy corneas and is referred
to as the normal cornea group and the other three groups are non-normal cornea
groups, consisting of 14, 21 and 72 corneal surfaces respectively. They are referred
to as the unilateral suspect, suspect map and clinical keratoconus cornea groups
respectively, reflecting varying degrees of keratoconus which is a disease when the
cornea is misshaped. The whole corneal surface dataset then has 135 observations.
In the keratoconus study, each corneal surface has 6912 measurements taken at
a polar grid of 256× 27 points with 256 radial directions and 27 locations at each
radial. Due to this or that reason, not all the 6912 measurements for a corneal sur-
face were obtained and the measurements were subjected to measurement errors.
In addition, the polar grids may be different for different corneas. To overcome
these difficulties, the corneal surfaces were reconstructed using a Legendre-Fourier
basis system (Locantore et al. 1999) and evaluated at a given common polar grid
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Table 4.4.2. P-values of TZX , TS, TSK and Tnew for testing the
mean surface differences of any two cornea groups.
TZX TS TSK Tn
Stat P-value Stat P-value Stat P-value Stat P-value
ALL -0.2483 0.5981 6.3581 0.0000 2.3520 0.0093 6.3363 0.0000
Nor(43) vs Uni(14) -0.6946 0.7563 -0.6280 0.7350 -0.1051 0.5419 -0.8814 0.8110
Nor(43) vs Sus(21) 1.2958 0.0975 1.1181 0.1318 0.0963 0.4617 1.2527 0.1052
Nor(43) vs Cli(72) 8.9526 0.0000 7.3813 0.0000 3.1566 0.0008 8.0366 0.0000
Uni(14) vs Sus(21) -0.6450 0.7405 -0.5231 0.6995 -0.1274 0.5507 -0.7076 0.7604
Uni(14) vs Cli(72) 0.9630 0.1678 1.3403 0.0901 0.4926 0.3111 0.9980 0.1591
Sus(21) vs Cli(72) 11.6730 0.0000 7.5936 0.0000 2.3377 0.0097 9.8122 0.0000
of 100 × 20 points so that a corneal surface can be well represented by a vec-
tor of length p = 2000. The whole reconstructed corneal surface dataset is then
represented by 135 vectors of length 2000.
It is of interest to check if the mean corneal surfaces of the four cornea groups
are the same. This is a one-way MANOVA problem for high-dimensional data since
the dimension p here is 2000 while we have only n = 135 observations. We then
applied the proposed test Tnew, together with the tests TZX , TS and TSK proposed
by Zhang and Xu (2009), Schott (2007), and Srivastava and Kubokawa (2013)
respectively. All the tests except TZX are highly significant since the associated
P-values are essentially 0. However, the P-value of TZX is 0.5981 which indicates
that TZX does not reject the null hypothesis. This shows that TZX is powerless
when the minimum sample size is too small (the unilateral suspect cornea group
has only 14 observations). This is consistent with what we observed in Simulation
1 of Section 4.3.
Since the one-way MANOVA test is rejected, it is now of interest to test if
any two cornea groups have different mean corneal surfaces. Again, we applied
the proposed test Tnew, together with the tests TZX , TS and TSK to these two-
sample testing problems. The P-values of the four tests are displayed in Table 4.4.2
where the normal, unilateral suspect, suspect map, and clinical keratoconus cornea
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groups are labeled as “Nor”, “Uni”, “Sus” and “Cli” respectively. It is seen that all
the four tests give quite similar conclusions about the two-sample tests listed in
the table. For example, all the tests suggest that the mean surfaces of the normal
and clinical keratoconus cornea groups are highly significant while all the tests fail
to detect the mean surface differences between the normal and unilateral suspect
cornea groups. Thus, it seems that some more powerful one-way MANOVA tests
are warranted in this direction.
In the above application, we examined the difference of different degrees of
keratoconus. In fact, each group of the different degrees keratoconus can be further
classified into two subgroups by whether a measurement is for left eye or right eye.
In this way, the corneal dataset has two factors — factor “Ker” labels the degrees
of keratoconus with 4 levels (i = 1, 2, 3, 4) as we studied above, and factor “LR”
labels whether the sample is from left eye or right eye (j = 1, or 2). The sample
sizes for the subgroups are respectively n11 = 22, n12 = 21, n21 = 7, n22 = 7,
n31 = 11, n32 = 10, n41 = 37, n42 = 35. This provides us a two-way MANOVA
setting for studying the corneal data.
Two-way MANOVA aims to study the effects of two factors, with each factor
having several different levels, in a two-way layout factorial experiment. The two-
way MANOVA problem can be formulated as a special case of the general linear
hypothesis (4.1.3) we studied in this chapter. For a detailed discussion, see for
example Zhang (2011). For the corneal data, as the dimension is high, we can use
our test Tnew to study the main effects “Ker” and “LR”, as well as their interaction
effect. To this end, we need to specify the corresponding coefficient matrices (4.2.5)
for testing the “Ker”, “LR” and interaction effect respectively. Following Zhang
(2011), we have two methods to specify the coefficient matrices, one is the equal
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weight method and the other is the adapted weight method. The expressions of
the coefficient matrices (G˜ in (4.2.2)) are given in equation (11) of Zhang (2011).
Table 4.4.3. Results for two-way MANOVA analysis of the cornea data.
Equal Weight Adapted Weight
Effect Stat P-value Stat P-value
Interaction -0.1418 0.5564 -0.1418 0.5564
Ker 25.5961 ≈ 0 25.2655 ≈ 0
LR 4.7257 ≈ 0 5.6531 ≈ 0
A two-way MANOVA analysis for the pattern difference of the data is given
in Table 4.4.3. It is seen that the interaction effect is not significant while both
factors Ker and LR have significant effect on the mean cornea surfaces. Besides,
from the P-values we know that factor Ker is much more significant than factor
LR. We can learn from the testing results that different degrees of keratoconus
have very different cornea surfaces and left cornea surface is also different from
right cornea surface.
4.5. Concluding Remarks
In this chapter, we proposed and studied a unified test for the GLHT problem
under the one-way MANOVA framework. Following Chen and Qin (2010), we con-
structed our test statistic based on U-statistics of the K samples. We showed that
our test statistic is just a function of the group sample mean vectors and the group
sample covariance matrices and hence it can be quickly computed without relying
on the knowledge of the U-statistics. We also discussed the invariant properties of
the test. In addition, we showed that under some regularity conditions and the null
hypothesis, our test statistic is asymptotically normal with its variance depending
on the underlying covariance matrices. Thus, our test can be implemented easily
provided that a ratio-consistent estimator of the variance of our test is obtained.
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We gave a ratio-consistent estimator of the variance of our test statistic using the
work of Himeno and Yamada (2014) which can be quickly computed. Our test is
applicable to non-normal multi-sample data, does not require the different groups
have the same covariance matrix and even works well when different groups follow
different distributions, as long as some moment conditions are satisfied. A special
case of our study is the K-sample Behrens-Fisher problem. With a proper choice
of the design matrix, a special test statistic for this problem can be constructed.
The simulation results showed that our test is more stable than some existing tests
under different models and covariance structures.
4.6. Appendix: Technical Proofs of the Main Results
Proof of Lemma 4.1. Note that Snm has zero mean due to (4.2.16) and it
is square integrable due to (4.2.20). By Assumption A2, Snm has finite expecta-
tion. We only need to show E(Sn,m+1|Fnm) = Snm. Note that E(Sn,m+1|Fnm) =
E(
∑m+1
j=2 Vnj|Fnm) = E(
∑m
j=2 Vnj|Fnm)+E(Vn,m+1|Fnm). Since Vn2, Vn3, · · · , Vnm ∈




j=2 Vnj = Snm. In addition, note that
{y1,y2, · · · ,ym} ∈ Fnm and ym+1 is independent of Fnm so that E(ym+1|Fnm) = 0.
It follows from (4.2.24) that the conditional mean of the second term is zero, i.e.,
E(Vn,m+1|Fnm) = E(
∑m
i=1 φi,m+1|Fnm) = 0. The lemma is then proved. 
Proof of Lemma 4.2. Note that for i ∈ [mγ−1 + 1,mγ] and yi =








γΣαΓγ = Aγα = (aγα,st), s, t =
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tr(ΓTγΣαΓγ) = tr(ΣαΣγ), and tr(Γ
T
γΣβΓγ) = tr(ΣβΣγ). The expression








To show the second claim, note E[(yTi yl)2(yTj yl)2] =
E[yTl E(yiyTi )ylyTl E(yjyTj )yl], for i ∈ [mα−1 + 1,mα], j ∈ [mβ−1 + 1,mβ].
Thus, E[(yTi yl)2(yTj yl)2] = tr[E(ylΣαyTl ylΣβyTl )]. The second claim then follows
from (4.2.25) directly. The lemma is proved. 
Proof of Lemma 4.3. Set i0 = i−mα−1, j0 = j−mβ−1 and ΓTαΓβ = Bαβ =
























































































































4 ≤ tr2(ΣαΣβ)(3 + ∆)2 + 6(3 + ∆)tr2(ΣαΣβ) + 3tr2(ΣαΣβ) + 6tr(ΣβΣα)2.
The lemma is proved. 

























It follows that E(Vnj|Fn,j−1) = 0 and


















































































:= 4I1 + 4I2 + 8I3, (4.6.2)
and




























EV 2nj = σ
2(Tn0).
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where the first term is o(σ4(Tn0)) and by Assumption A4, the second term is also
o(σ4(Tn0)).
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These, together with (4.6.4), yield the first expression in (4.2.26).

















































































This, together with the first expression in (4.2.26), leads to the second expression
in (4.2.26).
We now show the third expression in (4.2.26). By (4.6.1), we have
n∑
j=1



























































































































where by Lemma 4.2 and Assumption A4, the first term is o(σ4(Tn0)), and by
Lemma 4.3 and Assumption A4, the second term is also o(σ4(Tn0)). Similarly, by
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4(Tn0)). The lemma is
then proved. 
Proof of Theorem 4.1. First note that Tn0 =
∑n










0 by Markov’s inequality. Since
∑
j σ





nj|Fn,j−1), ∀ > 0, we further have the Lindeberg’s condition
holds ∑
j
σ−2(Tn0)E[V 2njI(|Vnj| > σ(Tn0))|Fn,j−1] P−→ 0. (4.6.8)




nj|Fn,j−1)/σ2(Tn0) P−→ 1. Thus, by the
martingale difference central limit theorem (Hall and Heyde 1980, Corollary 3.1;
Pollard 1984, Chapter VIII.1), we have that Tn0/σ(Tn0)
L−→ N(0, 1). The theorem
is then proved. 
Proof of Theorem 4.2. Firstly we have
t̂r(Σ2α) = Y
α
2,n − 2Y α4,n + Y α5,n, (4.6.9)
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hence we only need to show that Var[t̂r(Σ2α)] = o(tr2(Σ
2
α)).
Note that we have Var[t̂r(Σ2α)] ≤ 3[Var(Y α2,n) + 4Var(Y α4,n) + Var(Y α5,n)]. Under
the given conditions, applying Proposition A.2. of Chen et al. (2010), we have

















where Aα = ΓTαΓα and ◦ stands for the Hadamard product (entry-wise product) for














(nα − 1)(nβ − 1)
nα∑
i=1
(yαi − y¯α)(yαi − y¯α)T
nβ∑
j=1











(yαi − y¯α(i))yTαi(yβj − y¯β(j))yTβj
)
,
where y¯α(i) denotes the α-th sample mean after excluding yαi. The assertion
̂tr(ΣαΣβ)
tr(ΣαΣβ)
P−→ 1 then follows from Theorem 2 of Chen and Qin (2010). The last
assertion is then obvious and this ends the proof of the theorem. 
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Proof of Theorem 4.3. By the condition (4.2.30), we have Sn
σ(Tn0)
= o(1).
It follows from Theorem 4.2 and (4.2.14) that
P (Tn/σˆ(Tn0) > zα) = P
[(


















In this thesis, we proposed and studied some tests for the high-dimensional
Behrens-Fisher problems. Our high-dimensional test statistics are all based on
some L2-norm type quantities of the true mean vectors that measure the deviation
from the null hypothesis. For example, for the two-sample Behrens-Fisher problem,
the quantity is just the squared L2-norm of the mean vector difference ||µ1 −
µ2||2. We mainly use two methods for constructing our test statistics. One is the
naive approach, which simply replaces the true mean vectors with their empirical
versions, the sample mean vectors, in the L2-norm type quantities. The other
is the U-statistic based method, which can be considered as a refined version of
the former method in the sense of using unbiased sample estimation of the whole
quantity instead of directly plugging in the estimations of the unknowns. The naive
approach is simple and effective, and can give us adaptive tests further based on
the chi-squared matching technique, but usually involves higher order moments
which are usually difficult to deal with. The U-statistic based method is more
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sophistic, and can avoid high order terms, but is technically more challenging to
study because of its cumbersome form.
The L2-norm type tests may not be very efficient for sparse signals. To improve
the power of the test when the signals only lie in a few variables of the p variables,
other types of tests, such as the supremum-norm based tests proposed by Cai
et al. (2014), Cai and Xia (2014), may be considered. Another important but
challenging problem is how to exploit the sparsity structure of the covariance
matrix when possible. It is expected the tests will be more powerful if more
correlation information can be effectively used. This usually involves dimension
reduction, and bootstrap or random permutation, such as the random projection
test proposed by Lopes et al. (2011), random subspaces test proposed by Thulin
(2014), and cluster subspaces based test proposed by Zhang and Pan (2016).
In this thesis, we only considered the typical “n, p” asymptotics in high-
dimensional analysis, which focuses on the case when both dimension and sample
size go to infinity. High dimension, low sample size (HDLSS) asymptotics, which
consider only dimension goes to infinity with sample size fixed is also an interest-
ing direction, but is not addressed in this thesis. HDLSS can be more challenging
because essentially it can be viewed as small sample problem or large correlated
sample problem. Thus, for HDLSS asymptotics, stronger assumptions such as the
distributional assumptions, or weak correlation assumptions are usually employed.
If normality is assumed, the L2-norm methods discussed in Chapters 2 and 3 can
still work for HDLSS data. In fact, with normality, the L2-norm methods work
for any fixed dimension and sample size because their chi-squared mixture repre-
sentation always holds. For HDLSS data, some simulation based methods such
as random permutation or bootstrap tests can work well without distributional
assumptions, see Wei et al. (2015) for example.
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For high-dimensional data, computation is another important problem worth
mentioning. As both dimension and sample size can be very large, how to ef-
ficiently implement statistical methods is of great practical significance. Naive
and sub-optimal implementation can result in intolerable slow computation speed
and excessive memory consumption which is a waste of time and computation
power. For example, when calculating the trace of the sample covariance ma-
trix, if dimension p is much larger than the sample size n, tr(XTX) can be much
slower than tr(XXT ), where X is the n × p centered observation matrix. Many
high-dimensional methods need further careful treatment and design in their im-
plementations. Thus, computational optimization specially for high-dimensional
data analysis is a very useful and interesting topic.
Some other interesting future work topics include: (1) find more general condi-
tions under which the chi-squared-approximation is adaptive for non-normal data,
(2) improve the chi-squared-approximation accuracy by matching higher order
cumulants (Zhang 2005), (3) extend the L2-norm type tests with chi-squared-
approximation from Chapters 2 and 3 to the GLHT problem studied in Chapter 4
(4) study F-type approximation to Dempster’s trace test (Zhang 2013), (5) extend
the chi-squared-approximation method to scale-invariant tests (Srivastava and Du
2008, Srivastava and Kubokawa 2013), (6) construct tests for high-dimensional
two-way MANOVA and multi-way MANOVA, (7) study general linear hypothe-
sis in the regression setting under heteroscedasticity, (8) construct more powerful
nonparametric tests for heavy tailed distributions based on multivariate spatial
sign or rank (Wang et al. 2015), and so on.
High-dimensional data bring not only new challenges but also new opportuni-
ties. There will be more and more interesting problems in high-dimensional data
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