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Abstract: We have recently multiprocessed a code for the direct solution of sparse linear equations on the Alliant 
FX/8. We discuss several issues which are involved, all of which are of relevance to any shared memory multi- 
processor. Among these issues are the dynamic allocation of data, the management of task queues, task spawning, and 
the effect of controlling the granularity. We also show runs of our code under the SCHEDULE package from Argonne 
which presents a portable interface to users of parallel machines, allows the user to define the computational graph, 
and has very useful graphic output to a SUN workstation. Our tailored code attains a speedup by a factor of about six 
on the eight processors of the Alliant. We suggest ways of improving it further. 
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1. Introduction 
We consider the direct solution of large sparse sets of linear equations 
Ax=b 0.1) 
on shared memory multiprocessors. We assume that the sparsity of A is symmetric, but the 
numerical values need not necessarily be symmetric. The solution technique which we consider is 
that of a multifrontal organization [lo]. The Gaussian elimination operations are represented by 
an elimination tree, which presents obvious possibilities for parallelism [5,6]. We briefly discuss 
the relationship between elimination trees and sparse Gaussian elimination in Section 3 and refer 
the reader to [5] for further information. Our experiments are performed with a modified version 
of the MA37 code of Duff and Reid [ll] and we consider only the numerical factorization of the 
coefficient matrix. Since this is usually by far the most time consuming part of the solution 
process, it seems reasonable to first concentrate on it when devising strategies for parallel 
solution. Although we have not tried to examine parallelization of the solution phase, we use the 
factorization produced by our parallel code to solve the system (1.1) in order to establish that our 
factorization is numerically accurate. We are thus not here concerned with the ordering of 
equations to obtain higher degrees of parallelism. We use the standard minimum degree ordering 
produced by the MA37 code although we recognize that other ordering strategies may do better 
in terms of parallelism of the elimination tree (for example, [8,9]). 
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Although the multifrontal method can be developed for local memory multiprocessors (see, for 
example, [13]) we discuss its implementation on shared memory multiprocessors and present 
detailed experimental results on the Alliant FX/8. 
In Section 2, we discuss briefly salient features of the Alliant FX/8. We introduce the basic 
ideas of multifrontal methods and elimination trees in Section 3 and consider various issues 
concerning parallel implementation in the following three sections. The issue of data manage- 
ment is examined in Section 4, and that of task spawning and granularity in Section 5. The 
management of the work queue is studied in Section 6. We look at a package for a portable 
interface for parallel programs in Section 7 and discuss the use of this SCHEDULE package [4] 
on our solution scheme. We present some concluding remarks in Section 8. Throughout, all our 
experiments were performed on the Alliant FX/8 at the Center for Supercomputing Research 
and Development at the University of Illinois. Although we did several other runs on more 
general sparse matrices, most of the runs reported in this paper were for runs on the matrix 
arising from a five-point discretization of the Laplacian on a 30 x 30-grid. We refer to this as our 
“model problem” in the following text. 
2. Alliant FX/8 
We give some very brief details of the Alliant FX/8 computer, pointing out the features which 
are pertinent to implementing our parallel multifrontal code. This is certainly not intended to be 
a comprehensive description of the machine. For that the reader is referred to [l]. 
The FX/8 has up to 8 computational elements (CEs) and 12 interactive processors (IPs). 
However, each IP is only an MC68012 and effectively all the numerical computation is 
performed on the CEs making the maximum parallelism eight. Each CE is a pipelined vector 
processor, based on a Weitek 1064/1065 chip, with a theoretical maximum computational rate of 
11.8 Mflops giving a maximum possible rating of 94.4 Mflops. Because of memory hierarchy and 
memory bandwidth considerations. it is difficult to achieve more than half that rate in the best of 
situations. 
All eight processors share a common memory of up to 256 Mbyte accessed through a 512 
Kbyte cache. 
The concentrix operating system is an enhancement of Berkeley 4.2 UNIX and all our coding 
has been in FORTRAN and has used the FORTRAN 77 compiler provided with the Alliant 
software. This compiler automatically detects both vectorization and parallelism (concurrency) 
and is perhaps the most advanced one in the computer industry in this respect. Concurrency can 
be on outer loops and is either automatic or can be controlled with compiler directives. For our 
purposes we obtain general concurrency by using the following code: 
CVD$ CNCALL 
DO 100 K = l,NPROCS 
CALL WORK( . . . 1 
100 CONTINUE 
Different instantiations of the subroutine WORK can access the same data and it is up to the 
programmer to ensure that no synchronization problems occur. One mechanism for assisting in 
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this is the LOCK and UNLOCK synchronization primitives, which are supported by Alliant 
system calls and are implemented in hardware. These are handled in a standard way with a call 
to LOCK(I), for a given value of the integer argument I, preventing any other processor entering 
code protected by LOCK(I) until the UNLOCK(I) statement is executed. 
3. Multifrontal codes and elimination trees 
Multifrontal methods are described in some detail by Duff et al. [7] and their potential for 
parallelism by Duff [5]. We do not intend to describe this class of methods in detail here but we 
will work through a small example shown in Fig. 1 to give the reader a flavour for the important 
points and to introduce the notion of an elimination tree (discussed in detail by Duff [5] and Liu 
[12]). In Fig. 1, x denotes a nonzero entry and zeros are left blank. 
We assume the matrix in Fig. 1 is ordered so that pivots will be chosen down the diagonal in 
order. At the first step we can perform the elimination step corresponding to row and column 1 
by first “assembling” row and column 1 to get the submatrix shown in Fig. 2, which is termed a 
frond matrix. By assembling, we mean placing (or summing) the nonzeros of row and column 1 
into an array of dimension the number of nonzeros in row and column 1. Thus the zero entries 
ur2 and a2i have been omitted in Fig. 2 and an index vector, here (1, 3, 4), is required to identify 
the rows and columns in the frontal matrix. Column 1 is then eliminated using pivot (1, 1) to give 
a reduced matrix of order two with associated row (and column) indices 3 and 4. Note that, at 
this stage, no reference has been made to any of the other entries of the original matrix. The 
updating operations corresponding to the entries of the reduced matrix are not performed 
immediately and the reduced matrix can be stored until these updates are necessary. Row (and 
column) 2 is now assembled, the (2, 2)-entry is used as pivot to eliminate column 2, and the 
reduced matrix of order two with associated row (and column) indices 3 and 4, is stored. Before 
we perform the pivot operations using entry (3, 3), the updating operations from the first two 
eliminations (the two stored submatrices of order two) must be performed on the original row 
and column 3. This is effected by summing or assembling the two reduced matrices with the 
original row and column, using the index list to control the summation. Note that this gives rise 
to a fill-in in positions u34 and ~1~~. The pivot operation which eliminates column 3 using pivot 
(3, 3) leaves a reduced matrix of order one with row (and column) index 4. The final step sums 
this matrix with the (4, 4)-entry of the original matrix. The sequence of major steps in the 
elimination can be represented by the tree shown in Fig. 3. 
The same storage and arithmetic is needed if the (4, 4)-entry is assembled at the same time as 
the (3, 3)-entry, and in this case the two pivotal steps can be performed on the same submatrix. 
This corresponds to collapsing or amalgamating nodes 3 and 4 in the tree of Fig. 3 to yield the 
tree of Fig. 4. On typical problems, node amalgamation produces a tree with about half as many 
nodes as the order of the matrix. Duff and Reid [lo] employ node amalgamation to enhance the 
vectorization of a multifrontal approach. In the present context, node amalgamation creates a 
larger granularity at each node which can assist in realizing parallelism. 
X x x 
x x x x x x 
x x x X 
x x X X 
Fig. 1. Matrix used to illustrate multifrontal scheme. Fig. 2. Assembly of first pivot row and column. 
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1 k 2 
Fig. 3. Elimination tree for the matrix of Fig. 1. 
(3.4) 
1 A 2 
Fig. 4. Elimination tree for the tree of Fig. 3 after node 
amalgamation. 
The computation at a node of the tree is simply the assembly of one or more original rows or 
columns together with the reduced matrices from its sons, followed by one or more steps of 
Gaussian elimination. We can represent this by the matrix 
A, A2 
i IT A3 A4 (3.1) 
where eliminations are performed corresponding to pivots from A, and the Schur complement 
A, - A3AF1A2 is passed on for assembly at the father node. When the matrix is indefinite or 
unsymmetric, numerical pivoting can be performed within A,. In the event that large entries in 
A, prevent suitable pivots being found in A,, some eliminations can be delayed and a Schur 
complement of larger order is passed to the next stage. In this way, normal sparse numerical 
pivoting can be employed and further assemblies will allow all pivots to be chosen eventually. 
Details of this numerical pivoting are given by Duff and Reid [ll]. 
The main feature of general elimination trees is that computation at any leaf node can proceed 
immediately and simultaneously and computations at nodes not on the same path from the root 
are independent. All that is required for computations to proceed at a node is that the 
calculations at its sons have been completed. A full discussion of this is given by Duff [5]. 
4. Data management issues 
In the sequential version of our program we use a single real array to hold the values of the 
original matrix, the factors and the multiple fronts formed during the elimination. A separate 
integer array holds the corresponding index information. The tree is processed in a postorder 
fashion so that the intermediate frontal matrices can be held on a stack. This is clearly not a 
suitable data structure (or ordering) for parallel execution. We need to be able to access the 
intermediate frontal matrices in a much less regular way and can do this economically by 
identifying each by a pointer to its first location and its length. The only problem with 
concurrency is when we assemble information for a new frontal matrix. Since we can calculate 
the actual space required before doing any assemblies, it is possible to allocate space for the front 
simply by assigning a pointer value unique to the process doing the assembly. This means that 
the only code that needs to be protected in a critical section is that for the allocation of a pointer. 
Unfortunately, this data organization can lead to substantial data fragmentation and can 
cause a very high storage requirement unless the storage released by previous frontal matrices 
can be reused. A common technique in such circumstances is to perform a garbage collection so 
that, when there is insufficient space available, all the data are moved to one end of the storage 
area and the free space amalgamated at the other. This strategy is, of course, not sensible in a 
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parallel environment since it is hard to see how one could avoid stopping all parallel processes (a 
join) before the garbage collection could take place. Another common strategy is to link together 
the free space and to distribute an individual frontal matrix over more than one segment. This, 
however, leads to a lack of locality in data within a node of our tree which would be inefficient 
on the Alliant because of cache management and vectorization. We considered [5] subdividing 
the storage area so that garbage collections could be done separately on each part and thus 
would only stop parallelism within that part but found that the data structures became very 
cumbersome and the inhibition of parallelism was still high. The alternatives, which we studied 
in this work, were to allocate the storage using a buddy system [14] or to assign storage in fixed 
blocks. The latter case leads to a particularly simple allocation and deallocation where the free 
blocks are linked together; the critical section for obtaining space for a frontal matrix being of 
the form 
CALL LOCK(10) 
ILOCAL = PTR 
PTR = NXT(PTR) 
CALL UNLOCKt 10) 
and that for releasing a block of the form 
CALL LOCK(10) 
NXTtILOCAL) = PTR 
PTR = ILOCAL 
CALL UNLOCKt 10 1 
The main problem with this strategy is to decide how large to make the blocks. If a fixed size is 
used and we do not allow the frontal matrix to span more than one block, then it must be large 
enough to contain the largest frontal matrix but then will be very wasteful of storage in the early 
part of the computation. The buddy system removes this problem but at the cost of more 
complicated code in the above critical sections. Each record in the buddy system is of the form 
I pointer to pointer to next entries in record 
previous free free block (if 
block (if free), free), first 
- 1 if not free entry if not 
< 2’ t 
and the initial storage is defined as a single block of length a power of two. Whenever storage is 
required, the first free block larger than that required is found. If the block size is more than 
twice that required, it is subdivided into halves and the first half is considered, continuing until a 
block is found that is less than twice as large as needed. In this way, fragmentation is limited to 
the difference between the storage required and the next power of two above. When space is 
freed, neighbouring free blocks that were constructed by dividing a single block are recombined. 
Note that this strategy wastes at most half the space at any one time. 
There are a whole range of intermediate options between the two schemes just discussed. For 
example, more than one size of block can be used in the static scheme and the deallocation phase 
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of the buddy system can be simplified if recombination is not performed. We did, however, 
experiment principally with these two extremes and found that the extra overhead in computa- 
tion time of the full buddy system over the fixed block scheme was around 20-30 percent in 
most cases, although the amount of wasted storage was not great. 
5. Task spawning and granularity 
If the work at each node is regarded as atomic, the potential parallelism will decrease towards 
the root and will be totally lost at the root itself. Since a characteristic of our frontal matrices is 
that more arithmetic is performed near the root, this effect can be very damaging to the overall 
parallelism. This phenomenon was observed by Duff and Johnsson [9] and was analyzed by Duff 
et al. [8]. Since each node of the tree corresponds to some assembly operations followed by one 
or more steps of Gaussian elimination on the resultant frontal matrix, the ample parallelism 
exhibited by full Gaussian elimination can be put to good account. If the frontal matrix is of 
order nfr, then parallelism is available over all the (nfr - 1) 2 entries being updated although the 
granularity is too small to be useful on most general-purpose shared memory machines. We also 
feel that considering each row update as a separate task may not give large enough granularity, 
and so we have chosen to parallelize over blocks of rows. To be specific we only parallelize at the 
node level if the order of the frontal matrix exceeds ISPONl, and then we subdivide the tasks 
into updates on blocks of ISPON2 rows, where ISPONl and ISPON2 are parameters of the 
program. There are of course other ways of subdividing the work, for example on the basis of 
balancing the amount of arithmetic involved. We have chosen a simple strategy here just to 
illustrate the effect of changing granularity. 
We have thus static’tasks defined by the elimination tree that correspond to assembly, pivoting 
and storing resulting factors and frontal matrices, and dynamic tasks corresponding to the 
elimination operations just discussed. Because this subdivision into blocks is dynamic, we say 
that we spawn these tasks. In our implementation, we code all the tasks in a single subroutine 
and use flags to determine the actual subroutines executed in a particular instantiation. 
We illustrate the effect of varying ISPONl and UPON2 on our model problem in Table 1. 
The first row (with ISPONl and ISPON2 equal to 10000) means that we do no spawning and 
only obtain parallelism from the static elimination tree. The second row spawns every update on 
a single row and so has relatively small granularity. Our conclusion from these results is that 
spawning can increase our parallelism by a factor of about two and reducing the granularity to 
Table 1 
Runs of model problem on S-processor Alliant 
ISPONl ISPONZ Time in seconds 
10000 10000 0.84 
1 1 0.63 
20 10 0.55 
10 10 0.52 
10 5 0.46 
5 5 0.46 
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working with a single row gives a performance intermediate between these two extremes. The 
sensitivity of performance to small values of ISPONl and ISPON2 is not very great. 
6. Management of work queue and performance of code 
As we discussed in [5], the tasks will be put on a single work queue and, when a processor is 
available, it will take the first unprocessed entry from the queue. In our present implementation, 
two distinct tasks exist. One assembles the frontal matrices and chooses a pivot, and the other 
eliminates ISPON2 of the rows using Gaussian elimination. These two tasks are coded so that 
they can be placed in the same queue. 
In our implementation, we hold the queue in a single COMMON block and keep two pointers. 
One to the head of the queue (QPTR) and one to its tail (QEND). We use one lock when we add 
to the queue and another when we fetch work from the queue. There is no danger in this since all 
that can happen is that QEND is incremented while we are checking the head of the queue. Since 
we know the structure of our tree, we can determine the task which puts the last work on the 
queue and can set a flag (RNDTAG) when this has been done. 
When a processor gets a task from the queue it first decodes it to see what type of task it is 
and then performs the appropriate calculation. The management of the queue is thus very 
simple. The code to obtain work from the queue is of the form: 
100 CALL LOCK(20) 
IF (QPTR .LE. QEND) THEN 
ILOCAL = QPTR 
QPTR = QPTR + 1 
RC =o 
ELSE 
RC = 1 
ENDIF 
CALL lJNLOCK(20) 
IF (RC .EQ. 0) GO TO 200 
IF (ENDTAG) RETURN 
GO TO 100 
200 INODE = QLlEUE(ILOCAL) 
and appears at the head of the WORK routine called in the loop shown in Section 2. After 
decoding INODE, the subroutine WORK then performs the appropriate work on this node of 
the graph. 
One effect of changing granularity is that the total number of tasks created will increase as we 
reduce ISPONl and ISPON2. We illustrate this effect in Table 2. The effect is quite marked and 
the extra cost of having a greater number of tasks shown in the second line of the table was 
observed in Section 5. 
Some concern was expressed that the spin on the lock when the queue is empty might produce 
a severe bottleneck. Although this only happens towards the end of the computation, we 
therefore, on the advice of some sages, included a “busy spin wait loop” in the cycle 
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Table 2 
Variatibn in total number of tasks with increase in granularity; runs on model problem 
ISPONl ISPON2 Total number of tasks 
1000 1000 684 
1 1 10101 
20 10 1179 
20 20 976 
10 5 2133 
10 10 1486 
10 20 1133 
(immediately before the jump back to label 100) and took care that it did not result in bus traffic 
or cache accesses. The effect of this was quite dramatic. Our time without the spin wait loop was 
0.46 seconds for the run on the model problem with eight processors while the time with the busy 
spin wait was 0.84 seconds. Naturally the difference was negligible if we allowed no spawning 
since the queue does not empty so often. We thus decided to do without our spin wait loop. 
Of course, the proof of the pudding is in the eating and we show the effect of varying the 
number of available processors in Table 3. As we can see, the speedup figures reach the quite 
creditable figure of 5.6 on 8 processors of the Alliant. If we compare these speedup figures 
against the Ware model of computation [15], that is 
s = (f/P + (1 -fW’3 
where S is the speedup, p the number of processors and f the fraction of code being run in 
parallel, then they fit this rather crude model somewhat remarkably with a value for f of 0.94. 
Naturally, we pay an overhead for the inclusion of the synchronization primitives. If we time the 
original MA37 code on the Alliant, then our model problem requires 1.56 seconds for factoriza- 
tion on one processor and this time does not decrease if more processors are used, even though 
the automatic parallelization of the compiler is still enabled. Although most of the single-processor 
degradation between our new code and the original one is due to synchronization calls, we 
should note that the structure of the code was significantly altered. For example, original in-line 
code has been replaced by subroutines. We would expect some of these alterations also to affect 
the efficiency adversely. If we switch off parallelism in the compiler, then the times for running 
our new code on one and eight processors are similar but we avoid the overheads of synchroniza- 
tion and our code runs at around 1.7 seconds on the model problem. 
Table 3 
Speedup on our model problem 
Number processors Time Speedup 
1 2.59 - 
2 1.36 1.9 
4 0.74 3.5 
6 0.57 4.5 
8 0.46 5.6 
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As we stated in Section 2, each processor of the Alliant is a pipelined vector processor and, 
since we are working with full matrix code in the inner loop, we would expect some benefit from 
vectorization. The compiler allows us to switch vectorization off while at the same time 
maintaining concurrency. If we do so, our time of 0.46 seconds increases to 0.65 seconds. The 
speedup of under 1.5 due to vectorization is much less than the factor of four or five that can be 
achieved on the Alliant FX/8. This is caused by the fact that even the nonparallel version of our 
present code does not vectorize well, particularly on the small size of system used for the above 
experiments. We have since been developing a more vectorized version for machines like the 
(RAY-2 [2] and hope to perform further tests with this modified code on an Alliant at a later 
date. 
7. Use of the SCHEDULE package 
Our use of work queues, computation trees, and task management in general is quite similar to 
some aspects of the SCHEDULE package developed by Dongarra and Sorensen [4] at Argonne. 
SCHEDULE is a portable interface for running and displaying statistics of parallel programs 
and has been implemented on a range of shared memory parallel machines including the Alliant. 
The static scheduling of tasks requires only our tree as input while the spawning of elimination 
operations within a node is achieved using the dynamic scheduling facility present in the 
package. We pay a little extra overhead in setting up the computational tree for SCHEDULE but 
can remove our queue management code and simplify the WORK routine correspondingly. It 
was a nontrivial but relatively simple process to change our code to use this package. 
SCHEDULE can produce as output a trace file of the execution of the tree which can be used 
to display the computation graphically on a SUN 3 workstation. We show examples of the 
output produced by this package in Figs. 5 and 6 where snapshots are taken during and at the 
Fig. 5. Replay of SCHEDULE run part-way through 
computation. 
Fig. 6. Replay of SCHEDULE run at end of com- 
putation. 
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Table 4 
Times in seconds for model problem when run under SCHEDULE in comparison with original runs 
Number of processors Own queue management etc. SCHEDULE 
1 2.59 8.2 
4 0.74 2.27 
6 0.57 1.85 
8 0.46 1.65 
end of the elimination on an 8 X S-grid. The spawned tasks are shown by rectangular blocks 
connected to the appropriate node from which the task was spawned. 
The package is an experimental tool and because of its generality could not be expected to 
compare with a direct implementation of our code. We illustrate this in Table 4 where times for 
our own code and that being run under SCHEDULE are compared for runs on the model 
problem. 
Of course, the price is quite worth paying when developing codes since much insight into the 
performance of the code can be obtained from a graphical replay of the trace file. For example, it 
readily identified some runs when mistakenly only one processor was in use and no parallelism 
was occurring. Because a similar earlier code had been debugged on the Denelcor HEP, we did 
not have much opportunity to use SCHEDULE as a debugging tool but can see that it would be 
most useful in an environment where precious little other comparable software presently exists. 
8. Conclusions 
We have demonstrated the practical implementation of the multifrontal code in a parallel 
environment and shown good speedup on the Alliant FX/8. Although all our runs in the body of 
the paper were on the model problem, we have done several runs on other sparse matrix test 
problems and have achieved speedups of close to seven on eight processors, a factor considered 
high by the cognoscenti of that particular machine. 
The MA37 code is, of course, applicable and stable on unsymmetric matrices although the 
efficiency is degraded if the pattern is far from symmetric. Our model problem is, of course, 
positive definite and symmetric but we ran on some unsymmetric systems to see the effect of 
pivoting on the present implementation. The effect was only slight with an increase in times of 
around 5 percent. The effect on speedup was if anything beneficial. 
There is much scope for further work in this area. For example, more attention could be paid 
to the vectorization of our code, particularly the assembly operations. This will be especially 
important on machines like the CRAY-2 where a much greater speedup can be achieved through 
vectorization than through concurrency. Some work on similar codes has been performed in this 
direction by Ashcraft [3]. Other possible work would involve parallelizing other parts of the code, 
for example the assembly operations and in using different orderings to enhance parallelism 
within the tree. All these considerations are important although, as we saw in the runs in this 
paper, our present code is really very efficient on the Alliant FX/8. 
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