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ABSTRACT 
This thesis addresses technological risks; more specifically risks associated with emerging 
technologies. Emerging technologies are characterized by complexity and uncertainty, which 
makes natural scientific risk conceptions insufficient when approaching the field of risk as a 
whole. Thus, discussions on risks have broadened not only to regard risks as ‘physical real’, but 
to consider the significance of risk perceptions as well, thus considering risks as constructions. 
This has led to an acknowledgement of the co-existence of risk conceptions emphasizing that 
risk is not an unambiguous concept but dependent on interpretations and the context. The 
thesis operates with the following research question: Considering the challenges of complex-
ity and uncertainty facing emerging technologies, and the co-existence of risk conceptions; 
what should be taken into account when approaching and dealing with technological risks? 
 
The research question is approached through a literature study where different theoretical 
perspectives on the field of risk are discussed. The purpose of the thesis is to examine emerg-
ing technologies, technological risks and the co-existence of risk conceptions. The thesis sets 
out to scrutinize the preconditions of co-existing risk conceptions through a discussion on 
uncertainty and complexity within the field of natural science. Then the different characteris-
tics of risk conceptions are discussed by juxtaposing contradictory risk approaches. Acknowl-
edging complexity, uncertainty and the co-existence of risk conceptions as a precondition of 
emerging technologies highlight that the context in which technological risks materialize is 
important to address in order to obtain a more consistent view of the field. Based on these 
indications, the thesis turns to a discussion on how contemporary society is approaching and 
dealing with emerging technologies and technological risks through a critical review of the 
methods and approaches approved and employed in the processes of risk management. 
Conclusively, re-thinking of risk management is emphasized as necessary whenever emerging 
technologies and technological risks are the objects of analysis. Subsequently, a discussion on 
this re-thinking of risk management leads to a presentation of five guidelines (inclusiveness, 
pro-activity, contextualization, reflectivity and transparency) pointing out factors and features 
that should be incorporated when approaching and dealing with emerging technologies and 
technological risks.   
 
Although the thesis discusses the approach and managing of emerging technologies and 
technological risks at a very general level, these general discussions are addressed in a more 
specific context; the emerging field of nanotechnology. The field of nanotechnology empha-
sizes that emerging technologies are being characterized by complexity and uncertainty. 
Furthermore, approaching the field of nanotechnology illustrates the co-existence of different 
risk conceptions and exemplifies how, in particular, the communication about the technology 
influences and shapes these different risk conceptions. As such, the field of nanotechnology is 
characterized by a multiplicity of expectations all contributing to the shaping and influencing 
of the further development of the technology.  
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CHAPTER 1  INTRODUCTION 
According to some controversial analyses, many next-generation technologies might generate un-
foreseeable risks with irreversible (or extremely costly) consequences, while their potential uses will 
be virtually impossible to control [OECD, 2003:46]. 
Despite multiple scenarios portraying the future as detrimental and dangerous due to techno-
logical developments, technology is still an imperative and an inherent feature of contempo-
rary western society. This situation attests that technological developments are subject to 
dialectics of technology. On the one hand, technology is regarded as the solution to a given 
problem, e.g. reducing risks in different situations; however, on the other hand, technology is 
perceived as being an object causing problems. This is also referred to as the paradox of our 
time; ‘…as human powers increase through technological progress, we are less and less 
equipped to control the consequences of our actions’ [Dupuy, 2004 – inspired by Hannah 
Arendt]. The outcome of implementing a given technology can never be fully predicted 
because of the complexity characterizing the interaction between society and technology. In 
this way, uncertainty is the fate of technology. Technologies do not always follow the path as 
intended, which means that no technology can ever be characterized as risk free [Kragh & 
Pedersen, 1981].  
 
This acknowledgement implies that risks associated with technological developments are 
receiving quite some attention – attention which appears to be increasing;  
The fact that the subject of risk attracts so much attention nowadays – that even society itself is de-
scribed as a society of risk – is attributable chiefly to rapid technological developments in the fields 
under the scientific aegis of physics, chemistry, and biology. More than any other single factor, the 
immense expansion of technological possibilities has contributed to drawing public attention to 
the risks involved [Luhmann, 1993:83]. 
This extensive attention on risks in today’s society might lead to the conclusion that society in 
general has become more risky. Such a discussion is relative, and it is impossible to present 
reliable evidence1.  
                                                 
1 ‘There is no unequivocal body of evidence that life is (or is becoming) less safe; on the contrary, such tentative evidence as 
there is leads in the opposite direction – life is growing longer not shorter; health is better not worse’ [Shrader-Frechette, 
1991:23. See also Douglas & Wildavsky, 1982 for similar arguments]. 
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Despite this, Ulrich Beck’s book about ‘the risk society’2 argues that society is becoming more 
risky. His main hypothesis is that the industrial society is converging into a risk society with 
the redefining of society taking place subsequent to the fact that the production of wealth is 
accompanied by that of risk. Beck speaks of a risk society not because he considers risk as a 
new feature of society (even though he implies that more risks are being produced now), but 
because the dominance of risks in contemporary society is noticeable and because the risks are 
far more apocalyptic.  
 
To underpin this, Beck does not only draw on theoretical explanations, but is very much 
referring to empirical evidence emphasizing the accentuation of technological risks. The most 
often highlighted incidents are the catastrophe of Chernobyl, the Bhopal accident, and the 
Seveso disaster just to mention a few of the best known calamities. Beck argues that these 
kinds of disasters, which where never expected to happen, have proved that certainty is a non-
existent feature of contemporary society. Furthermore, consequences of such mishaps are no 
longer locally founded but have reached a global level, making the risks more intrinsic to 
society.  
 
The dominant position of risks in society becomes evident by looking at both the agenda of 
the media and the political agenda. This extensive focus on risks can not be pinned down to 
one factor alone but is the consequence of interactions between the changes and develop-
ments that society has been and is subject to; 
Various reasons have been suggested for the proliferation of the concept and language of risk in 
expert discourses over the past few decades. These include developments in probability statistics 
and computer technologies, allowing the statistical manipulation of large data sets in ways that 
were not previously possible, and the establishment of institutions and regulatory agencies to deal 
with such phenomena conceptualized as highly risky, such as nuclear energy. So too, changes in sci-
entific thinking that have moved from paradigms of monocausal determinism to those incorporat-
ing multiple causes and effects and an increasing value placed as focusing more attention on issues 
of risk [Lupton, 1999:10].  
The explanatory power of natural science is still highly valued but has, in some cases (especially 
in cases of emerging technologies characterized by much uncertainty), showed insufficiency 
                                                 
2 Ulrich Beck’s book, “Risk Society: Towards a New Modernity”, was published in 1986 and is often stressed to have kick-started 
the explicit focus on technological risks that have emerged within the last 30 years.   
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[Conrad, 1980; Lidskog, 1996; Lupton, 1999; Nowotny et al., 2001; Nowotny, 2005; Ravetz, 
2005]. This inadequacy is a product of the complexity that characterizes the relationship 
between society, science and technology, which hampers the ability to predict; ‘…it is charac-
teristic of high technologies that in many respects one can only learn from them by installing 
them and trying them out. The systems are too complex for scientific prognosis’ [Luhmann, 
1993:93-94]. This has paved the way for other scientific or non-scientific explanations to 
address issues of technological risks [Funtowicz & Ravetz, 1991; Funtowicz & Ravetz, 1993; 
Gibbons et al., 1994; Nowotny et al., 2001; Nowotny, 2005; Weingart, 2002]. 
 
The increasing attention on risks has caused that the phenomenon of risk has become a field 
of academic research. Thus, risks have become interesting to discuss not only at a practical 
level but at a philosophical one as well in a context of ontology and epistemology. Much 
literature can be found on the topic, and it is interesting to address the often very different 
and contradictory approaches while the academic discussions influence on how risks are dealt 
with in praxis [Strydom, 2002]. Thus, the theoretical risk discussions have contributed to a 
politicizing of risks which means that risks discussions (both on an academic and a practical 
level) have broadened not only to consider risks as something ‘physical real’, but also, to 
acknowledge the significance of risk perceptions.  
 
It is the assumption of this thesis that the risks, associated with emerging technologies, have 
become intrinsic to western society and can therefore never be fully avoided. Society has to 
deal with them. But how can society respond to and cope with these emerging and complex 
technologies and their associated risks? And, moreover, what is being done? The argument is 
that natural science alone does not offer sufficient methods to embrace the complexity 
surrounding the technologies that are currently developing. Risks associated with these 
technologies such as the use and release of gene modified crops and the appearance of nano 
particles can be characterized as complex, pervasive, and often impossible to predict. Thus, this 
thesis sets out to argue that today’s society is characterized by a co-existence of diverse and 
often contradicting risk conceptions due to a lack of knowledge and certainty. Still, I do 
acknowledge that the natural scientific approach is the more prevalent one when addressing 
risks (e.g. natural scientifically based risk assessments) in spite of the insufficiencies of these 
methods, which becomes apparent when addressing emerging technologies characterized by 
complexity and uncertainty. These challenges facing natural science studies and society 
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generally seem to affect how we approach emerging technologies and the risks associated 
herewith.  
Research question 
The concerns and problems stated above can be reduced to the following research question 
that will constitute the framework of the thesis:   
 
Considering the challenges of complexity and uncertainty facing emerging technologies, 
and the co-existence of different risk conceptions; what should be taken into account when 
approaching and dealing with technological risks?  
Explanation and elaboration of the research question   
Reducing a complex field to a research question is a challenge, which also means that the 
research question needs some further elaboration in order to be interpreted in the intended 
way.  
 
The main premise of this dissertation is that ‘risk’ is an ambiguous term, which is why the 
term ‘risk conceptions’ is used. It is important to emphasize that there is a distinction between 
risk as a concept and conceptions of risk while conceptions provide differing interpretations of 
the concept itself. In such a way, the concept becomes an organising focal point for each 
different and competing conception, which are in a way, all related. While the concept 
provides us with a definitional character, each of the competing conceptions provides inter-
pretations of the concept. Thus, I regard society as characterized by co-existing risk conceptions. 
A multiplicity of co-existing risk conceptions has been acknowledged due to a challenge of the 
position of natural science. The argument is that natural scientific risk conceptions are not 
sufficient to address all elements of risks when dealing with emerging technologies. The reason 
can be found in the complexity and uncertainty, which makes it difficult, if not impossible, to 
make certain predictions about possible risks. The argument throughout this dissertation is 
that not only natural scientific risk assessments, but also the field of natural science in general, 
is facing challenges when dealing with potential technological risks.  
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Within this thesis risks associated with emerging technologies are being addressed. Emerging 
technologies are characterized by their unpredictability and ‘emerging’ is in this context 
referring to ‘… unpredictability, an event in the unrelenting process of bringing forth the new, 
in which hitherto, seemingly unrelated domains of order meet’ [Nowotny, 2005:28]. Emerging 
technologies might have an all-encompassing impact on society and are therefore associated 
with many expectations which mean that they might contain huge social beneficial potentials, 
but they might also, - or at the same time, bring about potential large consequences. Uncer-
tainty is an intrinsic feature of emerging technologies where knowledge about possible out-
comes is (yet) unavailable. Emerging technologies are also characterized by complexity which 
means that numerous factors and contexts influence the development of the technology to a 
degree where it becomes difficult (if not impossible) to address all possible relations. The types 
of risks that constitute the focal point of this thesis are technological risks, e.g. those associated 
with biotechnology, nanotechnology and the like; and where nanotechnology will be discussed 
specifically (in chapter 8) as an example of an emerging technology challenged by uncertainty 
and complexity. What characterizes these risks is that they are relatively new to society, very 
unpredictable because of scarce knowledge, and much feared because they might have all-
encompassing impacts on society.    
 
Based on these preconditions surrounding emerging technologies – complexity and the lack of 
certainty - it is questioned what factors that needs to be considered when approaching and 
dealing with technological risks. Acknowledging complexity as a precondition of emerging 
technologies highlights that the context in which technologies emerge is important to address, 
in order to obtain a more consistent view of the field. The formulation of the research ques-
tion indicates that dealing with emerging technologies and technological risks does prerequi-
site some kind of re-thinking of the traditional risk approach. The existing ways of dealing 
with emerging technologies and their associated risks is not integrating the co-existence of 
different risk conceptions in the process which is why it needs to be further developed. The 
difference of risk conceptions might be acknowledged, but this does not necessarily mean that 
they are incorporated. 
 
Consequently, the research question sets out to analyze the current situation – how are 
technological risks approached and dealt with in contemporary society, and what different 
factors and actors influence on this process? The different approaches and strategies observed 
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at the macro-level will be discussed and analyzed. Based on this, I will present and discuss 
possible alternatives and suggestions for extending the risk approach when dealing with 
emerging technologies characterized by uncertainty and complexity. The formulation of the 
research question and the use of the word ‘should’ highlights that some of the discussions 
might be rather normatively approached. Further, it emphasizes that my approach is oriented 
towards action; a re-thinking of the traditional risk approach. ‘Should’ indicates my scepticism 
towards the current way of addressing and dealing with emerging technologies and technologi-
cal risks – the traditional risk management3 approach. My reason for initiating discussions on 
what factors and contexts to consider and incorporate when dealing with technological risks 
originates in a belief that an omission of this will lead to an unreflective risk approach that 
would eventually preclude us from approaching emerging technologies and technological risks 
at all.         
 
The formulation of the research question is quite broad, which means that no level or no 
particular actors are highlighted. My reason for keeping it at a very general level is, arguably, 
that I am dealing with issues that are of general societal importance. Thus, the conclusions of 
the thesis will address a very general level as well. Still, the research question prerequisites 
some kind of addressee while it implicitly outlines that somebody should be taking something 
into account when approaching and dealing with technological risks. Though I acknowledge 
the existence of risk conceptions at different societal levels such as lay people’s risk perception 
at the micro-level and expert claims at the macro-level, my suggestions are mostly directed at 
the decision makers at a political level as they hold the formal right to regulate.  
Sub questions 
Since this thesis provides material for more than one discussion and thus more than one 
question (the research question), I have decided to use sub questions as a means to structure 
the thesis as well as to clarify the line of argumentation. The sub questions that will be ad-
dressed continuously throughout this dissertation are: 
                                                 
3 This thesis operates with a broad interpretation of ’risk management’. Though the concept might give associations to an 
economic approach, I will throughout the thesis use the term ‘risk management’ simply to refer to the general approaching 
and dealing with risks. This emphasizes that risk management involves more than natural scientific risk assessment and that 
e.g. processes of communication are of importance as well.   
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• What enables different risk conceptions to arise and co-exist? 
• What characterizes the different risk conceptions? 
• What factors and contexts give shape to and influence risk conceptions? 
• What challenges does contemporary society face when approaching and dealing with 
emerging technologies and technological risks? 
• How does a re-thinking of risk management contribute to incorporate the challenges fac-
ing emerging technologies (uncertainty and complexity) when dealing with technological 
risks? 
 
The research question leads to many interesting discussions which mean that other sub 
questions might have been chosen. But the above five questions have been selected because 
each of them constitute a fragment of the research question. Further, I consider each sub 
question to represent a theme which contributes to an extensive understanding of the complex 
field of emerging technologies and technological risks. The first question implies an examina-
tion of the preconditions of co-existing risk conceptions through a discussion on uncertainty 
and complexity within the field of natural science (addressed in chapter 3). Thus, addressing 
this sub question leads to a reasoning of the approach of this thesis. The second sub question 
sets out to delve into the risk conceptions. In order to cope with the different risk conceptions 
it is necessary to gain an understanding of the different characteristics (addressed in chapter 
4). In my opinion, addressing the different characteristics of risk conceptions does logically 
lead to a discussion of the factors (e.g. social processes) that supervene in the shaping of risk 
conceptions and to an examination of the context in which these risk conceptions materialize. 
This is then the purpose of the third sub question where the preconditions of emerging 
technologies are considered (addressed in chapter 5). The last two sub questions move the 
discussions on emerging technologies and technological risks to a more practical level. Sub 
question four calls for a discussion of the current methods and approaches prevalent in 
contemporary risk management (addressed in chapter 6). As the formulation of the last sub 
question indicates, a re-thinking of risk management becomes necessary when emerging 
technologies are the object of analysis. Thus, the question provides material for a discussion of 
the different factors and features that needs to be considered and incorporated in order to 
deal with emerging technologies and technological risks (addressed in chapter 7). Though the 
fifth sub question addresses the research question more specifically, all five sub questions 
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contribute to an answering of the research question (addressed specifically in the concluding 
chapter 9).   
Contents 
The following is an introduction to the content of the thesis and the different chapters. I will 
present the function of each chapter and argue how the chapters add up. As it appears from 
the illustration below, each sub question is coupled with a chapter.  
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Chapter 2 has the purpose to present the point of departure of this dissertation by introduc-
ing the methodological reflections. Preconditions will be pointed out by introducing the more 
predominant concepts and perspectives of the thesis. Further, the rationale behind theoretical 
and empirical choices will be explained.   
  
Without engaging in a complete historical view of how modern natural science has developed 
over the years, chapter 3 deals with the challenges facing the field of natural science. The 
purpose of this chapter is to emphasize the preconditions of the different risk conceptions that 
have emerged due to the changes within both natural science and society. Thus, this chapter 
sets out to answer the first sub question: what enables different risk conceptions to arise and co-exist? 
The point of departure is the role of natural science in contemporary society. The first task is 
to argue that the field of natural science is confronted by inborn methodological problems, 
which have lead to some critical perspectives on the methods of natural science, i.e. knowledge 
production. This scepticism towards natural science is further substantiated by two sociologi-
cal approaches; ‘the new knowledge production’ [Gibbons et al., 1994; Nowotny et al., 2001] 
and ‘the post-normal science’ [Funtowicz & Ravetz, 1991 & 1993]. Both approaches explain 
the context of knowledge production, which represents a contrast to the theory of methodo-
logical reductionism. The perspectives supplement each other while they both provide an 
attempt to explain the changing relationship between natural science and society. Further, 
both perspectives argue that the field of natural sciences is experiencing problems of legiti-
macy.  
 
In chapter 4, attention is turned to a discussion of the different conceptions of risk. The aim 
of the chapter is to highlight the controversies and diversity within this field and examine: 
what characterizes the different risk conceptions? This is obtained through a juxtaposition of a 
realistic and a constructionist risk perspective during which it is discussed whether risks are 
expressions of reality, constructions based on perceptions, or both. This includes a presenta-
tion and discussion of both the methods that frame the natural scientific risk assessments and 
the constructionist theories that emphasize the perception of risk. Introducing two fields is not 
a way of saying that there are two types of risk conceptions; there are multiple risk concep-
tions. Instead, the aim is to illustrate the scope of risk conceptions that co-exist (even though 
some seem to be more institutionalized and thus more accepted than others) despite their 
sometimes contradictory features.   
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Based on the identified different risk conceptions, chapter 5 has the aim to analyze and 
discuss the factors influencing this acknowledgement of and reflection upon technological 
risks. The purpose is to attain an extensive view of the risk field in a context examining how 
risk conceptions are shaped and influenced. The sub question addressed within this chapter is: 
what factors and contexts give shape to and influence risk conceptions? In order to answer the ques-
tion this chapter introduces different theoretical frameworks dealing with factors that might 
challenge risk conceptions. As a starting-point, a theoretical framework focusing on the social 
amplification of risks by Kasperson et al. is presented; the SARF (Social Amplification of Risk 
Framework). The framework examines how communicative processes might affect and shape 
risk perceptions and thus risk conceptions. My purpose of presenting this framework is to 
support my claim that risk conceptions are influenced by different social processes. In order to 
illustrate the influence of communicative processes I have chosen to emphasize three ap-
proaches dealing with this. The first approach is closely related to the SARF and addresses the 
process of stigmatization, which has become rather common in risk discussions. The purpose 
of presenting this approach is to stress a possible outcome of a process of risk amplification. 
The next communicative process to address is trust, which is a prominent theme within the 
field of sociology and closely related to risks. Besides trust being a mechanism to reduce 
complexity and thereby uncertainty and risks, trust - or the lack of it - has great influence on 
risk conceptions. My reason for emphasizing the role of trust is based on the rationale that the 
lack of certainty leaves us with no other choice than that of trust. Though I have used various 
approaches to address trust as a factor influencing risk conceptions, the theoretical perspective 
of Luhmann has been chosen to define the concept of trust and to stress the significant 
relationship between risk and trust. The third theme considers the role of narratives and their 
impact on risk conceptions. My reason for incorporating the approach of narratives anchors in 
the persuasiveness that the communicative processes of creating stories offers. In my opinion, 
stories of technological risks are expanding due to the lack of natural scientific certainties 
which again affects the construction of risk conceptions. In sum, the chapter contributes to an 
understanding of the miscellaneous field of technological risks, how they are communicated 
and understood, and how it affects risk conceptions.  
   
Chapter 6 sets out to investigate: what challenges does contemporary society face when approaching 
and dealing with emerging technologies and technological risks? The chapter gives a characterization 
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of technological risks and questions the available methods to deal with technological risks. 
This clarification leads to a discussion and a critique of the traditional and institutionalized 
risk approaches pointing out that these methods face challenges due to the uncertainty and 
complexity characterizing technological risks. These findings point to a need for re-thinking 
risk management when dealing with technological risks. Before pointing to my own sugges-
tions for doing so, some guidelines provided by the OECD on this matter will be examined 
and discussed.  
 
As the research question implicitly highlights, and as the previous chapters have pointed to, 
this dissertation presupposes that known and institutionalized procedures of risk management 
seems insufficient when dealing with emerging technologies and their associated risks. This 
leaves us with the question: what are the alternatives then? Chapter 7 undertakes a discussion 
on this matter by answering the last sub question: how does a re-thinking of risk management 
contribute to incorporate the challenges facing emerging technologies (uncertainty and complexity) when 
dealing with technological risks? Alternatives and suggestions are being discussed emphasizing 
what factors that needs to be considered when approaching and dealing with technological 
risks. The purpose is not to come up with the ultimate solution for coping with emerging 
technologies and their associated risks because ‘one method to fit all’ is not a valid approach 
when dealing with risks that are complex and of very different character. Instead, the chapter 
will discuss some alternative methods and generate some general guidelines on how to re-think 
risk management when dealing with emerging technologies and technological risks. The 
discussions are attained at a very general level though the recommendations are targeted at the 
political level in particular since this is the realm where most decisions on risk management 
are made.  
 
As it appear from the illustration above, chapter 8 cuts across the five previous chapters. 
Whereas these other chapters provide theoretical discussions on emerging technologies, co-
existing risk conceptions and technological risks, this chapter seeks to put these discussions in 
an empirical context. Thus, the chapter sets out to analyze the field of nanotechnology as an 
emerging technological field subjected to complexity and uncertainty. The field of nanotech-
nology exemplifies and illustrates some of the points from the previous discussions. Approach-
ing the field of nanotechnology, the multiple and often contradictory expectations surround-
ing the technology is one of the more interesting discussions. These expectations influence on 
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how we deal with nanotechnology and the potential risks. Based on a review of the (risk) 
management of nanotechnology in contemporary society, the chapter expounds some recom-
mendations on how to deal with nanotechnology. These suggestions have been inspired by the 
guidelines presented in chapter 7. 
 
Chapter 9 concludes the thesis by congregating and summing up the previous discussions. 
The purpose of this concluding chapter is, thus, to address the research question specifically.  
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CHAPTER 2 METHODOLOGICAL REFLECTIONS  
The purpose of this chapter is to explain the point of departure of this dissertation, hereby 
drawing attention to the methodological reflections giving shape to the approach of this study. 
The first task is to clarify my motivation for framing this thesis as it appears. I will explain and 
argue the reasons of my approach in order to acquire an understanding of the structure and 
coherence of said dissertation. Secondly, I will give a brief introduction to some of the con-
cepts prevalent throughout this thesis including a presentation of the different perspectives on 
technology and its relation to society, and a preliminary discussion of risk, uncertainty and 
complexity.  
Structural and methodological reflections 
This dissertation is a result of my conjecture and reflections upon the whole field of emerging 
technologies and their associated risks. I have been intrigued by the question how it is possible 
to deal with emerging technologies and their potential risks, when there is scarce or no 
knowledge on the matter. This has motivated me to examine how emerging technologies and 
technological risks are approached in contemporary society4. To me, dealing with risks is not 
only a matter of technicalities; risks are not just physical objects but further constitutions of 
social processes. This insight has inspired me to examine and explain the co-existence of risk 
conceptions within a framework considering the structural factors and social processes that 
shape and influence the co-existence of risk conceptions. Further, this dissertation strives to 
provide some perspectives and general guidelines on how to deal with emerging technologies 
and their associated risks while considering the co-existence of different risk conceptions. My 
reason for embarking on this mission originates from the assumption that the institutionalized 
methods of risk management do not oblige these uncertainties and complexities in a sufficient 
way. In my opinion, risk management is not only about minimizing or avoiding risks but is 
also, to the same extent, about communicating the processes of risk selection by emphasizing 
the discussions and considerations that lie behind the decisions. My point is that some 
                                                 
4 As I will return to later, my approach is not very actor oriented. Despite this, my examination of how emerging technologies 
and technological risks are approached in contemporary society does necessarily address some actors and institutions in 
society; e.g. political decision makers.   
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decisions about emerging technologies are made too fast and by too few and without the 
general public to be knowledgeable about it. The problem is that emerging technologies are 
not only characterized by uncertainty and complexity but also by a pervasiveness and irreversi-
bility, which could turn unreflective decisions to fatal ones. Thus, my aim is to make a contri-
bution to the discussion on risk management emphasizing what I think should be taken into 
account when approaching and dealing with emerging technologies and their potential 
associated risks.  
 
This dissertation is based upon literature studies. I have examined and incorporated a variety 
of theoretical approaches in order to obtain an overview of the different understandings in the 
field of risk and technology in general. For this purpose, the thesis congregates different 
theoretical perspectives where some might be characterized as more based on empirical and 
historical analyses5 than actual theories. My reason for incorporating many different ap-
proaches and not singling out one or two main theories is to oblige the diversity of the field 
examined. The focus of this dissertation - emerging technologies, technological risks, and the 
co-existence of risk conceptions – has therefore guided the selection of approaches. Thus, I 
have integrated perspectives that in my opinion contribute to an analysis and an understand-
ing of the field at large.  
 
The result of this is a span of theoretical perspectives, which are not really consistent. Instead 
of adhering to one particular scientific theoretical approach, the selected approaches all offer 
interesting themes for discussion, which fundamentally have been the main criterion for 
selecting them. Such an approach both has its benefits and its downfalls. On the positive side, 
the combining of different theoretical perspectives, disregarding immediate scientific theoreti-
cal inconsistencies, allows a very general approach, which then allows for the object of analysis 
– risk conceptions – to be approached from very different perspectives. The negative side 
mainly includes the problem of inconsistency. Nevertheless, based on the purpose of this 
dissertation – to attain a general understanding of the field of emerging technologies and the 
co-existence of risk conceptions – my approach seems to be an appropriate and defendable 
                                                 
5 The approach of ‘the new knowledge production’ [Gibbons et al., 1994; Nowotny et al., 2001] and ‘the social amplification 
of risk framework’ [Kasperson et al., 1988] have both been criticized of their lacking of arguments which makes their 
approaches non-theoretical.   
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choice. Despite the apparent differences between the selected approaches they all offer inter-
esting discussions on the social processes surrounding the field of risk conceptions, which 
constitutes the very reason that risk is not an unambiguous term. My point is that the selected 
approaches supplement each other while they all contribute with different dimensions that 
add up to an overall understanding of the field of emerging technologies, the co-existence of 
risk conceptions, and the context in which they materialize.   
 
As the research question imply, emerging technologies, technological risks and risk concep-
tions are addressed at a very general level. This means that the thesis is characterized by 
general discussions based on the different theoretical approaches incorporated. The benefits of 
working at a general level include the ability to create some kind of frame, which is applicable 
to the interpretation and analysis of different case studies. Further, I find it plausible to work 
at a general level to avoid specific contexts limiting the possibility of including all interesting 
factors (at least in principal). In opposition to this, working at a specific level with e.g. case 
studies opens the ability to make very specific claims about very specific incidents. This means 
that a given situation might be analyzed very thorough but that the findings might be very 
difficult to reassign to other situations. On the other hand, excessively general approaches 
might end up being too broad to conclude from, which is, arguably, problematic as well. 
However, the quality of being able to apply general designs to specific situations seems to me 
to be a very valuable tool when dealing with emerging technologies surrounded by much 
uncertainty and thus, no specific risk approach.  
 
As briefly mentioned my approach does not focus, in particular, on actors and their different 
risk conceptions. And although I do not approach my research question from one specific 
actor perspective, this does not mean that I am ignoring the role of actors. On the contrary, I 
am, throughout the thesis, acknowledging the influence of the multiplicity of stakeholders. 
Instead, the approach of my thesis could be characterized as ‘action oriented’. The aim of this 
dissertation is to generate some suggestions on how to approach technological risks. And even 
though guidelines are not presented until the end of this dissertation, all the previous chapters 
describe, analyze and discuss the current situation and the preconditions with the purpose to 
result in these guidelines.  
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Though I do not wish to endorse on one specific scientific theoretical approach, some general 
understandings might be detected within my approach. My acknowledgement of the co-
existence of different risk conceptions reveals that I do not believe in one risk understanding. 
My further recognition of other spheres of knowledge production than the one belonging to 
the field of natural science emphasizes my focus on societal factors. As I do not wish to 
categorize my approach, I merely want to stress that in approaching the field of risks, I have 
been inspired by the systems theory approach [Luhmann, 1995] where risks are regarded as an 
element of a larger social unit. Besides being occupied with communicative processes, the 
systems theory approach focuses on structural factors and covers both real and constructed 
risks. Being able to speak of both real and constructed risks at the same time – multiple co-
existing risk conceptions – have been an ultimate aim of the dissertation. To me, it makes 
more sense to speak of ‘both-and’ instead of ‘either-or’ as society is not a homogenous unit. 
Moreover I see the processes of communication playing a crucial role because we are dealing 
with risk conceptions and thus perceptions and interpretations. This is why I examine the 
communicative processes when I address the factors and the contexts giving shaping and 
influencing risk conceptions (chapter 5).  
 
In the above I have argued why I have chosen to take a general approach and what benefits 
and detriments such an approach give rise to. Because it can be difficult to relate to strictly 
theoretically based discussions, these have, to some extent, been supported by empirical 
examples throughout the thesis. But in order to make the points of my discussions more clear 
I have further chosen to incorporate an analysis of an emerging technological field. For this 
purpose I have, as mentioned in the introduction, dedicated chapter 8 to the field of 
nanotechnology6.  
                                                 
6 Information on the field of nanotechnology stem from various articles and reports that are supplemented with knowledge 
obtained through my position as a project assistant on a project on nanotechnology carried out by the Danish Board of 
Technology from October 2005 to June 2006 [Teknologirådet, 2006]. Further, I have acquired knowledge about the different 
actors in the field of nanotechnology through attendance in various seminars and conferences on nanotechnology. The 
analysis of the field of nanotechnology draws on very different sources of information ranging from natural scientific articles 
discussing actual findings to science fiction inspired books. This is based on an assumption that governmental reports on the 
societal context of nanotechnology might be as relevant to address as articles from popular science magazines and EU 
documents while the aim is to approach the field of nanotechnology as a whole. The various articles and reports have been 
selected based on their contribution to address both the more ‘factual’ knowledge on nanotechnology, but also, and 
especially, to highlight the controversies characterizing the field of nanotechnology considering the contradicting expectations. 
Thus, my selection of empirical material does not offer one perspective on nanotechnology. Instead, I consider this apparent 
(and deliberate) inconsistency to contribute to an understanding of the diversity within this field. 
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My reason for addressing the field of nanotechnology is due to the extensive focus it appears 
to receive at the present. Discussions about technology are not restricted to the area of natural 
science but have become a general discussion of societal relevance. The reason why nanotech-
nology is experiencing such extensive attention is caused by the multiple expectations created 
around this technological field. Thus, nanotechnology is often referred to as the technology of 
the 21st century even though it is erroneous to speak of one monolithic technology; 
…nanotechnology is neither a specific technology nor is it a definite group of technologies. 
Nanotechnology comprises a wide range of approaches that are quite heterogeneous with regard to 
their subjects of investigation, possible applications and imaginable periods of realisation [Fleischer 
et al., 2005:1115].  
Though ‘nanotechnologies’ is an often used term, I have decided to use the singular form of 
nanotechnology within this dissertation. My argument is that ‘nanotechnology’ is a recognized 
description of the field and, moreover, the use of the plural form might lead to specific 
discussions of the different applications, which is not the intention. Thus, nanotechnology 
will be approached as a kind of general term including all technologies with ‘nano qualities’.  
 
Because nanotechnology is an emerging technology little is still known about the potential 
consequences and benefits. Despite, or maybe exactly because of the lack of knowledge within 
the field, expectations considering the development of the nanotechnological field to have 
revolutionizing and all-encompassing societal impacts, are created. Thus, the field of 
nanotechnology is characterised by uncertainty, complexity, and pervasiveness. Based on these 
observations, nanotechnology seems to be an obvious choice for supporting the theoretically 
based discussions. Analyzing the field of nanotechnology exemplifies and illustrates the co-
existence of different risk conceptions and thus sharpens the theoretical arguments. In this 
way, the chapter on nanotechnology re-examines the general discussions by applying them to a 
specific context. 
The concept of technology 
A problem with defining technology - which also applies for other concepts - is the danger of 
tautological definitions. Traditionally, technology has been defined as being distinct from 
nature; ‘Nature is what emerges and passes of its own accord (physis). Technology is the 
making of an object or a state deviating from what nature would have brought forth itself’ 
[Luhmann, 1993:84]. One problem facing this distinction is one of boundaries. When 
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technology is being defined as everything that has been touched by human hands, what can 
then not be characterized as technology? Another well-known and often used definition of 
technology is the one seeing technology as merely an application of science. This view has, 
among many others, been put forward by Heidegger and Mumford who also point out that 
scientific rationality is shaping new technologies and that technological developments can be 
associated with an element of power structures [Heidegger, 1977; Mumford, 1967/1970]. 
Other perspectives on technologies include the ones that speak of a duality of technology 
arguing that technologies can be both a physical object and a social construction at the same 
time; 
Technology is physically constructed by actors working in a given social context, and technology is 
socially constructed by actors through the different meanings they attach to it and the various fea-
tures they emphasize and use [Silverstone & Haddon, 1996:58].  
When addressing the relationship between technology and society, two rather antagonistic 
approaches can be highlighted. On one side we have the perspective of technological deter-
minism that draws on historical explanations. In essence, technological determinists ascribe all 
changes in society to technology; ‘…changes in technology exert a greater influence on societies 
and their processes than any other factor’ [Smith, 1994:2]. In this view, technology is charac-
terized as an autonomous force independent of social influences that forces certain, invariable 
choices on society. Within an approach of technological determinism, an optimistic confi-
dence in the potential benefits of the given technology is dominating. The view is that any 
problem of the future, whether they are technological or not, can be solved through new 
technologies [Kragh & Pedersen, 1981:274-275].  
 
Critiques of technological determinism argue that technological developments should be 
viewed in a larger social and cultural context. A contradicting idea to technological determin-
ism is the approach of social construction. Unlike the approach of technological determinism 
that highlights the idea of path dependency within technological developments, the social 
constructionist approach rejects this linear model and presents a multidirectional approach. 
The most known and conspicuous approach within this field is the SCOT (Social Construc-
tion of Technology) approach developed by Pinch and Bijker. The central theme of the SCOT 
approach is that technological developments are highly influenced by social agents. A core 
term presented by the approach is interpretative flexibility, which refers to the ability for 
agents to ascribe different meanings to a technology pointing out that technology is not a 
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fixed, rational matter. Technology can be perceived differently depending on the context and 
the person or group observing the technology. This means that even though technologies tend 
to be ascribed with a specific meaning, this meaning is not necessarily identical with the 
meaning that somebody will derive from the technology [Pinch & Bijker, 1997:40-41].  
 
The reason for highlighting this discussion is to emphasize the approach of this dissertation. 
Throughout this paper, technological developments in society will be characterized as a co-
evolutionary process. This approach can also be referred to as the STS approach – Science and 
Technology Studies. According to such an approach, technology and society (the social 
structure) are engaged in an interdependent relationship of mutual shaping.  
Risk, uncertainty and complexity  
In the same way as the concept of technology is facing multiple definitions, the phenomenon 
of risk is associated with numerous different definitions and no commonly accepted one. Still, 
Renn argues that all risk understandings have one element in common which is the distinc-
tion between reality and possibility; ‘…the term ‘risk’ is often associated with the possibility 
that an undesirable state of reality (adverse effects) may occur as a result of natural events or 
human activities’ [Renn, 1998:51]. Based on this quote, risks are associated with something 
undesirable, but this does not characterize the general viewpoint on risks. Within other 
perspectives risks are defined as uncertain outcomes regardless of whether they are positive or 
negative; ‘Risk is a situation or an event where something of human value (including humans 
themselves) is at stake and where the outcome is uncertain’ [Rosa, 2003:56]. Again, the 
distinction between reality and possibility has been emphasized. Throughout this thesis risks 
are analyzed within a technological context which makes technological risks the centre of my 
attention. Technological risks should in this sense be understood as possible outcomes of 
technological developments. Despite the undertones of associating risks with undesirable 
outcomes in this thesis, I adhere to the perspective which does not differentiate between 
undesirable or desirable outcomes when focusing on risks. 
 
Bringing the risk discussion to another level, discussions on risks tend to be characterized by a 
dispute whether risks are real or constructed. Without anticipating the more elaborated 
discussion on real risks versus perceived/constructed risks that will follow in chapter 4, the 
main characteristics of the discussion will be addressed briefly. According to Luhmann 
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everything is defined based on its contradiction – to what it is not. The more often used 
counter concept to risk is safety, but in Luhmann’s terminology, this distinction is not rele-
vant. Instead, Luhmann introduces the distinction risk/danger. The reason for Luhmann to 
reject the risk/safety distinction is the claim that there is no such thing as risk-free behaviour 
or risk-free decisions, which indicates that total safety is a utopian that can never be attained 
no matter how much research is put forward [Luhmann, 1993:28]; 
We can speak of risk only if we presuppose that the person who perceives a risk and eventually as-
sumes it draws certain distinctions, namely the distinction between good and bad results; advan-
tages and disadvantages; profits and losses; and the distinction between the probability and im-
probability of their occurrence [Luhmann, 1993:219].  
Luhmann’s risk approach is a constructionist one7, and according to his perspective, every-
thing can be reduced to communication, which means that risks do not have a quantitative 
attribute, but are, instead, determined by the communications about them [Luhmann, 1993]. 
A less constructionist approach can be spotted in Beck’s theory on ‘risk society’. His risk 
approach does not deny the existence of ‘real’ risks which is obvious by his accounts of 
different disasters. On the other hand, Beck acknowledges that the nature and causes of risks 
are conceptualized and handled differently in contemporary western societies in comparison 
with previous eras [Beck, 1992].  
 
Acknowledging the position of both Beck and Luhmann, risks must necessarily be regarded as 
both real and constructed at the same time since; 
…risk comprises both an ontological and an epistemological domain. As an objective threat or 
harm to people, risk enjoys an ontological realism. As an element of the world subject to interpre-
tation, filtered by social and cultural factors, risk enjoys an epistemological lability [Rosa, 2003:49-
50]. 
Risk as a phenomenon arises simultaneously out of the physical and the social world, with well-
defined properties and qualities at micro, meso and macro levels [Macgill & Siu, 2004:347]. 
As mentioned, a further elaboration of such discussions will be addressed when dealing with 
the co-existence of different risk conceptions in chapter 4.  
 
                                                 
7 ‘Risks, however, emerge only as a component of decision and action. They do not exist by themselves. If you refrain from 
action you run no risk. It is a purely internal calculation of external conditions which creates risk’ [Luhmann, 1988:100, 
authors own emphasizing]. 
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Risk is closely related to uncertainty. Through my studies of the risk literature I have come 
across some, but not many, ways of differentiating uncertainties from risks. The perspectives 
arguing that the two concepts differ emphasize the feature of probabilities; ‘A risk can in 
principle be quantified in terms of objective probabilities based on observable frequencies; 
when such quantification is not possible, one enters the realm of uncertainty’ [Dupuy, 2004: 
79 – inspired by John Maynard Keynes & Frank Knight]. Whereas risks can be associated with 
known probabilities, uncertainties refer to unknown probabilities [Harremoës et al., 2001; 
Selin, 2006]. According to such perspectives, risk is regarded as somewhat subordinate to the 
concept of uncertainty. Within this thesis, risk and uncertainty will refer to the same state - 
something to be considered unpredictable due to lack of knowledge. But the use of the terms 
throughout the thesis might differ. Both words - risk and uncertainty - are definite articles; a 
risk and an uncertainty. But since ‘risk’ is the object of analysis, ‘uncertainty’ will rather be 
used as an adjective to characterize risks. 
 
Another term often used together with uncertainty when characterizing emerging technologies 
and the associated risks is complexity;  
Complexity points to something which is just beyond our ability to understand and control 
[Nowotny, 2005:15].  
Complexity (…) means being forced to select; being forced to select means contingency; and con-
tingency means risk [Luhmann, 1995:25].  
Similar to the feature of uncertainty, complexity is also referring to something unpredictable 
and incomprehensible. Complexity points to the interconnectedness characterizing society, 
and is referring to; ‘… that which happens simultaneously’ [Nowotny, 2005 – characterization 
borrowed from Niklas Luhmann]. As it appears from the research question, I am making the 
prerequisite that uncertainty and complexity are inherent features of emerging technologies. 
Further, the growth of uncertainty and complexity is intrinsic to contemporary society, which 
can be seen in connection with the development of more open systems of knowledge produc-
tion. This is a discussion that will be addressed in chapter 3.  
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CHAPTER 3 CHALLENGING THE POSITION OF 
   NATURAL SCIENCE 
….the principles of science – the production and revision of knowledge – are being extended to 
other parts of society. Therefore, science is losing its position as the only institution that produces 
reliable knowledge. The point is the validation of truths [Weingart, 2002:706]. 
The purpose of this chapter is not to argue that natural science has collapsed as an explanatory 
power, but instead to point to the developments, both within natural science and society, 
which have challenged and are still challenging the position of natural science. My argument is 
that the challenges facing natural science – inborn methodological problems and the general 
acceptance of other spheres of knowledge production – can be identified as a precondition for 
the acknowledgement of co-existing risk conceptions. In order to state the reason for this 
argument, this chapter will focus on the role of natural science in contemporary society 
pointing to the challenges that seems to be prevalent.      
 
In the following, the development of natural science will be described. It is not my intention 
of making too rigid distinctions between the fields of natural sciences before and now; how-
ever, in attempting such a description there is always that theoretical danger. I am not claim-
ing that the role of natural science has changed; neither is the argument that the explanatory 
power of natural science has declined, even though the discussions in the following might 
point to some certain changes that will lead to these conclusions. Instead, my point is that it 
seems to be the general perception and understanding of the role of natural science, which has 
been challenged and possibly changed. Thus, this chapter seeks to make its discussions 
without arguing that a dichotomy between natural science then and natural science now is at 
stake8, and without providing unambiguous explanations for these developments.  
                                                 
8 Though I do not want to make specific distinctions between then and now, the use of past tense and presence tense 
respectively seems unavoidable when addressing how the general understanding of the role of natural science has been 
challenged.    
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Conceived changes in the role of natural science 
The climax of high modernity with its unshakeable belief in planning (in society) and predictability 
(in science) is long past. Gone too is the belief in simple cause-effect relationships often embodying 
implicit assumptions about their underlying linearity; in their place is an acknowledgement that 
many – perhaps most – relationships are non-linear and subject to ever changing patterns of un-
predictability [Nowotny, 2005:16]. 
Predicting the future has never been an easy task; but the field of natural science has always 
made an effort to do so. Through the use of instruments and methods, natural science has 
provided society with satisfactory explanations and prophecies that has been responded to. 
Based on these observations, natural science has been acknowledged as a trustworthy institu-
tion of knowledge production; and it still is, to some extent [Strydom, 2002]. However, the 
role of natural science and the relationship between natural science and society appears to 
have changed – at least within the last 20-30 years; ‘Through the loss of truth science is in 
need of social enforcement of its validity claims and it has to struggle to gain legitimacy’ 
[Lidskog, 1996:43]. 
 
Whether it is natural science as such that has changed, or whether the answer is to be found 
in society and people’s altering understanding of natural science is, nevertheless, impossible to 
make unambiguous claims about. Natural science as an institution of knowledge production 
still possesses a dominant position when it comes to explaining phenomena. But the acknowl-
edgement of complexity as an inherent feature of the world makes it impossible for natural 
science to predict all possible outcomes of a given incident [Wynne, 1996a]. Natural science 
might have been right about many things through time, but there is also proof that natural 
science has not always been able to make correct predictions. A very recent case is the project 
of mapping the human genome, which was characterized by miscalculations and wrong 
predictions because the amount of human genes was much smaller than expected [Philipkoski, 
2004]. Still, there was a general belief that the scientists were on the right track. There are 
other examples of natural scientific failures and flawed predictions. Case studies of e.g. the 
development of asbestos and x-rays respectively have pointed out how the field of natural 
science did not consider any of these technologies to have a lethal impact, which turned out to 
be incorrect assumptions [Harremoës, 2001].  
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Today, natural science is a matter of politics, meaning that everything is up for discussion and 
scrutiny. This means that natural science does not have exclusive explanatory power, but that 
other scientific and non-scientific voices are considered as well9. The assumptions stated above 
is supported by theoretical approaches that have addressed the changed position of natural 
science [e.g. Conrad, 1980; Wynne, 1980; Stallen, 1980; Strydom, 2002]. But before engaging 
with these sociological explanations, the methods of natural science, which has been accused 
of being flawed and insufficient, need to be investigated further.   
Methodological reductionism and uncertainty  
The reason for natural science’s status as a strong explanatory power can be attributed to the 
methods that natural science provides. Through various systematic methods of testing, calcula-
tions, modelling and so forth, the field of natural science has been able (and still is) to attain 
results that have been accepted as valid and reliable. The field of natural science was (is) 
claiming to uncover the truth; a statement that is gradually being revised. One reason for this 
change can be found within the very methodological framework, arguing that these methods 
not only constitute the success of natural science, but the failures as well.  
 
The diversity of methods within the field of natural science is immense, but despite this there 
are some ‘ground rules’ that can be applied to natural scientific methods in general. The 
imperative for natural science is to describe and explain the world, and in order to do so, 
natural scientific theories must either prove cause-effect relationships, or be suitable for 
empirical testing. Circling in on the ‘truth’ by describing and explaining the world is a rather 
difficult task, especially because the complexity of the world poses a challenge to natural 
                                                 
9 This situation can be exemplified by the case of biotechnology. Even though natural science has made many discoveries in 
the field of biotechnology, there are still a lot of uncertainties associated with the technology. Therefore, biotechnology is an 
example of a technology or science where the ‘normal’ natural scientific methods do not suffice. The problem being that no 
natural scientific method will be able to generate completely certain knowledge about biotechnological developments, e.g. 
how gene modified crops will behave when released in nature, which means that if we want to know what happens then we 
have to release them. This is why other explanations and spheres of knowledge production have become quite relevant when 
discussing biotechnology, not only because we are dealing with something that natural science has no total grasp of, but also 
because we are dealing with ethical and value-laden questions. The outcome has been that biotechnology is being discussed on 
a scientific level, on a political level and on a public level with all levels considered to contribute to the identification of risks 
[Jensen et al., 2004].      
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science. But natural science has developed methods to deal with this complexity, one such 
being ‘methodological reductionism’ [Køppe, 1990]. The argument behind this method is an 
acknowledgement that nothing can be approached in its full context; which is why an isolation 
of the phenomenon studied is necessary. Thus, reductionism is an inherent feature of the 
natural scientific methods. The aim of this approach is to create a model of the physical world. 
A model can be characterized as a process with three steps: isolation, abstraction and idealiza-
tion [Hendricks et al., 2000]. First of all, the phenomenon in the physical world to be studied 
needs to be isolated from the rest of the world. Then the characteristics of the phenomenon 
that is chosen to be at focus are abstracted from the other characteristics of the object. Finally, 
an idealization is carried out in order to eliminate irregularities; a model for further investiga-
tion has been created. Based on this methodological reductionism, natural science does not 
deal with real objects stemming from the physical world, but instead with natural scientific 
artefacts that has been isolated, abstracted and idealized.    
 
This process of reductionism is not, however, without consequences. This process of selection, 
which characterizes the method of reductionism, means that some aspects of the studied 
object (the context, the diversity, the complexity etc.) are being disregarded. This means that in 
parallel with creating new knowledge, potential knowledge and recognition is being ignored 
(non-knowledge) [Nørretranders, 1987]. Thus, non-knowledge is an inevitable condition of 
natural scientific knowledge production with practical consequences. This seems to be the case 
when natural science is unable to provide clear-cut answers and solutions; especially because 
the context and the complexity of the studied object have been down prioritized. As it appears 
we do not speak about random consequences but, instead, deliberate decisions. Selection is an 
inherent feature of natural scientific methods, but also an attribute that causes problems for 
natural science. According to Luhmann, natural science is a system that is subjected to, and in 
some ways, challenged by its own methods;  
Science is an autopoetic system that can proceed only on the basis of its own respective state and 
can use only those structures (theories, methods) that it has produced by its own operations 
[Luhmann, 1993:206].  
The conclusion is that as much as reductionism is an inherent feature of natural scientific 
knowledge production so is non-knowledge and uncertainty which threaten the legitimacy of 
natural science. Based on such findings, my argument is that natural science is facing chal-
lenges and experiencing what is mounting to some kind of a crisis.   
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The new production of knowledge 
Although science has obtained a monopoly of understanding and explaining the natural world, it 
cannot claim to subsume everything is under control. Other belief systems and everyday or com-
monsense knowledge versions continue to circulate. The craving for meaning, the desire to make 
sense of questions and existential events for which science does not have an answer is increasing. 
As science has abandoned its more grandiose claims of offering a comprehensive scientific world 
view, it has become increasingly mono-functional in its explanatory mode [Nowotny et al., 
2001:62].   
This citation stems from a sociological approach that, like many other sociological approaches, 
has found great interest in the challenges facing natural science and the alternative processes 
of knowledge production that can be identified. One perspective in that direction is the 
approach referred to as the ‘new knowledge production’ approach10. The focus of this ap-
proach is on the dynamic relation between natural science and society, and the main argument 
here is not only that a new knowledge production is a result of the interaction between natural 
science and society, but also that it can be pinned down to the declining role of natural 
science; ‘Science has had to come to terms with the consequences of its own success, both 
potentialities and limitations’ [Nowotny et al., 2001:1]. In order to emphasize this new 
knowledge production and to distinguish it from the more ‘classical’ knowledge production 
(scientific knowledge generation), the approach introduces the terms Mode-1 and Mode-2. The 
concept of Mode-2 is used in the context of science (Mode-2 science), society (Mode-2 society), 
and knowledge production (Mode-2 knowledge production). The general difference between 
the Mode-1 and the Mode-2 is that the knowledge production within Mode-2 is influenced by 
a context, which is not solely scientific. Mode-2 science is hereby characterized as heterogenic, 
non-hierarchical, transdisciplinary, and reflexive [Gibbons et al., 1994:3]. Even though the 
approach deals with a development, Mode-2 should not in any sense be regarded as a substitu-
tion for Mode-1, but instead as a modification and extension. According to the approach, this 
development can be characterized as a co-evolutionary process:  
…Mode-2 science has developed in the context of a Mode-2 society; that Mode-2 Society has moved 
beyond the categorizations of modernity into discrete domains such as politics, culture, the market 
                                                 
10 The approach has been heavily criticised for its non-theoretical approach and the lacking arguments supporting the claim of 
the ‘newness’ of knowledge production. Especially the distinction between Mode-1 and Mode-2 has been accused of being 
normative instead of descriptive; ’The New Production of Knowledge and Re-Thinking Science do not define questions, set 
forth a methodology, provide reasoned answers, or set limiting conditions. On the contrary, they can be likened to political 
manifestos, whose expository form is rhetoric’ [Shinn, 2002:610]. Despite these allegations, the approach has received quite 
some attention because of its observable descriptions of today’s relation between natural science and society. 
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– and, of course, science and society; and, consequently, that under Mode-2 conditions, science 
and society have become transgressive arenas, co-mingling and subject to the same co-evolutionary 
trends [Nowotny et al., 2001:4].  
Since this approach is a sociological one, the co-evolutionary process as such gains a lot of 
attention. Key terms as the conceptualization of knowledge and socially robust knowledge are 
inherent features of the approach, but will not be further elaborated here. Instead, the pur-
pose of highlighting this approach is to show how sociological perspectives explain the decline 
of natural science. The following section will present a similar sociological approach also 
questioning the role of natural science in contemporary society. This approach focuses more 
intensely on uncertainties within knowledge production and how this should be dealt with. 
Post-normal science 
Whereas science was previously understood as steadily advancing the certainty of our knowledge 
and control of the natural world, now science is seen as coping with many uncertainties in urgent 
technological and environmental decisions on a global scale [Funtowicz & Ravetz, 1991:138-139]. 
The theory11 on post-normal science has been developed by Silvio O. Funtowicz & Jerome R. 
Ravetz. In continuation of the previous section, this approach has also been developed to 
describe and explain why the relation between natural science and society has changed and 
why the role of natural science seems to be declining; 
As science has enabled ever greater control over the age-old dangers of disease, famine and calami-
ties, it has produced new threats, some potentially catastrophic and others insidious. The state of 
personal and societal safety, which in recent generations we have come to take for granted as a 
right, is now threatened by the unexpected consequences of advances in our advances in our sci-
ence-based technology [Ravetz, 2005:43].  
According to Funtowicz & Ravetz, the changes outlined above have caused a new type of 
science to emerge – ‘post-normal science’. The term ‘post-normal science’ has been con-
structed with inspiration from Thomas Kuhn’s concept of ‘normal science’ [Kuhn, 1995], and 
the adding of the ‘post’ indicates a break with ‘normal science’. Contradicting the perspective 
                                                 
11 Initially, the work of Funtowicz and Ravetz on post-normal science was referred to as a theory. Some years later, the 
theorists have modified this by saying that the post-normal science is more an insight than a theory. This change is based on 
the recognition that the approach of post-normal science provides just one glimpse into a complex reality [Ravetz & 
Funtowicz, 1999:642].   
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of Kuhn, the post-normal science approach does not only acknowledge natural science as a 
self-constituting discipline; the point being that post-normal science should not be understood 
as natural science in the traditional matter, but rather as a societal activity involving natural 
science; 
Post-normal science is a development from and extension of traditional science, appropriate to the 
conditions of the present age. Its essential principle is that uncertainty and ignorance can no 
longer be expected to be conquered; instead, they must be managed for the common good. Pro-
grams of reform of technology or lifestyle which ignore this aspect of knowledge are likely to re-
main part of the problem rather than contribute to the solution [Funtowicz & Ravetz, 1991:146] 
As it appears, the approach of the post-normal science is solution oriented, and is often 
referred to both as a strategy for problem solving and as a new scientific method, because it 
offers an alternative way of generating knowledge to address the problems of contemporary 
society.  
 
Within the approach, four categories of science can be identified: (1) core science; (2) applied 
science, which refers to knowledge production that takes place within a context or with the 
purpose of application; (3) professional consultancy, where a client formulates a specific 
problem whereto a solution is requested; problem-solving is defined within a given context, 
and (4) post-normal science [Funtowicz & Ravetz, 1993]. In this way, post-normal science is an 
extension of professional consultancy, which is again an extension of applied science, which is 
a modification of core science. Where the purpose of core science is solely knowledge produc-
tion, the other three fragments of science also consider knowledge to be means to an end, but 
all three have different purposes: ’Applied science is ‘mission oriented’; professional consul-
tancy is ‘client-serving’; and post-normal science is ‘issue-driven’’ [Funtowicz & Ravetz, 
1993:740]. 
 
Post-normal science is ‘issue-driven’ in the sense that it focuses on problems that are intro-
duced through political subjects that are characterized by containing uncertain facts and 
contradicting values. What is furthermore an inherent feature of contemporary society, in 
which post-normal science exists, are the uncertainties. According to Funtowicz & Ravetz, a 
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high level of system uncertainties can characterize society12, and in general, three different 
types of uncertainty can be identified; technical (inexactness), methodological (unreliability) 
and epistemological (‘border with ignorance’) [Funtowicz & Ravetz, 1993]. Society responds to 
these uncertainties by using post-normal science as a strategy of problem-solving, meaning that 
experts, politicians, laymen, NGO’s, the media and the business world, with all its contradict-
ing goals and interests join forces in order to solve a common problem. This is referred to as 
an ‘extended peer community’. By recognizing such an array of different participants in a 
process of problem-solving, the approach of post-normal science expounds its position and 
claim that natural science is not the only solution to the uncertainties and problems that 
contemporary society is facing; hereby legitimising a plurality of knowledge [Ravetz & Fun-
towicz, 1999:642].   
The role of natural science in contemporary society 
As it has been argued in this chapter, the role of natural science appears to have changed, or 
perhaps more aptly put; the understanding of the role of natural science has altered. However, 
the assumption is that natural science and natural scientific explanations are harder to legiti-
mise today than e.g. 30 years ago where such findings were not questioned – at least not 
actively. Many suggestions have tried to describe and explain this development, and through-
out this chapter a few of such perspectives have been expressed. But does this development 
mean that natural science has lost its legitimacy and importance? In my opinion, the answer 
has to be no. Even though knowledge production is not exclusively an activity associated with 
the field of natural science it is still recognized as one institution among many producing 
useful and trustworthy knowledge. In this way a paradox can be revealed; on one hand the 
legitimacy of natural science can be argued to have decreased, but on the other, my claim is 
that we have never been more dependent on natural scientific knowledge in our everyday life 
as is the case of today due to for instance technological developments. Thus, it can be argued 
that natural science still represents the most recognized and accepted source of knowledge 
production, since it is commonly used as a reference. The knowledge produced in society e.g. 
through political debate or by the media is in some way a reflection of science – a contextuali-
                                                 
12 ’The term ’system uncertainties’ conveys the principle that the problem is concerned not with the discovery of particular 
fact, but with the comprehension or management of an inherently complex reality’ [Funtowicz & Ravetz, 1993:744] 
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zation of the knowledge produced within the field of natural science [Wynne, 2002]. In this 
way the explanatory power of natural science has not evaporated, but is being questioned. As 
earlier mentioned, today’s society is characterized by a complexity and faced with a situation 
where everything is up for discussion and scrutinised. The same goes for natural science, 
which constantly has to defend its position against claims of fallibility, shortcomings and 
inadequacies.  
 
Evidently, a field of study where these challenges face natural science is the one dealing with 
risks and emerging technologies. This field is characterized by complexity and uncertainty, 
which means that natural science as the only explanatory power is being confronted by 
positions that take other factors into account when dealing with risks. As this chapter further 
has highlighted, the production of knowledge is not restricted to the natural scientific field, 
but is gradually being accepted if generated by other institutions or actors as well. These 
tendencies of development have a major impact on how technological risks are approached. 
Instead of speaking about one fixed and natural scientifically based risk definition, the state of 
complexity and interpretative flexibility (see chapter 2) consent to multiple risk conceptions. 
Thus, my claim is that the acknowledgement of different co-existing risk conceptions is 
connected with the recognition of other spheres of knowledge production than the natural 
scientific one. Natural scientific risk understandings are being challenged by other risk concep-
tions that might not be drawing on natural scientific knowledge. The recognition of complex-
ity as an inherent feature of society and the rejection of unambiguous explanations has thus 
enabled different risk conceptions to co-exist. These conclusions lead to another area of 
research; namely, what characterizes these different and co-existing risk conceptions? This 
question constitutes the focus of the following chapter.  
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CHAPTER 4 THE CO-EXISTENCE OF RISK CONCEPTIONS 
The aim of this chapter is to present the phenomenon of risk, showing the diversity within 
this theoretical field by discussing different risk conceptions. The span of risk conceptions 
range from perspectives considering risks to be a physical and real factor independent of the 
human perception, to the approaches regarding risks as constructions subjected to human 
perceptions. Despite the variety of risk conceptions, a presentation of these two contradictory 
positions contributes to obtain an overall view of the diversity of risk conceptions; 
In calculating the probability of danger from technology, one concentrates on the risk that is physi-
cally ‘out there’, in man’s intervention in the natural world. In determining what is acceptable, one 
concentrates on the uncertainty that is ‘in here’, within a person’s mind. Going from ‘out there’ to 
‘in here’ requires a connection between the dangers of technology and people’s perception of those 
risks [Douglas & Wildavsky, 1982:9-10]   
By juxtaposing two contradictionary positions13 the characteristics of each approach appear. 
Initially, the position considering risks as predominantly real, referred to as the institutional-
ized or traditional risk approach, will be presented. In continuation of this, the concept of risk 
assessment, probability and calculation will underline the essence of this view, showing what 
potentials these methods bring about, but also highlighting at what point this approach 
becomes inadequate when dealing with the complexity of risks. Hereafter, the theory of risk 
perceptions is addressed examining how social and psychological factors might affect risk 
conceptions. Such risk conceptions can be referred to as an alternative or more common risk 
approach (opposed to the institutionalized one) where risks conceptions are constructed at a 
micro-level by the general public.    
  
The purpose of this chapter is to end up with a demonstration of the multiplicity of risk 
conceptions. This chapter will show that there is a co-existence of risk conceptions when we 
are addressing technological risks ranging from institutionalized risk understandings treating 
                                                 
13 It is essential to highlight that the positions to be introduced are somewhat extreme and therefore more common in theory 
than in practice, which is why viewing risks through the lens of either approach separately is ambiguous. Both approaches 
describe an extreme position, but the hypothesis is that such extreme risk understandings are non-compatible with ‘real life’ 
where risks and risk conceptions are characterized by complexity. This means that the same incident can be considered a real 
risk, a perceived risk and no risk at all, at the same time.  
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risks as real and tangible to positions that rank risks alongside expressions of human percep-
tion.  
Institutionalized risk conceptions – traditional risk understanding 
This section takes a closer look at what can be termed as institutionalized risk conceptions or 
traditional14 risk understanding. This approach praises the values and methods of natural 
science and takes a rather normative approach while considering risks to be real. According to 
this view, risks can be reduced to calculable probabilities: ‘…risk is the probability of an 
adverse event (e.g. injury, disease, death) times the consequences of that event (e.g. number of 
injuries or deaths, types and severity of diseases)’ [Rosa, 2003:55]. The position roots in 
ontological realism with the presupposition that the world exists independently of our percep-
tion of it. Risk is argued to be a real phenomenon as well as other phenomena of the world;  
A logical consequence of defining risk as an objective state of the world is that risks exists inde-
pendent of our perceptions and of our knowledge claims, subjective judgments, about what is at 
risk and how likely a risk will be realized [Rosa, 2003:60]. 
The argument for realism is based on what Rosa terms ‘real world constraints’ that take the 
shape of e.g. gravity and the second law of thermodynamics. These constraints present some 
kind of boundaries hereby making the world real because ‘physical’ laws can be detected [Rosa, 
2003].  
 
Within in this approach, different theoretical positions have been established like the techno-
scientific approach and the naïve positivist approach. Even though they focus on different 
aspects, objectivism is still a common feature. The techno-scientific position defines risks in 
terms of probability and consequences. The nature of risks is taken for granted, meaning that 
the idea of risks being social constructs is not being considered. Risks are pre-existing in nature 
and can be identified through natural scientific calculations and measurement – at least in 
principle. Within this view, lay people’s responses to risks are often unscientifically, hereby 
differentiating between objective and subjective risk [Lupton, 1999]. The naïve positivists have 
                                                 
14 The use of the adjective ‘traditional’ highlights that there has been a shift within the field of risk conceptions. This means 
that the risk approach considering risks as mainly objective has been modified. Despite this, it does not mean that the 
traditional risk understanding to be described in the following has expired, or in other ways lost its value. On the contrary, 
this risk approach is still dominant within the domain of scientifically based risk assessment. 
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specific focus on risk assessments and believe in the ‘principle of complete neutrality’ dealing 
with risk evaluations [Shrader-Frechette, 1991:39]. One reason for this assumption is a 
presupposition that the two first phases of risk assessments (identification and estimation) can 
be kept objective and value-free, which is why, ideally, the third phase could be value-free as 
well. According to naïve positivists, only facts are neutral and objective, and therefore more 
valuable to a risk evaluation than value-laden and subjective components. To see how these 
objective risk conceptions are carried out in practice it is important to take a look at the 
method of risk assessment.  
 
Risk assessment can be defined as a method developed to approach uncertainty analytically. 
The purpose of risk assessments is to measure the most likely outcomes of a set of situations, 
options or events and, furthermore, gauge the noteworthy consequences of these outcomes. 
Risk assessments are undertaken in order to gain further information about the risk being 
analysed, and on the back of this being able to make more rational decisions that reflect the 
acceptability or tolerability of this particular risk [Conrad, 1980]. Risk assessment is a general 
term that is applicably in many different fields; e.g. the insurance world, the financial sector, 
and dealing with political decisions in the area of environment, health and so on. Because of 
this, multiple types of methods for assessment can be identified. The tendency is that risk 
assessments are divided into two categories; those techniques that deal with speculative risks 
(e.g. risks associated with the financial sector), and those concentrating on the so-called pure 
risks (risks exposed to environment and human) [Waring & Glendon, 1998]. This dissertation 
is occupied with the latter techniques. Even within this field there is great diversity, and many 
different kinds of risk assessments can be identified. Therefore, only the general features of the 
risk assessment method concerned with pure risks will be presented and discussed.  
  
Risk assessments are usually divided into three phases: risk identification, risk estimation and 
risk evaluation [Waring & Glendon, 1998]. At the first stage the risk is being accepted and 
established as a risk so to speak. In order to be identified as a risk, the specific event or 
situation must be considered as posing a threat to health and safety. Next step in the process is 
the estimation of risk which is performed by scientists (e.g. epidemiologists). Probabilistic 
methods are used in order to estimate what levels of exposure to the given hazard investigated 
that will cause death or injuries. In the case of risk assessing chemicals, this is the phase where 
NOEL (No Observed Effect Limit) and similar limits are calculated. At the last stage of a risk 
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assessment, the discoveries in the second phase are evaluated and decided upon. Here, other 
areas - scientific as well as non-scientific - have influence. This means that the natural scientific 
findings are being evaluated by e.g. economists, psychologists and policymakers. Based on the 
estimates, society’s acceptability of the level of exposure to the risk is discussed. The risk 
evaluation might end up with a decision that allows the risks discovered, but with the proviso 
of limit values. Another possible outcome is that the exposure of a risk is being evaluated to be 
too hazardous compared to the potential benefits, and therefore unacceptable to society [ 
Shrader-Frechette, 1991:55].      
 
Risk assessment is regarded as an institutionalized praxis which is highly valued when dealing 
with risks in the world today [Conrad, 1980]. In general, risk assessments are perceived as 
objective and value-free, at least because the two first stages of the risk assessment can be 
argued to be more scientifically based; methodological and analytical. But risk assessments are 
often accused of being quite the opposite as they claim which is subjective and value-laden; 
In brief, risks are often misjudged. Contrary to what the scientific community is inclined to believe, 
reactions to risks are not exclusively guided by evidence collected in the scientific tradition. In-
stead, risk assessments are rooted in human values such as common sense, intuition, imagination, 
memory, and past experience [Schuler, 2004:282]. 
As mentioned, discussions about the two first stages of a risk assessment are often ignored, 
referring to the supposedly scientific objectivity. The third stage of the risk evaluation is, on 
the contrary, highly debated, because this is the phase were differentiating scientific and non-
scientific perspectives are allowed. 
 
Shrader-Frechette presents five dilemmas of risk evaluation; dilemmas referring to risk situa-
tions were all possible options lead to non desirable consequences. The five dilemmas are: (1) 
the fact-value dilemma, (2) the standardization dilemma, (3) the contributor’s dilemma, (4) the 
‘de minimis’ dilemma and (5) the consent dilemma [Shrader-Frechette, 1991:67-74]. To 
address these dilemmas briefly, the first one considering the fact-value dilemma emphasizes 
that it is impossible for risk evaluations to be completely scientific and factual, and entirely 
approved through democratic processes simultaneously. The second dilemma is very similar to 
the first. On the one hand, consistency ought to be a virtue of risk evaluations in order to 
standardize and in that way secure the quality of risk evaluations in general. But on the other 
hand, it is important that each risk evaluation is tailored to the specific risk and context dealt 
with. The third and fourth dilemma can also be argued to be alike in that they are both 
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concerned with the quantity of risks and thresholds. The contributors dilemma refers to the 
problem of assessing several small risks, meaning that people might be subjected to many small 
and therefore acceptable risks (e.g. carcinogens below the accepted value limit), but that a 
summation of these risks pose an unacceptable exposure. ‘De minimis’ risks are considered as 
very small risks, and ‘de minimis’ levels are defined as a reaction to the assumption that a zero-
risk society is unfeasible. So, the ‘de minimis’ dilemma raises the problem of defining bounda-
ries. When is a risk small enough to be neglected? And when should they be considered? The 
problem is that standardization will not provide equal protection for everybody. The last 
dilemma is the consent dilemma. This dilemma occurs from the acknowledgment that imposi-
tion of some risks is legitimate only when consent has been obtained from the affected parties; 
‘The dilemma occurs because those who are genuinely able to give legitimate consent are 
precisely those who likely will never do so, whereas those who allegedly have given consent are 
those who are probably unable to do so’ [Shrader-Frechette, 1991:72]. As such, these five 
dilemmas characterize the process of risk evaluation and are inevitable. Prioritizing is therefore 
a common feature at this stage, and in order to legitimatize risk evaluations, transparency 
within the process of priority is necessary.  
 
Furthermore, the five dilemmas show that risk assessments, and especially the third phase, are 
clearly value-laden and subjective. This contrasts with the view of the naïve positivists that 
avoid value judgments in the process of assessing societal risks, and that presupposes; ’…that 
all risks can be objectively measured, independent of even methodological value judgments’ 
[Shrader-Frechette, 1991:30]. But my question is how it is even possible to make risk assess-
ments independent of value judgments, especially when most risk assessments are politically 
influenced? First of all, the decision about making a risk assessment in a specific area is a 
political one, which means that prioritizing has been a part of the decision making process. 
Next, the appointed risk assessors decide what techniques to go with. Through a process of 
selection, risk assessors choose what data to collect, and how to abstract, simplify and extrapo-
late the given data. Such decisions can not be entirely based on scientific decisions. Finally the 
results are presented, but are all findings put forward, or are some outcomes emphasized more 
than others? All the choices surrounding the process of risk assessment affect the outcome and 
since not all decisions can be characterized as neutral and objective, it must be acknowledged 
that risk assessments are not completely value-free.  
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Scientifically based risk assessments are by many critics considered to be both non-neutral and 
outdated. The existing risk assessments are based on models, and not only does these models 
assume a more or less linear relationship (cause and effect), which is inadequate when explain-
ing and predicting complex phenomena; they are also very far from simulating real-world 
conditions correctly. Societal complexity is a factor that these models have problems address-
ing. Being able to foresee every possible interactions and interdependencies is impossible 
[Freudenberg, 1992].  Furthermore, traditional risk assessments face difficulties forecasting 
long-term consequences when dealing with uncertainties; 
Risk models – like all models – necessarily simplify the universe. They often must consider a system 
isolated from its environment, and therefore may overlook underlying forces that influence hazard 
or exposure. In some cases they cannot give a full account of ‘real world’ conditions, notably of the 
various pathways through which a hazard develops. They cannot consider all aspects of human be-
haviour. And, they cannot integrate all the indirect consequences of a hazard, which often result 
from unexpected linkages [OECD, 2003:64].   
However, this recognition of methodological restrictions has not discarded risk assessments as 
such, but has emphasized the critical points that should be dealt with. The main argument is 
that risk assessments needs to combine knowledge from a larger variety of disciplines, and not 
only focusing on scientifically based knowledge. In essence, natural scientific risk assessments 
are still embossed to be objective and value-free. But instead of striving for a fully value-free 
risk assessment, which is considered as an impossible task, not only risk assessors, but also 
society at large, ought to acknowledge that risk assessments will always contain elements of 
subjectivism. Instead of neglecting this subjectivity or hiding it from the public, risk assess-
ments would be considered more legitimate if these value-laden decisions were put both on 
display and up for discussion. 
Constructed risk conceptions – the perception of risk 
If risks were empirically confirmed or determined, they would be certain, and hence not risk 
[Shrader-Frechette, 1991:81-82]. 
In opposition to the institutionalized risk approach considering risks as physical objects, 
theories considering risks as constructions have emerged. What these theories have in com-
mon is that they accredit subjectivism and emphasize the human perception of risk as highly 
relevant in the creation of risk conceptions. Extreme positions conceive of a world solely based 
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on constructions, leaving every definition to the human perception; ’…a relativistic view of 
social constructivism (.…), views risk as nothing more than subjective perceptions shaped by 
the filters of culture and social structure’ [Rosa, 2003:55]. Within this relativist perspective, 
risks are not real, and anything can be a risk depending on the person analyzing the danger. 
More moderate approaches recognize that risks are based on ‘objective’ facts about dangers 
and hazards and, hence, subjected to calculations which are then mediated and perceived and 
responded to in particular ways via social, cultural and political processes [Lupton, 1999].  
 
In relation to the techno-scientific approach and the naïve positivist position, two counter 
positions can be identified; the socio-cultural approach and the cultural relativism. Socio-
cultural approaches focus on the social and cultural context in which risks are understood and 
negotiated;  
Although the material and social worlds are experienced by most individuals as objective, pre-
existing realities, these realities involve the reproduction of meaning and knowledges through so-
cial interaction and socialization and rely upon shared definitions.(…) From the constructionist 
perspective, all knowledge about risk is bound to the sociocultural contexts in which this knowl-
edge is generated, whether in relation to scientists’ and other experts’ knowledges or lay people’s 
knowledges [Lupton, 1999:29].  
Very similar to this perspective is the approach of cultural relativism. Within this view, risk 
evaluations are not considered to be value free. This perspective criticizes the often assumed 
view that lay people’s estimations of risks are mere perceptions, whereas the assessments of 
experts are treated as objective. Instead, cultural relativism considers any risk evaluation to be 
a social construct [Shrader-Frechette, 1991:31]. According to Shrader-Frechette, the cultural 
relativists highlight a line of arguments to support their social constructionist assumptions. 
One argument is that increased knowledge about risks does not make people act more rational 
in their risk evaluation. This argument is based on the assumption that risk evaluation is 
biased; based on personal ideology. Furthermore, since there will always be something we do 
not know, additional knowledge becomes invaluable [Schrader-Frechette, 1991: 32]. This 
argument can be criticized for its ‘all-or-nothing’ approach. Opponents of the view highlight 
that increased knowledge does make a difference in peoples risk evaluation which, in addition, 
changes the way to approach the risk. When first discovered, x-rays where not considered 
dangerous, but as more and more knowledge was gathered about the x-rays it became clear that 
they were harmful. The same is the case with asbestos, lead, halocarbons and many other 
technologies that has turned out to have hazardous effects, which has been discovered through 
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increased knowledge [Shrader-Frechette, 1991:32; Harremoës, 2001]. Actually, the report ‘Late 
lessons from early warnings: the precautionary principle 1896-2000’, dealing with technologies that 
turned out to be dangerous, can be viewed as a direct evidence that increased knowledge 
change the risk evaluation [Harremoës, 2001]. Another argument highlights risk assessments 
to be like judgments in aesthetics, hereby reducing risk evaluations to ideological meaning that 
cultural values influence our evaluations of ‘truth’. Furthermore, cultural relativists argue that 
risk behaviour and judgments (as much as ‘any form of life’) can be justified since all people, 
including experts, are relatively biased [Shrader-Frechette, 1991:31]. 
 
Theories on risk perceptions are primarily found within the psychological field. One of the 
most prominent contributions is offered by Paul Slovic, whose perspective on risk is summed 
up nicely in the following quote:  
Risks are inherently subjective = risks does not exist ‘out there’, independent of our minds and cul-
tures, waiting to be measured. Instead, human beings have invented the concept risk to help them 
to understand and cope with the dangers and uncertainties of life. Although these dangers are real, 
there is no such thing as ‘real risk’ or ‘objective risk’ [Slovic, 2000:392]. 
In contrast with other theories on risk, Slovic does not differ between laymen and experts 
discussing risk perceptions. He acknowledges the diverse factors that influence the two 
different groups, but concludes that all people, whether experts or laymen, are influenced by 
values and ideologies which cannot be set aside in a situation of risk identification.  
 
What characterizes the work of Slovic is his empirical focus. Through numerous studies of 
human risk behaviour, Slovic concludes that, in general, human responses to risks are not 
rationally founded: ‘People do not follow the principles of probability theory in judging the 
likelihood of certain events. (.…) People replace the laws of chance by intuitive heuristics’ 
[Slovic, 2000:9]. According to Slovic, people have great confidence in personal intuition, 
because no ‘true’ answers can be found in the complexity of the world. This seems to be an 
evident claim when looking at different cases. In the case of biotechnology there has been lots 
of information on the technology, its potentials and risks; but this information has not always 
been consistent. In some cases there has even been contradicting claims about the conse-
quences of using genetically modified crops [Teknologirådet, 1999]. Because of such inconsis-
tency and discrepancy, people tend to react eclectically in such a way that personal intuitions 
seem to have bigger influence than natural scientific ‘facts’ when generating opinions about 
risks – e.g. attitude towards biotechnological products. Another case that I think illustrates 
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this claim very well (even though not a specific technological one), is the current (spring 2006) 
European hype about the bird flu. If the virus becomes invasive and spreads to humans, then 
yes, the world would face a major catastrophe. But according to a majority of experts in this 
field, the probabilities of a pandemic disaster are quite small [Politiken, June 7th 2006]. 
Despite this, an anxiety among people has spread. But why do people fear something that is 
quite unlikely to happen? In this case it is evident that the human intuition is heavily influ-
enced by the media, and the exposure of the story (factors to be addressed in chapter 5). For 
several weeks bird flu was the headliner in the media and most of the articles and features 
presented to the public elaborated the consequences of a horror scenario, but left out the 
likelihood of such a disaster.  
 
Even though there is no doubt that the media’s presentation of the bird flu case has had a 
major impact on people’s perception of this event as a serious risk, other factors have been of 
importance as well. Where the media represents an external force influencing risk perceptions, 
internal factors are also of major relevance. These so-called intuitive heuristics can be very non-
rational, and in some cases they cause distorted risk perceptions;  
Recent psychological research has identified a number of general inferential rules that people seem 
to use in such situations. These judgmental rules, known technically as heuristics, are employed to 
reduce difficult mental tasks to simpler ones. Although valid in some circumstances, in others they 
can lead to large and persistent biases with serious implications for risk assessment [Slovic, 
2000:105].  
Because complexity is a common feature of today’s society it has also become a legitimate 
excuse for a ‘flawed’ risk perception – e.g. if people realize that their perception of a risk has 
been proven wrong, maybe by natural scientific discoveries. Instead of blaming our own 
perceptive abilities and inadequacies, Slovic claims that bad luck is an often used and accepted 
excuse. There are multiple reasons for people to develop such ‘unrealistic’ risk perceptions. 
One reason for people to develop a fear of something might depend on people’s ability to 
recall a similar incident. Furthermore, a vivid film might also influence people’s risk percep-
tion; ’Risk perception is derived in part from fundamental modes of thought that lead people 
to rely on fallible indicators such as memorability and imaginability’ [Slovic, 2000:118]. An 
aspect of these heuristics that might have a very damaging effect is overconfidence. Even 
though the influence of the media is very obvious in the bird flu case it can also be argued that 
it is a case of overconfidence in personal judgments. Such an overconfidence is not only a 
characteristic of laymen behaviour, but can also be evident in the expert environment where a 
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similar hype about natural scientific knowledge just as easily can be created, and hereby 
blinding the experts from thinking in more rational and probabilistic ways. 
 
Despite the fact that people’s risk perception is highly influenced by the surroundings such as 
social interactions, media coverage, and political decisions etc., Slovic emphasizes that initial 
belief systems are much more significant; 
People’s belief change slowly and are extraordinarily persistent in the face of contrary evidence. 
Once formed, initial impressions tend to structure the way that subsequent evidence is interpreted. 
New evidence appears reliable and informative if it is consistent with one’s initial belief; contrary 
evidence is dismissed as unreliable, erroneous or unrepresentative [Slovic, 2000:118].  
As this quote underscores, and as has been mentioned in the above, people tend to act 
eclectically - people only see what they want to see. All perceptions are being contextualised 
according to people’s prior belief system. Thus, disagreements on risks should not be expected 
only to disappear in cases where ‘evidence’ has been presented. This is not to say that people 
never change their mind - they do. But in order to do so, trustworthy information has to be 
presented15.  
 
Criticism of the psychometric approach has highlighted the tendency to reduce risk percep-
tions to the individual level;  
People tend to be positioned outside the cultural and political frameworks, relationships and insti-
tutions within which they construct their beliefs and engage in behaviours. In such research, indi-
viduals are therefore represented as atomized and self-interested, ideally behaving in response to 
their carefully considered calculations of risk as it affects them individually [Lupton, 1999, 23].  
The critique of the approach, even if it might not be the case (it can be argued that the 
approach does not depict individuals as merely atomized and self-interested), is still an impor-
tant factor to consider. Another point of criticism often raised, is that of solipsism. This point 
of view is equivalent claiming that all views of the world are equally valid [Rosa, 1998:22]. 
Such an approach will inescapably end out in indecisiveness and paralysis of action. Another 
shortcoming of the constructionist approach on risks is the possibility of political bias. Risks 
might be coined and determined by the most powerful, which does not leave much room for 
                                                 
15 A discussion on trust will appear in the following chapter. 
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other interpretations. A more elaborated discussion on the power relations in the context of 
risks will be addressed later.   
 
In order for a subjectivist approach to increase its influence on the political agenda and match 
up to the technically, natural scientifically based risk assessments, it is important to eliminate 
all prejudices and negative associations that are often connected with this approach. One 
important point is that risk perceptions are not necessarily individually founded, but can be 
created collectively and within a context.     
Risks – real, constructed or both? 
If there were hazards that were not perceived, then we would not know them. That we do know 
them, in some sense, proves that even real risks are perceived and that even real risks must be 
known via categories and perceptions. (.…)It makes no sense to talk about risks versus perceived 
risks, as if experts had some magic window on reality. Instead, we must deal with all hazards as they 
are perceived, even though (.…) they are not purely relative. We must focus on disputes over risk 
perceptions and attempt to ameliorate them and the controversy surrounding them [Shrader-
Frechette, 1991:84]. 
Risk is indisputably an inherent feature of society today. Risks are coupled with human 
intervention, and because of that, society is forced to deal with them accordingly. Whether 
physical or perceived they are present (in reality or mind) and thus, have to be acted upon; 
…risk has become an increasingly pervasive concept of human existence in western societies; risk is 
a central aspect of human subjectivity; risk is seen as something that can be managed through hu-
man intervention; and risk is associated with notions of choice, responsibility and blame [Lupton, 
1999:25]. 
…risk is a compound phenomenon consisting of different dimensions. On the one hand, it is cul-
turally, constituted cognitive scheme according which people not only experience, interpret and 
understand their world, but also orient their actions. (.…) On the other hand, risk refers to dangers 
or threats, which means a reality that entails potential adverse effects [Strydom, 2002:162]. 
The main problem is the general understanding of risks – whether they are predominantly to 
be understood as real or, on the contrary, as constructions. But the question is whether it 
makes any sense at all to keep up a sharp distinction between real and constructed/perceived 
risks? The answer to that question is not a clear-cut one, and it is important to highlight at 
what level this discussion is undertaken. There seems to be quite a big difference whether we 
are addressing risk conceptions at a theoretical or at a practical level. As it has been examined 
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above, approaching risk conceptions at a theoretical level might lead to the idea that it is 
possible to distinguish between the physical risks and the constructed ones. But at a practical 
level it seems rather problematic to make such an unambiguous differentiation while the same 
incident or event might be perceived and interpreted differently (as a risk or not) depending 
on both the context and the observer.  
 
Making a clear cut definition on risk seems absurd after discovering the complexity surround-
ing the field of risk, both on a philosophical/scientific theoretical level, and when dealing with 
risks in practice. The question is not whether risks are real or constructed. Instead, risks 
should be considered as real and constructed – simultaneously. This dissertation focuses on 
emerging technologies and the associated risks, which means that risks must be considered to 
contain elements of realness since the technologies are possible to ‘see’ and ‘touch’. Further-
more, technological risks are real in the way that people do die; ’Constructs don’t kill people 
(….)’ [Shrader-Freschette, 1991:30]. On the other hand, the human construction of risk should 
not be neglected. Something might be termed a risk even though scientifically not considered 
a risk. Examples in this area count the Three Mile Island incident that was perceived as a risk, 
but where no people were exposed to real danger. Another one is the case of the ‘mad cow’ 
disease (BSE) incident in UK, which created a hype and a fear that was unreasonably high seen 
from a scientific perspective [Pidgeon et al., 2003]. The point is that not only ‘real’ risks, which 
in some sense are certified by scientific explanations, should be considered and acted upon. 
Perceived risks are just as essential to address - if not even more - because these risks are what 
matters to the public. The challenge is to adapt a mediating risk understanding that considers 
the dialectics of risk.   
Diversity of risk conceptions 
Instead of differentiating between real and constructed risks it seems more obvious to speak of 
institutionalized versus alternative risk conceptions at a practical level. The institutionalized 
risk conceptions refer to those risk conceptions that have secured a foothold in society. 
Looking at how risks are approached in contemporary society it is clear that the natural 
scientific risk approaches are the more prevalent ones. In most cases, risks are being ap-
proached as physical objects possible to calculate, predict, rank, and prioritize. Addressing 
risks as tangible makes it easier to deal with them opposed to taking a more relativistic ap-
proach. Even though the role of natural science appears to have changed (argued in chapter 3), 
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and is being challenged by other spheres and realms of knowledge production, natural science 
is still an institutionalized discipline that is assigned with trust. The reason is that the institu-
tion of natural science offers plausible explanations, shows results, and because it is still 
striving to be objective.  
 
In opposition to the institutionalized risk conceptions we find the alternative risk conceptions. 
The only reason that I use the label ‘alternative’ is to categorize risk conceptions that are not 
(yet) institutionalized. The majority of these risk conceptions acknowledge that our definition 
and characterization of risks depend on e.g. psychological factors such as perception and 
interpretation which makes these risk conceptions appear as constructions. Though not fully 
institutionalized, alternative risk conceptions seem to be acknowledged and accepted by some 
bodies dealing with risks where e.g. public perceptions of risk through public participation are 
involved to supplement natural scientific risk calculations.    
 
A further distinction of risk conceptions might be the differentiation between professionalized 
risk conceptions and common ones. As it appears, we are dealing with risk conceptions at two 
different levels. The professionalized risk conceptions are very similar to the institutionalized 
ones and refer to the risk conceptions generated by experts. The use of expertise is a character-
istic feature of our society, which means that most decisions are being made with reference to 
expert knowledge [Wynne, 1996a; Wynne, 1996b]. Thus, the professionalized risk conceptions 
constitutes of risk understandings that are rooted in expertise claims, e.g. natural scientific risk 
assessments. The opposite of professionalized risk conceptions is what can be termed the 
common risk conceptions. My reason for using the term ‘common’ is to address risk concep-
tions at a micro-level. The general public generates risk conceptions through their individual 
perception and interpretation of a given incident or event; 
Beyond statistical probabilities and risk-benefit ratios, public risk perception is understood through 
a distinctive form of rationality, one that is shaped by the circumstances under which the risk is 
identified and publicized, the standing or place of the individual in his or her community, and the 
social values of the community as a whole [Fischer, 2005:55]. 
 These risk conceptions might be influenced by many factors such as expert knowledge, 
previous experiences, intuitions, cognitive processes, social relations and the like. The exis-
tence of common risk conceptions seems to be widely accepted, but they are not generally 
integrated when dealing with risks; the reason being the infinity of diverging but yet co-existing 
common risk conceptions. Another reason is emphasized by Brian Wynne and can be referred 
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to as ‘institutional ignorance’. According to Wynne’s approach, common risk conceptions in 
the shape of public risk perceptions are discarded and ignored by experts due to misunder-
standings; ‘The typical expert belief (….) is that the public craves certainty and zero risk, and 
mistakenly expects science to deliver it’ [Wynne, 2005:77-78]. Wynne’s point is that common 
risk conceptions are valuable and should be considered in the processes of risk management.    
 
Summing up, not only the existence but the co-existence of different risk conceptions has been 
acknowledged due to an acceptance that the process of knowledge production is not restricted 
to the field of natural science. In practice this means that natural scientific expertise is sup-
plemented with other knowledge claims and that unambiguous accounts of truth have been 
discarded. Throughout this chapter, characteristics of the different risk conceptions have been 
presented, though mainly through a focus on two contradicting positions. In order to attain a 
broader understanding of the diversity of risk conceptions it is necessary to address the context 
in which risk conceptions are generated. Thus, the next chapter will present and discuss some 
of the prominent and recognized factors that influence, shape or, arguably, even create risk 
conceptions.  
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CHAPTER 5 RISK CONCEPTIONS IN A CONTEXT 
As emphasized in the previous chapter, conceptions of risks range from approaches consider-
ing risks as physical and tangible objects to approaches regarding risks as constructions 
subjected to and dependent of human perception. What this chapter sets out to investigate is 
the context of those risk conceptions. The chapter deals with the different factors that give 
shape to and affect risk conceptions.  
 
One such factor that will eventually influence how risks are being understood and interpreted 
is the communication and presentation of risks; ‘… judgment about risk strongly depends on 
the way risks are presented (or framed) and communicated to the lay public’ [Schuler, 
2004:282]. The process of communication refers both to the more deliberate communication 
about risks (e.g. the media’s presentation of specific risk stories), but also to the more or less 
random risk discussions that appear amongst the public. Trust seems to be another unavoid-
able factor to consider when dealing with risks. Trust is essential in any process of communica-
tion, but is especially vital within the field of risk where trust is considered to be one (if not 
the only) mechanism to oblige the complexity and uncertainty characterizing this field.  
 
While the previous chapter was more concerned with the theoretical discussion on risk 
conceptions, this chapter will be more focused on risks in a context, and how risks are under-
stood and interpreted. Thus, the aim of this chapter is to further investigate and attain a more 
extensive view of the risk field by discussing different factors that might have an impact on risk 
conceptions. For this purpose the chapter will present, discuss and analyze different theoretical 
approaches all contributing to an understanding of the context of risk conceptions.  
The social amplification of risk 
The ‘social amplification of risk framework’ (SARF) was introduced in the late 1980’s. The 
main question that initiated the framework asked why relatively small risks or risk events, 
assessed through technical methods, often invoke strong public concerns, and in some cases 
have strong societal impacts. The answer that the founders of the framework came up with was 
that social factors have an impact on people’s risk perception; ‘…risk events interact with 
psychological, social, and cultural processes in ways that can heighten or attenuate public 
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perceptions of risk and related risk behaviour’ [Kasperson et al., 1988:178-179]. The frame-
work appeared as a reaction towards the controversies within the area of risk analyses. These 
controversies did not only count the disagreements between technical and social analyses, but 
also discrepancies within the field of social sciences itself and within the natural scientific risk 
approach. The SARF is an attempt to offer a mediating perspective where a sharp distinction 
between real and constructed risks is neglected;  
In the framework risk is conceptualized partly as social construct and partly as an objective property 
of a hazard or event. This avoids the problems of seeing risk in terms either of total relativism or of 
technological determinism [Rosa, 2003:376].  
According to the founders of the SARF, the idea of social amplification is considered a 
corrective mechanism; ‘…by which society acts to bring the technical assessment of risk more 
in line with a fuller determination of risk’ [Kasperson et al., 1988:179]. The very thought 
behind the framework is to create an integrative framework drawing on studies from fields as 
diverse as media research, psychological and cultural studies, sociology, and so forth in order 
to cope with the uncertainties characterizing the field of risks. In this way, risk conceptions are 
analyzed within a context.  
 
The main focus of the SARF is the communication of risks. According to the approach, the 
process of amplification starts with the observation of an event where specific characteristics of 
the given event is being selected and emphasized in the further process of communicating 
these interpretations [Kasperson, 1992:159]. The SARF argues that during this process, risks 
are communicated and perceived through risk signals, being variant images, signs and symbols. 
Such signals affect people’s perception of a given risk (e.g. seriousness and manageability of the 
risk). Central to the approach is how these risk signals are generated, received, interpreted and 
passed on;  
Such signals are subject to predictable transformations as they filter through various social and in-
dividual amplification stations. Such transformations can increase or decrease the volume of in-
formation about an event, heighten the salience of certain aspects of a message, or reinterpret and 
elaborate the available symbols and images, thereby leading to particular interpretations and re-
sponses by other participants in the social system. Amplification stations can include individuals, 
social groups, and institutions [Kasperson et al., 2003:15].  
As the quote shows, the framework is concerned with the process of amplification. Two major 
stages (amplifiers) are identified within this process; the one being the transmission of infor-
mation about risks to society and the other the response mechanism of society. Even though 
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the word ‘amplification’ does bring associations to something increasing, the concept of 
amplification within this framework covers both processes of intensification and attenuation. 
According to the approach, a risk event can increase in volume and range if the communica-
tion about it is intensified. An example is the British BSE16 incident from 1996, where the 
then health minister announced that there were evidence of a causative link between BSE and 
a new type of the Creutzfeldt-Jacob disease in humans. After this proclamation, the stories in 
the media exploded and the British responded by reducing their beef consumption drastically, 
which caused a crisis in the British beef production [Powell, 2001]. What this case shows, is 
how a process of amplification can introduce extension of impacts. Within the SARF this 
phenomenon is referred to as the rippling of impacts. The metaphor of a stone being thrown 
into a pond is used to illustrate how one incident can affect the surroundings immensely. This 
rippling of impacts does also refer to how the process of amplification can result in a con-
straining of impacts. But to find examples of this attenuation and constraining of impacts is 
much harder which is quite clear since the purpose is to cover up the story attached to the 
incident. Attenuation can either be due to disinterestedness from the media, a deliberate 
(political) attempt to hide something or maybe a lacking response and interest from society at 
large.  
 
As shown, the media17 plays a significant role in this communication process which is why this 
particular amplification station will be addressed further. With the expansion of the commu-
nication technologies, which now makes it possible to get a world update whenever and 
wherever, the media has become one of the main sources of information - if not the most 
important one. Not only do the media provide news, but it is also used as a forum where 
different opinions on different matters are expressed, whether it is by lay people, experts, 
politicians, and so on. Furthermore, the media plays a prominent and powerful role in the 
communication of risk, while most risks are not experienced directly by people but are, 
instead, mediated and communicated. Depending on the approach, stories of incidents can be 
either presented as a risk or not; 
                                                 
16 BSE (Bovine Spongiform Encephalopathy) is also better known as the ‘mad cow’ disease. 
17 No distinction between the different media channels will be highlighted in this chapter. Therefore, the concept of ‘media’ 
refers to television, radio, the internet, newspapers and the like – the ‘mass media’.   
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Attributes of information that may influence the social amplification are volume, the degree to 
which information is disputed, the extent of dramatization and the symbolic connotations of the infor-
mation [Kasperson et al., 1988:184, authors’ own emphasizing]. 
Of course the media is obliged to present ‘true’ stories, but the emphasis that a given incident 
or story is ascribed can more or less determine the perception of the incident. In this way, the 
media is biased, and has the ability to either intensify or attenuate a situation of risk by being 
selective in their media coverage.  
 
In some cases, media coverages of risks have caused distortion and misinformation about risks. 
Once again, I see the case of bird flu as a good example of this mechanism. Even though there 
is a risk of a pandemic breakout, the consequences of the disease are so far restricted com-
pared to other events like local conflicts. But the media has chosen to put great emphasis on 
this particular story which, in my opinion, has created hype about it. Furthermore, the media’s 
focus on bird flu has put the case on the political agenda and forced regulators to react. 
Similar risk stories such as the BSE incident and the accident at the Three Mile Island are also 
evident examples of the impact that the media has on risk perception. These cases are, in 
addition, examples of stigmatization. 
Stigmatization 
Another interesting phenomenon when dealing with the shaping of risk conceptions is 
stigmatization. Originally, the concept of stigmatization has connotations to religion. But 
recently the concept has been introduced to the field of technologies and risks, and is referring 
to; ’…something that is to be shunned or avoided not just because it is dangerous but because 
it overturns or destroys a positive condition; what was or should be something good is now 
marked as blemished or tainted’ [Slovic, 2000:341]. Stigmatization is a possible outcome of the 
amplification process, which then means that it is a result of the dynamic between the com-
munication to society and the response mechanism of society; 
…stigma (its mark and visibility) is not formed, generated or created in a vacuum. Rather, stigma is 
implicated from already existing ideas about how the world is socially constructed. Further, these 
ideas are embodied in concrete and recognizable risk objects that may, or may not be the ‘real’ 
causes of the hazards or perceived threat [Ferreira et al., 2001:298, authors’ own emphasizing].  
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In this way, stigmatization does not appear on the back of solely ‘real’ (physical) risks, but is a 
process highly related to people’s perception of risks.  The figure below illustrates how risk 
amplification and stigmatization is related. 
 
 
[Kasperson et al., 2001:20]  
 
As the figure shows, the process of stigmatization and risk amplification involves different 
phases. The figure differs between sources of stigma, how a stigma is shaped, and finally the 
effects and ripples of stigma. A stigma is basically founded on an event considered either 
directly dangerous or possibly risky. This means that within the first phase, negative attributes 
of the given incident are selected and receiving attention. These risk-related attributes are 
further highlighted through communication processes (e.g. media coverage, interpersonal 
networks etc.), which leads to a broader perception of the negative attributes throughout 
society – the social amplification of risk. The very shaping of the stigma depends on both the 
marking and the public perception, and the more risky, undesirable and untrustworthy the 
incident is considered to be, the more stigmatized the event becomes; …the visibility and 
salience of the offending or denigrated attribute is essential to the marking of the place, 
product, or technology’ [Kasperson et al., 2001:22, authors’ own emphasizing]. The process of 
marking involves selection of particular attributes, which simultaneously means a de-selection 
of other attributes. Finally, a stigmatization of a technology, place or product may bring about 
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ripples, meaning that the incident and the attributes associated herewith are affecting the 
surroundings. Such rippling effects might lead to behavioural changes [Kasperson et al., 
2001:19]. Examples of such rippling effects include nuclear-related accidents such as Cherno-
byl and the Three Mile Island catastrophe that have affected the general attitude towards 
nuclear power and how safe it is.  
 
But why does stigmatization occur in the first place? According to much of the literature 
dedicated to stigmatization; ’…stigma may be seen as the outcome of ignorance, prejudice, 
inconclusive scientific knowledge or lack of trust in experts managing the risk event, and 
appropriate stigma reducing strategies carried out in educational terms’ [Ferreira et al., 
2001:297]. In this way, stigmatization is the result of widespread fears and a concern about 
risks from technology. But as Slovic further emphasizes, stigmatization is not an inevitable 
outcome of technological development. Instead, stigmatization occurs when an accident or 
hazardous incident takes place or if expectations are not met [Slovic, 2000].  
 
Stigmatization is thus a very powerful process and can affect technologies, products and even 
geographical places18. As these discussions point to, the media plays a prominent role as a 
social amplification station in the process of stigmatization;  
Risk and risk events compete to scarce space in media coverage, and the outcome of this competi-
tion is a major determinant of (a) whether a risk will undergo social amplification or attenuation in 
society’s processing and disposition of the risk, and (b) whether the risk becomes central to the 
stigmatization of the place [Kasperson et al., 2001:22]. 
                                                 
18 A clear example of stigmatization of a geographical area and a rippling of impacts is the one referred to as the Goiânia 
incident. Goiânia is a city in Brazil that in 1987 faced a radiological accident. Even though the accident involved only a few 
deaths and limited contamination of the area, the impacts of the incident were massive. At first, the whole incident did not 
receive much attention, but due to rather exaggerated television reportage, extraordinarily public concerns developed. In the 
aftermath of the catastrophe, the area of Goiânia experienced a stigmatization of the area which the extensive media coverage 
contributed to. Export of agricultural products from the region dropped heavily in fear of contamination even though 
contaminated food products were never detected. Further, the area used to be visited by many tourists, but in continuation of 
the accident, people stayed away from the place. Even the local Goiânia inhabitants experienced the stigmatization. There 
have been reported incidents where cars with Goiânia licence plates have been stoned and an episode where Goiânia residents 
were banned from aircrafts. Finally, nuclear energy as a whole in Brazil became subject to scrutiny [Kasperson et al., 2003:33-
34]. There are plenty of other examples like Goiânia where places have experienced stigmatization; Chernobyl probably being 
the most famous one. But as mentioned, stigmatization of a whole technology might also occur. Nuclear energy is what comes 
closest to be a stigmatized technology, which is apparent by considering the negative connotations ascribed to the technology. 
Gene technology can also be argued to have become subject to stigmatization in that the technology in general have become 
unpopular. Within an emerging technological field like nanotechnology, similar tendencies to stigmatization can be 
identified, which will be addressed in chapter 4.  
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Recognizing the importance of the media does not mean that this institution alone takes the 
credit for processes of stigmatization. Stigmatization has been practised (maybe not to the 
same extent) long before the media became a common feature of society. 
 
This acknowledgement of the process of stigmatization being a dynamic one affected by 
multiple actors and factors has also influenced how strategies for dealing with stigma are 
designed. Since the stigmatization takes place at a macro-level – as an aggregate of commonly 
shared risk perceptions - the strategies for dealing with stigmatization are developed on a 
political level. Kunreuther & Slovic operate with four general guidelines for coping with 
stigmatization [Kunreuther & Slovic, 2001:341-346] that I will comment on in parallel with 
the presentation of them.  
 
The first strategy proposes a prevention of the occurrence of stigmatizing events. This strategy 
is a proactive one, but might not always be an option as not all future hazards are predictable. 
In cases where the possibility of a risk event is spotted, a prevention of occurrence might be a 
matter of political prioritizing and economy. This emphasizes that the occurrence of stigmatiz-
ing is a question of selection and that factors such as power, interests, and values might be 
influential on the outcome. The second strategy suggests reducing perceived risk, and thus 
evolves around the public and their perception of risk. In order to avoid misconceptions of 
risks which are what reducing perceived risk is about, the strategy must be to inform and 
educate the public. But what does misconceptions refer to, and is it at all possible to speak of 
right and wrong risk perceptions? Experts representing the field of natural science might claim 
to hold the ‘true’ risk conceptions, but since human perceptions are influenced by other 
factors than external information (e.g. experiences and cognitive processes), changing how 
risks are perceived becomes quite a difficult task. Strategy number three is closely related to 
the second strategy except that this strategy operates at a different level. The aim is to reduce 
the number of stigmatizing messages and their social amplification, which means that the very 
communication of the stigmatized event or incident should be reduced. Since the communica-
tion of risks is mainly attended to by the media; the field of natural science; and political 
organizations and institutions, these actors need to be supervised and possible controlled in 
order to avoid misunderstandings and non-true stories on risk. Again, therein lays a problem 
in defining when something is a misunderstanding and non-true, but as a guiding principle it 
should be if something or somebody is stigmatized without any acceptable and well-argued 
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reason. The last strategy is a reactive one focusing on reducing the impacts of stigma. This 
strategy presupposes that the process of stigmatization has already taken place and includes an 
addressing of the rippling effects. Whereas the three other strategies are concerned with the 
avoidance of stigmatization, this strategy addresses the minimization of the stigma. The 
strategies above are all very general which makes it important to remember that the context of 
the stigmatization is essential to incorporate in the strategy. Thus, how all these strategies are 
implemented in practise depends on the specific stigma and whether we are dealing with a 
stigmatized product, technology, person or geographical place.  
 
Summing up the discussion on stigmatization, it is evident that it is a very powerful process, 
and in cases of technological stigmatization, rippling effects might affect the public opposition 
towards new or similar technologies. Stigmatization constitutes a significant factor influencing 
the development and acceptance of further technological innovations and hereby political 
decisions on technological matters. This emphasizes that the perceptions of risk are inevitable 
and must be considered when dealing with risks while they contribute to the shaping of risk 
conceptions.  
Risks and trust 
One prominent reason for technologies and such to become stigmatized is the lack of trust. 
Thus, this section will take a closer look at the mechanism of trust and its interrelatedness 
with risk perceptions and conceptions.  
 
If those assigned to the management and regulation of a specific hazard is being met with 
distrust, then there is a great possibility that the public will become frustrated and frightened, 
and hereby contribute to a process of stigmatization; 
If high levels of trust exist in those responsible for risk management, risk events may undergo only 
limited social amplification in media coverage and public perceptions. But if reservoirs of social 
trust have been drawn down, or worse yet if active distrust prevails, then even small events may 
generate high levels of public concern, particularly if the risk is one that publics fear [Kasperson, 
2001:23].  
Dealing with risks, uncertainty and complexity automatically leads to a discussion of trust; 
Uncertainty, vulnerability and the possibility of avoiding risk or of making a choice based on 
judgement, are seen as necessary conditions for the existence of trust. In order to trust, the actor 
needs some information. Under perfect information, it would be a question not of trust but of ra-
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tional calculation. If there were no information, it would be a case of faith or gambling [Blomqvist, 
1997:283].  
The notion of trust is especially prominent within the field of sociology where social relations 
are at the centre of attention, and where many different definitions of the concept have 
developed. Trust is argued to be an ongoing, continuous basis for all social relations, meaning 
that trust is social (a property of groups) and not socio-psychological (a property of individuals) 
[Earle & Cvetkovich, 1995:22]. Trust is generated; bestowed or dismissed in many different 
contexts. On the back of this, Renn and Levine have suggested five components of trust: 1) 
Perceived competence, 2) Objectivity, 3) Fairness, 4) Consistency, and 5) Faith [Renn & Levine, 
1991:179-180]. One or all of these attributes are addressed in situations where trust is at stake.  
 
Trust has become an indispensable action in today’s society as it enables action in situations 
where no control can be gained; ’Trust, (….), may be regarded as a means of dealing psycho-
logically with risks that would otherwise paralyse action or lead to feelings of engulfment, 
dread and anxiety’ [Lupton, 1999:78]. In this way, trust is regarded as an alternative to control. 
Furthermore, the functionality of trust – reduction of complexity – is crucial in a society where 
uncertainty is a prerequisite;  
Trust reduces social complexity by going beyond available information and generalizing expecta-
tions of behaviour in that it replaces missing information with an internally guaranteed security. It 
thus remains dependent on other reduction mechanisms developed in parallel with it, for example 
those of law, of organization and, of course, those of language, but cannot, however, be reduced to 
them. Trust is not the sole foundation of the world; but a highly complex but nevertheless struc-
tured conception of the world could not be established without a fairly complex society, which in 
turn could not be established without trust [Luhmann, 1979:93-94]. 
Despite the fact that trust has been proclaimed as the mechanism to reduce complexity there 
are no guarantees that trust will ensure a reduction of complexity. The opposite result might 
also occur while trust entails a higher degree of freedom that then again might enhance 
complexity further.  
 
Luhmann, Giddens and Beck all recognize complexity as an inherent feature of society. The 
challenges that both society and natural science are facing (cf. chapter 3) have led to an 
expansion and contextualization of what Giddens refers to as the structure of expectations. In 
this way, trust is inescapably linked to expectations. According to Giddens; ‘Trust may be 
defined as confidence in the reliability of a person or system, regarding a given set of outcomes 
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or events, where that confidence expresses a faith in the probity or love of another, or in the 
correctness of abstract principles (technical knowledge)’ [Giddens, 1990:34]. 
 
The problem with trust being linked to expectations is that when expectations are not being 
met, trust disappears and distrust occurs. In this way, trust always induces a possibility of 
mistrust;  
Trust (.…) always bears upon a critical alternative, in which the harm resulting from a breach of 
trust may be greater than the benefit to be gained from the trust proving warranted. Hence one 
who trusts takes cognizance of the possibility of excessive harm arising from the selectivity of 
other’s actions and adopts a position towards that possibility [Luhmann, 1979:24].  
According to Luhmann, distrust is not the opposite of trust, but instead a functional equiva-
lent for trust. This means that trust, as well as distrust, is a strategy to choose. Trust is a 
strategy for reducing complexity, but involves taking a risk. If on the other hand trust is 
rejected as an option, the original complexity is restored. In this way, mistrust can be regarded 
as a strategy;  
Anyone who does not trust must, therefore, turn to functionally equivalent strategies for the reduc-
tion of complexity in order to be able to define a practically meaningful situation at all. He must 
turn his expectations into negative ones, and so must, in certain respects, become distrustful 
[Luhmann, 1979:71].  
But whether or not it is a well-chosen strategy might be up for discussion. If a surplus of 
complexity is generated due to the choice of distrust, too many demands might face the 
individual and make him/her incapable of action.  
 
Even though trust and distrust can be regarded as equivalents, the relationship between the 
two strategies can be characterized as rather asymmetric. Trust is created rather slowly, and can 
be destroyed immediately by a single event or mishap. This feature of trust is referred to as the 
‘asymmetry principle’ [Slovic, 2000:319]. There are several reasons why this principle of 
asymmetry is dominant when it comes to trust. One reason is that there is a tendency that 
negative incidents (trust-destroying) are more prominent and noticeable than the positive ones 
(trust-building). Negative incidents are often much more well-defined and tangible like acci-
dents, errors and lies, whereas the positive events are more fuzzy. Another argument for the 
asymmetry principle is that the negative incidents are more likely to be emphasized and 
highlighted compared to the positive events. Such a claim is evident looking at any news 
program where most of the stories focus on disasters, conflicts and disputes than on positive 
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findings. A third reason that Slovic draws attention to, is the tendency that sources to bad 
news seem more reliable than good news. And finally, if mistrust has already arisen it will tend 
to expand and intensify [Slovic, 2000:320-323; Blomqvist, 1997]. In this way, trust is very 
fragile and should be nursed and protected if initially achieved.   
 
In Luhmann’s analysis of trust, special attention is also bestowed to expectations and the 
future; ’To show trust is to anticipate the future’ [Luhmann, 1979:10]. Luhmann’s work is 
characterized by dealing with distinctions when defining a concept, and trust is no exception. 
In his effort to define the concept of trust, a distinction between trust and confidence is made. 
According to Luhmann, confidence is a necessity for people to live a life without being in a 
permanent state of uncertainty. On the contrary, trust can be argued to presuppose a situation 
of risk; ‘If you do not consider alternatives (.…), you are in a situation of confidence. If you 
choose one action in preference to others in spite of the possibility of being disappointed by 
the actions of others, you define the situation as one of trust’ [Luhmann, 1988:97]. Another 
notion that Luhmann operates with is familiarity. Familiarity is closely linked to trust, and 
both concepts are characterized as complementary ways of dealing with complexity [Luhmann, 
1979:20]. But despite the close relation, the two concepts differ:  
Familiarity is an unavoidable fact of life; trust is a solution for specific problems of risk. But trust 
has to be achieved within a familiar world, and changes may occur in the familiar features of the 
world which will have an impact on the possibility of developing trust in human relations. Hence 
we cannot neglect the conditions of familiarity and its limits when we set out to explore the condi-
tions of trust [Luhmann, 1988:95]. 
However, Earle & Cvetkovich has challenged the idea that familiarity is closely linked to trust. 
They introduce the concept of cosmopolitan social trust where familiarity is dismissed. 
Instead, there is a tendency to suspect the familiar and trust what is different and unknown 
[Earle & Cvetkovich, 1995:115]. In this way the cosmopolitan social trust demands change 
and liberation from the familiar and enables people to deal with complex societal problems 
and move towards the uncertain future; ’Cosmopolitan social trust is multiple, created in the 
emergence of new combinations of persons and groups. These new combinations are based on 
new sets of values that are constructed for the solution of specific societal problems’ [Earle & 
Cvetkovich, 1995:125]. This way of thinking might be useful when dealing with uncertainties, 
but is the concept of cosmopolitan social trust a choice to be made, or does the complexity 
society face force us to trust the unknown future?  
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To put these discussions of trust in a risk context, it is evident that the need for trust has 
enhanced in sync with the increasing focus on risks. This tendency has been quite obvious 
when dealing with technological risks and examining the corresponding natural scientific 
field. Trust is essential for natural science as an institution whose main task is to simplify the 
complexity of the world through different methods. But as argued earlier in this thesis, natural 
science is facing challenges. Not only is certainty in short supply, taking a closer look at the 
natural scientific findings that drive emerging technologies, but also exterior conditions have 
changed. The public has in some cases become more sceptical towards natural scientific results 
[Wynne, 1996a; Wynne, 2005]. This is especially evident in cases where either uncertainty 
rules or where a disagreement between experts has developed. In those situations, the field of 
natural science can do nothing but appeal to the public as trustworthy and hope that trust can 
be granted. In this way, not only risks, but trust as well has become an inherent feature of 
contemporary society. This has not only been realized at a theoretical level, but is recognized 
by e.g. the OECD;  
In today’s world, it is impossible to handle risk without the essential ingredient of trust. When the 
public does not feel that trust, there tends to be overreaction in the form of panic and stigmatisa-
tion of certain products or technologies – indeed, a heightening of risk. The BSE crisis in Europe 
in the 1990s demonstrated that lost trust can drive a wedge between the ‘rational’ risk policies 
promoted by experts and the expectations of the public [OECD, 2003:271].  
As I have argued throughout this thesis, risk conceptions co-exist due to changes in the 
relation between society and the field of natural science. The co-existence of risk conceptions 
might indicate that all risk conceptions are equally valuable – in principle! But this looks very 
different in practice. I would characterize the realm of risk conceptions as a battlefield where 
different actors fight to define risk according to their world view. These actors include among 
others the media, natural scientific experts, industries, and political organizations and institu-
tions. They might all have an interest in deciding what to consider a risk or not, which is why 
they attempt to point out their risk conception(s). All actors and institutions taking part in 
this process rely heavily on trust. In this way, trust seems to be a significant factor shaping risk 
conceptions and equally influencing whether a given risk conception is accepted or not. Power 
relations are another determining factor when addressing the battle of defining risk concep-
tion which I will return to later in this dissertation.   
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The role of narratives 
In the communication of technological risks as in every other cases of communication, the 
creation of stories, or narratives as they are also referred to, is a well-known method to simplify 
and accentuate messages; ’Narrative occurs in interaction, it informs and shapes action, and 
makes action into something memorable’ [Deuten & Rip, 2000:67]. What characterizes the 
use of narratives is that this kind of projection is far from objective. But since this subjectivity 
is accepted as an inherent feature of narratives, this specific method of communication is 
highly recognized. Narratives tend to develop in cases where knowledge on a particular matter 
is scarce. In this way, there is room for the narratives to evolve more independently because 
they can bend the ‘truth’. These findings emphasize why narratives play a prominent part in 
the communication of emerging technologies. As earlier noted, emerging technologies are 
associated with much uncertainty, complexity, and insufficient knowledge which makes it 
perfect to create stories about them. Because facts and truths are in short supply, it is possible 
to generate many different and equally valid narratives19.  
 
Creating narratives around emerging technologies have different functions, but the main 
purpose is to define the technology; generate meaning around it. Further, narratives are created 
in order to simplify complexities. This process of simplification is not only evident in the 
creation of narratives of emerging technologies, but is a well known practice used within the 
realm of pedagogy, business management etc. Returning to the subjectivity, the narratives 
comprise emotions and express a value which also makes them chiefly normatively grounded 
in the way that they dictate and guide action [Earle & Cvetkovich, 1995:130-135]. Thus, 
narratives can be very persuasive if they are interpreted as very consistent and believable.  
 
A narrative presents a point of view. This means that a narrative is a representation of the 
perspective that the creator of story beholds – the storyteller (does not necessarily refer to a 
specific person, but can be an institution or the like as well). One event might generate 
numerous stories because it depends on the individual’s interpretation of the given incident, 
and how it is further communicated. In this way, the creation of narratives is a process of 
                                                 
19 The existence of equally valid narratives is of course only a principal matter. In practice it depends on who is more 
persuasive and powerful. 
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selection where some things receive more attention than others. Even though the amount of 
different narratives on a given event might be numerous it is possible to make a distinction 
between the positive stories and the negative ones [Thyssen, 2003]. This categorization of types 
of narratives has been further divided by Nye who points out six kinds of narratives that are 
related to technology [Nye, 2004:171]. Nye still maintains the dichotomy between the positive 
and negative narratives, which he refers to as the utopian and the dystopian narratives respec-
tively. In relation to the term ‘utopian’, three types of narratives can be identified. First we 
have the so-called ‘natural’ narratives, which are those that present technologies and the 
technological developments as a natural and inherent feature of society. The second category 
constitutes the ‘ameliorative’ narratives which present technology and technological develop-
ments as highly beneficial to society. In this rather technophile perspective, new technologies 
improve the everyday life. The third kind of utopian narrative that Nye deals with is referred 
to as the ‘transformative’ one. These kinds of stories are very closely related to the ideology of 
technological determinism considered in chapter two, while transformative narratives argue 
that social reality is shaped on the basis of technological developments. In this sense, technol-
ogy and technological developments are the overall imperative of society. Moving to the other 
side, the dystopian narratives have a much more pessimistic attitude towards technologies, 
obviously. One type is named the ‘hegemonic’ narratives that refer to the power relations 
which are intrinsic to technological developments. According to such stories, technologies are 
means of gaining and maintaining control over others. The second dystopian kind of narrative 
is the ‘satiric’ one. These stories emphasize the uncertainty of the technologies, arguing that 
technological developments might, unexpectedly, make life worse or lead to the reverse of 
expected outcomes. The last narrative to address is very clear-cut in its position. The ‘apocalyp-
tic’ narrative does not hesitate to declare technologies and technological developments as the 
agents of total destruction. 
 
How narratives of a given incident are created, and what perspectives these narratives repre-
sent, have a major impact on the risk conceptions. It is obvious that a story which is emphasiz-
ing the positive elements of a given technological development will downplay the possibilities 
of risk, maybe arguing for a zero risk technology. Correspondingly, creating a dystopian 
narrative around the same technological development will create a very different perception of 
the impacts of the technology. From a pessimistic perspective, the potential and very likely 
risks associated with the technological development will be clearly stressed. This supports the 
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claim that incidents or events can be either amplified or attenuated depending on the perspec-
tive of the story that is created around them. In cases where there is a majority of pessimistic 
stories connected to a given technology we might even identify stigmatization. As pointed out 
earlier, this means that the stories contribute immensely to a blemishing of the given incident 
or technology. A quite opposite outcome might be termed a ‘glorification’ which refers to a 
process where an overwhelming share of narratives is emphasizing the possible benefits of e.g. 
a technology. Thus, creating narratives through a selection of what risks to emphasize and 
what to neglect is a very powerful tool while risk narratives might lead to the creation of risk 
conceptions. 
 
But then who are creating the narratives? As earlier mentioned, the media plays a great role in 
communicating events to the public in general. And due to the media exposure in society, the 
media is considered as one of the main storytellers. Their portrayal of a technological devel-
opment or incidents (or whatever it might be) affects how public opinions and possible risk 
conceptions are generated. This is not to draw conclusions that the media is a homogenous 
object, but just to emphasize that the media, as a general concept, is quite powerful in this 
matter. Of course, the individuals create their own stories, but these stories are composites of 
interpretations of the narratives that are presented to them coupled with their individual 
experiences, values and such. Furthermore, the issue of trust is highly relevant on this matter. 
If the narratives (or even the ones creating the narratives) presented to the public seem 
untrustworthy, the stories will not be accepted, and the storyteller will not pass on the mes-
sages. Creating trustful narratives is therefore essential to stay in charge of the defining of 
‘reality’. Besides the media, there are several other relevant agents creating narratives that 
should be mentioned. The industry, the political institutions, experts - or to sum up; the most 
powerful institutions in society - are also creating stories because they can. The key word here 
is power. To put it rather rough; those that control the narratives control the public percep-
tions. And the actors who are able to manipulate the public perception are the same actors 
who control society and the direction of the development. Thus, risk conceptions are highly 
influenced by those who create the more persuasive narratives.   
The context of risk conceptions 
As this chapter has showed, risk conceptions rely heavily on the context. The context is not a 
rigid term, but depends on many different factors. Some of these have been presented and 
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discussed above and what they all seem to share is how risk conceptions depend on communi-
cation. Communication should in this sense be understood as a process of information flow. 
This means that risk conceptions are genuinely shaped by presentation, reception, understand-
ing and interpretation of different pieces of information. Whether an individual or collective 
‘chooses’20 to interpret something as risk depends on multiple factors. Since it is impossible to 
address the infinity of factors giving shape to risk conceptions, a general understanding of 
these dynamics is essential in order to address the co-existence of risk conceptions. Even 
though risk conceptions might be individually shaped, collective risk understandings do exist. 
This is evident in the cases of BSE and the bird flu where there seems to be a general belief 
amongst the public that these incidents pose a risk to society. This highlights that the commu-
nication (narratives) surrounding these cases appeared to be trustworthy or even real to the 
public. Even though people’s individual risk perception might be very differently shaped, there 
is good reason to reject the individual perspective and focus on the more or less unanimous 
and collective risk conceptions.  
 
This chapter has examined and discussed some of the factors that are highly influential when 
it comes to the shaping and creation of risk conceptions. I have further acknowledged that 
though it is possible to speak of co-existing risk conceptions, some risk conceptions seem to be 
more prevalent in society than others. This leads to the next chapter where focus is turned 
towards how we approach emerging technologies and deal with technological risks in contem-
porary society.     
 
 
 
 
                                                 
20 Whether it is possible to speak of a real choice is another discussion. First of all, people are unconsciously subjected to prior 
beliefs that are again influenced by earlier incidents. And secondly, ‘choices’ might be forced upon people by more powerful 
people.   
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CHAPTER 6 QUESTIONING RISK MANAGEMENT IN 
CONTEMPORARY SOCIETY 
So far I have discussed the co-existence of risk conceptions (background, predispositions, 
characteristics, and contexts) at a theoretical level. This chapter sets out to examine how 
emerging technologies and the possible associated risks are responded to and reacted upon in 
contemporary21 society. This means that the thesis now will address the more practical level of 
approaching technological risks within a western context.  
 
Emerging technologies are subjected to specific features such as complexity, uncertainty and 
insufficient knowledge, which make them all so more difficult to cope with. Furthermore, the 
co-existing and quite diverse risk conceptions influence on how to approach the field. Taking 
these conditions into account, the aim is to examine how risks and risk conceptions are dealt 
with in contemporary society (risk management) thus questioning the way technological risks 
are approached and pointing out problems and needs for re-thinking. Thus, the chapter will 
initially provide a characteristic of contemporary technological risks to give an idea about what 
we are dealing with. Next step addresses how factors such as ‘expectations’, ‘trust’, and ‘power 
relations’ affect what risk conceptions that become predominant. This will be ensued by a task 
to scrutinize the very methods and approaches used to cope with technological risks in con-
temporary society, which leads to a critique of the traditional risk approaches and encourages a 
need for re-thinking. The end of the chapter will present and discuss ideas for re-thinking risk 
management, something which the OECD has suggested.  
Characteristics of contemporary technological risks 
The risks that gain more attention today, considering what is on the political agenda and what 
stories the media present, are the risks that can be coupled with technology – the technological 
risks. These emerging technological risks demonstrate that the speed and the persuasiveness of 
technological change have radically new aspects compared to previous technologies. According 
                                                 
21 My use of the term ‘contemporary’ refers to my focus on current situations. Thus, I am occupied with the features of 
society, emerging technologies and risk conceptions in the beginning of the 21st
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to a report from 2003 released by the OECD, the very nature of technological risks can be 
argued to have changed significantly: 
…next-generation technologies often entail a modification of living matter. Combined with the 
continued increase in capacities for computing, transmitting and storing information, they repre-
sent a potential for transforming humans and their environment that probably has no precedent. 
At the same time, they are capable of interacting far more closely than ever before with the living 
environment. They are often self-replicating, or might be relatively easy to access once their devel-
opment is completed (.…). Therefore, they might diffuse easily, and trigger long-term evolutions 
that are extremely difficult to predict [OECD, 2003:46]. 
Despite the variety among these contemporary technological risks they seem to have some 
features in common. Uncertainty is an obvious factor when speaking of risks in general and 
technological risks in particular; ’…uncertainty signifies that one knows the kind of things that 
might happen but not the probability of their occurrence (.…)’ [Douglas & Wildavsky, 
1982:22]. In cases of new developing technologies, both potentials and risks associated with a 
possible implementation are often hard to identify. Dealing with technologies that are not 
entirely controllable makes it impossible to predict all possible outcomes. This is evident in 
the case of both nanotechnology and biotechnology where natural scientific methods have 
shown inadequate in forecasting e.g. how humans and environment react when exposed to 
nanoparticles, and what environmental impacts the release of GM crops will have. 
 
Another feature of technological risks is irreversibility. If e.g. nanoparticles are released in 
nature they can never be un-released. But is irreversibility a concept that only applies for new 
technologies? Looking at the essence of the concept the answer has to be no. There is no such 
thing as a pristine situation to return to in any situation. But in many cases of risks it is 
possible to make some kind of damage control and return to a situation very similar to the 
point of departure. For instance, if somebody breaks a leg in a traffic accident it is possible to 
get a treatment that heals the leg so it feels ‘as good as new’. This is possible because we have 
methods to fix legs in a way that we would almost never have known it had been broken. 
Thus, irreversibility is a distinct feature of new technologies where no methods to overturn or 
deal with the situation may be created. 
 
A third feature of emerging technological risks to be highlighted is that they can be character-
ized as involuntary in most situations. The keyword in this matter is control. Who is in control 
of the risk, and who is not? People can be subjected to risks that they have not themselves 
decided to engage in [Conrad, 1980:257]. Niklas Luhmann has dedicated a part of his work 
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specifically to this matter of risks and how they are related to decision-making. According to 
Luhmann, risks can be attributed to decisions; ’Risk is conceived as the possibility of triggering 
unexpected, unlikely and detrimental consequences by means of a decision attributable to a 
decision maker’ [Luhmann, 1993: back page]. In this sense, Luhmann is paying attention to 
power relations and the increasing gap between those people taking part in the process of 
decision-making, and those excluded from this process, yet still affected by consequences of 
the decisions. Looking back at the Chernobyl case, the risks associated with the breakdown of 
the reactor where acknowledged by many European countries (because of the wind, the atomic 
fall-out did not only affect Ukraine and its close surroundings), even though none of these 
countries never accepted that risk. The same is evident in the case of GM crops. Despite the 
fact that Denmark and four other European countries in 1999 made a moratorium that 
blocked for new approvals of the marketing on genetically modified products, the import of 
e.g. GM soy beans continued, and presented an involuntary risk to Danish consumers22. These 
findings support the hypothesis of Beck emphasizing that risks have gone from local to global 
[Beck, 1992]. According to an OECD report, emerging risks are put in a context of connect-
edness referring to the development within the fields of e.g. communication, information and 
transport technologies which has reduced distance to an insignificant factor when dealing with 
risk. This development has both positive and negative impacts. On the one hand, this con-
nectedness makes it easier to know about and reach victims of disasters, but on the other 
hand, the channels through which risks propagate might multiply [OECD, 2003:44].  
Expectations, trust and power  
The perception of technologies and their associated risk conceptions are highly dependent on 
expectations. Expectations might either be based on predictions or probabilities withdrawn 
from available natural scientific knowledge or, if there is no actually knowledge, they might 
become detached and take on a life of their own [Selin, 2006]. The latter outcome is the more 
                                                 
22 Danish consumers reacted on this by boycotting products from Monsanto and demonstrating at the harbour of Aarhus 
where containerships with the genetically modified soy beans arrived back in December 1996. Monsanto is a large American 
company producing gene modified crops and other GM related products. The company has been an influential actor in the 
whole GM debate in the end 1990s and the beginning of the new century [Aktuelt, 13th December 1996; Berlingske Tidende, 
13th December 1996; www.biotik.dk].    
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frequent one considering emergent technologies subjected to uncertainty and complexity. In 
these cases, the expectations become claims or visions about an uncertain future;    
Technologies take on a special kind of social meaning when they are new. As they emerge in vari-
ous social contexts, modern technologies become the focus of intense political, economic, cultural, 
and even emotional investment. A so-called new technology is the object of fascination, hyperbole, 
and concern. It is almost inevitably a field onto which a broad array of hopes and fears is projected 
and envisioned as a potential solution to, or possible problem for, the world at large. Technological 
development is one of the primary sites through which we can chart the desires and concerns of a 
given social context and the preoccupations of particular moments in history. The meanings that 
are attributed to new technologies are some of the most important evidence we can find of the vi-
sions, both optimistic and anxious, through which modern societies cohere [Sturken & Thomas, 
2004:1]. 
Creating expectations about the future is a very powerful tool when visualized as narratives 
with the purpose of shaping the future [Selin, 2006]. Of course then we speak of expectations 
at a more general level, e.g. expectations generated at a political level. The use of expectations 
can be regarded as a tool not only to persuade people of what the future is going to be like, but 
also to shape how the future is actually going to be; ‘Expectations are claims about an uncertain 
future which are put into circulation. They get articulated, become available as part of a repertoire, and 
become embodied. The future is made co-present through expectations’ [Rip, 2005]. The creation of 
expectations might lead to further expectations building on the former ones, and in this way a 
type of path-dependency can been constructed. Even though the expectations might not even 
draw on any specific scientific knowledge but only representing hopes or fears of the future, a 
consolidation of the expectations might create visions of the future that are largely accepted. 
And once expectations about the future has been defined and accepted, action leading in this 
direction is required [van Lente, 2000]. In this manner, expectations are, (politically), often 
used to create visions about technologies that ultimately guide the development of technolo-
gies; ’Expectations exert a productive and necessary force in the advancement of new technologies in 
our everyday comprehension of where we are going’ [Selin, 2006:5]. If the presented expectations 
and the generated future visions are embraced by society at large, they might determine how 
given technologies turn out in the future. 
 
Expectations might both be coupled with negative and positive outcomes, but the term 
‘expectations’ is mainly giving associations that something positive can be anticipated from the 
future. Positive expectations regarding emerging technologies and their further development 
might be detected in very different areas. Both at the political level and within the industrial 
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field positive expectations about certain technological developments are almost always linked 
with massive economic investments. Emerging technologies associated with high expectations 
that have been backed up by enormous sums of money include information & communica-
tion technologies (ICT), biotechnology and the like. At the moment, nanotechnology is the 
new focus area, which is evident looking at the multiple political initiatives, and strategies that 
have arisen within the past 5-10 years23. Massive investments in the field further witness that 
nanotechnology is associated with great expectations, which will be addressed more specifically 
in chapter 8.    
 
Whether such expectations are largely accepted depend on the relations of trust between the 
creators of the future visions and those who can be termed as the ‘recipients’ of the visions. 
Looking at the past, natural science as an institution has eagerly contributed to (if not been in 
charge of) the creation of expectations about the future. This position of natural science was 
(and in some cases still is) a result of the trust being ascribed to the institution. But as dis-
cussed in chapter 3, natural science seems to be loosing ground when it comes to defining 
‘truth’ and gaining trust. According to Ravetz, a public mistrust of natural science has emerged 
around the turn of the millennium. This growing mistrust can be linked to the insufficiency of 
natural science that has materialized due to the uncertainties inherent to emergent technolo-
gies;  
There is a sense among the public that science has failed to provide protection from new dangers, 
many of them generated by science itself. And worse, science (as an institution related to govern-
ment and commerce) has failed to acknowledge its responsibility either for their creation or for its 
failure to protect [Ravetz, 2005:44]. 
The declining trust in natural science as an institution has enabled other institutions to 
compete for the creation of futures in order to receive trust from the general public. In 
contemporary society these actors include expert scientist, which have the specialist scientific 
knowledge of the physical qualities and properties of the risk issue; regulators charged with 
implementing society’s framework of governance; interests groups counting stakeholders with 
an explicit interest in the issue; the general public who are the onlookers to the risk issue; and 
the media which is communicating risk information, and influencing risk agendas [Macgill & 
                                                 
23 The western countries are competing to become the leading nation of nanotechnology, but also some of the Asian countries 
(especially Japan) seem to follow the same path.  
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Siu, 2004:331]. Within all these spheres different expectations about the future is generated. 
As with natural science, the different groups would hardly ever offer a unanimous estimation 
of threats and risks considering the existence of different groups of experts that have different 
interpretations and different judgements [Lidskog, 1996]. Thus, views of today’s society 
projects an image of a co-existence of different potential futures with all these diverging visions 
containing dissimilar risk conceptions. Whether or not a future vision is being trusted de-
pends both on the knowledge available in the area, our prior beliefs and our interpretation of 
the expectations [Slovic, 2000]. If certain future visions and expectations are being broadly 
accepted and trusted, society will move towards a fulfilment of these expectations in order to 
realize the future envisioned. Achieving trust does in other words mean achieving power to 
decide. On the other hand, power might be a prerequisite to obtain trust in the first place.   
 
Though some institutions (e.g. the natural scientific field) tend to stress that risks are rather 
real than constructed, it is widely acknowledged that trustworthy arguments are essential in 
order to define visions of the future – whether risky or not. In this sense, risks and risk 
conceptions are matters of politics with issues such as accountability, responsibility and blame 
at stake [Lupton, 1999]. Taking a closer look at the political arena, power relations in the risk 
field are striking. Risk conceptions are generated on the basis of a process of selection and 
choice; 
Phenomena in the physical world become ‘risk’ only as a result of human choice: choice by indi-
viduals and social constituencies to select them as active concerns, or to ignore them; choice by sci-
entists to investigate their physical characteristics, typically prompted by some wider social agenda 
[Macgill & Siu, 2004:345]. 
Selection is an ordinary method for individuals to approach and deal with risks and complex-
ity. But at a collective (political) level this process becomes more interesting as power relations 
infiltrate it. Why are some things described as risks and some not – why are some events 
ignored or downplayed whereas others are reacted upon with anxiety and fear? It all comes 
down to decisions, and the one(s) that can make these decisions are the one(s) with the power. 
If we had complete knowledge that could differentiate actual risks from non-risks there would 
be little space left influencing risk conceptions. But since risks associated with emergent 
technologies are selected as much on the basis of values as on the basis of what is known, 
manipulation of risk conceptions becomes possible [Douglas & Wildavsky, 1982; Macgill & 
Siu, 2004].   
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Thus, the institutions and actors with the more power are the ones that tend to influence the 
risk conceptions. This creates an inequality between those with power to determine risk 
conceptions and those with no clout [Conrad, 1980]. The powerful and the powerless are 
often correlated with the risk takers and the risk bearers; ‘It is acknowledged that the risk takers 
are seldom the risk bearers. The sharing of power between risk takers and risk bearers is not always in 
balance nor is information always equally available’ [Gifford, 2000:207]. This claim is evident 
looking at the trials of nuclear bombs where the inhabitants of the area where the bombings 
took place were the risk bearers but not the risk takers.  
 
Thus, being in a position of power is advantageous because it can be used to highlight the risk 
conception preferred and potentially affect the management of risks. All the more; ‘It is 
important to take into account the influence of vested interests and of imbalanced distribu-
tion of power on the issue, impacts, and control of technology’ [Conrad, 1980:260]. 
Risk management 
Traditional risk approaches are often associated with the classical and natural scientifically 
based method that sets out with an identification of hazards, moves on to risk analy-
sis/assessment through processes of estimation and decision, and ends up with the formula-
tion of strategies on how to deal with the risks (e.g. avoidance, reduction etc.) [Waring & 
Glendon, 1998]. In addition to this, the process of risk communication is also regarded as part 
of risk management24; ’Risk management refers to the process of reducing the risks to a level deemed 
tolerable by society and to assure control, monitoring, and public communication’ [Renn, 1998:51].  
 
As discussed in chapter 4, the ‘traditional’ risk management approach builds on quantification 
and draws on a mentality based on cause and effects. The typical outcome of a risk assessment 
is some guidelines and limits to follow in order to avoid or minimize risks. These risk assess-
ments have in spite of the various uncertainties that they face been institutionalized in our 
society as the main method to address risks;  
                                                 
24 As earlier emphasized, the term ’risk management’ does not only refer to an economic cost-benefit approach, but rather to 
very general methods of dealing with risks.  
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Risk management is almost totally dominated by the ‘quantificationists’. Their argument runs that 
systematic quantification of risk is the only method by which risk may be rationally analysed and 
measured against pre-determined objectives. Such supposed rationality, coupled to technically so-
phisticated risk assessment methods which parallel cost benefit analysis sits well with bureaucrats 
and legislators [Smallman, 2000:67].  
Smallman has formulated some shortcomings of using quantitative risk assessment [Smallman, 
2000:68]. The main criticism is that the complexity in human behaviour cannot be reduced to 
numbers. Though I agree with this claim that the complexity will never be fully discovered or 
even quantified, the ability to reduce things to numbers seems inevitable in order to avoid 
relativism and a state of paralysis. The purpose of the method is to simplify reality, but there is 
a chance that over-simplifying might occur. In such cases, important details and valuable 
knowledge might be neglected. Further, Smallman mentions the possibility of dishonest 
guessing in cases where there is a lack of applicable data. This is quite an accusation of the 
experts (e.g. natural scientists and politicians) that are in charge of these processes of risk 
management. Nevertheless deductions like that might occur. This point of criticism is further 
a critique of the ambiguity of the systems where risk management is undertaken. Further, the 
method is being questioned in relation to accuracy. What is the probability of occurrence of a 
hazard and what ensures that the calculations and predictions made are ‘correct’ or likely? 
Even though the determination of guidelines and limits are based on natural scientific estima-
tions, the decision and establishment of the limits are politically based and hence infected by 
power relations. Thus, the result of risk assessments is a determination of levels of accepted 
risks that have been agreed upon politically; 
…there is no universally acceptable level of risk. Acceptable risk depends on the problem context 
and can only be understood in association with the management option that is best in that con-
text. In other words it is decision-driven: as the management option changes, so too will the magni-
tude of the risk (i.e. probabilities, consequences, etc.) that is acceptable [OECD, 2003:95].  
Although processes of risk management are still being legitimized referring to its natural 
scientific content arguing that risks are tangible and can be subjected to calculations and 
estimations, the acknowledgement that natural scientific methods are insufficient has led to an 
incorporation of other perspectives on risks;  
Science itself fails in response to the large-scale, indeterminate nature of contemporary hazards. 
Hypotheses about their safety cannot be tested empirically and science has little power to intervene 
in a context in which the world has become a laboratory for testing how hazards affect populations. 
Scientists have therefore lost their authority in relation to risk assessments: scientific calculations 
are challenged more and more by political groups and activists [Lupton (drawing on the work of 
Beck), 1999:64]. 
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To even consider involving the public on risk matters and taking laymen’s knowledge serious 
is a relative new phenomenon. The very thought of challenging the technocracy has its roots 
in the labour movement, but the more specific ideas of involving the public in risk discussions 
can be traced back to the 1980’s where the method of public participation on risk matters 
appeared in Europe (e.g. the rise of institutes performing technology assessment) 
[www.tekno.dk]. In his intensive field research from 1996, Bryan Wynne showed the value of 
involving the public on risk matters. His research showed how lay knowledge was downplayed 
in a case where the lay public were the actually experts because of their local and very context-
specific knowledge [Wynne, 1996a; Wynne, 1996b].  
 
Wynne’s research and the specific case referred to is not only a contribution to the discussion 
on the value of public participation on risk matters, but a clear-cut verification that involving 
the public is necessary. As the case showed, the experts were wrong and the public right. 
Wynne’s criticism of the methods of risk assessment has been prominent throughout his 
research; 
For example, when people are concerned not just about known risks, but also about how to deal 
with unknown and unpredicted – thus unspecifiable – effects, it is no use repeating risk assessment 
mantras as if this will address those concerns. On the contrary, and however inadvertent this may 
be, it denies those concerns, thus treating them as of no importance [Wynne, 2006:7]. 
Risk has become the form of public discourse through which public meaning is given to technol-
ogy and innovation, as defined in institutional discourses such as government, media, legal and 
commercial, all deriving from the scientific. Yet claims of risk are endemically and increasingly 
contested. This reflects more than mere uncertainty in propositional claims about consequences, 
which is all that official discourses recognize [Wynne, 2002:460]. 
Despite Wynne’s research, public participation has not become a matter of course when 
approaching risk issues. But the discussion of lay knowledge versus expert knowledge has 
become quite prominent in the field of risk management – especially when addressing emerg-
ing technologies and the surrounding uncertainty and complexity. Exactly because of the 
uncertainty characterizing emerging technologies, expertise seems to have lost its prominent 
position, which is why public participation is considered in cases of risk management; 
The use of expertise within decision making is justified as an attempt to reduce the extent of the 
uncertainty inherent within the decision problem. However, the paradox is that if the problem un-
der consideration has a high level of uncertainty within it (especially in terms of a priori evidence), 
then the use of expertise may prove to be something of a constraint. This is especially so when the 
problem lies outside the accepted boundaries of knowledge and extends beyond the ability of sci-
ence to prove. Here the use of expertise within the decision-making process may serve to be a limit-
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ing factor due primarily to the influence of vested interest and organisational culture, which may 
assume prime importance in the absence of categoric evidence [Smith & McCloskey, 2000:113].  
Even though the quote does not address public participation explicitly, it is evident that 
alternatives to insufficient natural scientific knowledge are in need. Proponents of public 
participation argue that public debate on e.g. social and moral issues might compensate for the 
lack of natural scientific knowledge. Further, public participation on risk matters might 
provide a transparency that does not exist within the natural scientific risk approach; ’One 
salient difference between experts and the lay public is that the latter, when assessing risks, do not 
conceal their moral commitments but put them into the argument, explicitly and prominently’ 
[Douglas & Wildavsky, 1982:73]. 
 
Clearly, the ideas of involving the public on risk matters have been met with much resistance. 
The arguments against involving the public refer to the quality of quantifications. Even 
though a given technology is subjected to uncertainty it is still possible to make estimations. 
This point of view emphasizes that the public have insufficient (or none) and often distorted 
knowledge, which will affect their risk conception to become faulty; ’Public evaluation of 
advanced technologies tend to be ambiguous, are often inaccurate and can, as such, contribute 
to the stigmatization of the technologies’ [Gregory et al., 2001:4]. According to such a view, 
public participation might be accepted as a means of legitimizing, but worthless in a process of 
generating knowledge and think out strategies for risk minimization. However, this position is 
highly criticized (and even ‘proved’ wrong) by Wynne [Wynne, 1996b]. 
 
Whether public participation should become an institutionalized method to incorporate in 
the process of risk management when dealing with emerging technologies and uncertainty 
does not have an unambiguous answer. An apparent paradox within risk debates has been 
highlighted by Smith & Tombs:  
Whilst publics clearly need and, indeed, have a right to, information, there is also the view that if 
there is too much information, then the same publics may not be able to make sense of the com-
plex, contradictionary information that the are given [Smith & Tombs, 2000:5]. 
The question is whether lay knowledge – which must be considered sparse in the case of 
emerging technologies – is constructive when addressing and discussing potential technologi-
cal risks. Bringing in the public might have its strengths in addressing a given technology and 
its associated risks from a broader perspective. But the Achilles' heel of public participation is 
the possibility of information distortion and stigmatization. Thus it seems quite obvious that 
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there is not just one but several methods and levels of approaching emerging technologies and 
their associated risks. It all comes down to the context, which is why involvement of the public 
on risk matters must be considered based on this context. 
Re-thinking risk management within the OECD 
Because risks have become a prominent discussion of our society and since the co-existence of 
multiple risk conceptions has been acknowledged, the need for methods to approach and deal 
with risks has never have been greater. An institution like the OECD has recognized this need 
for re-thinking risk management – especially when dealing with uncertainties;  
The limitations of risk science, the importance and difficulty of maintaining trust, and the subjec-
tive and contextual nature of the risk game point to the need for a new approach. Introducing 
more public participation into both risk assessment and risk decision making would make the 
process more democratic, improve the relevance and quality of technical analysis, and increase the 
legitimacy and public acceptance of the resulting decisions [OECD, 2003:95].  
According to the OECD, risk management should be based on neither scientific expertise nor 
the public’s perception exclusively. They argue that management based exclusively on scientific 
expertise will lead to mistrust in risk management institutions which might give rise to some 
kind of overreaction (e.g. stigmatization) to risks in the public. On the other hand, they 
identify problems basing risk management solely on the public’s perception while their access 
to limited information might lead to misjudgements of risks and heuristic failures. Based on 
these findings, the OECD suggests a risk management approach, which is a mixture of both 
approaches [OECD, 2003:89].  
 
OECD has formulated some recommendations on how to improve risk management [OECD, 
2003:259-282]. These recommendations have been gathered under five headings, which I will 
present and discuss in the following. According to the OECD the first step to be taken is a re-
definition of the purpose and content of risk management by adopting a new policy approach 
to risk management. In order to do so, acknowledging risk as multidimensional seems to be 
necessary; ’The risk assessment approaches that are most likely to meet with success in the future are 
those which effectively integrate and synchronise the various scientific disciplines pertinent to the 
broader, multifaceted nature of the risk in question’ [OECD, 2003:97]. Further, the OECD 
recommends a new approach that improves consistency within risk policies and the coherence 
of risk management. I do acknowledge the potential benefits of standardizing risk manage-
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ment, because doing this will increase cogency in the different phases of the process of risk 
management and make it possible to compare risks and define priorities. But the drawback is 
clearly the kind of ignorance of complexity that in my opinion is incorporated implicitly in 
this recommendation. Because of the complexity of e.g. technological risks, my claim is that a 
standardization of the process of risk management will lead to a simplification, which means 
that the necessary room for obliging the diverse and contradictory risk conceptions is not 
available. As I see it, this first recommendation has accepted the co-existence of risk concep-
tions at a theoretical level, but has difficulties addressing it at a practical level. In my opinion, 
the first recommendation is a contradiction in terms. Even though OECD argues for a 
broader view on risks, the very scientific methods of standardization and simplification have 
not been exceeded.  
 
The second recommendation addresses the relationship between the public and the private 
sectors within the realm of risk management. According to the OECD, the creation of syner-
gies between the two sectors is a goal in itself. Transparency in the area is in short supply, and 
a clarification of roles and responsibilities is necessary. To this point I agree with this recom-
mendation. But the OECD moves on to suggest an enhancement of the role of the private 
sector in risk management hereby encouraging self-regulation as a complement (however not 
as a substitute) to the traditional methods of regulation. I believe that there is a problem 
leaving more responsibility of risk management to private industries working with emerging 
technologies. My reasons for making such claims are based on examples where large industries 
have been hiding knowledge of risks from the public (e.g. Monsanto’s production of the 
terminator rice). Big expenses surround risk management, which means that voluntary risk 
assessment and risk management by companies might be rare because they are subjected to the 
rationale of growth and profits. Another question is whether a risk assessment undertaken in 
the private sector will ever be critical (enough) when doing risk management in a sector like 
the one of emerging technologies where intensive investment sets the scene and dictates the 
development. On the contrary, I think that the public sector of risk management should be 
extended. There is a need for an overall view of potential risks – especially in dealing with 
emerging technologies. If risk management becomes more or less self-regulating there will be 
no general ‘control’ with the sporadic initiatives. In my opinion we need national – if not 
international – strategies for risk management that ensures a transparency. Even though it is 
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impossible to predict the future, a transparency will see to that we are in touch with the 
development and in that way more or less prepared.   
 
As a third recommendation, the OECD agitates for a greater involvement of both stakeholders 
and the general public in the process of risk management. Involvement prerequisites informa-
tion, which means that more resources for creating dialogue and enabling communication 
should be available. Through a flow of information (sort of education), the aim is to develop a 
risk awareness and safety culture among the stakeholders and the general public. Another 
reason for involving these actors is the building of trust. Through enhanced dialogue the 
purpose is to ensure the credibility of the risk management process and the risk managers. 
Again, transparency as a valuable feature of risk management is addressed. I do agree that an 
increase in dialogue between experts and the general public on risk issues will benefit the 
process of risk management overall. Transparency is essential in order to secure and maintain 
trust, and if the public have no information about the possible risks and the processes of risk 
management in general they might become suspicious. Informing and involving stakeholders 
and the general public on risk matters and in the process of risk management seems to be a 
very good idea. But the thing to consider is how: how the dialogue is created and how the 
actors are involved. If this is not done on their premises it might backfire and instead cause 
mistrust and distortion of risk perceptions.  
 
Recommendation number four emphasizes the importance of strengthening the international 
co-operation in all elements of the risk management process. International collaborations do 
already exist in the area but would be advantageous to further develop. Sharing of knowledge 
(and technologies) across boarders is the key term here. An expansion of international part-
nerships will see to that the international society becomes more alert towards e.g. technologi-
cal risks. International systems of surveillance and monitoring will collect and share valuable 
knowledge about possible risks. A strong international co-operation might even alleviate the 
costs of risk reduction. OECD suggests that frameworks for strengthening international co-
operation should be created. I clearly see the benefits of this recommendation, but I am 
having difficulties in identifying how such partnerships could be established in practice. The 
problem is that risk management and risks in general might be perceived and approached 
differently depending on the geographical and cultural background. Collaborations on risk 
management are carried out under the auspices of the EU, but on a global scale such efforts 
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seem difficult if not impossible. Not all risks are considered a global matter, which also means 
that the concept of competition and patenting might be influential on the openness and 
sharing of knowledge in the area of risk management.  
 
The last recommendation presented by the OECD highlights the importance of making better 
use of technological potential and enhancing research efforts. Within this view, an improve-
ment of the processes of risk management can be secured through the support of promising 
new technologies and further R&D.  With such efforts the hope is to explore and develop 
tools that reduce the vulnerability and increase the flexibility of the risk management systems. 
Within this view, technology and further research and development are presented as the 
solutions to oblige risks. This suggestion might be valid, but seems to be neglecting the 
dialectics of technology - technological development might minimize or remove risks but 
might as well create risks. Decisions on further development of technologies should therefore 
be made while at the same time considering the potential risks associated herewith.   
 
Summing up on the recommendations highlighted by the OECD there seems to be quite an 
idealistic view on how to improve (or create new) processes of risk management. They have 
many good proposals that would improve risk management in general if they were carried out. 
But unfortunately the desirable is often quite different from what is attainable. Still, I will 
bring the ideas of the OECD into the next chapter where the aim is to present some sugges-
tions on the factors I believe should be considered and incorporated when approaching and 
dealing with emerging technologies and technological risks.   
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CHAPTER 7  RE-THINKING RISK MANAGEMENT 
It has become quite clear that, whether or not one agrees with public risk perceptions, they form a 
reality that cannot be ignored in risk management [Slovic, 2000:269]. 
The aim of this thesis has been to stress that risk is not an unambiguous term but something 
depending on interpretations and communications. The co-existence of multiple risk concep-
tions attests the complexity of the field. Due to the complexity, pervasiveness, and uncertainty 
characterizing emerging technologies, simple approaches on risk management become insuffi-
cient; ‘The new challenges of science, in problems of technological risks and environmental 
issues, cannot be resolved by the simple extension of traditional laboratory-based procedures, 
for these have fully revealed their inadequacy’ [Funtowicz & Ravetz, 1989:95]. This acknowl-
edgement of the dearth of natural scientific methods has cleared the way for the co-existence 
of multiple and contradicting risk conceptions meaning that disputes over risks have become a 
characteristic feature of today’s society.   
 
As stressed throughout the thesis, one of the challenges that contemporary society faces is how 
to cope with emerging technologies characterized by complexity and uncertainty without 
disregarding the diversity of co-existing risk conceptions. There is, so to speak, nothing new in 
managing emerging technologies and their associated risks, but the challenge is to incorporate 
an understanding of the multiplicity of risk conceptions and accept them. Though a total 
reduction of the complexity resulting from the existence of numerous and often contradictory 
risk conceptions is impossible, this does not mean that the co-existence of risk conceptions 
should be ignored. In the part to follow it is my ambition to offer some ideas and alternatives 
on how to deal with emerging technologies without ignoring the co-existing risk conceptions. 
Thus, this chapter embarks on a discussion of the factors that influence and/or shape risk 
conceptions, which needs to be considered and incorporated when dealing with technological 
risks. This will result in some guidelines that will highlight some qualities that in my opinion 
need to be inherent features of contemporary risk management. 
 
The aim is not to present a whole new method of approaching and coping with technological 
risks because it would be an impossible task to make any specific rules within a field subjected 
to divergence. Instead, it is my intention to point to some possible solutions and alternatives 
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that I have derived from my research in the field of technological risks and risk conceptions 
and on the basis of that formulate some very general guidelines on how to re-think risk 
management. 
Complementing natural scientific risk management  
…the heterogeneity of science, the reflexivity of science and the reflexivity of the subjects have con-
stituted a situation of openness in the interpretation of reality. People of today have greater possi-
bility of ignoring scientific statements on risks. The new autonomy of people vis-á-vis science is not 
necessarily based on the ignoring of knowledge but can instead be based on differentiation within 
science and the possibility of different scientific interpretations [Lidskog, 1996:44].  
Despite the criticism25 of the natural scientific methods in general and the associated processes 
of risk management in particular, the value of calculations of probability and prediction 
should not be neglected. These methods might prove insufficient in some cases, but at the end 
of the day, the methods are largely accepted and institutionalized in contemporary society. 
Based on this assumption there is no point in discarding these approaches completely. Instead, 
an enhancement and enlargement of the methods to fit the demands of complexity and 
uncertainty might be a beneficial option.  
 
Through my studies of the risk management field I have come across the method of using 
fault-trees26. The fault-tree analysis based on estimates is used to characterize risks, which is the 
preliminary phase of a risk assessment. Fault-tree analyses are used to identify potential 
weaknesses or failures in a given system. The conventional fault-tree methods approach risks as 
real, which means that calculations, estimates, and probabilities are all genuine characteristic 
of this method; 
                                                 
25 Criticism of the traditional risk approach is mainly a European phenomenon. 
26 The fault tree model has been thoroughly described by the U.S. Nuclear Regulatory Commission in 1981. The following 
definition of the method has been reproduced in the work of Y. Haimes; ‘A fault tree analysis can be simply described as an 
analytical technique, whereby an undesired state of the system is specified (usually a state that is critical from a safety 
standpoint), and the system is then analyzed in the context of its environment and operation to find all credible ways in which 
the undesired event occur. The fault tree itself is a graphic model of the various parallel and sequential combinations of faults 
that will result in the occurrence of the predefined undesired event. The faults can be events that are associated with 
component hardware failures, human errors, or any other pertinent events, which can lead to the undesired event. A fault tree 
thus depicts the logical interrelationships of basic events that lead to the undesired event – which is the top event of the fault 
tree. It is important to understand that a fault tree is not a model of all possible system failure or all possible causes for system 
failure. A fault tree is tailored to its top event, which corresponds to some particular system failure mode, and the fault tree 
thus includes only those faults that contribute to this top event. Moreover, these faults are not exhaustive – they cover only 
the most credible faults as assessed by the analyst’ [Haimes, 1998:541]. 
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In fault-tree analysis, the sequence of events leading to the probably occurrence of a predetermined 
event is systematically divided into primary events whose failure probabilities can be estimated. The 
probabilities for each step are then calculated according to the relationships among the events at 
each step [Haimes, 1998:541].    
Fault-tree analyses are at a first glance not very suitable for detecting technological risks 
surrounded by much complexity and uncertainty because of the unavailability of data. But in 
order to approach such uncertainties, the method of fault-trees has been extended. Extended 
fault-trees still list potential outcomes based on available data, predictions, and fore-castings, 
which means that an extended fault-tree analysis is not out of the question even though 
knowledge about the technology or phenomenon might be sparse. But the main difference 
between the conventional and the extended version is that the latter is not exclusively (if at all) 
subjected to mathematical calculations and estimations. Despite this, the construction of an 
extended fault-tree is very similar to the construction of a conventional one;  
Construction of the tree begins by listing all important pathways to failure, then listing all possible 
pathways to these pathways and so on. When the desired degree of detail is obtained, probabilities 
are assigned to provide an overall failure rate [Slovic, 2000:41]. 
But as is understood from the quote, the extent of the fault-tree is not based on rational 
calculations but on subjective decisions. In spite of its subjective contents, the method of 
extended fault-trees has become a recognized method to approach e.g. complex technologies 
enclosed by much uncertainty. In order to obtain an extensive listing of potential risks associ-
ated with e.g. an emergent technology, it is crucial that as many outcomes as possible are 
included in the extended fault-tree. But where and when does the expansion of the fault-tree 
stop? The extent of the fault-trees constitutes the potentials of the method just as well as the 
drawbacks.  
 
[www.microsoft.com] 
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Addressing the benefits first, a prominent one has already been highlighted: extended fault-
trees can be as extensive as one decides to make them. Further, the extended fault-trees are 
suitable for giving a fairly good view of a complex situation which means that the method have 
complexity reducing attributes. Because fault-trees are illustrations they contain pedagogic 
qualities that make them quite easy to communicate – even to lay people. Finally, the applica-
bility of extended fault-trees is extensive. In principal it would be possible to use extended 
fault-trees as a method within any field and in any situation focusing on problems.  
 
Turning to the disadvantages, I consider the flexibility of extended fault-trees to be just as 
much a detriment as a benefit. Because of the infinity of the extended fault-trees it is impossi-
ble to create fault-trees that incorporate all potential outcomes which mean that some perspec-
tives will always be neglected; either deliberately or unconsciously. If extended fault-trees are 
only presented illustratively and not accompanied by any description it is further not possible 
to work out the value discussions and acts of prioritizing that have affected the given paths 
chosen. Extended fault-trees are politically determined which means that the extent and the 
content of the fault trees are subjected to political decisions in most cases. Extended fault-trees 
are very often used in a combination with natural scientific risk assessment methods (risk 
characterization), but despite this, all choices considering the construction of an extended 
fault-tree are value-laden. Therefore, the method of extended fault-tree is often perceived as 
dangerous and distorting: ’…fault-tree analysis is a technique the results of which are particu-
larly prone to creating misconceptions’ [Slovic, 2000:42]. 
 
Despite the drawbacks, the idea behind the extended fault-trees is ideal in order to cope with 
complexity and secure transparency. Extended fault-trees holds the quality of combining 
different risk conceptions which means that natural scientific calculations can be used to-
gether with predictions and visions that are not scientifically based but, instead, drawing on 
e.g. earlier experiences, societal analyses etc. In this way, the use of extended fault-trees enables 
a coupling of both natural scientific and social perspectives.  
 
Thus, using extended fault-trees for managing emerging technologies and to uncover the 
possible associated risks seems to be a plausible method. However, guidelines to secure the 
reliability of the fault-trees need to be created. One keyword here is transparency. It should be 
emphasized that the use of extended fault-trees does not exceed the process of selection, which 
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is criticized within the traditional risk approach. Instead, extended fault-trees should be 
recognized as a political method where the outcome is a result of political discussions and 
decisions. Thus, an extended fault-tree needs to be accompanied by arguments on why some 
paths have been chosen and why some have not. Of course a thorough presentation of 
different preconditions and values spoils the simplicity of the model, but it is needed as a 
supplement to justify the size and extent of the fault-tree. 
 
The idea of extended fault tress could be extrapolated to not only render a specific method or 
tool for re-thinking risk management, but also to represent a general way of approaching 
technological risks and embracing the co-existing risk conceptions. As with extended fault-
trees, other methods of risk management need to integrate the different risk conceptions. In 
practice it means that decisions concerning risks need to be based on more than one risk 
understanding. For this purpose, the use of multiple-stakeholder decision analysis might be 
helpful. This approach acknowledges the shortcomings of traditional risk management. Thus, 
the approach is designed to create transparency within processes of decision making hereby 
examining the preconditions and values that lie behind a given decision; 
Thus, a key assumption in the multiple-stakeholder approach is the existence of a jointly agreed-
upon problem formulation. This means, at the minimum, that the stakeholders should be willing 
to agree on a set of alternatives. There is, however, no assumption that a best alternative can be 
found or created. Another key assumption in the multiple-stakeholder/multiple-expert approach to 
decision making is the factual and value parts of the problem can be separated [von Winterfeldt, 
1992:339 – author’s own emphasizing].  
A process of multiple-stakeholder decision analysis is attained by involving different actors in 
discussions on the given risk, e.g. by more public participation. Getting to know the fears and 
hopes of the general public will shed light on the different risk conceptions. Extensive public 
participation can also contribute to the further ‘education’ of the public hereby eliminating 
possible distorted and science fiction based risk conceptions. Thus, the ideas of post-normal 
science as a strategy of problem-solving appear to be valuable while the approach suggests that 
different stakeholders (and not only the public) join forces despite contradicting goals and risk 
conceptions [Funtowicz & Ravetz, 1991]. Through a dialogue the different risk conceptions 
can be discussed, and based on such discussions, rationales behind priorities appear. By 
explaining the context of risk-taking situations, risks might become more acceptable. Neverthe-
less, the problem seems to be to get stakeholders to discuss and interact. 
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Guidelines for approaching and dealing with emerging technologies and 
technological risks 
What seems to be the more important dimension of re-thinking risk management when 
dealing with emerging technologies characterized by uncertainty and complexity is the accepta-
tion and the incorporation of different risk conceptions; hereby supplementing natural 
scientific knowledge with other types of knowledge. Different methods and strategies might be 
useful (e.g. extended fault-trees and public participation), but it all depends on the context of 
the given technology and the given risk discussed. Still, it is my argument that it is possible to 
highlight some changes that would benefit risk management in general, which is why I have 
developed some general guidelines that can be applied in specific situations. Below, I have a 
listed some features that in my opinion need to be incorporated in a re-thinking of risk 
management considering the social processes that evolve around risks27. My argument for 
highlighting exactly these five characteristics is that they all represent the opposite of what the 
traditional risk approach have been criticized of. Still, I have no definitive explanation as to 
why I expound five and not four or six features other than I regard these five attributes to be 
the more important ones to address. Thus, the list of features should not be considered an 
exhaustive one, which is why they represent guidelines and not general rules.  
 
A re-thinking of risk management should include an incorporation of the following features: 
 
• Inclusiveness  
• Pro-activity 
• Contextualization 
• Reflectivity  
• Transparency 
 
In the following, the different characteristics are being substantiated with reference to the 
factors constituting the preconditions of emerging technologies. Though all of the features 
overlap in some kind of sense they are discussed independently.  
                                                 
27 The guidelines are inspired by those provided by the OECD. This means that I have elaborated on the guidelines that I 
found interesting and offered alternatives to those I did not agree with. 
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The feature of inclusiveness is an attempt to open up the process of risk management to other 
spheres and actors. Exclusion appears to be a common feature of the traditional risk approach, 
where methodological reductionism is regarded as a way to reduce complexities. But as argued 
earlier this method chucks potential knowledge. Approaching emerging technologies and 
technological risks with a traditional risk approach, where only expert knowledge is consid-
ered, neglects the diversity of risk conceptions. Instead of attempting to reduce complexity – 
which seems to be utopian – I argue for an integration of complexity through acceptation of 
different sources of knowledge production. The feature of inclusiveness refers to a process of 
involvement. Throughout the dissertation it has been discussed whether involving the general 
public in processes of discussion and decision on emerging technologies and their associated 
risks is advantageous considering the process of risk management. To me, the development 
towards participative principles in the risk management processes that we witness throughout 
most of Europe can be considered as progress. Of course there are some pitfalls surrounding 
this development (discussed in chapter 6), which needs to be considered, but at a general level 
I consider the benefits to supersede the detriments. Still, the actual degree of involvement and 
the timing of it in contemporary society can be discussed. Most discussions and public dia-
logues considering emerging technologies that we witness today are in my opinion initiated 
too late. Technological risks are first addressed when the given technology has been launched 
which in my opinion reduces the risk discussion to a discussion of limits of acceptability and 
thus not a discussion on whether or not the given technology should be developed further. 
Since emerging technologies are associated with much uncertainty the decisions upon further 
developments are not rooted in facts but is rather a matter of opinion and values. And for that 
reason, lay knowledge might be as valuable as expert knowledge. My point is that the feature of 
inclusiveness should be taken seriously in the process of risk management hereby involving 
other sources of knowledge in political discussions at an early stage. My point is that decision-
making should be carried out in the public and not necessarily by the public. Before political 
decisions28 on technological developments are made, methods such as technology assessment 
might be valuable to get an overall view of the technology discussed; e.g. potential risks and 
benefits, fears and hopes, knowledge and uncertainties, and so on. Further, inclusiveness in 
                                                 
28 In here lies the reservation that technological developments are not exclusively dependent of political decisions, but highly 
influenced by market forces as well. But conclusively, technological developments are still subjected to political decisions while 
political institutions hold the power to regulate such developments.  
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risk management does not only refer to involvement of other knowledge sources but is 
attained when and if political decisions are incorporating these other knowledge sources.  
 
One major argument against how emerging technologies are approached in contemporary 
society is clearly the low priorities considering possible risks. Traditional risk approaches can 
be considered reactive since they address risks retrospectively; when the have occurred or are 
on the cusp of it. Thus, risk management needs to become more proactive; hereby integrating 
risk discussions much earlier in the phase were new technologies are under research and 
development. A proactive process of risk management necessitates an expansion of the 
research in risks in general. By integrating a forward-looking perspective predicting likely 
future developments we might be able to detect risks earlier and maybe prevent them from 
materializing by putting a stop to the further development of the given technological applica-
tion. A proactive approach in the processes of risk management might as well contribute to a 
shaping of expectations that are grounded in discussions and not just a result of imaginative-
ness. In this way, there are reasons to believe that proactive risk management might be an 
obstacle to the very extreme narratives that emerging technologies are often associated with.  
 
A third feature, which in my opinion is important to consider when striving for a more up to 
date risk management approach, is contextualization. Within natural science, the idea of 
generalization and the methods of abstraction and isolation are highly valuated in order to 
reduce complexity. But in addressing emerging technologies surrounded by sparse knowledge 
these approaches becomes unsound. The development of emerging technologies is context-
specific in the way that they are shaped by outer factors such as social processes. This means 
that predictions and generalization are practically impossible since there is infinity of possible 
outcomes. In order for risk management to comply with the challenges of complexity, contex-
tualization of risks needs to be considered. An example can be identified within the field of 
nanotechnology where it is often argued that nanoparticles pose both environmental and 
human hazards. In this case it is very important to pay attention to the specific context of the 
nanoparticles. It all depends e.g. on the amount, the size, the functionality and the application 
of the nanoparticles whether they should be considered as a pronounced risk or not. So, 
instead of operating with methods ‘to fit all’ it is necessary to create more individual methods 
to approach emerging technologies and the possible risks. One concrete application of contex-
tualization is the implementation of the principle of case-by-case. This principle considers the 
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specific context of a specific technology. This principle has already been applied in cases of risk 
management of GMO’s29. 
 
Experiences from previous emerging technologies have shown that things do not always turn 
out as predicted. Whether this is a question of miscalculations or wrong estimations is not so 
much the question in this case. My claim is that reflectivity is in short supply considering the 
traditional approaches of risk management. This is according to van Loon expressed through a 
‘politics of urgency’; 
The cultural consequences of the risk society have been rather over-shadowed by a drive towards a 
politics of urgency. That is, most responses to perceived risks, including those of denial, are being 
conceived in haste. The urge to ‘act now’ is of course itself driven by the acceleration of modernity 
itself. Saving time by speeding up is the motive behind most technological and organizational in-
novations. The politics of urgency, however, inhibits reflections and reconsideration, and as a re-
sult ultimately contributes to the proliferation of uncertainties, latent contingencies and thus risks 
[van Loon, 2002:4]. 
Our contemporary society is faced by technologies that are too complex to generate certain 
knowledge about, and some of these technologies (e.g. biotechnology and nanotechnology) 
might even have all-encompassing impacts on our vital necessities such as the ecosystem or the 
human capacity for reproduction. We are dealing with huge decisions; even decisions that 
might result in irreversible outcomes. Based on this I argue for reflectivity within the processes 
of risk management. A strategy that incorporates reflectivity and which is already an institu-
tionalized approach is the precautionary principle30. A case where the precautionary principle 
has been implemented is considering the moratorium on gene-modified products that was 
decided upon by five European countries in 1999. In the case of the GM moratorium, the aim 
was to stop the selling of GM products until new rules on traceability were established 
[www.biotik.dk]. The use of moratoriums might have different purposes. Besides making a 
pause of the further development of a technology in order to slow down the development, the 
phase of the moratorium could be used for reflections and further research in the possible 
risks. Thus, my point is that reflectivity might prevent us from making regrettable decisions. 
                                                 
29 Gene-modified organism [www.biotik.dk] 
30 The precautionary principle is a political tool to use in cases of scientific uncertainty, which was communicated by the 
European Commission in 2000; ’Whether or not to invoke the Precautionary Principle is a decision exercised where scientific 
information is insufficient, inconclusive, or uncertain and where there are indications that the possible effects of the 
environment, or human, animal or plant health may be potentially dangerous and inconsistent with the chosen level’ 
[Commission of the European Communities, 2000:8]. 
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The last feature that I wish to address in my re-thinking of risk management is transparency. 
In order to consider the different and co-existing risk conceptions when addressing and coping 
with emerging technologies it is crucial that these risk conceptions are apparent, not only to 
decision makers and those normally in charge of risk management, but also to the public in 
general. A transparency of risk conceptions will establish a common ground for decisions and 
further prioritizing. As earlier discussed, trust is an essential factor to consider when dealing 
with risk conceptions. Trust or the lack of it might determine whether risk conceptions 
become acknowledged and institutionalized or not. Trust and mistrust are patterns of reaction 
that are often identified in situations where uncertainty, lack of knowledge or ignorance 
occurs. A transparency in the process of risk management including political decisions on risks 
might not bring further knowledge to the table about the giving risk, but it does enable those 
not included in the process to obtain an insight into how risks are approached. Whether this 
insight will enhance or decrease trust depends on the observer’s interpretation of the situation 
and the observer’s confidence in the people associated with the process. But in principal, 
transparency in risk management does increase a trust in the very processes of risk manage-
ment. I further consider it to be essential to provide a transparency within the process of risk 
selection. It is impossible to deal with all risks (risk conceptions) simultaneously, which is why 
a process of risk selection occurs. This defining and selection of risks depends on several social 
and cultural factors causing those specific risk conceptions to become predominant in a given 
society. This process of risk selection takes place mainly at the political level, meaning that risk 
definitions are highly influenced by the political agenda. But as earlier emphasized, processes 
of defining and selecting risks are generally in the hands of the most powerful. Thus, a trans-
parency in the process of risk selection might reveal these power relations. Transparency might 
be achieved through a strengthening of communication on risks. This means that people 
outside the sphere where risk management and more specifically risk selection takes place 
should be informed about choices and the arguments behind. The use of extended fault-trees 
is one way of bringing about transparency in these processes. Another realm where I think 
transparency is in need is within the processes of technological development. Technological 
developments are a parameter of competition, which means that developments depend on 
investments. If a lot of money (and anticipations) is put into a technology, the drive to further 
develop a technology is immense. Countries and industries strive to reap the benefits of 
technological development, which means that competition is fierce. Thus, secrecy and patent-
ing are inherent features of current technological development. But such features are disad-
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vantageous considering the risk knowledge. If knowledge about technological developments 
were shared globally, potential risks might be avoided. The idea of sharing knowledge might be 
too idealistic and rather difficult in practice, but this does not make it less important. Initia-
tives in this direction might include establishment of international organizations with the 
single purpose to share knowledge on emerging technologies and the possible risks.  
 
This chapter has emphasized how factors such as expectations, trust and narratives play a 
significant role when addressing emerging technologies which means that they need to be 
incorporated in the dealing with technological risks. The guidelines presented in the above 
offers my analysis of the traditional risk approach and highlight the areas where I suggest some 
re-thinking in the process of risk management. As shown, I have selected five specific features 
that I consider as the most important to incorporate when dealing with technological risks, 
but I know that there might be many other interpretations of the situation. My reason for 
suggesting these areas of re-thinking originates in a reflection that the co-existence of different 
risk conceptions and the preconditions of emerging technologies (uncertainty and complexity) 
need to be considered in the processes of risk management; and these five features enables 
that. Once again I wish to highlight that my suggestion of guidelines cannot be ranked along-
side a total discarding of the traditional risk approach. I do acknowledge that the institutional-
ized methods for approaching risks are valuable and should still be used. What I am highlight-
ing is that in some cases these methods becomes insufficient and that other approaches and 
knowledge resources becomes obvious to incorporate.   
 
The guidelines are addressing risk management at a very general level. My reason to do this is 
anchored in a belief that it is possible to create some common denominators that will apply in 
most cases of risk management. The general focus has more or less refrained me from making 
very specific proposals. This collides to some extent with my argument that all processes of risk 
management should acknowledge the specific context of the given technology addressed. 
Thus, more specific suggestions will appear in the next chapter where the field of nanotech-
nology will be subjected to an analysis within the framework laid out throughout the thesis.      
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CHAPTER 8 ADDRESSING THE FIELD OF NANOTECHNOLOGY 
Until now, the thesis has focused on emerging technologies, co-existing risk conceptions and 
technological risks at a rather general level backed up by only a few empirical examples. This 
chapter sets out to support and exemplify the theoretical discussions by addressing the field of 
nanotechnology. The aim is to show how some of the more general findings are applicable in 
the context of nanotechnology. The field of nanotechnology was chosen as an example 
because, as mentioned in the introduction, it is one of the most prominent and discussed 
technological areas in contemporary society; 
Nanotechnology has come to represent the new frontier of science, with endless possibilities for fu-
ture applications and discoveries, able to attract funding and attention on the one hand, and evoke 
naked protests about intensified inequality and the poisoning of our planet on the other. 
Nanotechnology is not a stable project, nor a completed project, but instead is (perhaps perma-
nently) in the process of becoming [Selin, 2006:38].  
Without anticipating the analysis of this chapter it is safe to say that we are dealing with an 
emerging technology associated with uncertainty and complexity, and that the co-existence of 
different risk conceptions is clearly reflected through this technological field.  
 
Addressing the field of nanotechnology generates multiple discussions, however before 
engaging with these discussions I will briefly describe the content of the different sections 
within this chapter. Initially, there will be a short introduction to nanotechnology at a very 
general level arguing that nanotechnology is an example of an emerging technology. To follow, 
a status of nanotechnology in contemporary society will be presented; what do we know about 
the impact of nanotechnology, and where do we lack knowledge? These investigations will 
focus specifically on the risk dimension. Because the field of nanotechnology is associated with 
much complexity and uncertainty it has been acknowledged that risk conceptions co-exist. 
Thus, a section in the chapter will address the expectations that nanotechnology is surrounded 
by. These expectations find expression in stories that can be roughly split up into those that 
link nanotechnology with massive potential benefits by highlighting that nanotechnology will 
solve all the problems challenging contemporary society, and stories where a further develop-
ment of nanotechnology will be the realization of the worst nightmares. Despite the many 
interpretations of nanotechnology the presence of the technology is unavoidable. Thus, I will 
take a closer look at how nanotechnology is approached and managed in contemporary 
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society. On the back of this I move on to discuss whether these approaches are ‘sufficient’ or if 
there is need for re-thinking our approach to nanotechnology.        
Nanotechnology as an emerging technology 
…nanotechnology is neither a specific technology nor is it a definite group of technologies. 
Nanotechnology comprises a wide range of approaches that are quite heterogeneous with regard to 
their subjects of investigation, possible applications and imaginable periods of realisation [Fleischer 
et al., 2005:1115]. 
Nanotechnology cannot be characterized as a single identifiable technology or science. This is 
why the plural form – nanotechnologies – is often used. The field of nanotechnology is 
characterized by interdisciplinarity and comprises different fields such as e.g. physics, chemis-
try, biology, medicine, electronics, ICT, science of materials. Because of its ability to pervade 
practically most technological sectors, adjectives such as ‘horizontal’, ‘generic’, ‘multidiscipli-
nary’ etc. are common when referring to nanotechnology [Commission of the European 
Communities, 2004]. The term ‘nanotechnology’31 is used as a general designation to charac-
terize science and technology at the atomic and molecular level with ‘nano’ referring to a 
prefix of a unit of length; one nanometre is 1 x 10-9 metre32;  
Conceptually, nanotechnology refers to science and technology at the nano-scale of atoms and 
molecules, and to the specific principles and new properties that can be understood and mastered 
when operating in this domain [Commission of the European Communities, 2004:4]. 
What has become the characteristic of nanotechnology is the ability to tailor materials, com-
ponents, systems and so on with new and desired features and functions: ’…the design, 
characterization, production and application of structures, devices and systems by controlling 
shape and size at the nanoscale’ [SCENIHR, 2005:9]. The field of quantum mechanics has 
                                                 
31 Though it is often questioned whether the term ‘nanotechnology’ is suitable since it gives connotations to a single 
technology, the term is still used in both public, political and scientific discussions of the technology at a general level which is 
why the term nanotechnology as such will not be further discussed within this thesis. However, it seems to be very likely that 
nanotechnology will eventually fragment into new designations of technology that are more specific in relation to the context 
in which the technology is applied.  
32 ‘…the range of the nanoscale is from the atomic level, at around 0.2 nm up to around 100 nm. It is within this range that 
materials can have substantially different properties compared to the same substances at larger sizes, both because of the 
substantially increased ration of surface area to mass, and also because quantum effects begin to play a role at these dimen-
sions, leading to significant changes in several types of physical property’ [SCENIHR, 2005:9]. 
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been occupied with the atomic and molecular level since the 1930’s explaining what atoms 
look like, their characteristics, and how they respond to each other. But it was not until the 
beginning of the 1980’s, with the invention of advanced microscopy33, enabling scientists to 
actually see the atoms, that nanotechnology became recognized as an individual realm in its 
own right34 [Malsch, 1999]. The ability to explore and control at the nano-scale opened up a 
whole new world for science and initiated the science of nanotechnology.  
 
Though the field of nanotechnology has expanded heavily since the 1980’s, nanotechnology is 
referred to as a technology still in the making - an emerging technology35. The attribute of 
emergence stresses that nanotechnology is associated with a great deal of unpredictability and 
uncertainty, and that complexity is an inherent feature of the technology. This is no different 
from other emerging technologies through history. But whereas uncertainty has declined 
proportionally with time and further research in the case of many other technologies, such as 
the determination of cause-effect relations36, it seems that the complexity is increasing in step 
with more research when considering the case of nanotechnology. The argument is that 
complexity and uncertainty are interdependent concepts, which can be regarded as two sides 
of the same story. A good reason to associate nanotechnology with uncertainty is due to the 
acknowledgement that working at the nano-scale exceeds the general rules of physics37 that we 
know by now. This makes the technology highly unpredictable, as there are no theories that as 
of yet constitute the foundations of a possible reference. Evidently, it is impossible to reject 
                                                 
33 E.g. Scanning Tunnelling Microscope, Scanning Probe Microscope and Atomic Force Microscope 
34 Telling the story of nanotechnology (both within the scientific field and at a general level) often involves a reference to the 
speech of quantum physicist Richard Feynmann back in 1959. The title of Feynmann’s speech was “There’s plenty of Room at 
the Bottom” which referred to his argument that the principles of physics do not pose any obstacle to the possibility of building 
things atom by atom [Feynmann, 1960]. Thus, as Feynmann predicted, manipulation at the atomic and molecular level 
became a reality. The speech is considered an important milestone in the story of nanotechnology, and Feynmann has often 
been entitled as the founder of nanoscience though it has also been questioned [Johansson, 2004]. 
35 Emerging can be defined as; ‘…an event in the unrelenting process of bringing forth the new, in which hitherto, seemingly 
unrelated domains of order meet [Nowotny, 2005:28]. The explanation of ‘emerging’ was previously discussed in chapter 1. 
36 To exemplify this, scientific research has endowed us with knowledge about how a car engine works, why it works and what 
possible outcomes different incidents will result in. Sure it will never be possible to gain complete certainty about a given 
technology, but often the uncertainty is not connected to the technology itself but to the context of the technology.  
37 This is a highly technical discussion that will not be further elaborated. But to put it roughly, the general laws of physics are 
no longer valid when working at the atomic scale because the properties of the atoms change due to the miniaturization. An 
example is gold which is recognized by its colour and its density. If a piece of gold is cut in half, each piece will still retain the 
properties of the whole, but each piece will have half the mass and half the volume of the original piece. If this process is 
continued until dealing with sizes belonging to the nano-scale, then it becomes evident that the properties have changed as 
well. This is expressed through a change of colour of the gold piece, which then appears to be red. So if gold (and other 
elements) tend to change properties as a consequence of nano-izaton, it makes it difficult to argue that the output is still 
identical with the origin [Kulinowski, 2004:15]. 
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that uncertainty surrounding some technologies working at the nano-scale will diminish over 
time, but it is my deduction that uncertainty will always be an inherent feature of nanotech-
nology, if speaking of it as a general term.  
Status of nanotechnology in contemporary society; known and unknowns    
Numerous factors have contributed to the intensifying debate about nanotechnology. The 
increase in attention is a reaction towards the growing research within the nanotechnological 
field coupled with a gradually expanding commercialization of products containing ‘nano’ or 
in other ways manufactured using nanotechnological methods. The development in the 
nanotechnological field has lead to new methods of producing and using. This means that 
products containing either nanoparticles or nano-structured materials such as cosmetics, 
catalysts, car tires and toothpaste have already become available at the market. In addition to 
this, nanotechnology is predicted to bring about great societal benefits in the area of cancer 
treatment, saving resources, and developing more environmental friendly products and 
processes [European Commission, 2004; Teknologirådet, 2006]. Because of the developments 
in the field, ‘nano’ has manifested itself as a word or concept of our time.  
 
A lot of scientific research is focusing on the medical area, more specifically on the concept of 
‘drug delivery’ referring to technologies being ‘programmed’ to provide treatment where and 
when it is needed [Rickerby, 2004; Arnall, 2003]. Research in the nano area focuses, among 
other things, on how an injection of nano-medicine into the body can detect and kill cancer 
cells by itself, and apparently scientists have highly progressed in their research. But the 
problem and concern that comes to the fore is whether the technology can be controlled only 
to destroy the desired and sick cells, or whether there is a risk that the technology might 
become self-governing and self-replicating when out of human hands. These questions are 
prominent within most realms of applying nanotechnology. Limited knowledge about inter-
ventions at the molecular and atomic level makes it difficult – if not impossible – to make 
predictions about possible outcomes and potential risks.   
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The question whether the application of nanotechnology poses risks seems to be one with no 
simple answer since both terms - nanotechnology and risks – is ambiguous ones38. Nanotech-
nology is not only a general concept used to describe a variance of different technologies, but a 
field surrounded by much uncertainty, which makes unquestionable ‘truths’ hard to extract. 
The same haziness seems to be evident when turning to the notion of risk. Risk conceptions of 
nanotechnology are multiple and contradictory. Despite this fuzziness, or possibly because of 
it, risks associated with nanotechnology are highly debated, both within the natural scientific 
field but also amongst the public, but they do differ depending on what forum they are 
undertaken in. Though, the tendency is that the discussions at the natural scientific level are 
more specific and based on research and findings, whereas those undertaken publicly are 
much more broad and erratic.    
 
But despite the uncertainty and complexity within the field of nanotechnology, what do we 
know about the potential risks? Taking a closer look at scientific articles and reports occupied 
with the field of nanotechnology it is evident that risks are subject to research, but that there 
seems to be a limited amount of hardy results that are generally accepted in the natural 
scientific field. 
 
A common subject to address when speaking of nano-related risks is toxicity, which is coupled 
with nanoparticles39. There is a tendency that ordinary materials become more chemically 
reactive when they are made into nanoparticles, which point to the fact that nanoparticles are 
potentially toxic [Howard, 2004:105]. Human exposure to nanoparticles should therefore be 
considered potentially hazardous which attests that ‘nanotechnological risk’ is not just a 
construction but a genuine risk. A series of natural scientific research has shown that human 
exposure to nanotechnology can take place through inhalation, ingestion, and through the 
                                                 
38 Nanotechnology is within the scientific realm identified as a superordinate term like e.g. physics and geography. Thus, it is 
troublesome to make statements that a whole field is considered risky. Despite the acknowledgement that it is the specific 
application of nanotechnology that might pose potential risks, I will speak of ‘nanotechnological risks’ since this seems to be 
an accepted and institutionalized description when addressing the field of nanotechnology – at least from a social scientific 
perspective. 
39 ’’Nanoparticles’ are elements with dimensions less than 1 micrometer (< 0.000001 m); (.…) designed and manufactured 
nanoparticles tend to have dimensions less than 100 nanometers (<0.0000001 nm)’ [European Commission, 2004: 17]. 
Nanoparticles can be divided into two main categories; the natural or unintentionally produced nanoparticles (those that exist 
independent of human intervention in nature) and the engineered nanoparticles that have been produced purposefully via 
nanotechnology [European Commission, 2004]. Nanoparticles can be further divided into other categories such as ‘free 
nanoparticles’, ‘short-lived engineered nanoparticles’ and many more. 
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skin. This might be dangerous if nanoparticles translocate to the organs and if a bioaccumula-
tion of the particles in the body takes place;  
…researchers reported that nanoparticles can penetrate living cells and accumulate in animal or-
gans. In particular, the possibility of toxic elements attaching themselves to otherwise benign 
nanomaterials inside bacteria and finding a way into the bloodstream was acknowledged” (.…) 
“One prominent concern relates to the structural similarities between nanotubes and asbestos fi-
bres: like the latter, nanotubes fibres are long, extremely durable, and have the potential to reside 
in the lungs for lengthy periods of time. One recent study conducted by the National Aeronautics 
and Space Administration (NASA), has shown that breathing in large quantities of nanotubes can 
cause damage to lungs [Arnall, 2003:36]. 
There has not been much research proving the toxicity of nanoparticles on humans, but there 
has been some research showing a toxic effect of nanoparticles on animals where it has been 
further alluded to that the same effect could be possible on human beings: ’…manufactured 
nanomaterials can have adverse effects on aquatic organisms, and it is possible that effects in 
fish may also predict potential effects in humans’ [Oberdörster, 2004:1061].  
 
Even though parts of the natural scientific community pay specific attention to nanotech-
nological risks, it seems as if there is an even larger group rejecting the idea that the applica-
tion of nanotechnological methods in particular should pose any threats. They acknowledge 
that the use of nanotechnology might bring about some unfortunate events, but no more than 
other technological developments and no more than the benefits of the technology will still 
exceed the possible detriments. These groups often argue that nanotechnology is nothing new 
in itself which is why the ‘nano-part’ is not especially risk-related.  
 
This canyon of disagreement within the natural scientific field is projected in the public 
discussion where natural scientific arguments as well as non-scientific arguments contribute to 
the creation of expectations about the technology.  Thus, there is no agreement on what risks 
to expect or not to expect within the field of nanotechnology. Clearly, it is impossible to reject 
natural scientific research that has showed risky applications of nanotechnology, emphasizing 
that risks within the field of nanotechnology are subject to a degree of ontological realism. On 
the other side we have the public debates characterized by presumptions constructing either 
stories of risk or stories of bliss. In this matter, nanotechnological risks are as well subject to an 
epistemological element.  
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To sum up, it is arguable to associate certain applications of nanotechnology with risks 
pointing out that nanotechnological risks do exist. But having said this, it is crucial to empha-
size that an extrapolation and generalization on this matter is not to be justified. Many areas of 
the nanotechnological field have not yet been explored, and the area in general is character-
ized by much uncertainty and lack of knowledge;  
Indeed, there is little data on exposure and dose responses to engineered nanomaterials. (….) Expo-
sure assessment cannot presently be conduct since it is not known yet how pervasive nanoparticles 
will become (….)[European Commission, 2004:21].  
Expectations considering nanotechnology – stigmatization and glorification 
Nanotechnology faces the classical paradox of all technologies; the dialectics of technology. 
This refers to the thought that technology on one hand is regarded as a possible solution to a 
problem, and on the other hand might appear as the cause of the problem. Nanotechnology is 
no exception; the technology is both associated with great potential benefits on one side and 
great potential risks on the other. The expectations surrounding nanotechnology are many 
and also very miscellaneous. Rip has termed nanotechnology a ‘hopeful monstrosity’, which 
refers to nanotechnology as a creature that cannot do much yet but which is still full of 
promises [Rip, 2005]. This characteristic suits nanotechnology quite nicely since the develop-
ment of the technology is still very limited but the expectations surrounding the technology 
are boundless. In this way, nanotechnology is associated with large room for interpretation 
where nanotechnology is defined due to what it might be. 
 
Despite the field of nanotechnology being associated with very sparse knowledge, Tenner has 
put forward a list of five points that can be expected about nanotechnology based on the 
history of technology [Tenner, 2001:241]. His first point is that experts will be seriously wrong 
about some matters. This claim is supported by some findings from the past, e.g. that experts 
at first did not suspect x-rays to be dangerous at all [Harremoës et al., 2001], and the more 
recent example with the human genome project where the estimates of the amounts of genes 
in a human body where much higher than the actual mapping showed [Philipkoski, 2004]. 
Within his second point, Tenner juxtaposes the incremental and the immediate outcomes. 
Within the realm of nanotechnology we can expect that the long-term, cumulative problems 
will turn out to be bigger than the risk of a disaster. This means that even though a case of 
breakout of toxic nanoparticles is an immediate problem, it is the more constant process of 
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exposing something or somebody to nanoparticles that seems to be the bigger problem because 
of the unknown consequences. Further, Tenner emphasizes that the organizing and supervis-
ing of nanotechnology will create dilemmas. Experiences from gene technology show that 
much research in the field is being undertaken in the private sector which means that the 
concept of patenting makes it difficult to get an overall view of the technological develop-
ments. These very same tendencies are likely to be the case of nanotechnology. The fourth 
claim is an economic one emphasizing that successes might be just as costly as failures. The 
final expectation is concerned with the unpredictability of the technology. As Tenner stresses: 
’We probably have not imagined the greatest benefits of nanotechnology, either because they 
seem too technologically modest or because they may result from improbable chains of events’ 
[Tenner, 2001:241].  Though Tenner only addresses five points it is unavoidable to recognize 
that there are multiple expectations characterizing the field of nanotechnology. They might 
not all be rooted in the history of technology but are highly influenced and dependent on the 
communicative processes surrounding the field.    
 
Discussions on nanotechnology have emerged due to discrepancies. Nanotechnology is 
characterized as a generic technology, which means that the areas of science, and the applica-
tions where ‘nano’ is or can be used, are enormous. This interdisciplinary feature affects the 
discussions in a way that different levels are addressed at the same time, which might lead to 
distortion. The reason is that sometimes discussions focus on nanotechnology as a general 
concept, and in other cases, specific applications or detailed research in one nano-area is being 
highlighted. It becomes a problem when the distinction between a general level and a more 
specific level is not considered. 
 
The public debate about nanotechnology differentiates itself from the discussions undertaken 
within the natural scientific field; 
A discrepancy has emerged between real and imagined nanoscience; between what nanoscientists 
actually are doing, working with coatings, etchings and carbon nano tubes, and the public utopic 
or dystopic images on nanoscience with nanomachines that might help the world or subjugate it. 
The hyped public techno-utopic/dystopic expectations are not shared by the scientists themselves, 
making them reluctant to participate in the public debate on nanoscience. From their perspective 
many of the public images are nonsense that do not have anything to do with real nanoscience [Jo-
hansson, 2004:7].  
This does not mean that the naturally scientific based arguments are excluded from the public 
debate. On the contrary, many of the public discussions are inspired by, if not even based on, 
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the discussions and findings within the realm of nanoscience. But having said that, some 
discussions in the public seem to be everything but based on natural scientific facts. These 
discussions are prevalent due to the uncertainty characterizing the field of nanotechnology. 
Because of the lacking knowledge and the complexity, multiple interpretations and predictions 
of the nanotechnological future are co-existing while none of them (to put it rough) has the 
exclusivity of the truth; ’The visions surrounding nanotechnology try to cope with messy issues 
of acceptable levels of risk, religious belief and economic imperatives in the absence of evi-
dence’ [Selin, 2006:208]. Two antagonistic camps; the opponents and the advocates of 
nanotechnology usually characterize the discussions. Since nanotechnology is an emerging 
technology thought to bring either massive potential benefits or future all-encompassing 
detriments (or both), there is a tendency that the public debate is characterized by science 
fiction inspired discussions and expectations. 
 
These contradictory expectations are constituted through communication about nanotechnol-
ogy. The use of narratives and the creation of stories about nanotechnology have become a 
method to communicate expectations and visions. Narratives are created in order to commu-
nicate complex knowledge, and in the case of nanotechnology, the absence of certainty and 
predictability allows the narratives to be more imaginative. Symbols are used to reinforce the 
narratives created. In the case of nanotechnology, I have detected a use of symbols with 
religious and mythical connotations used both by the opponents and the advocates. Terms 
such as ‘nano-religion’, the ‘Holy Grail’, ‘prophecies’, ‘Pandora’s Box’, ‘Nemesis’, ‘Nirvana’ 
and ‘Armageddon’ are used in several discussions on nanotechnology [Joy, 2000; Amato, 
1991; Drexler, 1986; Mody, 2004]. These religiously associated symbols are used in order to 
emphasize the grandeur of nanotechnology. Both ‘camps’ acknowledge that the technology is 
very powerful and have all-encompassing impacts. What forms the dispute is whether those 
impacts are beneficial to society or not. However, creations of such conflicting expectations 
share the same approach of determinism. This technological determinism emphasizes that 
nanotechnology (and not in particular any other factors) will lead to this horrific40 or splen-
                                                 
40 ’The new Pandora’s boxes of genetics, nanotechnology, and robotics are almost open, yet we seem hardly to have noticed. 
Ideas can’t be put back in a box; unlike uranium or plutonium, they don’t need to be mined or refined, and they can be freely 
copied. Once they are out, they are out’ [Joy, 2000:14]. 
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did41 future described, hereby determining the social order. Stories projecting nanotechnology 
either as the saviour or the destructive force of the future are often discarded because of the 
so-called ‘tunnel vision’. Tunnel vision refers to a perspective were all other factors that come 
into play as technologies develop have been excluded (might be termed as nanotechnological 
determinism) [Brown & Duguid, 2001]. In my opinion, such deterministic approaches lack 
the ability to consider the societal context and the complexity in which nanotechnology is 
developed.   
 
Despite the critique of such extreme expectations, religious connotations with nanotechnology 
referred to above have popped up in more or less recognized scientific journals, and renowned 
scientists have told the stories. K. Eric Drexler, who is referred to as ‘the apostle of nanotech-
nology’ [Amato, 1991], popularized nanotechnology by writing a book on what to expect from 
nanotechnology in the future. Even though Drexler is a nanotechnologist he is extrapolating 
the natural scientific knowledge in order to make claims about the future. In this way, he is 
using his status as a natural scientist to create expectations that are not really supported by 
natural scientific arguments. His visions on how nanotechnology is going to change our future 
might even be termed as more or less vivid. In 2000, the well renowned computer scientist Bill 
Joy wrote an article that became quite (in)famous. Joy wrote the article to emphasize the very 
possible dangers of nanotechnology (and robotics and genetics); ’The 21st-century technologies 
- genetics, nanotechnology, and robotics (GNR) – are so powerful that they can spawn whole 
new classes of accidents and abuses’ [Joy, 2000:4]. Joy’s attack on especially nanotechnology 
was quite controversial (Joy is accused of adopting a ‘tunnel vision’ on nanotechnology) due to 
his use of dramatic scenarios in a position as a natural scientist: ‘I think it is no exaggeration 
to say we are on the cusp of the further perfection of extreme evil (….)’ [Joy, 2000:4-5]. As with 
other proponents of nanotechnology, Joy stresses the problem of ‘grey goo’ (even though 
Drexler is to be characterized as a believer in nanotechnological benefits, he has also addressed 
the possible problem of gray goo) [Joy, 2000; Drexler, 1986; Jones, 2004]. The ‘grey goo’ 
scenario refers to a state where nanotechnological developments might unleash uncontrolled 
self-replicators able to challenge the evolutionary principles. The ‘grey goo’ nightmare repre-
                                                 
41 ’To have any hope of understanding our future, we must understand the consequences of assemblers, disassemblers, and 
nanocomputers. They promise to bring changes as profound as the industrial revolution, antibiotics, and nuclear weapons all 
rolled up in one massive breakthrough’[Drexler, 1986:20]. 
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sents are future scenario where the self-replicators have gained intelligence and are obliterating 
life itself. The ‘grey goo’ scenario is fundamentally discarded by natural scientists working 
within the field of nanotechnology on the basis that these scenarios are based on nothing but 
pure imagination and fright.  
 
Whereas the natural scientific field seems to reject the vivid stories and extreme expectations 
surrounding nanotechnology, the media has adopted these stories because they contain the 
features of a ‘good story’. A good story is characterized by antagonistic features where it is 
possible to make simple differentiations between the good and the bad; e.g. between the hero 
and villain. Consequently, the media’s presentation of nanotechnology in general has contrib-
uted to the creation of narratives that depict nanotechnology as either a controllable or an 
uncontrollable juggernaut. In many cases, nanotechnology is compared with the GM case that 
was (and still is) highly debated in the public media. It is well known that the media tend to 
present stories that have some kind of ‘shock’ factor – stories that focus on risks. And because 
natural scientific research has pointed out that nanotechnology might pose a possible threat to 
human health and the environment combined with the prevailing science fiction inspired 
disaster stories42, the public media has contributed to an amplification of the risks associated 
with nanotechnology.  
 
Whether or not it is possible to speak of an actually stigmatization of nanotechnology is hard 
to decide since a large amount of the public in general have no knowledge about the technol-
ogy – many people does not even know what nanotechnology is. Examinations of the public 
perception of the technology show that if people have even heard about nanotechnology, not 
many are able to explain what it is [Teknologirådet, 2004]. Thus, a genuine stigmatization like 
the one I argue that some GM products experienced has not (yet) developed towards 
nanotechnology. Inversely, it seems as if nanotechnology is subjected to some kind of glorifica-
tion at least within the field of research. According to nano scientists, the very coupling of the 
‘term’ nanotechnology with some kind of research releases huge funding. Because nanotech-
                                                 
42 In 2002 Michael Crichton (author of the bestseller Jurassic Park) published the novel ‘Prey’. The book is about nanotech-
nology and how the technology becomes self-replicating with disastrous consequences (the ‘grey goo’ scenario). Even though 
the book is emphasizing to be purely fiction (though inspired by Drexler’s thoughts) it is often referred to; both in the public 
debate but also in scientific publications. Since ‘Prey’ is frequently mentioned and referred to in the debate on nanotechnol-
ogy it can be argued that the book does have a great impact on the public perception of nanotechnology in general.  
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nology has been acknowledged as the technology of the 21st century due to massive industrial 
investments in the further development of the technology, and visionary political initiatives in 
the realm, a predominant positive approach can be detected43 [Nielsen, 2004]. According to 
Jamison, the field of nanotechnology is surrounded by exaggerated expectations, which reflect 
hype. He argues that this hype is creating false expectations or maybe even false understand-
ings of nanotechnology, because; ’…nobody really knows what nanoscience has to offer’ 
[Jamison, 2005 & 2006]. The hype is creating ‘false expectations’ or maybe even ‘false under-
standings’ of nanotechnology. I believe that this over-enthusiasm can be associated with the 
multiple economic and political interests that have entered the field.  
  
To sum up, the stories presenting the possibilities and consequences of nanotechnology are 
full of abundant and contrary expectations. Still, no appearance of hardcore evidence has 
tipped the balance in favour of the opponents or the advocates of nanotechnology. This still 
allows for diverse and often contradictory expectations to flourish. But it might not just be 
natural scientific evidences that decide the matter whether some expectations are more 
accepted than others. It is essential to consider the importance of prevalent discourses in 
society (e.g. economically or politically founded) since they might influence or even decide 
what stories and expectations that are created and accepted. A dominant actor in the creation 
of expectations is the media. Experiences from the GM case show that the presentation of a 
given technology in the media might have a huge impact on the public perception. Thus, if 
enough negative stories are created around the technology and if the possible detriments of 
the technology are perceived by the public to be a risk, a stigmatization of nanotechnology 
might occur. The process of stigmatization might be difficult to stop or overturn since it is 
easier to find flaws than to prove flawless.  
Dealing with nanotechnology in contemporary society 
Thus, while there is no way of knowing, a priori, the unintended and higher order consequences of 
nanotechnology, the participation of environmental and social scientists in the field may allow for 
                                                 
43 Companies such as L’Oreal and Apple have tried to brand ‘nano’. L’Oreal has marketed their use of nanotechnology in 
their products, and Apple has named one of their products iPod nano. Such initiatives witness that the industrial area is 
trying to promote ‘nano’ as something new and positive.  
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important issues to be identified earlier, the right questions to be raised, and necessary corrective 
actions to be taken. It does seem likely that some form of regulatory control will be necessary to as-
sure that nanotechnology is developed safely [Arnall, 2003:41].  
As the quote states it seems necessary to develop some kind of regulatory control in order to 
prevent nanotechnological risks from materializing. But what is the current status of the 
regulation of nanotechnology? Addressed at a European level, no specific regulation for 
nanotechnological products or processes has been created; 
Still lacking is the adaptation of the existing regulations to the nano specifics. The difference be-
tween nano-scale and macro-scale is not caught in existing regulation. Furthermore, new materials 
are not classified in a systematic way [IÖW, 2004:2].   
So despite rather shocking cases that have proved toxicity of e.g. nanoparticles, it is impossible 
to draw general conclusions on the potential risks of nanotechnology in large while it depends 
on the properties of the specific technology and the context in which it is applied. This means 
that there has not been developed any general methods of risk assessment to approach and 
investigate nanotechnological risks. A further question is whether it is at all possible, and even 
plausible, to make such overall methods available.   
 
This does not mean that nanotechnology is a non-regulated area. Nanotechnology is caught by 
existing regulations in cases where the ‘nanopart’ has been sort of applied. This means that 
nanotechnology used in medicine is still subjected to the regulations that apply to drugs. And 
when dealing with nanoparticles there seems to be some kind of consent among regulators 
and researchers that the regulations addressing particles in general are able to capture the 
potential adverse effects of nanoparticles (in spite of claims that the research is limited, 
preliminary and even contradictionary) [IÖW, 2004]. But a distinct nano-regulation has not 
(yet?) been developed.     
 
The European Commission has developed a strategy for the development of nanotechnology 
as well as a four-year action plan [Commission of the European Communities, 2004; Commis-
sion of the European Communities, 2005]. Based on an analysis of the field of nanotechnol-
ogy in Europe, the European Commission has made a proposal for a European strategy. The 
purpose of the strategy is to secure that the development of nanotechnology is safe and 
responsible, and that the potential benefits of the technology is reaped. There is an extensive 
focus on the role of research and development (R&D), and according to the strategy, coordi-
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nation of and further investment in R&D is crucial in order to stay competitive internation-
ally and to reinforce the industrial exploitation of the technologies by producing wealth-
generating products and processes. Further, the strategy highlights that societal considerations 
should be integrated in the R&D process at an early stage, and that an interdisciplinary 
education of researchers should be promoted. The strategy addresses risks explicitly by point-
ing to actions that;  
…address any potential public health, safety, environmental and consumer risks upfront by generat-
ing the data needed for risk assessment, integrating risk assessment into every step of the life cycle 
of nanotechnology-based product, and adapting existing methodologies and, as necessary, develop-
ing novel ones [Commission of the European Communities, 2004:4].   
This acknowledgement of nanotechnology, presenting new challenges to both the assessment 
and the management of risk, has influenced (maybe forced) the European Commission to 
realize the importance of adapting a broader risk approach and re-thinking ways of attending 
to risks; 
Ethical principles must be adhered to and potential health, safety or environmental risks scientifi-
cally studied, also in order to prepare for possible regulation. Societal impacts need to be examined 
and taken into account. Dialogue with the public is essential to focus attention on issues of real 
concern rather than ‘science fiction’ scenarios [Commission of the European Communities, 
2004:3].  
Thus, even though no clear-cut regulatory actions and processes towards nanotechnology exist, 
it is still arguable to claim that nanotechnology is being dealt with in contemporary society44. 
 
                                                 
44 Besides the collaborative EU initiatives, nanotechnology is being discussed and addressed at a national level within the 
European countries. In 2004, The Royal Society & The Royal Academy of Engineering (UK) released the report “Nanoscience 
and nanotechnologies: opportunities and uncertainties” which became quite a renowned contribution to the discussion on 
nanotechnology. The aim of the report was not only to address the technical element of nano but to examine the societal 
context. This initiative gave rise to similar investigations around rest of Europe. In Denmark, nanotechnology has become a 
part of the political agenda. In 2004, the Ministry of Science, Technology and Innovation presented an action plan for 
Denmark through the report “Technology Foresight on Danish Nanoscience & Nanotechnology”. The main purpose of the action 
plan is for Denmark to become part of the elite in developing and controlling nanotechnology before the year 2020. Different 
strategies are presented in order to obtain this goal, and the majority of these strategies focus on the economical and 
technological competitiveness. But an explicit focus on nanotechnological risks and how to deal with such was not ap-
proached specifically within the action plan. However less influential than a national action plan, the Danish Board of 
Technology released a report focusing on the potential nanotechnological risks considering health and environment, and 
presented recommendations on how they should be addressed and dealt with [Teknologirådet, 2006]. For the time being, the 
recommendations have not led to any regulatory initiatives.   
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Re-thinking the approach towards nanotechnology? 
So, how should we deal with nanotechnology and manage the unknown? Because of the lack 
of knowledge, the unavailable data, and the generic features of nanotechnology it becomes 
difficult to make general rules on how to deal with nanotechnology and its potential risks. 
Still, it is crucial that we develop precautions on how to deal with the technology in certain 
situations. With reference to the guidelines presented in chapter 7 I have created some 
suggestions on how to deal with nanotechnology. Before discussing the guidelines I find it 
relevant to address the GM case where managing the unknown has been, and still is, a promi-
nent discussion as well.  
 
Because nanotechnology shares the trait of being generic with other technologies, with 
biotechnology as the more common to stress, it is valuable to incorporate experiences when 
approaching nanotechnology. A comparison of nanotechnology and biotechnology is very 
much rejected within most natural scientific realms based on the technical dissimilarities. Still, 
there is a tendency to draw parallels between the two technological domains [Mnyusiwall et al., 
2003; Selin, 2006; Kulinowski, 2004; Arnall, 2003; Joy, 2000]. In my opinion, the two tech-
nologies coincide on different levels. First of all, both technologies are subject to complexity 
and uncertainty, which means that natural scientists face great difficulties in determining 
cause and effect relations. Secondly, because both technologies focus on the enabling ability of 
atoms and genes respectively, both technologies face the danger of becoming self-replicating. 
Moving on to a less technical level, the two technological fields resemble when addressing the 
societal discussions. Both technologies are surrounded by multiple expectations and all-
encompassing visions. An example is the case of gene modified (GM) foods that on one side 
are highlighted as the solution to world hunger, but on the other side is depicted as ‘Franken-
foods’ that will eventually demolish the whole ecosystem [Kulinowski, 2004]. The case of 
nanotechnology is no different. The point is, then, that we should avoid ending up in the 
same situation as the European GM case45. What matters here is the public. The GM case 
shows how influential the general public can be on political issues. Through boycotts, media 
coverage, and public discussions biotechnology experienced stigmatization. The level of the 
                                                 
45 There are many discussions whether it is possible to speak of a GM ‘case’ as such, but I agree with those recognizing the 
massive European resistance against GM products during the 1990’s to represent a case. 
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GM debate shifted from natural scientific discussions on right and wrong from a technical and 
scientific perspective to the public discussing right and wrong from an ethical perspective. 
Thus, the case shows that technologies are and can be discussed, assessed and either accepted 
or discarded by lay people without any specific or beforehand knowledge about the given 
technology. Arguably, dealing with nanotechnology in contemporary society should be done 
with these experiences in mind.  
 
Accepting the co-existence of risk conceptions appeal to a broader risk approach which means 
that not only nanoscientists, but also social scientists, economists, grass roots, lay publics and 
so on should be included in the process of managing nanotechnology (implicit discussing the 
technology, making decisions about nanotechnology and so forth). Examples of such efforts of 
inclusiveness in practice are the organizations of multidisciplinary workshops where multiple 
actors are invited to discuss nanotechnology at a general level [Roco & Bainbridge, 2001; 
Rickerby, 2004; Teknologirådet, 2006]. Even though such workshops might not have a direct 
effect on the further development of nanotechnology, the outcome of such workshops are 
often communicated to the decision-makers (if they have not already participated in the 
debate), which might possibly influence decisions and potential regulation in the area. Thus, 
coping with nanotechnology without disregarding the co-existing risk perceptions does occur in 
contemporary society but could be enlarged. My specific suggestion is to provide more techno-
logical assessments that include the public and other stakeholders. Creating more dialogues 
will eventually enhance the level of knowledge (not referring to natural scientific knowledge 
here) and might prevent an incident like the GM case to happen. 
 
As highlighted earlier, natural scientific knowledge about the potential risks of nanotech-
nological application is still very limited. This enables quite vivid stories about nanotech-
nological risks to take shape. One way to reduce the amount of dramatic risk stories is to 
generate ‘real’ risk stories. Thus, pro-activity needs to be incorporated in the risk approach 
considering nanotechnology. Nanotechnological research is undertaken by both public 
research institutions and within the private industrial sphere. Whereas public research is 
imposed to investigate in both detriments and benefits considering nanotechnology (still with 
the largest effort considering the latter), the private research in companies and within indus-
trial realms, where the largest amount of investments are put into nanotechnology, are only 
examining risks as a side-effect of the potential benefits. In order for risks to be detected 
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earlier, or at all to be investigated, it is necessary to make a more active attempt to incorporate 
or initiate risk studies. The public research needs more earmarked funding to risk research, 
and the private research needs either to be forced or to be given incentives to make specific 
risk research. Collaboration between the two spheres might also benefit the risk research. This 
means that the already existing cooperation on research in the developing potentials of 
nanotechnology should be expanded to include risk research as well.  
 
The third guideline presented in chapter 7 is that of contextualization. In my opinion, the co-
existence of multiple risk conceptions considering nanotechnology witness that the context 
within which nanotechnology develops has already been recognized and incorporated in the 
way nanotechnology is approached. This is further evident looking at the many reports on 
societal matters of nanotechnology that has appeared in Europe within the last five years. But 
the contextualization also needs to be incorporated when potential nanotechnological risks are 
approached. Because nanotechnology is only a general term covering many different applica-
tions, each use of nanotechnological methods need to be assessed in the given context. In 
practise it means that the principle of case-by-case evaluations as developed within the field of 
biotechnology should be applied to the field of nanotechnology as well. 
 
The field of nanotechnology expands heavily within these years. Massive funding, positive 
expectations, and the lack of regulatory limitations have enabled nanotechnology to develop 
rather fast. But we need to remember that the field of nanotechnology is characterized by 
scarce knowledge and complexity, which means that the outcomes of implementing and 
applying the technologies are quite uncertain and might even be irreversible. Thus, we need to 
incorporate reflectivity in our management of nanotechnology. Nanotechnology is often 
presented as the answer. But what is the question then? Reflectivity appears to be appropriate 
in order to consider the actual aims of developing nanotechnology. There might be alterna-
tives that could be as beneficial as nanotechnology but without the uncertainty and possibility 
of potential risks. Thus, before we haste into decisions about the development of the technol-
ogy it might be a good idea to have more knowledge of the field. However, reflectivity does not 
appear out of the blue, and especially not within the realm of public research. For this reason I 
suggest that we consider the precautionary principle like in the case of biotechnology. The 
principle should not be applied because nanotechnology is under suspicion as such, but based 
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on the argument that we need more knowledge in the field before we move on with the 
development.  
 
The future of nanotechnology depends on trust. The future development and acceptance of 
the technology depends on the public and the policymakers, and whether they have faith in 
the technology and in the scientists claiming that there are potential more benefits than 
disadvantages. A major obstacle to the further development of nanotechnology might be the 
reluctance by the public to accept the technology. These lessons have been learned by the GM 
case. Whether nanotechnology can be trusted is also dependent of the presentation of the 
technology in the media. Among nano scientists there seems to be a general feeling that 
natural scientific results are distorted by the media in order to create sensations that conse-
quently generates mistrust towards nanotechnology [Johansson, 2004]. But what is ‘right’ and 
what is ‘wrong’? Creating transparency will not be able to answer this question, but it will 
enable that preconditions and arguments behind the natural scientists’ communication about 
nanotechnology and the political decisions on nanotechnology become more translucent. I 
believe it to be a challenge to create transparency within the complex field of nanotechnology, 
but it is necessary to make an attempt; e.g. through public dialogues. As earlier emphasized, 
the uncertainty surrounding nanotechnology enables rather vivid stories to appear. These 
stories might block the way for more realistic stories to evolve. Thus, a challenge is to empha-
size to the public that these kinds of science fiction stories should not be unambiguously 
understood, and that there is more to nanotechnology than science fiction.  
The future of nanotechnology 
Summing up, a regulation of nanotechnology might be efficient in order to direct the devel-
opment and to prevent risks from occurring, but so far it is not an option due to the complex-
ity and uncertainty surrounding the field. And it is not the only approach. Multiple channels 
and factors influence the development of nanotechnology. The industry plays a significant role 
in the shaping of the nanotechnological future(s) through massive investments and the 
creation of expectations that canonize nanotechnology. Further, the media plays a significant 
role in generating stories about technologies and their potential benefits and detriments 
respectively, and stories on nanotechnology has not been in short supply. Actually, all institu-
tions and actors with an interest in nanotechnology - the industries, decision makers, NGO’s 
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and such – want to affect the further development of the technology which they do by creating 
stories. 
 
The characteristics of stories might vary a great deal depending on the communicators, the 
purpose of the story, and the knowledge (or lack of it) that the story is based on. Because 
nanotechnology is associated with much uncertainty, the stories have more room for imagina-
tion, and some stories use nanotechnology in a science fiction context where a further devel-
opment in the nanotechnological field will lead to an extreme position (either good or bad). 
Due to the uncertainty of nanotechnology, very contradictory visions of the future co-exist and 
the creators of these visions seem to be negotiating if not even battling to define the future.  
 
The problem is not the co-existence of different future visions, but if decisions on the future of 
nanotechnology is based solely on pure imagination. Experts and decision makers might be 
able to tell facts from fiction, but the general public that has little or no knowledge about 
nanotechnology might get a distorted image of the technology. Coping with this situation 
requires educational methods and a transparency of knowledge. Of course more research on 
nanotechnology might demolish the very extreme and antagonistic positions, which might 
prevent stigmatization and glorification of nanotechnology respectively. But it might also have 
the opposite function depending on the communication (or the lack of it) of research and 
knowledge.  
 
The question is not as much if nanotechnology will be part of our future, but instead how. It is no 
longer a matter of choice, because those choices were made long time ago when research in the 
technology initiated and developed. The Pandora’s box of nanotechnology has been opened which 
means that the technology is out and cannot be returned in the box. Since the further advancing of 
nanotechnology seems inevitable, the challenge is to secure that nanotechnology is exploited while 
considering safety and moral issues. Thus, we need to discuss limits of acceptability. Research and 
development needs to be out in the open as much as possible (though competitive advantages and 
patents might be an obstruction). And sharing of knowledge will be the best strategy in order to 
prevent possible risks from materializing. Furthermore, transparency should be characterizing the 
discussions on nanotechnology; both in the public and in the different academic forums. There is a 
need to weed out the extreme science fiction stories, which seems to be a hindrance to more unpreten-
tious communication of the technology.    
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CHAPTER 9 CONCLUSIONS 
The aim of this thesis has been to investigate, analyze and discuss emerging technologies, 
technological risks, and the co-existence of risk conceptions. These objects of analysis have 
been addressed in a context considering preconditions and influential factors. Thus, the 
research question below has constituted the focal point of this dissertation. In the pages to 
follow I will answer the research question by summing up the more salient discussions of this 
thesis. 
 
Considering the challenges of complexity and uncertainty facing emerging technologies, 
and the co-existence of different risk conceptions; what should be taken into account when 
approaching and dealing with technological risks? 
  
Throughout the thesis, the point of departure has been emerging technologies in contempo-
rary western society. Technological developments are considered imperatives of our society 
with growth and innovation as the primary goal. Nevertheless, emerging technologies are 
subject to complexity and uncertainty, which creates the possibility that (unintended) risks 
might occur. Thus, society is forced to address and cope with complexity and uncertainty in 
order to prevent possible risks.  
 
However, the traditional (natural scientific) methods of approaching risks have become 
insufficient due to the complexity of emerging technologies, which the case of nanotechnology 
illustrates very well. The role of natural science in contemporary society is being questioned. 
As pointed out, natural science has not lost its position in society as the prominent institution 
of knowledge production. What seems to have changed is the general perception of natural 
science’s trustworthiness. The field of natural science faces challenges in shape of inexplicable 
phenomena, complex systems with infinite outcomes, missing cause-effect relationships and so 
on. In addition to this, contradictory ‘truths’ and expert disputes have questioned the field of 
natural science as the supplier of objective facts. These changed perceptions of the role of 
natural science have enhanced the acceptance of knowledge production by other actors and in 
other spheres of society. This has enabled different risk conceptions to arise and co-exist.          
 
Technological Risks 
-Emerging Technologies and Co-existing Risk Conceptions 
 
 109 
 
 
 
Risks are not simply the outcome of probability time’s consequence, which means that not all 
possible events or incidents are calculable. As much as risks are referred to as something 
physically ‘out there’, it is just as well constructions in the human mind. Thus, different risk 
conceptions co-exist in society. Risk conceptions are shaped and influenced by multiple factors 
such as social processes, economy, power relations, and so on. Whether or not an incident is 
perceived as a risk depends both on the individual and its prior beliefs, but just as much on 
external factors. The thesis has emphasized communicative processes to play a prominent role 
in the shaping and influencing of risk conceptions. Not only does the very communication 
matter, but also how an incident is presented (as a risk or not) depends highly on those 
communicating – their status, perspective, appearance, and trustworthiness. The media 
occupies a prominent position in this process of communication while it is the channel 
through which people in general receive most of their information. Thus, the media is a 
powerful institution in line with e.g. the natural scientific field and the political area that all 
compete to define and influence risk conceptions.  
 
Despite the co-existence of risk conceptions, the tendency is that some risk conceptions are 
more prevalent in society than others. This might be the result of a general collective risk 
understanding or of power struggles. The key concept in this matter is trust. Prevailing risk 
conceptions are accepted and acknowledged if they are considered trustworthy. An often-used 
tool to manipulate risk conceptions and thus attempt to affect the extent of trust (to establish 
it, confirm it, or destroy it) is narratives or stories. Stories of a given incident might be more or 
less disconnected from reality depending on available knowledge. In the case of nanotechnol-
ogy, multiple and often contradicting stories about the future of nanotechnology has been 
created. The flourishing of such stories indicates that little is still known about the prospects 
of nanotechnology. Whether stories are accepted or not depends highly on the trustworthiness 
of the communicator. In some cases, the result of creating believable and generally accepted 
stories might lead to either a stigmatization or glorification of a given incident, technology etc.  
 
These possibilities of influencing risk conceptions attest that a social amplification of risks 
takes place in society and that perceived or constructed risks are just as (if not more) important 
to address as the ‘real’ ones. Real, constructed or both, these risks still pose a threat to society 
in shape of either something physical (e.g. a disaster) or something psychologically (e.g. 
stigmatization). Thus, the co-existence of risk conceptions needs to be acknowledged.  
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Today, the prevalent risk approach is still considering risks as something calculable which is 
reflected in the methods of natural scientific risk assessment that are well institutionalized in 
our society. However, throughout the thesis it has been argued that these methods are insuffi-
cient dealing with emerging technologies and the associated uncertainty and complexity. This 
inadequacy has been acknowledged by the actors undertaking risk management, which has 
resulted in some new approaches on risk management; e.g. incorporation of public participa-
tion. Natural scientific knowledge might still be dominant within the realm of risk manage-
ment, but since knowledge production of other spheres and actors have been acknowledged, 
the processes of risk management have changed accordingly.  
 
Despite these initiatives broadening the process of risk management, it is still my claim that 
there is a need for further changes in order to deal with emerging technologies without 
disregarding the diversity of co-existing risk conceptions. Factors such as communicative 
processes, power relations, trust, available knowledge and the like influence risk conceptions. 
Thus, these factors need to be integrated in how we approach and deal with technological 
risks. To oblige this, I have suggested some guidelines on how to re-think risk management. In 
my opinion, the process of risk management needs to incorporate the features of inclusiveness, 
pro-activity, contextualization, reflectivity, and transparency in order to consider the challenges 
of complexity and uncertainty surrounding emerging technologies and the co-existence of risk 
conceptions.   
 
The co-existence of numerous risk conceptions might be acknowledged at a macro-level by the 
decision makers and integrated in the process of risk management. But an overview of the 
different risk conceptions is not always presented to the broader public who are often just 
faced with two possibilities – that a given incident or technology poses a risk or not. This 
means that the diversity and co-existence of risk conceptions is not apparent to the general 
public, which further means that the arguments behind the risk conceptions are seldom 
expressed. Another important point is that decision-makers very rarely explain and describe 
the context of risk-taking situations, and the processes of selecting and prioritizing are not 
often discussed publicly [Conrad, 1980]. But why does this seem to be the case? Sometimes it 
may indicate that there is something to hide, but mostly it is because decision makers assess 
that such information would be difficult for the general public to understand.  
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However, I think there is a point in involving the public more by introducing them to the 
diversity of risk conceptions; the risk decisions, and the arguments behind. Such initiatives of 
involvement and transparency would have an educational effect which might further lead to 
the creation of more public debates. In this way, public discussions express the risk concep-
tions of the public, which might benefit processes of risk management in the long run. A state 
of zero risk is unattainable which is why prioritizing of risks is necessary. If the public becomes 
more involved in discussions on risks they might become more educated. Having more 
knowledge about possible risks and different risk conceptions would make the public more 
capable of contributing to the process of prioritizing risks i.e. when to run a risk and when not 
to. Decisions based on public discussions would then again be more democratic and legiti-
mate, but whether they would be better is a relative question.  
 
Applications influence implications. This is the main argument for incorporating contextuali-
zation in the process of risk management. Emerging technologies and their associated risks 
evolve, develop and materialize in a given context, which is why they need to be addressed 
considering this given context. Though this thesis has strived to come up with general guide-
lines on how to re-think risk management, the importance of contextualization has still been 
emphasized. One approach that might contribute to this contextualization is the principle of 
case-by-case evaluations where specific conditions are considered. Even though a contextualiza-
tion involves much complexity, the aim is to incorporate and acknowledge complexity and not 
exclusively reduce it. The methods of extended fault-trees might be especially appropriate to 
present the given context and complexity of a given technological application and the given 
implications of this. The use of extended fault-trees might as well provide transparency in the 
processes of risk management.  
 
Another challenge for society is to become more proactive towards emerging technologies and 
their associated risks. Experiences from previously emerging technologies show that coping 
with risks has primarily been reactive which means that risks sometimes have been addressed 
too late. Today, there is still a tendency that research in risks surrounding a given technology is 
down prioritized compared to the research in the technology itself and its potential benefits. 
In order to avoid disastrous situations caused by implementation of unknown technologies we 
need to address the possibilities of risk quite early in the process. This means that risk concep-
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tions need to be integrated in and not detached from the technology itself. At a more practical 
level, more investment in risk research (preferably independent of economic and political 
interests) is needed.  
 
Another way of obliging pro-activity in the process of risk management is to recognize the 
significance of reflectivity. Our society’s dependency on growth and thus an urge to promote 
emerging technologies, is from time to time ‘forcing’ politicians, industries and scientists to 
make decisions despite lack of sufficient knowledge. This ‘politics of urgency’ might lead to 
shortsighted decisions that do not acknowledge the presence of complexity and uncertainty. 
Thus, bringing in reflectivity not only in the process of risk management but in the general 
process of dealing with emerging technologies and technological risks would then maybe 
create more deliberate decisions and prevent hasty actions to occur. But whether such reflec-
tivity would prevent risks from occurring is not possible to predict.  
 
My point is that all the above-mentioned factors should be taken into account when approach-
ing and dealing with technological risks due to the challenges of complexity and uncertainty 
facing emerging technologies and the co-existence of risk conceptions. Though managing the 
unknown appears to be quite a difficult task - if not even impossible - it seems as if we have no 
other choice than to engage in it. As long as we push the development of emerging technolo-
gies forward, the possibility that potential technological risks might arise is highly present. 
Risks are conclusively an inherent feature of society, which thus demands the need to ap-
proach and deal with them. 
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