Abstract. Inspired by results of Guardo, Van Tuyl and the second author for lines in P 3 , we develop asymptotic upper bounds for the least degree of a homogeneous form vanishing to order at least m on a union of disjoint r dimensional planes in P n for n ≥ 2r + 1. These considerations lead to new conjectures that suggest that the well known conjecture of Nagata for points in P 2 is not an exotic statement but rather a manifestation of a much more general phenomenon which seems to have been overlooked so far.
Introduction
It has been anticipated that the statement of the Nagata Conjecture (see Remark 2.5) generalizes to points in higher dimensional projective space, e.g. in [15] , [16] . In the present paper we show that the pioneering idea of Guardo, Van Tuyl and the second author to replace points by lines [11] , extends to the general setting of linear subspaces of arbitrary dimension. Corollary 2.9 exhibits in addition surprising ties between emerging structures. A posteriori our research provides interesting information on the shape of the nef cone of projective spaces blown up along a collection of disjoint linear subspaces (see Remark 2.12).
For any nonzero homogeneous ideal J ⊂ k[P n ], let J t be the k-vector space span of the homogeneous forms in J of degree t, and let α(J) be the least t such that J t = 0, so α(J) is the degree of a nonzero element of least degree in J. These invariants have been studied for a long time, see e.g. [7] , [19] . An asymptotic counterpart which we refer to as the Waldschmidt constant, was studied by Waldschmidt [19] in case J is an ideal of a finite number of points. We define it more generally as It is usually very hard to compute α for large symbolic powers of an ideal, with the result that there are not many ideals for which the value of γ is known. This makes it of interest to compute values of γ in specific examples, and even to obtain bounds on γ. In the present paper, motivated by this interest and by the results of [11] for lines in P 3 , we study Waldschmidt constants for ideals J n,r,s of unions of s generic r-dimensional subspaces in the projective space P n , where by linear subspace we mean a subvariety defined by n or fewer linear forms. We introduce polynomials Λ n,r,s (x) ∈ Q[x] (see Proposition 2.10) tied together by a tower of differential equations (see Corollary 2.9) such that γ(J n,r,s ) ≤ g n,r,s , where g r,n,s is the largest real root of Λ n,r,s , and we conjecture that equality holds for s ≫ 0. In particular, this conjecture implies that γ(J n,r,s ) is algebraic over the rationals for s ≫ 0. This conjecture generalizes and extends famous conjectures of Nagata and Iarrobino; see Remarks 2.5 and 2.6. The content of this paper is as follows. In Section 2 we prove our main theorem, Theorem 2.4, giving upper bounds on γ(I) for ideals of disjoint unions of r-planes in P n , and we state three conjectures, including the one referred to above. In Section 3 we prove one of our conjectures, Conjecture B, in the case that r ≤ 1. In Section 4 we work out an example giving support for Conjecture C. We also include two appendices. The first contains results involving binomial coefficients needed for the proof of Theorem 2.4. The second appendix includes computations demonstrating various techniques for computing γ(J n,r,s ) for various specific values of n, r, s. Explicit values of γ(J n,r,s ) are of interest even when s is not necessarily large.
Hilbert functions of disjoint fat flats
Let k be an algebraically closed field, L 1 , . . . , L s ⊂ P n k distinct linear subspaces of dimension r, and let I = I(
, . . . , x n ] be the ideal generated by all forms that vanish on each L i . In this situation the mth symbolic power of I has a simple form:
A fundamental problem in several areas of algebra and geometry is to determine the least degree of a nonzero homogeneous form in k[P n ] vanishing to order at least m on a union of linear subvarieties; i.e., to determine the numbers α(I (m) ).
By a fat flat we mean a scheme defined by I (m) , where I is the radical ideal of a linear subspace L of P n (note in this case that I (m) = I m ). We say that a form f vanishes to order at least m along L, if f ∈ I (m) . We begin by determining the number of conditions such vanishing imposes on forms of degree t. The formula without proof appears in [3, Section 2.2] and in a slightly more general setting again without proof in [5, Corollary 3.4] . At the risk of belaboring the obvious, we include the proof and show additionally that the expected dimension is the actual dimension in degrees t ≥ m. Lemma 2.1. Let L be a linear subspace of P n of dimension r < n. Let t ≥ m be positive integers. Then vanishing to order at least m along L imposes exactly
linearly independent conditions on forms of degree ), from which our second claim follows immediately. Remark 2.2. A recursive approach can be used to find c n,r,m,t . It is easy to check that the scheme mL defined by the ideal I(mL) = I(L) (m) , where L is an r-plane L P n , is arithmetically CohenMacaulay (alternatively, see, for example, [10, Theorem 3.1] ). This means that ∆ r H n,r,m (t) = H n−r,0,m (t), where H i,j,m is the Hilbert function of a j-plane in P i of multiplicity m. (So, for example, H n,r,m (t) = dim k (k[P n ]/I(mL)) t . Also, given any function f : N → N = {0, 1, 2, . . .}, we define the difference operator ∆f as ∆f (t) = f (t) − f (t − 1) for t > 0 and ∆f (0) = f (0).) Since H n−r,0,m (t) = min{ t+n−r n , m+n−r−1 n−r }, one can use iterated summation to recover H n,r,m from H n−r,0,m . But c n,r,m,t = H n,r,m (t) for t ≥ m, so we also recover c n,r,m,t . For example, regard H n,r,m as the sequence {H n,r,m (0), H n,r,m (1), H n,r,m (2), . . . , H n,r,m (t), . . .}. Taking m = 4, r = 2 and n = 4, we have H 2,0,4 = {1, 3, 6, 10, 10, 10, . . . , 10, . . .}, so H 3,1,4 = {1, 4, 10, 20, 30, 40, . . . , 10(t − 1), . . .} and H 4,2,4 = {1, 5, 15, 35, 65, 105, . . . , 5t 2 − 5t + 5, . . .}. Thus c 2,0,4,t = 10, c 3,1,4,t = 10t − 10 and c 4,2,4,t = 5t 2 − 5t + 5.
For t ≥ m − r − 1, we note that the expression t+n n − sc n,r,m,t is a polynomial in t of degree n, which we denote by P n,r,s,m (t). Similarly, if v = (m 1 , . . . , m s ) is a positive integer vector, then t+n n − i c n,r,m i ,t is a polynomial of degree n in t for t ≥ max i (m i − r − 1). We denote this polynomial by P n,r,v (t).
. . , L s be disjoint linear subspaces of P n of dimension r < n (note that disjointness implies n ≥ 2r + 1 when s > 1), let v = (m 1 , . . . , m s ) be a positive integer vector and let m be the maximum entry. Then P n,r,v (t) is the Hilbert polynomial of I = ∩ i I(L i ) m i ; i.e., dim(I t ) = P n,r,v (t) for t ≫ 0. Moreover, if P n,r,v (t) > 0 and t ≥ m ≥ 1, then dim(I t ) > 0 and hence α(I) ≤ t.
Proof. Let Z be the scheme defined by I. We denote the sheafification of I by I, so we have
We also have an exact sequence of sheaves
and by Lemma 2.1, this last quantity is equal to c n,r,m i ,t for t ≥ m i ≥ 1. Thus for t ≫ 0 we have
The last statement is linear algebra (when t ≥ m, elements of I t are by Lemma 2.1 solutions to i c n,r,m i ,t homogeneous linear equations on the vector space (k[P n ]) t of forms of degree t, which has dimension t+n n ; thus when P n,r,v (t) = t+n n − i c n,r,m i ,t > 0, we must have a nonzero element of I t ). Note that the assumption t ≥ m cannot be relaxed, as it might happen that P n,r,v (t) > 0 for some t ∈ (0, m) whereas obviously I t = 0 in this range. Indeed, take for example s general lines with t = 1, n = 3 and m ≫ 0. Then P n,1,s,m (1) > 0 (see display (3.1)) but clearly α(I (m) ) > 1.
Our main focus will be on the case of symbolic powers of ideals I = I(L 1 ∪ · · · ∩ L s ) of disjoint rplanes in P n . In this case, taking v = (m 1 , . . . , m s ) with m i = m for all i, we have P n,r,v = P n,r,s,m , and these are the Hilbert polynomial of I (m) .
In the view of the last statement in Lemma 2.3 it is natural to introduce the following quantity (2.
3) e n,r,s := inf t m : t ≥ m ≥ 1, P n,r,s,m (t) > 0 , which we call the expected Waldschmidt constant of I. Substitute t = mτ into P n,r,s,m (t) and regard P n,r,s,m (mτ ) as a polynomial in m, whose degree is also n. We denote its leading term by Λ n,r,s (τ ) and regard it in turn as a polynomial in τ , again of degree n. The reason Λ n,r,s (τ ) is of interest is because of the next theorem and the following two fundamental conjectures.
Theorem 2.4. Let n, r, s be integers with n ≥ 2r + 1, r ≥ 0 and s ≥ 1. Let I be the ideal of s disjoint r-planes in P n . Then the polynomial Λ n,r,s (τ ) has a single real root bigger than or equal to 1. Moreover, if we denote this largest real root by g n,r,s , then
The proof is immediate from Lemmas 2.11 and 2.7.
Remark 2.5. The bounds given by Theorem 2.4 are most interesting when I is the ideal of s generic r-planes in P n , since γ(I) will be larger the more general the r-planes are. Even in the generic case both upper bounds on γ(I) can be useful, since g n,r,s is easier to compute than e n,r,s but is also sometimes strictly larger, while e n,r,s in turn is often easier to compute than γ(I).
The case n = 2 and r = 0 is rather special, since for s < 10, γ(I) = e n,r,s with e n,r,s < g n,r,s unless s = 1, 2, 4 or 9, in which case γ(I) = g n,r,s . For s ≥ 10, a famous conjecture of Nagata [18] asserts that γ(I) = √ s, and in fact √ s = g 2,0,s . Nagata's conjecture has been extended to n > 2 (but still r = 0) by Iarrobino [15] . Iarrobino's conjecture asserts for each n > 2 and for s ≫ 0 generic points that γ(I) = n √ s, and again it turns out that n √ s = g n,0,s . However, unlike the case n = 2, for n > 2 there are values of s for which both inequalities of Theorem 2.4 can be strict. For example, for s = 4 generic points of P 3 (so n = 3, r = 0 and s = 4), we have γ(I) = 4/3 by Proposition 6.1.2, e 3,0,4 = 3/2 by Example 6.1.3, and g 3,0,4 = 3 √ 4 ≈ 1.587. Likewise, for n = 3, r = 1 and s = 6 generic lines in P 3 , we have γ(I) ≤ 42/11 ≈ 3.8181 by Remark 6.2.2, e 3,1,6 = 27/7 ≈ 3.8571 by Example 6.2.4, while g 3,0,4 is the largest real root of τ 3 − 18τ + 12 = 0, which is approximately 3.8587. However, for r = 0, 1 and s ≫ 0 and all n ≥ 2r + 1, the second inequality is in fact an equality. It seems reasonable to expect that this holds for all r; this is our Conjecture B below. The Nagata/Iarrobino conjecture, together with our Proposition 4.1 showing γ(I) = g n,1,s = n − 1 for s = (n − 1) n−2 generic lines in P n , motivates Conjecture C. Of course, it is a priori possible that the first inequality holds for s ≫ 0 generic r-planes, even if the second does not. This motivates our Conjecture A.
Conjecture A. Let n > 0 and r ≥ 0 be integers with n ≥ 2r + 1. Let J n,r,s be the ideal of s ≫ 0 generic r-planes in P n . Then γ(J n,r,s ) = e n,r,s .
Conjecture B.
If n ≥ 2r + 1, r ≥ 1 and s ≫ 0 are integers, then e n,r,s = g n,r,s .
By Theorem 2.4(c) we see that Conjectures A and B are equivalent to the following conjecture, which if true gives a numerical approach for computing γ(J n,r,s ).
Conjecture C. With the same hypotheses as in Conjecture A, we have γ(J n,r,s ) = g n,r,s . Remark 2.6. It is elementary to check that Conjecture C holds for n = 1 (in which case we have r = 0, since n ≥ 2r + 1). As noted above, for n = 2 and r = 0, Conjecture C is a less explicit version of the famous Nagata Conjecture [18] (Nagata stipulates s ≥ 9, rather than merely s ≫ 0). For n ≥ 3 and r = 0, Conjecture C is again a less explicit version of Iarrobino's generalization of Nagata's conjecture [15] . Nagata showed that his conjecture holds if the number of points is a perfect square [18] , and Evain has shown that Iarrobino's generalized conjecture holds if s is an nth power [8] . When n = 3 and r = 1, Conjecture C is Conjecture 5.5 of [11] .
In order to prove Theorem 2.4, we will need some preliminary results.
Lemma 2.7. Given integers n > 0, r ≥ 0 and s ≥ 1 with n ≥ 2r + 1 and disjoint r-dimensional linear subspaces L 1 , . . . , L s ⊂ P n whose union has ideal I, we have
Moreover, if Λ n,r,s (τ ) > 0 for all τ > g n,r,s and if g n,r,s ≥ 1, then e n,r,s ≤ g n,r,s . For the other inequality, let τ ′ be any fixed rational number bigger than g n,r,s . By assumption, Λ n,r,s (τ ′ ) > 0, so, for t = mτ ′ , the leading term of the Hilbert polynomial P n,r,s,m (t) = P n,r,s,m (τ ′ m) (viewed as a polynomial in m) is positive. Hence the polynomial itself is also positive for large m. Since we are assuming g n,r,s ≥ 1, we see that τ ′ is in the set t m : t ≥ m ≥ 1, P n,r,s,m (t) > 0 . This works for all τ ′ > g n,r,s , hence
Expressions for the Hilbert polynomial P n,r,s,m (t) of the union of s disjoint r-planes of multiplicity m in P n are complicated (even when m = 1; see for example [5, Corollary 3.4] ). Thus even though P n,r,s,1 (t) = t+n n − sc n,r,m,t , together with Lemma 2.1, in principle gives an explicit formula for P n,r,s,1 (t), it would not be easy to extract Λ n,r,s (τ ) from P n,r,s,m (t) directly. It is, nevertheless, possible to give an explicit expression for Λ n,r,s (τ ) in all cases. We do this in Proposition 2.10, as an application of our next two results. We will need the following notation. Given any function f (t), we define the first difference ∆f as ∆f (t) = f (t) − f (t − 1). Lemma 2.8. For n ≥ 2r + 1 and r > 0, we have ∆P n,r,s,m (t) = P n−1,r−1,s,m (t).
Proof. Since n ≥ 2r + 1, we can choose s disjoint linear spaces
be the ideal of their union. Take a general hyperplane H. We then have the hyperplane section H ∩ (mL 1 ∪ · · · ∪ mL s ) of mL 1 ∪ · · · ∪ mL s . The linear subspaces L i ∩ H are again disjoint in H ≃ P n−1 . Let I n−1,r−1,s be the ideal of their union. The fact that the L i are disjoint means that the ideal I 
n,r,s , where F is the linear form defining H. Thus
n,r,s ) t−1 , which for t ≫ 0 gives P n−1,r−1,s,m (t) = ∆P n,r,s,m (t).
Lemma 2.8 implies that the polynomials Λ n,r,s are linked by a series of linear differential equations.
Corollary 2.9. For n ≥ 2r + 1 and r > 0, we have Λ n,r,s (1) = (1 − s)/n! and
Proof. Since P n−1,r−1,s,m (mτ ) = P n,r,s,m (mτ ) − P n,r,s,m (mτ − 1) has degree m n−1 in m, the leading coefficient Λ n−1,r−1,s (τ ) of P n−1,r−1,s,m (mτ ) can be obtained by taking a limit
Applying the formula for c n,r,m,m in Lemma 2.1 we see that
In particular,
Proof. It is easy to see and well known that the Hilbert polynomial of s points of multiplicity m in P n is s m+n−1 n , and hence the Hilbert polynomial of the corresponding ideal I n,0,s is
Substituting mτ = t gives (for appropriate values of the a i and b i for 1 ≤ i ≤ n − 1, all of which are positive)
Thus indeed Λ n,0,s (τ ) = (τ n − s)/n! and g n,0,s = n √ s. For the rest, start with Λ n−r,0,s (τ ) = (τ n−r − s)/(n − r)!, and take r antiderivatives using Corollary 2.9, to obtain the result.
Lemma 2.11. Let n, r, s be integers with n ≥ 2r + 1, r ≥ 0 and s ≥ 1. Let I be the ideal of s disjoint r-planes in P n . Then the polynomial Λ n,r,s (τ ) has a single real root bigger than or equal to 1. Moreover, if we denote this largest real root by g n,r,s , then:
(a) g n,r,s > g n−1,r−1,s for r > 0 with s > 1, while g n,r,1 = 1 < g n,r,s for r ≥ 0 and s > 1; and (b) Λ n,r,s (τ ) < 0 for 1 ≤ τ < g n,r,s with Λ n,r,s (τ ) > 0 for τ > g n,r,s .
Proof. We first prove (a) and (b) for the case s = 1. By Proposition 2.10, Λ n,r,s (τ ) = 1 n! τ n − s r j=0 n j (τ − 1) j , so Λ n,r,1 (1) = 0. Moreover, by Corollary 2.9, d(Λ n−r+1,1,1 (τ ))/dτ = Λ n−r,0,1 (τ ) = (τ n − 1)/n! > 0 for τ > 1, so Λ n−r+1,1,1 (τ ) is increasing for τ ≥ 1, hence positive for τ > 1. The same argument applied to d(Λ n−r+2,2,1 (τ ))/dτ = Λ n−r+1,1,1 (τ ) shows that Λ n−r+2,2,1 (τ ) is increasing for τ ≥ 1 hence positive for τ > 1. Continuing in this way we eventually obtain that Λ n,r,1 (τ ) is strictly increasing for τ ≥ 1, hence positive for τ > 1. Therefore τ = 1 is the largest real root, so g n,r,1 = 1 and now (b) follows when s = 1. Now assume s > 1. Then it is easy to check that Λ n−r+i,i,s (1) < 0 for all 0 ≤ i ≤ r. But as a polynomial in τ , Λ n−r+i,i,s (τ ) has positive leading coefficient so it has a root bigger than 1. But Λ n−r,0,s (τ ) = (τ n − s)/n! is positive for τ > 1, so Λ n−r+1,1,s (τ ), being an antiderivative, is strictly increasing for τ > 1, so it has exactly one root bigger than 1, hence g n−r+1,1,s > 1. In particular, Λ n−r+1,1,s (τ ) < 0 for 1 ≤ τ < g n−r+1,1,s and Λ n−r+1,1,s (τ ) > 0 for τ > g n−r+1,1,s . Since Λ n−r+1,1,s (τ ) is an antiderivative for Λ n−r+2,2,s (τ ), we now see that Λ n−r+2,2,s (τ ) is decreasing and hence negative for 1 ≤ τ ≤ g n−r+1,1,s . Since Λ n−r+2,2,s (τ ) has positive leading coefficient, it has a root bigger than g n−r+1,1,s , hence g n−r+2,2,s > g n−r+1,1,s . Because Λ n−r+1,1,s (τ ) > 0 for τ > g n−r+1,1,s , we see that Λ n−r+2,2,s (τ ) is strictly increasing for τ ≥ g n−r+1,1,s , hence Λ n−r+2,2,s (τ ) has exactly one root bigger than g n−r+1,1,s , and we see Λ n−r+2,2,s (τ ) < 0 for 1 ≤ τ < g n−r+2,2,s and Λ n−r+2,2,s (τ ) > 0 for τ > g n−r+2,2,s . The argument continues in this way for Λ n−r+i,i,s (τ ) for i up to r, which proves (a) and (b).
Remark 2.12. The polynomials Λ n,r,s (τ ) can be found as intersections of certain classes on the blow up of P n . Specifically, let X be the blow up of P n along s disjoint r-planes, P 1 , . . . , P s . Let H be the hyperplane class pulled back to X, let E i be the exceptional locus of P i and let Corollary 5.5) . This implies that m(τ H − E) is big when τ > g n,r,s is rational and m is sufficiently large and sufficiently divisible. 1 Note that (τ H − E) n > 0 by itself has no immediate consequences for the bigness of multiples of τ H − E when n ≥ 3 and r > 0.
3. Conjecture B for r ≤ 1
In this section we assume r ≤ 1. We begin by verifying Conjecture B for r = 0. Proposition 3.1. Conjecture B holds for r = 0 for all n ≥ 1.
Proof. For τ = t/m, note that (2.4) implies that P n,0,s,m (t) > 0 is equivalent to
,s with s ≫ 0). On the other hand, for τ > g n,0,s , we have τ n − s > 0 and so for m ≫ 0 we have P n,0,s,m (t) = P n,0,s,m (mτ ) > 0. Since there are rationals τ = t/m with m ≫ 0 arbitrarily close to but bigger than g n,0,s , the result follows.
We now consider the case that r = 1. The fact that Conjecture B holds for lines for n = 3 was shown by [11] . We will extend this to all n ≥ 3. The Hilbert polynomial of s disjoint lines of 1 To see this, let Z ⊂ P n be the scheme theoretic union of the Pi, and let mZ the scheme defined by I(Z) (m) . Then, as in the proof of Lemma 2.3 and using the fact that gn,r,s ≥ 1 by Theorem 2.4, we have h 0 (X, OX(m(τ H − E))) = dim I(mZ)mτ ≥ Pn,r,s,m(mτ ), but as a polynomial in m, Pn,r,s,m(mτ ) has leading coefficient Λn,r,s(τ ) > 0, and thus h 0 (X, OX (m(τ H − E))) has order of growth m n .
multiplicity m in P n is s((t + 1)
m+n−2 n ), and hence the Hilbert polynomial of the corresponding ideal is
and by Proposition 2.10
We now verify Conjecture B for r = 1.
Theorem 3.2. Conjecture B holds for r = 1 for all n ≥ 3.
Proof. By Lemma 2.11 we have inf t m : t ≥ m, P n,1,s,m (t) > 0 ≤ g n,1,s ; we need to justify the reverse inequality when s ≫ 0. To do so, note that
, hence substituting t = mτ gives
for appropriate positive coefficients b i and d j (except we define b 1 = 0). Therefore, from equation (3.1) we have P n,1,s,m (mτ ) = 1 +
For s > 1, it follows by Lemma 2.11(b) that n!Λ n,1,s (τ ) = τ n − nsτ + (n − 1)s is negative for τ ∈ [1, g n,1,s ) and positive for τ > g n,1,s . Since τ n − nsτ + (n − 1)s > 0 for τ = n−1 √ ns, we see g n,1,s < n−1 √ ns.
Suppose we check that each coefficient
and hence P n,1,s,m (t) ≤ 0. Therefore, it would follow that inf 
A series of examples
We now compute γ(I) for the ideal I of s = (n − 1) (n−2) general lines in P n .
Proposition 4.1. Let I = J n,1,(n−1) (n−2) be the ideal of (n − 1) (n−2) general lines in P n . Then
Proof. It is convenient to shift n and consider the ideal I of n (n−1) general lines in P n+1 for which we claim γ(I) = n. The inequality γ(I) ≤ n follows readily from Theorem 2.4, since it is easy to check directly that g n+1,1,n (n−1) = n.
For the reverse inequality, it suffices to show that
for all m ≥ 1, where I is as usual the sheafification of I. We proceed by induction on m. The case m = 1 follows easily from [14] . We assume that (4.1) holds for m − 1 and aim for proving this for m. By the upper semicontinuity of cohomology functions it is enough to show the statement for lines in a special position. To this end we first choose n general lines L 1 , . . . , L n in P n+1 . On these lines we mimic the construction of a rational n-fold scroll as in [13, Exercise 8.26] . Specifically, for i = 2, . . . n let α i : L 1 → L i be a general linear isomorphism. Let X ⊂ P n+1 be defined as the closure of the set of projective subspaces in P n+1 spanned by points p, α 2 (p), . . . , α n (p). All these subspaces are isomorphic to P n−1 if L i and α i are chosen sufficiently general. Alternatively X can be viewed as the image of P n−1 × P 1 embedded by a morphism φ induced by a non-complete linear subsystem of bidegree (1, 1). In particular deg(X) = n as in the case of the Segre variety Σ n−1,1 , see [13, Example 18.15] . Now, let P 1 , . . . , P n n−1 be n n−1 general points in P n−1 . We consider the n n−1 lines given as images of {P i } × P 1 under φ. Assume that there exists a divisor D of degree mn − 1 vanishing along all these lines with multiplicity at least m. Restricting D to φ(P n−1 × {x}) either gives a divisor D x of degree mn − 1 in P n−1 vanishing to order m at n n−1 general points (the intersection points of φ(P n−1 × {x}) with φ({P i } × P 1 )) or D contains φ(P n−1 × {x}). The first possibility is excluded by a result of Evain [8, Theorem 3] to the effect that γ of a n−1 general points in P n−1 equals a. Hence the second possibility holds for all points x ∈ P 1 . Thus D contains X. Applying the induction hypothesis to the divisor D − X, which has degree (m − 1)n − 1, we get a contradiction. This shows that γ = n for n n−1 general lines in P n+1 .
Along the same lines computer experiments provide strong evidence in favor of the following example. We note that g 11,2,729 = 3. 
(c) Apply (b) with a = n − 2.
To verify our assertion in Remark 2.12 that (τ H − E) n = n!Λ n,r,s (τ ), we need a couple of identities.
Lemma 5.3. Let t, j ≥ 0 be integers. Then = 1 holds for some j ≥ 1. Adding our first formula (with t − 1 in place of t) to this gives
Proof. If we denote differentiation with respect to
Corollary 5.4. Let X be the blow up of P n along an r-plane P for some r < n, let H be the hyperplane class pulled back to X and let E be the exceptional locus of P . Then H n = 1, H j E n−j = (−1) n+1−r n−j−1 r−j for 0 ≤ j ≤ r, and H j E n−j = 0 for r < j < n.
Proof. It is obvious that H n = 1, and we have H r+1 E = 0 and (H − E) n−r = 0 by [17, Corollary 2.5]. ¿From H r+1 E = 0 we see that H j E n−j = 0 for r < j < n. For j = r we have 0 = H r (H − E) n−r = H n + n−r l=0 (−1) n−r−l n−r l H r+l E n−r−l = 1 + (−1) n−r H r E n−r , so H r E n−r = (−1) n−r+1 = (−1) n+1−r n−r−1
0
. Now let j = r−i for some 0 < i ≤ r. Then H j E n−j = H r−i E n−r+i and we want to verify that H r−i E n−r+i = (−1) n+1−r n−r+i−1 i . By induction we may assume that H r−l E n−r+l = (−1) n+1−r n−r+l−1 l holds for 0 ≤ l < i. Thus
. By Lemma 5.3 this equals (−1) n−r+1 n−r+i−1 i , as claimed. Now let X be the blow up of P n along s disjoint r-planes, P 1 , . . . , P r . Let H be the hyperplane class pulled back to X, let E i be the exceptional locus of P i and let E = E 1 + · · · + E s . Clearly, E i E j = 0 for i = j, and hence by Corollary 5.4, we have H n = 1, H j E n−j = s(−1) n+1−r n−j−1 r−j for 0 ≤ j ≤ r and H j E n−j = 0 for r < j < n. One can then compute that
By applying Lemma 5.3, we can verify that this is equal to n!Λ n,r,s (τ ) = τ n − s r j=0 n j (τ − 1) j :
Corollary 5.5. As polynomials in a variable x, we have
Proof. Let F n,r,s (x) denote the polynomial x n − s r j=0 n j (x − 1) j , and let G n,r,s (x) denote x n − s r j=0 (−1) r−j n j n−j−1 r−j x j . It is easy to see that the derivative satisfies D x F n,r,s = nF n−1,r−1,s (x), and that F n,r,s (1) = 1 − s and F n−r,0,s (x) = x n−r − s. By induction it is enough to show that D x G n,r,s = nG n−1,r−1,s (x), G n,r,s (1) = 1 − s, and G n−r,0,s (x) = x n−r − s. This is straightforward, except possibly for checking G n,r,s (1) = 1 − s, which is obviously equivalent to checking by symmetry of binomial coefficients, which is 1 by Lemma 5.3 (take t = n − r).
Appendix 2: Calculations
6.1. Points in P n . Let I be the ideal of s points in P n . Whereas α(I (m) ) is very hard to compute for large m except for very special configurations of the s points, if the points are general it is easy to show that
The initial degree of the second symbolic power can also be computed, by a result of Alexander and Hirschowitz [1] ; except for a few exceptions, they prove for s general points in P n that for some examples in P n , and see http://www.math.unl.edu/~bharbourne1/GammaFile.html for values of γ(I) for all configurations of s ≤ 8 points in P 2 , based on results of [9] ). However, little is typically known when m is large for s ≥ n + 3 general points. It is therefore perhaps surprising that one can establish exact values of the Waldschmidt constant γ(I) for all s ≤ n + 3 general points in P n for all n.
Proposition 6.1.1. Let J n,0,s be the ideal of s ≤ n + 3 points in general position in P n . Then
Before we proceed with the proof, we need to introduce some notation. Given s general points p 1 , . . . , p s in P n , let J(m 1 , . . . , m s ) = I(p 1 ) m 1 ∩ · · · ∩ I(p s ) ms and let J (m 1 , . . . , m s ) denote the corresponding sheaf of ideals on P n . We use the convention that if I is an ideal in a ring R, then I m = R for m ≤ 0. We denote by
and write ℓ n (d; m 1 , . . . , m s ) for the dimension of this linear system. If some of the multiplicities are the same we abbreviate
We omit the index n if it is clear from context.
Proof. See [6] or [16, (1.1) ].
We are now in a position to prove Proposition 6.1.1.
Proof of Proposition 6.1.1. If n = 1, it is easy to see that γ(J n,0,s ) = s and the results hold, so assume n ≥ 2.
Case s ≤ n. We have γ(I) ≥ 1 for any nonzero homogeneous ideal I ⊂ k[P n ]. The claim then follows immediately as ℓ(d; d, . . . , d) ≥ 1.
Case s = n + 1. By [4, Lemma 2.4.1], α(J mn n,0,n+1 ) = m(n + 1), hence γ(J n,0,s ) = lim m m(n + 1)/(mn) = 1+(1/n). We can also see this using Cremona transformations. We have ℓ(1; 1 ×n , 0) = 1, which implies ℓ(n + 1; n ×(n+1) ) ≥ 1 (since F = F 1 · · · F n+1 ∈ L n (n + 1; n ×(n+1) ), where F i is a linear form vanishing at the points {p 1 , . . . , p s } \ {p i }), and hence ℓ(h(n + 1); (hn) ×(n+1) ) ≥ 1 (since F h ∈ L n (h(n + 1); (hn) ×(n+1) )). This implies α(J (hn) n,0,n+1 ) ≤ h(n + 1). We now show ℓ(h(n + 1) − 1; (hn) ×(n+1) ) = 0 (and hence α(J (hn) n,0,n+1 ) = h(n + 1)). Indeed, Lemma 6.1.2 gives the first equality in
and the second equality is obvious. This implies α(J (hn) n,0,n+1 )/(hn) = h(n + 1)/(hn) and since the Waldschmidt constant is the limit as h → ∞, we obtain γ(J n,0,n+1 ) = 1 + 1 n . Case s = n + 2. This can be done using Cremona transformations in a way similar to the preceding case. Taking the product F = F 1 · · · F n+2 of linear forms F i vanishing along {p 1 , . . . , p s }\ {p i , p i+1 } (where we read the indices of the points modulo n + 2, so by p n+3 we mean p 1 ) we obtain a nonzero element F h ∈ L(h(n + 2); (hn) ×(n+2) ), hence α(J (hn) n,0,n+2 ) ≤ h(n + 2). We now apply Lemma 6.1.2 to show
The number on the right is 0, since no nonzero polynomial of degree (h − 1)n can have a zero of order hn. Hence α(J (hn) n,0,n+2 ) = h(n + 2) and thus γ(J n,0,n+2 ) = lim h→∞ h(n + 2)/(hn) = 1 + 2 n . Case s = n + 3. Subcase n = 2m. The lower bound γ(J n,0,n+3 ) ≥ (n + 2)/n = 1 + 2 n follows immediately from the previous case. For the reverse inequality we consider a sequence
, we obviously have ℓ(m) > 0, but applying Lemma 6.1.2 to L(q) using the n + 1 points with the highest available multiplicities gives ℓ(q) = ℓ(q+1). (We note for each q that c = −1, so applying Lemma
n,0,n+3 ) ≤ h(m + 1) and therefore γ(J n,0,n+3 ) ≤ 1 + for 0 ≤ q ≤ m + 1 where c = −(n + 1), so L(0) = L (m + 1)(n + 3); (m(n + 3) + 1) ×n+3 and L(m + 1) = L n + 1; n ×n+1 , (−1) ×2 . Clearly ℓ(m + 1) > 0 (just consider the n + 1 coordinate hyperplanes taken together), and again, applying Lemma 6.1.2 using the n + 1 points of highest available multiplicity converts L(q) into L(q + 1), so we find ℓ(q) = ℓ(q + 1). Thus ℓ(0) > 0 and hence
which gives
For the reverse inequality it suffices to check that , and so P 3,0,4,2 (3) = 16 > 0. Thus the inf is at most 3/2. But 6P 3,0,4,m (mx) = m 3 (x 3 − 4) + m 2 (6x 2 − 12) + m(11x − 8). We must verify that there is no value of x in the range 1 ≤ x < 3/2 such that x = t/m for integers t ≥ m ≥ 1 with P 3,0,4,m (t) > 0. But x 3 − 4, 6x 2 − 12 and 11x − 8 are all increasing in the range 1 ≤ x ≤ 3/2, while 6P 3,0,4,m (m3/2) is negative for m ≥ 6. Thus we need check only values t, m such that m ≤ t ≤ 3m/2 for 1 ≤ m ≤ 6. Doing so shows that the infimum is indeed 3/2.
6.2. Lines in P n , n ≥ 3. The initial degree of the ideal J n,1,s of a general union of s lines in P n for n ≥ 3 can be computed explicitly by a result of Hartshorne and Hirschowitz [14, Theoreme 0.1], which gives α(J n,1,s ) = min t :
As in the case of points, computing α(J n,1,s ) ≤ min t :
but it is not known when equality fails or by how much (although it is known that it can fail; for example, α(J 3,1,3 ) = 2 implies α((J 3,1,3 ) (2) ) ≤ 4 but min t :
Now we consider various specific cases for general lines in P 3 . In the next result, note in each case that γ 3,1,s ≤ g 3,1,s , as asserted by Theorem 2.4. To do this blow up the five lines to obtain the morphism π : X → P 3 . Let E i = π −1 (L i ). Let D ijl be the proper transform of Q ijl . We may assume the lines L i , L j and L l are (1, 0)-classes on Q ijl . Note that D 123 is isomorphic to the blow up of Q 123 at the 2 points of intersection of Q 123 with L 4 and also at the 2 points of intersection with L 5 . We will denote by C ijl (a, b) a divisor of type (a, b) on Q ijl , and we will abuse notation and use that also for its pullback to D ijl . Thus the divisor class group of D ijl is spanned by the classes of C ijl (0, 1), C ijl (1, 0), and by the classes of the exceptional divisors e 1 , e 2 , e 3 and e 4 of the four points of Q ijl blown up. (Since it will always be clear which D ijl we're referring to, we will not need to use notation to distinguish e 1 on D ijl from e 1 on another divisor D i ′ j ′ l ′ .) We will use H to denote the hyperplane class on P 3 and also its pullback to X. We will use E to denote E 1 + · · · + E 5 and ∼ to denote linear equivalence. Note that
We have the following short exact sequences, where
It is easy to check that |C ijl (1, 2) − e 1 − · · · − e 4 | is nonempty and fixed component free, and hence it is nef on D ijl but the intersection with the classes on the right end of each short exact sequence is −3 in each case (for example, for the third exact sequence, we have (C 234 (t − 2, 10t − 5) − (3t − 2)(e 1 + e 2 ) − (3t − 1)(e 3 + e 4 )) · (C 234 (1, 2) − e 1 − · · · − e 4 ) = −3)), so we see that h 0 = 0 for the O D ijl term in each exact sequence. Thus h 0 (O X (F t−1 )) = 0 implies all of the h 0 terms in all of the sequences vanish. But h 0 (O X (F 0 )) = h 0 (O P 3 (−1)) = 0, so by induction we see h 0 (O X (F t )) = 0 for all t ≥ 0. Remark 6.2.2. Consider the ideal I of 6 generic lines in P 3 . Then P 3,1,6,7 (27) = 28 is positive, so γ(I) ≤ t/m = 27/7 ≈ 3.857142 < g 3,1,6 ≈ 3.85878, but we can get an even better bound, coming from six forms of degree 7, each vanishing to order 1 on different choices of one of the lines and order 2 on the other five giving γ(I) ≤ 42/11 ≈ 3.818. Computer calculations suggest that there is a form of degree 12 vanishing with order 4 on one line and order 3 on the five other general lines, although P 3,1,(4,3,3,3,3,3) (12) < 0, so we would "expect" that no such form should exist. Given that it does exist, averaging the orders of vanishing gives an even better bound of γ(I) ≤ 72/19 ≈ 3.78947. 
To justify the inequality, we just must verify that each term is nonpositive. But t(t − 1)(t − 2) is nonnegative for integer values of t ≥ 0, and 2m Assume 1 ≤ τ ≤ g 3,1,s . Then τ 3 − 3sτ + 2s ≤ 0, so it is enough to show that (6τ 2 − 3sτ − 3s)m + (11τ − 5s) < 0.
But (6τ 2 − 3sτ − 3s)m + (11τ − 5s) is quadratic in τ , so to show it is negative it is enough to check negativity for τ = 1 and τ = g 3,1,s . For τ = 1 it evaluates to (6 − 6s)m + (11 − 5s), which is negative for s ≥ 3 (and so certainly for s ≥ 7). Thus now it is enough to show (6g 2 −3sg−3s)m+(11g−5s) < 0 for g = g 3,1,s .
To do so, note that 6g 2 − 3sg − 3s < 0 for s ≥ 11. (This is because Λ 3,1,s (s/2) > 0 for s ≥ 11, so g ≤ s/2 for s ≥ 11 by Lemma 2.11(b), but g ≤ s/2 implies 6g 2 − 3sg − 3s < 0.) Similarly, 11g − 5s < 0 for s ≥ 13 (since Λ 3,1,s (5s/11) > 0 for s ≥ 13). Thus the result is proved for s ≥ 13.
For s = 7, . . . , 12, we can check by explicit computation, that 6g 2 − 3sg − 3s < 0. Thus (6g 2 − 3sg − 3s)m + (11g − 5s) < 0 is equivalent to m > − 11g − 5s 6g 2 − 3sg − 3s . − (3t − 2m + 5)(m + 1)m, and so P 3,1,6,7 (27) > 0. Thus the inf is at most 27/7. But 6P 3,1,6,m (mx) = m 3 (x 3 − 18x + 12) + m 2 (6x 2 − 18x − 18) + m(11x − 30). Note that all terms are negative when x < 30/11. Thus it is enough to verify that there is no value of x in the range 30/11 ≤ x < 27/7 such that x = t/m for integers t ≥ m ≥ 1 with P 3,1,6,m (t) > 0. But x 3 − 18x + 12, 6x 2 − 18x − 18 and 11x − 30 are all increasing in the range 30/11 ≤ x ≤ 27/7,
