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Abstract
We define hyperbolic analogues of the graphs of free splittings, of cyclic split-
tings, and of maximally-cyclic splittings of FN for free products of groups. Given
a countable group G which splits as G = G1 ∗ · · · ∗ Gk ∗ F , where F denotes a
finitely generated free group, we identify the Gromov boundary of the graph of rel-
ative cyclic splittings with the space of equivalence classes of Z-averse trees in the
boundary of the corresponding outer space. A tree is Z-averse if it is not compat-
ible with any tree T ′, that is itself compatible with a relative cyclic splitting. Two
Z-averse trees are equivalent if they are both compatible with a common tree in
the boundary of the corresponding outer space. We give a similar description of the
Gromov boundary of the graph of maximally-cyclic splittings.
Introduction
Masur and Minsky’s celebrated proof [45] of the hyperbolicity of the curve graph C(S) of
a closed, orientable surface S, paved the way to many developments in the study of map-
ping class groups of surfaces. Striking applications of curve complexes include rigidity
results for Mod(S), bounded cohomology of subgroups of Mod(S) (see [8]), finite asymp-
totic dimension for Mod(S) (which was established by Bestvina–Bromberg–Fujiwara [3],
using previous work of Bell–Fujiwara who proved in [2] that C(S) has finite asymp-
totic dimension), or the study of convex cocompact subgroups of Mod(S), initiated by
Farb–Mosher in [14].
An important result regarding the geometry of C(S) was a concrete description by
Klarreich [38] of its Gromov boundary (see also [27] for an alternative proof of Klarreich’s
theorem): Klarreich identified ∂∞C(S) with the space of equivalence classes of arational
measured foliations in PMF , two foliations F and F ′ being equivalent (denoted by
F ∼ F ′) if they have the same topological support, and only differ by their transverse
measure. This space is also homeomorphic to the space of ending laminations on S.
The space PMF is also homeomorphic to Thurston’s boundary of the Teichmu¨ller
space T (S). Klarreich also proved that the coarse projection map ψ from the Teichmu¨ller
space T (S) to the curve graph extends continuously to a map ∂ψ from the subspace
AF ⊆ PMF made of arational foliations to ∂∞C(S), and ∂ψ induces a homeomorphism
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from the quotient space AF/∼ to ∂∞C(S). This relates the geometry at infinity of
the Teichmu¨ller space and the curve graph of S. Connectedness of ∂∞C(S) was first
established by Leininger–Schleimer [42] when S either has genus at least 4, or is any
punctured surface of genus at least 2, their result was then extended with a different
proof by Gabai [16] to all surfaces of complexity at least 2.
The description of the Gromov boundary of the curve graph turned out to have sev-
eral important applications. For example, Rafi–Schleimer used the description of ∂∞C(S)
and its connectedness to prove in [50] rigidity results for curve complexes, and deduce in
particular that if S and S′ are two surfaces such that C(S) and C(S′) are quasi-isometric,
then S and S′ are homeomorphic (apart from a few sporadic cases). More remarkably,
Klarreich’s result was a key ingredient in the proof by Brock–Canary–Minsky of the
Ending Lamination Conjecture [47, 11], stating that hyperbolic 3-manifolds with finitely
generated fundamental groups are uniquely determined by their topological type and
their end invariants. Other applications of the description of ∂∞C(S) include proofs
of boundary amenability for Mod(S), from which it follows that Mod(S) satisfies the
Novikov conjecture, see [28, 37].
These successful applications of curve graphs in the study of mapping class groups
of surfaces naturally led geometric group theorists to look for Out(FN )-analogues of the
curve graph of a compact surface. Several analogues have been proposed, and proven
to be Gromov hyperbolic: among them stand the free factor graph FFN (whose hy-
perbolicity was proved by Bestvina–Feighn [5]), the free splitting graph FSN (whose
hyperbolicity was proved by Handel–Mosher [31], and the cyclic splitting graph FZN
(whose hyperbolicity was proved by Mann [44]).
Bestvina and Reynolds [9], and independently Hamensta¨dt [29], have identified the
Gromov boundary of the free factor graph of FN with a space of equivalence classes of
arational FN -trees in the boundary ∂CVN of Culler and Vogtmann’s outer space. A tree
T ∈ ∂CVN is arational if no proper free factor of FN acts trivially or with dense orbits
on its minimal subtree in T , and two arational trees are equivalent if their underlying
topological trees are homeomorphic. As in the context of mapping class groups of sur-
faces, the coarse map from CVN to FFN extends to a map from the subspace of ∂CVN
made of arational trees to ∂∞FFN , and this boundary map induces a homeomorphism
in the quotient. Hamensta¨dt also gives a description of the Gromov boundaries of the
graphs FZN and FSN .
In the present paper, we will work in a more general context than free groups, and
consider generalizations of the graphs FSN and FZN , adapted to the study of automor-
phism groups of free products. These graphs actually appear to be of interest even in
the context of free groups, for studying subgroups of Out(FN ) made of automorphisms
that preserve the conjugacy class of a proper free factor of FN .
Our setting is the following: let {G1, . . . , Gk} be a finite collection of nontrivial
countable groups, let FN be a free group of rank N , and let
G := G1 ∗ · · · ∗Gk ∗ FN .
We denote by F := {[G1], . . . , [Gk]} the finite collection of the G-conjugacy classes of the
subgroups G1, . . . , Gk, which we call a free factor system of G. Subgroups of G that are
conjugate into one of the Gi’s will be called peripheral. We denote by Z the collection of
subgroups of G that are either trivial, or cyclic and nonperipheral. We denote by Zmax
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the collection of elements in Z which are either trivial, or isolated, i.e. closed under
taking roots. A (G,F)-splitting is a minimal, simplicial G-tree, in which all subgroups
in F have a fixed point. It is a free splitting (resp. a Z-splitting, resp. a Zmax-splitting)
if all edge stabilizers are trivial (resp. belong to Z, resp. belong to Zmax). It is a
one-edge splitting if it contains a single orbit of edges.
We now define generalizations of the aforementioned Out(FN )-graphs. Vertices of
the graph FS(G,F) (resp. FZ(G,F), resp. FZmax(G,F)) are the equivalence classes
of one-edge (G,F)-free splittings (resp. Z-splittings, resp. Zmax-splittings). In all cases,
two distinct splittings are joined by an edge if they admit a common refinement. All these
graphs are hyperbolic, as follows from a direct adaptation of the proofs of the analogous
results in context of free groups (see the Appendix of the present paper for a presenta-
tion of the argument). There is also a version of Culler–Vogtmann’s outer space for free
products [24]: the outer space PO(G,F) is the space of homothety classes of minimal,
simplicial, metric (G,F)-splittings, in which nontrivial vertex stabilizers coincide with
the subgroups in F , and edge stabilizers are trivial (we also consider the unprojectivized
outer space O(G,F), where trees are considered up to equivariant isometry, instead of
homothety). We identified in [33] the closure O(G,F) with the space of minimal, very
small (G,F)-trees, i.e. trees whose arc stabilizers belong to the class Zmax, and whose
tripod stabilizers are trivial.
The goal of the present paper is to give concrete models for the Gromov bound-
aries of FZ(G,F) and FZmax(G,F). Our original motivation for this comes from our
work on the Tits alternative for automorphism groups of free products [35]. In [35], we
show that any subgroup of Out(G,F) either contains a nonabelian free subgroup gen-
erated by two elements acting as loxodromic isometries of FZ(G,F), or else it virtually
fixes either a proper (G,F)-free factor, or a boundary point in ∂∞FZ(G,F). In order to
deal with this last situation, it is crucial to have a description of the Gromov boundary
of FZ(G,F). It is also important in our proof of the Tits alternative to have a boundary
map from a subset of the boundary of the relative outer space to ∂∞FZ(G,F), relating
the geometries at infinity of these two spaces: roughly speaking, the lack of local com-
pactness of FZ(G,F) is counterbalanced by the existence of this boundary map relating
the geometry at infinity of FZ(G,F) to the geometry of the compact space PO(G,F).
We now present our descriptions of ∂∞FZ(G,F) and ∂∞FZ
max(G,F). In what fol-
lows, we will use the notation FZ(max)(G,F) as a shortcut to denote either FZ(G,F) or
FZmax(G,F). We will show that the natural map ψ(max) : PO(G,F)→ FZ(max)(G,F)
admits a continuous extension to the subspace of ∂PO(G,F) made of what we call
Z(max)-averse trees, which induces a homeomorphism from a quotient of this subspace
to ∂∞FZ
(max)(G,F). Here, the subspace X (max)(G,F) ⊆ O(G,F) of Z(max)-averse
trees consists of those trees that are not compatible with any tree in O(G,F) that is
itself compatible with some Z(max)-splitting (two (G,F)-trees T and T ′ are compati-
ble if there exists a (G,F)-tree T̂ which admits alignment-preserving maps onto both
T and T ′). In Theorems 4.1 and 4.26 below, we give several equivalent definitions of
Z(max)-averse trees. In particular, it is proved that if two trees are compatible, and one
is Z(max)-averse, then so is the other. We show that being compatible with a common
tree in O(G,F) defines an equivalence relation on X (max)(G,F), which we denote by ∼.
The main theorem of the present paper is the following.
Theorem 0.1. Let G be a countable group, and let F be a free factor system of G. Then
3
there exists a unique Out(G,F)-equivariant homeomorphism
∂ψ : X (G,F)/∼ → ∂∞FZ(G,F),
so that for all T ∈ X (G,F), and all sequences (Tn)n∈N ∈ O(G,F)
N converging to T , the
sequence (ψ(Tn))n∈N converges to ∂ψ(T ).
When taking the quotient by equivariant homotheties, the relation ∼ induces an
equivalence relation on PX (G,F), and ∂∞FZ(G,F) is also homeomorphic to the quo-
tient PX (G,F)/ ∼. The analogous statements also hold true for the Gromov boundary
∂∞FZ
max(G,F), with Xmax(G,F) instead of X (G,F).
We also provide information on the fibers of the equivalence relation ∼: every ∼-
class of Z(max)-averse trees contains mixing representatives (in the sense of Morgan
[48]), and any two such representatives belong to the same simplex of length measures
in ∂PO(G,F). We refer to Propositions 4.3 and 4.27 for precise statements. As was
pointed to us by the referee, this implies that the fibers in PO(G,F) of the boundary
map ∂ψ are compact and contractible, and hence that the boundary map ∂ψ is cell-like.
Since there is a bound on the topological dimension of ∂PO(G,F) [33], this yields a
bound on the cohomological dimension of ∂∞FZ
(max)(G,F) (but not on its covering
dimension, however).
We now mention other applications of Theorem 0.1 to the geometry of FZ(max)(G,F)
and its relations with other complexes. A first consequence of Theorem 0.1 is unbound-
edness of FZ(max)(G,F), except in the two sporadic cases where either G = G1 ∗ G2
and F = {[G1], [G2]}, or G = G1 ∗ Z and F = {[G1]}. For these two sporadic cases,
an explicit description of the graphs FS(G,F), FZ(G,F) and FZmax(G,F) is given in
Remarks 2.2 and 2.4.
Another application is the fact that the inclusion map from FZmax(G,F) to FZ(G,F)
is not a quasi-isometry as soon as the free rank N of the decomposition of G is at least
1, and its Kurosh rank k+N is at least 3. However, the two graphs are quasi-isometric
when N = 0. We refer to Section 4.6.1 for details.
In the context of free groups, there is also a natural map from FZ
(max)
N to the free
factor graph FFN , defined by mapping any free splitting to one of its vertex groups, and
mapping any one-edge Z(max)-splitting with nontrivial edge group to the smallest free
factor of FN containing the edge group. We deduce from Theorem 0.1 that this map is
not a quasi-isometry as soon as N ≥ 3.
We finally say a word of our proof of Theorem 0.1. For simplicity, we will only
describe the boundary ∂∞FZ
max(G,F). Our general strategy of proof follows Klarre-
ich’s.
The first step of the proof consists in showing that for all Zmax-averse trees T , and all
sequences of trees (Tn)n∈N ∈ O(G,F)
N that converge to T , the sequence (ψmax(Tn))n∈N
is unbounded in FZmax(G,F), and actually converges to a point in the Gromov bound-
ary (Proposition 7.7). This will define the boundary map ∂ψmax from Xmax(G,F) to
∂∞FZ
max(G,F). Our proof of this fact follows an argument of Kobayashi [39] for show-
ing unboundedness of the curve complex of a nonsporadic surface, and relies on the
following characterization of Zmax-averse trees: a tree T ∈ O(G,F) is Zmax-averse if
and only if there is no finite sequence (T = T0, . . . , Tk) of trees in O(G,F) such that
Ti is compatible with Ti+1 for all i ∈ {0, . . . , k − 1}, and Tk is simplicial. We then
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show that the map ∂ψmax induces a map from the quotient space Xmax(G,F)/∼ to
∂∞FZ
max(G,F), which is shown to be both continuous and injective.
The second step consists in showing surjectivity of ∂ψmax. To this end, we associate
to every tree T ∈ O(G,F) which is not Zmax-averse a set of reducing splittings. These
are defined as those Zmax-splittings S such that there exists a tree T ′ ∈ O(G,F) that is
compatible with both T and S. We prove in Section 6 that the set of reducing splittings
of T has bounded diameter in FZmax(G,F): the proof relies on a study of folding paths
in O(G,F), which requires us to extend in Section 5 some aspects of folding path theory
to the context of nonsimplicial trees. Boundedness of the set of reducing splittings is
used to prove that the projection of any sequence of trees in O(G,F) that converges to a
tree which is not Zmax-averse, does not converge to any point of the Gromov boundary
∂∞FZ
max(G,F) (Proposition 7.12). The proof of surjectivity of ∂ψmax then goes as
follows: given ξ ∈ ∂∞FZ
max(G,F), there exists a sequence (Tn)n∈N ∈ O(G,F)
N such
that (ψmax(Tn))n∈N converges to ξ. It then follows from the above that all projective
accumulation points of the sequence (Tn)n∈N belong to a common equivalence class of
Zmax-averse trees, and given any tree T in this class, we have ξ = ∂ψmax(T ). Similar
arguments also show that ∂ψmax is closed, and hence it is a homeomorphism from
Xmax/∼ to ∂∞FZ
max(G,F).
Structure of the paper.
The paper is organized as follows. In Section 1, we review some basic facts about
free products of groups, outer spaces, folding paths, and Gromov hyperbolic spaces. We
then introduce in Section 2 the graphs of free splittings and of Z(max)-splittings (a sketch
of the proof of their hyperbolicity, following closely Bestvina–Feighn’s and Mann’s ar-
guments, is given in the Appendix). The rest of the paper is devoted to the description
of the Gromov boundary ∂∞FZ
(max)(G,F). In Section 3, we introduce some more ma-
terial about the geometry of folding paths in O(G,F), and the description of trees in
O(G,F). All this material will be used in the proof of our main theorem. In Section 4,
we study the properties of Z(max)-averse trees, and explain why these trees lie in some
sense at infinity of the complex FZ(max)(G,F). We then describe constructions of col-
lapses and pullbacks of folding sequences in Section 5, which are then used in Section 6
to associate to every tree in O(G,F)rX (max)(G,F) a bounded set of reducing splittings
in FZ(max)(G,F). We eventually complete the proof of Theorem 0.1 in Section 7.
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1 Background
We start by collecting general facts about free products of groups, outer spaces, R-trees
and Gromov hyperbolic spaces.
1.1 Free products and free factors
Let G be a countable group which splits as a free product of the form
G = G1 ∗ · · · ∗Gk ∗ F,
where F is a finitely generated free group. We let F := {[G1], . . . , [Gk]} be the finite
collection of the G-conjugacy classes of the Gi’s, which we call a free factor system
of G. The rank of the free group F arising in such a splitting only depends on F .
We call it the free rank of (G,F) and denote it by rkf (G,F). The Kurosh rank of
(G,F) is defined as rkK(G,F) := rkf (G,F) + |F|. Subgroups of G which are conjugate
into some subgroup in F are called peripheral subgroups. A (G,F)-free splitting is a
minimal simplicial G-tree in which all subgroups in F are elliptic, and all of whose edge
stabilizers are trivial. A (G,F)-free factor is a subgroup of G which is a point stabilizer
in some (G,F)-free splitting. A (G,F)-free factor is proper if it is nonperipheral (and
in particular nontrivial), and not equal to G.
Subgroups of free products were studied by Kurosh in [40], we will follow the geo-
metric approach by Scott–Wall [53, Theorem 3.1] in the presentation below. Let H be
a subgroup of G. Let T be the Bass–Serre tree of the decomposition of G as a graph
of groups represented in Figure 1 (on which {g1, . . . , gN} denotes a free basis of F ). By
considering the H-minimal subtree in T , we get the existence of a (possibly infinite)
set J , together with an integer ij ∈ {1, . . . , k}, a nontrivial subgroup Hj ⊆ Gij and an
element gj ∈ G for each j ∈ J , and a (not necessarily finitely generated) free subgroup
F ′ ⊆ G, so that
H = ∗j∈J gjHjg
−1
j ∗ F
′.
This is called a Kurosh decomposition of H. The Kurosh rank of H is defined as
rkK(H) := |J |+rk(F
′) (this does not depend on a Kurosh decomposition of H). We note
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g1
gN
G1
Gk
Figure 1: A standard (G,F)-free splitting.
that rkK(H) may be infinite in general. We let FH be the collection of all H-conjugacy
classes of the subgroups gjHjg
−1
j . If H is a (G,F)-free factor, then for all j ∈ J , we
have Hj = Gij by definition. In addition, the integers ij are pairwise distinct, because
two distinct G-conjugates of the subgroup Gij cannot have a common fixed point in
a splitting of G without fixing an arc in the splitting. In this case, we also get that
F ′ is finitely generated. So any (G,F)-free factor has finite Kurosh rank, smaller than
rkK(G,F).
We denote by Out(G,F) the subgroup of the outer automorphism group Out(G) of
G made of those automorphisms which preserve all conjugacy classes in F .
We denote by Z the collection of all subgroups of G that are either trivial, or cyclic
and nonperipheral. We denote by Zmax the collection of subgroups in Z that are either
trivial, or isolated, i.e. closed under taking roots.
1.2 Outer space and its closure
An R-tree is a metric space (T, dT ) in which any two points x, y ∈ T are joined by
a unique arc, which is isometric to a segment of length dT (x, y). A (G,F)-tree is an
R-tree equipped with an isometric action of G, in which all peripheral subgroups are
elliptic. A Grushko (G,F)-tree is a metric simplicial minimal (G,F)-tree with trivial
arc stabilizers, whose vertex stabilizers coincide with the subgroups in G whose G-
conjugacy class belongs to F . Two (G,F)-trees are equivalent if there exists a G-
equivariant isometry between them. The unprojectivized outer space O(G,F), introduced
by Guirardel and Levitt in [24], is the space of all equivalence classes of Grushko (G,F)-
trees. Outer space PO(G,F) is defined as the space of homothety classes of trees in
O(G,F). The group Out(G,F) acts on both O(G,F) and PO(G,F) on the right, by
precomposing the actions. Let T ∈ O(G,F). For all g ∈ G, the translation length of g
in T is defined to be
||g||T := inf
x∈T
dT (x, gx).
Culler and Morgan have shown in [13, Theorem 3.7] that the function
i : O(G,F) → RG
T 7→ (||g||T )g∈G
is injective. We equip O(G,F) with the topology induced by this embedding, which
is called the axes topology. Taking the quotient by G-equivariant homotheties yields an
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embedding of PO(G,F) into the projective space PRG, whose image has compact closure
PO(G,F), see [13, Theorem 4.5] and [33, Proposition 1.2]. We denote by O(G,F) the
preimage of PO(G,F) in RG. A (G,F)-tree T is very small if arc stabilizers in T belong
to the class Zmax, and tripod stabilizers are trivial. We identified the space O(G,F)
with the space of nontrivial, minimal, very small (G,F)-trees [33, Theorem 0.1].
Given a tree T ∈ O(G,F), the cone of T is the set of trees in O(G,F) obtained
by equivariantly varying the lengths of the edges of T (we allow some edges to have
length 0 as long as the tree obtained by collapsing the corresponding edges still belongs
to O(G,F).
1.3 Liberal folding paths
From now on, all maps between G-trees will be G-equivariant. Let T and T ′ be two
R-trees. A direction at a point x ∈ T is a connected component of T r {x}. A train
track structure on T is a partition of the set of directions at each point x ∈ T . Elements
of the partition are called gates at x. A pair (d, d′) of directions at x is legal if d and
d′ do not belong to the same gate. A path in T is legal if it only crosses legal pairs
of directions. A morphism f : T → T ′ is a map such that every segment of T can be
subdivided into finitely many subsegments, in restriction to which f is an isometry. Any
morphism f : T → T ′ defines a train track structure on T , two directions d, d′ at a
point x ∈ T being in the same gate if there are nondegenerate intervals (x, a] ⊆ d and
(x, b] ⊆ d′ which have the same f -images. A morphism is optimal if there are at least
two gates at every point in T . Let T and T ′ be two (G,F)-trees, and f : T → T ′ be a
morphism. Following [6, Appendix A.1], we define a liberal folding path guided by f to be
a continuous family (Tt)t∈R+ , together with a collection of morphisms ft1,t2 : Tt1 → Tt2
for all 0 ≤ t1 < t2, such that
• there exists L ∈ R such that for all t ≥ L, we have Tt = T ′, and
• we have f0,L = f , and
• for all 0 ≤ t1 < t2 < t3, we have ft1,t3 = ft2,t3 ◦ ft1,t2 .
Given two (G,F)-trees T and T ′, a liberal folding path from T to T ′ is a folding path
guided by some morphism f : T → T ′. A liberal folding path guided by a morphism f is
optimal if f is optimal. Notice that in this case, all morphisms ft,t′ with t < t
′ are also
optimal.
Given two (G,F)-trees T and T ′, we say that T ′ is obtained from T by a fold if
there exist arcs e and e′ in T having a common endpoint, such that T ′ is obtained from
T by G-equivariantly identifying e with e′. Given a morphism f : T → T ′, a way of
constructing liberal folding paths from T to T ′ is by folding pairs of directions that
have the same f -image. We refer to [5, Section 2] and references therein for various
constructions of liberal folding paths between (G,F)-trees.
Given two (G,F)-trees T and T ′, and an optimal morphism f : T → T ′, Guirardel
and Levitt described in [24, Section 3] a construction of a canonical optimal folding path
(Tt)t∈R+ guided by f . As a set, the tree Tt is defined in the following way. Given a, b ∈ T ,
we define the identification time between a and b as τ(a, b) := supx∈[a,b] dT ′(f(a), f(x)).
We define equivalence relations ∼t on T for all t ∈ R+ by letting a ∼t b if f(a) = f(b)
and τ(a, b) ≤ t. The tree Tt is the quotient of T by the equivalence relation ∼t. In [24,
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Section 3.1], Guirardel and Levitt defined for all t ∈ R+ a metric on Tt that turns it into
an R-tree.
We now establish one more property of liberal folding paths.
Proposition 1.1. Let T and T ′ be simplicial (G,F)-trees with trivial edge stabilizers,
and let (Tt)t∈[0,L] be a liberal folding path from T to T
′. Then for all t ∈ [0, L], the tree
Tt is simplicial and has trivial edge stabilizers.
Proof. Arc stabilizers in Tt are trivial, otherwise the ft,L-image of an arc with nontrivial
stabilizer in Tt would be an arc with nontrivial stabilizer in T
′. Therefore, the tree Tt
splits as a graph of actions, whose vertex actions have dense orbits for their stabilizers
(see Proposition 3.17 below). The morphism fs,L is an isometry in restriction to the
vertex trees of this decomposition (see Corollary 3.13 below). As T ′ is simplicial, this
implies that Tt is simplicial.
We will also work with the following discrete version of optimal liberal folding paths.
Let T be a (G,F)-tree. A folding sequence ending at T is a sequence (Tp)p∈N of (G,F)-
trees that converges to T in a nonstationary way, such that for all integers p < q, there
are morphisms fp : Tp → T and fp,q : Tp → Tq such that fp = fq ◦ fp,q for all p < q, and
fp,r = fq,r ◦ fp,q for all p < q < r.
1.4 Coarse geometry notions
We now recall the notions of quasi-isometries between metric spaces, and of (reparame-
terized) quasi-geodesics.
Two metric spaces (X, d) and (X ′, d′) are quasi-isometric if there exist K,L ≥ 0 and
a map f : X → X ′ such that
• for all x′ ∈ X ′, there exists x ∈ X such that d′(x′, f(x)) ≤ L, and
• for all x, y ∈ X, we have
1
K
d(x, y)− L ≤ d′(f(x), f(y)) ≤ Kd(x, y) + L.
Let (X, d) be a metric space, let x, y ∈ X, and let K,L ≥ 0. A (K,L)-quasi-geodesic
from x to y is a map γ : [a, b] → X, where [a, b] ⊆ R is a segment, such that γ(a) = x
and γ(b) = y, and for all s, t ∈ [a, b], we have
1
K
|t− s| − L ≤ d(γ(s), γ(t)) ≤ K|t− s|+ L.
A reparameterized quasi-geodesic is a map γ′ : [a′, b′] → X, where [a′, b′] ⊆ R is a
segment, so that there exists a segment [a, b] ⊆ R and a continuous nondecreasing map
θ : [a, b]→ [a′, b′], such that γ′ ◦ θ is a (K,L)-quasi-geodesic.
1.5 Gromov hyperbolic spaces
We give a very brief account on hyperbolic spaces, which were defined by Gromov [18].
The reader is referred to [10, 12, 17] for a detailed introduction. Let (X, d) be a metric
space. Let p ∈ X be some basepoint. For all x, y ∈ X, the Gromov product of x and y
with respect to p is defined as
(x|y)p :=
1
2
(d(p, x) + d(p, y)− d(x, y)).
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A metric space X is Gromov hyperbolic if there exists a constant δ > 0 such that for
all x, y, z, p ∈ X, we have
(x|y)p ≥ min{(x|z)p, (y|z)p} − δ.
(When X is geodesic, hyperbolicity of X is equivalent to a thin triangles condition, see
the aforementioned references). If (X, d) is Gromov hyperbolic, we say that a sequence
(xn)n∈N ∈ X
N converges to infinity if the Gromov product (xn|xm)p goes to +∞ as n and
m both go to +∞. Two sequences (xn)n∈N and (yn)n∈N that both converge to infinity
are equivalent if the Gromov product (xn|ym)p goes to +∞ as n and m go to +∞. It
follows from the hyperbolicity of (X, d) that this is indeed an equivalence relation. The
Gromov boundary ∂∞X of X is defined to be the collection of equivalence classes of
sequences that converge to infinity. For all a, b ∈ ∂∞X, the Gromov product of a and b
with respect to p is defined as
(a|b)p = sup lim inf
i,j→+∞
(xi|yj)p,
where the supremum is taken over all sequences (xi)i∈N converging to a and all sequences
(yj)j∈N converging to b. The set ∂∞X is equipped with the topology for which every
point a ∈ ∂∞X has a basis of open neighborhoods made of the sets of the form Nr(a) :=
{b ∈ ∂∞X|(a|b)p ≥ r}. One can also define the Gromov product between an element
in X and an element in ∂∞X similarly, and get a topology on X ∪ ∂∞X. Given any
ξ ∈ ∂∞X, there exists a quasi-geodesic ray τ : R+ → X such that τ(t) converges to ξ as
t goes to +∞.
2 The graphs FS(G,F) and FZ(max)(G,F)
2.1 The free splitting graph
We recall that a (G,F)-free splitting is a minimal, simplicial (G,F)-tree, all of whose
edge stabilizers are trivial. Two (G,F)-free splittings are equivalent if they are G-
equivariantly homeomorphic. Given two (G,F)-free splittings T and T ′, we say that T ′
is a refinement of T if T is obtained from T ′ by collapsing a G-invariant set of edges of T
to points. Two (G,F)-free splittings are compatible if they have a common refinement.
The free splitting graph FS(G,F) is the graph whose vertices are the equivalence classes
of one-edge (G,F)-free splittings, two distinct splittings being joined by an edge if they
are compatible. Alternatively, one can define FS(G,F) to be the graph whose vertices
are the equivalence classes of all (G,F)-free splittings, two splittings being joined by an
edge if one properly refines the other. The two versions of the complex are quasi-isometric
to each other.
There is map φ : O(G,F) → FS(G,F), which extends to the set of simplicial trees
in O(G,F) with trivial edge stabilizers, defined by choosing a one-edge collapse of every
simplicial tree in O(G,F) (as we have to make choices, this map is not equivariant,
but making any other choice can only change distances by at most 2). Proposition 1.1
implies that the φ-image of any folding path between simplicial trees in O(G,F) with
trivial edge stabilizers is well-defined. The graph FS(G,F) comes with a right action of
Out(G,F), by precomposition of the actions.
Hyperbolicity of the free splitting graph of a finitely generated free group was shown
by Handel and Mosher [31], whose proof involves studying folding paths between sim-
plicial FN -trees with trivial edge stabilizers. An alternative proof in the sphere model
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of the free splitting graph, based on the study of surgery paths, was given by Hilion and
Horbez [32]; Bestvina and Feighn also gave a simplified proof in Handel and Mosher’s set-
ting [6, Appendix]. Handel–Mosher’s proof, as interpreted by Bestvina–Feighn, adapts
with almost no change to yield hyperbolicity of FS(G,F). We will give a sketch of the
argument, following the exposition from [6, Appendix] very closely, in the appendix of
the present paper for completeness of the exposition.
Theorem 2.1. Let G be a countable group, and let F be a free factor system of G. Then
the graph FS(G,F) is Gromov hyperbolic. There exist K,L > 0 such that all φ-images
in FS(G,F) of optimal liberal folding paths between simplicial trees in O(G,F) with
trivial edge stabilizers are (K,L)-reparameterized quasi-geodesics.
Remark 2.2. If G = G1 ∗G2 and F = {[G1], [G2]}, then FS(G,F) is reduced to a point.
If G = G1 ∗ Z and F = {[G1]}, then FS(G,F) is a star of diameter equal to 2, whose
central vertex corresponds to the HNN extension G = G1∗, and whose extremal vertices
correspond to all splittings of the form G = G1 ∗ 〈g1t〉, where t is a stable letter of the
HNN extension, and g1 varies in G1.
2.2 The Z-splitting graph and the Zmax-splitting graph
We recall from Section 1.1 that Z(max) is the collection of all subgroups of G that are
either trivial, or (maximally-)cyclic and nonperipheral. A Z(max)-splitting is a mini-
mal, simplicial (hence cocompact) (G,F)-tree, all of whose edge stabilizers belong to the
collection Z(max). The graph of Z(max)-splittings FZ(max)(G,F) is the graph whose ver-
tices are the equivalence classes of one-edge Z(max)-splittings, two distinct vertices being
joined by an edge if the corresponding splittings are compatible (note that if two Z(max)-
splittings have a common refinement, then they have a common refinement which is a
Z(max)-splitting). Again, there are natural maps ψ(max) : O(G,F) → FZ(max)(G,F),
which extend to the set of trees in O(G,F) having a nontrivial simplicial part. The
graphs FZ(G,F) and FZmax(G,F) both come with right Out(G,F)-actions, given by
precomposition of the actions.
In the case where G is a finitely generated free group and F = ∅, hyperbolicity of
the graph of Z-splittings was proved by Mann [44]. Mann’s proof actually adapts to the
relative setting, and also to the case of Zmax-splittings. Again, we will sketch a proof of
the following theorem in the appendix, following Mann’s proof very closely.
Theorem 2.3. Let G be a countable group, and let F be a free factor system of G. Then
FZ(G,F) and FZmax(G,F) are Gromov hyperbolic. There exists K > 0 (only depend-
ing on the Kurosh rank of (G,F)) such that images in FZ(G,F) and in FZmax(G,F)
of optimal liberal folding paths between simplicial trees in O(G,F) with trivial edge sta-
bilizers are K-Hausdorff close to any geodesic segment joining their endpoints.
Remark 2.4. WhenG = G1∗G2 andF = {[G1], [G2]}, all graphs FZ(G,F), FZ
max(G,F)
and FS(G,F) are equal, and reduced to a point. When G = G1 ∗ Z and F = {[G1]},
the graphs FZmax(G,F) and FS(G,F) are equal: all one-edge Zmax-splittings are free
splittings. The graph FZ(G,F) is also star-shaped: the splitting G = G1∗ is the central
vertex, it is joined by an edge to all free splittings of the form G = G1 ∗〈g1t〉, where t de-
notes the stable letter of the HNN extension, and g1 varies in G1. These free splittings are
also joined by edges to one-edge Z-splittings of the form G = (G1 ∗〈(g1t)
k〉)∗〈(g1t)k〉 〈g1t〉,
with k ≥ 2. Therefore FZ(G,F) is bounded, of diameter 4.
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3 More material
The following sections of the paper aim at describing the Gromov boundaries of the
graphs FZ(G,F) and FZmax(G,F). We first introduce more background material that
will be used in the proof of our main theorem.
3.1 Tame (G,F)-trees
In this section, we review the definition and the properties of the class of tame (G,F)-
trees, introduced in [33, Section 6], in which we will carry out most of our arguments.
Definition and properties. Let T be a (G,F)-tree. A point x ∈ T is a branch point
if T r {x} has at least three connected components. It is an inversion point if T r {x}
has exactly two connected components, and there exists g ∈ G that exchanges these two
components.
Definition 3.1. A minimal (G,F)-tree is small if its arc stabilizers belong to the class Z.
It is tame if in addition, it has finitely many orbits of directions at branch or inversion
points. A Zmax-tame tree is a tame (G,F)-tree whose arc stabilizers belong to the class
Zmax.
Tame (G,F)-trees also have the following alternative description. For all k ∈ N, we
say that a small (G,F)-tree T is k-tame if for all nonperipheral g ∈ G, all arcs I ⊆ T ,
and all l ≥ 1, if glI = I, then gkI = I. Equivalently, a small (G,F)-tree is k-tame if for
all nonperipheral g ∈ G, and all l ∈ N, we have Fix(gk) = Fix(gkl). Notice that being
1-tame is equivalent to being Zmax-tame. Notice also that if a (G,F)-tree T is k-tame,
then it is also kl-tame for all l ≥ 1. In particular, in view of the proposition below, if T
and T ′ are two tame (G,F)-trees, then there exists k ∈ N such that both T and T ′ are
k-tame.
Proposition 3.2. (Horbez [33, Proposition 6.5]) Let T be a minimal (G,F)-tree. Then
T is tame if and only if there exists k ∈ N such that T is k-tame.
In [33, Corollary 4.5], we proved that trees in O(G,F) have finitely many G-orbits
of directions at branch or inversion points, so trees in O(G,F) are Zmax-tame trees.
The converse is not true in general, because Zmax-tame trees are not required to have
trivial tripod stabilizers. However, tame (G,F)-trees with dense G-orbits have trivial
arc stabilizers [33, Proposition 4.17]. So tame (G,F)-trees with dense orbits belong to
O(G,F).
Recall that the space of minimal (G,F)-trees is equipped with the axes topology.
The subspace consisting of small (G,F)-trees is closed ([13, 5.3], [49, Lemme 5.7], [33,
Proposition 3.1]), and for all k ∈ N, the subspace consisting of k-tame (G,F)-trees
is closed [33, Proposition 6.4]. However, the subspace consisting of all tame (G,F)-
trees is not: for example, a sequence of splittings of F2 = 〈a, b〉 of the form F2 =
(〈a〉 ∗〈a2〉 〈a
2〉 ∗〈a4〉 · · · ∗〈a2n 〉 〈a
2n〉) ∗ 〈b〉, in which the edge with stabilizer generated by
a2
k
has length 1
2k
, does not converge to a tame F2-tree. The following proposition gives
a condition under which a limit of tame trees is tame.
Proposition 3.3. (Horbez [33, Proposition 6.7]) Let (Tn)n∈N be a sequence of one-edge
Z-splittings that converges (projectively) in the axes topology to a minimal (G,F)-tree
T . Then T is tame.
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Tame optimal folding paths and sequences. An optimal liberal folding path
(Tt)t∈R+ is tame (resp. k-tame) if for all t ∈ R+, the tree Tt is tame (resp. k-tame).
Similarly, an optimal folding sequence (Tn)n∈N is tame if Tn is tame for all n ∈ N. We
recall from Section 1.3 the existence of a canonical optimal liberal folding path associated
to any optimal morphism between two (G,F)-trees T and T ′.
Proposition 3.4. Let T and T ′ be two tame (G,F)-trees, and let f : T → T ′ be an
optimal morphism. Then the canonical optimal folding path γ guided by f is tame. More
precisely, for all k ∈ N, if T and T ′ are k-tame, then γ is k-tame.
Proof. Let g ∈ G be a nonperipheral element, let l ≥ 1, and let Kt be the fixed point
set of gkl in Tt. We want to show that g
k also fixes Kt. Let at ∈ Kt, and let a be
a preimage of at in T . By definition of ∼t (see Section 1.3 for notations), we have
gklf(a) = f(a) and τ(a, gkla) ≤ t. As T ′ is k-tame, this implies that gkf(a) = f(a). We
claim that τ(a, gka) = τ(a, gkla). This will imply that gkat = at, and therefore g
k fixes
Kt pointwise.
First assume that g is hyperbolic in T . The segment [a, gkla] ⊆ T decomposes as
[a, a′] ∪ [a′, gka′] ∪ gk[a′, gka′] ∪ · · · ∪ gk(l−1)[a′, gka′] ∪ gkl[a′, a]. As gkf(a) = f(a), by
equivariance of f , the supremum of the distance between f(a) and a point in the f -image
of either [a, gkla] or [a, gka] is achieved by a point in the f -image of [a, gka′]. This implies
that τ(a, gka) = τ(a, gkla).
Now assume that g is elliptic in T . Then [a, gkla] decomposes as [a, gkla] = [a, a′] ∪
[a′, gkla], where a′ is the point in FixT (g
k) = FixT (g
kl) closest to a. Since gklf(a) = f(a),
the supremum of the distance between f(a) and a point in the f -image of [a, gkla] is
achieved by a point in the f -image of [a, a′]. This implies that τ(a, gka) = τ(a, gkla).
Proposition 3.5. Let T be a tame (G,F)-tree, and let T0 ∈ O(G,F). Then there exists
a tame optimal liberal folding path from a point in the closure of the cone of T0 to T . In
particular, there exists a tame optimal folding sequence ending at T .
Proof. In view of Proposition 3.4, it is enough to show the existence of an optimal
morphism from a point in the closure of the cone of T0 to T . This is done in the
following way: starting from any G-equivariant map from T0 to T , one first assign to
each edge of T0/G a new length equal to the length of its image in T . This defines a
new tree T ′0 in the closure of the cone of T0 and a morphism f from T
′
0 to T . By folding
T ′0 at all points at which there is only one gate for the train track structure determined
by f , one reaches yet another tree T ′′0 in the closure of the cone of T0, equipped with an
optimal morphism from T0 to T .
3.2 Metric properties of O(G,F)
We review work by Francaviglia and Martino [15]. Let G be a countable group, and
F be a free factor system of G. For all T, T ′ ∈ O(G,F), we denote by Lip(T, T ′) the
infimal Lipschitz constant of an equivariant map from T to T ′. Let T ∈ O(G,F). An
element g ∈ G is a candidate in T if it is hyperbolic in T and, denoting by CT (g) its
translation axis in T , there exists v ∈ CT (g) such that the segment [v, gv] projects to a
loop γ in the quotient graph X := T/G which is either
• an embedded loop, or
• a bouquet of two circles in X, i.e. γ = γ1γ2, where γ1 and γ2 are embedded circles
in X which meet in a single point, or
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Figure 2: Shapes of candidate loops.
• a barbell graph, i.e. γ = γ1ηγ2η, where γ1 and γ2 are embedded circles in X that
do not meet, and η is an embedded path in X that meets γ1 and γ2 only at their
origin (and η denotes the path η crossed in the opposite direction), or
• a simply-degenerate barbell, i.e. γ is of the form uηη, where u is an embedded loop
in X and η is an embedded path in X, with two distinct endpoints, which meets
u only at its origin, and whose terminal endpoint is a vertex in X with nontrivial
stabilizer, or
• a doubly-degenerate barbell, i.e. γ is of the form ηη, where η is an embedded path
in X whose two distinct endpoints have nontrivial stabilizer,
see Figure 2 for a representation of the possible shapes of candidate loops. Given
T ∈ O(G,F), we denote by Cand(T ) the (infinite) set of all elements in G which are
candidates in T .
Theorem 3.6. (Francaviglia–Martino [15, Theorem 9.10]) For all T, T ′ ∈ O(G,F), we
have
Lip(T, T ′) = sup
g∈Cand(T )
||g||T ′
||g||T
.
In addition, there exists a tree T ∈ O(G,F) onto which T admits a Lip(T, T ′)-Lipschitz
alignment-preserving map, together with an optimal morphism from T to T ′.
Building on Francaviglia and Martino’s theorem, we show the following result.
Theorem 3.7. For all T ∈ O(G,F), there exists a finite set X(T ) ⊆ Cand(T ) such that
for all T ′ ∈ O(G,F), we have
Lip(T, T ′) = sup
g∈X(T )
||g||T ′
||g||T
.
Let T, T ′ ∈ O(G,F), and f : T → T ′ be an optimal morphism. An element g ∈ G is
legal for f if it is hyperbolic in T , and if its axis is legal for f . The tension graph of f
is the set of edges of T that are maximally strecthed by f . Francaviglia and Martino’s
proof of Theorem 3.6 shows that there exists an optimal morphism f : T → T ′, and
there exists g ∈ G which is legal for f , and whose axis is contained in the tension graph
of f . In addition, such an element g ∈ G can be chosen to be a candidate in T . Theorem
3.6 follows, because every such element maximizes the stretch factor from T to T ′.
Proof of Theorem 3.7. The set Y (T ) of possible projections of axes of candidates in T
to the quotient graph T/G is finite. By Theorem 3.6, it is thus enough to show that
from the set of all candidates in T whose projections are equal to some γ ∈ Y (T ), we
can extract a finite subset X(γ) so that for all T ′ ∈ O(G,F), and all optimal morphisms
f : T → T ′, at least one element in X(γ) is legal for f . This follows from the observation
that for every pair (e, e′) of adjacent edges in T whose common vertex v has nontrivial
stabilizer Gv, and any two distinct elements g, g
′ ∈ Gv , either (e, ge
′) or (e, g′e′) is legal
for f , since otherwise g′g−1 would fix a nondegenerate arc in T ′. In addition, any loop
in Y (T ) crosses boundedly many vertices in T/G.
3.3 Lipschitz approximations of trees
Let T ∈ O(G,F). A Lipschitz approximation of T is a sequence (Tn)n∈N ∈ O(G,F)
N
converging (non-projectively) to T such that for all n ∈ N, there exists a 1-Lipschitz
map from Tn to T . The following proposition follows from [33, Theorem 5.3].
Proposition 3.8. (Horbez [33, Theorem 5.3]) Every tree T ∈ O(G,F) with dense orbits
admits a Lipschitz approximation by Grushko (G,F)-trees.
Proposition 3.9. Let S, T ∈ O(G,F), let (Si)i∈N ∈ O(G,F)
N be a Lipschitz approxi-
mation of S, and let (Tj)j∈N ∈ O(G,F)
N be a sequence that converges (non-projectively)
to T . Assume in addition that there exists a 1-Lipschitz map from S to T . Then for all
i ∈ N, there exists Ji ∈ N so that for all j ≥ Ji, we have Lip(Si, Tj) ≤ 1 + 1i .
Proof. Let i ∈ N. As (Tj)j∈N converges non-projectively to T , there exists Ji ∈ N so
that for all j ≥ Ji, all elements g in the finite set X(Si) provided by Theorem 3.7 have
translation length at most (1 + 1
i
)||g||T ≤ (1 +
1
i
)||g||S ≤ (1 +
1
i
)||g||Si in Tj . The claim
then follows from Theorem 3.7.
3.4 Alignment-preserving maps
A map f : T → T ′ is alignment-preserving if the f -image of every segment in T is a seg-
ment in T ′. We note that alignment-preserving maps are not assumed to be continuous.
However, any alignment-preserving map is continuous in restriction to every segment
of T , and more generally in restriction to every finite subtree of T . If there exists an
alignment-preserving map from T to T ′, we say that T collapses to T ′. The following
lemma states a few basic topological properties of alignment-preserving maps. It follows
from the fact that a subtree of an R-tree is closed if and only if its intersection with
every segment in T is closed. Details of the proof are left to the reader.
Lemma 3.10. Let T and T̂ be two (G,F)-trees. Let p : T̂ → T be a surjective alignment-
preserving map. Then the p-preimage of every closed subtree in T is a closed subtree of
T̂ . The p-image of every closed subtree of T̂ is a closed subtree of T .
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3.5 Limits of folding paths
The goal of this section is to prove Proposition 3.14, which will be used in Section 7,
and gives information about possible limit points in O(G,F) of some folding paths in
O(G,F). In the following statement, the last assertion about alignment-preserving maps
is an immediate consequence of our description in [34] of the map f , which is obtained
from an ultralimit of the maps fn by projecting to the minimal subtree.
Proposition 3.11. (Horbez [34, Theorem 4.3]) Let T and T ′ be tame (G,F)-trees, let
(Tn)n∈N (resp. (T
′
n)n∈N) be a sequence of tame (G,F)-trees that converges to T (resp.
T ′), and let M ∈ R. Assume that for all n ∈ N, there exists an M -Lipschitz map from
Tn to T
′
n. Then there exists an M -Lipschitz map from T to the metric completion of
T ′. If in addition, all maps fn are alignment-preserving, then f can be chosen to be
alignment-preserving.
Let T, T ′ ∈ O(G,F), and f : T → T ′ be a map. The bounded cancellation constant
of f , denoted by BCC(f), is defined to be the supremum of all real numbers B with the
property that there exist a, b, c ∈ T with b ∈ [a, c], such that dT ′(f(b), [f(a), f(c)]) = B.
Note that a map f : T → T ′ is alignment-preserving if and only if BCC(f) = 0. We
denote by Lip(f) the Lipschitz constant of f , and by qvol(T ) the quotient volume of T ,
defined as the infimal volume of a finite subtree of T whose G-translates cover T (the
existence of such a tree was proved by Guirardel in [21, Lemma 1.14]). The following
proposition is a generalization of [7, Lemma 3.1].
Proposition 3.12. Let T ∈ O(G,F), let T ′ ∈ O(G,F), and let f : T → T ′ be a
Lipschitz map. Then BCC(f) ≤ Lip(f)qvol(T ).
Sketch of proof. In the case where T ′ is a Grushko (G,F)-tree, the statement follows by
decomposing f into Stallings’ folds (see the proof of [19, Proposition 9.6]). The claim is
then proved by approximating T ′ by trees in O(G,F).
As in [34, Corollary 3.9], the following fact is a corollary of Propositions 3.8 and 3.12.
Corollary 3.13. (Horbez [34, Corollary 3.9]) Let T, T ′ ∈ O(G,F) have dense orbits.
Then any Lipschitz map from T to the metric completion of T ′ preserves alignment
(and hence takes its values in T ′). In particular, every morphism from T to T ′ is an
isometry.
Proposition 3.14. Let S, T ∈ O(G,F) be two trees with dense orbits. Let (Si)i∈N ∈
O(G,F)N (resp. (Ti)i∈N ∈ O(G,F)
N) be a sequence that converges (non-projectively)
to S (resp. to T ). Assume that S admits a 1-Lipschitz alignment-preserving map onto
T , and that for all i ∈ N, we have Lip(Si, Ti) ≤ 1 + 1i . Then there exists an optimal
liberal folding path γi from the cone of Si to Ti for all i ∈ N, so that all sequences
(Zi)i∈N ∈
∏
i∈N Im(γi) have nontrivial accumulation points in O(G,F), and all such
accumulation points Z come with 1-Lipschitz alignment-preserving maps from S to Z
and from Z to T .
Proof. Theorem 3.6 yields the existence for all i ∈ N of a tree S′i ∈ O(G,F), obtained
from Si by rescaling the lengths of the edges by a factor bounded above by 1+
1
i
, such that
there exist optimal liberal folding paths from S′i to Ti. For all i ∈ N, let Zi ∈ O(G,F)
be a tree that lies on a liberal folding path from S′i to Ti. There are 1-Lipschitz maps
from (1 + 1
i
)Si to Zi and from Zi to Ti. In particular, for any accumulation point Z of
16
the sequence (Zi)i∈N, Proposition 3.11 yields the existence of 1-Lipschitz maps from S
to the metric completion of Z and from Z to the metric completion of T (in particular,
the set of accumulation points contains nontrivial G-trees). Corollary 3.13 implies that
these maps are alignment-preserving, and take values in Z and T (without passing to
the completion).
3.6 Refinements of metric trees
Let T1 and T2 be two compatible (G,F)-trees, i.e. there exists a (G,F)-tree T̂ and
alignment-preserving maps gi : T̂ → Ti for all i ∈ {1, 2}. Then T1 and T2 have a
standard common refinement, defined as follows [25, Section 3.2]. For all i ∈ {1, 2},
denote by di the metric on Ti, and by li the associated length function, and for all
x, y ∈ T̂ , let
δ(x, y) := d1(g1(x), g1(y)) + d2(g2(x), g2(y)).
This defines a pseudometric on T̂ , which satisfies δ(x, y) = δ(x, z) + δ(z, y) whenever
z ∈ [x, y]. The metric space Ts obtained by making this pseudometric Hausdorff is a
(G,F)-tree, which admits a 1-Lipschitz alignment-preserving map fi : Ts → Ti for all
i ∈ {1, 2}, such that
dTs(x, y) = d1(f1(x), f1(y)) + d2(f2(x), f2(y)).
Arc stabilizers of Ts fix an arc in either T1 or T2, and if T1 and T2 are k-tame, then so
is Ts. Since
||g||Ts = lim
n→+∞
1
n
dTs(x, g
nx)
for all x ∈ Ts, it follows that the length function of Ts is the sum of the length functions
of T1 and T2. We will denote Ts =: T1 + T2.
Lemma 3.15. (Guirardel–Levitt [25, Corollary 3.9]) Let S and T be two (G,F)-trees.
Let (Si)i∈N (resp. (Ti)i∈N) be a sequence of trees that converges in the axes topology to
S (resp. to T ). If Si is compatible with Ti for all i ∈ N, then S is compatible with T .
3.7 Transverse families, transverse coverings and graphs of actions
Let T be a (G,F)-tree. A transverse family in T is a G-invariant collection Y of nonde-
generate subtrees of T such that for all Y 6= Y ′ ∈ Y, the intersection Y ∩ Y ′ contains at
most one point. A transverse covering of T is a transverse family Y in T , all of whose
elements are closed subtrees of T , such that every finite arc in T can be covered by
finitely many elements of Y. A transverse covering Y of T is trivial if Y = {T}. The
skeleton of a transverse covering Y is the bipartite simplicial tree S, whose vertex set is
V (S) = V0(S) ∪ Y, where V0(S) is the set of points of T which belong to at least two
distinct trees in Y, with an edge between x ∈ V0(S) and Y ∈ Y whenever x ∈ Y [20,
Definition 4.8]. A (G,F)-graph of actions consists of
• a marked metric graph of groups G (in which we might allow some edges to have
length 0), whose fundamental group is isomorphic to G, such that all subgroups in
F are conjugate into vertex groups of G, and
• an isometric action of every vertex group Gv on a Gv-tree Tv (possibly reduced
to a point), in which all intersections of Gv with peripheral subgroups of G are
elliptic, and
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• a point pe ∈ Tt(e) fixed by ie(Ge) ⊆ Gt(e) for every oriented edge e.
It is nontrivial if G is not reduced to a point. Associated to any (G,F)-graph of
actions G is a G-tree T (G). Informally, the tree T (G) is obtained from the Bass–Serre
tree of the underlying graph of groups by equivariantly attaching each vertex tree Tv
at the corresponding vertex v, an incoming edge being attached to Tv at the prescribed
attaching point. The reader is referred to [19, Proposition 3.1] for a precise description
of the tree T (G). We say that a (G,F)-tree T splits as a (G,F)-graph of actions if there
exists a (G,F)-graph of actions G such that T = T (G).
Proposition 3.16. (Guirardel [21, Lemmas 1.5 and 1.15]) A (G,F)-tree splits as a
nontrivial (G,F)-graph of actions if and only if it admits a nontrivial transverse covering.
The skeleton of any transverse covering of T is compatible with T , and it is minimal if
T is minimal.
Knowing that a (G,F)-tree T is compatible with a simplicial (G,F)-tree S gives a
way of splitting T as a (G,F)-graph of actions, in the following way. Let πT : T +S → T
and πS : T + S → S be the natural alignment-preserving maps.
We first claim that the family Y made of all nondegenerate πS-preimages of vertices
of S, and of the closures of πS-preimages of open edges of S, is a transverse covering
of T + S. Indeed, these are closed subtrees of T + S (see Lemma 3.10), whose pairwise
intersections are degenerate (i.e either empty, or reduced to a point). In addition, let
I ⊆ T + S be a segment. Then πS(I) is a segment in S, so it is covered by a finite set
of open edges and vertices of S. The πS-preimages in T + S of these edges and vertices
cover I, which proves that I is covered by finitely many elements of the family Y.
We claim that the family consisting of nondegenerate subtrees in πT (Y) is a nontriv-
ial transverse covering of T . Indeed, since πT is alignment-preserving, this is a transverse
family made of closed subtrees of T (Lemma 3.10). If I ⊆ T is a segment, then there is
a segment J ⊆ T + S with πT (J) = I. Then J is covered by finitely many elements of
Y, and I is covered by the πT -images of these elements. The family πT (Y) is nontrivial,
because otherwise Y would also be trivial, and hence πS(T + S) would be contained in
a vertex or a closed edge of S, a contradiction.
We finish this section by mentioning a result due to Levitt [43], which gives a canonical
way of splitting any tame (G,F)-tree as a graph of actions, whose vertex actions have
dense orbits. The key point in the proof of Proposition 3.17 is finiteness of the number
of orbits of branch points in any tame (G,F)-tree. In other words, tame actions are
J-actions in Levitt’s sense.
Proposition 3.17. (Levitt [43]) Every tame (G,F)-tree T splits uniquely as a graph
of actions, all of whose vertex trees have dense orbits for the action of their stabilizer
(they might be reduced to points), and all of whose edges have positive length, and have
a stabilizer that belongs to the class Z.
We call this decomposition the Levitt decomposition of T as a graph of actions.
Proposition 3.17 gives a natural way of extending the map ψ : O(G,F)→ FZ(G,F) to
the set of tame (G,F)-trees without dense orbits.
4 Z-averse trees
We now introduce the notion of Z-averse trees. These will be the trees lying at infinity of
the complex FZ(G,F). Most arguments work exactly the same way when working with
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Zmax-splittings instead of Z-splittings, we will mention the places where some slight
adaptations are required. The case of Zmax-splittings will be treated in Section 4.5.
4.1 Definition
Given a tame (G,F)-tree T , we denote by R1(T ) the set of Z-splittings that are com-
patible with T , and by R2(T ) the set of Z-splittings that are compatible with a tame
(G,F)-tree T ′, which is itself compatible with T . We say that T is Z-incompatible if
R1(T ) = ∅, and Z-compatible otherwise.
Theorem 4.1. For all tame (G,F)-trees T , the following assertions are equivalent.
1. There exists a finite sequence (T = T0, T1, . . . , Tk = S) of tame (G,F)-trees, such
that S is simplicial, and for all i ∈ {0, . . . , k − 1}, the trees Ti and Ti+1 are
compatible.
2. We have R2(T ) 6= ∅.
3. The tree T collapses to a tame Z-compatible (G,F)-tree.
The implications (3) ⇒ (2) ⇒ (1) are obvious. The proof that (1) implies (3) is
postponed to Section 4.3. We note that the conditions in Theorem 4.1 are not equivalent
to being Z-incompatible, see Example 4.31, which is why we really need to introduce
the set R2(T ) in our arguments. We will see however in Proposition 4.3 that mixing
Z-incompatible trees satisfy R2(T ) = ∅.
Definition 4.2.
1. A tree T ∈ O(G,F) is Z-averse if any of the conditions in Theorem 4.1 fails. We
denote by X (G,F) the subspace of O(G,F) consisting of Z-averse trees.
2. Two Z-averse trees T, T ′ ∈ X (G,F) are equivalent, which we denote by T ∼ T ′,
if there exists a finite sequence (T = T0, T1, . . . , Tk = T
′) of trees in O(G,F) such
that for all i ∈ {0, . . . , k − 1}, the trees Ti and Ti+1 are compatible.
3. Given a tame (G,F)-tree T , the set R2(T ) is called the set of reducing splittings
of T .
Note that Z-averse trees are Z-incompatible, so in particular they have dense orbits.
A tree T ∈ O(G,F) ismixing [48] if for all finite subarcs I, J ⊆ T , there exist g1, . . . , gk ∈
G such that J ⊆ g1I∪· · ·∪gkI and for all i ∈ {1, . . . , k−1}, we have giI∩gi+1I 6= ∅. We
will show the existence of a canonical simplex of mixing representatives in any equivalence
class of Z-averse trees. Two R-trees T and T ′ are weakly homeomorphic if there exist
maps f : T → T ′ and g : T ′ → T that are continuous in restriction to segments, and
inverse of each other. Again, the proof of Proposition 4.3 is postponed to Section 4.3.
Proposition 4.3. For all T ∈ X (G,F), there exists a mixing tree T ∈ X (G,F) onto
which all trees T ′ ∈ X (G,F) that are equivalent to T collapse. In addition, any two
such trees are G-equivariantly weakly homeomorphic. Any tree T ∈ O(G,F) that is both
mixing and Z-incompatible is Z-averse.
When taking the quotient by homotheties, the equivalence relation on X (G,F) in-
duces an equivalence relation of PX (G,F). As was pointed to us by the referee, we
obtain as a consequence of Proposition 4.3 the following information about equivalence
classes in PO(G,F).
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Proposition 4.4. Let T ∈ X (G,F). Then the ∼-class of T is a compact, contractible
subspace of PO(G,F).
Proof. Let T be a mixing tree in the ∼-class of T , provided by Proposition 4.3. Then
the straight paths from the trees T ′ in the ∼-class of T , to the tree T , consisting of all
trees of the form tT + (1− t)T ′ with t ∈ [0, 1], define a retraction of the ∼-class of T to
T . This shows that the ∼-class of T is contractible.
To prove compactness, let (Tn)n∈N be a sequence of trees in the ∼-class of T , and let
T∞ be a limit point of the sequence (Tn)n∈N in PO(G,F). All trees Tn are compatible
with T , so by Lemma 3.15, the tree T∞ is also compatible with T . Hence T∞ belongs
to the ∼-class of T .
4.2 Unboundedness of FZ(G,F)
4.2.1 Kobayashi’s argument
We now explain that Z-averse trees lie at infinity of FZ(G,F) in some sense. In partic-
ular, we show that X (G,F) is unbounded (except in the two sporadic cases mentioned
in Remark 2.4, for which we have X (G,F) = ∅). The following theorem is a variation
over an argument due to Kobayashi [39] to prove unboundedness of the curve complex
of a compact surface. We recall our notation ψ for the map from O(G,F) to FZ(G,F).
Theorem 4.5. Let T ∈ X (G,F), and let (Ti)i∈N ∈ O(G,F)
N be a sequence that con-
verges to T . Then ψ(Ti) is unbounded in FZ(G,F).
Proof. Assume towards a contradiction that the sequence (ψ(Ti))i∈N lies in a bounded
region of FZ(G,F). Up to passing to a subsequence, there exist M ∈ N and ∗ ∈
FZ(G,F) such that for all i ∈ N, we have dFZ(G,F)(∗, ψ(Ti)) = M . For all i ∈ N,
let (T ki )0≤k≤M be a geodesic segment joining ∗ to ψ(Ti) in FZ(G,F). Up to passing
to a subsequence again and rescaling, we may assume that for all k ∈ {0, . . . ,M}, the
sequence (T ki )i∈N of one-edge splittings converges (non-projectively) to a tame (G,F)-
tree T k∞ (Proposition 3.3). In addition, for all k ∈ {1, . . . ,M} and all i ∈ N, the trees T
k
i
and T k−1i are compatible. Lemma 3.15 implies that for all k ∈ {1, . . . ,M}, the trees T
k
∞
and T k−1∞ are compatible, and T is compatible with T
M
∞ . As T
0
∞ = ∗, the tree T does
not satisfy the first definition of Z-averse trees, a contradiction.
Remark 4.6. In the case of Zmax-splittings, the argument is even a bit simpler, because
in this case, we know that all trees T ki , and hence all limits T
k
∞, belong to the closure of
outer space (i.e. they are very small). Therefore, we can avoid to appeal to our analysis
of tame (G,F)-trees (in particular Proposition 3.3) in Section 3.1.
4.2.2 Examples of Z-averse trees, and unboundedness of FZ(G,F)
We now give examples of Z-averse trees in O(G,F) when either G = F2 and F = ∅,
or rkK(G,F) ≥ 3. In view of Theorem 4.5, this will prove unboundedness of the graph
FZ(G,F) in these cases. Recall from Remark 2.4 that if either G = G1 ∗ G2 and
F = {[G1], [G2]}, or G = G1∗ and F = {[G1]}, then FZ(G,F) is bounded. In other
words, we have the following.
Proposition 4.7. Let G be a countable group, and F be a free factor system of G.
Assume that either G = F2 and F = ∅, or that rkK(G,F) ≥ 3. Then X (G,F) 6= ∅.
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Corollary 4.8. Let G be a countable group, and let F be a free factor system of G.
Then FZ(G,F) has unbounded diameter if and only if either G = F2 and F = ∅, or
rkK(G,F) ≥ 3.
Remark 4.9. The examples we provide belong to Xmax(G,F). We refer to Section 4.6.1
for examples of Zmax-averse trees that are not Z-averse.
Remark 4.10. It will actually follow from our main result (Theorem 7.1) that, except in
the sporadic cases, the Gromov boundary ∂∞FZ(G,F) is nonempty.
A tree T ∈ O(G,F) is indecomposable [21, Definition 1.17] if for all segments I, J ⊆
T , there exist g1, . . . , gr ∈ G such that J = ∪
r
i=1giI, and for all i ∈ {1, . . . , r − 1}, the
intersection giI ∩ gi+1I is a nondegenerate arc (i.e. it is nonempty, and not reduced to
a point). The following lemma follows from [21, Lemma 1.18] and the description of
the transverse covering of T provided by a simplicial tree S that is compatible with T
(Section 3.7).
Lemma 4.11. (Guirardel [21, Lemma 1.18]) Let T ∈ O(G,F) be a tree that is compatible
with a Z-splitting S. Let H ⊆ G be a subgroup, such that the H-minimal subtree TH of
T is indecomposable. Then H is elliptic in S.
Proof of Proposition 4.7. If G = F2 and F = ∅, then any tree dual to an arational
measured lamination on a compact surface of genus 1 having exactly one boundary
component is arational in the sense of [52]. Hence it is mixing and Z-incompatible, so
it belongs to X (G,F) by Proposition 4.3.
We now assume that rkK(G,F) ≥ 3. Let N := rkf (G,F), and let {G1, . . . , Gk} be a
set of representatives of the conjugacy classes in F , such that
G = G1 ∗ · · · ∗Gk ∗ FN .
For all i ∈ {1, . . . , k}, we choose an element gi ∈ Gi r {e}, whose order we denote by
pi ∈ N ∪ {+∞}. We denote by l be the number of indices i so that pi = +∞. Up to
reordering the gi’s, we can assume that p1, . . . , pl = +∞, and pl+1, . . . , pk < +∞.
Let O be the orbifold obtained from a sphere with N + l + 1 boundary components
by adding a conical point of order pi for each i ∈ {l+1, . . . , k}. For all i ∈ {1, . . . , l}, we
denote by bi a generator of the i
th boundary curve in π1(O), and for all i ∈ {l+1, . . . , k},
we denote by bi a generator of the subgroup of π1(O) associated to the corresponding
conical point. The group G is isomorphic to the group obtained by amalgamating π1(O)
with the groups Gi, identifying bi with gi for all i ∈ {1, . . . , k}, see Figure 3. We denote
by S the corresponding splitting of G.
As rkK(G,F) ≥ 3, we can equip O with a minimal and filling measured foliation.
Dual to this foliation is an indecomposable π1(O)-tree Y (indecomposability is shown in
[21, Proposition 1.25]). We then form a graph of actions G over the splitting S: vertex
trees are the π1(O)-tree Y , and a trivial Gi-tree for all i ∈ {1, . . . , k}, and edges have
length 0. We denote by T the (G,F)-tree defined in this way.
We claim that T ∈ X (G,F). Indeed, the tree T admits a transverse covering by
translates of Y , so T is mixing. We claim that T is also Z-incompatible, which implies
that T is Z-averse by the last assertion of Proposition 4.3. If T were compatible with a
Z-splitting S′, then Lemma 4.11 would imply that the stabilizer π1(O) of the indecom-
posable subtree Y fixes a vertex v in S′. Therefore, for all i ∈ {1, . . . , k}, the element
bi = gi fixes v. As S
′ is a (G,F)-splitting, the subgroup Gi fixes a vertex vi in S
′, and in
particular gi fixes vi. As nontrivial edge stabilizers in S
′ are nonperipheral, the element
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bl+1 = gl+1
G1
Gl
Gk
Gl+1
O
b1 = g1
bl = gl
bk = gk
N
Figure 3: The decomposition of G as an amalgam of π1(O) and the Gi’s.
gi does not fix any arc in S
′, so vi = v. So all subgroups Gi fix the same vertex v of S
′.
Hence G is elliptic in S′, a contradiction.
Remark 4.12. When G = FN with N ≥ 3, the trees we get are Z-averse trees whose
∼-class does not contain any arational tree in the sense of [52]. By comparing our
description of the Gromov boundary of ∂∞FZN with Bestvina–Reynolds’ and Hamen-
sta¨dt’s description of the Gromov boundary of the free factor graph FFN as the space
of equivalence classes of arational FN -trees [9, 29], we get that the natural map from
FZN to FFN is not a quasi-isometry (this map is defined by mapping any one-edge free
splitting of FN to one of its vertex groups, and mapping any Z-splitting with nontrivial
edge stabilizers to the smallest free factor of FN that contains the edge group, which is
proper by [33, Lemma 5.11]). When N = 2, it is known that all trees with dense orbits in
the boundary ∂cv2 are dual to arational measured foliations on a once-punctured torus,
and are therefore arational. So the Gromov boundaries ∂∞FF2, ∂∞FZ
max
2 and ∂∞FZ2
are all isomorphic.
4.3 Proof of the equivalences in the definition of Z-averse trees (The-
orem 4.1)
Our proofs of Theorem 4.1 and Proposition 4.3 are based on the following two proposi-
tions.
Proposition 4.13. Every tame (G,F)-tree is either Z-compatible, or collapses to a
mixing tree in O(G,F).
Proposition 4.14. Let T1 and T2 be tame (G,F)-trees. If T1 and T2 are compatible,
and if T1 is mixing and Z-incompatible, then there is an alignment-preserving map from
T2 to T1.
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Figure 4: The situation in the proof of Theorem 4.1.
Remark 4.15. The analogues of Propositions 4.13 and 4.14 for Zmax-tame trees also
hold. The proof of Proposition 4.13 is the same. For Proposition 4.14, we will explain
how one has to slightly adapt the argument in the proof of Proposition 4.21 to handle
the case of Zmax-splittings.
We first explain how to deduce Theorem 4.1 and Proposition 4.3 from Propositions
4.13 and 4.14, before proving these two propositions.
Proof of Theorem 4.1. The implications (3) ⇒ (2) ⇒ (1) are obvious, so we need only
show that (1) implies (3). Let T be a tame (G,F)-tree. Assume that there exists a finite
sequence (T = T0, T1, . . . , Tk = S) of tame (G,F)-trees, where S is simplicial, and for all
i ∈ {0, . . . , k−1}, the trees Ti and Ti+1 are compatible. If T did not collapse onto a tame
Z-compatible tree, then by Proposition 4.13, the tree T would collapse onto a mixing
Z-incompatible tree T ∈ O(G,F). Notice in particular that T1 is compatible with T .
An iterative application of Proposition 4.14 then implies that all Ti’s collapse onto T
(see Figure 4, where all arrows represent collapse maps). In particular, the Z-splitting
S collapses to T , a contradiction.
Proof of Proposition 4.3. The argument is similar to the proof of Theorem 4.1. Let
T, T ′ ∈ X (G,F) be two equivalent trees. As T is Z-incompatible, by Proposition 4.13,
it collapses onto a mixing tree T ∈ O(G,F), and T ∈ X (G,F) because T ∈ X (G,F). As
T ∼ T ′, there exists a finite sequence (T = T0, T1, . . . , Tk−1, Tk = T
′) of trees in O(G,F)
such that for all i ∈ {0, . . . , k − 1}, the trees Ti and Ti+1 are compatible. In particular
T1 is compatible with T . An iterative application of Proposition 4.14 shows that all Ti’s
collapse to T , which proves the first assertion of Proposition 4.3.
If T 1 and T 2 are two mixing trees in O(G,F) that both satisfy the conclusion
of Proposition 4.3, then there is an alignment-preserving map from T1 to T2, and an
alignment-preserving map from T2 to T1. As any alignment-preserving map from a tree
in O(G,F) with dense orbits to itself is an isometry, this implies that T1 and T2 are
weakly homeomorphic.
To prove the last assertion of Proposition 4.3, let T ∈ O(G,F) be a mixing tree that
is not Z-averse. Then there exists a finite sequence (T = T0, T1, . . . , Tk = S) of trees
in O(G,F), where S is simplicial, and for all i ∈ {0, . . . , k − 1}, the trees Ti and Ti+1
are compatible. If T were Z-incompatible, an iterative application of Proposition 4.14
would imply that S collapses to T , a contradiction. So T is Z-compatible.
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4.3.1 Proof of Proposition 4.13
A topological (G,F)-tree is a topological space T which is homeomorphic to an R-tree,
together with a minimal, bijective, non-nesting (i.e. for all g ∈ G and all segments
I ⊆ T , we have gI * I), alignment-preserving G-action with trivial arc stabilizers and
no simplicial arc, with a finite number of orbits of branch points, such that there exists
a tree T̂ ∈ O(G,F) which admits an alignment-preserving map onto T (we recall that a
map is alignment-preserving if it sends segments onto segments). A topological (G,F)-
tree T splits over terminal points if there exists a subtree Y  T such that for all g ∈ G,
we either have gY = Y , or gY ∩ Y = ∅, and {gY }g∈G is a transverse covering of T .
Proposition 4.13 is a consequence of the following three propositions.
Proposition 4.16. (Guirardel–Levitt [22]) Every tree T ∈ O(G,F) with trivial arc
stabilizers collapses onto a topological (G,F)-tree that is either mixing, or splits over
terminal points.
Proposition 4.17. (Guirardel–Levitt [22]) Every mixing topological (G,F)-tree admits
a G-invariant metric that turns it into an element of O(G,F).
Proposition 4.18. Let T ∈ O(G,F) be a (G,F)-tree with trivial arc stabilizers. If
T collapses onto a topological (G,F)-tree which splits over terminal points, then T is
compatible with a (G,F)-free splitting.
Proof of Proposition 4.18. Let T ′ be a topological (G,F)-tree which splits over terminal
points, and π : T → T ′ be an alignment-preserving map. Let Y  T ′ be a subtree of
T ′, such that for all g ∈ G, we either have gY = Y or gY ∩ Y = ∅, and {gY }g∈G is
a transverse covering of T ′. The tree Y is not closed, since otherwise, any segment in
T ′ would be covered by finitely many closed disjoint subtrees, which would imply that
Y = T ′. We denote by H the stabilizer of Y in T ′. Denote by {x1, . . . , xk} a set of
representatives of the orbits of points in Y r Y . Finiteness of this set comes from the
fact that these points are vertices of the skeleton S of the transverse covering {gY }g∈G,
and S is a minimal simplicial (G,F)-tree by Lemma 3.16.
Let xi1 , . . . , xis be those of the xi’s that do not belong to any G-translate of Y (there
might not be any such xij ). We claim that the family Y made of {gπ
−1(Y )}g∈G and
the sets {gπ−1(xij )}g∈G for j ∈ {1, . . . , s} is a transverse covering of T . Indeed, this is
a transverse family made of closed subtrees of T . Let now I ⊆ T be a segment. Then
π(I) is a segment in T ′, which is covered by a finite number of translates of Y and of the
points xij . Their π-preimages provide a covering of I by finitely many subtrees in Y.
We now claim that the skeleton of Y contains an edge with trivial stabilizer. This
will conclude the proof of Proposition 4.18, since the skeleton of any transverse covering
of T is compatible with T (Lemma 3.16).
To check the above claim, we first notice that the preimage π−1(Y ) is not closed
(Lemma 3.10). Let y ∈ π−1(Y ) r π−1(Y ). There is only one direction at y in π−1(Y ).
As T is minimal, there exists a subtree Y ′ 6= π−1(Y ) in Y such that y ∈ Y ′. The point
y is a vertex of the skeleton of Y, and there is an edge e in this skeleton associated to
the pair (π−1(Y ), y). We claim that e has trivial stabilizer. Indeed, if g ∈ G stabilizes
e, then as y has valence 1 in π−1(Y ), the element g stabilizes an arc in π−1(Y ). As T
has trivial arc stabilizers, this implies that g is the identity of G.
Proof of Proposition 4.13. Let T be a tame (G,F)-tree. If T has trivial arc stabilizers,
then the conclusion of Proposition 4.13 is a consequence of Propositions 4.16, 4.17 and
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4.18. If T contains an arc with nontrivial stabilizer, then T does not have dense orbits.
Proposition 3.17 implies that T projects to a simplicial tree S with cyclic, non-peripheral
arc stabilizers, so T is Z-compatible.
4.3.2 Proof of Proposition 4.14
The following proposition gives control over the possible point stabilizers in a tree in
O(G,F). It can be deduced from [21, Proposition 4.4] by noticing that any simple closed
curve on a closed 2-orbifold with boundary provides a Zmax-splitting of its fundamental
group.
Proposition 4.19. (Bestvina–Feighn [4], Guirardel [21, Proposition 4.4], Guirardel–
Levitt [26]) Let T be a tame (G,F)-tree, and let X ⊂ T be a finite subset of T . Then
there exists a Zmax-splitting in which StabT (x) is elliptic for all x ∈ X.
Remark 4.20. Knowing the existence of a Z-splitting would be enough if we were only
interested in proving the Z-version of Proposition 4.14.
Proof of Proposition 4.14. Let T̂ := T1 + T2. As T1 is Z-incompatible, the tree T̂ has
dense orbits. Let p1 : T̂ → T1 and p2 : T̂ → T2 be the associated 1-Lipschitz alignment-
preserving maps. Assuming that p2 is not a bijection (otherwise the map p1 ◦ p2
−1
satisfies the conclusion of Proposition 4.14 and we are done), we can find a point x ∈ T2
whose p2-preimage in T̂ is a nondegenerate closed subtree Y of T̂ . The set {gY }g∈G is
a transverse family in T̂ .
First assume that p1(Y ) is reduced to a point for all x ∈ T2, and let f be the map
from T2 to T1 that sends any x ∈ T2 to p1(Y ), with the above notations. We claim
that f preserves alignment. Indeed, let x, z ∈ T2, and y ∈ [x, z]. Then p2
−1({x}) and
p2
−1({z}) are closed subtrees of T̂ , and the bridge in T̂ between them meets p2
−1({y}).
Since p1 preserves alignment, this implies that f preserves alignment, and we are done
in this case.
We now choose x ∈ T2 so that p1(Y ) is not reduced to a point. The family
{gp1(Y )}g∈G is a transverse family made of closed subtrees of T1 (Lemma 3.10). As
T1 is mixing, it is a transverse covering of T1. The stabilizer of p1(Y ) in T1 is equal to
the stabilizer of Y in T̂ , which in turn is also equal to the stabilizer of x in T ′. Proposition
4.19 shows that there exists a Z-splitting in which StabT ′(x), and hence StabT (p1(Y )),
is elliptic. This contradicts the following proposition.
Proposition 4.21. Let T ∈ O(G,F) be mixing and Z-incompatible, and let Y be a
transverse covering of T . Then for all Y ∈ Y, the stabilizer StabT (Y ) is not elliptic in
any Z-splitting.
Remark 4.22. We warn the reader that the argument in the following proof has to
be slightly adapted in the case of Zmax-splittings. This will be done in Proposition
4.23 below. The difficulty comes from edges with nonperipheral cyclic stabilizers (not
belonging to Zmax) in G.
Proof of Proposition 4.21. As T is mixing, any transverse covering of T contains at most
one orbit of subtrees (otherwise a segment contained in one of these orbits could not be
covered by translates of a segment contained in another subtree). We denote by S the
skeleton of Y, and by Γ := S/G the quotient graph of groups. The vertex set of Γ
consists of a vertex associated to Y , with vertex group StabT (Y ), together with a finite
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Figure 5: The graph of actions in the proof of Proposition 4.23.
collection of points x1, . . . , xl. Each xi is joined to Y by a finite set of edges, whose
stabilizers do not belong to the class Z because T is Z-incompatible. We denote by GY
and Gxi the corresponding stabilizers. Assume towards a contradiction that GY fixes a
vertex v in a Z-splitting S0.
Suppose first that all vertex groups of S are elliptic in S0. As edge stabilizers of S do
not belong to Z, and as all vertex stabilizers of S fix a point in S0, two adjacent vertex
stabilizers of S must have the same fixed point in S0. This implies that G is elliptic in
S0, a contradiction.
Hence one of the Gxi ’s acts nontrivially on S0. Edge groups of S are elliptic in S0
because StabT (Y ) is. By blowing up S at the vertex xi, using the action of Gxi on its
minimal subtree in S0, we get a splitting S
′, which contains an edge whose stabilizer
belongs to the class Z. The tree T splits as a graph of actions over S′ (by the discussion
following Proposition 3.16 in Section 3.7). This contradicts Z-incompatibility of T .
Proposition 4.23. Let T ∈ O(G,F) be mixing and Zmax-incompatible, and let Y be a
transverse covering of T . Then for all Y ∈ Y, the stabilizer StabT (Y ) is not elliptic in
any Zmax-splitting.
Proof. We keep the notations from the proof of Proposition 4.21, where this time S0 is
a Zmax-splitting. We denote by G the graph of actions corresponding to Y, which is
represented on Figure 5. Note that for all i ∈ {1, . . . , l}, and all nonperipheral elements
g ∈ G, if gp ∈ Gxi for some p ≥ 1, then g ∈ Gxi . Up to reordering the xi’s, we can
assume that for all i ∈ {1, . . . , k}, no edge joining Y to xi has Z-stabilizer, and for all
i ∈ {k + 1, . . . , l}, there is an edge ei with Z r Zmax-stabilizer 〈gi〉 joining xi to Y .
Then gi is a proper power of the form h
k
i , with hi ∈ Gxi . Subdivide the edge [xi, Y ] into
[xi,mi] ∪ [mi, Y ], and fold [xi,mi] with its image under hi. We get a refinement S
′ of S
that is still compatible with T . By collapsing the orbit of the edge with stabilizer equal
to hki , we get a new splitting of T as a graph of actions G
′. The stabilizer of the edge
e′i joining Y
′ to xi in G
′ is equal to 〈hi〉, and hence it belongs to the class Z
max. The
splitting of G dual to the edge e′i is not minimal, otherwise T would be Z
max-compatible.
Hence Gxi = 〈hi〉, and xi is joined to Y by a single edge in G. As GY fixes the vertex v
of S0, so does gi. As S0 is a Z
max-splitting, the element hi, and hence Gxi , also fixes v
in S0.
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Therefore, by replacing GY by GŶ := 〈GY , Gxk+1 , . . . , Gxl〉, we build a new splitting
of T as a graph of actions Ĝ, which has the following description. The graph of actions
Ĝ consists of a new vertex tree Ŷ with dense orbits, whose stabilizer G
Ŷ
is elliptic in S0,
attached to x1, . . . , xk, and all its edges have either peripheral or noncyclic stabilizer.
The proof then goes as in the case of Z-splittings, by working with the graph of actions
Ĝ instead of G.
Using Proposition 4.23, we deduce the following Zmax-analogue of Proposition 4.14.
Proposition 4.24. Let T1 and T2 be Z
max-tame (G,F)-trees. If T1 and T2 are compat-
ible, and if T1 is mixing and Z
max-incompatible, then there is an alignment-preserving
map from T2 to T1.
4.4 Folding paths ending at mixing and Z-incompatible trees
We now prove the following property for folding paths ending at mixing Z-incompatible
trees.
Proposition 4.25. Let T ∈ O(G,F) be mixing and Z-incompatible, and let γ : [0, L]→
O(G,F) be an optimal liberal folding path ending at T . Then for all t < L, the tree γ(t)
is simplicial and has trivial edge stabilizers unless γ(t) = T .
Proof. As T has dense orbits, all arc stabilizers in T are trivial, hence all arc stabilizers
in trees lying on optimal liberal folding paths ending at T are trivial. Assume towards
a contradiction that there exists t0 < L, such that γ(t0) 6= T is nonsimplicial. Notice
that γ(t0) contains a nontrivial simplicial part, otherwise it would be equal to T , as any
morphism between two (G,F)-trees with dense orbits is an isometry (Corollary 3.13).
By Proposition 3.17, the tree γ(t0) contains a subtree T0 which has dense orbits for the
action of its stabilizer H. Moreover, the group H is a proper (G,F)-free factor.
Let Y := ft0,L(T0). We claim that for all g ∈ G r H, the intersection gY ∩ Y
contains at most one point. Otherwise, there exist nondegenerate segments I ⊂ T0 and
J ⊂ gT0 such that ft0,L(I) = ft0,L(J). So there exist h ∈ H hyperbolic in T0 (whose
axis intersects I nondegenerately), and h′ ∈ Hg hyperbolic in gT0 (whose axis intersects
J nondegenerately), such that the axes of h and h′ have nondegenerate intersection in
T . We thus have ||hh′||T ≤ ||h||T + ||h
′||T (see [13, 1.8]). Let t1 be the smallest real
number for which this inequality holds, so that for all t < t1, the axes of h and h
′ are
disjoint in γ(t). By continuity of γ, we deduce that both ||hh′||γ(t1) and ||hh
′−1||γ(t1)
are greater than or equal to ||h||γ(t1) + ||h
′||γ(t1), so the intersection of the axes of h and
h′ in ft0,t1(T0) is reduced to a point. The image ft0,t1(I ∪ J) is contained in a subtree
with dense orbits of the Levitt decomposition of γ(t1) as a graph of actions given by
Proposition 3.17. The morphism ft1,L is injective in restriction to this subtree (Corollary
3.13). This implies that gY ∩ Y is reduced to a point.
Hence the collection {gY }g∈G is a transverse family in T , and so is the collection
{gY }g∈G. As T is mixing, the collection {gY }g∈G is a transverse covering of T . In
addition, the stabilizer of Y in T is equal to H, and hence is elliptic in a Z-splitting (it
is even a (G,F)-free factor). This contradicts Proposition 4.21.
4.5 The case of Zmax-splittings
By only considering Zmax-splittings, we similarly define the space Xmax(G,F) of Zmax-
averse trees in the following way. For all Zmax-tame trees T , we denote by R1,max(T )
27
the set of Zmax-splittings that are compatible with T , and byR2,max(T ) the set of Zmax-
splittings that are compatible with a Zmax-tame tree T ′, which is compatible with T .
A Zmax-tame tree T is Zmax-averse if R2,max(T ) = ∅. Two Zmax-averse trees T, T ′ ∈
Xmax(G,F) are equivalent if there exists a finite sequence (T = T0, T1, . . . , Tk = T
′) of
tame (G,F)-trees such that for all i ∈ {1, . . . , k}, the trees Ti and Ti+1 are compatible.
The analogues of Theorem 4.1, Proposition 4.3, and Theorem 4.5 also hold true in
this setting. The proofs are the same, the only difference is in the proof of Proposition
4.24, as explained above.
Theorem 4.26. (Zmax-analogue of Theorem 4.1) For all Zmax-tame (G,F)-trees T ,
the following assertions are equivalent.
1. There exists a finite sequence (T = T0, T1, . . . , Tk = S) of Z
max-tame (G,F)-trees,
such that S is simplicial, and for all i ∈ {0, . . . , k − 1}, the trees Ti and Ti+1 are
compatible.
2. We have R2,max(T ) 6= ∅.
3. The tree T collapses to a Zmax-tame Zmax-compatible (G,F)-tree.
Proposition 4.27. (Zmax-analogue of Proposition 4.3) For all T ∈ Xmax(G,F), there
exists a mixing tree in Xmax(G,F) onto which all trees T ′ ∈ Xmax(G,F) that are equiva-
lent to T collapse. In addition, any two such trees are G-equivariantly weakly homeomor-
phic. Any tree T ∈ O(G,F) that is both mixing and Zmax-incompatible is Zmax-averse.
Theorem 4.28. (Zmax-analogue of Theorem 4.5) Let T ∈ Xmax(G,F), and let (Ti)i∈N ∈
O(G,F)N be a sequence that converges to T . Then ψmax(Ti) is unbounded in FZ
max(G,F).
4.6 A few remarks and examples
4.6.1 Z-averse trees versus Zmax-averse trees
Building on our construction from the proof of Proposition 4.7, we give examples of
Zmax-averse trees that are not Z-averse as soon as rkf (G,F) ≥ 1 and rkK(G,F) ≥ 3.
Together with our main results (Theorem 7.1 and 7.2), this implies that the inclusion
map from FZmax(G,F) into FZ(G,F) is not a quasi-isometry in these cases.
Proposition 4.29. Let G be a countable group, and let F be a free factor system of G.
Assume that rkf (G,F) ≥ 1 and rkK(G,F) ≥ 3. Then X
max(G,F) 6= X (G,F), so the
inclusion map from FZmax(G,F) into FZ(G,F) is not a quasi-isometry.
Proof. For all i ∈ {1, . . . , k}, we choose an element gi ∈ Gir{e}, whose order we denote
by pi ∈ N ∪ {+∞}. We denote by l the number of indices such that pi = +∞. Up to
reindexing the gi’s, we can assume that p1, . . . , pl = +∞, and pl+1, . . . , pk < +∞.
Let O be the orbifold obtained from a sphere with N + l+ 1 boundary components,
whereN := rkf (G,F) ≥ 1, by adding a conical point of order pi for each i ∈ {l+1, . . . , k}.
As rkK(G,F) ≥ 3, we can equip O with an arational measured foliation. For all i ∈
{1, . . . , l}, we denote by bi a generator of the i
th boundary curve in π1(O), and for
all i ∈ {l + 1, . . . , k}, we denote by bi a generator of the subgroup associated to the
corresponding conical point. We denote by b0 a generator of one of the other boundary
curves. The group G is isomorphic to the group obtained by amalgamating π1(O) with
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the groups Gi and Z = 〈a0〉, identifying bi with gi for all i ∈ {1, . . . , k}, and identifying
b0 with a
2
0.
We then form a graph of actions G over this splitting of G: vertex trees are the
π1(O)-tree Y dual to the foliation on O, a trivial Gi-tree for all i ∈ {1, . . . , k}, and a
trivial 〈a0〉-tree, and edges have length 0.
This construction yields a G-tree T which is not Z-averse, because it splits as a graph
of actions, one of whose edge groups belongs to Z. We claim that T is Zmax-averse.
Indeed, as T is mixing, it is enough to show that T is Zmax-incompatible (Proposition
4.27). Assume towards a contradiction that T is compatible with a Zmax-splitting S0.
The π1(O)-minimal subtree of T is indecomposable, so π1(O) has to be elliptic in S0.
We denote by S the skeleton of G, and by x0 the vertex of S with vertex group 〈a0〉.
Arguing as in the proof of Proposition 4.7, we then get that for any two adjacent vertices
u, u′ ∈ S with u, u′ /∈ G.x0, the vertex groups Gu and Gu′ fix a common vertex v of S0.
This is still true if u′ ∈ G.x0 because S0 is a Z
max-splitting.
On the other hand, we show that if rkf (G,F) = 0, then the graphs FZ(G,F) and
FZmax(G,F) are quasi-isometric to each other.
Proposition 4.30. Let G be a countable group, and let F be a free factor system of G.
Assume that rkf (G,F) = 0, and rkK(G,F) ≥ 3. Then the inclusion from FZ
max(G,F)
into FZ(G,F) is a quasi-isometry.
Proof. We will define an inverse map τ : FZ(G,F) → FZmax(G,F). Let S be a one-
edge Z-splitting, of the form A∗〈gk〉B (where 〈g〉 ∈ Z
max). As gk is elliptic in S, so is g.
We assume without loss of generality that g ∈ A (and g /∈ B), and we let Smax be the
Zmax-splitting A∗〈g〉 〈B, g〉. In the case where S is an HNN extension of the form A∗〈gk〉,
we let Smax := 〈A, g, gt〉∗〈g〉, where t is a stable letter. We claim that the G-minimal
subtree of Smax is nontrivial. The map τ is then defined by letting τ(S) := Smax. In
addition, if S1 and S2 are two compatible one-edge Z-splittings, one checks that S
max
1
and Smax2 are also compatible. This shows that τ is Lipschitz, and proves that FZ(G,F)
and FZmax(G,F) are quasi-isometric to each other.
Assume towards a contradiction that Smax is trivial. Then S is of the form 〈g〉∗〈gk〉B,
so A = 〈g〉 is cyclic and nonperipheral. We claim that A is a proper (G,F)-free factor.
This is a contradiction because G has no free factor in Z, since rkf (G,F) = 0.
By [33, Lemma 5.11], the splitting S is compatible with a one-edge (G,F)-free split-
ting S0. Since A is cyclic and g
k ∈ A is elliptic in S, the splitting S + S0 can only be
obtained by splitting the vertex group B in S. Some proper (G,F)-free factor B′ of B
is elliptic in S + S0 and contains g
k. Repeating the above argument, we can split B′
further. Arguing by induction on the Kurosh rank of B, we end up with a Z-splitting S′
in which the edge with nontrivial stabilizer 〈gk〉 is attached to a vertex whose stabilizer
has Kurosh rank equal to 1, and is therefore equal to 〈gk〉. The splitting S′ collapses to
a (G,F)-free splitting in which A is elliptic.
4.6.2 Why working with R2(T ) instead of R1(T ) ?
Example 4.31. We give an example of a tree T ∈ cvN that is Z-incompatible but is
not Z-averse. In other words, we have R1(T ) = ∅, while R2(T ) 6= ∅. This justifies the
introduction of the set R2(T ) in our arguments.
Let T1 be an indecomposable FN -tree in which some free factor F2 ⊆ FN of rank 2
fixes a point x1. Examples of such trees were given in [52, Part 11.6]. Form a graph of
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actions over the splitting F2N−2 = FN ∗F2 FN , where the vertex trees are two copies of
T1, and the attaching points are the copies of x1. In this way, we get a tree T ∈ cv2N−2.
We claim that T is Z-incompatible. Indeed, assume towards a contradiction that T
is compatible with a Z-splitting S of F2N−2. Lemma 4.11 implies that both copies of
FN are elliptic in S. Therefore, the subgroup F2 is also elliptic in S. As edge stabilizers
in S are cyclic, this implies that F2N−2 is elliptic in S, a contradiction.
However, the tree T is not Z-averse. Indeed, let T be the tree obtained by equiv-
ariantly collapsing to a point one of the copies of T1 in T (but not the other). Then T
is Z-compatible, because one can blow up the copy of FN that got collapsed by using a
splitting in which the free factor F2 is elliptic.
4.6.3 The importance of working with cyclic splittings rather than free split-
tings
Example 4.32. We now give an example of two mixing compatible FN -trees T1, T2 ∈ cvN ,
such that T2 is compatible with a free splitting of FN , while T1 is not. This shows that
it is crucial to work with cyclic splittings rather than free splittings in Theorem 4.1.
The following situation is illustrated on Figure 6. Let S be a compact orientable surface
of genus 2, with one boundary component. Let c be a simple closed curve that splits
the surface S into two subsurfaces S1 and S2, where S1 has genus 1 and two boundary
components, and S2 has genus 1 and one boundary component.
For all i ∈ {1, 2}, let Li be an arational measured lamination on the surface Si. Let
T1 be the tree dual to the measured lamination on S obtained by equipping S1 with the
lamination L1, and equipping S2 with the empty lamination. Let T2 be the tree dual
to the measured lamination on S obtained by equipping S1 with the empty lamination,
and equipping S2 with the lamination L2. Both trees T1 and T2 are mixing. The trees
T1 and T2 are compatible, as they are both refined by the tree T dual to the lamination
obtained by equipping S1 with L1 and S2 with L2. The tree T2 is compatible with any
free splitting of F4 determined by an essential arc of S that lies on the subsurface S1.
However, the tree T1 is not compatible with any free splitting of S. Indeed, otherwise,
Lemma 4.11 would imply that the boundary curve of S is elliptic in this splitting, which
is impossible. Notice however that both trees T1 and T2 are compatible with the Z
max-
splitting determined by the simple closed curve c.
4.6.4 Non-mixing Z-averse trees
Example 4.33. We have seen (Corollary 4.3) that any equivalence class in X (G,F) con-
tains mixing representatives. We now give an example of a tree T ∈ cvN that is Z-averse
but not mixing. We refer to [51, Example 10.10] for details. Let Φ ∈ Out(FN ) be an
automorphism with two strata, and assume that the Perron–Frobenius eigenvalue of the
lower stratum is strictly greater than the Perron–Frobenius eigenvalue of the upper stra-
tum. Then the attractive tree of Φ is not mixing, however it collapses onto a tree which
is mixing and Z-incompatible, and hence it is Z-averse.
5 Collapses and pullbacks of folding paths and folding se-
quences
We now describe two constructions that will turn out to be useful in the next section,
for the proof of Theorem 6.1. These constructions are inspired from the analogous
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Figure 6: The laminations dual to the trees in Example 4.32.
constructions in [31, Section 4.2] or [6, Section A.2] in the case of folding paths between
simplicial FN -trees with trivial edge stabilizers.
5.1 Collapses
In this section, we will present a construction for proving the following proposition.
Proposition 5.1. Let S, T and T be tame (G,F)-trees. Let γ be a tame optimal liberal
folding path from S to T . Assume that there exists a 1-Lipschitz alignment-preserving
map π : T → T . Then there exists a tame optimal liberal folding path γ ending at T
such that for all t ∈ R+, there exists a 1-Lipschitz alignment-preserving map from γ(t)
to γ(t).
Let L ∈ R+ be such that γ(L) = T , and let t ≤ L. Recall from Proposition 3.17
that γ(t) splits as a graph of actions G, all of whose vertex trees have dense orbits for
the action of their stabilizer (some vertex trees may be trivial). If Y ⊆ γ(t) is one of
the vertex trees of this splitting, then the morphism ft,L : γ(t) → T provided by the
definition of a liberal folding path is an isometry in restriction to Y . Optimality of f
implies that the morphism ft,L is an isometry in restriction to each edge in the simplicial
part of γ(t). We define γ(t) from γ(t) by replacing in G each vertex subtree Y by its
image π ◦ ft,L(Y ) in T , replacing each attaching point x in G by its image π ◦ ft,L(x),
and modifying the metric on each edge e in the simplicial part of γ(t), so that e becomes
isometric to the segment π(ft,L(e)) ⊆ T (this may collapse some subsegments of e). We
denote by πt : γ(t) → γ(t) the natural alignment-preserving map. The πt-preimage of
any point x ∈ γ(t) is a subtree of γ(t) whose f -image in T is collapsed to a point by π.
Therefore, for all t′ > t, the ft,t′-image of the subtree π
−1
t (x) collapses to a point x
′ in
γ(t′). Therefore, the optimal morphism ft,t′ induces a map f t,t′ (sending x to x
′, with
the above notations) for all t < t′, and this map is again a morphism by construction.
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Lemma 5.2. For all t < t′, the morphism f t,t′ is optimal.
Proof. Let x ∈ γ(t). We want to prove that f t,t′ has at least two gates at x. If x ∈ γ(t)
belongs to the interior of one of the nondegenerate subtrees with dense orbits Tv of the
Levitt decomposition of γ(t) as a graph of actions, then any line passing through x and
contained in Tv lifts to a legal line in γ(t).
We now assume that x ∈ γ(t) is contained in a simplicial edge of γ(t). We claim
that for any πt-preimage x˜ of x, one can find two legal axes l1 and l2, such that there
exists a legal line in γ(t) which is the concatenation of a half-line in l1, a legal segment
containing x˜, and a half-line in l2. Indeed, given any direction d at x˜, optimality of ft,t′
ensures the existence of a legal half-line l starting from x˜ and contained in d. If l enters
a subtree H in the dense orbits part of γ(t), then one can ensure that there is a half-line
in l contained in an axis for an element of the stabilizer of H, and this axis is legal. If
l entirely stays in the simplicial part of γ(t), then the construction of l may be done
so that l crosses the same orbit of turns in γ(t) twice. Hence we can assume that l is
eventually periodic, i.e. some half-line of l is contained in a legal axis.
If either x˜ is contained in the interior of e˜, or if it is contained in an axis li (for some
i ∈ {1, 2}) that does not get collapsed to a point by πt, then there is a legal turn at x˜
which projects to a legal turn at x. Otherwise, the point x has nontrivial stabilizer (and
x˜ is contained in li for some i ∈ {1, 2}). This also implies that the morphism f t,t′ has at
least two gates at x, since otherwise the stabilizer of li would fix a nondegenerate arc in
T . Hence it would also fix a nondegenerate arc in T , contradicting the fact that li is a
legal axis.
The morphisms f t,t′ again satisfy f t,t′′ = f t′,t′′◦f t,t′ for all t < t
′ < t′′ by construction.
We call the folding path constructed in this way the collapse of γ induced by π.
Proposition 5.3. Let S, T and T be tame (G,F)-trees, and π : T → T be a 1-Lipschitz
alignment-preserving map. Let γ be a tame optimal liberal folding path from S to T , and
let γ be the collapse of γ induced by π. Then t 7→ γ(t) is continuous.
Proof. Since π is 1-Lipschitz, all alignment-preserving maps πt : γ(t) → γ(t) are 1-
Lipschitz. Let g ∈ G, and let ǫ > 0. For t close enough to t0, the total length in a
fundamental domain of g that gets folded under the morphism ft,t0 (or ft0,t) between
time t and time t0 is at most ǫ. As πt is 1-Lipschitz, this implies that the total length
in a fundamental domain of g that gets collapsed under πt is close to the total length
in a fundamental domain of g that gets collapsed under πt0 . More precisely, for t close
enough to t0, we have |(||g||γ(t) −||g||γ(t))− (||g||γ(t0)−||g||γ(t0))| ≤ 2ǫ. This implies that
||g||γ(t) converges to ||g||γ(t0) as t tends to t0. As this is true for all g ∈ G, the collapse
t 7→ γ(t) is continuous at t0.
This finishes the proof of Proposition 5.1. One can also give a discrete version of the
above construction. We recall the definition of a tame optimal folding sequence from
Section 3.1. The following proposition follows from the above analysis.
Proposition 5.4. Let T and T be tame (G,F)-trees, and π : T → T be a 1-Lipschitz
alignment-preserving map. Let (γ(n))n∈N be a tame optimal folding sequence ending at
T . Then there exists a tame optimal folding sequence (γ(n))n∈N ending at T , such that
for all n ∈ N, there exists an alignment-preserving map from γ(n) to γ(n).
A sequence (γ(n))n∈N satisfying the conclusions of Proposition 5.4 is called a collapse
of (γ(n))n∈N induced by π.
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5.2 Pullbacks
5.2.1 Pullbacks of tame (G,F)-trees
The following construction is inspired from the construction of pullbacks of simplicial
metric trees, as it appears in [31, Proposition 4.4] or [6, Lemma A.3]. Let S, T and
T̂ be tame (G,F)-trees, such that there exists a 1-Lipschitz alignment-preserving map
p : T̂ → T . Let f : S → T be an optimal morphism. Let
C′(S, T̂ ) := {(x, y) ∈ S × T̂ |f(x) = p(y)}
be the fiber product of S and T̂ . The space C′(S, T̂ ) is naturally equipped with a G-action
induced by the diagonal action on S × T̂ .
Let (x, y), (x′, y′) ∈ C′(S, T̂ ). A finite sequence ((x, y) = (x0, y0), . . . , (xk, yk) =
(x′, y′)) of elements of C′(S, T̂ ) is admissible if for all i ∈ {0, . . . , k − 1}, the morphism
f is injective in restriction to [xi, xi+1]. The existence of admissible sequences between
any two points of C′(S, T̂ ) comes from the fact that f is a morphism and p is surjective.
Given an admissible sequence σ := ((x, y) = (x0, y0), . . . , (xk, yk) = (x
′, y′)), we let
l(σ) :=
k−1∑
i=0
dS(xi, xi+1) + dT̂ (yi, yi+1).
For all ((x, y), (x′, y′)) ∈ C′(S, T̂ )2, we then let
d((x, y), (x′, y′)) := inf
σ
l(σ),
where the infimum is taken over all admissible sequences between (x, y) and (x′, y′). The
map d defines a metric on C′(S, T̂ ): the triangle inequality follows from the fact that the
concatenation of two admissible sequences is again admissible, and the separation axiom
follows from the observation that d((x, y), (x′, y′)) ≥ dS(x, x
′)+ d
T̂
(y, y′). We first make
the following observation.
Lemma 5.5. Let (x, y), (x′, y′) ∈ C′(S, T̂ ), and let σ := ((x, y) = (x0, y0), . . . , (xk, yk) =
(x′, y′)) be an admissible sequence between (x, y) and (x′, y′). Let i ∈ {0, . . . , k − 1},
let x′i ∈ [xi, xi+1], and let y
′
i be the projection of yi to p
−1(x′i). Let σ
′ be the sequence
obtained by inserting (x′i, y
′
i) between (xi, yi) and (xi+1, yi+1) in σ. Then σ
′ is admissible,
and l(σ′) = l(σ).
Proof. As σ is admissible, the morphism f is injective in restriction to [xi, xi+1]. Since
x′i ∈ [xi, xi+1], it is injective in restriction to both [xi, x
′
i] and [x
′
i, xi+1], so σ
′ is admissible.
We also have dS(xi, xi+1) = dS(xi, x
′
i) + dS(x
′
i, xi+1), and f(x
′
i) ∈ [f(xi), f(xi+1)]. Since
p preserves alignment, the bridge between the (disjoint) closed subtrees p−1(f(xi)) and
p−1(f(xi+1)) meets p
−1(f(x′i)), and therefore it contains the projection y
′
i of yi to p
−1(x′i).
As yi ∈ p
−1(f(xi)) and yi+1 ∈ p
−1(f(xi+1)), this implies that dT̂ (yi, yi+1) = dT̂ (yi, y
′
i) +
d
T̂
(y′i, yi+1), from which Lemma 5.5 follows.
Lemma 5.6. The metric space (C′(S, T̂ ), d) is a (G,F)-tree.
Proof. We start by proving that the topological space C′(S, T̂ ) is path-connected. Let
(x, y), (x′, y′) ∈ C′(S, T̂ ). Since f is a morphism, the collection {x1, . . . , xk−1} of points
in [x, x′] at which f|[x,x′] is not locally injective is finite. We let x0 := x and xk := x
′, and
let y0 := y. As p preserves alignment, for all i ∈ {0, . . . , k− 1}, the preimage p
−1(f(xi))
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is a closed subtree of T̂ (Lemma 3.10). We inductively define yi+1 as the projection of
yi to p
−1(f(xi+1)), for i ∈ {0, . . . , k− 2}, and we let yk := y
′. We then let γi : [0, 1]→ T̂
be the straight path joining yi to yi+1 in T̂ . Since p is alignment-preserving, the path
p ◦ γi is a continuous path joining f(xi) to f(xi+1) in T , whose image is contained in
the segment [f(xi), f(xi+1)]. Therefore, composing with the inverse of f|[xi,xi+1], we get
a path γSi : [0, 1] → S that joins xi to xi+1. By construction, for all t ∈ [0, 1], we have
f(γSi (t)) = p(γi(t)). The concatenation of all paths (γ
S
i , γi) is a continuous path joining
(x, y) to (x′, y′) in C′(S, T̂ ). This proves that C′(S, T̂ ) is path-connected.
We will now prove that the path we have constructed has length d((x, y), (x′, y′)),
which shows that the metric space (C′(S, T̂ ), d) is geodesic. Notice that the sequence
σ := ((x0, y0), . . . , (xk, yk)) constructed above is admissible. We first claim that it realizes
the infimum in the definition of d((x, y), (x′, y′)). Let σ′ := ((x′0, y
′
0), . . . , (x
′
k′ , y
′
k′)) be
another admissible sequence. For all i ∈ {1, . . . , k′− 1}, let x′′i be the projection of x
′
i to
the segment [x, x′]. Let y′′0 := y
′
0, and inductively define y
′′
i+1 as the projection of y
′′
i to
the closed subtree π−1(x′′i ). By Lemma 5.5, the sequence σ
′′ we get by inserting (x′′i , y
′′
i )
between (x′i, y
′
i) and (x
′
i+1, y
′
i+1) in σ
′ for all i ∈ {1, . . . , k′− 1} such that x′i and x
′
i+1 do
not project to the same point of [x, x′] is admissible, and l(σ′′) = l(σ′). By construction,
the sequence σ3 is a refinement of σ, so l(σ) ≤ l(σ′′). The claim follows.
In addition, if we identify [xi, xi+1] (respectively [yi, yi+1]) with [0, dS(xi, xi+1)] (resp.
[0, d
T̂
(yi, yi+1)]), the path (γi, γ
S
i ) is the graph of a continuous non-decreasing map, whose
length is thus equal to dS(xi, xi+1) + dT̂ (yi, yi+1). This follows from the fact that f is
isometric in restriction to [xi, xi+1]. Together with the claim from the above paragraph,
this shows that the arc we have built from (x, y) to (x′, y′) has length d((x, y), (x′, y′)).
We finally show that C′(S, T̂ ) is uniquely path-connected. Assume that there exists
a topological embedding γ = (γS , γT̂ ) : S
1 → C′(S, T̂ ) from the circle into C′(S, T̂ ). The
map γS cannot be constant, because the fiber of every point in S (under the projection
map from C′(S, T̂ ) to S) is a tree. As S is an R-tree, there exists u ∈ S1 whose γS-
image is extremal in γS(S
1). Then γS(S
1) contains a segment I ⊆ S whose extremity
is equal to γS(u). There is a subsegment I
′ ⊆ I, one of whose endpoints is equal to
γS(u), such that all points in the interior of I
′ have at least two γS-preimages in S
1
(one on each side of u). Hence there exists an uncountable set J of elements s ∈ S1,
with γS(s) 6= γS(t) for all s 6= t ∈ J , and such that for all s ∈ J , there exists s
′ ∈
S1 r {s} satisfying γS(s) = γS(s′). Injectivity of γ implies that for all s ∈ S, the
segment [γ
T̂
(s), γ
T̂
(s′)] is nondegenerate. In addition, for all s 6= t ∈ J , the segments
[γ
T̂
(s), γ
T̂
(s′)] and [γ
T̂
(t), γ
T̂
(t′)] are disjoint, because they project to distinct points in
T . We have thus found an uncountable collection of pairwise disjoint nondegenerate
segments in T̂ , which contradicts separability of T̂ (which follows from minimality).
Therefore, there is no topological embedding from the circle into C′(S, T̂ ). We have thus
proved that any two points (x, y), (x′, y′) ∈ C′(S, T̂ ) are joined by a unique embedded
topological arc, and this arc has length d((x, y), (x′, y′)). This shows that C′(S, T̂ ) is an
R-tree.
For all g ∈ G, the image of an admissible sequence under the action of g is again
admissible (by equivariance of f and p). Therefore, as G acts by isometries on each of
the trees S and T̂ , it also acts by isometries on C′(S, T̂ ). As all peripheral subgroups of
G act elliptically in both S and T̂ , they also act elliptically in C′(S, T̂ ). Hence C′(S, T̂ )
is a (G,F)-tree.
Definition 5.7. Let S, T and T̂ be tame (G,F)-trees, such that there exists a 1-Lipschitz
alignment-preserving map p : T̂ → T and a morphism f : S → T . The pullack C(S, T̂ )
34
induced by f and p is defined to be the G-minimal subtree of C′(S, T̂ ).
Lemma 5.8. Let S, T and T̂ be (G,F)-trees, let p : T̂ → T be an alignment-preserving
map, and let f : S → T be a morphism. Assume that there exists k ∈ N such that S and
T̂ are k-tame. Then C(S, T̂ ) is k-tame.
Proof. Let g ∈ G, and let I := [(x, y), (x′, y′)] be an arc in C(S, T̂ ). Assume that there
exists l ∈ N such that glI = I. Then both [x, x′] ⊆ S and [y, y′] ⊆ T̂ are fixed by gl.
Since S and T̂ are k-tame, we have gk[x, x′] = [x, x′] and gk[y, y′] = [y, y′], so gkI = I.
This implies that C(S, T̂ ) is k-tame.
5.2.2 Pullbacks of tame optimal folding paths
We will now present a construction that will prove the following proposition.
Proposition 5.9. Let T and T̂ be tame (G,F)-trees, and let p : T̂ → T be a 1-Lipschitz
alignment-preserving map. Let γ be a tame optimal folding path ending at T . Then there
exists a reparameterization γ′ of γ, and a reparameterized tame optimal folding path γ˜
ending at T̂ such that for all t ∈ R+, there is an alignment-preserving map from γ˜(t) to
γ′(t).
Let S, T and T̂ be k-tame (G,F)-trees, such that there exists a 1-Lipschitz alignment-
preserving map p : T̂ → T . Let γ be a k-tame optimal liberal folding path from S to T ,
guided by an optimal morphism f : S → T . For all t ∈ R+, let γ̂(t) denote the pullback
C(γ(t), T̂ ). Lemma 5.8 implies that for all t ∈ R+, the (G,F)-tree γ̂(t) is k-tame. For
all t ∈ R+, there is an alignment-preserving map pt : γ̂(t)→ γ(t).
The path γ̂ will be called the pullback of γ induced by p. We will prove below
(Lemma 5.10) that for all t < t′, there is an optimal morphism f̂t,t′ : γ̂(t) → γ̂(t
′), and
these satisfy f̂t,t′′ = f̂t′,t′′ ◦ f̂t,t′ for all t < t
′ < t′′. However, the path γ̂ may fail to
be an optimal liberal folding path, because it may be discontinuous. There is a way
of turning γ̂ into a (continuous) optimal liberal folding path. As length functions can
only decrease along the path γ̂, there are (at most) countably many times t at which
γ̂(t−) 6= γ̂(t+), where γ̂(t−) (resp. γ̂(t+)) is the limit of the trees γ̂(s) as s converges to t
from below (resp. from above). If t is one of these discontinuity times, we will show that
there exists an optimal morphism from γ̂(t−) to γ̂(t+). By inserting the corresponding
optimal liberal folding paths at all discontinuity times (and reparameterizing if needed,
in particular in case the identification times for the inserted paths are unbounded), we
will get a continuous path γ̂cont, called a continuous pullback of γ induced by p. We will
show that all trees in the inserted path collapse to γ(t): this follows from Lemmas 5.12
and 5.13 below.
Lemma 5.10. There exist optimal morphisms f̂t,t′ : γ̂(t)→ γ̂(t
′) for all t < t′, such that
f̂t,t′′ = f̂t′,t′′ ◦ f̂t,t′ for all t < t
′ < t′′.
Proof. Let t < t′ ∈ R+. We can define a G-equivariant map f˜t,t′ : C′(γ(t), T̂ ) →
C′(γ(t′), T̂ ) by setting f˜t,t′(x, y) := (ft,t′(x), y). Indeed, if (x, y) ∈ C
′(γ(t), T̂ ), then
ft,L(x) = p(y), hence ft′,L(ft,t′(x)) = p(y). We claim that the map f˜t,t′ is a mor-
phism. Indeed, let ((x, y), (x′, y′)) ∈ C′(γ(t), T̂ )2. As ft,t′ is a morphism, the segment
[x, x′] ⊆ γ(t) can be subdivided into finitely many subsegments [xi, xi+1], in restriction
to which ft,t′ is an isometry. Using the arguments from the proof of Lemma 5.6, we see
that the segment [(x, y), (x′, y′)] can be subdivided into finitely many subsegments that
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are either of the form [(xi, yi), (xi+1, yi+1)] or [(xi, yi), (xi, y
′
i)], in restriction to which
f˜t,t′ is an isometry.
We now prove that f˜t,t′ induces an optimal morphism f̂t,t′ : γ̂(t) → γ̂(t
′). For all
t ∈ R, the map pt preserves alignment and is surjective by minimality of γ(t), so every
arc in γ(t) lifts to an arc in γ̂(t). We also notice that for all t ∈ R, the fibers of the
map pt isometrically embed into T̂ , and hence into γ̂(t
′) for all t′ > t. Let x̂ ∈ γ̂(t). Let
x := pt(x̂). If p
−1
t (x) is not reduced to a point, then we can find a direction d at x̂ in
γ̂(t) that is contained in p−1t (x). If there exists another direction d
′ at x̂ contained in
p−1t (x), then the turn (d, d
′) is legal. Otherwise, minimality of γ̂(t) shows the existence
of a direction d′ at x that is not contained in p−1t (x). We claim that the directions d
and d′ cannot be identified by f̂t,t′ . Indeed, otherwise, any small nondegenerate arc I
contained in the direction d′ would be mapped to a point by pt′ ◦ f̂t,t′ , and hence by
ft,t′ ◦πt, contradicting the fact that ft,t′ is a morphism and pt(I) is a nondegenerate arc.
If p−1t (x) is reduced to a point, then every legal turn at x lifts to a legal turn at x̂, and
optimality of ft,t′ ensures the existence of such turns.
For all t ∈ R+, we denote by γ̂(t−) (resp. γ̂(t+)) the limit of the trees γ̂(s) as s
converges to t from below (resp. from above). This exists by monotonicity of length
functions along the path γ̂, which comes from the existence of the morphisms f̂t,t′ for
all t, t′ ∈ R. As the space of k-tame (G,F)-trees is closed, the trees γ̂(t−) and γ̂(t+)
are k-tame. It follows from Proposition 3.11 that there are alignment-preserving maps
pt− : γ̂(t
−) → γ(t) and pt+ : γ̂(t
+) → γ(t). Proposition 3.11 also implies that for all
s < t, there are 1-Lipschitz maps f̂s,t− and f̂s,t+ from γ̂(s) to the metric completions
of both γ̂(t−) and γ̂(t+). For all s > t, there are 1-Lipschitz maps f̂t−,s and f̂t+,s from
both γ̂(t−) and γ̂(t+) to the metric completion of γ̂(s). There is also a 1-Lipschitz map
f̂t−,t+ from γ̂(t
−) to the metric completion of γ̂(t+). We will show that all these maps
are morphisms. We will make use of the following easy lemma, that was noticed by
Guirardel and Levitt in [24, Lemma 3.3].
Lemma 5.11. Let T1, T2, T3 be R-trees. Let f : T1 → T3 be a morphism, and let
φ : T1 → T2 and ψ : T2 → T3 be 1-Lipschitz surjective maps, such that f = ψ ◦ φ. Then
φ and ψ are morphisms.
Lemma 5.12. For all t ∈ R, the map f̂t−,t+ is an optimal morphism, and pt+ ◦ f̂t−,t+ =
pt−. For all s < t, the maps f̂s,t− and f̂s,t+ are optimal morphisms. For all s > t, the
maps f̂t−,s and f̂t+,s are optimal morphisms.
Proof. We refer to [34, Section 4] for notations and definitions. Let γ̂ω(t−) (resp. γ̂ω(t+))
be an ultralimit of a sequence of trees γ̂(s), with s converging to t− (resp. to t+). Then
γ̂ω(t−) (resp. γ̂ω(t+)) contains γ̂(t−) (resp. γ̂(t+)) as its G-minimal subtree. In [34,
Theorem 4.3], the map f̂t−,t+ is constructed from the ultralimit f̂
ω
t−,t+
: γ̂ω(t−)→ γ̂ω(t+)
of the maps f̂s,s′, by restricting to the minimal subtree γ̂(t
−), and projecting to the
closure of the minimal subtree γ̂(t+). For all s < t < s′, we have f̂s,s′ = f̂
ω
t+,s′
◦f̂ω
t−,t+
◦f̂ω
s,t−
(where the maps f̂ω
t+,s′
and f̂ω
s,t−
are defined similarly as ultralimits). The difficulty
might come from projection to minimal subtrees in the definition of f̂t−,t+ . However,
optimality of f̂s,s′ implies that minimal subtrees are mapped to minimal subtrees, so we
get f̂s,s′ = f̂t+,s′ ◦ f̂t−,t+ ◦ f̂s,t−. Using Lemma 5.11, this implies that all maps f̂t+,s′ , f̂t−,t+
and f̂s,t− are morphisms. We can similarly prove that f̂s,t+ and f̂t−,s′ are morphisms. Any
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ultralimit of alignment-preserving maps is again alignment-preserving, and hence maps
minimal subtrees to minimal subtrees. We similarly deduce that pt+ ◦ f̂t−,t+ = pt− .
Lemma 5.13. Let T, T ′ and T be minimal (G,F)-trees, let f : T → T ′ be an optimal
morphism, and let (Tt)t∈[0,L] be a folding path guided by f . Let π : T → T and π
′ : T ′ → T
be alignment-preserving maps, such that π′ ◦ f = π. Then for all t ∈ [0, L], there is an
alignment-preserving map from Tt to T .
Proof. Let y ∈ T , and let x ∈ Tt be a preimage of y under the map π
′◦ft,L. As π
′◦f = π,
all f0,t-preimages of x in T map to y under π, so (π
′ ◦ ft,L)
−1(y) = f0,t(π
−1(y)). As π
preserves alignment, the preimage π−1(y) is connected, and therefore (π′ ◦ ft,L)
−1(y) is
connected. This implies that π′ ◦ ft,L preserves alignment.
This finishes the proof of Proposition 5.9. Again, there is a discrete version of the
above construction. The following proposition follows from the above analysis.
Proposition 5.14. Let T and T̂ be tame (G,F)-trees, and let p : T̂ → T be a 1-Lipschitz
alignment-preserving map. Let (γ(n))n∈N be a tame optimal folding sequence ending at
T . Then there exists a tame (G,F)-tree γ̂(∞), and a tame optimal folding sequence
(γ̂(n))n∈N ending at γ̂(∞), such that
• for all n ∈ N, the tree γ̂(n) collapses to γ(n), and
• there is an alignment-preserving map p∞ : γ̂(∞) → T , and a morphism f̂∞ :
γ̂(∞)→ T̂ , such that p∞ = p ◦ f̂∞.
A sequence (γ̂(n))n∈N satisfying the conclusions of Proposition 5.14 will be called a
pullback of (γ(n))n∈N induced by p. We note that in general, the morphism f̂∞ : γ̂(∞)→
T̂ given by Proposition 5.14 need not be an isometry. In other words, the sequence
(γ̂(n))n∈N need not end at T̂ . Here is an example: suppose that T̂ is a simplicial (G,F)-
tree containing an edge with nontrivial stabilizer 〈g〉, and that this edge gets collapsed
to a point in T . We may find an optimal folding sequence (γ(n))n∈N ending at T such
that g is hyperbolic in γ(n) for all n ∈ N. In this situation, the element g will also be
hyperbolic in γ̂(n) for all n ∈ N, which implies that g cannot fix a nondegenerate edge in
γ̂(∞): indeed, the quotient volume of γ̂(∞) has to be equal to the limit of the quotient
volumes of the trees γ̂(n), which would not be the case if g fixed a nondegenerate arc in
γ̂(∞) (see [1, Propositions 3.12 and 3.15], for instance). This implies that γ̂(∞) is not
isometric to T̂ . The following proposition shows however that if T is Z-irreducible, then
the map from γ̂(∞) to T̂ is an isometry.
Proposition 5.15. Let T and T̂ be tame (G,F)-trees, and let p : T̂ → T be an
alignment-preserving map. Let (γ(n))n∈N be a tame optimal folding sequence ending
at T . If T is Z-incompatible, then any pullback of (γ(n))n∈N induced by p ends at T̂ .
Proof. There exists a 1-Lipschitz alignment-preserving map from γ̂(∞) to T . As T is
not compatible with any Z-splitting, this implies that γ̂(∞) has dense orbits. We also
know that there exists a morphism from γ̂(∞) to T̂ . Corollary 3.13 implies that this
morphism is an isometry.
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6 Boundedness of the set of reducing splittings of a tame
(G,F)-tree
We will now prove the following result that bounds the diameter in FZ(G,F) of the
set of reducing splittings of a tame (G,F)-tree T /∈ X (G,F). We recall there is a
map ψ : O(G,F) → FZ(G,F), which naturally extends to the set of tame (G,F)-trees
having a nontrivial simplicial part. By definition, any tame optimal sequence ending at
T comes with morphisms fn : Tn → T and is nonstationary. By Corollary 3.13, this
implies that for all n ∈ N, the tree Tn does not have dense orbits. The existence of the
Levitt decomposition of Tn as a graph of actions (Proposition 3.17) implies that ψ(Tn)
is well-defined for all n ∈ N. The goal of the present section is to prove the following
theorem.
Theorem 6.1. There exists C1 ∈ R so that for all tame (G,F)-trees T /∈ X (G,F),
the diameter of R2(T ) in FZ(G,F) is at most C1. Furthermore, there exists C2 ∈ R
such that for all tame (G,F)-trees T /∈ X (G,F), all ψ-images of tame optimal folding
sequences ending at T eventually stay at distance at most C2 from R
2(T ) in FZ(G,F).
Again, the proof of Theorem 6.1 adapts without change to the case of Zmax-splittings
to give the following statement.
Theorem 6.2. (Zmax-analogue of Theorem 6.1) There exists C1 ∈ R so that for all
Zmax-tame trees T /∈ Xmax(G,F), the diameter of R2,max(T ) in FZmax(G,F) is at most
C1. Furthermore, there exists C2 ∈ R such that for all Zmax-tame trees T /∈ Xmax(G,F),
all ψmax-images of tame optimal folding sequences ending at T eventually stay at distance
at most C2 from R
2,max(T ) in FZmax(G,F).
Remark 6.3. Here again, it is crucial to work with cyclic splittings rather than free
splittings. Indeed, it is possible to find a tree T ∈ cvN that is compatible with infinitely
many free splittings of FN that do not lie in a region of finite diameter of the free splitting
graph FSN . Here is an example. The tree T2 from Example 4.32 is compatible with
all the free splittings of FN that are determined by arcs on S that lie in the subsurface
S1. These arcs form an unbounded subset of the arc graph of S [46]. In addition, it is
known that the arc graph of S embeds quasi-isometrically into the free splitting graph
of FN [30, Lemma 4.17 and Proposition 4.18].
6.1 The case where T has a nontrivial simplicial part
Proposition 6.4. Let T be a tame (G,F)-tree having a nontrivial simplicial part. Let
(Tn)n∈N be a tame optimal folding sequence ending at T . Then for all n ∈ N, the tree
Tn has a nontrivial simplicial part, and there exists n0 ∈ N such that for all n ≥ n0, we
have dFZ(G,F)(ψ(Tn), ψ(T )) ≤ 2.
Proof. Let e be a simplicial edge in T . If T contains an edge with nontrivial stabilizer,
then we choose e to be an edge whose stabilizer 〈g0〉 is nontrivial, such that no proper
root of g0 fixes an arc in T . The tree T splits as graph of actions G, dual to the edge e.
We will prove that for n ∈ N sufficiently large, the tree Tn splits as a graph of actions
over the skeleton of G. This will imply that both Tn and T are compatible with this
skeleton, and therefore dFZ(G,F)(ψ(Tn), ψ(T )) ≤ 2. We denote by fn : Tn → T the
morphism given by the definition of a tame optimal folding sequence.
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We first assume that the edge e projects to a separating edge in G. We denote by TA
and TB the adjacent vertex trees, with nontrivial stabilizers A and B. Let K denote the
length of e in T , and let ǫ > 0, chosen to be very small compared to K. For all n ∈ N,
let TAn be the closure of the A-minimal subtree in Tn. We will first show that for n ∈ N
large enough, the fn-image of T
A
n is contained in an ǫ-neighborhood of T
A in T . The
analogous statement will also hold for the B-minimal subtrees.
Assume that A is not elliptic in T . Let s ∈ A be hyperbolic in T . The Kurosh
decomposition of A reads as
A := g1Gi1g
−1
1 ∗ · · · ∗ glGilg
−1
l ∗ F.
We let XA be a finite set made of a free basis of F , and a nontrivial element in each of
the peripheral subgroups gjGijg
−1
j . Let X
′
A be the finite set consisting of s, and of the
elements of the form s.sa for all a ∈ XA such that the axes of s and s
a do not intersect
in T . Notice that all elements in X ′A are hyperbolic in T , and hence in Tn for all n ∈ N.
For all n ∈ N the translates of the axes in Tn of elements in X ′A cover T
A
n , because the
same holds true in T . For all g ∈ X ′A, the fn-image of the axis of g in Tn is contained
in the ǫ-neighborhood of the axis of g in T for n large enough. Our claim follows in this
case.
Assume now that A is elliptic in T , and let s ∈ A be an element that fixes a unique
point p in T (this exists by minimality of T ). If s is hyperbolic in Tn, then the axis of
s is mapped to the ǫ-neighborhood of p for n large enough. If s is elliptic in Tn, then s
fixes a unique point pn ∈ Tn (otherwise, by optimality, the fn-image of a nondegenerate
arc fixed by s would be a nondegenerate arc fixed by s in T ), and fn(pn) = p. In both
cases, we denote by Yn the union of the characteristic sets in Tn of all elements s
a with
a ∈ XA. As ||s.s
a||Tn converges to 0 for all a ∈ XA, the convex hull of Yn in Tn is
contained in the ǫ-neighborhood of Yn, for n large enough. The translates of the convex
hull of Yn cover T
A
n . Hence the fn-image of T
A
n is contained in an ǫ-neighborhood of p,
and the claim follows.
Therefore, for n large enough, all translates of TAn and T
B
n are disjoint, and the
stabilizer of TAn (resp. T
B
n ) is equal to A (resp. B). For n large enough, the bridge
between TAn and T
B
n has length ln ≥ K − ǫ. Since g0 ∈ A ∩ B, the element g0 has to
be elliptic in both TAn and T
B
n , and therefore g0 fixes the bridge between T
A
n and T
B
n .
Hence we can form a graph of actions Sn over the skeleton of G, with vertex trees T
A
n
and TBn , whose attaching points are given by the extremities of the bridge between T
A
n
and TBn . The unique orbit of edges en of this splitting is assigned length ln. We claim
that Sn is isometric to Tn, which will prove that Tn splits as a graph of actions over G.
By construction, there is a morphism fn : Sn → Tn, which is an isometry in restriction
to both TAn and T
B
n . The morphism fn cannot identify a subarc of en with a subarc in
either TAn or T
B
n by definition of ln. It cannot either identify a subarc of en with one
of its translates by our choice of the edge e (because otherwise T would contain an arc
fixed by a proper subgroup of 〈g0〉). This implies that fn is an isometry, and proves the
claim.
In the case of an HNN extension, we denote by C the vertex group and by t a stable
letter. The same argument as above yields ln ≥ K − ǫ, where this time ln denotes the
distance between the closure TCn of the C-minimal subtree of Tn, and its t-translate (one
has to be slightly careful if G = F2, because in this case C is cyclic, so the C-minimal
subtree of Tn is not well-defined; we leave the argument to the reader in this case). We
can similarly define the graph of actions Sn over the skeleton of G, with vertex tree T
C
n ,
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with attaching points the extremities of the bridge between TCn and its t-translate. The
unique orbit of edges en is assigned length l. In this case, the morphism fn : Sn → Tn
may fail to be an isometry, however it can only fold en with t
′en, where t
′ is a stable
letter of the HNN extension. As t′ is hyperbolic in T , and hence in Tn, the edge en is
not entirely folded. Again, we get that Tn splits as a graph of actions over G.
6.2 The general case
Proposition 6.5. Let T1, T2 and T be tame (G,F)-trees. Assume that there exist
alignment-preserving maps p1 : T1 → T and p2 : T2 → T , and a morphism f : T1 →
T2, such that p1 = p2 ◦ f . If T1 and T2 both have a nontrivial simplicial part, then
R1(T1) ∪R
1(T2) has diameter at most 4 in FZ(G,F).
The strategy of our proof of Proposition 6.5 is the following. We will first show that
we can reduce the proof to the case where T has dense orbits, and no part of a subtree
in the dense orbit part of the Levitt decomposition of either T1 or T2 is collapsed when
mapping to T . In this situation, we prove that the morphism f : T1 → T2 has a very
simple form: all folding occurs in the simplicial part of T1, and the maps pi collapse
the simplicial part of Ti. From this observation, it is easy to find Z-splittings of (G,F)
which are close to both R1(T1) and R
1(T2) in FZ(G,F).
Proof. If T does not have dense orbits, then any splitting in R1(T1) ∪ R
1(T2) is at
distance 1 from a splitting defined by a simplicial edge in T . From now on, we assume
that T has dense orbits. For all i ∈ {1, 2}, let Yi be the collection of all nondegenerate
vertex subtrees with dense orbits of the Levitt decomposition of Ti as a graph of actions
(Proposition 3.17). Let Zi be the collection of all connected components of the union
of the closures of the edges in the simplicial part of Ti. Then Yi ∪ Zi is a transverse
covering of Ti. By definition, the vertex set of its skeleton is equal to Yi ∪Zi ∪Vi, where
Vi is the set of intersection points between distinct trees in Yi ∪Zi. Notice that trees in
Yi are pairwise disjoint, and similarly trees in Zi are pairwise disjoint. Therefore, any
vertex of Vi is joined by an edge to exactly one vertex in Yi, and one vertex in Zi.
We first explain how to reduce to the case where for all i ∈ {1, 2}, the map pi is
isometric in restriction to the dense orbits part of Ti. For all i ∈ {1, 2}, let Ti be the tree
obtained from the decomposition of Ti as a graph of actions by replacing each subtree
Y ∈ Yi by pi(Y ), each v ∈ Vi by pi(v), and leaving each Z ∈ Zi unchanged. Let Yi be
the collection of all subtrees of Ti defined by the trees pi(Y ) with Y ∈ Yi. All f -images
of trees Y ∈ Y1 are contained in the dense orbits part of T2, and p2(f(Y )) = p1(Y ).
Hence f induces a 1-Lipschitz map f : T1 → T2, which is an isometry in restriction to
each of the subtrees in Y1. By modifying the lengths of the edges in the simplicial part
of T1 if needed, we may turn f into a morphism. Some of these edges may have to be
assigned length 0, however some edge with positive length must survive because T2 has
a nontrivial simplicial part. Denoting by p1 : T1 → T and by p2 : T2 → T the induced
alignment-preserving maps, we still have p1 = p2 ◦f . In this way, as R
1(Ti) ⊆ R
1(Ti) for
all i ∈ {1, 2}, we have reduced the proof of Proposition 6.5 to the case where the maps
f and p1 (resp. p2) are isometric in restriction to the trees in the dense orbits part of
the Levitt decomposition of T1 (resp. T2). From now on, we assume that we are in this
case.
We now prove that f(Y1) ∪ f(Z1) is a transverse covering of T2. This follows from
the following observations.
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f(Z)f(x1) = f(x2)
G1 G2
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Figure 7: The skeletons G1, G2 and G3 in the proof of Proposition 6.5.
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• If Y1 6= Y2 ∈ Y1, then f(Y1)∩f(Y2) contains at most one point. Indeed, the map p2
is isometric on both f(Y1) and f(Y2). If f(Y1) ∩ f(Y2) contained a nondegenerate
arc I, then p2 ◦ f(Y1) ∩ p2 ◦ f(Y2) would contain the nondegenerate arc p2(I).
In other words, the intersection p1(Y1) ∩ p1(Y2) would be nondegenerate. This is
impossible because p1 preserves alignment and Y1 ∩ Y2 = ∅.
• If Z1 6= Z2 ∈ Z1, then f(Z1) ∩ f(Z2) = ∅. Indeed, since T has dense orbits, the
image p1(Zi) is a point for all i ∈ {1, 2}, so p2(f(Zi)) is a point. If f(Z1)∩f(Z2) 6= ∅,
then the subtrees f(Z1) and f(Z2) would be mapped to the same point z ∈ T under
p2. Let z1 ∈ Z1 and z2 ∈ Z2. Then p1(z1) = p1(z2), so p1 collapses the segment
[z1, z2] to a point. Since Z1 6= Z2, it follows from the description of the skeleton
G1 that the segment [z1, z2] intersects some tree Y ∈ Y1 along a nondegenerate
segment I, and p1(I) is nondegenerate, a contradiction.
• Similarly, the f -images of two trees Y1 ∈ Y1 and Z1 ∈ Z1 intersect nontrivially if
and only if Y1∩Z1 6= ∅ (otherwise the bridge between Y1 and Z1 would be collapsed
by p1), and in this case their intersection is the f -image of the intersection point
between Y1 and Z1.
This implies that the union f(Y1) ∪ f(Z1) is a transverse covering of T2. We denote
by G2 its skeleton, which is depicted on Figure 7. The above observations imply that
the map f induces a map from G1 to G2, that sends edges to edges, and is injective in
a neighborhood of any vertex in Y1. The map f can fold several edges attached to a
vertex in Z1. In particular, the map f induces an isomorphism between the graphs G
′
1
and G′2, obtained by equivariantly collapsing the 1-neighborhood of all vertices in Z1
(resp. f(Z1)). We let G3 := G
′
1 = G
′
2, see Figure 7.
Let Y be one of the nontrivial subtrees in Y1 (this exists because T has dense orbits).
We denote by GY the stabilizer of Y . The subgroup GY is a vertex stabilizer in a Z-
splitting, obtained from T1 by collapsing all vertex trees of the Levitt decomposition to
points. Therefore, we have rkK(GY ) < +∞ (see [33, Corollary 4.5]). Let S
′ be a Z-
splitting of (GY ,F|GY ), such that the stabilizers of all attaching points in Y are elliptic
in S′ (this exists by Proposition 4.19). Let e be an edge of S′.
For all i ∈ {1, 2, 3}, let T ′i be the (G,F)-tree obtained by replacing Y by S
′ in
Gi. This is well-defined because attaching points and edge stabilizers are the same
in neighborhoods of Y and f(Y ). Then T ′1 and T
′
2 both collapse to T
′
3, and for all
i ∈ {1, 2}, the tree T ′i collapses to ψ(Ti). This implies that for all i ∈ {1, 2}, we have
dFZ(G,F)(ψ(Ti), T
′
3) ≤ 1, and hence dFZ(G,F)(ψ(T1), ψ(T2)) ≤ 2. Since Ti has a nontrivial
simplicial part, the set R1(Ti) is contained in the 1-neighborhood of ψ(Ti) in FZ(G,F).
Hence R1(T1) ∪R
1(T2) has diameter at most 4 in FZ(G,F).
We now finish the proof of Theorem 6.1. In the case where R1(T ) 6= ∅, we start by
proving the following lemma.
Lemma 6.6. There exists a constant C > 0 such that the following holds. Let T be a
tame (G,F)-tree, such that R1(T ) 6= ∅. Let (γ(n))n∈N be a tame optimal folding sequence
ending at T . Then there exists n0 ∈ N such that the diameter in FZ(G,F) of the set
ψ(γ([n0,+∞))) ∪R
1(T ) is at most C.
Proof. The case of trees without dense orbits has been dealt with in Proposition 6.4,
hence we can assume T to have dense orbits. Let S ∈ R1(T ), let T̂ := T + S, and
let p : T + S → T be the corresponding 1-Lipschitz alignment-preserving map. Let
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(γ̂(n))n∈N be a pullback of (γ(n))n∈N induced by p, provided by Proposition 5.14: the
sequence (γ̂(n))n∈N is a tame optimal folding sequence that ends at a tame tree γ̂(∞),
and there is a 1-Lipschitz alignment-preserving map p∞ : γ̂(∞) → T , and a morphism
f̂∞ : γ̂(∞) → T + S, such that p∞ = p ◦ f̂∞. As T + S has a nontrivial simplicial
part, so does γ̂(∞). Proposition 6.4 implies that there exists n0 ∈ N such that for
all n ≥ n0, we have dFZ(G,F)(ψ(γ̂(n)), ψ(γ̂(∞))) ≤ 4. By applying Proposition 6.5 to
T1 = γ̂(∞) and T2 = T̂ , we get that dFZ(G,F)(ψ(γ̂(∞)), ψ(T̂ )) ≤ 2. So for all n ≥ n0,
we have dFZ(G,F)(ψ(γ̂(n)), ψ(T̂ )) ≤ 6. As γ̂(n) collapses to γ(n), and T̂ collapses to S,
this implies that for all n ≥ n0, we have dFZ(G,F)(ψ(γ(n)), S) ≤ 8. The simplicial tree
S has been chosen independently from the sequence (γ(n))n∈N, so the above inequality
holds for all S ∈ R1(T ). This implies that the distance in FZ(G,F) between any two
splittings S, S′ ∈ R1(T ) is at most 16, and proves the lemma.
Lemma 6.7. There exists a constant C > 0 such that the following holds. Let T
and T ′ be tame (G,F)-trees. Assume that T admits a 1-Lipschitz alignment-preserving
map onto T ′, and that R1(T ′) 6= ∅. Let γ be a tame optimal liberal folding sequence
ending at T . Then there exists n0 ∈ N such that the diameter in FZ(G,F) of the set
ψ(γ([n0,+∞))) ∪R
1(T ′) is at most C.
Proof. Let p : T → T ′ be a 1-Lipschitz alignment-preserving map, and let (γ(n))n∈N be a
collapse of (γ(n))n∈N induced by p, provided by Proposition 5.4: the sequence (γ(n))n∈N
is a tame optimal folding sequence ending at T ′. Lemma 6.6 applied to T ′ ensures that
the diameter in FZ(G,F) of ψ(γ([n0,+∞)) ∪ R
1(T ′) is bounded. As γ(n) collapses to
γ(n) for all n ∈ N, the diameter of ψ(γ([n0,+∞))) ∪R1(T ′) is also bounded.
Proof of Theorem 6.1. As T /∈ X (G,F), there exists a tame (G,F)-tree T ′ that is com-
patible with T , such that R1(T ′) 6= ∅. Let (γ(n))n∈N be a tame optimal folding sequence
ending at T , whose existence follows from Proposition 3.5. We will show that there exists
n0 ∈ N such that the diameter in FZ(G,F) of ψ(γ([n0,+∞))) ∪R1(T ′) is bounded. As
this is true for any tree T ′ which is compatible with T and satisfies R1(T ′) 6= ∅, and as
γ is chosen independently from T ′, all trees in R2(T ) will be close to each other (and
close to the end of γ), and Theorem 6.1 will follow.
Let T̂ := T + T ′. If T̂ has a nontrivial simplicial part, then any splitting determined
by this simplicial part belongs to both R1(T ) and R1(T ′). Lemma 6.6 implies that both
R1(T ) and R1(T ′) have bounded diameter, and since R1(T ) ∩ R1(T ′) 6= ∅, the union
R1(T ) ∪ R1(T ′) also has bounded diameter. Lemma 6.6 applied to T and the sequence
(γ(n))n∈N shows the existence of n0 ∈ N such that the diameter of ψ(γ([n0,+∞))) ∪
R1(T ) is bounded. The claim follows in this case.
From now on, we assume that T̂ has dense orbits. Consider 1-Lipschitz alignment-
preserving maps p : T̂ → T and p′ : T̂ → T ′. First suppose that R1(T ) 6= ∅, and let
(γ˜(n))n∈N be any tame optimal folding sequence ending at T̂ . Lemma 6.7 applied to
both p and p′ implies the existence of n0 ∈ N such that ψ(γ˜([n0,+∞))) ∪ R1(T ) and
ψ(γ˜([n0,+∞))) ∪ R
1(T ′) are bounded. In addition, Lemma 6.6 ensures that we can
choose n0 so that the diameter of ψ(γ([n0,+∞))) ∪ R
1(T ) is also bounded. The claim
follows.
Suppose now that R1(T ) = ∅. Let (γ̂(n))n∈N be a pullback of (γ(n))n∈N induced
by p (provided by Proposition 5.14). Then (γ̂(n))n∈N ends at T̂ by Proposition 5.15.
Lemma 6.7 applied to p′ shows the existence of n0 ∈ N such that the diameter of
ψ(γ̂([n0,+∞))) ∪ R
1(T ′) is bounded. As γ̂(n) collapses to γ(n) for all n ∈ N, the
diameter of ψ(γ([n0,+∞))) ∪R
1(T ′) is also bounded, and we are done.
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Corollary 6.8. There exists C ∈ R such that for all tame (G,F)-trees T1, T2 /∈ X (G,F),
if T1 and T2 are both refined by a common tame (G,F)-tree, then the diameter of R
2(T1)∪
R2(T2) in FZ(G,F) is bounded by C.
Proof. Denoting by T the common refinement of T1 and T2, Corollary 6.8 follows from
Theorem 6.1 and the fact that for all i ∈ {1, 2}, we haveR2(T ) ⊆ R2(Ti), and R
2(T ) 6= ∅
by Proposition 4.1.
7 The Gromov boundary of the graph of cyclic splittings
We now turn to the proof of our main theorem, which gives a description of the Gromov
boundary of FZ(G,F). We will extend the map ψ : O(G,F)→ FZ(G,F) to a map ∂ψ :
X (G,F)/∼ → ∂∞FZ(G,F), and show that this extension is an Out(G,F)-equivariant
homeomorphism.
Theorem 7.1. Let G be a countable group, and let F be a free factor system of G.
There exists a unique Out(G,F)-equivariant homeomorphism
∂ψ : X (G,F)/∼ → ∂∞FZ(G,F),
so that for all T ∈ X (G,F) and all sequences (Tn)n∈N ∈ O(G,F)
N converging to T , the
sequence (ψ(Tn))n∈N converges to ∂ψ(T ).
Theorem 7.1 also holds true (with the same proof) for the graph FZmax(G,F).
Theorem 7.2. Let G be a countable group, and let F be a free factor system of G.
There exists a unique Out(G,F)-equivariant homeomorphism
∂ψmax : Xmax(G,F)/∼ → ∂∞FZ
max(G,F),
so that for all T ∈ Xmax(G,F) and all sequences (Tn)n∈N ∈ O(G,F)
N converging to T ,
the sequence (ψmax(Tn))n∈N converges to ∂ψ
max(T ).
The following consequence regarding the topology of ∂∞FZ
(max)(G,F) was sug-
gested to us by the referee.
Corollary 7.3. The Gromov boundaries ∂∞FZ(G,F) and ∂∞FZ
max(G,F) have coho-
mological dimension at most 3N + 2k − 5.
Proof. The maps ∂ψ and ∂ψmax from Theorems 7.1 and 7.2 induce maps from the pro-
jectivization PX (G,F) to ∂∞FZ(G,F) and ∂∞FZ
max(G,F). Corollary 4.4 implies that
these induced maps are cell-like in the sense of [41]. Therefore [54], the cohomological
dimension of ∂∞FZ(G,F) and ∂∞FZ
max(G,F) is bounded above by the topological
dimension of ∂PO(G,F), which was proved in [33] to be equal to 3N + 2k − 5.
Remark 7.4. We do not know however whether the covering dimension of either ∂∞FZ(G,F)
or ∂∞FZ
max(G,F) is finite.
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Definition of ∂ψ. The following lemma may be viewed as a kind of Cauchy criterion
for Gromov products.
Lemma 7.5. Let S, T ∈ X (G,F), such that there exists a 1-Lipschitz alignment-preserving
map from S to T . Let (Si)i∈N ∈ O(G,F)
N (resp. (Ti)i∈N ∈ O(G,F)
N) be a sequence
of trees that converges (non-projectively) to S (resp. to T ). Assume that for all i ∈ N,
there exists Ji ∈ N so that for all j ≥ Ji, we have Lip(Si, Tj) ≤ 1 + 1i . Then
∀C ≥ 0,∃IC ∈ N,∀i ≥ IC ,∃Ji,C ∈ N,∀j ≥ Ji,C , (ψ(Si)|ψ(Tj)) ≥ C.
Proof. Otherwise, there would exist C ≥ 0 and increasing sequences (ik)k∈N and (jk)k∈N
of integers, so that for all k ∈ N, we have jk ≥ Jik and (ψ(Sik)|ψ(Tjk )) ≤ C. For all k ∈ N,
let γk be an optimal liberal folding path from a point in the cone of Sik to Tjk given by
Proposition 3.14. As ψ-images of optimal liberal folding paths are uniformly Hausdorff
close to geodesics (Theorem 2.3), for all k ∈ N, we can find Zk in the image of γk, so
that the sequence (ψ(Zk))k∈N is bounded in FZ(G,F). Proposition 3.14 implies that
(Zk)k∈N has an accumulation point Z ∈ O(G,F) that comes with alignment-preserving
maps from S to Z and from Z to T . In particular, we have Z ∈ X (G,F). By Theorem
4.5, the sequence (ψ(Zk))k∈N should be unbounded, a contradiction.
We will also make use of the following general statement about Gromov hyperbolic
metric spaces.
Lemma 7.6. Let X be a Gromov hyperbolic metric space. Let (Xi)i∈N ∈ X
N and
(Yi)i∈N ∈ X
N be two sequences in X. Assume that
∀C ≥ 0,∃IC ∈ N,∀i ≥ IC ,∃Ji,C ∈ N,∀j ≥ Ji,C , (Xi|Yj) ≥ C.
Then (Xi)i∈N and (Yi)i∈N both converge to the same point of the Gromov boundary ∂∞X.
Proof. Let δ be the hyperbolicity constant of X. The assumption implies that for all
C ≥ 0, and all j, j′ ≥ JIC ,C , we have (XIC |Yj) ≥ C and (XIC |Yj′) ≥ C, whence
(Yj|Yj′) ≥ C − δ. Therefore, the sequence (Yj)j∈N converges to some point ξ ∈ ∂∞X.
Then for all C ≥ 0, there exists IC ∈ N such that for all i ≥ IC , we have (Xi|ξ) ≥ C − δ.
This implies that (Xi)i∈N also converges to ξ.
Proposition 7.7. There exists a unique map ∂ψ : X (G,F) → ∂∞FZ(G,F) such that
for all T ∈ X (G,F) and all sequences (Tj)j∈N ∈ O(G,F)
N converging to T , the sequence
(ψ(Tj))j∈N converges to ∂ψ(T ). In addition, if S, T ∈ X (G,F) satisfy S ∼ T , then
∂ψ(S) = ∂ψ(T ).
Proof. Let T ∈ X (G,F). We will prove that for all sequences (Tj)j∈N ∈ O(G,F)
N
that converge (non-projectively) to T , the sequence (ψ(Tj))j∈N converges to a point in
∂∞FZ(G,F). This implies that all such sequences have the same limit, which we call
∂ψ(T ). This will define ∂ψ (and show its uniqueness).
Let (Tj)j∈N ∈ O(G,F)
N be a sequence that converges (non-projectively) to T . Let
T ′ ∈ X (G,F) be any tree that is compatible with T , and let T̂ := T + T ′. The tree
T̂ has dense orbits, otherwise T would be Z-compatible, so Proposition 3.8 shows the
existence of a Lipschitz approximation (T̂i)i∈N ∈ O(G,F)
N of T̂ . Proposition 3.9 ensures
that for all i ∈ N, there exists Ji ∈ N such that for all j ≥ Ji, we have Lip(T̂i, Tj) ≤ 1+ 1i .
Lemma 7.5 then shows that
∀C ∈ N,∃IC ∈ N,∀i ≥ IC ,∃Ji,C ∈ N,∀j ≥ Ji,C , (ψ(T̂i)|ψ(Tj)) ≥ C.
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Together with Lemma 7.6, this implies that (ψ(Tj))j∈N converges to some point ξ ∈
∂∞FZ(G,F). This defines ∂ψ.
Furthermore, the sequence (ψ(T̂i))i∈N also converges to ξ (Lemma 7.6). Therefore,
we have proved that for all T, T ′ ∈ X (G,F), if T is compatible with T ′, then ∂ψ(T ) =
∂ψ(T ′). Therefore, if T, T ′ ∈ X (G,F) satisfy T ∼ T ′, then ∂ψ(T ) = ∂ψ(T ′).
Proposition 7.7 shows that ∂ψ descends to a map ∂ψ : X (G,F)/∼ → ∂∞FZ(G,F).
Continuity of ∂ψ.
Proposition 7.8. The map ∂ψ : X (G,F)/∼ → ∂∞FZ(G,F) is continuous.
Proof. By definition of the quotient topology, it is enough to check that ∂ψ : X (G,F)→
∂∞FZ(G,F) is continuous. Let T ∈ X (G,F), and let (Ti)i∈N ∈ X (G,F)
N be a sequence
that converges non-projectively to T . We want to show that (∂ψ(Ti))i∈N converges to
∂ψ(T ). Let (Sk)k∈N ∈ O(G,F)
N be a sequence that converges to T . Proposition 7.7
implies that the sequence (ψ(Sk))k∈N converges to ∂ψ(T ). Therefore, up to replacing
(Sk)k∈N by a subsequence, we can assume that for all k ∈ N, we have
(ψ(Sk)|∂ψ(Tk)) ≤ (∂ψ(T )|∂ψ(Tk)) + δ. (1)
Recall that for all k ∈ N, we have Tk ∈ X (G,F). Therefore, using Proposition 7.7, we
can find a sequence (S′k)k∈N ∈ O(G,F)
N (where we choose S′k sufficiently close to Tk)
such that
• the sequence (S′k)k∈N converges to T in O(G,F), and
• for all k ∈ N, we have
(ψ(Sk)|ψ(S
′
k)) ≤ (ψ(Sk)|∂ψ(Tk)) + δ. (2)
Combining Equations (1) and (2), we then get that for all k ∈ N, we have
(ψ(Sk)|ψ(S
′
k)) ≤ (∂ψ(T )|∂ψ(Tk)) + 2δ. (3)
As both (ψ(Sk))k∈N and (ψ(S
′
k))k∈N converge to ∂ψ(T ) (Proposition 7.7), the Gromov
product (ψ(Sk)|ψ(S
′
k)) tends to +∞, and hence (∂ψ(T )|∂ψ(Tk)) tends to +∞. This
implies that (∂ψ(Tk))k∈N converges to ∂ψ(T ).
Injectivity of ∂ψ.
Proposition 7.9. The map ∂ψ : X (G,F)/∼ → ∂∞FZ(G,F) is injective.
Proof. Let T, T ′ ∈ X (G,F) be such that ∂ψ(T ) = ∂ψ(T ′). We choose T and T ′ to
be mixing and Z-incompatible representatives in their equivalence classes (Proposition
4.3). Let ∗ ∈ O(G,F), and consider an optimal liberal folding path γ (resp. γ′) from
the cone of ∗ to T (resp. to T ′). By Proposition 4.25, all trees along the paths γ and
γ′ are simplicial and have trivial arc stabilizers. As ∂ψ(T ) = ∂ψ(T ′), it follows from
Theorem 2.3 that the images ψ(γ) and ψ(γ′) are at finite Hausdorff distance M from
each other, where M is bounded independently from the paths γ and γ′. Let (ψ(Ti))i∈N
be a sequence of points lying on ψ(γ) and converging to ∂ψ(T ), and let (ψ(T ′i ))i∈N be
a sequence of points lying on ψ(γ′) and converging to ∂ψ(T ) = ∂ψ(T ′), so that for all
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i ∈ N, we have dFZ(G,F)(ψ(Ti), ψ(T
′
i )) ≤ M . Up to passing to a subsequence, we may
assume that the distance between ψ(Ti) and ψ(T
′
i ) is constant, we denote it by C. For all
i ∈ N, let ψ(Ti) = ψ(T 0i ), . . . , ψ(T
C
i ) = ψ(T
′
i ) be a geodesic segment in FZ(G,F) joining
ψ(Ti) to ψ(T
′
i ). Up to rescaling and passing to a subsequence, we may assume that for
all k ∈ {0, . . . , C}, the sequence of one-edge simplicial (G,F)-trees (T ki )i∈N converges
non-projectively to a tame (G,F)-tree T k∞ (Proposition 3.3). For all i ∈ N, the splitting
ψ(Ti) (resp. ψ(T
′
i )) is a collapse of Ti (resp. T
′
i ), so T (resp. T
′) collapses to T 0∞ (resp.
TC∞). For all k ∈ {0, . . . , C − 1} and all i ∈ N, the trees T
k
i and T
k+1
i are compatible, so
Lemma 3.15 implies that T k∞ and T
k+1
∞ are compatible. Therefore T ∼ T
′.
Surjectivity of ∂ψ.
Proposition 7.10. For all M ∈ R, there exists CM ∈ R such that the following holds.
Let T ∈ O(G,F)rX (G,F), and let (Tn)n∈N ∈ O(G,F)N be a sequence that converges to
T , such that the sequence (ψ(Tn))n∈N lies in a region of FZ(G,F) of diameter bounded
by M . Then dFZ(G,F)(ψ(Tn),R
2(T )) ≤ CM for all n ∈ N.
Proof. It is enough to prove the desired bound for a subsequence of (ψ(Tn))n∈N, since
the bound for the whole sequence follows by replacing CM by CM +M . Up to passing
to a subsequence, we can assume that there exists ∗ ∈ FZ(G,F) and M ′ ≤ M such
that for all n ∈ N, we have dFZ(G,F)(∗, ψ(Tn)) =M
′. For all n ∈ N, let (ψ(T kn ))k=0,...,M ′
be a geodesic segment joining ∗ to ψ(Tn) in FZ(G,F). We may rescale the one-edge
simplicial trees T kn so that up to passing to a subsequence, for all k ∈ {0, . . . ,M
′}, the
sequence (T kn )n∈N converges non-projectively to a tame (G,F)-tree T
k (Proposition 3.3).
For all k ∈ {0, . . . ,M ′ − 1} and all n ∈ N, the trees T kn and T
k+1
n are compatible, so
Lemma 3.15 implies that T k and T k+1 are compatible. None of the trees T k is Z-averse,
and Corollary 6.8 shows the existence of C ′ ∈ R such that for all k ∈ {0, . . . ,M ′−1}, the
diameter of R2(T k) ∪R2(T k+1) is bounded by C ′. Since T 0 = ∗ and TM
′
is compatible
with T , the distance between ∗ and R2(T ) is at most (M + 1)C ′. In addition, we have
dFZ(G,F)(ψ(Tn), ∗) ≤ M for all n ∈ N. It then follows from the triangular inequality
that for all n ∈ N, the distance in FZ(G,F) between ψ(Tn) and R2(T ) is at most
(M + 1)C ′ +M .
The following statement follows from classical arguments about Gromov hyperbolic
spaces. We leave its proof to the reader.
Proposition 7.11. Let δ > 0, let X be a δ-hyperbolic geodesic metric space. There
exists M ∈ R only depending on δ such that the following holds. Let ξ ∈ ∂∞X, let
(xn)n∈N ∈ X
N be a sequence that converges to ξ, and for all n ∈ N, let γn be a geodesic
segment from x0 to xn. Let R > 0, and for all n ∈ N, let yn ∈ γn be a point at distance
exactly R from x0. Then there exists n0 ∈ N, such that {yn}n≥n0 is contained in a region
of X of diameter at most M .
Proposition 7.12. Let T ∈ O(G,F) r X (G,F), and let (Tn)n∈N ∈ O(G,F)N be a
sequence that converges to T . Then (ψ(Tn))n∈N does not converge to any point in
∂∞FZ(G,F).
Proof. We will assume that T0 is a standard Grushko (G,F)-tree. We first notice that
there exist a tree T ′0 ∈ O(G,F) in the closure of the cone of T0, and trees T
m
0 ∈ O(G,F)
in the cone of T0 for all m ∈ N, together with optimal morphisms f : T ′0 → T and fm :
Tm0 → Tm, so that up to passing to a subsequence, the sequence (fm)m∈N converges to f .
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The proof of this fact only requires to find a continuous way of sending a representative
in each orbit of vertices in T0 to the trees Tm and T . The images of the vertices with
peripheral stabilizers are prescribed, and if F 6= ∅, we can choose to map the other vertex
to the vertex stabilized by G1 (we refer to [23, Section 3] for an argument in the case
where G is a free group). Let γ (resp. γm) be the canonical folding path directed by f
(resp. fm) constructed in [24, Section 3] (see Section 1.3 of the present paper for a brief
review of Guirardel and Levitt’s construction). By [24, Proposition 3.4], for all t ∈ R+,
the trees γm(t) converge to γ(t) as m tends to +∞. In addition, by Proposition 3.4, all
trees in the image of γ are tame (G,F)-trees.
Assume towards a contradiction that the sequence (ψ(Tn))n∈N converges to some
ξ ∈ ∂∞FZ(G,F). Let M ∈ R be the constant provided by Proposition 7.11, and let
CM ∈ R be the constant provided by Proposition 7.10, which we can choose to be greater
than the constants C1 and C2 from Theorem 6.1. By Theorem 6.1, the ψ-image of γ is a
bounded region of FZ(G,F). We apply Proposition 7.11 to the collection of paths ψ(γn),
which are all uniformly Hausdorff close to geodesic segments in FZ(G,F) by Theorem
2.3. We choose R to be large enough compared to the diameter of the ψ-image of γ. This
provides an integer m0 ∈ N, and a sequence (tm)m≥m0 ∈ R
N, so that (ψ(γm(tm)))m≥m0
lies in a region of diameter bounded by M in FZ(G,F), and for all m ∈ N, the distance
between ψ(γm(tm)) and the ψ-image of γ is at least 4CM . Up to passing to a subsequence,
we can assume that (tm)m∈N converges to some t∞ ∈ R∪{+∞}, and hence (γm(tm))m∈N
converges to γ(t∞). We have R
2(γ(t∞)) 6= ∅, and
• for all m ∈ N, we have dFZ(G,F)(ψ(γm(tm)),R
2(γ(t∞))) ≤ CM (Proposition 7.10),
and
• the diameter of R2(γ(t∞)) is at most CM (Theorem 6.1), and
• there exists t0 ∈ R so that dFZ(G,F)(R
2(γ(t∞)), ψ(γ(t0))) ≤ CM (Theorem 6.1).
Therefore, for all m ∈ N, we have dFZ(G,F)(ψ(γm(tm)), ψ(γ(t0))) ≤ 3CM , which is a
contradiction.
Proposition 7.13. The map ∂ψ : X (G,F)/∼ → ∂∞FZ(G,F) is surjective.
Proof. Let ξ ∈ ∂∞FZ(G,F), and let (Zn)n∈N ∈ FZ(G,F)
N be a sequence that converges
to ξ. For all n ∈ N, let Tn ∈ O(G,F) be a simplicial tree such that ψ(Tn) is at bounded
distance from Zn. Up to passing to a subsequence and rescaling, we can assume that
(Tn)n∈N converges non-projectively to some tree T ∈ O(G,F). Proposition 7.12 ensures
that T ∈ X (G,F), and Proposition 7.7 ensures that ξ = ∂ψ(T ).
Closedness of ∂ψ.
Proposition 7.14. The map ∂ψ : X (G,F) → ∂∞FZ(G,F) is closed.
Proof. Let ξ ∈ ∂∞FZ(G,F), and let (Tn)n∈N ∈ X (G,F)
N be such that (∂ψ(Tn))n∈N
converges to ξ. We will show that for all limit points T ∈ O(G,F) of the sequence
(Tn)n∈N, we have T ∈ X (G,F) and ∂ψ(T ) = ξ. For all n ∈ N, we have Tn ∈ X (G,F),
so it follows from Proposition 7.7 that there exists a sequence (Xn)n∈N ∈ O(G,F)
N
that converges to T , so that (ψ(Xn))n∈N converges to ξ. Proposition 7.12 ensures that
T ∈ X (G,F), and Proposition 7.7 then ensures that ∂ψ(T ) = ξ.
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End of the proof of the main theorem.
Proof of Theorem 7.1. The map ∂ψ : X (G,F)/∼ → ∂∞FZ(G,F) is a continuous, bi-
jective, closed map (Propositions 7.8, 7.9, 7.13 and 7.14), and hence a homeomorphism.
That ∂ψ is Out(G,F)-equivariant follows from its construction.
A Hyperbolicity results
In this appendix, we sketch proofs of Theorems 2.1 and 2.3, by following very closely
Bestvina–Feighn’s [6, Appendix] and Mann’s [44] approaches.
A.1 Hyperbolicity of FS(G,F): proof of Theorem 2.1
We follow very closely the exposition from [6, Appendix]. The first step of the proof
consists in establishing several distance estimates in FS(G,F) (Corollaries A.2 and A.4
below).
A natural vertex of a (G,F)-free splitting is a vertex which either has valence at least
3, or is the center of an inversion. A natural edge is a complementary component of the
set of natural vertices. Assume that both T and T ′ have been equipped with a simplicial
metric, and let f : T → T ′ be an optimal morphism. Let R and B be two disjoint
G-invariant sets of points in T ′, both disjoint from the set of natural vertices, which
project to finite sets in the quotient graph T/G. A mixed region in T ′ is a component
of the complement of R ∪B in T ′ whose frontier intersects both R and B. Assuming in
addition that f−1(R) and f−1(B) are disjoint from the set of natural vertices, we also
define mixed regions in T .
Proposition A.1. (Bestvina–Feighn [6, Lemma A.4]) There exists a constant C1 > 0
such that the following holds.
Let T, T ′ ∈ FS(G,F). Assume that T and T ′ are equipped with simplicial metrics, and
let f : T → T ′ be an optimal morphism. Let R and B be nonempty disjoint G-invariant
sets in T ′, both disjoint from the set of natural vertices in T ′, whose projections to the
quotient graph T ′/G are finite, and such that f−1(R) and f−1(B) are disjoint from the
set of natural vertices in T . Let N0 denote the number of G-orbits of mixed regions in
T . Then dFS(G,F)(T, T
′) ≤ 2N0 + 2rkK(G,F) + 4.
Proof. The proof goes exactly as in [6, Lemma A.4], by using the Kurosh rank instead
of the rank when defining the complexity.
By choosing R and B to consist of the G-orbits of two nearby points in the interior
of an edge of T ′, Proposition A.1 yields the following distance estimate in FS(G,F).
Corollary A.2. (Bestvina–Feighn [6, Lemma A.3]) Let T, T ′ ∈ FS(G,F). Assume
that T and T ′ are equipped with simplicial metrics, and let f : T → T ′ be an optimal
morphism. Let y ∈ T ′ be a point that belongs to the interior of an edge, such that f−1(y)
does not intersect the set of natural vertices in T . Then dFS(G,F)(T, T
′) is bounded by a
linear function of the cardinality of f−1(y).
Let T be a (G,F)-free splitting, equipped with a train track structure. A hanging
tree in T is a triple (H, l, v), where
• there exists an element g0 ∈ G that is hyperbolic in T , whose axis in T is equal to
l and is legal, and
49
• the subtree H ⊆ T is a finite (not necessarily closed) subtree of T , such that
– we have gH ∩H = ∅ for all g ∈ Gr {e}, and
– the intersection H ∩ l is a finite segment of the form [v, v′] (possibly reduced
to a point), and
– the vertex v has exactly two gates in T , and v has exactly one gate in H, and
– every other vertex in H has two gates in T , with the direction towards v being
its own gate.
We call v the top vertex of the hanging tree. The following proposition is a restatement
in our context of [6, Lemma A.7]. Bestvina–Feighn’s lemma is stated in terms of graphs
in Culler–Vogtmann’s outer space. As trees in the relative outer space O(G,F) are not
locally compact, it is more adapted to state the result in terms of trees (and not in terms
of their quotient graphs) in our setting. We note for the statement that any simplicial
edge e in a (G,F)-tree defines a (G,F)-splitting by collapsing all edges that do not
belong to the G-orbit of e to points.
Proposition A.3. (Bestvina–Feighn [6, Lemma A.7]) There exists C2 > 0 such that
for all T, T ′ ∈ FS(G,F), equipped with simplicial metrics, and all optimal morphisms
f : T → T ′, if there exist edges e ⊂ T and e′ ⊂ T ′ that define the same (G,F)-free
splitting, then either
• there exists a point in the interior of e′ whose f -preimage has cardinality at most
C2, or
• there is a hanging tree (H, l, v) in T (for the train track structure determined by
f), such that the f -preimage of any interior point of e′ is contained in the union
of l and of the Stab(l)-translates of H, and contains at most one point in l.
Proof. We borrow the proof from Bestvina–Feighn’s paper; the only novelty here is that
arguments are phrased at the level of trees, while they are given in the quotient graphs
in Bestvina–Feighn’s paper.
We assume that the edges of T and T ′ have been G-equivariantly subdivided, so that
f maps edgelets to edgelets. Let (Tt)t∈[0,L] be a liberal folding path guided by f , chosen
so that on an initial segment [0, s], we perform all folds which do not involve the image
of e, and the edge es := f0,s(e) is involved in all illegal turns in Ts. We denote by ês the
natural edge in Ts that contains es. If Ts = T
′, then ês = e
′, and the first conclusion
of the proposition holds, so we assume otherwise. Note that since all folds in Ts involve
es, and f is optimal, at least one endpoint of es is a natural vertex (but the other might
not be natural).
Let G′ be one of the elliptic groups of the (G,F)-free splitting determined by ês.
Let T˜s (resp. T˜ ′) denote the G
′-tree which is one of the components of Ts rG.ês (resp.
T ′ r G.e′). By construction, the splitting determined by ês in Ts is the same as the
splitting determined by e in T , and it is also the same as the splitting determined by e′
in T ′ by assumption.
Case 1 : The tree T˜s is a minimal G
′-tree.
In this case, we will show that the first conclusion of Proposition A.3 holds. The mor-
phism fs,L restricts to an isometric embedding from T˜s to the minimal G
′-subtree of
T ′, which is contained in T˜ ′ because e and e′ define the same (G,F)-splitting. In other
words, the image fs,L(T˜s) does not meet the interior of e
′.
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Let T̂s (resp. T̂ ′) be the tree obtained by collapsing all edges in Ts r G.ês (resp.
T ′rG.e′) to points in Ts (resp. T ′). The optimal morphism fs,L induces a G-equivariant
simplicial map f̂s,L : T̂s → T̂ ′ which preserves alignment in restriction to each natural
edge of T̂s. The trees T̂s and T̂ ′ are G-equivariantly homeomorphic by construction, so
f̂s,L can be viewed as a map from T̂s to itself. As vertices of T̂s have nontrivial stablizer,
the map f̂s,L maps vertices to themselves. Optimality of fs,L then implies that f̂s,L also
maps edges to themselves. This implies that f̂s,L(ês) = ge
′ for some g ∈ G, so fs,L(ês)
crosses the G-orbit of e′ exactly once. Therefore, the fs,L-preimage of any point y in
the interior of e′ is a single point ys in some G-translate of ês. As the f0,s-image of any
edge in T r G.e is disjoint from es, we can choose y in the interior of e′ so that the
f0,s-preimage of ys has cardinality 1, and the first conclusion of the proposition follows.
Case 2 : The tree T˜s is not minimal.
This implies that the splitting of G defined by e (and ês) is an HNN extension, and
the edge ês projects in the quotient graph Ts/G to a loop-edge, whose extremal vertex
lifts to a valence 3 vertex in Ts (with trivial stabilizer). In this case, the vertex we are
considering has finite valence, and the proof then runs exactly as in [6, Lemma A.7].
As in [6, Proposition A.9], we get as a corollary the following distance estimate in
FS(G,F).
Corollary A.4. (Bestvina–Feighn [6, Proposition A.9]) There exists C3 > 0 so that
for all T, T ′ ∈ FS(G,F), and all optimal morphisms f : T → T ′, if T and T ′ contain
edges which determine the same (G,F)-free splitting, then the image in FS(G,F) of any
liberal folding path guided by f has diameter at most C3.
Once the above distance estimates have been established, the proof of Theorem 2.1
goes by checking Masur and Minsky’s axioms [45, Theorem 2.3] for the set of φ-images
in FS(G,F) of optimal liberal folding paths between simplicial trees with trivial edge
stabilizers in O(G,F), which is coarsely transitive (the existence of optimal morphisms
between splittings in O(G,F) follows from [15, Corollary 6.8], and there is a canonical
way to build a folding path from a morphism, as recalled in Section 1.3).
A.2 Hyperbolicity of FZ(max)(G,F): proof of Theorem 2.3
We denote by FZ ′(G,F) (resp. (FZmax)′(G,F)) the graph whose vertices are one-edge
(G,F)-free splittings, two splittings being joined by an edge if they are both compatible
with a common Z-splitting (resp. Zmax-splitting). Since every one-edge Z-splitting is
compatible with a one-edge (G,F)-free splitting [33, Lemma 5.11], the graphs FZ ′(G,F)
and FZ(G,F) are quasi-isometric to each other, and similarly (FZmax)′(G,F) and
FZmax(G,F) are quasi-isometric. Following Mann’s proof [44], we will show hyper-
bolicity of FZ ′(G,F) and (FZmax)′(G,F). This will follow from the hyperbolicity of
FS(G,F) by applying a criterion due to Kapovich and Rafi, which we now recall, to the
natural inclusion maps from FS(G,F) to these graphs.
Proposition A.5. (Kapovich–Rafi [36, Proposition 2.5]) For all δ0,M > 0, there exist
δ1,H > 0 such that the following holds.
Let X and Y be connected graphs, such that X is δ0-hyperbolic. Let f : X → Y be a map
sending V (X) onto V (Y ), and sending edges to edges. Assume that for all x, y ∈ V (X),
if dY (f(x), f(y)) ≤ 1, then the f -image of any geodesic segment joining x to y in X
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has diameter bounded by M in Y . Then Y is δ1-hyperbolic, and for any x, y ∈ V (X),
the f -image of any geodesic segment joining x to y in X is H-Hausdorff close to any
geodesic segment joining f(x) to f(y) in Y .
Proof of Theorem 2.3. The arguments from the following proof are due to Mann [44].
Let T1 and T2 be two one-edge (G,F)-free splittings, both compatible with a one-edge
Z(max)-splitting T . For simplicity of notations, we consider the case where the quotient
graphs T1/G, T2/G and T/G are segments. The case of loop-edges is left to the reader,
as the argument is similar, and similar to that in the proof of [44, Theorem 5]. Then T
is of the form A ∗〈w〉 B. Without loss of generality, we can assume that there exist two
free splittings of B of the form B = B1 ∗B
′
1 and B = B2 ∗B
′
2, such that for all i ∈ {1, 2},
the splitting T + Ti is of the form A ∗〈w〉 Bi ∗B
′
i. Indeed, otherwise, the trees T1 and T2
are compatible, in which case they are already at distance 1 in FS(G,F).
By blowing up the vertex groups of the splitting T +T1, using their action on T +T2
(which is possible because T + T1 and T + T2 have the same edge stabilizers), we get
a tree T̂1 that collapses to T + T1, and comes with a morphism f : T̂1 → T + T2. We
denote by p̂1 : T̂1 → T and p2 : T + T2 → T the natural alignement-preserving maps.
The B-minimal subtree of T̂1 is mapped by f to the B-minimal subtree of T + T2, so
p̂1 = p2 ◦ f . Using Lemma 5.13, we see that all trees Tt on an optimal liberal folding
path guided by f collapse to T . By equivariantly collapsing the edge with stabilizer 〈w〉
to a point in Tt, we get an optimal liberal folding path γ from T1 to T2, whose ψ-image
stays at bounded distance from T in FZ(max)(G,F).
We already know that FS(G,F) is Gromov hyperbolic, and φ-images of optimal
liberal folding paths between simplicial trees with trivial edge groups are reparameter-
ized quasi-geodesics with uniform constants. Therefore, any geodesic from T1 to T2
in FS(G,F) is uniformly close to the folding path γ, with constants depending only
on the hyperbolicity constant of FS(G,F). Hence there is a constant M such that
the diameter of the f -image of any geodesic segment joining T1 to T2 in FS(G,F) is
bounded by M in FZ ′(G,F). By choosing for T a Zmax-splitting, the same holds true
for (FZmax)′(G,F).
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