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Abstract
For arbitrarily small values of ε > 0, we formulate and analyse the Maxwell system of equations
of electromagnetism on ε-periodic sets Sε ⊂ R3. Assuming that a family of Borel measures µε, such
that supp(µε) = Sε, is obtained by ε-contraction of a fixed 1-periodic measure µ, and for right-hand
sides fε ∈ L2(R3, dµε), we prove order-sharp norm-resolvent convergence estimates for the solutions of
the system. In the resent work we address the case of non-zero current density in the Maxwell system
and complete the analysis of the general setup including non-constant permittivity and permeability
coefficients.
Keywords Homogenisation · Maxwell system · Norm-resolvent estimates · Periodic measures · Sin-
gular structures
1 Non-zero current case
1.1 Introduction
The aim of this work is to obtain norm-resolvent homogenisation estimates for the stationary Maxwell
system. We are interested in the setting of singular periodic structures described by arbitrary periodic Borel
measures. In our earlier work [6] we proved such estimates for the vector problem
curlA(·/ε) curluε + uε = f, f ∈ L2(R3, dµε), div f = 0, (1.1)
where the ε-periodic measure µε is given by rescaling a 1-periodic measure and A is a symmetric, bounded
and uniformly positive matrix. Equation (1.1) is the resolvent form of the Maxwell system of equations in
electromagnetism in the absence of external current, where uε represents the divergence-free magnetic field
Hε, the matrix A is the inverse of the dielectric permittivity, and the magnetic permeability is set to unit.
Our approach is based on the study of the family of operators, parametrised by the quasimomentum θ,
obtained from (1.1) by the Floquet transform. The strategy is to construct an asymptotic approximation in
powers of ε, analyse the homogenisation corrector as a function of ε and θ, and obtain an estimate uniform
with respect to θ for the reminder. The principal tool is the Poincar-type inequality in Sobolev spaces of
quasiperiodic functions, bearing in mind that we are dealing with an arbitrary measure. The result proved
in [6] allows us to estimate the magnetic field and the magnetic induction directly with the solution of the
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related homogenised equation. Different estimates are proved for the electric field and electric displacement,
where the approximation contains rapidly oscillating terms of zero order.
Equipped with this method, the goal of the first part of this work is to obtain norm resolvent estimates for
the Maxwell equation system where the external current appears, and the magnetic permeability is set to
unit.
Let µ the Q-periodic Borel measure in R3, where Q = [0, 1)3, such that µ(Q) = 1. For each ε > 0 the
ε-periodic measure µε is defined as µε(B) = ε3µ(ε−1B) for every Borel set B ⊂ R3.
The aim is to analyse the asymptotic behaviour, as ε → 0, of vectorial solutions for the following Maxwell
equation system: {
curl(A(·/ε)Dε) + Bε = 0
curlBε −Dε = g
(1.2)
where g ∈ L2(R3, dµε) represents the divergence-free current density. The magnetic induction Bε and the
electric displacement Dε are divergence free. A, the inverse of the dielectric permittivity, is a real-valued
differentiable Q-periodic matrix-function, symmetric, bounded and positive definite.
Our goal is to obtain norm resolvent estimate for the difference between the solutions of (1.2) and a vector
function linked in some sense to the solution of the homogenised system{
curl(AhomD0) + B0 = 0
curlB0 −D0 = g,
(1.3)
where g ∈ L2(R3, dµε), div g = 0, and Ahom is the constant homogenised matrix.
The system of Maxwell equations has been studied by Birman and Suslina (see [1], [2]) in the whole space
setting, with Lebesgue measure. The main difference with our approach is that their method is based on the
analysis of the spectral properties. To rewrite the problem (1.2), we follow the idea of Birman and Suslina
in [1]. Label A1/2Dε := Dε we have that (1.2) is equivalent to
A1/2 curl curlA1/2Dε +Dε = −A
1/2g, g ∈ L2(R3, dµε), div g = 0. (1.4)
We denote with C∞0 (R
3) the set of vector functions infinitely smooth, with compact support in R3. The
solution of (1.4) is understood as the pair (Dε, curl(A
1/2Dε)) in the space H
1
curlA1/2
(R3, dµε) defined as the
closure of the set of pairs
{(φ, curlA1/2φ), ∀φ ∈ C∞0 (R
3) s.t. A1/2φ ∈ C∞0 (R
3)}
in the direct sum L2(R3, dµε)⊕ L2(R3, dµε). We say that (Dε, curl(A
1/2Dε)) is solution of (1.4) if∫
R3
curl(A1/2Dε) · curl(A1/2φ) +
∫
R3
Dε · φ = −
∫
R3
A1/2g · φ ∀(φ, curlA1/2φ) ∈ H1curlA1/2(R
3, dµε). (1.5)
For every ε > 0 the left hand side of (1.5) defines an inner product in H1
curlA1/2
(R3, dµε). The right hand
side is linear bounded functional on H1
curlA1/2
(R3, dµε), hence the existence and uniqueness of the solution
of (1.5) is a consequence of the Riesz representation theorem.
In what follows we study the resolvent of the operator Aε with domain
dom(Aε) = {u ∈ L2(R3, dµε) : ∃ curlA1/2u such that∫
R3
curl(A1/2u) · curl(A1/2φ) +
∫
R3
u · φ = −
∫
R3
A1/2g · φ ∀φ ∈ H1curlA1/2(R
3, dµε),
for some g ∈ L2(R3, dµε), div g = 0}, (1.6)
defined by the formula Aεu = −A1/2g − u, where g ∈ L2(R3, dµε), div g = 0, and u ∈ dom(Aε) are linked
as in the above formula. Note that in general, for a given function u ∈ L2(Q, dµ) there exists more than
one element (u, curlA1/2u) ∈ H1
curlA1/2
(R3, dµε). But for each u ∈ dom(Aε) there exists only one curlA1/2u
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such that (1.6) holds, since equation (1.5) has a unique solution.
Aε is a symmetric and self-adjoint operator. Similarly to [6] we deduce that dom(Aε) is dense in L2(R3, dµε)∩
{u| divA−1/2u = 0}. In fact by the definition of dom(Aε), if g ∈ L2(R3, dµε), div g = 0, and u, v ∈ dom(Aε)
are such that Aεu+ u = −A1/2g and Aεv + v = −u, we obtain∫
R3
|u|2dµε =
∫
R3
A1/2gvdµε.
If A1/2g is orthogonal to dom(Aε), then u = 0, therefore A1/2g = 0.
1.2 The Floquet transform
In order to apply the Floquet transform to (1.4) and study the related family of operators problem, we need
to define the Sobolev spaces of quasiperiodic functions with respect the measure µ.
Definition 1.1. For each κ ∈ [−pi, pi)3 := Q′, the space H1
curlA1/2,κ
(Q, dµ) is defined as the closure of the
set {eκφ, curl(eκA
1/2φ) : ∀φ ∈ C∞# (Q) s.t. A
1/2φ ∈ C∞# (Q)} in the norm L
2(Q, dµ)⊕ L2(Q, dµ).
Note that there may be more than one elements in H1
curlA1/2,κ
(Q, dµ) with the same first component.
Furthermore there is a one-to-one map linking H1
curlA1/2,κ
(Q, dµ) andH1
curlA1/2
(Q, dµ). In fact for any couple
(u, v) ∈ H1
curlA1/2,κ
(Q, dµ) the pair (eκu, eκ(v − iκ×A
1/2u)) ∈ H1
curlA1/2
(Q, dµ), which is a consequence of
curl(A1/2φn) = eκ curl(eκA
1/2φn)− iκ×A
1/2A1/2φn
for every φn ∈ C
∞
# (Q) such that eκφn → 0, curl(eκA
1/2φn) → 0. On the other hand, for every (u˜, v˜) ∈
H1
curlA1/2
(Q, dµ) one has v˜ = eκ(v − iκ×A
1/2u) for some (u, v) ∈ H1
curlA1/2,κ
(Q, dµ).
For every κ ∈ Q′ we focus our analysis on the operator Aκ with domain
dom(Aκ) ={u ∈ L
2(Q, dµ) : ∃ curl(eκA
1/2u) such that∫
Q
curl(eκA
1/2u) · curl(eκA1/2φ)dµ+
∫
Q
u · φdµ = −
∫
Q
A1/2G · φ ∀φ ∈ C∞# (Q)
for some G ∈ L2(Q, dµ), eκ div(eκG) = 0},
defined by the formula Aκu = −A
1/2G− u, where G ∈ L2(Q, dµ) and u ∈ dom(Aκ) are linked by the above
formula.Aκ is symmetric, self adjoint. By an argument similar to the case A
ε we infer that his domain is
dense il L2(Q, dµ) ∩ {u| eκ div(eκA
−1/2u) = 0}.
In order to write the transformed problem of (1.4), we first recall the definition of the Floquet trans-
formation for functions in L2(R3, dµε). For ε > 0, the ε-Floquet transform Fε is defined for u ∈ C
∞
0 (R
3)
as:
(Fεu)(θ, z) =
( ε
2pi
)3/2 ∑
n∈Z3
u(z + εn) exp(−iεn · θ) z ∈ εQ, θ ∈ ε−1Q′.
Note that the mapping Fε preserves the norm and can be extended to an isometry from L
2(R3, dµε) to
L2(ε−1Q′ × εQ, dθ × dµε). The inverse is defined as
(Fεg)
−1(z) =
( ε
2pi
)3/2 ∫
ε−1Q′
g(θ, z)dθ g ∈ L2(ε−1Q′ × εQ, dθ × dµε).
Observe that Fε is a unitary transform. To obtain the representation for the operator A
ε (cf. [6, Section
3]), we combine the ε-Floquet transform with the following unitary scaling transform:
Tεh(θ, y) = ε
3/2h(θ, εy) θ ∈ ε−1Q′, y ∈ Q, h ∈ L2(ε−1Q′ × εQ, dθ × dµε),
(Tεh)
−1(θ, z) = ε−3/2h(θ, z/ε) θ ∈ ε−1Q′, z ∈ εQ, h ∈ L2(ε−1Q′ ×Q, dθ × dµ).
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Proposition 1.2. For each ε > 0 holds the following unitary equivalence between the operator Aε and the
direct integral of the operator family Aκ for κ := εθ, θ ∈ ε
−1Q′:
(Aε + I)−1 = F−1ε T
−1
ε
∫ ⊕
ε−1Q′
eκ(ε
−2Aκ + I)
−1eκdθTεFε.
Sketch of proof. The argument is similar to the one discussed in [6] for the Maxwell system with zero external
current. Let us consider the solution (Dε, curlA
1/2Dε) ∈ H
1
curlA1/2
(Q, dµ) of problem (1.4) with g ∈ C∞0 (R
3).
For such Dε we denote the periodic amplitude” of its Floquet transform as follows
Dεθ(y) := eεθTεFε =
(
ε2
2pi
)3/2 ∑
n∈Z3
Dε(εy + εn) exp(−i(εy + εn) · θ), y ∈ Q.
For any choice of curlA1/2Dε, in particular for the one in (1.4), we have that
curl(eεθD
ε
θ)(y) = ε
(
ε2
2pi
)3/2 ∑
n∈Z3
curlA1/2Dε(εy + εn) exp(−i(εy + εn) · θ), y ∈ Q
is a curl of eεθD
ε
θ in sense that (eεθD
ε
θ, curl(A
1/2eεθD
ε
θ)) is an element of H
1
curlA1/2,εθ
. Therefore
ε−2
∫
Q
curl(eκA
1/2Dεθ) · curl(eκA
1/2φ)dµ+
∫
Q
Dεθ · φdµ = −
∫
Q
A1/2G · φdµ (1.7)
for all ∀(eκφ, curl(eκA
1/2φ)) ∈ H1
curlA1/2,κ
(Q, dµ). G := eεθTεFεg such that eκ div(eκG) = 0 in the sense∫
Q
eκG · ∇(eκφ) = 0 ∀φ ∈ C
∞
# (Q). (1.8)
The density of f ∈ C∞0 (R
3) in L2(R3, dµ) implies the claim.
In what follows we study the behaviour of the solution Dεθ to the problem:
ε−2A1/2eκ curl curl eκA
1/2Dεθ +D
ε
θ = −A
1/2G, ε > 0, κ ∈ Q′. (1.9)
G is a function in L2(Q, dµ) such that eκ div(eκG) = 0 in the sense (1.8). The problem (1.9) is understood
with the integral identity (1.7).
1.3 Helmholtz decomposition
The so-called Helmholtz decomposition for square-integrable functions, is an important tool for the asymp-
totic analysis of Maxwell system. In this section we provide a special version of such decomposition taking
into account the quasiperiodicity of functions, the arbitrary of the measure µ and the structure of problem
(1.9). Before formulating next proposition, we recall that the notation of gradient of quasiperiodic L2 func-
tions with respect measures µ, and the associated Sobolev spaces H1κ(Q, dµ) can be defined. See our earlier
work [5] for the precise construction.
In what follows we assume the measure µ such that 1∫
Q
∂jφ = 0, ∀φ ∈ C
∞
# (Q), j = 1, 2, . . . , d. (1.10)
1An example of measure satisfying (1.10) is of the following type: consider a finite set {Hj}j of hyperplanes of dimension d
or smaller, Hj is parallel to the coordinate axis for all j and Hj is not a subset of Hk for all j, k. Define the measure µ on Q
by the formula
µ(B) =
(∑
j
|Hj ∩Q|j
)
−1∑
j
|Hj ∩ B|j for all Borel B ⊂ Q,
where | · |j represents the dj -dimensional Lebesgue measure, dj = dim(Hj).
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We say that a vector v ∈ L2(Q, dµ) is solenoidal, or eκ div(eκA
−1/2)-free, if∫
Q
A−1/2eκv · ∇(eκφ)dµ = 0 ∀φ ∈ C
∞
#,0(Q). (1.11)
Furthermore, we say that a vector v ∈ L2(Q, dµ) is irrotational, or eκ curl(eκA
1/2)-free, if∫
Q
A1/2eκv · curl (eκφ)dµ = 0 ∀φ ∈ C
∞
#,0(Q). (1.12)
Clearly, the (linear) subspaces of L2(Q, dµ) solenoidal and irrotational functions are orthogonal.
The measure µ is assumed such that (see footnote 1) for any irrotational v, there exist a scalar function
ψ ∈ H1#,0(Q, dµ) and c ∈ C
3 such that
v = A−1/2
(
eκ∇(eκψ) + c
)
. (1.13)
Finally, we denote by K the (closed) subspace of L2(Q, dµ) consisting of vectors that are both solenoidal
and irrotational. It is clear from the above definitions that for any v ∈ L2(Q, dµ) there exist c ∈ C3 and
ψc ∈ H
1
#,0(Q, dµ) such that (1.13) holds with ψ = ψc and (cf. (1.11))
eκ divA
−1
(
∇(eκψc) + eκc
)
= 0, (1.14)
in the sense that ∫
Q
A−1∇(eκψc) · ∇(eκφ) = −
∫
Q
A−1eκc · ∇(eκφ) ∀φ ∈ C
∞
#,0(Q). (1.15)
Proposition 1.3. For any c ∈ C3 there exists a unique function ψc ∈ H
1
#,0(Q, dµ) satisfying the identity
(1.15).
Proof. Follows from the Lax-Millgram theorem. Indeed the sesquilinear form∫
Q
A−1∇(eκu) · ∇(eκv) u, v ∈ H
1
#,0
is continuous and coercive in H1#,0(Q, dµ). The continuity is obtained setting ∇(eκu) = eκ(∇u+ iκu) for all
scalar functions u ∈ H1#,0(Q, dµ). The coercivity follows form the Poincar-type inequality analysed for the
scalar case in [5, Section 5]. The result is proved bearing in mind that the right hand side of equation (1.15)
is an element in (H1#,0)
∗.
Writing ψc = Ψκ · c for a vector function Ψκ we write
A−1/2
(
eκ∇(eκψc) + c
)
= A−1/2
(
eκ∇(eκΨκ) + I
)
c, (1.16)
where (∇Ψκ)ij := (Ψκ)j,i, i, j = 1, 2, 3. Hence we have that Ψκ ∈ H
1
#,0(Q, dµ) is the solution of (cf. (1.14))
eκ divA
−1
(
∇(eκΨκ) + eκI
)
= 0. (1.17)
Proposition 1.4. For any w ∈ L2(Q, dµ) there exists a unique solution Φw ∈ H
1
#,0(Q, dµ) to the problem
eκ div
(
A−1∇(eκΦw)
)
= eκ div(eκA
−1/2w), (1.18)
understood in the sense of the integral identity∫
Q
A−1∇(eκΦw) · ∇(eκφ) =
∫
Q
A−1/2eκw · ∇(eκφ) ∀φ ∈ C
∞
#,0(Q). (1.19)
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Proof. The left-hand side of equation (1.19) defines the sesquilinear form bounded and coercive inH1#,0(Q, dµ).
The coercivity follows from the Poincar-type inequality discussed in [5, Section 5] for the scalar case. Bearing
in mind that (1.19) is a bounded linear functional on H1#,0(Q, dµ), we use the Riesz representation theorem
to prove the existence and uniqueness of solution Φw.
Consider a function w ∈ L2(Q, dµ). Proposition 1.4 provides a unique function Φw with zero mean such
that w−A−1/2eκ∇(eκΦw) is solenoidal. We write it as the sum of its orthogonal projection (in the L
2 sense)
on K and on K⊥, which yields
w = w˜ +A−1/2
(
eκ∇(eκψc) + c
)
+A−1/2eκ∇(eκΦw), (1.20)
where w˜ is solenoidal and ∫
Q
A1/2w˜ = 0, (1.21)
A−1/2eκ∇(eκΦw) irrotational, and the second term is an element of K. It follows that all terms of (1.20) are
L2-orthogonal to each other.
Lemma 1.5. For any function w ∈ L2(Q, dµ), the constant c in the representation (1.20) is given by
c =
∫
Q
A1/2w. (1.22)
Proof. Multiply (1.20) for A1/2 and integrate on Q, on has that∫
Q
A1/2w =
∫
Q
A1/2w˜ +
∫
Q
eκ∇(eκψc) + c+
∫
Q
eκ∇(eκΦw).
The claim follows from assumption (1.10) and from (1.21).
1.4 Poincare´ inequality
In this Section we prove a version of the Poincar inequality for functions in the Sobolev spaceH1
curlA1/2,κ
(Q, dµ).
We restrict ourselves to the case of a scalar matrix A and we assume also that
max
Q
∥∥(divA)A−1∥∥ ≤ 1/2, (1.23)
where at each x ∈ Q, the vector divA has components Aji,j , i = 1, 2, 3.
Lemma 1.6. For any η ∈ H1#,0(Q, dµ), the zero vector is one of the curls of A
−1/2eκ∇(eκη), i.e. one has(
A−1/2eκ∇(eκη), 0
)
∈ H1curlA1/2,κ(Q, dµ).
Proof. The statement follows from (1.12), indeed A−1/2eκ∇(eκη) is irrotational. In fact we have that∫
Q
∇(eκη) · curl(eκφ) = 0 ∀φ ∈ C
∞
#,0(Q),
by the assumption on measure µ.
Theorem 1.7. Suppose that2 there exists C˜P > 0 such that
‖ϕ‖L2(Q,dµ) ≤ C˜P
∥∥curl(eκϕ)∥∥L2(Q,dµ) ∀ϕ ∈ C∞#,0(Q), eκdiv(eκϕ) = 0,
see [6, Proposition 5.1]. Assume A scalar matrix such that (1.23) holds.
For each w ∈ L2(Q, dµ), define the constant c = c(w) by the formula (1.22). There exists C > 0 such that
for all κ ∈ Q′ and (eκw, curl(eκA
1/2w)) ∈ H1
curlA1/2,κ
(Q, dµ) one has∥∥w −A−1/2(eκ∇(eκψc) + c)−A−1/2eκ∇(eκΦw)∥∥L2(Q,dµ) ≤ C∥∥curl(eκA1/2w)∥∥L2(Q,dµ) (1.24)
2In [6, Section 7] we describe a class of measure that satisfy this assumption.
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Proof. We apply Lemma 1.6 to the choices η = ψc and η = Φw and also note that(
A−1/2c, eκ(iκ× c)
)
∈ H1curlA1/2,κ(Q, dµ).
It follows that it suffices to show the existence of C > 0 such that for all κ ∈ Q′, (eκw˜, curl(eκA
1/2w˜)) ∈
H1
curlA1/2,κ
(Q, dµ) such that eκ div(eκA
−1/2) = 0 (i.e. w˜ is solenoidal) and∫
Q
A1/2w˜ = 0,
and c ∈ C3, one has
‖w˜‖L2(Q,dµ) ≤ C
∥∥curl(eκA1/2w˜) + eκ(iκ× c)∥∥L2(Q,dµ). (1.25)
In order to show the bound (1.25), notice first that L2-orthogonality of curl(eκA
1/2w˜) and the vector eκ(iκ×
c).
Second, we invoke [6, Proposition 5.1], which ensures the existence of CP > 0 such that for all κ ∈ Q
′
and (eκu, curl(eκu)) ∈ H
1
curl,κ(Q, dµ) one has∥∥∥∥u− ∫
Q
u− eκ∇(eκΞu)
∥∥∥∥
L2(Q,dµ)
≤ CP
∥∥curl(eκu)∥∥L2(Q,dµ), (1.26)
where Ξu ∈ H
1
#,0(Q, dµ) solves the problem
eκ△(eκΞu) = eκ div(eκu), (1.27)
understood in the sense that∫
Q
∇(eκΞu) · ∇(eκφ) dµ =
∫
Q
eκu · ∇(eκφ) dµ ∀φ ∈ C
∞
#,0(Q), (1.28)
Setting u = A1/2w˜ in (1.26) and using (1.21), we obtain∥∥A1/2w˜ − eκ∇(eκΞA1/2w˜)∥∥L2(Q,dµ) ≤ CP∥∥curl(eκA1/2w˜)∥∥L2(Q,dµ), (1.29)
We estimate ∇(eκΞA1/2w˜) in terms of A
1/2w˜, by using (1.27) and observing that for a scalar matrix A the
following identity holds
eκdiv
(
eκA
1/2w˜
)
= eκ div
(
eκA
−1/2w˜
)
A(x) + (divA)A−1 · A1/2w˜ = (divA)A−1 · A1/2w˜,
where for the last equality we use the fact that w˜ is solenoidal.
Using the assumption (1.23), we obtain∥∥∇(eκΞA1/2w˜)∥∥L2(Q,dµ) ≤ 12∥∥A1/2w˜∥∥L2(Q,dµ). (1.30)
Finally, combining (1.29) and (1.30) and invoking the ellipticity of A, we obtain
‖w˜‖L2(Q,dµ) ≤ 2CP
(
min
Q
‖A1/2‖
)−1∥∥curl(eκA1/2w˜)∥∥L2(Q,dµ), (1.31)
hence (1.25) holds with C given by the constant on the right-hand side of (1.31).
1.5 Asymptotic approximation
In this section we present the construction of the asymptotic approximation for the solution of problem (1.9)
in order to introduce the main Theorem, that is the norm resolvent estimate for the difference between Dεθ
and the leading order term of the approximation.
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1.5.1 The main result
The aim of the first part of this work is to prove the following result.
Theorem 1.8. The following estimate holds for Dεθ solution of (1.9) with a constant C > 0 independent of
ε, θ and G: ∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (1.32)
The vector dεθ ∈ C
3 is defined as
dεθ =
(
Âhomεθ
)−1(
iθ × iθ × (Âhomεθ )
−1 + I
)−1 ∫
Q
G, (1.33)
with
Âhomεθ :=
∫
Q
A−1
(
eεθ∇(eεθΨεθ) + I
)
. (1.34)
and Ψεθ is the solution of (1.17).
A result analogous to Theorem 1.8 holds as well for the transformed electric field Eεθ := A
1/2Dεθ. In fact
as a direct consequence of (1.32) we have the following theorem:
Theorem 1.9. The following estimate holds for the transformed electric field Eεθ := A
1/2Dεθ with a constant
C > 0 independent of ε, θ and G:
‖Eεθ −
(
eεθ∇(eεθΨεθ) + I
)
dεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (1.35)
Remark 1.10. Define N as the matrix in H1curl(Q, dµ) solving the cell problem
curlA(curlN + I) = 0, divN = 0.
It can be shown that (see [3, Lemma 4.4])(
Âhom0
)−1
= Ahom :=
∫
Q
A(curlN(y) + I).
Lemma 1.11. There exist constants C1, C2 > 0 independent of κ ∈ Q
′, such that the following estimates
hold for Âhomκ defined in (1.34):
C1 ≤ Â
hom
κ ≤ C2. (1.36)
Proof of Lemma 1.11. The argument is similar to the one used in the Voigt-Reiss inequality proof (see [8,
Chapter 1]). Note that Âhomκ can be written as
Âhomκ λ · λ := inf
ψλ∈H1#,0
∫
Q
A−1
(
eκ∇(eκψλ) + λ
)
·
(
eκ∇(eκψλ) + λ
)
, λ ∈ C3.
We immediately have that the upper bound holds for λ ∈ C3 with C2 := ‖A
−1‖L∞ , setting ψλ = 0.
To provide the lower bound we need to represent the inverse matrix
(
Âhomκ
)−1
. In order to do it we consider
the space L2sol,κ(Q, dµ) consisting of vector functions v ∈ L
2(Q, dµ) such that are eκ div eκ-free, in the sense
(cf. (1.11)) ∫
Q
eκv · eκ∇φ = 0 ∀φ ∈ C
∞
#,0(Q).
Then the matrix
(
Âhomκ
)−1
can be written as
(
Âhomκ
)−1
ξ · ξ = inf
vκ∈L2sol,κ(Q,dµ), 〈v〉=0
∫
Q
A(vκ + ξ) · (vκ + ξ), ξ ∈ C
3. (1.37)
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This representation holds noting that vκ ∈ L
2
sol,κsolves uniquely the problem∫
Q
eκA(vκ + ξ) · curl(eκφ) = 0 ∀φ ∈ C
∞
#,0(Q),
∫
Q
vκ = 0.
We can express vκ in terms of solution of (1.14) setting vκ = A
−1
(
eκ∇(eκψλ) + λ
)
where λ =
(
Âhomκ
)−1
ξ.
In this way we obtain that (
Âhomκ
)−1
ξ · ξ = Âhomκ λ · λ,
hence the representation (1.37) holds.
The lower bound in (1.36) is a consequence of (1.37) for ξ ∈ C3 with C1 := ‖A‖
−1
L∞ , setting vκ = 0.
To obtain the norm-resolvent estimate in the whole space setting for the initial problem (1.4), it remains
to apply the inverse Floquet transform to the asymptotic estimate (1.32).
Corollary 1.12. Let g ∈ L2(R3, dµε) and denote gεθ := eκTεFεg(x) so that∫
Q
gεθdµ = ĝ(θ), θ ∈ ε
−1Q′, where ĝ(θ) := (2pi)−3/2
∫
R3
geθ dµ
ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Dε solution of (1.4)∥∥Dε − (2pi)−3/2 ∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1(
A
hom
θ + I
)−1
ĝ(θ)eθdθ
∥∥
L2(R3,dµε)
≤ Cε‖g‖L2(R3,dµε),
(1.38)
∀ε > 0. Here Ahomθ is the matrix valued quadratic form given by (1.33), and Ψκ by (1.17) for all values
θ ∈ R3.
Proof of Corollary 1.12. Consider Dεθ solution of (1.9) with G = g
ε
θ on has that
Dε − (2pi)
−3/2
∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθdθ =[
F−1ε T
−1
ε eκD
ε
θ −F
−1
ε T
−1
ε eκA
−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθ
]
+
[
F−1ε T
−1
ε eκA
−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθ
− (2pi)−3/2
∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1(
A
hom
θ + I
)−1
ĝ(θ)eθ
]
.
To prove the Corollary we need to analyse the L2 norm of the above equality. In view of the Theorem 1.8
and the unitary property of Fε and Tε, we can estimate the first bracket in the right hand side as follows∥∥F−1ε T −1ε eκ[Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ]∥∥L2(R3,dµε) ≤ Cε∥∥g‖L2(R3,dµε). (1.39)
Noting that
F−1ε T
−1
ε eκA
−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθ =
(2pi)−3/2
∫
ε−1Q′
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1
(Ahomθ + I)
−1ĝ(θ)eθdθ,
it remains to analyse
(2pi)−3/2
∫
R3/ε−1Q′
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1
(Ahomθ + I)
−1ĝ(θ)eθdθ. (1.40)
Note that using the estimates (1.36) we obtain
sup
θ∈R3/ε−1Q′
∣∣∣(Âhomεθ )−1(Ahomθ + I)−1∣∣∣ ≤ C−11 ε2
C−12 pi
2 + ε2
. (1.41)
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Using Parseval identity and (1.41), we can estimate the L2 norm of (1.40) as follows∥∥∥∥(2pi)−3/2 ∫
R3/ε−1Q′
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1
(Ahomθ + I)
−1ĝ(θ)eθdθ
∥∥∥∥
L2(R3,dµε)
≤
C−11 ε
2
C−12 pi
2 + ε2
C
(∥∥∇(eεθΨεθ)∥∥L2(R3,dµε) + I)∥∥ĝ(θ)∥∥L2(R3,dµε) ≤ C−11 ε2C−12 pi2 + ε2 C˜
∥∥ĝ(θ)∥∥
L2(R3,dµε)
. (1.42)
In the last inequality we use that from equation (1.17) we can bound uniformly ‖∇(eεθΨεθ)‖L2(R3,dµε).
Combining (1.39) and (1.42) the claim follows.
1.5.2 Formal interpretation of (1.38)
The estimate in the whole space (1.38) allows to approximate Dε, the solution of (1.4), with
(2pi)−3/2
∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1(
A
hom
θ + I
)−1
ĝ(θ)eθdθ. (1.43)
It is the correct expression of what we can naively think as the homogenised solution operator. Note that
(1.43) is a pseudo-differential operator with two-scale symbol depending on θ and εθ.
Here we discuss from a formal point of view the meaning of (1.43). This pseudo-differential operator can
be always written as a formal series in power of ε. The crucial point is that such series is not rigorous. In
fact if we try to truncate it at some order of ε then we lose part of the meaning: this is not an asymptotic
series and it is not possible to estimate the reminder. The reason of this fact resides in the structure of the
operator, in fact for every ε we have an integral with respect to θ which has a role in the estimate (1.38).
Let us analyse the first element of this infinite order term formal series. When ε = 0 in (1.43), we have
the following standard construction:
A−1/2(∇Ψ+ I)
(
Âhom0
)−1
(2pi)−3/2
∫
R3
(
A
hom
θ + I
)−1
ĝ(θ)eθdθ =
A−1/2(∇Ψ+ I)
(
Âhom0
)−1(
A
hom + I
)−1
g.
Here Ahom = curl curl
(
Âhom0
)−1
, and Ψ is matrix function in H1#(Q, dµ) solution of the following problem
(cf. (1.17))
divA−1(∇Ψ + I) = 0,
∫
Q
Ψ = 0.
Recalling the homogenised equation for the Maxwell system in the whole space (1.3), we have that(
curl curlAhom + I
)−1
g = D0, where A
hom =
(
Âhom0
)−1
.
Hence we have that for ε = 0 (1.43) is
A−1/2(∇Ψ+ I)
(
Âhom0
)−1
D0. (1.44)
Note that this element contains both the solution of the homogenised equation and rapidly oscillating terms.
It has same structure of the limit term obtained in [6] for the setting of Maxwell system with zero external
current.
High-order terms in (1.43) are solutions of some singular perturbed problems, and they are all contributive
for the leading order term of the series. In fact high-order terms have a non trivial dependence on θ for every
ε, and the presence of θ can not be ignored.
The behaviour of the solution operator in the estimate for Dε highlights a dependence of y ∈ Q and ε.
This does not appear in the case of Maxwell system with zero external current, where there is not a corrector
term depending on ε in the estimates.
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Results about norm resolvent estimates for the system of Maxwell equation with external current and
unitary magnetic permeability has been obtained by Birman and Suslina in [2] for the Lebesgue measure
setting. They construct a corrector depending on ε in order to obtain estimates. In our case the structure
of (1.43) is a consequence of the representation provided for the space with the Helmholtz decomposition.
With our approach it is possible to have an explicit and more compact homogenised solution operator which
contains the standard construction (1.44) and an infinite series depending on ε.
1.5.3 The approximation
We now procede with the proof of Theorem 1.8. For each θ ∈ ε−1Q′, ε > 0, we write the following expansion
for the solution of (1.9):
Dεθ := U
ε
θ + z
ε
θ , (1.45)
where
Uεθ = A
−1/2(eκ∇(eκΨκ) + I
)
dεθ + ε
2Rεθ. (1.46)
dεθ ∈ C
3 is defined in (1.33), and Ψκ is the solution of (1.17). The function R
ε
θ ∈ H
1
curlA1/2
(Q, dµ) is defined
as the solution to the problem
A1/2eκ curl curl eκA
1/2Rεθ + ε
2A−1/2(eκ(∇eκψRε
θ
) + cRε
θ
) + ε2A−1/2eκ∇(eκΦRε
θ
) (1.47)
= −A1/2G− ε−2A1/2eκ curl eκ
(
iκ× dεθ
)
−A−1/2
(
eκ∇(eκΨκ) + I
)
=: Hεθ ∈ (H
1
curlA1/2(Q, dµ))
∗,
understood in the sense of the integral identity∫
Q
curl(eκA
1/2Rεθ) · curl(eκA
1/2φ) + ε2
∫
Q
A−1/2(eκ(∇eκψRε
θ
) + cRε
θ
) · φ
+ ε2
∫
Q
A−1/2eκ∇(eκΦRεθ ) · φ = 〈H
ε
θ, φ〉 ∀φ ∈ H
1
curlA1/2(Q, dµ). (1.48)
Proposition 1.13. There exists a unique solution Rεθ ∈ H
1
curlA1/2
(Q, dµ) for the equation (1.47).
Proof. Using the decomposition (1.20) for φ in (1.48), and using the orthogonality between the element of
such decomposition, we have:∫
Q
A−1/2(eκ(∇eκψRεθ ) + cRεθ ) · φ =
∫
Q
A−1/2(eκ(∇eκψRεθ ) + cRεθ ) ·A
−1/2(eκ(∇eκψφ) + cφ),
and ∫
Q
A−1/2eκ∇(eκΦRεθ ) · φ =
∫
Q
A−1/2eκ∇(eκΦRεθ ) · A
−1/2eκ∇(eκΦφ).
The proof of existence and uniqueness is a consequence of Lax-Millgram theorem applied to the skew-
symmetric sesquilinear form
b(u, v) =
∫
Q
curl(eκA
1/2u) · curl(eκA1/2v) + ε
2
∫
Q
A−1/2(eκ(∇eκψu) + cu) ·A−1/2(eκ(∇eκψv) + cv)
+ ε2
∫
Q
A−1/2eκ∇(eκΦu) ·A−1/2eκ∇(eκΦv),
for u, v ∈ H1
curlA1/2
(Q, dµ), ψu, ψv solving (1.14), and Φu, Φv solutions of (1.18). Note that b(u, v) is
bounded and coercive on H1
curlA1/2
(Q, dµ). The coercivity follows from the Poincar-type inequality (1.24).
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The righ hand side of (1.48) can be rewritten as follows:
〈Hεθ, φ〉 = −
∫
Q
(
A1/2G+A−1/2(eκ∇(eκΨκ) + I)d
ε
θ
)
· φ− ε−1
∫
Q
eκ(iθ × d
ε
θ) · curl(eκA
1/2φ)
= −
∫
Q
(
A1/2G+A1/2iθ × (iθ × dεθ) +A
−1/2(eκ∇(eκΨκ) + I)d
ε
θ
)
· φ ∀φ ∈ C∞# (Q).
In the last equality we use that for φ ∈ C∞# (Q) on has eκ curl(eκA
1/2φ) = curlA1/2φ+ iκ×A1/2φ. Further-
more
∫
Q iθ × d
ε
θ · curlA
1/2φ = 0.
Thus we have that Hεθ is equivalent to
Hεθ =−A
1/2G−A1/2iθ × (iθ × dεθ)−A
−1/2(eκ∇(eκΨκ) + I)d
ε
θ. (1.49)
1.5.4 Properties of Hεθ
In order to prove the main Theorem 1.8, we need estimate for Rεθ. The tool we want to use to obtain such
estimate, is the Poincar-type inequality (1.24). To do it, we need the identity
〈Hεθ, R
ε
θ〉 = 〈H
ε
θ, R˜
ε
θ〉
where R˜εθ is defined as in the decomposition (1.20).
To prove it, we are interested in two properties for Hεθ. First of all
〈Hεθ, A
−1/2eκ∇(eκφ)〉 = 0 ∀φ ∈ H
1
#,0(Q, dµ). (1.50)
Starting with the definition of Hεθ in (1.47), we have
〈Hεθ, A
−1/2eκ∇eκφ〉 =
∫
Q
eκG · ∇(eκφ) +
∫
Q
A−1(eκ∇(eκΨκ) + I)d
ε
θ · eκ∇(eκφ),
since A1/2eκ curl eκ(iθ × d
ε
θ) is solenoidal. The first integral is zero using that eκ div(eκG) = 0 (see (1.8)).
The second integral is null by equation (1.17) with c = dεθ.
The second property we want to prove for Hεθ is
〈Hεθ, A
−1/2(eκ∇(eκψc) + c)〉 = 0 (1.51)
for all ψc ∈ H
1
#,0(Q, dµ) and c ∈ C
3. By linearity
〈Hεθ, A
−1/2(eκ∇(eκψc) + c)〉 = 〈H
ε
θ, A
−1/2eκ∇(eκψc)〉+ 〈H
ε
θ, A
−1/2c〉
Using (1.50), it remains to analyse
〈Hεθ, A
−1/2c〉 = −
∫
Q
G · c−
∫
Q
A−1(eκ∇(eκΨκ) + I)d
ε
θ · c−
∫
Q
iθ × (iθ × dεθ) · c,
which is the equation (1.33) solved by dεθ. Hence the property (1.51) for H
ε
θ is satisfied.
1.6 Estimate for ε2Rεθ
Theorem 1.14. There exists C > 0 such that for all ε > 0 and θ ∈ ε−1Q′, the solution of the equation
(1.47) satisfies:
‖Rεθ −A
−1/2(eκ∇(eκψRε
θ
) + cRε
θ
)−A−1/2eκ∇(eκΦRε
θ
)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ), (1.52)
‖A−1/2(eκ∇(eκψRεθ ) + cRεθ) +A
−1/2eκ∇(eκΦRεθ)‖L2(Q,dµ) ≤ Cε
−1‖G‖L2(Q,dµ). (1.53)
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Proof. Let φn ∈ C
∞
# (Q) converging to R
ε
θ in L
2(Q, dµ) such that curl(eκA
1/2φn) → curl(eκA
1/2Rεθ) in
L2(Q, dµ). Let us write (1.48) with φ = φn. By (1.49) one has∫
Q
curl(eκA
1/2Rεθ) · curl(eκA
1/2φn) + ε
2
∫
Q
A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
) · φn + ε
2
∫
Q
A−1/2eκ∇(eκΦRε
θ
) · φn
=−
∫
Q
(
A1/2G+A1/2iθ × iθ × dθ +A
−1/2(eκ∇(eκΨκ) + I)dθ
)
· φn (1.54)
When n→∞ we can write the (1.54) as a bilinear form. In fact recalling the decomposition (1.20) and the
related orthogonality conditions for Rεθ we have that∫
Q
A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
) · Rεθ =
∫
Q
∣∣A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
)
∣∣2,
and ∫
Q
A−1/2eκ∇(eκΦRε
θ
) · Rεθ =
∫
Q
∣∣A−1/2eκ∇(eκΦRε
θ
)
∣∣2.
Hence∫
Q
curl(eκA
1/2Rεθ) · curl(eκA
1/2Rεθ) + ε
2
∫
Q
∣∣A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
)
∣∣2 + ε2 ∫
Q
∣∣A−1/2eκ∇(eκΦRε
θ
)
∣∣2
= 〈Hεθ, R
ε
θ〉. (1.55)
Furthermore we use the properties (1.50) and (1.51) of Hεθ to rewrite the left hand side of (1.55) as∫
Q
curl(eκA
1/2Rεθ) · curl(eκA
1/2Rεθ) + ε
2
∫
Q
∣∣A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
)
∣∣2 + ε2 ∫
Q
∣∣A−1/2eκ∇(eκΦRε
θ
)
∣∣2
= −
∫
Q
(
A1/2G+A1/2iθ × iθ × dεθ +A
−1/2(eκ∇(eκΨκ) + I)d
ε
θ
)
· R˜εθ. (1.56)
Using the Poincar-type inequality (1.24) for Rεθ and the definition of d
ε
θ (1.33) the following estimate holds
‖ curl(eκA
1/2Rεθ)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ). (1.57)
Combining estimate (1.57) and the Poincar-type inequality (1.24) on obtains (1.52). The same estimates
and equation (1.56) imply (1.53).
Corollary 1.15. There exists a constant C > 0 such that the following estimate holds uniformly in ε, θ and
G:
‖Uεθ −A
−1/2(eκ(∇eκΨκ) + I)d
ε
θ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ).
1.7 Conclusion of the convergence estimate
Proposition 1.16. There exists C > 0 such that the function zεθ defined in (1.45) satisfies the estimate
‖zεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ) (1.58)
Proof. The function zεθ ∈ H
1
curlA1/2
(Q, dµ) solves the problem
ε−2A1/2eκ curl curl eκA
1/2zεθ + z
ε
θ = −ε
2
(
Rεθ −A
−1/2(eκ(∇eκψRεθ) + cRεθ )−A
1/2eκ∇(eκΦRεθ )
)
. (1.59)
Using zεθ as a test function in the integral formulation of equation (1.59), on has
ε−2
∫
Q
curl(eκA
1/2zεθ) · curl(eκA
1/2zεθ) +
∫
Q
|zεθ |
2 = −ε2
∫
Q
R˜εθ · z
ε
θ .
Applying Ho¨lder inequality, Poincar-type inequality (1.24) and (1.57) on has the (1.58).
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Corollary 1.15 togheter with Proposition 1.16 give us (1.32), in fact∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ)
≤ ‖Uεθ −A
−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθ‖L2(Q,dµ) + ‖z
ε
θ‖L2(Q,dµ),
which concludes the proof of Theorem 1.8.
1.8 Estimate for magnetic field and magnetic induction
It is possible to obtain estimates for the magnetic field and induction starting from equation (1.9). In fact
the Floquet-transformed problem can be written in terms of Maxwell system{
ε−1eκ curl eκA
1/2Dεθ +B
ε
θ = 0
ε−1A1/2eκ curl eκB
ε
θ −D
ε
θ = A
1/2G.
(1.60)
Where eκ div(eκA
−1/2Dεθ) = 0 and B
ε
θ := eκTεFεBε is the transformed magnetic induction such that
eκ div(eκB
ε
θ) = 0. In this setting the transformed magnetic field H
ε
θ = B
ε
θ .
To find the approximation for Bεθ we use the approximation of D
ε
θ (1.46) and we plug it in system (1.60).
We obtain that
Bεθ = ε
−1eκ curl eκA
1/2(A−1/2(eκ∇(eκΨκ) + I)d
ε
θ + ε
2Rεθ)
= iθ × dεθ + ε(eκ curl eκA
1/2Rεθ).
In the last equality we use Lemma 1.6. Here dεθ solves (1.33) and R
ε
θ solves (1.47).
Theorem 1.17. There exists C > 0 independent of θ, ε and G such that the following estimate holds for
the transformed magnetic induction Bεθ (and consequently for the transformed magnetic field H
ε
θ ):
‖Bεθ − iθ × d
ε
θ‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ) (1.61)
It remains now to apply the inverse Floquet transform to (1.61) to obtain the norm-resolvent estimate
in the whole space setting for Bε solution of (1.2).
Corollary 1.18. Let g ∈ L2(R3, dµε) and denote gεθ := eκTεFεg(x) so that∫
Q
gεθdµ = ĝ(θ), θ ∈ ε
−1Q′, where ĝ(θ) := (2pi)−3/2
∫
R3
geθ dµ
ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Bε solution of (1.2)
∥∥Bε− curl((2pi)−3/2 ∫
R3
(
Âhomεθ
)−1(
A
hom
θ + I
)−1
ĝ(θ)eθdθ
)∥∥
L2(R3,dµε)
≤ Cε‖g‖L2(R3,dµε), (1.62)
∀ε > 0. Here Ahomθ is the matrix valued quadratic form given by (1.33), and Ψκ by (1.17) for all values
θ ∈ R3.
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2 The general case
2.1 Introduction
In the first part of this work, we analysed the Maxwell system equations in the case with not null external
current and magnetic permeability set to unit, and the operator we analysed has the form
A1/2 curl curlA1/2uε + uε = −A1/2g, g ∈ L2(R3, dµε), div g = 0. (2.1)
Such setting is an intermediate case between the case with zero external current analysed in our earlier
work [6], and the general case where the magnetic permeability is arbitrary. The approach is based on the
analysis of the family of operators, parametrised by the quasimomentum θ, obtained from (2.1) by Floquet
transform. We produced a formal approximation in power of ε which contains rapidly oscillating terms of
order zero, and we obtained an estimate uniform in θ for the reminder. Tools developed for the non-zero
current case in order to prove the estimates for the reminder, are essential for what follows. The crucial point
which allows us to analyse the general case is the Helmholtz decomposition (1.20), that takes into account
functions quasiperiodic which are solenoidal and irrotational in sense of definitions (1.11), (1.12).
In this second part of the work we set out to tackle the general setting of Maxwell equations system with
external current and with arbitrary magnetic permeability.
We label with A the inverse of the electric permittivity, with A˜ the inverse of the magnetic permeability.
The general Maxwell system written in terms of displacement vectors has the form{
curl(A(·/ε)Dε) + Bε = f
curl(A˜(·/ε)Bε)−Dε = g.
(2.2)
g and f are diverge-free vectorial functions in L2(R3, dµε), the magnetic induction Bε and the electric
displacement Dε are divergence free. Our aim is to obtain norm resolvent estimate for the solutions of (2.2)
in order to understand how are they linked with the solutions of the following homogenised system:{
curl(AhomD0) + B0 = f
curl(A˜homB0)−D0 = g.
(2.3)
Ahom and A˜hom are constant matrices, representing the effective or homogenised properties of the medium.
In what follows we analyse, without loss of generality, the case where f = 0.
Inspired by the work of Birman and Suslina [1], we rewrite (2.2) in a more suitable form. Define A1/2Dε := Dε
we obtain an equivalent formulation for (2.2):
A1/2 curl A˜ curlA1/2Dε +Dε = −A
1/2g, g ∈ L2(Q, dµε), div g = 0. (2.4)
Solution of (2.4) is understood as the pair (Dε, curl(A
1/2Dε)) ∈ H
1
curlA1/2
(R3, dµε) such that∫
R3
A˜ curl(A1/2Dε) · curl(A1/2φ) +
∫
R3
Dε · φ = −
∫
R3
A1/2g · φ ∀φ ∈ H1curlA1/2(R
3, dµε). (2.5)
For the definition of H1
curlA1/2
we refer to Section 1.1. Note that for every ε > 0 the left hand side of (2.5)
is an equivalent inner product on H1
curlA1/2
(R3, dµε) and the right hand side is linear bounded functional on
H1
curlA1/2
(R3, dµε). Hence existence and uniqueness of solution to (2.4) is a consequence of Riesz represen-
tation theorem.
In what follows we study the resolvent of the operator A˜ε with domain
dom(A˜ε) ={u ∈ L2(R3, dµε) : ∃ curlA1/2u such that∫
R3
A˜ curl(A1/2u) · curl(A1/2φ) +
∫
R3
u · φ = −
∫
R3
A1/2g · φ ∀φ ∈ H1curlA1/2(R
3, dµε)
for some g ∈ L2(R3, dµε), div g = 0},
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defined by A˜εDε = −A
1/2g − Dε, where g ∈ L
2(R3, dµε), div g = 0 and Dε ∈ dom(A
ε are linked as
in the above formula. the operator A˜ε is symmetric, self-adjoint and dom(A˜ε) is dense in L2(R3, dµε) ∩
{u| divA−1/2u = 0} (cf with Section (1.2)).
2.2 The Floquet transform
In this section we present the family of operator problem obtained from (2.4) throughout the Floquet
transform, and we describe the unitary equivalent problem object of our analysis.
For each κ ∈ Q′, the operator A˜κ with domain
dom(A˜κ) ={u ∈ L
2(Q, dµ) : ∃ curl(eκA
1/2u) such that∫
Q
A˜ curl(eκA
1/2u) · curl(eκA1/2φ)dµ+
∫
Q
u · φdµ = −
∫
Q
A1/2G · φ ∀φ ∈ C∞# (Q)
for some G ∈ L2(Q, dµ), eκ div(eκG) = 0},
is defined by the formula A˜κu = −A
1/2G − u. This operator is symmetric, self-adjoint and his domain is
dense il L2(Q, dµ) ∩ {u| divA−1/2u = 0}.
Bearing in mind the definitions of the ε-Floquet transform Fε and the scaling transform Tε in Section 1.2,
we state the following Proposition:
Proposition 2.1. For each ε > 0 holds the following unitary equivalence between the operator A˜ε and the
direct integral of the operator family A˜κ for κ := εθ, θ ∈ ε
−1Q′:
(A˜ε + I)−1 = F−1ε T
−1
ε
∫ ⊕
ε−1Q′
eκ(ε
−2A˜κ + I)
−1eκdθTεFε.
Therefore in what follows we study the behaviour of Dεθ := eκTεFεDε, solution to the problem
ε−2A1/2eκ curl A˜ curl eκA
1/2Dεθ +D
ε
θ = −A
1/2G, ε > 0, κ ∈ Q′. (2.6)
where G ∈ L2(Q, dµ) is a function such that eκ div(eκG) = 0 in sense of (1.8).
Solution to the problem (2.6) is understood as the pair (eκD
ε
θ, curl(eκA
1/2Dεθ)) ∈ H
1
curlA1/2,κ
(Q, dµ) such
that
ε−2
∫
Q
A˜ curl(eκA
1/2Dεθ) · curl(eκA
1/2φ)dµ+
∫
Q
Dεθ · φdµ = −
∫
Q
A1/2G · φdµ
∀(eκφ, curl(eκA
1/2φ) ∈ H1
curlA1/2,κ
(Q, dµ).
2.3 Asymptotic approximation
In this section we present the main Theorem and the asymptotic approximation for the solution Dεθ of
equation (2.6).
We assume throughout that measure µ is such that embedding
H1curlA1/2(Q, dµ) ∩ {w : divA
−1/2w = 0} ⊂ L2(Q, dµ)
is compact.
2.3.1 The main result
In order to write the asymptotic approximation for Dεθ we consider the following generalised cell problem
for the matrix N˜ ∈ H1
curlA1/2
(Q, dµ){
A1/2 curl A˜ curlA1/2N˜ = −A1/2 curl A˜
divA−1/2N˜ = 0,
∫
Q
A1/2N˜ = 0.
(2.7)
16
Proposition 2.2. There exists a unique solution N˜ ∈ H1
curlA1/2
(Q, dµ) for the equation (2.7), understood
in the sense of the integral identity∫
Q
A˜ curl(A1/2N˜) · curl(A1/2φ)dµ = −
∫
Q
A˜curl(A1/2φ) ∀φ ∈ H1curlA1/2(Q, dµ) s.t.
∫
Q
A1/2φ = 0 (2.8)
Proof. It follows from the compactness of the embedding H1
curlA1/2
(Q, dµ) ∩ {w : divA−1/2w = 0} into
L2(Q, dµ) that the sesquilinear form∫
Q
A˜ curl(A1/2u) · curl(A1/2v)dµ u, v ∈ H1curlA1/2(Q, dµ) ∩
{
u : divA1/2u = 0,
∫
Q
A1/2u = 0
}
,
is coercive. Note that it is also continuous. The existence and uniqueness of solution of (2.8) follows by the
Riesz representation theorem.
We define the space of matrices in L2(Q, dµ) divA−1/2-free in the same spirit of definition (1.11) with
κ = 0. Furthermore we define the space of matrices in L2(Q, dµ) curlA1/2-free in analogy with definition
(1.12) with κ = 0.
For any matrix V that is curlA1/2-free, there exists a vector Ψ ∈ H1#,0(Q, dµ) and a constant matrix a ∈ C
3×3
such that (cf. (1.13) and (1.16))
V = A−1/2(∇Ψ+ a), (2.9)
where (∇Ψ)ij = Ψj,i.
We denote with M the subspace of L2(Q, dµ) consisting of matrices which are both divA−1/2-free and
curlA1/2-free. From (2.9) follows that for any V ∈ M , there exist a ∈ C3×3 and a vector function Ψ ∈
H1#,0(Q, dµ) such that
divA−1(∇Ψ + a) = 0,
understood as ∫
Q
A−1∇Ψ · ∇ϕ = −
∫
Q
A−1a · ∇ϕ ∀ϕ ∈ C∞#,0(Q). (2.10)
Proposition 2.3. For any a ∈ C3×3 there exists a unique Ψ ∈ H1#,0(Q, dµ) solving (2.10).
Proof. Assuming the measure µ such that the embedding H1#(Q, dµ) ⊂ L
2(Q, dµ) is compact (see [5, Section
4]), it is clear that the sesquilinear form∫
Q
A−1∇v · ∇u (v,∇v), (u,∇u) ∈ H1#,0(Q, dµ)
is bounded and coercive and defines an equivalent inner product on H1#,0(Q, dµ). Noting that (2.10) is a
linear bounded functional on H1#,0(Q, dµ), the result follows by the Riesz representation theorem.
Finally we are ready to state the main Theorem for the general Maxwell equation system.
Theorem 2.4. There exists a constant C > 0 independent of ε, θ and G, such that for Dεθ solution of (2.6),
the following estimate holds
‖Dεθ −A
−1/2(eκ∇(eκΨκ) + I)d
ε
θ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (2.11)
The vector dεθ ∈ C
3 is defined as
dεθ = −
(
Âhomεθ
)−1(
iθ × A˜homiθ × (Âhomεθ )
−1
)−1 ∫
Q
G, (2.12)
where
A˜hom :=
∫
Q
A˜(curlA1/2N˜ + I) Âhomεθ :=
∫
Q
A−1(eκ∇(eκΨκ) + I),
for N˜ solution of (2.7) and Ψκ solution of (1.17).
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An result analogous to Theorem 2.4 holds for the transformed electric field Eεθ := A
1/2Dεθ. The following
Theorem is a direct consequence of (2.11).
Theorem 2.5. There exists C > 0 independent of ε, θ and G such that for the transformed electric field
Eεθ := A
1/2Dεθ holds the following estimate
‖Eεθ − (eκ∇(eκΨκ) + I)d
ε
θ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ), (2.13)
with dεθ defined in (2.12).
Applying the Floquet transform back to (2.11) (analogously to (2.13)) on obtains the norm-resolvent
estimate in the whole space setting.
Corollary 2.6. Let g ∈ L2(R3, dµε) and denote gεθ := eκTεFεg(x) so that∫
Q
gεθdµ = ĝ(θ), θ ∈ ε
−1Q′, where ĝ(θ) := (2pi)−3/2
∫
R3
geθ dµ
ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Dε solution of (2.4)∥∥Dε − (2pi)−3/2 ∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1(
A˜
hom
θ + I
)−1
ĝ(θ)eθdθ
∥∥
L2(R3,dµε)
≤ Cε‖g‖L2(R3,dµε),
(2.14)
∀ε > 0. Here A˜homθ is the matrix valued quadratic form given by (2.12), and Ψκ by (1.17) for all values
θ ∈ R3.
Note that the only difference with the estimate (1.38) in the setting with magnetic permeability set to
unit, is in the definition of A˜homθ , in fact in (2.14) appears the matrix A˜
hom. Such matrix is constant and
does not influence the meaning of the pseudo-differential operator
(2pi)−3/2
∫
R3
A−1/2
(
eεθ∇(eεθΨεθ) + I
)(
Âhomεθ
)−1(
A˜
hom
θ + I
)−1
ĝ(θ)eθdθ. (2.15)
2.3.2 The approximation
We proceed now to the proof of Theorem 2.4. For each θ ∈ ε−1Q′, ε > 0, we consider the following
approximation for the vector function Dεθ solution of (2.6):
Dεθ := U
ε
θ + z
ε
θ , (2.16)
where
Uεθ = A
−1/2(eκ∇(eκΨκ) + I)d
ε
θ + εN(y)(iθ × d
ε
θ) + ε
2Rεθ. (2.17)
N ∈ H1
curlA1/2
(Q, dµ) is the matrix defined as
N := N˜ +A−1/2(∇Ψ + aθ), (2.18)
where N˜ is the solution of (2.7), and A−1/2(∇Ψ+ aθ) is en element in M . Note that Ψ ∈ H
1
#,0(Q, dµ) is the
unique solution of equation (2.10). Furthermore the constant matrix aθ ∈ C
3×3 is choosen such that∫
Q
iθ × A˜(iθ × aθ(iθ × d
ε
θ)) = −
∫
Q
iθ × A˜iθ × (A1/2N˜ +∇Ψ)(iθ × dεθ), (2.19)
that is ∫
Q
iθ × A˜iθ × (A1/2N(iθ × dεθ)) = 0.
aθ is such that for every η ∈ Θ
⊥ := {η ∈ C3 | η · θ = 0} on has PΘ⊥(aθη) 6= 0, where PΘ⊥ is the orthogonal
projection on Θ⊥.
With the following Proposition we prove that there is at least a unique matrix in C3×3 satysfing the property
(2.19).
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Proposition 2.7. There exists a unique a˜θ ∈ C
3×3 such that
a˜θη · θ = 0 a˜θθ = 0, (2.20)
and ∫
Q
iθ × A˜(iθ × a˜θη) = −
∫
Q
iθ × A˜(iθ × (A1/2N˜ +∇Ψ)η) ∀η ∈ Θ⊥ (2.21)
Proof. The identity (2.21) is equivalent to a linear system for the representation of the matrix a˜θ in the
basis {θ/|θ|, e⊥1 , e
⊥
2 } for any orthogonal basis {e
⊥
1 , e
⊥
2 } of Θ
⊥. This system is uniquely solvable subject to
conditions (2.20) for any right hand side, if and only if the solution to the related homogeneous system is
zero. This is verified noticing that if∫
Q
iθ × A˜(iθ × a˜θη) = 0 ∀η ∈ Θ
⊥,
then ∫
Q
A˜(iθ × a˜θη) · (iθ × a˜θη) = 0 ∀η ∈ Θ
⊥.
A˜ is positive definite, hence from the last identity we deduce that iθ× a˜θη = 0 and therefore a˜θη = 0 by first
condition in (2.20). Now, by second condition in (2.20) we obtain a˜θ = 0 as required.
Remark 2.8. The set Θ⊥ can be characterised as Θ⊥ = {θ × c, c ∈ C3} (cfr [6, Lemma 6.5]).
The element Rεθ ∈ H
1
curlA1/2
(Q, dµ) solves the following problem
A1/2eκ curl A˜ curl eκA
1/2Rεθ + ε
2A−1/2(eκ∇(eκψRεθ ) + cRεθ ) + ε
2A−1/2eκ∇(eκΦRεθ ) = (2.22)
−A1/2G− ε−2A1/2eκ curl A˜eκ(iκ× d
ε
θ)− ε
−1A1/2eκ curl A˜ curl eκ(A
1/2N(iθ × dεθ))
−A−1/2eκ(∇(eκΨκ) + I)dθ =: H
ε
θ ∈ (H
1
curlA1/2(Q, dµ))
∗
understood in the sense of integral identity∫
Q
A˜ curl(eκA
1/2Rεθ)·curl(eκA
1/2φ) + ε2
∫
Q
A−1/2(eκ(∇eκψRε
θ
) + cRε
θ
) · φ
+ ε2
∫
Q
A−1/2eκ∇(eκΦRε
θ
) · φ = 〈Hεθ, φ〉 ∀φ ∈ H
1
curlA1/2(Q, dµ). (2.23)
Existence and uniqueness of solution Rεθ ∈ H
1
curlA1/2
(Q, dµ) for the equation (2.23) follow from the
argument used in Proposition 1.13.
The right hand side of (2.23) is understood as follows
〈Hεθ, φ〉 = −
∫
Q
(
A1/2G+A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· φ
− ε−1
∫
Q
A˜eκ(iθ × d
ε
θ) · curl eκA
1/2φ− ε−1
∫
Q
A˜ curl eκ(A
1/2N(y)(iθ × dεθ)) · curl eκA
1/2φ
for all φ ∈ H1
curlA1/2
(Q, dµ).
Setting
curl eκ(A
1/2N(y)(iθ × dεθ)) = eκ(curlA
1/2N(y)(iθ × dεθ) + iκ×A
1/2N(y)(iθ × dεθ)),
using the equation (2.8) and that
∫
Q
(iθ × dεθ) · curlA
1/2φ = 0, we can rewrite Hεθ as
〈Hεθ, φ〉 = −
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curlA
1/2N(iθ × dεθ) + εiθ × A˜(iθ ×A
1/2N(iθ × dεθ)
)
+A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· φ−
∫
Q
A˜iθ × (A1/2N(iθ × dεθ)) · curlA
1/2φ ∀φ ∈ H1curlA1/2(Q, dµ).
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Hence we can formally write Hεθ as
Hεθ =−A
1/2G−A1/2iθ × A˜iθ × dεθ −A
−1/2eκ(∇(eκΨκ) + I)d
ε
θ −A
1/2 curl A˜(iθ ×A1/2N(iθ × dθ))
−A1/2iθ × A˜ curl(A1/2N(iθ × dεθ))− εA
1/2iθ × A˜iθ × (A1/2N(iθ × dεθ)). (2.24)
2.3.3 Properties of Hεθ
In order to prove estimates for Rεθ our main tool is the Poincar type inequality (1.24). To take advantage of
such inequality in estimates for right hand side of (2.22), we need to prove the identity
〈Hεθ, R
ε
θ〉 = 〈H
ε
θ, R˜
ε
θ〉
where R˜εθ is defined as in the decomposition (1.20).
We need to check two properties for Hεθ. The first one is
〈Hεθ, A
−1/2eκ∇(eκφ)〉 = 0 ∀φ ∈ H
1
#(Q, dµ). (2.25)
Starting from definition (2.22) for Hεθ, we have that (2.25) holds using that eκ div(eκG) = 0 and using the
equation (1.17) with c = dεθ for for the vector function Ψκ.
The second property for Hεθ is
〈Hεθ, A
−1/2(eκ∇(eκψc) + c)〉 = 0 (2.26)
for all ψc ∈ H
1
#(Q, dµ) and c ∈ C
3. By linearity we have
〈Hεθ, A
−1/2(eκ∇(eκψc) + c)〉 = 〈H
ε
θ, A
−1/2eκ∇(eκψc)〉+ 〈H
ε
θ, A
−1/2c〉.
Hence thanks to (2.25) and by definition (2.24), it remains to analyse
〈Hεθ, A
−1/2c〉 =−
∫
Q
G · c−
∫
Q
A−1(eκ∇(eκΨκ) + I)d
ε
θ · c−
∫
Q
iθ × A˜(iθ × dεθ) · c
−
∫
Q
iθ × A˜ curl(A1/2N(iθ × dεθ)) · c− ε
∫
Q
iθ × A˜iθ × (A1/2N(iθ × dεθ)) · c.
We have that
ε
∫
Q
iθ × A˜iθ × (A1/2N(iθ × dεθ)) · c = 0
using (2.19).
Furthermore
iθ ×
∫
Q
A˜(curlA1/2N + I)(iθ × dεθ) · c+
∫
Q
A−1(eκ∇(eκΨκ) + I)d
ε
θ · c+
∫
Q
G · c = 0
since is the equation (2.12) solved by dεθ. Therefore (2.26) holds.
2.4 Estimate for ε2Rεθ
Theorem 2.9. There exists C > 0 such that for all ε > 0 and θ ∈ ε−1Q′, the solution of the equation (1.47)
satisfies:
‖Rεθ −A
−1/2(eκ∇(eκψRεθ ) + cRεθ)−A
−1/2eκ∇(eκΦRεθ )‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ), (2.27)
‖A−1/2(eκ∇(eκψRεθ ) + cRεθ) +A
−1/2eκ∇(eκΦRεθ)‖L2(Q,dµ) ≤ Cε
−1‖G‖L2(Q,dµ). (2.28)
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Proof. Suppose φn ∈ C
∞
# (Q) converging to R
ε
θ in L
2(Q, dµ) such that curl(A1/2φn) → curl(A
1/2Rεθ) in
L2(Q, dµ). Using φn as test function in equation (2.23) on has:∫
Q
A˜ curl(eκA
1/2Rεθ) · curl(eκA
1/2φn) + ε
2
∫
Q
A−1/2(eκ(∇eκψRεθ ) + cRεθ) · φn + ε
2
∫
Q
A−1/2eκ∇(eκΦRεθ ) · φn
= −
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curlA
1/2N(iθ × dεθ) + εiθ × A˜(iθ ×A
1/2N(iθ × dεθ)
)
+ A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· φn −
∫
Q
A˜iθ × (A1/2N(iθ × dεθ)) · curlA
1/2φn.
Using the identity
curl(A1/2φn) = iκ×A
1/2φn + eκ curl(eκA
1/2φn) (2.29)
we can rewrite the above equation as∫
Q
A˜ curl(eκA
1/2Rεθ) · curl(eκA
1/2φn) + ε
2
∫
Q
A−1/2(eκ(∇eκψRε
θ
) + cRε
θ
) · φn + ε
2
∫
Q
A−1/2eκ∇(eκΦRε
θ
) · φn
= −
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curlA
1/2N(iθ × dεθ)
)
+A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· φn
−
∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl eκ(A
1/2φn). (2.30)
When n→ ∞ we use the decomposition (1.20) and the related orthogonality conditions (cf. with Theorem
1.14) to obtain a bilinear form in the right hand side of equation (2.30). Furthermore we use the properties
(2.25) and (2.26) to have∫
Q
A˜ curl(eκA
1/2Rεθ) · curl(eκA
1/2Rεθ) + ε
2
∫
Q
∣∣A−1/2(∇ψRεθ + cRεθ )∣∣2 + ε2 ∫
Q
∣∣A−1/2eκ∇(eκΦRεθ)∣∣2
=−
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curl(A
1/2N(iθ × dεθ))
)
+A−1/2(eκ∇(eκΨκ) + I)d
ε
θ
)
· R˜εθ
−
∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl(eκA
1/2R˜εθ). (2.31)
In order to estimate last term in the right hand side of (2.31), we consider ξεθ ∈ H
1
curlA1/2
(Q, dµ) solution of
A1/2eκ curl A˜ curl eκA
1/2ξεθ + ε
2A−1/2(eκ∇(eκψξε
θ
) + cξε
θ
) + ε2A−1/2eκ∇(eκΨξε
θ
)
= A1/2eκ curl A˜eκ(iθ ×A
1/2N(iθ × dεθ)), (2.32)
understood as the integral identity∫
Q
A˜ curl(eκA
1/2ξεθ) · curl(eκA
1/2φ) + ε2
∫
Q
A−1/2(eκ∇(eκψξε
θ
) + cξε
θ
) · φ+ ε2
∫
Q
A−1/2eκ∇(eκΨξε
θ
) · φ
=
∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl(eκA
1/2φ) ∀φ ∈ H1curlA1/2(Q, dµ). (2.33)
Existence and uniqueness of solution ξεθ ∈ H
1
curlA1/2
(Q, dµ) follow from the argument used in Proposition
1.13. Testing equation (2.32) with ξεθ we obtain that
‖ curl(eκA
1/2ξεθ)‖L2(Q,dµ) ≤ C‖G‖L2(Q,dµ). (2.34)
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To rewrite the right hand side of equation (2.31), we test equation (2.32) with R˜εθ. We have that∫
Q
eκiθ × (A
1/2N(iθ × dεθ)) · curl(eκA
1/2R˜εθ) =
∫
Q
A˜ curl(eκA
1/2ξεθ) · curl(eκA
1/2R˜εθ)
+ε2
∫
Q
A−1/2(eκ∇(eκψξεθ ) + cξεθ ) · R˜
ε
θ + ε
2
∫
Q
A−1/2eκ∇(eκΦξεθ ) · R˜
ε
θ. (2.35)
Taking into account the orthogonality of elements in decomposition (1.20), we have that∫
Q
A−1/2(eκ∇(eκψξε
θ
) + cξε
θ
) · R˜εθ = 0,
∫
Q
A−1/2eκ∇(eκΦξε
θ
) · R˜εθ = 0.
In order to rewrite the remaining expression in the right hand side of (2.35), we use ξεθ as test function in
equation (2.22). Note that for an arbitrary measure µ there may be different elements in H1
curlA1/2
with the
same first component. Though for the solution ξεθ to (2.32) there exists a natural choice of curlA
1/2ξεθ . In
fact consider sequences ψn, φn ∈ C
∞
# converging to ξ
ε
θ in L
2(Q, dµ) such that
curl(eκA
1/2φn)→ curl(eκA
1/2ξεθ), curl(eκA
1/2ψn)→ curl(eκA
1/2ξεθ).
The difference curl(eκA
1/2φn)− curl(eκA
1/2ψn) converges to zero, and so does curl(A
1/2φn)− curl(A
1/2ψn).
Henceforth we denote with curl(A1/2ξεθ) the common L
2-limit of curl(A1/2φn) for a sequence φn ∈ C
∞
# (Q)
with the above properties.
Since curl(A1/2ξεθ) is chosen uniquely, we can write∫
Q
A˜ curl(eκA
1/2Rεθ) · curl(eκA
1/2ξ˜εθ) + ε
2
∫
Q
A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
) · ξεθ
+ε2
∫
Q
A−1/2eκ∇(eκΦRεθ ) · ξ
ε
θ = 〈H
ε
θ, ξ
ε
θ〉 = 〈H
ε
θ, ξ˜
ε
θ〉,
where in the last equality we use the properties of Hεθ (2.25) and (2.26).
By the orthogonality of elements in Helmholtz decomposition (1.20), we have∫
Q
A−1/2(eκ∇(eκψRεθ ) + cRεθ ) · ξ
ε
θ =
∫
Q
A−1/2(eκ∇(eκψRεθ ) + cRεθ ) ·A
−1/2(eκ∇(eκψξεθ ) + cξεθ ),
and ∫
Q
A−1/2eκ∇(eκΦRε
θ
) · ξεθ =
∫
Q
A−1/2eκ∇(eκΦRε
θ
) ·A−1/2eκ∇(eκΦξε
θ
).
Hence the right han side of (2.35) can be written as∫
Q
eκiθ×(A
1/2N(iθ × dεθ)) · curl(eκA
1/2R˜εθ)
= 〈Hεθ, ξ˜
ε
θ〉 − ε
2
∫
Q
A−1/2eκ∇(eκΦξεθ ) ·A
−1/2eκ∇(eκΦRεθ )
− ε2
∫
Q
A−1/2(eκ∇(eκψξεθ ) + cξεθ ) ·A
−1/2(eκ∇(eκψRεθ ) + cRεθ).
The second element in the right hand side of last equation is null. In fact it is equation (2.33) tested with
A−1/2eκ∇(eκΦRε
θ
). The third element in the right hand side is null as well. In fact it is equation (2.33)
tested with the element A−1/2(eκ∇(eκψRεθ ) + cRεθ ) that is zero taking into account 2.19.
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Hence we can write equation (2.31) as∫
Q
A˜ curl(eκA
1/2Rεθ) · curl(eκA
1/2Rεθ) + ε
2
∫
Q
∣∣A−1/2(eκ∇(eκψRε
θ
) + cRε
θ
)
∣∣2 + ε2 ∫
Q
∣∣A−1/2eκ∇(eκΦRε
θ
)
∣∣2
=−
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curl(A
1/2N(iθ × dεθ))
)
+A−1/2(eκ∇(eκΨκ) + I)d
ε
θ
)
· R˜εθ
− 〈Hεθ, ξ˜
ε
θ〉. (2.36)
Lemma 2.10. The last term in the right hand side of (2.36) is bounded uniformly in ε and θ:
|〈Hεθ, ξ˜
ε
θ〉| ≤ C‖G‖L2(Q,dµ), C > 0
Proof. By the definition (2.24) for Hεθ, we have
〈Hεθ , ξ˜
ε
θ〉 =−
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curlA
1/2N(iθ × dεθ) + εiθ × A˜(iθ ×A
1/2N(iθ × dεθ)
)
+A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· ξ˜εθ −
∫
Q
A˜iθ × (A1/2N(iθ × dεθ)) · curl(A
1/2ξ˜εθ).
Using the identity (2.29) for a φn ∈ C
∞
# (Q) we obtain
〈Hεθ , ξ˜
ε
θ〉 =−
∫
Q
(
A1/2
(
G+ iθ × A˜iθ × dεθ + iθ × A˜ curlA
1/2N(iθ × dεθ))
)
+A−1/2eκ(∇(eκΨκ) + I)d
ε
θ
)
· ξ˜εθ −
∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl eκ(A
1/2ξ˜εθ).
Using the decomposition (1.20) for ξεθ , we note that∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl eκ(A
1/2ξ˜εθ) =
∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl eκ(A
1/2ξεθ),
since ∫
Q
eκA˜iθ × (A
1/2N(iθ × dεθ)) · curl(eκc) = 0.
The last equality follows from (2.19), noting that (A−1/2c, eκ(iκ × c)) ∈ H
1
curlA1/2
(Q, dµ). Now, using the
Ho¨lder inequality, the Poincar-type inequality (1.24) for ξεθ and taking into account the estimate (2.34), the
required statement holds.
Combining Lemma 2.10, Ho¨lder inequality and the Poincar-type inequality (1.24) for Rεθ in (2.36) we
obtain the following uniform bound
‖ curl(eκA
1/2Rεθ)‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ). (2.37)
The estimate (2.37) combined with (1.24), implies (2.27). Furthermore the same estimate, Lemma 2.10 and
equation (2.36) imply (2.28).
Corollary 2.11. There exists a constant C > 0 such that the following estimate holds uniformly in ε, θ and
G:
‖Uεθ −A
−1/2(eκ(∇eκΨκ) + I)d
ε
θ‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ).
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2.5 Conclusion of the convergence estimate
Proposition 2.12. There exists C > 0 such that the function zεθ defined in (2.16) satisfies the estimate
‖zεθ‖L2(Q,dµ) ≤ Cε‖G‖L2(Q,dµ). (2.38)
Proof. The vector function zεθ ∈ H
1
curlA1/2
(Q, dµ) solves
ε−2A1/2eκ curl A˜ curl eκA
1/2zεθ + z
ε
θ = −ε
2R˜εθ − εN(iθ × d
ε
θ). (2.39)
Using zεθ as a test function in the equation (2.39), on has
ε−2
∫
Q
A˜ curl(eκA
1/2zεθ) · curl(eκA
1/2zεθ) +
∫
Q
|zεθ |
2 = −ε
∫
Q
N(y)(iθ × dεθ) · z
ε
θ − ε
2
∫
Q
R˜εθ · z
ε
θ .
Using the Ho¨lder inequality, the Poincar-type inequality (1.24) and the definition (2.12) for dεθ, on has the
(2.38).
Proposition 2.12 and Corollary 2.11 imply (2.11), in fact∥∥Dεθ −A−1/2(eεθ∇(eεθΨεθ) + I)dεθ∥∥L2(Q,dµ)
≤ ‖Uεθ −A
−1/2
(
eεθ∇(eεθΨεθ) + I
)
dεθ‖L2(Q,dµ) + ‖z
ε
θ‖L2(Q,dµ),
hence the proof of Theorem 2.4 is concluded.
2.6 Estimate for magnetic field and magnetic induction
To obtain the estimates for the magnetic field and induction, we start from equation (2.6). The transformed
problem can be written as {
ε−1eκ curl eκA
1/2Dεθ +B
ε
θ = 0
ε−1A1/2eκ curl eκA˜B
ε
θ −D
ε
θ = A
1/2G.
(2.40)
where eκ div(eκA
−1/2Dεθ) = 0 and B
ε
θ := eκTεFεBε is the transformed magnetic induction such that
eκ div(eκB
ε
θ) = 0. In this setting the transformed magnetic field H
ε
θ = A˜ B
ε
θ .
To find the approximation for Bεθ we use the approximation (2.17) we have for D
ε
θ and the first line of system
(2.40). Hence we have
Bεθ = ε
−1eκ curl eκ
(
(eκ∇(eκΨκ) + I)d
ε
θ + εN(y)(iθ × dθ) + ε
2Rεθ)
)
= (curlN(y) + I)(iθ × dεθ) + ε
(
iθ × (A1/2N(y)(iθ × dθ)) + eκ curl eκA
1/2Rεθ
)
.
Here dεθ is defined in (2.12) and R
ε
θ solves (2.22).
Theorem 2.13. There exists C > 0 independent of θ, ε and G such that the following estimates hold for
the transformed magnetic induction Bεθ and the transformed magnetic field H
ε
θ := A˜B
ε
θ
‖Bεθ − (curlN + I)(iθ × d
ε
θ)‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ) (2.41)
‖Hεθ − A˜(curlN + I)(iθ × d
ε
θ)‖L2(Q,dµ) ≤ εC‖G‖L2(Q,dµ) (2.42)
Applying back the Floquet transform on (2.41) on obtains the following norm-resolvent estimates on
the whole space setting for Bε solution of (2.2). (Analogously starting from (2.42) on obtain estimates for
Hε := A˜Bε.)
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Corollary 2.14. Let g ∈ L2(R3, dµε) and denote gεθ := eκTεFεg(x) so that∫
Q
gεθdµ = ĝ(θ), θ ∈ ε
−1Q′, where ĝ(θ) := (2pi)−3/2
∫
R3
geθ dµ
ε, θ ∈ R3.
There exists a constant C > 0 such that the following estimate holds for Bε solution of (2.2)∥∥Bε − (curlN + I)(2pi)−3/2 ∫
R3
(
Âhomεθ
)−1(
A˜
hom
θ + I
)−1
ĝ(θ)eθdθ
∥∥
L2(R3,dµε)
≤ Cε‖g‖L2(R3,dµε), (2.43)
∀ε > 0. Here A˜homθ is the matrix valued quadratic form given by (2.12), and Ψκ by (1.17) for all values
θ ∈ R3.
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