Abstract. In this note we examine the connection between the stable rank one and Dedekindfinite property of the algebra of operators on a Banach space X. We show that for the indecomposable but not hereditarily indecomposable Banach space X∞ constructed by Tarbard (Ph.D. Thesis, University of Oxford, 2013), the algebra of operators B(X∞) is Dedekind-finite but does not have stable rank one. While this sheds some light on the Banach space structure of X∞ itself, we observe that the indecomposable but not hereditarily indecomposable Banach space constructed by Gowers and Maurey (Math. Ann., 1997) does not possess this property.
Introduction and basic terminology
Let A be a ring. We say that an element p ∈ A is idempotent if p 2 = p holds. Let p, q ∈ A be idempotents, we say that p and q are equivalent, if there exist a, b ∈ A such that ab = p and ba = q. If p, q ∈ A are equivalent idempotents, we denote this by p ∼ q. It is easy to see that ∼ is an equivalence relation on the set of idempotents in A. Two idempotents p, q ∈ A are orthogonal if pq = 0 = qp. Definition 1.1. Let A be a unital ring with identity 1 A . Then A is called (1) Dedekind-finite or directly finite or DF for short, if the only idempotent p ∈ A with p ∼ 1 A is the identity 1 A , (2) Dedekind-infinite if it is not Dedefind-finite, (3) properly infinite if there exist orthogonal idempotents p, q ∈ A such that p, q ∼ 1 A .
It is easy to see that a properly infinite ring is Dedekind-infinite. Clearly every commutative, unital ring is Dedekind-finite. Another easy example is the matrix ring M n (C), (n ≥ 1) since an (n × n) complex matrix is left-invertible if and only if it is right-invertible. Therefore it is natural to examine the unital Banach algebra B(X) from this perspective, where B(X) denotes the bounded linear operators on an infinite-dimensional Banach space X. In this note all Banach spaces are assumed to be complex. The systematic study of Dedekind-(in)finiteness of B(X) was laid out by Laustsen in [6] , where the author characterises Dedekind-finiteness and properly infiniteness of B(X) in terms of the complemented subspaces of X. For our purposes the former is of greater importance, therefore we recall this result here: Let us recall that an infinite-dimensional Banach space X is indecomposable, if there are no closed, infinite-dimensional subspaces Y, Z of X such that X can be written as the topological direct sum X = Y ⊕ Z, this latter being a short-hand notation for X = Y + Z and Y ∩ Z = {0}. A Banach space X is hereditarily indecomposable (or HI for short) if every closed, infinitedimensional subspace of X is indecomposable. As it is observed in [6 The following observation is known, however we were unable to locate a proof of it in the literature therefore we include a short proof for the reader's convenience. 
So in particular bu ∈ inv(A) holds, and consequently b = buu −1 ∈ inv(A). From this and 1 A = ba we get
Note however that the converse of the previous lemma is clearly false. We demonstrate this with an example which will be essential in the proof of our main result, Theorem 2.16.
Let us recall that in a Banach algebra A an element a ∈ A is a topological zero divisor if inf{ xa + ax : x ∈ A, x = 1} = 0. It follows for example from [ is Dedekind-finite but does not have stable rank one. The former is trivial since 1 (N 0 ) is commutative. Now let us show that it does not have stable rank one. Let (δ n ) n∈N 0 stand for the canonical basis of 1 (N 0 ). Observe that δ 1 is a non-invertible element in 1 (N 0 ). We now show that δ 1 is not a topological zero divisor. To see this, let x = (x n ) n∈N 0 ∈ 1 (N 0 ) be arbitrary. Then
Thus by the discussion preceeding the example we see that
As we will see in Corollary 2.9, all the examples given in [6] such that B(X) is Dedekind-finite have stable rank one. Thus the following question naturally arises:
Question 2.3. Does there exist a Banach space X such that B(X) is Dedekind-finite but it does not have stable rank one?
The purpose of the following is to answer this question in the positive. Recall that if A is a unital algebra over a field K and C is a unital subalgebra then inv(C) ⊆ inv(A) ∩ C holds but there is not equality in general. In the following, if J is a two-sided ideal of A we introduce the notationJ := K1 A + J.
Lemma 2.4. Let A be an algebra over a field K and let J A be a proper, two-sided ideal. Then for the unital subalgebraJ the equality inv(J) = inv(A) ∩J holds.
Proof. It is clear thatJ is a unital subalgebra of A. Thus we only need to show the inclusion inv(A) ∩J ⊆ inv(J). To see this let us pick an arbitrary λ ∈ K and j ∈ J such that λ1 A + j ∈ inv(A). Clearly λ = 0 otherwise j ∈ inv(A) which contradicts J being a proper subset of A. Now it is clear that a := λ −1 1 A − λ −1 (λ1 A + j) −1 j ∈ K1 A + J, and a simple calculation shows that a(λ1 A + j) = 1 A = (λ1 A + j)a holds, proving the claim.
Remark 2.5. If A is a complex unital Banach algebra and J A is a proper, closed, two-sided ideal in A thenJ := C1 A + J is a closed, unital subalgebra of A. (Closedness follows from the fact that C1 A and J are respectively finite-dimensional and closed subspaces of the Banach space A.) Also,J is equal to the closed unital subalgebra in A generated by the set {1 A } ∪ J. Lemma 2.6. Let A be a complex, unital Banach algebra and let a ∈ A be such that 0 ∈ C is not in the interior of the spectrum σ A (a). Then a ∈ inv(A).
Proof. By the hypothesis it follows that 0 / ∈ int(σ A (a)) = C\ C\σ A (a) . Thus there exists a sequence (λ n ) n∈N in the resolvent set of the element a converging to 0 ∈ C. Therefore (a − λ n 1 A ) n∈N is a sequence of invertible elements in A converging to a.
An operator T ∈ B(X) is called inessential if for any S ∈ B(X) it follows that dim(Ker(I
Proposition 2.7. Let X be a Banach space, and let J B(X) be a closed, two-sided ideal with J ⊆ E(X). Then for any α ∈ C and T ∈ J, αI X + T ∈ inv(J) holds, and thereforeJ has stable rank one.
Proof. Let us pick α ∈ C and T ∈ J arbitrary. It is an immediate corollary of Lemma 2.4 that σJ (T ) = σ B(X) (T ). Now by the Spectral Mapping Theorem σJ (αI X + T ) = α + σJ (T ), putting this together with the previous we conclude that
Since T ∈ J ⊆ E(X), it follows from [2, Definition 3.1.1] and [8, Theorem 26.7 .2] that σ B(X) (T )\{0} has no accumulation point, thus σ B(X) (T ) must be countable. Consequently σJ (αI X + T ) must be countable, thus it has empty interior, so in particular Lemma 2.6 yields αI X + T ∈ inv(J).
Remark 2.8. Let us note that in the previous proposition the assumption that the ideal is contained in the inessential operators cannot be dropped in general. To see this we consider the p th quasi-reflexive James space J p , where 1 < p < ∞. On a Banach space X an operator T ∈ B(X) is called strictly singular if there is no infinite-dimensional subspace Y of X such that T | Y is bounded below. The set of strictly singular operators on X is denoted by S(X) and it is a closed, two-sided ideal in B(X). By [2, Theorem 5.6.2] the containment S(X) ⊆ E(X) also holds.
Corollary 2.9. For a hereditarily indecomposable Banach space X the Banach algebra B(X)
has stable rank one. [4, Theorem 18] , for any HI space B(X) = CI X + S(X) holds. Together with Proposition 2.7 the result immediately follows.
Proof. As it was proven by Gowers and Maurey in
The following simple algebraic lemma is the key step in the proof our main result. , it is clear from the previous that a , b ∈ J. Now we show that the following identities hold:
To see these, we observe that from the definitions of a and b we obtain
The above immediately yield the required identities. Thus we obtained that cpc −1 is an idempotent inJ equivalent to 1 A . SinceJ is DF it follows that cpc −1 = 1 A . This is, p = 1 A which concludes the proof.
In what follows, if Ω is a compact Hausdorff space then C(Ω) denotes the complex valued continuous functions on Ω. If X is a Banach space then K(X) denotes the closed, two-sided ideal of compact operators. By [2, Theorems 4.4.4 and 5.6.2] the containment K(X) ⊆ E(X) holds.
Remark 2.11. Let us note here that in the previous lemma, the condition that the invertible elements in A surject onto the invertible elements in A/J is not superfluous. To see this, we recall some basic properties of the Toeplitz algebra, see [10, Example 9.4.4] for full details of the construction. Let H be a separable Hilbert space and let S ∈ B(H) be the right shift operator, let S * ∈ B(H) denote its adjoint. The unital sub-C * -algebra of B(H) generated by S is called the Toeplitz-algebra T . We recall that K(H) ⊆ T and that T /K(H) is isomorphic to C(T), where T is the unit circle. Since C(T) is commutative, it is clearly Dedekind-finite. By Proposition 2.7 we see thatK(H) has stable rank one thus by Lemma 2.1 it is also Dedekind-finite. On the other hand, S * S = I H and SS * = I H , thus T is Dedekind-infinite. N 0 ) ) is connected.
Proof. Let A := 1 (N 0 ). It is known (see for example [3, Theorem 4.6.9] ) that the character space Γ A of A is homeomorphic to the closed unit disc D. Thus by the Arens-Royden Theorem (see [7, 3.5. 19 Theorem] and the text preceeding it) we obtain the following isomorphism of groups: 6) where π 1 (D) denotes the first fundamental group of D. Since D is simply connected we obtain inv(A) = exp(A) proving that inv(A) is connected as required.
Remark 2.14. In the proof of the previous lemma we do not use the surjective part of the Arens-Royden Theorem, only the much weaker statement that inv(A)/ exp(A) injects into inv(C(Γ A ))/ exp(C(Γ A )).
Let us recall the properties of Tarbard's ingenious indecomposable Banach space construction that are relevant to our purposes, we refer the interested reader to [11, Chapter 4 ] to see the following theorem in its full might. We are now ready to state and prove the main result of this note. Proof. We first show that B(X ∞ ) does not have stable rank one. Assume towards a contradiction that it does. Then it immediately follows that B(X ∞ )/K(X ∞ ) also has stable rank one, which in view of Theorem 2.15 is equivalent to 1 (N 0 ) having stable rank one. This is impossible by Example 2.2. Now we show that B(X ∞ ) is Dedekind-finite. By Proposition 2.7 we obtain thatK(X ∞ ) has stable rank one so by Lemma 2.1 it is Dedekind-finite. By Example 2.2 we have that 1 (N 0 ) and thus B(X ∞ )/K(X ∞ ) is also Dedekind-finite. Thus applying Lemmas 2.13, 2.12 and 2.10 successively, we obtain that B(X ∞ ) is Dedekind-finite, which completes the proof.
With the aid of Lemma 1.2 we observe the following:
We do not know if there is an entirely Banach space-theoretic proof of this result. However, we would like to draw the reader's attention to the fact that the previous corollary does not hold in general for indecomposable Banach spaces. This follows directly from a deep result of Gowers and Maurey [5] . We recall that an infinite-dimensional Banach space X is prime if it is isomorphic to all its infinite-dimensional, complemented subspaces. Proof. Assume towards a contradiction that B(X) is properly infinite. Then there exist P, Q ∈ B(X) orthogonal idempotents such that P, Q ∼ I X . By Lemma 2.19 this is equivalent to Ran(P ) X Ran(Q). Clearly X = Ran(P ) ⊕ Ran(I X − P ) and since Ran(P ) is infinite-dimensional and X is indecomposable we obtain that Ran(I X − P ) must be finitedimensional. Consequently, the range of Q = Q(I X − P ) is finite-dimensional, contradicting Ran(Q) X.
An infinite-dimensional Banach space X is primary if for every P ∈ B(X) idempotent either Ker(P ) or Ran(P ) is isomorphic to X. A prime Banach space is clearly primary. Proof. Let P ∈ B(X) be an idempotent with dim(Ker(P )) = 1. Since X is primary, Ran(P ) X holds. By Lemma 2.19 this is equivalent to P ∼ I X . If B(X) were DF then P = I X which is impossible. 
