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V prvn´ı cˇa´sti se pra´ce zaby´va´ jizˇ zna´my´mi metodami detekce znacˇek. Jsou zde popsa´ny
metody vyuzˇ´ıvaj´ıc´ı zpracova´n´ı obrazu, AdaBoost, cˇi detekci extre´mn´ıch region˚u. Na´sleduje
na´vrh a implementace vlastn´ıho prˇ´ıstupu k detekci pozna´vac´ıch znacˇek vyuzˇ´ıvaj´ıc´ı loka´ln´ı
detektory k vytvorˇen´ı slovn´ıku vizua´ln´ıch slov. V za´veˇru je metoda vyhodnocena.
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Abstract
In first part thesis contains known methods of license plate detection. Preprocessing-based
methods, AdaBoost-based methods and extremal region detection methods are described.
Finally, there is a described and implemented own access using local detectors to creating
visual vocabulary, which is used to plate recognition. All measurements are summarized on
the end.
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C´ılem me´ diplomove´ pra´ce je navrhnout a otestovat metodu pro detekci pozna´vac´ıch znacˇek
(da´le jen znacˇek) v obraze. Metody pro takovou detekci jizˇ existuj´ı, tud´ızˇ ve znacˇne´ cˇa´sti
te´to pra´ce se zaby´va´m jejich porovna´n´ım, shrnut´ım a analy´zou dosavadn´ıho stavu proble-
matiky. V druhe´ cˇa´sti se veˇnuji navrzˇen´ı metody, pomoc´ı ktere´ bude mozˇne´ znacˇku v obraze




Detekce znacˇek je jizˇ mnoha algoritmy zpracovany´ a vyrˇesˇeny´ proble´m, ovsˇem s r˚uzny´mi
vy´sledky. V na´sleduj´ıc´ı cˇa´sti uvedene´ metody se liˇs´ı spolehlivost´ı, robustnost´ı a rychlost´ı
detekce. Jejich rozdeˇlen´ı jsem provedl zhruba podle zp˚usobu, ktery´ k detekci pouzˇ´ıvaj´ı.
Jedna´ se prˇedevsˇ´ım o metody zalozˇene´ na zpracova´n´ı obrazu, vyuzˇ´ıvaj´ıc´ı AdaBoost cˇi roz-
pozna´va´n´ı extre´mn´ıch region˚u. Dalˇs´ı metody jako pouzˇit´ı neuronove´ s´ıteˇ je zmı´neˇno alesponˇ
v za´veˇru.
Srovna´n´ı metod je slozˇite´. Ovsˇem kvalitn´ı metoda mus´ı by´t co nejv´ıce robustn´ı v˚ucˇi
osveˇtlen´ı, natocˇen´ı cˇi r˚uzny´m sˇumu˚m v obraze. Du˚lezˇita´ je rovneˇzˇ rychlost, jelikozˇ mnoho
metod ma´ tendence by´t pouzˇity v rea´lne´m cˇase. Mnohdy vsˇak plat´ı, zˇe cˇ´ım je metoda
kvalitneˇjˇs´ı, t´ım je take´ pomalejˇs´ı...
2.1 Metody vyuzˇ´ıvaj´ıc´ı zpracova´n´ı obrazu
Tyto metody jsou zalozˇeny na Houghoveˇ transformaci 2.1.1, detekci hran 2.1.2, vlastnos-
tech znacˇky a analy´za´ch histogramu˚ 2.1.3. Slouzˇ´ı k nalezen´ı kandida´tn´ıch region˚u, z nich
se posle´ze vyb´ıraj´ı ty, ktere´ skutecˇneˇ obsahuj´ı znacˇku. V te´to podkapitole nejdrˇ´ıve shrnu
prˇ´ıklady nejpouzˇ´ıvaneˇjˇs´ıch zpracova´n´ı obrazu a pote´ uvedu konkre´tn´ı metody, kde se tyto
zp˚usoby uplatnily.
Pro metody vyuzˇ´ıvaj´ıc´ı zpracova´n´ı obrazu jsou da´le velmi d˚ulezˇite´ vlastnosti znacˇky,
ktere´ v´ıme doprˇedu. Pomoc´ı teˇchto prˇ´ıznak˚u lze vybrat vhodne´ kandida´tn´ı regiony. Zde je
shrnut´ı nejpouzˇ´ıvaneˇjˇs´ıch vlastnost´ı.
• Znacˇka je obde´ln´ıkove´ho tvaru s pomeˇrem sˇ´ıˇrky k vy´sˇce 2-10.
• Obsahuje cˇerna´ p´ısmena na b´ıle´m pozad´ı.
• Neˇktere´ metody vyuzˇ´ıvaj´ı pravdeˇpodobnost, zˇe znacˇka je umı´steˇna v´ıce me´neˇ vodo-
rovneˇ
2.1.1 Houghova transformace
Houghova transformace je metoda pro nalezen´ı parametricke´ho popisu objekt˚u v obraze.
Pouzˇ´ıva´ se prˇedevsˇ´ım pro segmentaci objekt˚u, jejichzˇ hranice lze popsat jednoduchy´mi
krˇivkami, prˇi detekci znacˇky prˇ´ımkami. Hlavn´ı vy´hodou te´to metody je robustnost v˚ucˇi ne-
pravidelnostem a prˇerusˇen´ı hledane´ krˇivky. Houghova transformace je vyuzˇ´ıva´na k nalezen´ı
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parametr˚u matematicke´ho modelu hledane´ho objektu za prˇedpokladu zna´my´ch vstupn´ıch
dat (pixel˚u). Pro popis prˇ´ımky slouzˇ´ı vzorec:
x cos θ + y sin θ = r, (2.1)
kde r je de´lka norma´ly od prˇ´ımky k pocˇa´tku sourˇadnic, θ je u´hel mezi norma´lou a osou
x. Jestlizˇe do prˇedchoz´ı rovnice dosad´ıme sourˇadnice neˇjake´ho bodu (xi, yi), pak mnozˇina
vsˇech mozˇny´ch rˇesˇen´ı (r, θ) vytvorˇ´ı v Houghoveˇ prostoru spojitou krˇivku. Jestlizˇe si t´ımto
zp˚usobem promı´tneme do Houghova prostoru vsˇechny body lezˇ´ıc´ı na neˇjake´ prˇ´ımce p, pak
uvid´ıme, zˇe krˇivky odpovidaj´ıc´ı jednotlivy´m bod˚um (xi, yi) se protnou v jedine´m bodeˇ
(rmax, θmax). Tato dvojice jsou ve skutecˇnosti hledane´ parametry prˇ´ımky p. [19]
2.1.2 Hranove´ detekce
Jelikozˇ pozna´vac´ı znacˇka je vzˇdy ohranicˇene´ho obde´ln´ıkove´ho tvaru, samozrˇejmeˇ r˚uzneˇ
natocˇena´, lze ji v obraze nale´st pomoc´ı detekce hran (obvodove´ hrany cˇi hrany p´ısmen
uvnitrˇ). Pokud hranu definujeme jako velkou zmeˇnu jasove´ funkce, bude v mı´steˇ hrany
velka´ hodnota derivace jasove´ funkce. Maxima´ln´ı hodnota derivace bude ve smeˇru kolmo
na hranu. Kv˚uli jednodusˇsˇ´ımu vy´pocˇtu se ale hrany detekuj´ı jen ve dvou, resp. ve cˇtyrˇ
smeˇrech. Velka´ skupina metod na detekci hran aproximuje tuto derivaci pomoc´ı konvoluce
s vhodny´m ja´drem. Nejjednodusˇsˇ´ı takova´ jsou (-1 1) a (-1, 1)T, prˇ´ıpadneˇ (-1, 0, 1) a (-1, 0,
1)T. [20] V na´sleduj´ıc´ıch podkapitola´ch jsou uvedeny prˇ´ıklady zp˚usob˚u detekc´ı hran.
Konvolucˇn´ı matice
Kazˇdy´ obrazova´ operace (filtr) je definova´na konvolucˇn´ı matic´ı. Ta urcˇuje, jaky´m zp˚usobem
je dany´ pixel (reprezentova´n uprostrˇed matice) ovlivneˇn okoln´ımi pixely (obr. 2.1). Pixel y
je ovlivneˇn pixely x0 . . . x8 podle vzorce:
y = x0xm0+x1xm1+x2xm2+x3xm3+x4xm4+x5xm5+x6xm6+x7xm7+x8xm8 (2.2)
Vertika´ln´ı a horizonta´ln´ı hranova´ detekce
Detekovat horizonta´ln´ı resp. vertika´ln´ı hrany mu˚zˇeme jednodusˇe pomoc´ı matice mhe resp.
mve (obr. 2.2). Pokud bychom pouzˇili veˇtsˇ´ı matice, doka´zˇeme zdetekovat i silneˇjˇs´ı hrany.
[15]
Sobelova hranova´ detekce
Sobelova detekce hran pouzˇ´ıva´ pa´r konvolucˇn´ıch matic o velikosti 3x3. Prvn´ı je urcˇena





V praxi se ale pouzˇ´ıva´ rychlejˇs´ı verze vzorce:
|G| = |Gx|+ |Gy| (2.4)
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Obra´zek 2.1: Pixel je ovlivneˇn soused´ıc´ımi pixely podle konvolucˇn´ı matice. [15]
Obra´zek 2.2: Pixel je ovlivneˇn soused´ıc´ımi pixely podle konvolucˇn´ı matice. [15]
Obra´zek 2.3: Sobelovy matice pro detekci horizonta´ln´ıch a vertika´ln´ıch hran
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Obra´zek 2.4: Vy´sledky aplikova´n´ı rank filtru a hranovy´ch detekc´ı. [15]
Rank filtry
Prˇedevsˇ´ım horizonta´lneˇ a vertika´lneˇ orientovane´ rank-filtry jsou pouzˇ´ıva´ny k detekci shluk˚u
hran v mı´steˇ znacˇky. Sˇ´ıˇrka matice pro horizonta´lneˇ orientovany´ rank filtr je mnohem veˇtsˇ´ı
nezˇ jej´ı vy´sˇka (a obra´ceneˇ pro vertika´lneˇ orientovany´ filtr). K zachova´n´ı celkove´ intenzity
obrazu je nutne´ nahradit kazˇdy´ pixel pr˚umeˇrem intenzity pixel˚u prˇekryty´ch matic´ı. [15]





mhr[i, j] = 1.0 (2.5)
kde w a h jsou rozmeˇry matice.
2.1.3 Horizonta´ln´ı a vertika´ln´ı projekce
Po rˇadeˇ konvolucˇn´ıch operac´ı mu˚zˇeme zdetekovat znacˇku pomoc´ı statisticky´ch analy´z v
obraze. Existuje jich cela´ rˇada, ja´ zde uvedu pouze horizonta´ln´ı a vertika´ln´ı projekci. Pokud
vstupn´ı obra´zek definujeme funkc´ı f(x, y), vertika´ln´ı projekce py funkce f v bodeˇ y je soucˇet
vsˇech ”vy´znamny´ch“ pixel˚u v y-te´m rˇa´dku. Podobneˇ horizonta´ln´ı projekce v bodeˇ x funkce
f je soucˇet pixel˚u v x-te´m sloupci.
Pokud tuto projekci pocˇ´ıta´me z obrazu po proveden´ı vertika´ln´ı hranove´ detekce, velikost
krˇivky v urcˇite´m bodeˇ reprezentuje vy´skyt vertika´ln´ıch hran na dane´m rˇa´dku. Z vertika´ln´ıho
grafu (obr. 2.5) lze vycˇ´ıst vertika´ln´ı polohu dopravn´ı znacˇky. Obdobneˇ mu˚zˇe by´t pouzˇita
horizonta´ln´ı projekce podle osy x.
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Obra´zek 2.5: Vertika´ln´ı projekce v obraze. [15]
2.1.4 Konkre´tn´ı metody
V te´to kapitole uva´deˇne´ metody jsou reprezentativn´ım vzorkem prˇ´ıstup˚u. Vsˇechny ostatn´ı
metody zalozˇene´ na zpracova´n´ı obrazu se liˇs´ı kombinacemi pouzˇity´ch zp˚usob˚u zpracova´n´ı
cˇi r˚uzny´mi typy optimalizac´ı, principy detekce vsˇak z˚usta´vaj´ı stejne´.
An Efficient Implementation of the Hough Transform for Detecting Vehicle
License Plates Using DSP
V roce 1995 zverˇejnili Varsha Kamat a Subramaniam Ganesan metodu detekce pozna´vac´ı
znacˇky pomoc´ı Houghovy transformace. Rozhodl jsem se tuto metodu zmı´nit, protozˇe z
tohoto cˇla´nku vycha´z´ı mnoho dalˇs´ıch metod, cozˇ dokazuj´ı zejme´na cˇetne´ citace.
Nejdrˇ´ıve pouzˇili Sobelovu detekci hran na obra´zek ve stupn´ıch sˇedi. Na neˇj pote´ apliko-
vali adaptivn´ı prahova´n´ı, pra´h pocˇ´ıtali z pr˚umeˇrne´ho jasu. Na´sleduje jizˇ zmı´neˇna´ Houghova
transformace k detekci prˇ´ımek v obraze. Ze vsˇech prˇ´ımek byly vybra´ny pouze ty horizonta´ln´ı
a vertika´ln´ı. Z nich pote´ hledaj´ı spojene´ prˇ´ımky do obde´ln´ıku. [19]
Idea´ln´ı nalezeny´ rˇeˇteˇz prˇ´ımek, ktery´ by meˇl detekovat znacˇku by meˇl obsahovat 4 prˇ´ımky
(4 strany obde´ln´ıka) a mus´ı spnˇovat:
• prˇ´ımky naproti sobeˇ maj´ı stejne´ x resp. y sourˇadnice pocˇa´tecˇn´ıho a koncove´ho bodu
(za´lezˇ´ı pokud jsou horizonta´ln´ı cˇi vertika´ln´ı), cozˇ znamena´, zˇe jsou stejne´ dlouhe´
• da´le tyto prˇ´ımky jsou rovnobeˇzˇne´
• prˇile´haj´ıc´ı prˇ´ımky prˇ´ımky jsou v u´hlu 90◦
K testova´n´ı byla pouzˇita staticka´ kamera, zab´ıraj´ıc´ı automobily v konstantn´ım u´hlu.
Prˇesnost detekce nen´ı v cˇla´nku uvedena. Je zrˇejme´, zˇe metoda nen´ı robustn´ı a prˇi testova´n´ı
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Obra´zek 2.6: Na prvn´ım obra´zku je provedena hranova´ detekce, na druhe´m po provedene´
Houghoveˇ transformaci
na sˇiroke´ sˇka´le obra´zk˚u by nemeˇla velky´ u´speˇch. Je to vsˇak jedna z prvn´ıch metod pro
detekci znacˇek.
An Efficient Features Based License Plate Localization Method
Hamid Mahini, Shohreh Kasaei, Faezeh Dorri a Fatemeh Dorri zalozˇili svoji metodu na
klasicke´ kombinaci nalezen´ı kandida´tn´ıch region˚u a jejich oveˇrˇen´ı pomoc´ı vlastnost´ı hledane´
pozna´vac´ı znacˇky. [14] Prˇi hleda´n´ı kandida´tn´ıch region˚u pouzˇ´ıvaj´ı prˇedevsˇ´ım toho, zˇe znacˇka
ma´ mnoho vertika´ln´ıch hran, ktere´ vytva´rˇ´ı tmave´ znaky na sveˇtle´m pozad´ı. Da´le pak take´
toho, zˇe intenzita kazˇde´ho pixelu na znacˇce je te´meˇrˇ stejna´ pro vsˇechny trˇi barevne´ cˇa´sti
(R, G, B), bud’ jsou pixely b´ıle´ nebo cˇerne´.
K nalezen´ı vertika´ln´ıch hran pouzˇ´ıvaj´ı sobelovu vertika´ln´ı masku. Z´ıskane´ hrany jesˇteˇ
vyhlad´ı. K odstraneˇn´ı sˇumu typu ”peprˇ a s˚ul“ pouzˇili 5x5 media´novy´ filtr. Na obra´zku 2.7
je p˚uvodn´ı a zpracova´ny´ obra´zek.
Ke konecˇne´mu nalezen´ı kandida´t˚u jsou jesˇteˇ zapotrˇeb´ı dalˇs´ı dva obra´zky. Prvn´ı vytvorˇili
z p˚uvodn´ıho obra´zku nastaven´ım pixel˚u na 1, pokud jejich intenzita vsˇech trˇ´ı slozˇek (R,G,B)
je shodna´, ostatn´ı nastavili na 0. Druhy´ obsahuje pouze regiony, ktere´ maj´ı sveˇtle´ pozad´ı
(obr. 2.8). Tyto trˇi obra´zky sloucˇili. Vybrali kandida´ty, na ktere´ jesˇteˇ aplikovali prahova´n´ı
(hodnota prahu uvedena nen´ı).
Aby byly z´ıskane´ regiony oznacˇeny jako pozna´vac´ı znacˇka, mus´ı splnit na´sleduj´ıc´ı krite´ria:
• region nesmı´ by´t prˇ´ıliˇs maly´
• tvar regionu by meˇl by´t podobny´ obde´ln´ıku a pomeˇr mezi sˇ´ıˇrkou a vy´sˇkou mus´ı by´t
mezi 2 azˇ 10.
• pr˚umeˇrna´ intenzita mus´ım by´t dostatecˇneˇ sveˇtla´
• region by se nemeˇl doty´kat okraje obra´zku
• natocˇen´ı regionu nesmı´ by´t veˇtsˇ´ı jak 35%
Testova´n´ı metody bylo prova´deˇno na sadeˇ obra´zk˚u o velikosti 800x600 pixel˚u zachy-
cuj´ıc´ı rea´lne´ sce´ny. Obra´zky byly porˇ´ızeny za r˚uzny´ch poveˇtrnost´ıch podmı´nek, z r˚uzny´ch
u´hl˚u, vzda´lenost´ı a za r˚uzne´ho osveˇtlen´ı v u´myslu vytvorˇen´ı co mozˇna´ nejˇsirsˇ´ı sˇka´ly dat
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Obra´zek 2.7: Pu˚vodn´ı z zpracovany´ obra´zek. [14]
(podle autor˚u). Autorˇi vyzdvihuj´ı vlastnost algoritmu detekovat i znacˇky uzˇ od velikosti
1/50 velikosti p˚uvodn´ıho obra´zku (prˇi velke´m rozliˇsen´ı, jinak je hranice vy´sˇky znacˇky 10px).
Ostatn´ı podobne´ metody se pohybuj´ı okolo hranice 5% velikosti obrazu cˇi tuto vlastnost
v˚ubec neminˇuj´ı.
Metoda byla otestova´na na 269 obra´zc´ıch, 13 z nich zˇa´dnou znacˇku neobsahovaly. Algo-
ritmus v teˇchto 13 obra´zc´ıch zˇa´dnou znacˇku nedetekoval, ve zbyly´ch byl u´speˇsˇny´ z 96.5%.
Rychlost se pohybuje kolem 300ms/obra´zek. Na za´veˇr je zd˚urazneˇna robustnost algoritmu
v˚ucˇi rozd´ılny´m sveˇtelny´m podmı´nka´m, st´ın˚um, maly´m obra´zk˚um a natocˇen´ı.
Vehicle License Plate Location Based on Histogramming and Mathematical
Morphology
Tato metoda reprezentuje skupinu metod vyuzˇ´ıvaj´ıc´ı histogramy obrazu. Popsali ji Feng
Yang a Zheng Ma. [10] Pozna´vac´ı znacˇku detekuj´ı ve cˇtyrˇech fa´z´ıch:
• hruba´ detekce region˚u zalozˇena´ na zpracova´n´ı histogramu
• extrakce kandida´tn´ıch region˚u
• urcˇen´ı vertika´ln´ı polohy znacˇky za pomoc´ı matematicke´ morfologie
• prˇesne´ urcˇen´ı polohy znacˇky pomoc´ı prˇ´ıznak˚u pozna´vac´ı znacˇky
Diagram 2.9 zna´zornˇuje pr˚ubeˇh pouzˇite´ho algoritmu. V prvn´ı cˇa´sti se vyuzˇije toho, zˇe
znacˇka se skla´da´ z cˇerny´ch p´ısmen na b´ıle´m pozad´ı, cˇili po prˇevodu obra´zku do stupnˇ˚u sˇedi
maj´ı jinou hodnotu. Vypocˇ´ıta´me pr˚umeˇrnou zmeˇnu gradientu. V mı´stech neˇjveˇtsˇ´ıho vy´skytu
prˇechod˚u lze ocˇeka´vat pozna´vac´ı znacˇku (obr. 2.10). Takto ”hrubeˇ“ lze nale´st kandida´tn´ı
regiony. Vertika´ln´ı gradient lze snadno vypocˇ´ıtat ze vzorce
gv(i, j) = |f(i, j a 1)− f(i, j)|. (2.6)
Z obra´zku 2.10 je patrne´, zˇe region obsahuj´ıc´ı znacˇku bude mı´t velkou hodnotu hori-
zonta´ln´ı projekce. Horizonta´ln´ı projekce vertika´ln´ıho gradientu je zna´zorneˇna na grafu 2.11.
Jak je ovsˇem videˇt z grafu, nen´ı snadne´ vybrat jednoznacˇneˇ jeden vrchol, ktery´ by detekoval
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Obra´zek 2.8: a)hrany po konvoluci b)kandida´tmn´ı regiony c)zpracova´vane´ kandida´tn´ı regi-
ony d)umı´steˇn´ı znacˇky [14]
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znacˇku v obraze. Proto je pouzˇit Gaussovy´ filtr, jehozˇ vy´stup je na obra´zku 2.12. Po pouzˇit´ı
filtru je jizˇ mozˇne´ urcˇit vrchol krˇivky.
K z´ıska´n´ı kandida´tn´ıch region˚u nyn´ı pouzˇili dveˇ vlastnosti znacˇek. Pozna´vac´ı znacˇka
lezˇ´ı nejcˇasteˇji ve spodn´ı obrazu a maxima v horizonta´ln´ı projeci znacˇ´ı mozˇnou horizonta´ln´ı
polohu znacˇky. C´ılem je tedy nale´st maxima a minima jednotlivy´ch vln krˇivky, porovnat je
a z´ıskat nejpravdeˇpodopneˇjˇs´ı horizonta´ln´ı pozici znacˇek. Z p˚uvodn´ıho obra´zku je vyrˇ´ıznut
pruh s potencia´ln´ı znacˇkou (obr. 2.13).
Stejneˇ jako provedli horizonta´ln´ı projekci vertika´ln´ıho gradientu, pouzˇili postupneˇ na
vsˇechny kandida´tn´ı regiony vertika´ln´ı projekci horizonta´ln´ıho gradientu. Matematicka´ mor-
fologie je nelinea´rn´ı filtr k odstraneˇn´ı sˇumu, extrakci prˇ´ıznak˚u a cˇlenen´ı obrazu. Za´kladn´ı
operace jsou eroze a dilatace. Oznacˇili vertika´ln´ı projekci p´ısmenem A, pouzˇili jedno-
dimenziona´ln´ı prvek B k dilataci prvku A. Vy´sledek oznacˇili jako C. Pote´ oznacˇili prvek D
urcˇeny´ k erozi prvku C prˇi vy´sledku E.
K pozdeˇjˇs´ımu vykreslen´ı znacˇky, ke zrychlen´ı a zvy´sˇen´ı prˇesnosti detekce, vybrali struk-
turu slozˇky podle geometricky´ch vlastnost´ı vlastn´ı pozna´vac´ı znacˇky. Prˇedpokla´dali, zˇe
maxima´ln´ı mezera mezi znaky na znacˇce bude a, vy´sˇka znak˚u potom 4B. De´lka struktury
B by meˇla by´t (2a+1) a struktury D (2b+1). Z rˇady test˚u vysˇla hodnota a = 15 a b = 10.
Vy´sledek teˇchto operac´ı je zna´zorneˇn na grafu 2.14.
Na´sledneˇ provedli prahova´n´ı s prahem t = 1.23 (hodnota urcˇena prˇi testova´n´ı) a vytvorˇ´ı
cˇernob´ıly´ obraz (obr. 2.15). Prˇi pr˚uchodu se zapamatuj´ı prˇechody mezi b´ılou a cˇernou a z
nich se vypocˇ´ıtaj´ı sˇ´ıˇrky potencia´ln´ıch znacˇek, ty s malou odstran´ı. Da´le se odstran´ı i regiony
s prˇ´ıliˇs maly´m cˇi prˇ´ıliˇs velky´m pomeˇrem vy´sˇky a sˇ´ıˇrky. Zbyle´ regiony obsahuj´ı pozna´vac´ı
znacˇku.
Metodu testovali na 360 obra´zc´ıch r˚uzny´ch sce´n a s odliˇsny´mi podmı´nkami rea´lne´ho sveˇta
(natocˇen´ı, osveˇtlen´ı, atd.). Velikost testovac´ıch obra´zk˚u byla 600x450px. Prˇesnost detekce
uda´vaj´ı 97.78%. Prˇi osmi obra´zc´ıch detekce selhala. O rychlosti se v cˇla´nku nezminˇuj´ı.
2.2 Metody zalozˇene´ na AdaBoostu
Jako prˇ´ıklad zde mu˚zˇeme uve´st metodu prezentovanou L. Dlagnekovem ”License Plate
Detection Using AdaBoost“. [5] Zaby´va´ se proble´mem, jak dobrˇe lze metody zalozˇene´ na
detekci objekt˚u vyuzˇ´ıvaj´ıc´ı rozpozna´va´n´ı textu a detekci oblicˇeje vyuzˇ´ıt v proble´mu de-
tekce pozna´vac´ıch znacˇek. Silny´ klasifika´tor tre´novany´ AdaBoost algoritmem slouzˇ´ı k roz-
pozna´va´n´ı cˇa´st´ı obra´zku se znacˇkou a bez n´ı.
2.2.1 Sada dat
Podle cˇla´nku byla pouzˇita sada 1500 obra´zk˚u. Normalizace pouzˇita nebyla, protozˇe nemeˇla
prˇ´ıliˇsny´ vliv na vy´sledky a je vy´pocˇetneˇ na´rocˇneˇjˇs´ı. Prˇ´ıklady negativn´ıch region˚u (neobsahuj´ı
znacˇku) o velikosti 45 x 15 px, byly z´ıska´ny na´hodneˇ z obra´zk˚u, o ktery´ch se v´ı, zˇe neobsahuj´ı
pozna´vac´ı znacˇku. Teˇch pouzˇili 5431.
2.2.2 Vy´beˇr prˇ´ıznak˚u
AdaBoost (Adaptive Boosting) je metoda, ktera´ umozˇnuje vhodne´ spojen´ı neˇkolika slaby´ch
klasifika´tor˚u do jednoho tzv. silne´ho klasifika´toru. Vytva´rˇ´ı klasifikace dle soucˇtu vah vy-
brany´ch slaby´ch klasifika´tor˚u. Vstupem slaby´ch klasifika´tor˚u mu˚zˇe by´t pouze jeden prˇ´ıznak
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Obra´zek 2.9: Diagram popisuj´ıc´ı pr˚ubeˇh algoritmu. [10]
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Obra´zek 2.10: Vertika´ln´ı gradient obra´zku. [10]
Obra´zek 2.11: Horizonta´ln´ı projece vertika´ln´ı gradientu. [10]
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Obra´zek 2.12: Horizonta´ln´ı projekce po Gaussoveˇ filtru. [10]
Obra´zek 2.13: Kandida´tn´ı region. [10]
Obra´zek 2.14: Vertika´ln´ı projekce po proveden´ı dilatace a eroze. [10]
Obra´zek 2.15: Binary image. [10]
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Obra´zek 2.16: Prˇ´ıklad prˇ´ıznak˚u vybrany´ch AdaBoostem. [5]
Obra´zek 2.17: Prˇ´ıklad prˇ´ıznak˚u vybrany´ch AdaBoostem. [5]
a odpoveˇd’ mus´ı by´t alesponˇ o neˇco lepsˇ´ı nezˇ na´hodne´ rozhodnut´ı.
Viola a Jones vyuzˇ´ıvaj´ı Haarovy prˇ´ıznaky, kde je vypocˇ´ıta´n soucˇet intenzit pixel˚u v dane´
obde´ln´ıkove´ cˇa´sti obra´zku. Je zˇa´douc´ı vybrat prˇ´ıznaky, ktere´ vytva´rˇej´ı stejne´ vy´sledky na
vsˇechny sn´ımky s pozna´vac´ı znacˇkou a jsou dostatecˇneˇ r˚uzne´ od obra´zk˚u bez znacˇky. Pro
zpracova´n´ı bylo urcˇeno 2400 prˇ´ıznak˚u, varianty Haarovy´ch prˇ´ıznak˚u, ale v´ıce generalizovane´.
Nakonec bylo vybra´no 100 prˇ´ıznak˚u, prˇ´ıklady neˇktery´ch prvn´ıch prˇ´ıznak˚u na obra´zku 2.16.
Na obra´zku 2.17 je zna´zorneˇna chyba silne´ho klasifika´toru na tre´nova´c´ı sadeˇ.
2.2.3 Shrnut´ı
Dlagnekov rovneˇzˇ vyzkousˇel optimalizaci Violy a Jonese s kaska´dovy´m usporˇa´da´n´ım klasi-
fika´tor˚u. Kazˇdy´ ma´ jine´ false-positive a false-negative hodnocen´ı, cozˇ urychluje prohleda´va´n´ı
segment˚u obra´zku. Kv˚uli cˇasove´ na´rocˇnosti algoritmu vsˇak nebyla tato prˇesneˇjˇs´ı optimali-
zace implementova´na. [16]
Na testovac´ıch datech byla dosazˇena prˇesnost 95.6% prˇi 5.7% false-positive. False-
positive (tedy regiony oznacˇene´ jako znacˇky, ktere´ znacˇku neobsahuj´ı) byly redukova´ny
pomoc´ı shlukova´n´ı region˚u do skupin a vyloucˇen´ı skupin s me´neˇ cˇleny. Da´le byly pouzˇity
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Obra´zek 2.18: False-negative detekce vzhledem k u´hlu natocˇen´ı. [11]
filtry zalozˇene´ na barevne´m obsahu, jelikozˇ veˇtsˇina false-positive byla zp˚usobena vegetac´ı,
ktera´ ma´ velkou zelenou slozˇku.
2.3 Metody zalozˇene´ na rozpozna´n´ı extre´mn´ıch region˚u
Extre´mn´ı region je ohranicˇena´ skupina pixel˚u, ktera´ ma´ nizˇsˇ´ı nebo vysˇsˇ´ı jas (loka´ln´ı extre´m)
nezˇ okol´ı po cele´m obvodu. S metodou pouzˇit´ı deskriptory extre´mn´ıch region˚u prˇiˇsli Jiˇr´ı
Matas a Karel Zimmermann z CˇVUT. V cˇla´nku s na´zvem ”Unconstrained Licence Plate
and Text Localization and Recognition“ upravili MSER detektor (viz. 3.1.5) k detekci
pozna´vac´ıch znacˇek. [11]
Nejdrˇ´ıve detekuj´ı extre´mn´ı regiony. Proces vy´cˇtu region˚u je prˇiblizˇneˇ linea´rneˇ slozˇity´ k
pocˇtu pixel˚u v obrazu a prˇiblizˇna´ rychlost je 10 sn´ımk˚u za sekundu prˇi velikosti 700x500px.
Proble´m je vsˇak urcˇit ze vsˇech region˚u ty relevantn´ı. Metoda je zalozˇena na rozpozna´n´ı
extre´mn´ıch region˚u, ktere´ mohou by´t p´ısmena. Ze vsˇech region˚u vyb´ıra´ relevantn´ı regiony
klasifika´tor (tre´novany´ AdaBoostem), ktery´ byl tre´nova´n v tomto prˇ´ıpadeˇ na 1600 znac´ıch.
Popsa´n´ı a ohodnocen´ı region˚u prob´ıha´ v konstantn´ım cˇase. Nejveˇtsˇ´ı mnozˇstv´ı teˇchto za
sebou jdouc´ıch region˚u je oznacˇeno jako znacˇka, krite´riem je hlavneˇ mnozˇstv´ı veˇtsˇ´ı nezˇ 3 a
konstantn´ı vy´sˇka.
Uvedena´ prˇesnost je 98%, ovsˇem test byl proveden pouze na 70 obra´zc´ıch. False-positive
byla 1 ve 20 obra´zc´ıch bez znacˇky. Rychlost celkove´ detekce je 1.1s prˇi velikosti obra´zku
640x480px a 0.25s prˇi velikosti 320x240px. Hlavn´ı prˇednost´ı te´to metody by meˇla by´t robust-
nost v˚ucˇi natocˇen´ı znacˇky. Tabulka zachycuj´ıc´ı mı´ru false-negative (tedy nezdetekovany´ch
znacˇek) v za´vislosti na u´hlu natocˇen´ı znacˇky je uveden v tabulce 2.18. Da´le uva´deˇj´ı, zˇe
metoda doka´zˇe zdetekovat znacˇky jizˇ od velikosti 7-8 pixel˚u, cozˇ by v tomto smeˇru prˇedcˇ´ı
vsˇechny jizˇ zmı´neˇne´ metody. Metoda da´le doka´zˇe nale´st i zcˇa´sti zakrytou znacˇku (obr.2.19).
2.3.1 Shrnut´ı
Je velmi obt´ızˇne´ porovna´vat jednotlive´ uvedene´ cˇi prˇ´ıbuzne´ metody, jelikozˇ nebyly meˇrˇeny
na stejne´ testovac´ı sadeˇ. Kazˇdy´ cˇla´nek (psany´ autory) vychvaluje poctiveˇ dany´ prˇ´ıstup,
vyzdvihuje robustnost a prˇesnost metody. Z cˇla´nku nav´ıc nelze metody spolehliveˇ prˇevz´ıt,
autorˇi si chra´n´ı sve´ know-how, veˇtsˇinou se jedna´ o nastaven´ı promeˇnny´ch, pouzˇity´ch para-
metrech konvolucˇn´ıch matic, atd. T´ım je ovsˇem znemozˇneˇno porovna´n´ı metod.
Prˇesto lze urcˇit prˇesnost metod okolo 95%, pokrocˇile´ metody jsou jizˇ robustn´ı v˚ucˇi
osveˇtlen´ı, natocˇen´ı cˇi r˚uzny´m st´ın˚um. Prˇedevsˇ´ım u metod zalozˇeny´ch na zpracova´n´ı obrazu
potom rychlost za´lezˇ´ı na velikosti obrazu, ale obecneˇ se pohybuje okolo 1-5 sn´ımk˚u za
sekundu. Samozrˇejmeˇ hodneˇ za´lezˇ´ı na pouzˇite´m hardwarove´m zarˇ´ızen´ı.
17
Obra´zek 2.19: Zcˇa´sti zakryta´ znacˇka. [11]
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Kapitola 3
Visua´ln´ı slova pro detekci
Jak je z prˇedchoz´ı kapitoly zrˇejme´, metod k detekci pozna´vac´ı znacˇky existuje velka´ rˇada.
Jelikozˇ nen´ı c´ılem me´ pra´ce pouze implementovat cˇi oveˇrˇit neˇkterou z uvedeny´ch metod,
pokus´ım se vyuzˇ´ıt neˇkolik typ˚u loka´ln´ıch detektor˚u 3.1. Ve spojen´ı s jizˇ zna´mou metodou
obecne´ho rozpozna´va´n´ı objekt˚u v obraze, tzv. ”general object detection and classification“
[7], bych je ra´d vyzkousˇel pro detekci znacˇek. C´ılem tedy bude porovnat a zjistit, ktere´
loka´ln´ı detektory jsou pro detekci znacˇky v obraze vhodne´ a ktere´ nikoliv.
Konkre´tneˇ se jedna´ o metodu, kdy se z tre´novac´ıch dat z´ıskaj´ı vektory prˇ´ıznak˚u vy´znacˇny´ch
bod˚u z´ıskany´ch detektory a z nich se pote´ shlukova´n´ım vytvorˇ´ı vizua´ln´ı slovn´ık. Takovy´
slovn´ık obsahuje veˇtsˇinou neˇkolik tis´ıc slov a je posle´ze pouzˇit pro detekci znacˇky v obraze.
V te´to kapitole bude vysveˇtlen teoreticky´ za´klad pouzˇity´ch loka´ln´ıch detektor˚u a na´sledne´
cele´ho budouc´ıho klasifika´toru. Popsa´ny budou detailneˇ vsˇechny d´ılcˇ´ı cˇa´sti aplikace vcˇetneˇ
jejich vy´znamu a principu pouzˇit´ı.
Podle anotac´ı tre´novac´ıch dat mu˚zˇeme u kazˇde´ho slova ve slovn´ıku urcˇit pravdeˇpodobnost,
s jakou popisuje na´mi hledany´ objekt. Detekce je pote´ zalozˇena na nalezen´ı ”nejblizˇsˇ´ıho
slova“ k z´ıskane´mu prˇ´ıznakove´mu vektoru vy´znacˇny´ch bod˚u z´ıskany´ch detektory. T´ım zjist´ıme
i pravdeˇpodobnost, se kterou se dany´ bod vyskytuje v hledane´m objektu, v nasˇem prˇ´ıpadeˇ
ve znacˇce.
3.1 Loka´ln´ı detektory
Jak bylo naznacˇeno v u´vodu cele´ te´to kapitoly, pro detekci se vyuzˇij´ı vy´znacˇne´ body, ktere´
jsou detekova´ny loka´ln´ımi detektory. Jelikozˇ vsˇechny detektory hledaj´ı jine´ druhy bod˚u v
obraze, vyzkousˇ´ım a porovna´m v´ıce z nich. Tato kapitola tedy tvorˇ´ı nezbytny´ teoreticky´
u´vod k jednotlivy´m nejzna´meˇjˇs´ım loka´ln´ım detektor˚um.
Zameˇrˇ´ım se na peˇt typ˚u detektor˚u: detektory zalozˇeny na normalizaci okolo Harrisovy´ch
bod˚u (Harris-affine) 3.1.1, detektory zalozˇeny na detekc´ıch hran EBR (3.1.2) a hleda´n´ı
extre´mu˚ intenzity IBR (3.1.3). Da´le uvedu a srovna´m detektory a deskriptory SIFT a
SURF (3.1.4). [6] Na za´veˇr uvedu jesˇteˇ pro srovna´n´ı i detektor MSER, ktery´ byl pouzˇit pro
detekci znacˇky, jak je popsa´no v cˇa´sti 2.3. Ten ovsˇem nedetekuje vy´znacˇne´ body, ale cele´
regiony. Nebyl tak v pro na´slednou detekci vyuzˇit.
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Obra´zek 3.1: Harris-affine regions. [6]
3.1.1 Harris-affine
Detektory oznacˇovane´ jako ”Harris-affine“ vyb´ıraj´ı vy´znacˇne´ body (rohove´) v obraze, pote´
provedou analy´zu Gaussova prostoru a na za´veˇr afin´ı normalizaci vyuzˇ´ıvaj´ıc´ı iterativn´ı
”adaptive shape adaptation“ algoritmus k urcˇen´ı prˇesne´ho tvaru elipsy. [12]
Rohovy´ bod je charakteristicky´ vy´raznou zmeˇnou intenzity ve v´ıce smeˇrech. Harris-
Laplace detektor kombinuje tradicˇn´ı 2D Harris˚uv detektor vy´znacˇny´ch bod˚u s Gaussovsky´m
popisem prostoru za u´cˇelem vytvorˇen´ı prostoroveˇ invariantn´ıho detektoru.
Na tomto prˇedpokladu je postavena na´sleduj´ıc´ı matice (oznacˇova´na jako autokorelacˇn´ı):
M = µ(x, σ1, σD) =
∣∣∣∣ µ11 µ12µ21 µ22
∣∣∣∣ = σ2Dg(σI) ∗ ∣∣∣∣ I2x(x, σD) IxIy(x, σD)IxIy(x, σD) I2y (x, σD)
∣∣∣∣ , (3.1)
kde g(σD) je gaussovske´ ja´dro s vahou σD, I(x) je gaussovsky vyhlazeny´ obraz. Ix(x, σD)
je derivace v dane´m smeˇru aplikova´na na vyhlazeny´ obraz vypocˇ´ıta´na pouzˇit´ım gaussova
ja´dra s vahou σD.
Da´le je pomoc´ı iteracˇn´ı algoritmu (zverˇejneˇne´ho Lindenbergem v roce 1998) je urcˇena cha-
rakteristicky´ vy´znam pro vsˇechny nalezene´ body. Dalˇs´ım iteracˇn´ım algoritmem najdeme
afin´ı elipticky´ region, ktery´ popisuje dany´ vy´znacˇny´ bod. Prˇ´ıklad region˚u jsou na obra´zku
3.1.
3.1.2 EBR
EBR je zkratka spojen´ı ”An Edge-based Region Detector“. Tato kapitola tedy popisuje de-
tekci afin´ıch kovariantn´ıch region˚u vyuzˇ´ıvaj´ıc´ı hrany v obraze. Hrany jsou pomeˇrneˇ stabiln´ı
prˇ´ıznak, ktere´ lze detekovat ve velke´m rozsahu natocˇen´ı cˇi osveˇtlen´ı obrazu. Nav´ıc vyuzˇit´ım
geometrie hran pocˇet dimenz´ı proble´mu lze vy´znamneˇ sn´ızˇit, dokonce azˇ na jednu dimenzi.
[18]
V praxi se vycha´z´ı z vy´znacˇny´ch bod˚u z´ıskany´ch Harrisovy´m detektorem a prˇ´ıslusˇny´ch
hran extrahovany´ch pomoc´ı Cannyho detektoru. Na prˇ´ıkladu 3.2 je na hraneˇ l vyznacˇen
vy´znamny´ bod (roh) p a k neˇmu dva body p1 a p2, pro ktere´ plat´ı:
li =
∫
abs(|p(1)i (si)p− pi(si)|)dsi, (3.2)
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Obra´zek 3.2: Rohovy´ bod. [18]
kde si je parametr krˇivky, p
(1)
i (si) je prvn´ı derivace pi(si), abs() znacˇ´ı absolutn´ı hodnotu
a | . . . | determinant. Tedy c´ılem je nale´st takove´ body, kde plocha mezi prˇ´ımy´m spojen´ım
< p, p1 > a prˇ´ıslusˇnou krˇivkou mezi body je rovna plosˇe mezi prˇ´ımy´m spojen´ım < p, p2 >
a prˇ´ıslusˇnou krˇivkou (tedy l1 = l2).
Vy´sledneˇ tedy pro kazˇdou hodnotu l, dva body p1 a p2 a roh p definujeme rovnobeˇzˇn´ık. Z
takto zjiˇsteˇne´ skupiny rovnobeˇzˇn´ık˚u vybereme jeden, pro neˇhozˇ procha´z´ı na´sleduj´ıc´ı formule
extre´mem:
Inv1 = abs(
|p1 − pgp2 − pg|






























Mnpq je n-te´ho rˇa´du a (p+g)-te´ho stupneˇ vypocˇ´ıtane´ho nad dany´m regionem δ(l). pg je
teˇzˇiˇsteˇ regionu pocˇ´ıta´no skrz intenzitu I(x, y) a q je druhy´ roh rovnobeˇzˇn´ıku nezˇ nalezeny´
bod p.
Proble´mem jsou prˇ´ıme´ hrany (prˇ´ımky), u ktery´ch je obsah plochy mezi prˇ´ımy´m spojen´ım
bod˚u a krˇivkou u vsˇech bod˚u rovna 0. V teˇchto prˇ´ıpadech lze vsˇak jednodusˇe pouzˇ´ıt metodu
oznacˇuj´ıc´ı pr˚usecˇ´ıky dvou prˇ´ımek. Prˇ´ıklad detekce pomoc´ı EBR je na obra´zku 3.3
3.1.3 IBR
IBR je zkratka spojen´ı ”Intensity Extrema-Based Region Detector“, oznacˇuje tedy zp˚usob
detekce region˚u zalozˇeny´ch na hleda´n´ı extre´mu˚ intenzity v obraze. Konkre´tneˇ hledaj´ı re-
giony, ktere´ zacˇ´ınaj´ı v mı´stech loka´ln´ıch extre´mu˚ intenzity a da´le prozkouma´va´ okol´ı v
paprsc´ıch. Nelezene´ regiony jsou oznacˇeny elipsou co mozˇna´ nejlepsˇ´ıho tvaru. [18]









Obra´zek 3.3: EBR [6]
Obra´zek 3.4: IBR [6]
kde t je libovolny´ parametr paprsku, I(t) je intenzita na pozici t, I0 je intenzita extre´mu a d
je male´ cˇ´ıslo, ktere´ ma´ zabra´nit deˇlen´ı nulou. Typicky metoda doka´zˇe zdetekovat prˇedevsˇ´ım
regiony, ve ktery´ch prudce klesa´ cˇi stoupa´ intenzita. Pote´ jsou vybra´ny pouze body, pro neˇzˇ
zmı´neˇna´ funkce dosa´hne maxima, vytvorˇ´ı se tak robustn´ı detektor. Na za´veˇr je veˇtsˇinou
nepravidelny´ region ohranicˇen elipsou, jak je videˇt na obra´zku 3.4.
3.1.4 SIFT a SURF
Tuto podkapitolu veˇnuji detektor˚um a deskriptor˚um SIFT (Scale-invariant feature trans-
form) a SURF (Speeded Up Robust Feature). Algoritmus SIFT publikoval David Lowe v
roce 2004, SURF Herbert Bay a spol. v roce 2006. Obeˇ metody nejsou zalozˇeny pouze
na detekci vy´znacˇny´ch bod˚u v obraze, ale snazˇ´ı se vytvorˇit i invariantn´ı deskriptor. Ty se
pote´ nejcˇasteˇji pouzˇ´ıvaj´ı pro nalezen´ı odpov´ıdaj´ıc´ıch cˇa´st´ı mezi dveˇma obra´zky zachycuj´ıc´ı
stejnou sce´nu.
Nejdrˇ´ıve vyberou v obraze vy´znacˇne´ body, jako jsou rohy, tecˇky cˇi T-spojen´ı. Nejceneˇjˇs´ı
vlastnost detektor˚u je jeho opakovatelnost, tedy zˇe doka´zˇ´ı nale´st opakovaneˇ stejny´ bod
v r˚uzny´ch zobrazen´ıch (naprˇ. jiny´ u´hel pohledu). Na´sledneˇ je okol´ı bod˚u reprezentova´no
vektorem prˇ´ıznak˚u. Prˇ´ıznaky mus´ı by´t vy´razne´, relativneˇ lehce extrahovatelne´, a mus´ı by´t
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Obra´zek 3.5: MSER [6]
pomoc´ı nich mozˇne´ spra´vneˇ identifikovat dany´ objekt s co mozˇna´ nejnizˇsˇ´ı pravdeˇpodobnost´ı
za´meˇny.
SIFT k detekci bodu vyuzˇ´ıva´ Gaussovu funkci (Difference of Gaussian - DoG). Po
nalezen´ı umı´steˇn´ı bod˚u, je u kazˇde´ho popsa´na jeho orientace, cozˇ zajiˇstuje rotacˇn´ı invarianci.
Body jsou popsa´ny skrz sve´ okol´ı, deskriptor vytvorˇ´ı 128 prvkovy´ normalizovany´ prˇ´ıznakovy´
vektor.
SURF pote´ nacha´z´ı vy´znacˇne´ body pomoc´ı ”rychle´ Hessianovy matice“ (Fast-Hessian
matrix), ktera´ je vycha´z´ı z Harrisovy matice 3.1.1. A vektor, ktery´m se popisuj´ı body, ob-
sahuje 64 floatovy´ch hodnot, ktere´ rovneˇzˇ mohou by´t rozsˇ´ıˇreny na 128.
Pocˇet nalezeny´ch vy´znacˇny´ch bod˚u je obecneˇ veˇtsˇ´ı pro SIFT, ovsˇem kvalitou se te´meˇrˇ
shoduj´ı. [8] Test potvrdil 95% odolnost v˚ucˇi natocˇen´ı. Rovneˇzˇ srovna´n´ı metod v ostatn´ıch
krite´ri´ıch je zna´zorneˇno na na´sleduj´ıc´ıch grafech. V souhrnu byl oznacˇen SIFT jako o neˇco
ma´lo prˇesneˇjˇs´ı nezˇ SURF, ktery´ je ovsˇem vy´razneˇ rychlejˇs´ı.
3.1.5 MSER
MSER je zkratka ”Maximally Stable Extremal Region Detector“, oznacˇuje tedy detek-
tory hledaj´ıc´ı maxima´lneˇ stabiln´ı extre´mn´ı regiony. Extre´mn´ı v tomto prˇ´ıpadeˇ znamena´, zˇe
vsˇechny pixely v regionu maj´ı bud vysˇsˇ´ı (sveˇtle´) nebo nizˇsˇ´ı (tmave´) intenzitu nezˇ vsˇechny
ohranicˇuj´ıc´ı pixely. Maxima´lneˇ stabiln´ı pote´ popisuje optimalizaci prˇi procesu vy´beˇru. [9]
Vy´beˇr sady extre´mn´ıch region˚u  je slozˇitost´ı te´meˇrˇ linea´rn´ı s pocˇtem pixel˚u v obraze.
Nejdrˇ´ıve jsou pixely serˇazeny podle intenzity, da´le jsou oznacˇeny v obraze (bud’ v klesaj´ıc´ım
nebo vzestupne´m porˇad´ı). Sloucˇen´ı jednotlivy´ch ploch se prova´d´ı pomoc´ı ”union-find“ algo-
ritmu. Beˇhem hleda´n´ı region˚u se ukla´da´ plocha vsˇech spojeny´ch cˇa´st´ı jako funkce intenzity.
MSER jsou cˇa´sti obrazu, kde loka´ln´ı dvojice jsou stejneˇ ohodnoceny prˇes velky´ rozsah
prah˚u. Jiny´mi slovy je mezi jednotlivy´mi pixely maly´ rozd´ıl intenzity, t´ım jsou ”maxima´lneˇ
stabiln´ı“.
Detekce MSER souvis´ı tedy s prahova´n´ım, nicme´neˇ se nehleda´ zˇa´dny´ globa´ln´ı cˇi op-
tima´ln´ı pra´h. Vsˇechny prahy jsou vyhodnoceny jednotliveˇ pro kazˇdy´ spojeny´ u´tvar. Vy´sledkem
MSER detektoru tedy nen´ı bina´rn´ı obraz (kde pixely jsou bud’ nad prahem nebo pod n´ım).
Prˇ´ıklad MSER region˚u jsou na obra´zku 3.5.
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3.2 Vizua´ln´ı slovn´ık
V na´sleduj´ıc´ı podkapitola´ch pop´ıˇsi teoreticke´ za´klady jednotlivy´ch cˇa´st´ı tvorby slovn´ık˚u z
vektor˚u prˇ´ıznak˚u z´ıskany´ch loka´ln´ımi detektory a deskriptory.
Jak jizˇ bylo naznacˇeno, vizua´ln´ı slovn´ıky se vytvorˇ´ı ze vsˇech tre´novac´ıch a oanotovany´ch
dat a na´sledneˇ budou slouzˇit k detekova´n´ı znacˇky v obraze.
Nejprve je mozˇne´ redukovat dimenzi dat prˇ´ıznakovy´ch vektor˚u pomoc´ı PCA. Pote´ se
pomoc´ı shlukovac´ı metody vytvorˇ´ı slovn´ıky.
3.2.1 Analy´za hlavn´ıch komponent (PCA)
Deskriptory SIFT a SURF popisuj´ı body z´ıskane´ pomoc´ı loka´ln´ıch detektor˚u 128 prvkovy´mi
vektory prˇ´ıznak˚u. To je pro nasˇe pouzˇit´ı prˇ´ıliˇs, vy´pocˇet trˇ´ıd (shluk˚u) by byl extre´mneˇ cˇasoveˇ
a pameˇt’oveˇ na´rocˇny´. Proto se pouzˇije metoda PCA, ktera´ analyzuje data a redukuje dimenzi
vektoru prˇ´ıznak˚u s minima´ln´ı ztra´tou informace v datech. Je zalozˇena na transformaci
sourˇadne´ho syste´mu - nalezen´ı specia´ln´ı ortonorma´ln´ı ba´ze prostoru, ve ktere´m jsou data
umı´steˇna. [21]
Vektory hledane´ ortonorma´ln´ı ba´ze jsou usporˇa´da´ny tak, zˇe prvn´ı urcˇuje smeˇr obsa-
huj´ıc´ı nejveˇtsˇ´ı mozˇnou jednorozmeˇrnou informaci v datech a ve smeˇru posledn´ıho ba´zove´ho
vektoru je obsah informace v datech minima´ln´ı. [17]
PCA obsahuje na´sleduj´ıc´ı kroky:
1. usporˇa´da´ data do matice rxs, kde rˇa´dky obsahuj´ı jednotliva´ pozorova´n´ı (v nasˇem
prˇ´ıpadeˇ vektor prˇ´ıznak˚u jednotlivy´ch bod˚u) a sloupce odpov´ıdaj´ı meˇrˇeny´m velicˇina´m.
2. Vypocˇ´ıta´ pro kazˇdou dimenzi (meˇrˇenou velicˇinu) pr˚umeˇr hodnot, z´ıska´me tedy pr˚umeˇrny´
vektor dat (pr˚umeˇrny´ rˇa´dek X). Od kazˇde´ polozˇky matice pote´ odecˇte pr˚umeˇr v
dane´ dimenzi (vy´sledkem je matice X), vy´sledne´ polozˇky tedy znamenaj´ı odchylku od
pr˚umeˇru. Pr˚umeˇr jednotlivy´ch sloupc˚u je tedy 0.
3. vy´pocˇ´ıta´ kovariancˇn´ı matici C = 1(r−1)X
T .X, kde X* znacˇ´ı zmı´neˇnou matici odchylek
od pr˚umeˇr˚u.
4. Spocˇ´ıta´ eigenvalues (”vlastn´ı cˇ´ısla“) a eigenvectors (”vlastn´ı vektory“) kovariancˇn´ı
matice C. Tyto vlastn´ı vektory jsou jednotkove´, jejich de´lka je 1. T´ım z´ıska´me infor-
mace o rozlozˇen´ı prˇ´ıznak˚u v datech.
5. Pokud serˇad´ıme vlastn´ı cˇ´ısla usporˇa´dana´ v absolutn´ı hodnoteˇ podle velikosti od
nejveˇtsˇ´ıho k nejmensˇ´ımu, zjist´ıme, ktere´ vektory nesou nejmensˇ´ı informaci (ty s nejmensˇ´ı
hodnoutou eigenvalue). Pote´ se vybere pocˇet n komponent (n uda´va´ pocˇet dimenz´ı
dat) a sestav´ı transformacˇn´ı matici Tn typu rxn obsahuj´ıc´ı prvn´ıch n vlastn´ıch vektor˚u
kovariancˇn´ı matice C ve sloupc´ıch.
6. Redukuje p˚uvodn´ı data (ortogona´lneˇ je promı´tne do podprostoru generovane´ho hlavn´ımi
komponentami) Zn = XTn. Z´ıska´me redukovana´ p˚uvodn´ı data z hlediska vypocˇ´ıtany´ch
vlastn´ıch vektor˚u.
7. Rekonstruuje redukovana´ vycentrovana´ data Y = ZT tn
8. Rekonstruuje p˚uvodn´ı data Y = Y ∗+1.xT
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Matice Y tedy obsahuje p˚uvodn´ı data kolmo promı´tnuta´ do afinn´ıho podprostoru di-
menze n, ktery´ ma´ nejmensˇ´ı chybu zp˚usobenou promı´tnut´ım. Pro potrˇeby detekce by meˇla
postacˇovat velikost dimenze mezi 10 azˇ 40. Prˇesny´ pocˇet bude urcˇen azˇ prˇi testova´n´ı.
3.2.2 Shlukova´n´ı
Kapitola bude veˇnova´na obecne´mu popisu shlukova´n´ı, pote´ konkre´tneˇ metody k −means,
pomoc´ı ktere´ budeme moci vytvorˇit jednotlive´ slovn´ıky.
Shlukova´n´ı obecneˇ hleda´ urcˇitou strukturu v neohodnoceny´ch datech. Obecneˇ se jedna´ o
proces rozdeˇlen´ı objekt˚u do trˇ´ıd (shluk˚u) na za´kladeˇ podobnosti. Trˇ´ıdou tedy oznacˇujeme
skupinu prostoroveˇ bl´ızky´ch objekt˚u. Uvnitrˇ skupin by tak meˇly by´t objekty co nejpo-
dobneˇjˇs´ı a naopak mezi skupinami objekty co nejme´neˇ podobne´. Podobnost se v tomto
prˇ´ıpadeˇ prˇeva´d´ı na vzda´lenost. Typicky by se hustota objekt˚u s rostouc´ı vzda´lenost´ı od
strˇedu na´mi definovane´ trˇ´ıdy meˇla zmensˇovat. Vizua´ln´ı slovn´ık je tvorˇen pra´veˇ takovy´mi
trˇ´ıdami, kazˇde´ slovo prˇedstavuje jednu trˇ´ıdu.
K-means
Metoda k-means (cˇesky k-pr˚umeˇr˚u) je jedna ze shlukovac´ıch algoritmu˚ a je zalozˇena na
vzda´lenosti bod˚u (cˇasto v mnoharozmeˇrne´m) prostoru. Kazˇdy´ objekt je reprezentova´n
jedn´ım bodem a kazˇda´ popsana´ velicˇina jednou sourˇadnic´ı.
K-means je vhodny´ zejme´na pro velke´ mnozˇstv´ı dat, ktere´ maj´ı by´t roztrˇ´ıdeˇny do
pomeˇrneˇ male´ho pocˇtu trˇ´ıd. Algoritmus iterativneˇ hleda´ hodnoty vektor˚u (trˇ´ıdy) tak, zˇe mi-
nimalizuje strˇedn´ı odchylku mezi zadanou mnozˇinou dat a vektory (vzda´lenost objekt˚u od
strˇedu trˇ´ıdy), ktere´ maj´ı k teˇmto dat˚um nejmensˇ´ı euklidovskou vzda´lenost. Prˇedem ovsˇem
mus´ı by´t zna´m pocˇet hledany´ch trˇ´ıd.
Jednotlive´ trˇ´ıdy mus´ı splnˇovat na´sleduj´ıc´ı podmı´nky:
• kazˇda´ trˇ´ıda mus´ı obsahovat alesponˇ jeden objekt
• kazˇdy´ objekt mus´ı patrˇit pouze do jedne´ trˇ´ıdy
Za´kladn´ı algoritmus pouzˇ´ıva´ euklidovskou vzda´lenost a µj prˇedstavuje vektor uda´vaj´ıc´ı
strˇed trˇ´ıdy. Vstupem algoritmu pote´ je mnozˇina dat x1, x2, . . . xn a k uda´vaj´ıc´ı pocˇet vek-
tor˚u µi, kde i = 1, . . . , k. Nejprve se inicializuj´ı vektory uj , kde j = 1, . . . , k, na na´hodneˇ
zvolenou hodnotu cˇi pouzˇit´ım neˇjake´ vhodne´ heuristiky (pokud ma´me naprˇ. urcˇitou zna-
lost o datech). Na´sledneˇ se opakuj´ı iterativneˇ kroky, kdy je kazˇdy´ bod prˇiˇrazen nejblizˇsˇ´ımu
vektoru uj (strˇedu trˇ´ıdy) a ten je na´sledneˇ aktualizova´n jako pr˚umeˇrny´ vektor vsˇech jemu
prˇiˇrazeny´ch bod˚u. Iterace pokracˇuje, dokud se meˇn´ı prˇ´ıslusˇnost neˇktery´ch bod˚u ke trˇ´ıda´m.
Je doka´za´no, zˇe algoritmus je konecˇny´ [13]
Matematicky lze postup vyja´drˇit kroky:
1. Vsˇechna data xi, kde i = 1, . . . , l, se klasifikuj´ı do trˇ´ıd urcˇeny´ch vektory µj , kde j =
1, . . . , k, podle minima euklidovske´ vzda´lenosti. Tedy bod xi je prˇiˇrazen do nejblizˇsˇ´ı
trˇ´ıdy podle nejmensˇ´ı vzda´lenosti ke strˇedu trˇ´ıdy.
2. Vypocˇ´ıtaj´ı se nove´ hodnoty vektor˚u µj jako strˇedn´ı hodnoty dat xi, ktere´ byly kla-
sifikova´ny do trˇ´ıdy urcˇene´ prˇ´ıslusˇny´m vektorem µj . Tedy nova´ hodnota µj se spocˇte
podle vztahu µj = 1lj 
l
i=1,yi=1
(xi), kde lj je pocˇet vzor˚u xi klasifikovany´ch v druhe´m
kroku do trˇ´ıdy urcˇene´ vektorem µj .
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K-means nezarucˇuje nejlepsˇ´ı rozdeˇlen´ı dat, nalezne pouze loka´ln´ı optimum. Nevede ani
pokazˇde´ ke stejny´m vy´sledk˚um, za´lezˇ´ı na pocˇa´tecˇn´ı inicializaci. Je ovsˇem velmi jednoduchy´
pro metricka´ data a vhodny´ pro rozdeˇlova´n´ı velke´ho pocˇtu dat zejme´na pro sve´ pomeˇrneˇ
rozumne´ vy´pocˇetn´ı na´roky.
Ohodnocen´ı slov
Jednotliva´ slova ve slovn´ıku vznikle´m shlukova´n´ım prˇ´ıznakovy´ch vektor˚u bod˚u z tre´novac´ı
sady je da´le nutne´ ”ohodnotit“. Jelikozˇ v´ıme, ktere´mu slovu ve slovn´ıku na´lezˇ´ı ktere´ prˇ´ıznakove´
vektory, a tre´novac´ı sada je anotovana´ (jsou v n´ı oznacˇeny hledane´ znacˇky), mu˚zˇeme jed-
nodusˇe u vsˇech slov urcˇit pravdeˇpodobnost, se kterou slovo popisuje znacˇku v obraze.
Tato pravdeˇpodobnost vyjadrˇuje pomeˇr vsˇech bod˚u, jejichzˇ prˇ´ıznakove´ vektory patrˇ´ı k
dane´mu slovu a byly anotova´ny uvnitrˇ znacˇky v obraze, v˚ucˇi vsˇem bod˚um ve sloveˇ.
Pokud by byla tre´novac´ı sada velmi rozsa´hla´ a anotova´na by byla pouze jej´ı cˇa´st, je
mimo ”pozitivn´ı“ pravdeˇpodobnosti (zˇe dane´ slovo popisuje znacˇku), vypocˇ´ıta´na i ”nega-
tivn´ı“ pravdeˇpodobnost, tedy zˇe dane´ slovo nepopisuje znacˇku. Prˇi detekova´n´ı znacˇky jsou
pote´ tyto pravdeˇpodobnosti od sebe odecˇteny.
T´ımto z´ıska´me ze vsˇech tre´novac´ıch dat vizua´ln´ı slovn´ıky (jedno slovo bude prˇedstavovat
jeden nalezeny´ shluk dat). Jelikozˇ vsˇechny detektory se liˇs´ı hledany´mi body cˇi regiony, bude
nutne´ pro kazˇdou dvojici detektor – deskriptor vytvorˇit samostatny´ slovn´ık.
3.3 Vyhleda´va´n´ı
Na´sleduj´ıc´ı kapitola jizˇ popisuje druhou cˇa´st metody, kdy bude pouzˇit vytvorˇeny´ vizua´ln´ı
slovn´ık k samotne´ detekce znacˇky. Ve vstupn´ım obra´zku nalezne znacˇku a oznacˇ´ı ji v obra´zku
na vy´stupu.
Obra´zek je popsa´n vybrany´m loka´ln´ım detektorem a k jednotlivy´m detekovany´m bod˚um
bude prˇiˇrazena trˇ´ıda (slovo) ve slovn´ıku podle vzda´lenosti v euklidovske´m prostoru. Jed-
nodusˇe jde o to, nale´st nejblizˇsˇ´ı strˇed trˇ´ıdy k prˇ´ıznakove´mu vektoru bodu. Prohleda´va´n´ı
prostoru mı´va´ obecneˇ vysokou vy´pocˇetn´ı slozˇitost - nelinea´rneˇ nar˚ustaj´ı cˇasove´ a pameˇt’ove´
pozˇadavky v za´vislosti na pocˇtu bod˚u v prostoru. Efektivneˇjˇs´ı vyhleda´va´n´ı lze dosa´hnout vy-
mezen´ım podprostoru. Pro urychlen´ı zde budou trˇ´ıdy usporˇa´da´ny do tzv. k-dimenziona´ln´ıho
stromu popsane´ho v podkapitole 3.3.1.
Slovn´ıky obsahuj´ı mimo slov da´le pravdeˇpodobnosti, zˇe dane´ slovo popisuje bod uvnitrˇ
znacˇky a mimo ni. Ke kazˇde´mu nalezene´mu bodu je tedy prˇiˇrazen rozd´ıl oneˇch pravdeˇpodobnost´ı
dane´ho ”nejblizˇsˇ´ıho“ slova. Vznikne tak mapa pravdeˇpodobnost´ı (vah).
Z takto vznikle´ mapy, ktera´ je stejneˇ velka´ jako p˚uvodn´ı obra´zek, je nutne´ nale´st loka´ln´ı
maxima, ktera´ budou detekovat s urcˇitou pravdeˇpodobnost´ı znacˇku. Nejdrˇ´ıve je vsˇak nutne´
mapu lehce rozmazat, aby maxima vynikla a podtlacˇil se sˇum. Lze to prove´st obycˇejny´m
pr˚umeˇrova´n´ım bodu a jeho okol´ı, jak je popsa´no v cˇa´sti 3.3.2.
Na´sledneˇ se jizˇ naleznou jednotliva´ loka´ln´ı maxima. Ty jsou vypocˇ´ıta´na pro matici o
urcˇite´ liche´ velikosti. Pokud vsˇechny body v n´ı jsou mensˇ´ı nezˇ hodnota uprostrˇed matice, je
prostrˇedn´ı bod oznacˇen za loka´ln´ı maximum. Takto se zkontroluj´ı vsˇechny body v obraze.
Cˇ´ım veˇtsˇ´ı jsou maxima, t´ım je veˇtsˇ´ı je pravdeˇpodobnost, zˇe skutecˇne´ popisuj´ı hledanou
znacˇku.
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Obra´zek 3.6: Ilustrace kd-stromu pro 2D
3.3.1 kd-strom
K-dimenziona´ln´ı strom (oznacˇovany´ jako kd-tree) je datova´ struktura, ktera´ pomoc´ı nadro-
vin (rovnobeˇzˇny´ch s prˇ´ıslusˇny´mi osami) vymezuje cˇa´st k-dimenziona´ln´ıho prostoru (3.6). Ta
pote´ bud’ prˇ´ımo obsahuje hledane´ rˇesˇen´ı, nebo umozˇnˇuje jizˇ prˇijatelne´ libovolne´ dohleda´n´ı.
Konkre´tneˇ v prˇ´ıpadeˇ kd-stromu je prostor rozdeˇlova´n zpracova´n´ım jednotlivy´ch os tak,
zˇe se za bod deˇlen´ı vol´ı media´n sourˇadnic bod˚u v prˇ´ıslusˇne´m intervalu vznikle´m rozdeˇlen´ım
prˇedchoz´ıho intervalu. Vznikne tak vyva´zˇeny´ strom, kde jednotlive´ podprostory mohou
obsahovat pouze jeden bod. Horn´ı vy´pocˇetn´ı slozˇitost vytvorˇen´ı kd-stromu je O(n ∗ log2n)
pro n zadany´ch bod˚u.
3.3.2 Pr˚umeˇrova´n´ı
Pr˚umeˇrova´n´ı je nejjednodusˇsˇ´ı metoda rozostrˇen´ı obrazu. Pro jednotlive´ body v obraze se
vypocˇ´ıta´ pr˚umeˇrna´ hodnota okol´ı a ta je ulozˇena do dane´ho bodu. Velikost okol´ı, pouzˇite´
matici, mu˚zˇe by´t libovolny´. Veˇtsˇinou se pouzˇ´ıva´ soumeˇrna´ matice o liche´ velikosti stran.
Naprˇ´ıklad pro matici 3x3 se hodnota bodu uprostrˇe pocˇ´ıta´ jako:
w = (w[0,0] + w[0,1] + w[0,2] + w[1,0] + w[1,1] + w[1,2] + w[2,0] + w[2,1] + w[2,2])/9 (3.8)
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Kapitola 4
Tvorba a vyuzˇit´ı slovn´ıku
Kapitola se veˇnuje popisu implementace metody, jej´ızˇ jednotlive´ cˇa´sti byly v prˇedesˇly´ch
kapitola´ch teoreticky nast´ıneˇny. Bude popsa´na cela´ aplikace, vcˇetneˇ pouzˇity´ch na´stroj˚u a
proble´mu˚ na´vrhu, ktere´ bylo nutne´ beˇhem implementace vyrˇesˇit.
Hlavn´ı ota´zkou bylo, jaky´m zp˚usobem ukla´dat detekovana´ data a jizˇ vypocˇ´ıtane´ slovn´ıky.
Pouzˇite´ detektory vytvorˇ´ı na vy´stupu textove´ soubory, prˇi kazˇde´m vy´pocˇtu nove´ho slovn´ıku
tud´ızˇ nen´ı idea´ln´ı z nich vsˇe znovu nacˇ´ıtat, nemluveˇ o tom, zˇe beˇzˇn´ı uzˇivatele´ by museli
mı´t celou tre´novac´ı sadu k dispozici. Stejny´ proble´m nasta´va´ i pokud chceme na jednom
obra´zku vyzkousˇet v´ıce slovn´ık˚u.
Rozhodl jsem se proto vyuzˇ´ıt a vyzkousˇet Video Processing Library (VPL). [4] Jedna´ se
o soubor funkc´ı pro zpracova´n´ı obrazu, ukla´da´n´ı jej´ıch vy´sledk˚u cˇi extrakci prˇ´ıznak˚u. Tato
knihovna vyuzˇ´ıva´ databa´zi PostgreSQL a OpenCV verze 1.1. [3] Dı´ky tomu bude mozˇne´
ulozˇit i vy´sledne´ slovn´ıky a jejich pouzˇit´ı se tak stane neza´visle´ na p˚uvodn´ıch textovy´ch
souborech.
Aplikace je napsa´na ve Visual Studiu 9.0 v programovac´ım jazyku C++. Jaky´m zp˚usobem
jsou obeˇ prˇedchoz´ı knihovny do projektu zacˇleneˇny vcˇetneˇ nezbytne´ho popisu jednotlivy´ch
cˇa´st´ı programu je popsa´no v README, ktery´ je ulozˇen spolecˇneˇ se zdrojovy´mi ko´dy aplikace.
Aplikace se skla´da´ ze dvou na sobeˇ neza´visly´ch cˇa´st´ı. Prvn´ı cˇa´st, nazvana´ vocabulary, vkla´da´
anotovanou sadu obra´zk˚u (4.1.1) do databa´ze a vytva´rˇ´ı z nich slovn´ıky 4.1. Ty jsou cha-
rakteristicke´ detektorem, ktery´m byly body nalezeny, pocˇtem slov a velikost´ı prˇ´ıznakovy´h
vektor˚u, ktery´mi jsou slova popsa´na. Je tedy mozˇne´ vytvorˇit velkou sˇka´lu slovn´ık˚u.
Druha´ cˇa´st, nazvana´ iblpr (Image-Based License Plate Recognition), pote´ bude pouzˇ´ıvat
zvolene´ho slovn´ıku k nalezen´ı pozna´vac´ı znacˇky, jak bylo popsa´no v kapitole 3.3.
4.1 Tvorba slovn´ıku
Kapitola je veˇnova´na cele´ prvn´ı cˇa´sti, tzn. vytvorˇen´ı a anotova´n´ı tre´novac´ı sady, pouzˇit´ı
detektor˚u, import prˇ´ıznak˚u do databa´ze a na´sledne´ vytvorˇen´ı slovn´ıku za prˇ´ıpadne´ho vyuzˇit´ı
PCA.
4.1.1 Tre´novac´ı sada, anotace
Tre´novac´ı sadu tvorˇ´ı 140 obra´zk˚u, kterou jsem z´ıskal stahova´n´ım z internetu z r˚uzny´ch
server˚u se snahou o co nejveˇtsˇ´ı pestrost a vyva´zˇenost. Jedna´ se o obra´zky r˚uzne´ velikosti s
auty s cˇeskou registracˇn´ı znacˇkou. Na kazˇde´m obra´zku je alesponˇ jedna.
28
Abychom mohli rozhodnout u trˇ´ıd objekt˚u o jejich relevanci prˇi detekci, mus´ıme zjis-
tit, ktere´ body z testovac´ıch dat jsou uvnitrˇ znacˇky a ktere´ vneˇ. K tomu slouzˇ´ı anotace
tre´novac´ıch dat. Ta je provedena pomoc´ı programu Image Annotator sta´hnutelne´ho
z http : //www.mvacek.cz/annotator. Jednoduchy´ na´stroj pro anotaci obra´zk˚u na vy´stupu
vytvorˇ´ı XML soubory popisuj´ıc´ı jednotlive´ obra´zky. K anotaci znacˇek jsem vytvorˇil sˇablonu,
se kterou je anotace zjednodusˇena pouze na oznacˇen´ı cˇtyrˇu´heln´ıku v obra´zku, kde je umı´steˇna
znacˇka, a je rovneˇzˇ prˇilozˇena ke zdrojovy´m ko´d˚um aplikace.
Jednotlive´ anotace pote´ budou nacˇteny z xml soubor˚u a u kazˇde´ trˇ´ıdy se urcˇ´ı pravdeˇpodobnost
s jakou popisuje znacˇku (pod´ıl pocˇtu bod˚u, ktere´ byly anotac´ı oznacˇeny uvnitrˇ znacˇku, ku
vsˇem bod˚um). Pomoc´ı te´to pravdeˇpodobnosti pote´ bude mozˇne´ nale´st znacˇku i v neanoto-
vany´ch datech podle prˇ´ıslusˇnosti bod˚u k jednotlivy´m trˇ´ıda´m.
4.1.2 Detekce bod˚u
Detektory Harris-Hessian (zkra´ceneˇ Harhes), IBR a EBR byly stazˇeny z [1]. Vsˇech 140
obra´zk˚u z tre´novac´ı sady (ulozˇeny v /data/vocabulary/images) muselo nejdrˇ´ıve by´ti de-
tekova´no vsˇemi detektory, vy´sledne´ body popsa´ny deskriptorem SIFT stazˇeny´m z [2]. De-
tektory pracuj´ı s obra´zky ve forma´tu PGM . Zde nasta´va´ mensˇ´ı proble´m, jelikozˇ databa´ze
umı´ pracovat pouze s obra´zky ve forma´tu JPG, ktere´ rovneˇzˇ program vyzˇaduje. Je tak
nutne´ prove´st konverzi. V na´sleduj´ıc´ım seznamu jsou uvedeny parametry, se ktery´mi byli
jednotlive´ detektory spusˇteˇny:
• harhes : ./extract features − harhes − i img.pgm − sift − pca harhessift.basis
• ebr : ./ibr.ln img1.pgm img1.ibr
• ibr : ./ibr.ln img1.pgm img1.ibr
VPL obsahuje funkce na detekci SIFT a OpenCV na detekci SURF, tud´ızˇ dane´ detekce
prova´d´ı program sa´m a nenacˇ´ıta´ je z textovy´ch soubor˚u.
4.1.3 Nastaven´ı parametr˚u
Prˇi spusˇteˇn´ı programu jsou nejdrˇ´ıve zpracova´ny vsˇechny parametry. Ukla´daj´ı se do struk-
tury, aby byly prˇ´ıstupne´ po celou dobu beˇhu programu. Jedna´ se prˇedevsˇ´ım o nastaven´ı
cest k obra´zk˚um, jejich detekc´ım cˇi anotac´ım. Nacˇ´ıta´n´ı z adresa´rˇ˚u se jev´ı jako nejlepsˇ´ı
mozˇna´ metoda, namı´sto nacˇ´ıta´n´ı jednotlivy´ch obra´zk˚u. Da´le se parametry nastavuj´ı vlast-
nosti vy´sledne´ho slovn´ıku, pocˇet slov cˇi velikost dimenze prˇ´ıznakove´ho vektoru. Vsˇechny
mozˇnosti nastaven´ı jsou uvedeny v tabulce 4.1. Parametr −h nav´ıc vyp´ıˇse na´poveˇdu na
standartn´ı vy´stup.
Prˇi pouzˇit´ı detektoru SIFT cˇi SURF nen´ı samozrˇejmeˇ parametr uda´vaj´ıc´ı cestu k deteko-
vany´m bod˚um pouzˇit. Po nacˇten´ı vsˇech parametr˚u je jejich validita zkontrolova´na, naprˇ´ıklad
nelze pouzˇ´ıt metodu redukce dimenze PCA pro veˇtsˇ´ı cˇ´ıslo nezˇ 127, jelikozˇ p˚uvodn´ı velikost
vektor˚u je 128.
Prˇ´ıklad spusˇteˇn´ı aplikace mu˚zˇe tedy vypadat na´sledovneˇ:
vocabulary.exe − harhes − seq 0 − words 10000 − pca 40 (4.1)
Cozˇ znamena´, zˇe se pouzˇij´ı Harhes detekce vy´znacˇny´ch bod˚u, pouzˇije se tre´novac´ı sada
v sekvenci 0 (stejna´ jako ta, ktera´ byla pouzˇita pro celou tuto pra´ci), vytvorˇ´ı se slovn´ık
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Parametr Popis Inicializace
–harhes [–ebr, –ibr, –sift, –surf] pouzˇity´ detektor (povinny´ u´daj)
–root path rootovsky´ adresa´rˇe ../data/
–imgs path adresa´rˇ s obra´zky vocabulary/images/
–pts path adresa´rˇ s body vocabulary/detects/harhes/
–anot path adresa´rˇ s anotacemi vocabulary/annotation/
–seq cislo sequence cˇ´ıslo sekvence s obra´zky cˇ´ıslo sekvence
–pca velikost dimenze PCA neinicializova´na
–words pocet slov pocˇet slov ve slovn´ıku 1000
Tabulka 4.1: Popis vstupn´ıch parametr˚u
o velikosti 10000 slov a metoda PCA redukuje prˇ´ıznakove´ vektory na velikost 40. Porˇad´ı
parametr˚u nema´ vliv a mu˚zˇe by´t libovolne´.
4.1.4 Nacˇten´ı obra´zk˚u a detekovany´ch bod˚u
Na´sleduj´ıc´ı kapitola je veˇnova´n importu dat do databa´ze. Pokud v parametrech chyb´ı cˇ´ıslo
zvolene´ sekvence, program prˇedpokla´da´, zˇe se uzˇivatel snazˇ´ı vytvorˇit novou tre´novac´ı sadu.
Je tedy nutne´ vsˇechny obra´zky (resp. cesty k teˇmto obra´zk˚um), detekovane´ body a jejich
popis vlozˇit do databa´ze, aby bylo pozdeˇji mozˇne´ vytvorˇit pozˇadovane´ slovn´ıky.
Vytvorˇ´ı se tedy nova´ sekvence v databa´zi a nahraj´ı se cesty ke vsˇem obra´zk˚um, ktere´
jsou v adresa´rˇi zadane´m parametrem −imgs. Tre´novac´ı sada, ktera´ byla popsa´na vy´sˇe, je
ulozˇena v sekvenci 0 (tedy se prˇedpokla´da´ pouzˇit´ı parametru −seq 0).
Podle zvolene´ho detektoru dojde pote´ k nahra´n´ı bod˚u a prˇ´ıznakovy´ch vektor˚u do databa´ze
(v prˇ´ıpadeˇ Harhes, EBR a IBR) cˇi jsou vsˇechny obra´zky zdetekova´ny detektory SIFT cˇi
SURF. U jednotlivy´ch bod˚u je jesˇteˇ zkontrolova´no, zda se nacha´zej´ı podle anotace uvnitrˇ
znacˇky cˇi vneˇ.
Je nezbytne´, aby se soubor s anotacemi jmenoval stejneˇ jako k neˇmu prˇ´ıslusˇej´ıc´ı obra´zek
(bez prˇ´ıpony) s prˇ´ıponou .xml. Je prˇedpokla´da´na i dana´ struktura dokumentu, kterou
vytva´rˇ´ı pouzˇity´ anotacˇn´ı na´stroj ImageAnnotator. Ten mimo jine´, pro tento u´cˇel nepod-
statne´ informace, ukla´da´ anotovane´ znacˇky jako elementy < object > a v neˇm elementy
< point >, ktere´ definuj´ı jednotlive´ vrcholy znacˇky. V kazˇde´m objektu by tedy meˇly by´t
pra´veˇ cˇtyrˇi elementy point, jelikozˇ je znacˇka anotova´na cˇtyrˇu´heln´ıkem a v nich po jednom
elementu < x > a < y >, ktere´ definuj´ı umı´steˇn´ı bodu v obraze.
I soubor s detekovany´mi body se mus´ı jmenovat stejneˇ jako obra´zek, ovsˇem s prˇ´ıponami,
ktere´ vytva´rˇej´ı jednotlive´ detektory: .pgm.harhes.sift pro Harris-Hessian, .ebr pro EBR
a .ibr pro IBR. V pr˚ubeˇhu nacˇ´ıta´n´ı je u vsˇech detekovany´ch bod˚u kontrolova´no, zda
lezˇ´ı uvnitrˇ anotovane´ znacˇky (cˇtyrˇu´heln´ıku definovane´ho cˇtyrˇmi vrcholy). A to tak, zˇe je
cˇtyrˇu´heln´ık rozdeˇlen na dva troju´heln´ıky. Dany´ bod pote´ lezˇ´ı uvnitrˇ troju´heln´ıku (tedy i
cele´ho cˇtyrˇu´heln´ıku), pokud soucˇet vnitrˇn´ı u´hl˚u vzˇdy mezi n´ım a dveˇma vrcholy v troju´heln´ıku
je roven 2pi, resp. je veˇtsˇ´ı nezˇ nastaveny´ pra´h 3.26.
Takto detekovane´ body jsou pote´ ulozˇeny do databa´ze vcˇetneˇ prˇ´ıznaku, zda byly ano-
tova´ny uvnitrˇ znacˇky cˇi nikoliv.
Prˇi pouzˇit´ı detektor˚u SIFT a SURF je postup odliˇsny´. Detekce i popis bod˚u provede prˇ´ımo
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program, obra´zky tedy nen´ı nutno prˇedem zvla´sˇt detekovat, a nalezene´ body jsou pouze
porovna´ny s anotacemi podobneˇ, jako to bylo vy´sˇe popsa´no. Na´sledneˇ se rovneˇzˇ vsˇe ulozˇ´ı
do databa´ze.
Pokud je cˇ´ıslo sekvence zadane´, program pracuje s touto sekvenc´ı, prˇeskocˇ´ı nacˇ´ıta´n´ı dat
a pouzˇ´ıva´ jizˇ ulozˇena´ data v databa´zi. Pokud je zadane´ cˇ´ıslo sekvence veˇtsˇ´ı nezˇ pocˇet
sekvenc´ı v dane´m datasetu, program pracuje s posledn´ı z nich.
4.1.5 Vytvorˇen´ı slovn´ıku
Pokud jizˇ ma´me vsˇechny potrˇebne´ body v databa´zi, lze z nich vytvorˇit novy´ slovn´ık. Podle
parametru zjist´ıme, pro jaky´ detektor a pro jakou sekvenci ma´ by´t slovn´ık vytvorˇen. V
budoucnu se pocˇ´ıta´ s vytvorˇen´ım shlukovac´ıch funkc´ı ve VPL knihovneˇ, ktera´ bude pracovat
prˇ´ımo nad databa´z´ı. To by prˇ´ıpadny´ vy´pocˇet vy´znamneˇ zrychlilo, prˇedevsˇ´ım ve fa´zi nacˇ´ıta´n´ı.
Zat´ım bylo nutne´ vyuzˇ´ıt funkce OpenCV.
Pouzˇit´ı knihovny OpenCV k vytvorˇen´ı slovn´ıku
Vsˇechny body v obra´zc´ıch dane´ sekvence a prˇedevsˇ´ım jejich prˇ´ıznakove´ vektory se nacˇtou
do matice. Da´le vznikne jesˇteˇ ”anotacˇn´ı matice“ se stejny´m pocˇtem rˇa´dk˚u a sˇ´ıˇrkou 1, na
jejichzˇ jednotlivy´ch rˇa´dc´ıch je hodnota 1, pokud bod na stejne´m rˇa´dku byl urcˇen uvnitrˇ
znacˇky a 0 pokud mimo.
Pokud je pozˇadova´no sn´ızˇen´ı velikosti dimenze prˇ´ıznakovy´ch vektor˚u (PCA), provede
tato metoda redukci sˇ´ıˇrky matice na zadanou velikost, jak bylo popsa´no v kapitole 3.2.1
Zvolena´ velikost mus´ı by´t samozrˇejmeˇ nizˇsˇ´ı nezˇ 128, cozˇ je velikost p˚uvodn´ıch prˇ´ıznakovy´ch
vektor˚u.
Nyn´ı je jizˇ matice prˇipravena pro vytvorˇen´ı slovn´ıku. To se prova´d´ı shlukova´n´ım matice
prˇ´ıznak˚u do dane´ho pocˇtu shluk˚u (slov ve slovn´ıku). Kromeˇ popisu slov je vytvorˇena take´
matice index˚u p˚uvodn´ıch bod˚u na slova. Ta je pra´veˇ potrˇeba pro natre´nova´n´ı klasifika´toru,
tedy urcˇen´ı pravdeˇpodobnost´ı jednotlivy´ch slov.
Jak bylo uvedeno v kapitole 3.2.2, jednotliva´ slova obsahuj´ı body s velmi podobny´mi
vlastnostmi (prˇ´ıznakovy´mi vektory). Jelikozˇ zna´me, ktere´ body patrˇ´ı do ktery´ch slov, a
da´le u kazˇde´ho bodu v´ıme, zda byl anotova´n uvnitrˇ znacˇky cˇi vneˇ, lze pro kazˇde´ slovo
vypocˇ´ıtat pravdeˇpodobnost, se kterou se vyskytuje ve znacˇce. Ta je spocˇ´ıta´na jako pomeˇr
bod˚u v dane´m slovu anotovany´ch ve znacˇce ku vsˇem ve sloveˇ. Jelikozˇ v nasˇem prˇ´ıpadeˇ
byla anotova´na cela´ tre´novac´ı sada, nen´ı nutne´ vypocˇ´ıtavat i pravdeˇpodobnost, zˇe se slovo
nevyskytuje ve znacˇce, protozˇe ta se pote´ rovna´ rozd´ılu prvn´ı pravdeˇpodobnosti od hodnoty
1.
Takto dojde v podstateˇ k natre´nova´n´ı klasifika´toru. Pravdeˇpodobnost libovolne´ho bodu,
zˇe se nale´za´ ve znacˇce, je jednodusˇe rovna pravdeˇpodobnosti nejblizˇsˇ´ıho slova v takto vy-
tvorˇene´m slovn´ıku.
V tuto chv´ıli jizˇ je slovn´ık hotov a je ulozˇen. Ani zde jesˇteˇ nen´ı databa´ze zcela do-
koncˇena, tud´ızˇ mus´ı by´t slovn´ıky prozat´ım ukla´da´ny loka´lneˇ.
Beˇhem vytva´rˇen´ı slovn´ıku vypisuje program d˚ulezˇite´ informace vcˇetneˇ cˇasove´ na´rocˇnosti
jednotlivy´ch u´kon˚u. Tyto hodnoty jsou shnuty a zhodnoceny v kapitole 5.
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4.2 Vyuzˇit´ı slovn´ıku
V te´to kapitole je popsa´na druha´ cˇa´st aplikace, a to vyuzˇit´ı jizˇ vytvorˇene´ho slovn´ıku
vizua´ln´ıch slov pro detekci pozna´vac´ı znacˇky. Funkce jsou umı´steˇny ve zdrojove´m souboru
iblpr.cpp. Na vstupu program ocˇeka´va´ seznam obra´zk˚u, u ktery´ch se ma´ znacˇka deteko-
vat. Ty jsou postupneˇ zpracova´ny, je provedena detekce a pokud se podarˇilo nale´st znacˇky
dany´ch vlastnost´ı, vytvorˇ´ı se na vy´stupu obra´zek s detekovanou znacˇku.
Stejneˇ jako v prvn´ı cˇa´sti je pro pouzˇit´ı slovn´ıku Harhes, EBR a IBR nejdrˇ´ıve nutne´
obra´zky detekovat pomoc´ı prˇ´ıslusˇny´ch loka´ln´ıch detektor˚u a na´sledneˇ popsat. Tato cˇa´st
vsˇak nenacˇ´ıta´ body do databa´ze, tud´ızˇ nen´ı nutne´ pouzˇ´ıvat pouze forma´t JPG, ale lze
pouzˇ´ıt veˇtsˇinu zna´my´ch graficky´ch forma´t˚u (PNG, BMP, PGM, . . . ). Prˇi pouzˇit´ı detektor˚u
SIFT a SURF prˇ´ıslusˇnou detekci opeˇt zarˇ´ıd´ı program.
4.2.1 Nastaven´ı a inicializace parametr˚u
Prˇi spusˇteˇn´ı programu jsou stejneˇ jako u prvn´ı cˇa´sti nejdrˇ´ıve zpracova´ny vsˇechny parametry.
Jedna´ se prˇedevsˇ´ım o nastaven´ı cest k obra´zk˚um, jejich detekc´ım, zvolene´m slovn´ıku cˇi
nastaven´ı vlastnost´ı vyhleda´va´n´ı. Vsˇechny mozˇnosti nastaven´ı jsou uvedeny v tabulce 4.2.
Parametr Popis Inicializace
–harhes [. . . ] pouzˇity´ detektor (povinny´ u´daj)
–root string cesta do rootovske´ho adresa´rˇe ../data/iblpr/
–imgs string cesta do adresa´rˇe s obra´zky images/
–i string jednotlive´ obra´zky
–pts string cesta do adresa´rˇe s detekovany´mi body detects/”detector“
–res string cesta do adresa´rˇe s vy´sledky detekce results/
–words integer pocˇet slov ve slovn´ıku 10000
–pca integer velikost dimenze vektoru prˇ´ıznak˚u pokud nezada´na, PCA nepouzˇita
–defocusing velikost matice pro rozostrˇen´ı 5 (5x5)
–localmax velikost matice pro loka´ln´ı maxima 5 (5x5)
–showpoints pokud zada´no, vyhresl´ı i body false
Tabulka 4.2: Popis vstupn´ıch parametr˚u
Parametr −i slouzˇ´ı pro samostatnou detekci. Pro jednoduchost totizˇ program nacˇ´ıta´
vsˇechny obra´zky z adresa´rˇe oznacˇene´ho parametrem −imgs. Pokud uzˇivatel chce detekovat
pouze neˇktere´ z teˇchto obra´zk˚u, jednodusˇe zada´ jejich jme´no za parametr −i (pro kazˇdy´
obra´zek zvla´sˇt’).
Prˇ´ıklad spusˇteˇn´ı programu mu˚zˇe vypadat na´sledovneˇ:
iblpr.exe −ebr −words 10000 −defocusing 5 −localmax 7 −showpoints −i 001.jpg (4.2)
Cozˇ znamena´, zˇe uzˇivatel chce detekovat znacˇku pomoc´ı EBR vy´znacˇny´ch bod˚u, za
pouzˇit´ı slovn´ıku o velikosti 10000 slov. Rozostrˇen´ı bude provedeno v matici o velikosti
5x5 a na´sledneˇ budou loka´ln´ı maxima hleda´na v matici o velikosti 7x7. Da´l mimo znacˇky
chce i zakreslit do obra´zku vsˇechny vy´znacˇne´ body. To vsˇe chce prove´st pouze na obra´zku
001.jpg, ktery´ je umı´steˇn v ../data/iblpr/images (protozˇe cesta nebyla zmeˇneˇna). Zmı´neˇne´
EBR vy´znacˇne´ body program hleda´ rovneˇzˇ v inicializovane´ cesteˇ ../data/iblpr/detects/ebr.
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4.2.2 Detekce
Nejdrˇ´ıve program nacˇte do matice zvoleny´ slovn´ık. Do druhe´ matice se stejny´m pocˇtem
rˇa´dk˚u a sˇ´ıˇrkou 1 se nacˇtou pravdeˇpodobnosti jednotlivy´ch slov. Jak bylo vysveˇtleno v
teoreticke´ cˇa´sti, detekce je zalozˇena na nalezen´ı nejbl´ızˇsˇ´ıho slova ke kazˇde´mu bodu, resp.
jeho prˇ´ıznakove´mu vektoru. Aby bylo toto vyhleda´n´ı co nejrychlejˇs´ı, jsou vsˇechna slova
usporˇa´da´na do kd-stromu.
Na´sledneˇ je ve smycˇce pro kazˇdy´ obra´zek postupneˇ provedena detekce znacˇky. Do dalˇs´ı
matice jsou nacˇteny vsˇechny vy´znamne´ body v obraze. Pro detektory Harhes, EBR a IBR
jsou nacˇteny z prˇ´ıslusˇny´ch textovy´ch soubor˚u, pro detektory SIFT a SURF je detekce
provedena prˇ´ımo na obra´zku.
Pro kazˇdy´ prˇ´ıznakovy´ vektor je nalezeno nejblizˇsˇ´ıch slov. Funkce pro nalezen´ı dane´ho
slova je dobrˇe optimalizovana´, tud´ızˇ vyhleda´va´n´ı trva´ velmi kra´tkou dobu. Z matice s
pravdeˇpodobnostmi teˇchto slov lze na´sledneˇ urcˇit, s jakou pravdeˇpodobnost´ı se dany´ bod
nale´za´ uvnitrˇ hledane´ znacˇky.
Do mapy vah se pro dany´ bod konkre´tneˇ pocˇ´ıtaj´ı hodnoty pravdeˇpodobnosti, zˇe jemu
nejblizˇsˇ´ı slovo je obsazˇeno ve znacˇce (”in”), od ktere´ je odecˇtena pravdeˇpodobnost, zˇe ve
znacˇce nen´ı (”out”). Jelikozˇ byly anotova´na vsˇechna vstupn´ı data, ze ktery´ch se vytva´rˇel
slovn´ık, lze pravdeˇpodobnost, zˇe slovo nepopisuje znacˇku vypocˇ´ıtat jako ”out” = 1− ”in”.
T´ım pa´dem ve vznikle´ mapeˇ vah jsou hodnoty 2 ∗ ”in” − 1 pro jednotlive´ bod˚u. Pro pro-
veden´ı te´to operace pro vsˇechny body vznikne kompletn´ı mapa vah o stejne´ velikosti jako
p˚uvodn´ı obra´zek.
Mapa je pote´ rozostrˇena, aby se zbavila sˇumu, tedy prˇedevsˇ´ım osamoceny´ch bod˚u. Deˇje
se tak skrz matici o zvolene´ velikosti. Na´sledneˇ jsou nalezena loka´ln´ı maxima, ktera´ jizˇ
oznacˇuj´ı hledanou znacˇku. Maxima se nale´zaj´ı v mı´stech, kde byla nejveˇtsˇ´ı koncentrace
bod˚u s velky´mi pravdeˇpodobnostmi.
Kolem maxim jsou vytvorˇeny dveˇ kruzˇnice (cˇerna´ a b´ıla´) kv˚uli zvy´razneˇn´ı.
Na za´veˇr je do obra´zku vepsa´na informace, za pouzˇit´ı jake´ho slovn´ıku byla detekce
provedena a obra´zek je ulozˇen. Pokud program meˇl na vstupu jen jeden obra´zek, je na




V te´to kapitole je souhrn vsˇech dosazˇeny´ch vy´sledk˚u vcˇetneˇ jejich zhodnocen´ı. Je rovneˇzˇ
rozdeˇlena na dveˇ cˇa´sti. Prvn´ı je veˇnova´na prˇedevsˇ´ım vlastnostem a cˇasove´ na´rocˇnosti
vytva´rˇen´ı slovn´ık˚u. Kvalitu slovn´ıku lze posoudit prˇedevsˇ´ım podle na´sledne´ detekce. Vsˇechny
jej´ı teoreticke´ prˇedpoklady jsou ve druhe´ cˇa´sti vyzkousˇeny na testovac´ı sadeˇ. Jedna´ se o trˇi
des´ıtky obra´zk˚u, ktere´ byly vybra´ny s ohledem na vlastnosti, ktere´ jsem chteˇl otestovat.
5.1 Vytva´rˇen´ı slovn´ıku
Jizˇ popsanou vy´hodou databa´ze je, zˇe ukla´da´ vsˇechna data a pozdeˇji je mozˇne´ je jen pouzˇ´ıt.
Mensˇ´ı nevy´hodou se tedy sta´va´, zˇe prˇi prvn´ım pouzˇit´ı tre´novac´ı sady je nutne´ vsˇechny body
do databa´ze nejdrˇ´ıve nahra´t. V za´vislosti na pocˇtu bod˚u se tak vytva´rˇen´ı slovn´ıku prodlouzˇ´ı
o dobu nutnou k importu dat do databa´ze.









Tabulka 5.1: Pocˇet detekovany´ch bod˚u u jednotlivy´ch detektor˚u
Pokud jsou jizˇ data ulozˇena´ v databa´zi, hlavn´ı cˇasova´ na´rocˇnost vytva´rˇen´ı slovn´ıku se
pote´ rozdeˇl´ı mezi nacˇten´ı vsˇech dat z databa´ze a jejich shlukova´n´ı. Doba nacˇ´ıta´n´ı je vsˇak
velmi relativn´ı, pokud se pouzˇije databa´ze na localhostu, tak dokonce zanedbatelna´.
Po nacˇten´ı prˇ´ıznakovy´ch vektor˚u do matice je dalˇs´ım d˚ulezˇity´m ukazatelem doba, za
kterou probeˇhne shlukova´n´ı, tedy konecˇne´ vytvorˇen´ı slovn´ıku, jak je uvedeno v tabulce 5.2.
Doba je prˇ´ımo u´meˇrna´ pocˇtu slov, ktere´ pozˇadujeme mı´t ve slovn´ıku. Cˇ´ım v´ıce slov, t´ım
nalezen´ı vsˇech shluk˚u trva´ de´le. Pro testova´n´ı byly vytvorˇeny slovn´ıky o velikosti 1000, 4000
a 10000 slov.
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Detektor Pocˇer vektor˚u Pocˇet slov Doba vytva´rˇen´ı slovn´ıku [s]
1000 1052
Harhes 351676 4000 4372
10000 11772
1000 132
EBR 46439 4000 562
10000 1403
1000 109
IBR 37117 4000 444
10000 1132
1000 147
SIFT 49223 4000 603
10000 1530
1000 967
SURF 329060 4000 3947
10000 10136
Tabulka 5.2: Cˇasova´ na´rocˇnost vytva´rˇen´ı jednotlivy´ch slovn´ık˚u (shlukova´n´ı)
Da´le jsem jesˇteˇ vytvorˇil slovn´ıky o velikosti 4000 slov za pouzˇit´ı PCA metody k redukci
dimenze prˇ´ıznakovy´ch vektor˚u na velikost 40. V tabulce 5.3 jsou uvedeny doby jak pouzˇit´ı
te´to metody, tak i doba na´sledne´ho shlukova´n´ı. Jak je z n´ı patrne´, po redukci dat se cˇasova´
na´rocˇnost vy´razneˇ sn´ızˇ´ı. Ota´zku, zda takto vytvorˇeny´ slovn´ık mu˚zˇe plnohodnotneˇ nahradit
p˚uvodn´ı slovn´ıky, se pokus´ım zodpoveˇdeˇt beˇhem testova´n´ı v kapitole 5.2.5.






Tabulka 5.3: Cˇasova´ na´rocˇnost vytva´rˇen´ı jednotlivy´ch slovn´ık˚u
Vsˇechny nameˇrˇene´ hodnoty jsou pouze orientacˇn´ı. Byly nameˇrˇeny beˇhem jedine´ho meˇrˇen´ı,
tud´ızˇ mohou by´t vy´znamneˇ zkresleny r˚uzny´mi okolnostmi. Z cˇasove´ na´rocˇnosti vytva´rˇen´ı
slovn´ık˚u nebylo provedeno v´ıce meˇrˇen´ı. Lze vsˇak s prˇedpokla´dat, zˇe prˇedevsˇ´ım pomeˇry mezi
dobami vytva´rˇen´ı jednotlivy´ch slovn´ık˚u z˚ustaj´ı zachova´ny.
5.2 Vy´sledky detekce
Na´sleduj´ıc´ı kapitola shrne dosazˇene´ vy´sledky detekce znacˇky v obraze pomoc´ı jednotlivy´ch
detektor˚u. K vyzkousˇen´ı navrzˇene´ metody byla vytvorˇena testovac´ı sada obra´zk˚u.
Nejdrˇ´ıve vsˇak porovna´m jednolive´ detektory co se ty´cˇe mnozˇstv´ı nalezeny´ch vy´znamny´ch
bod˚u na ”idea´ln´ım“ obra´zku a da´le vyzkousˇ´ım extre´mn´ı prˇ´ıpady detekce, ke ktery´m mu˚zˇe
doj´ıt, protozˇe ty by nebyly z detekce na cele´ testovac´ı patrne´. Vyzkousˇ´ım detekci r˚uzny´ch va-
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riant umı´steˇn´ı, natocˇen´ı, zkosen´ı cˇi velikosti znacˇky. Uvedu i jednotlive´ prˇ´ıklady, na ktery´ch
bude dobre´ demonstrovat a porovnat provedene´ detekce.
V druhe´ cˇa´sti bude proveden a vyhodnocen nejd˚ulezˇiteˇjˇs´ı test, a to detekce provedena´ na
vsˇech obra´zc´ıch z testovac´ı sady za pouzˇit´ı nejr˚uzneˇjˇs´ıch slovn´ık˚u. Narozd´ıl od prˇedchoz´ıch
d´ılcˇ´ıch test˚u, ktere´ pouze napov´ı, zda dany´ zkoumany´ jev ovlivnˇuje detekci, vyhodnocena´
detekce na cele´ testovac´ı sadeˇ jizˇ zjist´ı konkre´tn´ı vlastnosti navrzˇene´ metody, ktere´ budou
na konci kapitoly shrnuty.
Da´le z nameˇrˇeny´ch dat bude mozˇne´ zjistit vliv velikosti slovn´ıku na kvalitu detekce cˇi
zda prˇi pouzˇit´ı metody PCA k redukci dimenze dat nedojde ke zhorsˇen´ı vy´sledk˚u.
5.2.1 Testovac´ı sada
Abych mohl jednotlive´ pouzˇite´ detektory porovnat a v˚ubec zhodnotit u´speˇsˇnost navrzˇene´ho
postupu, vytvorˇil jsem testovac´ı sadu, na ktere´ budou provedeny vsˇechny experimenty, ktere´
jsou uvedeny da´le.
Jedna´ se o sadu 22 obra´zk˚u, stejneˇ jako u tre´novac´ı sady r˚uzneˇ velky´ch, obsahuj´ıc´ı
r˚uzne´ pohledy na auta se znacˇkou. Na dalˇs´ıch 10 obra´zc´ıch, ktere´ zˇa´dnou znacˇku neobsa-
huj´ı vyzkousˇ´ım, zda metoda skutecˇneˇ zˇa´dnou neoznacˇ´ı. Pro ”specia´ln´ı“ experimenty, jako
naprˇ´ıklad detekci na velmi maly´ch obra´zc´ıch, byly pouzˇity dalˇs´ı obra´zky, ktere´ v testovac´ı
sadeˇ obsazˇeny nejsou.
5.2.2 Srovna´n´ı detektor˚u a jejich slovn´ık˚u
Postup detekce je navrzˇen stejneˇ pro vsˇechny detektory, i kdyzˇ nemaj´ı stejne´ vlastnosti.
Neˇktere´ z nich, prˇedevsˇ´ım Harhes a SURF, detekuj´ı znacˇneˇ v´ıce vy´znacˇny´ch bod˚u v obraze
nezˇ ostatn´ı. To ovlivn´ı i nale´za´n´ı loka´ln´ıch maxim, cozˇ chci v te´to cˇa´sti porovnat.
I jizˇ vytvorˇene´ slovn´ıky naznacˇily, jak u´speˇsˇne´ budou v detekci jednotlive´ metody.
Slovn´ıky IBR, SIFT a SURF detektor˚u totizˇ pravdeˇpodobnosti slov, zˇe jsou ve znacˇce,
maj´ı velmi n´ızke´. T´ım pa´dem lze prˇedpokla´dat, zˇe ve vytvorˇene´ mapeˇ vah bude obt´ızˇne´
nale´st loka´ln´ı maxima, tud´ızˇ detekovat znacˇku. Cozˇ se na´sledneˇ proka´zalo i prˇi vlastn´ım
testova´n´ı.
Pro prˇesne´ srovna´n´ı slovn´ık˚u by bylo za potrˇeb´ı, aby detekovaly stejny´ pocˇet bod˚u, cozˇ
se vsˇak neda´ v nasˇem prˇ´ıpadeˇ zarucˇit, tud´ızˇ je alesponˇ porovna´m pomoc´ı pocˇtu nalezeny´ch
bod˚u a maxim na stejne´m obra´zku.
Na obra´zku 5.1 je tedy provedena detekce pomoc´ı vsˇech peˇti druh˚u slovn´ık˚u o velikosti
10000 slov (lze teoreticky prˇedpokla´dat, zˇe veˇtsˇ´ı slovn´ıky budou da´vat lepsˇ´ı vy´sledky, cozˇ
bude rovneˇzˇ vyzkousˇeno). Velikost matic pro rozmaza´n´ı i nalezen´ı maxima je nastavena na
velikost 5x5.
Testovany´ obra´zek je dosti velky´ (640x430) a zna´zornˇuje idea´ln´ı prˇ´ıpad umı´steˇn´ı i veli-
kosti znacˇky v obraze. Nalezena´ maxima jsou oznacˇeny v obra´zku cˇernou tecˇkou.
V tabulce 5.4 a na´sledne´m grafu 5.2 je zaznamena´n pocˇet detekovany´ch vy´znacˇny´ch
bod˚u pro vsˇechny detektory, ktere´ prˇekracˇuj´ı danou pravdeˇpodobnost. Tyto body jsou
podstatne´ pro nalezen´ı loka´ln´ıch maxim a tedy celou detekci. Cˇ´ısla v za´vorce u jednotlivy´ch
detektor˚u uda´vaj´ı celkovy´ pocˇet nalezeny´ch bod˚u. Na´sledneˇ jsou vy´sledky zhodnoceny a na
za´veˇr porovna´ny mezi sebou.
Detektor Harhes, nalezl v obra´zku 2346 vy´znacˇny´ch bod˚u. Z nich 57 dokonce prˇesahuje
pravdeˇpodobnost 90%. Nav´ıc se dane´ body shlukovaly velmi dobrˇe uvnitrˇ znacˇky, tud´ızˇ
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Detektor/Pra´h 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Harhes (2346) 825 519 375 313 295 241 223 213 194 170
EBR (753) 150 148 141 137 131 128 126 113 113 106
IBR (178) 40 36 28 24 21 20 15 15 15 13
SIFT (246) 24 19 15 8 7 6 5 4 3 2
SURF (1739) 292 128 73 42 29 23 13 12 9 4
Detektor/Pra´h 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1.0
Harhes (2346) 164 155 139 126 121 106 75 57 44 0
EBR (753) 106 104 101 95 86 79 72 59 50 0
IBR (178) 13 13 13 13 12 7 7 4 4 0
SIFT (246) 2 1 1 0 0 0 0 0 0 0
SURF (1739) 3 3 3 3 2 2 2 0 0 0
Tabulka 5.4: Pocˇet bod˚u s vysˇsˇ´ı pravdeˇpodobnost´ı nezˇ zadany´ pra´h
nalezena´ maxima dosahuj´ı vysoke´ pravdeˇpodobnosti. A jak je videˇt z obra´zku, vsˇechna
opravdu oznacˇuj´ı znacˇku. V tomto prˇ´ıpadeˇ lze hovorˇit o u´speˇsˇne´ detekci znacˇky.
I slovn´ık detektoru EBR obsahuje slova s vysoky´mi pravdeˇpodobnostmi, 59 z celkovy´ch
753 detekovany´ch bod˚u ma´ pravdeˇpodobnost vysˇsˇ´ı nezˇ 90%. Jak je patrne´ z obra´zku, i
zde vytvorˇ´ı veˇtsˇina bod˚u velmi dobry´ shluk ve znacˇce. EBR nale´za´ body na hrana´ch (viz.
kapitola 3.1.2), tud´ızˇ se body soustrˇed´ı prˇedevsˇ´ım v okol´ı p´ısmen a cˇ´ıslic na znacˇce.
Detektor IBR uzˇ da´va´ horsˇ´ı vy´sledky. Vysˇsˇ´ı pravdeˇpodobnost nezˇ 50% ma´ pouze 13
ze celkovy´ch 178 detekovany´ch bod˚u. Jak je patrne´ z obra´zku, zˇa´dne´ maximum nebylo
nalezeno, tud´ızˇ detekce neprobeˇhla u´speˇsˇneˇ.
Stejneˇ dopadla i detekce u SIFT a SURF. Nedostatek bod˚u s vysokou pravdeˇpodobnost´ı,
ktere´ nav´ıc ani nejsou koncentrovane´ na jednom mı´steˇ ma´ za na´sledek nenalezen´ı loka´ln´ıho
maxima, tud´ızˇ detekce nen´ı mozˇna´. V prˇ´ıpadeˇ SIFT kritickou hodnotu 50% prˇesa´hly pouze
dva body, v prˇ´ıpadeˇ SURF cˇtyrˇi.
Z principu vy´pocˇtu vah (viz. 4.2.2) vyply´va´, zˇe pro nalezen´ı loka´ln´ıch maxim je nezbytne´,
aby v obra´zku bylo detekova´no u sebe v´ıce bod˚u s pravdeˇpodobnost´ı vysˇsˇ´ı nezˇ 50%. Ty i
po rozmaza´n´ı sta´le vytvorˇ´ı loka´ln´ı maximum. Zat´ımco body s pravdeˇpodobnost´ı pod 50%
maj´ı vy´slednou va´hu za´pornou (pravdeˇpodobnost, zˇe nejsou ve znacˇce je vysˇsˇ´ı, nezˇ zˇe jsou
uvnitrˇ).
To je limituj´ıc´ı hlavneˇ pro slovn´ıky SIFT a SURF, kde slova ve slovn´ıku jsou usporˇa´da´na´
tak, zˇe neobsahuj´ı prˇ´ıliˇs velke´ pravdeˇpodobnosti. IBR je na tom sice trochu le´pe, ale i
prˇesto ve veˇtsˇineˇ prˇ´ıpad˚u nebude mozˇne´ pomoc´ı tohoto detektoru znacˇku detekovat. Tento
jev je zp˚usoben zrˇejmeˇ vlastnostmi nalezeny´ch bod˚u. Prˇi shlukova´n´ı nejsou pote´ body
s vysˇsˇ´ı pravdeˇpodobnost´ı koncentrova´ny ve stejny´ch slovech, tud´ızˇ ani pravdeˇpodobnosti
jednotlivy´ch slov nedosahuj´ı vysoke´ hodnoty.
EBR a Harhes naopak maj´ı dobre´ jak pravdeˇpodobnosti jednotlivy´ch slov, tak i na´sledna´
detekce da´va´ nadeˇji, zˇe pomoc´ı teˇchto detektor˚u by naopak nalezen´ı znacˇky meˇlo by´t mozˇne´.
Obeˇ detekce shodneˇ nalezli cˇtyrˇi loka´ln´ı maxima a v obou prˇ´ıpadech byly vsˇechny skutecˇneˇ
uvnitrˇ znacˇky na obra´zku.
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Na dane´m obra´zku u detektor˚u EBR a Harhes sice pomeˇr ”spra´vny´ch“ loka´ln´ıch maxim
je 100%, ale z jedine´ detekce nedostaneme zˇa´dnou vypov´ıdaj´ıc´ı hodnotu. Proto na za´veˇr
v kapitole 5.2.6 je prˇehled pocˇtu vsˇech nalezeny´ch maxim na cele´ testovac´ı sadeˇ. Dany´
pomeˇr mezi ”spra´vny´mi“ loka´ln´ımi maximy, ktere´ skutecˇneˇ oznacˇuj´ı znacˇku a teˇmi, ktere´
jsou jinde v obra´zku jizˇ bude le´pe vyjadrˇovat u´speˇsˇnost navrzˇene´ho postupu pro vsˇechny
detektory.
5.2.3 Detekce na maly´ch obra´zc´ıch
Druha´ cˇa´st test˚u je veˇnova´na r˚uzny´m prˇ´ıpad˚um, ke ktery´m mu˚zˇe prˇi snaze o nalezen´ı znacˇky
doj´ıt. Prvn´ı z nich je pokus o detekci znacˇky v maly´ch obra´zc´ıch, tedy prˇiblizˇneˇ o velikosti
300 x 200 pixel˚u, kde znacˇka je vysoka´ jen rˇa´doveˇ neˇkolik pixel˚u. Jsou pouzˇity slovn´ıky o
velikosti 10000 slov.
Prˇi pokusu otestovat takto maly´ obra´zek se objevil dalˇs´ı proble´m. Detektor EBR, ktery´
je prˇi procesu pouzˇit, neumı´ detekovat obra´zky mensˇ´ı nezˇ prˇiblizˇneˇ 450 x 300 pixel˚u. V
dokumentaci se o d˚uvodu, procˇ jsou vynecha´ny takto male´ obra´zky, nezminˇuj´ı. [18]
Ani u ostatn´ıch detektor˚u vsˇak nelze hovorˇit o u´speˇchu, ani v jednom prˇ´ıpadeˇ se ne-
podarˇilo nale´st ani jedine´ loka´ln´ı maximu, tedy detekovat znacˇku.
Slovn´ıky byly vytvorˇeny z veˇtsˇ´ıch obra´zk˚u v tre´novac´ı sadeˇ, cozˇ je zrˇejmeˇ d˚uvod neu´speˇchu.
Kdyby tre´novac´ı sada byla zameˇrˇena v´ıce na male´ obra´zky, detekce by pote´ probeˇhla zrˇejmeˇ
le´pe. V tomto prˇ´ıpadeˇ nelze tedy na maly´ch obra´zc´ıch znacˇku te´meˇrˇ nikdy nale´zt.
5.2.4 Natocˇena´ cˇi zkosena´ znacˇka
Maloktery´ obra´zek zna´zornˇuje auto tak, aby znacˇka nebyla ani natocˇena´ ani zkosena´. V
te´to podkapitole porovna´m odolnost detekc´ı v˚ucˇi extre´mn´ımu natocˇen´ı znacˇky.
Pokud se snazˇ´ıme detekovat znacˇku pouze z dany´ch bod˚u (jejich loka´ln´ıch maxim) jako
v tomto prˇ´ıpadeˇ, je teoreticky mozˇne´ urcˇit pouze natocˇen´ı znacˇky, nikoliv jej´ı zkosen´ı, a to
jesˇteˇ pouze v prˇ´ıpadeˇ, zˇe pocˇet nalezeny´ch maxim bude dostatecˇneˇ velky´.
Jak je patrne´ na obra´zku 5.3, Harhes (na prvn´ım rˇa´dku) a EBR (na druhe´m rˇa´dku) naleznou
loka´ln´ı maxima vah jednotlivy´ch bod˚u na natocˇene´ i zkosene´ znacˇce. Jak se vsˇak uka´zalo,
pocˇet maxim nen´ı dostatecˇneˇ velky´, aby se pouze z jejich poloh dalo urcˇit natocˇen´ı cˇi zko-
sen´ı nalezene´ znacˇky. Velmi hrubeˇ (prˇedevsˇ´ım prˇi pouzˇit´ı detektoru EBR) by sˇlo polohami
nalezeny´ch maxim prolozˇit prˇ´ımku ke zjiˇsteˇn´ı natocˇen´ı znacˇky. Jak je videˇt z obra´zk˚u,
vy´sledek by se prˇ´ıliˇs nevzdaloval od skutecˇnosti, jedna´ se vsˇak pouze o dany´ prˇ´ıpad a u
jiny´ch obra´zk˚u by tento postup nemusel fungovat.
Detektory IBR, SIFT a SURF opeˇt zˇa´dna´ loka´ln´ı maxima nenalezly, tud´ızˇ nejsou uve-
deny ani prˇ´ıslusˇne´ obra´zky.
Jak je patrne´ z obra´zk˚u, metoda je v˚ucˇi natocˇen´ı i zkosen´ı odolna´ prˇedevsˇ´ım prˇi pouzˇit´ı
detektor˚u EBR a cˇa´stecˇneˇ Harhes. Ostatn´ı detektory nelze pouzˇ´ıt ani v idea´ln´ım prˇ´ıpadeˇ,
tud´ızˇ se nedalo prˇedpokla´dat, zˇe by zde byly u´speˇsˇneˇjˇs´ı.
Mı´ru u´speˇsˇnosti nelze ze dvou obra´zk˚u dosti dobrˇe zjistit, test byl proveden sp´ıˇse pro
vyzkousˇen´ı, zda v dany´ch prˇ´ıpadech nedocha´z´ı k neˇjaky´m velky´m odchylka´m od ostatn´ıch
detekc´ı. Pouzˇitelnost navrzˇene´ metody bude oveˇrˇena azˇ vyzkousˇen´ım jednotlivy´ch detektor˚u
na cele´ testovac´ı sadeˇ, ktere´ je popsa´no v kapitole 5.2.5.
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5.2.5 Detekce na testovac´ı sadeˇ
Abych mohl vyhodnotit nejen d´ılcˇ´ı vlastnosti navrzˇene´ metody detekce znacˇek v obraze, bylo
nutne´ prove´st detekci na cele´ testovac´ı sadeˇ obra´zk˚u. Jak bylo popsa´no v kapitole 5.2.1, sada
obsahuje celkem 32 obra´zk˚u. V tabulka´ch a na´sledny´ch grafech jsou pro jednotlive´ detektory
zaznamena´na vsˇechna zjiˇsteˇna´ data o provedene´ detekci. Testovac´ı sada byla detekova´na
vsˇemi detektory a slovn´ıky o velikosti 1000, 4000 a 10000 slov.
Doposud pouzˇite´ slovn´ıky byly vytvorˇeny pouze shlukova´n´ım prˇ´ıznakovy´ch vektor˚u o
plne´ velikosti 128 prvk˚u. Prˇi pouzˇit´ı metody redukce dimenze dat PCA mu˚zˇeme prˇ´ıznakove´
vektory ”zkra´tit“, jak bylo popsa´no v 3.2.1. T´ım se sn´ızˇ´ı i cˇas nutny´ k vytvorˇen´ı slovn´ıku.
Ota´zkou vsˇak z˚usta´va´, do jake´ mı´ry tato redukce ovlivn´ı na´slednou detekci. Proto vy-
zkousˇ´ım da´le i slovn´ıky o velikosti 4000 slov, ktere´ byly vytvorˇeny z prˇ´ıznakovy´ch vektor˚u
redukovany´ch na velikost 40.
Metoda, jak byla navrzˇena, je h˚urˇe ohodnotitelna´, jelikozˇ je postavena pouze na nalezen´ı
loka´ln´ıch maxim a nesnazˇ´ı se ohranicˇit celou znacˇku v obraze. Zp˚usob, jaky´m by to bylo
mozˇne´, jsou shrnuty v za´veˇru. Pokud tedy za spra´vnou detekci znacˇky budeme povazˇovat i
pouze jedno nalezene´ maximum uvnitrˇ znacˇky, budou pote´ jednotlive´ detektory le´pe srov-
natelne´.
V tabulka´ch 5.5 azˇ 5.8 je u jednotlivy´ch obra´zk˚u a slovn´ık˚u uveden pocˇet ”spra´vny´ch“
loka´ln´ıch maxim, ktere´ skutecˇneˇ v obra´zku oznacˇuj´ı znacˇku a pocˇet vsˇech nalezeny´ch
loka´ln´ıch maxim. Z tohoto pomeˇru lze zjistit kvalitu detekce. Prvn´ıch 22 obra´zk˚u skutecˇneˇ
znacˇku obsahuje, zbyly´ch 10 nikoliv.
Prˇi testova´n´ı detekc´ı za pouzˇit´ı detektor˚u IBR a SIFT nebylo nalezeno ani jedine´ loka´ln´ı
maximum na cele´ testovac´ı sadeˇ. Je to zp˚usobeno n´ızky´mi pravdeˇpodobnostmi jednotlivy´ch
slov a nav´ıc dane´ detektory nenacha´zej´ı v obra´zku tolik bod˚u jako naprˇ´ıklad SURF. Jeho
slovn´ıky rovneˇzˇ neobsahuj´ı velke´ pravdeˇpodobnosti, ale detektor SURF nalezne neˇkolikra´t
v´ıce bod˚u v obraze.
Proto dojde k zaj´ımave´mu jevu, kdy koncentrace za´porny´ch vah vytvorˇ´ı na urcˇity´ch
mı´stech loka´ln´ı maxima s hodnotou mensˇ´ı nebo rovnu nule. Takova´to maxima samozrˇejmeˇ
nejsou zˇa´douc´ı a po jejich odstraneˇn´ı ani SURF nenalezne zˇa´dne´ loka´ln´ı maximum na cele´
testovac´ı sadeˇ. Tabulky popisuj´ıc´ı tyto detekce jsou proto vynecha´ny.
Naopak detektory Harhes a pote´ prˇedevsˇ´ım EBR vykazuj´ı vysˇsˇ´ı procento spra´vne´ detekce.
Harhes ”pouze“ okolo 60%, ovsˇem EBR okolo 90%. V prˇ´ıpadeˇ pouzˇit´ı slovn´ıku o velikosti
4000 slov dokonce te´meˇrˇ 99%!
Pra´veˇ vliv velikosti slovn´ıku stejneˇ jako dalˇs´ı pozorovatelne´ vlastnosti jednotlivy´ch de-
tekc´ı budou detailneˇ rozebra´ny v na´sleduj´ıc´ıch podkapitola´ch. Da´le se zaby´va´m jen detek-
tory Harhes a EBR, jelikozˇ ostatn´ı jsou pro detekci te´meˇrˇ nepouzˇitelne´.
Prˇ´ıklady jednotlivy´ch detekc´ı na testovac´ı sadeˇ jsou uvedeny v prˇ´ıloze A.
Vliv velikosti slovn´ıku
Lze teoreticky prˇedpokla´dat, zˇe slovn´ıky obsahuj´ıc´ı v´ıce slov budou da´vat i lepsˇ´ı vy´sledky.
Z tabulky 5.5 popisuj´ıc´ı detekci pomoc´ı Harhes je tento prˇedpoklad i potvrzen, z u´speˇsˇnosti
54,5% prˇi pouzˇit´ı slovn´ıku o velikosti 1000 slov vzroste na 66% u slovn´ıku o 10000 slovech.
Prˇi pouzˇit´ı detektoru EBR je nejveˇtsˇ´ı u´speˇsˇnost detekce u slovn´ıku se 4000 slovy, a to do-
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Velikost slovn´ıku Harhes x dimenze prˇ´ıznakove´ho vektoru
Obra´zek 1000x128 4000x128 10000x128 4000x40
1 5/6 1/2 4/5 1/6
2 4/8 8/12 9/13 3/5
3 5/6 6/7 8/10 0/0
4 1/3 4/4 3/3 0/0
5 2/3 6/7 4/5 1/2
6 1/1 4/5 4/6 0/5
7 5/6 11/14 13/16 0/0
8 0/3 1/7 3/11 1/9
9 1/10 3/12 2/8 2/13
10 1/1 3/7 4/10 0/18
11 1/4 0/1 2/3 0/2
12 5/6 3/5 6/7 0/2
13 0/0 1/1 0/0 0/2
14 0/0 1/1 1/1 0/3
15 1/1 2/3 1/2 0/2
16 1/1 4/5 3/3 0/0
17 3/7 6/8 5/9 2/9
18 0/0 1/2 1/2 1/3
19 1/2 3/3 4/4 1/3
20 0/1 2/2 3/3 0/6
21 2/2 0/1 2/2 0/5
22 3/6 5/10 6/11 3/12
celkem 42/77 (54,5%) 75/119 (63%) 88/133 (66%) 15/107 (14%)
Tabulka 5.5: Harhes: Pocˇty loka´ln´ıch maxim na obra´zc´ıch se znacˇkou
konce 98,9%. Cozˇ sice prˇesneˇ neodpov´ıda´ dane´mu prˇedpokladu, ale tato vy´jimka je zrˇejmeˇ
zp˚usobena t´ım, zˇe na tre´novac´ı sadeˇ bylo detektorem EBR nalezeno celkem zhruba 40000
bod˚u. Prˇi vytva´rˇen´ı slovn´ıku o 10000 slovech tedy pomeˇr bod˚u na dane´ slovo nen´ı prˇ´ıliˇs
velky´, cozˇ mu˚zˇe negativneˇ ovlivnit i na´slednou detekci. Pro vytvorˇen´ı takto velke´ho slovn´ıku
by bylo tedy zapotrˇeb´ı rozsˇ´ıˇrit tre´novac´ı sadu.
Graficky jsou jednotlive´ u´speˇsˇnosti zobrazeny v grafu 5.4.
Pouzˇit´ı PCA
V tabulka´ch je mimo klasicke´ slovn´ıky v posledn´ıch sloupc´ıch popsa´na detekce pomoc´ı
slovn´ıku o velikosti 4000 slov, ktery´ byl vytvorˇen z prˇ´ıznakovy´ch vektor˚u redukovany´ch na
velikost dimenze 40.
Prˇi pouzˇit´ı te´to metody se sice vy´razneˇ sn´ızˇ´ı cˇas nutny´ k vytvorˇen´ı slovn´ıku (shlu-
kova´n´ı jednotlivy´ch vektor˚u do slov), ale jak je patrne´ z tabulky, pravdeˇpodobnost u´speˇsˇne´
detekce znacˇky se vy´razneˇ sn´ızˇ´ı. V prˇ´ıpadeˇ Harhes je pocˇet nalezeny´ch loka´ln´ıch maxim
sice srovnatelny´ s ostatn´ımi slovn´ıky, ale jejich u´speˇsˇnost je pouze 15%. U EBR naopak
pravdeˇpodobnost sice dosahuje 80%, ale pocˇet loka´ln´ıch maxim je pouze peˇtinovy´ a u 13 z
22 obra´zk˚u nenalezne maximum v˚ubec.
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Velikost slovn´ıku Harhes x dimenze prˇ´ıznakove´ho vektoru
Obra´zek 1000x128 4000x128 10000x128 4000x40
26 0 0 0 2
27 2 1 1 3
28 1 0 5 3
29 0 2 3 1
30 3 5 4 2
31 0 0 0 6
32 1 1 1 2
33 0 0 0 1
34 3 8 12 16
35 2 2 0 6
celkem 12 19 26 42
Tabulka 5.6: Harhes: Pocˇet loka´ln´ıch maxim na obra´zc´ıch bez znacˇky
Takzˇe pouzˇit´ı metody redukce dimenze prˇ´ıznakovy´ch vektor˚u (PCA) nelze prˇ´ıliˇs doporucˇit,
protozˇe dojde ke sn´ızˇen´ı u´speˇsˇnosti detekce.
Nenalezen´ı znacˇky v obraze
Chyba prˇi n´ızˇ nen´ı v obraze nalezena znacˇka (zˇa´dne´ loka´ln´ı maximum) prˇesto, zˇe v neˇm
je zobrazena, je oznacˇova´na jako ”false-negative“. Mı´ra takove´to chyby je rovneˇzˇ jedna z
d˚ulezˇity´ch vlastnost´ı kazˇde´ detekce.
Harhes nenasˇel zˇa´dnou znacˇku prˇi pouzˇit´ı slovn´ıku o 1000 slovech v peˇti, u 4000 slov
jizˇ jen ve dvou a u slovn´ıku s 10000 slov pouze v jednom prˇ´ıpadeˇ. EBR ve stejne´m porˇad´ı
slovn´ıku nedetekoval dva, jeden a trˇi obra´zky. Zapocˇ´ıta´ny jsou pouze obra´zky, u ktery´ch
nebylo nalezeno ani jedno ”spra´vne´“ maximum.
Jak je z uvedeny´ch cˇ´ısel patrne´, pocˇet takto neu´speˇsˇny´ch detekc´ı prˇiblizˇneˇ kop´ıruje mı´ru
u´speˇsˇnosti detekce. Cˇ´ım je detekce u´speˇsˇneˇjˇs´ı, t´ım je tato chyba mensˇ´ı.
Chybne´ oznacˇen´ı
Dalˇs´ı d˚ulezˇity´m ukazatelem kvality detekce je tzv. chyba ”false-positive“. Vyjadrˇuje pravdeˇpodobnost
oznacˇen´ı objektu (v nasˇem prˇ´ıpadeˇ znacˇky) v obraze, ve ktere´m se nenale´za´ nebo oznacˇen´ı
objektu jinde v obraze, nezˇ skutecˇneˇ je.
Pro zjiˇsteˇn´ı prvn´ıho prˇ´ıpadu byly do testovac´ı sady zarˇazeny i obra´zky, ktere´ znacˇku ne-
obsahuj´ı. Jak je patrne´ z tabulek 5.6 a 5.8, oba pouzˇitelne´ detektory se chovaj´ı na teˇchto
obra´zc´ıch odliˇsneˇ.
Zat´ımco Harhes prˇesto nalezne v takovy´chto obra´zc´ıch pomeˇrneˇ dost loka´ln´ıch maxim,
tedy ocˇeka´va´ zde umı´steˇn´ı znacˇky, EBR detekuje pouze dveˇ loka´ln´ı maxima na cele´ sadeˇ
10 obra´zk˚u.
Proble´m u Harhes tvorˇ´ı prˇedevsˇ´ım cˇernob´ıle´ prˇechody, u ktery´ch se velmi cˇasto domn´ıva´,
zˇe skutecˇneˇ obsahuj´ı znacˇku. EBR je tak nejen kvalitn´ı prˇi detekc´ıch znacˇky, ale i pomeˇrneˇ
robustn´ı pokud znacˇka v obra´zku nen´ı.
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Velikost slovn´ıku EBR x dimenze prˇ´ıznakove´ho vektoru
Obra´zek 1000x128 4000x128 10000x128 4000x40
1 3/8 6/6 4/5 1/2
2 8/8 9/9 4/5 1/2
3 1/1 3/3 2/2 0/0
4 4/4 5/5 3/3 0/0
5 0/0 0/1 0/0 0/1
6 4/4 4/4 5/5 1/1
7 7/7 5/5 2/2 0/0
8 2/3 1/1 1/2 0/0
9 6/8 5/5 8/10 4/5
10 5/8 9/9 8/11 0/5
11 2/2 3/3 2/2 0/0
12 6/6 5/5 7/7 0/0
13 9/9 5/5 6/6 2/2
14 11/11 12/12 14/14 3/3
15 0/0 2/2 0/0 0/0
16 1/1 1/1 0/0 0/0
17 3/3 4/4 5/5 2/2
18 2/2 3/3 4/4 0/0
19 3/4 4/4 4/4 4/4
20 2/2 1/1 3/3 0/0
21 2/2 2/2 2/2 0/0
22 4/4 1/1 6/11 3/4
celkem 85/97 (87,6%) 90/91 (98,9%) 90/103 (87,4%) 21/26 (80,8%)
Tabulka 5.7: EBR: Pocˇty loka´ln´ıch maxim na obra´zc´ıch se znacˇkou
Druhou cˇa´st te´to chyby, tedy chybneˇ oznacˇena´ znacˇka v obra´zku, lze jednodusˇe vypocˇ´ıtat
z uvedeny´ch tabulek 5.5 a 5.7 jako pocˇet ”nespra´vny´ch“ loka´ln´ıch maxim ku vsˇem nale-
zeny´m. Jedna´ se tedy o doplneˇk uvedene´ u´speˇsˇnosti detekce do 100%. Nejmensˇ´ı takovou
chybu vykazuje opeˇt EBR prˇi pouzˇit´ı slovn´ıku se 4000 slovy, kde je prˇiblizˇneˇ 1,1%.
5.2.6 Shrnut´ı
Po provedeny´ch detekc´ıch na testovac´ı sadeˇ se uka´zalo, zˇe pouze detektory EBR a Harhes
da´vaj´ı alesponˇ cˇa´stecˇneˇ spra´vne´ vy´sledky. Zat´ımco IBR, SIFT a SURF nelze prakticky
v˚ubec k detekci znacˇky, jak byla metoda navrzˇena, pouzˇ´ıt.
Naopak prˇedevsˇ´ım EBR potom poskytuje velmi dobre´ vy´sledky. Detekuje r˚uzne´ typy
zobrazen´ı znacˇky. Nevy´hodou je, zˇe neumı´ detekovat male´ obra´zky. Ovsˇem lze prˇedpokla´dat,
zˇe by dane´ detekce stejneˇ nebyly kv˚uli stavbeˇ tre´novac´ı sady prˇ´ıliˇs u´speˇsˇne´.
Jisty´ vliv na detekci maj´ı take´ zvolene´ velikosti matic pro rozmaza´n´ı a nalezen´ı maxim.
Cˇ´ım veˇtsˇ´ı je matice pouzˇ´ıvana´ k pr˚umeˇrova´n´ı, t´ım je na´sledne´ rozmaza´n´ı veˇtsˇ´ı a mapa neob-
sahuje tak velka´ loka´ln´ı maxima. Ovsˇem o to ”prˇesneˇjˇs´ı“ dana´ maxima budou. Tote´zˇ plat´ı
i o velikosti matice, ve ktere´ se loka´ln´ı maxima hledaj´ı. Cˇ´ım veˇtsˇ´ı je, t´ım me´neˇ loka´ln´ıch
maxim bude v obraze nalezeno.
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Velikost slovn´ıku EBR x dimenze prˇ´ıznakove´ho vektoru
Obra´zek 1000x128 4000x128 10000x128 4000x40
26 1 0 0 0
27 0 0 0 2
28 0 0 0 0
29 0 0 1 1
30 0 0 1 0
31 0 0 0 0
32 0 0 0 0
33 0 0 0 0
34 1 2 0 0
35 0 0 0 0
celkem 2 2 2 3
Tabulka 5.8: EBR: Pocˇet loka´ln´ıch maxim na obra´zc´ıch bez znacˇky
Obecneˇ lze vsˇak tedy rˇ´ıci, zˇe Harhes a prˇedevsˇ´ım EBR lze s u´speˇchem pouzˇ´ıt prˇedevsˇ´ım
na veˇtsˇ´ıch obra´zc´ıch, kde s vysokou pravdeˇpodobnost´ı detekuj´ı znacˇku spra´vneˇ (naleznou
veˇtsˇ´ı pocˇet loka´ln´ıch maxim vah vy´znacˇny´ch bod˚u uvnitrˇ znacˇky).
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Obra´zek 5.1: Prˇehled detekc´ı pomoc´ı vsˇech slovn´ık˚u o velikosti 10000 slov
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Obra´zek 5.2: Pocˇet bod˚u s vysˇsˇ´ı pravdeˇpodobnost´ı nezˇ zadany´ pra´h
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Obra´zek 5.3: Harhes (nahorˇe) a EBR (dole) detekce natocˇene´ (vlevo) a zkosene´ (vpravo)
znacˇky




C´ılem me´ pra´ce bylo mimo rozdeˇlen´ı a srovna´n´ı jizˇ existuj´ıc´ıch metod vytvorˇen´ı pro loka´ln´ı
detektory Harhes, EBR, IBR, SIFT a SURF vizua´ln´ıch slovn´ık˚u a pomoc´ı nich vyzkousˇet
detekci znacˇky v obraze. V te´to kapitole zhodnot´ım dosazˇene´ vy´sledky, pozastav´ım se nad
d˚uvody, procˇ detekce byla cˇi nebyla v r˚uzny´ch prˇ´ıpadech u´speˇsˇna´, a navrhnu dalˇs´ı mozˇna´
rozsˇ´ıˇren´ı sta´vaj´ıc´ı metody.
V prvn´ı byly vytvorˇeny vizua´ln´ı slovn´ıky z prˇ´ıznakovy´ch vektor˚u vsˇech vy´znacˇny´ch bod˚u,
ktere´ byly jednotlivy´mi detektory nalezeny v tre´novac´ı sadeˇ. Samotne´ vytva´rˇen´ı se uka´zalo
by´ti velmi cˇasoveˇ na´rocˇne´. Ovsˇem velkou vy´hodu zde vid´ım v pouzˇit´ı databa´ze k ukla´da´n´ı
jednotlivy´ch prˇ´ıznakovy´ch vektor˚u pro kazˇdy´ detektor. Pokud uzˇivatel da´le chce vytva´rˇet
dalˇs´ı slovn´ıky, jizˇ nepotrˇebuje mı´t k dispozici celou testovac´ı sadu.
Stejneˇ lze do databa´ze nahra´vat dalˇs´ı testovac´ı sady. Mohlo by by´ti zaj´ımave´ vyzkousˇet
detekova´n´ı znacˇky pomoc´ı stejneˇ velky´ch slovn´ık˚u, ktere´ byly vytvorˇeny na jiny´ch testo-
vac´ıch sada´ch.
Ve druhe´ cˇa´sti se zameˇrˇuji na samotnou detekci znacˇky v obraze. K tomu vyuzˇ´ıva´m pra´veˇ
vytvorˇene´ vizua´ln´ı slovn´ıky o r˚uzny´ch velikostech. K experiment˚um byla vytvorˇena testovac´ı
sada.
Jak je popsa´no v prˇedchoz´ı kapitole 5.2, s velkou pravdeˇpodobnost´ı lze u´speˇsˇneˇ pouzˇ´ıt
pouze detektor EBR a jeho slovn´ıky, cˇa´stecˇneˇ funguje i Harhes.
Zbyle´ trˇi detektory IBR, SIFT a SURF nebylo mozˇne´ k detekci, jak byla metoda
navrzˇena, pouzˇ´ıt. To je zrˇejmeˇ zp˚usobeno hlavneˇ sˇpatnou skladbou slovn´ıku. Body, ktere´
byly anotova´ny uvnitrˇ znacˇky, se nekoncentruj´ı ve slovech tak, jako naprˇ´ıklad u EBR. Jed-
notliva´ slova tak nemaj´ı vysoke´ pravdeˇpodobnosti, zˇe popisuj´ı v obra´zku hledanou znacˇku.
A protozˇe je metoda zalozˇena´ na nalezen´ı loka´ln´ıch maxim teˇchto vah, nedojde k ocˇeka´vane´
detekci.
Detekce znacˇky pouze podle nalezeny´ch loka´ln´ıch maxim je dostacˇuj´ıc´ı, ale efektneˇjˇs´ı by
zrˇejmeˇ bylo oznacˇit vy´slednou znacˇku prˇ´ımo cˇtyrˇu´heln´ıkem. To pomoc´ı obecne´ metody,
jak je navrzˇena, nen´ı mozˇne´, jelikozˇ pouze z pozice loka´ln´ıch maxim vah nelze urcˇit, zda
na´hodou nepopisuj´ı v´ıce nezˇ jednu znacˇku v obraze. Jednoduche´ ohranicˇen´ı takovy´ch maxim
by mohlo ve´st k nesmyslne´ detekci.
Popsanou a pouzˇitou metodu by sˇlo ovsˇem jesˇteˇ vylepsˇit. Prˇi vytva´rˇen´ı slovn´ıku by
jednotlive´ body mohly ne´st nejen informaci, zda jsou anotova´ny uvnitrˇ znacˇky cˇi vneˇ, ale
take´ relativn´ı pozici ve znacˇce. Vypocˇ´ıtana´ slova ve slovn´ıku by tud´ızˇ rovneˇzˇ obsahovala
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urcˇitou ”pr˚umeˇrnou“ informaci o relativn´ı pozici ke znacˇce, tud´ızˇ i u nalezeny´ch maxim
by bylo teoreticky mozˇne´ z teˇchto informac´ı zjistit pozici a velikost znacˇky, prˇ´ıpadneˇ v´ıce
znacˇek.
Beˇhem testova´n´ı se da´le uka´zalo, zˇe testovac´ı sada by meˇla obsahovat v´ıce obra´zk˚u. Prˇedevsˇ´ım
vytva´rˇen´ı slovn´ık˚u pro EBR je totizˇ limitova´no mensˇ´ım pocˇtem nalezeny´ch bod˚u na tre´novac´ı
sadeˇ. Lze s u´speˇchem prˇedpokla´dat, zˇe pro mnohem veˇtsˇ´ı tre´novac´ı sadu, by mohl by´t vy-
tvorˇen jesˇteˇ veˇtsˇ´ı slovn´ık, nezˇ byl vyzkousˇen, a meˇl by prˇinejmensˇ´ım stejneˇ dobre´ vlastnosti.
I prˇes vsˇechny vy´sˇe popsane´ skutecˇnosti, navrzˇena´ metoda je schopna rozhodnout, prˇi
pouzˇit´ı prˇedevsˇ´ım EBR detektoru, zda a kde v obraze znacˇka lezˇ´ı.
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Obra´zek A.1: Prˇ´ıklady detekc´ı pomoc´ı Harhes (vlevo) a EBR (vpravo)
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