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We introduce interpretable Siamese Neural Networks (SNN) for similarity detection to the field of
theoretical physics. More precisely, we apply SNNs to events in special relativity, the transformation
of electromagnetic fields, and the motion of particles in a central potential. In these examples, these
SNNs learn to identify datapoints belonging to the same events, field configurations, or trajectory
of motion. It turns out that in the process of learning which datapoints belong to the same event or
field configuration, these SNNs also learn the relevant symmetry invariants and conserved quanti-
ties. These SNNs are highly interpretable, which enables us to reveal the symmetry invariants and
conserved quantities without prior knowledge.
I. INTRODUCTION
Machine learning (ML) algorithms have experienced a
surge in the physical sciences. This is based on the intro-
duction of ML methods to fulfill tasks beyond the scope
for which they were originally designed. These include
finding phase transitions [1–12], simulating quantum sys-
tems [13–19] and rediscovering physical concepts [20–27].
Even though ML in theoretical physics is a young disci-
pline, it has so far been successful in reproducing results
in many complicated systems in just a few years. The
success comes at the cost of a lack of understanding of
what ML algorithms intrinsically learn. Physics, as a sci-
entific discipline, benefits from a “deeper understanding”
of the underlying models used for making predictions.
The question of whether ML models can “understand”
physics is a deeply philosophical one, and we don’t pre-
tend to address it in all its complexity. Assuming that
an ML algorithm is successfully trained to predict the
outcome of a physical experiment or calculation, it is not
always clear whether the algorithm has deduced physical
concepts or has merely managed to perform some basic
pattern matching. However, if the ML model is “inter-
pretable” in the sense that we can recover a compact and
simple mathematical representation of a physical law by
analyzing the said model, then we take the position that
such a model has indeed learned to “understand” the un-
derlying physics.
The most successful ML algorithms are artificial neural
networks (ANNs), which are famously inscrutable. Hav-
ing said that, there have been many recent attempts at
interpreting the learned features of a fully trained ANN.
The simplest way to interpret a neural network is to ex-
amine the weights and biases of individual neurons, which
can only yield successful results in shallow ANN. In the
field of explainable AI (xAI), there are different methods
that determine which features of the given input were
responsible for the learned model’s classification [28, 29].
Similarly, in the field of computer vision, there have been
many developments to examine the contribution of the
pixels in an image to the ANN prediction[30–34]. One
of the most popular methods is feature visualization by
enhancing learned patterns on input images[35].
In physics, we have a distinct advantage when it comes
to interpreting ANNs. In the field of computer vi-
sion or natural language processing, it is very hard to
come up with mathematical equations uniquely describ-
ing the “ground truth”. By contrast, many physicists
have worked for hundreds of years to formulate their the-
ories and experimental measurements in terms of math-
ematical equations. This means that if we can recover
such an equation by analyzing an ANN, we have an im-
mediate access to its interpretation. This also opens up
the possibility to check for consistency and reveal new
concepts. A few recent works have presented a successful
interpretation of ANNs in physics [22, 36–39].
In this article, we propose a change in traditional SNN
architectures that makes them easier to interpret. Specif-
ically, the key feature is a bottleneck layer, where the SNN
is forced to compress all available information from pre-
vious layers. The output of this bottleneck can be ana-
lyzed, for example, by applying known regression meth-
ods. A similar approach has been taken in [22]. While
there does not exist a related interpretation procedure
in computer vision, the idea of interpreting bottleneck
layers is also seen in disentangling autoencoders [40].
The ANNs we are considering in this work are a vari-
ant of the previously proposed Siamese Neural Networks
(SNNs), a class of ANNs that have been applied to object
tracking, face recognition, and image similarity detec-
tion [41–44]. An SNN consists of two (identical) ANNs
that are applied to a pair of input data points. The
two networks share their weights and biases, which are
updated simultaneously while training. The goal of the
network is to map the input pairs to a set of latent vari-
ables that determine the similarity of the pair.
The general problem an SNN attempts to solve can
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2be stated as follows: given two data points x and y re-
lated by an equivalence relation (e.g., the same event in a
relativistic setting measured by two observers in different
reference frames), is it possible to correctly and automat-
ically classify them as “related”? Further, if x and y are
not related, then we require the ANN to classify them as
not related.
SNNs can solve an extension of a classification problem
with relatively little training data per class. Instead of
training a traditional neural network to distinguish be-
tween a fixed number of classes, an SNN can probe the
similarity of one datapoint with another prototypical dat-
apoint for a certain class. This reformulation bears many
advantages. First, the number of classes does not need
to be fixed. Further, it is no longer necessary to train
on all of the classes. A successfully trained SNN might
be able to share its learned representation to distinguish
between classes that are not in the training set. These
properties become important in the limits of many (pos-
sibly infinitely many) classes or in the case where only a
few data points are available in each class.
Contributions
The contributions we make in this paper are:
1. We introduce the SNN to the field of theoretical
physics.
2. We demonstrate its usage in the well known con-
texts of special relativity, electromagnetism, and
the motion of particles in a central potential. In the
case of special relativity, these SNNs learn whether
or not two different observations of physical phe-
nomena correspond to the same event. In the case
of electromagnetism, these SNNs learn whether or
not given two field configurations, one can be trans-
formed into the other via a Lorentz transformation.
In the case of motion of particles, these SNNs dis-
cover whether or not two observations of position
and momenta describe the same particle.
3. Further, we successfully interpret the intermediate
output representations of the SNN and recover the
mathematical formulations of known physical con-
served quantities and invariants, e.g., the spacetime
interval or the angular momentum.
4. Since the interpretation of the SNN yields signa-
tures of known physical equations, we can argue
that our SNN has indeed learned to “understand”
physical concepts instead of merely performing ba-
sic pattern matching.
II. NEURAL NETWORK ARCHITECTURE
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Figure 1: Schematic architecture of an interpretable SNN.
Our SNN contains a bottleneck of only a single neuron, the
output of this layer is called the intermediate output of the
network. We observe that this bottleneck encodes quantities
which are strongly correlated with invariants like the energy
or the spacetime interval.
In this work, we employ Siamese neural networks
(SNN) to determine whether or not two samples belong
to the same class. In this context, our input data is a
pair of samples Xi = (xi, x′i). In order to formulate a su-
pervised learning problem, we associate the label yi = 0
to pairs that correspond to the same class (i.e., xi and
x′i are related via an equivalence relation) and yi = 1 to
pairs that belong to different classes (i.e., the input pairs
are not related). In this sense, we can reformulate a clas-
sification problem with many, possibly infinitely many
classes, into a traditional binary classification problem.
For this purpose, we construct the SNN consisting of
several building blocks. The first building block is com-
posed of a pair of identical neural networks. This pair of
networks is applied simultaneously to each of the sam-
ples in a data point pair xi and x
′
i. The last layer of
the network pair only contains a single neuron, this layer
we refer to as the bottleneck. The output of the bottle-
neck layer is the intermediate output of the SNN. The
intermediate output is merged by performing appropri-
ate algebraic operations. Let us denote f(xi) and f(x′i)
the output of each of the neural networks. Then the al-
gebra layer calculates (f(xi) − f(x′i))2 before supplying
it to a sigmoid neuron such that the output of the full
SNN can be written as
F (Xi) = sigmoid (w (f(xi) − f(x′i))2 + b) . (1)
The SNN outputs a probability whether the two samples
belong to the same class or not.
For the purpose of training, we minimize the binary
cross-entropy loss function between the SNN F (Xi) and
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Figure 2: Schematic description of the task solved by the Siamese neural network. Left (a): In the case of special relativity and
electromagnetism our network is tasked to learn if two descriptions from different perspectives correspond to the same event or
the same electromagnetic field configuration. Right (b): In the context of Newtonian gravity, we train our network to detect if
two observations of velocities and positions correspond to the same particle moving in a central potential.
the label yi on the training set, while the generaliza-
tion performance is eventually measured on the test set.
While training the SNN, we enforce weight sharing in the
network pair to make sure these networks learn the same
function. We note that, in the context of our physical
examples, a natural minimization of the binary cross-
entropy loss function is achieved if f(xi) learns a sym-
metry invariant or a conserved quantity.
After having successfully trained the SNN, our goal
is to answer the question on which features this neural
network bases its decision. In general, there is no easy
answer to this question, since analyzing even small neu-
ral networks can become prohibitive. So far, there does
not exist a comprehensive theory of what is learned by
artificial neural networks.
One of our crucial insights is that in order to inter-
pret what our SNN learns, we have designed the SNN to
include a bottleneck at the output of the first building
block before merging (see Fig. 1). We see later that our
SNN learns conserved quantities and invariants at the
bottleneck to make its decision if two samples belong to
the same class. Further, by interpreting the network, we
can predict conserved quantities and invariants without
prior knowledge.
If the number of neurons in the bottleneck layer in-
creases, one can achieve better accuracy at the cost of
interpretability. The interpretability can, in principle,
be retained if one enforces decorrelated intermediate out-
puts.
More details about our neural network architecture
and the learning procedure can be found in Appendix B.
III. PERFORMING MACHINE LEARNING
A. Spacetime in Special Relativity
Introduction
The first physical system we consider in this work is
the Minkowski spacetime in special relativity. An event
is a four vector (t, x, y, z) ∈ R4 that combines spatial
coordinates and a moment in time. Minkowki space-
time is R4 with a scalar product induced by the metric
ηµν = diag(−1,1,1,1),⟨x,y⟩ = ηµνxµyν = xµyν , (2)
where we have used xµ = ηµνxν . Thereby we define the
spacetime interval s by
⟨x,x⟩ = −t2 + x2 + y2 + z2 = s2 . (3)
The Lorentz Group is the set of transformations which
preserve the scalar product on Minkowksi spacetime
O(3,1) = {Λ ∈M(R4) ∶ ⟨Λx,Λy⟩ = ⟨x,y⟩∀x,y ∈ R4}
(4)
and thus also preserve the spacetime interval.
SNN Training
In this section, we discuss how to teach the neural net-
work to identify if two observations in special relativ-
ity by different observers correspond to the same event.
These observers are at the same position but move with
a relative velocity in some direction. For this purpose,
we prepare positive training data of pairs of observations
that correspond to the same event and negative data
4Figure 3: Special Relativity: Correlation between the inter-
mediate output of the siamese neural network at the bottle-
neck layer and the spacetime interval.
where a pair of measurements does not describe the same
event.
More specifically, in order to train our neural net-
works with data we prepare a training dataset con-
sisting of pairs of measurements of the same event in
Minkowski spacetime seen from two different observers
Xµ = (xµ,x′µ = Λ µν xν) = ((t, x, y, z), (t′, x′, y′, z′)),
where Λ is a random Lorentz transformation which is
sampled from all possible Lorentz transformations, more
details can be found in Appendix A. We sample 50000
spacetime events xµ and Lorentz transformations Λ to
create pairs of events that form the positive dataset. We
associate with each pair the label y = 0. Further, we
create a negative dataset where each pair of spacetime
coordinates is not related by a Lorentz transformation.
In practice, we implement this by randomly permuting
among all second elements of all pairs of spacetime events
in the positive dataset. Each pair in the negative dataset
is labeled with y = 1. In addition to this training set, we
prepare a similar test dataset of 5000 positive pairs and
5000 negative pairs.
The SNN is trained to predict if a pair of observations
describe the same event or not correctly. This is done by
optimizing the weights of the neural network via back-
propagation to minimize the binary cross-entropy loss be-
tween network output yp and true label yt. After having
trained the neural network, it is able to correctly predict
if a pair of observations belong to the same event with
an accuracy of ≈ 94% on the training dataset and ≈ 92%
on the test dataset. The training and testing accuracies
during training can be seen in Fig. 9.
Following the successful training of our SNN, we want
to understand what the neural network has learned. This
can be achieved by examining the intermediate output of
the neural network, which acts as an interpretable bottle-
neck. We perform a hierarchy of linear regressions with
polynomial features (aka polynomial regression) on the
intermediate output with respect to the input. If we as-
order train score test score
1 0.0013 0.0005
2 0.9894 0.9893
3 0.9900 0.9899
4 0.9907 0.9906
Table I: Regression scores of the regression on the intermedi-
ate output in the case of special relativity, measures normal-
ized distance between regression and data. The score metric
is known as the coefficient of determination or R2 score. Best
possible score is 1, higher is better.
sume the Taylor expansion of the decision function to
be sufficiently accurate at the decision boundary, we can
hope to get insightful results.
We perform ridge regression with polynomial features
of the input on the intermediate output of the SNN. We
start with polynomials of degree 1 and increase the degree
of the polynomial features until the polynomial regression
becomes accurate. From Table I one can immediately
infer that the optimal degree of the polynomial features
is 2.
The result of the regression is in an ordered manner is
f(x) ≈ − 87.41t2 − 60.48 − 0.11x− 0.10yz + 0.04ty + 0.06z+ 0.07y + 0.10tx + 0.12tz+ 0.15xz + 0.21xy + 2.50t+ 88.10z2 + 88.61y2 + 88.63x2≈88 (−t2 + x2 + y2 + z2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=s2 −60 (5)
We can see that four nontrivial features dominate all
others. If we assume that the regression includes small
approximation errors, we can infer that the SNN has
learned the invariant quantity s2 = −t2+x2+y2+z2. This
quantity is the spacetime interval, a known invariant of
the Lorentz group. In cases where the regression does
not yield a clear result, one can cross-check the second-
order regression result with higher orders of regression,
and observe if the dominant features stay the same. An-
other option is to do the whole training procedure with
a different random seed and see what parts of the results
keep the same ratio.
To summarize, as long as the ANN is only able to use
one single scalar function to decide if two events are the
same, it calculates the spacetime interval. If the space-
time interval is the same, the ANN predicts that both
coordinates in a pair belong to the same event. While it
is often difficult to decide if neural networks learn to “un-
derstand” physical concepts to make decisions, here we
argue that our SNN does so. To confirm our derivation,
we draw a scatter plot for a subset of our data points
of the intermediate output versus the spacetime interval
5in Fig. 3 and observe a nearly perfect non-linear correla-
tion between these two. Note that we have cross-checked
the second-order regression result with higher orders of
regression where the dominant features stay the same.
In the following, we examine if the SNN can also learn
a different quantity to decide whether two observations
from different observers belong to the same event. For
this purpose, we again prepare a training and a test
dataset, as explained before. However, in the prepara-
tion of the dataset, we keep the spacetime interval fixed.
We try to train the SNN to learn to associate correspond-
ing observations. However, we failed to train the ANN in
this case. After the best training cycle, the ANN could
only predict if two observations belong to the same event
with an accuracy of 58% on the training set or 57% on the
testing set, which is barely better than random. This fact
leads to the conclusion that the SNN cannot find another
invariant of the Lorentz group besides the spacetime in-
terval.
B. Motion in a Central Potential
Introduction
As a second system we consider the motion of a par-
ticle in a central potential similar to the movement of a
planet in the gravitational potential of the sun. We con-
strain the motion to a two-dimensional plane. Newtonian
gravity can be formulated via the Hamiltonian
H = p2
2m
+ GmM
r
. (6)
Here p is the momentum, r =√(x2 + y2) is the distance
from the potential centre, m is the mass of the planet,
M is the mass of the sun, and G is Newton’s constant
of gravitation. Given an initial position x and velocity
v one can calculate the trajectory of motion by solving
Hamilton’s equations
x˙ = ∂pxH p˙x = −∂xH
y˙ = ∂pyH p˙y = −∂yH . (7)
There are conserved quantities in this system, the energy
E the components of the angular momentum L and the
components of the Laplace-Runge-Lenz vector A. They
are related by two equations which effectively reduces the
number of scalar conserved quantities to five.
SNN Training
When examining the motion of particles in a central po-
tential, the SNN is tasked with figuring out if two ob-
(a)
(b)
Figure 4: Particle in central potential: correlation between
the intermediate output and (a) the angular momentum or
(b) the energy.
Figure 5: Particle in central potential with fixed angular mo-
mentum: correlation between the intermediate output and
the energy.
servations of the same particle correspond to the same
6order train score test score
1 0.0003 -0.0003
2 0.9936 0.9939
3 0.9937 0.9940
4 0.9952 0.9858
Table II: Regression scores of the Regression on the interme-
diate output in the case of the motion of a particle in a central
potential.
particle trajectory.
We simulate particles of fixed mass m moving in a
Newtonian static gravitational potential produced by
a stationary mass M by solving the Hamiltons equa-
tions for a set of random initial positions and veloci-
ties. For simplicity we set m = 1 and GmM = 1. We
measure the position and the velocity of the particle at
two different times to get pairs of inputs X = (x,x′) =((x, y, vx, vy), (x′, y′, v′x, v′y)). We generate 50000 pairs
belonging to the same particle trajectories to form the
positive training dataset labelled by yi = 0. By permut-
ing the second entry in the pairs, we create a negative
dataset labeled with yi = 1. Similarly, a testing set is
produced with 5000 positive and 5000 negative examples.
The SNN is then trained to correctly predict if a pair
of coordinates belong to the same trajectory. After being
successfully trained, the network achieves an accuracy of≈ 98% on the training set and ≈ 97% on the test set.
In order to interpret on what quantity the neural net-
work bases its decision we again examine the bottleneck
at the intermediate output. We again perform a hierar-
chy of linear regressions with increasing polynomial fea-
tures on the intermediate output. The optimal degree of
the regression is two, see Table II.
The result of the regression is in an ordered manner is
f(x) ≈ − 403.71xvy − 4.85x − 0.58xy− 0.17xvx − 0.02v2y − 0.01vxvy+ 0.00v2y + 0.01vy + 0.02vx+ 0.45x2 + 0.66y2 + 0.74+ 0.99yvy + 1.24y + 402.44yvx≈ − 403 (xvy − yvx)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=Lz (8)
This quantity is an approximation to the angular mo-
mentum Lx = m(xvy − y vx). A confirmation of this re-
sult is visualized in the very good correlation between the
angular momentum and the intermediate output Fig. 4
(a). This means the SNN learns to distinguish between
pairs originating from the same trajectory and different
trajectories by calculating the angular momentum. An-
other conserved quantity in this system is the energy. In
Fig. 4 (b), we see that the intermediate prediction is not
order train score test score
1 0.8055 0.8074
2 0.9719 0.9729
3 0.9938 0.9940
4 0.9982 0.9982
Table III: Regression scores of the Regression on the inter-
mediate output in the case of the motion of a particle in a
central potential with fixed angular momentum.
correlated with the energy.
We now fix the angular momentum and perform the
simulation again to produce 50000 positive and 50000
negative data pairs. We train the SNN again to distin-
guish if a pair of observations belong to the same tra-
jectory. Even though the neural network cannot use the
angular momentum to determine if the pair corresponds
to the same trajectory, it still manages to perform well
on this task. The SNN achieves an accuracy of ≈ 99% on
both the training and the test set.
We now interpret what the SNN has learned in order to
make its prediction and find that the regression is unsuc-
cessful in revealing a suitable expression for the feature
that was learned by the SNN. On the one hand, there is
no clear optimal degree of the polynomial regression, see
Table III. On the other hand, all the regression results do
not yield a clear dominant feature. If we compare the in-
termediate output to the remaining invariants in the sys-
tem, we find that the square of the intermediate output
is strongly correlated with the energy of the system, see
Fig. 5. This means that the SNN probes the pair of ob-
servations for energy conservation. However, the energy
cannot be well approximated by a polynomial function
with which we perform our regression. This is probably
the main why the regression cannot reveal the energy
in this case. In future studies, this caveat could be re-
solved by employing symbolic regression. One might ask
whether the SNN is able to find the Laplace-Runge-Lenz
vector, which remains open for further investigation.
C. Electromagnetism
Introduction
Finally, we consider electric E and magnetic fields B,
and their behaviour under Lorentz transformations. For
this purpose we incorporate the fields in the electromag-
netic field strength tensor
Fµν = ⎛⎜⎜⎜⎜⎝
0 Ex Ey Ez−Ex 0 −Bz By−Ey Bz 0 −Bx−Ez −By Bx 0
⎞⎟⎟⎟⎟⎠ . (9)
7The Lorentz transformation of the field strength tensor
F ′µν = FαβΛαµΛβν (10)
defines the transformations for the electric and magnetic
fields. The known Lorentz invariants of the electromag-
netic fields are the determinant of the field strength ten-
sor B ⋅E = detF and ∣B∣2 − ∣E∣2 = 1/2FµνFµν .
SNN Training
(a)
(b)
Figure 6: Electromagnetism: Correlation between the inter-
mediate output and (a) the determinant of the field strength
tensor or (a) a specific contraction of two field strength ten-
sors.
In this section, we study the behaviour of electromag-
netic fields under Lorentz transformations with SNNs.
For this purpose, we again produce 200000 true pairs
X = ((Ex,Ey,Ez,Bx,By,Bz), (E′x,E′y,E′z,B′x,B′y,B′z))
of electric and magnetic field configurations which are
Figure 7: Electromagnetism with fixed determinant of the
field strength tensor: Correlation between the intermediate
output and a specific contraction of two field strength tensors.
order train score test score
1 0.0000 0.0000
2 0.9902 0.9902
3 0.9902 0.9902
4 0.9946 0.9946
Table IV: Regression scores of the Regression on the interme-
diate output in the case of Electromagnetism.
connected by a Lorentz transformation, and 200000 neg-
ative pairs of fields by permuting the positive pairs.
We again train the SNN to predict if the two mea-
surements belong to the same field configuration. After
having successfully trained the neural network, we find
that the neural network can fulfill the task to the high
accuracy of ≈ 95% on the training set and ≈ 94% on the
test set.
In order to find out what the neural network has
learned, we perform polynomial regression on the in-
termediate output of the neural network. The function
which approximates the output best is of degree two, see
Table IV and given by
f(x) ≈ − 170.53E2B2 − 170.22E1B1 − 170.20E3B3− 4.13B23 + ... + 4.92E22 + 53.43≈ − 170 (E1B1 +E2B2 +E3B3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=E⋅B +53 (11)
This function is an approximation to a known invari-
ant, the determinant of the field strength tensor B ⋅E =
detF . A confirmation of this deduction is the correlation
between detF and the intermediate output as depicted
in Fig. 6.
Let us perform the same experiment again, this time
we fix the determinant of the field strength tensor, when
8order train score test score
1 0.0002 -0.0003
2 0.9956 0.9956
3 0.9957 0.9956
4 0.9962 0.9962
Table V: Regression scores of the Regression on the inter-
mediate output in the case of Electromagnetism with fixed
determinant of the field strength tensor.
sampling the pairs of electromagnetic field configura-
tions. The neural network still trains successfully and
performs well in identifying between pairs of data be-
longing to the same fields with an accuracy of ≈ 93% on
the training set an ≈ 92% on the test set. Performing the
bottleneck regression on the intermediate output of the
neural network reveals the remaining invariant to be of
degree two, see Table V and is approximated by
f(x) ≈ − 216.26E22 − 216.016E21 − 215.59E23− 1.83E1B2 + ... + 5.55E3B3 + 13.59+ 215.80B23 + 216.57B22 + 217.31B21≈ − 216 (E21 +E22 +E23 −B21 −B22 −B23)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∣E∣2−∣B∣2 +14 . (12)
This function is another known invariant of the field
strength tensor ∣B∣2 − ∣E∣2 = 1/2FµνFµν , confirmed in
Fig. 7 . To summarize, in the context of electromag-
netism, we have revealed the two invariants of the electric
and magnetic fields which are preserved under Lorentz
transformations.
IV. CONCLUSIONS AND FUTURE
DIRECTIONS
We have introduced siamese neural networks (SNNs)
to the field of theoretical physics. They are successful in
predicting whether two data instances are connected by
a deterministic transformation. We examined spacetime
events and electromagnetic fields which transform under
Lorentz transformations, as well as the movement of par-
ticles in a central potential. By interpreting our neural
network, we find that it learns the underlying symmetry
invariants and conserved quantities to perform its pre-
diction. Most interestingly, we were able to interpret our
SNNs via the use of polynomial regression. This proce-
dure revealed an excellent approximation of the underly-
ing symmetry invariants and conserved quantities. These
invariants range from the spacetime interval over angular
momentum conservation to the determinant of the field
strength tensor. If the underlying system does not con-
tain human readable invariants, the neural network could
act as an approximation to such an invariant.
Future directions of this work include an upgrade of the
polynomial regression to symbolic regression [45]. An-
other exciting direction is to combine interpretable SNNs
with semi-automated mathematical reasoning tools, e.g.,
solvers or theorem provers. The idea is to check the
physical law learned by the SNN for consistency against
known laws and invariants by leveraging such reasoning
tools [46]. It does not take much imagination to envi-
sion how this technology can be used in quantum error
correction or in particle tracking at the LHC.
It remains to be seen if SNNs will ever find an invariant
or conserved quantity unknown to modern physics. Even
if this does not happen, the contribution of this work is
the introduction of SNNs as a useful tool in theoretical
physics. Furthermore, we challenged the black box na-
ture of artificial neural networks by a very clear interpre-
tation that reveals polynomial quantities without prior
knowledge. The interpretation procedure might also be
adopted into the field of computer science, where the in-
terpretability of neural networks poses a major problem.
V. ACKNOWLEDGEMENTS
We thank Isaac Tamblyn for helpful discussions. RGM
and JS are supported by NSERC. RGM is further sup-
ported by the Canada Research Chair program, and
the Perimeter Institute for Theoretical Physics. We
thank the National Research Council of Canada for their
partnership with Perimeter on the PIQuIL. Research at
Perimeter Institute is supported in part by the Govern-
ment of Canada through the Department of Innovation,
Science and Economic Development Canada and by the
Province of Ontario through the Ministry of Colleges and
Universities.
Appendix A: Lorentz Transformation
Let us describe the representation of the Lorentz trans-
formations which are used to generate the data pairs in
the special relativity and electromagnetism sections.
An arbitrary Lorentz transformation can be decom-
posed
Λ =D1ΛvD2 (A1)
Here Λv is a Lorentz boost in x direction.
Λv = ⎛⎜⎜⎜⎜⎝
γ −γβ 0 0−γβ γ 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎠ (A2)
where
9β = v
c
, γ = 1√(1 − β2) . (A3)
c is the speed of light which we conveniently set to
c = 1.
The matrices D1,D2 perform the rotation in the three
dimensional subspace
D = (1 0
0 R) (A4)
where R ∈ O(3)
Appendix B: Neural Network Details
In this section we explain the details of the training of
the SNN on pairs of data with a number of datapoints N
between 50000 an 200000. For the sake of understand-
ability we use the same architecture and hyperparame-
ters for all learning tasks. The architecture of the SNN
is depicted in Fig. 8.
160 160
1
1
relu relu
...*1
...*(-1)
(...)2 sigmoid
160 160
1relu relu
Figure 8: Detailed architecture of an interpretable siamese
neural network.
The training of the neural network is the adjustment
of the weights wLij and biases b
L
i of the neural network
to achieve a minimum of the binary cross entropy loss
function for all N training datapoints.
L(yt, yp) = − 1
N
N∑
i=0 yi,t ln(yi,p) + (1 − yi,t) ln(1 − yi,p) ,
(B1)
where yt denotes the true label, while yp is the neural net-
work prediction. Our neural networks are trained using
the Adadelta optimizer. We found that starting learning
rates of lr = 100 are needed to train the neural network,
this learning rate is a lot higher than normally used in
traditional classification problems. Each update is per-
formed by calculating the gradient on a batch of size
256. We employ learning rate decay callbacks which re-
duce the learning rate by a factor of 2 if the training loss
has not improved for 50 epochs. We train our networks
for 10000 epochs however, we employ an early stopping
callback which aborts the training process if the training
loss has not improved over 200 epochs. We do not use
any kind of regularization in our neural networks. The
evolution of the losses and accuracies during training are
depicted in Fig. 9
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