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RESUMEN
En este libro se define Particio´n de Markov de una variedad compacta y riemanniana M para
un difeomorfismo f de M en M , cuando este difeomorfismo pertenece a cierta clase particular
llamada ”de Anosov”. El motivo es demostrar la existencia de particiones de Markov. Esta´ dirigido
a estudiantes y egresados de nivel de grado universitario en Matema´tica.
En la parte 1 se exponen definiciones y teoremas que se asumen conocidos, referentes a los
difeomorfismos llamados de Anosov. Casi todos los resultados expuestos en la seccio´n 1 se enun-
cian sin demostracio´n porque no son el motivo de esta presentacio´n. Pueden encontrarse en las
referencias [2], [3] y [4].
En la parte 2 se define particio´n de Markov de una variedad M para un difeomorfismo f en
M . La definicio´n esta´ referida solamente a los difeomorfismos de Anosov, aunque es aplicable a
una clase ma´s general de difeomorfismos en la variedad. (Ve´ase [5]).
La demostracio´n de la existencia de una particio´n de Markov (Teorema de Sinai [6]) se concluye
en la parte 5 de este trabajo y se basa en la construccio´n de un cubrimiento adecuado de la variedad
que se luego refinado apropiadamente. Este me´todo constructivo fue extra´ıdo del libro de R. Bowen
([1]).
Tambie´n se extrajo de R. Bowen ([1]) la presentacio´n de la dina´mica simbo´lica que se expone
en la u´ltima parte de esta monograf´ıa.
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1. Definiciones y Resultados Previos
Se asume que M es una variedad de clase C1 compacta y Riemanniana y que f : M 7→ M es
un dofeomorfismo de clase C1 en M .
1.1 Difeomorfismo de Anosov
Definicio´n 1.1 f es un difeomorfismo de Anosov si existen constantes K y λ; K > 0, 0 < λ < 1;
y subespacios Sx, Ux de TxM , tales que:
i Sx, Ux var´ıan continuamente con x
ii Sx ⊕ Ux = TxM
iii Sx, Ux son invariantes con f , es decir: f
′
xSx = Sf(x), f
′
xUx = Uf(x) ∀x ∈M
iv ‖(fn)′xsx‖ ≤ Kλ
n‖sx‖ ∀sx ∈ Sx, ∀n ≥ 0, ∀x ∈M
v ‖(fn)′xux‖ ≤ Kλ
−n‖ux‖ ∀ux ∈ Ux, ∀n ≤ 0, ∀x ∈M
Observacio´n 1.2 Las dimensiones de Sx y Ux son constantes en las componentes conexas de M
debido a la condicio´n i. de la definicio´n anterior. El fibrado tangente TM es la suma directa de los
dos subfibrados S y U invariantes con f , llamados “subfibrado estable.e‘‘inestablerespectivamente.
Si (x, sx) ∈ S, entonces su norma decrece (ma´s que exponencialmente con tasa + log λ < 0) cuando
n→ +∞. Si (x, ux) ∈ U , entonces su norma crece (ma´s que exponencialmente con tasa − log λ > 0)
cuando n→ +∞, pues sustituyendo en v. m = −n, y = f−m(x), uy = (f
−m)′xux resulta:
‖(fm)′yuy‖ ≥
1
K
λ−m‖uy‖ ∀uy ∈ Uy, ∀m ≥ 0, ∀y ∈M
Si f es un difeomorfismo de Anosov, tambie´n lo es f−1, y el subfibrado estable para f−1 es el
inestable para f y viceversa, como se observa de la definicio´n de difeomorfismo de Anosov.
1.2 Expansividad
Definicio´n 1.3 Un difeomorfismo f : M 7→M es expansivo si existe una constante ρ > 0, llamada
constante de expansividad, tal que
dist (fnx, fny) ≤ ρ ∀n ∈ ZZ si y solo si x = y
Una sucesio´n bi-infinita {yn}n∈ZZ, yn ∈ M , se dice que ǫ−acompan˜a a otra {xn}n∈ZZ, xn ∈ M ,
si dist (xn, yn) ≤ ǫ ∀n ∈ ZZ. La expansividad de un difeomorfismo significa que para cierto ρ > 0
suficientemente pequen˜o, dos o´rbitas diferentes nunca se ρ−acompan˜an.
Un propiedad conocida es la siguiente:
Proposicio´n 1.4 Todo difeomorfismo de Anosov es expansivo.
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1.3 Estabilidad topolo´gica.
Definicio´n 1.5 Un difeomorfismo f :M 7→M es topolo´gicamente estable si dado ǫ > 0 existe un
C0 entorno V de f tal que para todo g ∈ V existe una semiconjugacio´n h : M 7→ M entre g y f
(i.e. h es continua, sobreyectiva y cumple h ◦ g = f ◦ h) tal que dist (h(x), x) < ǫ ∀x ∈M .
Observacio´n 1.6 Si f es topolo´gicamente estable, si V es un C0 entorno de f como en la defi-
nicio´n anterior y si g ∈ calV entonces
h(gn(x)) = fn(h(x)) ∀x ∈M ∀n ∈ ZZ
La estabilidad topolo´gica de f significa que si g esta´ suficientemente pro´xima de f (en la topolog´ıa
C0) entonces las o´rbitas de g esta´n ǫ-acompan˜adas por las de f y ǫ acompan˜an a todas las o´rbitas
de f (ya que la transformacio´n h es sobreyectiva.)
Teorema 1.7 (Pugh) Un difeomorfismo f : M 7→ M es topolo´gicamente estable si y so´lo si
dado ǫ > 0 existe δ > 0 tal que toda sucesio´n bi-infinita de puntos {yn}n ∈ ZZ, yn ∈M que cumple
dist (yn+1, f(yn)) < δ ∀n ∈ ZZ esta´ ǫ-acompan˜ada por una o´rbita de f
Definicio´n 1.8 Sea f : M 7→M invertible. Una sucesio´n bi-infinita {yn}n∈ZZ de puntos de M se
llama δ-pesudo-o´rbita de f si dist (f(yn), yn+1) < δ ∀n ∈ ZZ.
Se concluye que un difeomorfismo f : M 7→ M es topolo´gicamente estable si y solo si dado ǫ > 0
existe δ > 0 tal que toda δ-pseudo-o´rbita esta´ ǫ-acompan˜ada.
Teorema 1.9 Los difeomorfismos de Anosov son topolo´gicamente estables.
1.4 Conjuntos estable e inestable.
Definicio´n 1.10 Sea f :M 7→M un difeomorfismo. Se llama conjunto estable de f por el punto
x ∈M a
W s(x) = {y ∈M : dist (fn(y), fn(x))n→+∞ → 0}
Se llama conjunto inestable de f por el punto x ∈M a
W u(x) = {y ∈M : dist (fn(y), fn(x))n→−∞ → 0}
Teorema 1.11 Si f es un difeomorfismo de Anosov entonces
W s = {y ∈M : l´ım sup
n→+∞
1
n
log dist (fn(x), fn(y)) ≤ log λ}
W u = {y ∈M : l´ım sup
n→+∞
1
n
log dist (f−n(x), f−n(y)) ≤ log λ}
donde λ es la misma constante 0 < λ < 1 de la definicio´n de Anosov.
El teorema anterior significa que para los difeomorfismos de Anosov, dos o´rbitas que en el futuro
(o en el pasado) se acercan de modo que su distancia tienda a cero, entonces lo hacen ma´s que
exponencialmente con tasa log λ. En efecto: l´ım supn→+∞
1
n
log dist (fn(x), fn(y)) ≤ log λ implica
dist (fn(x), fn(y)) < Ae−nγ ∀n ≥ 0
donde A es un nu´mero positivo y γ es un nu´mero real positivo elegido de modo que γ < − log λ.
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Observacio´n 1.12 Dos conjuntos estables distintos son disjuntos pues si z ∈W s(x)∩W s(x′) 6= ∅
entonces, a partir de la definicio´n de conjunto estable y la propiedad triangular de la distancia se
tiene W s(z) ⊂W s(x) ∩W s(x′) y W s(x) ∪W s(x′) ⊂W s(z). Luego W s(x) = W s(x′).
Los mismo vale para los conjuntos inestables.
Proposicio´n 1.13 Si f es un difeomorfismo expansivo con constante de expansividad ρ, entonces:
W s(x) = {y ∈M : dist (fn(x), fn(y)) ≤ ρ ∀n suficientemente grande }
W u(x) = {y ∈M : dist (f−n(x), f−n(y)) ≤ ρ ∀n suficientemente grande }
Demostracio´n: De la definicio´n de conjunto estable se obtiene que
W s(x) ⊂ {y ∈M : dist (fn(x), fn(y)) ≤ ρ ∀n suficientemente grande})
Para demostrar la otra inclusio´n supongamos por absurdo que existe y ∈M tal que
dist (fn(x), fn(y)) ≤ ρ ∀n ≥ N, dist (fn(x), fn(y))n→+∞ 6→ 0
Entonces existe una sucesio´n nk → +∞ tal que dist (f
nk(x), fnk(y)) ≥ ǫ > 0 ∀k. Podemos elegir
nk de modo que f
nk(x) y fnk(y) sean convergentes (por la compacidad de M). Luego si p ∈ ZZ se
tiene
dist (fnk+p(x), fnk+p(y)) ≤ ρ ∀nk > N − p
Cuando k → +∞ se tiene dist (fp(x0), f
p(y0)) ≤ ρ ∀p ∈ ZZ donde x0 = l´ım f
nk(x), y0 =
l´ım fnk(y). Por la expansividad x0 = y0, contradiciendo la eleccio´n de nk, pues
dist (fnk(x), fnk(y)) ≥ ǫ > 0 
Observacio´n 1.14 Se observa que la proposicio´n anterior sigue siendo va´lida si se sustituye la
constante de expansividad ρ por cualquier otra constante ǫ > 0, ǫ ≤ ρ. Entonces
W s(x) =
⋃
n∈ZZ
{y ∈M : dist (fn(x), fn(y)) ≤ ǫ ∀n ≥ N} =
=
⋃
n≥k
{y ∈M : dist (fn(x), fn(y)) ≤ ǫ ∀n ≥ N} ∀k ∈ ZZ
Definicio´n 1.15 Se llama ǫ−conjunto estable de f por el punto x ∈M al conjunto
W sǫ (x) = {y ∈M : dist (f
n(x), fn(y)) ≤ ǫ ∀n ≥ 0}
Se llama ǫ−conjunto inestable de f por el punto x ∈M al conjunto
W uǫ (x) = {y ∈M : dist (f
n(x), fn(y)) ≤ ǫ ∀n ≤ 0}
Observacio´n 1.16 Si f es un difeomorfismo expansivo es fa´cil ver, a partir de la definicio´n
anterior y de 1.13 y 1.14 que:
i y ∈W sǫ (x) ⇔ x ∈W
s
ǫ (y); y ∈W
u
ǫ (x) ⇔ x ∈W
u
ǫ (y).
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ii Si ǫ ≤ ρ entonces W sǫ (x) ∩W
u
ǫ (x) = {x}.
iii f(W sǫ (x)) = {z ∈M : dist (f
n(x), fn−1(z)) ≤ ǫ ∀n ≥ 0} =
= {z ∈M : dist (fn−1(f(x)), fn−1(z)) ≤ ǫ ∀n ≥ 1} ∩ {z ∈M : dist (x, f−1(z)) ≤ ǫ} =
Luego
f(W sǫ (x)) = W
s
ǫ (f(x)) ∩ f(Bǫ(x))
Ana´logamente
W uǫ (f(x)) = f(W
u
ǫ (x)) ∩Bǫ(f(x))
iv f(W sǫ (x)) ⊂W
s
ǫ (f(x)) y f(W
u
ǫ (x)) ⊃W
u
ǫ (f(x))
v Si ǫ ≤ ρ (ve´ase 1.14) entonces:
W s(x) =
⋃
N≥0
f−N (W sǫ (f
N (x))) =
⋃
N∈ZZ
f−N(W sǫ (f
N (x)))
En particular
W sǫ (x) ⊂W
s(x), W uǫ (x) ⊂W
u(x)
1.5 Variedades invariantes.
El teorema que sigue justifica el nombre de variedad invariante estable (respectivamente ines-
table) que recibe el conjunto estable (respectivamente inestable) cuando f es un difeomorfismo de
Anosov. Se enuncia sin demostracio´n, la cual puede encontrarse en la referencia [3].
Teorema 1.17 Sea f : M 7→ M un difeomorfismo de Anosov. Entonces los conjuntos W s(x) y
W u(x) son C1 variedades inmersas en M , que pasan por x, tangentes en x a los subespacios Sx
y Ux respectivamente.
Se observa de la definicio´n 1.10 que la particio´n de M en las variedades estables e inestables es
invariante por f ; ma´s precisamente: f(W s(x)) = W s(f(x)); f(W u(x)) = W u(f(x))
Observacio´n 1.18 Cuando f es un difeomorfismo de Anosov, entonces W s(x) y W u(x) son
variedades inmersas en M segu´n afirma el teorema 1.17. Sin embargo no son necesariamente
subvariedades de M : la inclusio´n es continua pero no necesariamente un homeomorfismo sobre su
imagen (la topolog´ıa en W s(x) podr´ıa ser estrcitamente ma´s fina que la inducida por M).
Teorema 1.19 Sea f : M 7→M un difeomorfismo de Anosov. Si ǫ > 0 es suficientemente pequen˜o
entonces:
1 Para todo N ∈ ZZ el conjunto fN (W sǫ (f
−N (x))) es un entorno de x en la variedad W s(x)
homeomorfo a una bola en el subespacio Sx
2 La topolog´ıa en fN(W sǫ (f
−N (x))) como entorno en la variedad W s(x) es la misma que la
inducida en e´l por la topolog´ıa de M
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La demostracio´n se encuentra en l referencia bibliogra´fica [3]. Es parte de la demostracio´n del
teorema 1.17 de existencia variedades invariantes.
En particular W sǫ (x) es un entorno de x en W
s(x) y la topolog´ıa en W sǫ (x) como subconjunto
de W s(x) es la misma que la inducida por la topolog´ıa de M como subconjunto de M .
Aplicando el teorema anterior a f−1 en lugar de f y observando que por definicio´n las varie-
dades estables de f−1 son las inestables de f , se obtiene que W uǫ (x) es un entorno de x en W
u(x)
y su topolog´ıa como subconjunto de W u(x) es la misma que la inducida por la topolog´ıa de M .
En virtud de la primera parte del teorema anterior, los epsilon− conjuntos estable e inestable
se llaman epsilon−variedades estable e inestable, y son subvariedades deM (variedades encajadas,
con la topolog´ıa inducida por la de M).
De la segunda parte del teorema anterior se desprende que:
Si U es un abierto de W sǫ (x) (como variedad estable), entonces existe B abierto en M tal
que U = B ∩W sǫ (x)
Si xn, x ∈W
s
ǫ (x) y si dist (xn, x)→ 0 en M , entonces xn → x en W
s
ǫ (x) (y rec´ıprocamente).
1.6 Interseccio´n de variedades invariantes.
En la observacio´n 1.16 obtuvimos que W sǫ (x) ∩ W
uǫ(x) = {x} si 0 < ǫ < ρ. Probaremos
a continuacio´n que cuando x e y esta´n suficientemente pro´ximos y ǫ > 0 es pequen˜o, entonces
W sǫ ∩W
uǫ(y) consiste en un u´nico punto que denotaremos como [x, y]. En lo que sigue f : M 7→M
denota un difeomorfismo de Anosov.
Proposicio´n 1.20 Dado 0 < ǫ ≤ ρ/2 existe δ > 0 tal que W sǫ (x) ∩W
u
ǫ (y) consiste en un u´nico
punto, para todos x, y ∈M tales que dist (x, y) < δ.
Demostracio´n: Por los teoremas 1.7 y 1.9 existe δ1 > 0 tal que toda δ1 pseudo-o´rbita de f esta´ ǫ/2
acompan˜ada por una o´rbita de f .
Tomemos delta = mı´n(δ1, ǫ/2) y dos puntos x, y ∈M tales que dist (x, y) < δ.
La sucesio´n bi-infinita {yn}n∈ZZ definida por yn = f
n(x) si n ≥ 0, yn = f
n(yn) si n < 0
es una δ1 pseudo-o´rbita. Entonces existe z ∈ M que cumple dist (f
n(z), fn(x)) ≤ ǫ/2 ∀n ≥
0, dist (fn(z), fn(y)) ≤ ǫ/2 ∀n < 0. Adema´s dist (z, y) ≤ dist (z, x) + dist (x, y) ≤ ǫ/2 + δ ≤ ǫ.
Entonces z ∈W sǫ (x) ∩W
u
ǫ (y).
Adema´s z es u´nico en W sǫ (x) ∩W
u
ǫ (y) debido a la expansividad de f . 
Definicio´n 1.21 Llamaremos funcio´n corchete a
[·, ·] : {(x, y) ∈M2 : dist (x, y < δ)} 7→M
definida por
[x, y] = W sǫ (x) ∩W
u
ǫ (y)
Se observa que
dist (fn([x, y]), fn(x)) ≤ ǫ ∀n ≥ 0, dist (fn([x, y]), fn(y)) ≤ ǫ ∀n ≤ 0
debido a la definicio´n de la funcio´n corchete y a la definicio´n de las ǫ-variedades estable e inestable.
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Teorema 1.22 La funcio´n corchete [·, ·] es continua.
Demostracio´n: Sea (xn, yn)→ (x, y) en M
2 tales que dist (x, y) < δ. Como M es compacta puede
elegirse (xn, yn) de modo que [xn, yn] sea convergente en M . Sea zn = [xn, yn] → z ∈ M . Basta
demostrar que z = [x, y].
Como zn ∈ W
s
ǫ (xn) entonces dist (f
p(zn), f
p(xn)) ≤ ǫ ∀p ≥ 0. Dejando fijo p y haciendo
n→∞, por la continuidad de f se tiene que dist (fp(z), fp(x)) ≤ ǫ ∀p ≥ 0, de donde z ∈W sǫ (x).
Ana´logamente se obtiene z ∈W uǫ (y), de donde z ∈W
s
ǫ (x) ∩W
u
ǫ (y) = [x, y] 
1.7 Forma local del producto
Teorema 1.23 Sea f : M 7→M un difeomorfismo de Anosov. Existe una constante ǫ > 0 tal que
para todo x ∈M el producto W uǫ (x)×W
s
ǫ (x) es homeomorfo a un entorno de x en M .
Demostracio´n: Elijamos 0 < ǫ < ρ/2 (donde ρ es la constante de expansividad de f). Sea δ > 0
elegido segu´n el teorema 1.20 y sea 0 < ǫ < mı´n(δ/2, ǫ). Resulta:
W uǫ (x)×W
s
ǫ (x) ⊂ {(z, y) ∈M
2 : dist (z, y) < δ}
Puede aplicarse la funcio´n corchete a puntos en W uǫ (x)×W
s
ǫ (x) ⊂M
2.
Sea ϕ = [·, ·]|Wu
ǫ
(x)×W s
ǫ
(x). La aplicacio´n ϕ es continua porque es la restriccio´n de una funcio´n
continua. Es inyectiva pues si [z, z′] = [z, z′] donde z, z ∈W uǫ (x), z
′, z′ ∈W sǫ (x) entonces
dist (fn(z), fn(z)) ≤ 2ǫ < 2ǫ ∀n ≥ 0
dist (fn(z), fn(z)) ≤ 2ǫ < 2ǫ ∀n ≤ 0
Luego por la expansividad de f se tiene z = z. Ana´logamente se obtiene z′ = z′.
La ǫ-variedad estable W sǫ (x) = {y ∈M : dist (f
n(y), fn(x)) ≤ ǫ ∀n ≥ 0} es cerrada en M que
es compacta, luego es compacta. Ana´logamente es compacta W uǫ (x). As´ı ϕ es continua e inyectiva
con dominio compacto W uǫ (x)×W
s
ǫ (x) aM . Como el dominio de ϕ y su codominio son variedades
de la misma dimensio´n finita, ϕ es un homeomorfismo sobre su imagen.
En efecto ϕ(x, x) = x, dimW sǫ (x) = dimSx, dimW
u
ǫ (x) = dimUx, Sx ⊕ Ux = TxM de donde
dim(W uǫ (x)×W
s
ǫ (x)) = dimM .
Siendo W uǫ (x)×W
s
ǫ (x) un entorno de (x, x) en M
2, su imagen homeomorfa es un entorno de
x ∈M. 
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2. Recta´ngulos y particiones de Markov
Sea f un difeomorfismo de Anosov en una variedad compacta y Riemanniana M . Se defi-
nira´ Particio´n de Markov para f . Es un cubrimiento finito de M por cierta clase de cerrados
llamados recta´ngulos, con interiores dos a dos disjuntos, y que cumplen condiciones que los vin-
culan a la dina´mica de f , es decir, al espacio de o´rbitas de f .
Comenzaremos definiendo recta´ngulo y demostrando algunas propiedades que sera´n utilizadas
ma´s adelante.
2.1 Definicio´n de recta´ngulo
Sea ǫ > 0 tal que 0 < ǫρ/4 (donde ρ denota la constante de expansividad de f , definida en
1.3. y sea δ > 0 elegido como en 1.20.
Definicio´n 2.1 Un subconjunto R no vac´ıo de M se llama recta´ngulo para f si tiene dia´metro
menor que δ y adema´s [x, y] ∈ R ∀x, y ∈ R. Es decir: si x, y ∈ R entonces existe un u´nico
z ∈W sǫ (x) ∩W
s
ǫ (y) = [x, y] y adema´s z ∈ R.
Definicio´n 2.2 Un recta´ngulo R es propio si R = intR.
Ejemplos:
i) A partir de la definicio´n obse´rvese que si ǫ > 0 se elige suficientemente pequen˜o entonces es
un recta´ngulo el entorno V de x en M que tiene forma local del producto segu´n el teorema
1.23 (es decir V es homeomorfo a W uǫ (x)×W
s
ǫ (x)).
ii) Si x e y son dos puntos pro´ximos en M y si U y V son entornos de x e y respectivamente,
como en el ejemplo anterior, entonces U ∪ V ∪ [U, V ] ∪ [V,U ] es un recta´ngulo.
iii) Si U y V son dos recta´ngulos no disjuntos, entonces U ∩ V es un recta´ngulo.
Definicio´n 2.3 Sea R un recta´ngulo y x ∈ R. Se llama ǫ-variedad estable de x en R a
W s(x,R) = W sǫ (x) ∩R
Ana´logamente:
W u(x,R) = W uǫ (x) ∩R
Proposicio´n 2.4 Sean x, y ∈ R, R recta´ngulo. Entonces y ∈ W s(x,R) si y solo si W s(x,R) =
W s(y,R).
Demostracio´n: Como y ∈ W s(y,R) es inmediato que W s(x,R) ⊂ W s(y,R) implica y ∈
W s(x,R).
Para el rec´ıproco alcanza probar que y ∈ W s(x,R) implica W s(x,R) ⊂ W s(y,R) (pues por
simetr´ıa y ∈W s(x,R) si y solo si x ∈W s(y,R)).
Probemos entonces que y, z ∈W s(x,R) implica z ∈W s(y,R):
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Sea w = [z, y] = W sǫ (z) ∩W
u
ǫ (y). Como z ∈W
s
ǫ (x). Entonces w = W
s
2ǫ(x) ∩W
u
ǫ (y).
Adema´s y ∈W sepsilon(x). Entonces w = W
s
3ǫ(y)∩W
u
ǫ (y). Siendo 3ǫ > ρ, donde ρ es la constante
de expansividad, se tiene que w = y o sea:
y = [z, x] = W sǫ (z) ∩W
u
ǫ (y)
de donde y ∈W sepsilon(z), o lo que es lo mismo z ∈W
s
ǫ (y) como quer´ıamos demostrar. 
2.2 Borde de un recta´ngulo
Definicio´n 2.5 Se llama Borde Estable de un recta´ngulo R al conjunto
∂sR = {x ∈ R : x 6∈ intW u(x,R) en W uǫ (x)}
Se llama Borde Inestable de un recta´ngulo R al conjunto
∂uR = {x ∈ R : x 6∈ intW s(x,R) en W sǫ (x)}
Demostraremos que para los recta´ngulos R cerrados, el borde topolo´gico de R es ∂sR ∪ ∂uR.
Adema´s para justificar el nombre de borde estable, demostraremos que ∂s(R) esta´ formado por
la unio´n de ǫ-variedades estables en R:
Proposicio´n 2.6 y ∈ ∂sR implica W s(y,R) ⊂ ∂sR.
y ∈ ∂uR implica W u(y,R) ⊂ ∂uR
Demostracio´n: Por absurdo sea x ∈ W s(y,R) \ ∂sR. Entonces x ∈ intW u(x,R) en W uǫ (x),
o sea existe un entorno V de x en W uǫ (x) contenido en R.
Sea ϕ(z) = [z, x] = W sǫ (z)∩W
u
ǫ (x) definido para los puntos z ∈W
uǫ(y) que esta´n a distancia
menor que δ de x.
ϕ es continua pues es la restriccio´n de [·, ·].
Adema´s ϕ(y) = [y, x] = x porque x ∈W sǫ (y).
Entonces ϕ−1(V ) es un abierto de W uǫ (y) que contiene a y. Adema´s si z ∈ ϕ
−1(V ) entonces
ϕ(z) = u ∈ V ⊂ R. Luego [z, x] = u, de donde z ∈ W sǫ (u). Como z ∈ W
u
ǫ (y) se obtiene que
z = [u, y] con u, y ∈ R. Entonces por definicio´n de recta´ngulo z ∈ R. Se tiene as´ı que ϕ−1(V ) ⊂ R.
Se ha hallado un entorno de y en W uǫ (y) contenido en R. Entonces y ∈ intW
u(y,R) en W uǫ (y),
o sea y 6∈ ∂sR contradiciendo la hipo´tesis. 
Proposicio´n 2.7 Si R es un recta´ngulo cerrado entonces ∂R = ∂sR ∪ ∂uR.
Demostracio´n: Veremos que intR = R \ (∂sR∪ ∂uR) Segu´n la definicio´n de borde estable e
inestable tenemos que
R \ (∂sR ∪ ∂uR) = {x ∈ R : x ∈ int W u(x,R) en W uǫ (x); x ∈ int W
s(x,R) en W sǫ (x)}
Sea y ∈ int R, sea B un entorno de y en M contenido en R. Tenemos que
y ∈W uǫ (y) ∩B ⊃W
u
ǫ (y) ∩R =W
u(y,R)
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Luego W uǫ (y) ∩ B es un entorno de y en W
u
ǫ (y) que esta´ contenido en W
u(y,R), y entonces
y 6∈ ∂sR.
De igual forma tenemos que y 6∈ ∂uR , con lo cual deducimos que
int R ⊂ R \ (∂sR ∪ ∂uR)
Rec´ıprocamente: Si y ∈ int W u(y,R) en W uǫ (y) entonces existe un entorno de y en W
u
ǫ (y) que
esta´ contenido en R. Llamemos V a su interseccio´n con W uǫ(y), siendo ǫ ¿0 elegido como en el
Teorema 1.23.
V es un entorno de y en W uǫ (y) porqueW
uǫ(y) lo es. Adema´s V ⊂ R∩W uǫ(y). De igual forma
hallemos U entorno de yen W sǫ (y) contenido de R ∩W
sǫ(y).
Por el Teorema 1.23 [V,U ] es un entorno de y en M . Como V,U ⊂ R, por la definicio´n de
recta´ngulo se deduce que [V,U ] ⊂ R. Entonces y ∈ int R. Luego R \ (∂sR ∪ ∂uR) ⊂ int R. 
2.3 Propiedades de los recta´ngulos
Algunas propiedades que se demuestran a continuacio´n sera´n utilizadas en los para´grafos si-
guientes:
Proposicio´n 2.8 Si R es un recta´ngulo entonces tambie´n los son R y int R cuando no es vac´ıo.
Si R1 y R2 son recta´ngulos tales que R1 ∩R2 6= ∅ entonces R1 ∩R2 tambie´n es un recta´ngulo.
Demostracio´n: Sean x, y ∈ R, xn =→ x, yn → y, xn, yn ∈ R. Probemos que [x, y] ∈ Rforallx, y ∈
R. Se tiene por la continuidad de la funcio´n corchete que [x, y] = l´ım[xn, yn]. Segu´n la definicio´n
de recta´ngulo se sabe que [xn, yn] ∈ R, ya que xn, yn ∈ R. Entonces [x, y] ∈ R como se quer´ıa.
Sean ahora x, y ∈ int R. Entonces [x, y] ∈ R. Por la expansividad de f se tiene que x = [[x, y], x]
e y = [y, [x, y]].
Sean Vx, Vy entornos de x e y respectivamente, ambos contenidos en R. Por la continuidad de
la funcio´n corchete existe V entorno de [x, y] en M tal que [V, x] ⊂ Vx, [y, V ] ⊂ Vy. Entonces
para todo z ∈ V se cumple
[[z, x], [y, z]] ∈ R
Siendo ǫ < ρ/4 tenemos que z = [[z, x], [y, z]] y entonces V ⊂ R. Luego [x, y] ∈ int R como se
quer´ıa.
La interseccio´n no vac´ıa de recta´ngulos es un recta´ngulo como se ve inmediatamente a partir
de la definicio´n de recta´ngulo. 
2.4 Definicio´n de Particio´n de Markov
Definicio´n 2.9 Una particio´n por cerrados de una variedad M es un cubrimiento finito de M
por cerrados Ri con interiores dos a dos disjuntos. El dia´metro de la particio´n es el ma´ximo de los
dia´metros de los conjuntos cerrados que la componen.
Definicio´n 2.10 Una particio´n por cerrados de M es una particio´n de Markov para el difeo-
morfismo de Anosov f si esta´ constituida por recta´ngulos propios R1, R2, . . . , Rm y si para todo
x ∈ int Ri ∩ f
−1int Rj se cumple:
i) fW s(x,Ri) ⊂W
s(fx,Rj)
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ii) fW u(x,Ri) ⊃W
u(fx,Rj)
Observacio´n 2.11 La particio´n de Markov esta´ vinculada a f a trave´s de la definicio´n de
recta´ngulo y de las condiciones (i) y (ii). Si int Ri ∩ f
−1int Rj 6= ∅ entonces f(Ri) se obtiene
de Ri al aplicarle f comprimiendo las variedades ǫ- estables y dilatando las inestables.
Sea una particio´n R en m subconjuntos deM(R no es necesariamente de Markov), con dia´me-
tro β < ρ ( ρ es la constante de expansividad de f). Se cumple:
a) ∩n∈ZZf
−nRjn consta a lo sumo de un punto (donde jn es una sucesio´n bi-infinita de nu´meros
en {1, 2, . . . ,m}). Esto es porque
x, y ∈
⋂
n∈ZZ
f−nRjn ⇒ dist (f
nx, fny) < ρ ∀n ∈ ZZ ⇒ x = y
b) Sea Σ el conjunto de las sucesiones {jn}n∈ZZ tales que ∩n∈ZZRjn 6= ∅. Por lo observado antes
existe una funcio´n Π : σ 7→M definida por
Π({jn}n∈ZZ ) =
⋂
n∈ZZ
Rjn
Π es sobreyectiva pues toda o´rbita {fnx}n∈ZZ esta´ cubierta por conjuntos de la particio´n.
As´ı dado x ∈ M existe alguna sucesio´n jn tal que f
n(x) ∈ Rjn ∀n ∈ ZZ. Luego x ∈
∩n∈ZZf
−nRjn .
c) Si x, y ∈ ∩n≥0f
−nRjn entonces dist (f
nx, fny) ≤ β ∀n ≥ 0. Luego y ∈W sβ(x) ∩Rj0 . Hemos
probado que para cualquier particio´n R se cumple:
x ∈ ∩n≥0f
−nRjn ⇒ ∩n≥0f
−nRjn ⊂W
x
β (x) ∩Rj0
Observacio´n 2.12 Si x = Π{jn}n∈ZZ entonces f
n(x) ∈ Rjn∀n ∈ ZZ, o sea f
n(fx) ∈ Rnj+1 ∀n ∈
ZZ, de donde fx = Π{jn+1}n∈ZZ .
Llamemos shift a la transformacio´n σ : Σ 7→ Σ tal que a la sucesio´n {jn}n∈ZZ hace corresponder
la sucesio´n {jn+1}n∈ZZ .
Hemos obtenido que Π ◦ σ = f ◦ Π, es decir, conmuta el siguiente diagrama
σ
Σ → Σ
Π ↓ ↓ Π
M → M
f
Adema´s como Σ y f son invertibles se cumple que Π ◦Σn = fn ◦Π ∀n ∈ ZZ. Luego:
La funcio´n sobreyectiva Π lleva o´rbitas del shift en o´rbitas de f .
Sea R = {R1, . . . Rm} una particio´n de Markov y sea x ∈ M un punto cuya o´rbita por f
no corta a los bordes de los cerrados Rj de la particio´n, o sea x ∈ ∩n∈ZZf
−n(M \ ∂ ∪mj=1 ∂Rj).
Sea {jn}n∈ZZ una sucesio´n tal que f
nx ∈ Rjn ∀n ∈ ZZ (o sea Π({jn}n∈ZZ ) = x). Ahora, por
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construccio´n tenemos que fnx ∈ int Rjn y por definicio´n de particio´n cerrada {jn}n∈ZZ es u´nica.
La funcio´n Π es inyectiva sobre el conjunto ∩
n∈ZZf
−n(M \∪mj=1∂Rj). A continuacio´n veremos que
ese conjunto es denso en M e invariante bajo f .
2.5 Borde de la particio´n de Markov
Definicio´n 2.13 Sea R = {R1, . . . , Rm} una particio´n de M por cerrados. Se llama Borde de R
al conjunto
∂R =
m⋃
j=1
∂Rj
Si R es una particio´n de Markov se llama Borde estable de R a
∂sR = ∪mj=1∂
sRj
y se llama Borde inestable de R a
∂uR = ∪mj=1∂
uRj
Se observa de la proposicio´n 2.7 lo siguiente:
∂R = ∂sR ∪ ∂uR
Proposicio´n 2.14 Sea R = {R1, . . . , Rm} una particio´n por cerrados de M . Entonces:
1) ∂R tiene interior vac´ıo y es cerrado.
2) ∪mj=1int Rj es abierto y denso en M .
3) A = M \ ∪
n∈ZZf
−n(∂R) es denso en M e invariante por f .
Demostracio´n: (1) ∂Rj es cerrado con interior vac´ıo. La unio´n finita de conjuntos en una
variedad que son cerrados con interior vac´ıo es cerrada con interior vac´ıo.
(2) Tomando el complemento (∂R)c es abierto y denso en M . Pero si y ∈ (∂R)c entonces
y ∈ ∩mj=1(∂Rj)
c. Como R cubre a M existe j tal que yint Rj . Entonces (∂R)
c ⊂ ∪mj=1int Rj.
Deducimos que ∪mj=1int Rj es abierto y denso en M .
(3)A = ∩
n∈ZZ(f
−n∂Rj)
c = ∩
n∈ZZf
−n((∂Rj)
c) es denso en M porque es la interseccio´n nume-
rable de abiertos densos. Adema´s A es invariante por f porque
f−1(A) = f−1(
⋂
n∈ZZ
f−n((∂Rj)
c)) =
⋂
n∈ZZ
f−n−1((∂Rj)
c) = A 
2.6 Propiedades de las particiones de Markov
La siguiente proposicio´n permite aplicar las condiciones (i) y (ii) de la definicio´n 2.10 de
particio´n de Markov a otros puntos x ∈M que no esta´n necesariamente en int Ri ∩ f
−1(int Rj).
Proposicio´n 2.15 Sea R = {R1, . . . , Rm} una particio´n de Markov de M para f . Si int Ri ∩
f−1(int Rj) 6= ∅ entonces para todo y ∈ Ri ∩ f
−1Rj se cumple:
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i) f(W s(y,Ri)) ⊂W
s(fy,Rj)
ii) f(W u(y,Ri)) ⊃W
u(fy,Rj)
Demostracio´n: Sean x ∈ int Ri ∩ f
−1(int Rj), y ∈ Ri ∩ f
−1(Rj). Es inmediato, a partir de la
definicio´n de recta´ngulo y sabiendo que x, y ∈ Ri lo siguiente:
W s(y,Ri) = {[y, z] : z ∈W
s(x,Ri)} = {[y, z] : fz ∈ fW
s(x,Ri)}
Como x ∈ int Ri ∩ f
−1(int Rj) tenemos por la condicio´n (i) de la definicio´n 2.10 que se cumple:
f(W s(x,Ri)) ⊂W
s(fx,Rj) ⊂ Rj
Entonces y, z ∈ Ri, fy, fz ∈ Rj . As´ı dist (y, z) ≤ diam Ri ≤ δ < ǫ. Ana´logamente dist (fy, fz) <
ǫ, de donde f [y, z] = [fy, fz]. Luego
fW s(y,Ri) = {f [y, z] : z ∈W
s(x,Ri)} = {[fy, fz] : z ∈W
s(x,Ri)} =
= {[fy,w] : w ∈ fW s(x,Ri)} ⊂ {[fy,w] : w ∈W
s(fx,Rj)} = W
s(fy,Rj)
donde fx, fy ∈ Rj. Deducimos que fW
s(y,Ri) ⊂ W
s(fy,Rj). Ana´logamente fW
u(y,Ri) ⊃
W u(fy,Rj) 
Corolario 2.16 Si {Rjn}n≥0 es una sucesio´n de recta´ngulos de una particio´n de Markov R con
dia´mtero β > 0 suficientemente pequen˜o y tales que int Rjn ∩f
−1 int Rjn+1 6= ∅ ∀n ≥ 0 entonces
x ∈
⋂
n≥0
f−nRjn ⇒
⋂
n≥0
f−nRjn = W
s
ǫ (x,Rj0)
Demostracio´n: Por lo observado en 2.11 c) si se elige el dia´metro de la particio´n de Markov
menor que ǫ > 0 obtenemos
⋂
n≥0 f
−nRjn ⊂W
s
ǫ (x,Rj0). Sea y ∈W
s
ǫ (x,Rj0). Por 2.15 se tiene
fy ∈W sǫ (fx,Rj1), f
ny ∈W sǫ (f
ny,Rjn) ∀n ≥ 0
Luego y ∈
⋂
n≥0 f
−nRjn 
Proposicio´n 2.17 Si R es una particio´n de Markov para el difeomorfismo de Anosov f entonces:
f(∂sR) ⊂ ∂sR
f(∂uR) ⊃ ∂uR
Demostracio´n: Sea x ∈ ∂sR =
⋃m
i=1 ∂
sRi. Sea i tal que x ∈ ∂
sRi. En la proposicio´n 2.14 se
probo´ que
⋃m
j=1 int Rj es denso en M . Entonces tambie´n lo es su preimagen por el difeomorfismo
f . Luego
(f−1
m⋃
j=1
int Rj)
⋂
int Ri
es denso en Ri. Sea entonces xn ∈ (f
−1
⋃m
j=1 int Rj)
⋂
int Ri ∀n tal que xn → x. Tenemos que
f(xn) ∈
⋃m
j=1 int Rj ∀n ≥ 0, pero j solo puede tomar una cantidad finita de valores. Luego,
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existe una subsucesio´n, que por comodidad seguimos llamando xn, y un ı´ndice j tal que f(xn) ∈
int Rj ∀n ≥ 0.
El recta´ngulo Rj es cerrado. Entonces f(x) = l´ım f(xn) ∈ Rj . Tenemos entonces
xn ∈ (f
−1 int Rj)
⋂
int Ri
Luego por 2.15 se cumple
f(W u(x,Ri)) ⊃W
u(fx,Rj)
Supongamos por absurdo que fx 6∈ ∂sRj . Existe un entorno V de fx en W
u
ǫ (fx) contenido en
Rj
⋂
W uǫ (fx). Entonces
f−1(W uǫ (fx)) ⊂W
u
ǫ (x)
As´ı x ∈ int W u(x,Ri) en W
u
ǫ (x), o sea, x 6∈ ∂Ri contra lo supuesto.
De igual forma se prueba que f(∂uR) ⊃ ∂uR 
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3. Semiconjugacio´n con el shift
3.1 Espacio de funciones bi-infinitas y funcio´n shift
Sea P = {p1, . . . , pm} un conjunto finito de puntos en M . Se denota con P
ZZ al espacio de las
sucesiones bi-infinitas de puntos en P . Tomando en P la topolog´ıa discreta y en PZZ la topolog´ıa
producto asociada a ella, por el teorema de Tychonov, el espacio PZZ es compacto y metrizable.
Sea q = {qj}j∈ZZ, qj ∈ P, q ∈ P
ZZ . Una base local de abiertos en q esta´ formada por los
abiertos
IN (q) = {q
′ ∈ PZZ : qj = q
′
j ∀|j| ≤ N}
Una me´trica en PZZ esta´ dada por
dist (q, q′) =
∑
n∈ZZ
dist (qn, q
′
n)
2|n|
Definicio´n 3.1 La funcio´n o transformacio´n shift, denotada como σ : PZZ 7→ PZZ , es la trasn-
formacio´n definida por σ(q) = q′ donde q′n = qn+1, ∀n ∈ ZZ.
Se observa que la funcio´n shift σ aplicada a q consiste en un corrimiento a la izquierda de los
te´rminos de q: el mismo te´rmino q0 que antes ocupaba el lugar 0, despue´s de aplicarle σ ocupara´ el
lugar −1 (es decir es q′−1), el te´rmino q1 que antes ocupaba el lugar 1 pasara´ a ocupar el lugar 0
(es decir sera´ q′0) y as´ı qj = q
′
j−1 para todo j ∈ ZZ. Es fa´cil demostrar que σ : P
ZZ 7→ PZZ es un
homeomorfismo.
3.2 Semiconjugacio´n
Sean M,M ′ dos espacios topolo´gicos, y sean f, f ′ dos homeomorfismos en M y M ′ respecti-
vamente.
Definicio´n 3.2 Una funcio´n θ :M ′ 7→M se llama semiconjugacio´n de f con f ′ si cumple:
i) θ es continua y sobreyectiva
ii) f ◦ θ = θ ◦ f ′
Se observa que
f ◦ θ = θ ◦ f ′ ⇒ fn ◦ θ = θ ◦ f ′n ∀n ∈ ZZ
Luego, toda o´rbita en M ′ segu´n f ′ es llevada por θ a alguna u´nica o´rbita por f en M y toda o´rbita
en M por f es corresponde a alguna (no necesariamente u´nica) o´rbita por f ′ en M ′.
Definicio´n 3.3 Una semiconjugacio´n se llama conjugacio´n entre f y f ′ si es un homeomorfismo.
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3.3 Semiconjugacio´n de los difeomorfismos de Anosov con el shift
Sea β > 0 arbitrario dado. Sea f : M 7→ M un difeomorfismo de Anosov. Por el teorema 1.9
el difeomorfismo f es topolo´gicamente estable. Elijamos α > 0 tal que toda pseudo-o´rbita de f
esta´ β acompan˜ada por una o´rbita de f .
Sea 0 < γ < mı´n(β, α/2) tal que
dist (x, y) < γ ⇒ dist (fx, fy) < α/2
Tal nu´mero γ existe porque f es continua en M compacta.
Siendo M compacta existe un conjunto finito P = {p1, . . . , pm} de puntos de M , centros de
bolas de radio γ que cubren M . Dado x ∈M existe pj ∈ P tal que dist (x, pj) < γ. Es decir P es
un conjunto γ-denso en M .
Sea Σ(P ) = {q ∈ PZZ : dist (fqj, fqj+1) < α ∀j ∈ ZZ}
Σ(P ) es el conjunto de las α-pseudo-o´rbitas de f que esta´n formadas con puntos de P .
Si adema´s elegimos β < ρ/2, donde ρ es la constante de expansividad de f , se cumple, en
virtud de la estabilidad topolo´gica de f dada por el teorema 1.9, lo siguiente:
Para todo q ∈ Σ(P ) existe un u´nico θ(q) ∈M tal que
dist(fn(θ(q)), qn) ≤ β ∀n ∈ Z
Lema 3.4 La aplicacio´n θ : Σ(P ) 7→M es sobreyectiva.
Demostracio´n: Sea x ∈M . Demostremos que existe algu´n q ∈ Σ(P ) tal que x = θ(q).
La o´rbita {fn(x)}
n∈ZZ se puede aproximar por q = {qn}n∈ZZ ∈ P
ZZ de modo que
dist (fn(x), qn) ≤ γ ∀n ∈ ZZ
porque P es γ-denso en M .
Entonces dist (fqn, qn+1) ≤ dist (fqn, f
n+1x) + γ. De acuerdo a la eleccio´n de γ, siendo
dist (fnx, qn) < γ, se cumple dist (f
n+1x, fqn) < α/2.
As´ı dist (fqn, qn+1) ≤ α/2 + γ.
Siendo γ < α/2 se cumple dist (fqn, qn+1) < α, o sea {qn} es una α-pseudo-o´rbita de f . Luego
q ∈ Σ(P ).
Como {fnx}
n∈ZZ es una o´rbita que γ-acompan˜a a q por construccio´n, y siendo α < β resulta
dist (fnx, qn) < β ∀n ∈ Z. Entonces x = θ(q) como se quer´ıa demostrar. 
Lema 3.5 La aplicacio´n θ : Σ(P ) 7→M es continua
Demostracio´n: Sea qn → q ∈ Σ(P ), θ(qn) = xn ∈ M . La sucesio´n xn puede suponerse
convergente xn → x0debido a la compacidad de la variedad M .
Se tiene que dist (qnj , f
j(xn)) ≤ β ∀j ∈ ZZ por la construccio´n de la funcio´n θ.
Sea j ∈ ZZ fijo. Como qn → q ∈ Σ(P ), existe N(j) tal que para todo n > N(j) se cumple
qn ∈ Ij(q), es decir q
n
i = qi ∀|i| ≤ j.
De lo anterior se deduce que para todo n > N(j):
dist (qj, f
j(xn)) ≤ β
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Tomando n→∞, en virtud de la continuidad de f se deduce que
dist (qj , f
j(x0)) ≤ β ∀j ∈ ZZ
Entonces por construccio´n de la funcio´n θ se cumple que x0 = θ(q) y luego θ(q
n)→ θ(q). 
Teorema 3.6 La funcio´n θ : Σ(P ) 7→ M es una semiconjugacio´n del difeomorfismo de Anosov
f :M 7→M con el shift σ restringido a Σ(P )
Demostracio´n: La funcio´n shift σ, cuando restringida a Σ(P ), tiene codominio en Σ(P ) pues
Σ(P ) es invariante bajo σ. En otras palabras σ|Σ(P ) : Σ(P ) 7→ Σ(P ).
Para demostrar que θ es una semiconjugacio´n entre f y σ|Σ(P ) alcanza demostrar que el
diagrama siguiente conmuta, pues ya se sabe que θ es continua y sobreyectiva:
σ
Σ(P ) 7→ Σ(P )
θ ↓ ↓ θ
M 7→ M
f
Sea q ∈ Σ(P ). Sean x = θ(q), q′ = σ(q). Alcanza probar que f(x) = θ(q′). Sea x′ = θ(q′). Entonces
dist (fn(x′), q′n) ≤ β ∀n ∈ ZZ
Pero q′n = qn+1 pues q
′ = σ(q). Entonces
dist (fn(x′), qn+1) ≤ β ∀n ∈ ZZ
dist (fn+1(f−1(x′)), qn+1) ≤ β ∀n ∈ ZZ
Luego f−1(x′) = θ(q) = x, de donde x′ = f(x) como quer´ıamos probar. 
3.4 Conjuntos estable e inestable en el espacio de sucesiones
Sea q ∈ Σ(P ) donde Σ(P ) es el subconjunto de PZZ (sucesiones bi-infinitas) definido en la
seccio´n 3.3
Definicio´n 3.7 Se llama conjunto estable por q en Σ(P ) a:
Ŵ s(q) = {q′ ∈ Σ(P ) : dist (σq, σq′)→n→+∞ 0}
Se llama conjunto inestable por q en Σ(P ) a:
Ŵ u(q) = {q′ ∈ Σ(P ) : dist (σq, σq′)→n→−∞ 0}
Observacio´n 3.8 Se sabe que dist(q, q′) =
∑
j∈ZZ dist (qj , q
′
j)/2
|j|. Luego:
dist(σnq, σnq′) =
∑
j∈ZZ
dist (qn+j, q
′
n+j)/2
|j|
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Si dist (σnq, σnq′)→ 0 entonces existe N tal que ∀n > N se cumple
∑
j∈ZZ
dist (qn+j, q
′
n+j)
2|j|
< mı´n{dist (pi, pj) : i 6= j, pi, pj ∈ P}
Lo anterior se cumple si y solo si qn = q
′
n para todo n suficientemente grande. Luego:
Ŵ s(q) = {q′ ∈ Σ(P ) : q′n = qn ∀n suficientemente grande} =
Ŵ s(q) =
⋃
N≥0
{q′ ∈ Σ(P ) : q′n = qn ∀n ≥ N}
Ana´logamente:
Ŵ u(q) =
⋃
N≤0
{q′ ∈ Σ(P ) : q′n = qn ∀n ≤ N}
Definicio´n 3.9 Se llama 0−conjunto estable (e inestable) por q a
Ŵ s0 (q) = {q
′ ∈ Σ(P ) : q′n = qn ∀n ≥ 0}
(respectivamente a:
Ŵ u0 (q) = {q
′ ∈ Σ(P ) : q′n = qn ∀n ≤ 0})
Observacio´n 3.10 1) Ŵ s0 (q) ⊂ Ŵ
s(q), Ŵ u0 (q) ⊂ Ŵ
u(q)
2) σŴ s0 (q) ⊂ Ŵ
s
0 (σq), σŴ
u
0 (q) ⊃ Ŵ
u
0 (σq)
3) Si q, q′ ∈ Σ(P ) y si q0 = q
′
0, entonces puede construirse una u´nica q” tal que q”j = qj ∀j ≥
0, q”j = q
′
j ∀j ≤ 0. Se cumple
q” = Ŵ s0 (q)
⋂
Ŵ u0 (q
′)
Definicio´n 3.11 La funcio´n corchete en el espacio de sucesiones es:
[, ] : {(q, q′) ∈ (Σ(P ))2 : q0 = q
′
0} 7→ Σ(P )
definida por
[q, q′] = Ŵ s0 (q)
⋂
Ŵ u0 (q
′)
o sea q” = [q, q′] si y solo si q”j = qj ∀j ≥ 0, q”j = q
′
j ∀j ≤ 0.
Proposicio´n 3.12 Sea θ la semiconjugacio´n definida en la seccio´n 3.3. Si β es suficientemente
pequen˜o entonces
θ[q, q′] = [θq, θq′] ∀q, q′ ∈ Σ(P ) tales que q0 = q
′
0
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Demostracio´n: Sean q, q′ ∈ Σ(P ) tales que q0 = q
′
0. Llamemos x = θ(q), y = θ(q
′), z = θ[q, q′].
Hay que demostrar que z = [x, y] o sea que z = W sǫ (x) ∩W
u
ǫ (y).
Por construccio´n y por definicio´n de la funcio´n θ se cumple:
dist (fnx, qn) ≤ β dist (f
ny, q′n) ≤ β ∀n ∈ ZZ
dist (fnz, qn) ≤ β ∀n ≥ 0, dist (f
nz, q′n) ≤ β ∀n ≤ 0
porque z = θ[q, q′].
Entonces
dist (fnx, fnz) ≤ 2β ∀n ≥ 0, dist (fny, fnz) ≤ 2β ∀n ≤ 0
Eligiendo 2β < mı´n(ǫ, δ/2) se tiene que z ∈ W sǫ (x) ∩W
u
ǫ (y). Adema´s dist (x, y) ≤ dist (x, z) +
dist (y, z) ≤ 4β < δ Entonces por la expansividad de f , el punto z ∈ M es el u´nico en W sǫ (x) ∩
W uǫ (y). 
La semiconjugacio´n definida en la seccio´n 3.3 conmuta con la funcio´n corchete.
3.5 Construccio´n de un cubrimiento con recta´ngulos
Proposicio´n 3.13 Sea β > 0 dado suficientemente pequen˜o, como en la Proposicio´n 3.12. Si
ps ∈ P (segu´n la seccio´n 3.3) entonces Ts = θ{q ∈ Σ(P ) : q0 = ps} es un recta´ngulo cerrado de M
con dia´metro a lo sumo 2β.
Demostracio´n: Si q, q′ cumplen q0 = q
′
0 = ps entonces tambie´n se cumple por construccio´n de
[q, q′] que [q, q′]0 = ps.
Para demostrar que Ts es un recta´ngulo en M alcanza tomar x, y ∈ Ts y demostrar que
[x, y] ∈ Ts. Pero x, y ∈ Ts ⇒ θ(q) = x, θ(q
′) = y con q0 = q
′
0 = ps. Luego segu´n 3.12 se tiene
[x, y] = θ[q, q′]. Entonces [x, y] ∈ Ts (por construccio´n de Ts).
Adema´s dist (x, y) < dist (x, q0) + dist (q
′0, y) < 2β. Entonces diamTs ≤ 2β.
Ts es cerrado porque es la imagen continua de {q ∈ Σ(P ) : q0 = ps} que es compacto en P
ZZ
(ya que es cerrado en el espacio compacto PZZ ). 
Corolario 3.14 La familia de recta´ngulos τ = {Ti}i=1,...,m (construidos segu´n la proposicio´n 3.13)
es un cubrimiento finito de M por recta´ngulos cerrados de dia´metro a lo sumo 2β.
Demostracio´n: Alcanza ver que ∪mi=1Ti = M . Como θ es sobreyectiva, todo punto x ∈ M es
x = θ(q) con q ∈ Σ(P ). Sea q0 ∈ P = {p1, . . . , pm}. Entonces existe un sub´ındice s = 1, 2, . . . ,m
tal que q0 = ps, o sea x ∈ Ts. Luego M = ∪
m
i=1Ti como se quer´ıa probar. 
3.6 Propiedades del cubrimiento por recta´ngulos
Proposicio´n 3.15 Si x = θ(q) con q0 = ps entonces θ(Ŵ
s
0 q) =W
x(x, Ts)
Demostracio´n: Si y ∈ θ(Ŵ s0 q), entonces y = θ(q
′) con q′j = qj,∀j ≥ 0. As´ı [θq, θq
′] = [x, y] =
θ[q, q′] (por la Proposicio´n 3.12).
Como q′j = qj ∀j ≥ 0 tenemos que [q, q
′] = q′.
Entonces [x, y] = θq′ = y, de donde y ∈W s(x, Ts).
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Hemos probado que θ(Ŵ s0 q) ⊂ W
x(x, Ts). Rec´ıprocamente, si y ∈ W
s(x, Ts) ⊂ Ts entonces
existe q′ con q′0 = ps tal que y = θ(q
′) (por construccio´n del recta´ngulo Ts).
Adema´s si y ∈W s(x, Ts) entonces y = [x, y].
Aplicando la proposicio´n 3.12 se obtiene:
y = [x, y] = [θq, θq′] = θ[q, q′] ∈ θ(Ŵ s0 q)
Hemos probado entonces que W s(x, Ts) ⊂ θ(Ŵ
s
0 q). 
Observacio´n 3.16 La proposicio´n anterior caracteriza las ǫ-variedades estables en los recta´ngulos
Ts de M : la semiconjugacio´n θ lleva 0− variedades estables en el espacio Σ(P ) en ǫ- variedades
estables en recta´ngulos Ts de M .
La siguiente proposicio´n sera´ utilizada en la seccio´n 5 de este trabajo para demostrar el teorema
de Sinai (existencia de una particio´n de Markov para f , difeomorfismo de Anosov).
Proposicio´n 3.17 Sea q ∈ Σ(P ) con q0 = ps, q1 = pt (segu´n la definicio´n al principio de la
seccio´n 3.3). Sea x = θ(q). Entonces:
i) fW s(x, Ts) ⊂W
s(fx, Tt)
ii) fW u(x, Ts) ⊃W
u(fx, Tt)
Demostracio´n: Se tiene fx = θ(σq), (σq)0 = q1 = pt, x = θ(q), q0 = ps.
Por la Proposicio´n 3.15 tenemos que W s(x, Ts) = θ(Ŵ
s
0 q), W
s(fx, Tt) = θ(Ŵ
s
0 (σq).
Por el Teorema 3.6 fW s(x, Ts) = f ◦ θ(Ŵ
s
0 q) = θσ(Ŵ
s
0 q).
De la definicio´n de Ŵ s0 (q) y de la definicio´n de la funcio´n shift σ, es inmediato que σ(Ŵ
s
0 q) ⊂
Ŵ s0 (σq)). Entonces:
fW s(x, Ts) ⊂ θ(Ŵ
s
0σq) = W
s(fx, Tt))
En forma similar, utilizando conjuntos inestables en vez de estables, se prueba (ii). 
Observacio´n 3.18 Este procedimiento ha permitido construir un cubrimiento τ = {T1, . . . , Tm}
de M por recta´ngulos cerrados de dia´metro menor que un nu´mero positivo dado y que cumplen
las condiciones (i) y (ii) de la proposicio´n anterior. Estas condiciones son similares a las exigidas
en la definicio´n de particio´n de Markov en el para´grafo 2.10.
El cubrimiento τ no es necesariamente una particio´n de Markov porque los interiores de los
recta´ngulos de τ no son en general disjuntos dos y a dos y los recta´ngulos no son necesaria-
mente propios. A partir del cubrimiento τ , que cumple (i) y (ii), refina´ndolo apropiadamente, se
construira´ una particio´n de Markov.
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4. Me´todo constructivo de la particio´n
En la seccio´n 3.5 se construyo´ un cubrimiento finito τ de la variedad M , con recta´ngulos
cerrados {T1, T2, . . . , Tm} para el difeomorfismo de Anosov f , que cumplen las condiciones (i) y
(ii) de la Definicio´n 2.10 de Particio´n de Markov.
En esta seccio´n se refinara´ el curbrimiento τ para obtener ahora una particio´n R por cerrados
de M (con interiores dos a dos disjuntos) que sean adema´s conjuntos propios (cada cerrado es la
adherencia de su interior).
Finalmente en la seccio´n 5 se demostrara´ que esa particio´n R es una particio´n de Markov para
f .
4.1 Primer refinamiento del cubrimiento
A partir del cubrimiento {Ti}i=1,2,...,m = τ definamos otro cubrimiento ma´s fino, de la siguiente
forma:
Definicio´n 4.1 Sean Tj , Tk ∈ τ . Se definen:
T 1jk = {x ∈ Tj : W
u(x, Tj) ∩ Tk 6= ∅, W
s(x, Tj) ∩ Tk 6= ∅}
T 2jk = {x ∈ Tj : W
u(x, Tj) ∩ Tk 6= ∅, W
s(x, Tj) ∩ Tk = ∅}
T 3jk = {x ∈ Tj : W
u(x, Tj) ∩ Tk = ∅, W
s(x, Tj) ∩ Tk 6= ∅}
T 4jk = {x ∈ Tj : W
u(x, Tj) ∩ Tk = ∅, W
s(x, Tj) ∩ Tk = ∅}
Observacio´n 4.2 (1) Tj es la unio´n disjunta ∪
4
n=1T
n
jk.
(2) Si n1 6= n2 entonces intT
n1
jk ∩ T
n2
jk = ∅ = T
n1
jk ∩ T
n2
jk .
(3) T 1jk = Tj ∩ Tk. En efecto: Tj ∩ Tk ⊂ T
1
jk. Adema´s si x ∈ T
1
jk entonces existen y, z ∈ Tj ∩ Tk
tales que y ∈W uǫ (x), z ∈W
s
ǫ (x). Luego x = [x, y]. Pero por definicio´n de recta´ngulo, como
y, z ∈ Tj ∩ Tk, entonces x = [z, y] ∈ Tj ∩ Tk.
Proposicio´n 4.3 Si T njk 6= ∅ entonces T
n
jk es un recta´ngulo.
Demostracio´n: Sean x, y ∈ T njk ⊂ Tj. Entonces z ∈ [x, y] ∈ Tj porque Tj es un recta´ngulo.
Por la proposicio´n 2.4, como z ∈ W s(x, Tj), tenemos que W
s(z, Tj) = W
s(x, Tj). Ana´loga-
mente W u(z, Tj) = W
u(y, Tj). Entonces W
s(z, Tj) y W
u(z, Tj) cortan a Tk si y solo si lo hacen
W s(x, Tj) o respectivamente W
u(y, Tj). Luego z ∈ T
n
jk como quer´ıamos. 
4.2 Segundo refinamiento de la particio´n
Los recta´ngulos T njk construidos al principio de la seccio´n 4.1 cubren a M pero no tienen
necesariamente interiores disjuntos. Tampoco son todos propios porque no son todos cerrados.
Construiremos un refinamiento R de {T njk}.
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En primer lugar hay que observar que un punto x ∈M puede pertenecer a varios recta´ngulos
de la familia {T njk}.
Definicio´n 4.4 Dado x ∈M sea
H(x) = {(j, k, n) : x ∈ T nj,k}
R(x) =
⋂
(j,k,n)∈H(x)
int T
n
j,k
donde R(x) podr´ıa ser vac´ıo.
Z∗ = {x ∈M : x ∈ int T nj,k ∀(j, k, n) ∈ H(x))}
R = {R(x) }x∈Z∗
Observacio´n 4.5 (1) R es una familia finita, porque H(x) es un subconjunto del conjunto
finito de todos los posibles ı´ndices {(j, k, n) : 1 ≤ j ≤ m, 1 leqk ≤ m, leqn ≤ 4}
(2) x ∈ Z∗ si y solo si toda vez que x ∈ T nj,k se cumple x ∈ int T
n
j,k.
(3) Si x ∈ Z∗ entonces x ∈ R(x); luego en ese caso R(x) 6= ∅.
(4) Si x ∈ Z∗ entonces R(x) es un recta´ngulo abierto, porque no es vac´ıo y es interseccio´n finita
de recta´ngulos abiertos.
(5) Si x ∈ Z∗ entonces R(x) es un recta´ngulo propio pues
R(x) ⊃ int R(x) ⊃ int R(x) = R(x)
pues R(x) es abierto. Entonces R(x) = int R(x).
De las observaciones anteriores se deduce que R es una familia finita de recta´ngulos propios
que cubren Z∗. Probaremos que R es una particio´n deM (ma´s au´n sera´ una particio´n de Markov),
para lo cual demostraremos que:
I) La familia R cubre a M lo que se demostrara´ en la seccio´n 4.4.
II) Dos recta´ngulos de la familiar R que sean diferentes tienen interiores disjuntos (esto se
demostrara´ en la seccio´n 4.4).
Las afirmaciones (I) y (II) se probara´n a partir de las definiciones de los recta´ngulos T nj,k y del
conjunto Z∗. En especial la densidad de Z∗ en M que se demuestra a continuacio´n juega un papel
importante en la prueba.
4.3 Densidad del conjunto Z∗ cubierto por la particio´n.
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Proposicio´n 4.6 El conjunto Z∗ definido en la seccio´n 4.2 es abierto y denso en M . Adema´s
Z∗ =
m⋂
j,k=1
(
4⋃
n=1
int T nj,k ∪ T
c
j
)
Demostracio´n:
Por definicio´n
Z∗ = {x ∈M : x ∈ int T njk ∀(j, k, n) ∈ H(x)} = {x ∈M : x ∈ T
n
jk ⇒ int T
n
jk}
Se probo´ que M = ∩mj=1Tj. Adema´s por construccio´n Tj es la unio´n disjunta ∪
4
n=1T
n
j,k ∀(j, k).
Fijados j, k(1 ≤ j, k ≤ m) y dado un punto x ∈ M se cumple x ∈ T cj ∪ ∪
4
n=1T
n
jk. Si el punto
x ∈ Z∗ entonces x ∈ T cj ∪ ∪
4
n=1T
n
jk ∀j, k
Y rec´ıprocamente, si x ∈ T cj ∪ ∪
4
n=1T
n
jk ∀j, k entonces
x ∈ {x ∈M : x ∈ T njk ⇒ x ∈ int T
n
jk} = Z
∗
Luego
Z∗ =
m⋂
j,k=1
(
T cj
⋃ 4⋃
n=1
T njk
)
Entonces Z∗ es abierto, por se interseccio´n finita de abiertos.
Para demostrar que Z∗ es denso en M alcanza probar que cada uno de los siguientes abiertos
Z∗jk = T
c
j
⋃ 4⋃
n=1
T njk
es denso en M .
Para eso es suficiente tomar un abierto cualquiera no vac´ıo contenido en Tj y probar que corta
a
⋃4
n=1 int T
n
jk.
El lema que sigue permite caracterizar
⋃4
n=1 int T
n
jk como interseccio´n de dos abiertos densos
en int Tj . Luego por el teorema de Baire,
⋃4
n=1 int T
n
jk sera´ denso en int Tj como queremos.
Lema 4.7 Dados j, k sean
Aj,k = int {x ∈ Tj : W
s(x, Tj) ∩ Tk = ∅} ∪ int {x ∈ Tj :W
s(x, Tj) ∩ Tk 6= ∅}
Bj,k = int {x ∈ Tj : W
u(x, Tj) ∩ Tk = ∅} ∪ int {x ∈ Tj : W
u(x, Tj) ∩ Tk 6= ∅}
Entonces
1) Aj,k ∩Bj,k = ∪
4
n=1 int T
n
j,k
2) Aj,k y Bj,k son abiertos y densos en int Tj
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Demostracio´n: 1) Teniendo en cuenta las definiciones en la seccio´n 4.1 se tiene que
Aj,k ∩Bj,k ∩ Tj, k
n = int T nj,k ∀j, k, n
Entonces
Aj,k ∩Bj,k ∩ ∪
4
n=1T
n
j,k = ∪
4
n=1 int T
n
j,k ∀j, k
Sabemos que ∪4n=1T
n
j,k = Tj ∋ Aj,k ∩Bj,k y entonces Aj,k ∩Bj,k = ∪
4
n=1 int T
n
j,k ∀j, k
2) Aj,k y Bj,k son abiertos por construccio´n. Mostremos que Aj,k es denso en int Tj. Sea V
un abierto no vac´ıo contenido en Tj. Basta probar que V contiene algu´n punto de Aj,k.
V = {y ∈ V : W s(y, Tj) ∩ Tk = ∅} ∪ {y ∈ V : W
s(y, Tj) ∩ Tk 6= ∅}
1er. caso) Si el primero de esos subconjuntos es vac´ıo, entonces el otro es el abierto V y tiene
entonces todos sus puntos interiores: V ⊂ Aj,k.
2do caso) Si existe y ∈ V tal que W s(y, Tj) ∩ Tk = ∅ probemos que y ∈ int {x ∈ V :
W s(y, Tj) ∩ Tk = ∅} ⊂ Aj,k:
En efecto, si as´ı no fuera existir´ıan Yn → y en Tj tales que Zn ∈W
s(yn, Tj)∩Tk 6= ∅. Tomando
subsucesiones convergentes, tendr´ıamos zn → z en Tj ∩ Tk (porque Tj , Tk son cerrados). Luego
z ∈W sǫ (yn)⇒ dist (f
pzn, f
pyn) ≤ ǫ ∀p ≥ 0
Por continuidad dist (fpz, fpy) ≤ ǫ ∀p ≥ 0 y entonces z ∈W sǫ (y)∩Tj∩Tk. LuegoW
s(y, Tj)∩Tk 6= ∅
contra lo supuesto. 
4.4 Demostracio´n de que R es una particio´n de M
En la seccio´n 4.2 se construyo´ una familia R = {R(x) }x∈Z∗ finita de recta´ngulos propios.
Para demostrar que R es una particio´n por cerrados de M falta probar que
I) R cubre M .
II) Los interiores de dos recta´ngulos distintos de R son disjuntos.
Proposicio´n 4.8 R = {R(x) }x∈Z∗ definido segu´n la seccio´n 4.1 es un cubrimiento de M
Demostracio´n: Como la familia R es finita se tiene:⋃
x∈Z∗
R(x) =
⋃
x∈Z∗
R(x)
Por la seccio´n 4.2 si x ∈ Z∗ entonces x ∈ R(x). Entonces ∪x∈Z∗R(x) ⊃ Z
∗ de donde⋃
x∈Z∗
R(x) ⊃ Z∗ = M
debido a la densidad de Z∗ en M . 
Proposicio´n 4.9 Sea R(x) definido en la seccio´n 4.2. Se cumple
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1) int R(x) = R(x)
2) Si x, y son tales que R(x) ∩R(y) 6= ∅ entonces R(x) = R(y).
Demostracio´n : 1) Por la definicio´n en la seccio´n 4.2 se tiene:
R(x) =
⋂
(j,k,n)∈H(x)
int T nj,k
Por otro lado R(x) es abierto contenido en R(x) y entonces R(x) ⊂ int R(x) .
Adema´s R(x) ⊂ ∩(j,k,n)∈H(x)T
n
j,k que es un cerrado. Luego R(x) ⊂ T
n
j,k ∀(j, k, n) ∈ H(x).
Se deduce que
int R(x) ⊂ int T nj,k ∀(j, k, n) ∈ H(x)
de donde
int R(x) ⊂
⋂
(j,k,n)∈H(x)
int T nj,k = R(x)
2) R(x)capR(y) es abierto no vac´ıo y como Z∗ es denso en M contiene algu´n punto z ∈ Z∗.
Alcanza probar que R(x) = R(z) = R(y). Para eso es suficiente demostrar que si z ∈ Z∗ con
z ∈ R(x) entonces H(x) = H(z) (por la definicio´n en la seccio´n 4.2).
Demostremos primero que H(x) ⊂ H(z):
(j, k, n) ∈ H(x) ⇒ x ∈ T nj,k ⇒ z ∈ R(x) ⊂ T
n
j,k ⊂ Tj = ∩
4
n=1T
n
j,k. Luego existe n1 tal que
z ∈ T n1j,k . Pero z ∈ R(x) = T
n
j,k , luego
int T n1j,k ∩ T
n
j,k 6= ∅
de donde n1 = n. Luego z ∈ T
n
j,k y (j, k, n) ∈ H(z) como se quer´ıa probar.
Ahora probemos que H(z) ⊂ H(x):
Sea (i, h,m) ∈ H(z), lo que implica z ∈ Tmi,h ⊂ Ti, de donde z ∈ Ti. Sea j tal que x ∈ Tj =
∪4n=1T
n
j,i. Existe n tal que x ∈ T
n
j,i. Como H(x) ⊂ H(z) entonces z ∈ T
n
j,i ⊂ Tj . Pero entonces
z ∈ Tj ∩ Ti = T
1
j,i, o sea n = 1. Luego x ∈ T
1
j,i = Tj ∩ Ti ⊂ Ti = ∪
4
m=1T
m
i,h.
Luego existe m1 tal que x ∈ T
m1
i,h . Como H(x) ⊂ H(z) entonces z ∈ T
m1
i,h . Pero por hipo´tesis
z ∈ Tmi,h y entonces m = m1 y x ∈ T
m
i,h de donde (i, h,m) ∈ H(x) como se quer´ıa probar. 
4.5 Densidad de Z∗ en las variedades estable e inestables
En la seccio´n 4.3 se probo´ que Z∗ es denso en M y adema´s que
Z∗ =
m⋂
j,k=1
T cj ∪ (Aj,k ∩Bj,k)
Se probara´ que Z∗ es adema´s denso en las ǫ- variedades estables e inestables que pasan por algu´n
punto de Z∗. Este resultado se utilizara´ luego en la demostracio´n del teorema de Sinai.
Lema 4.10 Sean Aj,k y Bj,k definidos en la seccio´n 4.3.
Si x ∈ Aj,k entonces int Tj ∩W
s
ǫ (x) ⊂ Aj,k.
Si x ∈ Bj,k entonces int Tj ∩W
u
ǫ (x) ⊂ Bj,k.
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Demostracio´n: Si x ∈ Aj,k existe un entorno V de x en Tj tal que para todo y ∈ V W
s(y, Tj)
corta a Tk si y solo si lo hace W
s(x, Tj) (por definicio´n del abierto Aj,k en la seccio´n 4.3).
Sea w ∈ int Tj ∩W
s
ǫ (x). Tenemos que x = [w, x]. Existe un entorno W de w en M tal que
[W,x] ⊂ V por la continuidad de la funcio´n corchete. Podemos elegir W ⊂ Tj porque w ∈ int Tj .
Si z ∈ W entonces [z, x] = y ∈ V . Luego W s(z, Tj) = W
s(y, Tj). Entonces para todo z ∈ W :
W s(z, Tj) corta a Tk si y solo si lo hace W
s(x, Tj). De donde w ∈W ⊂ Aj,k.
Ana´logamente se tiene que int Tj ∩W
u
ǫ (x) ⊂ Bj,k cuando x ∈ Bj,k. 
Proposicio´n 4.11 Sean x ∈ Z∗ y R(x) definidos en la seccio´n 4.2.
Z∗ es denso en W s(x,R(x)) y en W u(x,R(x)).
Demostracio´n: Dado un abierto V en W s(x,R(x)) demostremos que contiene algu´n punto de
Z∗. Si w ∈ V , entonces w ∈ W sǫ (x) ∩ R(x), w = [x,w]. Por continuidad de la funcio´n corchete
existe un entorno U de w en M tal que [x,U ] ⊂ V .
Como w ∈ R(x) y R(x) es abierto podemos suponer que U ⊂ R(x).
Sabemos que Z∗ es denso en M por lo demostrado en la seccio´n 4.3. Existe y ∈ U ∩Z∗. Basta
demostrar que el punto z definido como z = [x, y] pertenece a Z∗.
En efecto por lo demostrado en la seccio´n 4.3: Z∗ = ∩mj,k=1T
c
j ∪ (Aj,k ∩Bj,k). Basta demostrar
que si z ∈ Tj entonces z ∈ Aj,k ∩Bj,k ∀k.
Por construccio´n z = [x, y] , x, y ∈ Z∗ ∩ R(x). Sea j tal que z ∈ Tj. Sea i tal que x ∈ Ti.
Se tiene que y, z ∈ R(x) ⊂ int Ti = int Ti pues Ti es cerrado. As´ı x, y ∈ Z
∗ ∩ Ti. Por la
caracterizacio´n de Z∗: x, y ∈ Ai,j ∩Bi,j.
Adema´s z ∈W sǫ (x)∩ int Ti, z ∈W
u
ǫ (y)∩ int Ti. Aplicando el lema de la seccio´n 4.3 se tiene
que z ∈ Ai,j ∩Bi,j = ∪
4
n=1 int T
n
i,j.
Como z ∈ Tj ∩Ti = T
1
i,j entonces z int T
1
i,j. Como x ∈ Ti entonces x ∈ T
n
i,j para algu´n n. Luego
y, z ∈ R(x) ⊂ overlineT ni,j . Luego z ∈ T
n
i.j ∩ int T
1
i,j 6= ∅ de donde n = 1.
Hemos probado que para todo j tal que z ∈ Tj se cumple x, y ∈ Tj . Entonces z ∈ Tj ⇒
x ∈ Tj ⇒ z ∈ R(x) ⊂ int Tj . Luego z ∈ W
s
ǫ (x) ∩ int Tj , z ∈ W
u
ǫ (y) ∩ int Tj . Como
x, y ∈ Z∗ ∩ Tj entonces x, y ∈ Aj,k ∩ Bj,k ∀k. Aplicando de nuevo el lema de la seccio´n 4.3 se
deduce z ∈ Aj,k ∩Bj,k ∀k. 
Corolario 4.12 Si x ∈ f−1(Z∗) entonces f−1(Z∗) es denso en W s(x,R(x)).
Demostracio´n: Sea V un abierto no vac´ıo de W s(x,R(x)). Encontraremos un punto y ∈
f−1(Z∗) ∩ V .
V = U ∩W sǫ (x) donde U es un abierto de M .
f(V ) = f(U) ∩ f(W sǫ (x)) porque f es invertible.
f(V ) = f(U) ∩W sǫ (fx) ∩ f(Bǫ(x)). Luego:
f(V ) es un entorno no vac´ıo en W sǫ (fx), de donde tambie´n lo es f(V ) ∩R(fx) porque R(fx)
es un abierto de M .
Por la proposicio´n anterior existe z ∈ Z∗ en f(V ) ∩ R(fx). Sea y = f−1(z). Por construccio´n
y ∈ f−1(Z∗) ∩ V . 
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5. Teorema de Sinai
En la parte 4 se construyo´ una particio´n R por recta´ngulos propios. Porbaremos que R es una
particio´n de Markov de M para el difeomorfismo f de Anosovo con lo cual quedara´ probada la
existencia de particiones de Markov.
5.1 Enunciado del teorema de Sinai
Teorema 5.1 Si f es un difeomorfismo de Anosov en M entonces, dado β > 0 existe una parti-
cio´n de Markov de M para f con dia´metro menor que β.
5.2 Lemma
Lema 5.2 Sea τ = {T1, T2, . . . , Tm} el cubrimiento definido en la seccio´n 3.5 con dia´metro sufi-
cientemente pequen˜o y sean Z∗,R definidos en la seccio´n 4.2 a partir de τ .
Si x, y ∈ Z∗ y si y ∈ f−1(Z∗) ∩R(x) ∩W sǫ (x) entonces fy ∈ R(fx).
Demostracio´n: R(f(x)) = ∩(j,k,n) ∈ H(fx) int T
n
j,k por la definicio´n en la seccio´n 4.2.
Basta probar que fx ∈ T nj,k ⇒ fy ∈ int T
n
j,k . Probemos primero que fx ∈ Tj ⇒ fy ∈ Tj:
fx ∈ Tj ⇒ fx = θ(σq) con q1 = pj, qo = ph. Luego x = θ(q)⇒ x ∈ Th.
y ∈W sǫ (x) ∩R(x) ⊂W
s
ǫ (x) ∩ Th = W
s(x, Th).
Aplicando la proposicio´n de la seccio´n 3.6 e obtiene fy ∈W s(fx, Tj) ⊂ Tj .
Ahora probemos que fx ∈ tnj,k ⇒ fy ∈ T
n
j,k:
fx ∈ T nj,k ⊂ Tj ⇒ fy ∈ Tj = ∪
4
n=1T
n
j,k. Por absurdo supongamos que fy ∈ T
n1
j,k con n1 6= n.
Por hipo´tesis y ∈ W sǫ (x). Aplicando 1.16 se tiene fy ∈ W
s
ǫ (fx). Luego de la proposicio´n 2.4 se
obtiene W s(fx, Tj) = W
s(fy, Tj). La hipo´tesis de absurdo y la definicio´n de los recta´ngulos T
n
j,k
en la seccio´n 4.4 implican que estrictamente uno de los conjuntos W u(fx, Tj), W
u(fy, Tj) corta
a Tk.
Supongamos para fijar ideas que W u(fx, Tj) ∩ Tk 6= ∅, W
s(fy, Tj) ∩ Tk = ∅.
Como fx ∈ Tj por 3.13 existe q ∈ Σ(P ) tal que (σq)0 = pj , fx = θ(σq = f(θq)). Llamando
Pi = q0 se tiene x = θ(q). Luego x ∈ Ti.
Por hipo´tesis y ∈ R(x) ∩W Sǫ (x). De lo anterior R(x) ⊂ Ti. Luego y ∈W
s(x, Ti).
Por lo supuesto, existe fz ∈ W u(fx, Tj) ∩ Tk. Aplicando la proposicio´n de la seccio´n 3.6 se
tiene que z ∈W u(x, Ti).
Como adema´s fz ∈ Tk, por 3.13 existe q ∈ Σ(P ) tal que σ(overlineq)0 = pk, fz = θ(σq) =
fθq. Llamando ph = q0 se tiene z ∈ θ(q). Luego z ∈ Th.
Por otro lado como x, y ∈ Ti = ∪
4
n=1T
n
i,h, existen n1, n2 tales que x ∈ T
n1
i,h , y ∈ T
n2
i,h . Luego
y ∈ R(x) ⊂ Ti,h
n1 . Como y ∈ Z∗ entonces y ∈ int T n2i,h . Por lo observado en la seccio´n 4.1
n1 = n2.
Sabiendo que z ∈ W u(x, Ti) ∩ Th 6= ∅ y que x, y ∈ T
n1
i,h se obtiene que existe w
′ ∈ W u(y, Ti) ∩
Th 6= ∅.
Sea w = [z, w′] ∈ Ti ∩ Th porque z, w
′ ∈ Ti ∩ Th. Como w
′ ∈ W uǫ (y) se tiene w = [z, w
′] =
[z, y] ∈ Ti ∩ Th.
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Si el dia´metro de los recta´ngulos Ti se elige suficientemente pequen˜o, por la continuidad uni-
forme de f en M compacta se cumple que w ∈ W uǫ (y), w, y ∈ Ti ⇒ dist (f
pW,fpy) ≤ ǫ ∀p ≥
0, dist (fw, fy) < ǫ⇒ fw ∈W uǫ (fy).
Como w ∈W s(z, Th) se tiene fw ∈W
s(fz, Tk).
Luego fw = [fz, fy] ∈ Tj porque fy, fz ∈ Tj, de donde fw ∈ W
u(fy, Tj) ∩ Tk 6= ∅ contra lo
supuesto.
Se observa que se han utilizado hasta aqu´ı todas las hipo´tesis excepto que y ∈ f−1(Z∗) y que
la misma demostracio´n puede realizarse permutando x e y, pues todas las h´ıpo´tesis utilizadas son
sime´tricas en x e y. Entonces y ∈ R(x) ∩ Z∗ ⇒ y ∈ R(y) ∩ R(x) 6= ∅ ⇒ R(y) = R(x) y como
x ∈ Z∗ entonces x ∈ R(x) = R(y). Adema´s y ∈W sǫ (x)⇒ x ∈W
s
ǫ (y) por definicio´n. De all´ı que la
suposicio´n del principio no era restrictiva.
Finalmente demostremos que fx ∈ T nj,k ⇒ fy ∈ int Tj,k
n
:
Tenemos que fx ∈ T nj,k ⇒ fy ∈ T
n
j,k. Adema´s por hipo´tesis fy ∈ Z
∗ o sea fy ∈ T nj,k ⇒ fy ∈
int T nj,k ⊂ int Tj,k
n
.
5.3 Demostracio´n del teorema de Sinai
La particio´n R de M construida en la seccio´n 4.4 esta´ formada por recta´ngulos propios y es
un refinamiento del cubrimiento τ construido en la seccio´n 3.5. Luego:
diam R ≤ ma´x
Ti∈τ
diam Ti
Por la proposicio´n 3.13 diam Ti ≤ 2β donde β es un nu´mero positivo arbitrario.
Para terminar de demostrar el teorema de Sinai solo hace falta verificar que R cumple las
condiciones (i) y (ii) de la definicio´n de particio´n de Markov (2.10), lo cual se demuestra a conti-
nuacio´n:
Proposicio´n 5.3 Si x ∈ int Ri ∩ f
−1 int Rj con Ri, Rj ∈ R entonces
(i) fW s(x,Ri) ⊂W
s(fx,Rj)
(ii) fW u(x,Ri) ⊃W
u(fx,Rj)
Demostracio´n: Por lo visto en 1.16 fW sǫ (x) ⊂ W
s
ǫ (fx). Para demostrar (i) alcanza probar
que fW s(x,Ri) ⊂ Rj . Probe´moslo primero en el caso particular que
x ∈ Z∗ ∩ f−1Z∗ ∩ int Ri ∩ f
−1 int Rj
Por lo visto en la seccio´n 4.4 R(x) = int R(x), R(fx) = int R(fx). Por lo visto en la
seccio´n 4.5 Z∗ ∩ f−1Z∗ es denso en W s(x,Ri). Dado y ∈ W
s(x,Ri) existe yn → y con yn ∈
Z∗ ∩ f−1Z∗ ∩ W s(x,R(x)). Por el lema de la seccio´n 5.2 se tiene fYn ∈ R(f(x)) ∀n. Luego
fy = l´ım fyn ∈ R(fx) = Rj o sea fW
s(x,Ri) ⊂ Rj como quer´ıamos probar.
Ahora probe´moslo en general:
Si x ∈ int Ri ∩ f
−1 int Rj sea
x ∈ Z∗ ∩ f−1Z∗ ∩ int Ri ∩ f
−1 int Rj
Existe tal x porque Z∗ ∩ f−1Z∗ es denso en M al ser interseccio´n de abiertos densos.
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W s(x,Ri) = {[x, y] : y ∈ W
s(x,Ri)} fW
s(x,Ri) = {f [x, y] : y ∈ W
s(x,Ri)}. Como
f [x, y] = [fx, fy] se obtiene:
fW s(x,Ri) = {[fx, fy] : y ∈W
s(x,Ri)} = {[fx,w] : w ∈ fW
s(x,Ri)}
⊂ {[fx,w] : w ∈W s(fx,Rj)} = W
s(fx,Rj)
Hemos probado que fW s(x,Ri) ⊂W
s(fx,Rj).
La afirmacio´n (ii) se prueba de (i) aplica´ndola al difeomorfismo f−1 recordando que las varie-
dades estables de f−1 son las inestables de f . 
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6. Dina´mica Simbo´lica
6.1 Matriz de transicio´n
Sea R = {R1, R2, . . . , Rm} una particio´n de la variedad M .
Definicio´n 6.1 La matriz de transicio´n A de la particio´n es una matriz m×m tal que Ai,j = 1
sin int Ri ∩ f
−1 int Rj 6= ∅ y Ai,j = 0 en caso contrario.
Definicio´n 6.2 Si A es la matriz de transicio´n de la particio´n R denotaremos con ΣA al conjunto
de sucesiones bi-infinitas {Rai}i∈ZZ de recta´ngulos de R tales que dos recta´ngulos Rai y Rai+1
consecutivos cumplen:
int Rai ∩ f
−1 int R i+1 6= ∅
Luego
ΣA = {a ∈ {1, 2, . . . ,m}
ZZ : Aaiai+1 = 1}
Observacio´n 6.3 1) Si R es una particio´n de Markov, aplicando 2.15 se obtiene, para todo
x ∈ Ri ∩ f
−1Rj cuando Aij = 1:
i) fW s(x,Ri) ⊂W
s(fx,Rj)
ii) fW u(x,Ri) ⊃W
u(fx,Rj)
2) ΣA es invariante por el shift σ pues
a ∈ ΣA ⇒ Aaiai+1 = 1 ∀i, σ(a)i = ai+1, σ(a)i+1 = ai+2,
Aai+1ai+2 = 1 ∀i⇒ σ(a) ∈ ΣA
3) En 2.11 se observo´ que si existe, es u´nico el punto x ∈ ∩
j∈ZZf
−jRnj con {nj}j∈ZZ sucesio´n
cualquiera bi-infinita.
Cuando R es una particio´n de Markov demostraremos que
1) a ∈ ΣA ⇒ ∃x = ∩j ∈ ZZf
−jRaj
2) La funcio´n π : ΣA 7→M π(x) = ∩j∈ZZf
−jRaj es una semiconjugacio´n de f con el shift.
π llevara´ entonces continuamente y sobreyectivamente las o´rbitas del shift en ΣA (llamada
”dina´mica simbo´lica”) en las o´rbitas de f en M .
Adema´s en la seccio´n 2.4 se observo´ que si x 6∈ ∪j∈Zf
j∂R entonces existe una u´nica sucesio´n
bi-infinita {nj}j∈ZZ tal que f
j(x) ∈ Rnj ∀j ∈ ZZ (es decir x = ∩j∈ZZf
−jRnj). Eso significa que π
es adema´s inyectiva en los puntos de M \ ∪
j∈ZZf
j∂R, que como se vio en 2.14 es denso en M .
6.2 Lema
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Lema 6.4 Sea R una particio´n de Markov y A su matriz de transicio´n. Sea a ∈ ΣA. Entonces:
KN (a) =
j=N⋂
j=−N
f−jRaj
es un recta´ngulo cerrado.
Demostracio´n: Supongamos en primer lugar que KN (a) 6= ∅ y demostremos la tesis en este
caso: KN (a) es cerrado por ser interseccio´n finita de cerrados Ri. Si x, y ∈ KN (a) = ∩
N
−Nf
−jRaj
entonces f jx, f jy ∈ Raj ∀|j| ≤ N . Sea w = [x, y] ⊂ Ra0 . Se cumple w ∈ W
s(x,Ra0), w ∈
W u(y,Ra0). Aplicando la proposicio´n 2.15 se obtiene:
fw ∈W s(fx,Ra1) , f
−1w ∈W u(f−1y,Ra−1)
f jw ∈W s(f jx,Raj ) , f
−jw ∈W u(f−jy,Ra−j ) ∀0 ≤ j ≤ N
Se observa que para poder aplicar la proposicio´n 2.15 se usan las hipo´tesis a ∈ ΣA y la particio´n
R es de Markov.
Luego f jw ∈ Raj ∀|j| ≤ N o sea w ∈ KN (a).
Demostremos ahora que KN (a) 6= ∅ ∀a ∈ ΣA:
KN (a) = f
NRa−N ∩ f
N−1Ra−N+1 ∩ . . . ∩ f
−N+1RaN−1 ∩ f
−NRaN =
= fN (Ra−N ∩ f
−1Ra−N+1 ∩ . . . ∩ f
−2NRaN )
Es suficiente demostrar que para todo b ∈ ΣA y para todo n ≥ 0
Rb0 ∩ f
−1Rb1 ∩ . . . ∩ f
−nRbn 6= ∅
Por induccio´n completa sobre n: Cuando n = 0 el conjunto Rb0 6= ∅ por ser un recta´ngulo.
Sabiendo por hipo´tesis de induccio´n que existe y ∈ Rb1 ∩ . . . ∩ f
−n+1Rbn encontremos z ∈
Rb0 ∩ f
−1(Rb1 ∩ . . . ∩ f
−n+1Rbn):
b ∈ ΣA ⇒ intRb0 ∩ f
−1int Rb1 6= ∅ ⇒ ∃f
−1x ∈ Rb0 ∩ f
−1Rb1 .
Sea z = [y, x]. Se tiene z ∈ Rb1 porque x, y ∈ Rb1 . Adema´s z ∈W
s(y,Rb1). Por 2.15:
fz ∈W s(fy,Rb2), . . . , f
n−1z ∈W s(fn−1y,Rbn)
As´ı z ∈ Rb1 ∩ . . . ∩ f
−n+1Rbn . Adema´s z ∈ W
u(x : Rb1). Por 2.15 f
−1z ∈ W u(f−1x,Rb0) ⊂ Rb0 .
As´ı se tiene
f−1z ∈ Rb0 ∩ f
−1(Rb1 ∩ . . . ∩ f
−n+1Rbn) 
6.3 Teorema de semiconjugacio´n
Sea R = {Ri}i=1,...,m una particio´n de Markov de la variedad M para el difeomorfismo f .
Sea A la matriz de transicio´n y ΣA el subespacio de las sucesiones bi-infinitas definido en la
seccio´n 6.1.
Entonces
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1) Para todo a ∈ ΣA existe u´nico x = ∩j∈ZZf
−j(Raj )
2) La funcio´n π : ΣA 7→ M definida por π(a) = ∩j∈ZZf
−j(Raj ) es una semiconjugacio´n de f
con el shift σ en ΣA.
3) π|π−1(∩j∈Zf−j(∂R)c) es inyectiva, es decir π es inyectiva en los puntos de M cuyas o´rbitas no
cortan al borde ∂R de la particio´n.
Demostracio´n: Sea KN (a) =
⋂
|j|≤N f
−jRaj .
KN (a) es cerrado no vac´ıo por el lema de la seccio´n 6.2
KN (a) ⊃ KN+1(a) por construccio´n.
Siendo M compacta por la propiedad de las intersecciones finitas se sabe que el conjunto
K(a) =
+∞⋂
infty
f−jRaj =
+∞⋂
N=1
KN (a) 6= ∅
lo cual prueba que existe x ∈ K(a).
x ∈ K(a) es u´nico porque si x, y ∈ K(a) entonces f j(x), f j(y) ∈ Raj ∀j ∈ ZZ. Pero Raj tiene
dia´metro a lo sumo igual al de la particio´n de Markov que puede elegirse menor que la constante
de expansividad de f , resultando x = y.
Se ha probado la parte 1) de la tesis.
Ahora probemos la parte 2):
π(σ(a)) =
⋂
j∈ZZ
f−jRaj+1 = f(
⋂
j∈ZZ
f−j−1Raj+1) = f(π(a))
Entonces
π ◦ σ(a) = f ◦ π(a) ∀ a ∈ ΣA
Por lo tanto es conmutativo el siguiente diagrama
σ
ΣA 7→ ΣA
π ↓ ↓ π
M 7→ M
f
Para demostrar que π es una semiconjugacio´n hay que probar que π : ΣA 7→ M es continua y
sobreyectiva.
π es continua pues si an → a ∈ ΣA, llamando π(a
n) = xn ∈ M y eligiendo una subsucesio´n
convergente tenemos xn → x ∈M y adema´s:
xn =
+∞⋂
−∞
f−jRanj
Como an → a, dado p > 0 existe N > 0 tal que anj = aj ∀n > N, ∀ |j| ≤ p. Luego para todo
n > N el punto xn ∈
⋂p
−p f
−jRaj que es un cerrado. Entonces x = l´ımxn ∈
⋂p
−p f
−jRaj ∀ p > 0.
As´ı x ∈
⋂+∞
−∞ f
−jRaj = π(a).
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π es sobreyectiva pues si x ∈ M \
⋃
n∈ZZ f
j∂R la o´rbita por x no corta al borde ∂R de
la particio´n. Entonces sea aj(x) el u´nico sub´ındice tal que f
j(x) ∈ int Raj(x). Como f
j(x) ∈
int Raj(x)
⋂
f−1 int Raj+1(x) tenemos que Aajaj+1 = 1 de donde a(x) ∈ ΣA.
Entonces por construccio´n:
x ∈
⋂
j∈ZZ
f−jRaj(x) = π(a) ∀a ∈ ΣA
.
Hemos probado que π(ΣA) ⊃M \
⋃
n∈Z f
j∂R. Por 2.14 el conjunto M \
⋃
n∈Z f
j∂R es denso
en M .
Adema´s ΣA es compacto porque es cerrado contenido en el espacio compacto {1, 2, . . . ,m}
ZZ .
Luego π(ΣA) es cerrado en M . Como contiene a un conjunto denso en M y es cerrado en M es
M , lo cual prueba que π es sobreyectiva.
Probemos ahora la parte 3): Si a, a′ ∈ ΣA tales que π(a) = π(a
′) = x ∈ M \
⋃
n∈Z f
j∂R
entonces f jx ∈ int Raj ∩ int Ra′j ∀ j ∈ ZZ.
Por la definicio´n de la seccio´n 2.4 los recta´ngulos distintos tienen interiores disjuntos. Entonces
aj = a
′
j. Luego a = a
′ y la transformacio´n π restringida a la preimagen por π de M \
⋃
n∈Z f
j∂R,
es inyectiva. 
6.4 Conclusio´n
El teorema anterior permite construir una semiconjugacio´n π del difeomorfismo de Ansosov
f con el shift σ en el subespacio de la sucesiones bi-infinitas ΣA. Adema´s π es inyectiva en un
conjunto denso en M .
Ya se observo´ en la seccio´n 2.4 que si R es un particio´n por cerrados cualquiera de M , aunque
no sea de Markov, existe una funcio´n π sobreyectiva que puede demostrarse que es continua usando
la misma prueba de la parte 2) del teorema anterior, tal que conmuta el siguiente diagrama:
σ
π−1(M) 7→ π−1(M) ⊂ {1, 2, . . . ,m}ZZ
π ↓ ↓ π
M 7→ M
f
Adema´s π es inyectiva en M \ ∪j∈ZZf
−j∂R que es denso en M .
En el caso que R sea adema´s una particio´n de Markov se agrega que la semiconjugacio´n
tiene dominio en ΣA. El subshift σ|ΣA esta´ definido en el subconjunto compacto de las sucesiones
bi-infinitas que cumplen Aaiai+1 = 1.
Se llama dina´mica simbo´lica a la dina´mica del shift en ΣA. La existencia de una particio´n de
Markov enM para f asegura la existencia de la dina´mica simbo´lica con la cual f es semiconjugada.
Finalmente se observa que en la definicio´n de recta´ngulo, en la de particio´n de Markov y en la
demostracio´n del teorema de Sinai, no se utiliza la diferenciabilidad de f sino solo sus propiedades
topolo´gicas. Es por lo tanto aplicable a una clase ma´s general que los difeomorfismos de Anosov:
los homeomorfismos expansivos topolo´gicamente estables.
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