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Abstract
While exponential separations are known between quantum and randomized communication
complexity for partial functions (Raz, STOC 1999), the best known separation between these
measures for a total function is quadratic, witnessed by the disjointness function. We give the
first super-quadratic separation between quantum and randomized communication complexity
for a total function, giving an example exhibiting a power 2.5 gap. We further present a 1.5 power
separation between exact quantum and randomized communication complexity, improving on
the previous ≈ 1.15 separation by Ambainis (STOC 2013). Finally, we present a nearly optimal
quadratic separation between randomized communication complexity and the logarithm of the
partition number, improving upon the previous best power 1.5 separation due to Go¨o¨s, Jayram,
Pitassi, and Watson.
Our results are the communication analogues of separations in query complexity proved using
the recent cheat sheet framework of Aaronson, Ben-David, and Kothari (STOC 2016). Our main
technical results are randomized communication and information complexity lower bounds for a
family of functions, called lookup functions, that generalize and port the cheat sheet framework
to communication complexity.
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1 Introduction
Understanding the power of different computational resources is one of the primary aims of com-
plexity theory. Communication complexity provides an ideal setting to study these questions, as it
is a nontrivial model for which we are still able to show interesting lower bounds. Moreover, lower
bounds in communication complexity have applications to many other areas of complexity theory,
for example yielding lower bounds for circuits, data structures, streaming algorithms, property
testing, and linear and semi-definite programs.
In communication complexity, two players Alice and Bob are given inputs x ∈ X and y ∈ Y
respectively, and their task is to compute a known function F : X ×Y → {0, 1, ∗} while minimizing
the number of bits communicated between them. We call such a function a communication function.
The players only need to be correct on inputs (x, y) for which F (x, y) ∈ {0, 1}. The function is
called total if F (x, y) ∈ {0, 1} for all (x, y) ∈ X × Y, and otherwise is called partial.
A major question in communication complexity is what advantage players who exchange quan-
tum messages can achieve over their classical counterparts. We will use R(F ) and Q(F ) to denote
bounded-error (say 1/3) public-coin randomized and bounded-error quantum communication com-
plexities of F , respectively. We also use D(F ) for the deterministic communication complexity
and QE(F ) for the exact quantum communication complexities of F , respectively. Note the easy
relationships D(F ) ≥ R(F ) ≥ Q(F ) and D(F ) ≥ QE(F ) ≥ Q(F ).
There are examples of partial functions F for which Q(F ) is exponentially smaller than R(F )
[Raz99]. For total functions, however, it is an open question if Q(F ) and R(F ) are always polyno-
mially related. On the other hand, the largest separation between these measures is quadratic, wit-
nessed by the disjointness function which satisfies R(Disjn) = Ω(n) [KS92, Raz92] and Q(Disjn) =
O(
√
n) [BCW98, AA03]. Our first result gives the first super-quadratic separation between Q(F )
and R(F ) for a total function.
Theorem 1. There exists a total function F : X × Y → {0, 1} with R(F ) = Ω˜(Q(F )2.5).
In fact, we establish a power 2.5 separation between Q(F ) and information complexity [BJKS04],
a lower bound technique for randomized communication complexity (defined in Section 2).
We also give a 1.5 power separation between randomized communication complexity and exact
quantum communication complexity. This improves the previous best separation of ≈ 1.15 due to
Ambainis [Amb13].
Theorem 2. There exists a total function F : X × Y → {0, 1} with R(F ) = Ω˜(QE(F )1.5).
Another interesting question in communication complexity is the power of different lower bound
techniques. After years of work on randomized communication complexity lower bounds, there are
essentially two lower bound techniques that stand at the top of the heap, the aforementioned infor-
mation complexity [BJKS04] and the partition bound [JK10]. Both of these techniques are known to
dominate many other techniques in the literature, such as the smooth rectangle bound, corruption
bound, discrepancy, etc., but the relationship between them is not yet known. For deterministic
protocols, a bound even more powerful than the partition bound, is the logarithm of the partition
number. The partition number, denoted χ(F ), is the smallest number of F -monochromatic rect-
angles in a partition of X × Y (see Section 2 for more precise definitions). We use the notation
UN(F ) = log χ(F ), where UN stands for unambiguous nondeterministic communication complexity.
Showing separations between R(F ) and UN(F ) is very difficult because there are few techniques
available to lower bound R(F ) that do not also lower bound UN(F ). Indeed, until recently only
a factor 2 separation was known even between D(F ) and UN(F ), shown by Kushilevitz, Linial,
and Ostrovsky [KLO99]. This changed with the breakthrough work of Go¨o¨s, Pitassi, and Watson
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[GPW15], who exhibited a total function F with D(F ) = Ω˜(UN(F )1.5). Ambainis, Kokainis and
Kothari [AKK16] improved this by constructing a total function F with D(F ) ≥ UN(F )2−o(1). This
separation is nearly optimal as Aho, Ullman, and Yannakakis [AUY83] showed D(F ) = O(UN(F )2)
for all total F .
Go¨o¨s, Jayram, Pitassi, and Watson [GJPW15] improved the original [GPW15] separation in a
different direction, constructing a total F for which R(F ) = Ω˜(UN(F )1.5). In this paper, we achieve
a nearly optimal separation between these measures.
Theorem 3. There exists a total function F : X × Y → {0, 1} with R(F ) ≥ UN(F )2−o(1).
In particular, this means the partition bound can be quadratically smaller than R(F ), since the
partition bound is at most UN(F ).
1.1 Comparison with prior work
The model of query complexity provides insight into communication complexity and is usually
easier to understand. Many theorems in query complexity have analogous results in communication
complexity. There is also a more precise connection between these models, which we now explain.
For a function f : {0, 1}n → {0, 1}, let Ddt(f) be the deterministic query complexity of f , the
minimum number of queries an algorithm needs to the bits of the input x to compute f(x), in
the worst case. Similarly, let Rdt(f), Qdt(f), and UNdt(f) denote the randomized, quantum and
unambiguous nondeterministic query complexities of f .
Any function f can be turned into a communication problem by composing it with a com-
munication “gadget” G : X × Y → {0, 1}. On input ((x1, . . . , xn), (y1, . . . , yn)) the function f ◦ G
evaluates to f(G(x1, y1), . . . , G(xn, yn)). It is straightforward to see that D(f ◦G) ≤ Ddt(f)D(G),
and analogous results hold for UN(f ◦G), R(f ◦G), and Q(f ◦G) (with extra logarithmic factors).
The reverse direction, that is, lower bounding the communication complexity of f ◦G in terms of
the query complexity of f is not always true, but can hold for specific functions G. Such results are
called “lifting” theorems and are highly nontrivial. Go¨o¨s, Pitassi, and Watson [GPW15], building
on work of Raz and McKenzie [RM99], show a general lifting theorem for deterministic query
complexity: for a specific G : {0, 1}20 logn × {0, 1}n20 → {0, 1}, with D(G) = O(log n), it holds that
D(f ◦G) = Ω(Ddt(f) log n), for any f : {0, 1}n → {0, 1}.
This allowed them to achieve their separation between D and UN by first showing the anal-
ogous result in the query world, i.e., exhibiting a function f : {0, 1}n → {0, 1} with Ddt(f) =
Ω˜(UNdt(f)1.5), and then using the lifting theorem to achieve the same separation for a communica-
tion problem. The work of Ambainis, Kokainis, and Kothari [AKK16] followed the same plan and
obtained their communication complexity separation by improving the query complexity separation
of [GPW15] to Ddt(f) ≥ UNdt(f)2−o(1).
For separations against randomized communication complexity, as in our case, the situation is
different. Analogs of our results have been shown in query complexity. Aaronson, Ben-David, and
Kothari [ABK16] defined a transformation of a Boolean function, which they called the “cheat sheet
technique.” This transformation takes a function f and returns a cheat sheet function, fCS, whose
randomized query complexity is at least that of f . They used this method to give a total function
f with Rdt(f) = Ω˜(Qdt(f)2.5). The cheat sheet technique is also used in [AKK16] to show the
query analog of our Theorem 3, giving an f with Rdt(f) ≥ UNdt(f)2−o(1). These results, however,
do not immediately imply similar results for communication complexity as no general theorem is
known to lift randomized query lower bounds to randomized communication lower bounds. Such a
theorem could hold and is an interesting open problem.
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The most similar result to ours is that of Go¨o¨s, Jayram, Pitassi, and Watson [GJPW15] who
show R(F ) = Ω˜(UN(F )1.5). While the query analogue Rdt(f) = Ω˜(UNdt(f)1.5) was not hard
to show, the communication separation required developing new communication complexity tech-
niques. We similarly work directly in the setting of communication complexity, as described next.
1.2 Techniques
While a lifting theorem is not known for randomized query complexity, a lifting theorem is known
for a stronger model known as approximate conical junta degree, denoted deg+1/3(f) (formally defined
in Section 4.1). This is a query measure that satisfies deg+1/3(f) ≤ R(f) and has a known lifting
theorem [GLM+15] (see Theorem 10). The first idea to obtain our theorems would be to show
(say) that deg+1/10(¬fCS) = Ω˜(deg+1/3(f))1 and to use this lifting theorem. We were not able to
show such a theorem, however, in part because deg+ε (f) does not behave well with respect to the
error parameter ε.
Instead we work directly in the setting of communication complexity. We show random-
ized communication lower bounds for a broad family of communication functions called lookup
functions. For intuition about a lookup function, consider first the query setting and the famil-
iar address function Addr : {0, 1}c+2c → {0, 1}. Think of the input as divided into two parts,
x = (x1, . . . , xc) ∈ {0, 1}c and the data u = (u0, . . . , u2c−1) ∈ {0, 1}2c . The bit string x is inter-
preted as an integer ℓ ∈ {0, . . . , 2c − 1} and the output of Addr(x,u) is uℓ.
A natural generalization of this problem is to instead have a function2 f : {0, 1}n → {0, 1}
and functions gj : {0, 1}cn × {0, 1}m → {0, 1} for j ∈ {0, . . . , 2c − 1}. Now the input consists of
x = (x1, . . . , xc) where each xi ∈ {0, 1}n, and u = (u0, . . . , u2c−1) where each uj ∈ {0, 1}m. An
address ℓ ∈ {0, . . . , 2c−1} is defined by the string (f(x1), . . . , f(xc)), and the output of the function
is gℓ(x, uℓ). Call such a function a (f, {g0, . . . , g2c−1})-lookup function. The cheat sheet framework
of [ABK16] naturally fits into this framework: the cheat sheet function fCS of f is a lookup function
where gℓ(x1, . . . , xc, uℓ) = 1 if and only if uℓ provides certificates that f(xi) = ℓi for each i ∈ [c].
This idea also extends to communication complexity where one can define a (F,G)-lookup func-
tion in the same way, with F a communication function and G = {G0, . . . , G2c−1} a family of com-
munication functions. Our main technical theorem (Theorem 6) states that, under mild conditions
on the family G, the randomized communication complexity of the (F,G)-lookup function is at least
that of F . To prove the separation of Theorem 1, we take the function f = Simonn ◦Orn ◦Andn
and let F be f composed with the inner product communication gadget. We define the family
of functions G in a similar fashion as in the cheat sheet framework. We show a randomized com-
munication lower bound on F using the approximate conical junta degree and the lifting theorem
of [GLM+15]. The separation of Theorem 2 follows a very similar plan, starting instead with the
query function h = Pr-Orn ◦ Andm for m = Θ(
√
n), where Pr-Orn is a promise version of the
Orn function restricted to inputs of Hamming weight 0 or 1.
Moving on to our third result (Theorem 3), we find that just having a lower bound on the
randomized communication complexity of a (F,G)-lookup function is not enough to obtain the
separation. The query analogue of Theorem 3 [AKK16] relies on repeatedly composing a function
with Andn (or Orn), which raises its randomized query complexity by Ω(n). More precisely, it
relies on the fact that Rdt(Andn ◦ f) = Ω(nRdt(f)). However, the analogous communication
complexity claim, R(Andn ◦ F ) = Ω(nR(F )), is false. For a silly example, if F itself is Andn
1We negate the function fCS because the obvious statement deg
+
1/10(fCS) = Ω˜(deg
+
1/3(f)) is false in general.
2For simplicity we restrict to total functions here. The full definition (Definition 19) also allows for partial
functions.
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(under some bipartition of input bits), then R(Andn ◦ F ) ≤ D(Andn2) = O(1). Another example
is if F : {0, 1} × {0, 1} → {0, 1} is the equality function on 1 bit, then R(Andn ◦ F ) = O(1), since
this is the equality function on n bits.
To circumvent this issue, we use information complexity instead of randomized communication
complexity. Let IC(F ) denote the information complexity of a function F (defined in Section 2).
Information complexity, or more precisely one-sided information complexity, satisfies a composition
theorem for the Andn function (Fact 39). While one-sided information complexity upper bounds
can be converted to information complexity upper bounds (Fact 40), the conversion also requires
upper bounding the communication complexity of the protocol. This makes the argument deli-
cate and requires simultaneously keeping track of the information complexity and communication
complexity throughout the argument. Informally, we show the following theorem.
Theorem 4 (informal). For any function F , and any family of functions G = {G0, . . . , G2c−1} let
FG be the (F,G)-lookup function. Provided G satisfies certain mild technical conditions, R(FG) =
Ω˜(R(F )) and IC(FG) = Ω˜(IC(F )).
We prove this formally as Theorem 6 in Section 3. This is the most technical part of the paper,
requiring all the preliminary facts and notation set up in Section 2.1 and Section 2.2. The proof
relies on an information theoretic argument that establishes that a correct protocol for FG already
has enough information to compute one copy of the base function F .
2 Preliminaries and notation
In this paper we denote query complexity (or decision tree complexity) measures using the su-
perscript dt. For example, the deterministic, bounded-error randomized, exact quantum, and
bounded-error quantum query complexities of a function f are denoted Ddt(f), Rdt(f), QdtE (f),
and Qdt(f) respectively. We refer the reader to the survey by Buhrman and de Wolf [BdW02] for
formal definitions of these measures.
A function f : {0, 1}n → {0, 1, ∗} is said to be a total function if f(x) ∈ {0, 1} for all x ∈ {0, 1}n
and is said to be partial otherwise. We define dom(f) := {x : f(x) 6= ∗} to be the set of valid inputs
to f . An algorithm computing f is allowed to output an arbitrary value for inputs outside dom(f).
Andn andOrn denote the And andOr functions on n bits, defined as Andn(x1, . . . , xn) :=
∧n
i=1 xi
and Orn(x1, . . . , xn) :=
∨n
i=1 xi. In general, fn denotes an n-bit function.
In communication complexity, we wish to compute a function F : X × Y → {0, 1, ∗} for some
finite sets X and Y, where the inputs x ∈ X and y ∈ Y are given to two players Alice and Bob, while
minimizing the communication between the two. As in query complexity, F is total if F (x, y) ∈
{0, 1} for all (x, y) ∈ X × Y and is partial otherwise. We define dom(F ) := {(x, y) : F (x, y) 6= ∗}.
As before a correct protocol may behave arbitrarily on inputs outside dom(F ). Formal definitions
of the measures studied here can be found in the textbook by Kushilevitz and Nisan [KN06].
For a function f : {0, 1}n → {0, 1, ∗} we let f c denote the function f c : {0, 1}nc → {0, 1, ∗}c
where f c(x1, . . . , xc) = (f(x1), . . . , f(xc)). Note that dom(f
c) = dom(f)c. For a communication
function F : X × Y → {0, 1} we let F c : X c × Yc → {0, 1}c be F c((x1, . . . , xc), (y1, . . . , yc)) =
(F (x1, y1), . . . , F (xc, yc)).
We use D(F ) to denote the deterministic communication complexity of F , the minimum number
of bits exchanged in a deterministic communication protocol that correctly computes F (x, y) for all
inputs in dom(F ). Public-coin randomized and quantum (without entanglement) communication
complexities, denoted R(F ) and Q(F ), are defined similarly except the protocol may now err with
probability at most 1/3 on any input and may use random coins or quantum messages respectively.
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Exact quantum communication complexity, denoted QE(F ), is defined similarly, except it must
output the correct answer with certainty.
We use N(F ) and UN(F ) to denote the nondeterministic (or certificate) complexity of F and
the unambiguous nondeterministic complexity of F respectively. UN(F ) equals log χ(F ), where
χ(F ) is the partition number of F , the least number of monochromatic rectangles in a partition
(or disjoint cover) of X × Y. We now define these measures formally.
Given a partial function F : X × Y → {0, 1, ∗} and b ∈ {0, 1}, a b-monochromatic rectangle
is a set A × B with A ⊆ X and B ⊆ Y such that all inputs in A × B evaluate to b or ∗ on
F . A b-cover of F is a set of b-monochromatic rectangles that cover all the b-inputs (i.e., inputs
that evaluate to b on F ) of F . If the rectangles form a partition of the b-inputs, we say that the
cover is unambiguous. Given a b-cover of F , a b-certificate for input (x, y) is the label of a rectangle
containing (x, y) in the b-cover. The b-cover number Cb(F ) is the size of the smallest b-cover, and we
set Nb(F ) := ⌈log Cb(F )⌉. The nondeterministic complexity of F is N(F ) := max{N0(F ),N1(F )}.
The quantities UNb(F ) and the unambiguous non-deterministic complexity UN(F ) are defined
analogously from partitions.
It is useful to interpret a b-certificate for (x, y) ∈ dom(F ) as a message that an all-powerful
prover can send to the players to convince each of them that F (x, y) = b. In this interpretation,
Nb(F ) is the minimum over prover strategies of the maximum length of a message taken over all
inputs. Similarly, UNb(F ) is the maximum length of a message when, in addition, for every input
in dom(F ), there is exactly one certificate the prover can send.
We also use IC(F ) to denote the information complexity of F , defined formally in Section 2.2.
Informally, the information complexity of a function F is the minimum amount of information
about their inputs that the players have to reveal to each other to compute F . IC(F ) is a lower
bound on randomized communication complexity, because the number of bits communicated in
a protocol is certainly an upper bound on the information gained by any player, since 1 bit of
communication can at most have 1 bit of information.
In Section 2.1 and Section 2.2 we cover some preliminaries needed to prove Theorem 6.
2.1 Information theory
We now introduce some definitions and facts from information theory. Please refer to the textbook
by Cover and Thomas [CT06] for an excellent introduction to information theory.
For a finite set S, we say P : S → R+ is a probability distribution over S if∑s∈S P (s) = 1. For
correlated random variables XY Z ∈ X × Y × Z, we use the same symbol represent the random
variable and its distribution. If µ is a distribution over X , we say X ∼ µ to represent that X is
distributed according to µ and X ∼ Y to represent that X and Y are similarly distributed. We
use Y x as shorthand for (Y | (X = x)). We define the joint random variable X ⊗ Y ∈ X × Y as
Pr(X ⊗ Y = (x, y)) = Pr(X = x) · Pr(Y = y).
We call X and Y independent random variables if XY ∼ X ⊗ Y .
A basic fact about random variables is Markov’s inequality. We’ll often make use of one par-
ticular corollary of the inequality, which we state here for convenience.
Fact 1 (Markov’s Inequality). If Z is a random variable over R+, then for any c ≥ 1,
Pr(Z ≥ cE[Z]) ≤ 1
c
.
In particular, if f is a function mapping the domains of X and Y to R+, then
Prx←X(Ey←Y x [f(x, y)] > α) < β ⇒ Pr(x,y)←XY (f(x, y) > 100α) < β + 0.01.
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Proof. To see that the first equation holds, note that if the elements z ∈ Z that are larger than
cE[Z] have probability mass more than 1/c, then they contribute more than E[Z] to the expectation
of Z; but since the domain of Z is non-negative, this implies the expectation of Z is larger than
E[Z], which is a contradiction.
Now suppose that Prx←X(Ey←Y x [f(x, y)] > α) < β. We classify the elements x ∈ X into
two types: the “bad” ones, which satisfy Ey←Y x [f(x, y)] > α, and the “good” ones, which satisfy
Ey←Y x [f(x, y)] ≤ α. Note that the probability that an x sampled from X is bad is less than β. For
good x, we have Pry←Y x(f(x, y) > 100α) ≤ 0.01 by Markov’s inequality above (using the fact that
f(x, y) is non-negative and Ey←Y x [f(x, y)] ≤ α). Since the probability of a bad x is less than β and
for good x the equation f(x, y) ≤ 100α only fails with probability 0.01 (over choice of y ← Y x), we
conclude
Pr(x,y)←XY (f(x, y) > 100α) < β + 0.01
as desired.
2.1.1 Distance measures
We now define the main distance measures we use and some properties of these measures.
Definition 2 (Distance measures). Let P and Q be probability distributions over S. We define
the following distance measures between distributions.
Total variation distance: ∆(P,Q) := max
T⊆S
∑
s∈T
(
P (s)−Q(s)) = 1
2
∑
s∈S
|P (s)−Q(s)|.
Hellinger distance: h(P,Q) :=
1√
2
√∑
s∈S
(√
P (s)−
√
Q(s)
)2
.
Note that this definition can be extended to arbitrary functions P : S → R+ and Q : S →
R
+. However, when P and Q are probability distributions these measures are between 0 and 1.
These extremes are achieved when P = Q and when P and Q have disjoint support, respectively.
Conveniently, these measures are closely related and are interchangeable up to a quadratic factor.
Fact 3 (Relation between ∆ and h). Let P and Q be probability distributions. Then
1√
2
∆(P,Q) ≤ h(P,Q) ≤
√
∆(P,Q).
Proof. This follows from [Das11, Theorem 15.2, p. 515]. In this reference, the quantity
√
2 ·h(P,Q)
is used for Hellinger distance.
In this paper, we only use Hellinger distance when we invoke Fact 16 (Pythagorean property), a
key step in the proof of Theorem 6. Hence we do not require any further properties of this measure.
On the other hand, total variation distance satisfies several useful properties that we use in our
arguments. We review some of its basic properties below.
Fact 4 (Facts about ∆). Let P , P ′, Q, Q′, and R be probability distributions and let XY ∈ X ×Y
and X ′Y ′ in X × Y be correlated random variables. Then we have the following facts.
Fact 4.A (Triangle inequality). ∆(P,Q) ≤ ∆(P,R) + ∆(R,Q).
Fact 4.B (Product distributions). ∆(P ⊗ Q,P ′ ⊗ Q′) ≤ ∆(P,P ′) + ∆(Q,Q′). Additionally, if
Q = Q′ then ∆(P ⊗Q,P ′ ⊗Q′) = ∆(P,P ′).
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Fact 4.C (Monotonicity). ∆(XY,X ′Y ′) ≥ ∆(X,X ′).
Fact 4.D (Partial measurement). If X ∼ X ′, then ∆(XY,X ′Y ′) = Ex←X [∆(Y x, Y ′x)].
Proof. These facts are proved as follows.
A. Let P , Q, and R be distributions over X . Then for any x ∈ X we have |P (x) − Q(x)| =
|P (x)−R(x)+R(x)−Q(x)| ≤ |P (x)−R(x)|+ |R(x)−Q(x)|. Summing over all x ∈ X yields
the inequality.
B. Let P and P ′ be distributions over X ; Q and Q′ be distributions over Y. Then
∆(P ⊗Q,P ′ ⊗Q′) = 1
2
∑
x∈X
∑
y∈Y
|P (x)Q(y) − P ′(x)Q′(y)|
≤ 1
2
∑
x∈X
∑
y∈Y
|P (x)Q(y) − P (x)Q′(y)|+ |P (x)Q′(y)− P ′(x)Q′(y)|
=
1
2
∑
y∈Y
|Q(y)−Q′(y)|+ 1
2
∑
x∈X
|P (x) − P ′(x)| = ∆(P,P ′) + ∆(Q,Q′).
When Q = Q′, the desired result follows immediately from the first line by factoring out Q(y).
C. Let the distribution of XY be P (x, y) and that of X ′Y ′ be Q(x, y). Let marginals on X be
P (x) :=
∑
y P (x, y) and Q(x) :=
∑
yQ(x, y). Since ∆(X,X
′) =
∑
x |P (x)−Q(x)|, we have∑
x
∣∣P (x)−Q(x)∣∣ =∑
x
∣∣∣∑
y
(
P (x, y)−Q(x, y))∣∣∣ ≤∑
xy
∣∣P (x, y) −Q(x, y)∣∣ = ∆(XY,X ′Y ′).
D. Let the distribution of XY be P (x, y) and that of X ′Y ′ be Q(x, y). Let marginals on X be
P (x) :=
∑
y P (x, y) and Q(x) :=
∑
y Q(x, y). Furthermore, let P (y|x) := P (x, y)/P (x) and
Q(y|x) := Q(x, y)/Q(x) be the distributions of Y x and Y ′x respectively. By assumption, we
have P (x) = Q(x). Then we can rewrite ∆(XY,X ′Y ′) = 12
∑
xy |P (x, y) −Q(x, y)| as
1
2
∑
xy
∣∣P (x, y)−Q(x, y)∣∣ = 1
2
∑
x
P (x)
∑
y
∣∣P (y|x)−Q(y|x)∣∣ = Ex←X [∆(Y x, Y ′x)].
2.1.2 Markov chains
We now define the concept of a Markov chain. We use Markov chains in our analysis because of
Fact 15 (Independence) introduced in Section 2.2.
Definition 5 (Markov chain). We say XY Z is a Markov chain (denoted X ↔ Y ↔ Z) if
Pr(XY Z = (x, y, z)) = Pr(X = x) · Pr(Y = y | X = x) · Pr(Z = z | Y = y).
Equivalently, XY Z is a Markov chain if for every y we have (XZ)y ∼ Xy ⊗ Zy.
The equivalence of the two definitions is shown in [CT06, eq. (2.118), p. 34]. We now present
two facts about Markov chains.
Fact 6. If X1X2Y Z1Z2 are random variables and (X1X2)↔ Y ↔ (Z1Z2), then X1 ↔ Y ↔ Z1.
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Proof. Assuming for all y,Xy1X
y
2Z
y
1Z
y
2 ∼ Xy1Xy2 ⊗ Zy1Zy2 , we have
Pr(Xy1Z
y
1 = (x1, z1)) =
∑
x2,z2
Pr(Xy1X
y
2Z
y
1Z
y
2 = (x1, x2, z1, z2))
=
∑
x2,z2
Pr(Xy1X
y
2 = (x1, x2)) · Pr(Zy1Zy2 = (z1, z2))
= Pr(Xy1 = x1) · Pr(Zy1 = z1).
Thus (X1Z1)
y ∼ Xy1 ⊗ Zy1 .
Fact 7. Let X ↔ Y ↔ Z be a Markov chain. Then
∆(XY Z,X ⊗ Y ⊗ Z) ≤ ∆(XY,X ⊗ Y ) + ∆(Y Z, Y ⊗ Z).
Proof. This follows from the following inequalities.
∆(XY Z,X ⊗ Y ⊗ Z) = Ey←Y∆(Xy ⊗ Zy,X ⊗ Z) (Fact 4.D: Partial measurement)
≤ Ey←Y [∆(Xy ⊗ Zy,X ⊗ Zy) + ∆(X ⊗ Zy,X ⊗ Z)] (Triangle inequality)
= Ey←Y [∆(Xy ,X) + ∆(Zy, Z)] (Fact 4.B: Product distributions)
= ∆(XY,X ⊗ Y ) + ∆(Y Z, Y ⊗ Z). (Fact 4.D: Partial measurement)
2.1.3 Mutual information
We now define mutual information and conditional mutual information.
Definition 8 (Mutual information). Let XY Z ∈ X × Y × Z be correlated random variables. We
define the following measures, where log(·) denotes the base 2 logarithm.
Mutual information: I(X : Y ) :=
∑
xy
Pr(XY = (x, y)) log
(
Pr(XY = (x, y))
Pr(X = x)Pr(Y = y)
)
.
Conditional mutual information: I(X : Y | Z) := Ez←ZI(X : Y | Z = z) = Ez←ZI(Xz : Y z).
Mutual information satisfies the following basic properties.
Fact 9 (Facts about I). Let XY Z ∈ X ×Y ×Z be correlated random variables. Then we have the
following facts.
Fact 9.A (Chain rule). I(X : Y Z) = I(X : Z) + I(X : Y | Z) = I(X : Y ) + I(X : Z | Y ).
Fact 9.B (Nonnegativity). I(X : Y ) ≥ 0 and I(X : Y | Z) ≥ 0.
Fact 9.C (Monotonicity). I(X : Y Z) ≥ I(X : Y ).
Fact 9.D (Bar hopping). I(X : Y Z) ≥ I(X : Y | Z), where equality holds if I(X : Z) = 0.
Fact 9.E (Independence). If Y and Z are independent, then I(X : Y Z) ≥ I(X : Z) + I(X : Y ).
Fact 9.F (Data processing). If X ↔ Y ↔ Z is a Markov chain, then I(X : Y ) ≥ I(X : Z).
Proof. These facts are proved as follows.
A. See [CT06, Theorem 2.5.2, p. 24].
B. See [CT06, eq. (2.90), p. 28] and [CT06, eq. (2.92), p. 29].
C. Follows from Fact 9.A (Chain rule) and Fact 9.B (Nonnegativity).
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D. From Fact 9.A (Chain rule) and Fact 9.B (Nonnegativity), it follows that I(X : Y Z) = I(X :
Y | Z) + I(X : Z) ≥ I(X : Y | Z).
E. Using Fact 9.A (Chain rule), we have I(X : Z | Y ) = I(Z : X | Y ) = I(Z : XY ) − I(Z : Y ).
Since Y and Z are independent, I(Z : Y ) = 0, and hence we get
I(X : Z | Y ) = I(Z : XY ) ≥ I(Z : X) = I(X : Z). (Fact 9.C: Monotonicity)
Then using Fact 9.A gives I(X : Y Z) = I(X : Y ) + I(X : Z | Y ) ≥ I(X : Y ) + I(X : Z).
F. See [CT06, Theorem 2.8.1, p. 34].
We now present a way to relate mutual information and total variation distance.
Fact 10 (Relation between I and ∆). Let XY ∈ X × Y be correlated random variables. Then
I(X : Y ) ≥ ∆2(XY,X ⊗ Y ) and I(X : Y ) ≥ Ex←X∆2(Y x, Y ).
Proof. To prove this we will require a distance measure called relative entropy (or Kullback–Leibler
divergence). For any probability distributions P and Q over S, we define
D(P‖Q) :=
∑
s∈S
P (s) log
P (s)
Q(s)
.
We can now express I(X : Y ) in terms of relative entropy as follows:
I(X : Y ) = D(XY ‖X ⊗ Y ) = Ex←XD(Y x‖Y ). (1)
The first equality follows straightforwardly from definitions, as shown in [CT06, eq. 2.29, p. 20].
For the second equality, we proceed as follows:
D(XY ‖X ⊗ Y ) =
∑
x,y
p(x, y) log
(
p(x, y)
p(x)p(y)
)
=
∑
x
p(x)
∑
y
p(y|x) log
(
p(y|x)
p(y)
)
= Ex←XD(Y x‖Y ).
We then use Pinsker’s inequality [CT06, Lemma 11.6.1, p. 370], which states
D(P‖Q) ≥ 2
ln 2
∆2(P,Q) ≥ ∆2(P,Q).
Combining (1) with Pinsker’s inequality completes the proof.
In general, it is impossible to relate I and ∆ in the reverse direction. Indeed, mutual information
is unbounded, whereas variation distance is always at most 1. However, in the case where one of
the variables has binary outcomes, we have the following fact.
Fact 11 (I vs. ∆ for binary random variables). Let AB be correlated random variables with A ∈
{0, 1}. Let p := Pr(A = 0), B0 := (B | A = 0), and B1 := (B | A = 1). Then
I(A : B) ≤ 2 log e ∆(pB0, (1− p)B1).
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Proof. For every s ∈ S, we define
B(s) := pB0(s) + (1− p)B1(s) and D(s) := pB0(s)− (1− p)B1(s),
which gives
B0(s) =
B(s) +D(s)
2p
and B1(s) =
B(s)−D(s)
2(1 − p) .
Recall that although ∆(P,Q) is a distance measure for probability distributions, it is well defined
when P and Q are unnormalized. In particular, ∆(pB0, (1 − p)B1) = 12
∑
s |D(s)|. We can now
upper bound I(A : B) as follows.
I(A : B) =
∑
a∈{0,1}
∑
s∈S
Pr(A = a)Ba(s) log
(
Ba(s)
B(s)
)
=
∑
s∈S
(
pB0(s) log
(
B(s) +D(s)
2pB(s)
)
+ (1− p)B1(s) log
(
B(s)−D(s)
2(1 − p)B(s)
))
= H(p)− 1 +
∑
s∈S
(
pB0(s) log
(
1 +
D(s)
B(s)
)
+ (1− p)B1(s) log
(
1− D(s)
B(s)
))
,
where H(p) := −p log p− (1− p) log(1− p) is the binary entropy function. Since H(p) ≤ 1, we have
I(A : B) ≤ (log e)
∑
s∈S
(
pB0(s)
D(s)
B(s)
− (1− p)B1(s)D(s)
B(s)
)
= (log e)
∑
s∈S
D(s)2
B(s)
,
using log(1 + x) ≤ x log e (for all real x). Since B0(s) ≥ 0 and B1(s) ≥ 0 for all s, we have
|D(s)| ≤ B(s). Hence
I(A : B) ≤ (log e)
∑
s∈S
D(s)2
B(s)
= (log e)
∑
s
|D(s)|2
B(s)
≤ (log e)
∑
s∈S
|D(s)| = 2 log e ∆(pB0, (1 − p)B1).
Note that this inequality is tight up to constants. To see this, for any δ ∈ [0, 1], consider
the distributions B0 = (1 − δ, 0, δ) and B1 = (1 − δ, δ, 0). If p = 1/2, then I(A : B) = δ and
∆(pB0, (1− p)B1) = δ/2.
Our next fact gives us a way to use high mutual information between two variables to get a
good prediction of one variable using a sample from the other.
Fact 12 (Information ⇒ prediction). Let AB be correlated random variables with A ∈ {0, 1}. The
probability of predicting A by a measurement on B is at least
1
2
+
I(A : B)
3
.
Proof. Let p = Pr(A = 0) and define a measurement M corresponding to output 1 as follows:
M(s) = 0 for all s ∈ S such that pB0(s) ≥ (1− p)B1(s) and M(s) = 1 otherwise. We view M as a
vector, and let 1 represents the all-1 vector. Then the success probability of this measurement is
p〈1−M,B0〉+ (1− p)〈M,B1〉 = p〈1, B0〉+ 〈M, (1 − p)B1 − pB0〉
= p+
∑
s∈S : (1−p)B1(s)−pB0(s)>0
(1− p)B1(s)− pB0(s)
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= p+
1
2
∑
s∈S
|(1− p)B1(s)− pB0(s)|+ (1− p)B1(s)− pB0(s)
=
1
2
+
1
2
∑
s∈S
|(1− p)B1(s)− pB0(s)|
=
1
2
+∆(pB0, (1− p)B1)
From Fact 11, we know that ∆(pB0, (1− p)B1) ≥ I(A : B)/(2 log e) ≥ I(A : B)/3.
2.2 Communication complexity
Let F : X × Y → {0, 1, ∗} be a partial function, with dom(F ) := {(x, y) ∈ X × Y : F (x, y) 6= ∗},
and let ε ∈ (0, 1/2). In a (randomized) communication protocol for computing F , Alice gets input
x ∈ X , Bob gets input y ∈ Y. Alice and Bob may use private and public coins. They exchange
messages and at the end of the protocol, they output O(x, y). We assume O(x, y) is contained in
the messages exchanged by Alice and Bob. We let the random variable Π represent the transcript
of the protocol, that is the messages exchanged and the public-coins used in the protocol Π. Let µ
be a distribution over dom(F ) and let XY ∼ µ. We define the following quantities.
Worst-case error: err(Π) := max
(x,y)∈dom(F )
{Pr[O(x, y) 6= F (x, y)]}.
Distributional error: errµ(Π) := E(x,y)←XY Pr[O(x, y) 6= F (x, y)].
Distributional IC: ICµ(Π) := I(X : Π | Y ) + I(Y : Π | X).
Max. distributional IC: IC(Π) := max
µ on dom(F )
ICµ(Π).
IC of F : ICε(F ) := inf
Π:err(Π)≤ε
IC(Π) = inf
Π:err(Π)≤ε
max
µ on dom(F )
ICµ(Π).
Randomized CC: CC(Π) := max. number of bits exchanged in Π (over inputs and coins).
Randomized CC of F : Rε(F ) := min
Π:err(Π)≤ε
CC(Π).
Note that since one bit of communication can hold at most one bit of information, for any
protocol Π and distribution µ we have ICµ(Π) ≤ CC(Π). Consequently, we have ICε(F ) ≤ Rε(F ).
When ε is unspecified, we assume ε = 1/3. Hence IC(F ) := IC1/3(F ), R(F ) := R1/3(F ), and
IC(F ) ≤ R(F ). We now present some facts that relate these measures.
Our first fact justifies using ε = 1/3 by default since the exact constant does not matter since
the success probability of a protocol can be boosted for IC and CC.
Fact 13 (Error reduction). Let 0 < δ < ε < 1/2. Let Π be a protocol for F with err(Π) ≤ ε. There
exists protocol Π′ for F such that err(Π′) ≤ δ and
IC(Π′) ≤ O
(
log(1/δ)(
1
2 − ε
)2 · IC(Π)
)
and CC(Π′) ≤ O
(
log(1/δ)(
1
2 − ε
)2 · CC(Π)
)
.
This fact is proved by simply repeating the protocol sufficiently many times and taking the
majority vote of the outputs. If the error ε is close to 1/2, we can first reduce the error to a
constant by using O( 1
(1/2−ε)2 ) repetitions. Then O (log(1/δ)) repetitions suffice to reduce the error
down to δ. Hence the communication and information complexities only increase by a factor of
O
(
log(1/δ)
(1/2−ε)2
)
.
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A useful tool in proving lower bounds on randomized communication complexity is Yao’s min-
imax principle [Yao77], which says that the worst-case randomized communication complexity of
F is the same as the maximum distributional communication complexity over distributions µ on
dom(F ). In particular, this means there always exists a hard distribution µ over which any protocol
needs as much communication as in the worst case. More precisely, it states that
Rε(F ) = max
µ on dom(F )
min
Π:errµ(Π)≤ε
CC(Π).
Similar to Yao’s minimax principle for randomized communication complexity, we have a
(slightly weaker) minimax principle for information complexity due to Braverman [Bra12].
Fact 14 (Minimax principle). Let F : X × Y → {0, 1, ∗} be a partial function. Fix an error
parameter ε ∈ (0, 1/2) and an information bound I ≥ 0. Suppose P is a family of protocols such
that for every distribution µ on dom(F ) there exists a protocol Π ∈ P such that
errµ(Π) ≤ ε and ICµ(Π) ≤ I.
Then for any α ∈ (0, 1) there exists a protocol Π′ such that
err(Π′) ≤ ε/α and IC(Π′) ≤ I/(1− α).
Moreover, Π′ is a probability distribution over protocols in P, and hence CC(Π′) ≤ maxΠ∈P CC(Π).
Our next fact is the observation that if Alice’s and Bob’s inputs are drawn independently from
each other, conditioning on the transcript at any stage of the protocol keeps the input distributions
independent of each other.
Fact 15 (Independence). Let Π be a communication protocol on input X ⊗ Y . Then X ↔ Π↔ Y
forms a Markov chain, or equivalently, for each π in the support of Π, we have
(XY )π ∼ Xπ ⊗ Y π.
Proof. Follows easily by induction on the number of message exchanges in protocol Π.
The next property of communication protocols formalizes the intuitive idea that if Alice and
Bob had essentially the same transcript for input pairs (x, y) and (x′, y′), then if we fix Bob’s input
to either y or y′, the transcripts obtained for the two different inputs to Alice are nearly the same.
This was shown by Bar-Yossef, Jayram, Kumar, and Sivakumar [BJKS04].
Fact 16 (Pythagorean property). Let (x, y) and (x′, y′) be two inputs to a protocol Π. Then
h2(Π(x, y),Π(x′, y)) + h2(Π(x, y′),Π(x′, y′)) ≤ 2 · h2(Π(x, y),Π(x′, y′)).
Our next claim shows that having some information about the output of a Boolean function F
allows us to predict the output of F with some probability greater than 1/2.
Claim 17. Let F : X × Y → {0, 1, ∗} be a partial function and µ be a distribution over dom(F ).
Let XY ∼ µ and define the random variable F := F (X,Y ). Let Π be a communication protocol
with input (X,Y ) to Alice and Bob respectively. There exists a communication protocol Π′ for F ,
with input (X,Y ) to Alice and Bob respectively, such that
ICµ(Π′) ≤ ICµ(Π) + 1, CC(Π′) = CC(Π) + 1, and errµ(Π′) < 1
2
− I(F : Π | X)
3
.
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Proof. In Π′, Alice and Bob run the protocol Π and at the end Alice makes a prediction for F
based on the transcript and her input, essentially applying Fact 12 (Information ⇒ prediction) to
the random variables F x and Πx. Alice then sends her prediction, a single additional bit, to Bob.
Clearly,
ICµ(Π′) ≤ ICµ(Π) + 1 and CC(Π′) = CC(Π) + 1.
For every input x for Alice, her prediction is successful (assuming Bob’s input is sampled from Y x)
with probability at least 1/2+ I(F x : Πx)/3 by Fact 12. Hence the overall success probability of Π′
is at least
Ex←X
[
1
2
+
I(F x : Πx)
3
]
=
1
2
+
Ex←X [I(F x : Πx)]
3
=
1
2
+
I(F : Π|X)
3
.
The following claim is used in the proof of our main Theorem 6 to handle the easy case of a
biased input distribution.
Claim 18. Let F : X ×Y → {0, 1, ∗} be a partial function and let µ be a distribution over dom(F ).
Let ε ∈ (0, 1/2) and c ≥ 1 be a positive integer. For i ∈ [c], let XiYi ∼ µ be i.i.d. and define
Li := F (Xi, Yi). Define X := (X1, . . . ,Xc), Y := (Y1, . . . , Yc), and L := (L1, . . . , Lc). Then either
(a) There exists a protocol Π for F such that CC(Π) = 1, ICµ(Π) ≤ 1, and errµ(Π) ≤ 12 − ε, or
(b) ∆(XL,X ⊗W⊗c) ≤ cε, where W is the uniform distribution over {0, 1}.
Proof. Define, qx1 := Pr[F = 0 | X1 = x1]. Assume Ex1←X1 [|12 − qx1 |] ≥ ε. Let Π be a protocol
where Alice, on input x1, outputs 0 if q
x1 ≥ 1/2 and 1 otherwise. Then,
errµ(Π) =
1
2
− Ex1←X1 [|
1
2
− qx1 |] ≤ 1
2
− ε.
Assume otherwise Ex1←X1 [|12−qx1 |] < ε. LetW be the uniform distribution on {0, 1}. This implies
∆(XL,X ⊗W⊗c) ≤ c ·∆(X1L1,X1 ⊗W ) = c · Ex1←X1 [|
1
2
− qx1 |] < cε,
where the first inequality follows from Fact 4.B (Product distributions).
3 Lookup functions in communication complexity
We now describe the class of functions we will use for our separations, (F,G)-lookup functions.
This class of communication functions and our applications of them are inspired by the cheat sheet
functions defined in query complexity in [ABK16].
A (F,G)-lookup function, denoted FG , is defined by a (partial) communication function F : X ×
Y → {0, 1, ∗} and a family G = {G0, . . . , G2c−1} of communication functions, where each Gi : (X c×
{0, 1}m) × (Yc × {0, 1}m) → {0, 1}. It can be viewed as a generalization of the address function.
Alice receives input x = (x1, . . . , xc) ∈ X c and (u0, . . . , u2c−1) ∈ {0, 1}m2c and likewise Bob receives
input y = (y1, . . . , yc) ∈ Yc and (v0, . . . , v2c−1) ∈ {0, 1}m2c . The address, ℓ, is determined by the
evaluation of F on (x1, y1), . . . , (xc, yc), that is ℓ = F
c(x,y) ∈ {0, 1, ∗}c. This address (interpreted
as an integer in {0, . . . , 2c − 1}) then determines which function Gi the players should evaluate.
If ℓ ∈ {0, 1}c, i.e., all (xi, yi) ∈ dom(F ), then the goal of the players is to output Gℓ(x, uℓ,y, vℓ);
otherwise, if some (xi, yi) 6∈ dom(F ), then the goal is to output G0(x, u0,y, v0).
The formal definition follows.
13
Definition 19 ((F,G)-lookup function). Let F : X × Y → {0, 1, ∗} be a (partial) communication
function and G = {G0, . . . , G2c−1} a family of communication functions, where each Gi : (X c ×
{0, 1}m)× (Yc×{0, 1}m)→ {0, 1}. A (F,G)-lookup function, denoted FG , is a total communication
function FG : (X c × {0, 1}m2c ) × Yc × {0, 1}m2c defined as follows. Let x = (x1, . . . , xc) ∈ X c,y =
(y1, . . . , yc) ∈ Yc,u = (u0, . . . , u2c−1) ∈ {0, 1}m2c ,v = (v0, . . . , v2c−1) ∈ {0, 1}m2c . Then
FG(x,u,y,v) =
{
Gℓ(x, uℓ,y, vℓ) if ℓ = F
c(x,y) ∈ {0, 1}c
G0(x, u0,y, v0) otherwise.
As lookup functions form quite a general class of functions, we will need to impose additional
constraints on the family of functions G in order to show interesting theorems about them. To
show upper bounds on the communication complexity of lookup functions (Theorem 5), we need
a consistency condition. This says that whenever some (xi, yi) 6∈ dom(F ), the output of the Gj
functions can depend only on x,y and not on u, v or j.
Definition 20 (Consistency outside F ). Let F : X × Y → {0, 1, ∗} be a (partial) communication
function and G = {G0, . . . , G2c−1} a family of communication functions, where each Gi : (X c ×
{0, 1}m)× (Yc ×{0, 1}m)→ {0, 1}. We say that G is consistent outside F if for all i ∈ {0, . . . , 2c −
1}, u, v, u′, v′ ∈ {0, 1}m and x = (x1, . . . , xc) ∈ X c,y = (y1, . . . , yc) ∈ Yc with ℓ = F c(x,y) 6∈ {0, 1}c
we have G0(x, u,y, v) = Gi(x, u
′,y, v′).
In order to show lower bounds on the communication complexity of FG (Theorem 6) we add
two additional constraints on the family G.
Definition 21 (Nontrivial XOR family). Let G = {G0, . . . , G2c−1} a family of communication
functions, where each Gi : (X c × {0, 1}m)× (Yc × {0, 1}m)→ {0, 1}. We say that G is a nontrivial
XOR family if the following conditions hold.
1. (Nontriviality) For all x = (x1, . . . , xc) ∈ X c and y = (y1, . . . , yc) ∈ Yc, if we have ℓ =
F c(x,y) ∈ {0, 1}c then for every i ∈ {0, . . . , 2c− 1} there exists u, v, u′, v′ ∈ {0, 1}m such that
Gi(x, u,y, v) 6= Gi(x, u′,y, v′).
2. (XOR function) For all i ∈ {0, . . . , 2c−1}, u, u′, v, v′ ∈ {0, 1}m and x = (x1, . . . , xc) ∈ X c,y =
(y1, . . . , yc) ∈ Yc if u⊕ v = u′ ⊕ v′ then Gi(x, u,y, v) = Gi(x, u′,y, v′).
3.1 Upper bound
We now show a general upper bound on the quantum communication complexity of a (F,G) lookup
function, when G is consistent outside F . A similar result holds for randomized communication
complexity, but we will not need this.
Theorem 5. Let F : X × Y → {0, 1, ∗} be a (partial) function and G = {G0, . . . , G2c−1} a family
of communication functions, where each Gi : (X c × {0, 1}m) × (Yc × {0, 1}m) → {0, 1}. If G is
consistent outside F (Definition 20) then
Q(FG) = O(Q(F ) · c log c) + max
i∈[2c]
O(Q(Gi))
QE(FG) = QE(F ) · c+ max
i∈[2c]
QE(Gi)
where FG is the (F,G)-lookup function.
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Proof. We first give the proof for the bounded-error quantum communication complexity.
Consider an input where Alice holds x = (x1, . . . , xc) ∈ X c and u = (u0, . . . , u2c−1) ∈ {0, 1}m2c
and Bob holds y = (y1, . . . , yc) ∈ Yc and v = (v0, . . . , v2c−1) ∈ {0, 1}m2c . For each i = 1, . . . , c,
Alice and Bob run an optimal protocol for F on input (xi, yi) O(log c) many times and let ℓi be
the resulting majority vote. Letting ℓ = (ℓ1, . . . , ℓc), they then run an optimal protocol for Gℓ on
input x, uℓ,y, vℓ a constant number of times and output the majority result.
The complexity of this protocol is clearly at most O(Q(F ) · c log c) + maxiO(Q(Gi)). We now
argue correctness. First suppose that each (xi, yi) ∈ dom(F ) for i = 1, . . . , c. In this case, the
protocol for F computes F (xi, yi) with error at most 1/3. Thus by running this protocol O(log c)
many times and taking a majority vote ℓ = (F (x1, y1), . . . , F (xc, yc)) with error probability at most
(say) 1/6. Similarly by running the protocol for Gℓ a constant number of times the error probability
can be reduced to 1/6 and thus the players’ output equals Gℓ(x, uℓ,y, vℓ) with error probability at
most 1/3.
If some (xi, yi) 6∈ dom(F ) then by the consistency condition G1(x, u1,y, v1) = Gℓ(x, uℓ,y, vℓ).
Thus in this case the players’ also output the correct answer with error probability at most 1/3.
The proof for the exact quantum communication complexity follows similarly. In this case,
Alice and Bob run an exact quantum protocol for F on each input (xi, yi) to obtain ℓ = (ℓ1, . . . , ℓc),
and then run an exact quantum protocol to evaluate Gℓ on input x, uℓ,y, vℓ.
If each (xi, yi) ∈ dom(F ) for i = 1, . . . , c then ℓ = F (x1, y1), . . . , F (xc, yc) and the output will
be correct. Otherwise, the output will also be correct as G is consistent outside of F .
3.2 Lower bound
The next theorem is the key result of our work. It gives a lower bound on the randomized com-
munication complexity and information complexity of any (F,G)-lookup function FG , when G is a
nontrivial XOR family, in terms of the same quantities for F . Recall that the value of FG(x,u,y,v)
is equal to Gℓ(x, uℓ,y, vℓ), where ℓ = F
c(x,y). Intuitively, if G is a nontrivial family, then to eval-
uate Gℓ(x, uℓ,y, vℓ) the players must at least know the relevant input uℓ, vℓ. This in turn requires
knowing ℓ, which can only be figured out by evaluating F .
Since the argument is long, we separate out several claims that will be proven afterwards. The
overall structure of the argument is explained in the main proof, and displayed visually in Figure 1.
In Theorem 6, we are given a bounded-error protocol Π for FG , and our goal is to construct
a bounded-error protocol Π′ for F such that its communication complexity and information com-
plexity do not increase by more than a polynomial in c compared to the protocol Π.
As depicted in Figure 1, if (A1) fails to hold, then we are done. Otherwise, we assume µ is an
arbitrary distribution over dom(F ), and check if (A2) or (A3) hold. We show that it is not possible
for both to hold, since that leads to a contradiction. If either (A2) or (A3) fail to hold, then we
have a protocol Πµ that does well for the distrubition µ. Finally we apply a minimax argument,
which converts protocols that work well against a known distribution into a protocol that works on
all inputs, and obtain the desired protocol Π′.
3.2.1 Main result
Theorem 6. Let F : X × Y → {0, 1, ∗} be a (partial) function and let c ≥ log R(F ). Let G =
{G0, . . . , G2c−1} be a nontrivial family of XOR functions (Definition 21) where each Gi : (X c ×
{0, 1}m) × (Yc × {0, 1}m) → {0, 1}, and let FG be the (F,G)-lookup function. For any 1/3-error
protocol Π for FG, there exists a 1/3-error protocol Π′ for F such that
IC(Π′) ≤ O(c3 IC(Π)) and CC(Π′) ≤ O(c2CC(Π)).
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∀µ
∃ Π′ for F with err(Π′) ≤ 13 , IC(Π′) = O(c3 IC(Π)), CC(Π′) = O(c2CC(Π))
minimax + error reduction
(A1)
IC(Π) ≤ δ22c ?
(A2)
∆(XL,X ⊗W ) ≤ cδ3 ?
(A3)
∀i I(Li : Πi|Xi) ≤ δ ?
Claim 22 Claim 23
∃ Πµ errµ(Πµ) ≤ 12 − δ3 , IC(Πµ) ≤ IC(Π) + 1, CC(Πµ) ≤ CC(Π) + 1
Claim 24
Claim 25
contradiction
Claim 18 Claim 17
Yes YesNo No
Yes
No
(3) (4)
(5)
Figure 1: The structure of the proof of Theorem 6. Note that Claim 22 and Claim 24 only follow
if both of their incoming arcs hold.
In particular, R(FG) = Ω(R(F )/c2) and IC(FG) = Ω(IC(F )/c3).
Proof. In this proof, for convenience we define δ = 11022c (we are not trying to optimize the con-
stants).
Rule out trivial protocols. We first rule out the easy case where the protocol we are given, Π,
has very high information complexity. More precisely, we check if the following condition holds.
IC(Π) < δ22c (A1)
If this does not hold then IC(Π) ≥ δ22c = Ω(R(F )/c2). By choosing the protocol whose com-
munication complexity is R(F ), we obtain a protocol Π′ for F with IC(Π′) ≤ CC(Π′) = R(F ) =
O(c2 IC(Π)) and we are done. Hence for the rest of the proof we may assume (A1).
Protocols correct on a distribution. Instead of directly constructing a protocol Π′ for F that
is correct on all inputs with bounded error, we instead construct for every distribution µ on dom(F ),
a protocol Πµ that does well on µ and then use Fact 14 (Minimax principle) to construct our final
protocol. More precisely, for every µ over dom(F ) we construct a protocol Πµ for F that has the
following properties:
ICµ(Πµ) ≤ IC(Π) + 1, CC(Πµ) = CC(Π) + 1 and errµ(Πµ) < 1/2 − δ/3. (2)
Hence for the remainder of the proof let µ be any distribution over dom(F ) and our aim is to
construct a protocol satisfying (2).
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Construct a distribution for FG . Using the distribution µ on dom(F ), we now construct a
distribution over the inputs to FG . Let the random variable T be defined as follows:
T := (X1, . . . ,Xc, U0, . . . , U2c−1, Y1 . . . , Yc, V0, . . . , V2c−1),
where for all i ∈ [c], XiYi is distributed according to µ and is independent of all other random
variables and for j ∈ {0, . . . , 2c − 1}, UjVj are uniformly distributed in {0, 1}2m and independent
of all other random variables.
For i ∈ [c], we define Li := F (Xi, Yi). We also define X := (X1, . . . ,Xc), Y := (Y1, . . . , Yc),
L := (L1, . . . , Lc), U := (U0, . . . , U2c−1), and V := (V0, . . . , V2c−1). Lastly, for i ∈ [c] we define
X−i := X1 . . . Xi−1Xi+1 . . . Xc and X<i := X1 . . . Xi−1. Similar definitions hold for L and Y .
Rule out easy distributions µ. We now show that if µ is such that the output of F (X,Y ) is
predictable simply by looking at Alice’s input X, then this distribution is easy and we can construct
a protocol Πµ that does well on this distribution since Alice can simply guess the value of F (X,Y )
after seeing X. More precisely, we check if the following condition holds.
∆(XL,X ⊗W ) ≤ cδ/3, (A2)
where W is the uniform distribution on {0, 1}c.
If the condition does not hold, we invoke Claim 18 with ε = δ/3. Then we must be in case (a)
of this claim and hence we get the desired protocol Πµ. Therefore we can assume (A2) holds.
Construct new protocols Πi. We now define a collection of protocols Πi for each i ∈ [c]. Πi
is a protocol in which Alice and Bob receive inputs from dom(F ). We construct Πi as follows:
Given the input pair (Xi, Yi) distributed according to µ, Alice and Bob use their public coins to
sample c− 1 inputs X−iY−i according to µ⊗c and inputs U and V uniformly at random. Note that
Alice and Bob now have inputs XU and Y V distributed according to T . The random variable
corresponding to their transcript, which includes the messages exchanges and the public coins, is
Πi = (Π,X−i, U, Y−i, V ). We then claim that
∀i ∈ [c], CC(Πi) = CC(Π) and ICµ(Πi) ≤ IC(Π).
It is obvious that CC(Πi) = CC(Π) because the bits transmitted in Πi are the same as those in Π.
The second part uses the following chain of inequalities, which hold for any i ∈ [c].
IC(Π) ≥ ICT (Π) = I(XU : Π | Y V ) + I(Y V : Π | XU) (definition)
≥ I(Xi : Π | YiX−iUY−iV ) + I(Yi : Π | XiX−iUY−iV ) (Fact 9.D: Bar hopping)
= I(Xi : ΠX−iUY−iV | Yi) + I(Yi : ΠX−iUY−iV | Xi) (Fact 9.D: Bar hopping)
= ICµ(Πi). (definition)
The second equality used the fact that I(Xi : X−iUY−iV | Yi) = I(Yi : X−iUY−iV | Xi) = 0.
Rule out informative protocols Πi. We then check if any of the protocols Πi that we just
constructed have a lot of information about the output Li. If this happens then Πi can solve F on
µ and will yield the desired protocol Πµ. More precisely, we check if the following condition holds.
∀i ∈ [c] I(Li : Πi | Xi) ≤ δ. (A3)
If it does not hold, then we apply Claim 17, which gives us the desired protocol Πµ satisfying (2).
Hence we may assume that (A3) holds for the rest of the proof.
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Obtain a contradiction. We have already established that (A1), (A2), and (A3) must hold,
otherwise we have obtained our protocol Πµ. We will now show that if (A1), (A2), and (A3)
simultaneously hold, then we obtain a contradiction. To show this, we use some claims that are
proved after this theorem.
First we apply Claim 22 to get the following from (A1) and (A2).
Pr(x,ℓ)←XL(∆((ΠUℓ)x,Πx ⊗ Uℓ) >
√
δ) < 0.01. (3)
Intuitively this claim asserts that for a typical x and ℓ, the transcript Πx has very little information
about the correct cell Uℓ, which is quantified by saying their joint distribution is close to being a
product distribution. This would be false without assuming (A1) because if there was no upper
bound on the information contained in Π, then the protocol could simply communicate all of U , in
which case it would have a lot of information about any Uj. We need (A2) as well, since otherwise
it is possible that the correct answer ℓ is easily predicted by Alice by looking at her input alone, in
which case she can send over the contents of cell Uℓ to Bob.
We then apply Claim 23 to get the following from (A3).
Pr(x,ℓ)←XL(∆((ΠUℓ)x,ℓ, (ΠUℓ)x) > 100
√
cδ) ≤ 0.01 (4)
Intuitively, this claim asserts that for a typical x, the transcript (and even the contents of Uℓ,
Alice’s part of the contents of the correct cheat sheet cell) does not change much upon further
conditioning on ℓ. This is just one way of saying that Alice (who knows x and U) does not learn
much about ℓ from the transcript Π. The assumption (A3) was necessary, because without it, it
would be possible for Π to provide a lot of information about L (conditioned on X).
We then apply Claim 24, which uses (3) and (4) to obtain the following:
Pr(x,y,ℓ,uℓ,vℓ)←XY LULVL
(
∆(Πx,y,ℓ,uℓ,vℓ ,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
< 0.09. (5)
This equation is a key result. It says that conditioning on a typical (x, y, ℓ), the message
transcript does not change much on further conditioning on a typical (uℓ, vℓ). Finally, we use
Claim 25 to obtain a contradiction from (5).
Minimax argument. Note that in all branches where we did not reach a contradiction, we con-
structed a protocol satisfying (2). Hence we constructed, for any µ over dom(F ), a protocol Πµ that
satisfies (2). From here it is easy to complete the proof. First we use Fact 14 (Minimax principle)
with the choice α = 1− δ6 and ε = 12 − δ3 to get a protocol Π˜ for F such that
IC(Π˜) ≤ O
(
1
δ
IC(Π)
)
, CC(Π˜) ≤ CC(Π) + 1 and err(Π˜) ≤ 1/2− δ/6.
Finally, using Fact 13 (Error reduction), we get a protocol Π′ for F such that
IC(Π′) ≤ O
(
1
δ3
IC(Π)
)
, CC(Π′) ≤ O
(
1
δ2
CC(Π)
)
and err(Π′) ≤ 1/3.
This completes the proof since 1/δ = O(c).
This completes the proof of the theorem, except the claims we did not prove, Claim 22, Claim 23,
Claim 24, and Claim 25. We now prove these claims.
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3.2.2 Proofs of claims
Claim 22. Assume the following conditions hold.
IC(Π) < δ22c (A1)
∆(XL,X ⊗W ) ≤ cδ/3 (A2)
Then we have
Pr(x,ℓ)←XL(∆((ΠUℓ)x,Πx ⊗ Uℓ) >
√
δ) < 0.01. (3)
Proof. Using (A1), we have
δ22c > IC(Π) > ICT (Π) = I(UX : Π | Y V ) + I(Y V : Π | XU) (definition)
≥ I(UX : Π | Y V ) (Fact 9.B: Nonnegativity)
≥ I(U : Π | XY V ) (Fact 9.D: Bar hopping)
= I(U : ΠY V | X) (Fact 9.D: Bar hopping)
≥ I(U : Π | X) (Fact 9.C: Monotonicity)
= Ex←XI(U : Π | X = x) (Definition 8: Mutual information)
= Ex←XI(Ux1 · · ·Ux2c : Πx) (notation)
≥ Ex←X
∑2c
ℓ=1 I(U
x
ℓ : Π
x) (Fact 9.E: Independence)
= 2c Ex←XEℓ←W I(Uxℓ : Π
x). (W is the uniform distribution)
⇒ δ2 > E(x,ℓ)←X⊗W I(Uxℓ : Πx).
⇒ δ > Pr(x,ℓ)←X⊗W (I(Uxℓ : Πx) > δ). (Fact 1: Markov’s Inequality)
We now want to replace the distribution X⊗W with XL on the right hand side. Since ∆(XL,X⊗
W ) ≤ cδ/3 from (A2), changing the distribution from X ⊗W to XL only changes the probability
of any event by 2cδ/3 ≤ cδ. Therefore
0.01 > cδ + δ > Pr(x,ℓ)←XL(I(Uxℓ : Π
x) > δ)
≥ Pr(x,ℓ)←XL(∆2((ΠUℓ)x,Πx ⊗ Uxℓ ) > δ) (Fact 10: Relation between I and ∆)
= Pr(x,ℓ)←XL(∆2((ΠUℓ)x,Πx ⊗ Uℓ) > δ) (Uℓ is independent of X)
= Pr(x,ℓ)←XL(∆((ΠUℓ)x,Πx ⊗ Uℓ) >
√
δ).
Claim 23. Assume the following condition holds.
∀i ∈ [c] I(Li : Πi | Xi) ≤ δ (A3)
Then we have
Pr(x,ℓ)←XL(∆((ΠUℓ)x,ℓ, (ΠUℓ)x) > 100
√
cδ) ≤ 0.01. (4)
Proof. We first show that (ΠU) together carries low information about L even conditioned on X.
More precisely we show that
cδ ≥ I(L : ΠU | X). (6)
This follows from the following chain on inequalities starting with (A3).
δ ≥ I(Li : Πi | Xi)
= I(Li : ΠX−iUY−iV | Xi) (definition of Πi)
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= I(Li : ΠX−iUY−iV X<iY<i | Xi) (X<iY<i contained in X−iY−i)
≥ I(Li : X<iY<iΠU | X) (Fact 9.D: Bar hopping and Fact 9.C: Monotonicity)
≥ I(Li : L<iΠU | X) (Fact 9.F: Data processing)
= I(Li : ΠU | L<iX). (Fact 9.D: Bar hopping)
By summing this inequality over i, we get
cδ ≥∑ci=1 I(Li : ΠU | L<iX)
= I(L : ΠU | X). (Fact 9.A: Chain rule)
This is (6), which we set out to show. Using this inequality, we have
cδ ≥ I(L : ΠU | X)
= Ex←XI(L : ΠU | X = x) (Definition 8: Mutual information)
= Ex←XI(Lx : (ΠU)x) (notation)
≥ E(x,ℓ)←XL∆2((ΠU)x,ℓ, (ΠU)x) (Fact 10: Relation between I and ∆)
≥ E(x,ℓ)←XL∆2((ΠUℓ)x,ℓ, (ΠUℓ)x). (Fact 4.C: Monotonicity)
⇒
√
cδ ≥ E(x,ℓ)←XL∆((ΠUℓ)x,ℓ, (ΠUℓ)x). (convexity of square)
⇒ 0.01 ≥ Pr(x,ℓ)←XL(∆((ΠUℓ)x,ℓ, (ΠUℓ)x) > 100
√
cδ) (Fact 1: Markov’s Inequality) (4)
This completes the proof.
Claim 24. Assume the following conditions hold.
Pr(x,ℓ)←XL(∆((ΠUℓ)x,Πx ⊗ Uℓ) >
√
δ) < 0.01. (3)
Pr(x,ℓ)←XL(∆((ΠUℓ)x,ℓ, (ΠUℓ)x) > 100
√
cδ) ≤ 0.01. (4)
Then we have
Pr(x,y,ℓ,uℓ,vℓ)←XY LULVL
(
∆(Πx,y,ℓ,uℓ,vℓ ,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
< 0.09. (5)
Proof. First, using (4) we can show
0.01 ≥ Pr(x,ℓ)←XL(∆((ΠUℓ)x,ℓ, (ΠUℓ)x) > 100
√
cδ) (4)
≥ Pr(x,ℓ)←XL(∆(Πx,ℓ,Πx) > 100
√
cδ) (Fact 4.C: Monotonicity)
= Pr(x,ℓ)←XL(∆(Πx,ℓ ⊗ Uℓ,Πx ⊗ Uℓ) > 100
√
cδ). (Fact 4.B: Product distributions) (7)
Using (3), (4), and (7), the union bound and Fact 4.A (Triangle inequality) we get
0.03 > Pr(x,ℓ)←XL
(
∆((ΠUℓ)
x,ℓ,Πx,ℓ ⊗ Uℓ) > 300
√
cδ
)
= Pr(x,ℓ)←XL
(
Eπ←Πx,ℓ(∆(U
x,ℓ,π
ℓ , Uℓ)) > 300
√
cδ
)
(Fact 4.D: Partial measurement)
= Pr(x,ℓ)←XL
(
Eπ←Πx,ℓ(∆(U
x,ℓ,π
ℓ ⊗ Y x,ℓ,π, Uℓ ⊗ Y x,ℓ,π)) > 300
√
cδ
)
(Fact 4.B)
= Pr(x,ℓ)←XL
(
Eπ←Πx,ℓ(∆(U
x,ℓ,π
ℓ Y
x,ℓ,π, Uℓ ⊗ Y x,ℓ,π)) > 300
√
cδ
)
(Fact 15: Independence)
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= Pr(x,ℓ)←XL
(
∆(Ux,ℓℓ Y
x,ℓΠx,ℓ, Uℓ ⊗ Y x,ℓΠx,ℓ) > 300
√
cδ
)
(Fact 4.D: Partial measurement)
= Pr(x,ℓ)←XL
(
Ey←Y x,ℓ(∆(U
x,y,ℓ
ℓ Π
x,y,ℓ, Uℓ ⊗Πx,y,ℓ)) > 300
√
cδ
)
(Fact 4.D)
where the third equality follows since for all (x, ℓ), the variables (UℓΠY )
x,ℓ form a Markov chain.
To see this, fix x and ℓ, and consider giving Alice the input x together with an input distributed
from Ux,ℓ. Also, give Bob an input generated from (Y V )x,ℓ. Since U is uniform and independent
of everything else, Alice’s input is independent of Bob’s. Fact 15 (Independence) then implies that
Ux,ℓ ↔ Πx,ℓ ↔ (Y V )x,ℓ is a Markov chain. Then Fact 6 allows us to conclude Ux,ℓℓ ↔ Πx,ℓ ↔ Y x,ℓ.
Next, using Fact 1 (Markov’s Inequality), we get
0.04 > Pr(x,y,ℓ)←XY L
(
∆((UℓΠ)
x,y,ℓ, Uℓ ⊗ (Πx,y,ℓ)) > 30000
√
cδ
)
. (8)
By symmetry between Alice and Bob, we get
0.04 > Pr(x,y,ℓ)←XY L
(
∆((VℓΠ)
x,y,ℓ, Vℓ ⊗ (Πx,y,ℓ)) > 30000
√
cδ
)
. (9)
Using Eqs. (8) and (9) and the union bound we get
0.08 > Pr(x,y,ℓ)←XY L
(
∆((UℓΠ)
x,y,ℓ, Uℓ ⊗ (Πx,y,ℓ)) + ∆((VℓΠ)x,y,ℓ, Vℓ ⊗ (Πx,y,ℓ)) > 60000
√
cδ
)
≥ Pr(x,y,ℓ)←XY L
(
∆((UℓΠVℓ)
x,y,ℓ, Uℓ ⊗ (Πx,y,ℓ)⊗ Vℓ) > 60000
√
cδ
)
, (Fact 7)
where the last inequality used the fact that (UℓΠVℓ)
x,y,ℓ is a Markov chain, which follows from a sim-
ilar argument to before. Using Fact 4.D (Partial measurement) and Fact 1 (Markov’s Inequality),
we then get
0.09 > Pr(x,y,ℓ,uℓ,vℓ)←XY LULVL
(
∆(Πx,y,ℓ,uℓ,vℓ ,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
.
Claim 25. If we assume
Pr(x,y,ℓ,uℓ,vℓ)←XY LULVL
(
∆(Πx,y,ℓ,uℓ,vℓ ,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
< 0.09 (5)
then we have a contradiction.
Proof. Eq. (5) implies that there exists (x, y, ℓ) such that
0.09 > Pr(uℓ,vℓ)←UℓVℓ
(
∆(Πx,y,ℓ,uℓ,vℓ ,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
.
Recall that Gℓ only depends on the XOR of the strings uℓ and vℓ. We assume without loss of
generality that the number of strings s ∈ {0, 1}m such that Gℓ(x, uℓ, y, vℓ) = 1 when uℓ ⊕ vℓ = s
is at least the number of strings s for which Gℓ(x, uℓ, y, vℓ) = 0 when uℓ ⊕ vℓ = s. A symmetric
argument holds otherwise. This implies that there exists a string s such that Gℓ(x, uℓ, y, vℓ) = 1
whenever uℓ ⊕ vℓ = s and
0.18 > Pruℓ←Uℓ
(
∆(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ) > 6 · 106 ·
√
cδ
)
.
Fix any t ∈ {0, 1}m such that Gℓ(x, uℓ, y, vℓ) = 0 whenever uℓ ⊕ vℓ = t. The inequality above
implies that there exists a string uℓ such that
6 · 106 ·
√
cδ ≥ ∆(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ)
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and 6 · 106 ·
√
cδ ≥ ∆(Πx,y,ℓ,uℓ⊕t⊕s,uℓ⊕t,Πx,y,ℓ).
Using Fact 4.A (Triangle inequality) we get
0.001 ≥ 12 · 106 ·
√
cδ ≥ ∆(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ,uℓ⊕s⊕t,uℓ⊕t)
≥ h2(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ,uℓ⊕s⊕t,uℓ⊕t) (Fact 3: Relation between ∆ and h)
= h2((Πx,y,ℓ)uℓ,uℓ⊕s, (Πx,y,ℓ)uℓ⊕s⊕t,uℓ⊕t) (notation)
≥ 1
2
h2((Πx,y,ℓ)uℓ,uℓ⊕s, (Πx,y,ℓ)uℓ⊕s⊕t,uℓ⊕s) (Fact 16: Pythagorean property)
≥ 1
4
∆2(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ,uℓ⊕s⊕t,uℓ⊕s) (Fact 3: Relation between ∆ and h)
⇒ 0.1 >
√
0.004 > ∆(Πx,y,ℓ,uℓ,uℓ⊕s,Πx,y,ℓ,uℓ⊕s⊕t,uℓ⊕s).
This implies that the worst case error of protocol Π is at least 0.5−0.1 > 1/3. This is a contradiction
because Π was assumed to have error less than 1/3.
4 Randomized lower bounds for Theorem 1 and Theorem 2
In this section we will prove the randomized communication complexity lower bounds needed for
the separation against bounded-error quantum communication complexity of Theorem 1 and the
separation against exact quantum communication complexity separation of Theorem 2. We start
by giving a high-level overview of the whole proof, before showing the randomized lower bounds in
this section, and the quantum upper bounds in the next section.
In both cases, we begin in the world of query complexity. The starting point of Theorem 1 is
the partial function
Str := Simonn ◦Orn ◦Andn. (10)
Here Simonn is a certain property testing version of Simon’s problem [Sim97] introduced in
[BFNR08] (defined in subsubsection 4.1.1 below) which witnesses a large gap between its random-
ized Rdt(Simonn) = Ω(
√
n) and quantum Qdt(Simonn) = O(log n log log n) query complexities.
As shown in [ABK16, §3], the cheat sheet version of Str witnesses an O˜(n)-vs-Ω˜(n2.5) separation
between quantum and randomized query complexities. (Actually, they use Forrelation [AA15]
in place of Simon, but we find it more convenient to work with Simon.)
We follow a similar approach to the query case and first “lift” Str to a partial two-party function
F = Str ◦ IPb by composing it with IPb, the two-party inner-product function on b = Θ(log n)
bits per party. Our final function achieving the desired separation will be a (F,G)-lookup function
FG where G forms a consistent family of nontrivial XOR functions, described in Section 5.
By Theorem 6, to show a lower bound on the randomized communication complexity of FG , it
suffices to show a randomized communication lower bound on F = Str ◦ IPb. To do this, we use
the query-to-communication lifting theorem of [GLM+15], which requires us to show a lower bound
on the approximate conical junta degree of Str (see Section 4.1 for definitions). For this, we would
like to show that each of Simonn, Orn, Andn individually have large junta degree and then invoke
a composition theorem for conical junta degree [GJ16]. Because of certain technical conditions in
the composition theorem, we will actually need to show a lower bound on the functions Simonn,
Orn, Andn in a slightly stronger model, giving dual certificates for these functions of a special
form. This will prove Theorem 7.
The other half of Theorem 1 is a quantum upper bound on the communication complexity of
FG , for a particular family of functions G. We need that the family G is consistent outside F ,
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and that each function Gi ∈ G has Q(Gi) = O˜(n). We do this in a way very analogous to the
cheat sheet framework: each function Gi(x, u,y, v) evaluates to 1 if and only if u⊕ v verifies that
(xi, yi) ∈ dom(F ) for all i ∈ [c]. The players check this using a distributed version of Grover search.
The formal definition of FG and the upper bound on its quantum communication complexity appear
in Section 5.
For the separation between randomized and exact quantum communication complexity, we
begin in the setting of query complexity with the partial function
Ptrn,m := Pr-Orn ◦Andm, (11)
where we eventually choose m = Θ(
√
n) and Pr-Orn is a promise version of the Orn function
Pr-Orn(x) =

0 if |x| = 0
1 if |x| = 1
∗ otherwise
.
The exact quantum query complexity of Ptr is O(
√
nm), while its randomized query complexity
is Ω(nm). As shown in [ABK16, §6.4], taking m = Θ(√n), the cheat sheet version of Ptr is a total
function that witnesses an O˜(n) versus Ω(n3/2) separation between randomized and exact quantum
query complexities.
We again lift Ptr to a partial two-party function H := Ptr ◦ IPb by composing it with IPb.3
The final function for the separation of Theorem 2 will be a (H,T )-lookup function for a particular
family of XOR functions T that consistent outside of H and defined in a similar fashion to the
family G described above.
The main theorem of this section is the following.
Theorem 7. Let m ≤ n and let b ≥ t log n for a sufficiently large constant t. Then
R(Str ◦ IPb) = Ω˜(n2.5) and R(Ptrn,m ◦ IPb) = Ω(nm).
The plan for both of these lower bounds is similar, as outlined in Figure 4. Following this
outline, our first task in proving Theorem 7 is to give junta certificates for the component functions
Simonn,Orn,Pr-Orn,Andn that make up Str and Ptr. This is done in the next subsection.
4.1 Conical junta degree
A conical junta h is a nonnegative linear combination of conjunctions; more precisely, h =
∑
C wCC
where wC ≥ 0 and the sum ranges over all conjunctions C : {0, 1}n → {0, 1} of literals (input bits
or their negations). For a conjunction C we let |C| denote its width, i.e., the number of literals
in C. The conical junta degree of h, denoted deg+(h), is the maximum width of a conjunction C
with wC > 0. Any conical junta h naturally computes a nonnegative function h : {0, 1}n → R≥0.
For a partial boolean function f : {0, 1}n → {0, 1, ∗} we say that h ε-approximates f if and only
if |f(x) − h(x)| ≤ ε for all inputs x ∈ dom(f). The ε-approximate conical junta degree of f ,
denoted deg+ε (f), is defined as the minimum degree of a conical junta h that ε-approximates f .
(Note: deg+ε (f) is also known as the query complexity analogue of the one-sided smooth rectangle
bound [JK10].)
In this subsection we establish the following lower bound.
3For this separation one could alternatively use Pr-Orn ◦ Disjm, where Disjm(x,y) := ∧
m
i=1¬xi ∨ ¬yi. Jayram
et al. [JKS03] show an Ω(mn) randomized lower bound for Or ◦Disjm and a closer look at their proof, especially at
the key lemma of [BJKS04] that is used (which we reproduce in Claim 39), shows that the argument also works for
the promise version. However, to give a unified exposition, we prefer to work with Ptr ◦ IPb here.
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Lemma 28
one-sided (
√
n/2, 0) junta
certificate for Simonn
Lemma 29
two-sided (n/2, n) junta
certificate for Pr-Orn
deg+ε (Str) = Ω(n
2.5)
Str := Simonn ◦Orn ◦Andn
deg+ε (Ptr) = Ω(nm)
Ptrn,m := Pr-Orn ◦Andm
Rε(Str ◦ IPb) = Ω(n2.5)
F := Str ◦ IPb
Rε(Ptrn,m ◦ IPb) = Ω(nm)
H := Ptrn,m ◦ IPb
Rε(FG) = Ω˜(n2.5) Rε(HG) = Ω˜(nm)
Theorem 10
(Lifting theorem [GLM+15])
Theorem 6
(Lookup lower bound)
Theorem 9
(Composition theorem [GJ16])
Figure 2: Overview of the randomized communication complexity lower bounds for Theorem 1 and
Theorem 2.
Theorem 8. Let Str and Ptrn,m denote the partial functions defined in (10) and (11). Then
deg+
1/(64
√
n)
(Str) = Ω(n2.5) and deg+1/16(¬Ptrn,m) = Ω(nm).
To prove Theorem 8 we use a composition theorem for conical junta degree due to [GJ16]. For
example, for the first statement we would ideally like to conclude the Ω(n2.5) lower bound from
the fact that Simonn, Orn, Andn (and some of their negations) have approximate conical junta
degrees Ω(
√
n), Ω(n), Ω(n), respectively. These facts are indeed implicit in existing literature; for
example:
• The result of [BFNR08] recorded in Lemma 27 implies deg+1/3(Simonn) ≥ Ω(
√
n).
• Klauck [Kla10] has proved even a communication analogue of deg+ε (Orn) ≥ Ω(n). (For an
exposition of the query version, see, e.g., [GJPW15, §4.1].)
• Jain and Klauck [JK10, §3.3] proved that deg+1/16(Orn ◦Andn) ≥ Ω(n2).
Unfortunately, the composition theorem from [GJ16] assumes some regularity conditions from the
dual certificates witnessing these lower bounds. (In fact, without regularity assumptions, a com-
position theorem for a related “average conical junta degree” measure is known to fail! See [GJ16,
§3] for a discussion.) We now review the composition theorem before constructing the special dual
certificates in Section 4.1.1 and 4.1.2.
Composition theorem. We recall the necessary definitions from [GJ16] in order to state the
composition theorem precisely. The theorem was originally phrased for total functions, but the
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result holds more generally for partial functions f provided the dual certificates are supported on
the domain of f . The following definitions make these provisions.
A function Ψ: {0, 1}n → R is balanced if ∑xΨ(x) = 0. Write X≥0 := max{0,X} for short.
A two-sided (α, β) junta certificate for a partial function f : {0, 1}n → {0, 1, ∗} consists of four
balanced functions {Ψv, Ψˆv}v=0,1 satisfying the following:
• Special form: There exist distributions D1 over f−1(1) and D0 over f−1(0) such that Ψ1 =
α · (D1 −D0) and Ψ0 = −Ψ1. Moreover, Ψˆv is supported on f−1(v).
• Bounded 1-norm: For each v ∈ {0, 1} we have ‖Ψˆv‖1 ≤ β.
• Feasibility: For all conjunctions C and v ∈ {0, 1},
〈Ψv, C〉≥0 + 〈Ψˆv, C〉 ≤ |C|〈Dv , C〉. (12)
We also define a one-sided (α, β) junta certificate for f as a pair of balanced functions {Ψ1, Ψˆ1}
that satisfies the above conditions but only for v = 1.
Theorem 9 (Composition theorem [GJ16]). Suppose f : {0, 1, ∗}n → {0, 1} admits a two-sided
(resp. one-sided) (α1, β1) junta certificate, and g admits a two-sided (α2, β2)-junta certificate. Then
f ◦ g admits a two-sided (resp. one-sided) (α1α2, β1 + nβ2) junta certificate.
Lemma 26 (Junta degree lower bounds from certificates [GJ16]). Suppose f admits a one-sided
(α, β) junta certificate. Then deg+ε (f) ≥ Ω(α) provided ε < 1/4 and εβ ≤ α/4.
4.1.1 Junta certificate for Simonn
The partial function Simonn : {0, 1}n → {0, 1, ∗} is defined as follows. (For convenience, we actually
use the negation of the function defined in [BFNR08].) We interpret the input z ∈ {0, 1}n as a
function z : Zd2 → {0, 1} where d = log n (we tacitly assume that n is a power of 2, which can
be achieved by padding). Call a function z periodic if there is some nonzero y ∈ Zd2 such that
z(x + y) = z(x) for all x ∈ Zd2. Furthermore, z is far from periodic if the Hamming distance
between z and every periodic function is at least n/8. Then
Simonn(z) :=

1 if z is far from periodic,
0 if z is periodic,
∗ otherwise.
The key properties of this function, proved in [BFNR08, §4], are:
• Quantum query complexity: Qdt(Simonn) ≤ O(log n log log n).
• Randomized query complexity: Rdt(Simonn) ≥ Ω(
√
n).
Moreover, it is important for us that the randomized lower bound is robust: it is witnessed by
a pair of distributions (D1,D0) where Di is supported on (Simonn)
−1(i) such that any small-
width conjunction that accepts under D1 also accepts under D0 with comparable probability. We
formalize this property in the following lemma; for completeness, we present its proof (which is
implicit in [BFNR08, §4]). One subtlety is that the property is one-sided in that the statement
becomes false if we switch the roles of D1 and D0.
Lemma 27 ([BFNR08]). Let α :=
√
n/2. There exists a pair of distributions (D1,D0) where Di
is supported on Simon−1n (i) such that for every conjunction C with |C| literals,
Prz←D0 [C(z) = 1] ≥ (1− |C|/α) · Prz←D1 [C(z) = 1]. (13)
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Proof. Assume 1 ≤ |C| ≤ α for otherwise the claim is trivial. Define U and D1 as the uniform
distributions on {0, 1}n and Simon−1n (1), respectively. Define a distribution D0 on periodic func-
tions z as follows: choose a nonzero period y ∈ Zd2 uniformly at random, and for every edge of the
matching (x, x+ y) in Zd2 uniformly choose b ∈ {0, 1} and set b = z(x) = z(x+ y).
Intuitively, C can distinguish between z ← D0 and a uniformly random string only if C queries
two input vectors whose difference is the hidden period y that was used to generate z. Indeed, let
S ⊆ Zd2, |S| ≤
(|C|
2
)
, be the set of vectors of the form x + x′ where C queries both z(x) and z(x′).
Then, conditioned on the event “y /∈ S”, the bits C reads from z are uniformly random. Hence
Prz←D0 [C(z) = 1] ≥ Prz←D0 [y /∈ S ∧ C(z) = 1]
= Prz←D0 [y /∈ S] · Prz∼D0 [C(z) = 1 | y /∈ S]
≥ (1− (|C|2 )/(n − 1)) · 2−|C|
≥ (1− |C|/√n) · 2−|C|, (14)
where the last inequality holds because |C| ≤ α.
Since there are at most n2n/2 periodic functions, there are at most n2n/2 · 2nH(1/8) ≤ 22n/3
functions at Hamming distance ≤ n/8 from periodic functions (here H is the binary entropy
function). Hence the total variation distance between U and D1 is tiny: ∆(U,D1) ≤ 2−Ω(n). Thus
Prz←D1 [C(z) = 1] ≤ 2−|C| + 2−Ω(n) ≤ (1 + 2−Ω(n)) · 2−|C|. (15)
Putting (14) and (15) together we get
Prz←D0 [C(z) = 1] ≥
(
1− |C|/√n)(1− 2−Ω(n)) · Prz←D1 [C(z) = 1]
≥ (1− 2|C|/√n) · Prz←D1 [C(z) = 1].
With this lemma in hand, we now show that Simonn has the needed junta certificate.
Lemma 28. Simonn has a one-sided (
√
n/2, 0) junta certificate.
Proof. A one-sided (α, 0) junta certificate, α :=
√
n/2, is given by
Ψ1 := α · (D1 −D0), Ψˆ1 := 0,
where (D1,D0) are from Lemma 27. Note that (13) can be rephrased as 〈D0, C〉 ≥ (1−|C|/α)〈D1, C〉
since 〈Dv, C〉 = Prz∼Dv [D(z) = 1]. The feasibility condition (12) follows:
〈Ψ1, C〉≥0 + 〈Ψˆ1, C〉 = 〈Ψ1, C〉
= α〈D1, C〉 − α〈D0, C〉
≤ α〈D1, C〉 − α(1 − |C|/α)〈D1, C〉
= |C|〈D1, C〉.
4.1.2 Junta certificates for Orn,Andn and Pr-Orn
Lemma 29. Orn and Andn have two-sided (n/2, n) junta certificates. The negation of Pr-Orn
has a one-sided (n/2, 0) junta certificate.
26
Proof. We show that for Orn, a two-sided (n/2, n) junta certificate is given by
Ψ1 := n/2 · (D1 −D0), Ψˆ1 := n/2 · (D1 −D2),
Ψ0 := n/2 · (D0 −D1), Ψˆ0 := 0,
(16)
where Di is the uniform distribution on inputs of Hamming weight i. As Ψ0, Ψˆ0 only have support
on inputs of Hamming weight zero or one, this will also imply that the negation of Pr-Orn has a
one-sided (n/2, 0) junta certificate. By duality of Orn and Andn it will also imply that Andn has
a two-sided (n/2, n) junta certificate. Thus we focus on showing that Equation 16 forms a valid
certificate.
To check the feasibility conditions (12), we split into cases depending on how many positive
literals C contains. For notation, let Cj be a conjunction of width w := |C| having j positive literals
(and thus w − j negative literals). We have the following table of acceptance probabilities:
j 〈D0, Cj〉 〈D1, Cj〉 〈D2, Cj〉
0 1 (n− w)/n (n−w2 )/(n2)
1 0 1/n (n− w)/(n2)
2 0 0 1/
(n
2
)
≥ 3 0 0 0
For v = 1, it suffices to consider j ∈ {0, 1} since any Cj with j > 1 will have 〈D1, Cj〉 = 0 and
hence 〈Ψ1, Cj〉, 〈Ψˆ1, Cj〉 ≤ 0. For v = 0, it suffices to consider j = 0 since any Cj with j > 0 will
have 〈D0, Cj〉 = 0 and hence 〈Ψ0, Cj〉 ≤ 0. Here we go:
〈Ψ1, C0〉≥0 + 〈Ψˆ1, C0〉 = 0 + n/2 · 〈D1 −D2, C0〉
= n/2 · (n−wn − (n−w2 )/(n2)) = n/2 · (n−wn (1− n−w−1n−1 ))
= n/2 · (n−wn · wn−1) = 1/2 · (n− w) · wn−1
≤ (n− w) · wn = w〈D1, C0〉,
〈Ψ1, C1〉≥0 + 〈Ψˆ1, C1〉 = n/2 · 〈D1, C1〉+ n/2 · 〈D1 −D2, C1〉
= n · 〈D1, C1〉 − n/2 · 〈D2, C1〉
= 1− n/2 · (n− w)/(n2) = 1− n−wn−1 = w−1n−1
≤ w/n = w〈D1, C1〉,
〈Ψ0, C0〉≥0 + 〈Ψˆ0, C0〉 = 〈Ψ0, C0〉 = n/2 · 〈D0 −D1, C0〉
= n/2 · (1− (n− w)/n) = w/2
≤ w = w〈D0, C0〉.
4.1.3 Junta degree lower bounds
With the composition theorem and the junta certificates just constructed, we can now prove
Theorem 8.
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Proof of Theorem 8. To show that deg+ε (Str) = Ω(n
2.5) we begin with the two-sided (n/2, n)
certificates for Orn,Andn from Lemma 29. By Theorem 9 this gives a two-sided (n
2/4, n2 + n)
junta certificate for Orn ◦Andn. Now composing with the one-sided (
√
n/2, 0) junta certificate for
Simonn gives a one-sided (n
2.5/8, n3 + n2) junta certificate for Str. Finally applying Lemma 26
gives deg+ε (Str) = Ω(n
2.5) for any ε ≤ (64√n)−1.
The negation of Pr-Orn has a one-sided (n/2, 0) junta certificate and Andm has a two-sided
(m/2,m) certificate. Thus by Theorem 9, ¬Ptrn,m has a one-sided (nm/4, nm) junta certificate.
Applying Lemma 26 shows that deg+ε (¬Ptrn,m) = Ω(mn) for any ε ≤ 1/16.
4.2 From query to communication
The following theorem is a corollary of [GLM+15, Theorem 31] (originally, the theorem was stated
for constant ε > 0, but the theorem holds more generally for ε = 2−Θ(b); note also that instead
of deg+ε (f), that paper uses the notation WAPP
dt
ε (f)). Here IPb : {0, 1}b × {0, 1}b → {0, 1} is the
two-party inner-product function defined by IPb(x, y) := 〈x, y〉 mod 2.
Theorem 10 (Lifting theorem [GLM+15]). For any ε > 0 define b := Θ(log(n/ε)) (with a large
enough implicit constant). For every partial f : {0, 1}n → {0, 1, ∗} we have
Rε(f ◦ IPb) ≥ Ω(deg+ε (f) · b).
Proof of Theorem 7. Noting that R(f) = R(¬f) and R1/n(f) ≤ O(R(f) · log(n))) this follows
immediately from the lifting theorem together with the junta degree lower bounds from Theorem 8.
5 Quantum upper bounds
In this section we explicitly define the lookup functions we will use for our bounded-error quantum
and exact quantum vs. randomized communication complexity separations. We show upper bounds
on the quantum communication complexity of these functions which, together with the randomized
lower bounds from Section 4, will finish the proofs of Theorem 1 and Theorem 2.
First we need some preliminary results about the behavior of quantum query algorithms under
composition and the relation between the quantum query complexity of a function f and the
quantum communication complexity of a lifted version of f after composition with a communication
function.
Fact 30 (Composition of quantum query complexity [Rei11]). Let f : {0, 1}n → {0, 1, ∗} and
g : {0, 1}m → {0, 1}. Then Qdt(f ◦ gn) = O(Qdt(f)Qdt(g)) and QdtE (f ◦ gn) = O(QdtE (f)QdtE (g)).
Fact 31 (Composition with query function [BCW98]). Let f : {0, 1}n → {0, 1, ∗} be a (partial) func-
tion. For i ∈ [n], let Fi : X×Y → {0, 1, ∗} be a communication problem. Then Q(f ◦(F1, . . . , Fn)) =
O(Qdt(f) logQdt(f) ·maxiQ(Fi) log n) and QE(f ◦ (F1, . . . , Fn)) = O(QdtE (f) ·maxiQE(Fi) log n).
5.1 Proof of Theorem 1
Let F = Str ◦ IPb as defined in Equation 10, for b = Θ(log n). Let c = 10 log n. The definition
of the family of functions G = {G0, . . . , G2c−1}, closely resembles the construction of cheat sheet
functions. The most difficult property to achieve is to make G consistent outside F . We do this by
defining Gi(x, u,y, v) to be 1 if and only if u ⊕ v certifies that each (xi, yi) is in the domain of F
(all functions Gi will be the same). This condition naturally enforces consistency outside F . We
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further require that u⊕ v certifies this in a very specific fashion. This is done so that the players
can check u⊕ v has the required properties efficiently using a distributed version of Grover’s search
algorithm.
We first define a helper function which will be like Gi but just works to certify that a single
copy (xj , yj) of the input is in dom(F ). Let
P :
(
{0, 1}bn3 × {0, 1}n(n logn+1)
)
×
(
{0, 1}bn3 × {0, 1}n(n logn+1)
)
→ {0, 1}.
This function will be defined such that P (x, u, y, v) = 1 if and only if (x, y) ∈ dom(F ) is witnessed
by u ⊕ v in a specific fashion, described next. Decompose x ∈ {0, 1}bn3 as x = (xi,j,k)i,j,k∈[n]
where each xijk ∈ {0, 1}b, and similarly for y. Let zijk = IPb(xijk, yijk) for i, j, k ∈ [n], and
zi = Orn ◦ Andn(zi11, . . . , zinn) for i ∈ [n]. Now (x, y) will be in the domain of F if and only if
(z1, . . . , zn) is in the domain of Simonn.
If the players know (z1, . . . , zn) then they can easily verify if it is in dom(Simonn). Let w = u⊕v
and decompose this as w = (q,C), where q ∈ {0, 1}n and C = (C1, . . . , Cn) with each Ci ∈ [n]n.
Intuitively, q can be thought of as the purported value of (z1, . . . , zn), and Ci as a “certificate” that
qi = zi. The function evaluates to 1 if these certificates check out.
Formally, P (x, u, y, v) = 1 if and only if
1. q ∈ dom(Simonn)
2. for all i ∈ [n]: if qi = 1 then Ci = (j, 0, . . . , 0) and zijk = 1 for all k ∈ [n], and if qi = 0 then
Ci = (t1, . . . , tn) and zijtj = 0 for all j ∈ [n].
Note that (2) ensures that if P (x, u, y, v) accepts then zi = qi for all i ∈ [n].
Finally, we can define Gi for i ∈ {0, . . . , 2c − 1}: Gi(x, u1, . . . , uc,y, v1, . . . , vc) = 1 if and only
if P ((xj , uj), (yj , vj)) = 1 for all j ∈ [c].
Claim 32. The family of functions G defined above is consistent outside of F and is a nontrivial
XOR function.
Proof. Each Gi is an XOR function by definition. Also, if F
c(x,y) 6∈ {0, 1}c because (say) (xj , yj) 6∈
dom(F ), then P ((xj , u), (yj , v)) will always evaluate to 0 no matter what u, v. This is because
P ((xj , u), (yj , v)) can only evaluate to 1 if u⊕ v = (q,C) where C certifies that zi = qi for all i ∈ [n]
as in item (2) above. If this holds, then P will reject when q = (z1, . . . , zn) 6∈ dom(F ). This means
G is consistent outside F .
Finally, let (x,y) ∈ dom(F c). Then there will exist u, v such that u ⊕ v provides correct
certificates of this, and u′, v′ providing incorrect certificates. Thus each Gi is nontrivial.
We can now finish the separation.
Theorem 11. Let F = Str◦IPb be defined as in (10) for b = Θ(log n), G be the family of functions
defined above, and FG be the (F,G)-lookup function. Then FG is a total function satisfying
Q(FG) = O˜(bn) = O˜(n) and R(FG) = Ω˜(n2.5).
Proof. We start with the randomized lower bound. As c = 10 log n ≥ R(F ) we can apply Theorem 6
to obtain R(FG) = Ω˜(R(F )) = Ω˜(n2.5) by Theorem 7.
Now we turn to the quantum upper bound. By Theorem 5 it suffices to show Q(F ) = O˜(bn)
and maxsQ(Gs) = O˜(bn). As Q
dt(Simonn) = O(log n log log n) and Q
dt(Orn ◦Andn) = O(n), by
the composition theorem Fact 30 Q(Str) = O˜(n). Thus Q(F ) = O˜(bn) by Fact 31, as Q(IPb) ≤ b.
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We now turn to show maxsQ(Gs) = O˜(bn). Fix s and let the input to Gs be (x,u,y,v). For
each ℓ ∈ [c] the players do the following procedure to evaluate P (xℓ, uℓ, yℓ, vℓ). For ease of notation,
fix ℓ and let x = xℓ, y = yℓ, u = uℓ, v = vℓ. As above, let x = (xi,j,k)i,j,k∈[n] where each xijk ∈ {0, 1}b
and similarly for y, zijk = IPb(xijk, yijk) for i, j, k ∈ [n], and zi = Orn ◦ Andn(zi11, . . . , zinn) for
i ∈ [n]. Also let w = u ⊕ v and w = (q,C) where C = (C1, . . . , Cn) and each Ci ∈ [n]n. We will
further decompose Ci = (Ci1, . . . , Cin).
Alice and Bob first exchange n bits to learn q. If q 6∈ dom(Simonn) they reject. Otherwise,
they proceed to check property (2) above, that Ci certifies that qi = zi for all i ∈ [n]. They view
this as a search problem on n2 items gi,t ∈ {0, 1} for i, t ∈ [n]. If qi = 1 then gi,t = 1 if and only if
zitCit = 1. If qi = 0 then gi,t = 1 if and only if zitCit = 0. Then (x, u, y, v) satisfy property (2) in the
definition of P if and only if gi,t = 1 for all i, t ∈ [n]. Each gi,t can be evaluated using O(b+ log n)
bits of communication. Hence, using Grover search and Fact 31, it takes O˜(bn) qubits of quantum
communication to verify that all gi,t = 1.
5.2 Proof of Theorem 2
We now turn to the separation between exact quantum and randomized communication complexi-
ties. Fix n and m ≤ n and let H = Ptrn,m ◦ IPb where b = Θ(log n). The separation will be given
for a (H,G) lookup function with m = Θ(√n), where the family G is defined in a similar way as in
Section 5.1.
For c = 10 log n let G = {G0, . . . , G2c−1}, where the functions Gi : ({0, 1}cbnm × [m]cn) ×
({0, 1}cbnm × [m]cn)→ {0, 1} will not depend on i. To define Gi it is useful to first define a helper
function P : ({0, 1}bnm× ([m]n))× ({0, 1}bnm× ([m]n))→ {0, 1}, where P (x, u, y, v) = 1 if and only
if u⊕ v witnesses that (x, y) ∈ dom(F ) in a specific fashion, described next.
Decompose x = (x11, . . . , xnm) where each xij ∈ {0, 1}b, and similarly for y. Further let
xi = (xi1, . . . , xim) for i ∈ [n], and similarly for yi. Let w = u⊕ v and decompose w = (C1, . . . , Cn)
where each Ci ∈ [m]. To show that z = Andm ◦ IPmb (x1, y1), . . . ,Andm ◦ IPmb (xn, yn) is in the
domain of Pr-Orn we need to point out n− 1 zeros of z. Formally, P (x, u, y, z) = 1 if and only if
u⊕ v = (C1, . . . , Cn) and IPb(xiCi , yiCi = 0 for at least n− 1 many i′s.
Finally, we can define Gi for i ∈ {0, . . . , 2c − 1}: Gi(x, u1, . . . , uc,y, v1, . . . , vc) = 1 if and only
if P ((xj , uj), (yj , vj)) = 1 for all j ∈ [c]. Note that if (H(x1, y1), . . . ,H(xc, yc)) 6∈ {0, 1}c then
Gi(x,u,y,v) = 0 for all i, thus G is consistent outside of H. Furthermore G is an XOR function
by definition and is nontrivial.
Theorem 12. Fix n and m ≤ n and let H = Ptrn,m ◦ IPb where b = Θ(log n). Let HG be the
(H,G) lookup function defined above. Then HG is a total function satisfying
QE(HG) = O˜(
√
nm+ n) and R(HG) = Ω˜(mn).
In particular, R(HG) = Ω˜(QE(HG)1.5) when m = Θ(
√
n).
Proof. As G is a nontrivial XOR function consistent outside of H, the lower bound follows from
Theorem 7 and Theorem 6.
For the upper bound, by Theorem 5 it suffices to show upper bounds on QE(H) and maxsQE(Gs).
That QE(H) = O˜(
√
nm) follows by the composition of exact quantum query complexity and
Fact 31, as QdtE (Pr-Orn) =
√
n and QdtE (Andn) = m.
For the second part we show that QE(Gi) ≤ D(Gs) = O˜(n). As all functions in the family
G are the same, we drop the subscript i. To evaluate G(x,u,y,v) for each j ∈ [c] the players
do the following to evaluate P (xj, uj , yj , vj). They exchange uj , vj with O(n log(m)) to learn
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uj ⊕ vj = (C1, . . . , Cn). For each t ∈ [n] they evaluate IPb(xtCt , ytCt). If at least n − 1 of these
values are zero, then they accept.
6 Partitions vs. randomized communication
In this section, we prove Theorem 3, which we restate for convenience:
Theorem 3. There exists a total function F : X × Y → {0, 1} with R(F ) ≥ UN(F )2−o(1).
The proof closely follows the analogous result obtained for query complexity in [AKK16] using
the cheat sheet framework. For a total communication function F , we will define a special case of
(F,G)-lookup functions that are a communication analog of cheat sheets in query complexity.
Definition 33 (Cheat sheets for total functions). Let F : X × Y → {0, 1} be a total function.
Fix a cover R = {R0, . . . , R2N(F )−1} of X × Y by rectangles monochromatic for F . Let N =
min{log |X |, log |Y|} and c = 10 logN . Define a function
G : (X c × {0, 1}cN(F ))× (Yc × {0, 1}cN(F ))→ {0, 1}
where G(x1, . . . , xc, a1, . . . , ac, y1, . . . , yc, b1, . . . , bc) = 1 if and only if (xi, yi) ∈ Rai⊕bi for all i =
1, . . . , c. The cheat sheet function FCS of F is the (F, {G0, . . . , G2c−1}) lookup function where
Gi = G for all i. In other words, FCS(x1, . . . , xc, u0, . . . , u2c−1, y1, . . . , yc, v0, . . . , v2c−1) evaluates to
G(x1, . . . , xc, uℓ, y1, . . . , yc, vℓ), where ℓ = (F (x1, y1), . . . , F (xc, yc)).
Remark 34. Note that FCS is in particular a (F,G)-lookup function where G is a nontrivial Xor
family (Definition 21), thus Theorem 6 applies. Further letting X ′×Y ′ be the domain of FCS, note
that N ′ = min{log |X ′|, log |Y ′|} = O(cN + c · 2cN(F )) = O(N12).
Recall that the function Trn2 on n
2 input bits is the composition Orn ◦Andn. The separating
function of Theorem 3 is constructed by starting with disjointness on n variables and alternately
taking the cheat sheet function of it and composing Trn2 with it. Repeating this process gives a
function with a larger and larger gap between R and UN, converging to a quadratic gap between
these measures.
To prove this result, we first need to understand how the composition operations affect R and
UN. We start with UN, for which we wish to prove an upper bound.
Lemma 35 (AND/OR composition). For any communication function F , the following bounds
hold:
• N0(Andn ◦ F ) ≤ N0(F ) + log n
• N1(Andn ◦ F ) ≤ nN1(F )
• UN0(Andn◦F ) ≤ UN0(F )+(n−1)UN1(F )
• UN1(Andn ◦ F ) ≤ nUN1(F )
• N0(Orn ◦ F ) ≤ nN0(F )
• N1(Orn ◦ F ) ≤ N1(F ) + log n
• UN0(Orn ◦ F ) ≤ nUN0(F )
• UN1(Orn ◦F ) ≤ (n− 1)UN0(F ) +UN1(F )
Proof. We prove the statements for the functions of the form Andn◦F . The proofs for the functions
Orn ◦F are immediate by duality. A 0-certificate for Andn ◦F on input ((x1, y1), . . . , (xn, yn)) can
be the index i such that F (xi, yi) = 0, and 0-certificate for (xi, yi) on F . A 1-certificate for Andn◦F
can be 1-certificates for each (xi, yi) on F , for i = 1, . . . , n. For an unambiguous 0-certificate we
can choose an unambiguous 0-certificate for (xi, yi) on F for the least i such that F (xi, yi) = 0, and
unambiguous 1-certificates for (xj , yj) on F for all j = 1, . . . , i−1. For an unambiguous 1-certificate
we can choose an unambiguous 1-certificate for each (xi, yi) on F , for i = 1, . . . , n.
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We have the following corollary.
Corollary 13 (Tribes composition). Let Trn2 = Orn ◦Andn. For any function F , we have:
• N(Trn2 ◦ F ) = O(nN(F ) + n log n)
• UN(Trn2 ◦ F ) ≤ nUN0(F ) + n2UN1(F )
We now analyze the properties of N and UN under the cheat sheet operation.
Lemma 36 (Nondeterministic complexity of cheat sheet functions). Let FCS be the cheat-sheet
version of a total function F : X × Y → {0, 1} where N = min{log |X |, log |Y|}. Then
N(FCS) = O(N(F ) logN), UN1(FCS) = O(N(F ) logN), UN0(FCS) = O(UN(F ) logN).
Proof. We first upper bound N1(FCS) by giving a protocol. Let x = (x1, . . . , xc),y = (y1, . . . , yc)
and consider an input (x, u0, . . . , u2c−1,y, v0, . . . , v2c−1) to FCS. The prover provides a proof of
the form (ℓ, a, b) where ℓ ∈ {0, · · · , 2c − 1}, a, b ∈ {0, 1}cN(F ). Note that the length of the proof is
O(cN(F )) = O(N(F ) logN). The players accept if and only if uℓ = a, vℓ = b, and a ⊕ b provides
certificates that F (xi, yi) = ℓi for all i = 1, . . . , c. If FCS evaluates to 1 on this input, a valid proof
always exists by giving ℓ = F c(x,y) and a = uℓ, b = vℓ. On the other hand if FCS evaluates to 0
on this input, then by definition of the cheat sheet function for any message (ℓ, a, b) it cannot be
that a, b agree with uℓ, vℓ and that a⊕ b certifies that F c(x,y) = ℓ.
This protocol is in fact unambiguous. Say that FCS evaluates to 1 on the input (x,u,y,v) and
let ℓ = F c(x,y). A valid proof is given by (ℓ, uℓ, vℓ). Consider another proof (ℓ
′, a, b). First, if
ℓ′ 6= ℓ, then a⊕ b cannot certify that F c(x,y) = ℓ′, as F c(x,y) = ℓ. Now if ℓ′ = ℓ, then the players
will only accept if a = uℓ and b = vℓ. Thus there is a unique accepting proof.
We now turn to bound the N0 complexity. Fix a cover C1, . . . , C2N(F ) of F by monochromatic
rectangles. In this case the prover provides a message of the form (ℓ, i1, . . . , ic, a, b), where ℓ ∈
{0, . . . , 2c − 1}, ij ∈ {0, 1}N(F ), a, b ∈ {0, 1}cN(F ). Thus the length of the proof is O(cN(F )) =
O(N logN). Alice and Bob accept if and only if
1. (xj , yj) ∈ Cij for all j = 1, . . . , c.
2. Cij is ℓj-monochromatic on F for j = 1, . . . , c,
3. uℓ = a, vℓ = b and a⊕ b does not provide valid certificates that F c(x,y) = ℓ.
If FCS(x,u,y,v) = 0 then there is a valid proof by giving ℓ = F
c(x,y), providing valid certificates
for these values, and giving uℓ, vℓ. On the other hand, if FCS(x,u,y,v) = 1, then if the steps 1,2
of the verification pass then it must be the case that a, b do not agree with uℓ, vℓ, as in this case
uℓ ⊕ vℓ do provide valid certificates.
To upper bound the UN0 complexity, the protocol is exactly the same except now a partition
R1, . . . , Rχ(F ) of rectangles monochromatic for F is used instead of a cover. In this case, there
is a unique choice of witnesses (i1, . . . , ic) to certify the correct value F
c(x,y) = ℓ. The second
part (a, b) of a valid proof is also uniquely specified as it must agree with the part of the input
(uℓ, vℓ).
Corollary 14. For any total function F : X ×Y → {0, 1} with N = min{log |X |, log |Y|}, we have
• UN(Trn2 ◦ FCS) = O(nUN(F ) logN + n2N(F ) logN)
• N(Trn2 ◦ FCS) = O(nN(F ) logN).
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We put these together to get an upper bound on UN for the iterated function. Let F0 = Disjn
and Fi+1 := Trn2 ◦ (Fi)CS for all i ≥ 0. The function Fk for appropriately chosen k will provide
the near-quadratic separation.
Claim 37. There is a constant a such that for any k ≥ 0, we have
• UN(Fk) = O(nk+2akkk logk n)
• N(Fk) = O(nk+1akkk logk n).
When k is constant, these simplify to O˜(nk+2) and O˜(nk+1), respectively.
Proof. This follows from Corollary 14 by induction on k. In the base case, we have N(Disjn) =
O(UN(Disjn)) = O(n). The induction step follows immediately from Corollary 14. The only
subtlety is the size of N , which increases polynomially with each iteration, which means logN =
O(k log n). This gives the akkk logk n factor.
Next, we prove a lower bound on R(Fk). To do this, we need to get a handle on the behavior of
R when the function is composed with Andn and Orn. We use the following definition and fact.
Definition 38. Let F : X × Y → {0, 1, ∗} be a (partial) function and let ε ∈ (0, 1/2). For any
protocol Π and any b ∈ {0, 1},
ICb(Π) := max
µ on F−1(b)
ICµ(Π).
The following claim shows a composition result for one-sided information complexity. A result
similar in spirit for the Orn ◦And function was shown by [BJKS04].
Claim 39 (Composition). Let F : X ×Y → {0, 1, ∗} be a (partial) function, and let ε ∈ (0, 1/2) be
a constant. For any protocol Π for Orn ◦ F with worst case error at most ε, there is a protocol Π′
for F with worst error at most ε such that
IC0(Π′) = O(IC0(Π)/n) and CC(Π′) = O(CC(Π)).
Similarly, if Π is a protocol for Andn ◦ F with worst case error at most ε, there is a protocol Π′
for F with worst case error at most ε, such that
IC1(Π′) = O(IC1(Π)/n) and CC(Π′) = O(CC(Π)).
Proof. We show the result for Orn ◦ F . The result for Andn ◦ F follows similarly. Let µ be a
distribution on F−1(0). We will exhibit a protocol Π1 for F with worst case error at most ε, such
that
ICµ(Π1) = O(IC0(Π)/n) and CC(Π1) = O(CC(Π)).
The desired result then follows from Fact 14 (Minimax principle) and Fact 13 (Error reduction).
Let us define random variables:
1. XY = (X1Y1, . . . ,XnYn) where each (XiYi) ∼ µ and i.i.d.
2. D = (D1, . . . ,Dn) where each Di is uniformly distributed in {A,B} and i.i.d.
3. U = (U1, . . . , Un) where for each i, Ui = Xi if Di = A and Ui = Yi if Di = B.
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Using Fact 9.E (Independence) we have,
I(XY : Π | DU) ≥
n∑
i=1
I(XiYi : Π | DU).
This implies there exists j ∈ [n] such that
1
n
I(XY : Π | DU) ≥ I(XjYj : Π | DU)
= I(XjYj : Π | DjUjD−jU−j)
=
1
2
(I(Xj : Π | YjD−jU−j) + I(Xj : Π | YjD−jU−j))
=
1
2
(I(Xj : ΠD−jU−j | Yj) + I(Xj : ΠD−jU−j | Yj)) . (Fact 9.D: Bar hopping)
Define protocol Π1 as follows. Alice and Bob insert their inputs at the j-th coordinate and generate
(D−jU−j) using public-coins. They go ahead and simulate Π afterwards. From above we have
1
n
I(XY : Π | DU) ≥ 1
2
ICµ(Π1). (17)
It is clear that CC(Π1) ≤ CC(Π) and the worst case error of Π1 is upper bounded by the worst
case error of Π. Consider,
IC0(Π) ≥ ICXY (Π)
= I(X : Π | Y ) + I(Y : Π | X)
= I(X : Π | Y ) + I(DU : Π | XY ) + I(Y : Π | X) + I(DU : Π | XY ) (DU ↔ XY ↔ Π)
= I(XDU : Π | Y ) + I(Y DU : Π | X) (Fact 9.A: Chain rule)
≥ I(X : Π | Y DU) + I(Y : Π | XDU) (Fact 9.D: Bar hopping)
= I(X : Π | Y DU) + I(X : Y | DU) + I(Y : Π | XDU) (X ↔ DU ↔ Y )
= I(X : ΠY | DU) + I(Y : Π | XDU) (Fact 9.A: Chain rule)
≥ I(X : Π | DU) + I(Y : Π | XDU) (Fact 9.C: Monotonicity)
= I(XY : Π | DU). (Fact 9.A: Chain rule)
This along with Eq. (17) shows the desired.
To be able to use this, we need a way of converting between IC0, IC1, and IC. The following
fact was shown by [GJPW15, Corollary 18] using the “information odometer” of Braverman and
Weinstein [BW15] (the upper bound on CC(Π′) was not stated explicitly in [GJPW15], but it traces
back to [BW15, Theorem 3], which was used in [GJPW15]).
Fact 40. Let F : X × Y → {0, 1} be a function. Let 1/2 > δ > ε > 0 and b ∈ {0, 1}. Then for any
protocol Π with err(Π) < ε, there is a protocol Π′ with err(Π′) < δ such that
IC(Π′) = O(ICb(Π) + log CC(Π)) and CC(Π′) = O(CC(Π) log CC(Π)).
Theorem 15. There is a constant b such that for every k ≤ n1/10, we have
R(Fk) = Ω
(
n2k+1
bkk3k log3k n
)
.
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Proof. Consider the protocol Π for Fk with error at most 1/3 such that CC(Π) = R(Fk), and
hence IC(Π) = O(R(Fk)). Recall that Fk = Trn2 ◦ (Fk−1)CS = Orn ◦ Andn ◦ (Fk−1)CS. Using
Claim 39, we get a protocol Π′ for Andn ◦ (Fk−1)CS with err(Π′) ≤ 1/3, IC0(Π′) = O(IC0(Π)/n) =
O(IC(Π)/n) = O(R(Fk)/n), and CC(Π
′) = O(CC(Π)). Using Fact 40, we get a protocol Π′′ for
Andn◦(Fk−1)CS with err(Π′′) ≤ 2/5, IC(Π′′) = O(IC0(Π′)+log CC(Π′)) = O(R(Fk)/n+log R(Fk)),
and CC(Π′′) = O(CC(Π′) log CC(Π′)) = O(R(Fk) log R(Fk)). Using Fact 13 (Error reduction), we
get a protocol Π′′′ for Andn ◦ (Fk−1)CS with err(Π′′′) ≤ 1/3, IC(Π′′′) = O(R(Fk)/n + log R(Fk)),
and CC(Π′′′) = O(R(Fk) log R(Fk)).
We can repeat this process to strip away the Andn; that is, we use Claim 39, Fact 40, and
Fact 13 (Error reduction) to get a protocol Π′′′′ for (Fk−1)CS with err(Π′′′′) ≤ 1/3, IC(Π′′′′) =
O(R(Fk)/n
2 + logR(Fk)), and CC(Π
′′′′) = O(R(Fk) log2R(Fk)). Then Theorem 6 gives a protocol
Π′′′′′ for Fk−1 with err(Π′′′′′) ≤ 1/3, IC(Π′′′′′) = O((R(Fk) log3N)/n2 + log R(Fk) · log3N), and
CC(Π′′′′′) = O(R(Fk) log2R(Fk) log2N), where N is the input size of Fk−1. Here N = nO(k), so
logN = O(k log n) and log R(Fk) = O(k log n), and hence IC(Π
′′′′′) = O((R(Fk)k3 log3 n)/n2 +
k4 log4 n) and CC(Π′′′′′) = O(R(Fk)k4 log4 n).
We now repeat this k times to get a protocol Ψ for F0 = Disjn. Then we have CC(Ψ) =
O(bk R(Fk)k
4k log4k n) for some constant b, and the communication complexity of every interme-
diate protocol in the construction is also at most O(bk R(Fk)k
4k log4k n). To calculate IC(Ψ), note
that each iteration divides IC by n2, adds a log CC term, and multiplies by k3 log3 n. Thus we get,
for some constant b,
IC(Ψ) = O
(
(R(Fk)b
kk3k log3k n)/n2k + k3 log3 n · log CC(Ψ)
k−1∑
i=0
(
k3 log3 n
n2
)i)
.
Since k = O(n1/10), the sum is O(1), so we get
IC(Ψ) = O((R(Fk)b
kk3k log3k n)/n2k + k3 log3 n · log CC(Ψ))
= O((R(Fk)b
kk3k log3k n)/n2k + k3 log3 n · (log R(Fk) + k log k + k log log n))
= O((R(Fk)b
kk3k log3k n)/n2k + k3 log3 n · log R(Fk) + n8/10). (since k = O(n1/10))
Now, since IC(Disjn) = Ω(n), we get either R(Fk) = 2
Ω(n/k3 log3 n) = Ω(2
√
n) or
R(Fk) = Ω
(
n2k+1
bkk3k log3k n
)
.
Because k = O(n1/10), the value of 2
√
n is even larger than the desired lower bound, so the desired
result follows.
Finally, we get prove the near-quadratic separation.
Theorem 3. There exists a total function F : X × Y → {0, 1} with R(F ) ≥ UN(F )2−o(1).
Proof. We take F = Fk with k some slowly growing function of n. In particular, let k =√
logn
log logn . This gives R(Fk) ≥ n
2k+1
2O(
√
log n log log n)
and UN(Fk) ≤ nk+22O(
√
logn log logn), so log UN(Fk) =
log3/2 n/ log log1/2 n+O(
√
log n log log n) and
log R(Fk) = 2 log
3/2 n/ log log1/2 n−O(
√
log n log log n)
= 2 log UN(Fk)−O(log2/3UN(Fk) log log4/3UN(Fk)).
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Thus
R(Fk) ≥ UN(Fk)2−O(α(UN(Fk)))
where α(x) = log log
4/3 x
log1/3 x
= o(1).
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