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Re´sume´— L’identification de la relation pluie/de´bit dans un
bassin versant pour la pre´diction de de´bit est un proble`me
stimulant de par la difficulte´ a` caracte´riser un mode`le les
de´crivant dans leur ensemble. Les mode`les conceptuels,
base´s sur les lois et mode`les hydrauliques simples sont sou-
vent limite´s dans la pre´cision de la pre´diction qu’ils offrent.
L’objectif de cet article est d’une part de montrer l’inte´reˆt
des mode`les non line´aires de type Line´aires a` Parame`tres Va-
riants (LPV) par rapport aux mode`les line´aires, ainsi que
la diffe´rence de qualite´ dans les re´sultats obtenus selon la
me´thode employe´e pour l’identification d’un mode`le donne´.
D’autre part, cet article propose et analyse plusieurs va-
riables de se´quencement dont de´pendent les parame`tres va-
riants des mode`les LPV pour repre´senter les bassins versants
ruraux.
Mots-cle´s— identification des syste`mes, variable instrumen-
tale optimale, mode`les LPV, mode´lisation pluie/de´bit, bas-
sin versant rural
I. Introduction
L’identification de la relation pluie/de´bit dans un bas-
sin versant pour la pre´diction de de´bit est un proble`me
stimulant de par la difficulte´ a` caracte´riser un mode`le les
de´crivant dans leur ensemble [2]. Les mode`les conceptuels,
base´s sur les lois et mode`les hydrauliques simples sont sou-
vent limite´s dans la pre´cision de la pre´diction qu’ils offrent
[13], [16]. Cependant, le besoin d’identifier ces syste`mes
grandit avec le nombre de polluants rejete´s en zone agri-
cole [8], [7] ou avec l’agrandissement des agglome´rations
dans les zones urbaines. Les difficulte´s inhe´rentes aux bas-
sins versants sont diffe´rentes qu’il s’agisse d’un bassin ver-
sant urbain ou rural. Sur les bassins versants urbains, la
quasi-totalite´ de la pluie pre´cipite´e (appele´e pluie brute) re-
joint l’exutoire et les non line´arite´s du mode`le pluie/de´bit
ainsi que les retards sont principalement induits par les
infrastructures mises en place pour la gestion et le trai-
tement des eaux [3], [15]. Bien que moins pre´cis que les
mode`les non line´aires, les mode`les line´aires peuvent cepen-
dant de´livrer une pre´diction acceptable pour ces bassins
urbains [15], [10]. En revanche, les bassins versants ruraux
se distinguent par la forte variabilite´ spatio-temporelle des
proprie´te´s d’infiltration du sol lie´e a` la ve´ge´tation, au type
de sol, a` l’e´vapotranspiration [23] ; les mode`les line´aires ne
permettent pas en ge´ne´ral de reproduire de fac¸on satisfai-
sante la relation pluie/de´bit sur ces syste`mes ruraux.
D’autre part, il existe des proble`mes intrinse`ques dus
au fait que ces syste`mes sont environnementaux, que les
entre´es comme les sorties sont mesure´es, que le signal d’ex-
citation n’est pas maˆıtrise´e et que le bruit associe´ aux
donne´es ne respecte pas les hypothe`ses habituelles d’ap-
plication des me´thodes traditionnelles d’identification.
La pre´diction et donc la validation sur les donne´es est
un objectif important, mais le mode`le obtenu ne peut eˆtre
comple`tement valide´ que si une interpre´tation physique des
principales caracte´ristiques du mode`le peut eˆtre apporte´e.
C’est pourquoi, les mode`les utilise´s dans ce papier sont
des mode`les parame´triques e´crits sous forme de fonction
de transfert [23].
L’objectif de cet article est d’une part de montrer
l’inte´reˆt des mode`les non line´aires de type Line´aires a`
Parame`tres Variants (LPV) par rapport aux mode`les
line´aires, ainsi que la diffe´rence de qualite´ dans les re´sultats
obtenus selon la me´thode employe´e pour l’identification.
D’autre part, cet article propose et analyse plusieurs va-
riables de se´quencement dont de´pendent les parame`tres va-
riants des mode`les LPV pour repre´senter les bassins ver-
sants ruraux.
Le chapitre II pre´sente le bassin versant viticole du Hoh-
rain en Alsace. Le chapitre III de´crit la proble`matique
lie´e a` l’identification du mode`le pluie/de´bit. Les re´sultats
d’identification de mode`les line´aires sont pre´sente´s dans le
chapitre IV. Les re´sultats d’identification de mode`les non-
line´aires sont pre´sente´s dans le chapitre V.
II. Pre´sentation du bassin versant viticole
Le bassin d’e´tude du Hohrain est situe´ dans le vignoble
alsacien (Rouffach, Haut-Rhin, Alsace, France, latitude
47˚ 579 N ; longitude 007˚ 173 E) et est repre´sente´ par la
figure 1. Il couvre une superficie de 42 ha et son altitude
est comprise entre 230 et 370 m avec une pente moyenne de
15%. La pluviome´trie annuelle est comprise entre 361 mm
(1953) et 867 mm (1999) avec une moyenne de 600 mm. La
ge´ologie est caracte´rise´e par du loess wu¨rmien dans la par-
tie aval et par des conglome´rats et des marnes stratifie´es a`
dominante de galets du Muschelkalk et du Bruntsandstein.
Le sol est un sol brun calcaire peu e´volue´ caracte´rise´ par
une capacite´ d’infiltration moyenne. Plus de 69% du bassin
est occupe´ par de la vigne qui est en quasi- totalite´ enherbe´e
un rang sur deux. Le reste du bassin est couvert de foreˆt,
de friches et de vergers situe´s principalement a` l’amont du
bassin. Le bassin versant est dit « sec » car aucun re´seau
hydrographique pe´renne n’est visible. De ce fait, un de´bit
a` l’exutoire peut eˆtre observe´ uniquement lors d’e´pisodes
pluvieux. Le ruissellement alors ge´ne´re´ sur les parcelles re-
joint le re´seau de routes et chemins jusqu’a` l’exutoire du
bassin. Le bassin est e´quipe´ en son centre d’une station plu-
viome´trique ge´re´e par Me´te´oFrance fournissant des donne´es
de pluie au pas de temps de 6 minutes. Les de´bits ge´ne´re´s
lors des e´pisodes de pluie sont mesure´s a` l’exutoire du bas-
sin au niveau d’un canal venturi (ENDRESS and HAUSER,
Huninge, France) au moyen d’un capteur de pression (HY-
DROLOGIC, Sainte-Foy, Que´bec, Canada). L’acquisition
des donne´es de de´bit se fait a` pas de temps variable en fonc-
tion de la dynamique des de´bits. Cependant, ces donne´es
de de´bit sont interpole´es aux temps correspondant a` l’ac-
quisition des donne´es de pluie et ainsi sont transforme´es en
donne´es e´chantillonne´es a` pas constant.
Fig. 1. Plan du bassin versant du Hohrain
III. Proble´matique
Objectif de l’e´tude : e´tant donne´es les mesures de pluie
u(tk) et de de´bit y(tk) e´chantillonne´es a` pas constant aux
temps tk, k ∈ 1, ..., N , identifier le mode`le pluie/de´bit
du bassin versant donne´. Les donne´es pour le bassin
versant viticole du Hohrain sont pre´sente´es sur la fi-
gure 2. La pluie est exprime´e en mm, le de´bit en l/s
et le pas d’e´chantillonnage est de 6 minutes. Dans le
cas d’e´tude conside´re´, il est a` noter que sur les 70560
e´chantillons constituant l’acquisition de donne´es sur une
anne´e, seuls 5000 repre´sentent des de´bits supe´rieurs a` 0.3l/s
et sont de ce fait pertinents pour l’identification du mode`le
pluie/de´bit.
D’autre part, les bassins versants ruraux sont des
syste`mes non line´aires pre´sentant diffe´rentes dynamiques
selon l’intensite´ et la dure´e d’un e´ve`nement pluvieux. Ainsi,
il est important de choisir des donne´es d’estimation cou-
vrant le plus large panel d’e´ve`nements pluvieux (faibles et
intenses). Ne´anmoins, une quantite´ suffisante d’e´chantillons
doit eˆtre utilise´e pour la validation du mode`le estime´. Pour
satisfaire simultane´ment ces deux contraintes, les donne´es
de´die´es a` l’estimation sont choisies sur deux e´ve`nements
pluvieux se´pare´s et la validation est effectue´e sur l’ensemble
des donne´es (voir figure 2).
IV. Identification de mode`les line´aires a` temps
invariant
Dans un premier temps, l’identification de mode`les
line´aires est re´alise´e. Ces mode`les ne sont pas les mieux
adapte´s a` l’identification de bassins versants mais en re-
vanche, ils pre´sentent l’avantage de pouvoir eˆtre utilise´s
pour estimer l’ordre et le retard du syste`me graˆce aux
crite`res de se´lection usuels.
Les deux crite`res utilise´s pour la recherche des ordres
sont :
– le coefficient de corre´lation [24]
R2T = 1−
var(yˆ(tk)− y(tk))
var(y(tk))
; (1)
ou` yˆ(tk) repre´sente la sortie simule´e du mode`le estime´.
Ce crite`re est e´quivalent au coefficient de Nash [14]
lorsque la moyenne de y(tk) est e´gale a` la moyenne de
yˆ(tk) et sera e´galement utilise´ pour la validation des
mode`les.
– le crite`re d’information de Young [24]
Y IC = log
var(yˆ(tk)− y(tk))
var(y(tk))
+ log
1
nθ
nθ∑
i=1
pˆii
θˆi
(2)
ou` θˆ repre´sente le vecteur des parame`tres estime´s, nθ
le nombre de parame`tres estime´s pour le mode`le, pii
l’e´le´ment i, i de la matrice de covariance Pθ associe´e a`
θˆ.
Les mode`les line´aires e´tudie´s sont de la forme :
Mθ
{
A(q−1, θ)χ(tk) = B(q
−1, θ)u(tk−d),
y(tk) = χ(tk) + v(tk),
(3)
ou` A(q−1) et B(q−1) sont des polynoˆmes en q−1 de degre´
respectifs na et nb (q
−1 est l’ope´rateur retard : q−ix(tk) =
x(tk−i) ), d est le nombre d’e´chantillons pour le retard,
χ(tk) la sortie non bruite´e et v(tk) le bruit de mesure.
Les non line´arite´s intrinse`ques du syste`me re´sultent, pour
tous les mode`les line´aires pre´sente´s, dans le fait que les
crite`res de se´lection usuels ne sont pas de´terminants dans
le choix de l’ordre du mode`le. En effet, la valeur du coeffi-
cient de corre´lation reste pratiquement identique pour les
mode`les ayant des ordres compris entre na = 1, nb = 1 et
na = 7, nb = 7, pour un retard constant.
En revanche, les re´sultats concernant le retard sont
bien diffe´rents. Une nette supe´riorite´ est obtenue pour les
mode`les exposant un retard d’un e´chantillon seulement.
Ces re´sultats s’expliquent par la taille re´duite du bassin
versant et de ce fait par la re´activite´ imme´diate du syste`me
face a` un e´ve`nement pluvieux. Le crite`re YIC quant a` lui
tient compte de la parsimonie du syste`me et sugge`re le
choix du mode`le na = 1, nb = 1, d = 1.
Le mode`le line´aire a` temps discret a` estimer s’e´crit donc :
M
{
(1 + a1q
−1)χ(tk) = b0q
−1u(tk),
y(tk) = χ(tk) + v(tk).
(4)
Par ailleurs, une difficulte´ supple´mentaire doit eˆtre prise
en compte pour ce bassin versant : l’incertitude sur les
donne´es. En effet, le mode`le de bruit est inconnu et il
Fig. 2. Donne´es de pluie et de de´bit de l’anne´e 2008 sur le bassin versant du Hohrain
pre´sente des caracte´ristiques de´licates car il n’est pas sta-
tionnaire. Ainsi, lorqu’aucun e´ve`nement pluvieux ne se pro-
duit, la variance sur le bruit est nulle. Lors d’un e´venement
pluvieux, la variance du bruit de mesure augmente, et apre`s
un e´ve`nement pluvieux, les alluvions transporte´s par l’eau
trompent le capteur qui affiche un de´bit inexistant.
Cette section pre´sente les re´sultats obtenus par deux
me´thodes d’identification de mode`les line´aires : ARX de
la boˆıte a` outils System Identification de MATLAB et la
me´thode de variable instrumentale Simplified Refined Ins-
trumental Variable (SRIV) de la boˆıte a` outils CONTSID
[9].
A. Estimation parame´trique par moindres carre´s
La me´thode ARX de Matlab conside`re un mode`le de type
(4) ou` :
v(tk) =
1
(1 + a1q−1)
e(tk), (5)
et e(tk) est un bruit blanc. Les parame`tres sont estime´s
par moindres carre´s. Bien entendu, ce mode`le est tre`s res-
trictif en pratique mais pourtant tre`s souvent utilise´. Les
limites de la me´thode des moindres carre´s sont bien connues
et d’autres me´thodes d’identification de mode`les line´aires
supposant d’autres types de bruit sont re´pandues et cou-
rantes. Cependant la comparaison avec ces mode`les prend
un sens plus important pour les mode`les LPV puisque les
me´thodes usuelles ne s’appliquent pratiquement exclusive-
ment qu’aux mode`les LPV-ARX [11]. C’est la raison princi-
pale justifiant la pre´sentation des re´sultats d’identification
d’un mode`le ARX ici.
B. Estimation parame´trique par variable instrumentale
La me´thode SRIV fut introduite dans [24] et fait l’hy-
pothe`se d’un mode`le de type Output Error (OE) de la
forme de´finie par (4) ou` :
v(tk) = e(tk), (6)
et e(tk) est un bruit blanc. E´tant donne´es les conditions
de bruit pre´cite´es, il est e´vident que ce mode`le de bruit
est e´galement errone´. Cependant, la me´thode SRIV a e´te´
applique´e avec succe`s dans de nombreux cas pratiques [23]
meˆme lorsque l’hypothe`se sur le bruit n’est pas satisfaite.
C. Re´sultats
La figure 3 montre le re´sultat de la simulation des
mode`les line´aires obtenus pour l’e´ve`nement pluvieux le plus
fort de l’anne´e (faisant partie des donne´es utilise´es pour
l’estimation) et la figure 4 un e´ve`nement pluvieux plus
long mais relativement faible (donne´es de validation non
utilise´es en identification). Les deux mode`les simulent des
de´bits a` l’exutoire trop faibles pour les e´ve`nements plu-
vieux forts et trop importants pour les e´ve`nements plu-
vieux faibles. Les coefficients de corre´lation calcule´s sur
l’ensemble de l’anne´e 2008 sont de :
– R2T = 0.53 pour le mode`le ARX ;
– R2T = 0.63 pour le mode`le SRIV.
Ainsi, la me´thode utilise´e pour l’identification du syste`me
joue un roˆle important bien que les deux coefficients pro-
pose´s restent faibles dans l’absolu. L’incapacite´ des mode`les
line´aires a` repre´senter correctement le syste`me peut s’in-
terpre´ter par le changement de gain dans le syste`me (non
line´arite´ entre la pluie brute mesure´e et la pluie efficace qui
termine dans l’exutoire) ainsi que par le changement de dy-
namique intrinse`que du syste`me face a` diffe´rentes intensite´s
pluvieuses.
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Fig. 3. Re´sultats des me´thodes line´aires pour un e´ve`nement pluvieux
fort et court du mois de juillet
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Fig. 4. Re´sultats des me´thodes line´aires pour un e´ve`nement pluvieux
faible et long du mois de novembre (validation croise´e)
En conse´quence, la suite de cet article pre´sente les
re´sultats pour des mode`les permettant ces changements en
gain et en dynamique : les mode`les non linaires de type
LPV.
V. Identification de mode`les line´aires a`
parame`tres variants
Les mode`les LPV furent introduits en the´orie des
syste`mes au de´but des anne´es 90 pour la technique de com-
mande dite de se´quencement de gain [17]. Le se´quencement
de gain vise a` re´aliser une loi de commande globale pour
un syste`me non line´aire, en l’approximant par une famille
de syste`mes line´aires en un nombre de points de fonction-
nement donne´s. Une ou plusieurs variables observables, ap-
pele´es variables de se´quencement, servent a` de´terminer la
re´gion de l’espace d’e´tat dans laquelle se trouve le syste`me
(voir [18] pour l’historique de ces mode`les). Les me´thodes
d’identification de´die´es a` ces mode`les sont de´finies par
la structure utilise´e : fonction de transfert [1], [21] ;
repre´sentation d’e´tat [12], [20], [5] ; mode`les fonde´s sur
des fonctions orthogonales [19]. Concernant les mode`les
de´crits par fonction de transfert conside´re´s dans cet ar-
ticle, les mode`les utilise´s dans la litte´rature sont jusqu’a`
re´cemment de type LPV-ARX [6] et bien que quelques
me´thodes existent pour les mode`les LPV-OE [4], elles ne
sont pas optimales (asymptotiquement non biaise´es et a` va-
riance minimale). Cependant, la me´thode SRIV a e´te´ tre`s
re´cemment e´tendue aux mode`les LPV-OE et LPV Box-
Jenkins et affiche des estime´es proches des estime´es opti-
males [11].
L’avantage de ces mode`les est la capacite´ de repre´sentation
qu’ils offrent. Ils ont d’ailleurs e´te´ re´cemment utilise´s pour
l’identification de bassins versants urbains [15]. Ils sont de
par leur structure beaucoup moins limite´s que des mode`les
non line´aires de type Hammerstein ou Wiener par exemple.
Ils peuvent eˆtre de´crits par l’e´quation suivante sous forme
polynomiale :{
A(p(tk), q
−1)χ(tk) = B(p(tk), q
−1)u(tk−d)
y(tk) = χ(tk)v(tk)
(7)
Bien que la notation soit relativement similaire aux
mode`les line´aires a` temps invariant, les polynoˆmes en q−1
A(p(tk), q
−1) et B(p(tk), q
−1) d’ordre respectif na et nb
de´pendent d’un ensemble de parame`tres de se´quencement
p variant dans le temps. Deux discussions pre´liminaires
sont importantes dans ce cadre. La premie`re concerne le
choix des ordres des polynoˆmes na, nb et du retard d. La
seconde concerne le choix des parame`tres de se´quencement
dont de´pend le syste`me. Ces deux proble`mes d’optimisation
joints rendent le proble`me quasiment insoluble conside´rant
l’infinite´ de parame`tres dont peut de´pendre le syste`me.
Ainsi, l’hypothe`se e´mise concernant les ordres des po-
lynoˆmes na, nb et le retard d est qu’ils sont identiques
a` ceux du mode`le line´aire. D’autre part, la de´pendance
du syste`me aux variables de se´quencement est conside´re´e
comme affine. Les polynoˆmes implique´s peuvent ainsi
s’e´crire de la manie`re suivante :{
A(pk, q
−1) = 1 + a1(pk)q
−1
B(pk, q
−1) = b1(pk)q
−1
(8)
avec {
a1(pk) = a1,0 +
∑nα
i=1 a1,ipi(tk)
b1(pk) = b1,0 +
∑nβ
i=1 b1,ipi(tk)
(9)
Il reste a` de´finir les parame`tres pi(tk) dont de´pend le
syste`me : les diffe´rentes mesures accessibles sont la pluie
brute et le de´bit a` l’exutoire. Dans [22], les auteurs pro-
posent d’utiliser une structure de mode`le non line´aire de
type Hammerstein ou` le de´bit est utilise´ comme parame`tre
de´finissant la non-line´arite´ entre la pluie brute et nette.
L’hypothe`se e´nonce´e est inte´ressante dans le sens ou` le
de´bit repre´sente l’e´tat du bassin versant sans avoir acce`s
a` d’autres variables telles que l’e´vapotranspiration ou la
tempe´rature. Cependant, le syste`me ne fonctionnant pas en
boucle ferme´e, cette solution s’ave`re peu adapte´e pour la
simulation. Ainsi pour utiliser l’information contenue dans
le de´bit et tout de meˆme simuler le mode`le obtenu, l’un
des parame`tres variant choisi est le de´bit simule´ graˆce aux
mode`les line´aires obtenus dans le chapitre IV note´ yˆL(tk).
Le second parame`tre est la somme des pluies passe´es sur un
temps donne´ fixe´ au temps le plus court donnant le meilleur
R2T , soit a` 2 heures ou 20 e´chantillons. Ce parame`tre est
note´ u¯(tk). Ainsi en conclusion de cette e´tude pre´liminaire,
les polynoˆmes suivants seront utilise´s :{
A(yˆL(tk), u¯(tk), q
−1) =1 +(a1,0 +a1,1yˆL(tk)+a1,2u¯(tk))q
−1
B(yˆL(tk), u¯(tk), q
−1) = (b1,0 + b1,1yˆL(tk) + b1,2u¯(tk))q
−1.
(10)
Dans les paragraphes suivants, les me´thodes LPV
e´tudie´es seront les extensions respectives des me´thodes
line´aires pre´sente´es dans le chapitre IV-A, a` savoir LPV-ARX
[1] et LPV-SRIV [11]. Pour des raisons d’espace, cet article
n’expose que les re´sultats obtenus par ces me´thodes mais
pour les de´tails concernant la mise en œuvre et les pro-
prie´te´s de ces approches, se re´fe´rer aux publications corres-
pondantes [11].
A. Estimation parame´trique par LPV-ARX
Cette me´thode conside`re un mode`le ARX et souffre des
meˆmes de´savantages que son pendant line´aire e´voque´ dans
le chapitre IV-A. Dans l’e´quation (7), le bruit v(tk) s’e´crit
donc :
v(tk) = A
†(p(tk), q
−1)e(tk), (11)
ou` A†(p(tk), q
−1) repre´sente la pseudo inverse de
A(p(tk), q
−1), soit :
y(tk) = A
†(p(tk), q
−1)u(tk)⇔ A(p(tk), q
−1)y(tk) = u(tk),
(12)
et ou` e(tk) est un bruit blanc. Il est a` noter que la me´thode
line´aire utilise´e pour de´terminer yˆL(tk) est ici la me´thode
SRIV car en utilisant la me´thode ARX, la me´thode LPV-ARX
ge´ne`re un mode`le instable ne permettant pas de simulation.
B. Estimation parame´trique par LPV-SRIV
De meˆme que son homologue line´aire, cette me´thode
suppose un mode`le OE et donc v(tk) = e(tk) et pre´sente
e´galement l’avantage d’eˆtre asymptotiquement non biaise´e
dans le cas hautement probable ou` cette hypothe`se n’est
pas satisfaite.
C. Re´sultats
Les figures 5 et 6 montrent le re´sultat de la simulation
des mode`les LPV pour les deux e´ve`nements pre´cite´s. On
remarque que l’ade´quation aux donne´es est meilleure que
pour les mode`les line´aires, qu’il s’agisse des e´ve`nements
pluvieux intenses ou des e´ve`nements faibles. Cette consta-
tation est appuye´e par les coefficients de corre´lation cal-
cule´s sur l’ensemble de l’anne´e 2008 de :
– R2T = 0.79 pour la me´thode LPV-ARX ;
– R2T = 0.84 pour la me´thode et LPV-SRIV.
L’hypothe`se de variation de gain et de dynamique semble
donc ve´rifie´e pour ce bassin versant. Bien que la diffe´rence
de coefficient de corre´lation entre les deux me´thodes
e´tudie´es soit relativement faible, il est clair d’apre`s les fi-
gures 5 et 6 que la me´thode choisie a tout de meˆme un
impact sur les re´sultats. De plus la me´thode LPV-ARX uti-
lise une valeur estime´e du de´bit obtenue par SRIV pour
parame`tre de se´quencement.
50 100 150 200 250
20
40
60
80
100
120
140
160
180
temps (min)
dé
bi
t (l
/s)
 
 
y mesuré
y simulé avec LPV−ARX
y simulé avec LPV−SRIV
Fig. 5. Re´sultats des me´thodes non line´aires pour un e´ve`nement
pluvieux fort et court du mois de juillet
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Fig. 6. Re´sultats des me´thodes non line´aires pour un e´ve`nement
pluvieux faible et long du mois de novembre (validation croise´e)
VI. Discussion et conclusion
Cet article a propose´ l’analyse de diffe´rents mode`les
line´aires et non line´aires pour la mode´lisation de la relation
pluie/de´bit dans un bassin versant viticole. Il a e´galement
propose´ un choix de variables de se´quencement pour les
mode`les de type LPV utilisant le de´bit simule´ issu de l’es-
timation pre´alable par les mode`les line´aires.
TABLE I
Comparaison des coefficients de correlation calcule´s sur
l’ensemble de l’anne´e 2008 obtenus pour chaque me´thode
Mode`le ARX SRIV LPV-ARX LPV-SRIV
R
2
T
0.53 0.63 0.79 0.84
Comme on peut le voir sur le tableau I, l’incapacite´ des
mode`les line´aires a` de´crire fide`lement le bassin versant est
flagrante. Les mode`les non line´aires de type LPV montrent
quant a` eux une nette supe´riorite´ pour la mode´lisation
pluie/de´bit. Pour les mode`les line´aires comme pour les non-
line´aires le choix de la me´thode d’estimation utilise´e pour
l’identification joue un roˆle non ne´gligeable dans la qualite´
du mode`le re´sultant.
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