Abstract. The lattice structure of points in an n-dimensional space produced by an appropriate grouping of pseudo-random numbers obtained from multiplicative congruential generators is discussed. Examples are given for 2 á n á 6. The work is based on the theory of the reduction of positive quadratic forms in n variables.
Introduction.
There have recently appeared several articles [3] , [8] , [13] discussing the distribution of points in an «-dimensional Euclidean space FZ obtained from multiplicative congruential pseudo-random generators. For example, if x0, X, ß, p, and n are given positive integers and if Marsaglia [8] has shown that the points , [5] . Wood [14] describes a method he used to show that the points actually form a simple lattice in the case n = 2. Because his methods and results may be of some interest, it was thought that a report giving further details would be appropriate. In addition, a procedure for an extension to 3 = n :£ 6 is given. Examples are presented for 2 ^ n g 6. A more complete discussion of the general theory is given. The interest in the present work arises from the need to know whether the generator produces points (3) which lie on few hyperplanes or lie on many. In the first instance, the pseudo-random points will not be uniformly distributed through the hypercube and hence the generator is probably not "good. " While this discussion bears some similarity to that of Covey ou and MacPherson [3] , it has some advantages. First, it exhibits precisely the structure of the sets defined by (3) . Secondly, it avoids a discussion of the Fourier analysis of lattice structure in which Coveyou and MacPherson couch their work. On the other hand, the present analysis has not been extended beyond n = 6 (but it is possible to extend the analysis), while Coveyou and MacPherson discuss 2 ;£ n ^ 10.
In Section 8 the relation between the discrepancy theory of Zaremba (and others) and the present theory is discussed.
Applications of pseudo-random numbers in Monte Carlo calculations are well known. Applications in digital communications, especially in space communications, may not be so well known. See [6] .
The computations were done on the Maniac II computer of the Los Alamos Scientific Laboratory. The Madcap language was used for the coding. This language can readily process arbitrarily large integers which is a requirement of our computations.
A Lattice in E"
. A lattice G" in FZ consists of all vectors of the form y = e0 + 23"_i e>yi where the e,-(1 ¿ ' á n) are n fixed linearly independent vectors, the y¡ are integers, positive, negative, or zero, and e0 is a fixed vector. (This definition is not standard in that the origin is not required to be in the lattice.) The {e¡} are said to form a basis of Gn. Put in other terms, a lattice Gn is a coset of a discrete subgroup H of the additive group of vectors in FZ where 77 has n linearly independent vectors. 77 is discrete if every x E 77 has a neighborhood free of points of 77 other than x. The basis vectors of G" are then called generators of 77.
Following van der Waerden [12, p. 276] one says the basis {e¿j is reduced (in the sense of Minkowski) if: where |e| denotes the Euclidean norm. It is this result which connects the reduced bases with the more intuitive idea of the "size" of the fundamental "cell" in the lattice and makes our theory a tool to study the distribution of pseudo-random points in the «-cube. Minkowski [9] has stated the following for n ¿ 6. (e,-)lsis" is reduced if for every subset of (e,)lsíín, say (eif)lsis*, one has le«,! = £ (dOC.e«,
for all combinations of ± signs and (C¡)iS¡afc ranging over the following values.
If k = 2, 3, and 4, C¡ = 1. For k = 5, one of the C, takes the values 1 and 2 and the remainder take the value 1. For k = 6, one of the C¡ takes the values 1, 2, 3, another C¡ takes the values 1 and 2, and the remainder take the value 1. (The cases k = 5, 6 are stated [9] without proof.)
The analysis given in van der Waerden [12] can be used to obtain algorithms for n > 6, but would not be optimal algorithms as is so for 2 ^ n 5¡ 6.
For a set of vectors in En: (a¿)iS,Sn, define det (a¡) to be the » X » determinant whose rth row consists of the components of the vector ai# It is easy to show (see Cassels [2, p. 11, lines 7 to 13]) that for a given lattice G", a set (a,)oSis" in Gn defines a basis (a¿ -a0)isiSn of Gn if and only if 0 < |det (a,--a0)| = |det (a< -a£)| for any any other set (a<)os,s» in Gn such that det (a< -a'0) ^ 0. Further (see Cassels [2, pp. 9 and 10]), two sets (a,)oS,-s" and (a0os<sn in Gn both define a basis of G" if and only if there exists an n X n matrix T with integer entries and with det T = ± 1 (unimodular matrix) so that [aj -a£] = 7T[a, -a0], where [a¿ -a0] is the « X « matrix whose z'th row is the vector a, -a0.
A reduction algorithm is a procedure for obtaining from a basis of a lattice a reduced basis. Reduction algorithms are described and applied for 2 g « ^ 6. i.e. when the multiplier X = x(2°J+1 is used, the sequence obtained from xi+1 = Xx, (mod 2s), x0 = 1, consists of selecting every (2n + l)th number from (4), beginning with the first. The following lemma is needed in the subsequent development. Lemma 3 . Let A C FZ be a point set such that every point in A has integer co-ordinates and there are n + 1 vectors in A, say e¡,0 -: i = n,sothatGi -e0, 1 S i ú », are linearly independent. Suppose for any a,-E A, 0 = i g », and any set of integers k¡, 1 ¿[ / = n, if o ío íAa/ a0 + £"_i &,(a,--a0) G ^4. í'wen .4 w a lattice. Proof. Choose e,-, 0 g j g n, in A so that |det (e, -e0)| = 7) has the least positive value where 1 = / = n. By the hypothesis, every e0 + £"_x fc,-(e< -e0) E A where the fc,i are arbitrary integers. Let a be an arbitrary vector in A. Since {e, -e0;/ = 1,2, •• • ,n\ is a linearly independent set, there exist real yt such that a -e0 = ¿J}ml 7<(ei -e0). Suppose y¡ is not an integer for some j, I £ j £ n. In Lemmas 4 to 8 the points defined by (1) or (2) and (3) or (1) or (2) and (5) (JCq , x¡, xn~i), 0*1> x"), ix2,
are discussed. We make the following convention: The point sets (3) and (5) are to be regarded as point sets Gn in FZ which are continued by periodicity throughout FZ; i.e., if (ii, t2, ■ ■ • , tn) E Gn, then (r, + h/2ß, t2 + h22ß, ■■■ ,tn + hn2ß) E Gn for all positive, zero, and negative integers »,.
Remark. It might be objected that points generated by (1) and (5) or (2) and (5) would make a poor random-point generator, since such points would be highly correlated over a short run. However, the points defined by (1) and (3) or (2) and (3) are a reasonably sized subset for small n of those mentioned before and a discussion of the lattice structure of (5) gives information about the lattice structure of (3).
Lemma 4. If in (1) X = 5 (mod 8) and x0 = 1 (mod 4), then the point set Gn given by (5) forms a lattice in FZ.
Proof. If u<, 1 = i -: », are the unit coordinate vectors in FZ and x E Gn, the vectors x, x + 2su, are « + 1 vectors in Gn for which (x + 2"u,) -x are linearly independent. Let x¡:,., 0 ^ j = », be n -f 1 points of G", not necessarily distinct. Let k¡-, l ú i Ú n, be arbitrary integers. Recall that x,, = (x¡,, x¡ j+1, • • • , x, ,+") = (x,,., Xx,-, + h/2ß, \2xij + h22ß, ■ ■ ■ , \"~1xij + hn_/2ß) for some integers », where x¡, is the z',th number generated by (1) Lemma 7. 7« (1), let X = 3 (mod 8). Let G" be the set of points in (5) determined with x0 = 1, or 3 (mod 8) and G'n be the same set, but with x0 = 5 or 7 (mod 8). Then G" \J G'n forms a lattice in E~". do not form a lattice on the line. Remark 2. The structure of sequences generated by other generators, such as 1. x"+1 = Xx" + /t (mod pß) (jp an odd prime), 2. x"+i ■ Xxn (mod 10s), 4 . Reduction Algorithm in the Case « = 2. Let G2 be a lattice with a basis (els e2). Then, by the discussion in Section 2, if w is an integer, (els e2 + weO is a basis of G2 since ri Ol e2 + wej U and the matrix (¡" J) is unimodular. w is chosen to minimize (e2 + vvex)2. Hence w must satisfy (e2 + (w (6) l)e02 ^ (e2 + we,)2 á (e2 + (w + IK)2 or
In order to determine w uniquely, the right-hand inequality in (6) is replaced by < to give
Call the basis (e,, e2 + tveO thus determined (e1; e'2). Replace the basis (d, e'2) by a new basis (et + w'e2, e£) where w' is the unique integer determined by
The above procedure is then iterated until two successive minimizing integers of the form w and w' are zero. The resulting basis (ë1; ë2) is reduced since, from (7), ë2 2 ëi-ë2 ^ -ë2 and, from (8), ë2 = 2ëi-ë2 ^ -ë2 and therefore
¡¡ ^ 2 |ëi-ë2| and ë2 = 2 |Si -S21 which implies that ëi and ë2 are in length less than or equal to the length of the diagonals of the parallelograms which have ë1; ë2 as adjacent sides. The above algorithm must eventually terminate since for each pair of steps of the algorithm for which w and w' is not both zero, the vectors (d, e2) with integer coordinates are replaced by a pair of vectors (ej, e'2) with integer coordinates such that |ej| = le^ and |e2| = |e2| , with strict inequality in one of the cases.
5. Reduction Algorithm in the Case 3 = » = 6. Assume 3 = » g 6. Let E = (el5 e2, • • • , e") be a set of basis vectors of a lattice Gn. Stage 1 of the reduction algorithm consists in successively replacing each pair of distinct vectors in E by a reduced pair, using the reduction algorithm for n = 2. This replacement defines a unimodular transformation from E to new set of vectors E' and hence E' is a basis of G". This operation is repeated until no further reduction by pairs is possible. Stage 2 of the algorithm consists in examining for each /c-tuple (ej¡)iSisk the vectors Eí-i (±)C¡e,¡ where the values of C¡ are described in Section 2. If it is found for some combination of ± signs and C¡'s and for some e,,. that |e;,| > E (±)c¡ei, the vector e,-,. is replaced by the vector e,',. = E*-i (±)C;e,, (the transformation from E = (e{)tSiSn to E' = (el5 e2 • • • , ej., • • ■ , e") is unimodular). Stage 1 of the algorithm is repeated on E'. The algorithm must terminate after a finite number of steps, since if a basis is altered by an operation in stages 1 or 2, the alteration consists in replacing a vector with integer coordinates with a shorter vector having integer coordinates.
Remark. In the initial consideration of the problem of finding reduced bases for n > 2, the search technique suggested by Coveyou and MacPherson [3] was considered with some modifications suggested in van der Waerden [12] . Without preliminary reduction it was found in a typical example (of the type discussed in this paper) about 1019 vectors would have had to be examined to find the shortest nonzero vector. Techniques used in crystallography were also considered (see Azároff and Buerger [1] and Roof [10] ). Tests showed that these techniques were unsatisfactory for our purposes, due to lack of precision and the amount of search required.
Finding Bases for Multiplicative Congruential Pseudo-Random
Points. To apply the reduction algorithm to the determination of reduced bases for pseudorandom points of the form (3) or (5), it is necessary to find a basis of these points. The method of finding a basis is illustrated by an example.
Consider the example of the generator (1) 
• ci - The figure of merit provides some measure (neglecting angle) of the departure of the reduced cell from "squareness." x.xx -Oa means x.xx-10_a. The angles refer to angles between the edges. Angles between higher-dimensional fiats have not been calculated, but it might be useful to do so. Each row of the tables lists the components of a vector.
It is seen from these tables that multipliers of simple structure, such as 5 or 217 + 5 produce lattices of points which depart greatly from a uniform distribution throughout the cube. Multipliers of more complex structure, such as 515 or the "randomly" selected multiplier 273673163157 produce better lattices. A typical time for the computation of a table on Maniac II was 20 minutes. The CDC 6600 is perhaps 8 times faster than Maniac II.
It is hoped that more examples with a more complete discussion can be presented in the future.
8. Connection Between Lattices of Pseudo-Random Points and the Theory of Discrepancy. Zaremba [15] , Schmidt [11] , and others (see references in [11] and [15] ) have discussed the notion of the discrepancy DiS) of a finite number of points S in the unit cube /" C FZ. The quantity D(S) can be used to estimate the error in the evaluation of a multidimensional integral. As an example, \lf(x, v) is of bounded variation in the sense of Hardy and Krause over I2 and S = (x0, ■ • • , Xjv-i) is an arbitrary sequence of points in I2, then / fix) dx -N'1 S2 fixk) = V2if)DiS)+ Vifix, l))DiX) + Vifil,y))DiY), where V and V2 denote one-and two-dimensional variation and X and Y are projections of 5 on the x and v axis respectively. Roth (see [15] ) has proved that, for FZ, DiS) ^ C"Ar1(log ]V)("-1,/2 for some constant C".
It seems to be a reasonable conjecture that if the figure of merit (see Section 7) of a lattice Gn is very small, then Z)(Gn C\ In) is large. Conversely, if the figure of merit is near 1, Z)(G" C\ 7") is small.
It should be remarked that the application of this lattice theory to much shorter segments of the full period of the generator sequence depends on the extent to which the lattice properties are reflected in the segments.
