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Abstract
Within the Schro¨dinger Electric Representation we analytically calculate
the complete set of wave functionals obeying Gauss’ law with static sources in
a general representation of SU(2) in (1+1)-dimensions. The effective potential
is found to be linear in the distance between the sources with the string tension
depending on the polarization of the solution.
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I. INTRODUCTION
In (1+1)-dimensional Yang-Mills theory the Hamiltonian is non-dynamical since there are
no transverse degrees of freedom. For the temporal gauge the wave functional is determined
from the Gauss’ law constraint. In the case that we insert into the theory static sources,
the Hamiltonian remains the same, but the Gauss’ law is appropriately modified. The
Wilson line of the vector potential is the only known solution satisfying the modified Gauss’
law in the coordinate Schro¨dinger representation. In this work we deal with the problem
in the momentum representation and we derive all the solutions for static sources in a
general representations of SU(2). In particular, for sources in the j representation, 2j + 1
independent solutions are found and the corresponding string tension is calculated. It is not
possible to arrive at these solutions by straightforwardly Fourier transforming the Wilson
line solution of the coordinate representation. However, we obtain that a superposition of
our solutions possesses the same energy eigenvalue as the Wilson line.
II. SCHRO¨DINGER REPRESENTATION
The action of pure Yang-Mills is given by
S := −
1
2
∫
dxdt tr (FµνF
µν) , (1)
where µ, ν run from 0 to 1 and F is the field strength given by
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] , (2)
where Aµ = A
a
µT
a, with hermitian matrices, T a, belonging to a Lie Algebra and satisfying
[T a, T b] = ifabcT
c and tr(T aT b) = cδab, for c a positive number. We have set the coupling
constant g equal to one. Here we shall take T to belong in some representation of SU(2).
As we want to work in the Hamiltonian formalism, we choose the temporal gauge, A0 = 0,
so that no time dependent gauge transformations are allowed. We can set Aa1 ≡ A
a and
E1a ≡ Ea. The Hamiltonian is
H =
1
2
∫
dx(∂0A(x))
2 . (3)
We can choose the Schro¨dinger representation to materialize the quantization condition
[Aˆa(x), Eˆb(y)] = iδabδ(x− y) (4)
for E(x) being classically the “electric” field of the theory, i.e.
E1a(x) = F a01(x) = ∂0A
a
1(x)− ∂1A
a
0(x) + fabcA
b
0(x)A
c
1(x) (5)
which in the temporal gauge becomes Ea(x) = ∂0A
a
1(x). The quantization condition (4) can
be fulfilled for Eˆa(x) = −i δ
δAa(x)
and Aˆa(x) = Aa(x), that is the “A”-representation, or by
Aˆa(x) = i δ
δEa(x)
and Eˆa(x) = Ea(x) which is the “E”-representation. The Gauss operator
in the temporal gauge is given by
1
Gˆa(x) =
∂
∂x
δ
δAa(x)
+ fabcA
b δ
δAc(x)
. (6)
This operator acts on the functional space of states, an element of which can be written
as Ψ[A]. The Gauss’ law which results as a constraint from the equations of motion of the
theory reads
GˆaΨ[A] = 0 . (7)
In the case we want to insert n static point-like sources in the theory the Gauss’ law is
modified to the following
GˆaΨ[A] = −i
n−1∑
α=0
T (α)a δ(x− xα)Ψ[A] (8)
where xa are the spatial coordinates of the sources. The functional Fourier transformation
of a general functional is defined as
Ψ˜[E] =
∫
DA exp
(
−i
∫
EaAa
)
Ψ[A] (9)
Using the inverse of this definition we can find the action of the Gauss operator on a func-
tional, Ψ˜[E], to be(
∂
∂x
Ea − ifabcE
b δ
δEc
)
Ψ˜[E] = −
n−1∑
α=0
T (α)a δ(x− xα)Ψ˜[E] . (10)
The Hamiltonian operator in the “A”-representation is
Hˆ =
1
2
∫
dx
(
−i
δ
δAa
)2
(11)
and the “E”-representation is given by
Hˆ =
1
2
∫
dx (Ea)2 (12)
that is it acts multiplicatively. We see that the Hamiltonian equation does not describe any
dynamics, so the wave functional needs to satisfy only the Gauss’ law.
For example for the free SU(N) case the Gauss’ law without sources is
GˆaΨ[E] =
(
∂
∂x
Ea − ifabcE
b δ
δEc
)
Ψ[E] = 0 (13)
and the wave functional satisfying it is [1] [2]
Ψ[E] =
∏
x
δ(|E(x)| − ρ) exp
(
−
1
c
∫
dx tr(Eg′g−1)
)
(14)
where |E| is the magnitude of the electric field, ρ is a constant number, g is an element of
the gauge group SU(N) defined from the general decomposition of E as E = gKg−1, K
belongs to the corresponding algebra, and the prime stands for differentiation with respect
to space. As g′g−1 is always anti-hermitian the exponential is a phase factor. What the
delta function does is to make the magnitude of the electric field constant with respect to
x. This can be seen when (13) is contracted with Ea and the antisymmetry of fabc is used.
This is equivalent to having the matrix K independent of x. Also trK2 = trE2 = cρ2.
2
III. WAVE FUNCTIONAL
We can construct the wave functional for sources, Ta, belonging in the fundamental
representation of SU(2). For this purpose we use instead of the coordinates of the electric
field E1, E2 and E3, their spherical decomposition,
E1 = |E| cosα sin β E+ = E1 + iE2 = |E|e
iα sin β
E2 = |E| sinα sin β or E− = E1 − iE2 = |E|e
−iα sin β
E3 = |E| cos β E3 = |E| cosβ
(15)
The differential generators of the angular momentum of a point particle are
Ja = −iεabcEb(x)
δ
δEc(x)
(16)
or in the new coordinates
J+ = J1 + iJ2 = e
iα
(
δ
δβ
+ i cot β
δ
δα
)
J− = J1 − iJ2 = e
−iα
(
−
δ
δβ
+ i cot β
δ
δα
)
J3 = −i
δ
δα
(17)
In the fundamental representation we choose the Ta matrices to be written in terms of the
Pauli matrices
σ3 =
(
1 0
0 −1
)
, σ+ = σ1 + iσ2 = 2
(
0 1
0 0
)
, σ− = σ1 − iσ2 = 2
(
0 0
1 0
)
(18)
as Ta = −iσa/2. From the solution of the homogeneous Gauss’ law we can guess that the
wave functional satisfying (10) can be of the form
Ψ[E] =
∏
x
δ
(
|E(x)| − kθ(x− x0)− ρ
)
× eiΩ ×W (19)
where k and ρ are constants, W is a (2×1) column with entries functions of E(x0), the
electric field at the point x0, and θ(x − x0) is the step function at the point x0 given in
Figure (1). For Ω we can take an explicit form of i
c
∫
dx tr(Eg′g−1) as Ω =
∫
dx|E| cosβ α′
for the matrix, K, being fixed on the third direction. Substituting (19) into Gauss’ law (10)
for fabc = εabc we get
∏
x
δ
(
|E| − kθ(x− x0)− ρ
)
×W ×
(
E ′ae
iΩ − iεabcEb
δeiΩ
δEc
)
−
∏
x
δ
(
|E| − kθ(x− x0)− ρ
)
eiΩδ(x− x0)iεabcEb(x0)
∂W
∂Ec(x0)
=
= −
∏
x
δ
(
|E| − kθ(x− x0)− ρ
)
eiΩ
σa
2
Wδ(x− x0) (20)
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We can evaluate the first part of expression (20), which gives the following components
(E ′3 + J3)e
iΩ = 0 , (E ′+ + J+)e
iΩ = |E|′
eiα
sin β
eiΩ , (E ′− + J−)e
iΩ = |E|′
e−iα
sin β
eiΩ (21)
Substituting into relation (20) the delta function with respect to the magnitude of the electric
field will force the relation |E(x)|′ = kδ(x− x0), so that we get the following equations
k
eiα
sin β
∣∣∣∣∣
x0
W + J+|x0W = −
σ+
2
W (22)
k
e−iα
sin β
∣∣∣∣∣
x0
W + J−|x0W = −
σ−
2
W (23)
J3|x0W = −
σ3
2
W (24)
Relation (24) gives the α(x0) dependence of the W components, while in order (22) and
(23) to be compatible we need to choose k = ±1/2. The unique solutions for the system are
W =


e−iα/2 cos β
2
∣∣∣
x0
eiα/2 sin β
2
∣∣∣
x0

 for k = −1/2 and W =


−e−iα/2 sin β
2
∣∣∣
x0
eiα/2 cos β
2
∣∣∣
x0

 for k = 1/2.
Also equations (22) or (23) could tell us that the sign in front of the matrix σ in the Gauss’
law has to be negative.
In the case we want to solve the Gauss’ law with two conjugate sources
GˆaΨ[E] = −TaΨ[E]δ(x− x0) + Ψ[E]Taδ(x− x1) (25)
we need to insert in the wave functional the following delta function
∏
x
δ
(
|E| − k(θ(x− x0)− θ(x− x1))− ρ
)
(26)
which “forces” the magnitude of the electric field to take the form as in Figure (2). As now
the part of the wave functional with x1 dependence multiplies the source-matrix from the
left, it needs to be a (1× 2) row and can be found to be the hermitian conjugate of the W
solutions found above. Following the same steps as before we see that the complete wave
functional for, e.g. k = −1/2, is given by
Ψ[E] =
∏
x
δ
(
|E(x)|+
1
2
(θ(x− x0)− θ(x− x1))− ρ
)
× ei
∫
dx|E|α′ cos β ×


cos β(x0)
2
cos β(x1)
2
e−
i
2
(α(x0)−α(x1)) cos β(x0)
2
sin β(x1)
2
e−
i
2
(α(x0)+α(x1))
sin β(x0)
2
cos β(x1)
2
e
i
2
(α(x0)+α(x1)) sin β(x0)
2
sin β(x1)
2
e
i
2
(α(x0)−α(x1))

 (27)
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IV. THE STATIC QUARKS POTENTIAL
The potential energy of the configuration of the two static sources is given by
E =
1
2
∫
dx
∫
DE tr
(
Ψ+[E]Ψ[E]
)
E2a(x)−
1
2
∫
dx
∫
DE tr
(
Ψ+v [E]Ψv[E]
)
E2a(x) (28)
where Ψv[E] is the vacuum functional (without sources)
Ψv[E] =
∏
x
δ(|E(x)| − ρ)× eiΩ . (29)
Using the relations W+ ·W = 1 and (eiΩ)+eiΩ = 1 we get
E =
3
2
g2
∫
dx(k2 + 2kρ)(θ(x− x0)− θ(x− x1)) (30)
where we have reintroduced g in order to restore the dimensionality of the energy. The
factor 3 is due to the summation over all the directions of the matrix K. If k = 1/2 then in
order to minimize the energy we need to choose ρ = 0 which makes the vacuum energy zero
and
E =
3
8
g2(x1 − x0) (31)
which is an attractive potential proportional to the distance of the sources (see Figure (3a)).
For k = −1/2 we should choose ρ = 1/2 so that
E = −
3
8
g2(x1 − x0) (32)
which is a repulsive potential (see Figure (3b)), but the vacuum energy becomes infinite.
These potentials can be reproduced in the “A”-representation by special configurations of
Wilson lines; the first one with a path joining the two sources, while the second, with
two semi-infinite paths connecting x0 with −∞ and x1 with +∞ (see [3]). The attractive
potential gives the well known confinement result. As we have seen, the repulsive one needs
an infinite subtraction to give a finite answer, due to the non-vanishing field configuration
at infinity, so it does not have a physical analog.
V. SOURCES IN A GENERAL REPRESENTATION
We can work out the case of sources belonging to a general representation of SU(2) quite
easily with the use of the Wigner functions. Let us study the Gauss’ law of the form
(
E ′a − iεabcEb
δ
δEc
)
Ψ[E] = −TaΨ[E]δ(x− x0) (33)
where Ta’s belong to the j representation of SU(2). The generalization to many sources is
easy as the sum of many sources at different points in space will lead to a direct product of
the corresponding columns for each point. For E belonging to any representation of SU(2)
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we can decompose it in general as E = gKg−1 for g an element of SU(2) group and K a
matrix belonging to the algebra. For a solution of the form
Ψ[E] =
∏
x
δ
(
K(x)− K˜θ(x− x0)
)
× eiΩ ×W(E(x0)) (34)
with the real phase Ω = i
c
∫
tr(Eg′g−1), relation (33) becomes
∏
x
δ
(
K(x)− K˜θ(x− x0)
)
×W × eiΩ ×
(
E ′a + εabcEb
δΩ
δEc
)
−
∏
x
δ
(
K(x)− K˜θ(x− x0)
)
× eiΩ × iεabcEb
∂W
∂Ec
δ(x− x0) =
= −Ta
∏
x
δ
(
K(x)− K˜θ(x− x0)
)
× eiΩWδ(x− x0) (35)
The term in the parenthesis on the left hand side gives
E ′a(x) + εabcEb
δΩ
δEc(x)
=
1
c
tr(gK ′g−1Ta)−
i
c
tr
(
K ′g−1εabcEb
∂g
∂Ec(x)
)
(36)
Substituting into (35) we finally have the following equation evaluated at the point x0
1
c
W tr
(
K˜g−1 (Tag + Jag)
)
+ (TaW + JaW) = 0 . (37)
For solving this equation with respect to W we shall use the properties of the Wigner
functions, Djm′m(α, β, γ) (see e.g. [4]). They represent a general element of the SU(2) group
in the general j representation. In addition they satisfy the following properties. For the
differential generators, Ja, of the SU(2) group
J+ = e
iα
(
i cotβ
∂
∂α
+
∂
∂β
−
i
sin β
∂
∂γ
)
J− = e
−iα
(
i cotβ
∂
∂α
−
∂
∂β
−
i
sin β
∂
∂γ
)
J3 = −i
∂
∂α
(38)
which give the angular momentum of a rigid body, we have
JaD
j(α, β, γ) = −TaD
j(α, β, γ) (39)
as well as
J 2Djm′m(α, β, γ) = j(j + 1)D
j
m′m(α, β, γ) ,
J3D
j
m′m(α, β, γ) = −m
′Djm′m(α, β, γ) ,
P3D
j
m′m(α, β, γ) = −mD
j
m′m(α, β, γ) (40)
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for J 2 = (J+J− + J−J+)/2 + J
2
3 = J
2
1 + J
2
2 + J
2
3 and P3 = −i∂/∂γ. For the particular
representation of Ta satisfying (39), we have that c = j(j + 1)(2j + 1)/3. The first step will
be to identify the general element, g, of the SU(2) with the Wigner function Djm′m(α, β, γ).
As in relation (37) the operators Ja do not include differentiation with respect to γ, it is
convenient to write the operators Ja as
Ja = Ja + ΓaP3 (41)
for Γa being zero for a = 3 and e
±iα/ sin β for a = ±, so that the following equation holds
(Ta)m′nD
j
nm(α, β, γ) + JaD
j
m′m(α, β, γ) = ΓamD
j
m′m(α, β, γ) (42)
and equation (37) becomes
1
c
Γaδm′mK˜m′n D
−1 j
nk (α, β, γ)mD
j
km(α, β, γ)W+ (TaW + JaW) = 0⇒
1
c
Γa
j∑
m=−j
mK˜mmW + (TaW + JaW) = 0 (43)
The matrix K˜ could be any constant element of the algebra, so via a gauge transformation
we can make it equal to kT3 and we eventually have
∑j
m=−j mK˜mm = k j(j + 1)(2j + 1)/3
and
k ΓaW + (TaW + JaW) = 0 (44)
which is solved for a column vector W(s) of the form
W
(s) = Djms(α, β, γ=0) (45)
for a given fixed s. This fixes also the value of k to be k = −s. For example in the case of
the fundamental representation we have j = 1/2 and s = ±1/2 so that k = ∓1/2, which
agrees with the previous result.
We can calculate for the wave functional Ψ(s)[E] = exp(iΩ)
∏
x δ
(
|E(x)|+ k(θ(x− x0)−
θ(x− x1))− ρ
)
W
(s)(x0)⊗W
(s)+(x1), the string tension, σ for the static potential, E , in the
general representation j, i.e.
E = σ(s)(x1 − x0) . (46)
As the D matrices are unitary, W(s)+·W(s) = 1, so the same consideration as in the previous
section is applied. If k is greater than zero, then ρ should be zero and the string tension
is σ(s) = 3
2
g2s2 or in the case k is less than zero then ρ = −k and σ(s) = −3
2
g2s2. We see
that σ(s), as well as the particular solution W(s), depends on the representation in which
the sources belong and are characterized by s ranging from −j to j.
It is interesting to see how these solutions are related with the well familiar Wilson line.
In the “A”-representation we know that the path ordered exponential
W [A] ≡ Pe
i g
∫
x1
x0
dxAaTa
(47)
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satisfies the Gauss’ law with two conjugate sources in the j representation. Using the
Hamiltonian (11) we find that the effective potential of the system of the two quarks is
EA =
1
2
g2C2 (x1 − x0) (48)
where C2 is the quadratic Casimir operator given by C2 = j(j + 1) in the j representation.
It is easy to find which functional in the “E”-representation gives the same string tension as
the Wilson line. We notice the similarity of our setup to the quantum mechanical angular
momentum, where E is interpreted as the angular momentum vector J , and the static
potential E (apart from the x dependence) as the expectation value of J2 with respect to
the state |s, J〉, where s is the magnetic quantum number. In order to obtain the expectation
value j(j + 1) from J2 we need to take the average state over all spatial directions of J ,
which is equivalent with an average over all values of s, i.e.
∑
s | s, J〉. In this spirit we
define in the “E”-representation the average Ψ¯ as
Ψ¯[E] ≡
j∑
s=−j
Ψ(s)[E] (49)
where the index s labels the independent solutions with different polarizations. Using the
orthogonality of the states Ψ(s), it is easy to derive the effective potential for the Ψ¯ state
EE =
1
2
g2C2 (x1 − x0) . (50)
The string tension is also proportional to the quadratic Casimir operator which is an impor-
tant common feature of the two representations [5]. In addition we see that in the case we
take x1 ≡ x0 the solutions in the two representations are both proportional to the identity.
Therefore we conjecture that Ψ¯ is the functional Fourier transformation of the Wilson line
(47). Finally, we point out that in the procedure of solving the Gauss’ law in the “E”-
representation with sources, we were forced to choose for W a column decomposition of D
and not the whole D matrix as happens in the “A”-representation, which gave us 2j + 1
independent solutions.
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FIG. 1. Step function θ(x− x0).
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FIG. 2. The magnitude of the Electric field, |E|.
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FIG. 3. |E|2 after minimization of the energy (ρ = 0).
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FIG. 4. |E|2 after minimization of the energy (ρ = −k).
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