A concise description of an application's communication pattern is often useful, for example, as an efficient way to communicate application behavior to a system vendor. Several existing performance analysis tools can capture aspects of an application's communication behavior such as which processes communicated with which others and the communications operations they used. However, a human with a high degree of expertise is still required to recognize and characterize common communication idioms within the performance data collected by those tools. To simplify this characterization for non-experts, we have developed an approach for automatically characterizing a MPI application's communication behavior. We use the mpiP profiling tool to collect information about an application's communication topology and message volume. We then use a post-mortem search-based analysis to compare the application's observed communication pattern against a library of common communication patterns. By comparing the result of the various search paths, our approach identifies the combination of patterns that best matches the observed behavior. To evaluate our approach, we applied it to a synthetic example communication matrix and communication matrices obtained from two scientific applications. We determined that our automated approach was highly effective in characterizing the communication patterns represented in the matrices.
INTRODUCTION
Contemporary extreme-scale computing systems use a variety of interconnection networks [30, 8, 2, 1] that represent different design choices in terms of performance, manufacturability, reliability, power, and cost. These design points are realized with balanced choices in multiple factors: component integration, optical and electrical communication technologies, and topology complexity. Recent reports [18, 6] predict that future system architectures must continue to make tradeoffs in these factors, so it is more important than ever to make judicious choices to ensure that future networks match the requirements of their applications. Clearly, knowing these requirements is a critical first step to this design process, and being able to communicate these requirements among stakeholders greatly increases the likelihood that the final design will truly satisfy application requirements.
In this regard, researchers including application developers, computer architects, and performance engineers need accurate, concise, scalable, and flexible methods and metrics to describe application communication patterns [33, 25, 31] . Without such concise descriptions, architects are typically forced to use overly-simplistic descriptions of communication workloads, or use massive communication trace files on small scale systems to represent application workloads. Producing these concise descriptions is often difficult, however. Tools like the Tuning and Analysis Utilities [26] (TAU), SCALASCA [9] , and mpiP [20, 32] capture performance data about an application's communication behavior in event traces or profiles and may even be able to visualize the captured data, but recognizing even common communication patterns in these visualizations requires a high degree of user expertise.
Contributions
To address this challenge, we have developed an approach for automatically characterizing an application's communication behavior. Our approach focuses on HPC applications that use the Message Passing Interface [10, 11] (MPI); we use the mpiP performance tool [32, 31] to capture information about how an application communicates, including its communication topology and message volume. We, then, use object recognition algorithms to compare the captured data against a library of common communication patterns to identify the pattern (or combination of patterns) that best explains the target application pattern. In addition to identifying these pattern(s), our approach reports a residual metric describing how closely the reported patterns match the observed behavior.
Specifically, the contributions of this work include the following:
• A novel approach for automatically characterizing a MPI application's communication behavior;
• A prototype implementation that works on scalable, real-world applications;
• A thorough discussion of a communication pattern characterization example using a synthetic communication pattern matrix; and
• Case studies of communication pattern characterization of the empirical behavior of two scientific applications.
The primary benefit of this work is in easing the recognition of common communication idioms exhibited in parallel applications, but in doing so we also define a concise language for representing these idioms and combinations thereof.
Approach Overview
Our approach for automatically recognizing parallel application communication patterns is inspired by object recognition strategies used in astronomy. When astronomers seek to identify a new object in the sky, or to see how a known object has moved, they sometimes use a technique called sky subtraction. In this technique, a known pattern is removed from an original image in the hopes that it will be easier to recognize interesting objects in the resulting image. For instance, given an image of the sky in the visual spectrum, an astronomer might remove the ambient background light by subtracting a constant amount of brightness from every pixel in the image. In the resulting image, objects that were only slightly brighter than the ambient background are often more easy to detect than in the original image.
We adopt this sky subtraction idea to recognize common patterns in an application's observed communication data. Starting with a communication matrix M such as the example shown in Figure 1a that contains data about an application's observed message volume and communication pattern, the approach searches for a combination of patterns that best explains the matrix data. In these matrix visualizations, the block at row i and column j is colored according to the amount of data that the process with MPI rank i transferred to the process with rank j. The approach attempts to recognize each pattern from its pattern library in the matrix M . If a pattern is recognized, such as the 8 × 8 two-dimensional nearest neighbor pattern shown in Figure 1b , its contribution is removed from M to produce a matrix M (Figure 1c) , and the pattern recognition step is repeated upon M . Because multiple patterns might be recognized at each search step, the search produces a results tree such as the one shown in Figure 2 that displays the results of characterizing the matrix from Figure 1a . In this results tree, a matrix is associated with each node and a communication pattern with each edge, such that the pattern associated with the edge between node N and N was recognized in node N 's matrix, and removing the pattern produced node N 's matrix. If no pattern can be recognized in a matrix, its node is a leaf, and the path from the tree root to that leaf defines a collection of patterns that can be removed from the original matrix to produce the leaf's matrix. Once the search is complete (i.e., no more patterns can be recognized in any of the matrices associated with tree nodes), the approach identifies a leaf node whose matrix exhibits the smallest residual value. The patterns along the path from the root to this leaf are the combination of patterns that best explains the original communication matrix. Figure 3 shows the intermediate matrices produced when recognizing and removing the patterns that best explain the Figure 1a matrix. These matrices correspond to the path drawn using thick red lines in the search results tree of Figure 2. Our approach identified six of the seven patterns used to produce the original matrix. The only pattern it did not recognize was the "garbage" pattern we used to place values randomly throughout the communication matrix. We have not yet implemented pattern recognition for this type of random pattern.
BACKGROUND
Our work on automatically recognizing common communication patterns builds on previous work on MPI performance tools and the characterization of scientific applications.
Oxbow
We recently began a multi-year application characterization activity. Our characterization approach uses a collection of tools we call the Oxbow tool set, and mpiP is one of the tools in this set. In our initial study [31] , we characterized the computation and communication behavior of twelve scientific applications and benchmarks. We were especially interested in the proxy applications being developed within the United States Department of Energy (DOE)'s Co-design Centers. When run, a "proxy app" is intended to mimic part (but not all) of a full application that is either not able to be distributed widely or is too expensive to run in its full form. For instance, the Nekbone proxy app is intended to mimic some aspects of the Nek5000 [21] fluid dynamics solver. Whereas Nek5000 is more general, Nekbone only includes a basic conjugate gradient solver. In our initial study, we considered how well the proxy applications represented their associated full applications. More generally, we considered which metrics describing an application's behavior were most useful for characterizing the application, and how to obtain those metrics efficiently.
mpiP
To collect information about an application's communication behavior, we use a modified version of the mpiP [20] lightweight profiling tool. This tool was originally developed to support an approach for analyzing the scalability of an application's communication [32] . The tool is implemented as a library containing functions that are interposed between an application and the MPI library at that library's profiling interface. The tool's versions of MPI functions collect statistics about the application's use of MPI operations that are reported when the application terminates. These reports can also be produced at other times to support collecting performance data for specific phases of the program's execution. Until recently, mpiP collected and reported statistical data about an application's communication from only a codecentric perspective. The tool tracked how much data was sent and received at each application call site and how long those operations took. This information was useful, but not sufficient, for our Oxbow application characterizations. For the Oxbow study, we modified mpiP so that its MPI interposition functions also track how much data is transferred from each application process to each other process. For example, when the application calls MPI_Send, our version of mpiP tracks not only how long the send operation took and how much data was transferred, but also the destination process. In addition to mpiP's traditional report, our mpiP version also generates several additional output files containing:
1. A matrix indicating the number of times each process sent data to each other process using MPI point-topoint operations;
2. A matrix indicating the number of bytes each process sent to each other process using MPI point-to-point operations; In file 1, the value at (i, j) indicates the number of times MPI rank i sent data to MPI rank j, and in file 2, the value at (i, j) indicates the amount of data sent from rank i to rank j. Taken together, these matrices can be used to compute the average number of bytes per transfer between any pair of processes. Figure 4 shows a visualization produced by VisIt [5] that displays average point-to-point communication volume information collected during a 96-process run of the Large-scale Atomic/Molecular Massively Parallel Simulator [23] (LAMMPS) on the Keeneland Initial Delivery System [29] with the EAM benchmark problem inputs. Also, the matrices in files 2, 4, and 5 can be combined to produce a single matrix that represents the amount of data transferred from each process to the others using any kind of MPI operation. Our automated communication pattern characterization approach can work on each file individual, or on the combined matrix as illustrated in Section 4. The count and volume information that mpiP represents using a matrix can also be represented as a directed graph whose vertices represent application processes and whose edges represent data transfers between processes. Because the application's communication pattern can be represented using these graphs, this data may be said to express the application's communication topology.
AUTOMATIC CHARACTERIZATION OF COMMUNICATION PATTERNS
Algorithm 1 shows the pseudocode for our approach for automatic characterization of application communication patterns. As presented here, the algorithm operates on a message volume matrix, but the algorithm is nearly identical when operating on an operation count matrix. For input, the algorithm takes a communication matrix M and a library L of communication patterns. The algorithm outputs the set of patterns and scaling factors that best account for the observed communication topology and message volume data in M , or a message indicating that the algorithm could Figure 1a . Each node is labeled with the residual metric computed for the matrix associated with that node. Each edge is labeled with the pattern recognized within the parent node's matrix and removed to produce the child node's matrix. Black triangles indicate subtrees elided due to space constraints. Nodes and edges drawn in thick red lines indicate the combination of patterns that best explain the original communication matrix data.
not identify any of its known patterns in the input matrix. In this section, we describe the algorithm and our initial implementation of it in detail. First, the algorithm uses search to determine which combinations of patterns it can recognize in the input matrix, maintaining the results of this search in a tree. It creates a tree root node for the input matrix (line 3) and calls the recursive Refine function on that root node to complete the search (line 4). Given a node, the Refine function (lines 17-30) attempts to recognize patterns in that node's matrix. If a pattern is recognized, the Refine function generates a "pure" pattern matrix (line 22) . This pattern matrix is the matrix that would result if an application only exhibited the recognized pattern. Pattern recognition and pattern matrix generation is described in more detail in Section 3.1. The Refine function then subtracts the pattern matrix from the node's matrix (line 23), and the resulting matrix is associated with a new node (line 24) that will become a child of the current node. The child node is attached to the parent node using an edge, to which the recognized pattern is associated (lines [25] [26] . Finally, the Refine function is called recursively on the new child node. Our prototype implementation of the search (see Section 3.4) is sequential, but because there are no dependencies between the search refinements rooted at each child, the search could be parallelized.
After building the search results tree, the algorithm traverses the tree to identify the tree leaf node whose associated matrix has the smallest residual (line 5; the FindSmallestResidual function is not presented here due to space limitations). This residual metric is discussed further in Section 3.2. Once a leaf with the smallest residual is identified, the algorithm walks the path from the leaf to the search results tree's root, collecting the recognized patterns from the edges along this path (lines 7-13) into a set that it outputs as the algorithm's result (line 14) . Note that the patterns in this set can be removed from the original communication matrix in any order to produce the matrix with the minimal residual. 
Patterns
Our automated communication pattern characterization approach uses a library of common communication patterns. For each pattern, the library entry contains the following information:
• Its name.
• A function Recognize(M) that attempts to recognize the pattern in the matrix M. If the pattern is recognized, the function returns the pattern's parameters. The parameters returned depend on the pattern. For instance, the Broadcast pattern returns the MPI rank of the Broadcast operation's root process and the amount of data that was broadcast. In contrast, the 2D Nearest Neighbor pattern returns the dimensions of the 2D Cartesian topology the application used, whether the application used periodic boundaries, and the amount of data transferred between pairs of processes. If the pattern is not recognized in the given matrix, this function returns an empty pattern parameter set.
• A function Generate(n, pattern_params) that generates a communication matrix that represents the "pure" pattern for n processes and the given pattern params. It is this pure pattern matrix that is subtracted from a search results tree node's matrix when a pattern is recognized within the Refine function.
The pattern library uses generator functions so that a pattern description is independent of the number of processes used to run the application. The collection of pattern names in the library define a language that can be used to describe the communication behavior of an application, in much the same way as the "Berkeley Dwarfs" [3] can be used to describe the algorithmic behavior of an application. The approach used for recognizing a pattern varies depending on the pattern. Recognizing some patterns is fairly easy. For instance, the broadcast pattern's Recognize function looks for a row in the matrix M whose elements are all non-zero, except for the element on M 's diagonal. If the function identifies such a row, it indicates the row number as the broadcast operation's root, and the minimum non-zero value of the row as the operation's scale-the amount of data broadcast. The pattern uses the minimum non-zero value as the scale because the scaled pure pattern, when removed from M , would produce a matrix M with negative values that are invalid given our definition of a communication matrix.
Other patterns are more challenging to recognize. For example, the 2D nearest neighbor pattern's Recognize function looks for the following criteria in the input matrix M : best patterns ← ∅ 7:
curr node ← min leaf 8:
while P arent(curr node) = ∅ do 9:
curr edge ← curr node.GetP arentEdge() 10:
curr pat ← curr edge. end for 30: end procedure • The ±1 diagonals (i.e., the diagonals just above and just below the matrix's main diagonal) are mostly nonzeros, but not entirely.
• There is a pair of ±x diagonals that are entirely nonzeros.
• The x identified by the previous criteria divides the number of processes evenly. This x is the number of columns in the 2D Cartesian topology, and nprocs/x is the number of rows.
• If the ±(nprocs − x) diagonals are entirely non-zeros, the pattern uses periodic boundaries.
Some of these criteria are intentionally vague, such as the requirement for diagonals to be mostly non-zeros, because they are used as lightweight checks to rule out the pattern as early as possible. These lightweight criteria also provide potential values for the pattern's parameters, such as the dimensions of the 2D Cartesian topology used. If all of these lightweight criteria are satisfied, the Recognize function uses these potential parameters and the pattern's Generate function to produce a pure pattern matrix to be used as a mask against M . For every non-zero value in the mask, Recognize checks whether the value at the same (row, column) coordinates in M is also non-zero. During this check, the Recognize function also tracks the minimum non-zero masked element in M , to be used as the pattern's scale if it is recognized successfully. If and only if all non-zero elements in the mask are also non-zero in M , the Recognize function returns the recognized dimensions, scale, and boundary periodicity as the pattern parameters.
Residual Metric
Algorithm 1 determines whether one collection of recognized patterns is better than another by comparing a residual metric computed for the resulting communication matrices. When computed for a matrix, this residual metric must indicate the amount of data that is not yet accounted for using known communication patterns. For our prototype implementation of Algorithm 1, we use a simple definition of the residual metric: the total data volume indicated by the matrix (i.e., the sum of the matrix elements). As evidenced by Figure 2 , the values of this residual metric can be quite large even for application runs with a modest number of processes, so to improve the user-friendliness of our implementation's interface these residual values may be expressed as percentages of the original matrix's residual value.
Recognition Order
The order in which patterns are recognized matters, both in terms of the quality of the algorithm's results and as a performance optimization. The approach attempts to recognize each pattern during each search step because the recognition and removal of one pattern's contribution can preclude the recognition of another pattern later. For example, the synthetic example matrix shown in Figure 1a was constructed by combining seven communication patterns, including two different 2D nearest neighbor patterns. However, the combination of these patterns also matches a 3D nearest neighbor pattern. If the characterization algorithm recognizes and removes the 3D pattern first, the algorithm is no longer able to recognize a 2D pattern in the resulting matrix. On the other hand, if it recognizes a 2D pattern first, it is able to recognize the second 2D pattern. The residual metric of the matrix produced by recognizing both 2D patterns is smaller than that of the matrix produced by recognizing only the 3D pattern. Situations like this are the reason our algorithm attempts to recognize all patterns at each step in the search and compares the residual metric for the resulting methods only when the algorithm can no longer recognize further patterns along each search path.
Although recognizing a pattern P1 instead of pattern P2 may preclude later recognition of pattern P3 as described in the example above, if both P1 and P2 are recognized, it makes no difference in which order they are recognized (P1 then P2 or vice versa). The algorithm as shown in Algorithm 1 does not attempt to optimize the search by eliminating search paths that represent permutations of paths that have already been searched, and explains why the search results tree shown in Figure 2 contains several paths that are permutations of each other. We leave this performance optimization for future work.
The quality and performance of the search are also affected in situations where a given pattern can be recognized in multiple ways. For example, if the communication matrix M includes an all-to-all communication pattern (called "many-to-many" in our prototype implementation), it is equally valid to recognize the pattern as one many-tomany operation, the combination of nprocs broadcast operations each rooted at a different application process, or the combination of nprocs reduce operations. The communication matrix itself does not contain enough information to determine which of these approaches were actually used in the application. However, recognizing this pattern as nprocs broadcast or reduce operations greatly increases the amount of time required to search for pattern combinations, and greatly increases the number of constituent patterns output by the algorithm, so we prefer to recognize and remove the many-to-many pattern first. Although line 19 of Algorithm 1 does not indicate that the Refine function attempts to recognize patterns in any order, our prototype implementation attempts to recognize the many-to-many pattern first. This is why the many-to-many pattern was recognized first in the search results shown in Figure 2. 
Implementation
We have implemented our automated communication characterization algorithm in a Python command line tool called AChax (with pronunciation similar to "Ajax"), for Automated Characterization. Each pattern is implemented as a Python class with instance methods Recognize, and Generate. To date, we have implemented the classes for the following patterns:
• Many-to-Many (i.e., all-to-all); • Broadcast; • Reduce; • 2D Nearest Neighbor; • 3D Nearest Neighbor; • 3D Wavefront (i.e., sweep) from a corner; and • Random (Generate only).
A class named AChaxer implements Algorithm 1. The program's singleton instance of this class builds its pattern library by creating an instance of each of the known pattern classes, and placing them in a Python list. The AChaxer object's implementation of the Refine method attempts to recognize the patterns in the order they appear in this list, so as described in Section 3.3, the many-to-many pattern instance is placed first in the list. The AChaxer object's Characterize method uses its Refine method to build the search results tree, and implements the FindSmallestResidual method to identify the leaf node whose matrix has the smallest residual metric value. Although the ordering of the patterns recognized to produce this smallest residual matrix does not matter, to support debugging the AChaxer object reverses the order obtained by walking from leaf to root before outputting its results, so that the output matches the order in which the patterns were actually recognized. The AChaxer object can optionally write output files that contain:
• The matrix identified as having the smallest residual; • A log of the actions performed during the automated search, including which patterns were tried and the pattern parameters of recognized patterns; • A DOT representation of the search results graph that can be visualized using the Graphviz dot command; and • A sequence of matrices showing the intermediate result of removing each recognized pattern until achieving the matrix with minimal residual.
An AChaxApp object implements the user interface to the tool. This object parses the command line, reads the input communication matrix, and outputs results. The NumPy [27] and SciPy [28] Python packages are used to implement matrix operations including the reading and writing of matrices to files, and both dense and sparse matrix representations are supported and used internally by the tool. Although this implementation is serial and the algorithm performs redundant work as described earlier in this section, the performance of this prototype implementation is still satisfactory. For instance, characterizing the communication patterns from a 216-process application run (detailed in Section 4.3) took less than 90 seconds on a four-year-old Macintosh laptop with 2.66 GHz dual core with 4 GB memory.
CASE STUDIES

Test System
We used the Keeneland Initial Delivery System [29] (KIDS) for our case studies. KIDS is a Georgia Institute of Technology cluster deployed at Oak Ridge National Laboratory. The system contained 120 HP ProLiant SL390 G7 compute nodes. Each compute node contained 24 GB memory, two Intel Xeon X5660 processors running at 2.80 GHz, and three NVIDIA M2090 GPUs. The nodes were connected with an Infiniband QDR interconnection network. The system used the CentOS 6.3 Linux distribution on its compute nodes. We used the Intel Composer XE 2013 SP1.1.106 (also reported as version 14.0.1) compilers to build and run the test applications, and OpenMPI 1.6.1 as the MPI library and runtime.
LAMMPS
LAMMPS is a molecular dynamics simulator, written in C++, that uses MPI for interprocess communication and synchronization. We obtained the LAMMPS source code from the project's Git repository, and used revision 42bb280c dated 2014-04-15. We modified the LAMMPS makefile to build on KIDS, and to link in our version of the mpiP library that produces communication topology matrix files. We ran LAMMPS with the EAM benchmark problem input file using 96 processes in a 4 × 4 × 6 3D Cartesian process topology.
When solving the EAM benchmark problem, LAMMPS uses MPI point-to-point operations in a 3D nearest neighbor communication pattern, and the MPI broadcast, allreduce, and scan collective operations. The broadcast operations are all rooted at MPI rank 0. The version of mpiP we used for this study models the rootless MPI allreduce operation as a reduce operation to rank 0, followed by a broadcast from 0 to all other operations. It also models the scan operation as a gather operation of data from all processes to rank 0, which then computes the scan result and scatters the result to all processes. This may not be how the underlying MPI implements these collective operations, but because mpiP operates at the MPI profiling interface, it has no information about the underlying implementation. Figure 5 shows visualizations of the communication matrix produced by mpiP for the 96-process LAMMPS run, the patterns recognized by AChax in this matrix, and the matrices produced by removing those patterns. To expose detail that would be hidden if the blue saturation color map of Figure 3 were used, this figure uses a heat map color palette with "hotter" colors (e.g., yellow, orange) indicating larger values and "cooler" colors (e.g., blue, purple) indicating smaller values. Zero values in the communication matrix are indicated using white blocks. As shown in the figure, AChax recognized the 3D nearest neighbor communication pattern, including the correct dimensions of the 3D Cartesion topology used. Because of the way mpiP models MPI Scan and MPI Allreduce, AChax cannot distinguish between these operations and MPI Bcast and MPI Reduce, and has recognized the communication as the latter pair of patterns. Lacking more information about how the MPI library implements its rootless communication operations, and having mpiP expose that information, the resulting patterns reported by AChax are equivalent as far as their usefulness. We can express the LAMMPS communication behavior using the following expression, using the scale of each recognized pattern as a coefficient: The error in this expression, visualized as a communication matrix, is shown in Figure 5d . At first glance, the residual matrix produced by removing all recognized patterns (Figure 5d ) makes it appear as if AChax did not correctly determine the scale of the 3D nearest neighbor pattern, because the residual pattern appears to match the pure 3D nearest neighbor pattern. In fact, AChax did recognize the scale correctly: after removing the recognized pattern, there is a zero element (circled in the figure) in one of the diagonals that must be non-zero for a 3D nearest neighbor pattern. The residual matrix produced by AChax after removing recognized patterns provides the interesting insight that not only does LAMMPS use a 3D nearest neighbor communication pattern, the amount of data LAMMPS communicates between neighbors varies. The coloration of Figure 5d indicates that for the input problem we used, the LAMMPS nearest neighbor communication transferred more data in some dimensions than others. More data was sent by process with rank i to its neighbors with rank i ± 1 (yellow blocks in the figure) than to its neighbors along the next dimension (blue blocks in the figure), and that more than to its neighbors along the final dimension (purple blocks in the figure) . Furthermore, the amount of data sent by each proces to its neighbor along that third dimension varies, as indicated by the fact that removing the recognized pattern with its constant scale caused only one of the would-be-purple blocks to have a zero value. If all processes communicated the same amount along this dimension, the resulting matrix would have no non-zeros in these diagonals, and the purple-colored blocks in Figure 5d would not be there.
LULESH
The Livermore Unstructured Lagrangian Explicit Shock Hydrodynamics application [13] (LULESH) is a proxy application meant to approximate a typical hydrodynamics model such as ALE3D [22] . LULESH is one of the applications being used for hardware/software co-design within the U.S. Department of Energy's Exascale Co-Design Center for Materials in Extreme Environments [7] . Unlike a full application, LULESH solves a specific, hard-coded problem. We used LULESH version 2.0.3 [14] . This version is written in C++ and can be built for serial execution or parallel execution using MPI or MPI+OpenMP. We ran LULESH on KIDS with 216 processes in a 6 × 6 × 6 3D process topology.
LULESH uses a limited number of MPI communication operations: non-blocking point-to-point sends and receives, and the reduce and allreduce collective operations. Nevertheless, LULESH exhibits interesting communication patterns for AChax to characterize. Interestingly, the residual matrix ( Figure 6e ) exhibits a communication pattern for which there is not yet a pattern in AChax's pattern library. The pattern is regular and has hallmarks of a near-neighbor (but not necessarily nearest) pattern. The AChax pattern library is not considered complete, and identifying this pattern and adding a pattern recognizer and generator for it is one of our near-term future AChax work activities.
RELATED WORK
Researchers have long recognized the need to characterize communication patterns. For example, Kim and Lilja [17] characterized the communication patterns of several message passing applications and benchmarks from the NAS Parallel Benchmark suite, to study whether the benchmarks' behavior was similar to that of the applications. Karlsson and Brorsson [15] performed a similar study of a few applications to contrast their communication behavior when implemented using message passing and shared memory. More recently, Raponi et al [24] performed a similar study of applications and benchmarks from the Sequoia benchmark suite and from Argonne National Laboratory's workload. Although each of these studies produced useful information about the communication behavior of scientific applications, none used automated methods to characterize the communication behavior.
The communication pattern characterization approach that is most similar to ours is described by Kerbyson and Barker [16] . Both approaches perform automated characterization of application communication patterns by matching observed communication data against a library of known communication patterns. Both approaches dynamically produce a pattern mask and compare it to the observed communication data when attempting to match a pattern, and neither approach has support (yet) for identifying the patterns produced when a subset of all application processes communicate. Nevertheless, there are several substantial differences between the two approaches. Whereas their work considers only point-to-point communication, ours supports patterns produced using both point-to-point and collective operations. Their approach indicates only that a pattern was matched, whereas ours identifies how much data was transferred for each matched pattern. Their approach matches patterns on a per-call-site basis, and requires manual application instrumentation to identify those call sites. In contrast, our approach uses an automated search through a pattern space to identify the combination of patterns that best explains the application's communication behavior. Our approach does not require source code modification, but the mpiP application programming interface can be used to limit the collected communication data, and thus the communication pattern characterization, to a specific application phase or even a specific call site if desired.
Our approach draws on techniques used in automated performance analysis. For example, Miller et al [19] presented a search-based approach for automatically analyzing the computation and communication behavior of a running application to identify performance bottlenecks. Bhatia et al [4] presented an automatic analysis of application communication behavior, but their analysis sought to identify the cause of communication performance problems rather than to characterize the communication patterns used by the application. Unlike our work whose goal is to characterize application behavior (specifically communication behavior), this earlier research focuses on the complementary goal of automatically identifying the causes of application performance problems. He et al [12] presented an automated compiler-based approach for recognizing performance idioms, or common scientific computing patterns, in several of the NAS Parallel Benchmark suite. Although that work suggests detection of idioms that include both computation and communication, the paper provides no detail about recognition of communication patterns, whereas that is the focus of the work presented in this paper.
SUMMARY
In this paper, we described a novel approach for automatically characterizing a parallel application's communication behavior. Our approach uses a search algorithm with a library of known communication patterns to identify the pattern, or combination of patterns, that best explain the application's communication behavior. AChax, our implementation of the approach, applies our characterization algorithm on files produced by mpiP that contain information about an application's topology and message volume in the form of a communication matrix. In case studies using a complex synthetic communication matrix and matrices captured from the LAMMPS and LULESH scientific applications, we demonstrated the efficacy of our approach in automatically identifying the applications' communication patterns.
Going forward, we plan to improve the efficacy of our automated characterization approach by implementing support for the recognition of more types of communication patterns such as wavefront patterns, by researching whether image recognition techniques can improve or simplify pattern recognition, and by adding support for applications that use sub-communicators. We also plan to improve the performance of our search by implementing techniques for pruning the search when it determines it is attempting to search a permutation of patterns that have already been attempted, and by parallelizing the search.
