INTRODUCTION
-fading channel. The K-user synchannel has matched filter outputs [eT(l),...,eT(N)IT is defined as an error sequence. The union bound on error probability, which is a sum over the entire set of error sequences, can be tightened by removing those error sequences that are redundant. Decomposable sequences were defined in 121. Without loss of generality, we will assume that the "all -1's" sequence is transmitted, so that the error sequences have elements in (0,l). For the GM decoder, the set of all error sequences consists of sequences whose mth subsequence is a single-user error sequence for the mth user's code. Because the decoder does not know the other users' codes, the remaining error symbols are unconstrained.
Note that a sufficient (deterministic) condition for orthogonal decomposability is that el(i) = 0 for all i where e2(i) # 0, or viceversa. Let us consider an error sequence that is non-zero in at least one time-interval where the mth user's error symbol is zero. Such a sequence can be orthogonally decomposed into the sum of two sequences, one which is zero in every time-interval where the mth user's error symbol is zero, and one which does not affect the mth user. The result is that for our upper bound on error probability, we count only those error sequences whose mth subsequence is a singleuser error sequence, and is zero in the intervals where the single-user error sequence is zero. The simplicity of the characterization of such sequences allows us to obtain the bound in terms of the single-user generating function for user m.
IV. ERROR PROBABILITY BOUND
Let the mth user's rate k / n convolutional code have generating function T ( X , Y ) defined in [3] . For the GM decoder, our generating-function upper bound can be shown to be . . , 2K-1 are K x K diagonal matrices with diagonal elements E (0,l) with the mth diagonal element fixed to be one.
