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1. INTRODUCTION 
Let 11 E N. Let f be a function of the n + 1 real variables t, x := (x1 ,..., x,) 
with values in [w”. Let f E CO(I)(f)), D(f) = [0, l] x {X E W / I x I < l} and 
without loss of generality 
sup If (t, 41 < 1 for (t, x) E D( f ). (1) 
In [14] (cf. also [12, 15, p. 119]), P eano has proved the following theorem. 
THEOREM 1. The initial value problem 
x’(t) =f (4 x(t)) (t E [O, ll>, x(0) = 0 (2) 
has at least one solution. 
In the present paper a new proof for this theorem is given. In order to describe 
in what sense a proof of this famous theorem can be new let us begin with a 
close examination of the proofs of Theorem 1 found in the literature. This 
discussion is divided into seven parts, each of which refers to a property of such 
proofs which we have found to be useful. 
A. No Use of Integrals 
One of the most important special cases of Theorem 1 is undoubtedly the 
following: Every function v continuous in the interval [0, l] has at least one 
primitive (uniqueness follows from Remarks 2 and 3 below). The importance 
of this corollary lies in the fact that, once a primitive @ of v is known, the 
definite integral si y(t) dt can be defined by the difference @(b) - @(a). It is 
clear that this requires a proof of Theorem 1 avoiding the notion of the definite 
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integral1 (This need rules out all proofs of Theorem I that are based on fixed- 
point theorems.) 
B. Euler-Cauchy-Lipschitz Polygon Method 
In his own proof Peano needs no previous knowledge of any theory of definite 
integration. He employs the Euler-Cauchy-Lipschitz polygon method instead. 
The idea of this method consists in considering a suitably chosen Euler polygon 
as an “approximate solution” of (2) and in obtaining the solutions of (2) as 
limits of sequences of such approximate solutions. 
C. Dz#erence Quotient 
There are several possible ways to make the idea of an approximate solution 
precise. Let x be an approximate solution of (2). Then it is natural to regard 
the expressions 
1 x(t) - SU’ fh 4~)) dT 1 
or 
i X’(t) -f(& x(t)>i 
as a measure of approximation. But these two expressions are not in line with 
our requirements A and B, the first because we want to avoid the use of integrals, 
the second because we want to use Euler polygons whose derivatives are not 
everywhere defined.2 The present paper, therefore, centers around a third 
measure of approximation, viz. 
1 
X(T) - x(t) -- 
7-t - f(t, x(t)) 1 (4 7 E [O, 11, t # T). 
D. Special Arrangement of Proof 
All proofs under discussion can be split up into two parts, a and b, containing, 
among other things, the application of Arzell-Ascoli’s lemma (part a) or an 
assertion on the relationship between the measure of approximation and the 
degree of fineness of an Euler polygon (part b). Both orders, viz., ab and ba, 
r Such a proof has been called “elementary” in [7, p. 221. But simply avoiding the 
notion of the definite integral is not enough: The above-mentioned definition can be 
considered as a serious alternative to the usual one only if the new proof of Theorem 1 
meets the requirements of undergraduate instruction regarding simplicity and trans- 
parency. 
2 In principle, one-sided derivatives could be used in this connection (cf. [S, p. 451). 
but this notion does not meet our desire for simplicity. 
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are possible; but the second shows more clearly which part of the proof is 
independent of Arzell-Ascoli’s lemma.3*4 
Additional advantages can be derived from the following two devices. 
E. Equidistant Partitions 
There is, indeed, no reason why one should take partitions which are not 
equidistant. But in the case of Euler polygons corresponding to partitions into n 
equal subintervals of the interval [0, l] the Kth division point or the division 
point next to the general point t can be expressed by the closed terms k/n or 
[nt]/n, respectively, although this is not always done in the literature! [S] 
denotes the largest integer not exceeding S. 
F. ‘ ‘ Telescoping Sums” 
We have adopted the use of such sums from Bownds and Diaz [2, p. 2031. 
The contribution of such sums to a greater understanding of the proof can be 
seen most quickly by comparing [I 1, p. 1041 and [ 16, p. 291. These two proofs 
are identical except for the fact that telescoping sums are used in [l 11, but not 
in [16]. 
In Fig. 1 the proofs under discussion are classified with respect to the six 
properties mentioned so far. In the present paper a proof of Theorem I is 
given that fits into the shaded area (= intersection of all six properties) in the 
figure. 
E 
3 A proof of Theorem 1 avoiding the use of this lemma is called “elementary” in 
[4, 10, 20, 211. 
* A fortiori, this part can be transplanted into the more special situation of unique 
solvability of (2); cf., e.g., [19, Lemma 3 and Theorem 1, pp. 1688.1. These two theorems 
can be trivially supplemented by the Arzela-Ascoli lemma to give a proof of type ba. 
Such a proof cannot be extracted from [7] since the last inequality in [7, Sect. 1.2-61, 
unnecessarily contains the Lipschitz constant. 
409/59/3-12 
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G. Modulus of Continuity 
Figure 1 shows that among the integral-free proofs of Theorem I, that of [I] 
plays a special role. This is also shown by the fact that the proof in [I] is the 
only one that uses the uniform continuity ofj5 In the next section we show that 
for uniformly continuous f the existence of a modulus of continuity can be 
derived very easily. The application of this modulus enables us to avoid epsilon- 
tics. 
Combining all of these methods allows us to isolate an inequality, viz. (10) 
below, which was hitherto quite hidden in the existing literature, but which can 
be used most profitably as a cornerstone in proofs of existence and uniqueness 
theorems (cf. Remarks 1 and 2). 
2. MODULUS OF CONTINUITY 
In the following we write 5 : = (t, X) for brevity. Since f is uniformly continu- 
ous in o(f), a function 6 exists with D(S) = [0, co), 6(O) = 0, and 6(c) > 0 
for E > 0 such that 
A function 6 with these properties is called admissible with respect to f. 
An increasing function w with 
and 
w(0) = 0, 0.J 6 CO([O, co)) (4) 
,,,,$D(,, 0 f(C) - fW>l G 41 5’ - CT” I)> (5) 
is called a modulus of continuity for f. 
The functions 6 and w are intimately connected with each other. For assume 
that 6 is strictly increasing, 6 E CO([O, a)) and lim,,, 6(c) = co. Then S-1 exists 
and is a modulus of continuity off. In fact, (3) is equivalent to 
A fortiori, this proposition remains true if the quantifier for c is dropped and E 
is replaced by S-l(i l’ - 5” I). Modus ponens then gives 
,,*cl(,, {I f(U - fW)l e WI E’ - 5” I)>* 
Q.E.D. 
5 We do not believe that avoidance of uniform continuity contributes to the “elementary” 
character of the proof, as is stressed in [4]. Added in proof: cf. also C. Gardner, Another 
elementary proof of Peano’s existence theorem, Amer. Math. Monthly 83 (I 976), 556-560. 
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LEMMA 1. It can be assumed without loss of generality that 6 is strictly increas- 
ing, S E CO([O, co)) and lim,,, S(E) = co. 
Let S be admissible with respect to f. If f is not constant, a strictly increasing 
sequence6 
kL- with lim l n = 0 n--a 
exists such that {S(E,)},,~- is strictly increasing also. 
Define 
S,(E) := 0 
:= ye,-1) 
for E=O 
for E E [W ,4 (n c Z-J 
:= $ S(EO) [ 1 for E 6 [co , m>- 
and E k : = kO , k E N. Then 6, is a right continuous step function with jumps at 
ck , k E Z. 
LEMMA 2. 6, is admissible with respect to f. 
Proof of Lemma 2. Let E > 0 and 
E < eo: In this case an integer n E Z- exists such that S,(E) = S(r,-,). Then (6) 
implies 
If(l’) -f(s.)l < En-1 < 6. Q.E.D. 
c > co: Defining 5, := F + [c/co]-l n(C’ - t’), we have I c$+~ - t, I < 
S(E,); hence, If (5,+J -f (64 < co , n E PI..., [+d. Finally, 
If(E’) -fe?>l < c If&+,> -f&J G 6. Q.E.D. 
TX=0 
Proof of Lemma 1. Define a function 6, by joining the lower corners (Ed , 
W,-A) and (G+~ y %(4), n E Z, of 6, by straight lines. Obviously, Sa enjoys the 
properties of Lemma 1 and is admissible with respect to f because of 6, < 6, . 
Q.E.D. 
B Define Z- := z\N. 
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3. THE EULER-CAUCHY-LIPSCHITZ POI.YGON METHOD 
Let 1z E N. The numbers k/n, k E {O,..., n) divide the interval [0, 1] into II 
equal subintervals. Let the Euler polygon p,, associated with problem (2) and 
corresponding to this partition be given by 
where the vectors xii are recursively defined by 
To = 0, 
1 k 
7TJ.+1 = “,, $ -f - ) CT* 
n t 1 n 
for k E {O,..., n - 1). 
Equation (7) implies 
p,‘(t) == f (G , p, (;]I for t E i$ , qj , k E (0 ,..., n - 1). (8) 
Let & be the set of all Euler polygons of this kind, let 6 be the set of all solutions 
of (2), and let VI : = C!! u 6. For p E CZ, let n(p) denote the number of subintervals 
of the partition corresponding to p. For p E’LI we define 
jj _ 0 for p E 6, 
1 
n(P) 
forPEE. 
(9) 
The first part of this definition has been inspired by [19, p. 1671. j is called the 
degree of fineness of p. 
THEOREM 2. Let w be a modulus of continuity off. For every p E ‘Ql and for all 
t, T E [0, l] such that t # 7, we have 
P(T) - p(t) -- 
7-t - f (6 P(t)) 1 < 42p + 2 IT - t I). (10) 
Remark 1. With the help of the Arzela-Ascoli lemma, a subsequence 
Pn, 7 P,,, 9.S’ of C can be found such that x(t) = lim,,,p,,(t) exists for every 
t E [0, I]. For this subsequence, (10) a fortiori holds. Letting i + co we get 
44 - 40 - 7-t f (t, x(t)) 1 < 42 1 7 - t I). 
Using (4) and letting 7 + t, the assertion of Theorem 1 follows. 
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Proof of Theorem 2. Let p E ‘?I, t, 7 E [0, 11, and without loss of generality 
t < 7. 
First case, p E c4. In the following we write n instead of n(p) for brevity. 
We put 
a := [a], p :== h-&m - 61. 
+ 
If 01 = /I (this means that no point k/n lies between t and 7) we define 
If 01 < /I, we define 
s ‘-t CY- > s(j+l := 7. 
s *-t ‘y- , sk := k/n forkE{ol+ l,..., /I}, s~+~:=T. 
This implies 
ES k , s~+~] C [$ , q] for k E (a ,..., /3}. 
On account of (IS), one obtains 
Furthermore, we have 
I I t-; s$--t+q for k E {a,..., 8). 
(11) 
(12) 
From the identities 
T - t = $ @k+l - sk), 
P(d - P@) = 5 (P(sk+l) - Pbk)) 
k=a 
(13) 
(14) 
and from (I), (5), (9), (ll), and (12), we conclude 
PM - PO) 
7-t - f (t, PO)) 1 
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Second case, p E Cc. In this case we have $ = 0. Componentwise application 
of the mean value theorem gives the desired result (/ . denoting the supremum 
throughout the paper). 
THEOREM 3. Let L be a real number such that 
If(C x.1) -f(t, %)I < L I Xl - 3 I for (t, 4 E qf 1. 
Thenforp,qE’L[andtE[O, I], 
I PM - 4w G 2eL4W + 3). 
(15) 
(16) 
Remark 2. Equation (16) implies that pi , p, ,... is a Cauchy sequence in the 
sense of uniform convergence in [0, I]. The existence of at least one solution of 
(2) can now be inferred, as in Remark 1. On the other hand p, q E G implies 
1 p(t) - q(t)1 < 2e%0(2@ + q)) = 0, i.e., there is exactly one solution of (3). 
Proof of Theorem 3. Let p, q E ‘%, t E (0, I] and n E N. Writing t, := (k/n) t 
for brevity, we see that the identity 
p(Q - q(tJ = f 2 /ifit*$@J -f (t+ ) p(Q)! 
_ dh+1) - 4(h) 
i tin - - f Pi 9 dtd)) + (f (4 , P(h)) -f cti I &,N/ 
holds for k E {I,..., n} because of p(0) = q(0) = 0. Setting ai = / p(t,) - q(ti)l 
and using (10) and (15), we get 
fork E {l,..., nj. (17) 
By “integrating” this “discrete Gronwall’s inequality” (for details, cf. [7, p. 18]), 
we arrive at 
/ P(t) - q(t)1 < 2eLw(2(P + q) i- (2/n)), 
whence the assertion follows by letting n - 00. 
Remark 3. Because of the importance of the especially simple initial-value 
problem 
X'(t) =f(t), x(0) = 0 (18) 
(cf. the discussion in the Introduction), it is of interest that the proof of Theorem 
3 can be simplified considerably in this case. Since the right-hand side of (18) 
is Lipschitz continuous with Lipschitz constant L = 0, the assertion of Theo- 
rem 3 is now an immediate consequence of (17) with k = IZ. This additional 
simplification seems to have passed unnoticed (cf. [7, p. 251). 
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