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Abstract
Walgate and Scott have determined the maximum number of generic pure
quantum states in multipartite space that can be unambiguously discriminated by
an LOCC measurement [WS08]. In this work, we determine this number in a more
general setting in which the local parties have access to pre-shared entanglement
in the form of a resource state. We find that, for an arbitrary pure resource state,
this number is equal to the Krull dimension of (the closure of) the set of pure states
obtainable from the resource state by SLOCC. This dimension is known for several
resource states, for example the GHZ state.
Local state discrimination is closely related to the topic of entangled subspaces,
which we study in its own right.We introduce r-entangled subspaces, which naturally
generalize previously studied spaces to higher multipartite entanglement. We use al-
gebraic geometric methods to determine the maximum dimension of an r-entangled
subspace, and present novel explicit constructions of such spaces. We obtain similar
results for symmetric and antisymmetric r-entangled subspaces, which correspond to
entangled subspaces of bosonic and fermionic systems, respectively.
1 Introduction
An LOCC measurement is a quantum measurement on multipartite space that can be im-
plemented by local operations and classical communication (LOCC). A set of n pure states
{[v1], . . . , [vn]} in multipartite space is locally (unambiguously) discriminable if there exists
an LOCC measurement with n + 1 outcomes {1, . . . , n, ?} that, when performed on any
[va], outputs either a or ?, with non-zero probability to output a.
Walgate and Scott determined that, form local spaces of (affine) dimensions d1, . . . , dm,
almost all sets of ∑mj=1(dj − 1) + 1 pure states are locally discriminable, and that this is the
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largest number for which this holds [WS08]. We extend Walgate and Scott’s result to de-
termine this number in a more general setting in which the parties are given access to pre-
shared entanglement, in the form of a resource state, that they can use to implement their
LOCCmeasurement. For example, we prove that almost all sets of r ∑mj=1(dj − 1) + r pure
states are locally discriminable with the tensor rank r GHZ state [τr,m] =
[
1√
r ∑
r
a=1 e
⊗m
a
]
,
where e1, . . . , er are standard basis vectors. Furthermore, this is often the largest num-
ber for which this holds. For m = 2, this number can be increased: almost all sets of
d1d2 − (d1 −min{d1, r})(d2 −min{d2, r}) pure states are locally discriminable with [τr,2]
(or any other Schmidt rank r state), and this is the largest number for which this holds.
More generally, we characterize this number for an arbitrary pure resource state [w].
The SLOCC image of [w], denoted by Im([w]), is the set of pure states obtainable from
[w] by stochastic local operations and classical communication (SLOCC). This set is also
known as the downward closure of [w] with respect to SLOCC, and can alternatively be
characterized as the set of pure states that have a Tucker decomposition with core state
[w] [Tuc66, RSG17]. Letting d = dim(Im([w])) be the Krull dimension of the closure of
Im([w]), we prove that almost all sets of d+ 1 pure states are locally discriminable with
[w], and that this is the largest number for which this holds. To recoverWalgate and Scott’s
result, observe that the SLOCC image of a trivial resource state is the set of unentangled
(or, product) pure states. This set is already closed, and has dimension d = ∑mj=1(dj − 1).
There are two different notions of a property holding for “almost all” sets of pure
states (and also, subspaces) used for different results in [WS08]: One, that the property
holds for a full measure subset with respect to the unitarily invariant probability measure
(in which case we will say it holds for a generic such object); and two, that the property
holds for a Zariski open dense subset (in which case we will say it holds for a general
such object). Walgate and Scott characterize local unambiguous state discrimination (or,
LUSD) under the generic notion, but state a relevant algebraic geometry result (reviewed
in the next paragraph) under the general notion. We prove that both of these results hold
under either notion.
To prove our characterization of general LUSD with a resource state, we invoke
a recent result of Bandyopadhyay et al., which states that a set of pure states
{[v1], . . . , [vn]} is locally discriminable with [w] if and only if there exist pure states
{[u1], . . . , [un]} ⊆ Im([w]) for which (uTavb 6= 0 ⇐⇒ a = b) [BHN16]. In particular,
Im([w]) ∩ span{[v1], . . . , [vn−1]}⊥ 6= {}, because the intersection contains [un]. Thus,
if a general set of n pure states is locally discriminable with [w], then the orthogonal
complement of the span of a general set of n− 1 pure states has non-trivial intersection
with Im([w]). We prove this implies that a general (projective) linear subspace of codi-
mension n intersects Im([w]) non-trivially. A theorem in algebraic geometry states that,
for a quasiprojective variety X, the smallest codimension of a general (projective) linear
subspace disjoint from X is dim(X) + 1. Although Im([w]) is not always quasiprojective,
it is constructible, from which we can conclude n ≤ d+ 1. The converse, that a general
set of d+ 1 pure states is locally discriminable with [w], is obtained by similar reasoning.
Generic LUSD with a resource state is handled similarly, with the crucial observation that
the algebraic geometry result also holds with “general” replaced by “generic.” Walgate
and Scott characterized generic LUSD by proving a special case of this observation, and
2
invoking Bandyopadhyay et al.’s result in the case of a trivial resource state (this case was
first proven by Chefles [Che04]). Our methods are similar those of Walgate and Scott,
with some added technicalities to handle both the general and generic cases, and to deal
with the fact that Im([w]) is not always a variety.
The tensor rank of a pure state is the minimum number r for which that state can be
written as a superposition of r product states. It is known that the set of pure states of
tensor rank at most r is precisely Im([τr,m]). We define an r-entangled subspace to be a pro-
jective linear subspace that avoids Im([τr,m]) (this closure is known as the set of pure states
of border rank at most r). In bipartite space, the tensor rank is equal to the Schmidt rank,
and Im([τr,2]) is already closed. Parthasarathy determined the maximum dimension of a
1-entangled subspace [Par04], and Bhat explicitly constructed a 1-entangled subspace of
maximum dimension [Bha06]. Cubitt et al. proved analogous results for r-entangled sub-
spaces of bipartite space [CMW08]. A theorem in algebraic geometry states that if X is a
projective variety, then the minimum codimension of a projective linear subspace disjoint
from X is dim(X) + 1 (and, by the algebraic geometry result of the previous paragraph,
almost all subspaces of this codimension avoid X). It follows, from a known bound on
dim(Im([τr,m])), that there always exists an r-entangled subspace of dimension
d1 · · · dm − r
m
∑
j=1
(dj − 1)− r− 1,
whenever this quantity is non-negative. Furthermore, this is often the maximum dimen-
sion of such a subspace. Using this bound, we explicitly construct 2-entangled subspaces
of maximum dimension in tripartite space with local (affine) dimensions d1, d2 ∈ {2, 3}
and d3 = 2 (i.e. qubits and qutrits); and in quadripartite space with local (affine) dimen-
sions d1 = · · · = d4 = 2 (i.e. all qubits). To prove that these subspaces are indeed 2-
entangled, we solve an equivalent ideal membership problem using the Macaulay2 soft-
ware package [GS, LJ20]. While ideal membership problems are notoriously intractable in
general, our positive results reveal that this may not be the case for verifying r-entangled
subspaces (at least for small r).
We also define r-entangled subspaces of the symmetric and antisymmetric spaces,
which correspond to bosonic and fermionic entangled subspaces, respectively [GKM12].
We determine the maximum dimension of such subspaces. We also explicitly construct
maximal symmetric and antisymmetric r-entangled subspaces of bipartite space for ar-
bitrary r, and of multipartite space for r = 1, which matches the cases of standard r-
entangled subspace constructions presented in [Bha06, CMW08].
It is known that, under various notions of entanglement, the maximum dimension of
an entangled subspace is precisely the maximum number of negative eigenvalues of an
entanglement witness [ATL11, Joh13, JLP19]. The number of negative eigenvalues quan-
tifies ”how good” the witness is at detecting entanglement. We prove that this connection
between subspaces and negative eigenvalues holds under a much more general notion of
witness, including multipartite r-entanglement witnesses.
There are other types of entangled subspaces that have been studied in previous
works: non-positive partial transpose subspaces, for which every mixed state supported
on that subspace has non-positive partial transpose [Joh13, JLP19]; genuinely entangled
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subspaces, for which every element is non-product with respect to every bipartition
[CMW08, DA18]; and subspaces of bipartite space with high entropy of entanglement
[HLW06]. Entangled subspaces are connected to unextendible product bases, and
have found applications, for example, in quantum error correction [GW07, Sco04] and
quantum tomography [HMW13].
This work is organized as follows. In Section 2 we review some mathematical pre-
liminaries for this work, including projective notation; the Segre, Veronese, and Grass-
mannian varieties; relevant results in algebraic geometry; the SLOCC image; and LUSD.
In Section 3 we state and prove our characterization of generic/general LUSD with a
resource state, and in Section 4 we present our results on r-entangled subspaces and en-
tanglement witnesses.
2 Preliminaries
In this section, we review several necessary preliminaries for this work. In this preamble,
we review some basic objects in affine and projective space, including the crucial observa-
tion that pure states can be identified with elements of projective space. In Section 2.1 we
review the Segre, Veronese, and Grassmannian varieties, which correspond to the sets of
unentangled pure states in standard, symmetric, and antisymmetric space, respectively.
We also define the r-th secants to these varieties, which we will use to define r-entangled
subspaces in these three settings. In Section 2.2 we describe a useful alternative interpre-
tation of the Grassmannian as the set of projective planes of a fixed dimension, and prove
some necessary preliminaries to our characterization of generic/general LUSD with a
resource state. In Section 2.3 we review a known result in algebraic geometry on the di-
mension of a linear subspace disjoint from a variety, and prove some extensions that we
will require. In Section 2.4 we review the SLOCC image. In Section 2.5 we review LUSD.
Let [m] = {1, . . . ,m} when m is a positive integer. For a non-zero vector space V
(which we always take to be over C), let P(V) (or more briefly, PV) be the set of 1-
dimensional linear subspaces of V , and let PD = P(CD+1). We abuse the [·] notation
and also write [v] ∈ PV for the span of a non-zero vector v ∈ V . For a subset X ⊆ PV , let
Xˆ ⊆ V be the affine cone over X. Explicitly, Xˆ = {x ∈ V : [x] ∈ X} ∪ {0}. In the other
direction, for a subset Z ⊆ V that forms a cone (i.e. for all z ∈ Z and α ∈ C it holds that
αz ∈ Z), we let Zˇ = {[z] ∈ PV : z ∈ Z \ {0}} be the projectivization of Z.
We use projective notation throughout most of this work. In particular, we define
a projective n − 1 plane (or alternatively, a projective linear subspace of dimension n − 1)
in PV to be the projectivization of an n-dimensional linear subspace of V . By conven-
tion, a projective linear subspace has dimension one less than its affine cone. For ex-
ample, if {v1, . . . , vn} ⊆ V is linearly independent, then dimspan{v1, . . . , vn} = n, and
dimspan{[v1], . . . , [vn]} = n− 1. As a result, the numbers we present as the maximum di-
mension of a (projective) entangled subspace will be one less than the numbers presented
in previous works (e.g. [Par04, CMW08]), which used affine notation.
Let 〈·|·〉 : V × V → C be the standard Hermitian inner product given by 〈u|v〉 = u∗v,
where (·)∗ denotes the conjugate transpose. Let S(V) ⊆ V denote the unit sphere of
V with respect to the inner product 〈·|·〉. In quantum physics, the unit sphere modulo
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complex phase represents the pure quantum states of V . Crucially, we identify PV with
the set of pure quantum states in V under the canonical bijection which identifies a 1-
dimensional linear subspace with the equivalence class of unit vectors in that subspace.
This is a useful identification, as it allows us to regard certain sets of pure quantum states
as algebraic varieties, and study them using the machinery of algebraic geometry. For
brevity, we will refer to pure quantum states simply as “states,” and we will refer to
mixed quantum states (defined and treated only in Section 4.3) as “mixed states.”
For vector spaces W and V , let L(W ,V) denote the space of linear maps from W to
V , and let L(V) = L(V ,V). Note that any multipartite space V = ⊗mj=1 Vj is canonically
isomorphic to L(
⊗
j∈S V∗j ,
⊗
j∈[m]\S Vj) for any subset S ⊆ [m]. The flattening rank of a state
[v] ∈ PV is the maximum, taken over all subsets S ⊆ [m] of size 1 ≤ |S| ≤ m− 1, of the
matrix rank of [v] as an element of (the projectivization of) L(
⊗
j∈S V∗j ,
⊗
j∈[m]\S Vj). Let
Pos(V) ⊆ L(V) be the set of positive semi-definite operators on V , let U(V) ⊆ L(V) be
the set of unitary operators on V , and let GL(V) ⊆ L(V) be the set of invertible operators
on V . Let {e1, . . . , ed} be the standard basis of Cd.
2.1 The Segre, Veronese, and Grassmannian varieties (and their
secants)
Wewill be particularly interested in the algebraic varieties known as the Segre, Veronese,
and Grassmannian varieties, as these correspond to the sets of unentangled states in a
space of distinguishable, bosonic, and fermionic particles, respectively [GKM12]. In this
section, we briefly describe these varieties, as well as their r-th secants, which we will use
to study r-entangled subspaces. We refer the reader to [CC06, Lan12, Har13a, BCC+18]
for more in-depth treatments of these objects.
The Segre variety
Y = Seg(Pd1−1× · · · ×Pdm−1) ⊆ P(⊗mj=1 Cdj) (1)
is the image of the Segre embedding, and is equal to the set of states of the form
[x1 ⊗ · · · ⊗ xm], where xj ∈ Cdj for each j ∈ [m]. The Segre variety corresponds to the
unentangled (or, product) states in the space P(
⊗m
j=1 C
dj) of distinguishable particles.
For each permutation σ ∈ Sm, let Pσ ∈ L(⊗m Cd) be the linear map defined on the
standard product basis as
Pσ(ea1 ⊗ · · · ⊗ eam) = eaσ−1(1) ⊗ · · · ⊗ eaσ−1(m) .
Let P(
∨m
C
d) ⊆ P(⊗m Cd) denote the symmetric subspace, i.e, the set of states
[x] ∈ P(⊗m Cd) such that Pσx = x for all σ ∈ Sm. This space is spanned by states of the
form [x1 ∨ · · · ∨ xm], where
[x1 ∨ · · · ∨ xm] =
[
∑
σ∈Sm
xσ(1) ⊗ · · · ⊗ xσ(m)
]
.
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In quantum physics, P(
∨m
C
d) represents a bosonic space of indistinguishable particles.
(This space can also be thought of as the set of homogeneous polynomials of degree m in
d variables.) The Veronese variety
νm(P
d−1) ⊆ P(∨mCd)
is the image of the m-th Veronese embedding, and is equal to the set of states in P(
∨m
C
d)
of the form [x∨m] = [x⊗m]. The Veronese variety corresponds to the set of unentangled
states in the bosonic space P(
∨m
Cd).
Let P(
∧m
Cd) ⊆ P(⊗m Cd) denote the antisymmetric subspace, i.e. the set of states
[x] ∈ P(⊗m Cd) such that Pσx = (−1)sgn(σ)x for all σ ∈ Sm. This space is spanned by the
set of states of the form [x1 ∧ · · · ∧ xm], where
[x1 ∧ · · · ∧ xm] =
[
∑
σ∈Sm
(−1)sgn(σ)xσ(1) ⊗ · · · ⊗ xσ(m)
]
.
In quantum physics, the antisymmetric subspace represents a fermionic space of indistin-
guishable particles. The Grassmannian variety
Gr(m− 1,Pd−1) ⊆ P(∧mCd)
is the set of states in P(
∧m
Cd) of the form [x1 ∧ · · · ∧ xm]. The Grassmannian variety
corresponds to the set of unentangled states in the fermionic space P(
∧m
C
d). The Grass-
mannian can also be viewed as the variety of projective m− 1 planes in Pd−1. We develop
this perspective further in Section 2.2, as we will make frequent use of it.
Now we introduce secant varieties. For a projective variety X ⊆ PD, let
σr(X) =
⋃
[x1],...,[xr]∈X
span{[x1], . . . , [xr]} ⊆ PD (2)
be the r-th secant variety to X, where the closure can equivalently be taken with respect to
either the Zariski or Euclidean topology. It is a standard result that
dim(σr(X)) ≤ min{D, r dim(X) + r− 1}.
If equality holds in this expression, then σr(X) is said to have the expected dimension, and
otherwise it is said to be defective.
For the Segre variety Y ⊆ P(⊗mj=1 Cdj), we have dim(Y) = ∑mj=1(dj − 1) and
dim(P(
⊗m
j=1 C
dj)) = d1 · · · dm − 1, so
dim(σr(Y)) ≤ min{d1 · · · dm − 1, r
m
∑
j=1
(dj − 1) + r− 1}.
The border rank of a state [v] ∈ P(⊗mj=1 Cdj) is the smallest positive integer r for which
[v] ∈ σr(Y). The tensor rank of [v] is the smallest r for which [v] is in the span of r elements
of Y (i.e. [v] is contained in the pre-closed set of (2) with X = Y).
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A conjecturally complete set of defective σr(Y) have been proposed in [AOP08], which
are nicely summarized in [BCC+18, Conjecture 6]. For example,
dim(σr(Seg(P
d1−1×Pd2−1))) = d1d2 − (d1 −min{d1, r})(d2 −min{d2, r})− 1, (3)
so σr(Seg(Pd1−1 × Pd2−1)) is defective in many cases. Under the identification
C
d1 ⊗ Cd2 ∼= L((Cd1)∗,Cd2), the variety σr(Seg(Pd1−1 × Pd2−1)) corresponds to the
set of (projective) d2 × d1 matrices of rank at most r.
For the Veronese variety νm(Pd−1) ⊆ P(∨m(Cd)), we have dim(νm(Pd−1)) = d − 1
and dim(P(
∨m(Cd))) = (d+m−1m−1 )− 1, so
dim(σr(νm(P
d−1))) ≤ min
{(
d− 1+m
m
)
− 1, rd− 1
}
.
A complete set of defective Veronese secants are known [AH95]; see also Theorem 2 in
[BCC+18]. In particular, σr(ν2(P
d−1)) is defective whenever 2 ≤ r ≤ d− 1, in which case
dim(σr(ν2(P
d−1))) = min
{(
d+ 1
2
)
− 1, rd−
(
r
2
)
− 1
}
.
Note that there is a typo in the expression of this dimension in Theorem 2 of [BCC+18].
Under the identification Cd⊗Cd ∼= L((Cd)∗,Cd), the variety σr(ν2(Pd−1)) corresponds to
the set of (projective) symmetric d× dmatrices of rank at most r.
For the Grassmannian variety Gr(m− 1,Pd−1) ⊆ P(∧m(Cd)), we have
dim(Gr(m− 1,Pd−1)) = m(d−m),
and dim(P(
∧m(Cd))) = ( dm)− 1, so
dim(σr(Gr(m− 1,Pd−1))) ≤ min
{(
d
m
)
− 1, rm(d−m) + r− 1
}
.
As with the Segre variety, there are a conjecturally complete set of defective Grassman-
nian secants; see [BDG07] and also Conjecture 7 in [BCC+18]. Similarly to the Segre and
Veronese varieties, σr(Gr(1,Pd−1)) is defective whenever 2 ≤ r < ⌊ d2⌋, in which case
dim(σr(Gr(1,P
d−1))) =
(
d
2
)
−
(
d− 2r
2
)
− 1 = 2r(d− r)− r− 1.
Under the identification Cd⊗Cd ∼= L((Cd)∗,Cd), the variety σr(Gr(1,Pd−1)) corresponds
to the set of projective antisymmetric d× dmatrices of rank at most 2r.
2.2 The set of projective n− 1 planes as a projective variety and a prob-
ability space
In Section 2.1 we defined, for a non-zero vector space V , the Grassmannian variety
Gr(n− 1,PV) to be the set of decomposable elements of P(∧nV). In this section, we
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observe that Gr(n− 1,PV) is canonically bijective to the set of projective n− 1 planes in
PV , and thus endows this set with the structure of a projective variety. We also describe
this set as a probability space via its unitarily invariant probability measure. In an abuse
of notation, we will use Gr(n− 1,PV) to refer to any one of the following: the projective
variety of decomposable elements of P(
∧nV), the projective variety of projective n − 1
planes in PV , and the probability space of projective n− 1 planes in PV . It is important
to keep in mind the canonical bijection between the set of projective n− 1 planes in PV
(namely, Gr(n − 1,PV)), and the set of n-dimensional linear subspaces of V (typically
denoted Gr(n,V)). While Gr(n,V) is perhaps more standard, we prefer Gr(n − 1,PV),
as we would like the elements of each subspace to be states. Note that we have replaced
the symbol m with the symbol n in this section, to match later notation in which the
Grassmannian is viewed as a space of projective n− 1 planes.
The two different views of Gr(n − 1,PV), as a projective variety and a probability
space, afford two different notions of “almost all” projective n− 1 planes, which are used
for different results in [WS08]. We say that a property holds for a general projective n− 1
plane if there exists a Zariski open dense subset of Gr(n− 1,PV) on which the property
holds. We say that a property holds for a generic projective n − 1 plane if there exists a
full measure subset of Gr(n − 1,PV) on which the property holds. Sets of n pure states
can similarly be viewed in two different ways. We say a property holds for a general set
of n pure states in PV if there exists a Zariski open dense subset U ⊆ P(V)×n such that
for every ([v1], . . . , [vn]) ∈ U, the property holds for {[v1], . . . , [vn]}; and and we say that
a property holds for a “generic” set of n pure states in PV if the property holds on a full
measure subset of PV×n. As Zariski open dense subsets are of full measure, every general
property is generic.
In this section, we describe in more detail the Grassmannian as a projective variety
and probability space, and review several results that we will use to prove our character-
ization of generic/general LUSD with a resource state. Namely, a general (generic) set of
n states spans a general (generic) projective n − 1 plane, and a general (generic) projec-
tive n− 1 plane is spanned by a general (generic) set of n states. In addition, we observe
that the bijection Gr(n− 1,Pd) ∼= Gr(d− n,Pd), which sends a subspace to its orthogonal
complement, defines an isomorphism of projective varieties and probability spaces.
We first describe a canonical bijection between the Grassmannian Gr(n − 1,PV) of
decomposable elements of P(
∧nV) and the set of projective n − 1 planes in PV , hence
endowing this set with the structure of a projective variety. Consider the map
π : V×n 99K Gr(n− 1,PV),
defined on the open subset U ⊆ V×n of linearly independent n-tuples, and given by
π(v1, . . . , vn) = [v1 ∧ · · · ∧ vn]. Observe that π is constant on tuples of vectors that form
a basis for the same subspace, and hence is a well-defined map from the set of projective
n− 1 planes to Gr(n− 1,PV). This inducedmap (known as the Plu¨cker embedding) is easily
seen to be bijective, and hence endows the set of projective n− 1 planes with the structure
of the projective variety Gr(n− 1,PV).
Observe that the map π defines a quotient (in the sense of Section II.6.3 in [Bor12])
of U by the algebraic group GL(Cn) under the action A · (v1, . . . , vn) = (v1, . . . , vn)A−1
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for all A ∈ GL(Cn) and (v1, . . . , vn) ∈ U, where the product on the right is matrix mul-
tiplication. This fact is certainly known, but we prove it for completeness. To prove that
π is a quotient map, note that both U and Gr(n − 1,PV) are irreducible and smooth, so
it suffices to verify that π is a surjective, open map by [Bor12, Lemma II.6.2]. Surjectivity
is obvious. To prove that π is open, it suffices to prove that it is flat by [Har13b, Exercise
III.9.1], which in turn follows from the fact that U and Gr(n− 1,PV) are smooth, and
the fibers of π are equidimensional [Har13b, Exercise III.10.9]. It follows that the Zariski
topology on Gr(n− 1,PV) is precisely the quotient topology of U by the equivalence re-
lation induced by the group action. In other words, a subset V ⊆ Gr(n− 1,PV) is open if
and only if π−1(V) is open.
Passing to P(V)×n, it follows that a subset V ⊆ Gr(n − 1,PV) is open if and only if
π˜−1(V) is open, where
π˜ : P(V)×n 99K Gr(n− 1,PV) (4)
is defined by π˜([v1], . . . , [vn]) = π(v1, . . . , vn), and P(V)×n is viewed as a projective va-
riety via the Segre embedding, as usual. This proves that a general set of n states spans a
general projective n− 1 plane, and vice versa.
The bijection Gr(n − 1,Pd) ∼= Gr(d − n,Pd), which sends a subspace to its orthog-
onal complement with respect to some non-degenerate bilinear form 〈·, ·〉, defines an
isomorphism of projective varieties (see e.g. Section 7 in [Hoc75], or Lemma 1.11 (ii) in
[Kar17] and the discussion thereafter). For completeness, we briefly describe how to ver-
ify this when 〈u, v〉 = uTv, which is easily extended to the general case. For any element
[v] = [v1 ∧ · · · ∧ vn] ∈ Gr(n − 1,Pd), there exists an element of π−1([v]) in reduced col-
umn echelon form
(
1n
A
)
for some A ∈ L(Cn,Cd+1−n). It is straightforward to verify that(
AT
−1d+1−n
)
∈ π−1([v]⊥), where [v]⊥ denotes the orthogonal complement of the projective
n− 1 plane [v]. One can also verify that, up to sign, the n× nminor of (1nA ) corresponding
to a column index set S ⊆ [d+ 1] of size |S| = n is precisely the (d+ 1− n)× (d+ 1− n)
minor of the matrix
(
AT
−1d+1−n
)
corresponding to the column index set [d+ 1] \ S. The re-
sult follows from the fact that these minors are exactly the coordinates of [v] ∈ P(∧n Cd)
and [v]⊥ ∈ P(∧d+1−n Cd) in the Plu¨cker embedding, respectively [Har13a].
Now we describe Gr(n− 1,PV) as a probability space, following [WS08], and review
the desired statements in this setting. Let ν denote the unit Haar measure on U(V). Note
that U(V) acts on Gr(n− 1,PV) by
A · [v1 ∧ · · · ∧ vn] = [Av1 ∧ · · · ∧ Avn]
for all A ∈ U(V) and [v1 ∧ · · · ∧ vn] ∈ Gr(n− 1,PV). Fix an element [v] ∈ Gr(n− 1,PV),
and define µn : Gr(n− 1,PV)→ [0, 1] as
µn(E) = ν({A ∈ U(V) : A · [v] ∈ E})
for any Borel subset E ⊆ Gr(n − 1,PV). The probability measure induced on
PV = Gr(0,PV) in this way will be denoted by µ. Note that for any Borel subset
E ⊆ Gr(n− 1,PV), it holds that
µn(E) = (µ× · · · × µ)(π˜−1(E)),
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as the righthand side also defines a unitarily invariant probability measure on
Gr(n− 1,PV), and such a measure is unique. As a result, a subset S ⊆ Gr(n − 1,PV)
is full measure with respect to µn if and only if π˜
−1(S) is full measure with respect to
µ × · · · × µ. This proves that a generic set of n states spans a generic projective n − 1
plane, and vice versa. It is straightforward to verify that µn(E) = µd−n+1(E⊥), and hence
Gr(n− 1,Pd) ∼= Gr(d− n,Pd) as probability spaces.
2.3 The maximum dimension of a projective linear subspace disjoint
from a variety
The following classical result in algebraic geometry, along with the subsequent exten-
sions, will be instrumental in proving our characterization of generic/general LUSDwith
a resource state. We will also use it to determine the maximum dimension of an entangled
subspace.
Theorem 1. Let X ⊆ PD be a quasi-projective variety. Then X has dimension d if and only if d is
the smallest non-negative integer such that a general projective D − d− 1 plane is disjoint from
X.
If X is projective, then X has dimension d if and only if d is the smallest non-negative integer
such that there exists a projective D− d− 1 plane disjoint from X.
This characterization is taken to be the definition of the dimension of an irreducible
variety in [Har13a, Definition 11.2], and is shown to be equivalent to other standard
notions of dimension, e.g. the Krull dimension. The above extension to the reducible
case is straightforward: let X = X1 ∪ · · · ∪ Xt be the irreducible decomposition of X, let
d = dim(X), and let di = dim(Xi) for each i ∈ [t]. Then d = maxi∈[t] di by definition. Since
a general D− d− 1 plane is disjoint from each Xi, it follows that a general D− d− 1 plane
is disjoint from X. Furthermore, d is the smallest non-negative integer that satisfies this
property, because for any d˜ < d it holds that d˜ < di for some i ∈ [t], and hence a general
D− d˜− 1 plane intersects Xi (and thus, X). The refined statement when X is projective is
handled similarly.
We now observe that, in Theorem 1, the term “general” can equivalently be replaced
by “generic.” This fact, observed in [WS08, Theorem 3.4, Corollary 3.5] in the special case
that X is the Segre variety, will be instrumental in proving that our results hold under
either notion of “almost all.”
Proposition 2. Let X ⊆ PD be a quasiprojective variety. A general projective n − 1 plane is
disjoint from X if and only if a generic projective n− 1 plane is disjoint from X.
Proof. The statement asserts that there exists an open dense subset U ⊆ Gr(n − 1,PD)
such that every element of U is disjoint from X if and only if there exists a full mea-
sure subset S ⊆ Gr(n− 1,PD) satisfying the same condition. The first statement trivially
implies the second, as every open dense set is of full measure. For the reverse impli-
cation, suppose that a full measure subset S ⊆ Gr(n − 1,PD) is disjoint from X. Let
Cn−1(X) ⊆ Gr(n− 1,PD) denote the set of projective n− 1 planes intersecting X. It can be
shown that this set is constructible [Har13a, Example 6.14], and hence contains an open
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dense subset V of its closure. If Cn−1(X) ( Gr(n − 1,PD), then the open dense subset
U = Gr(n− 1,PD) \ Cn−1(X) satisfies the desired conditions. If Cn−1(X) = Gr(n− 1,PD),
then V and S are both of full measure in Gr(n− 1,PD), hence they intersect non-trivially,
a contradiction.
2.4 The SLOCC image
LOCC channels are quantum channels (completely positive, trace preserving maps) on
multipartite space that can be implemented by local operations and classical communi-
cation (LOCC). SLOCC maps are completely positive, trace non-increasing maps that can
be implemented with non-zero probability by an LOCC channel. In other words, SLOCC
maps represent LOCC channels with postselection [Wat18].
Let V = ⊗mj=1 Cdj and W = ⊗mj=1 Ccj be multipartite spaces. For a state [w] ∈ PW ,
we define the SLOCC image of [w] in PV , ImPV ([w]) ⊆ PV , to be the set of states in PV
obtainable from [w] by SLOCC. Equivalently, this is the set of states in PV that can be
obtained from [w] by LOCC with non-zero probability. A related notion is the SLOCC
orbit of a state [v] ∈ PV , denoted O[v] ⊆ PV , which is the set of states in ImPV ([v]) that
can be converted back to [v] by SLOCC, i.e.
O[v] = {[u] ∈ ImPV ([v]) : [v] ∈ ImPV ([u])}.
In this section, we observe several properties of ImPV ([w]) that will be useful later on,
and also mention some useful properties of O[v] for good measure.
We can describe these sets mathematically as
ImPV([w]) = {[(A1 ⊗ · · · ⊗ Am)w] : Ai ∈ L(Cci ,Cdi) for all i ∈ [m]
and (A1 ⊗ · · · ⊗ Am)w 6= 0},
and
O[v] = {[(A1 ⊗ · · · ⊗ Am)v] : Ai ∈ GL(Cdi) for all i ∈ [m]};
see [DVC00]. True to its name, O[v] is the orbit of [v] by the product (projective) general
linear group.
If V = Cd1 ⊗ Cd2 and W = Cc1 ⊗ Cc2 are bipartite spaces, then ImPV ([w]) is the set
of states in PV of Schmidt rank less than or equal to the Schmidt rank of [w], and O[v] is
the set of states of Schmidt rank equal to the Schmidt rank of [v]. In multipartite space,
consider the tensor rank r GHZ state
[τr,m] =
[
r
∑
a=1
e⊗ma
]
⊆ P((Cr)⊗m). (5)
It is straightforward to verify that ImPV ([τr,m]) is the set of states in PV of tensor rank
at most r, and hence ImPV ([τr,m]) = σr(Y), where Y is the Segre variety of PV defined
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in (1). It is clear that O[τr,m] is the set of states of the form [∑ra=1 xa,1 ⊗ · · · ⊗ xa,m], where
{x1,j, . . . , xr,j} ⊆ Cdj is linearly independent for all j ∈ [m].
We conclude this section by observing that ImPV ([w]) and O[v] are both irreducible
and constructible subsets in the Zariski topology. Note that ImPV ([w]) is the image of the
irreducible quasiprojective variety
Z = {[A1 ⊗ · · · ⊗ Am] : Ai ∈ L(Cci ,Cdi) for all i ∈ [m] and (A1 ⊗ · · · ⊗ Am)w 6= 0}
under themorphism w : Z → PV that sends (A1⊗ · · · ⊗ Am) to [(A1⊗ · · · ⊗ Am)w]. Since
Z is constructible, ImPV ([w]) is constructible by Chevalley’s theorem [Har13a, Theorem
3.16]. Since Z is irreducible, ImPV ([w]) is irreducible in the subspace topology. Similar
arguments show that O[v] is also constructible and irreducible. Since both ImPV ([w]) and
O[v] are constructible, they each contain an open dense subset of their closure [An12,
Lemma 2.1]. In fact, O[v] is itself an open dense subset of its closure (i.e. O[v] is locally
closed) [Hum12, Proposition 8.3]. It can be shown that O[v] = ImPV([v]).
2.5 Local unambiguous state discrimination (LUSD)
We conclude this section by reviewing unambiguous state discrimination (USD), and its
local counterpart, local unambiguous state discrimination (LUSD). We use these notions
in Section 3 to characterize generic/general LUSD with a resource state.
A set of states {[v1], . . . , [vn]} ⊆ PV is (unambiguously) discriminable if there exists a
quantum measurement with n + 1 outcomes {1, . . . , n, ?} that, when performed on any
[va], outputs either a or ?, with nonzero probability to output a. Mathematically, this is
equivalent to the existence positive semi-definite operators M1, . . . ,Mn,M? ∈ Pos(V)
such that M1 + · · · + Mn + M? = 1, and (〈vb|Mavb〉 6= 0 ⇐⇒ a = b). Note that
{[v1], . . . , [vn]} is discriminable if and only if it is linearly independent.
Let V = ⊗mj=1 Cdj be amultipartite space.We say that a set of states {[v1], . . . , [vn]} ⊆ PV
is locally (unambiguously) discriminable if it is discriminable by a measurement imple-
mentable by an LOCC channel, with local subsystems PCdj . We say that a set of states
{[v1], . . . , [vn]} is locally (unambiguously) discriminable with resource state [w] ∈ PW if
{[v1⊗w], . . . , [vn⊗w]} is locally discriminable, where the local subsystem j ∈ [m] is now
the composite system P(Cdj ⊗ Ccj).
3 Generic local state discriminationwith pre-shared entan-
glement
In this section, we characterize the maximum number of generic pure states that can be
locally discriminated with a fixed resource state [w]. We furthermore prove that this is
equal to the maximum number of general pure states that can be locally discriminated
with [w].
To prove this characterization, we require the following mathematical description of
LUSD with a resource state, which was proven by Bandyopadhyay et al.
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Theorem 3 ([BHN16]). Let V = ⊗mj=1 Cdj and W = ⊗mj=1 Ccj . A set of states
{[v1], . . . , [vn]} ⊆ PV is locally discriminable with resource state [w] ∈ PW if and only
if there exist states
[u1], . . . , [un] ∈ ImPV([w])
such that (uTavb 6= 0 ⇐⇒ a = b), where the transpose can equivalently be taken with respect to
any product basis of V .
Note that this statement indeed does not depend on the choice of product basis over
which the transpose is taken, since any two product bases are related by a product change
of basis A = A1 ⊗ · · · ⊗ Am ∈ GL(V), and
[ua] ∈ ImPV ([w]) ⇐⇒ [Aua] ∈ ImPV([w]).
Also note that, if the Hermitian inner product is preferred, an alternative (equivalent)
statement is that there exist [u1], . . . , [un] ∈ ImPV ([w]) such that (〈ua|vb〉 6= 0 ⇐⇒ a = b),
where w denotes the complex conjugate of w with respect to any product basis ofW .
Note that the SLOCC image of a trivial (i.e. non-existent) resource state is simply the
Segre variety Y of product states, defined in (1). This case of Theorem 3, first proven by
Chefles, was used to characterize generic LUSD in [WS08], and we use the above gener-
alization to characterize generic/general LUSD with a resource state.
Theorem 4. Let V = ⊗mj=1 Cdj and W = ⊗mj=1 Ccj . A generic set of n states in PV is locally
discriminable with resource state [w] ∈ PW if and only if n ≤ dim(ImPV ([w])) + 1. The same
statement holds if the term “generic” is replaced with “general.”
Proof. Let X = ImPV (w) and d = dim(X). We will make use of the map π˜ defined
in (4), as well as several observations made in Section 2. Suppose that a full measure
subset T ⊆ P(V)×n is locally discriminable with [w] ∈ PW . Let S = ωnˆ(T), where
ωnˆ : P(V)×n → P(V)×n−1 is the projection onto the first n − 1 copies of P(V). Then
S is of full measure in P(V)×n−1, so π˜(S)⊥ is of full measure in Gr(d1 . . . dm− n,PV), and
every element of π˜(S)⊥ intersects ImPV ([w]) non-trivially by Theorem 3. By Theorem 1
and Proposition 2, n ≤ d+ 1. As every open dense subset is full measure, this proves the
“only if” direction for both the general and generic versions of the statement.
Conversely, suppose n ≤ d + 1. It suffices to prove the general version for this di-
rection. By Theorem 3, the desired result is equivalent to the existence of an open dense
subset of P(V)×n contained in ⋂na=1 Sa, where
Sa = {([v1], . . . , [vn]) : there exists [u] ∈ ImPV ([w]) such that (uTvb 6= 0 ⇐⇒ a = b)}
for each a ∈ [n]. Since Sa is constructible, it contains an open dense subset of its closure.
To complete the proof, it suffices to show that Sa = P(V)×n for each a ∈ [n]. We do so by
constructing a subset of Sa that is dense in P(V)×n.
We take a = n to ease the notation (the other a ∈ [n] follow by symmetry). Let
U ⊆ ImPV ([w]) be an open dense subset of X. Then U is an (irreducible) quasiprojec-
tive variety of dimension d. By Theorem 1 and the inequality n ≤ d+ 1, there exists an
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open dense subset W ⊆ Gr(d1 · · · dm − n,PV) for which every subspace contained in W
intersects U non-trivially. Therefore, the set Z = π˜−1(W⊥) ⊆ P(V)×n−1 is open dense,
and is such that for each v = (v1, . . . , vn−1) ∈ Z there exists uv ∈ U with uTvvb = 0 for all
b ∈ [n− 1]. Let
Tv = {[vn] ∈ PV : uTvvn 6= 0}.
The set
Vn =
⋃
v∈Z
{v} × Tv
is clearly contained in Sn. To complete the proof, we show that Vn = P(V)×n. For any
nonempty open subset S ⊆ P(V)×n, there exists v ∈ Z such that the set ({v} ×P(V)) ∩ S
is open dense inside {v} × P(V). Since Tv ⊆ PV is open dense, it follows that
{v} × Tv ⊆ {v} ×PV is open dense, so
({v} × Tv) ∩ S ⊆ {v} ×P(V)
is open dense. Thus, Vn ∩ S 6= {}. Since Vn has non-trivial intersection with every non-
empty open subset S ⊆ (PV)×n, it follows that Vn = (PV)×n. This completes the proof.
Corollary 5. Let V = ⊗mj=1 Cdj . A generic (or equivalently, general) set of n states in PV is
locally discriminable with the tensor rank r GHZ state [τr,m] defined in (5) if and only if n ≤
dim(σr(Y)) + 1, where Y is the Segre variety of product states defined in (1).
Corollary 6. Let V = ⊗mj=1 Cdj . A generic (or equivalently, general) set of n states in PV is
locally discriminable if and only if n ≤ ∑mj=1(dj − 1) + 1.
Note that the generic version of Corollary 6 is Theorem 4.3 in [WS08].
Corollary 7. Let V = Cd1 ⊗ Cd2 ,W = Cc1 ⊗ Cc2 . A generic (or equivalently, general) set of n
states in PV is locally discriminable with a Schmidt rank r resource state [w] ∈ PW if and only
if n ≤ d1d2 − (d1 −min{d1, r})(d2 −min{d2, r}).
4 Entangled subspaces
For a multipartite space V = ⊗mj=1 Cdj , we define a (standard) r-entangled (projective lin-
ear) subspace of PV to be a projective linear subspace disjoint from σr(Y), where Y is the
Segre variety of product states (1). In other words, an r-entangled subspace is one that
does not contain any states of border rank at most r. Similarly, we define a symmetric r-
entangled (projective linear) subspace of P(
∨m
Cd) to be a projective linear subspace disjoint
from σr(νm(Pd−1)), and an antisymmetric r-entangled (projective linear) subspace of P(
∧m
Cd)
to be a projective linear subspace disjoint from σr(Gr(m− 1,Pd−1)). These three types of
r-entangled subspaces correspond to entangled subspaces in systems of distinguishable,
bosonic, and fermionic particles, respectively [GKM12].
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In this section, we use Theorem 1 to characterize the maximum dimension of these
entangled subspaces. We then explicitly construct maximal symmetric and antisymmetric
entangled subspaces in the cases r = 1 and m = 2, which matches the cases for which
constructions of (standard) r-entangled subspaces are known [Bha06, CMW08]. We also
construct maximal 2-entangled subspaces of P(Cd1 ⊗ Cd2 ⊗ C2) for d1, d2 ∈ {2, 3}, and
also of P(C2 ⊗C2 ⊗ C2 ⊗ C2).
4.1 The maximum dimensions of entangled subspaces
In this section, we use Theorem 1 to determine the maximum dimensions of entangled
subspaces, invoking the known dimensions of secant varieties reviewed in Section 2.1.
Corollary 8 generalizes results of [Par04] and [CMW08].
Corollary 8. Let V = ⊗mj=1 Cdj , and let
Y = Seg(Pd1−1× · · · ×Pdm−1) ⊆ P(V)
denote the Segre variety of product states. The maximum dimension of an r-entangled subspace of
P(V) is
d1 · · · dm − dim(σr(Y))− 2,
and a general (or equivalently by Proposition 2, generic) projective linear subspace of this dimen-
sion is r-entangled.
As a result, there always exists an r-entangled subspace of dimension
d1 · · · dm − r
m
∑
j=1
(dj − 1)− r− 1,
whenever this quantity is non-negative. Furthermore, this is often the maximum dimen-
sion of an r-entangled subspace, with a conjecturally complete set of exceptions [AOP08,
BCC+18]. If r = 1 then this is the maximum dimension, which gives Parthasarathy’s
result [Par04].
In the bipartite case V = Cd1 ⊗ Cd2 , combining Corollary 8 with Equation (3) gives
that the maximum dimension of an r-entangled subspace is
(d1 − r)(d2 − r)− 1,
whenever r ≤ min{d1, d2} (this is [CMW08, Theorem 11]). Under the isomorphism
Cd1 ⊗ Cd2 ∼= L((Cd1)∗,Cd2), this is the maximum dimension of a projective linear
subspace of d2 × d1 matrices of rank greater than r.
If r = 2 and m ≥ 3, then σr(Y) has the expected dimension, so the largest dimension
of a 2-entangled subspace in this case is
d1 · · · dm − 2
m
∑
j=1
(dj − 1)− 3. (6)
We explicitly construct maximal 2-entangled subspaces in Section 4.2.
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Corollary 9. Let m and d be positive integers, and let
νm(P
d−1) ⊆ P(∨mCd)
denote the Veronese variety of unentangled states in the symmetric space. The maximum dimen-
sion of a symmetric r-entangled subspace of P(
∨m
Cd) is(
d− 1+m
m
)
− dim(σr(νm(Pd−1)))− 2
and a general (or equivalently by Proposition 2, generic) projective linear subspace of this dimen-
sion is symmetric r-entangled.
As a result, there always exists a symmetric r-entangled subspace of dimension(
d− 1+m
m
)
− rd− 1, (7)
whenever this quantity is non-negative. This is the maximum dimension of a symmetric
r-entangled subspace in many cases, with a known set of exceptions [AH95, BCC+18]. If
r = 1, then (7) is the maximum dimension. If m = 2, then the maximum dimension is
given by (
d− r+ 1
2
)
− 1. (8)
We explicitly construct maximal symmetric r-entangled subspaces in these two cases in
Section 4.2.
Corollary 10. Let m and d be positive integers with m ≥ d, and let
Gr(m− 1,Pd−1) ⊆ P(∧mCd)
denote the Grassmannian variety of unentangled states in the antisymmetric space. The maximum
dimension of an antisymmetric r-entangled subspace of P(
∧m(Cd)) is(
d− 1+m
m
)
− dim(σr(Gr(m− 1,Pd−1)))− 2,
and a general (or equivalently by Proposition 2, generic) projective linear subspace of this dimen-
sion is antisymmetric r-entangled.
As a result, there always exists an antisymmetric r-entangled subspace of dimension(
d− 1+m
m
)
− 1− rm(d−m)− r, (9)
whenever this quantity is non-negative. This is often the maximum dimension of an anti-
symmetric r-entangled subspace, with a conjecturally complete set of exceptions [BDG07,
BCC+18]. If r = 1, then (9) is the maximum dimension. If m = 2, then the maximum
dimension is given by (
d− 2r
2
)
− 1. (10)
We explicitly construct maximal antisymmetric r-entangled subspaces in these two cases
in Section 4.2.
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4.2 Explicit constructions of entangled subspaces of maximum dimen-
sion
Corollaries 8, 9, and 10 establish the maximum possible dimension of standard
r-entangled, symmetric r-entangled, and antisymmetric r-entangled subspaces, respec-
tively, and show that almost all subspaces of this dimension are r-entangled. Despite
the abundance of these subspaces, explicit constructions of them are only known
for standard r-entangled subspaces in the r = 1 case [Bha06] and the m = 2 case
[CMW08]. In this section, we match these results for symmetric and antisymmetric
r-entangled subspaces by providing explicit constructions in these two cases. We also
construct maximal 2-entangled subspaces of P(Cd1 ⊗ Cd2 ⊗C2) for d1, d2 ∈ {2, 3}, and of
P(C2 ⊗ C2 ⊗C2 ⊗ C2).
Many of these constructions (and indeed, many of the already known constructions
of similar subspaces from [CMW08, HMW13, CDJ+13]) are based on totally non-singular
matrices, which are matrices with the property that all of their minors (i.e., determinants
of square submatrices) are non-zero. For example, every Vandermonde matrix

1 α1 α
2
1 · · · αd−11
1 α2 α
2
2 · · · αd−12
...
...
...
. . .
...
1 αd α
2
d · · · αd−1d

 (11)
with αi 6= αj 6= 0 for all i 6= j is totally non-singular (a slightly stronger property of
these matrices, called total positivity, was proved in the case when 0 < α1 < · · · < αd in
[Fal01], but the same proof works for total non-singularity in general). In fact, total non-
singularity is a generic phenomenon: the set of matrices that are not totally non-singular
has measure zero.
The following result, which was proved in [CMW08, Lemma 9], provides the reason
that totally non-singular matrices are of use to us.
Lemma 11. Let M be an n × n totally non-singular matrix with n ≥ k, and let v ∈ Cn be a
linear combination of k of the columns of M. Then v contains at least n− k+ 1 non-zero entries.
4.2.1 Maximal symmetric r-entangled subspaces of bipartite space
To construct an r-entangled subspace of P(Cd ∨Cd) attaining the bound (8), we first note
that the isomorphism Cd ⊗ Cd ∼= L((Cd)∗,Cd) shows that it is equivalent to construct a
projective linear subspace of symmetric d× dmatrices of rank greater than r of dimension(
d− r+ 1
2
)
− 1.
We construct such a subspace by placing columns of totally non-singular matrices along
the super- and sub-diagonals of those symmetric matrices. More specifically, for each
0 ≤ i ≤ d− r− 1 and 1 ≤ j ≤ d − r − i, let Mij be the matrix that has the j-th column
of some (d− i)× (d− i) totally non-singular matrix along its i-th super-diagonal (where
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for each fixed i, the same totally non-singular matrix is used for all j). For example, if
d = 6, r = 2, i = 1, and we choose the totally non-singular matrix to be the Vandermonde
matrix (11) with αj = j for 1 ≤ j ≤ d− i = 5, then
M11 =


0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0


, M12 =


0 1 0 0 0 0
0 0 2 0 0 0
0 0 0 3 0 0
0 0 0 0 4 0
0 0 0 0 0 5
0 0 0 0 0 0


, M13 =


0 1 0 0 0 0
0 0 4 0 0 0
0 0 0 9 0 0
0 0 0 0 16 0
0 0 0 0 0 25
0 0 0 0 0 0


.
We claim that the following set of symmetric matrices is a basis of an r-entangled
subspace of P(Cd ∨ Cd) (once we convert the matrices back into states in the canonical
way):
B =
{ [
Mij +
(
Mij
)
T
]
: 0 ≤ i ≤ d− r− 1, 1 ≤ j ≤ d− r− i
}
.
The fact that the set B is linearly independent (and thus a basis of its span) follows
immediately from Lemma 11: every non-zero linear combination of those basis matrices
has, for each 0 ≤ i ≤ d− r − 1, at least (d − i) − (d − r − i) + 1 = r + 1 ≥ 1 non-zero
entries along its i-th super-diagonal, and thus does not equal the zero matrix.
In fact, this argument also shows why this subspace is r-entangled: every non-zero
diagonal of a matrix M ∈ span(B) contains at least r + 1 non-zero entries, so there is an
(r + 1)× (r + 1) submatrix of M that is upper triangular with non-zero diagonal entries
(and is thus invertible), so rank(M) ≥ r+ 1. Since the rank of a matrix corresponds to the
symmetric tensor rank in P(Cd ∨Cd), the result follows.
All that remains is to count the number of vectors in B:
|B| =
d−r−1
∑
i=0
(
d− r− i) = (d− r)2 − d−r−1∑
i=0
i
= (d− r)2 − 1
2
(d− r)(d− r− 1) =
(
d− r+ 1
2
)
.
Since the projective dimension of the subspace is |B| − 1, this completes the proof.
4.2.2 Maximal antisymmetric r-entangled subspaces of bipartite space
To construct an r-entangled subspace of P(Cd ∧ Cd) attaining the bound (10), we note
that the isomorphism Cd ⊗ Cd ∼= L((Cd)∗,Cd) shows that it is equivalent to construct a
projective linear subspace of antisymmetric d× d matrices with rank greater than 2r (not
r) of dimension (
d− 2r
2
)
− 1.
The construction of this subspace is identical to the symmetric construction from Sec-
tion 4.2.1, except we omit the Mij matrices with non-zero entries on the main diagonal
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(i.e., the ones with i = 0), and we subtract in the lower-triangular portion of each matrix
instead of adding. That is, a basis of this subspace is
B =
{ [
Mij −
(
Mij
)
T
]
: 1 ≤ i ≤ d− 2r− 1, 1 ≤ j ≤ d− 2r− i
}
,
so the dimension of this subspace is
|B| − 1 =
(
d− 2r+ 1
2
)
− (d− 2r)− 1 =
(
d− 2r
2
)
− 1,
as desired.
4.2.3 Maximal symmetric 1-entangled subspaces of multipartite space
By Equation (7) and the subsequent discussion, the maximum dimension of a symmetric
1-entangled subspace of P(
∨m
Cd) is(
m+ d− 1
m
)
− d− 1.
In this section, we construct such a subspace.
Consider the subspace spanned by the linearly independent set
{[ea1 ∨ · · · ∨ eam ] : (a1, . . . , am) ∈ [d]×n \ ∆nd},
where ∆nd = {(a, . . . , a) : a ∈ [d]}. This subspace clearly has the correct dimension, and if
∑
a∈[d]×n\∆nd
αa(ea1 ∨ · · · ∨ eam) = x⊗m
for some x = ∑db=1 βbeb, then for each b ∈ [d] the coefficient of e⊗mb in the expansion of
x⊗m is zero, and hence βb = 0. It follows that x = 0, a contradiction.
4.2.4 Maximal antisymmetric 1-entangled subspaces of multipartite space
By Equation (9) and the subsequent discussion, the maximum dimension of an antisym-
metric 1-entangled subspace of P(
∧m
Cd) is(
d
m
)
−m(d−m)− 2,
whenever d ≥ m (otherwise, ∧m Cd = 0). We construct a subspace that attains this
bound in a somewhat similar manner to the non-positive partial transpose subspaces
constructed in [Joh13, JLP19]. Let
J =
{(
m
2
)
+m− 1,
(
m
2
)
+m, . . . , dm−
(
m
2
)
− 1, dm−
(
m
2
)}
.
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For each s ∈ J, let
Is =
{
(a1, . . . , am) ∈ [d]m : 1 ≤ a1 < · · · < am ≤ d and
m
∑
j=1
aj = s
}
.
Let
PW = {[v] ∈ P(∧mCd) : ∑a∈Is va = 0},
where va is the coefficient of ea1 ∧ · · · ∧ eam in the expansion of v with respect to the stan-
dard basis
{[ea1 ∧ · · · ∧ eam ] : 1 ≤ a1 < · · · < am ≤ d}
of P(
∧m
Cd). We first observe that PW has the correct dimension. Note that
|J| = m(d−m) + 1, and one linear constraint is placed onW for each s ∈ J, so
dim(PW) = dim(P(∧mCd))− |J| = ( dm)−m(d−m)− 2,
as desired.
To complete the proof, we need only show that PW does not contain any state of the
form [x1 ∧ · · · ∧ xm]. Proving this property is quite technical, so we begin by proving it in
the special case m = 2 as a warm-up.
Let [v] ∈ PW be arbitrary, and let
t = min{s ∈ J : va 6= 0 for some a ∈ Is}.
Let a, b ∈ It be any two multi-indices for which a 6= b and va, vb 6= 0. Since
a1 + a2 = b1 + b2 = t, there exists a permutation σ ∈ S2 for which
bσ(1) < aσ(1) < aσ(2) < bσ(2).
Under the inclusion ∧2(Cd) ⊆ V1 ⊗ V2, where V1,V2 ∼= Cd, we can regard v as an ele-
ment of L(V∗2 ,V1). Under this identification, consider the 4× 4 submatrix of v correspond-
ing to the column index {bσ(1), aσ(1), aσ(2), bσ(2)} and row index {bσ(2), aσ(2), aσ(1), bσ(1)}. It
is straightforward to verify that this matrix takes the form
bσ(2) aσ(2) aσ(1) bσ(1)



±vb 0 0 0 bσ(1)
∗ ±va 0 0 aσ(1)
∗ ∗ ±va 0 aσ(2)
∗ ∗ ∗ ±vb bσ(2)
,
where an asterisk (∗) denotes an entry we don’t care about, and a ± denotes a sign we
don’t care about. It follows that the rank of v under this identification is at least four. This
proves that [v] /∈ Gr(1,Pd−1), since any such state has rank two under this identification.
This completes the proof that PW is antisymmetric 1-entangled in the case m = 2.
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We now proceed to prove that PW is antisymmetric 1-entangled for arbitrary m. As
before, let [v] ∈ PW be arbitrary, let
t = min{s ∈ J : va 6= 0 for some a ∈ Is},
and let a, b ∈ It be any two multi-indices for which a 6= b and va, vb 6= 0. Let
A = {a1, . . . , am}, B = {b1, . . . , bm}, and let S = A ∩ B. Let q = m − |S|, and let
sq+1 < · · · < sm ∈ [d] be such that {sq+1, . . . , sm} = S.
Suppose toward contradiction that [v] = [x1 ∧ · · · ∧ xm] for some x1, . . . , xm ∈ Cd.
Writing xj,a ∈ C for the a’th coordinate of xj in the standard basis, we may assume that
for any j ∈ [m] and i ∈ {q + 1, . . . ,m}, it holds that xj,si 6= 0 ⇐⇒ i = j. This can be
observed by considering the element of π−1[v] that is in reduced row echelon form with
respect to the re-ordered standard basis in which the elements esq+1, . . . , esq+m come first.
In this nice form, va 6= 0 implies
wA\S 6= 0,
where w = x1 ∧ · · · ∧ xq, so [w] ∈ Gr(q − 1,Pd−1). The notation wA\S denotes the
coefficient of w with respect to the standard basis element ec1 ∧ · · · ∧ ecq , where
c1 < · · · < cq ∈ [d] are such that {c1, . . . , cq} = A \ S. Similarly, vb 6= 0 implies wB\S 6= 0.
LetQ = (A∪ B) \ S, and let c˜1 < · · · < c˜2q ∈ [d] be such that {c˜1, . . . , c˜2q} = Q. Regarding
w as an element of L(
⊗q
k=2 V∗k ,V1), consider the submatrix of w with column index Q
and row index {c˜1ˆ, . . . , c˜2ˆq} ⊆ [d]×q−1, where
c˜ jˆ =
{
(A \ S) \ {c˜j}, c˜j ∈ A \ S
(B \ S) \ {c˜j}, c˜j ∈ B \ S
for each j ∈ [2q].
Similarly to before, we have implicitly identified the set (A \ S) \ {c˜j} with a strictly in-
creasing q − 1-tuple, and likewise for B. By the minimality of t, it follows that this sub-
matrix is lower-triangular with each diagonal entry equal to ±wA\S or ±wB\S, and hence
has rank 2q. This is a contradiction, as any element of Gr(q − 1,Pd−1) has rank q when
viewed in this way. This completes the proof that PW is antisymmetric 1-entangled.
4.2.5 Some maximal 2-entangled subspaces of multipartite space
There are a handful of higher-rank multipartite cases where it is straightforward to con-
struct a 2-entangled subspace of P(
⊗m
j=1 C
dj) of maximum dimension, and we consider
these well-known.
For example, if m = 3 and d1 = d2 = d3 = 2 then the maximum dimension of a
2-entangled subspace is zero, and an explicit example is simply given by
[e2 ⊗ e1⊗ e1 + e1 ⊗ e2 ⊗ e1 + e1⊗ e1 ⊗ e2].
Similarly, if m = 3 and d1 = 3, d2 = d3 = 2 then we see that 2-entangled subspaces
cannot be any larger than 1-dimensional, since we can identify C3 ⊗ C2 ⊗ C2 ∼= C3 ⊗ C4
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in the natural way and then use the bipartite bound from [CMW08]. Furthermore, we
can construct a 2-entangled subspace of this dimension just by using the fact that a state
has border rank ≥ 3 if and only if it has flattening rank ≥ 3 [LM04, Theorem 5.1], so
the explicit construction of a 2-entangled subspace of P(C3 ⊗ C4) of dimension 1 from
[CMW08] also works in P(C3 ⊗ C2 ⊗C2).
In general, however, explicit constructions of r-entangled subspaces in this multipar-
tite higher-rank setting are rather ad-hoc. Our contribution here is to present explicit ex-
amples of 2-entangled subspaces of P(C3 ⊗ C3 ⊗ C2) and of P(C2 ⊗ C2 ⊗ C2 ⊗ C2) (i.e.,
the smallest non-trivial and previously unknown cases) that are 5-dimensional, which is
maximal by Equation (6).
In P(C3 ⊗ C3 ⊗ C2), we first let δ, ǫ, θ, κ ∈ C4 and then consider the following set of 6
states:
B =
{ [(
e1 ⊗ e1 + e2⊗ e2 + e3 ⊗ e3
)⊗ e1] ,[(
e1 ⊗ e1 + e2⊗ e2 + e3 ⊗ e3
)⊗ e2] ,
[δ1(e1 ⊗ e2⊗ e1) + δ2(e2 ⊗ e1⊗ e1) + δ3(e3 ⊗ e1 ⊗ e2) + δ4(e1 ⊗ e3 ⊗ e2)] ,
[ǫ1(e1 ⊗ e2 ⊗ e1) + ǫ2(e2 ⊗ e1 ⊗ e1) + ǫ3(e3 ⊗ e1 ⊗ e2) + ǫ4(e1 ⊗ e3 ⊗ e2)] ,
[θ1(e1 ⊗ e2⊗ e1) + θ2(e3 ⊗ e1 ⊗ e1) + θ3(e3 ⊗ e2 ⊗ e2) + θ4(e2 ⊗ e3⊗ e2)] ,
[κ1(e1 ⊗ e2 ⊗ e1) + κ2(e3 ⊗ e1⊗ e1) + κ3(e3 ⊗ e2 ⊗ e2) + κ4(e2 ⊗ e3 ⊗ e2)]
}
(12)
It is straightforward to show that if {δ, ǫ, θ, κ} is linearly independent then so is the
set (12), so it is a basis of its span. Under the choice δ = (0, 1, 1, 1), ǫ = (1, 1, 2, 0),
θ = (1, 1, 1, 0), and κ = (0, 2, 1, 1); we have verified using theMacaulay2 software package
[GS] that span(B) is indeed 2-entangled (i.e. all of its members have border rank ≥ 3). In
Appendix A we provide an alternate, non-computer proof that span(B) is 2-entangled.
The details of this proof are somewhat more complicated than in the other construc-
tions that we have considered (we elaborate on this point at the end of the appendix).
We have developed a heuristic algorithm in MATLAB which suggests that most choices
of {δ, ǫ, θ, κ} produce a 2-entangled subspace. Our Macaulay2 and MATLAB codes are
available on github.com [LJ20].
In P(C2 ⊗ C2 ⊗ C2 ⊗ C2), we similarly let φ,ψ ∈ C4 and then consider the following
set of 6 states:{
[e1 ⊗ e1⊗ e1⊗ e2 + e1 ⊗ e2 ⊗ e2⊗ e1 + e2 ⊗ e2 ⊗ e1 ⊗ e2] ,
[e1 ⊗ e1⊗ e2⊗ e1 + e2 ⊗ e1 ⊗ e1⊗ e2 + e2 ⊗ e2 ⊗ e2 ⊗ e1] ,
[e1 ⊗ e2⊗ e1⊗ e1 + e2 ⊗ e1 ⊗ e1⊗ e1 + e2 ⊗ e1 ⊗ e2 ⊗ e2 + e2⊗ e2 ⊗ e1 ⊗ e2] ,
[e1 ⊗ e1⊗ e2⊗ e1 + e1 ⊗ e2 ⊗ e1⊗ e1 + e1 ⊗ e2 ⊗ e2 ⊗ e2 + e2⊗ e1 ⊗ e2 ⊗ e2] ,[
φ1(e
⊗4
1 ) + φ2(e1 ⊗ e1⊗ e2⊗ e2) + φ3(e2 ⊗ e2 ⊗ e1 ⊗ e1) + φ4(e⊗42 )
]
,[
ψ1(e
⊗4
1 ) + ψ2(e1 ⊗ e1⊗ e2⊗ e2) + ψ3(e2 ⊗ e2 ⊗ e1 ⊗ e1) + ψ4(e⊗42 )
] }
(13)
It is straightforward to show that if {φ,ψ} is linearly independent then so is the
set (13), so it is a basis of its span. Furthermore, if φ = (0, 1, 1, 1) and ψ = (1, 2, 1, 0)
then we have shown via Macaulay2 that its span is 2-entangled. As before, our numerics
suggest that most choices of {φ,ψ} produce a 2-entangled subspace [LJ20].
4.3 Witnesses and multipartite Schmidt number
This is the only section in which we consider mixed states, so we introduce notation
and related definitions for them here. For a vector space V (which we always take to
be over C), let D (V) ⊆ L(V) be the set of positive semi-definite operators on V with
trace one, which we refer to as the set of mixed quantum states, or density operators. Let
Herm (V) ⊆ L(V) be the set of Hermitian operators on V . For a positive semi-definite
operator P ∈ Pos (V), we define the support of P to be im(P). For a subset Z ⊆ V we say
that ρ is supported on Z if im(P) ⊆ Z. We say that P,Q ∈ Pos (V) have orthogonal support
if 〈v|u〉 = 0 for all v ∈ im(P) and u ∈ im(Q).
The notion of an operator that “witnesses” a particular property of a (mixed) quantum
state is an important one in quantum information theory—it provides a way of demon-
strating that property via a single measurement, without the need to have complete in-
formation about the state.
Definition 12. Given a subset Z ⊆ V , a not-Z witness is a Hermitian matrixW ∈ Herm (V)
for which
1. Tr(Wρ) ≥ 0 for all (mixed) states ρ ∈ D (V) supported on Z, and
2. there exists some (mixed) state σ ∈ D (V) such that Tr(Wσ) < 0.
For example, if Yˆ ⊆ Cd1 ⊗ Cd2 is (the affine cone over) the set of product states de-
fined in (1), then not-Yˆ witnesses are called entanglement witnesses (since any mixed state
σ for which Tr(Wσ) < 0 is then guaranteed to be entangled). Slightly more generally, if
Zˆ ⊆ Cd1 ⊗ Cd2 is (the affine cone over) the set of states of tensor rank (i.e., Schmidt rank) at
most r, then the not-Zˆ witnesses are called r-entanglement witnesses [SBL01] (or r-block
positive [SSZ˙09]), and any mixed state σ for which Tr(Wσ) < 0 is said to have Schmidt
number [TH00] greater than r.
Even more generally, if Xˆ ⊆ ⊗mj=1 Cdj is (the affine cone over) the set of states with
tensor rank at most r, then we still refer to not-Xˆ witnesses as r-entanglement witnesses,
and the witnessed (mixed) states with support not in Xˆ are said to have (multipartite)
Schmidt number larger than r [CYT17]. However, a hiccup that occurs in this multipartite
case that does not in the bipartite case is that, since the set of states with (multipartite)
Schmidt number≤ r is not closed, it is not true that every mixed state with Schmidt num-
ber > r can be detected by some r-entanglement witness. Indeed, only the mixed states
that are outside of the closure of that set of states can be detected, so these r-entanglement
witnesses are better thought of as witnesses for border rank, not tensor rank.
It is well-known, at least in the bipartite case, that entangled subspaces can be used
to construct entanglement witnesses with the maximum number of negative eigenvalues
(see [Joh13, JLP19], for example). We now show that the same is true in the multipartite
case, and even for not-Z witnesses in general, as long as Z is a Euclidean closed cone.
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Theorem 13. Suppose Z ⊆ V is a Euclidean closed cone. The maximum number of negative
eigenvalues that a not-Z witness can have is equal to the maximum dimension of a linear subspace
W ⊆ V for whichW ∩ Z = {0}.
Proof. Throughout this proof, we let n be the maximum dimension of a linear subspace of
V that trivially intersects Z.
Suppose W ∈ Herm (V) is a not-Z witness with s negative eigenvalues. To see that
s ≤ n, write W = W+ −W− where W+,W− are positive semidefinite with orthogonal
support (i.e., they come from the spectral decomposition of W). Letting W = im(W−),
we have dim(W) = s. Furthermore, for all v ∈ W \ {0}, it holds that
Tr
(
Wvv∗
)
= Tr
(
W+vv
∗ −W−vv∗
)
= − Tr(W−vv∗) < 0,
from which it follows thatW has trivial intersection with Z, so s ≤ n.
Conversely, to see that there is a not-Z witness with n negative eigenvalues, let P be
the orthogonal projection onto some linear subspaceW ⊆ V of dimension n that trivially
intersects Z. Then Tr(Pvv∗) < 〈v|v〉 for all v ∈ Z, and the fact that Z is a closed cone
implies that there exists a real constant 0 < ǫ < 1 such that Tr(Pvv∗) ≤ ǫ〈v|v〉 for all
v ∈ Z. If we define the matrix W = 1− 1ǫP, then W has exactly dim(W) = n negative
eigenvalues. Furthermore, Tr(Wvv∗) ≥ 0 for all v ∈ Z, soW is a not-Z witness.
Combining Theorem 13 with Theorem 1, we get that for any projective vari-
ety X ⊆ PD, the maximum number of negative eigenvalues of a not-Xˆ witness is
D− dim(X). We close this section by applying this result to entanglement witnesses.
Corollary 14. The maximum number of negative eigenvalues that an r-entanglement witness can
have is exactly
d1 · · · dm − dim(σr(Y))− 1,
where Y = Seg(Pd1−1 × · · · ×Pdm−1), as usual.
For example, if P ∈ Pos(C3 ⊗ C3 ⊗ C2) is the orthogonal projection onto the 6-
dimensional subspace spanned by (the affine cone over) the set B in (12), then there
exists some scalar α > 1 such that W = I − αP is a 2-entanglement witness (here we
have set α = 1/ǫ, where ǫ < 1 is as in the proof of Theorem 13), and furthermore
there is no 2-entanglement witness with more negative eigenvalues than this one (which
has 6). Importantly, this gives (at least in principle) a measurable way of showing that a
multipartite state has large Schmidt number: if measuring a state ρ ∈ Pos(C3 ⊗ C3 ⊗ C2)
produces an expectation value Tr(Wρ) that is strictly negative, then ρmust have Schmidt
number at least 3.
Unfortunately, finding an explicit value of α > 1 that actually works to make W a
2-entanglement witness is a non-trivial task, which we have not been able to solve ana-
lytically. Numerics performed in MATLAB, however, strongly suggest that the optimal
choice of α is approximately 1.0113.
A similar construction with P ∈ Pos(C2 ⊗C2 ⊗C2⊗C2) being the orthogonal projec-
tion onto the 6-dimensional subspace spanned by (the affine cone over) the set B in (13)
gives a 2-entanglement witness W = I − αP ∈ L(C2 ⊗ C2 ⊗ C2 ⊗ C2) with 6 negative
eigenvalues (for some value of α > 1).
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We can analogously define a symmetric (or antisymmetric) r-entanglement witness
to be a Hermitian operator W ∈ Herm (∨m Cd) (or W ∈ Herm (∧m Cd)) such that
Tr(Wρ) ≥ 0 for all ρ ∈ D (∨m Cd) (or ρ ∈ D (∧m Cd)) with rank ≤ r, and for which there
exists some σ ∈ D (∨m Cd) (or σ ∈ D (∧m Cd)) such that Tr(Wσ) < 0.
Corollary 15. The maximum number of negative eigenvalues that a symmetric r-entanglement
witness can have is exactly(
d− 1+m
m
)
− dim(σr(νm(Pd−1)))− 1.
Corollary 16. The maximum number of negative eigenvalues that an antisymmetric r-
entanglement witness can have is exactly(
d− 1+m
m
)
− dim(σr(Gr(m− 1,Pd−1)))− 1.
For example, in the bipartitem = 2 case, we see that themaximum number of negative
eigenvalues that symmetric and antisymmetric r-entanglement witnesses can have is(
d− r+ 1
2
)
and
(
d− 2r
2
)
,
respectively.
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Appendix: A 2-Entangled Qutrit-Qutrit-Qubit Subspace
In this appendix, we provide a non-computer proof that the span of the set B from Equa-
tion (12) is 2-entangled. In order to show this, we prove that each member of that span
has a flattening with rank 3. Indeed, since C3 ⊗ C3 ⊗ C2 is naturally isomorphic to the
space of 3× 6 matrices, we can think of this subspace as consisting of block matrices of
the form
M =

 λ α1 β1 γ 0 α4α2 λ 0 0 γ β4
β2 0 λ α3 β3 γ

 ,
where αj = δj + ǫj and β j = θj + κj for all 1 ≤ j ≤ 4 (and {δ, ǫ, θ, κ} is as in Section 4.2.5).
The partial transpose of M is
MΓ =

 λ α2 β2 γ 0 α3α1 λ 0 0 γ β3
β1 0 λ α4 β4 γ

 ,
which is another flattening of this same state, so our goal is to show that rank(M) ≥ 3 or
rank(MΓ) ≥ 3.
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Importantly, because of how we chose {δ, ǫ, θ, κ}, we know if that if αi 6= 0 for any
i ∈ [4], then αi 6= 0 for at least three i ∈ [4], and similarly for the β j’s. Indeed, we saw the
desirability of this property in Section 4.2, where we repeatedly used Lemma 11.
To show that rank(M) ≥ 3 or rank(MΓ) ≥ 3, we now split into several cases depend-
ing on which of λ, γ, αi and β j equal 0.
Case 1(a): λ = 0, α1, α2, α3 6= 0.
The submatrix of M corresponding to its 1st, 2nd, and 4th columns, up to permuta-
tion similarity, has the form 
α2 0 0β2 α3 0
0 γ α1


which clearly has rank 3 since it is triangular with non-zero diagonal entries.
The above case contains the flavor of most of the cases that we will consider, so from
now on we just list which columns of M or MΓ give rise to a submatrix that is (up to
permutation similarity) triangular with non-zero diagonal entries, and thus has rank 3.
For example, for Case 1(a) we would just now just say “M(1, 2, 4)”.
Case 1: λ = 0.
(a): α1, α2, α3 6= 0. M(1, 2, 4).
(b): α1, α2, α4 6= 0. MΓ(1, 2, 4).
(c): α1, α3, α4 6= 0.
(i): γ = 0. MΓ(1, 4, 6).
(ii): γ 6= 0. M(2, 4, 5).
(d): α2, α3, α4 6= 0.
(i): γ = 0. M(1, 4, 6).
(ii): γ 6= 0. MΓ(2, 4, 5).
(e): α1 = α2 = α3 = α4 = 0.
(i): γ = 0. This case is identical to Case 1(a–d) via symmetry (just rotate M by
180 degrees, which does not change its rank).
(ii): γ 6= 0, β1 6= 0. MΓ(1, 4, 5).
(iii): γ 6= 0, β2, β3, β4 6= 0. M(1, 4, 6).
Case 2: λ 6= 0, α1 = α2 = α3 = α4 = 0.
(a): β3 = β4 = 0 (and thus β1 = β2 = 0 too). M(1, 2, 3).
(b): β3 6= 0.
(i): γ = 0. M(1, 2, 5).
(ii): γ 6= 0. M(2, 4, 6).
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(c): β4 6= 0.
(i): γ = 0. MΓ(1, 2, 5).
(ii): γ 6= 0. M(2, 4, 6).
Case 3: λ 6= 0 and αi 6= 0 for at least three i ∈ [4].
(a): β3 = β4 = 0.
(i): α3 6= 0. MΓ(2, 3, 6).
(ii): α4 6= 0. M(2, 3, 6).
(b): β3 6= 0, β4 = 0.
(i): α4 = 0, γ = 0. M(1, 3, 4).
(ii): α4 = 0, γ 6= 0. MΓ(4, 5, 6).
(iii): α4 6= 0, γ = 0. M(2, 3, 6).
(iv): α4 6= 0, γ 6= 0, α2 6= 0. MΓ(2, 3, 5).
(v): α4 6= 0, γ 6= 0, α2 = 0. This case is much more difficult, so we leave it until
after the remaining cases are dealt with.
(c): β3 = 0, β4 6= 0. This case is identical to Case 3(b) by taking the partial transpose
(i.e., replace M with MΓ and vice-versa).
(d): β3, β4 6= 0.
(i): α4 = 0, γ = 0. M(1, 4, 6).
(ii): α4 = 0, γ 6= 0. MΓ(3, 4, 5).
(iii): α4 6= 0, β2 = 0, γ 6= 0. MΓ(3, 4, 5).
(iv): α4 6= 0, β2 = 0, γ = 0, α3 = 0. MΓ(1, 3, 6).
(v): α4 6= 0, β2 = 0, γ = 0, α3 6= 0. M(2, 3, 4).
(vi): α4 6= 0, β2 6= 0, γ = 0. MΓ(2, 3, 4).
(vii): α4 6= 0, β2 6= 0, γ 6= 0. This is another difficult case that we deal with
separately.
The only two remaining cases from above are 3(b)(v) and 3(d)(vii). These cases require
a more intricate argument to demonstrate that at least one of M or MΓ has rank 3, which
we now provide.
Case 3(b)(v)
For this case, γ, λ 6= 0, α2 = β4 = 0, α1, α3, α4 6= 0, and β1, β2, β3 6= 0. Let
α = (α1, α2, α3, α4) and β = (β1, β2, β3, β4). Because of how we chose {δ, ǫ, θ, κ}, we
have α = (α1, α1 + α4, 2α1 + α4, α4) and β = (β1, β1 + 2β4, β1 + β4, β4). Furthermore,
using the facts that 0 = α2 = α1 + α4 and 0 = β4 shows that α = (α1, 0, α1,−α1) and
β = (β1, β1, β1, 0). The matrix M
Γ thus has the form
MΓ =

 λ 0 β1 γ 0 α1α1 λ 0 0 γ β1
β1 0 λ −α1 0 γ

 .
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We can then see that rank(MΓ) = 3 as follows. If it had rank ≤ 2 then it would be the
case that Det(MΓ(1, 2, 3)) = λ(λ2 − β21) = 0, which implies β1 = ±λ. We would similarly
have Det(MΓ(4, 5, 6)) = γ(γ2 + α21) = 0, which implies α1 = ±iγ. Finally, we would also
have Det(MΓ(3, 4, 6)) = −β1(γλ + α1β1) = 0, which (since α1 = ±iγ and β1 = ±λ)
implies γλ± iγλ = 0, which is impossible (recall that all of these variables are non-zero).
It follows that at least one of these determinants is non-zero, so rank(MΓ) = 3, which
completes this case.
Case 3(d)(vii)
For this case, γ, λ 6= 0, α4 6= 0, and β2, β3, β4 6= 0. We now split into four subcases:
• α1 = β3 = 0. This case is identical to Case 3(b)(v) from Section 4.3 by taking the
partial transpose, swapping the roles of γ and λ, and swapping the roles of α and β.
• α1 = 0, β3 6= 0. M(2, 4, 5).
• α1 6= 0, β3 = 0. M(2, 3, 5).
• α1, β3 6= 0. This is the difficult subcase. Similarly to Case 3(b)(v), we have
α = (α1, α1 + α4, 2α1 + α4, α4) and β = (β1, β1 + 2β4, β1 + β4, β4), so M and M
Γ
have the form
M =

 λ α1 β1 γ 0 α4α1 + α4 λ 0 0 γ β4
β1 + 2β4 0 λ 2α1 + α4 β1 + β4 γ

 and
MΓ =

 λ α1 + α4 β1 + 2β4 γ 0 2α1 + α4α1 λ 0 0 γ β1 + β4
β1 0 λ α4 β4 γ

 .
Now suppose that rank(M) = rank(MΓ) = 0. Then we would have
Det(M(2, 3, 6)) = λ(λα4 − α1β4 − γβ1) = 0,
which implies λα4 − γβ1 = α1β4. We would also have
Det(MΓ(1, 4, 5)) = γ(γβ1 − λα4 − α1β4) = 0,
which implies λα4 − γβ1 = −α1β4. Combining these two expressions for λα4 − γβ1
shows that α1β4 = 0, which contradicts the fact that we are assuming that α1, β4 6= 0
in this case. It follows that at least one of these determinants is non-zero, which
completes this final subcase and the proof.
Numerics suggest that almost all choices of {δ, ǫ, θ, κ} lead to this subspace being 2-
entangled. Indeed, the primary property of {δ, ǫ, θ, κ} that we made use of was that a
non-zero linear combination of δ and ǫ must never have more than one 0 entry, and sim-
ilarly for θ and κ (this property is generic). The only other place where the particular
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entries of these vectors was used was in Case 3(b)(v) (and the symmetric first subcase of
Case 3(d)(vii)), where non-invertibility of a 3× 3 submatrix ofM orMΓ wasmore delicate.
To illustrate why Case 3(b)(v) is more delicate, notice that if we had instead chosen
δ = (1, 1, 1, 2), ǫ = (0,−1, 1, 1), θ = (2, 1, 1, 0), and κ = (1, 1, 0, 1), then it would still be
the case that any non-zero linear combination of δ and ǫwould never have more than one
0 entry, and similarly for θ and κ (so all of the other cases still work fine). However, the
proof would fall apart in Case 3(b)(v), since we would get the pair of matrices
M =

 1 −1 1 1 0 10 1 0 0 1 0
1 0 1 1 1 1

 and MΓ =

 1 0 1 1 0 1−1 1 0 0 1 1
1 0 1 1 0 1

 ,
both of which have rank 2.
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