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教育・研究報告
感性分析手法によるWeb サイトの印象調査
徳　丸　正　孝＊
1 　感性情報分析
　情報通信技術の発達により，「インターネット」はもはや特別なものではなく，人々の生活
に無くてはならないものになっている．近年では急激なスマートフォンの普及により，いつ
でもどこでも，必要とする情報やサービスにアクセスできるようになってきた．
　その一方で，情報やサービスの急激な増加と多様化により，「インターネット」の利用形態
は実に複雑になってきた．膨大な情報の中から必要な情報を発見するにはそれなりのテクニ
ックが必要であるし，ホームページやブログなどによる情報発信においては閲覧者に対する
配慮が求められるなど，インターネットをとりまく様々な場面において困難さに直面するこ
とも多々ある．
　このように複雑化の一途を辿る IT システムのデザインにおいて，いかに人々に「使いや
すさ」を提供するかが重要な問題となってきている．多くの機能が盛り込まれ，ありとあら
ゆることが可能なサービスというのは，一般ユーザにとっては返って複雑で使いにくいもの
となる危険性がある．また，Web ページやWeb アプリケーションにおいては，直感的な使
いやすさや見やすさが求められるため，表示する文字や画像，ボタン配置などをうまくデザ
インする必要がある．
　しかし，「使いやすさ」や「好み」といった問題は個々のユーザに依存する漠然としたもの
であり，万人に共通の使いやすくて好まれるモノをデザインすることは極めて困難である．
　そこで，設計者はターゲットとなるユーザがどのようなモノに魅力を感じるのかを分析し，
それを形にしていくことが求められる．このように，人がモノを見たり使ったりした時にど
のように感じるかを分析する手法として，感性情報分析が近年注目されている［1］．感性と
は，何らかの刺激に対して生じる感情のことである．人がモノを見て「格好よい」や「可愛
い」という印象を持つのは，モノの外観から受ける視覚的な刺激に対して感情が生まれるこ
とを意味する．これらの感情は直接計測することが極めて難しく，分析にはアンケート調査
が用いられることが多い．
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　感性情報分析では一般に，ハードウェア，ソフトウェアに関わらず，ユーザに幾つかの既
存の製品（サンプル）を提示し，それらの製品に関する様々な評価項目についてのアンケー
トを実施する．そして，アンケート結果を分析することによりユーザが潜在的に求めている
要素を発見し，新製品の開発へと活かすのである．
　このようなアンケート調査からの知識発見には，主成分分析や因子分析が用いられている
ことが多い．これらの分析手法では，複数のサンプルに対する印象を様々な側面から調査し
ている．例えば，「携帯電話の使いやすさ」について調査する場合，携帯電話の操作性に影響
を与えると考えられる様々な要素を抽出してアンケート項目を作成する．携帯電話の操作に
おいては，画面の大きさや見やすさ（コントラストやメニュー表示，文字サイズなど多くの
要素に分割される），ボタンの操作性（配置，大きさ，クリック感など，これも多くの要素に
分割される）など，さまざまなソフトウェアとハードウェアのデザイン要素が操作性を決定
する要因となる．そこで，アンケート調査を実施する際には，製品の総合的な印象を決定す
る「携帯電話の使いやすさ」に加え，製品の部分的な印象を決定する様々な属性についても
印象調査を行うことになる．本稿では，製品の総合的な印象を決定属性，部分的な印象を部
分評価属性と呼ぶ．アンケート調査は一般に，それぞれの属性について 5 段階や 7 段階のSD
法［1］が用いられる．
　主成分分析や因子分析などの多変量解析手法では一般に，ある製品における複数被験者の
アンケート回答値を平均し，被験者の個人差を排除した一般的な印象についての調査が行わ
れる［1］．このとき，部分評価属性はアンケート回答値の相関に基づいて幾つかの主成分
（または主因子）に集約される．したがって，分析者が部分評価属性と決定属性の直接的な関
係性を調べることはできず，構築された意味空間を通じて主成分や主因子の持つ「意味」を
推測し，傾向を分析する必要がある．このような分析方法では，アンケート調査に用いるサ
ンプルのタイプや数，アンケートに用いる部分評価属性の種類などが意味空間の構成に影響
を及ぼすため，分析結果の信頼性を保証することは困難である．
　そこで著者らは，このような従来の分析手法における問題を解決する手法として，決定木
を用いた感性分析手法を提案している［2］．本手法では，アンケートの回答をそのまま個々
の事例として用いることで，部分評価属性を意味空間に集約することなく直接的に分析する
ことができる．本稿では，決定木を用いた感性分析手法を紹介し，本手法を用いてニュース
サイトの印象分析を行う．まず 2 . で提案手法であるファジィ決定木による感性分析手法につ
いて述べ， 3 . で Web サイトの印象分析とその結果について述べる．
2 　ファジィ決定木による感性情報の分析
2.1　感性情報の収集
　製品の総合的な印象と密接に関係している部分的な感覚について分析を行う場合，複数の
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製品に対するアンケート調査を実施することが基本となる．本稿では，一般的によく用いら
れている 7 段階の SD 法による製品の印象評価を行う．まず，対象となる製品について様々
な側面から評価を行うため，製品の総合的または部分的な印象を表現するための印象語対を
列挙し，SD 法によるアンケート用紙を作成する．例えば，携帯電話の総合的な使いやすさ
や好みの分析を行う場合，「使いやすい－使いにくい」や「好き－嫌い」に加え，「ボタンが
押しやすい－押しにくい」や「画面が大きい－小さい」，「本体が分厚い－薄い」等，使いや
すさや好みの判断理由となりそうな項目について評価語句を挙げる．
　次に，タイプの異なる複数の製品を用意し，被験者に製品を使用してもらった後に，個々
の製品の印象についてアンケートに回答してもらう．被験者は多くの製品を順番に使用して
いくことになるので，使用する製品の順序関係や疲労などによって，印象評価に変化が生じ
る可能性がある．そのため， 1 個の製品に対して時間をおいて複数回の印象調査を実施する
ことが望ましい．
　通常の感性分析の場合，被験者による製品の印象がアンケートを実施するたびに変化する
ことは望ましくない．しかし，本研究では製品の総合的な印象と部分的評価の関連性を分析
することが目的であり，特定の条件下における製品の印象が，その他の条件において変化す
ることは特に問題とならない．重要なのは，製品に関する様々な部分的印象がどのように評
価されている場合に，その製品の総合的印象がどのように評価されているのかという情報を
調査し，可能な限り多くの事例を収集することである．
　以上の手順により収集された様々な事例を用いて，ファジィC4.5決定木により感性情報の
分析を行う．
2.2　ファジィ C4.5決定木作成アルゴリズム
2.2.1　C4.5
　C4.5は，J. R. Quinlan によって提案された決定木作成アルゴリズムである［3］．本手法
は，事例を分割した際の利得比が最大となる属性で事例を分割していくものであり，比較的
シンプルな木が作成されることが知られている．今，学習事例の集合を T，属性を Xp とす
る．ある属性 Aに着目し，属性 Aとその他の属性との関連を調べるとき，属性 Aを決定属
性，その他の属性を部分評価属性という．製品の使いやすさの解析の場合，SD 法によるア
ンケートの評価項目「使いやすさ」が決定属性，その他の評価項目が部分評価属性となる．
　決定属性Aの取り得る値が k個の場合，値 i を取る事例の集合をクラスCi（i： 1 ～ k）と
する．部分評価属性 Xp の属性値が n 個の値を取るとすると，学習事例の集合 Tは，評価事
例 T1,T2, … Tn の部分集合に分割される．アンケートにおける各属性の回答値は 1 ～ 7 の 7
段階であるので，任意のしきい値により属性値をいくつかのクラスに分割する必要がある．
　これまでに著者らが行ってきたC 4 . 5 による感性情報の分析では，7 段階の属性値を 3 個
のクラスに分け，アンケートの回答値 1 ～3,4, 5 ～ 7 等で分類をしていた．しかし，この方
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法ではアンケートの 7 段階の回答が十分に反映されておらず，回答のあいまい性についても
考慮されていない．ある部分評価属性におけるユーザの回答値が 3 であった場合，ユーザの
回答のあいまい性により，この回答は 2 または 4 に変更される可能性を含んでいる．この問
題を解決するために，著者らはファジィC4.5を用いることにより，7 段階のアンケート回答
値を反映した決定木の構成を行っている［2］．
2.2.2　Fuzzy C4.5
　ファジィ C4.5は，堀らによって提案された決定木作成アルゴリズムである［4］．ファジ
ィ C4.5決定木では，各属性の分割クラスはファジィ集合で表現される．それぞれの事例は，
任意のクラスに属する度合いを示す数値である“確信度”をもっている．決定属性のクラス
「使いやすい」「使いにくい」「どちらでもない」に対する各事例の確信度は，図 1 に示すメン
バーシップ関数により求められる．つまり，属性「使いやすさ」の回答値が 5 である事例は，
クラス「使いやすい」に属する確信度0.66の事例と，クラス「どちらでもない」に属する確
信度0.33の事例という 2 個の事例として扱われる．
　事例の集合 S について，クラス Ci に属する事例の確信度の和を freq（Ci,S）とし，集合 S
に含まれる事例の確信度の和を│S│と表す．このとき，集合 S のエントロピー info（S）は，
次式で与えられる［3］．
info（S）＝－
k
Σ
i＝1
｛
freq（Ci, S）──────
│S│
×log2
freq（Ci, S）──────
│S│
｝（bit） ⑴
　したがって，学習事例の集合 Tについて式⑴を適用することで，集合 Tのエントロピー
info（T）が求まる．info（T）は，集合 Tに含まれる任意の事例が属するクラスを特定する
のに必要な情報量の平均値となる．
　また，属性 Xp によって事例が分割された場合のエントロピーを infoXp（T）とするとき，
　infoXp（T）は部分集合上での荷重平均により次式で表される．
infoXp（T）＝
n
Σ
j＝1
｛
│Tj│──
│T│
×info（Tj）  ⑵
answered value of questions
neutral easy to use
　(for example)
hard to use
　　(for example)
de
gr
ee
 o
f t
he
 m
em
be
rs
hi
p
1 2 3 4 5 6 7
0.5
0
1.0
図 1 　メンバーシップ関数
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　ただし，Tj がファジィ集合のとき，各事例が集合 Tj に属する度合いは図 1 と同様にメン
バーシップ関数で表される．このとき，事例の確信度は，各事例の分類前の確信度の値と属
性値が Tj に属する度合との積で与えられる．
　属性 Xp で分割されることによる情報量利得 gain（Xp）は次式で表される．
gain（Xp）＝info（T）－infoXp（T） ⑶
　ファジィC4.5では，任意の事例が属するクラスを特性するための情報量ではなく，分割結
果自体を伝達するために必要な情報量である利得比基準を採用している．属性 Xp で事例の
集合 Tが分割された場合の分割情報量 split info（Xp）は次式で表される．
split info（Xp）＝－
n
Σ
j＝1
│Tj│──
│T│
×log2 ⎛⎝
Tj─
T
⎞
⎠（bit）  ⑷
　これは，集合Tを k個の部分集合に分割したときの全情報量である．一方，情報量利得は，
クラス分割に役立つ情報量の割合を表すので，情報量利得 gain ratio（Xp）は次式で表される．
　gain ratio（Xp）＝
gain（Xp）──────
split info（Xp）
 ⑸
　ファジィ C4.5では，情報量利得 gain ratio（X）を最大にする属性で集合 T を分割する．
更に，分割後の部分集合 T1,T 2 … Tn のそれぞれについて，上位の枝において採用された属
性以外の属性で分割し，同様の手順で分割属性を選出する．分割後の部分集合に含まれる確
信度付き事例の総和がある一定の値に満たない場合や，事例の大多数が同じクラスに属する
ようになった場合において，その節点は分割を終了し葉節点となる．
2.3　分類誤差に基づく木構造の最適化
　ファジィC4.5決定木では，葉節点を構成する条件によって，作成される決定木の規模や構
造が大きく変化する．作成される決定木から事例分類のためのルールを抽出し，そのルール
に基づいて感性情報の分析を行う場合，木の構造はなるべく簡単であることが望ましい．し
かしながら，事例の分類精度が低い決定木から抽出される知識は，当然信頼性を欠くものと
なるため，ある程度の分類精度が保たれていることが必要となる．そこで，本手法では分類
誤差による木構造の最適化を行っている．
　本研究におけるファジィ決定木では，葉節点を構成する条件を以下のとおりに設定して
　いる．
　• 分割された部分集合に含まれる各事例が属するクラスが，全クラスに対して一定の割合
を占める（クラス占有率：classmax）
　• 分割された部分集合に含まれる事例数が，全データ数に対する一定の割合を下回る（最
小データ含有率：datamin）
　決定木の生成では，すべてのデータが同一のクラスに属するまで事例の分割を進めた場　
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合，木構造が複雑になりすぎて有効な知識の発見が困難になるだけでなく，未知の事例に対
する分類性能の低下を招くことになる．そこで，節点に含まれるデータにおいて，多数のデ
ータが同一のクラスに属すると認められる場合に葉節点を構成するのが一般的である．ここ
では，あるクラスに属するデータの確信度の和が，節点中に含まれる全データの確信度の和
に対して，クラス占有率 classmax 以上の割合を占めている場合において葉節点を生成する．
　クラス占有率の値が低い場合，葉節点を生成しやすくなるために，木構造は単純になる．
しかし，葉節点にラベリングされるクラスは単一であるため，ラベリングされたクラス以外
に属するデータが葉節点に多く含まれることになる．このため，データの分類誤りが多くな
り，決定木の信頼性が低下することになる．
　また，数少ないデータを分類するために枝節点を生成し，木構造を複雑にすることも同様
の理由から好ましくない．ファジィ決定木では各節点において， 1 個のデータが任意のクラ
スに属する確信度付きの複数データとして分類されるため，分類が進むと確信度の低い多数
のデータが節点に含まれることになる．そこで，節点に含まれるデータの総数が，決定木の
構成に用いるデータ総数に対して最小データ含有率 datamin 以下の割合となった場合におい
て，葉節点を生成することとした．これにより，多数の事例を分類する重要な節点のみで構
成される比較的シンプルな決定木が構成されると考えられる．
2.4　決定木からのルール抽出
　前節で述べたファジィC4.5アルゴリズムを用いて作成された決定木から，知識の抽出を行
う．作成された決定木は図 2 に示すような tree 構造で表現される．枝に記されている記号
は，各属性が取る値を表している．例えば，属性 X5は＋，－の 2 個の属性値を取り，X3は
＋， 0 ，－の 3 個の属性値を取る．任意の葉に到達するまでに通過する枝節点の属性と，そ
の属性値によって，その葉節点のクラスを特定するためのルールが作成される．一例として，
X5
X2 X7
X3 X8 X1 X6
X2X4 X1C1 C2 C1
C1 C3 C2 C3
C3C2 C1
C1 C3
C1
+ -
- -
- - +
+ -
-+
++
+ +
+ +- -
0
0 -
R 1
R 2
図 2 　tree 構造で表記される決定木の例
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図 2 の決定木の左右端の葉節点に相当するクラスを特定するためのルール R1及び R2を以下
に示す．
　R1：X5（＋） and X2（＋） and X3（＋） Then C1 ⑹
　R2 ： X5（－） and X7（－） and X6（＋） and X2（－） Then C3   ⑺
　ここで，（　）内は属性X＊の属性値を表す．このようにして，葉節点の数だけルールが作
成される．
3 　Web サイトの感性情報分析
3.1　Web サイトの印象調査
　インターネットが人々の生活に浸透し，多くの人が E-mail や Web サイト閲覧などのサー
ビスを利用している．最近ではWebサイトの役割がBlog や SNSへと一部移行する動きもあ
るが，それでも殆どの企業や団体がHomePage を開設し，日々多くの閲覧者がサイトにアク
セスしている．このようなWebサイトのデザインは，サイトを開設している企業や団体のイ
メージを左右するため，その制作には配慮すべき点が数多く存在する．その中でも，アクセ
シビリティに関しては最も重視されるべき問題であり，Web サイトに掲載される情報そのも
のはもちろん，リンクやボタン，バナーの配置に至るまで，さまざまな要素を効果的に配置
することが求められる．
　このようなWeb サイトのデザインに関しては，一定のガイドラインは提供されているが，
それ以外の項目については制作者のセンスに委ねられることになる．しかし，サイトの制作
者は，閲覧者がどのような要素を重視してWebサイトを「使いやすい」と考えているのかが
不明であり，数多くの要素の中で，どのような要素を重視してWebサイトをデザインすれば
良いのかがわからない．Web サイトの制作者にとって，重視すべきデザイン要素の優先順位
は，閲覧者に対して「使いやすい」サイトを提供する上で重要な指標となる．
　そこで本稿では，ニュースサイトを題材として，利用者の立場から見たWebサイトの「使
いやすさ」についてアンケート調査を実施した．そして，収集したアンケート回答をファジ
ィ決定木により分析し，Web サイトの「使いやすさ」に深く関係する部分的評価属性がどの
ようなものであるかを調べた．
　アンケート調査に用いたニュースサイトは表 1 に示す10サイトである．アンケートに使用
した項目は表 2 に示す17項目であり，関連研究である酒巻らの文献［5］より引用している．
被験者は，様々な年齢層の一般人100名である．被験者には，表 1 に示した10個のサイトを好
きな順序で閲覧してもらい，それぞれのサイトの印象について，その都度アンケートに回答
してもらった．被験者は，それぞれのサイトのトップページにアクセスし，リンクを辿りな
がらサイト内のコンテンツを約 5 分間自由に閲覧した後に，アンケートの各項目について 7
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段階で回答する．例えば，項目番号 X1については，“見たいコンテンツ（情報）が少ない⇔
見たいコンテンツ（情報）が豊富”という問に対し，（非常に少ないと思う，少ないと思う，
やや少ないと思う，どちらでもない，やや豊富だと思う，豊富だと思う，非常に豊富だと思
う）という 7 個の選択肢からあてはまる箇所に○を記入する．
　さらに，被験者100名の日常におけるニュースサイトの利用状況についても調査した．その
結果，普段ニュースサイトを利用すると回答した被験者は67名，利用しないと回答した被験
者は33名であった．また，普段ニュースサイトを利用すると回答した被験者の中で，ニュー
スサイトを利用する理由について最も多かった意見は，「手軽に見れるから」が42名と多数を
占めていた．
表 1 　閲覧対象サイト内訳
ニュースサイト URL
毎日 http://mainichi.jp/
朝日 http://www.asahi.com/
読売 http://www.yomiuri.co.jp/
日経 http://www.nikkei.com/
産経 http://sankei.jp.msn.com/
Yahoo http://headlines.yahoo.co.jp/hl
goo http://news.goo.ne.jp/
Infoseek http://news.www.infoseek.co.jp/
excite http://www.excite.co.jp/News/
nifty http://news.nifty.com/
表 2 　アンケートに用いた属性
項目番号 （－）
0
（どちらでもない）
（＋）
X1 見たいコンテンツ（情報）が少ない ←　　　→ 見たいコンテンツ（情報）が豊富
X2 コンテンツ（情報）が見やすい ←　　　→ コンテンツ（情報）が見にくい
X3 画像，イラストに興味を惹かれない ←　　　→ 画像，イラストに興味を惹かれる
X4 画像，イラストの位置が悪い ←　　　→ 画像，イラストの位置がよい
X5 広告の位置がよい ←　　　→ 広告の位置が悪い
X6 広告の位置がよい大きさが不適切 ←　　　→ 広告の大きさがちょうどよい
X7 文字の分量が多い ←　　　→ 文字の分量が少ない
X8 文字の大きさが大きい ←　　　→ 文字の大きさが小さい
X9 全体の色合いがよい ←　　　→ 全体の色合いがよくない
X10 トップページが見やすい ←　　　→ トップページが見にくい
X11 サイトに統一感がない ←　　　→ サイトに統一感がある
X12 サイトの何処にいるかわかりやすい ←　　　→ サイトの何処にいるかわかりにくい
X13 カテゴリの分類がよくない ←　　　→ カテゴリの分類がちょうどよい
X14 目が疲れる感じがする ←　　　→ 目が疲れない
X15 印象に残る ←　　　→ 印象に残らない
X16 親しみがわかない ←　　　→ 親しみがわく
C 使いにくい（C1 ） ←　C2　→ 使いやすい（C3 ）
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　一方，普段ニュースサイトを利用しないと回答した被験者の中で，ニュースサイトを利用
しない理由について最も多かった意見は，「TVや新聞の方が詳しいから」が15名と多数を占
めていた．また，ニュースサイトを普段利用しないと回答した被験者のうち10名については，
普段パソコンに触れる機会が無いという回答を得た．
3.2　ファジィ C4.5決定木によるアンケート分析
　100名の被験者による10個のニュースサイトの印象調査結果は，本分析では1,000件の「ニ
ュースサイトの使いやすさ」に関する回答事例として取り扱うことができる．本稿では，収
集された1,000件の事例のうち，アンケート回答の記載漏れが見られた35件の事例を除いた
965件の事例を対象に，ファジィ C4.5決定木を用いて分析を行った．
　生成された決定木を図 3 に示す．枝節点には，表 2 に示した16個の部分評価属性 X1～X16
のいずれかが割り当てられており，枝の（－）がアンケート項目の左側，枝の（＋）が右側
に対応している． 0 は「どちらでもない」を意味する．ここでは，図 1 に示したメンバーシ
ップ関数を用いているので， 7 段階のアンケート回答値に基づいて，各属性は 3 個のクラス
に分割される．葉節点には決定属性である「使いにくい（C1 ）」「どちらでもない（C2 ）」「使
いやすい（C3 ）」のいずれかが割り当てられる．本実験では，葉節点生成条件であるクラス
占有率 classmax＝0. 8 ，最小データ含有率 datamin＝0.10として決定木を生成した．これらの
パラメータを変化させることにより，生成される決定木の複雑さ，すなわち抽出されるルー
ル数が変化するが，本実験では事例の分類誤り（全事例に対する分類の平均二乗誤差）が最
も小さくなるようにパラメータ値を設定した．図 3 による事例の分類誤りは0.82であり， 7
段階の回答値における分類の「ずれ」が 1 以内であることを示している．例えば， 7 段階の
アンケート回答値が 3 である事例に対し，生成された決定木はその事例の回答値が 2 ～ 4 の
間に収まるように分類できていることになる．
　次に，図 3 から「使いやすい」ニュースサイトと判定されるルールの抽出を行う．決定木
では，葉節点の数だけルールが抽出される．したがって，図 3 の決定木から抽出されるルー
ル数は37個であるが，その多くは決定クラスが C2であり，「どちらでもない」を意味するル
ールとなっている．本分析で求めたいルールである「使いやすい」に関するルールはC3であ
り，そのルール数は 8 個である．
　表 3 に，「使いやすい」に関するルールを示す．ルールの表記においては，図 3 の上位ノー
ドに割り当てられている属性から順番に属性を並べている．これらのルールは，表 2 を参照
し，言語ルールとして表すことができる．例えば，ルール R1では属性 X16が（＋），かつ属
性 X1が（＋）であるので，「親しみがわき，見たいコンテンツ（情報）が豊富なニュースサ
イトは使いやすい」というルールになる．なお，ルールR5と R6においては，属性X8の属性
値が異なるだけである．このとき，属性 X8の属性値が（ 0 ）または（＋）であるというこ
とは，属性値が（－）で無いという記述に置き換えることができる．すなわち，ルールR5と
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図 3 　生成された決定木
表 3 　「使いやすい」に関する抽出ルール
ルール 分類データ数
R1 : X16（＋） and X1（＋） Then C3 119
R2 : X16（ 0 ） and X1（－） and X15（＋） Then C3 51
R3 : X16（＋） and X1（ 0 ） and X9（－） Then C3 118
R4 : X16（＋） and X1（－） and X9（ 0 ） Then C3 141
R5 : X16（＋） and X1（ 0 ） and X8（ 0 ） Then C3 52
R6 : X16（＋） and X1（ 0 ） and X8（＋） Then C3 38
R7 : X16（ 0 ） and X1（ 0 ） and X2（ 0 ） and X15（＋） Then C3 36
R8 : X16（ 0 ） and X1（＋） and X3（ 0 ） and X10（＋） Then C3 14
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R6は，以下の 1 個のルールに置き換えることが可能である．
　R56：X16（＋） and X1（ 0 ） and X8（－） Then C3  ⑻
　これを言語ルールとして表すと，「文字の大きさは大きくなく，親しみがわき，見たいコン
テンツ（情報）が少ないニュースサイトは使いやすい」となる．このルールでは，「文字が大
きすぎずコンテンツが少ない」という一見すると「使いやすい」とは感じにくいと思われる
内容となっている．しかし，最近のBlog などでは文字サイズを小さめにして行間を空け，あ
まり文章量が多くないものが好まれる傾向も見られることから，ニュースサイトにおいても
「すっきりしている」ものを好む傾向が見られることは特に不自然では無いと考えられる．
3.3　2分割ファジィ決定木によるアンケート分析
　前節でアンケート分析に用いたファジィ決定木では，図 1 に示した 3 分割のメンバーシッ
プ関数を用いていた． 3 分割のメンバーシップ関数では，事例の多くが「どちらでもない」
に相当する決定クラス C2に属することになるため，抽出されるルールも必然的に C2に関す
るものが多くなる．しかし，アンケートから有効な知識を発見したい分析者の立場から見る
と，「どちらでもない」という属性値を前件部に多く含むルールや，決定クラスが「どちらで
もない」というルールは有用性が低く，望ましくないと考えられる．
　特に，日本人を対象としてアンケート調査を実施する場合，アンケートの回答値は中央付
近に集まることが多い．本実験で用いた635件のアンケートについて，全項目に対するアンケ
ート回答値の分布を図 4 に示す． 7 段階のアンケート回答の中央値である 4 に30％以上，中
央付近である 3 ～ 5 については実に75％以上が集まっていることがわかる．
　このような分布を持つアンケートの回答に対し，「どちらでもない」を中央に取るメンバー
シップ関数を用いた分析を行うことは，有効な知識発見の支障となることが多い．そこで本
節では新たに，アンケート回答値を 2 分割するメンバーシップ関数を用いて分析を行う．
　本節で用いるメンバーシップ関数を図 5 に示す． 2 分割メンバーシップ関数では， 7 段階
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図 4 　アンケート回答値の分布
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のアンケート回答値に基づいて，各属性が 2 個のクラスに分割される．葉節点には決定属性
のクラスである「使いにくい」「使いやすい」のいずれかが割り当てられる．前節で述べた 3
個の決定クラスと表記を統一するために，ここでは前節と同様に「使いにくい」を C1，「使
いやすい」を C3と表記する（C2は使用しない）．本実験では，葉節点生成条件であるクラス
占有率 classmax ＝0.7，最小データ含有率 datamin ＝0.05として決定木を生成した．この場合
の事例の分類誤りは0.88であり，前節の 3 分割のメンバーシップ関数を用いた場合よりも分
類精度は落ちるものの，十分に有用な分類性能を保持している．
　生成された決定木から抽出された主要なルールを表 4 に示す．
　 2 分割メンバーシップ関数を用いて生成された決定木では，図 3 に示した決定木と異なり，
木の最上位の枝節点に属性X5が割り当てられている．ただし，抽出されたルールを見てみる
と，「使いやすい」，「使いにくい」の両方のルールにおいて，最上位属性 X5の属性値（＋）
と（－）が混在している．このため，属性X5である「広告の位置が良い⇔悪い」が，決定属
性である「使いやすいさ」において最も重要な要素であるとは考えにくい．一方，第 2 ，第
3 のノードに出現している属性X16に関しては，殆どのルールにおいて，「使いやすい」のル
表 4 　 2 分割メンバーシップ関数を用いた決定木により抽出された主要なルール
ルール 分類データ数
「使いやすい」に関する主なルール
R′1 : X5（＋） and X7（＋） and X16（＋） Then C3 702
R′2 : X5（＋） and X7（－） and X16（＋） and X13（＋） Then C3 390
R′3 : X5（－） and X16（＋） and X7（＋） and X15（＋） Then C3 374
R′4 : X5（－） and X16（＋） and X7（－） and X3（＋） and X15（＋） Then C3 83
R′5 : X5（－） and X16（＋） and X7（－） and X3（－） and X9（－） Then C3 77
「使いにくい」に関する主なルール
R′6 : X5（－） and X16（－） Then C1 1526
R′7 : X5（＋） and X7（－） and X16（－） and X13（＋） Then C1 624
R′8 : X5（＋） and X7（＋） and X16（－） and X15（－） Then C1 623
R′9 : X5（－） and X16（＋） and X7（－） and X3（－） and X9（＋） Then C1 79
R′10 : X5（＋） and X7（＋） and X16（－） and X15（＋） and X12（－） Then C1 69
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図 5 　 2 分割メンバーシップ関数
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ールでは属性値（＋），「使いにくい」のルールでは属性値（－）となっている．このことか
ら，属性 X16は，前節の分析と同じく「使いやすさ」において重要な要素であることがわか
る．このように，決定木による分析では，上位のノードに割り当てられた属性が重要な属性
であるとは限らないので注意が必要である．
　抽出されたルールを個別に見てみると，属性 X16とともに出現頻度が高い属性として属性
X7が挙げられる．属性 X7は「文字の分量」であり，ニュースサイトにおいては情報量に相
当する重要な要素であるといえる．ここで，「使いやすい」のルールを見てみると，属性 X7
については属性値に偏りが無く，「文字の分量」については単独で優劣を決定できないことが
わかる．そこで，ルールに含まれる他の属性および属性値を併せて分析する．
　まず，最も多くの分類データを持つルール R′1は，「広告の位置が悪く，文字の分量が少な
く，親しみがわくサイトは使いやすい」という言語ルールとなる．このとき，「広告の位置が
悪いから使いやすい」ということは考えにくいので，その解釈は「広告の位置が悪くても，
文字の分量が少なく，親しみがわくサイトは使いやすい」とするのが自然である．
　一方， 2 番目に多くの分類データを持つルール R′2は，「広告の位置が悪く，文字の分量が
多く，親しみがわき，カテゴリの分類がちょうどよいサイトは使いやすい」という言語ルー
ルとなる．ルール R′1と併せて解釈すると，「文章の分量が多い場合には，カテゴリの分類に
気を遣う必要がある」という知見が得られる．しかし，「使いにくい」のルールR′7では，「広
告の位置が悪く，文字の分量が多く，親しみがわかず，カテゴリの分類がちょうどよいサイ
トは使いにくい」となることから，「文字数が多くてカテゴリ分類がちょうどよくても，親し
みがわかないサイトは使いにくい」といった知見が得られる．以上により，情報を提供する
ことが主目的であるニュースサイトであっても，「親しみやすさ」を第 1 に考える必要がある
と考えられる．
　 2 分割メンバーシップ関数により生成されたルールの分類データ数が，表 3 に示した 3 分
割メンバーシップ関数により生成されたルールの分類データ数よりも全体的に多いのは， 2
分割メンバーシップ関数の各集合がカバーする回答値の範囲が広いため，ファジィ分割され
た事例を多く含むことになるからである．本研究では，ファジィ分割された個々の事例は，
集合に対する適合度の程度に関わらず 1 個の分類データとして集計していることから，分類
データ数の多いルールが必ずしも重要なルールとは判断できないという問題がある．この問
題を解決するためには，分類データの集計についてもメンバーシップ関数の確信度に応じた
重み付けを用いて集計するなどの工夫が必要であると考えられる．
4 　むすび
　本稿では，データマイニングの代表的手法であるファジィ決定木を用いて，感性情報分析
を行う手法について述べた．本手法を用いることにより，これまでにあまり研究されていな
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かった製品の総合的な感性評価と，部分的な感性評価との関係を解析することで，製品の総
合評価と密接に関係している要素を調べることが可能となった．そこで本稿では，提案手法
を用いてニュースサイトの「使いやすさ」の分析を行い，幾つかの興味深い知見を得ること
ができた．
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