Abstract: An active shield is designed to reduce the stray magnetic field of an induction heater, which heats a workpiece using a strong magnetic excitation field. The shield consists of a number of coils at well-chosen positions and generates a magnetic field that is opposite to the induction heater stray field in a defined target area. The presented software controller maximises the field reduction by using amplitude and phase information of the relevant frequency components in the spectrum of the excitation current and of the Euclidian space components of the magnetic field at a point. The average field reduction in the target area is equal to 25 dB.
Introduction
Induction heaters use a large current in an excitation coil to generate a time-dependent magnetic field. This field induces eddy currents in the conductive workpiece, which undergoes heating. The excitation coil also creates a stray magnetic field in the area around the induction heater. This gives rise to magnetic field levels that range from several hundreds of microteslas up to some milliteslas at a distance from the source of between 0.1 and 1 m. An operator of the equipment as well as electronic devices may thus be exposed to magnetic fields that are significantly higher than the recommended levels proposed by the ICNIRP [1] . Therefore, the stray magnetic field must be minimised and this is done using three techniques: redesign of the induction heater; passive shielding: electrically or magnetically conductive materials are used to shield the target area and limit the amount of electromagnetic losses within the passive shield [2] ; active shielding: currents in a number of compensation coils generate counter-fields that oppose the stray field that needs to be reduced. Figure 1 illustrates the principle of a hybrid shield. It consists of an active and a passive shield, which have to be correctly designed so as to obtain a sufficient field reduction in a defined target area without significantly affecting the heating process.
Such a hybrid shield can be designed using an optimisation algorithm (explained in Section 2) for an induction heater with a given geometry, excitation current, excitation frequency and material properties. The algorithm calculates the optimal positions of the compensation coils, their number of turns, and also the optimal time-harmonic compensation current in the compensation coils, which are all in series.
Since the optimal amplitude and phase of the compensation current can be calculated for an induction heater with a given geometry, excitation current, excitation frequency and material properties, it seems, at first sight, unnecessary to control this current in a feedback loop. However, the optimal current can change due to changes in the conductivity of the workpiece during the heating process, variations in the dimensions of the workpiece, ageing and wear, conductive objects in the neighbourhood of the induction heater, etc.
Thus, a controller for the compensation current in the active shield should be implemented, for example by means of a simple proportional-integral ( PI) controller. Due to its high sampling rate of 100 MHz, the digital PI controller in [3] reduces B with a bandwidth of about 1 MHz. This controller tries to cancel the resulting B, the superposition of the stray field and the compensation field, at a well-chosen measuring point of the B-sensor (Section 7.1).
Nevertheless, the PI controller only works if the feedback time is small with respect to the variation of the stray field. It also needs a current amplifier with a high bandwidth, because too large a phase shift in the amplifier can cause instability in the control loop. Another controller that is slower but more intelligent than the PI controller could be useful in avoiding these problems since the PI controller does not use the available knowledge about the magnetic field. It is clear that the optimal compensation current can be calculated off-line and that this can be done not only at the beginning of the heating process but also at any time during the heating of the workpiece. The whole heating process can be simulated by solving a coupled thermal electromagnetic problem by using finite elements and timestepping. Knowledge of the optimal current amplitude and phase at any time makes it possible to completely control the active shield in an open loop! An additional control with feedback (closed loop) is still useful to cope with disturbances due to ageing of the induction heater and small variations in the workpiece size.
As an alternative to the PI controller we intend to present a software control that will be implemented on a computer with a data acquisition card. This control will be slower and more complex, but it will have advantages such as flexibility, stability, low sensitivity to noise, the possibility to take into account amplifier delay. It will control both the excitation and compensation current so that it becomes possible to control both the active shield and the heating process using one computer.
To test the designed controller, an active shield is needed. We choose the active shield that is described in [4] and [5] . In [4] and [5] , an active and a passive shield are optimised by solving an inverse problem. The simulation results were verified by measurements on an experimental setup in [4] and by a 3-D finite element-boundary element method in [5] . The aim in [4] and [5] was to optimise the shield geometry using suitable numerical methods. The real-time control of the current in the shield was not described. We emphasise that the aim of our work is explicitly not to optimise the shield geometry. The goal of this study is to control the optimised shield in real time, in other words to keep the active shield current optimal when the working conditions change.
Design of the hybrid shield
For a better understanding of the active shield, this Section briefly recalls the design procedure of [4] . Since we use the same experimental setup, the geometry figures (Figs. 1 and 2) are similar to Figs. 1 and 4 in [4] .
An optimisation algorithm is developed to design a hybrid shield for an axisymmetric induction heater with a given excitation current, excitation frequency, geometry and material properties. Figure 2 shows the system geometry in axisymmetric coordinates. In the optimisation algorithm, linear finite element models (FEMs) are used that are axisymmetric, quasi-static and time-harmonic [4] . They model an induction heater with a passive shield and compensation coils. The boundary conditions for the model can also be found in Fig. 2 . The optimal positions of the compensation coils are determined by minimising a cost function [6] using either a gradient-based algorithm or a genetic algorithm [4, 7] . The optimal compensation current and number of turns of the compensation coils are found using a least-squares method.
The cost function contains some penalisation terms that should be minimised to obtain a useful shield: the average magnetic induction in the target area; the modification of the heating of the metallic specimen due to the presence of the passive and active shields; the dissipation of energy in the passive shield and in the active shield; Moreover, the area in which we can add shields is constrained in order that the accessibility of the workpiece remains guaranteed.
If the excitation current contains several frequencies then the calculation can be repeated for every harmonic in the excitation spectrum. The compensation current is the superposition of all frequency components with their own amplitude and phase, this is because linearity is assumed.
The shields are built on an experimental setup of an induction heater with the same geometry as Fig. 2 . Measurements verify the accuracy of the calculated optimised shield [4, 5] .
Overview of the control algorithm
Whereas most active shields need three controllers because separate coils and control circuits are required for each magnetic field space component, the presented algorithm controls only one compensation current (one amplitude and one phase compared to the excitation current) for all the compensation coils that are in series.
An optimal design of the hybrid shield guarantees that the optimal compensation current minimises all components of B over the whole target area. Firstly, the design of the shielding system is performed by minimising a cost function. This cost function includes the average norm of the magnetic flux density B in the whole target area: see (1) in [4] . Consequently, the compensation current that corresponds to the optimal design minimises the average norm of B in the complete target area. Secondly, the control algorithm is tested in Section 7.1 for several sensor positions, distributed over the whole target area. The algorithm chooses the compensation current such that the field is minimised at one point of the sensor position. At a few 'good' sensor positions, the compensation current that minimises the field at that point is equal to the calculated compensation current in [4] that minimises the average field norm over the whole target area. If the sensor is in one of these 'good' positions then the field is minimised not only at the sensor point but also over the complete target area.
The input of the controller are the excitation current I exc , the compensation current I com and two components B r and B z provided by a sensor that measures the magnetic field of the induction heater at a point. The third, azimuthal field component B f is not used since it is zero in an axisymmetric induction heater. Evidently, an axisymmetric induction heater consists of an axisymmetric excitation coil and an axisymmetric workpiece. The output of the controller is the updated value for the compensation current I com . The control-loop works in the frequency domain since the computer is too slow to iterate the loop as fast as the PIcontroller in [3] . The measured inputs I exc , I com , B r and B z are all waveform arrays of many (default 100) periods, with a default of 100 samples per period of the fundamental harmonic. A Fourier analysis calculates the amplitude and the phase of the waveform arrays for the estimated excitation frequency and eventually for a number of harmonics. Figure 3 shows an overview of the algorithm that controls the compensation current of the active shield. In the initialisation part in Fig. 3 , the amplitude and phase of the compensation current are varied over a wide range around their off-line calculated optimal setpoints, in order to check if the off-line calculated setpoints are acceptable. If necessary, the initial values of the setpoints are adapted as described in Section 4.
After the initialisation, the algorithm enters a loop (loop 1) where alternatively the amplitude and the phase of the compensation current are updated. The feedback time is slow compared to the excitation period (e.g. 1 ms), but fast compared to the heating time of the workpiece (e.g. 30 s). The control section (explained in Section 5) applies small variations in phase and amplitude of the compensation current to calculate the new setpoints of the compensation current. The algorithm stays in loop 1 of stable feedback until it is stopped by pressing a stop button or until one of the error criteria is met. An error occurs if the amplitude of the compensation current is too large or negative, or if the block 'control I com in feedback loop' fails to find an optimal value (see Section 5).
If an error occurs then the computer reads the programmed off-line calculated setpoint of the compensation current in the memory. This setpoint depends on the time elapsed since the beginning of the heating process. If it is well chosen then the measured induction is low and the algorithm returns to stable feedback via loop 2. Otherwise, the algorithm returns to the initialisation part (loop 3), where it scans a large part of the domain of the amplitude and phase of the compensation current. The initialisation part then searches for a new acceptable setpoint that results in a low magnetic field at the chosen measurement point.
Initialisation
The aim of the initialisation part is to obtain a rough approximation of the optimal compensation current. Afterwards, the control section does the 'fine-tuning'. The initialisation part shown in Fig. 4 firstly reads the off-line calculated or estimated compensation current setpoint from the memory. This setpoint consists of an amplitude setpoint jI com;S j and a phase setpoint ffI com;S . Both are arrays containing one element for every harmonic that has to be controlled.
Secondly, the inputs I exc , I com , B r and B z are measured P times. (We recall that for each input, one measurement corresponds to a Fourier analysis of 100 periods, each period with 100 samples in the acquisition system.) Each of the P measurements corresponds with a predefined value for the compensation current amplitude jI com j in the range 0 jI com j 2 Â jI com;S j and the phase ffI com is kept constant and equal to ffI com;S . With the information of the P measurements, the control section finds a new approximation of the optimal amplitude setpoint jI com;S j. Since the initialisation only needs a rough approximation of the setpoints and not their accurate values, the optimal setpoint is chosen to be the one that corresponds with the lowest norm of B. No optimisation routine is used here. Measurements are carried out in only P perturbations around the setpoint, and the measurement with the lowest jBj is selected for the new setpoint.
Then another P measurements are performed. This time, the amplitude is constant and equal to the newly calculated setpoint. For these P measurements the phase is varied in the range ffI com;S À 90
. The initialisation part ends by finding a new approximation of the optimal phase setpoint by using the last P points.
If the initial estimation of the setpoints jI com;S j and ffI com;S is within the scanned range, the correct setpoints are approximated quite well without iterating this initialisation part.
The initialisation part is included in order to detect any possible large discrepancy between the system used to calculate off-line the compensation current setpoints, and the physical system. This may occur for example when placing a wrong workpiece in the induction heater. 
Overview
When the initialisation is finished, the algorithm enters the feedback loop (indicated as 'Control section' in Fig. 3 ) that controls the active shield. The scheme of the loop is shown in Fig. 5 . After the measurement of the waveforms I exc , I com , B r and B z (notation B g in Fig. 5 with g ¼ r or g ¼ z) , a Fourier analysis F calculates their amplitude and phase for every harmonic k ðk ¼ 1; . . . ; N Þ that has to be controlled. The data are stored in memory mem1 and a new compensation current waveform has to be generated. During the P À 1 iterations, the blocks within the large dashed box are not executed. Instead, the inputs jI com j and ffI com of the block 'wave' are read from the memory mem2 as shown in the small dashed box. The values in the memory are deterministic predefined small deviations to the setpoint jI com;S j or ffI com;S , so that a small area around the setpoint is scanned. The perturbations are applied to the amplitude and the phase of the compensation current and thus are in the frequency domain. The waveform in the time domain is reconstructed using these amplitude and phase data. By carrying out the perturbations, the compensation current is not optimal the whole time. However, experiments have shown that the modifications in the compensation current are small enough to keep the active shield efficient. Even for the worst-case point (applied during a fraction 1=P of the time), the field is still reduced by about a factor of four.
In the Pth iteration, a new setpoint is searched. By using the amplitude and phase information of the previous P measurements, the three control blocks 'polyfit', 'min jBj' and 'ffB g ' estimate in different ways the optimal amplitude and phase of the compensation current for every harmonic. All three blocks (explained in Sections 5.2, 5.3 and 5.4) have an error flag that indicates whether or not the block was able to find an optimum. A fourth estimation is found by reading the programmed time-dependent setpoint from memory mem3, obtained off-line e.g. by the FEM computations. Here, I com and ffI com are programmed as functions of time f a;k ðtÞ and f b;k ðtÞ for each harmonic k.
The summation block:
gathers the four estimations and averages them with weighting factors. The output of the block is a matrix (note that all double arrows in Fig. 5 represent matrices with the same dimensions as (2)) with two rows and N columns, N being the number of harmonics to be controlled:
The error flags of the control blocks influence the weighting factor in the summation block (1) in Fig. 5 : if the error flag of a block is true, less weight is assigned to that block's estimation. Next, the output data of the summation block in 
Polynomial fit
The polynomial-fit routine finds the output sequence f i that best fits the input array, which is the measured induction norm at the chosen measurement position at P time points:
where m is the polynomial order, a j are the coefficients of the best polynomial fit, and x is either jI com j or ff the mean-squared error:
and finds the optimal coefficients a j . For a second-order fit, the fitted curve is a parabola f ðxÞ ¼ a 0 þ a 1 x þ a 2 x 2 , with a minimum at:
The error flag of the 'polyfit' block is true if either: (i) a 2 is negative, which means that x min is a maximum instead of a minimum; or (ii) x min has an unexpected value: x min o min ðx i Þ À 0:5 Rng or x min 4 maxðx i Þ þ 0:5 Rng where Rng ¼ maxðx i Þ À minðx i Þ.
Minimal measured 7B7
The output of the block is the compensation current that results in the lowest jBj ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi B 2 r þ B 2 z p among the P measured points. An error flag is set if the minimal value is found at the edge of the scanned domain, which means that the optimum is out of this domain. Since 'min jBj' never extrapolates (it always returns a value in the scanned range) its estimation of I com is reliable, but its convergence speed is low if the scanned domain is small.
Opposite phase
Whereas the routines 'polyfit' and 'min jBj' only use the amplitude of jBj, the routine 'ffB g ' uses the phase information of one measured induction component B r or B z , but only to estimate the phase of the compensation current. When varying the phase of I com , the optimal phase of I com is obtained where ff I com ¼ ff B g AE 180
. B g can be chosen as either B r or B z . However, since B r and B z usually have a different phase, the sensor is preferably placed at a point where one of the two components is small (e.g. at the axis z ¼ 0) and B g is chosen the largest of the two components. When increasing ff I com in small perturbations from a value lower than the setpoint to a value higher than the setpoint, the angle of B g changes monotonically and passes 1801 at the optimum. The output of the routine is a linear interpolation between the two points shortest to the 1801 point.
Experimental setup
The test setup consists of an induction heater with an aluminium disc 191 mm in radius and 10 mm in height. Figure 6 shows this workpiece, and the nine compensation coils above the symmetry plane z ¼ 0. The 2 Â 9 coils have about 18 O resistance and a 14 mH inductance (18 þ 9i O impedance at 1 kHz). The total height of the shielded induction heater is 2.3 m and the diameter is 3 m, as indicated in Fig. 6 . This induction heater is at real scale, but works with a reduced power at a 40 A excitation current at 1 kHz. This is a reduction by a factor of 100-500 compared to real induction heaters. Most induction heaters use a sinusoidal current, generated by a LC resonant circuit. In the experimental setup, the control is tested for two types of current both with a frequency of 1 kHz: (i) a sinusoidal excitation current; and (ii) a square wave current.
Without any passive or active shielding the average magnetic induction norm in the target area is 289 nT. The maximum value of 1.965 mT is found in the lower-left corner of the target area. The current in the one-turn excitation coil is 40 A ( frequency 1 kHz) and the heating induced in the workpiece W wp is 0.197 W. When adding shields, the change of W wp should be limited to keep the heating process unaltered.
A copper passive shield and an active shield are added to the induction heater. A passive shield with a height of 190 mm is added at a radius of 300 mm. The active shield has the geometry and calculated optimal compensation current given in Table 5 in [4] . With this optimal current of 37.1-37.9i mA, the average induction in the target area is reduced by 25 dB. More results for several shielding configurations can be found in [4] .
Experimental results obtained using the controller

The optimal sensor position
Before testing the controller performance, it is important to know where to place the sensor that provides the B r an B z that are inputs to the controller. This is achieved by using the control algorithm to search for the compensation current that makes the induction zero at the measuring point. This point must be chosen such that the optimal compensation current at that point is optimal over the whole target area.
The used sensor is a 3-D version of that presented in [8] . The sensor consists of three sensing coils and three amplifying circuits. The square coils are 40 mm wide and orthogonal to one another. According to Faraday's law, a time-varying magnetic flux f induces a voltage V c in a coil with N turns of V c ¼ ÀNdf=dt or V c ¼ ÀjoN f in the frequency domain. The output signal of the coils is proportional to dB=dt, which is the time derivative of B. The amplifying circuits integrate the signal in order to obtain B. The output voltage of the sensor is 1 V/10 mT. The frequency range is 50 Hz-100 kHz. For very low frequencies below 50 Hz, the output is influenced by offset compensation. This offset compensation is necessary in order to avoid saturation of the integrating circuit. At a frequency of 1=ð2p ffiffiffiffiffiffi LC p Þ (higher than 100 kHz) resonance occurs due to the self-inductance L of each coil and the capacitance C between the coil and the reference. The sensor coils are terminated with a well-chosen resistance in order to avoid The black rectangle in the lower left corner is the workpiece and the black dots are the compensation coils the resonance peak and to obtain a 'maximally flat Butterworth characteristic' [8] . Figure 7 shows the magnetic induction norm measured for several points in the z ¼ 0 plane, as a function of the amplitude of the compensation current I com . The scale of the horizontal axis is relative to the off-line calculated optimal current of:
This optimal current minimises the average induction in the target region when using the excitation current I exc ¼ 40 e 0i A. The phase of I com was chosen to be equal to the optimal phase À0.796 rad or À461. A negative phase means phase delay. For jI com j ¼ 0, the induction levels with only a passive shield are measured. When increasing the compensation current, the induction first decreases, reaches the optimum and then increases. At all considered measuring points, an optimum is found approximately at abscis 1, thus for the calculated optimal amplitude of 0.053 A. According to the amplitude of I com , it seems unimportant where in the z ¼ 0 plane the sensor is positioned.
The minima in Fig. 7 , however, do not have the same values: although we expect the field to decrease with the distance to the induction heater, the minimum at radius 0.70 m is lower than the minima at points at higher distances. Figure 8 explains the different minima by showing the induction as a function of the phase of I com . The amplitude jI com j is the optimal amplitude of 0.053 A. At every point there exists an optimal phase where the induction is minimal, but this optimal phase differs from about 201 delay (nearly in-phase with the excitation current) at r ¼ 1:40 m to more than a 1001 delay for the optimum at r ¼ 0:50 m. Thus, the phase of B (and of the optimal phase of I com ) is strongly influenced by the copper passive shield: without the shield, the excitation current and the measured field are almost in-phase at any position of the sensor. With the passive shield present, Fig. 8 shows that the minimum is only at abscis 0 with the sensor being at 0.70 m distance from the r ¼ 0 axis. In conclusion, if the field is minimised at ð0:7; 0Þ, then the optimal current that the control algorithm finds with the sensor at this point approximates the optimal current over the whole target area: I com;opt;meas % I com;opt;calc .
Next to the point (0.7, 0) in the z ¼ 0 plane, other sensor positions outside the z ¼ 0 plane can also result in the optimal compensation current. Figure 9a illustrates the chosen compensation current as a function of the sensor position: the three curves at different heights z ¼ 0, z ¼ 0:25 and z ¼ 0:5 have approximately the correct jI com j in the radius range 0.6-0.9 m. From Fig. 9b it can be seen that the phases of ffI com are more or less the same in this radius range, except for the curve at z ¼ 0, where the passive shield at short distance causes a big phase delay of the compensation current. Outside the range 0.6-0.9 m, neither the amplitude nor the phase of I com are correct. If the sensor can only be in this area because of practical limitations, the control algorithm should work mainly in open-loop conditions (by using programmed setpoints) instead of trying to cancel the field at the measuring point. 
Measurement accuracy
Figures 10 and 11 illustrate the measurement accuracy at some points by comparing the computed curves of Fig. 7 and 8 with measurements. At the points where the three fields generated by the excitation coil, the passive shield and the active shield cancel each other significantly, some difference between measured and calculated inductions can be seen. This is due to the limited accuracy of the FEM calculations and small positioning errors of the compensation coils in the experimental setup. The correspondence is good where the induction levels are higher. The measured points are relative compared to the optimal compensation current found at the point (0.7, 0) where the sensor is positioned. The measured optimal current at this point differs slightly from the calculated one: 0.0343-0.0490i A instead of 0.0373-0.0379i A.
Harmonics
The control algorithm allows us to reduce any number of harmonics in the magnetic field. In Figs. 12-14, the excitation current is obtained by applying a 1 kHz squarewave voltage to the excitation coil: an LR-circuit with a time constant of 33 ms. The current is an approximation of a square wave, containing an infinite number of odd harmonics: if A 1 ¼ 40 A symbolises the amplitude of the 1 kHz sinewave, then
. . . ; 1. A similar spectrum is found in the uncompensated magnetic field of Fig. 12 , but the field waveform is no longer a square wave: the higher the frequency, the better the field reduction by the workpiece and the passive shield. The amplitude of the nth harmonic is smaller than A 0 =n, as shown in the spectrum of jBj in decibels nanoteslas. Also the phase shift is frequency dependent. Figure 13 shows the same excitation waveform, but with compensation of the 1 kHz frequency. The compensation current is now sinusoidal, and the spectrum of jBj at the measuring position shows that the first harmonic is reduced from 65 to 1.35 nT and with the other harmonics remaining unchanged. 
Dynamical performance
During the heating process, the conductivity of the workpiece decreases for frequencies lower than 1 kHz and a higher stray magnetic field is generated. Since the power of the induction heater in the setup is insufficient to heat the workpiece, the slow temperature change is simulated by slowly increasing the excitation current without measuring the change. As a result, the control slightly increases the amplitude setpoint with every update.
Replacing the workpiece by another one with different size causes a step in the field intensity: in Fig. 15 , the 191 mm workpiece is replaced by a smaller 150 mm workpiece. The step in the uncompensated field at the measuring position is shown as a dashed line in Fig. 15 and the step response of the control as a solid line. Figure 15 is an illustration of the feedback loop of Fig. 5 with P ¼ 10 (P is the number of measured time points before the update of a setpoint). At time 0, the algorithm scans ten points while slightly varying the compensation current amplitude around its setpoint. The 11th sample is obtained with the new setpoint calculated from the previous ten points, and results in a low value for B. During samples 11-20, the phase is varied around its setpoint. At sample 20, a new phase setpoint is applied, whereafter the cycle restarts. P and the scanned area around the setpoint can be chosen depending on the noise level in the measurements and the required speed and accuracy. (Note that the more points, the more accurate the optimal compensation current, but the slower the updating of setpoints. Increasing the scan range makes the control more robust but causes a higher average field during cycle.) After the replacement of the workpiece between sample 40 and 50, the algorithm in Fig. 15 detects the change in the field. It finishes the measurement of the ten points and then continues to find the optimal setpoint during one extra cycle (one amplitude and one phase update). Since the field is still too high, it enters the block 'read setpoints in memory' in Fig. 3 . In  Fig. 15a , the setpoint was wrongly chosen. No correct amplitude setpoints are found, but the algorithm stays in feedback mode because the optimal phase was found. After 180 samples, the new optimal setpoints are reached. In Fig. 15b , these points are obtained immediately, since the optimal setpoints were the points in the memory. The one extra cycle before reading the memory setpoints can be omitted. The new setpoints are then applied less than ten samples after the workpiece replacement.
If the workpiece is completely removed then the algorithm cannot find either the correct amplitude or the correct phase setpoint if no correct setpoints are programmed. The curve does not converge as in Fig. 15a since the algorithm becomes unstable. After two unstable cycles (40 samples), the algorithm returns to the initialisation part (Fig. 3) . Table 1 shows the chosen weighting factors in (1) for every control block. The weighting factor of a block is smaller if it cannot find an optimum and has its error flag set to true. The dynamical performance of the controller depends on the choice of the weighting factors. A high w 1 and w 3 increases the convergence speed, but also the risk of instability. w 2 does not cause instability, but does slow down the convergence speed if the scanned range of I com is small. w 4 finally forces the setpoints to be close to the values given in the memory. If w 1 ¼ w 2 ¼ w 3 ¼ 0, then the inputs I exc , I com , B r and B z are not used. During stable feedback, the setpoint in the memory was not used (w 4 ¼ 0) to obtain the experimental results presented in this Section. 
Conclusions
The software control for active magnetic shielding of an induction heater results in a significant reduction in the magnetic field in the neighbourhood of the device: up to 25 dB for the considered induction heater geometry. The control algorithm is very flexible: it can be used completely in both open-loop and in closed-loop modes, with or without input from magnetic field sensors, and it is also able to reduce harmonics. The accuracy, speed and robustness of the control have been highlighted.
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