Introduction
============

The influence of orthographic information in spoken language processing
-----------------------------------------------------------------------

Over the last 30 years, a number of studies have provided a growing body of evidence of orthographic influences on the perception of spoken words. An early study by Seidenberg and Tanenhaus ([@B45]; see also Donnenwerth-Nolan et al., [@B13]) found that rime judgments for pairs of spoken words were delayed for orthographically dissimilar words (e.g., rye--tie) compared to orthographically similar words (e.g., pie--tie). Because orthographic information is not relevant for making rime judgments, one would not expect to find evidence for the activation of orthographic activation in this task[^1^](#fn1){ref-type="fn"}. This result suggests that some form of orthographic representation is automatically activated as a consequence of hearing a spoken word. Later studies have employed a variety of tasks to explore the influence of orthographic information in spoken language processing. For instance, Ziegler and Ferrand ([@B58]) demonstrated that in the auditory lexical decision task, words with phonological rimes that could be spelled in multiple ways (i.e., inconsistent words such as "beak") typically produce longer auditory lexical decision latencies and more errors than did words with rimes that could be spelled in only one way (i.e., consistent words such as "luck"). This finding, called the orthographic consistency effect, has been replicated many times in different languages (see, e.g., Ventura et al., [@B57], [@B56], [@B55]; Ziegler et al., [@B59], [@B63]; Pattamadilok et al., [@B34]; Perre and Ziegler, [@B42]; Dich, [@B11]) and it strongly supports the claim that orthography affects the perception of spoken words.

Since then, orthographic effects have been found in a variety of other tasks involving spoken stimuli, such as primed lexical decision (Slowiaczek et al., [@B48]; Chéreau et al., [@B3]; Perre et al., [@B40]), pseudohomophone priming (Taft et al., [@B52]), semantic categorization (Pattamadilok et al., [@B35]), gender categorization (Peereman et al., [@B39]), rime detection (Ziegler et al., [@B59]), phoneme detection (Frauenfelder et al., [@B18]; Dijkstra et al., [@B12]; Hallé et al., [@B24]), and the visual-world paradigm (Salverda and Tanenhaus, [@B44]). Brain imaging and event-related potential (ERP) studies have also reported orthographic effects in spoken-word processing (Perre and Ziegler, [@B42]; Pattamadilok et al., [@B35]; Perre et al., [@B40],[@B41]; Dehaene et al., [@B9]).

Taken together, these results demonstrate convincingly that some orthographic knowledge has a substantial influence on the processing of a spoken word. However, it remains debated whether an orthographic code is activated online whenever we hear a spoken word, or whether orthography changes the nature of phonological representations (see, e.g., Perre et al., [@B40],[@B41]; Dehaene et al., [@B9]; Pattamadilok et al., [@B33]; Dehaene and Cohen, [@B8]; Ranbom and Connine, [@B43]). According to the "online orthographic activation" hypothesis, learning to read and write would create strong and permanent associations between phonological representations used in spoken language and orthographic representations used in written language, thus orthography would be automatically activated whenever we hear a spoken word (e.g., Grainger and Ferrand, [@B22]; Ziegler and Ferrand, [@B58]). According to the "phonological restructuring" hypothesis, orthography contaminates phonology during the process of learning to read and write, thus altering the very nature of the phonological representations themselves (e.g., Muneaux and Ziegler, [@B28]; Ziegler and Goswami, [@B60]). Thus, orthography would not be activated in an online fashion but would rather influence the quality of phonological representations at an earlier stage. Of course, both effects might occur simultaneously, that is, orthography might be activated online in addition to having changed the nature of phonological representations (see, e.g., Perre et al., [@B41] for such a suggestion)[^2^](#fn2){ref-type="fn"}.

Orthographic consistency effects
--------------------------------

In the present article, we focus on the orthographic consistency effect initially discovered by Ziegler and Ferrand ([@B58]). Since this demonstration, many studies have repeatedly shown an orthographic consistency effect in the auditory lexical decision task (see Table [1](#T1){ref-type="table"} for a brief summary of orthographic consistency effects with adults). These results have been extended to different languages and tasks, suggesting that the effect is quite general and robust (again, see Table [1](#T1){ref-type="table"}). Furthermore, recent ERP studies have also provided information about the time course of the activation of orthographic information in spoken-word recognition (Perre and Ziegler, [@B42]; Pattamadilok et al., [@B35]), clearly showing that orthographic information is activated rapidly and relatively early in the recognition process (see also Salverda and Tanenhaus, [@B44]). Indeed, two ERP studies showed that the orthographic consistency effect can be obtained in both lexical decision (Perre and Ziegler, [@B42]) and semantic categorization tasks (Perre et al., [@B40]) as early as 300--350 ms after the stimulus onset, which is earlier in time than the word-frequency effect (a classic marker of lexical access). These findings suggest that orthography effects are not restricted to post-lexical/decisional stages but rather that the activation of orthographic information occurs early enough to affect the core processes of lexical access.

###### 

**Summary of empirical investigations of orthographic consistency effects on adults with monosyllabic words**.

  Study                                           Experiment   Language     Frequency                 Effect RTs\*
  ----------------------------------------------- ------------ ------------ ------------------------- -----------------
  **LEXICAL DECISION**                                                                                
  Ziegler and Ferrand ([@B58])                    1            French       Low (\<7/million)         62
  Ziegler et al. ([@B59])                         1            French       Low (\<16/million)        41^b^ and 70^c^
  Ventura et al. ([@B57])                         1            Portuguese   Not available^a^          52
  Ventura et al. ([@B57])                         2            Portuguese   Not available^a^          46
  Pattamadilok et al. ([@B34])                    1            French       Low (\<5/million)         77
  Pattamadilok et al. ([@B34])                    1            French       High (\>70/million)       61
  Ventura et al. ([@B56])                         4            Portuguese   Not available^a^          38
  Ventura et al. ([@B55])                         1            Portuguese   Not available^a^          47
  Ziegler et al. ([@B63])                         2            French       Medium (30--40/million)   64^d^ and 63^e^
  Ziegler et al. ([@B63])                         3            English      Low (\<14/million)        45
  Perre and Ziegler ([@B42])                      1            French       Medium (30/million)       57^f^ and 46^g^
  Pattamadilok et al. ([@B36])                    2            French       High (60--70/million)     26
  Dich ([@B11])                                   1            English      Low (\<8/million)         39
  Petrova, Gaskell, and Ferrand (present study)   1            French       Low (\<5/million)         52
  Petrova, Gaskell, and Ferrand (present study)   1            French       High (\>70/million)       18
  **RIME DETECTION**                                                                                  
  Ziegler et al. ([@B59])                         2            French       Low (\<16/million)        27^b^ and 68^c^
  Petrova, Gaskell, and Ferrand (present study)   2            French       Low (\<5/million)         40
  Petrova, Gaskell, and Ferrand (present study)   2            French       High (\>70/million)       40
  **SHADOWING**                                                                                       
  Ziegler et al. ([@B59])                         3            French       Low (\<16/million)        11^b^ and 20^c^
  Ventura et al. ([@B57])                         3            Portuguese   Not available^a^          8 ns
  Ventura et al. ([@B57])                         4a           Portuguese   Not available^a^          59^h^
  Ventura et al. ([@B57])                         4b           Portuguese   Not available^a^          −2 ns^i^
  Pattamadilok et al. ([@B34])                    2            French       Low (\<5/million)         6 ns^j^
  Pattamadilok et al. ([@B34])                    2            French       High (\>70/million)       5 ns^j^
  Pattamadilok et al. ([@B34])                    3            French       Low (\<5/million)         1 ns^k^
  Pattamadilok et al. ([@B34])                    3            French       High (\>70/million)       6 ns^k^
  Pattamadilok et al. ([@B36])                    1            French       High (60--70/million)     11 ns
  **SEMANTIC AND GENDER CATEGORIZATION**                                                              
  Peereman et al. ([@B39])                        1            French       Medium (\>26 and \<43)    58^l^
  Peereman et al. ([@B39])                        2            French       Low (\<9/million)         54^m^

*^a^A standard objective frequency count does not exist in Portuguese; ^b^difference between inconsistent/dominant words and inconsistent/subdominant words; ^c^difference between consistent words and inconsistent/subdominant words; ^d^rime consistency effect; ^e^onset consistency effect; ^f^early consistency; ^g^late consistency; ^h^lexically contingent shadowing task; ^i^phonemically contingent shadowing task; ^j^both words and pseudowords were presented in the same experiment; ^k^only words were presented (without pseudowords); ^l^semantic categorization task; ^m^gender categorization task*.

*\*All the effects in milliseconds are significant at *p* \< 0.005 unless indicated. ns, non-significant*.

Despite this growing body of evidence, some psycholinguists have argued that orthographic effects on spoken language are exclusively strategic, post-lexical or restricted to peculiar (low-frequency) words (see, e.g., Taft et al., [@B52]; Cutler et al., [@B6]; Damian and Bowers, [@B7]).

The present study: orthographic consistency and word-frequency
--------------------------------------------------------------

The orthographic consistency effect has often been interpreted within the framework of a recurrent network theory proposed by Stone and Van Orden ([@B49]; see also Van Orden and Goldinger, [@B53]; Stone et al., [@B50]). The recurrent network assumes a bi-directional flow of activation between orthography and phonology. The coupling between orthography and phonology constitutes a general mechanism not only in visual word perception but also in auditory word perception. Consistent symmetrical relations results in stable and fast activation, whereas inconsistent and asymmetrical relations slow down the system on its way to equilibrium. Thus, according to the model, inconsistency in both directions (spelling-to-sound, and sound-to-spelling) should slow down word recognition. Therefore, this model naturally predicts that sound-to-spelling inconsistency should affect spoken-word processing and this is what Ziegler and Ferrand ([@B58]) indeed found.

Although Ziegler and Ferrand ([@B58]) did not manipulate word frequency (all their items were low-frequency words), they predicted that the auditory consistency effect, much like the visual consistency effect, should be stronger for low-frequency words than for high-frequency words (see, e.g., Seidenberg et al., [@B46]). As they put it (p. 686), the recurrent network "may account for the consistency × frequency interaction, because it assumes that the greater amount of learning for high-frequency words will reinforce spelling-to-sound mappings at the biggest grain size (i.e., word level). Except with homographs and homophones, inconsistency at this level is smaller than inconsistency at the subword level. Thus, the more stable word-level grain sizes of high-frequency words can help the inconsistent words to overcome competition at subword grain sizes more efficiently."

In the present study, we manipulated consistency and word-frequency orthogonally. The frequency manipulation had two main goals. First, we wanted to test the prediction of the recurrent network (Stone and Van Orden, [@B49]) assuming a significant interaction between consistency and frequency. Based on results obtained in the visual modality, in which the consistency effect was found only with low-frequency words (Seidenberg et al., [@B46]), Ziegler and Ferrand ([@B58]) predicted that the auditory consistency effect should also be stronger for low-frequency than for high-frequency words. Second we wanted to explore whether, irrespective of the presence or absence of a consistency by frequency interaction, the orthographic consistency effect extends to high-frequency words (so far, only low- or medium-frequency words have been tested; see Table [1](#T1){ref-type="table"} for a summary of the lexical decision studies). A finding of a consistency effect for high-frequency words would have an important impact on theories of spoken-word recognition because no current view predicts such a result.

We are aware of only one published study manipulating consistency and word-frequency orthogonally (Pattamadilok et al., [@B34]). Surprisingly, these authors found no interaction between consistency and word frequency, although the consistency effect tended to be larger for low-frequency words (77 ms) than for high-frequency words (61 ms), as predicted by Ziegler and Ferrand ([@B58]). Our aim was to try to replicate this study by using the same materials but with an increased number of participants in order to re-examine the influence of frequency on orthographic consistency (57 participants were tested in the present experiment vs. 26 in the original study). Furthermore, we controlled for item familiarity (something that was not done in Pattamadilok et al., [@B34]), since it has been suggested that low-frequency inconsistent words may be rated as less familiar than low-frequency consistent words even though they are matched on objective frequency (Peereman et al., [@B38]).

Experiment 1: Lexical Decision
==============================

Method
------

### Participants

Eighty-six psychology students from Paris Descartes University, France, participated in the study (aged 18--29 years; average: 21 years): 57 in the auditory lexical decision task and 29 in the familiarity rating task. All were native speakers of French and received course credit for their participation. None of the 86 participants had any hearing problems. They gave written informed consent to inclusion in this study.

### Stimuli and design

The set of 80 words and 80 pseudowords used by Pattamadilok et al., [@B34]; see [Appendix A](#A1){ref-type="app"} for a full list of words) was used in the present experiment. All items were recorded by a female native French speaker[^3^](#fn3){ref-type="fn"}. They were digitized on a PC using Praat (Boersma and Weenik, [@B2]). All items were matched across conditions on at least their initial phoneme (this material was aimed at testing both lexical decision and shadowing).

The factorial manipulation of orthographic consistency and word-frequency resulted in four groups: (1) consistent and high-frequency words (e.g., "douche"), (2) inconsistent and high-frequency words (e.g., "douce"), (3) consistent and low-frequency words (e.g., "digue"), and (4) inconsistent and low-frequency words (e.g., "dose"). Each group contained 20 words. Consistent words (with phonological rimes that are spelled in only one way) and inconsistent words (with phonological rimes that can be spelled in more than one ways) were selected on the basis of D:Ziegler et al. ([@B61]) statistical analysis of bi-directional consistency of spelling and sound in French. The stimuli were matched on the following variables across conditions (item characteristics, computed from the *Lexique* database; New et al., [@B30] are given in Table [2](#T2){ref-type="table"}): number of phonological and orthographic neighbors, number of phonemes and letters, phonological and orthographic uniqueness point, and mean duration (none of the stimuli was compressed or stretched). In the group of high-frequency words, consistent and inconsistent words were also matched for frequency (this was also the case for the group of low-frequency words). Finally, to complement the objective frequency measure, we also obtained subjective familiarity ratings (see, e.g., Peereman et al., [@B38]). Twenty-nine students who had not participated in the experiment rated familiarity using a 7-point scale in which 1 was *very unfamiliar* and 7 *very familiar*. The stimuli were presented auditorily and participants were asked to circle the number that corresponded best to the familiarity of the item. Mean familiarity for the four groups of items is given in Table [2](#T2){ref-type="table"}. The results showed that consistent and inconsistent words did not significantly differ in rated familiarity: this is true for both high-frequency words (4.5 vs. 4.4) and low-frequency words (3.9 vs. 3.8)[^4^](#fn4){ref-type="fn"}. Note however that the high-frequency words were rated as significantly more familiar than the low-frequency words (*p* \< 0.001). Experiment 1 was a 2 (orthographic consistency: inconsistent vs. consistent) × 2 (word frequency: high-frequency vs. low-frequency) within-participants design.

###### 

**Stimulus characteristics of words used in Experiment 1 (lexical decision) manipulating orthographic consistency and word frequency**.

  Variable                           Consistent   Inconsistent          
  ---------------------------------- ------------ -------------- ------ ------
  **MANIPULATED VARIABLES**                                             
  Number of rime spellings^a^        1.0          1.0            4.1    3.9
  Consistency ratio^a^               1.0          1.0            0.34   0.36
  Frequency (per million)^b^         71.0         4.0            77.3   4.6
  **CONTROLLED VARIABLES**                                              
  Familiarity (7-point scale)        4.5          3.9            4.4    3.8
  Phonological neighbors^b^          15.9         16.4           16.1   17.7
  Orthographic neighbors^b^          8.3          6.7            6.6    7.3
  Number of letters^b^               5.1          5.3            5.0    5.2
  Number of phonemes^b^              3.2          3.3            3.3    3.3
  Phonological uniqueness point^b^   3.2          3.3            3.2    3.2
  Orthographic uniqueness point^b^   5.1          5.3            5.0    5.2
  Mean duration (ms)                 440          449            437    435

*^a^Computed from Ziegler et al. ([@B61]); ^b^computed from *Lexique* (New et al., [@B30])*.

The 80 pseudowords were manipulated on orthographic consistency, resulting in two groups: (1) consistent pseudowords (i.e., that ended with a consistent rime), and (2) inconsistent pseudowords (i.e., that ended with an inconsistent rime). These stimuli were created by replacing the initial phoneme(s) of the critical consistent and inconsistent words, therefore they only included the critical word's rime.

Procedure
---------

Stimulus presentation and data collection were controlled by DMDX software (Forster and Forster, [@B17]) run on a PC. Participants were tested individually in a sound-proof room. The stimuli were presented to the participants at a comfortable decibel level through a pair of headphones. They were instructed to listen carefully to each stimulus and to respond, by pushing one of the two response button on a joystick, as quickly and accurately as possible if the item was a real French word or a pseudoword. The participants responded on a Logitech Dual Action Gamepad, which is used for superfast computer games and does not have the time delays associated with keyboards (see, e.g., Shimizu, [@B47]). The clock measuring response latency was started at the onset of the auditory stimulus and was stopped when the participant responsed. Each trial was preceded by a fixation cross (for 500 ms).

The 160 stimuli were presented in 10 lists. In each list, the words were presented in a pseudo-random way, with the following constraints: words or pseudowords never occurred more than three times consecutively; consistent or inconsistent stimuli never occurred more than three times consecutively; the same phonological onset or rime never occurred consecutively. To familiarize the participants with the task, the session started with a practice block of 40 trials (consisting of 20 words and 20 pseudowords). The rimes of these stimuli were different from those used in the experimental phase.

Results
-------

Reaction times longer or shorter than the mean RT ± 2.5 SD were discarded from the response time analyses on correct responses. This was done, by participant, separately for each stimulus type (as defined by frequency and consistency), leading us to eliminate 2.21% of the RT data on words and 2.63% on pseudowords. The data from seven words were also discarded due to excessively high error rates (\>50%): "brade," "lange," and "pagne" from the low-frequency consistent words and "bru," "couse," "teigne," and "tisse" from the low-frequency inconsistent words. The four word groups were still perfectly matched on frequency and all other potentially confounding variables. The results are presented in Table [3](#T3){ref-type="table"}.

###### 

**Mean latencies (in milliseconds) and percentages of errors for an orthogonal manipulation of consistency and frequency in the auditory lexical decision task of Experiment 1 (SEs are into brackets)**.

                 Frequency   Average      
  -------------- ----------- ------------ -----
  **LATENCY**                             
  Consistent     717 (7.9)   745 (8.1)    731
  Inconsistent   735 (7.4)   797 (10.7)   766
  Average        726         771          --
  Difference     18          52           --
  **ERRORS**                              
  Consistent     3.2 (0.6)   9.1 (1.1)    6.1
  Inconsistent   4.3 (0.7)   12.1 (1.4)   8.2
  Average        3.7         10.6         --
  Difference     1.1         3.0          --

Analyses of variance (ANOVAs) run by participants (*F*1) and by items (*F*2) on the RT data for word stimuli included orthographic consistency (consistent vs. inconsistent words) and word frequency (high-frequency vs. low-frequency words) as within-participant factors in the participant analyses and as between-item factors in the item analyses.

These analyses revealed an orthographic consistency effect \[*F*1(1,56) = 62.46, $\eta_{\text{p}}^{2}$ = 0.527, *p* \< 0.0001; *F*2(1,69) = 5.27, $\eta_{\text{p}}^{2}$ = 0.071, *p* \< 0.05\], with inconsistent words being processed 35 ms slower than consistent words. The frequency effect was significant as well \[*F*1(1,56) = 110.13, $\eta_{\text{p}}^{2}$ = 0.662, *p* \< 0.0001; *F*2(1,69) = 11.40, $\eta_{\text{p}}^{2}$ = 0.141, *p* = 0.01\], with high-frequency words being processed 46 ms faster than low-frequency words. The interaction between the two factors was significant \[*F*1(1,56) = 17.09, $\eta_{\text{p}}^{2}$ = 0.233, *p* = 0.001; *F*2(1,69) = 5.91, $\eta_{\text{p}}^{2}$ = 0.078, *p* \< 0.05\]. This interaction shows that the orthographic consistency effect was larger for low-frequency words (52 ms) than for high-frequency words (18 ms). Simple main effects tests revealed that the consistency effect for high-frequency words was significant when tested on its own \[*F*1(1,56) = 15.69, $\eta_{\text{p}}^{2}$ = 0.218, *p* \< 0.001; *F*2(1,69) = 5.82, $\eta_{\text{p}}^{2}$ = 0.077, *p* \< 0.05\], as was the case for low-frequency words \[*F*1(1,56) = 52.08, $\eta_{\text{p}}^{2}$ = 0.481, *p* \< 0.001; *F*2(1,69) = 5.18, $\eta_{\text{p}}^{2}$ = 0.069, *p* \< 0.05\].

Analyses on the accuracy data revealed a significant consistency effect \[*F*1(1,56) = 7.26, $\eta_{\text{p}}^{2}$ = 0.114, *p* = 0.01; *F*2 = 1.18\], with inconsistent words producing more errors than consistent words. The frequency effect was also significant \[*F*1(1,56) = 44.59, $\eta_{\text{p}}^{2}$ = 0.443, *p* \< 0.0001; *F*2(1,69) = 13.06, $\eta_{\text{p}}^{2}$ = 0.159, *p* = 0.001\], with high-frequency words producing less errors than low-frequency words. The interaction between consistency and frequency was not significant (*F*1 = 1.44; *F*2 \< 1).

For pseudowords, two items were excluded due to high error rates (\>35%; "klonne" in the consistent condition and "vierre" in the inconsistent condition). The analyses revealed no consistency effect in the RT (834 vs. 846 ms for consistent and inconsistent pseudowords respectively; *F*1 and *F*2 \< 1) and the accuracy data (2.18 vs. 2.99 %ER for consistent and inconsistent pseudowords respectively; *F*1 = 1.78; *F*2 \< 1).

Discussion
----------

In Experiment 1, word frequency and orthographic consistency were manipulated orthogonally. The goal of this experiment was twofold: (1) examine whether word frequency and orthographic consistency interact; and (2) determine whether orthographic consistency affects the processing of high-frequency words. As predicted by Ziegler and Ferrand ([@B58]), we found an interaction between consistency and frequency: the consistency effect was obtained for both low- and high-frequency words, but it was three times as large for low-frequency words than for high-frequency words. This contrasts with Pattamadilok et al.\'s ([@B34]) results showing no interaction between these factors (although there was a tendency in their data, see Table ([1](#T1){ref-type="table"})[^5^](#fn5){ref-type="fn"}. Note that in the present study, we tested 57 participants whereas Pattamadilok et al. had 26. It is therefore possible that the interaction remained undetected due to insufficient statistical power in the study conducted by Pattamadilok et al. ([@B34]). Furthermore, because it had been suggested (Peereman et al., [@B38]) that low-frequency inconsistent words may be rated as less familiar than low-frequency consistent words even though they are matched on objective frequency, we had participants rate Pattamadilok et al.'s stimuli for familiarity. The results showed that consistent and inconsistent words did not significantly differ in rated familiarity (see Table [2](#T2){ref-type="table"}). It suggests that the present consistency effects (obtained for both low-frequency and high-frequency words) are not reducible to simple differences in rated familiarity. Objective word frequency had also a reliable effect on decision latencies (as it is usually the case in auditory word recognition; see Cleland et al., [@B4]). Finally, there was no consistency effect for pseudowords (in agreement with Ziegler and Ferrand, [@B58]; Ventura et al., [@B57], [@B56]; Dich, [@B11]; but see Pattamadilok et al., [@B36]; see also Taft, [@B51], for an in-depth discussion).

Apart from Pattamadilok et al.\'s ([@B34]) study, no other studies examined the influence of frequency on consistency (see Table ([1](#T1){ref-type="table"}). Here, we not only report a frequency by consistency interaction but we also show the influence of orthographic consistency on the processing of high-frequency words. The finding of a consistency effect for high-frequency words has interesting theoretical implications (see General Discussion).

In sum, the results of this experiment generalize the consistency effect to high-frequency words. This result allows us to eliminate the hypothesis according to which during auditory word recognition, orthography is activated only with peculiar (i.e., low-frequency) words.

Experiment 2: Rime Detection
============================

In this and previous studies (Ziegler and Ferrand, [@B58]; Ventura et al., [@B57]; Ziegler et al., [@B59], [@B63]; Pattamadilok et al., [@B34], [@B36]; Perre and Ziegler, [@B42]; Dich, [@B11]), the auditory lexical decision task was used to investigate the consistency effect. One could argue that the lexical decision task is sufficiently difficult and unusual that participants might try to "visualize" the spoken word in order to improve task performance (see Taft et al., [@B52]; Cutler et al., [@B6], for such a criticism). Thus, it cannot be ruled out that participants use an orthographic checking mechanism in a strategic way in the lexical decision task. In order to address this potential criticism, we attempted to replicate the present effects in a less difficult auditory task.

The rime detection task[^6^](#fn6){ref-type="fn"} is an interesting candidate since, as suggested by Ziegler et al. ([@B59]), it is a purely phonological task and a participant does not have to be literate to do the task. Furthermore, it is quite easy, because the rime, unlike the phoneme, is an easily accessible unit in speech perception (Kirtley et al., [@B25]; Goswami, [@B19]). Finally, orthographic consistency effects (for low-frequency words) on rime judgments have been found in previous studies (see, e.g., Ziegler et al., [@B59]). Furthermore, the orthographic endings of words have been found to influence performance on auditory rime decisions in both adults and children (Seidenberg and Tanenhaus, [@B45]; Donnenwerth-Nolan et al., [@B13]; Cone et al., [@B5]; Desroches et al., [@B10]; but see Damian and Bowers, [@B7]). Given that tasks such as auditory rime decision only require processing in the phonological domain, these findings suggest that orthographic representations are activated automatically during spoken language processing.

As in Experiment 1, word frequency and orthographic consistency were manipulated orthogonally. On each trial, participants were presented auditorily with a target rime followed by a target word. On half of the trials, the target rime was present in the word, and on the other half the target rime was absent.

Method
------

### Participants

Fifty additional psychology students from Paris Descartes University participated in the rime detection task (aged 18--27 years; average: 21 years). All were native speakers of French and received course credit for their participation. None of the participants had any hearing problems. They gave written informed consent to inclusion in this study.

### Stimuli and design

We used the same design as in Experiment 1, but with different stimuli for the purpose of the rime detection task. Item characteristics are presented in Table [4](#T4){ref-type="table"}, and all items are listed in Appendix B. As can be seen in Table [4](#T4){ref-type="table"}, the stimuli used in Experiment 2 had very similar characteristics to those tested in Experiment 1.

###### 

**Stimulus characteristics of words used in Experiment 2 (rime detection) manipulating orthographic consistency and word frequency**.

  Variable                          Consistent   Inconsistent   *F*(1,73)                                    
  --------------------------------- ------------ -------------- ----------- ------ ------------- ----------- --------
  **MANIPULATED VARIABLES**                                                                                  
  FB onset consistency (type)^a^    0.79         0.90           0.69        0.67   6.88\*        \<1         \<1
  FB onset consistency (token)^a^   0.81         0.93           0.67        0.52   10.29\*       \<1         2.28
  FB rime consistency (type)^a^     0.99         0.97           0.29        0.24   1099.46\*\*   2.51        \<1
  FB rime consistency (token)^a^    1.00         1.00           0.17        0.13   1612.95\*\*   \<1         \<1
  FB rime consistency^b^            1.00         1.00           0.16        0.22   527.13\*\*    \<1         \<1
  Lexique frequency^c^              74.53        2.71           64.12       2.78   \<1           68.35\*\*   \<1
  Film frequency^d^                 50.77        2.69           66.06       3.25   \<1           21.03\*\*   \<1
  Book frequency^d^                 69.30        3.46           59.91       3.93   \<1           79.52\*\*   \<1
  Lexop frequency^a^                91.00        9.50           73.15       7.68   \<1           72.35\*\*   1.52
  Subjective familiarity^e^         4.64         3.45           4.83        3.70   1.94          53.04\*\*   \<1
  **CONTROLLED VARIABLES**                                                                                   
  FF onset consistency (type)       0.96         0.94           0.98        0.99   2.54          \<1         \<1
  FF onset consistency (token)      1.00         0.97           1.00        0.90   \<1           1.48        \<1
  FF rime consistency (type)        1.00         1.00           1.00        1.00   \<1           \<1         \<1
  FF rime consistency (token)       1.00         1.00           1.00        1.00   \<1           \<1         \<1
  Number of letters                 5.60         5.10           5.10        5.25   1.01          1.01        3.48
  Number of phonemes                3.70         3.65           3.30        3.70   1.85          1.85        3.06
  Orthographic *N*                  4.85         4.75           7.30        3.70   \<1           4.11        3.67
  Uniqueness point                  5.55         4.95           4.90        5.20   1.07          \<1         5.41\*
  Mean duration (ms)                645          643            647         646    1,12          1.01        \<1

*HF, high-frequency; LF, low-frequency; Cons, consistency; Freq, frequency; FB, feedback; FF, feedforward; ^a^computed from *Lexop* (Peereman and Content, [@B37]); ^b^computed from Ziegler et al. ([@B61]); ^c^computed from *Lexique 2* (New et al., [@B30]); ^d^computed from *Lexique 3* (New et al., [@B29]); ^e^taken from Ferrand et al. ([@B14]). \**p* \< 0.05; \*\**p* \< 0.001*.

The factorial manipulation of orthographic consistency and word-frequency resulted in four groups: (1) consistent and high-frequency words (e.g., "lune"), (2) inconsistent and high-frequency words (e.g., "gare"), (3) consistent and low-frequency words (e.g., "cuve"), and (4) inconsistent and low-frequency words (e.g., "puce"). Each group contained 20 words. Consistent words (with phonological rimes that are spelled in only one way) and inconsistent words (with phonological rimes that can be spelled in more than one ways) were selected on the basis of Peereman and Content's ([@B37]) and Ziegler et al.\'s ([@B61]) statistical analyses of bi-directional consistency of spelling and sound in French. The stimuli were matched on the following variables across conditions (item characteristics, computed from the *Lexique* database; New et al., ([@B30], [@B29], are given in Table [4](#T4){ref-type="table"}): feedforward consistency, number of phonemes and letters, number of orthographic neighbors, uniqueness point, and mean duration (none of the stimuli was compressed or stretched). In the group of high-frequency words, consistent and inconsistent words were also matched for frequency (this was also the case for the group of low-frequency words). Finally, to complement the objective frequency measure, we also provide the subjective familiarity ratings (taken from Ferrand et al., [@B14]). Mean familiarity for the four groups of items is given in Table [4](#T4){ref-type="table"}. The results showed that consistent and inconsistent words did not significantly differ in rated familiarity: this is true for both high-frequency words (4.6 vs. 4.8) and low-frequency words (3.5 vs. 3.7). Note however that, as in Experiment 1, the high-frequency words were rated as significantly more familiar than the low-frequency words (*p* \< 0.001). Experiment 2 was a 2 (orthographic consistency: inconsistent vs. consistent) × 2 (word frequency: high-frequency vs. low-frequency) within-participants design.

Procedure
---------

The procedure used was identical to the one used by Ziegler et al. ([@B59]). Stimulus presentation and data collection were controlled by DMDX software (Forster and Forster, [@B17]) running on a PC. The stimuli were presented to the participants at a comfortable sound level through a pair of headphones. At the end of the auditory rime and after a delay of 50 ms, the target was presented. The participants were instructed to judge as quickly and as accurately as possible whether the auditorily presented rime was present or absent in the following French word. The participants gave their responses by pressing either the "yes" or the "no" button on a Logitech Dual Action Gamepad. The participants were tested individually in a sound-proof room. They were first given 20 practice trials. No feedback was provided during the experiment.

Results
-------

Reaction times longer or shorter than the mean RT ± 2.5 SD were discarded from the response time analyses on correct responses. This was done, by participant, separately for each stimulus type (as defined by frequency and consistency), leading us to eliminate 1.93% of the RT data. The data from three words were also discarded due to excessively high error rates: "lourd," "chance," and "gare" from the high-frequency inconsistent words. The four word groups were still perfectly matched on frequency and all other potentially confounding variables. The results are presented in Table [5](#T5){ref-type="table"}.

###### 

**Mean latencies (in milliseconds) and percentages of errors for an orthogonal manipulation of consistency and frequency in the auditory rime detection task of Experiment 2 (SEs are into brackets)**.

                 Frequency    Average      
  -------------- ------------ ------------ ------
  **LATENCY**                              
  Consistent     657 (16.7)   651 (17.8)   654
  Inconsistent   697 (17.7)   691 (17.8)   694
  Average        677          671          --
  Difference     40           40           --
  **ERRORS**                               
  Consistent     2.8 (0.4)    2.6 (0.6)    2.7
  Inconsistent   3.9 (0.9)    2.6 (0.5)    3.25
  Average        3.3          2.6          --
  Difference     1.1          0.0          --

The ANOVAs run by participants (*F*1) and by items (*F*2) on the RT data for word stimuli included orthographic consistency (consistent vs. inconsistent words) and word frequency (high-frequency vs. low-frequency words) as within-participant factors in the participant analyses and as between-item factors in the item analyses.

These analyses revealed an orthographic consistency effect \[*F*1(1,49) = 89.95, $\eta_{\text{p}}^{2}$ = 0.647, *p* \< 0.0001; *F*2(1,73) = 8.79, $\eta_{\text{p}}^{2}$ = 0.107, *p* \< 0.005\], with inconsistent words being processed 40 ms slower than consistent words. The frequency effect was non-significant (*F*1 = 2.41; *F*2 \< 1), as was the interaction between the two factors (*F*1 and *F*2 \< 1). Simple main effects tests revealed that the consistency effect for high-frequency words was significant when tested on its own \[40 ms; *F*1(1,49) = 40.16, $\eta_{\text{p}}^{2}$ = 0.450, *p* \< 0.0001; *F*2(1,73) = 4.30, $\eta_{\text{p}}^{2}$ = 0.055, *p* \< 0.05\]. It was also the case for low-frequency words \[40 ms; *F*1(1,49) = 36.77, $\eta_{\text{p}}^{2}$ = 0.428, *p* \< 0.0001; *F*2(1,73) = 4.49, $\eta_{\text{p}}^{2}$ = 0.057, *p* \< 0.05\].

Analyses on the accuracy data revealed no consistency effect (*F*1 = 1; *F*2 \< 1) and no frequency effect (*F*1 = 2.58; *F*2 = 1.71). The interaction between consistency and frequency was not significant (*F*1 and *F*2 \< 1).

Discussion
----------

In Experiment 2, word frequency and orthographic consistency were manipulated orthogonally. A consistency effect was obtained for both low and high-frequency words, which was equivalent in magnitude for low-frequency words and high-frequency words. This contrasts with the results of Experiment 1 showing a significant interaction between consistency and frequency. This absence of interaction might be explained by the lack of a frequency effect in this task[^7^](#fn7){ref-type="fn"}. However, the finding that the orthographic consistency effect (obtained for both low and high-frequency words) is present in rime detection and is therefore not confined to the lexical decision task suggests that the effect is robust and not strategic. Most importantly, a significant effect of consistency was found for high-frequency words once again.

General Discussion
==================

The results of the present experiments demonstrate that high-frequency words, as well as low-frequency words, produced significant effects of orthographic consistency in lexical decision and rime detection tasks. In Experiment 1 (lexical decision), the magnitude of the consistency effect was three times as large for low-frequency words than for high-frequency words, whereas in Experiment 2 (rime detection), this magnitude was similar for high- and low-frequency words. Overall, these results suggest that high-frequency words are not immune to effects of orthographic consistency.

The loci of the consistency effect
----------------------------------

Previous studies with skilled adult readers have shown that the orthographic consistency effect is obtained preferentially with stimuli and/or in situations that involve lexical activation (Ziegler and Ferrand, [@B58]; Ventura et al., [@B57]; Ziegler et al., [@B59]; Pattamadilok et al., [@B34]). First, the effect is usually observed only for words and not for pseudowords (e.g., the present study; Ziegler and Ferrand, [@B58]; Ventura et al., [@B57], [@B56], [@B55]; Dich, [@B11]). Second, Ziegler et al. ([@B59]) found that the size of the consistency effect decreased through tasks (lexical decision \> rime detection \> shadowing) because these were likely to rely less and less on accessing lexical representations. It seems therefore that the influence of orthography in spoken-word recognition is stronger when lexical representations are involved. However, the results of Experiment 2 (rime detection) also suggest a sublexical locus of the consistency effect. In the rime detection task, access to the lexicon might be beneficial for segmenting words into onsets and rimes, but it is not strictly required for performing the task. The data of the present experiments exhibited no smaller consistency effects in rime detection than in lexical decision. Recent findings suggest that the involvement of orthography in spoken-word recognition also occurs at the sublexical level, since orthographic information starts to be activated before the listener has heard the end of the word (Perre and Ziegler, [@B42]; Pattamadilok et al., [@B35]). This is consistent with the results of Experiment 2 (rime detection) in which a robust consistency effect was obtained without lexical involvement (indexed by the lack of a frequency effect), suggesting therefore that the effect occurred at the sublexical level in this task. Taken together, our results suggest both a sublexical and a lexical locus of the consistency effect.

Implications for theories of word perception
--------------------------------------------

What are the implications of our results for the recurrent network theory of word perception proposed by Stone and Van Orden [@B49]) ([@B49]); see also Van Orden and Goldinger, [@B53]; Stone et al., [@B50])? In their recurrent network, the flow of activation between orthography and phonology is inherently bi-directional. The presentation of a spoken-word activates phoneme nodes, which in turn, activate letter nodes. Similarly, the visual presentation of a word activates letter nodes, which in turn, activate phoneme nodes. Following initial activation, recurrent feedback begins between these two node families. Whenever the activation that is sent is consistent (compatible) with the activation that is returned, nodes conserve and strengthen their activation in relatively exclusive and stable feedback loops. The capacity to conserve and strengthen activation thus depends on the consistency of the coupling between phonology and orthography. Such a model naturally explains that sound-to-spelling inconsistency affects the perception of spoken words.

In this framework, it is not clear however whether high-frequency words are expected to show smaller effects of consistency than low-frequency words or whether the effect of orthographic consistency is thought to be absent for high-frequency words. The recurrent network (whose performance is characterized by the asymptotic learning principle described in Van Orden et al., [@B54]) would necessarily produce *diminishing* effects of consistency with *increasing* exposure to a word. Explicit simulation is needed to determine whether the processing dynamics of such a recurrent network would predict the residual consistency effect on high-frequency words (and indeed such implementation has not yet been carried out for spoken-word recognition).

The orthographic consistency effect has also been explained within the framework of the bimodal interactive activation model of word recognition proposed by Grainger and Ferrand [@B21]) (Grainger and Ferrand [@B21]), Grainger and Ferrand [@B22]; see also Ferrand and Grainger, [@B15]; Grainger et al., [@B20]; Ziegler et al., [@B62]; Grainger and Holcomb, [@B23]). This model assumes the existence of feedback (sound-to-spelling) and feedforward (spelling-to-sound) connections between the phonological and orthographic representations at both lexical and sublexical levels[^8^](#fn8){ref-type="fn"}. In auditory tasks, inconsistent words are at a disadvantage compared to consistent words because the sublexical phonological representation activated by an inconsistent phonological rime would activate several spellings that are incompatible with the orthographic representation of the target. This orthographic inconsistency would slow down and/or make less precise the activation of the phonological representation of inconsistent spoken words. The present results show that this applies also to high-frequency words. In the bimodal interactive activation model, high-frequency words are expected to show effects of consistency because the effects can take place at both a sublexical and a lexical level.

The present results support a theory according to which orthographic information is activated online in spoken-word recognition (Stone and Van Orden, [@B49]; Van Orden and Goldinger, [@B53]; Grainger and Ferrand, [@B22]; Ziegler and Ferrand, [@B58]; Ziegler et al., [@B62]; Perre and Ziegler, [@B42]; Pattamadilok et al., [@B35]). According to this view, the existence of strong functional links between spoken and written word forms automatically activates visual/orthographic representations of words. For inconsistent spellings, this gives rise to competition at the visual/orthographic level which slows responses relative to words with consistent spellings. However, these results are also consistent with the phonological restructuration hypothesis according to which phonological representations are contaminated by orthographic representations (Perre et al., [@B41]; Pattamadilok et al., [@B33]). According to this view, learning to read alters preexisting phonological representations, in such a way that literacy restructures phonological representations and introduces an advantage for words with consistent spellings that arises at a purely phonological level. Orthographically consistent words would develop better and finer-grained phonological representations than do inconsistent words in the course of reading development. Although many studies (including the present one; see also Table [1](#T1){ref-type="table"}) provide strong evidence for early and automatic activation of orthographic information in spoken-word recognition, at the moment, none of them is able to tease apart these hypotheses (note however that they need not be mutually exclusive).

Turning to the models specifically developed for spoken-word recognition, none of them allow orthographic knowledge to affect performance. For instance, in both TRACE (McClelland and Elman, [@B27]), the Neighborhood Activation Model (Luce et al., [@B26]) and MERGE (Norris et al., [@B31]), spoken words are perceived without reference to their orthography. Such models need to be seriously revised in order to integrate the influence of orthographic knowledge in spoken-word recognition (see Taft, [@B51], for such an endeavor).

Conclusion
==========

In conclusion, the present results show that (1) for skilled adult readers, all words (even high-frequency words) are affected by orthographic consistency; (2) consistency effects are not restricted to the lexical decision task; and (3) learning about orthography alters permanently the way we perceive spoken language, even for frequent words. However, much remains to be discovered regarding *how* orthography alters spoken language. An important challenge for future research is to determine whether an orthographic code is activated online whenever we hear a spoken word, or whether orthography changes the nature of phonological representations (e.g., Perre et al., [@B40],[@B41]; Dehaene et al., [@B9]; Pattamadilok et al., [@B33]).
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^1^Although many have argued that orthographic information may influence such metaphonological judgments.

^2^Note that the current study was not designed to distinguish between these two possibilities.

^3^We would like to thank Chotiga Pattamadilok for sending us the auditory stimuli. But because these stimuli were recorded by a Belgium speaker, we decided to record them again with a Parisian speaker.

^4^Another analysis based on visual subjective frequency (Ferrand et al., [@B14]) confirmed these results. Consistent and inconsistent words did not significantly differ in rated subjective frequency: for high-frequency words (4.5 vs. 4.6) and for low-frequency words (3.9 vs. 3.9; all *F*s \< 1).

^5^On average, French participants were 165 ms faster (for words) than Belgium participants; it is therefore possible that the interaction between frequency and consistency only emerges for fast participants. In her Ph.D., Pattamadilok ([@B32], p. 80) reports an analysis of Pattamadilok et al.\'s ([@B34]) Experiment 1 on the processing speed of their participants (separating the participants into two groups of fast vs. slow respondents, using the median of the overall RTs as the cut-off point). She found that the interaction between consistency and frequency was significant only in the fast group but not in the slow group. In the fast group, although the consistency effect was significant for both high- and low-frequency words, it was significantly larger \[*F*(1,12) = 6.7, *p* \< 0.025\] for low- than for high-frequency words (77 vs. 45 ms respectively). In the slow group however, the size of the effect was the same on high- and low-frequency words (77 ms). We have conducted the same analysis on processing speed (although our participants are globally fast compared to Pattamadilok et al.'s participants). There was no interaction between speed and consistency \[*F*(1,54) = 1.96\]. However, the consistency × frequency interaction was significant in both groups. In the fast group (*n* = 28), the consistency effect was significant for both high- and low-frequency words, but it was significantly larger \[*F*(1,27) = 5.31, *p* \< 0.05\] for low- than for high-frequency words (38 vs. 18 ms respectively). Similarly, in the slow group (*n* = 28), the consistency effect was significant for both high- and low-frequency words, but again it was significantly larger \[*F*(1,27) = 13.41, *p* \< 0.005\] for low- than for high-frequency words (66 vs. 17 ms respectively). Finally, the consistency × frequency × speed interaction approached significance \[*F*(1,54) = 3.43, *p* = 0.069\], suggesting that, if anything, the consistency × frequency interaction tended to be stronger for the slow group.

^6^The rime detection task we used was the one developed by Ziegler et al. ([@B59]) and as such, it does not suffer from the limitations raised by Damian and Bowers ([@B7]).

^7^Note that the same stimuli tested in visual lexical decision exhibited a robust frequency effect when RTs were taken from the French Lexicon Project (Ferrand et al., [@B16]). On average high-frequency words were responded faster than low-frequency words \[624 vs. 676 ms: *F*(1,73) = 27.55, *p* \< 0.001\]. So the absence of frequency effect might be attributed to the rime detection task being more shallow than the lexical decision task (see Ziegler et al., [@B59], for such a proposal).

^8^Note however that Ziegler et al. ([@B63]) found evidence for feedback connections to be restricted to the auditory modality (but see Barnhart and Goldinger, [@B1]).

Stimuli used in experiment 1 (taken from Pattamadilok et al., [@B34])
=====================================================================

High-frequency consistent words. Blonde, bombe, bonne, bouche, brume, cave, chaude, code, coude, douche, lâche, linge, monde, plage, poche, pompe, roche, tâche, tige, trompe.

Low-frequency consistent words. Blague, bague, boude, biche, brade\*, cube, chauve, conne, quiche, digue, louche, lange\*, moche, plombe, pagne\*, ponce, rhume, talc, taupe, trouille.

High-frequency inconsistent words. Blouse, bol, boire, basse, brûle, coeur, chaud, caisse, cure, douce, loin, lampe, môme, plante, pierre, pont, rampe, tour, tiers, tronche.

Low-frequency inconsistent words. Blâme, bouffe, bosse, bouse, bru\*, coiffe, chauffe, couse\*, case, dose, laine, latte, moelle, plaide, panne, pull, râle, teigne\*, tisse\*, trousse.

\*Star means that words were excluded from analyses due to excessively high error rates (\>50%).

Stimuli used in experiment 2
============================

High-frequency consistent words. Branche, bronze, charge, charme, couple, crise, gauche, genre, grave, jambe, lune, marche, nombre, plume, preuve, prince, proche, ronde, rouge, sombre.

Low-frequency consistent words. Broche, bulbe, cube, cuve, dinde, dune, figue, fougue, frange, fronde, larme, luge, lustre, morgue, muse, norme, pulpe, rustre, sonde, zèbre.

High-frequency inconsistent words. Basse, caisse, chance\*, classe, flamme, frappe, frère, gare\*, laisse, lourd\*, masse, nuque, plante, rare, russe, sac, seize, soeur, style, zone.

Low-frequency inconsistent words. Bûche, châle, cintre, flair, graine, gramme, grappe, griffe, grippe, latte, mule, noce, puce, score, spleen, store, stress, tank, tempe, transe.

\*Star means that words were excluded from analyses due to excessively high error rates (\>50%).
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