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In this paper, the dimensions of bivariate spline spaces are studied using the Smoothing
Cofactor-Conformality method. Based on the analysis on the conformality condition at one
interior vertex, the stability (or singularity to the contrary) of the dimensions of general
spline spaces is discussed in detail. By the aid of directed partition some new results on
dimensions are obtained with the corresponding constraints depending on the degree, the
smoothness order of the spline spaces and the structure of the partition as well.
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1. Introduction
Let D be a domain in R2 and ∆ be a partition of D consisting of finite irreducible algebraic curves. Denote by Di, i =
1, 2, . . . ,N , all the cells of∆. For integers k > µ ≥ 0, we define
Sµk (∆) := {s ∈ Cµ(D) : s|Di ∈ Pk, i = 1, 2, . . . ,N}
the bivariate spline space with degree k and smoothness order µ, where Pk denotes the space of all bivariate polynomials
of total degree at most k.
The dimension of a spline space is important for the theories and applications on multivariate splines. However, the
problem of determining the dimension of Sµk (∆) is difficult since it heavily depends on the geometric properties of the
partition. For a regular triangulation ∆ of D, the lower and upper bounds on the dimension of spline spaces given in [1,2]
were far apart for large µ. When k ≥ 4µ + 1, the dimension of the spline space was actually given via the lower bound in
[3] and it was given in [4] when k ≥ 3µ+ 2. In general, the dimension of a spline space Sµk (∆) is singular in many cases. For
example, let∆ms denote a Morgan–Scott partition [5] as shown in Fig. 1. Shi [6] proved that
dim S12(∆ms) =

7, when A1A′1, A2A
′
2, A3A
′
3 intersect at one point,
6, otherwise.
The instability of the dimension of the spline space on the Morgan–Scott partition was studied further in [7–9].
Those results on the dimensions were obtained with the conditions depending only on k and µ, i.e., the degree and the
smoothness order of the spline spaces. In fact, the structure of the partition is also a key involved in the dimension of the
spline space. In [10,11], we studied the spline spaces on T-mesh and quasi-rectangular partition. The dimension formulas
were derived with certain constraints depending on the structure of the partition.
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Fig. 1. A Morgan–Scott partition.
In this paper, the dimensions of the spline spaces on arbitrary partitions and the singularity of the dimensions are further
discussed using the Smoothing Cofactor-Conformality method. Some new results are obtained with the corresponding
constraints depending on the degree, the smoothness order and the structure of the partition as well. The rest of the paper
is organized as follows. Section 2 discusses the stability and weak stability of the dimension of the spline space based on the
analysis on the conformality condition at one interior vertex. Themain results of the dimensions are presented in Section 3by
the aid of directed partition. The applications to the bivariate spline space on the Morgan–Scott partition are demonstrated
in Section 4.
2. Stability and weak stability of the dimension of the spline space
At first, we review some basic results on multivariate spline by the Smoothing Cofactor-Conformality method. More
details can be found in [12,13].
We only consider that the partition ∆ consists of finite straight line segments throughout the present paper, such as
(quasi-) crosscut partition, triangulation, quadrangulation. Except the boundary of the domain (denoted by ∂D), each straight
line segment in∆ is called an interior grid line. Hence, there are three kinds of interior grid lines in∆.
(a) crosscut: both of its endpoints lie on ∂D.
(b) ray: only one of its endpoints lies on ∂D.
(c) Truncated-line (or T-line): neither of its endpoints lie on ∂D.
We call an intersection point of the interior grid lines as an interior vertex, and the intersection point of several crosscuts
as a crosscutting vertex, especially. Besides, we call a partition as crosscut partition (denoted by∆c), if all the grid lines are
crosscuts, and a partition as quasi-crosscut partition (denoted by∆qc), if each grid line is either a crosscut or a ray.
Let (α1, β1), . . . , (αn, βn) be pairwise linearly independent ordered pairs, that is, αiβj ≠ αjβi for i ≠ j, i, j = 1, . . . , n,
and Vn be the vector space corresponding to the conformality condition at the origin O:
Vn =

(q1, . . . , qn) :
n−
i=1
qi(x, y)(αix+ βiy)µ+1 ≡ 0, q1, . . . , qn ∈ Pk−µ−1

. (1)
Denote by dµk (n) the dimension of Vn. Two equivalent formula of d
µ
k (n)were presented in [14,1] as follows
dµk (n) =
1
2

k− µ−
[
µ+ 1
n− 1
]
+
×

(n− 1)k− (n+ 1)µ+ (n− 3)+ (n− 1)
[
µ+ 1
n− 1
]
=
k−µ−1
j=0
(n(k− µ− j)− (k+ 1− j))+, (2)
where [x] denotes the largest integer≤ x, u+ = max{0, u}.
By the Smoothing Cofactor-Conformality method, the dimension of a spline space Sµk (∆) is determined by the system of
the global conformality conditions at all interior vertices of ∆. Since the conformality condition at each interior vertex of
crosscut partition∆c or quasi-crosscut partition∆qc can be solved independently, the dimensions of spline spaces on∆c or
∆qc were obtained as follows.
Theorem 1 ([14]). Let D be a simply connected domain in R2 and∆c be a crosscut partition of D with L crosscuts and V interior
vertices A1, . . . , AV in D such that ei crosscuts intersect at Ai, i = 1, . . . , V . Then the dimension of the bivariate spline space
Sµk (∆c), 0 ≤ µ ≤ k− 1, is
dim Sµk (∆c) =

k+ 2
2

+ L

k− µ+ 1
2

+
V−
i=1
dµk (ei). (3)
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Theorem 2 ([14]). Let D be a simply connected domain in R2 and ∆qc be a quasi-crosscut partition of D with L1 crosscuts, L2
rays and V interior vertices A1, . . . , AV in D such that ei crosscuts and rays intersect at Ai, i = 1, . . . , V . Then the dimension of
the bivariate spline space Sµk (∆qc), 0 ≤ µ ≤ k− 1, is
dim Sµk (∆qc) =

k+ 2
2

+ L1

k− µ+ 1
2

+
V−
i=1
dµk (ei). (4)
However, if there are T-lines in the partition, then the conformality conditions at different interior vertices are dependent
on each other. That is a key and one of the difficulties dealing with the problems in multivariate splines.
As mentioned above, the dimension of Sµk (∆) heavily depends on the geometric properties of the partition. In fact, there
are some differences in the singularity of the dimension according to different geometric quantities of the partition. In this
section, the differenceswill be discussed based on the dimension formula dµk (n) of the conformality condition at one interior
vertex.
According to the graph theory, an arbitrary partition ∆ can be treated as a graph. Then each line segment connecting
two adjacent vertices on a grid line is called an edge, and the number of edges intersecting at an interior vertex Ai is called
the degree of the vertex, denoted by deg Ai. Let ei denote the number of edges with different slopes intersecting at Ai, and ci
denote the number of grid lines crosscutting at Ai. Then deg Ai = ei + ci.
Definition 1. Given a spline space Sµk (∆) defined on a partition∆ including VI interior vertices, for each interior vertex Ai,
Ni = deg Ai, and ei denotes the number of edges with different slopes intersecting at Ai, i = 1, 2, . . . , VI . We define
(1) the dimension of Sµk (∆) is (strongly) stable if it depends only on k, µ and Ni (i = 1, 2, . . . , VI);
(2) the dimension of Sµk (∆) is weakly stable if it depends only on k, µ and ei (i = 1, 2, . . . , VI).
It is clear that the dimension of the spline space defined on a partition without interior vertex is stable. By Definition 1,
the dimension of the spline spaces on crosscut partitions or quasi-crosscut partitions are weakly stable, and the dimension
of the spline space S12(∆ms) on the Morgan–Scott partition is not weakly stable at all.
Note that the construction of the conformality condition Vn at one interior vertex is fundamental to the dimensions of the
spline spaces. For example, d13(n) is the dimension of the solution space of the linear system:
∑n
i=1(aix+biy+ci)(αix+βiy)2 =
A · c = 0, where c = (a1, b1, . . . , an, bn, c1, . . . , cn)T , and
A =

α21 0 · · · α2n 0 0 · · · 0
2α1β1 α21 · · · 2αnβn α2n 0 · · · 0
β21 2α1β1 · · · β2n 2αnβn 0 · · · 0
0 β21 · · · 0 β2n 0 · · · 0
0 0 · · · 0 0 α21 · · · α2n
0 0 · · · 0 0 2α1β1 · · · 2αnβn
0 0 · · · 0 0 β1 · · · βn

.
Let P∗k denote all bivariate homogeneous polynomials of exact degree k. Then Pk = {0}∪P∗0∪· · ·∪P∗k . We have the following
detailed result on the solution space Vn and its dimension by expanding Eq. (2) directly.
Lemma 1. Let vector space Vn be defined in Eq. (1), and s = [µ+1n−1 ].
(1) If n > k+1k−µ , then s = 0, 1, . . . , k− µ− 1,
Vn ⊂ P∗s ∪ · · · ∪ P∗k−µ−1 ∪ {0},
and
dµk (n) =
k−µ−1−s−
j=0
(n(k− µ− j)− (k+ 1− j)) = (n− cµk (s))qµk (s),
where cµk (s) = k+µ+s+3k−µ+s+1 , and qµk (s) =
k−µ−1∑
i=s
(i+1) = 12 (k−µ+ s+1)(k−µ− s) denotes the maximum degree of freedom
of the smoothing cofactors q1, . . . , qn ∈ Vn.
(2) If n ≤ k+1k−µ , then s ≥ k− µ,
Vn = {0}, qµk (k− µ) = 0, and dµk (n) = 0.
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(3) If n > µ+ 2, then s = 0,
Vn ⊂ P∗0 ∪ · · · ∪ P∗k−µ−1 ∪ {0}, qµk := qµk (0) =
1
2
(k− µ+ 1)(k− µ),
and dµk (n) = n

k− µ+ 1
2

−

k+ 2
2

+

µ+ 2
2

= (n− cµk )qµk ,
dµk (n+ p) = dµk (n)+ p · qµk , p = 1, 2, . . . ,
where cµk := cµk (0) = k+µ+3k−µ+1 ≤ µ+ 2.
(4) If n = µ+ 2, then s = 1,
dµk (n) = (n− cµk (1))qµk (1) = (n− cµk (0))qµk (0),
(n+ p− cµk (0))qµk (0) = (n− cµk (1))qµk (1)+ p · qµk (0), p = 1, 2, . . . .
Hence, if and only if n ≥ µ+ 2,
dµk (n+ p) = dµk (n)+ p · qµk , p = 1, 2, . . . .
We call a partitionwith only one interior vertex as a star partition (denoted by∆s). It is a special quasi-crosscut partition,
then the stability of the dimension of arbitrary spline space on∆s can be obtained as follows.
Lemma 2. For any star partition∆s including N interior grid edges, the dimension of the spline space S
µ
k (∆s) is stable if and only
if N ≥ 2µ+ 3, and
dim Sµk (∆s) =

k+ 2
2

+ dµk (N). (5)
Proof. By Theorem 2,
dim Sµk (∆s) =

k+ 2
2

+ L1

k− µ+ 1
2

+ dµk (N − L1),
where L1 denotes the number of crosscuts in∆s, L1 = 0, 1, . . . , [N2 ]. The dimension is stable if and only if it is fixed regardless
that L1 varies, i.e.,
dµk (N) = dµk (N − L1)+ L1

k− µ+ 1
2

.
By Lemma 1, the equivalent condition is N − L1 ≥ µ+ 2, i.e. N ≥ 2µ+ 3. 
By Lemma 2, the necessary condition for the stability of the dimension of arbitrary spline space can be obtained
apparently.
Theorem 3. Given an arbitrary partition ∆ including at least one interior vertex, if the dimension of the spline space Sµk (∆) is
stable, then all the degree of the vertices Ni ≥ 2µ+ 3.
The sufficiency of Ni ≥ 2µ+ 3 for stability of the dimension will be discussed in the following section.
3. The directed partitions and the dimensions of the spline spaces
For a general partition ∆ except ∆c and ∆qc , the dimensions of the spline spaces S
µ
k (∆) are more complicated. We try
to discuss the dimensions and their stability with some constraints by generalizing crosscut partition and quasi-crosscut
partition. We need some concepts and definitions as follows.
We call a chain of grid lines connected consecutively without self-intersection as a piecewise grid line, or a generalized
grid line (GGL). It is clear that two grid edges connected consecutively with same slope must belong to one generalized grid
line. They can be classified into the following three kinds by their endpoints.
Definition 2. For each generalized grid line, there are three cases:
(a) generalized crosscut line (GCL): both of its endpoints lie on ∂D.
(b) generalized ray line (GRL): only one of its endpoints lies on ∂D.
(c) generalized truncated-line (GTL): neither of its endpoints lie on ∂D.
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In fact, the above three kinds of generalized grid lines can be transformed by crosscuts, rays, and T-lines topologically.
Furthermore, we call a partition as generalized crosscut partition (denoted by ∆gc) or generalized quasi-crosscut partition
(denoted by∆gqc), if it can be transformed from a crosscut partition or a quasi-crosscut partition topologically.
A partition is called an even partition, if the degree of each interior vertex is even. It is easy to know
Lemma 3. Any even partition is a generalized crosscut partition.
Definition 3. A generalized grid line (GGL) is called a directed GGL if it has a direction from one endpoint to the other one.
A partition∆ is called a directed partition if all its GGL are directed, denoted by
−→
∆ .
According to Definition 2, we have directed GCL, directed GRL and directed GTL, respectively. For each interior vertex
Ai in a directed partition, the in-degree N Ii and the out-degree N
O
i denote the numbers of grid edges directing in and out Ai
respectively, then Ni = N Ii + NOi , and ci ≤ N Ii ,NOi ≤ ei.
Definition 4. An interior vertex Ai is called a source vertex if NOi = ei. Especially, a crosscutting vertex Ai is a source vertex
since ci = N Ii = NOi = ei.
For each interior edge connecting two interior vertices Ai and Aj in a directed partition
−→
∆ , for example, it can be directed
as
−→
AiAj by the direction of the GGL, which it belongs to. Then
−→
AiAj is an out-edge as for Ai, and an in-edge as for Aj. By the
Smoothing Cofactor-Conformality method, the smoothing cofactor qi,j ∈ Pk−µ−1 on −→AiAj belongs to two solution spaces
corresponding to the conformality condition at Ai and Aj simultaneously. By Lemma 1, there exist two numbers si, sj ≥ 0
such that si = [µ+1ei−1 ], and sj = [
µ+1
ej−1 ], we have
(a) if there does not exist
−−→
AhAi such that
−−−→
AhAiAj crosscuts at Ai, then qi,j ∈ P∗si ∪ · · · ∪P∗k−µ−1 ∪ {0} as for Ai, then the minimal
degree of nonzero qi,j is si, we call it as min-out-degree of qi,j (denoted by min degO qi,j = si).
(b) if there does not exist
−→
AjAl such that
−−−→
AiAjAl crosscuts at Aj, then qi,j ∈ P∗sj ∪ · · · ∪ P∗k−µ−1 ∪ {0} as for Aj, then the minimal
degree of nonzero qi,j is sj, we call it as min-in-degree of qi,j (denoted by min degI qi,j = sj).
(c) if there exists
−−→
AhAi such that
−−−→
AhAiAj crosscuts at Ai, then qi,j − qh,i ∈ P∗si ∪ · · · ∪ P∗k−µ−1 ∪ {0} as for Ai, then
min degO qi,j = min{min degI qh,i, si}.
(d) if there exists
−→
AjAl such that
−−−→
AiAjAl crosscuts at Aj, then qj,l − qi,j ∈ P∗sj ∪ · · · ∪ P∗k−µ−1 ∪ {0} as for Aj, then min degI qi,j =
min degO qi,j.
Besides, when one of the endpoints of a directed interior edge
−→
AiAj lies on the boundary of the domain, we have
(a) if Ai lies on ∂D, then the smoothing cofactor qi,j according to
−→
AiAj does not need to satisfy the conformality condition at
Ai, hence, min degO qi,j = 0.
(b) if Aj lies on ∂D, then the smoothing cofactor qi,j according to
−→
AiAj does not need to satisfy the conformality condition at
Aj, hence, min degI qi,j = 0.
Definition 5. An interior edge
−→
AiAj of a directed partition is compatible with its direction if min degO qi,j ≥ min degI qi,j.
A directed partition is called a compatible directed partition if all its interior edges are compatible with their directions
accordingly.
Lemma 4. If a directed interior edge
−→
AiAj satisfies one of the following cases, then it is compatible with its direction.
(a)
−→
AiAj is a part of a crosscut of the partition, thenmin degI qi,j = min degO qi,j = 0.
(b)
−→
AiAj is a part of a directed ray
−−−−−−−→
Ai1Ai2 . . . Ait with Ait lying on ∂D.
(c)
−→
AiAj is a part of a directed T-line
−−−−−−−→
Ai1Ai2 . . . Ait with eit = max{ei1 , ei2 , . . . , eit }.
(d)
−→
AiAj is a part of a directed T-line
−−−−−−−→
Ai1Ai2 . . . Ait withmin{ei1 , eit } > µ+ 2.
By the aid of the directions of a compatible directed partition
−→
∆ including at least one source vertex, the dimension of
the spline space defined on∆ can be calculated with some constraints depending on the degree, the smoothness order and
the structure of the partition. The main result of the paper is as follows.
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Theorem 4. Given a compatible directed partition
−→
∆ of a domain D inR2, with L crosscuts and VI interior vertices A1, A2, . . . , AVI
including at least one source vertex, such that ei grid segments of different slopes intersect at Ai, si = [µ+1ei−1 ]. If NOi ≥ c
µ
k (si) =
k+µ+si+3
k−µ+si+1 when N
O
i < ei, i = 1, 2, . . . , VI , then
dim Sµk (∆) =

k+ 2
2

+ L

k− µ+ 1
2

+
VI−
i=1
(NOi − cµk (si))qµk (si). (6)
Proof. By the Smoothing Cofactor-Conformality method, the dimension of the spline space Sµk (∆) is determined by the
dimension of the solution space of the global conformality systems. Since
−→
∆ is a compatible directed partition with at least
one source vertex, the global conformality systems can be solved by each conformality equation at the corresponding interior
vertex sequentially along the directions from the source vertices. For each interior vertex, let the smoothing cofactors on
the grid edges directing in the vertex be determined by the former vertices. Then the dimension is added by the freedom of
the rest smoothing cofactors on the grid edges directing out the vertex. That is
dim Sµk (∆) =

k+ 2
2

+
VI−
i=1
(ci · qµk (si)+ dµk (ei)− N Ii · qµk (si))
=

k+ 2
2

+ L

k− µ+ 1
2

+
VI−
i=1
(NOi − cµk (si))qµk (si).
By Lemma 1, the compatibility of the directions and constraints ci · qµk (si) + dµk (ei) ≥ N Ii · qµk (si), i.e, NOi ≥ cµk (si) are
sufficient to guarantee all the smoothing cofactors on the grid edges directing in each vertex are free in the corresponding
conformality system. 
Corollary 1. For an even partition ∆ including L crosscuts, EI interior edges and VI interior vertices, such that e grid edges of
different slopes intersect at each vertex, s = [µ+1e−1 ]. If
k ≥ (e+ 2)µ+ 6− e
e− 2 −
[
µ+ 1
e− 1
]
, e is even,
k ≥ (e+ 3)µ+ 5− e
e− 1 −
[
µ+ 1
e− 1
]
, e is odd,
then the dimension of Sµk (∆) is weakly stable and
dim Sµk (∆) =

k+ 2
2

+ L

k− µ+ 1
2

+ (EI − L− VIcµk (s))qµk (s). (7)
Proof. By Lemma 3, ∆ is generalized crosscut partition, then we can choose any interior vertex as the source vertex, and
assign directions to each interior edge according to the source vertex such that NOi ≥ [ e+12 ] for each vertex, i = 1, 2, . . . , VI .
By Lemma 4, the partition is compatible with the directions since ei = e, for i = 1, 2, . . . , VI . By the condition,NOi ≥ [ e+12 ] ≥
cµk (si) = cµk (s), i = 1, 2, . . . , VI . Hence, the dimension of the spline space Sµk (∆) is obtained by Theorem 4with the equality∑VI
i=1 N
O
i = EI − L. 
By Lemma 1 and Theorem 4, we have the following result.
Theorem 5. Let ∆gc (or ∆gqc) be a generalized (quasi-)crosscut partition of domain D with EI interior edges and VI interior grid
vertices A1, . . . , AVI . If and only if for each Ai, the degree Ni ≥ 2µ + 3 (i = 1, . . . , VI), then the dimension of the spline space
Sµk (∆gc) (or S
µ
k (∆gqc)), 0 ≤ µ ≤ k− 1, is stable and
dim Sµk (∆gc/∆gqc) =

k+ 2
2

+ EI

k− µ+ 1
2

− VI

k+ 2
2

−

µ+ 2
2

. (8)
Proof. For the case of generalized crosscut partition∆gc with L crosscuts, then Ni is even, Ni ≥ 2µ+4 and ei ≥ Ni2 ≥ µ+2.
If ei = Ni2 = µ + 2 then si = 1 and Ai is a crosscutting vertex. Else ei > µ + 2, then si = 0 and by Lemma 4 all the edges
are compatible with arbitrary directions. Hence, we can choose at least one interior vertex as the source vertex, and assign
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Fig. 2. A quadrangulation and the corresponding triangulated quadrangulation.
directions to each interior edge such that NOi ≥ µ+ 2 ≥ cµk (0) for the rest vertices except the source vertices. Suppose that
there are V1 crosscutting vertices with NOi = µ+ 2 (i = 1, . . . , V1), by Lemma 1 and Theorem 4, we have
dim Sµk (∆qc) =

k+ 2
2

+
VI−
i=1
(ci · qµk (si)+ dµk (ei)− N Ii · qµk (si))
=

k+ 2
2

+ L · qµk (0)+
V1−
i=1
(NOi − cµk (1))qµk (1)+
VI−
i=V1+1
(NOi − cµk (0))qµk (0)
=

k+ 2
2

+ L · qµk (0)+
VI−
i=1
(NOi − cµk (0))qµk (0)
=

k+ 2
2

+ (EI − VI · cµk )qµk
=

k+ 2
2

+ EI

k− µ+ 1
2

− VI

k+ 2
2

−

µ+ 2
2

.
The case of generalized quasi-crosscut partition∆gqc can be proved similarly. 
If the partition is a triangulation, then the dimension is also the lower bound of dimension presented by [1]. Especially,
as an easy application of Theorem 4, we have the following result.
Theorem 6. For any k ≥ 1 and any triangulation∆,
dim S0k (∆) =
(k+ 2)(k+ 1)
2
+ (k+ 1)k
2
EI − (k+ 3)k2 VI . (9)
Proof. For any triangulation∆with L crosscuts, then Ni ≥ 3 and ei ≥ 2. If ei = 2 then si = 1 and Ai is a crosscutting vertex.
Else ei > 2, then si = 0 and by Lemma 4 all the edges are compatible with arbitrary directions. Hence, we can choose at
least one interior vertex as the source vertex, and assign directions to each interior edge such that NOi ≥ 2 ≥ c0k (0) = k+3k+1
for the rest vertices except the source vertices. Similarly to the proof of Theorem 5, by Lemma 1 and Theorem 4, we have
dim S0k (∆) =

k+ 2
2

+ L · q0k +
VI−
i=1
(NOi − c0k )q0k
= (k+ 2)(k+ 1)
2
+ (k+ 1)k
2
EI − (k+ 3)k2 VI . 
Theorem 5 can be applied to some special triangulation partition, such as triangulated quadrangulation, non-uniform
type-1 and type-2 triangulations.
Suppose that ♦ is a nondegenerate convex quadrangulation of a polygonal domain D in R2. Let ∆tq be the triangulation
of ♦ generated by adjoining both diagonals of each quadrangle, as shown in Fig. 2.
Since there are at least three quadrangles adjacent at each interior vertex, the degree of the interior vertex except the
intersections of the two diagonals of each quadrangle is at least 6. By 6 ≥ 2µ+ 3, then µ ≤ 1, the dimension of the spline
space on∆tq is given by Eq. (8).
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Theorem 7. For a triangulated quadrangulation ∆tq with Q quadrangles, EI interior edges and VI interior vertices except the
intersections of the two diagonals of each quadrangle. If and only if Ni ≥ 2µ+ 3 (i = 1, . . . , VI), then
dim Sµk (∆tq) =

k+ 2
2

+ EI

k− µ+ 1
2

− VI

k+ 2
2

−

µ+ 2
2

+ Q · dµk (2). (10)
A non-uniform type-1 triangulation (denoted by∆(1)mn) is generated by adjoining one directional diagonal of each rectangle
in a non-uniform rectangular partition withmn rectangles. Then Ni = 6, i = 1, . . . , VI , by Theorem 5 we have the following
theorem.
Theorem 8. If and only if µ ≤ 1, the dimension of the spline space on non-uniform type-1 triangulation is stable and
dim Sµk (∆
(1)
mn) =

k+ 2
2

+ (3mn−m− n)

k− µ+ 1
2

− (m− 1)(n− 1)

k+ 2
2

−

µ+ 2
2

. (11)
This result is equivalent to the dimension of the spline space on uniform type-1 triangulation as µ ≤ 1.
A non-uniform type-2 triangulation (denoted by ∆(2)mn) is generated by adjoining both diagonals of each rectangle in a
non-uniform rectangular partition. It is a special triangulated quadrangulation. By Theorem 7, Ni = 8, i = 1, . . . , VI , then
we have the following theorem.
Theorem 9. If and only if µ ≤ 2, the dimension of the spline space on non-uniform type-2 triangulation is stable and
dim Sµk (∆
(2)
mn) =

k+ 2
2

+ (4mn−m− n)

k− µ+ 1
2

− (m− 1)(n− 1)

k+ 2
2

−

µ+ 2
2

+mn

k− 2µ
2

. (12)
This result is equivalent to the dimension of the spline space on uniform type-2 triangulation as µ ≤ 2.
4. Discussion on the spline space on the Morgan–Scott partition
As presented in Section 2, the necessary and sufficient condition for dimensions of spline spaces on (quasi-)crosscut
partition without singularity is the inequality on the degree of each interior grid vertex and the smoothness order of the
splines, i.e., Ni ≥ 2µ + 3. In this section, we discuss the dimensions of the spline spaces with corresponding constraints
by Theorem 4 when some Ni < 2µ + 3. We take the spline spaces on the Morgan–Scott partition as an example for the
application of the dimension formula (6).
Example. The spline space on the Morgan–Scott partition in difference cases (Fig. 3(a)–(i)).
(a) For a general MS partition∆ms0 with {e1, e2, e3} = {4, 4, 4}, we have s1 = s2 = s3 = [µ+13 ].
(b) For a corresponding compatible directed MS partition
−→
∆ ms0 with {NO1 ,NO2 ,NO3 } = {4, 3, 2}, A1 is a source vertex. By
Theorem 4, when NOi ≥ cµk (si) (i = 2, 3), i.e., k ≥ 3µ+ 1− [µ+13 ],
dim Sµk (∆ms0) =

k+ 2
2

+ (9− 3cµk (s))qµk (s), where s =
[
µ+ 1
3
]
. (13)
(c) For another corresponding compatible directed MS partition
−→
∆ ms0 with {NO1 ,NO2 ,NO3 } = {3, 3, 3}, there is no source
vertex. In order to use the dimension formula (6) with source vertex, we make the following modification on the
partition.
(d) Transform∆ms0 to∆′ms0 by expanding A2A3 to A
′
4, with {eˆ1, eˆ2, eˆ3} = {e1, e2, e3}, and {sˆ1, sˆ2, sˆ3} = {s1, s2, s3}, then
dim Sµk (∆ms0) = dim Sµk (∆′ms0)− dim q34′ ,
where dim q34′ denotes the degree of freedom of the smoothing cofactor q34′ on A3A′4 in the global conformality systems
of Sµk (∆
′
ms0).
(e) A corresponding directed MS partition
−→
∆′ms0 with {NˆO1 , NˆO2 , NˆO3 } = {4, 3, 3}, and A1 is a source vertex.
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(a) A general MS partition (∆ms0). (b) With source vertex A1 (∆⃗ms0). (c) Without source vertex (∆⃗ms0).
(d) Expanding A2A3 to A′4 (∆
′
ms0). (e) With source vertex A1 (∆⃗′ms0). (f) With source vertex A3 (∆⃗′ms0).
(g) With one ray A1A′1 (∆ms1). (h) Quasi-crosscut partition (∆ms2). (i) With two intersecting rays A1A
′
1 and
A2A′2 (∆ms3).
Fig. 3. Several compatible directed MS partitions and the corresponding modifications.
(f) Another corresponding directed MS partition
−→
∆′ms0 with {NˆO1 , NˆO2 , NˆO3 } = {3, 3, 4}, and A3 is a source vertex. It is the
same as the case (e).
By Theorem 4, when NˆOi ≥ cµk (sˆi) (i = 1, 2), i.e., k ≥ 2µ− [µ+13 ],
dim Sµk (∆
′
ms0) =

k+ 2
2

+ (10− 3cµk (s))qµk (s), where s =
[
µ+ 1
3
]
.
Since 0 ≤ dim q34′ ≤ qµk (sˆ3), we obtain the bound of the dimension of Sµk (∆ms0),
k+ 2
2

+ (9− 3cµk (s))qµk (s) ≤ dim Sµk (∆ms0) ≤

k+ 2
2

+ (10− 3cµk (s))qµk (s). (14)
Note that the constraint k ≥ 2µ− [µ+13 ] is weaker than those in the case (b).
(g) For a kind of special MS partition ∆ms1 with one ray A1A′1, we have {e1, e2, e3} = {4, 3, 4}, and s1 = s3 = [µ+13 ] ≤
s2 = [µ+12 ]. As shown in the figure, {NO1 ,NO2 ,NO3 } = {4, 3, 2}, A1 and A2 are source vertices, then by Theorem 4, when
NO3 ≥ cµk (s3), i.e., k ≥ 3µ+ 1− [µ+13 ],
dim Sµk (∆ms1) =

k+ 2
2

+
3−
i=1
(NOi − cµk (si))qµk (si). (15)
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In addition, by expanding A2A3 to A′4, then {NˆO1 , NˆO2 , NˆO3 } = {4, 3, 3}, when NˆO3 ≥ cµk (s3), i.e., k ≥ 2µ− [µ+13 ],
dim Sµk (∆
′
ms1) =

k+ 2
2

+
3−
i=1
(NˆOi − cµk (si))qµk (si),

k+ 2
2

+
3−
i=1
(NOi − cµk (si))qµk (si) ≤ dim Sµk (∆ms1) ≤

k+ 2
2

+
3−
i=1
(NˆOi − cµk (si))qµk (si). (16)
(h) For a kind of special MS partition ∆ms2 with three rays AiA′i (i = 1, 2, 3), we have {e1, e2, e3} = {3, 3, 3}, and
s1 = s2 = s3 = [µ+12 ]. As shown in the figure, {NO1 ,NO2 ,NO3 } = {3, 3, 3}, A1, A2 and A3 are source vertices. In fact,
∆ms2 are quasi-crosscut partitions. Let s = [µ+12 ]. Then by Theorem 4, we have
dim Sµk (∆ms2) =

k+ 2
2

+ (9− 3cµk (s))qµk (s) =

k+ 2
2

+ 3dµk (3). (17)
(i) For a kind of special MS partition ∆ms3 with two intersecting rays A1A′1 and A2A
′
2, we have {e1, e2, e3} = {4, 4, 2}, and
s1 = s2 = [µ+13 ] ≤ s3 = µ+ 1. As shown in the figure, {NO1 ,NO2 ,NO3 } = {4, 3, 2}, A1 and A3 are source vertices, then by
Theorem 4, when NO2 ≥ cµk (s2), i.e., k ≥ 2µ− [µ+13 ],
dim Sµk (∆ms3) =

k+ 2
2

+
3−
i=1
(NOi − cµk (si))qµk (si). (18)
In another way, by expanding A1A2 to A′4, we have {NˆO1 , NˆO2 , NˆO3 } = {4, 4, 2}, A1, A2 A3 are source vertices, and ∆′ms3
are quasi-crosscut partitions, hence
dim Sµk (∆
′
ms3) =

k+ 2
2

+
3−
i=1
(NˆOi − cµk (si))qµk (si) =

k+ 2
2

+
3−
i=1
dµk (ei).
Noting that dim q24′ = min{dµk (e2), qµk (s2)}, we have
dim Sµk (∆ms3) =

k+ 2
2

+
3−
i=1
dµk (ei)−min{dµk (e2), qµk (s2)}.
Especially, when k ≥ 2µ− [µ+13 ], then NO2 = e2 − 1 ≥ cµk (s2), and dµk (e2) ≥ qµk (s2), so
dim Sµk (∆ms3) =

k+ 2
2

+
3−
i=1
(NOi − cµk (si))qµk (si) =

k+ 2
2

+
3−
i=1
dµk (ei)− qµk (s2). (19)
We obtained the same dimensions (18) and (19) with the same constraints. By comparison with Eq. (17), the singularity
of the dimension of the spline space on the Morgan–Scott partition is demonstrated clearly.
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