The problem of combining different sources of information arises in several situations, for instance, the classification of data with asymmetric similarity matrices or the construction of an optimal classifier from a collection of kernels. Often, each source of information can be expressed as a similarity matrix. In this paper we propose a new class of methods in order to produce, for classification purposes, a single kernel matrix from a collection of kernel (similarity) matrices. Then, the constructed kernel matrix is used to train a Support Vector Machine (SVM). The key ideas within the kernel construction are twofold: the quantification, relative to the classification labels, of the difference of information among the similarities; and the extension of the concept of linear combination of similarity matrices to the concept of functional combination of similarity matrices. The proposed methods have been successfully evaluated and compared with other powerful classifiers and kernel combination techniques on a variety of artificial and real classification problems.
The method uses as a primary source of information a kernel matrix K, whose entries K ij are calculated by using a Mercer's kernel (i.e. a positive definite function). Roughly speaking, a kernel K(x, z) is a real-valued function K : X × X → R such that there exists a function : X → Z, where Z is a real vector space, with the property K(x, z) = (x) T (z) . The kernel K(x, z) acts as a dot product in the space Z. in the sample. X and Z are called, respectively, input space and feature space. SVM classifiers construct a maximum margin hyperplane in the feature space. By the representer theorem (see, for instance, Schölkopf et al. 2000) , the SVM decision hyperplane always takes the form f (x) = i α i y i K(x, x i 
is a fixed training data sample with Y = {−1, +1}. In the following, when the context is clear, we will notate both, the kernel function and the matrix derived from the kernel function, as K. The approximation and generalization capacity of the SVM is determined by the choice of K (Cristianini and Shawe-Taylor 2000) . However, it is hard to know in advance which particular kernel function has to be used for a given data set. Fortunately, as we will show, kernels are related to similarity measures (see Burges 1998) , and this information is actually available in many data analysis problems. In addition, working with similarities avoids the need to explicitly work with Euclidean coordinates. This is particularly useful for data sets involving strings, trees, microarrays or text data sets, for instance. Nevertheless, using a single similarity measure may not be enough to solve accurately the problem under consideration. This happens, for instance, when dealing with text mining problems, where analysis results may vary depending on the document similarity measure chosen (Joachims 2002) . Thus, information provided by a single similarity measure may not be enough for classification purposes, and the combination of similarities appears as an interesting alternative to the choice of the 'best' similarity.
The specific literature on the combination of matrix-like sources of information is rather in its beginnings. For the particular case of information arising from kernel matrices, a usual approach is to consider linear combinations of the matrices. This is the proposal in Lanckriet et al. (2004) , which is based on the solution of a semi-definite programming problem (see Vandenberghe and Boyd 1996) to calculate the coefficients of the linear combination. In Bach et al. (2004) and Bousquet and Herrmann (2003) special-purpose implementations, in order to improve the computational cost required for the solution of this type of optimization problems, are supplied. The main difference between both approaches is the way in which the weights within the semi-definite programming problem are found. The ideas introduced by Lanckriet et al. (2004) are extended in Ong et al. (2005) . This work is based on the definition of a kernel (called hyperkernel) in the space of kernels itself, leading to the semidefinite optimization problem. Finally, it is worthwhile to mention the proposal in Bennett et al. (2002) . The method, called MARK-L, builds a classifier (not the specific kernel matrix) by a boosting type algorithm.
In this paper, we provide a general framework to build, for classification purposes, a kernel matrix from a collection of similarity matrices. This framework includes and extends the very preliminary works in Moguerza et al. (2004) , and in de : a unifying framework is proposed, theoretical results are shown and conclusive numerical results are given. Two general schemes for combining the available similarity matrices are developed. The first one is based on the quantification of the difference of information among the similarities. The second is based on the concept of functional combination of similarity matrices, which extends the concept of linear combination of similarities. In both cases the label information is used to build the final kernel matrix. These schemes differ from the ones already existing in the literature. As a first contribution, we are able to work with similarity matrices, which constitute a more general class, including the one made up by kernel matrices. Another and perhaps more important contribution is the possibility of combining different sources of information in a non-linear manner. The key idea of this non-linear approach is the inclusion of the label information in the process of building the final kernel matrix. In this way, we are able to exploit the structure of the joint space where the data and their corresponding labels live, that is, the feature space embeds both the input and the output. Out of the scope of the combination of different sources of information, there are some previous proposals involving the use of this kind of feature space (Kwok and Tsang 2003; Tsochantaridis et al. 2004) . From these two works, the only one that explicitly uses a joint input/output feature space is the proposal by Tsochantaridis et al. (2004) . Their method is based on the use of a feature map over input/output pairs, so that different values for the kernel matrix are possible assuming different labels for the inputs. Then, based on the different values of the kernel, a special SVM classification problem is designed.
The paper is organized as follows. The general framework is presented in Sect. 2. In Sect. 3, the problem at hand is motivated. Section 4 describes the proposed method for combining kernel matrices using the difference of information among kernels. Section 5 describes the proposed method based on the functional combination of kernel matrices. The experimental setup and results on artificial and real data sets are resumed in Sect. 6. Section 7 concludes. Appendix A describes in detail all the experiments. Appendix B contains the proof of a proposition in Sect. 4.4.
General framework
For our purposes, a similarity (dissimilarity) measure is a function that associates a numeric value with a pair of objects with the idea that a higher value indicates greater likeness (unlikeness) between the objects. There is an explicit relation between a kernel matrix and a distance-based similarity matrix. For instance, consider a matrix K of inner products in an Euclidean space F (a kernel). Then D 2 = k1 T l + 1 l k T − 2K is a matrix of square Euclidean distances in F (Gower and Legendre 1986) , where k is a column vector made up of the diagonal elements of K, and 1 l is a l-dimensional column vector of ones. It is well known that every distance is a dissimilarity measure, and several methods to transform dissimilarities into similarities have been proposed in the literature (see, for instance, Pȩkalska and Duin 2005 , for a complete review). Therefore, in the following we will work with similarities. This is not a constraint since, given a kernel matrix and using the previous arguments, it is immediate to build a similarity matrix. The general framework that we will follow within this work is shown in Algorithms 1 and 2, which correspond respectively to the training and testing phases of the classification task.
Training algorithm
Given a labeled training data set {(x 1 , y 1 ), . . . , (x l , y l )}, the following algorithm describes how to calculate the weights that will be used at testing time to build a discrimination rule.
The normalization referred to in
Step 1 is performed in order to make the kernel matrices comparable in magnitude. With this aim, the entry (i, j ) of the normalized matrix will take the value: (K ij − K min )/(K max − K min ), where K min and K max are, respectively, the overall minimum and maximum of the matrix K. Another possibility is to normalize the entries as in Shawe-Taylor and Cristianini (2004) , that is, the entry (i, j ) of the normalized matrix will take the value:
The aim of this paper is to develop methods to build the matrix K * in Step 2. Sections 3, 4 and 5 are devoted to describe these methods. Regarding
Step 3, building a symmetric positive semi-definite (psd) matrix from a similarity matrix is only straightforward for Euclidean
, then the a priori assumption on the class of x is not relevant on the a posteriori classification of x. Regarding points such that sign(f + (x)) = sign(f − (x)), they are assigned to the class corresponding to the largest distance from each conditional discrimination hyperplane. We will refer to these points as voting discrepancies. Being rigorous, the voting discrepancies should be unlabeled, that is, the class they belong to can not be determined. In a standard support vector framework, this is similar to the situation that occurs with points that geometrically lie within the margin (known as margin errors, see Schölkopf and Smola 2002) . Nevertheless, in the literature, it is accepted to classify the margin errors into the class corresponding to the side of the hyperplane where they lie. Since for test-data no labels are available, this is a natural way to proceed. A similar idea is followed in Tsochantaridis et al. (2004) , where the margin is maximized subject to the following constraint: for each point, the distance from the hyperplane to the representation corresponding to the true label has to be larger than the distance from the hyperplane to the representation corresponding to other labels. In our approach, the definition of K * in the training phase will maximize both, the dissimilarities among points belonging to different classes and the similarities among points belonging to the same class, which implicitly increases the margin. In the testing phase, based on the discrimination function built from K * , points are assigned to classes by choosing the label that maximizes its distance to the hyperplane.
In Sect. A.2.1 (in Appendix A), we will show that there is no risk in using this approach, in the sense that, when the similarities are coherent with the classification labels (that is, they have been appropriately defined to solve the classification problem), the expected situation should be sign(f + (x)) = sign(f − (x)).
Building positive semi-definite matrices
Schemes based on the one proposed in Step 2 of Algorithm 1 may lead to indefinite matrices K * . However, in order to make this methodology useful for many classification techniques (including SVMs), K * should be a positive semi-definite symmetric matrix. Several techniques have been proposed to solve this problem (see, for a complete description, Pȩkalska et al. 2001) . But there seems not to be a universally best method (Pȩkalska et al. 2004 ). We will describe how these techniques are applied to build a positive semidefinite matrix K * psd that will be used at training time. In addition, we will show that at testing time K * psd is well defined, that is, its expression for training data when using them at testing time does not change. Recently, SVM classifiers with non-positive definite matrices have been discussed (Haasdonk 2005; Ong et al. 2004) , but further analysis is required.
In the following we will denote the training data as (x 1 , . . . , x l ), and the vector of kernel values for any point x with respect to this training set as K *
Second power of the kernel matrix
The first possibility we will consider is a representation of data points leading to the kernel matrix K * psd = K * K * , that is, the second power of the kernel matrix. Consider the following representation for any point x:
that is, the vector of kernel values for x with respect to the training data set. Given any pair of points (u, v) , we can define the kernel K * psd (u, v) as:
Notice that the expression of z x does not change at testing time for points in the training set, that is the kernel is well defined. This new kernel K * psd is the one that we will use at training and testing time. Using this representation, the kernel matrix for the training set is K * K * . Consider the spectral decomposition K * = Q Q T , where is a diagonal matrix containing the eigenvalues of K * , and Q is an orthonormal matrix whose columns are the corresponding eigenvectors. It holds that K *
It is important to remark that the representation z x is calculated (for every data point) using always the training data set, that is, we are defining a kernel whose expression in closed-form depends on a fixed data sample (the training set, see for instance, Muñoz and Moguerza 2006) . From a computational point of view, this technique is very cheap in practice as it only requires a product of two matrices and it is advisable when the size of the kernel matrix involved is large.
Multidimensional scaling
Another direct approach uses Multidimensional Scaling (MDS) to represent the data set in a Euclidean space. Consider the spectral decomposition K * = Q Q T , where is a diagonal matrix containing (in decreasing order) the eigenvalues of K * , and Q is an orthonormal matrix whose columns are the corresponding eigenvectors. Assume that has at least p positive eigenvalues and consider Q p , a matrix whose columns are the first p eigenvectors. Given a point x, its p-dimensional representation is:
Given any pair of points (u, v) , we define the kernel K * psd (u, v) as:
Again, we are defining a kernel whose expression in closed-form depends on a fixed data sample and with the same properties of the kernel defined in the previous section. As before, the kernel is well defined as the expression of z x does not change at testing time for training points. It can be shown (Pȩkalska et al. 2001 ) that for the training data K * psd = Q p p Q T p , a psd matrix by construction. Given that the spectral decomposition is needed, this technique is more expensive than the one in Sect. 2.3.1. Nevertheless, it is the most popular in the literature, and we include it for the sake of completeness. In fact, this method can be viewed as a Principal Component Analysis (see, for instance, Cristianini and Shawe-Taylor 2000; Cox and Cox 1994) .
Building a single symmetric similarity matrix
In the following, we will concentrate in Step 2 of Algorithm 1, that is, the construction of a single symmetric similarity matrix from a set of similarity matrices. We will begin with a particular case of the problem at hand: the classification of data whose similarity matrix is asymmetric. Because of its simplicity, this case allows the motivation of the main sections in this work. Examples of such matrices arise when considering citations among journals or authors, sociometric data (Zielman and Heiser 1996) , or word association strengths (Muñoz 1997) . In the first case, suppose a paper (Web page) x i cites (links to) a paper (Web page) x j , but the opposite is not true. In the second example, a child x i may select another child x j to sit next in their classroom, but not reciprocally. In the third case, word x i may appear in documents where word x j occurs, but not conversely. To be more specific, let S be an asymmetric l × l similarity matrix (corresponding to a data set of l individuals), that is, s ij = s ji . In all these cases, each triangular part of the similarity matrix should be considered as a different source of information. Usually, symmetrization is achieved by defining the elements in the symmetric matrix as K
, that is,
. In this way, the same importance is given to s ij and s ji , the two sources of information. This symmetrization method is related to the decomposition of a matrix into its symmetric and skew-symmetric parts:
In particular, the skew-symmetric part 1 2 (S − S T ) is being ignored, which implies a loss of information. Other methods to obtain a symmetric matrix have been proposed (Schölkopf et al. 1999; Tsuda 1999 ) based on considering K * = S T S and K * = SS T . In order to take the skew-symmetric information into account, the problem can be treated in an alternative way. From a geometric point of view, the solution of a binary classification problem is given by a hyperplane or some type of decision surface. If it is possible to solve a classification problem in this way, then the following topologic assumption must be true: Given a single datum, points in a sufficiently small neighborhood should belong to the same class (excluding points lying on the decision surface). As a consequence, if we are going to classify a data set relying on a given similarity matrix, points close to each other using such similarities should in general belong to the same class. Therefore, we should construct a similarity matrix K * such that K * (x i , x j ) should be large for x i and x j in the same class, and small for x i and x j in different classes. Since we have two (possibly non-equivalent) sources of information, s ij and s ji , we should define K * (x i , x j ) as a function h(s ij , s ji ) that conforms to the preceding rule. We can adopt a simple and intuitive choice:
In this way, if x i and x j are in the same class, it is guaranteed that K * (x i , x j ) will be the largest possible, according to the available information. If x i and x j belong to different classes, we can expect a low similarity between them, and this is achieved by the choice
Hence, the method tends to move closer those points belonging to the same class, and tends to separate points belonging to different classes. This similarity matrix K * is symmetric, and K * = S when S is symmetric. Note that this similarity matrix makes sense only for classification tasks, since we need the class labels to build it.
The problem above can be formulated as the combination of two similarity matrices. Let K 1 and K 2 be two matrices defined, respectively, from the upper and lower triangular parts of S, that is:
Note that K 1 and K 2 have the same diagonal elements. Equation (6) can be stated as follows:
The problem of classifying data with the asymmetric similarity matrix S is thus translated to the problem of combining the two symmetric similarity matrices K 1 and K 2 , giving rise to an output symmetric similarity matrix K * . This scheme can be expressed in a matrix-like form. Let y denote the vector of labels, where for simplicity y i ∈ {−1, +1} (the extension to the multilabel case is straightforward). Consider the matrix Y = diag(y), whose diagonal entries are the y i labels. It is immediate to show that (7) is equivalent to:
and (7) reduces to:
Note the similarity between this expression and the decomposition of an asymmetric matrix shown in (5). In addition to the skew-symmetric information, (9) takes into account the label information. Sections 3 and 4 will be devoted to extend the previous motivation into two general methodologies.
Quantifying the difference of information: the general case
In this section we will extend the motivation in Sect. 3 to a more general methodology for the construction of a single similarity matrix from a collection of similarity matrices. As already mentioned, we will focus on Step 2 of Algorithm 1. By analogy with the reasonings in Sect. 3, we will derive matrix combinations of the form:
where g(K 1 − K 2 ) is a function that quantifies the difference of information between matrices K 1 and K 2 , and τ is a positive constant used to control the relative importance of this difference. If K 1 and K 2 tend to produce the same classification results, then g(
should become almost null, so that (10) would yield K * K 1 K 2 . This will be the usual scheme that we will follow. Moreover, the methods will be generalized for the combination of more than two similarity matrices. In the following, we will refer to the input matrices of the training algorithm as kernel matrices. This makes sense since our classification setting is that of Support Vector methods and, as described in Sect. 2, building a similarity matrix from a kernel matrix is straightforward. In fact, a kernel matrix often behaves like a similarity matrix. For instance, this is the case for matrices built using the RBF kernel
. . , K M be the set of M input kernel matrices available (defined on the data set {x 1 , . . . , x l }), and denote by K * the desired output combination. The extension of (10) to the combination of more than two kernel matrices is straightforward:
whereK is the average of the kernel matrices and g, as before, quantifies the difference of information among the kernel matrices involved. Expression (11) can be generalized as:
where
is a measure of the variability within the kernel matrices. To alleviate the notation, in the following let V = i<j g(K i − K j ), so that (11) can be restated as:
Within this framework, several choices for V will be developed in the rest of this section. Notice that, since K * is not necessarily a linear combination of kernel matrices, positive definiteness of K * is not guaranteed and the comments in Sect. 2.3 apply.
Average kernel method
In the simplest case, if we take V = C, where C is a matrix of constants c ij , we obtain the component-wise expression K * (x i , x j ) =K(x i , x j ) + τ c ij y i y j . Notice that the labels and the constants are needed to evaluate the kernel, which is a restriction at testing time. Within our framework, Algorithm 2 makes use of conditional labels at testing time, but the constants have to be determined. A possibility is to make c ij = 0, leading to K * =K. This is equivalent to not taking into account the difference of information among the matrices. The component-wise expression for K * is then:
. In this way, the present point of view provides a new interpretation for a long familiar and intuitive method. This method will be referred in the following as AKM ('Average Kernel Method').
The Absolute Value (AV) method
Next we propose a method that generalizes (10) for the combination of more than two kernel matrices. To measure the variability within the kernel matrices we will follow the L 1 approach by considering V = M m=1 |K m −K| in (13). Thus, the desired output K * is built using the component-wise formula:
where τ is a positive constant to control the relative importance given to the difference of information among kernel matrices. Equation (14) constitutes the true generalization of (9). In the following, this method will be referred as AV ('Absolute Value' method).
The 'Pick-out' method
Next we show how to generalize (7) for the combination of more than two kernel matrices. Although this method does not fit in the general scheme of (10), it is interesting to remark that it suits with the particular case M = 2 and τ = 1 2
. The generalization is straightforward by considering:
In this way, if x i and x j are in the same class, it is guaranteed that K * (x i , x j ) will be the largest possible according to the available information. If x i and x j belong to different classes, we can expect a low similarity between them, and this is achieved by the choice of the minimum kernel value. In the following this method will be referred as the 'Pick-out' method. Formulas (7)- (9) show that the AV method reduces to the Pick-out method when two kernel matrices are being combined and τ = 1 2 in (14). As already mentioned, this is not true for the general case M > 2.
Generalization properties
In order to measure the generalization properties of our output kernel matrices, we will use the measure introduced in Cristianini et al. (2002) . Given two kernel matrices K 1 and K 2 , their empirical alignment is defined as:
denotes the Frobenius inner product between matrices. The empirical alignment A(K 1 , K 2 ) is a similarity measure between kernel matrices. It can be shown that if there is a high alignment between a given kernel K and the ideal kernel K o = y * y T , where y is the column vector of labels, then the kernel K will have good theoretical generalization properties (Cristianini et al. 2002) . Although these measures are interesting from a theoretical point of view, they might have limited practical relevance. Therefore, in the experimental section we will provide extensive numerical results that support the effectiveness of our proposals.
In the next proposition we show that the AV method improves the AKM method. The proposition provides a lower bound for the τ value which will be used in the experiments to fix the final value of τ .
Proposition 1 The empirical alignment of the AV kernel matrix with the ideal kernel is higher than the empirical alignment of the AKM kernel matrix with the ideal kernel if τ is such that
τ [S(V ) 2 − l 2 S(V ⊗ V )] ≥ 2l 2 K , Y V Y − 2S(V ) K , K o and τ ≥ max(− K ,Ko S(V ) , 0), where S(V ) = i,j V (x i ,
x j ) and '⊗' denotes the element by element product between matrices (Hadamard product).
Proof See Appendix B.
Regarding the Pick-out method, Proposition 1 applies for the case τ = 1/2 and M = 2.
Weighting methods
In this section, we will propose several new combination methods based on the concept of functional combination of kernel matrices, which extends the concept of linear combination of kernel matrices. To motivate the approach, consider the situation in Fig. 1 . It is a twoclass problem where the data in each class are grouped in two clusters. In this situation, the starting point are two linear kernel functions, K 1 and K 2 , from which the linear discrimination functions f 1 (x) and f 2 (x) have been calculated. We seek the best linear combination
Notice that this combination scheme fits into the well known mixture models of distributions (McLachlan and Peel 2000) or, in the context of Neural Networks the mixture of experts (ME) model (Jacobs et al. 1991) . The induced SVM classifier will take the form:
thus, also a linear classifier (a straight line since K 1 and K 2 are linear kernels). Hence, it is clear that no constants λ 1 and λ 2 exist to solve the classification problem. However, if the λ i are functions of the form λ i (x, z) , the idealistic solution would be simply to take λ 1 (x, z) = 1, λ 2 (x, z) = 0 for data points in the A and B clouds on the left hand side of the figure, and λ 2 (x, z) = 1 , λ 1 (x, z) = 0 for data points in the A and B clouds on the right hand side of the figure.
In the general case, for the set of kernel matrices K 1 , K 2 , . . . , K M , consider the following (functional) weighted sum: 
As mentioned in Sect. 1, in Lanckriet et al. (2004) a method is suggested to learn the coefficients μ m of the linear combination by solving a semi-definite programming problem. So, the formulation used in Lanckriet et al. (2004) is a particular case of the formula we use. If we take μ m = 1 M , the average of the kernel matrices (the AKM method described in Sect. 4.1) is obtained.
Regarding our proposals, consider the (i, j ) element of the matrix K * in (17):
This is the general formula of the approach that we will follow. Given that K * is not necessarily a linear combination of kernel matrices, positive definiteness of K * is not guaranteed and the comments in the previous sections apply.
Next we will show how to calculate the weighting functions w m (x i , x j ). To this aim, we will make use of conditional class probabilities. Consider the pair (x i , y i ) and an unlabeled observation x j . Given the observed value x j , define P (y i |x j ) as the probability of x j being in class y i . If x i and x j belong to the same class this probability should be high. Unfortunately, this probability is unknown and has to be estimated. In our proposals, we will estimate it by P (y i |x j ) = n ij n , where n ij is the number of the n-nearest neighbors of x j belonging to class y i , determined in the feature space induced by each kernel.
Notice that each kernel induces a different type of neighborhood. Hence, it is advisable to estimate this probability for each kernel representation, that is, for the kernel K m we will estimate the conditional probabilities P m (y i |x j ).
To estimate the conditional class probabilities, the appropriate size of the neighborhood could be determined by cross-validation or using the optimal value k = l 4 d+4 (see Silverman 1986) , where l is the number of observations, and d is the dimension of the problem (this is the typical approach for the k-nearest neighbor classifier). In case of no vectorial objects available, only the cross-validation option is valid. We propose a dynamic alternative method: given two points x i and x j , we look for the first common neighbor. To be more specific, let R(x i , n) = {n-nearest neighbors of x i }, and choose k = argmin n {R(x i , n) ∩ R(x j , n) = ∅}. In this way, for each data point (x i and x j ), the size k of the neighborhood is determined by the number of neighbors nearer than the first common neighbor.
Obviously, the size k of the neighborhood depends on the particular pair of points under consideration. Note that this is a method free of parameters: there is no need to fix the an a priori size of the neighborhood.
The exponential weighting scheme ('ExpWS')
To motivate our first weighting method, consider the example in Fig. 2 . It represents the first two coordinates obtained using multidimensional scaling for one single kernel over a training data set. The weight w m (x i , x j ) that should be assigned to this kernel in (19) depends on the pair of points (x i , x j ) we are taking into account. For most pairs (x i , x j ) the kernel suits well, but there are three points clearly surrounded by points in the other class. Six possible situations are represented in Figs. 3(a) to 3(f):
(a) Two points, both in different classes, but surrounded by points in their own class. In this case the kernel is working properly. The two points under consideration belong to different classes and the similarity between them, respect to all the other similarities, is such that they are clearly in different areas of the space. We are interested in a method that assigns a high value to w m (x i , x j ). (b) Two points, both in different classes, and surrounded by points in the other class. In this case the kernel is clearly not working because x i and x j belong to different classes and they lie in the wrong area of the space. The neighbors of point x i belong to the class of point x j and the neighbors of point x j belong to the class of point x i . We are interested in a method that assigns a low value to w m (x i , x j ). (c) Two points, both in the same class, and surrounded by points in their own class. The kernel is working right for this pair of points, therefore, we are interested in a method that, in this situation, assigns a high value to w m (x i , x j ). (d) Two points, both in the same class, but surrounded by points in the other class. The two points under consideration belong to the same class, but their neighborhoods belong to the other class. We are interested in a method that assigns a low value to w m (x i , x j ). (e) Two points, both in different classes, one of them surrounded by points in its own class and the other surrounded by points in the other class. We are interested in a method that assigns a low value to w m (x i , x j ). (f) Two points, both in the same class, one of them surrounded by points in their own class and the other surrounded by points in the other class. We are interested in a method that assigns a low value to w m (x i , x j ).
We have to define a method that integrates all the available information, namely: the kernel K m (x i , x j ), the neighborhood of the points x i and x j , and the label information. The method we propose is influenced by the ideas in Muñoz and Villagarcía (1998) and in Domeniconi et al. (2000) , where the variables are weighted according to their relative discrimination power. We make use of similar ideas to raise the weight of kernels with expected good classification performance and, analogously, to diminish the influence of less informative kernels.
LetP
The value of r m (x i , x j ) will be inversely related to the relative difference between K m and the average of the whole set of kernel matrices. That is, the numerator in (21) approaches zero when the information conveyed by K m tends to be similar to the information collected by the entire set of kernel matrices. Now, we construct w m (x i , x j ) as a function of r m (x i , x j ). The relative relevance of kernel K m can be evaluated by:
We call this method 'Exponential Weighting Scheme' (ExpWS). The parameter γ (x i , x j ) assures that the sum of the weights over the kernels is 1 for the pair (x i , x j ). The parameter τ is used to control the influence of r m (x i , x j ) on w m (x i , x j ). If τ = 0, this influence is ignored, and the method reduces to the AKM method. On the other hand, for large values of τ , changes in r m will be exponentially reflected in w m . The weighting scheme defined by (22) increases the weight of K m (x i , x j ) if ρ m (x i , x j ) is high and x i and x j belong to the same class ( Fig. 3(c) ), or if ρ m (x i , x j ) is low and x i and x j belong to different classes ( Fig. 3(a) ).
On the other hand, the weight w m (x i , x j ) will be low if the points under consideration belong to the same class but ρ m (x i , x j ) is low ( Fig. 3(d) ), or if they belong to different classes but ρ m (x i , x j ) is high ( Fig. 3(b) ). Notice that, Figs. 3(e)-3(f) show non-extreme cases and therefore the weight of K m (x i , x j ) will take values neither close to 0 nor close to 1.
The 'MaxMin' method
This method produces a functional combination of two kernels, namely, the maximum and the minimum of the ordered sequence of kernels, zero being the weight assigned to the rest of the kernels. Consider the ordered sequence:
where the subscript [·] denotes the position induced by the order. This method builds each element of K * using the formula:
If x i and x j belong to the same class then the conditional class probabilitiesρ(x i , x j ) will be high and the method guarantees that K * (x i , x j ) will be large. On the other hand, if x i and x j belong to different classes the conditional class probabilitiesρ(x i , x j ) will be low and the method will produce a value close to the minimum of the kernels. In the following, this method will be referred as MaxMin. If we fixρ(x i , x j ) = 1 for x i and x j belonging to the same class, andρ(x i , x j ) = 0 for x i and x j belonging to different classes, then the MaxMin method (23) reduces to the Pick-out method (15). Therefore, the 'Pick-out' method is the limiting case of the 'MaxMin' method.
Experiments
To test the performance of the proposed methods, a SVM has been trained on several artificial and real data sets using the kernel matrix K * constructed. For the AV method (based on quantifying the difference of information among kernels), the value of τ has been chosen taking as a reference the lower bounds provided by Proposition 1. For the ExpWS, the value of the parameter τ has been assigned via cross-validation. The description of the data sets can be consulted in Table 1 .
We have compared the proposed methods with a variety of classifiers, including some of the most successful ones for the combination of matrices: Multivariate Additive Regression Splines (MARS) (Hastie et al. 2001) , Logistic Regression (LR), Linear Discriminant Analysis (LDA), k-Nearest Neighbor classification (k-NN, using crossvalidation to choose the optimal value k around the value suggested in (see Silverman 1986) 
, where l is the number of observations, and d is the dimension of the problem), a standard SVM (that we will denote by SSVM) using a RBF kernel K c (x i , x j ) = e − x i −x j 2 /c , with c and the regularization parameters chosen using the crossvalidation methodology described in Keerthi and Lin (2003) , and the method proposed in Lanckriet et al. (2004) . For the last method, we use the implementation developed in Bousquet and Herrmann (2003) .
In order to compare the performance of the methods, the average of the classification errors, standard deviations, and the sensitivity and specificity measures have been calculated over the 10 runs of each technique, that is, each data set has been randomly partitioned 10 times in a training and a testing set, and a run of the experiment has been done over each partition.
In order to compare our methods with the other combination techniques (MARK-L and SDP), we have carried out a Wilcoxon signed-rank test (see, for instance, Lehmann 1975). This nonparametric test is used to compare the median of the results for different runs of each method. So, the null hypothesis of the test is that our methods do not improve the existing combination techniques. In Sect. 6.1 we present a summary of the main classification results. For the details we refer to Appendix A, where the results at training and testing time for all the proposed and alternative methods and data set are shown. Table 2 shows a summary of the main experimental results. For each data set, we present the classification results for the best and worst single kernels used in the combination. The results for the AV, Pick-out, ExpWS and MaxMin methods are also shown. In addition we show the result for the best alternative method in each experiment. The presented results correspond to the percentage of misclassified data at testing time.
Summary results
The AV method obtains the best result in one out of fifteen experiments. Similarly, the Pick-out, ExpWS and MaxMin methods obtain the best results in one, three, and five out of fifteen experiments, respectively. k-NN, SSVM, AKM, SDP, MARS and MARK-L were the best alternative method in six, four, four, two, two and one of fifteen experiments, respectively.
The values in each entry of Table 3 refer to how many times the method in the column has been better/same/worse than the method in the row, over all the data sets.
We have sorted the methods according to their average rank, following the approach described in Demsar (2006) , and Kuncheva and Rodríguez (2007) . The best method has rank 1, the second best has rank 2, and so forth. If there are ties, the average of the ranks is assigned to each method. The final rank of a method is measured by its average rank over all data sets. Table 4 shows the average ranks for the proposed and alternative methods. To do this, we define a measure, called Benefit, as the sum, over all the data sets, of the differences between the rank of a method and the rank of the best alternative. The last column, the Dominance, is defined as the difference between Wins and Losses, where Wins is the total number of times the corresponding method has improved another one, and Losses is the total number of times the method has been worse than another method. The new proposals obtain the best results. The MaxMin method achieves the best rank (2.2). MaxMin, AV and ExpWS are the only methods with positive Benefit and Dominance. For the Pick-out method, usually a better alternative method can be found. This is the reason why the Benefit of the Pick-out method is negative. Nevertheless, the Dominance is positive given that the Pick-out method outperforms most of the alternative methods. All the alternative techniques achieve negative Benefits and only the SSVM method achieves positive dominance. Figure 4 shows the average ranks and their corresponding 95% confidence intervals for the methods.
Conclusions
In this work we have proposed several techniques for the combination of similarity matrices within the context of SVM classifiers. The proposed framework is based on the natural idea that individuals belonging to the same class should be similar. This is supported by the fact that the suggested methods compare favorably theoretically and computationally to other well established classification techniques (and also to other techniques for the combination of kernel matrices) in a variety of artificial and real data sets.
The proposed new methods improve, in general, the performance of some of the most successful state of the art techniques. In particular, the best overall schemes are the techniques based on the combination of kernels and the use of local neighborhood information (the AV, MaxMin and ExpWS methods). Although the results are very promising there is still room for improvement. According to the numerical results, some recipes of use can be given. For high dimensional settings, the AV method seems to be the most appropriate. However, for low dimensional environments, the MaxMin and ExpWS methods show a better performance. The Pick-out method, although showing an improved performance regarding other methods in the literature, has a slightly more variable behavior. This is due to the fact that the method does not make use of local neighborhood information.
Regarding further research, a natural extension is to study the application of this methodology to non-supervised problems (see, for instance, Muñoz and Moguerza 2006) , and straightforwardly its use within other kernel-based classification methods.
A.1 Artificial data sets

A.1.1 The two-servers data base
The data set contains 300 data points in R 2 . There are two linearly separable groups. This data set illustrates the situation of two groups of computers (depending on two servers) sending e-mails among them. Denote by d m (x i , x j ), m = 1, 2, the time that a message takes to travel from computer x i to computer x j . We have defined two kernel matrices K 1 and K 2 respectively by:
denotes Euclidean distances, and we have corrupted the entries of the matrices at random: for each pair (x i , x j ), one element of the pair (K 1 (x i , x j ), K 2 (x i , x j )) has been substituted by a random number in [0, 1]. Therefore, some entries in K 1 and K 2 are randomly corrupted, but taking the correct information from each matrix the problem would be perfectly solvable. Thus, it is not possible to find a kernel K * = λ 1 K 1 + λ 2 K 2 that models the problem correctly. The difference between K 1 (x i , x j ) and K 2 (x i , x j ) is explained by the different ways in which the information may travel between x i and x j . Usually, the saturation in a computer network implies that the quickest path is not the shortest path and, therefore, it is not systematically true that d 1 (x i , x j ) < d 2 (x i , x j ) (or the opposite). The randomness has been introduced to simulate this phenomenon.
Since we are introducing information about labels in the proposed methods, we expect that our constructed kernel matrices will be useful for data visualization. To check this conjecture, we represent the first two coordinates obtained using MDS on the kernel matrices. The result is shown in Fig. 5 , and confirms our hypothesis. The best graphical separation between groups is achieved by the AV and the Pick-out methods. Notice that Fig. 5 shows the representation of the training data using their real labels. However, to calculate the classification error, the classification rule gives the possibility of predicting the class of the points conditioning to each class, respectively. That is the reason why the training error is larger than zero even for visually perfectly separated data. Nevertheless, it is important to remark that perfect separation (zero error rate of misclassified training data) is not the ultimate goal, since it may mean perfect overfitting of a given data set. As we will show in our experiments, the proposed new methods provide training error rates of misclassified training data whose relation with the testing error rates is reasonable. In order to compare the performance of the methods, the average results over 10 runs of each technique are shown in Table 5 . The standard deviations have been calculated over the 10 runs (no subsampling has been done). We use MDS to solve the problem of building a positive semi-definite kernel matrix. In this case we have taken into account only the two highest eigenvalues, so we work on a two-dimensional space. The ExpWS method achieve the best performance (a test error of 2.3%). Regarding the Wilcoxon signed-rank test for the comparison of our methods with the MARK-L technique, the p-values are smaller than 0.05 for ExpWS method. So the improvement obtained by the use of our proposals is statistically significant. The results of the Pick-out method improves those obtained by using the AKM method (a test error of 6.0% vs. 9.7%), achieving the Pick-out method the smallest number of support vectors (4.2% vs. 50.2% in AKM).
A.1.2 A false two-groups classification problem
A natural question is whether our methods will separate any data set with arbitrary labels. They should not. To test this hypothesis we have generated a normal spherical cloud in R 2 , and assigned random labels to the data points. In this case there is no continuous classification surface able to separate the data in two classes. As expected, the classification error rates are close to 50% for each of the proposed methods.
A.1.3 Two kernels with complementary information
This data set consists of 400 two-dimensional points (200 per class). Each group corresponds to a normal cloud with mean vector μ i and symmetric covariance matrix with diagonal elements equaling 1, and non-diagonal elements being σ ij = 0.7 for the first group and σ ij = −0.9 for the second group. Here μ 1 = (3, 3), μ 2 = (5, 5). We have defined two kernels from the projections of the data set onto the coordinate axes. We have used 80% of the data for training and 20% for testing. The point in this example is that, separately, both kernels achieve a poor result (a test error of 15%).
Although out of the scope of this paper, we have used this data set to compare the different approaches to solve the problem of building a positive definite matrix. Table 6 shows the results obtained with the diverse combination methods. The AKM method does not appear on this table because the output matrix obtained using this method is, in fact, a kernel matrix. Using K * 2 as kernel involves significantly less support vectors than using the other methods. Looking at our experimental results, the use of MDS or K * 2 seems to be a reasonable choice (see Table 6 for the details). Table 7 shows that the best results, in general, are obtained using our combination methods. In particular, the ExpWS method attains the best overall results (test error of 3.8%). In this case, the defined kernel matrices (being defined from projections) convey less information about the data set than the original Euclidean The k-NN, LR, LDA, MARS and SVM methods start from the original data points coordinates (not from the previously defined kernel matrices). This is the main reason why in this example their performance is nearly optimal. Nevertheless, most of our methods achieve very similar results to those obtained using these classical methods, and improve the alternative methods that use the same information, SDP and MARK-L (test error of 12.9% and 8.4% respectively). Regarding the Wilcoxon signed-rank test for the comparison of our methods with these two combination techniques, the p-values are smaller than 0.05 for all our methods. So the improvement achieved by our methods is statistically relevant. 
A.1.4 Two kernels with complementary attributes
In this example, we build a data set made up of 200 four-dimensional points (100 per class).
To build the set, we first generate four bidimensional normal clouds, with mean vectors μ i (μ 1 = (2, 6), μ 2 = (6, 6), μ 3 = (2, 2) and μ 4 = (6, 2)) and covariance matrix the identity matrix. Then, we build the data set as follows: attributes 1 and 2 for the first 100 observations correspond to the points on clouds 1 and 2, attributes 3 and 4 for the last 100 observations correspond to the points on clouds 3 and 4. The matrix is completed (attributes 3 and 4 for the first 100 observations and attributes 1 and 2 for the last 100 observations) using random numbers. The labels are positive for points on clouds 1 and 4, and negative for points on clouds 2 and 3. In this way, we have defined two bidimensional linearly separable data sets: the first one with the data from points on clouds 1 and 2 and the second one from points on clouds 3 and 4. The point in this example is that we have several attributes useful to separate a subsample of the data set, but no single attribute is able to separate the complete data set.
We have combined two RBF kernels: the first one defined using the first two attributes but not the last ones, and the second one defined using the last attributes but not the first ones. We use K * 2 to solve the problem of building a positive semi-definite kernel matrix. We have used 50% of the data for training and 50% for testing.
The results are presented in Table 8 . Notice that separately, both kernels achieve a very poor result. The ExpWS and MaxMin methods achieve the best results, outperforming not only the individual kernels, but the alternative techniques too. Only the comparison with the SSVM method implies a non-significant difference. In this case, the AV and Pick-out methods obtain similar results to the alternative techniques. Notice that, the k-NN and the SSVM are the best alternative methods. The excellent ExpWS and MaxMin results are achieved because, by construction, the ExpWS and MaxMin methods use the k-nearest neighbor information and a SVM type classifier. A.2 Real data sets
A.2.1 Glass identification data set
In this section, we will work with a database from the UCI Machine Learning Repository: the Glass Identification Database (Blake and Merz 1998) . The data set consists of 214 observations with 9 features each. We will use this data set to study the 'well-posedness' of Algorithm 2. As explained in Sect. 2.2, for those points x such that sign(f + (x)) = sign(f − (x)), the a priori assumption on the class of x is not relevant for the a posteriori classification of x provided by Algorithm 2. In this context, we define the overlap as the set of voting discrepancies, that is, the set of points such that the a posteriori classifications are different: sign(f + (x)) = sign(f − (x)). As stated in Sect. 2.2, points in the overlap area should not be classified. However, Algorithm 2 forces the classification of the voting discrepancies: points in the overlap are assigned to the class corresponding to the largest distance from each conditional discrimination hyperplane. To show that forcing the classification of voting discrepancies is better that leaving them unclassified, what remains is to check if the overall errors of our methods remain lower than the standard combination techniques errors (the AKM method), and, in fact, that is what happens. With this aim, we have combined three different kernels on the Glass data set: a polynomial kernel K 1 (x, z) = (1 + x T z) 2 , a RBF kernel K 2 (x, z) = e − x−z 2 /100 and a linear kernel K 3 (x, z) = x T z. We have normalized the kernel matrices:
. The results, averaged over 10 runs of the experiment, are shown in Table 9 .
Even when we force the classification of the voting discrepancies, the global errors for all our methods are lower than the error obtained for the AKM method.
In addition, the MaxMin method achieves the best overall performance between the proposed methods. As expected, the test error is higher in the overlap area than in the no-overlap area for all our methods. The improvement obtained by the use of our proposals is much higher in the no-overlap area. Notice that the highest percentage of overlap and the lowest error in the no-overlap area are obtained for the Pick-out method. Table 10 presents the results obtained when several classification methods were used. Maxmin outperforms the best individual kernel, using significantly less support vectors. MARS was the best alternative method. Regarding the Wilcoxon signed-rank test for the comparison of our methods with the MARK-L and SDP techniques, again the p-values are smaller than 0.05 for Maxmin, AV and ExpWS methods.
A.2.2 The cancer data set
In this section we have dealt with a database from the UCI Machine Learning Repository: the Breast Cancer data set (Mangasarian and Wolberg 1990) . The data set consists of 683 observations with 9 features each. Following Lanckriet et al. (2004) , for this data set we have combined three kernels: a polynomial kernel
We have normalized the kernel matrices so that their entries belong to the
We have used 80% of the data for training and 20% for testing.
The results, averaged over 10 runs of the experiment, are shown in Table 11 . All our methods improve the best individual SVM performance (achieved using a linear kernel). The k-NN method shows the best overall performance (an average test error of 2.6%). Our methods improve the alternative methods that combine kernel information, SDP and MARK-L (average test error of 6.2% and 4.1% respectively). All our combination methods provide better results than the SVM with a single RBF kernel (an average test error of 3.9%). The lowest average percentage of support vectors (2.9%) is associated with the AV method, with an average test error of 3.1%. Notice the relatively poor performance of SDP on this set (with a high number of support vectors, 65.5%). This result is probably due to the strong non-linearity of the data (see, for instance, Moguerza et al. 2002) . The original SDP version by Lanckriet et al. (2004) presents a similar test error result (5.7%). In fact, regarding the Wilcoxon signed-rank test for the comparison of our methods with the SDP method, the p-values are smaller than 0.01 for all our methods. For the comparison with the MARK-L method, the p-values are smaller than 0.05 for the ExpWS, PolyWS and MaxMin methods, and smaller than 0.1 for the AV method. Therefore, methods not based on pure linear combinations of the kernel matrices seem to work better.
A.2.3 An alternative to parameter selection
It is well known that the choice of kernel parameters is often critical for the good performance of SVMs. Combining kernels provides a solution that minimizes the effect of a bad parameter choice. Next we illustrate this situation using a collection of RBF kernels on the cancer data set. Let {K 1 , . . . , K 12 } be a set of RBF kernels with parameters c = 0.1, 1, 10, 20, 30, 40, 50, 60, 70, 80, 90 , 100 respectively. We use MDS to solve the problem of building a positive definite matrices. Table 12 shows the performance of the proposed methods when combining all these kernel matrices. Again, the results have been averaged over 10 runs. The MaxMin method improves the best RBF kernel under consideration (test errors of 2.8% vs. 3.1%). This result are specially significant because this method is parameter free, and it could be used as an alternative to the RBF parameter selection. Nevertheless, in this example all the methodologies seem to work fairly well. In particular, the results provided by all the combination methods are not degraded by the inclusion of kernels with a bad generalization performance.
A.2.4 A handwritten digit recognition problem
The experiment in this section concerns a binary classification problem: the recognition of digits '7' and '9' from the Alpaydin and Kaynak database (Alpayadin and Kaynak 1998) . The data set is made up by 1128 records, represented by 32 × 32 binary images. The data are divided in a testing (359 instances) and a training (769 instances) set. We have employed three different methods to specify features in order to describe the images. The first one is the 4 × 4 method: features are defined as the number of ones in each of the 64 squares of dimension 4 × 4. The second method was introduced by Frey and Slate (1991) : 16 attributes are derived from the image, related to the horizontal/vertical position, width, height, etc. The last method under consideration was designed by Fukushima and Imagawa (1993) : features are defined as a collection of 12 different representations in a 4 × 4 square. This is a typical example with several different sources of information and probably complementary. We have used these representations to calculate three kernels using the Euclidean distance. When K * is not positive definite, the MDS method was used to build a psd matrix. The training and test data sets has been randomly partitioned 10 times, and a run of the experiment has been done over each partition.
The classification performance for all the methods is listed in Table 13 . For each classical method we have chosen the individual representation that provides the best results, and then we check if the combination methods are able to achieve the same performance. In particular, we have taken the 4 × 4 representation to train the k-NN, MARS, LR and LDA methods. To train the SVM we have taken the Fukushima and Imagawa representation. The MaxMin and ExpWS methods achieve the best results among the methods based on the use of kernels (test error of 3.4% and 3.8 % respectively). Furthermore, the AV, MaxMin, and ExpWS combinations improve the results obtained using the rest of the techniques except k-NN. The good performance of SVM with a single kernel is unsurprising, since this method is specially efficient when working with sparse data sets in high dimensional settings (Joachims 2002) . Regarding the Wilcoxon signed-rank test for the comparison of our methods with the MARK-L technique, the p-values are smaller than 0.05 for MaxMin, AV and ExpWS methods. The p-value for the comparison of MaxMin method with the SDP technique is smaller than 0.10.
A.2.5 Space Shuttle Autolanding Domain data set
In this section we will study the effect of random kernels on the classification task. We have dealt with a database from the UCI Machine Learning Repository: the Space Shuttle Autolanding Domain data set (Blake and Merz 1998) . The data set consists of 253 observations with 6 features each. The data have been standardized. For this data set we have combined three standard kernels (linear, polynomial and RBF kernels), and three random kernels. We have normalized the kernel matrices: (z, z) . We have used 70% of the data for training and 30% for testing. We have used MDS to solve the problem of building a positive semi-definite kernel matrix.
The results, averaged over 10 runs of the experiment, are shown in Table 14 . As expected, the classification error rates for the random kernels are close to 50% for each of the proposed methods. The random kernels influence on our methods is lower than the influence on the alternative ones. AV method achieves the best results (test error of 3.2%), outperforming all the alternative methods (p < 0.05, Wilcoxon rank test). The AV method is the only method that improves at least one of the good kernels. ExpWS and MaxMin methods improves the SDP and MARK-L methods.
A.2.6 Johns Hopkins University Ionosphere database
In this section we have dealt with a database from the UCI Machine Learning Repository: the Johns Hopkins University Ionosphere database (Blake and Merz 1998) . The data set consists of 351 observations with 34 continuous predictor attributes variables each. The data have been standardized. We have used 60% of the data for training and 40% for testing. The targets were free electrons in the ionosphere. "Good" radar returns (positive examples) are those showing evidence of some type of structure in the ionosphere. "Bad" returns (negative examples) are those that do not; their signals pass through the ionosphere. The signals are preprocessed by using the time of a pulse and the pulse number. There are 17 pulse numbers. Each case in the data set is described by two attributes per pulse number. Therefore, each element in the data set is described by 34 variables. The positive class consists of 225 examples and the negative class consists of 126 examples. For this data set we have combined seven RBF kernels K(x, z) = e − x−z 2 /(2 * σ 2 ) with σ = 1, 5, 10, 25, 20, 50, 100 . We have used a linear kernel K(x, z) = x T z, and a polynomial kernel K(x, z) = (1 + x T z) 2 as well. We have considered normalization: (z, z) to make comparable the different kernels values. We have used K * 2 to solve the problem of building a positive semi-definite kernel matrix. We have used 60% of the data for training and 40% for testing.
The classification results are shown in Table 15 . The AV, MaxMin and SSVM methods achieve the best results. Regarding the Wilcoxon signed-rank test for the comparison of 
A.2.7 Heart-Disease Standford database
In this section we have deal with the Heart-Disease Standford database: a retrospective sample of males in a heart-disease high-risk region of the Western Cape, South Africa. The database were obtained from www-stat.stanford.edu/ElemStatLearn. The data set consists of 462 observations with 9 features each. The data have been standardized. For this data set we have combined five kernels: three polynomial kernels K m (x, z) = (1 + x T z) m (for m = 1, 2, and 3 respectively), and two RBF kernels K m (x, z) = e − x−z 2 /cm (c 4 = 50 and c 5 = 200). We have normalized the kernel matrices: (z, z) . We have used K * 2 to solve the problem of building a positive semi-definite kernel matrix. We have used 80% of the data for training and 20% for testing.
The results, averaged over 10 runs of the experiment, are shown in Table 16 . The best classification results were obtained for the MaxMin, AV and k-NN methods. These methods were statistically better (p < 0.05 for the Wilcoxon rank test) than the AKM, and MARK-L methods. In addition, The Pick-out method outperforms the AKM and MARK-L methods. The percentage of support vectors used by the Pick-out, MaxMin and AV methods were consistently lower than the percentage of support vectors used by the kernel methods under consideration (individual kernels, AKM, SDP and SSVM). 
A.2.8 Thyroid gland data
In this section we consider the Thyroid gland data obtained from the UCI Machine Learning Repository (Blake and Merz 1998) . Five laboratory tests are used to try to predict whether a patient's thyroid belongs to one of three classes (euthyroidism, hypothyroidism or hyperthyroidism). The data set consists of 210 observations with 5 features each. The data have been standardized. We have combined four kernels: two RBF kernels K 1 and K 2 with constant c taking the values 0.02 and 0.5, respectively, a linear kernel
We have normalized the kernel matrices: (z, z) . We have used K * 2 to solve the problem of building a positive semi-definite kernel matrix. We have taken 60% of the data for training and 40% for testing.
Our methods for kernel combination achieve the best classification results. Regarding Wilcoxon signed-rank test for the comparison of the Pick-out methods with the alternative techniques, the p-values are smaller than 0.05 for all the comparisons. In addition, the Pickout and the AV results are obtained by using significantly less support vectors than the other techniques.
A.2.9 Hepatitis domain
In this section we have dealt with a database from the UCI Machine Learning Repository: the Hepatitis Domain data set (Blake and Merz 1998) . The data set consists of 155 observations with 20 attributes each. The data have been standardized. We have combined three kernels: a polynomial kernel
, and a linear kernel K 3 (x, z) = x T z. We have normalized the kernel matrices: K(x, z) = (z, z) . We use K * 2 to solve the problem of building a positive semidefinite kernel matrix. We have used 70% of the data for training and 30% for testing. Classification results are presented in Table 18 . MaxMin, AV, and Pick-out achieve the best results. In fact, regarding the Wilcoxon signed-rank test, only the MaxMin method was significantly better than the alternative techniques (p-values are smaller than 0.05). The remaining new proposals exhibit a similar performance to that of the best alternatives.
A.2.10 1984 United States Congressional Voting Records Database
In this section we have dealt with a database from the UCI Machine Learning Repository: the Voting Records Database (Blake and Merz 1998) . The data set consists of 435 observations and 16 attributes each. The data set includes votes for each of the U.S. House of Representatives Congressmen on the 16 key votes identified by the CQA. For this data set we have combined a collection of RBF and polynomial kernels:
, with σ m = 0.02, 2, 50, 200, and 5000 (for m = 3, 4, 5, 6, and 7 respectively). We have considered the: (z, z) to make comparable the different kernels values. We have used K * 2 to solve the problem of building a positive semi-definite kernel matrix. We have taken 70% of the data for training and 30% for testing.
The classification results, averaged over 10 runs of the experiment, are shown in Table 19 . The ExpWS, MaxMin and AV methods achieve the best results, improving the classification results of all the individual kernels under consideration and the alternative methods (AKM, SSVM and SDP methods). Regarding the Wilcoxon rank test, the MaxMin and ExpWS methods were significantly better than the MARK-L, k-NN and LR method.
A.2.11 Multiple features data set (Handwritten Numerals)
This data set consists of features of handwritten numerals ('0'-'9') extracted from a collection of Dutch utility maps (Blake and Merz 1998) . We will refer to this data set as Mfeat. The experiment in this section concerns a multiple class classification problem: the recognition of digits '1', '7' and '9'. 200 patterns per class (for a total of 600 patterns) have been digitized in binary images. These digits are represented in terms of the six feature sets presented in Table 20 . A different kernel have been defined using the Euclidean distance for each representation. The kernels were normalized: K(x, z) = K(x, z)/ √ K(x, x) * K(z, z). We have used MDS to solve the problem of building a positive semi-definite kernel matrix. We have used 50% of the data for training and 50% for testing.
The classification performance for all the methods, averaged over 10 runs of the experiment, is listed in Table 21 . For each classical method we have chosen the individual representation that provides the best results, and then we check if the combination methods are able to achieve the same performance. The SSVM, AV, ExpWS and MaxMin methods achieve the best results among the methods based on the use of kernels. These techniques improve all the individual kernels under consideration. 
A.2.12 Term categorization
The interesting task of term categorization has been studied by different authors in the last few years (see, for instance, Muñoz 1997). Its motivation is the automatic expansion of domain-specific lexicons. To check the methods in a high dimensional setting, we will work on a small text data base with two groups of documents. The first class is made up of 296 records from the LISA data base (Library Science Abstracts), with the common topic 'library science'. The second class contains 394 records on 'pattern recognition' from the IN-SPEC data base (bibliographic references for physics, computing and engineering research, from the IEE Institute). There is a mild overlap between the two classes, due to records dealing with 'automatic abstracting'. We select terms that occur in at least 10 documents (obtaining 982 terms). Labels are assigned to terms by voting on the classes of documents in which these terms appear. The task is to correctly predict the class of each term. Following Muñoz (1997) , we have defined the kernel matrix K 1 by K 1 (x i , x j ) = . Therefore, K 1 (x i , x j ) may be interpreted as the degree in which the topic represented by term x i is a subset of the topic represented by term x j . This numeric measure of subsethood is due to Kosko (1991) . The task is to classify the database terms using the information provided by both kernels. Note that we are dealing with about 1000 points in 600 dimensions, and this is a near empty set. This means that it will be very easy to find a hyperplane that divides the two classes. Nevertheless, the example is still useful to illustrate the relative performance of the proposed methods. Following the scheme of the preceding examples, Table 22 shows the results. In this case, we have used K * 2 as kernel to solve the problem of building a positive definite matrix. Two of our four new proposals clearly outperforms the rest of the methods. In particular, the AV method achieves the best performance (test error of 0.8% vs 1.4% of SDP). The other two proposals provide similar results to the best alternatives. Notice that SVM and k-NN clearly underfit the data. These two methods are based on the use of a single distance (kernel in the case of SVM).
