Introduction
Let Ω ⊂ R N be a bounded domain with a sufficiently smooth boundary. Consider the following nonlinear reaction-diffusion equation:
in Ω, t > 0, u = 0 on ∂Ω, u(0) = u 0 , (1.1) where the nonlinear term f (x, u) ∈ C(R N × R, R) satisfies Elliptic and parabolic problems with nonlinearity analogous with that of (1.1) have drawn much attention, and a review of these studies was given in [13] . In contrast to the regular data problems, the well-posedness of evolution equations with singular initial data can be obtained in critical cases. Thus, it plays an important role in the study of evolution equations, especially in the long-time behavior of them. There has been a great deal of study done on parabolic problems with singular initial data. Authors in [6] studied problem (1.1) with f (x, u) = − | u | p−1 u and g(x) = 0, where p > 1 and Ω ⊂ R N is a bounded domain. They obtained
Further study was done in [10] . More precisely, the authors in [10] 
In [1] , the authors studied the abstract parabolic problem
where the linear operator A : D(A) ⊂ X 0 → X 0 satisfies that −A is a sectorial operator in the Banach space X 0 , and f (t, u) satisfies some local Lipschitz condition. They obtained that there exists a unique solution
power spaces associated to A , and they applied their abstract results to (1.
it has been proven in [14] that there exists a unique positive solution
, where γ is a positive constant.
In this paper, we establish the existence of a global attractor for (Ω) . Based on the well-posedness of (1.1) obtained in [12] and under some dissipative conditions, we show that the semigroup corresponding to (1.1) with
(Ω), and we prove that it possesses a compact attractor in
, we mention here that in contrast to the results in [13] , we get the existence of attractors in weak topology spaces. It is known that the global attractor has 2 essential defaults: being very sensitive to the perturbation and attracting the orbits at a slow rate. To overcome these defaults, exponential attractors were introduced in [8] . It is noticed that, in contrast to the global attractor, the exponential attractor is not unique. Applying the abstract results of [3, 7, 9] , we prove that there exists an exponential attractor for ( 
Preliminaries and main results
It is well-known that if Ω has a C 2 smooth boundary, there exist constants c 1 , c 2 > 0 such that
where
(Ω), 1 ≤ r ≤ ∞ , and the 2 norms are equivalent. In this case, from [10] we know that the operator ∆ generates a C 0 semigroup
where D ′ (Ω) is the set of all distributions over Ω. By the interpolation theory in [16] , one can define W
To investigate the long-time behavior of solution of (1.1) with initial data in L r δ(x) (Ω)), we need the following dissipative condition: The first main result of this paper is described as:
To overcome the defaults of global attractor, exponential attractors (or inertial sets) were introduced in [8] . By definition, an exponential attractor is a compact semiinvariant set of the phase space, has the finite fractal dimension, and attracts exponentially the trajectories. In order to construct the exponential attractor, we present the definition of the squeezing property for the discrete map.
Definition 2.4 (See [8]) Let H be a separable Hilbert space, B ⊆ H , a map S : B → B is said to satisfy the (discrete) squeezing property if there exists an orthogonal projection P N of rank N such that for every u and v in B ,
where I is the identity map on H . In order to get the existence of the exponential attractor, we impose a little stronger dissipative condition
The second main result of this paper is described as:
Proofs of the main results
We first show that the semigroup corresponding to (1.1) is well defined on L r δ(x) (Ω).
Lemma 3.1 Assume that the assumptions of Theorem 2.3 hold. Then the solution of (1.1) satisfies
),
where C 1 and C 2 are positive constants.
Proof Multiplying (1.1) by | u | r−2 uϕ 1 and integrating with respect to x, we obtain
By the fact ∫
By (2.2), Hölder's inequality and Young's inequality, we get that
where ϵ is small enough such that D 0 + 2ϵ < λ1 r . Therefore, it follows from (3.1)-(3.5) that
)
Neglecting the third term on the left-hand side of (3.6) and applying Gronwall's lemma, we get the result. This completes the proof. 2
By Theorem 2.2 and Lemma 3.1, the semigroup S(t)u 0 = u(t) is defined on L r δ(x) (Ω), where u(t)
is the solution of (1.1). Moreover, the set
is a bounded absorbing set for the semigroup {S(t)} t≥0 , where
In order to get the existence of the global attractor, we decompose the solution u(t) of (1.1) into the sum (3.14) and the remainder k(t) satisfies
u(t) = v(t) + k(t), where v(t) solves the following equation:
As the proof of Lemma 3.1, we get that the solution of (3.7) is globally defined and exponentially decay:
For the solution of (3.8), we have: 
).
Proof From the proof of Theorem 3.1 in [12] , we get that the solution of (3.8) satisfies
. By Lemma 2.1 and 3.1 we have
)ds.
Thus,
2
Proof of Theorem 2.3 By Lemma 3.1-3.2 and the standard theory (e.g., see [4, 11, 15] ) of dynamical systems, we get that there exists a global attractor for
In order to get the existence of the exponential attractor for (1.1) in L 2 δ(x) (Ω), the higher regularity of solution of (3.16) (see below) than that of (3.8) is needed, which guarantees the discrete solution semigroup satisfies the squeezing property. As the proof of Lemma 3.1, we get that there exist positive constants C 7 and
). (3.17) Therefore, the solution semigroup {S(t)} t≥0 of (1.1) is well defined on L 2 δ(x) (Ω) and the set
is the absorbing set for the semigroup {S(t)} t≥0 , where
.
We note that B 2 is a closed bounded positively invariant set and B 2 ⊂ B 1 .
Lemma 3.3 Assume that the assumptions of Theorem 2.5 hold. Then for any t ≥ 0 , the S(t) is Lipschitz continuous.
Proof Let u 1 (t) = S(t)u 1 (0) and u 2 (t) = S(t)u 2 (0) be 2 solutions of (1.1) with initial values u 1 (0) and u 2 (0), respectively. Setting w(t) = u 1 (t) − u 2 (t), we note that w(t) satisfies
Multiplying (3.11) by wϕ 1 and integrating over Ω, we have
For the fourth term on the left-hand side of (3.12), by (2.3) we have
Therefore, by (3.13), it follows from (3.12) that Proof Split the solution w(t) of (3.11) as follows: w(t) = w 1 (t) + w 2 (t) , where w 1 (t) solves the following problem (3.22) and w 2 (t) satisfies 
Note that
By Theorem 2.2 we know that the solution of (
. Thus, using (2.1) and from above, we have
Note that the left-hand side of (3.19) can be written in the form (
, where L is the operator determined by the quadratic form. Since the set defined by (3.19 Choose N large enough such that
, (3.27) and let E N = span{e 1 , e 2 , · · · , e N } . Obviously, if w 2 (t * ) ∈ B 3 , it holds that
Therefore, by (3.17) and (3.20), we get that if
. This completes the proof. 
