



















Е р м о л ь е в Ю. М. Главная редакция физико­
математической литературы изд-ва «Наука»,
1976.
Книга посвящена численным методам реще­
ния нелинейных экстремальных задач вероят­
ностной природы. Основное вниманис уделяется
развитию стохастических процедур поиска экст­
ремума в задачах с ограничениями, для реше­
llИЯ которых невозможно применить известные
методы нелинейного программирования. Обсуж­
даются приложения к вопросам перспективного
планирования в условиях неопределенности,
оптимизации систем обслуживания, вопросам
ек;';щирования, управления случайными процсс­
calMI и запасами, к задачам математичсС1(ОЙ
статистики.
Книга построена таким образом, что для
ее чтения не требуется серьезного знакомства
со специальными разделами высшей математики.
О"а может быть полезна как специалистам-при­
кладникам, использующим в своей работе тео­
рию оптимизации, ТаК и научным раБОТНИЮIМ,
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Эта книга посвящена численным методам решения
сложных экстремальных задач, для которых неприменимы
известные методы нелинейного программирования. Основ­
ные особенности рассматриваемых задач связаны с отсут­
ствием полной информации о функции цели и функциях
ограничений, о их производных И С негладким харак­
тером этих фуикций. Наиболее сложными являются те
задачи, в которых отсутствует точная информация о зна­
чениях самих функций цели и ограничений, т. е. когда
для заданного решения нельзя указать точного значения
функции цели и проверить справедливость требуемых
ограничений. Менее сложными оказываются задачи, в
которых нет точной информации только о производных
этих функций. Принципиальные трудности связаны также
с отсутствием непрерывных производных функций цели
и ограничений, поскольку в этом случае практически
невозможно найти вектор, характеризующий направление
их убывания или возрастания.
Экстремальные задачи с отмеченными особенностями
являются типичными для различных приложений из облас­
ти исследования операций. Например, с помощью кусочно
линейных функций часто отражаются общие затраты произ­
водства с учетом его реконструкций, при этом разрывы
производных отвечают скачкам себестоимости, связанным
с определенными вариантами перестройки производства.
Точные значения градиентов не вычисляются даже для
классической задачи на безусловный экстремум при
значительном числе переменных, ибо это требует состав­
ления значительного числа подпрограмм для вычисления
всех частных производных. Отдельные частные производ­
ные не вычисляются точно для функций, заданных алго­
ритмически. Наиболее сложными оказываются функции,
встречающиеся при оптимизации вероятностных систем­
в стохастическом программировании: обычно они имеют
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негладкий характер, неизвестны точные значения произ­
водных и значения самих функций.
Основная идея предлагаемых численных методов, наз­
ванных стохастическими квазиградиентными, состоит в
использовании вместо точных значений градиентов или
их аналогов (для негладких функций) случайных направ­
лений - стохастических квазиградиентов, являющихся
статистическими оценками этих векторов. В книге на
примере различных задач указаны способы построения
стохастических квазиградиентов, причем основное вни­
мание уделяется задачам стохастического программи­
рования.
Стохастическое программирование является тем разде­
лом общей теории оптимальных решений, в котором
изучаются вопросы выбора решений в ситуациях, харак­
теризуемых случайными величинами. С формальной точки
зрения стохастическое программирование -- это теория
решения экстремальных задач стохастической природы.
Частные классы таких задач, как правило, задач на без­
условный экстремум, встречаются в классической матема­
тической статистике, в современнойтеории статистических
решений. В стохастическом программировании, вообще
говоря, рассматриваются задачи на условный экстремум
с наличием дополнительных ограничений.
Термин «стохастическое программирование>) появился
в начале 50-х годов, когда Данцигом, Чарнсом, Купером
стали анализироваться задачи линейного программирова­
ния со случайными коэффициентами, возникающие при
планировании в ситуациях с неопределенностью и рис­
ком. Примерно в эти же годы начало развиваться
нелинейноепрограммирование, и этим, по всей видимости,
объясняется то, что в большинстве работ по стохасТичес­
кому программированию авторы стремятся свести сто­
хастические задачи к задачам нелинейного програм­
мирования и применить широко известные численные
методы. Как станет ясно из дальнейшего, методы нелиней­
ного программирования можно применить для решения
только весьма узкого класса стохастических задач, по­
скольку они намного сложнее задач нелинейного програм­
мирования и требуют своих специфических методов.
Основная трудность в стохастическом программиро­
вании по сравнению с нелцнейным программированием,
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как уже отмечалось, связана с отсутствием точной инфор­
мации о функциях цели и ограничениях (не говоря уже
о производных этих функций). Здесь нельзя обойтись
детерминированными понятиями и кажется вполне естест­
венным применять стохастические процедуры.
Известны стохастические процедуры двух типов:
методы случайного поиска, изложенные в монографии
Растригина [57], и методы стохастической аппроксимации.
В методах случайного поиска [57] существенно исполь­
зуется информация о точных значениях минимизируемых
функций, поэтому они применимы только для задач
нелинейного программирования.
Методом стохастической аппроксимации решается про­
стейшая задача стохастического программирования, за­
нимающая в общих постановках такое же место, как и
классическая задача на безусловный экстремум в нелиней­
ном программировании, - отсутствуют ограничения, фун­
кция цели имеет ограниченные вторые производные.
Рассмотренные в книге стохастические квазиградиент­
ные методы в некотором смысле объединяют идеи указан­
ных выше методов и позволяют решать как задачи
нелинейного, так и стохастического программирования
с наличием общих ограничений.
В гл. 1 приведен ряд характерных примеров задач
стохастического программирования, на которых обсужда­
ются основные трудности их решения. В гл. 11 указаны
случаи и характерные приемы сведенин стохастических
задач к обычным задачам нелинейного программирования.
Стохастические квазиградиентные методы излагаются
в гл. 111 и У, причем в гл. III рассматривается случай
выпуклых, но негладких функций, а в гл. V случай
невыпуклых и негладких функций. Как было отмечено
выше, эти методы имеют такую форму, которая позволяет
применять их как при решении задач нелинейного про­
граммирования (без вычисления производных), что обсуж­
дается в гл. 111, так и в задачах стохастического
программирования (гл. lУ, У).
Книга возникла из цикла лекций, которые были
прочитаны автором на lУ Всесоюзной школе по методам
оптимизации в г. Вяймела (1971 г.), что, несомненно,
наложило отпечаток на характер изложения. Местами
оно лишь фрагментарно намечает те результаты, которые
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могут быть получены. Следует также отметить, что автор
не стремился охватить В равной степени всю проблема­
тику стохастического программирования. Основное вни­
мание в книге уделяется вопросам численного решения
практически интересных запач, и все, что сюда не отно­
сится, представлено весьма эскизно. В частности, в КНl1ге
мало внимания уделяется предпосылкам типа измеримости,
существования математических ожиданий, дифференциру­
емости под знаком математического ожидания. Там, где
это необходимо сделать, предполагается, что такие
предпосылки имеют место.
Общее представление о книг' в достаточной степени
дает ее оглавление. Почти в каждой главе имеются
дополнения и упражнения, поясняющие и расширяющие
содержание этих глав. Ссылки на литературу частично
делаются по ходу изложения, причем указываются
только те работы, которые имеют непосредственное отно­
шение к излагаемому материалу и широко доступны.
В более концентрированной форме и с некоторыми добав­
лениями источники приводимых результатов имеются
в библиографических указаниях, помещенных в конце
КНI1ГИ.
В заключение я считаю приятным долгом поблаго­
дарить Н. Н. Моисеева за инициативу написания этой
книги, плодотворные дискуссии и постоянное внимание
к моей работе, дирекцию Института кибернетики
АН УССР - В. М. Глушкова, В. С. Михалевича за
всемерное поощрение работ в области стохастического
программирования. Я признателен редактору книги
Ю. А. Флерову, а также Е. А. Нурминскому И другим
сотрудникам Института кибернетики Ан УССР, критика




Эта глава носит вспомогательный характер. В ней
кратко, скорее даже конспективно, излагаются основные
понятия теории вероятностей, которые существенно исполь­
зуются в постановках задач стохастического программи­
рования, [lрИ их анализе и решении. Этот материал дан
исключительно ради удобства чтения дальнейших глав,
для того чтобы лица, в недостаточной степени владею­
щие основами теории вероятностей, могли при первом
чтении не прибегать за разъяснениями к фундаменталь­
ным работам в этой области.
Обсуждаются также различные известные подходы
к формализации процедур выбора решений в условиях
риска и неопределенности, благодаря чему становится
понятным значение и место моделей стохастического
программирования. Рассматриваются примеры задач сто­
хастического программирования и делается сравнение
их с обычными задачами нелинейного программирования.
§ 1. Теоретико-вероятностные понятия
1. Модель случайностей. Теория вероятностей
занимается вопросами' анализа и количественной оценки
таких интуитивных понятий, как случайность, неопреде­
ленность. Математическая модель случайностей, с кото­
рой имеет дело теория вероятностей, обычно строится
следующим образом.
Начинают с достоверного события - некоторого мно­
жества Q (пространства) элементарных событий ш, веро­
ятность (мера) которого принимается равной 1. Элемен­
тарные события в каждом конкретном случае выБИ1'аются
так, чтобы любое рассматриваемое случайное событие
можно было отождествить с некоторой совокупностью
элементарных событий. Например, если бросаются две
игральные кости, а интересующие события - четное или
нечетное чисJЮ, выпавшее на первой кости, то в качестве Q
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естественно ВЗЯТЬ множество 1, 2, ... , б; еСЛII же инте­
ресующие события - сумма чисел, выпавших на двух
костях, то в качестве Q можно взять множество всевоз·
можных пар чисел и, j), i, j = 1, ... , б.
Кроме достоверного события Q обычно имеется неко­
торая совокупность подмножеств Q, вероятность (мера)
которых Р 1·\ задана. Эти подмножества называются
цзмериМЫМll подJvlножествамu или событиями, причем
часто класс событий образует алгебру событий или легко
может быть превращен в нее. Это значит, что каждому
событию А ставится в соответствие противоположное
событие «не А», или отрицание А, обозначаемое А;
событиям А, В ставится в соответствие событйе «А и В»,
или пересечение (произведение) событий А и В, обознача­
емое через А nв или АВ, которое происходит тогда и
только тогда, когда происходят оба события А и В;
событиям А, В ставится в соответствие событие «А или В»,
или обтедцнение событий А, В, обозначаемое А UВ, кото­
рое происходит тогда и только тогда, когда происходит
по крайней мере одно из событий А, В. Событие .МЗ
называется равностыо двух событий А, В и обозначается
А""'В . Оно происходит тогда и только тогда, когда собы-
тие А происходит, а событие В не происходит. Событие Q
называется невозможным и обозначается символом ф;
события А, В, дЛЯ которых АВ = ф, называются несовме­
стимыми. Исходя из алгебры событий, вероятность затем
стремятся однозначно продолжить на возможно широкую
совокупность подмножеств Q по правилам:
1) Если A1 , А 2 , ••. - попарно непересекающиеся изме·
римые подмножества (попарно несовместимые события) ~J,
OJ
то их объединение U A k также измеримо и
k=1
Р {kQ\ Ak}= k~l Р {A k}.
2) Если А измеримо, то также !!змеримо и его допол­
нение (противоположное событие) А.
Например, если в качестве Q рассматривать [О, 1]. а
в качестве Р - меру Лебега на [О, 1], то обычно эту меру
строят, отправляясь от класса всех интервалов (откры­
тых. полуоткрытых и замкнутых). мера которых при ни-
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мается равщ>й их длине. Этот класс не образует алгебру,
так как объединение двух интервалов не всегда есть
интервал, но затем этот класс расширяется до алгебры
конечных объединений непересекающихся интервалов.
В результате продолжения получается набор (класс) 24
подмножеств множества О, дЛЯ которых определена одно­
значным образом мера (вероятность). Подмножества
набора eтf также называются событиями илИ измеримыми
множествами, класс событий eтf образует а-алгебру (если
0= Rn, то борелевское rюле, класс борелевских множеств):
класс !2Af содержит достоверное событие, невозможное
событие и замкнут относительно операций П'-t'~х()да
к противоположному событию, счетного объединеl, "1
и_ счетного пересечения. Иначе говоря, если А Е eтf, .
А Eeтf; если А" Eeтf, k= 1, 2, ... , то
00
Пара (О, eтf), состоящая из достоверного события Q
и а-алгебры eтf подмножеств О, назыв~ется измериМblМ
пространством..
Тройка (Q, 2'С, р), состоящая из непустого множества
Q (множества элементарных событий), а-алгебры (V~t
подмножеств (событий) Q и вероятности р, определенной
на eтf, называется вероятностНblМ пространством.
2. Случайные функции. Функция G(w) назы­
вается действитеЛbflОЙ случайной величиной (сУ! -измер имой),
если она принимает действительные значения и для каж­
дого числа Z неравенство G(ю) ~ Z определяет измеримое
подмножество в О, т. е. {ю: G(ю) ~ г} Еd. В дальней­
шем рассматриваются только действительные случайные
величины.
Пусть Rn - п-мерное евклидово пространство. Если
функция G(ю), определенная на пространстве О. прини­
мает значения из Rn, причем для всякого борелевского
множества В из Rn множество {ю: G(ю) Е В} Е ~T1', то
функция G(ю) называется случаЙНblМ вектором. Случайный
вектор G(ю) определяет некоторое отображение О в Rn
и индуцирует вероятность в Rn. Более точно, пусть G(ю)­
случайный веюор и пусть
G(A)=l~(w); ЮЕА}, :;-1(В)=(ю: ~(Ю)ЕВ}.
..
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Легко убедиться, что класс <!JЗ = {В: ~-1 (В) Е Gи;i'1 предста­
вляет собой а-алгебру подмножеств Rn, называемую а-алге­
брой, индуцированной случайным вектором ~ (ш). для всякой
вероятности Р на (Q, ed') формула fl (В) = Р {~-1 (В)I опре­
деляет вероятность на (Rn, i2"JЗ). Пусть J - произвольный
"ласс подмножеств Q. Наименьшая содержащая э,Щт класс
а-алгебра (равная пересечению всех а-алгебр, сод'ЩIжащих
ОТ) называется а-алгеброй, nорожденнойJ. Если для пары
а-алгебр !!iJ , ~ выполн яется включение !!iJ = ~, то а-алгебра
~ называется а-подалгеброй а-алгебры !!iJ. Для всякого
семейства {~(i, ш), i Е Ij случайных n;-мерных векторов
через <!JЗ (~(i, ш), i Е 1) обозначим а-подалгебру ed', поро­
жденную семействами ~-1 и, В).
Математическое ожидание случайной величины ~ (ш)
обозначается через M~ либо М (~). По определению
M~ = ~ ~ (ш) Р (dш) = ~; dP,
причем интеграЛ здесь понимается как интеграл Лебега.
Если bbeCT!-f'фУНКЦUЮраспределенияН (г) величины {; (ш),
т. е. H(г)=P{~<г}, то
00
М{; = ~ z dH (г).
-00
в тех случаях, когда iН (г) =!l (г) dz, где h (г) -- плотность
расnределенuя, то
00
M~ = ~ zh (г) dz.
-со
Если имеются величины (~1"'" ~Г)' то функция
Н (г1"'" гГ) = Р {~1 < г1'···. ~Г < гГ} называется совместной
функцией распределения величин ~1' ••• , {;Г'
3. С х о Д и м о с т ь. Последовательность случайных
векторов {;S (ш), s = 1, 2, ... , сходится к случайному векто­
ру (; (ш)
а) noчтu наверное (с вероятностью 1) и обозначается
~S _{; п. н., если Iim {;S (ш) = ~ (ш) для почти всех ш
5-",,0
по мере Р;
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б) по вероятности и обозначается s= Р -lim ~S, если
для каждого 8> О
в) в среднем квадратичном и обозначается SS -+ s с. к,
если
lim М 11 SS - s112 = О.
5 .... 00
Имеет место следующая сравнительная таблица сходи­
мостей:
сходимость п. н. ~ сходимость <= сходимость в с. К.
по вероятности
условимся в дальнейшем в общем члене последо­
вательности векторов индекс s ставить сверху, а в после­
довательности чисел - снизу, т. е. {aS} - последоватеJIЬНОСТЬ
векторов, {as} - последовательность чисел.
Особенности сходимости с вероятностью 1, по веро­
ятности, в среднем квадратичном можно понять из следу­
ющего примера.
Пусть Q = [О, 1]; e/t - класс борелевских подмножеств
Q, т. е. а-алгебра, порожденная классом всех интервалов;
Р - мера Лебега на (Q, e/t).
Пусть случайная величина s(ro) == О, а последователь­
ность Ss (ro), s = 1, 2, ... , построена следующим образом.
Величина Sl (ro) = 1. Для определения S2 (ro), sз (ro) интер­
вал [0,1] делится на две равные части и принимается
j1 приS2 (ro) = О при 1О~ro~2'I2<ro~1, Iпри "2 ~ro~ 1,Iпри О~ro<2.
Затем [О, 1] делится на четыре части и определяются ;4'
S5' S6' S7' которые равны 1 каждая соответственно на одном
I I 2 2 3 3из интервалов О ~ ro~ -::[, -::[~ ro~ 4' 4 ~ ro .,;;; -::[, -::[ ~
~ ro~ 1 и равны О во всех остальных случая х. Затем
[О, 1] делится на 8 равных частей и аналогичным образом
определяются S8' S9' ... , ~1~ И т. д. В общем случае пред­
ставим каждое s = 1,2, .•. в виде s = 2k +т, где Ooeo.;;т<2k •
16
Положим
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1 т т+l1, если 2k ~ rO~2k'~s = О дл я остальных ro.
t m/2k
Тогда ~ (~s - ~)2 dro = ~ d(O = 2-k -+ О при s -+ СО, т. е.
о (m+ 1)/2k
~s-+~ С. к. Однако lim~s((O) не существует ни для какого
s -о:>
(о Е [О, 1], так как при фиксированном (о в последова­
тельности ~s ((О) при s -+ со встречаются как О, так и 1.
Тем не менее ~ = Р -lim ~SI так как для любого поло­
жительного Е имеем
Р {(О: I~s ((О) - ~ ((О) I~ Е! ~ 2-k -+0 при s -+ со.
Следующие известные [6J. [431. [55] утверждения бывают
полезны в тех случаях, когда требуется перейти к пределу
под знаком математического ожидания.
Л е м м а Ф а т у. Если случайные величины ~s неоmри­
цательны, то
м 1i 111 ~s ~ ] i m M~s'
s --+ со s --+ 00
Т е о р е м а Л е б е г а. Если
~s-+~ N. н .• Iss I<ТJ.








Полезным бывает также следующее неравенство:
Н е р а в е н с т в о Ч е бы ш е в а. Если g - произвольное
положительное число, то для случайной величины ~ ~ О
MG2Р {~~g} ~7'
4. Условные математические ожиданrrя.
Пусть А, В - некоторые события вероятностного прост-
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•
ранства (~~, <27'!, Р), т. е. А Е <27'!, В Е е.тС, причем
Р {В} * О. Тогда соотношение
Р (А) = Р {А/В} = р {АВ}в Р {В}
определяет условную вероятность события А при данном В.
Функция Рв ( .), определенная на а-алгебре событий <27'!,
удовлетворяет, очевидно, соотношениям
рв(щ = 1, PB(A)~O, PB(V Ak)= ~PB(Ak),
где события Ak ПОIIарно несовместимы. Рп (.) называется
условной вероятностыо при данном В. Таким образом,
наряду с пространством (Q, <27'!, Р) имеется вероятностное
простраНСТ80 (Q, <27'!, рв), Математическое ожидание (если
оно существует) случайной величины ~ в этом новом ве­
роятностном пространстве называется условным матема­
тическим ожиданием при данном В и обозначается





м (~/B) Р {В} = ~ ~ (ш) Р (dш).
в
0.1)
Понятий условной вероятности и условного математи­
ческого ожидания относительно фиксированного собr,lТИЯ
недостаточно для приложений, поэтому вводятся более
общие понятия условных вероятностей и математических
ожиданий относительно случайных величин, семейств слу­
чайных величин, а-алгебр событий.
Пусть даны множество А Е (2/[ И некоторая а-алгебра
G-6JЗ=d (т. е. а-подалгебра e-f), содержащая счетную
систему попарно несовместимых событий В1 , В2 , •••
со
... , UB k = Q, Р {B k } z;6 О. Тогда
k=1
Р {А/В} _ Р {ABk}
k - Р {В.} ,
•
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Условная вероятность Р (A/B k ) при фиксированном А
зависит от Bk и является случайной величиной, прини­
мающей постоянное значение на множествах В1 • В 2 ,
Обозначим ее через Р !А/§В} или P jfJ !А}.
При каждом фиксированном ffi совершается одно из
событий В k (так как В1 , В2 , ••• попарно не пересекаются
и UВ/г = Q), и если фиксировано также А, то величина
k
Р !А/88} примет определенное значение. Если теперь при
данном ffi рассмотреть функцию множеств Р jfJ ( .), то она
является вероятностной мерой на e/t. Поэтому естественно
определить условное математическое ожидание ~ относи­
тельно 88 равенством
М (~/c8В) = ~ ~ (ш) Р {dffi/88}.
Q
Величина М (~/88) принимает постоянные значения на
множествах В1 , В2 • ••• , что означает, что она измерима
относительно о-алгебры 88. При каждом B k имеет место
(в соответствии с (1.1))
МШВ/,)Р(Вk)= ~ ~(ffi)P(dffi);
B k
поэтому для произвольного множества В Е 88, которое
может быть представлено объединением конечного или
счетного числа множеств В k, получим соотношение
~ М (6/88) Р (dffi) = ~ ~ (ш) Р (dffi).
В В
Это соотношение является основополагающим для опре­
деления условного математического ожидания в общем
случае.
Пусть имеется некоторая о-подалгебра 88 о-алгебры e/t
вероятностного пространства (Q, e/t, Р). Тогда условное
математическое ожидание М (~/88) случайной величины ~
при данной о-алгебре 88 есть 88-измеримая функция,
определенная соотношением
~ М (~/88) Р (dffi) = ~ S(ш) Р (dffi).
В В
Условной вероятностью Р {А/88} события А Е vf отно­
сuтелыl,О $а называется случайная величина М (ХА/$а),
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где ХА (ю) - характеристическая функция множества А,
т. е. ХА (ю) =0 при w Е А и ХА (ю) = 1 при w Е А. Легко
убедиться, что ММ (~!cPc1) = M~; если СРС1 = wt или ~ (ю)
является wt-измеримой, то М (~!c,f')= S.
Пусть теперь 1] (ю) = (1]1 (ю), ... , 1]г (ю)) - случайный
вектор. Условное математическое ожидание М (~!ч) вели­
чины S относительно 1] определяется следующим образом.
Обозначим через f!!!J борелевские множества пространства Rn
и рассмотрим события 1ю: fJ (ю) Е ,~}. Совокупность этих
событий образует а-подалгебру cPc1t] исходной а-алгебры wt,
и полагают
м (~!fJ) = М (~/$(Ч.
Можно показать (см., например, [6]), что при этом
М (~!ч) есть измеримая функция от Ч, т. е. значения
М (~!ч) определяются значением Ч.
5. М а р т и н г а л ы. При рассмотрении вопросов сходи­
мости последовательностей случайных величин важным
является понятие субмартингала и супермартингала.
Это - своеобразные стохастические аналоги неубывающих
и невозрастающих последовательностей действительных
чисел. Пусть (Q, wt, Р) - вероятностное пространство;
~5 (ю), 5 = О, 1, ... , - последовательность случайных вели­
чин; М I~5 1< со.
ПQследовательностьS5 (ю), 5 = О, 1, ... , называется
1) суnермарmuнгалом, если
м (s5+111;0, ••• , ~5) ~ ~5' 5=0,1, ••• t
2) марmuнгалом, если
М (Ss+1!~o, ... , ~5) = Ss, 5=0,1, ... ,
3, субмарmuнгалом, если последовательность - S5' 5 =
= О, 1, ... , является супермартингалом.
5
Пример. Пусть ~5= ~ ~k, 5=0, 1, ... Если M(~k/~o, ...
k=O
... , ~k-l) = О при k > О, т, е. величины ~k центрированные, то
М (~S+l/~t" ... , ~5) = М (~5+ ~ S+l/~o, ...• ~5) = ~5
т. е. последовательность ~5 образует мартингал.
Иногда полезными являются более общие определения.
Пусть wto, е i 1, .•• - неубывающая последова геЛЬНО':l'Ь
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а-подалгебр а-алгебры Q/t, т. е. шts ~ D,f'sH' Последова··
тельность ~s, s = О, 1, ... , называется адаптированной
к семейству Q/fs, если при каждом s = О, 1, ... величины ~s
Являются w!,-1Iзмеримыми.
Пусть последовательность~s, s = О, 1, .. " адаптирована
к семейству Q.-4" s = О, 1, ... , и такова, что М I ~"" ! < 00,
Тогда эта последовательность называется
1) супермартингалом (относнтельно <2~/s, $=0,1, ...),
если
м (~s+l/~S) ~~" 5 = О, 1, , .. ;
2) мартингалом, если
5=0,1,
3) субмартингалом, если - ~s, S = О, 1, .,., является
супермартингалом.
Отметим, что из определения супермартингаласледует,
что
а из определения мартингала, что
M~s+1 = M~s = ... = M~o.
Теорема 1. Если {~s, <2~s, 5=0,1, ...] -суnермар­
тингал, то для существования с вероятностьiо 1 конечного
предела ~s (\ ~~~ ~s I< (0) достаточно, чтобы
iпf M~~ > - 00, ~;- = шiп {О, ~s}'
Отсюда, в частности, следуег, что если ~s, 5 = 0,1, ... ,
неотрицательный супермартингал, то с вероятностью 1
существует предел ~S' В том случае, когда ~s - мар­
тингал, условие inf M~s> - 00 заменяется УСЛОВllем
sup М I~s < 00. Если маРТl\нгал ~s = ~ ~k' где ~" - цент-
S k=O
рированuые случайные величины, то
м I ~~ '1 ~ M~~ = ~ M~k;
;'=0
поэтому справед~[[шо следующее утверждение:
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с л е Д с т в 11 е. Если 2.: I\J1~;; < со, то ряд 2.: ~,' схо-
k=O k=O
дится почти всюду.
Доказательство теоремы 1 основано на применении
следующего неравенства Дуба:
Л е м м а 2. Пусть r ({), 1= О, 1, ... , Т, - конечные числа,
h (Т) - число переходов в последовательности r (О), ... , r (Т)
от значений, лежащих слева. к значениям, лежащим справа
от интервала [а, Ь], называемое числом пересечений [а, Ь]
снизу вверх. Тогда
Т-I
(Ь -а) h (Т) ~ (а - r (1'))++ 2.: l(t) (r(/+ 1) - r (1)),
1=0
где 1 (/) принимает значения О или 1, причем значение 1 (/)







д О К а з а т е л ь с т в о. Пусть 11 - первый момент вре­
мени, когда r (1) принимает значение, меньшее а, 12-
перный после 11 момент, когда r (/) > Ь, 1з - первый после 12
момент, когда r (1) < а, и т. д. Тогда на отрезке времени
[/ 2h , Т] последовательность r (/) уже ни разу не пересечет
[а, Ь] снизу вверх, причем, как легко видеть (рис. 1),
11
(Ь - а) h (Т) ~ 2.: (г (l2i) - r (/2i - 1)).
i=1
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если определить функцию I (t) так, чтобы она принимала
значение 1 в интервалах [11' t 2J, [t з , t4 J, .•• , [t 2h- 1 , t 2hJ
и значение О во всех остальных точках интервала [О, t 2h J.
Очевидно, что функция I (t) меняет значение с О на 1
и наоборот только в точках t k и ее значение 1 (t) в фик­
сированный момент времени t (t = О, 1, 2, ... , t2h ) полностью
определяется величинами г (О), ... , г (t). Определим 1 (t)
на интервале (t 2h , Т) следующим образом:
1) значение I (t) = О до тех пор, пока последователь­
ность не принимает значения, меньшего а;
2) если найдется впервые после t2h момент времени
t 2h+l такой, что г (t2h+l) < а, то I (t) = 1 при t Е [t2h+l, TJ.
Следовательно, если момента t 2h+l не существует, то пре­
дыдущее неравенство можно записать еще так:
Т-'
(Ь - а) h (Т) ~ ~ I (t) (г (t + 1) - г (t)),
1=0
Т-I
а если t2h+l существует, то ~ I (t) (г (t + 1) - г (1)) отли-
1=0
'2h
чается от ~ I (t)(r (t +1)-r(t)) на величинуr(T)-r(t2h+l)'
1=0
Если г (Т) - г (t2h+l) ~ О, то предыдущее неравенствосохра­
няется, поэтому в общем случае
Т-l
(Ь - а) h (Т) ~ ~ I (t) (г (' + 1) - г (1)) + (г (l2h+l) - г (Т))+,
1=0
где (х)+ = шах {х, О}.
Учитывая, наконец, что r(l2h+l) < а, отсюда получим
нужное неравенство Дуба.
Покажем, как используется это неравенство при
доказательстве теорем о сходимости супермартингалов.
Докажем следующее, более общее, чем теорема 1,
утверждение, которое потребуется в дальнейшем:
т е о р е м а 2. Пусть последовательность 1]5 (ш), S = О,
1, ... , адаптирована к семейству в7'!5' S = О, 1, ... ,
inf М1]; > - СО,
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Тогда с вероятностью 1 существует конечный пре­
дел 115 ( I Iiт 115 I < (0) при s~ 00.
5 ~CX)
Д О К а з а Т е л ь с Т В о. Поставим в соответствие слу­
чайным величинам 110 (ш), 111 (ш), ... , 11k (ш) случайную вели­
чину h (k, ш) ~] случайные величины ! (k, ш), которые
для краткости будем обозначать через h (k), ! (k). Тогда
для любого w справедливо неравенство
k-\
(Ь - а) h (k) ~ (а -11k) ++ ~ ! (S)(115+1 -115)'
<=0
Величины h (k), 1 (k) определяются значениями 110""
••. , 11,,, поэтому, беря математическое ожидание от левой
и правой части этого неравенства, с учетом свойств услов­
ного математического ожидания получим
k-l
(Ь - а) Mh (k) ~ М (а -11k)+ + ~ ММ (I (S)(115+1 -115)/А 5 ) =
5=0
• k-l
= М (а -11k)+ + ~ М! (s) (М (115+1/е4'5) -115)'
5=0
с учетом основного свойства 115 отсюда получаем
k-l
(b-а)Мh(k)~М(а-11k)++~ MW5 • (1.2)
5=0
Полученное неравенство для среднего числа пересечений
снизу вверх интервала rа, Ь] величинами 110'···' 11k
является решающим для доказательства теоремы.
Пусть последовательность 110 (ш), 11] (ш), ... не сходится
почти при каждом w (с вероятностью 1). Тогда. найдутся
такие числа а < Ь, что множество
А", (; = {ш: 1im 1~. (ш) <: а < Ь < Нт 115 (ш)}
~. .~~
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не пусто, т. е. Р {А а • ь} *" О. Покажем, что этого не может
быть, т. е. что Р {А а • ь} = О.
ПослеДС1ватеJIЬНОСТЬ /7 (1), h (2), ... не убывает и стре­
мится I( :':; fJРИ (,)~ :а,о' Пу .. ~. I:·c· !:JП/l(~). Тогда
S-·,:;
Р{Аа.ь}=О. если P{/7'~'Y;)=C! ~·rО:У')!·.. 'jдет иметь
место в том случае, еСЛ;j IVI!! < С-С. O~. .'I~.1 :.,'[.
Применяя лемму Фату инеравенство (1.2), получим
(с учетом монотонности последовательности h (s))
М liт h (s) = Mh = Iim Mh (s) ~
s~ro
~b~a(S~P М (a-Y]5)++,~o MW5) =
=ь~a(- i~fМ(У]s-а)-+! MW s).
5=0
ro
Так как по условиям теоремы inf МУ];-> - ОС). L; MWs <
5 ,=0
< со. то из последнего неравенства следует, что Mh < со
и, с,ryедовательно, Р {А а • ь} = О.
Так как всагда можно предполагать, что а. Ь - рацио­
нальные числа, и так как множество всех Ш, где имеет
место расходимость последовательности У]5' т. е. j Ш: 1im Y]s <
t 5-+OJ
< limY]s}. может быть представлено как UАа,ь, где а I!
5-00 а, lJ
Ь пробегают счетное множество всех рациональных чисел,
то отсюда следует и утверждение теоремы.
§ 2. Выбор решений в условиях риска инеопределенности
1. О б щ и е з а м е ч а н и я. Существуют различные под­
ходы к проблеме выбора решений в условиях риска [!
неопределенности. каждый из которых имеет свои поло­
жительные и отрицательные стороны. Цель этого пара­
графа состоит в том, чтобы на самых простых примерах
проиллюстрировать это разнообразиеподходов и отметиТ1,
их недостатки.
Согласно принлтой классификации [44] задачи выбора
решений обычно различаются тем, принимает решение
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индивидуум (индивидуальное решение) или группа (груп­
повое реи/сние), и тем, производится выбор при оnредслен­
ности, при риске или при неоnределенности. При этом
индивидуумом считается человек или организация, име­
ющая единый интерес, служащий мотивом ее решения.
Всякое собрание таких индивидуумов, противоречия между
которыми разрешаются либо открытым конфликтом, либо
компромиссом, рассматривается как группа. В дальнейшем
в основном будут рассматриваться только задачи выбора
индивидуальных решений.
Говорят, что имеет место
1) вblбор ре/иениU при определенности, если каждое
действие неизменно приводит к однозначному исходу;
2) вblбор решений при риске, если каждое действие
приводит к одному из множества возможных частных
исходов, каждый из которых имеет известную вероятность
появления;
3) вblбор реlUений при неоnределенности, если каждое
действие приводит к одному из множества частных исхо­
дов, вероятности которых неизвестны или даже не имеют
смысла.
2. 3 а д а ч и в ы б о Р а. Выбор решения при опреде­
ленности сводится к следующему: дано множество доnу­
стимых действий (доnустимых решений), требуется в этом
множестве выбрать такое действие (решение), которое дает
минимум (или максимум) некоторого показателя, назы­
ваемого функцией цели.
Примерами нетривиальных задач выбора решений при
определенности, потребовавших развития новых разделов
математики, являются задачи линейного программирова­
ния, более сложными примерами - задачи нелинейного
программирования.
Сущность задач выбора действия или решений при
риске и неопределенности можно пояснить на следующем
IIРОСТОМ примере.
Пусть имеется множество действий или решений i =
= 1, 2, .,. , т и возможных исходов, однозначно опреде­
ляемых СОСТОЯН[1ЯМИ природы j=l, 2, .. " n, и пусть
[i: -затратbl (убblток, потери), связанные с действием i
при исходе (состоянии nрироды) j, В данном случае t/j
есть фУНКIща цели. Числа tll можно представить в виде
матрицы т Х n.
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Истинное состояние природы j неизвестно. Требуется
найти такое действие i (т. е. выбрать такую строку матрицы
ии}), которое в некотором смысле лучше других. Если
известны вероятности Рl' ... , Рn состояний j = 1, ... , N,
n2: Р! = 1, то имеет место задача выбора решений при
i= 1
риске. При этом часто выбирается действие i = 1, ... , т,
n
которое минимизирует оредние затраты 2: f{fPf' Это-
i= I
простейшая задача стохастического nрограммирования.
Насколько удачным показателем являются средние затраты,
зависит от конкретных обстоятельств. Например, если есть
два действия и два исхода с затратами, предстаВJJен­
ными матрицей табл. 1, в нижней строке которой указаны
Таблица 1




2 I 10000000 I 1
Р! I 0,000001 I 0,999999
вероятности исходов, то желание минимизировать средний
. убыток приводит к выбору действия 1. Преимущества
этого действия связано с пребыванием природы в мало­
вероятном состоянии 1. Если же учесть то, что природа
практически будет находиться в СОСТОS'lнии 2, в котором
затраты действия 1 больше затрат действия 2, то более
разумным кажется выбор действия 2. Такой выбор можно
обосновать, если вместо минимизации средних затрат мини­
мизировать вероятность
Р (i) = Р {j / {ll ~ N,
где f - некоторый уровень затрат, например f = 3. Однако
заметим, что если f = 1, то и этот критерий приводит
к выбору первого действия.
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Менее тривиальным примерам выбора решения при
риске является следующая задача стохастического про­
граммирования, связанная с планированием запасов.
Про с т ей ш а я з а Д а ч а с к л а Д и р о [j а н и я. Имеется
пункт (склад) вместимостьюа единиц, где требуется создать
запас некоторого продукта. К моменту планирования нет
точной информации о потребностях в этом продукте, но
есть основание считать величину спроса ~ случайной
с функцией распределенияН (г) = Р {~< г}. Пусть размер
запаса составляет х единиц. Тогда количество продукта,
которое будет отпущено со склада при условии, что его
запас х, а спрос ~, равно меньшему из двух чисел х и ~.
Поэтому ОJКидаемое потребление равно
х 00
~ z dH (z) +х ~ dH (г).
о х
Пусть доход от реализации единицы продукта состав­
ляет с единиц, Тогда ожидаемый доход при запасе х еди­
ниц равен
F(X)=C[~ZdH(Z)+XrdH(Z)]=
=сп Z dH (г)+x(l- н (х))].
Задача состоит в том, чтобы выбрать такое Х;?; О. кото­
рое максимизирует функцию F (х).
Мы видим, что определение значения функции цели
(дохода) в простейшей стохастической задаче планирова­
ния запаса связано с вычислением интеграла, который
в конечном виде берется только в редких случаях. Когда же
планируются запасы неоднородных продуктов, появляются
(см. § 4) многократные интегралы, что еще более услож­
няет задачу вычисления функции цели. Кроме того, функ­
ция F (х) рассмотренного выше примера MOJКeT оказаться
негладкой, что зависит от функции распределения Н (г).
Рассмотрим теперь некоторые критерии, которые бы­
ли преДЛОJКены для решения задач о выборе решения при
неопределенности, причем для простоты остановимся пока
только на задаче с конечным числом действий i = 1, ...• т,
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состояниями природы j = 1, ... , n и матрицей затрат
(потерь) f/f' Более общие задачи рассматриваются в даль­
нейшем. .
3. М и н и м а к с н ы й к р и т е р и Й. Согласно этому
принципу (критерию) принимающий решение пытается
свести к минимуму максимальный убыток, который он
терпит от того, что совершает некоторое действие. То есть
каждое действие i оценивается числом (гарантирован­
ным уровнем)
f и) = тах f/f
I
и «оптимальным» считается то действие, которому отвечает
наименьшее из чисел f и). Пример, представленный табл. 2,
т а б л и ц а 2 показывает, какие возраже­
ния обычно выдвигаются про­
тив минимаксного принципа.
Здесь согласно минимакс­
ному принципу действие 2
оказывается предпочтитель­
нее, чем 1. Между тем очевид­
но, что действие 2 разумно
только в том случае, когда
состояния j = 1, ... , n ко!!т­
ролируются сознательным противником, который может
быть полностью осведомлен о действиях принимающего ре­
шение и матрице убытков и обязательно выберет j = 2.
4. К Р и т е р и й С э в и Д ж а. Этот критерий называют
еще критерием МUlшмакс/юго риска. для каждого состоя­
ния природы j отыскивается min f/f. В предыдущем при­
I .
мере minfil=O, minfi2=0,9. Условимсярискомназывать
I I
разность f 1/ - miп fi/. Поэтому, если природа находится
i
в состоянии j = 1, то пр!! выборе действия i = 1 нет риска,
но есть риск при выборе i = 2, равный 0,9; если истин­
ное состояние природы j = 2, то нет риска при выборе
действия i = 2 и есть риск, равный 1- 0,9, при выборе
действия i = 1.
В соответствии с этим будем рассматривать матрицу,
лредставленную табл. 3, и выбирать то действие, которое
минимизирует наихудшее, что может предложить природа
при данной матрице убытков. То есть будем минимизи-




ровать mfx lfij - m}п fij j. Согласно критерlIIО Сэвиджа
будет выбрано действие 1.
Серьезные возражения против рассмотренных двух
последних принципов, а та~же некоторых других, осно­
ванных на оценке каждого Т а б л и ц а 3
действия некоторым гаранти­
рованным уровнем, сводятся к
тому, что в примере, заданном
табл. 4, с точки зрения этих
принципов оба действия оди­
наковы.
5. О п т и м а л ь н о с т ь
поП а р е т о. Действие (ре­
шение) i называется опти-
мальным по Парето, если не существует k OF i такого, что
fki ~ f/j
Д,1Я каждого состояния j = 1, ... , n*). В последнем примере





о о о о
6. При н ц и п н е Д о с т а т о ч н о г о о с н о в а н ия.
А при о р н ы е р а с пр е д е л е н и я. Этот пршщип впер­
вые сформулирован Якобом Бернулли (1654-1705) и со­
стоит в том, что если нет основания считать одно из
состояний j более вероятным, чем любое другое, то их
следует считать равновероятными и сводить задачу к вы­
бору решения при риске. В частности, в указанном выше
ПРI1мере данный принцип, если минимизировать средний
убыток, приводит к выбору действия 2.
• ) ПреДПОJlзга,"тся, '!То (fkl' ... , fk") =F ({/l' .... fl")'
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Имеются возражения и против этого критерия, напри­
мер, этот критерий, как и два предыдущих, основан на
ПОJ1НОМ незнании истинного состояния природы, а на прак­
тике принимающий решение, как правило, имеет некото­
рую информацию о нем. Можно ли в этом случае на со­
стояниях природы задать априорное распределение вероят­
ностей, отличное от равномерного? Это интересный вопрос,
решение которого упирается в философские понятия тео­
рии вероятностей, в понятие субъективной вероятности,
и его обсуждение потребовало бы большого отступления.
Поэтому отметим только, что такие принципы существуют
и OC~OBaHЫ на процедурах опроса экспертов и обработке
их результатов.
Например, в PERT дЛЯ оценки распределений сроков
выполнения работы экспертам предлагается указать три
оценки: оптимистическую, пессимистическую, и наиболее
вероятную, на основе чего (с помощью статистической об­
работки) затем строится искомое распределение. Очевид­
но, что такой метод оценки меры неопределенности како­
го-либо параметра может применяться во многих случаях.
7. К о м б и н и р о в а н н ы е к р и т е р и и. Комбиниро­
ванные критерии применяются тогда, когда для одних
неопределенных параметров имеет смысл задать распреде­
ление вероятностей, а для других - применить какой-либо
другой критерий, например минимаксныЙ. Такие поста­
новки задач обсуждаются в гл. IV, У. С математической
точки зрения комбинированные критерии приводят к слож­
ным стохастическим экстремальным задачам.
Из сказанного видно, насколько разнообразными могут
быть подходы к выбору решений в условиях неопреде­
ленностей и что здесь невозможно предложить какой-либо
универсальный, единый критерий и подход. Какие кри­
терии следует принять, зависит от конкретной обстановки.
Например, если речь идет о погодных УСJlОВИЯХ при пла­
нировании сельскохозяйственной продукции, то здесь
вряд ли оправданы минимаксные критерии; если же пла­
нируется вооружение и речь идет о количестве, скажем,
ракет преДПОJlагаемого противника и прогнозе направле­
ний его «удара», то при определении направлений удара
можно исходить из худшего случая (минимаксный кри­
терий), а число ракет характеризовать распределением
вероятностей.
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§ 3. Нелинейное и стохастическое программирование
]. Общие замечания. Оперативное и пер­
спективное стохастическое программиро­
в а н и е. Проведем на чисто ОПllсательном уровне парал­
лель между задачами нелинейного и стохастического про­
граммирования.
Обычные задачи нелинейного программирования воз­
никают в том случае, когда каждое допустимое действие
(решение) можно однозначно охарактеризовать конечным
набором чисел Х = (Хl' ... , X/l), каждому Х поставить
в соответствие однозначные числовые показатели {" (Х),









где Х - некоторое множество n-мерного пространства R/l,
отвечающее обычно ограничениям специального вида, на­
пример:
Х={(х1 , ... , X/l): Хl?О, "0' X/l?O}.
Экстремальная задача (1.3) - (1.5) - общая задача не­
линейного программирования.
Точка Х = (Хl' ... , Х,,), удовлетворяющая ограничениям
(1.4) - (1.5), называется допустимой точкой (допустимым
решением, планом). Множество всех допустимых точек
образует допустимое множество (допустимую область),
которое обычно обозначается через D. Функция {О (Х)
называется функцией цели, а fl (Х) - функциями огранuче­
ниЙ. допустимая точка (допустимое решение), минимизи­
рующая функцию цели, называется оптимальной точкой,
точкой экстремума, оптимальным решением или просто
решением.
Теория нелинейного программирования строится в пред-
положении, что функции fV (Х), V = О, 1, о О ., т, - одно-
значные, что имеется возможность вычислять точные зна­
чения этих функций, их производных, а также установить
пр инадлежность решения Х множествуХ.
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Задачи стохастического программирования возникают
тогда, когда каждое действие приводит к неоднозначному
исходу и с каждым решением х можно связать числовые
параметры fV (х, 8), v = О, 1, ... , т, зависящие от реше­
ния х и «состояния природы» 8. В стохастическом про­
граммировании предполагается, что 8 является элемен­
тарным событием некоторого вероятностного пространства
(8, &, Р). Это пространство может зависеть от х и назы­
вается npoCmpaHCtn80M состояний (природы) или nростран­
ством (случайных) параметров. В дальнейшем, если это
особо не оговаривается, предполагается, что (8, &, Р)
не зависит от х, хотя для прямых методов, рассматри­
ваемых в гл. IV, это предположение несущественно.
Распределение Р может быть известным или неизвестным,
и в следующем параграфе рассматриваются задачи как
с известным, так и с неизвестным Р.
Так как при каждом х значения функции цели fO (х, В)
и функций ограничений fl (х, 8), i = 1, ... , т, зависят от
реализации 8, то в задачах стохастического программи­
рования имеется большая свобода в том, какие решения
следует считать допустимыми и оптимальными. Например,
ДОЛЖНЫ ли они быть детерминированными или случай­
ными?
Постановка задач стохастического программировання
существенно зависит от того, имеется ли возможность при
выборе решений уточнять состояние природы путем неко­
торых наблюдений или нет. Так, при планировании на
перспективу (при перспективном планировании) решение
принимается перед тем, как будут сделаны наблюдения
над состоянием природы (скажем, станут известными потреб­
ности в планируемом интервале), и оно бывает детермн­
нированным. В задачах оперативного или текущего плани­
рования, медицинской диагностики решения принимаются
после некоторых экспериментов (наблюдений) над состоя­
нием природы 8, зависят от результатов экспериментов и
поэтому бывают стохастическими.
Если в результате эксперимента состояние природы 8
становится известным, то выбор решения х (8) при дан­
HO~ 8 сводится к обычной задаче неЛllНейного программи­
рования: минимизировать
(1.6)
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в общем же случае эксперимент полностью не опреде­
ляет СОСТОЯНIIЯ природы, IIОЭТОМУ этапы выбора решений
могут чередоваться с этапаМII набmодеНIIЙ над состоянием
ПРIlРОДЫ. ТО есть имеют место многоэтапные процессы
выбора решений, каждый из которых развивается по одной
ИЗ двух цепочек:
решение - ндблюдение - рещение - ...
. .. - наблюдение - решение,
наблюдение - решение - наблюдение - ...
. .. - наблюдение - решение.
Условимся цепочку решений называть N-этапной, еСЛII
в этой цепочке слоnо «решение» встречается N раз.
Если цепочка начинается со слова «решение», то усло­
вимся задачу выбора решения называть N-этапной задачей
перспективного стохастического программирования, а если
со слова «наблюдение» - N-этапной задачей оперативного
стохастического програм.мирования.
Заметим, что многоэтапность здесь не понимается во
временном смысле. Каждый из этапов «наблюдение» или
«решсние» может быть связан с определенными времен­
ными этапами, и тогда целесообразно говорить об N -этап­
ных динамических задачах стохастичсского программиро­
вания. Кроме того, термины «оперативное» И «перспективное»
внедены также чисто условно. С формальной точки зреНИ51
задачи, аналогичные задачам оперативного стохастического
программирования, могут возникать не только в вопросах
технико-экономического планирования, но 11 в медицинской
диагностике (диагноз, а ПОТОJ';lУ 11 способ лечення зависит
от результатов обследования больного), в практике упра­
вления (водитель автомашины, пилот ПРllнимают решения
в зависимости от наблюдаемой ситуаЦШI). ПРI! расчете же
оптимальных траекторий управляемых объектов, в зада­
чах проектированrIЯ, когда параметры системы должны
быть выбраны ВПОЛf-Iе KOHKpCTHbl,';III, детерМИНlrр()ваннымн
веЛlIчинами, но IЗ расчете на опрс,l,с.'Iеill!ЫЙ диапазон
~ Ю, М. ЕРЫОl1ьев
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случайных аозмущений, возникают задачи, аналогичные за­
дачам перспективного стохастического программирования.
Наряду с предложенной здесь терминологией (или
вместо нее) можно пользоваться терминологией, принятой
в теории статистичеСI<ИХ решений. В этом случае одно­
этапные задачи стохастического программирования отве­
чают статистическим играм с единичным испытанием,
а многоэтапные - играм с последовательными выборками
фиксированного или нефиксированного объема.
При построении моделей оперативного и перспектив­
ного стохастического программирования, при выборе под­
ходов к их анализу и решению важно учитывать тре­
бования, которые предъявляет практика к правилам
выбора решений.
Задачи оперативного стохастического программирова­
ния - это задачи. выбор решения в которых происходит
буквально в реальном масштабе времени, поэтому здесь
приемлемыми могут оказаться только такие модели и
методы, которые приводят к простым правилам выбора.
Малая продолжительность интервала планирования обычно
приводит к тому, что основные технико-экономические
показагели в этом интервале не претерпевают существенных
изменений, и задачи оперативного стохастического про­
граммирования с достаточной точностью аппроксими,
руются некоторыми детерминированными, очень часто
линейными аналогами.
В задачах перспективного стохастического программи­
рования практика не предъявляет столь жестких требо­
ваний к правилам выбора решений, но здесь чрезвычайно
существенным становится фактор неопределенности, из-за
чего замена их детерминированнltlМИ аналогами оказывается
недопустимоЙ.
В следующем параграфе будет показано, что с фор­
мальной точки зрения общие задачи стохастического про­
граммирования сводятс" к задачам математического про­
граммирования в абстрактных пространствах.
Существенное отличие стохастических задач от обычных
задач математического программирования состоит в том,
что функционалы цели и ограничения этих задач, как
правило, не вычисляются точно. В особенности это стано­
вится ясно из анализа задач перспективного стохаС'ГИ'lе­
екого программирования.
НЕЛИНЕйНОЕ ПРОГРАММИРОВЛНИR
2. З а Д а ч а пер с п е к т и в н о г о с т о х а с т и ч е с к о г о
про г р а м м и р о в а н и я. Если решение х детерминиро­
ванное и принимается п~ред тем, как наблюдается состоя­
ние 8, то соотношениям (1.6) - (1.7) следует придать опре­
деленный вероятностный смысл, поскольку при фиксиро­
ванном х для одних 8 соотношения (1.7) могут выполняться
и х окажется допустимым решеНJlем, а для других могут
не выполняться. Часто (1.6) - (1.8) понимаются в смысле
минимизации математического ожидания
РО (х) = М fO (х, 8)
при ограничениях





Функции pv (х), v = О, 1, ... , т, называются ФУНК­
циями регрессии.
Могут быть и другие постановки задач, например,
минимизировать вероятность отклонения
при условиях
QO (х) = Р {fO (х, 8) ~ f} (1. 12)
fO (х. 8) ? f.
fO (х, 8) <1,
QI(X)=P {,I(X, 8)",:;0}-PI~0, i= 1, ... , т, (1.13)
ХЕХ, (1.14)
где f, PI - некоторые числа. Постановки (1.9) - (1.11) и
(1.12) - (1.14) уже анализировались в предыдущем пара­
графе. Очевидно, что они не исчерпывают всего разно­
образия постановок, так как можно рассматривать задачи,
являющиеся смесью задач (1.9)-(1.11), (1.12)-(1.14),
или задачи с привлечением моментов второго и более вы­
соких порядков, однако эти постановки задач являются
типичными для иллюстрации основных особенностей.
Заметим прежде всего, что формально можно рассмат­
ривать только задачу (1.9)-(1.11), так как (1.12)-(1.14)
легко сводится к (1.9)-(1.11) с помощью характеристи­
ческих функций множеств (8: fO(x, 8)~п, {8: fl(X, 8)"':;0},
т. е. функций
{
1.хО (х. 8) =
О,
2*
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для которых
МхО(х, 8)=P{fO(x, 8)~n, Mxi(x, 8)=P{fl(X, 8)~0!.
По внешнему виду задача (1.9) - (1.11), очевидно, на­
поминает обычную задачу нелннейного программирования
(1.3) - (1.5) при rv (х) = р: (х), v = О. 1, ... , т, но это
только чисто внешнее сходство. В задаче (1.9) - (1.11).
как правило, не выполняется основкая преДПОСЫЛI<а тео­
рии нелинейного программироваllllЯ: Лрl! каждом х не­
возможно вычислить точиые значеllН я фу нlщи Й ру (х ), тем
более их производных. КШ, покажут ПРШlеры. рассмат­
риваемые в следующем параграфе, доступной ~JВляется
информация не о значениях ру (х). v = о, 1, ... , 1Jl, а о зна­
чен!!ях функций r (х. 8), v = 1. 2, ... , m, для отдельных В;
поэтому основная трудность COCTOIJТ В том, чтоб;,1 решить
задачу (1.9) - (1.11), не зная функцнй р: (х), v = о, 1, т,
а пользуясь только значениями fY(x, 8), v=O, 1, m.
В тех случаях, когда удается иайти фУIНЩIНl ру (х), ,. =
=о О, 1, ... , т, экстремальная задача (1.9) - (1.11) ничем
не отличается от задач нелинейного программирования, ее
стохастическая природа проявляется только на этапе
понска функuий РУ (х), v=O, 1, ... , m. В большинстве
работ по стохастическому программированню авторы идут
именно по этому пути, т. е. стремятсн найти ру (х) и )3-
тем I1рименить методы нелинеиного прогрзммировання.
Если это не удаетсн сделать, заменяют задачу (1.9) - (1.11)
некоторьш приБЛИЖСШIЫ:V1 детерминироваНН"IМ эквнвален­
том, например, рассматриваются вместо ру (х) функции
(У(х, В), где В - среднее зиачение В. Подобные подходы
к решенню можно назвать непр.'iлt'JIМИ методами стоха­
стического программирован.ия (стохастическая задача ре­
шается как бы в обход. через детерМIIIlJlрованную задачу).
В ()тличие от I1f1Х методы поиска решений, основанные lJa
информащlН о значениях f\' (х, В), можно назвать прямьшu
.методами стохастичес/{ого программuрованuя.
3. Общие сведения по нелинейному нро­
г р а м м и р о в а II и ю. Решение задачн IlеJiинейного про­
грамми рованн я обеспечивает абсолютн.ыЙ (глобальный)
АIИНИА1УА/ функции цели в допустимой областн: ни в одной
другой точке допустимого множества щ'левая фУНl(I(l1 ~I
не HplIТmMaeT меньшего значеНII я. Kp0:Vle абсолютного
минимума внекоторой то'ше допустимой области функция
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цели может достигать локnльного (относительного) J,lllНИ­
мума: ни в одной точке допустимого множества, доста­
точно близкой к точке локального минимума, функция
цели не принимает меньшего значения. Очевидно, абсо­
лютный минимум является и относительным, однако
обратное утверждение в общем случае неверно. ЛокаЛЬНhlЙ
минимум совпадает с абсолютным, например, тогда, когда
допустимое множество является выпуклым множеством,
а функция цели - выпуклой вниз функцией. Множество D
называется ВblnУКЛblМ, если для любых двух ТОчек х! Е D,
х2 ED
Ax!+(I-А)х2 ЕD, O~A~I.
Множество точек АХ!+ (1 - А) х2 , О,,;;;; А";;;; 1, называется
отрезком, соединяющим две точки х!, х2 , поэтому выпук­
лому множеству D вместе с любыми двумя его точками
принадлежит и соединяющий их отрезок.
Фун)кция F (х) набзывается Вblnуклоf в~из (просто вы- (,j
nуклой , если для лю ых двух точек х , х
F (АХ! + (1 - А) х2 )";;;; АР (x l ) + (1 - л) F (х2 ),
О ~ А ~ 1. 0.15)
Если неравенство (1.15) выполняется при О<А<1 как
строгое неравенство, то функция называется строго вы­
nуклой (вниз).
Функция F (х) называется выпуклой вверх (вогнутой),
если фУНКlщя -р (х) является выпуклой вниз.
допустимое множество D является выпуклым, напри­
мер, в том случае, если {/ (х), i = 1, ... , т - выпуклые
вниз фУIlЮЩИ, Х - выпуклое множество. При этих пред­
положеllllЯХ и при выпуклой вниз функции (IJ (х) задачу
lIелинсйного программирования (1.3) - (1.5) принято на­
зывать задачей Вblnуклого nрограммирования.
Общая задача неЛllIlейного программирования (I.~)­
(1.5) тесно связана с задачей отыскания седловой точки
функции Лагранжа
т
ер (х, и) = fO (х) + ~ иJ/ (х)
;=1
n облаСТJi Х Е Х, и ~ О. Переменные и/, i = 1, ... , т,­
множители Лагранжа. Пара векторов (х, а) называется
седловой точ.коЙ функции ер (Х, и) в области х Е Х, И ~ О,
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<р (х, и) Е; <р (х, а) Е; <р (х, а)
для BC~X х Е Х, и;;?: О. Это можно записать еще так:
<р (х, а) = тах min <р (х, и) = mln тах <р (х, и).
U~OXEX XEXu~D
т е о р е м а 3. Если (х, а) - седло~ая точка функции
<р (х, и) в области х Е Х, и;;?: О, то х явлжтся опти­
мальной точкой задачи (1.3)-(1.5).
Приведем доказательство этой теоремы, так как оно
характеризует некоторые важные свойства решения х н
множителей Лагранжа а.
По определению седловой точки
т т т
'О (х)+ ~ u/fl (х) E;fD (х)+ ~ a/f/ (х) E;fO (х)+ ~ U;fl (х)
1=\ 1-1 1=1
при всех х Е Х, и;;?: О. Следовательно,
т т
~ Uff/ (х) Е; ~ Ulfl (х),
1=1 '=1
что возможно только в том случае, если
'/ (х) Е; О, i = 1, ... , т,
так как иначе выбором достаточно большого положитель­
ного числа и/ левую часть предыдущего неравенства
можно сделать как угодно большой. Более того, должно




~ U/fl (х) = О.
;= 1
т
'О (х) .,:;; 'О (х)+ ~ u/f/ (х)
I~ I
(1.16)
для всех х е Х, в частности, при х Е D (допустимая
область). Но если х Е D, то 'l (х) Е; О, поэтому
fO (х) E;fo (х), х Е D.
Теорема доказана.
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Утверждение, обратное утверждению теоремы 3, имеет
место лишь для задачи выпуклого программирования
в предположении, что ограничения (1.4)-(1.5) удовлет­
воряют условию Слейтера [64]. Согласно ~этому условию
должен существовать допустимый вектор х, при котором
{l (х) < О, i = 1, ... , т.
Важность этого условия обычно связана с тем, что из него
следует ограниченность множества компонент и седловых
точек (х, а) функции Лагранжа ер (х, и).
Действительно, из неравенства
т
{О (х) .,;;{О (х)+ ~ U;{l (х), Х Е Х,
ir:::al
имеем
i= 1, ... , n,
так как {l (х) .,;; О. Следовательно,
Ul .,;; ({о (.'<) - {О (х) )!fl (х).
Имеет место следующее уточнение теоремы 3. Пусть
{V (х) - выпуклые вниз функции, Х - выпуклое множество,
ограничения (1.4)-(1.5) удовлетворяютусловиюСлеЙтера.
т е о р е м а К у н а - ! а к к ера. Вектор Х является
оnтим.аЛЬНblМ тогда и только тогда, когда существует
вектор И;:?= О, при котором (х, а) является седловой точ­
кой функции ер (х, и).
доказательство этой теоремы имеется в [64].
Пусть L - линейное пространство, т. е. множество,
в котором для каждых двух элементов х, у Е L опреде­
лены операция сложения х+ у Е L и операция умножения
на вещественное число ЛХ так, что
(x+y)+z=x+(y+z), х+у=у+х,
х+О=Х, ох=о,
(1+ J.1) х= ЛХ+ !-LX, Л (х+у) = лх+лу,
(Л!-L) х = Л (!-Lx), lх = х.
PaCCM01P~~ фУЮЩUРН{lлtJl {V (х), V = О, 1, ... , т, на L,
т. е. отображения, ставящие в соответствие каждому х Е L
число fV (х), и задачу математического программирования
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в абстрактном пространстве: минимнзировать {О (Х) lJpll
ограничениях fi (х) ~ О, i = 1, ... , т.
Пусть
fV' ( ) _ l' fV (Х+ЛU)-F(Х)v х, v - 1т л '1.. __ +0
'~' (х) - выпуклые вниз по v функционалы.
Т е о р е м а 4. Если х - решение рассматриваемой за­
дачи, то найдутся такие числа иv ~ О, v = О, 1, •.. , т.
не все равные О, что
гn2: иvf~' (х) ? О, и/ (х) = О. i = 1•...• m.
'У=о
доказательство этой теоремы имеется, например, в rSfil.
4. r рап, и е н т. Пусть F (х1 , .•• , х,,) - неПрt'рывнО
дифференцируемая функция. v = (Vl • •••• v,,) - некоторое
направление. Сдвинемся из точки х в направлении V
с шагом р > О. т. е. рассмотрим точку х+pv. Тогда при
малом р
"F (x+pv) = F (х)+ р 2: Fx, (х) v/+o(p).
;=1
дРгде величина о (р) такова. о (р)/р -+ о при р -+ О, F Х = д-о
I Х)
Следовательно. направление v. в котором функция F (х)





а вектор v=-(Fxl , .... Fx ,,) всегда будет характеризо­
вать направление убывания F (х). причем этот вектор на­
правлен по внутренней нормали (рис. 2) к единственной
касательной гиперплоскости, которую можно провести
к ли нии уровня !у: F (у) = F (х) I в точке х. Следовательно.
'Q'обы из точки х сместиться в область меньших значений,
достаточно найти -F.% (х).
Вектор Р.% (х) = (F xt • •••• Fx,,) называется градиентом
функции F (х). Этот вектор характеризует направление
возраСТiJlIlfq F (х). Вектор -р.\ (х) называется антигра­
диеН!710М.. О'lевидно. если точка х - точка локального
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(1.18)
экстремума (локального минимума или максимума), то
F () О или aF (х) - О (. = 1.х х = • дх/ - • • • •• n.
В соответствии с этим определяется градuенпmый
м,еmод поиска минимума:
Xs+1=xs_Ps"YsFx(XS), 5=0'1..... (1.19)
где ХО = (X~, .•. , X~) - произвольная начальная точка;
XS = (х;. . ..• X~) - точка, полученная после 5-ГО шага
(итерации); Ps - величина шага спуска (шаговый множи-
тель), Р ..~ О; "Ys - нормирую· -1:.(;];)
щий множитель. Если при этом :с
удачно выбирается величина
Ps, то с каждым шагом проис­
ходит уменьшение F (Х) и в пре­
деле точка X S приближается к
точке. в которой выполняются ;:;(х)
соотношения (1.18).
5. О м и н и м и з а ц и и н е- Рис 2.
г л а Д к и х Ф у н к Ц ий. О б о б·
щ е н н ы й г р а д и е н т. Весьма важными в приклад­
ном отношении являются вопросы минимизации непре­
рывных. но негладких функций. Отсутствие непрерывных
производных функций цели или ограничений экстремаль­
ной задачи существенно усложняет поиск точек экстремума.
Например, если функция ;' (Х) недифференцируемая. то
классические уравнения (1.18) [J точках локального экстре­
мума уже не имеют места. Негладкий характер функции
обусловлен различными причинами. Часто функция бывает
задана в дискретных точках, между которыми ее значе­
ния аппроксимируются функцнями заданного вида, ска­
жем линейными. Такие зависимости характерны для эконо­
мических приложений, причем заданные точки отвечают
определенным качественным сдвигам планируемого про­
цесса (введение нового пути на учасТ!,е железной до­
роги. изменение диаметра трубопровода). между которыми
затраты на едиHI1IlY продукта считаются постоянными.
Важный класс Ilегладких функций возникает в теории
приБЛIIжеНIJII. при решении llесовмеСТllЫХ систем уравне·
ний, пр!! решеНllН парамеТрllческих задач линейного
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программирования, задач выбора решений при не('шределен­
ности.
Так, в качестве решения несовместной системы урав­
нений
fI
2: а/;х/=Ь/, i= 1, ... , т,
I~ I
берется вектор х, минимизирующиА функцию
F (х) = max Ii: а//х/- b/I·
/ 1= I
Присутствующая здесь операция взятия максимума при
каждом х приводит к негладкой функции F (х). Подобная
задача возникает и при выборе решения в условиях не­
определенности по минимаксному критерию. В этом слу­
чае качество решения х в состоянии природы 6Е е
характеризуется функцией потерь f (х, 6). По минимакс­
ному критерию выбирается такая точка х, которая мини­
мизирует функцию
F (х) = шах f (х, 6).
ВЕ8
Необходимые и достаточные признаки экстремума не­
гладких функций стали в систематической форме иссле­
доваться в течение последнего десятилетия, и с основными
~ (;сВ) результатами в этой области
;с можно познакомиться, напри­
мер, по работе [56].
Численный метод (обобщен­
ного градиентного спуска) ми­
нимизации выпуклой вниз не­
гладкой функции предложен
Рис 3. в 1962 г. в работе [63], а в
работах [18], [53] были даны
наиболее общие условия его сходимости.
Основная идея состоит в следующем. Если выпуклая
вниз функция F (х) не имеет непрерывной производной,
то ее линии уровня могут терпеть изломы, например так.
как в точке XS на рис. 3. В этом случае в точке XS нет
единственной касательной гиперплоскости, а имеется целое
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•семейство так называемых QПОРНЫХ гиперплоскостей,
которые можно провести через точку х$.
Оказывается, что подобно тому, как касательная гипер­
плоскость может быть охарактеризована градиентом,
каждая опорная гиперплоскость характеризуется некото­
рым вектором, направленным по внешней нормали к гипер­
плоскости и получившим название вектора обобщенного
градиента. Если функция F (х) выпуклая вниз, то векто­
ром обобщенного градиента в точке х называется любой
вектор Ех (х), удовлетворяющий неравенству
(1.20)
для любых точек z. Пrиведем примеры таких векторов.
Пусть F(x)=maxf(x, y)=f(x, у (х)) , где функция
У Е уf (х, у) при каждом у выпуклая и непрерывно дифферен­
цируемая по х. Тогда
Ex(x)=lx(x, y)llJ=y(x)=lx(x, у (х)),
где {"..: (х, у) - обобщенный градиент f (х, у) при даННitМ у.
Если {(х, 11) по х гладкая функция, то Fx(x)=fx(X, у (х»).
Действительно, с учетом (1.20)
F(z)-F(x)=f(z, y(%»-f(x, y(x»~
~ f (z, !I (х» - f (х, у (х» ~ (/х (х, у (х», z - х).
Если, например,
F (х) = тах I±aljx/- b~ I= тах тах 2: (al/x; - Ь/) Л/,
1 /-1 1 о::,;:лl::,;:II./
n
2: а/;х! - Ь ; < О,
/-1
n
2: al/x/- Ь/;::: О,
;=1
то Рх (х), компоненты которого условимся обозначать через
Рх,(х), т. е. Ех (х) = (EX1 (х), ... , Рхn(х)), имеет вид
Р., (х) ~ f а", если1- аи, если
где l - i (х).
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Rо(iщем <'лучае Bel\ТopOB [.\ (х), УДОВJIСТIЮРЯЮЩНХ(1.20),
бесконечно много и каЖДI,IЙ из них отвечает определенной
опорной гиперплоскости. Но если ФУЮЩШI F (х) непреры­
вно дифференцируемая, то неравенству (1.20) удовлетво­
ряет единственный вектор-градиент функции F (х).
По аналогии с градиентным методом (1.19) рассмотрим
последовательность точек xS , определенную соотношением
(1.21 )
где хО - произвольное начальное приближение, Ps - вели­
чина шага, Fх (X S ) - один из обобщенных градиентов в
точке XS ; Ys - нормирующий множитель. В частности, этот
вектор может быть выбран так, как указано на рис. 3,
и тогда, очевидно, движение в противоположном направ­
лении (как того требует процедура (1.21)) не ведет в область
меньших значений функции цеЛlI. То есть, в отличие от
метода (1.19), метод (1.21) не дает монотонного уменьше­
ния Функции цели с каждым шагом, и в этом его качест­
венное отличие от обычного градиентного метода. В методе
(1.19) изменение шага Ps легко поставить в зависимость
от изменения Фупкции цели (если Функция цели не убывает,
то шаг уменьшается, так как поиск происходит уже в
окрестности точки минимума, соизмеримой с величиной ,
шага). В (1.21) обратную связь при управлении величинами
Ps ввести подобным образом невозможно, поэтому в ра­
ботах [18], [53] было предложено «программное» управ­
ление значением Ps в методе обобщенных градиентов (1.21):
00 '
Р ..~ О, Ps -- О, ~ Ps = 00, причемYs >0, Ys 11Рх (xS)11~ const.
s=o
Эти условия кажутся вполне естественными для сходимости
последовательностиXS к точке минимума F (х). В частности,
расходимость ряда L Ps должна обеспечить достижение
точки экстремума из произвольной точки хО.
Эвристически возможность поиска минимума методом
(1.21) легко понять из рис. 4, из которого видно, что хотя
значение функции цели и не убывает при движении в
направлении вектора -РХ (XS ), но при определенном Ps
убывает расстояние до точки минимума Х*.
11зложим Л,оказательство сходимости процедуры (1.21),
следуя работе [18]. Предварительно несколько обобщим
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('\:. 1l\'СТЬ TPl'OY\:TCH МI1IIШI1l311IЮВi1ТЬвыпуклуювню ФУIJl(­
цИЮ F (.\) при Х Е: Х, где Х - BbIrrYKJlOe множество. ДJ1Н
решения этой задаЧII p:XOIOT[JIIM следующую ПрОI(едуру:
(1.22)
где л,х (г) - операция, !(QТОРУЮ условимся называть оnера­





а/ < Zi <Ь/.
в частности, еСЛIl Х = (х =
(.\1' ,хn ). ai -о:; х/ ~ bi ,
i = 1, , n!, то
л,х (г) = (лх (г)1 • ...• л,Х Иn),
для любого У Е: Х.
НеТРУДIlО убеДIlТЬСЯ в TO;,I, '!тО в качестве л,х (z) можно
принять решение следующей экстремальной задачи (при
данном г): t&(х5)
11 Z - х 1;2 = min, Х Е Х. I
.т/
Обозначим через Х* множество точек минимума F (х)
в области Х, точки х5 определены согласно (1.22) и суще­
ствует Х*ЕХ*, дЛЯ которой Ilx*ll~const.
т е о р е м а 5. Если для любого числа L < 00 найдется
такое число CL < СО, что
IIFx(x)II~CI. при ~x~~L;
'\'5> О, '\'5 [!рх (х5) 11~ const;
со





то найдется такая nодn(1следовпmельность F (х''') последова­
тельности Р(х5), что lilПF(х'/г)=F(х*), Iг-+~,,,. т. е.
lim min F (x k ) = F (х*).
s~cok:S;;;s
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Условимся KOHCTaHTQI Qбознзчзть буквой С. По ollpe-
деJlению операции ЛХ (г) и с учетом (1.23) имеем
~ х* - xs+!112 = 11 х* - XS + PsysFx (XS ) 112 =
= (х* - XS +Psys}\ (XS ), х* - XS +PsysFx (XS )) =
= 11 х* - XS 112 + 2psys (рх (XS ), х* - xs) + p;y~ 11 рх (X S ) 112,;;;;
,;;;; ~ х* - XS 112. + p"Ys l2(1,\ (XS ), х* - xs)+Cps]. (1.26)
Рассмотрим произвольное б> о. При каждом
возможны два случая:
2(Рх (XS ) , х* - xs ) +Cps,;;;; - б,




Покажем, что не существует такого N, что при всех s~ N
выполняется (1.27). Действительно, если бы это имело место,
то при s~N
11 х* - ХН! ~2 ,;;;; ~ х* - XS 112.;
поэтому, учитывая условия теоремы, имеем 11 Fх (XS ) 11,;;;; С,
и в соотношениях (1.24) можно взять Ys~ У > о. Тогда из
(1.26) следует, что
S
ix* - xН1l~ OEt; Ilx* _XS~2. - бурs < ~ х· - xN 112 - бу S Pk,
. J. k-N
I'\\~
И при S -+ 00 первая часть этого неравенства неограниченно
убывает, что противоречитнеотрицательностичисел Ilx*-хS i i2 •
Поэтому существуют, причем как угодно большие, номера
5 - Sk, при которых
2(рх (XSk ), х· - XSk ) +CPs k > -б.
т ак как Р S -+ О, то отсюда следует, что для любого g > О
найдется такое Ке , что при k~Ке
(Fx(xSk ), X*-X'/i»-8
и, тем более,
F (х*) - F (XSk ) ~ (рх (XSk ), х* - Х5/') > - 8,
т. е.
lirn F (X'k ) = F (х*).
k-'80
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Т е о р е м а 6. Пусть в дополнение к условиям доказанной
теоремы 5 множество Х* огrЮНtlчено. Тогда последователь­
ность F (X S ) сходится к F (х*)'
Оценим 11 х* - XS 112 при S" ~ S ~ 8k+1, k = О, 1, ... Из нера.
венства (1.20) при х = х* следует неравенство
(рх (х'), х* _xs ) ~O;
поэтому при 8 = 8" из (1.26) имеем
~ х* - xSk + I 1/2 ~ 11 х* _ X Sk 112 +CPik'
так как всегда можно считать 1',~ сопst. При '. *- Sk'
k=O, 1, ... ,
поэтому для любого s, Sk ~ S < S"i1,
inf 11 х* - хН1 112 ~ inf 11· * - XSk 1112 + Cp~ .х. х. 11 k
Так как множество Х* ограничено, F (X Sk ) --+ F (х*), то,
переходя, если надо, к подпоследовательности последователь-
ности XSk , k = О, 1, ... , получаем, что inf 11 х* - XSk 112 --+ О
Х*ЕХ·
при k --+ 00. Тогда из предыдущего неравенства получим
inf 11 х* - х' 112 --+ О, т. е. F (X S ) --+ F (х*) при s --+ 00, что и
Х*ЕХ·
требовалось доказать.
3 а м е ч а н и е. Если в теореме 5 вместо (1.25) потре­
бовать, чтобы
Ps?co О,
то можно показать, что последовательность X S сходится
к решению х· .. Х* (без предположенияоб ограниченности
множества Х*). Это будет легко следовать из общих
результатовгл. 111. Отметим также, что доказанные теоремы
о сходимости метода обобщенных градиентов справедливы,
по существу, для любых функций и векторов Fx(X), удо­
влетворяющих нерааенству (1.20).
б. О методе штрафных функций. Одно из
интересных приложений меТОЛ,а обобщенных градиентов
свюано с обоснованием важного метода штрафных функ­
[{ий (прямого градиентного метода [76 О.
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Пусть требуется минимизировать функцию
fO (х) (1.29)
при ограничениях
fi (х), i= 1, ... , т, (1.30)
ХЕХ. (1.31 )
Предположим, что легко осуществить операцию проек­
тирования на множество Х. Вместо сформулированной
задачи рассмотрим задачу минимизации функции




х Е Х, (1.33)
где с (fi) = С (достаточно большое чис.тю) при fl (х) > О
и с (fi) = О при [i (х) = О.
Естественно ожидать, что при достаточно большом
значении штрафа С решение задачи (1.32) - (1.33) будет
в IJeKOTOpoM смысле близко к решению (1.29)-(1.31). Так
как точка локального минимума задачи (1.32) - (1.33)
может не быть ДОПУСТIIМЫМ решением исходной задачи
(1.29)·- 0.31), то лреДПОJ10ЖИМ, что fV (х), v = О, 1, ' .. , т, -
[Шflуклые вниз 11 непрерывные при х Е Х функции, Х­
выпуклое и замкнутое множество, огр аничени я (1.30)-- (1.31)
удовлетворяют условию Слейтера, Обозначим через D
область, высекаемую ограIIичениям!! (1.30) - (1.31).
При достаточно БО.1ЬШОМ С решение задачи 0.32)-(1.33)
в точности COBr!aJLaeT с решением задачи (1.29) - (1.31).
действителыю, рассмотрим фУIIКЦ!!IO Лагранжа
т
ер (х, и) = fO (х) + 2.: U;fi (х).
;=1
Тогда в соответствии с теоремой 3
шах шiп <r (х, и) = min шах ([' (х, и) = min (О (х).
и;;'О ХЕХ ХЕХ и;;'О ХЕп
Но так K(JK справелливо условие Слейтер(J, т() Мlюжrстг,(,
кШ,ШО!IСНТ сеДJlОПЫХ точек (х, и) ФУIII(ЦI!If Ч' (х, И) 01'1)(,1-
ннчено, ноэтому существует такое' достаточно БОJIf.ШОt
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число С, что




= ~~~ [fO (х) +,~ с (ti ) {/ (х)] .
что и требовалось доказать.
Отсюда следует, что
F (х) = n~~~c [tO (х) + ;~ иtfI (х)1. (1.34)
т. е. задача (1.32) - (1.33) равносильна задаче минимизации
(1.34) при ограничениях (1.33). Тогда, в соответствии
с п. 5, в котором указана формула обобщенного градиента




где }~ (х) - обобщенный градиент функции ''У (х), т. е. метод
обобщенного градиента применительно к задаче минимиза­
ции (1.32) или (1.34) при ограничениях (1.33) имеет вид
хН! = Лх (Х5 - Ps"\'s [J~(X5) + ;~ с (fi) {~ (х5 ) ]). (1.35)
Если функции f' (Х) гладкие, то процедура (1.35) имеет
вид
что полностью отвечает прямому градиентному методу,
предложенному в [76! для решения задачи (1.29) - (1.31).
Интересно отметить, что даже при гладких функциях
f'Y (х), V = 0,1, ... , т, функция F (х), определенная согласно
(1.32), не будет гладкой. так что обоснование прямого
граднентного ~ICToдa связано со с.\одимосты() 060бщеlI1ЮГО
гjJ<.Iдиентного метода. В частности, значения Ps, '\'5 должны
выбираться по теореме 5.
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Метод штрафных функций (1.32) - (1.33) важен тем, что
он дает точное решение исходной задачи (1.29) - (1.31) при
конечном штрафе С, однако он приводит к негладкой функ­
ции цели. Чтобы получить гладкую функцию цели при





Минимизация функции (1.37) при ограничениях (1.33) дает
приближенное решение задачи (1.29) - (1.33), которое
стремится к точному только при С -+ 00.
7. Антагонистическая игра двух игроков.
Игры характеризуются некоторой системой правил, опре­
деляющих поведение индивидуумов, называемых игроками.
Формально антагонистическая игра двух игроков в нор­
мальной форме (игра с противоположными интересами)
определяется тройкой (Х, У, f (х, у», где Х, У - некото­
рые множества, f (х, у) - числовая функция, опредеJJеннап
на множестве пар (х, у), х Е Х, У Е У.
Точки х, у на1ываются чистыми стратегиями игроков,
а f (х, у) - платежной функцией.
Игра проводится следующим образом: первый игрок
выбирает х Е Х, независимо и одновременно второй игрок
выбирает у Е У, после чего второй игрок выигрывает
у первого величину f (х, у).
Применяя стратегию х, первый игрок проигрывает не
более чем sup f (х, у). Число
УЕУ
f* = inf sup f (х, у)
ХЕ Х уЕ У
есть нижняя грань проигрыша первого игрока. Точно
так же число
f* = sup iпf f (х, у)
уЕ У ХЕХ
есть верхняя гр:шь выигрыша второго игрока.
Если f*=f* =и, то v называется [3] чистой ценой
игры.
Стратегии х* Е Х, у* Е У, дЛЯ которых
f(x*, y)~f(x*, y*)~f(x,y*)
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при всех х Е Х, У е У, Н2ЗblВ2IQТСЯ оптимальными, т. е.
пара точек (х*, у*) является седловой точкой функции
t (х, у) в области х Е Х, !J Е У.
Если существует 'jочка Х*ЕХ, дЛЯ которой
v = sup t (х*, у),
уе У
то х* называется оптимальной стратегией (чистой) первого
игрока; соответственно у* Е У, дЛЯ которой
v = inf f (х, у.),
%ЕХ
называется оптимальной стратегией (чистой) второго
игрока.
Не любая игра имеет чистую цену, однако если игроки
выбирают стратегии х, у случайным образом, то цена игры
существует для широкого класса игр. При этом, если
выбор х Е Х И У Е У происходит в соответствии с вероят­
ностными мерами h (dx), g (dy) на множествах Х, У, то эти
меры называются смешанными стратегиями игроков.
Пусть имеется игра (Х, У, N. Тогда игра (Н, О, Р),
где Н, G состоят из вероятностных мер h (dx), g (dy)
на Х, У и
F(h, g)=~ ~ '(х, U)h(dx)g(dU),
ХУ
называется усреднением игры (Х, У, п. Известны сле­
дующие факты [3J:
Т е о р е м а 7. Пусть Х, У - замкнутые ограниченные
nодмножества nространств Rn, Rm, f (х, у) - непрерывная
функция. Тогда усредненная игра (Н, О, Р) имеет цену,
у каждого игрока имеется оптимальная стратегия h* (dx),
g* (dy), причем меры h* (dx), g* (dy) имеют плотность.
Т е о р е м а В. Если множество Х состоит из N
элементов (конечное множество), то усредненная игра
(Н, О, Р) имеет цену и у первого игрока есть опти­
мальная смешаНЮlя стратегия. Если, кроме того, У - зам­
кнутое множество, а функция t (х, у) при каждом х непре­
рывна по у, то и у второго игрока есть оптимальная
смешанная стратегия g* (dy), nредставляющая распределе­
ние, сосредоточенное не более чем на N чистых стратегиях.
В таких случаях еще говорят, что оптимальная стра­
тегия является смесью не более N чистых стратегий.
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т е о р е м d 9. t:СЛlL х - за),t!{НУI/lUС ограНIl'{енное ;ннuже­
сmв() npoCmpaHCl/llJ1l Я", У - за.tll{НУlllое ограниченное вьmук·
лое множество RIII, функция f (х, у) при каждом !I Е У не­
прерывна по х, при каждом х Е Х непрерывна lL выпукла
110 у, то усредненная игра {Hfeem цену, у второго игрока
есть оптимальная чистая стратегия, а у первого игрока
есть оптимальная С),lешанная стратегия, nредставЛЯlOщая
собой смесь самое большее n + 1 '{Истых стратегий.
Теорем а 10. Если (Х, У, f)-mакая игра, в которой
Х и У - зам":нутые ограниченные выпуклые множества
nространств Я", ят и f (х, у) при любо/и у - непрерывная
выпуклая вниз функция от х и при любом х - непрерыв­
ная выпуклая вверх функция от у, то игра имеет
цену и у каждого игрока есть оnти),lQльная чистая
стратегия.
Интересна связь условий этой теоремы с теоремой
Куна - Таккера. Если в задаче нелинейного программи­
рования функции fV (х), v = О, 1, ... , т, выпуклые вниз
и Х - замкнутое ограниченное выпуклое множество, то
утверждение о наличии седловых точек (х, и) функции
Лагранжа
m
<р (х, и) = {О (х)+ 2.: ll{fl (х)
i z::: I
в области х Е Х, и:;? О непосредственно следует из сфор­
мулированной выше теоремы в том случае, когда множе­
ство вторых компонент седловых точек ограничено. Однако
именно этот факт следует из условия Слейтера (см. п. 3).
§ 4. Примеры и общие постановки задач
стохастического программирования
Чтобы представить, насколько разнообразными и слож­
ными могут быть задачи стохастического программирова­
ния, понять те предположения, которые можно делать
при раЗВИТИl1 численных методов, рассмотрим несколько
характерных примtров, решение которых будет дано
в гл. IV. Все рассматриваемые примеры являются част­
ными случаями следующей задачи перспективного стоха­
стического программирования:
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Найти х = (х1 , ... , хn), который МИНИМИ311рует





1. З а Д а ч а с т а т и с т 11 К и. Имеется случайная вели­
чина 11 с неизвестным средним значением Mr]. Известны
111' r]2' ... , r]N - независимые наблюдения величины r].
Требуется на основе этих наблюдений оценить Mr].
Рассмотрим функцию
F(x)=M(r]-х)2.
Легко убедиться, что точка минимума этой Функции
х* = Mr], т. е. поиск математического ожидания Mr] рав­
носилен поиску точки минимума F (х). Сложность мини­
мизации F (х) в том, что известны только реализации 111'
r]2' ...• поэтому при каждом х невозможно вычислить
F (х). Очевидно, что данная задача - весьма частный
случай задачи (1.38) - (1.39). Здесь 8= 11. Более сложные
примеры из области статистики обсуждаются в гл. IV.
2. Оптимизация системы обслуживания.
Имеется система обслуживания, представимая графом
(/, и) с множеством вершин (точек) / и множеством дуг
(линий со стрелками, соединяющих вершины) и. Мно­
жество / состоит из источников (или входов системы) /+,
нейтральных вершин /0, стоков (или выходов системы) /-.
На входы системы по некоторым законам поступает огра­
ниченное количество требований, которые затем начинают
совершать на графе случайные блуждания (переходить
случайным образом из одной вершины графа в другую).
Каждое требование может быть потеряно или может до­
стигнуть одного ИЗ выходов, где оно поглощается (обслу­
живается). Качество обслуживания на выходе зависит от
запаса на этом выходе некоторых ресурсов (средств обсл у­
живания).
Требуется все выделенные средства обслуживания
распредеЛIIТЬ между выходами так, чтобы ОЖllдаемые
потери на обслуживание были наименьшими. Понятно,
что каждый из выходов можно рассматривать как склад,
на [<оторо\<! требуется создать запас некоторого продукта.
В ОТЛИ'lllе от простейшей задачи складирования (~ 2)
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в данном случае рассматривается не один, а несколько
складов, в каждом из которых для удовлетворения спроса
(обслуживания требований) создается запас неоднородных
продуктов (средств обслуживания).
В простейшей задаче § 2 известным было распределение
величины спроса. В данном случае это распределение
будет многомерным, оно сложным образом зависит от
графа системы, характера блуждания требований, их
взаимодействия с системой обслуживания и даже распре­
деления средств в системе обслуживания. Нельзя считать,
что для графов общего вида это распределение будет
известно, т. е. получено аналитическим путем или каким­
либо другим образом, например опросом экспертов.
Однако можно получить вероятности отдельных актов
процесса обслуживания, из которых образуется неизвест­
ное распределение спроса. Например, можно получить
распределение общего числа требований (скажем, считать
его равномерным на некотором интервале), получить веро­
ятность гибели требования, находящегося внекоторой
вершине, вероятности его перехода в смежные вершины
и т. п. То есть можно получить описание происходящих
в системе элементарных событий с соответствующим
«весом» - вероятностью. Для краткости будем говорить,
что можно задать сценарий поведения системы обслужи­
вания. По сценарию затем легко составить программы
для ЭВМ и имитировать с помощью эвм (или с подклю­
чением других средств имитации) работу зтой си­
стемы.
В общем случае таких сценариев может быть несколько,
между собой они могут отличаться, например, распреде­
лением общего числа требований, порядком поступления
на входы, вероятностями переходов.
Обозначим через 87 количество требований, поступив­
ших на обслуживание в вершину-выход i Е 1- при про­
извольном проигрывании k-ro сценария, k = 1, 2, ... , К;
через Х/} обозначим количество средств обслуживания j-ro
типа, j = 1, ... , р, закрепленных за i-M выходом. Пред-
положим, что потери на обслуживание 87 требований,
поступивших на i-й выход по k-MY сценарию, выражаются
некоторой функцией f7(XI1' ... , Х/р , 8П. Например,
в системах управления запасами функции 17 (-) имеют
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обычно следующий вид:
!d: (± Л~;Хii - 6:), ±л~;Х/! ~ 6~,1:= (1=1 р ) 1;1 (1.40)c~ 6~ - I~ Л~/Х/f' ;~I Л~iХ/1 < 6~,
где л~1 - коэффициент взаимозаменяемости единицы спроса
;-м средством; d~ - затраты на хранение единицы ресур­
сов в том случае, когда уровень общего запаса ~ Л~/Х/I
1
превышает спрос 6:; c~ - убыток из-за неудовлетворенного
спроса.
для удобства записи перенумеруем вершины графа
так, чтобы вершины множества /- имели номера 1, 2, ...
. .. , n. Общие затраты зависят от номера сценария и при
n
заданных Х={ХI/}' 6={6n равны ~tUXI1' ... , Х/р , 6~).
;=1
Так как неизвестно, по какому из сценариев будет в дей­
ствительности работать система обслуживания, то номер
сценария k = 1, ... , к можно рассматривать как неиз­
вестное состояние природы (наряду с 6~) и при выборе
решения Х = {Х/;} применить один из критериев, рассмот­
ренных в § 2. Так, затраты в расчете на наихудший
сценарий характеризуются случайной величиной
n
шах ~ {: (X/l' ••• , Х/р , 6:),
k {=I
и можно рассмотреть задачу о выборе такой совокупности
чисел x={x/j, i=l, ... , n, ;=1, ... , Р}, которая мини­
мизирует ожидаемые затраты
n
F (х) = М шах ~ {~ (XI1' .•. , Х/р , 6:)
k ;=1
при огранич~ниях
"~ xII~bl' ;=1, ... , Р,
;=)
ХII;;:;::" О,
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Эта задача явл яетсн задачей вида (1.9) - (1.11) и пока­
зательна в том отношении, что в ней присутствуют раз­
личные виды неопределенности: неопределенность, вызван-
А'ная неизвестным совместным распределением величин 6,.,
i = 1, ... , n, k = 1, ... , К, и неопределенность, вызванная
неизвестным номером сценария k = 1, ... , К.
Очевидно, что точное значение функции F (Х), опреде­
ленной согласно (1.11), вычислить невозможно, тем более
невозможно вычислить точные значени я ПРОИЗВОДНblХ
функции F (х). Более того, F (х), вообще говоря, будет
негладкой, поскольку под знаком математического ожи­
дания присутствует операция максимизации.
Однако здесь можно широко применять имитацию
«<Проигрывание» сценариев), что позволяет наблюдать
u ()k. 1отдельные реализации случаиных величин IJ;, 1 = , , n,
k = 1, ... , К, и получать значения функций [7 (хп .
..• , Xl p , 87). В гл. IV будет показано, что этого вполне
достаточно для решения полученной задачи.
3. О п т и м а л ь н О е про г р а м м н о е у п р а в л е н и е
с л у чай н ы м про Ц е с с о м. Имеется объект управле­
ния, поведение которого описывается системой разностных
уравнений (в векторной форме)
z(k+l)=z(k)+A(k, 6)z(k)+B(k, 8)x(k)+c(k, 8), (1.44)
z (О) = гО, k = О, 1, .•. , N - 1,
где z (k) = (г1 (k), ... , zл (k)) -состояние объекта в момент
времени k, Х (k) = (Х1 (k), ... , Хm (k)) - управление в этот
же момент, 8- состояние при роды или набор случайных
возмущений. Состояние 6 может иметь вид 8= (6 (О) •...
... , 6(N - 1)), а матрицы А (k, 8), В (k, 8) и вектор-функ­
ция с (k, 8) могут зависеть только от 8 (k).
Управление х (k) в каждый момент времени k = О, 1, ...
. .. , N - 1 должно при надлежать допустимому множеству
Х (k), т. е.
Х (k) Е Х (k), (1.45)
причем значение х (k) определяется только моментом вре­
мени k. Матрицы А (k, 8), В (k. О) Jj Оl'I<ТОРI,: С (k, fJ) СЧJj­
таются известными. Ilмсется возможность наGлIOД<.lТЬ тра­
екторию z (k), k = О, 1, ...
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Требуется найти такое управление х (k), k = О. 1, '"
...• N - 1, которое минимизирует математнческое ОЖllдаllие
F(x(O), ...• x(N-l))=
= Mf (г (О), ... , z (N), х (О), ... , х (N - 1),8), (1.46)
где f (г, х, 8) - некоторая функция, например:
{(г, х, 8)= тах Ilz(k)-z*(kJil2 ,
O~k~N
(1.47)'
г* (k), k = О, 1, ... , - заданная траектория (детермини­
рованная или случайная), 11·11- норма (евклидово рассто­
яние, максимальное по модулю уклонение координат).
Найти без ошибок точное значение функции F (х (О), ...
... , х (N - 1)), например, для случая (1.47) практически
невозможно. Вычислить же при любом 8 значение f (г (О), ...
... , z (N), х (О) .... , х (N - 1), В) не представляет труда.
В ГЪо1. IV строится прямой метод минимизации F (Х (О), .. ,
... , х (N - 1)).
4. Д в У х э т а n н а я з а Д а ч а с т о х а с т и ч е с к о г о
про г р а м м и р о в а н и я. В рассмотренной выше задаче
функцию цели (1.46) можно интерпретировать (с эконо­
мической точки зрения) как затраты на реализацию долго­
срочного плана х = (Х (О)•... , х (N - 1)). Этот план выби­
рается перед тем, как становится известным истинное
состояние природы 8, поэтому по мере его внедрения
могут возникнуть «невязки», ликвидация которых потре­
бует определенных затрат. Функционал (1.46) учитывает
только затраты на реализацию плана и не учитывает
затрат на его коррекцию. Учет затрат на коррекцию,
очевидно, может существенно изменить долгосрочные планы
(оптимальным станет план, устойчивый к случайным воз­
мущениям). Это приводит к интересным и сложным зада­
чам - двухэтапным задачам стохастического программиро­
'вания.
В наиболее общем виде эти задачи будут рассмот­
рены в гл. 'У, а здесь пока предположим, что принимаемый
на перспективу план х = (Xl' ••. , хn ) должен удовлетво­
рять линейным ограничениям
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где А (8) - матрица т Х n, В (8) - матрица г Х т, Ь (8) =
= (Ь 1 (8), ... , Ьm (8)) - вектор, зависящие от неизвестного
состояния природы 8. План х принимается перед
тем, как станет известным 8. После того, как 8 становится
известным, в уравнениях (1.48) могут ВОЗНИКНУТЬ невязки,
которые ликвидируются выбором вектора коррекции
у = (Уl' ... , Уг) из условий (1.48) - (1.49) при данных
. х, 8. Предположим, что затраты на реализацию плана х
равны скалярному произведению
n
(с, х) = ~ CjXj,
/= 1
затраты на коррекцию равны




Очевидно, что если план х принят, а 8 стало известным,
то вектор коррекции у лучше всего выбрать нз условия
минимума затрат (1.51) при условиях (1.48)-(1.49) при
данных х, 8. Получаемый при этом вектор оптимальной
коррекции х в состоянии 8 обозначим через у (х, 8). Пред­
положим, что у (х, 8) существует при всех х, 8. Тогда
ожидаемые затраты на реализацию плана х и его опти­
мальную коррекцию равны
F (х) = (с, х)+М (d (8), У (х, 8)). (1.52)
Требуется найти такой план х, который минимизирует
общие затраты (1.52) при условии
X~O. (1.53)
Вычисление точного значения F (х) в данном примере
связано, по крайней мере, с поиском закона распределе­
ния (в зависимости от х) оптимального значения линей­
ной функции (d (8), У (х, 8)) задачи линейного програм­
мирования (1.50) - (1.51). Очевидно, что это можно сделать
только в очень редких случаях. Наблюдать же при каж­
дом 8 значения (d (8), У (х, 8)), необходимые для прямых
методов, не представляет труда. Заметим также, что
функция F (х), вообще говоря, не будет гладкой, поскольку
негладкой при каждом 6 является функция (d (8), У (х, 6)).
, 4) 8АДАЧИ СТОХАСТИЧЕСКОГО ЛРОГРАММИРОВАНИЯ б9
5. 3 а д а ч а Д И а г н О с т И к и. Все рассмотренные
в предыдущих пунктах задачи были частными случаями
задачи перспективного стохастического программировiНия
(1.38) - (1.39). Рассмотрим пример, который показывает,
что к виду (1.38) - (1.39) сводятся и задачи оперативного
стохастического программирования.
В задачах диагностики, например, когда требуется
установить, болен или нет данный пациент подозревае­
мой болезнью (состояние природы 6= 1 или О), делается
рентгеновский снимок, анализ крови и т. п.
Пусть ffi1, ... , ffi n - конечное множество возможных
исходов эксперимента. Правuлом решенuя называется
предсказание, которое с каждым исходом ffi Е {ffil' ... , ffin }
связывает определенное действие Х (ffi). Например, Х (ffi) = 1
(при исходе ffi утверждается, что пациент болен), Х (ffi) = О
(при исходе ffi утверждается, что пациент не болен).
Пусть Pj (6) - вероятность того, что при истинном состоя­
нии 6 эксперимент приведет к исходу ffij. Через g (Х, 6)
обозначим убыток (функцию потерь), вызванный реше­
нием Х, когда пациент находился в состоянии 6. Тогда
риск, отвечающий правилу Х (ffi) = (Xl' ••. I Хn), равен
n
f (Xl' ••• , Хn , б) = ~ g (Xj, б) Р} (6).
j= I
Если имеется априорное распределение Р (dб) вероятностей
для состояний 6, то естественно рассматривать задачу
минимизации математического ожидания
F (Х) = М' (Xl' ... , Хп. б)
при условии
X;EX j , j=1, .... n,
где Х} - множество допустимых решений при исходе ffij.
В данном случае под состоянием при роды понимается
состояние пациента. В результате эксперимента могут
наблюдаться некоторые следствия этого состояния ffil, ...
• . .• ffi n , В зависимости от которых должно быть выбрано
действие Х (ffi).
6. О б о б щи х п о с т а н о в к а х з а Д а ч. В любой
научной дисциплине одинаково важными являются обоб­
щение и конкретизация. Например, имеется общая теория
случайных процессов и теория марковских процессов,
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общая теория линейного программирования и теория
потоков в сетях (задачи транспортного типа). В иссле­
дованиях общего характера имеется опасность получить
слишком общие результаты, из которых чрезвычайно
трудно (или вообще невозможно) делать конкретные
выводы. Симплекс-метод является универсальным методом
линейного программирования, его можно применить к лю­
бой задаче линейного программирования, однако этот
метод обычно не применяется для решения транспортной
задачи, так как она имеет существенные особенности и
симплекс-метод для нее оказывается слишком громоздким,
а поэтому и неэффективным. Из общих результатов порой
СЛИШКО!.I трудно получить частные результаты даже путем
подгонки под известный ответ. Например, известный
принцип максимума Понтрягина в теории оптимального
управления трудно получить из общих УС,10ВИЙ оптималь­
ности математического программирования в абстрактных
пространствах.
При конкретизации есть опасность получить тривиаль­
ные результаты, не имеющие сколько-нибудь общего
характера.
Эти общие замечания касаются и стохастического про­
граммирования. Здесь также одинаково важно вести
исследования как в направлении обобщений, так и
в направлении конкретизации, сочетать нсследования
общего характера с более ТОIIЮIМИ исследованиями спе­
циальных классов задач.
В общих постановках задач стохастического програм­
мирования, по всей ВIIДИМОСТИ, наиболее естественно при­
менять формализм общей теории статистических решений
[3J, [48], обобщающий рассуждения IIреДhlдущего IIункта.
Имеются пространства (измеримые, см. § 1) парамет­
ров или состояний природы (в, &), наблюдении (Q, е.-С)
и решений (Х, э). Пространство наблюдений - это неко­
торое множество возможных исходов экспериментов (наблю­
дений) над состоянием ПРIlРОДЫ, причем эксперименты
могут быть многошаговыми, с нефиксированным заранее
числом наблюдений, в которых решение о проведеНIIИ
еще одного наблюдения или даже типа наблюдения зави­
сит от предыдущей истории экспериментирования.
Правилом реtuенuя (стратегией или просто решI'Н ием)
называется измеримое отображеНllе х (ш) пространства
§ 4} зАДАЧИ СТОХАСТИЧЕСКОГО ПРОГРАММИРОВАНИЯ 6]
(~J, GVt) в пространство (Х, э), т. е. такое, что 1ш: х (ш) Е
Е Е} Е GVt для любого Е Е Э. Иначе говоря, стратегия
состоит в принятии решения х Е Х по наблюдению ш.
Имеется действительная измеримая функция убытка
(потерь) g (х, 8), которая представляет собой затраты,
связанные с х, когда состояние природы 8. Эта функция
составляется на основании стоимости самого решения
(стоимость труда, материалов и т. п.), убытка, вызван­
ного неправильным решением. В более общих случаях,
!(огда учитываются затраты на наблюдение, g зависит
и от ш. Пространство наблюдений (Q, ~1') представляет
множество исходов экспериментов над 8, поэтому обычно
предполагается, что на (Q, ос1) определена зависящая
от 8 вероятность Р (8, А), А Е ес1. При данном w пра­
вило может быть как детерминированным х (ш), так и
случайным с вероятностью h (ш, dx). Тогда риск (ожи­
даемый убыток) равен
или
f (х (ш), 8) = ~ g (х (ш), 8) Р (8, dw)
Q




Риск зависит от стратегии и состояния природы 8. Если
предположить, что для состояний природы (J задана
вероятностная мера Р, т. е. что IlpocTpaHcTBo состояний
природы (8, cff") - веРОЯТНОСТIIое с мерой Р (d8), то есте­
ственно рассматривать задачи минимизации риска
F (х (ш)) = ~ f (х (ш), О) Р (d8)
или
Q (11) = \ q (11, В) Р (d8)
соопзстствеНI-IО при условиях
х (ш) Е Х ,






в этом случае оптIIмалы-lяя стратеГIIЯ называется байе­
C08CК1Jй.
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Наряду с этими задачами часто рассматриваются задачи
поиска стратегий х* (00), 11* (00, dx), для которых не суще­
ствует других стратегий х (00), h (00, dx), удовлетворяющих
(1.58), (1.59) и
{(х (00), 8) ~! (х* (00), б), {(х (00),8) $f (х* (00), В), (1.60)
q(h, 8)~q(h*, 8), q(h,B)$q(h*,8) (1.61)
для всех 8 Р-меры 1. Стратегии х*, h* называются Р-до­
nусmимымu.
Оказывается, всякая байесовская стратегия Р-доnу­
сmима. В тех случаях, когда Р (dB) не задана, считается,
что стратегии х* (00), h* (00, dx) должны удовлетворять
(1.60), (1.61) при всех 8Е е.
Заметим, что Р-допустимые стратегии аналогичны
понятию оптимальности по Парето в задачах выбора реше­
ний при неопределенности. Очевидно, наряду с постанов­
ками (1.56) - (1.61) можно рассматривать и другие, отве­
чающие различным принципам выбора решений при неоп­
ределенном состоянии природы (I.:M. § 2).
За\fетим, что (1.56), (1.57) представляют функционалы
в абстрактных пространствах стратегий х (00), h (00, dx),
причем (1.57) - аддитивный функционал.
Смешанная стратегия h (00, dx) является более общей,
чем детерминированная х (00) (при данном (0), тем не менее
эти случаи, как станет ясно из § 1 гл. 11, следует ана­
лизировать особо.
В сформулированной задаче статистических решений.
если пользоваться терминологией математического про­
граммирования, (1.56), (1.57) - функционалы цели, (1.58).
(1.59) - дополнительные ограничения. В общих задачах
стохастического программирования наряду с ограниче­
ниями (1.58), (1.59) будут ограничения вида
Р' (х (00)) = ~ {/ (х (00), В) Р (d8) ,,;; О
или
Заметим, что если множество Q состоит из единственной
точки, то получаемые при этом задачи превращаются
в задачу перспективного стохастического программирова­
ния вида (1.7) - (1.9) с детерминированным или случай­
ным выбором решения. В качестве общей задачи опера-
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тивного стохастического программирования часто можно
ограничиться следующей задачей.
Имеется вероятностное пространство (8, riТ, Р) и
а-подалгебра 1fd а-алгебры riТ. Требуется найти случай­
ный вектор х (8) = (Х1 (9), ... , Хn (8), измеримый относи­
тельно rffЗ и минимизирующий
fU (х (8») = Mfo (х (9), 8)
при ограничениях
fi (х (9» = Mf/ (х (8), 8) ~ О, i = 1, ... , т,




Выше везде предполагалоОСЬ, что распределение Р (d8) не
зависит от х. В общих случаях это не так, например,
в задаче, рассмотренной в п. 1, распределение величин 8~
(числа требований, поступивших на обслуживание на
i-й выход), вообще говоря, зависит от плана Х = {X/i}'
Дополнения к главе I
n
1. Если / (х) = ~ // (Х;), где '/ (х/) - выпуклые вниз функции, то
i= 1
fх (Х)=(Лlti (х1)+(l-л1) Г! (x1), ... , лn/;; (хn)+(l-лn) /;; (хn).
где через /7 (Xj ) обозначено значение правой или левой производноi!.
функции 'j(Xj), О~Л/~ 1, {=1, ... , n. Если /(х)=ф(/l(х), ...
/Г(Х)), где // (х)-выпуклые вниз функции, функция Ф (Zl.... , гг)
такова, что Фz (г)~O, Ф(г)-выпуклая вниз, то
1
г
л '\1 (1 )Л/F х (Х) = ~ Фz / (Х)• ... , r (х) / х (х).
/ = 1 /
Действительно, <,сли г' = (р (х'), ... , /Г (х')), г = (/1 (х) • ... , 'Г (х)),
то
ф (г') - Ф (г) ~ (Фz (г), г' - г).
• / (') I (' / ')Так как г/-г/=/ х -! (х) ~ / х (х), х -х , то
г
Ф(г')-Ф(г)~ ~ Фz (г)O~(x). х'-х),
1= 1 /
что И требовалось доказать.
2. Множество обобщенных градиеНТОtl 11 точке х при F (х) < 00.
выпукло и замкнуто.
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~'i;XI/' !; (Х;) - выпуклые UHH3
i= J, 0'0' Г, ;=1, ... , n).
Х.
4. Если Х={Х=(Хl' ...•
n (х) = fх lmax {О. х)
если х ~O,
в осталыlЫХ СЛУЧiJЯХ,
где операция та х береlСЯ покоординатно.
5. Пусть множество Х задано соотношениями
n
~ а;х;=а. x/~O, i= 1, .... n
1= 1
Операция проектнровання ПРОИЗВОЛЫIOr"r гочки у = (YI'
(1.65)
Уп) на Х
k (" k)Х = X 1, 0'0, ХN ,
пусть >!; > О, ...
n
сводится К МИНИМII3JЦИИ ~ (Х; - Yj)2 при условиях (1.65). Сущест.
;= I
вуеl простой конечный метод решеНIIЯ этой задачи.
Пусть хО=(О • .... О) и получено приближение
у которого n" компонент отличны от О, например.
k k О k О
... , Х" >0, X~ -1-1 = , ... , х" = , причемk k
J:-Y1 х" У х" -У k
"
- ",. ",,+1 "k+1 XII-Уn







i = n/, f- 1, ... , n,
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Если при этом ~ а;х! + I < Ь, то описанный процесс повторяется
;=1
"для точки X k +1, Если же ~ й;х1+ 1 =ь, то nx (y)=x k +1. Действи-
/=1тельно, в этом случае решение x li+1 обладает следующим свойством;
существует число u такое, что
k+l_y -и ~/+\ >0,х/ ,- й"
x~+\ -у/"?;ий" х1+ 1 = О,
т. е. для Xk +1 справедливо необходимое и достаточное условие опти'
мальности
6. Простейшая коррекция вдвухэтапных зада­
ч а х. Пусть имеется система уравнений
"~ й/' (6) х,= Ь/ (6), i = 1, .•. , т,
'=1
со случайными величинами йи (6), Ь/ (6). Если вектор Х =(Xl' ... , х,,)
выбирае1СЯ перед тем, как станут известными эти величины, то после
наблюдения й//, Ь/ в уравнениях возникают невяэки двух видов:
IIt=b/ (6)- ~ Йil (6) х" если
;=1
"Чi = ~ й/, (6) Xt- Ь; (6), если
;=1
"~ Щj (6) xt";;; Ь/ (6),
;=\
"~ ао (6) х, > Ь; (6).
;=1
Поэтому в приложениях часто ограничения (\ 48) имеют ви,.!!
"~ QIj(6)x,+Yi- Уi=Ь(6),
/=\
х, "?; О, у! "?; О, Чi "?; О,
а ~aTpaTЫ на коррекцию (1.52) равны
т





По смыслу ~адачи величины Yi, У! должны удовлетворять нелиней·
ному ограничению
IItYi=O' '=1 .... ,т (1.69)
В том случае, когда dt +di > О. вектор оптимальной коррекции
у (х, 6) = (У: (х, 6), УI (х. 6).... II;n (х, 6), Y~ (Х, 6)),
минимизирующий (1 /18) при условиях (1.66)-(1.67) для данных х, и,
а ю, М. Ермольев
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Уi\овлетв()ряет ограничениям (I.69) автоматически, и в этом e.rly',a~
(1.69) не учитываются При ЭТОМ решение задачи Линейного прог!,,/'\!­




f'o.i = п; (6) - ~ аи (6) х,
;=1
Если f'o.;?O, то Yi(x, 6) = f'o.i' У! (х, 6)=0; если f'o.; <О, то УТ(Х, 6) =
= О, Yi- (х, 6) = - f'o.i Двойственные переменные u (х, 6) = (и1 (х. О), .••
... , иm (х, 6)), отuечающие у (Х, О), определяются СООТllOшениями
d;(O), если f'o.i?O,щ(х, B)={di(6). если f'o.i<O (1.70)
7. Д в ух э т а п н ы е :1 а Д а '1 и С И С К У с с т в е н н ы м и пер е­
м е н н ы м и Существование вектора коррекции у (х, 6), удовлетворяю­
щего ОГРiJНичениям (1.48). при любых Х и О 1ависит от матрицы кор­
рекции В (6) Rведением искусственных переменных можно ПОЛУЧИ'I Ь
задачу, в которой при каждыХ х. В существует вектор оптимаЛЫi(lj'l
коррекции.
Ес.~и ввести неотр'щательные переменные I/r + [, Y~+,.. го УР"Вllе·
ния (1.48) можно записать так:
{( r
~ aii (6)x;+ ~ hki(6)y;+y~+,.-y~+,.=h;(6). i=l ..... т
;=1 /1='
Одновременно введем эти переменные в линсйную форму (I .40) с доста­
точно большим коэффициентом (llIтрафо:.1) С, т е. рассмотрим
r
~ dk (6) bk+ С ~ (Yr+k-Yr+k)'
k=1 е=1
в резулыате получим НОВ)ю<аДi1чу, которая при достаточно боль­
шом С будст paBH(ICJl'l,lI<J ,IOOдlIOI1 (1 48)-(153) /1 в которой нри




Под непрямыми методами решения какой-либо задачи
обычно понимаются методы, основанные на сведении ее
к некоторой другой задаче. Так, непрямые методы мини­
мизации функции F (Xl, .•. , Хn ) состоят В решении системы
уравнений
FXi(x)=O, i=l, ... , n,
которой, в силу нtобходимых признаков экстремума, удов­
летворяют точки минимума.
Непрямые методы стохастического программирования
могут быть основаны на применении необходимых призна­
ков экстремума, на сведении или подмене стохастической
экстремальной задачи детерминированным аналогом - за­
дачей нелинейнога программирования, решение которой
можно получить известными методами нелинейнога про­
граммирования.
Непрямыми методами решается весьма узкий класс
задач стохастического программироваIIИЯ, так как успех
их применения существенно зависит от специальных свойств
задачи, законов распределения вероятностей. В настоящее
в рем я в этой области имеется множество специальных
приемов и цель этой главы СОСТОИТ не в том, чтобы дать
полное представлен ие о ЮI Х, а в том, чтобы познакомить
с наиболе:- ТИШI чными подходам [1.
§ 1. О "ризнаках Эf(стремума
1. довольно общие задачи стохастического програм­
мирования, как это следует из ~ 4 гл. 1, можно сформу­
лировать следующим образом.
Задача перспеА:muвниги СlJюхасmUttl!скuгu nриграммирива­
нuя. ТребуеТС5I Hai'lТII точку Х = (X1 , ••• , ХIl), МIIlIIШИЗИ­
рующую ФУШЩllIO ЦE"'III
Р (Х) = MfU (Х, В) (2.1)
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при ограничениях
pt (х) = Mfl (х, 8)~ О, i = 1, ••. , т, (2.2)
х е= )(, (2.3)
где состояние природы 8 - элементарное событие вероят­
ностного пространства (8, ~, Р). Вероятностные ограни­
чения вида
Р {fl (х, 8) ~ О} ~ PI (2.4)
легко свести к (2.2) введением характеристической функции
I ( ") _ {1, fl (х, 8) ~ О,Х х, u - О fl )
, (х, 8 > О,
однако функции xl (х, 8) будут негладкими по х. Поэтому
в тех случаях, когда исследование задачи (2.1)-(2.3)
существенно связано с гладким характером функций
fi (х, 8), среди ограничений (2.2) особо выделяются
ограничения вида (2.4).
Задача оперативного стохастического nрограммирова­
ния. Имеется вероятностное пространство (8, .ff"", Р) и
а-подалгебра rfJЗ, rfJ3 с: r;jJТ"". Требуется найти измеримую
относительно rflЗ вектор-функцию х (8) = (x1 (8), ... , х" (8)),
которая минимизирует
FO (х (8)) = Mfo (х (8), 8) (2.5)
при ограничениях
pt (х (8)) = Mfi (х (8), 6) ~ О, i = 1, ... , т, (2.6)
х(6)е=)(. (2.7)
Рассмотрение cr-подалгебры $iJ равносильно указанию
того, какие события из всей совокупности событий r2Т
может наблюдать принимающий решение в результате
эксперимента над 6. Если rflЗ не указывать, то это должно
означать, что в результате эксперимента состояние 6
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т. е. пост ановка задачи (2.5)-(2.7) в таком случае тре­
бует обоснования.
Как и в задаче (2.1)-(2.3), среди ограничений (2.6)
иногда выделяются ограничения вида
Р {f' (х (6), 6) ~ О} ~ р/. (2.11)
В задаче (2.5)-(2.7) решение х (6) однозначно опреде­
ляется исходом эксперимента. Если при заданном исходе 6
решение выбирается случайным образом, то задача опе­
ративного стохастического программирования состоит
в выборе вместо х (6) функции (переходной вероятности)
h (6, dx), которая при каждом 6 является вероятностной
мерсй на Х и для любого dx - измеримой функцией отно­
сительно rflJ. Функция h (6, dx) должна минимизировать
QO (h) = ~ Р (d6) ~ {О (х, 6) h (6, dx) (2.12)
Q Х
при ограничениях




2. Необходимые признаки экстремума для сформули­
рованных задач можно получить чисто формально или
учитывать их вероятностную природу, в частности то
обстоятельство, что значения функций FV (х), QV (h), v =
= О, 1, ... , т, и их производных не вычисляются точно.
е формальной точки зрения задача (2.1)-(2.3) -задача
нелинейного программирования, а (2.5)-(2.7), (2.12)-
(2.14) - задачи программирования в абстрактных простран­
ствах, поэтому необходимые признаки оптимальности для
них можно получить по аналогии с известными результа­
тами математического программирования. Однако получен­
ные таким образом признаки оптимальности не будут
иметь для стохастических задач такого значения, как для
обычных детерминированных задач. Так, пусть требуется
минимизировать фунКllИЮ регрессии
F (х) = Mf (х, 8).
Если F (х) - непрерывно дифференцируемая функция и
выполнены предпосылки, достаточные для дифференциро-
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вания по х ПОД знаком математического ожидания, то
в точках минимума
(2.15)
но поскольку FХ/ (х), как правило, точно не вычисляется,
то проверить эти соотношения невозможно. Поэтому необ­
ходимый признак (2.15) следует видоизменить с учетом
вероятностной природы (2.15), например, дополнить его
процедурой проверки статистической гипотезы о том, что
математическое ожидание величины fХ/ (х, 6) равно О.
Такой подход будет рассмотрен в гл. V при изучеНI!И
задач стохастического программирования с конечным чис­
лом исп ытаниЙ.
Очевидно, аналогичные замечания справедливы и для
общей задачи перспективного стохастического програм­
мирования (2.1) - (2.3) и тем более для задач оператив­
ного стохастического программирования. В последнем слу­
чае кроме отмеченных особенностей необходимо учитывать
также то обстоятельство, что решение задачи (2.5)-(2.7)
является функцией, IIзмеримой относительно а-подал­
гебры dJiЗ. Остановимся на этом более подробно.
Пусть (е, r2Y, Р) - исходное вероятностное простран­
ство, dJiJ - а-подалге6ра r2Y и требуется найти с.ТlучаЙную
функцию х (6) = (Х1 (6), ... , хn (6)), измеримую относитеJlЬНО
dJiЗ, которая минимизирует функционал
F (х (6)) = Mf (х (6), 6).
Если х (6) - оптимальное решение, V (6) = (V1 (6), ... , V" (О)) -
произвольная вектор-функция, измеримая ОТfJOСflтель­
но dJiЗ, то
1· F (х(6) +Л(I (6)) -р (х (О)) _ F' ((Й)) - О1т л - v(8) Х u - ,
1.-+0
(2.16)
где F~(8) (х (6)) - производная F (х (6)) по напра влению V (6)
(предполагается, что она существует).
F:сли выполнены УСЛОВИЯ,'10статочные l1ЛЯ дифферен­
Ц1lрования лод ,нш,ом М<.lтематического ОЖ'fД<.llШЯ, то нз
(':.16) ПОЛУЧflМ. что
F~(&) (х (6)) = rvif~ (В) (х (6), 6) = о. (2.17)
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Если теперь учесть, что х (В), v (В) измеримы относительно ,l/З,
то из формально полученных условий (2.17) легко полу­
чить, что при каждом f.J для любого вектора v = (и1' ... , иn )
значения х (В) должны удовлетворять уравнению
M(f~(x, В)/с;Жi) =0. (2.18)
Действительно, так как v (В) = (и1 (В), ••• , иn (В)) - про­
извольная измеримая относительно dJЭ функция, то, рас­
сматривая функцию v (В), которая прини~ает постоянное
значение v = (и1 , ••. , иn) Н1! В и О на В, получим, что
f~ (8) (х (В), В) = О при В Е В (В Е В). Следовательно, для
любого В Е dJЭ
M(f~ (х, В)/В) = О,
т. е. соотношения (2.18) действительно выполняются.
Аналогичным образом легко получить необходимые
признаки для задачи минимизации
ро (х (В)) ='= Mfo (х (В), В)
при ограничениях
P(x(B))=Mf/(x(B), B)~O, i=l, ... , т.
(2.19)
(2.20)
Если воспользоваться теоремой 4 гл. 1 о необходимых
признаках оптимальности в абстрактных пространствах,
то получим, что решение этой задачи должно удовлетво­
рять соотношениям
т2: л,.мf~'(8) (х (В), В) ~ О,
v=O
л/Мf/ (х (В), В) = О, i = 1, ... , т,
для произвольной dJЭ-измеримой функции v (В) = (иl (В), ..•
... , иn(В)). Так как функция v(B)-произвольная, 10 alla-
логично (2.18) отсюда получаем, что каждое значеНl1е х
функции х (В) должно удовлетворять соотношениям
·т2: лvм (f~' (х, В)/dJЭ) ~ О,
v=O
(2.21 )
где {~' (х, В) - производнан функции f" (х, В) при данном 8
ПО напрuвлению v = (и1' ... , иn).
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3. Остановимся вкратце на необходимых признаках
оптимальности в задаче (2.12) - (2.14), в которой решение
отыскивается в классе смешанных стратегий, т. е. когда
при заданном исходе выбор х происходит в соответствии
с вероятностной мерой на Х. Применение смешанных стра­
тегий линеаризует исходную экстремальную задачу, по­
этому можно ожидать, что в этом случае при весьма общих
функциях fV (х, В), v = О, 1, ... , т, будет справедлива тео­
рема Куна - Таккера. Для ПРОСТОТbl рассмотрим только




Fl (х) ~ О, i = 1, ... , т, (2.23)
х Е Х. (2.24)
Если смешанную стратегию обозначить через h (dx), то
имеем задачу: найти вероятностную меру h (dx), которая
минимизирует
QO (h) = мро (х) = ~ FO (х) h (dx) (2.25)
х
при ограничениях
Qi (h) = МFl (х) = ~ Fl (х) h (dx) ~ О, i = 1, ••. , т, (2.26)
х
~ h (dx) = 1. (2.27)
х
Функцию h (dx), удовлетворяющую ограничениям (2.26)-
(2.27), назовем допустимым решением. Допустимое реше­
ние, минимизирующее (2.25), - оптимальным решением.
Покажем прежде всего, что задача (2.25) - (2.27) равно­
сильна некоторой задаче нелинейного программирования
(в конечномерном пространстве).
Положим
Zv = FV (х), V = О, 1, ... , т.
Если х пробегает множество Х, то вектор Z = (го, .•. , гm)
пробегает некоторое подмножество Z,
Z = {г: г = (FO (х), ... , Fm (х)), х Е Х}. (2.28)
В общем случае Z - невыпуклое и незамкнутое множество.
Обозначим через со Z выпуклую оболочку этого множества,
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т. е.
со Z = {z = ±Р"zk: Zk Е Z,
"-!
±Р,. = 1, р,,? О. k = 1, ... , г},
"=1
где r - произвольное целое положительное число.
Для любого множества А из Rn множество со А есть
наименьшее выпуклое множество, содержащее А. Если
А -ограниченное множество, т. е. Ilall~const при аЕ А,
то со А также ограничено; если А - замкнутое множество,
т. е. множество, содержащее пределы сходящихся после·
довательностей, то со А также замкнуто. Ограниченное
замкнутое множество называется компактным, поэтому
можно сказать, что если А компактно, то и со А - ком­
пактное множество.
При всевозможных h (dx), удовлетворяющих (2.27),
множество G векторов Q= ЩО (h), ... , Qт (h)) не уже со Z,
так как в качестве h (dx), в частности, можно рассматри­
вать дискретные распределения, сосредоточенные только
в конечном числе точек. Покажем, что со Z = а, если Z
замкнуто.
Так как Z - замкнутое множество, то замкнуто и со Z.
Приближая ~ fV (х) h (dx) интегральными суммами, которые
х
при фиксированном разбиении формально имеют вид
N N
~ PV (x k ) Pk' ~ Р,. = 1, Р,. ? О,
k=1 "=l
И поэтому принадлежат со Z, получим в силу замкнутости
со Z, что и предел этих сумм принадлежит со Z, т. е.
действительно G= со Z.
Таким образом, задача (2.25) - (2.27) эквивалентна
следующей: минимизировать ZO при ограничениях
z = (Zo, ... , Zт) Е со Z, Z/ ~ О, i = 1, ... , т.
Преобразуем эту задачу, для чего воспользуемся следую­
щей известной теоремой:
Те о р е м а 1. Пусть А - некоторое множество из Rn.
Тогда каждая точка со А может быть представлена как
выпуклая комбинация не более чем n+ 1 точек множества А.




со Z = z = 2: PV (xk) Pk (v = О, 1, ... , т):
k=l
поэтому преДbIдущаязадача, а вместе с ней и задача (2.25) -
(2.27) при замкнутом множестве Z равносильна следующей
конечномерной задаче:
Найти такие точки xk Е Х, k = 1, ... , т+2, и числа Pk,
которые минимизируют
т+22: fO (xk) Pk (2.29)
k=!
при ограничениях




'" 1L...J Pk= ,k=l
(2.31 )
(2.32)
Следовательно, имеет место следующее утверждение:
Т е о р е м а 2. Если множество Z. определенное согласно
(2.28), замкнуто, то решение задачи (2.25) - (2.27) пред­
ставляет собой дискретное распределение. сосредоточенное
в конечном числе точек, а задача (2.25) - (2.27) равносильна
конечномерной задаче (2.29) - (2.32).
Существует простая схема решения полученной задачи
в том случае, когда значения pv (х), v = О, 1, ... , т,
х Е Х, известны (см. дополнения, п. 1).
Обсудим теперь вопрос о теореме Куна - Таккера для
задачи (2.25) - (2.27). Эту теорему можно получить, отпра­
вляясь от эквивалентнойзадачи (2.29) - (2.32), которая при
фиксированномнаборе точек x 1, .•• , хт+2 , представляет собой
задачу линейного программирования. Однако интересно
получить ее из оБЩI1Х результатов теории антагонистиче­
ских игр двух лиц, так как при этом становится понятной
~ 11 7Е)




Ф (/z, и) = ~ FO (х) /1 (dx) + L и/ ~ pi (х) h (dx).
х ;0= 1 х
Пара (h*, и*) называется седловой точкой функции
Ф (h, и) в области \ h (dx) = 1, и ~ О, если
х
ф(h*, u)~Ф(h*, и*)~Ф(h, и*) (2.33)
при всех h (dx) ~ О, и ~ О, ~ 11 (dx) = 1.
х
Как и в конечномерном случае, легко показать, что
первая компонента h* седловой точки (h*, и*) обязательно
является решениемзадачи (2.25) - (2.27). Существование же
седловой точки функции ер (h, и) равносильно существо­
ванию оптимальных стратегий в игре двух лиц, кото­
рых условимся оБОЗНачать через [Х], [И], с платежной
Функцией
т
ер (х, и) = FO (х) + .L: ир (х)
/= 1
пр.и х Е Х (стратегии [Х]) и и ~ О (стратегии [И]).
Пусть ограничения (2.26) таковы, что существует рас-
пределение h (dx), \ fi (dx) = 1 и
х
~ pi (х) Ir (dx) < О, i = 1, ... , m.
х
(2.34)
Это условие, очевидно, является обобщением известного
условия СлеЙтера. При этом условии, как и в случае
обычного условия Слейтера, множество седловых точек
функции Лагранжа Ф (h, и), если оно существует, огра­
ничено.
действительно, ПО;J.ставив ii (dx) в (2.33), получим (при
любом i = 1, 2, ... , т)
\ FO (х) IL* ((ix) - :: F" (х) 7/ (ах) -.с; и," \ F (Х) ii (dx).
х х х
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Следовательно,
~ FU (х) h- (dx) - ~ FU (х) li (dx)
и, ~ _х .."..--_--=:х _
~ Fi (х) li (dx)
х
С учетом этих замечаний из теоремы 8 гл. 1 получаем
следующее утверждение:
т е о р е м а 3. Пусть Х состоит из конечного числа
~лемеюnов и справедливо условие (2.34). Функция h* (dx)
является рещеНllем задачи (2.25) - (2.27) тогда и только
тогда, когда существует вектор и*, при котором (h*, и*)
является седловой точкой функции Лагранжа Ф (h, и). При
этом распределение h* (dx) сосредоточено в конечном числе
точек множества Х.
Из теоремы 9 гл. 1 следует такое утверждение:
т е о р е м а 4. Пусть Х - замкнутое ограниченное мно,
жество Rn, FV (х), v = О, 1, ... , m, - непрерывные функции.
Функция h* (dx) является рещеНllем задачи (2.25) - (2.27)
тогда и только тогда, когда существует вектор и*, при
котором (h*, и*) является седловой точкой функции Лаг·
ранжа Ф (h, и). Распределение h* (dx) сосредоточено не
более чем в т+ 1 точках множества Х.
Таким образом, с переходом к смешанным стратегиям
теорема Куна - Таккера оказывается справедливой в широ­
ком классе экстремальных задач с невыпуклыми функ­
циями и даже с дискретной допустимой областью.
Нами рассмотрен только тот случай, когда в задаче
(2.12) - (2.14) функции х (В), h (В, dx) не зависели от В,
т. е. задача (2.12) - (2.14) сводилась к задаче вида (2.25)-
(2.27). Аналогичные результаты имеют место и в общем
случае [37].
§ 2. Параметризация в задачах оперативного
стохастического программирования
t. Параметризация решений задач оперативного стоха­
стического программирования является одним из эффек­
тивных способов их решения. В общей постановке (2.5)-
(2.7) решение х (В) задачи оперативного стохастического
программирования - произвольная функция, измеримая
ОТllосительно а-подалгебры cfYB, т. е. значеllИЯ х (В) должны'
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зависеть от тех событий, которые доступны наблюдению.
Для практических приложений этого обычно мало. Кроме
измеримости относительно некоторой а-подалгебры, реше­
ние х (8) должно удовлетворять определенным требованиям
реализуемости в рассматриваемой системе принятия реше­
ний. Например, если х (8) - управляющее воздействие
в системе управления объектом, 8- отклонения объекта
управления от расчетной траектории, то х (6) часто отыски­
вается не среди всевозможных функций от 8, а только
среди линейных функций вида (у, 8), где у - подлежащие
опред'~лению неизвестные параметры, поскольку принцип
управления пропорционально отклонению легко реализо­
вать технически.
Часто учитывается также и то обстоятельство, что поиск
х (6) в классе измеримых функций связан с большими
затратами времени, тогда как решение необходимо прини­
мать чрезвычайно быстро, буквально непосредственно за
наблюдением. В связи с этим и применяется параметри­
зация решения х (6), т. е. х (8) отыскивается в виде неко­
торой наперед заданной функции х (8) = х (у, 8) = (х] (у, 8), ...
... , хn (у, 6)), определенной с точностью до вектора у =
= (Уl, ... , уг), значение которого вычисляется по инфор­
мации о распределении Р (d8) до наблюдений над 8. Та·
ким образом, в результате параметризации задача опе­
ративного стохастического программирования сводится
к задаче перспективного стохастического программи­
рования.
Характер зависимости х (у, 8) обычно определяется содер­
жанием конкретной задачи. Иногда можно считать
х (у, В) = ~ [;"и,. (В),
<=1
где и,. (В) - заданные функции от В, число r фиксировано
или его требуется определить.
Остановимся на некоторых частных случаях.
2. Предположим, что после эксперимента состояние
природы становится известным. В этом случае х (В), как
уже неоднократно отмечалось, естественно выбирать из
условия МИН!lмума
(2.35
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при ограничениях




в некоторых случаях такое правило х (8) оказываеТС51
вполне приемлемым. и здесь может возникнуть ТОЛЬК!)
вопрос О том, как при новом 8 получить решение х (8),
не решая снова задачу (2.35) - (2.37), а исправив реше­
ние, полученное при старом 8.
Однако не всегда время позволяет решить задачу
(2.3;)) - (2.37) даже в тех случаях, когда (2.35) - (2.37)
сводится к задаче линейного программирования: МИНИМII­
зировать (с, х) при условиях Ах ~ Ь (8), х? О.
В таких случаях идея J1араметризации решения кажется
вполне естественной. Например, если наблюдается Ь (8).
то можно считать х (8) = УЬ (8), где У - детерминированная
матрица с неизр,естными элементами, значения KOTOphlX
определяются ДО наблюдения Ь (8).
Матрица У выбирается, например, из условия мини­
мума
ро (У) = Р {(е, УЬ (8)) ;>-: а}
при ограничениях
P(Y)=P{AYb(8)~b(8)}~P/, i=1, ... , т,
где а, Р/- некоторые числа. При этом, если Ь (8) ~ О. то
элементы У должны быть неотрицательными' У ~ О.
Если компоненты Ь (8) независимы и распределены по
нормальному закону, то полученная задача решается мето­
дом, излагаемым в § 4.
3. В работе [79] рассматривалась следующая парамет­








X;~O, j=1 .... ,n, (2.4())
если решение х = (Х], ... , хn ) выбирается после на()ЛЮl'-"




~ Уи = 1, 0<: Уи~ 1, i = 1, ... , т, i = 1, ... , n, (2.4 1)
;=\
И преобразуем (2.38) - (2.40) в n простейших задач мини­
Мllзации
при условиях





Здесь Уи есть часть «ресурса» i, направленного в j-ю
«отрасль», j = 1, ... , n.
РешеНllе этой задачи зависит от 8 и набора У =
= 1уijo i= 1, ... , т; j= 1, ... , n), т. е. является некото­
рой функцией Х (у, О), и можно рассмотреть задачу мини­
мизации математического ожидания
F (у) = м ~ С; (8) Х; (у, 8)
!= I
(2.45)
при условиях (2.41), откуда получим оптимальные значе­
ния параметров Уц.
Задача (2.42) - (2.44) является простейшей задачей
линейного программирования, и в определенных СJJучаях
можно найти функцию распределения веJJИЧИНЫ ~ С; (8) Х
Х Х; (и, 8), найти функцию F (У) и решить получаемую
задачу нелинейного программирования. В тех случаях,
когда функцию распределения ПОJJУЧИТЬ невозможно, для
МIJнимизации (2.45) при УСJJОВИЯХ (2.41) следует применять
методы гл. IV для двухэтапных стохастических задач.
Ilараметриз,щия решения в данном случае есть закон
Х (у, 8) - решение простейшей задачи линейного програм­
мироваllИЯ (2.42) - (2.44). Эта параметризация отличается
от рассмотренной в п. 2 тем, что закон х (у, 8) не задан
в аналитической форме.
§ З. Ilриближенная замена
1. Рассмотрим задачу перспективного стохаСПf'lеского
программировзния общего вида (2.1) - (2.3) и поставим
вопрос о ПРllближенной замене этой задачи детерМИIIИрО­
Bal1IlblM аl1алогом. Если существует математическо,' ОЖ!I-
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дание '6= МВ, то часто вместо (2.1) - (2.3) рассматривается
задача минимизации
при условиях





причем В может зависеть от х.
Это - обычная задача нелинейного (в частности, линей·
ного) программирования. Можно ожидать, что при малом
«разбросе» значений В возле В ее решение должно при­
ближать решение исходной задачи. Если функции ли­
нейны относительно В. то задача (2.46)-(2.48) дает точ­
ное решение исходной задачи.
Иногда можно показать, что для v = О. 1, ...• т
PV(x)=MfV(x. B)~fv(x, е). (2.49)
в этом случае допустимое решение задачи (2.46)-(2.48)
является допустимым для задачи (2.1)-(2.3), кроме того.
min FO (х) ~ miп 'О (х, 6). (2.50)
В общем же случае отличие решения (2.46)-(2.48) от ре­
шения (2.1)-(2.3) может быть весьма существенным, как
показывает следующий пример: минимизировать F (х) =
= м (бх)2 +х - 1, где случайная величина 6 принимает
с вероятностью 1/2 значения -+- 1. Точкой минимума функ­
ции F (х) = х2+х - 1 является х = -1/2, в то время как
точка минимумафункции {6х)2+х -l =х-l естьх=-со.
Заметим. что указанную замену стохастическойзадаЧ!1
детерминированным аналогом (2.46)-(2.48) можно выпо. -
нить не всегда. Так, задачу о системе обслуживания,
рассмотренную в гл. 1, невозможно заменить задачей
(2.46)-(2.48). так как ~ля графов общего вида практиче­
ски невозможно найти 6.
2. При м ер (з а Д а чар а сп р е Д е л е н и я в о о р у­
жени я). Неравенство Иенсена. Описанный прием
приближенной замены стохастической задачи детермини­
рованным аналогом часто применяется в моделях целе­
распределения. моделях развития систем вооруже·
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ния [111. Рассмотрим пример таких задач, в котором
выполняются неравенства (2.49), (2.1)0).
В гл. IIJ монографии [11] изучается следующая задача.
Имеется две стороны 1 и 11. Сторона 11 распоряжается
выбором систем вооружения, которые могут атаковать
различные объекты (цели) стороны 1. Пусть число средств
вооружения (измеренное в единицах бюджета) i-й системы
раАНО У/, причем i-я система может атаковать только
i-ю цель. Стоимость i-й цели равна и/. Сторона 1 первой
наносит удар по системам вооружения стороны 11, имея
полную информацию о векторе У = (Уl' ... , Уn)' Если при
этом число средств поражения, использованных против
i-й системы, равно Xi, то вероятность поражения одного
средства i-й системы
РI = 1 - (1- f!дХ1 , (2.51)
где f!i - вероятность поражения средства i-й системы
одним средством нападения. Обозначим через 6/ число
оставшихся средств i-й системы вооружения стороны 11.
Ожидаемый ущерб, который остаточные величины 6 =
= (61' ... , IJn) могут причинить целям, равен
n
f (6) = 2: U>j[1 - (1- а/;],
;~I
(2.52)F (Х) = М! (6).
где (1,i - вероятность поражения i-цели единичным сред­
ством поражения стороны 1. Функция f (6) явно не зави­
сит от Х = (Х1 , ••• , Хn)' Каждая из случайных величин 8/
имеет биномиальное распределение [55], отвечающее
появлению 8; раз события, вероятность которого РI в по­
следовательности независимых испытаний длины Xi. Чтобы
найти общий ожидаемый ущерб, который причинят целям
остаточные системы вооружения, требуется f (6) усреднить
по указанным распределениям вероятности, т. е. найти
функцию цели
Если а - бюджет, выделенный на развитие систем воору­
жени я стороне 1, то эта сторона будет стремиться найти
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в данном случае
е=М6 =(61' ... , 8n ),
6/ = Х/ - Х; (1 - (1 -I-t;)!li) = Х; (1 - f!/)Y/.
поэтому задача (2.46)-(2.48) формулируется так:
Минимизировать
.± и; [1 - (1- Gt/)Y/(I-I1;)Хi] (2.54)
/=1
при ограничениях (2.53).
Именно в таком виде обычно формулируются задачи
це.~ераспределения, задачи развития систем вооружения
без обсуждения того, какое отношение они имеют к фак­
тической задаче (2.52)-(2.53).
Чтобы показать, что в заjаче (2.52)-(2.53) справед­
ливо неравенство (2.49) и, следовательно, (2.50) доста­
точно применить следующее важное неравенство.
Неравенство Иенсена [14]. Пусть Yj-aeucmeu-
тельная случайная величина, r (1')) - непрерывная выпуклая
вверх функция одного действительного переменного. Тогда
мг (Yj) ~ r (MYj). (2.55)
Функция и; r1- (l - Gt;)Э i ] выпуклая вверх по 6/, по­
этому можно применить указанное неравенство Иенсена.
3. Подмена стохастической задачи (2.1 )-(2.3) задачей
нелинейного программирования (2.46)-(2.48), в которой
случайные параметрызаменяются средними значениями, -
весьма распространенный прием, с помощью которого
получается большинство задач линейного инелинейного
прогр аммировани я.
Как указывалось, этот прием может привести к грубым
ошибкам, хотя в некоторых случаях, как при (2.49),
можно получить оценки сверху (2.50).
Ввиду широкой распространенности задач вида
(2.46)-(2.48) необходимо детальное исследование давае­
мых ими приближений (по сравнению с (2.1)-(2.3)).
§ 4. Эквивалентные детерминированные аналоги
В этом параграфе рассмотрим пр"меры IIfЮГО рода,
в которых задача (2.1)-(2.3) точно сводится к задаче
нелинейного програММIIроваНIIЯ.
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Иначе говоря, требуется минимизировать (2.56) при усло­
виях




г~e 6 должно принадлежать множеству меры 1. Без до­
полнительных оговорок задача (2.56), (2.59)-(2.60) имеет
неоднознаЧ1ЮСТЬ, поскольку допустимая область может
с ущественно сужаться или расширяться за счет исклю­
чения или добавления ограничений, вероятность реалюа­
ции которых равна О. Поэтому обычно принято считать,
что ограничения (2.59) выполняются при всех 6Е е.
Задача (2.56), (2.59)-(2.60) является задачей не.ТИ­
нейного программирования с конечным (если множество Э
конечное) или бесконечным числом ограничений. СпеЩI­
фическая трудность этой задачи в том, что ограничения
(2.59) обычно невозможно выписать для всех 6Е е, даже
если е - конечное множество. Рассмотрим это более по­
дробно.
Пусть вместо (2.59) - (2.60) имеем
n
~ aiiX;~ Ь/, i = 1, ... , т,
;=\
Xi~O, ;=1, ... , n,
(2.61)
(2.62)
Г.1е 0i;, Ь/ - случайные величины, т. е. 8= {aii, Ь,}. Вели­
ЧIIНЫ 0i;, bi , i = 1, ... , т, вообще говоря, заВl!симые,
область значений параметра 8 в данном случае есть
некоторая область пространства Rm(ЧI). ОбознаЧИil-l ее,
как и раньше, через Н. Тогда задача состоит в том,
чтобы найти такой вектор Х = (Xl' ... , Хn ), который уrюв­
летворяет ограничениям (2.61 )-(2.62) при всеВОЗМОЖНl.JХ
fj Ев. (2.63)
84 НЕПРЯМЫЕ МЕТОДЫ еТОХАетич. ПРОГРАММИРОВАНИЯ [ГЛ 11
Это задача линейного программирования с переменными
коэффициентами [12]. Трудность здесь по сравнению,
скажем, с обобщенной задачей Вулфа, в том, что область е
не задана в явном виде, а имеется только возможность
наблюдать элементы 6. Поэтому целесообразно развивать
методы, основанные на сочетании идей двойственного
симплекс-метода, предназначенного для решения задач
с переменным числом ограничений, со случайным выбором
ограничений (2.61) путем наблюдения в Е е.
Заметим, что если величины a/j, Ь ; независимые, то
значения каждой из них принадлежат своей области зна­
чений A/ j , В/. Обычно в этом случае можно указать та­





Тогда задача минимизации (2.56) при ограничениях
(2.61)-(2.62) равносильна следующей:
Минимнзировать (2.56) при ограничениях
n
.L: a/jx j ~ bi, i = 1, .•. , т,
;~I
(2.65)
Xf~O, j=I, .•. ,n. (2.66)
Действительно, пусть х* - решение задачи (2.56),
(2.61)-(2.63), а х - решение задачи (2.56), (2.65)-(2.66).
Тш< как х*, в частности, удовлетворяет ограничениям
(2.65), то
n n
.L: CjXl ~ .L: C;Xf·
;=1 ;=1
с другой стороны, Х удовлетворяетограничениям (2.62)-
(2.64), поэтому
n n
.L: cfx7 ~ .L: CfXf· (2.67)
1-1 ;= J
2. О г Р а н и ч е н и я п о в е р о я т н о с т и. Рассмот­
рим теперь задачу более общего вида:
Максимизи р ов аТ1>
FO (х) = Р {{О (х, В) ~ О} (2.68)
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при условиях
Fi (х) = Р {fi (х, 6) ~O} ~P"
ХЕХ.




При м е р. Пусть имеется ограни­
чение
где е принимает с вероятностью 1/2 зна·
чения ± 1. Плоскость оказывается раз-
битой на четыре области. Ограничение выполняется в областях
Н1, причем в области 1I - с вероятностью 1.
Заметим, что область. высекаемая ограничениями (2.69),
даже при линейных по х при каждом 6функциях f'll (х, В)
может оказаться невыпуклой, в то Хг
время как область, высекаемая
(2.57). при выпуклых вниз по х
при каждом В функциях f' (х. 6)
является выпуклой.
Предположим, что функции f'll (х. 6) таковы, что F'II (х),
V = О, 1, ...• т, можно представить как
F'II (х) = Р {g'll (х) ~ q'll (6)}. (2.71)
где g'll (х) -функция действительных переменных х =
= (x1 , ••• , хn), q'll (6) - случайные величины, не зависящие
от х. Пусть H'II (г) - функция распределения величины
q'll (6). т. е.
H'II(z)=P {q'll(B) <z}. v=O.I, .... m.
Тогда задача (2.68)-(2.70) равносильна максимизации
ро (х) = 1- Но (gO (х))
при условиях
FI(x)=I-НI(gl(Х))~Рi. i=1 •... ,m,
ХЕХ.
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где ~; - наибольшее число ~, удовлетворяющее неравенству
l-Рi?Нi(~)'
Задача (2.72)-(2.74) -- обычная задача нелинейного про­
граммирования.
Описанный прием иногда применяется и в тех слу­
чаях, когда функции fV (х, 8), v = О, 1, ... , т, не являются
суммой двух слагаемых, одно из которых зависит только
от х, а второе - только от 8 (аддитивная помеха).
Рассмотрим пример. Предположим, что
n




где avj, bv , v = О, 1, .. " т, - независимые и нормально
распределенные случайные величины.
Обозначим через mV (х) математическое ожидание функ-
IlИИ fV (х, 8), т. е . .L: (lvjXj - bv , где Qvj = Ma,'j, bv = МЬ"
j
через dV (Х) - ее дисперсию. Рассмотрим случайные ве­
личины
(8) = fV (х, 6) - mV(х)qv Vd" (х)
где предполагается, что dV (х)? сопst > О.
Так как avj, Ь" распределены нормально, то и вели­
чина qV имеет норм альное распределение с нулевым мате­
матическим ожи данием и единичной дисперсией. Так как
нормальное распределение величины q" полностью опре­
делено математ ическим ожиданием и дисперсией, то отсюл.а
следует, что ве личины qv не зависят от искомых перемен­
ных х. Так как
PV(x)=P{fV(x 8)~0}=p{fV(x. 6)-mV (х) + mV(x) <O~
, Vd V (х) 1/ dV (х) I '
то в случае (2.7.5) для функций PV (х) имеет м есто пред­
ставление (2.71), где
v mV (х)
g (х) = 1/ d' (х) ,
а величины qv (8) имеют вид (2.76).
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Если имеются ограничения
Р {gi (х) ~ qi (6), i = 1, ... , т} ~ Р,
где величины qi (6) незаВИС!fмые, то их можно заменить
следующими нелинейнымн ограничениями:
gi (х) - у; ~ О, i = 1, ... , т,
т
П (1- Н; (у/)) ~ Р,
i = 1
где H/(y)=P{Qi(6)<y}.
3. Д в У х э т а п н а я з а Д а ч а с к о н е ч н ы м м н о .
ж е с т в о м с о с т о я н и й при р о Д ы. В том случае,
когда множество состояний природы двухэтапной задачи
(1.52)-(1.53) конечно, т. е. 6= {61 , ... , 6N}. и Р1' ... , PN-
соответствующие вероятности, эту задачу можно записать
в следующем виде:
Найти план х и его коррекции у = (у1, ... , yN) В со­
стояниях 61' ... , 6N , обращающие в минимум линейную
функцию цели
N
(с, х) +~ (dk, yk) Pk
k=l
при условиях
А (1) х+В (1) уl






х ~ О. уl ~ О, уЗ ~ О, ... , yN ~ О. (2.79)
Следовательно, задача двухэтапного стохастического
программирования сводится к задаче линейного програм­
МИрО!Jания специального (блочного) вида, и здесь можно
использовать методы блочного программирования.
Задача (2.77)-(2.79) существенноупрощаетсядля двух­
этапных задач транспортного типа со специальной матри­
цей коррекций, рассмотренной в п. 6 дополнения к гл. 1.






88 НЕПРЯМЫЕ МЕТОДЫ еТОХАетич. ПРОГРАММИРОВАНИя [ГЛ. 11
при условиях
n
~ хц=а/, i= 1, ... , т, (2.81)
/=1
т
~ xi;=b;, j= 1, ... , n, (2.82)
1=1
x//~O, i = 1, ... , т, 1'= 1, ... , n. (2.83)
Пусть объемы производства а/, i = 1, ... , т, и объемы
потребления bj , l' = 1, ... , n, являются случайными вели-
чинами со значениями а: <a~ < ...< a~l, b~<b~< < bj,
которым отвечают вероятности f.l11, •.. , f.l/r" Л/l, , Л/5j '
В транспортной задаче двухэтапного стохастического
программирования требуется найти такой план перевозок
{Xlj}, который минимизируетожидаемыесуммарныезатраты
на его реализацию и коррекцию
~CljX/j+
1, 1
+м miп [i; (уТи!+ yivn + ±(бtWj +б7wnJ




~ х//+иТ- vi=al, i= 1, ... , т, (2.85)
1=1
т
~ Xij+ Wi- Wj=b/, j= 1, ... , n, (2.86)
1=1
Xlj~O, vt~o, и/~O, wt~O. W,;:?; О, (2.87)
где У/, 157 - штрафы за ециницу недостающей продукции,
yt, бj - штрафы за единицу избыточной продукции.
Эта задача, как легко понять, равносильна следующей
транспортной задаче в сетевой форме (с промежуточными
пунктами):
Каждому пункту отправления i поставим в соответст­
вие Гl фиктивных поставщиков i 1, ... , ir /, а каждому
пункту назначения- S; фиктивных потребителей jl' ... , 1'5/
так, как это указано на рис. 6.
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Объем производства поставщика [1 равен а}, постав­
щика i2 равен a~-al, поставщика k равен a~-a~-l и т. д.;
объем потребления потребителя j1 равен bi, потребителя









Объемы поставок Zk/, Хц, УЛ, k = i1, i r ., i = 1, ... , т,,
[=11, 000, js/, j= 1, 00', n, связаны соотношениями
'/ n2: Zk/ - 2: Хи = О, i = 1, ... , т,
k=1 ;=1
" '}2: X/j- 2: УiI=О' j= 1, ... , n,
(=l 1= I
О.,;:; Zki ~ а7 - a:- I = 'Лkl ,





Величи~ы Z.k/' Ур В ~акой интерпретации заменяют вели·
чины Vi, V/, W;, W /.
План перевозок Хи определяет объемы поставок
n т
2: Х/} = а/ и объемы потреблений 2: Х/} = ~j, которые мО-
;=1 i=l
гут быть больше или меньше реализаций случайных ве·
личин ai, Ь,о Согласно соотношениям (2.88), (2.89)
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веЛIIЧIIНЫ а/. ~; однозначно определяются выбором величин
г,,/. Yj/'
Обозначим через Mik вероятность того, что величина а/
k
превысит а7. т. е. M/k = 1- ~ f!/s; через Ai1 - вероят-
<=l
/
ность того. что величина Ь; превысит bi1 • Ап = 1- 2: л;s.
<= I
Тогда величина 1tk/ - Zk/ С вероятностьюM/k равна избытку
продукта в пункте i, т. е. 1tk/ - Zk/ > О, И С этим связаны
ожидаемые затраты ytM/k (1tk/ - Zk/); с вероятностью 1 - M ik
величина Zk/ равна недостатку продукта в пункте 1,
и с этим связаны затраты 1'1 (1 - M/k ) Zk/. Аналогичным
образом определяются затраты, связанные с недостатком
и избытком продукта в пункте j. Тогда общие затраты
в принятой интерпретации можно записать так:
2: Ci;X/j +2: [y!M/k (1tk/ - Zk/) +1'1 (1 - M/k ) Zk/1 +
'. i '. k
+2: [б/А;I (X/l- Yil) + б7 (1 - A/1) Y/I] =
i. 1
= 2: CijXI; +2: ytMik1tj/, +2: б7АиХи +
" i '. k i. I
+2: [(1 - M1k) у! - M1kyt] Zki +2: [( 1- A/1) бj - А/lбtJ Уи.
'." ;.1
Если отсюда убрать постоянные слагаемые, то можно рас­
смотреть следующую сетевую транспортную задачу:
Минимизировать линейную функцию
2: Ci;Xij +2: [(1 - M ik ) 1'1 - Mikyt] Zki +
'. / " k




При YI?: О. 1'7 ~ о, бj ~ О, бjL ~ О величины
[(1 -l\f ik ) "'! - Мп/у!] монотонно возрастают ПО k, а вели­
чины [(1 - A ii ) О; - АиО;] монотонно возрастают ПО 1,
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поэтому, если в решении Zki > О, Yjl > О при некоторых k,
[, то Zsi> О при s < k; YjI > о при t < 1. Поэтому сетевая
транспортная задача (2.88)-(2.92) будет равносильна
исходной двухэтапной задаче (2.84)-(2.87).
Дополнения к главе 11
1. Пусть в задаче (2.29)-(2.32) значения Функuий рО (х) известны,
т. е. смешанные стратегии применяются в обычной задаче нелинеi'l·
ного программирования. Тогда схема решения этой задачи
такова.
Фиксируются произвольным образом не менее т+ 1 точек х], ...
x l', И после этого решается задача линейного программироваНllЯ
(2.2CJ)-(2.32). Пусть также имеется решение двойственной заДiJЧИ
и',', ., u~+l' Чтобы уменьшить значение функции цели (2.29), необ·
ходимо рассмотреть некоторую новую точку х. В результате этого
к матрице линейной задачи добавится новый столбец, характеризус·
мыг, вектором (ро (х), ... , рm (х), 1). Точку х следует выбрать так,
чтобы при введении нового столбца IJ старый базис значение линей·
ной формы (2.29) уменьшилось. Поэтому точка х, которую следует
pilccMoTpeTb, должна удовлетворять неравенству (исходя из теории
Лl1нейного программирования)
т1: u';Fi (x)+и~+1 <-1"0 (х).
;=1
Тогда новая точка х"+1 может быть найдена в результате миними~а­
т
ции функции тО (х)+ 1: и!'Р' (х) при условии х Е Х. После ]'ого,
;=1
как такая точка х'г+l будет получена, отыскивается lIoBoe решеllие
задачи (2.29)-(2.32), новое решение двойственной задачи и т. д.
Заметим, что получаемое после каждой итерации новое оптима!IЬ­
lIoe решение задачи (2.29)-(2.32) (путем подбора НОВО(I точки х) ш·
держит, исходя из симплекс-метода, не более т+ 1 ОТ.1ИЧНЫХ ог О
КОМПОl!ент. Поэтому для реализации предлагаемого метода на К;Jждоii
итерации достаточно хранить в памяти не более т+ 1 точек х"
2, r1л а н и р о в а н и е с е л ь с К О Х о ~ я й с т в е н н о г о про·
и з в о Д с т в а. В качестве примера экономической задачи, которая
сводится к задаче стохастического программирования с ограничениями
по вероятности, рассмотрим такую модель [67J. Пусть т-число
культур; n; - число сортов культуры i; К - число гипоu почвы; 51,-
площадь земли типа 11; Ri - запланированная продукция культуры 1;
1 - 'Х; - допустимый риск невыполнения плана по культуре i; aijl,-
УР,,;l\аЙ'"JСТЬ сорта i культуры i на почве гипа /1; Gi/k издержки lIa
обработку единицы площади типа k для посева сорта i культуры i;
1- [) -допустимый риск, при котором ф31пические I1здержки могут
п рев.ЮС, ги .запланированные; Xijk - площадь, заня 'ая сортом i ку.%·
1У ры i на .земле типа k.
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Требуется минимизировать у при условиях
Р {i~l j~1 ktl cijkx/;k ,;:::;y}=~.
Р {~ ±Щ;kХi;k~R/}~аф 1=1, ...• m.
;=! k=1
т n/
~ ~ "lik=Sk, k= 1, "', К.
/=1 ;=1
где X/jk~O, i=l, .... т, 1=1 • ••. , n, k=l •...• К. ВеЛИЧИНЫСiik,
Щik предполагаются случайными.
3. Пусть имеется конечное число действий х Е {I, ... , '}, про­
странство состояний природы содержит конечное число элементов
6Е {I, "', г} с вероятностями f.tl. "', f.tr, пространство наблюде­
ний совпадает с пространством состояний. Смешанная стратегия ха­
рактеризуется числами hkj, k = 1, ... , г, i = 1..... 1.
Минимизировать MfO (х, 6) при условиях
P{fl(x, в),;:::;O}~P/, i=l, ... , т.
Рассмотрим множество И/. i = 1, ... , т. таких пар (k. j). для
которых
[/ (k, П';:::; О.
Пусть akj=hkjf.tk' Получим задачу:




где akj= {О (k. j), при условиях
~akl? Pl. r~ ам= 1, 1=1. ... , 1,
И; k=l
О ,;:::;ам,;:::; 1, k=l. ... , г, i= 1, 1.
Читателю рекомендуется проанализировать специальные алгоритмы
решения этой задачи.
4. Рассмотрим задачу выбора решения х (6). минимизирующего
математическое ожидание
FO (х (6)) = ~ {О (х (6), 6) Р (dб)
при условиях
р (х (6» = ~ [! (х (6), б) Р (d6)';:::; О. (= 1••• 0. т.
х (6) Е Х (6), в Е е.
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Если множество состояний природы конечно, 1'. е. б = 1, ... , N с ве·
роятностямн Р1' "', PN' получаем ~адачу нелннейного программиро­
вания с большим числом переменных:
Найти совокупность векторов х (1), .•. , х (N). минимизирующую
N2: {О (х (k), k) Pk (2.93)
"=1
при условиях
N2: {' (х (k), 1,) Pk ~ О,
fl::l:=]







{О (х (k), k) = 2: С/ (k) х/ (k) fi (х (k).
/=1
Х (k)={x: Х=(Х1' .... хn),
n
k) = 2: ()i; (k) х/ (k) - bi (k),
;=1
Хl ::3: О, ... , Хn ? О}
можно разработать алгоритм. основанный на модифицированном сим­
плекс- методе с привлечением случайных испытаний.
5. О ц е н к а н а Д е ж н о с т и. В работах по теории надежности
[39] встречается следующая задача. которую можно решить методом,
рассмотренным в п. 1.
Пусть пока~атель надежности некоторой системы характеризуетсw
функцией {(fJI•... , т]г), зависяшей от случайных величин fJI, ... , Т]ГI
имеющих совместную функцию распределения Н (г1 • ...• гг), Известны
некоторые моменты величин Т]1, .,., т]г, например, даны
М 11 1г _ (' , 1 ' г Н - 1 l1]\ "'Ylr -JZJ ",гг d (г1, .... гг)-т(1' .... г),
Требуется оценить ожидаемую надежность системы в расчете на наи­
худшее распределениеН с ~аданными моментами.
Ожидаемая надежность есть
g (Н) = i f (г1, ... , гг) dH (г1' ... , гг),
Следовательно, задача состоит в гом. чтобы найти такую функцию
распределения Н (г1' , •. , гг). которая мннимизируеI g (Н) Щ.JИ дан­
ных т (11' ... , lг).
ГЛАВА III
СТОХАСТИЧЕСКИЕ КВАЗИГРАДИЕНТНblЕМЕТОДЫ
в этой главе изучаются общие подходы к решению
экстремальных задач, в которых нет точной информа­
ЦЮI о функциях цели, ограничениях и (или) их произ­
водных.
Такое положение, как мы видели, характерно для за­
дач стохастического программирования, но не только для
них: градиент Fх (х) = (ддР • "', ддР) нелинейной функции
Х1 х"
не вычисляется точно в том случае, когда закон ее изме-
нения задан алгоритмически.
Предлагаемые методы основаны на понятии стохасти­
ческого квазиградиента- случайного вектора, математи­
ческое ожидание которого в некотором смысле близко
к градиенту или обобщенному градиенту рассматриваемой
функЦl1И. Применение этих методов в задачах стохасти­
ческого программирования рассматривается в следующей
главе. В этой главе они применяются в задачах нелиней­
ного программирования большой размерности.
При доказательстве теорем этой главы используются
следующие факты:
Н е р а в е н с т в о К о ш и - Б У н я к о в с к о г о. 11усть
а = (а1, ... , а/l)' Ь = (Ь 1 , ... , Ь/l) - nроизвольные векторы
из R/I, (а, Ь) - их скалярное произведение, m. е. (а, Ь) =
"




л е м м а 1. Пусть fl s , S = О, 1, ... , - неотрttцательные
слу'{uйныl' веЛ/l'lII1IЫ. M!l,<~ . Mhs-'>-O npllS-+
ТОсдu СУЩ('({11/1!Jс'm nоJnослеCJИdЦlllельносmь \11"1': I/UU,Шl,
чти hSk ~ О и.Н.
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§ 1. Метод проектирования стохастически х
квазиградиентов. Стохастические квазифейеровские
последовательности
1. Описание метода. Пусть
ровать выпуклую вниз функцню





где множество Х выпуклое If замкнутое. Естественно
предположить, что в широком классе задач вместо точных
значений градиентов или обобщенных градиентовфункции
F (Х) будут известны векторы, являющиеся статистическими
оценками этих значений. В стохастических квазиградиент­
ных методах за направление
спуска и выбираются такие
случайные векторы.
Обозначим через лх (Х), как
и в гл. 1, оператор, который
ставит в соответствие каждой
точке х Е RfI точку ЛХ (х) Е Х
так, что
Ilу-лх (х) II~ IIY- xll (3.3)
Рис. 7.
для любых У Е Х. в гл. 1 он назван оператором проек­
тирования. Как показывает рис. 7, для ограниченного
множества Х, если точка х находится на значительном
расстоянии от Х, в качестве лх (Х) можно взять произ­
вольную точку множества Х; если х находится на близ­
ком расстоянии, в качестве лх Iх) следует брать ту точку
из Х, которая находится от Х на кратчайшем расстоянии.
Пусть (Q. е4', Р) - некоторое исходное вероятностное
пространство. Рассмотрим последовательность случайных
точек х' (ш), s = О, 1, ... , определенную по формуле
XS+] = ЛХ (X S - P,VsGS ), S = О, 1, . . . (3.4)
Здесь хО - произвольная точка, Ps - величина шага, у,­
нормирующий множитель; ~' (ш) - случайный вектор. услов­
ное математическое ожидание которого
м (Gs/xo, .... xS)=a,Fx(xSj+bs , ~=O, 1, ... , (3.5)
96 СТОХАСТИЧЕСI(ИЕ I(ВАЗИГРАДИЕНТНЫЕ МЕТОДЫ ГЛ ttI
где as - неотрицательная случайная величина, Ь' = (ь; . ...
... , b~) - случайный вектор, зависящие от последователь­
ности (ХО, ••. , xs) или, более точно, измеримые относи­
тельно cr-подалгебры rflds ' индуцированной семейством
случайных величин (хО , ••• , х·) .. Величины Ра, Ys также из­
меримы относительно t/liJs '
Вектор Рх (ха) - обобщенный градиент, т. е. вектор, удо­
влетворяющий для любых Z неравенству
F (z) - F (XS ) ~ (Рх (ха), Z - х5).
В дальнейшем будут рассматриваться различные при­
меры процедуры (3.4)-(3.5). Пока приведем простой при­
мер вектора 65, удовлетворяющего (3.5).
Пусть
N
F (х) = ~ ti (х),
;=1
где t; (х), i = 1•... , N. - непрерывно дифференцируемые
функции, {~ (х) - гр адиент функции ti (х). Выберем с веро­
ятностью I/N при х=хВ одно из чисел i= 1, .... N и
обозначим выбранное число через i s . Тогда для вектора
6S = {~a (хВ) имеем
N
М (6s/XS) = ~ ! t~ (XS) = ~ Fx (хВ ).
('=1
В этом случае процедуру (3.4) можно интерпретировать
так. Функция F (х) состоит из N блоков t1 (х), ... , tN (х).
В s-й итерации выбирается с равной вероятностью один
из блоков. и в качестве направления спуска выбирается
антиградиент, вычисленный только по этому блоку.
2. О с х о Д и м о с т и. После того, как предложена
определенная процедура поиска решения поставленной
задачи, т. е. указано правило построения последовательно­
сти {xs}, которая должна в некотором смысле сходиться к
ее решению, возникает важный вопрос о том, действитель­
но JIИ это имеет место? (Сходится ли данная процедура?)
Процедура (3.4)-(3.5) может сходиться к решению задачи
(3.1 )-(3.2) в различном смысле, в частности, по вероят­
ности, в среднем квадратичном, с вероятностью 1. Наи­
е:ольшее практическое значение представляет сходимость
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с вероятностью 1, ибо только в этом случае за прибли­
женное решение задачи при достаточно большом s МОЖНО
принять xS • Справедливы аналоги теорем 5, 6 гл. 1:
т е о р е м а 1. Пусть для любого числа L < 00 найдется
такое число CL < 00, что
м (1IsS I12jXO, ••. , xs) ~'Y];~CL при IlxkllE;L, k=O, 1, ... , s;
I's > О, I's ('Y]s +..s 11 XS Ii) ~ const,
где ..s = 1 при 11 bs 11 =1= О, ..s = О при 11 bS 11 = О; Ps~ О,
~ psas=oo, ~ М Ps 11 bs 11 < 00.
s=o s= О
Тогда найдется подпоследовательность xSk , для которой
Вт F(xSk)=F(x*) n. Н., т. е. lim minF(xk)=F(x*) n. н.
k---.oo S---+CO k ~s
Т е о р е м а 2. Пусть в дополнение к условиям дока­
занной теоремы множество Х* ограничено. Тогда
inf M\\x*-xs I12 -+O.
х'
Заметим, что условия этой теоремы мало чем отли­
чаются от условий теоремы 5 гл. 1. Если их усилить,
потребовав сходимости ряда ~ Mp~, то можно устано­
вить, что Jiт XS Е Х * С вероятностью 1. Введем важное
для этих целей понятие случайной квазифейеровской
последовательности, обобщающее понятие обычной (детер­
минированной) фейеровской последовательности [17].
3. С л У чай н ы е к в а з и фей е р о в с к и е п о с л е·
довательности.
Пусть G- некоторое подмножество пространства Rn.
Последовательность XS (0)), s = О, 1, ... , случайных векто,
ров назовем случайной квазифейеровской последователь­
ностыо относительно множества О, если для произволь­
ной точки у Е G
М (11 у - xs+l112jxO, ... , XS ) ~ 11 у - XS li 2 + Ws, (3.6)
8=0,1, ... ,
где случайные величины WS (ы)? О являются измери·
мыми относительно а-подалгебры dYВs , индуцированной
4 ю. М. Ермольев
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семейством (хО , ••• , XS ), и такими, что
(3.7)
ЗамеТIiМ, что для существования встречающегося в (3.6)
математического ожидания достаточно, чтобы М 11 хо 112 < ИJ,
поэтому всюду В дальнейшем это условие предполагается
выполненным.
Следующая теорема о.тражает основные свойства слу­
чайных квазифейеровских последовательностей, которые
аналогичны свойствам детерминированных фейеровских
последовательностей.
т е о р е м а 3. Если nоследоватеЛЫ-toсть случайных
величин х' (ы) является квазифейеровской отнооительно
множества О, то: 1) для любого у Е G nоследоватеЛЫtoсть
11 у - XS (ы) 11. сходится почти при каждом ы; 2) множество
предельных точек {х' (w)f не пусто почти для каждого ы;
3) если х' (ы), х" (ы) - какие-либо nределЬНЬte точки после·
дователы-toсти XS (ы), не nрuнадлежащие О, то G лежит
в гиnерnлоекости, являющейся геометрическим местом
точек, равн.оудаленных от х', х".
Д о к а з а т е л ь с Т В о.
а) Для доказательства утверждения 2), очевидно,
достаточно доказать 1). Если бы величины WS не были
случайными, то сходимость последовательности il у -- х' 11
непосредственно следовала бы из того, что для величин
00
ZS=\\y-хS \12 + 2: Wk
k=s
в силу (3.6) выполняется неравенство
М (25+1/го, ••• , 2s)~ 2s , S = О, 1, ... ,
(3.8)
т. е. {Zs! является супермартингалом.
доказательство же пункта 1) для случайных Ws
следует из теоремы 3 гл. 1.
б) Пусть при данном w величины IIY - х' (ы) 11 при
s _ 00 сходятся. Следовательно, все предельные точки
лежат на сфере радиуса limlly-хS(w)II, что возможно
только тогда, когда любая точка у Е G лежит в пло­
скости, являющейся геометрическим местом точек, равно­
удаленных от х' (ы), х" (ы) (из того, что 11y - х' (ы) ~2:::::a
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=lly-x"(w)112, следует, что 2 (у, x"-х')+llх'I:2 _.
-llx"'1\2 = О).
С л е Д с т в и е 1. Если последовательность XS (ш)
является случайной квазифейеровской относительно мно­
жества О, имеющего размерность п, то /x s (ш)1 имеет
единственную предельную точку почти при каждом (о.
С л е Д с т и и е 2. Если предельная точка х (ш) после­
довательности X S (ш) для некоторого w принадлежит О,
то х (ш) является единственной предельной точкой при
данном (о.
Доказанная теорема и ее следствия укаЗblвают весьма
общие условия сходимости с вероятностью 1 последова­
тельности случаЙНblХ величин к точкам множества О:
последовательность должна бblТЬ квазифейеровской,
и хотя бbl одна ее предельная точка с вероятностью 1
должна принадлежать О.
4. Сходимость с вероятностью I.BeKTop~s,
удовлетворяющий (3.5), с точностью до as, bS в среднем
совпадает с вектором обобщенного градиента. Если
а, == 1, Ь' == О, то вектор ~' естественно назвать стоха­
стическим обобщенным градиентом или, для краткости,
стохастическим квазиградиентом, а процедуру (3.4)-
методом проектированиястохастическихквазиградиентов.
При bS -7:- О условию (3.5) удовлетворяет ПРОИЗВОЛЬНblЙ
случаЙНblЙ вектор, и сохранить эти названия за ~S
и методом (3.4). в этом случае можно лишь тогда, когда
последовательность .х' при s -+ 00 сходится к решениюзадачи (3.1) - (3.2). Обозначим через Х* множество
решений задачи (3.1) - (3.2).
Т е о р е м а 4. Пусть 'ls (ш) - случайная величина,
измеримая относительно а-подалгебры d3Зs , индуцирuваннuй
величинами (хО , ••• , х5 ), тш{ая, что для любого числа L
и некоторого числа СL
(3.9)
при 11 xR li~ L, k = О, 1, ... , s; нормирующий множитель 1'.
для некоторых чисел 1', у удовлетворяет условию
0< 'v < 'Vs (11s +'ts 11 X S Ii) <1' < 00, (3.1 О)
где 'ts = 1, если 11 Ь' 11> О, 'ts = О, если ',1 bS I1 = О; величины
4';:
...
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Ps, as , bs такие, что
Ps~O, as~O, ~ M(PsllbsII+p;)<oo. (3.11)
5=0
Тогда nоследователыюсть точек xS , s = О, 1. . .. ,
м 11, хО 112 < 00, определенная согласно (3.4) - (3.5), является
случайной квазифейеровской относительно множества Х *.
Если же, кроме того, с вероятностью 1
(3.12)
то почти для каждого w последовательность X S (w) схо­
дится к некоторому элементу х* (w) Е Х*.
Условия этой теоремы, как будег показано далее,
легко проверяется при решении конкретных задач. Здесь
только заметим, что
М (11 ~s 112/~s) =
n
= ~ D(~i/~,)+a~IIFx(xS)112+2as(Fx(XS), bS)+llbsI12, (3.13)
;=1
откуда, например, следует, что если сумма дисперсий
n
~ D (~i/~J компонент вектора ~s = (~~, ... , ~~) ограни­
;=1
чена в Х, а также ограничены Gs• 11 Fх (X S ) 11, 11 bs 11, то
'Ils = const, т. е. (3.9) выполняется. Справедливость этого
условия в реальных задачах обычно является следствием
ограниченности области Х.
Д о к а з а т е л ь с т в о.
а) докажем вначале первую часть теоремы. Пусть
х* Е Х*. С учетом свойства (3.3) операции проектирова­
ния имеем
,~* -xs+ I I]2 ~ 11 х* - XS+ Ps'r's~S 112 =
= I1 х* - XS [12 +2ps'r's (~S, х* - X S ) + p;y~ I1 ~S 1!2. (3.14)
Возьмем условное математическое ожидание от обеих
частей этого неравенства:
М (11 х' - хН! 112/~"JJ'\) <:;;.11 х* - XS //2 +
+ '2ps'r'sas (Fx (x S ), x*-хs)+2рs'r's(ЬS , x*-XS)+
+p~y~M (11~sI12/~s)' (3.15)
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Так как (Fx(xS ), х* -хs)~О, то отсюда, с учетом
неравенства Коши - Буня.:<овского и того, что Bceгд~
можно предполагать Ys~ У < со для некоторого числа У
(можно предполагать 1']s> Е> О), получим
М (1Ix* -хs+ 1 11 2/JIй's) ~ 11 х* -XS li 2 +
+ 2ps 11 bs 11 (У 111 х* I1 + у) +У2р;. (3.16)
Из этого неравенства и условий (3.11) следует дока­
зательство первой части теоремы.
б) Покажем теперь, что при условии (3.12) одна из
предельных точек последовательности X S (ы) почти для
каждого (i) принадлежит множеству Х*. с учетом след­




Ilx* - xs+1 11 2~ \Ix* - хО 112 + 22: PkYk (sk, х* - xk ) +
k=O
s
+ 2: P~y~ 11 Sk 112.
k=O
(3.1 '7)
После взятия математического ожидания с учетом TOI'O,
что М g (k) = М М (g (k)/riJВ k ) , получим
М \\х* _xs+1 \\2 ~
s
~ М 11 х* -хО 112 +2М 2: PkakYk (рх (x k ), х* - xk ) +
k=O
;
+2(Yllx*\\+Y) 2:М Pkll bk ll+y22.: Mpk.
k=O k=O
Отсюда следует, что с вероятностью 1
CD
MII х* - ХО 112 + 2 М 2: PkakYk (Рх (xk ), х* - xk ) +
k=O
CD ro
+2(Yllx*II+Y) 2: M pkll bk ll+y2 2:Mpk=?O.
k=O k=O
Тогда с учетом (3.11) получаем, что с вероятIIостыQ
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Так как 2: Pkak = СО, то с вероятностью 1
YSk (Рх (X'k), х* - XSk ) --+ О при k --+ 00.
Почти для каждого ш последовательность 11 XS (ш) 11 ограни­
чена, поэтому из (3.9) и (3.10) следует, что значения
Yk (ш) при k = О, 1, ... ограничены снизу почти для l<аж­
дога 0. То есть почти для каждого 0 для некоторой под-
последовательности, например, для xSk (0)
(Р х (XSk (0)), х* - xSk (0)) --+ О
при k --+ 00. Так как РХ (х) - обобщенный градиент, то
F(x*)-F(х'k):;?(Fх(Х'k), х* _XSk)--+О,
поэтому из предыдущего соотношения для любой предель­
ной точки х' подпоследовательности xSk получим F (х*) =
= F (х'), т. е. х' Е Х*, что и требовалось доказать.
3 а м е ч а н и е 1. Очевидно, что если область Х огра­
ничена, то теорема остается справедливой при Ys = const.
3 а м е ч а н и е 2. Теорема будет справедливой также
при следующих иногда полезных изменениях: 11 bS 11 удов­
летворяет условиям, аналогичным (3.9), т. е. IIb s 11~ CL при
11 x
k
11 ~ L, k = О, 1, ... , s; нормирующий множитель Ys
удовлетворяет условиям
О < У ~ У5115 "О;:оГ5' У ~ У5 (l + 11 X S 11) 11 Ь5 11~ 85' (3.18)
где У - некоторое число, величины 85' rS измеримы отно­
сительно rtldS ; вместо (3.11) справедливы условия
ro
Ps~ О, as?'o О, 2: м (РЛ+РИ) < 00.
s=o
(3. 19)
Это легко понять, анализируя доказательство теоремы.
§ 2. Локальная сходимость
Рассмотрим задачу минимизации непрерывно диффе­
ренцируемой, но не обязательно выпуклой вниз функции
F (хl' ... , х,,) при Х = R" и изучим вопрос о сходимости
процедуры типа /3.4) - (3.5) к 1'очкам локального мини­
мума F (Xl' "., х,,).
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Прежде всего заметим. что анализ доказательств тео­
рем предыдущего параграфа показывает, что они будут
справедливы при люБЫХ ФУНКЦИЯХ F (х). для КОТОрЫХ
существует некоторое подмножество точек минимума Х**
такое. что (Рх(Х). x*-x)~o при Х*Е:Х**. ХЕ:Х**.
Так как Х = Rn и F (х) - непрерызно днффереНЦllруе­
мая функция, то метод (3.4) - (3.5) ВI,!рож.'{ается в сле­
дующий:
где
XS+ 1 =XS -PS'\'5;5. 5=0.1 . .... (3.20)
(3.21)
м \\ хО 112 < со. Не ограничивая общности, предположим.
что F (х)?: о. Кроме того. везде будем предполагать.
что для каждого числа L < со существует число CL < со
такое. что IIFx(x)I\~CL при F(x)~L. Предположим также.
что градиент Fх (х) удовлетвор яет равномерному условию
Липшица: для любых точек х. у
11 Fх (х) - Fх (у) 111~ С 11 у - х 11, (3.22)
(3.24)
(3.23)
где С = const.
Т е о р е м а 5. Пусть 1]., (ы) - случаU.ндя величина, изме­
римая относительно а-nодалгебры dJЗs • индуцированной
величинами (хО • •••• х5 ). такая. что для любого числа
L < со и некоторого числа CL
М ('1 !:5 i' 2/ О S) 9 СJ " 11 х • ...• х ~ 1'].~ L
при F (xr.) ~ L. k = о, 1. . ..• 5; нормирующий множитель
'\'S удовлетворяет условию
0< '\'~ '\'5115 ~ rs < со;
справедливо условие Лиnши/{а (3.22). Кроме того, величины
Р5. as • bS • Г5 измеримы относительно а-nодалгебры dJЗs
и такие, что Ps~ О. as ?: О. 11 bS II/as-+ О равномерно
с вероятностью 1,
со
2: м (Ps 11 bS \\ + p~г~) < со,
5=0
со2: psas= со n. н.
,=0
(3.25)
Тогда последовательность точек X S (ro). определенная
согласно (3.20) - (3.21). такова, чпw почти для каждого (j)
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последовательность F (x S ) сходится, 11 Fх (х 'k) 11-+ о 11 Н.
при k -+ со для некоторой nодnоследовательностu X'k.
Д О К а з а т е л ь с Т В о. Действительно,
1
F (XS+1) - F (XS) = ~ F~ (XS- ap;\,s~S) da =
u
I I
= - Psys ~ (Fх (XS), ~S) da + PsYs ~ (Fх (xS)_
u u
- Fх (xs - apsYs~S), ~S) da ~ - PsYs (Fх (XS), ~S) + p~y~c 11 ~s 112.
(3.26)
После взятия условного математического ожидания от
обеих частей этого неравенства с учетом (3.24) получим
для любого ~S
М (F (хS+ 1)JdJЗs) ~
~ F (XS)+ psYsas [-IIFх (XS) 112 + II~: 11II Fх (XS) 11] + Cp~г; =
= F (XS)+ psYsas~s [-11 Fх (XS) 112 + 11:: 1111 Fх (XS) 11] +
+ PsYs (l - ~s) [- as IIFx(X S ) 112 +11 bS II~Fx (X S ) 11] +Ср;Г;.
Введем множитель ~s так, чтобы
(3.27)
где число Q> О. Тогда из предыдущего неравенства
для некоторого числа N и s~ N (для простоты N = О)
получим (с учетом того, что Ys ~ у для некоторого чи­
сла у, 11 bS IIJas -+ О)
М (F (хs+ 1)JdJЗ s) ~
~F(xS) + PsYs(l - ~s)[-аsllFх (XS)\12 + Ilb S IIIIFх (xS)/I] + СрИ~
~F (XS ) +QPsllbs11 У+СрИ.
Отсюда и из теоремы 2 гл. 1 следует сходимость последова­
тельности F (х'). Остается показать, чтоllFx(XSk ) 11-+0 с вероят­
ностью 1 для некоторой подпоследовате.'IЬНОСТИ xSk •
, 21 ЛокАЛЬНАЯ сходимость
ИЗ неравенства (3.26) легко получить, что
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м F (хН!) ~ М F (хО) - М ~ Р" 'Yka" 11 Fx (х") li2 +
k=O
s s
+ ~ м Pk'Yk 11 ь" I! IIFx (x k ) 11 +С ~ МР.И.
k=O k=O
Из сходимости последовательности F (Xs) и сделанного
предположения о своеобразной ограниченности IIFx (X s) 11
следует, что почти при каждом ffi значения IIFx (х" (ffi))11
равномерно ограничены. Поэтому 1,
ro
~ Pkak'Yk !JFx (xk) 112 < 00,
k=O
Величины 'Ys в силу сходимости F (Xs) равномерно
ограничены снизу, а ~ psas= 00 с вероятностью 1, поэ­
тому IIFx (х5Ч 11-+0 п. н. для некоторой txS,,} при k-+oo,
что И требовалось доказать.
Иногда полезным оказывается следующее изменение
доказанной теоремы.
т е о р е м а 6. Пусть as = 1, ds (ffi) - случайная вели­
чина, измеримая относительно а-nодалгебры $Js, индуци­
рованной величинами (хО , ••• , xS), такая, что для любого
числа L и некоторого числа CL < 00
n
~ D (~j/XO, ... , xs) ~ d~ ~ CL
i=1
(3.28)
при F (х") .,,::::: [, k = О, 1, ... , s; нормирующий множитель
'Ys удовлетворяет условию
О < 'У ~ 'Ysds~ гs< 00; (3.29)
справедливо условие Лиmиица (3.22).
Кроме того, величины Ps, bS , ' s измеримы относительно
а-алгебры rf:7З s и такие, что Ps~O, Ps-+O, Ilbsll-+O рав­
номерно с вероятностыо 1 и
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Тогда nоследоватеЛЫiOсть точек XS (ы), определенная
сог,шсно (3.20) - (3.21), такова, что почти для каждого w
последовательность F (X S ) сходится, причем 11 Fх (XSk) 11 __ О
(/,ри k __ 00.
Д о к а з а т е л ь с т в о этой теоремы аналогично дока­
зательству теоремы 5, поэтому отметим только его осной­
ные этапы.
Из (3.26) с учетом (3.13) имеем
м (Р (XS+l)/<fj3s) .,;;;; F (XS ) - PsYs [11 Fх (X S ) 112 - (Рх (X S ), bS )] +
+ P~y~ C~I О (~j/cff8s) + 11 Fх (X S ) 112 + 2 (Рх (X S ), bS ) + 11 bS 112]'
Это можно записать так:
м (Р (x S+l)/cff8s)~
~ F (X S ) + PsYs~s П Fх (X S ) 11 (-IIFх (X S ) 11+ 11 bs IO +
+ PsYs (11 Fх (X S ) 11 + 211 bs 11) + PsYs 11 bs li2] +
+ PsYs (1 - ~S) [-11 Fх (X S ) 112 + 11 F х (X S ) 1111 bS 11 + PsYs (11 Fх (X S ) 112+
+ 211 Fх (X S ) 1111 bs 11 + 11 bS 1т+ p~y;d~.
Пусть ~S определено в соответствии с (3.27). Так как
Ys~Y, Ps--O, IIbS!\--О равномерно с вероятностью 1,
то при ~S = 1 первая квадратная скобка, начиная с неко­
торого s = N (для ПростоТЫ N = О), будет неположительноЙ.
Поэтому
Учитывая теорему 2 гл. 1 и условия данной теоремы, отсюда
получаем сходимость последовательности F (X S ) с вероят-
ностью 1. докажем, что 1I Fх (X'k) 11 __ О с вероятностью 1
при k __ 00. Из (3.26) имеем
..., ..,
{(XH')~P(xO)- 2: PkYk(Fx(xk), Gk )+ ~ PkY};IIGk I12 •
k=O ~=9
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Для математического ожидания, получим
MF(xS+l)~MF(xO) -М 2:; PkYkIIFx(x")112+
k=O
+ 2:; м [PkYk 11 bk I111 Fх (xk) 11 + p~yg 11 Fх (X k) 112 +
k=O
+PkYk 11 Fх (X k) 11I1 bk I1 + P~Yk 11 bk 112 +Pkrt].
Так как F (х) ~ О, {Р (X S )} сходится с вероятностью 1,
то каждое из слагаемых правой части полученного нера­
венства конечно с вероятностыо 1 (с учетом условий
теоремы). Поэтому с вероятностью 1
00
2:; PkYk 1: Fх (x k ) 112 < 00,
k=O
откуда, как и в предыдущей теореме, получаем, что
11 Fх (X Sk ) 11-+ о п. н. для некоторой подпоследовательности
xSk при k -+ 00.
с л е Д с т в и е. Если F (х) унимодальна, т. е. имеет
только глобальный экстремум и 11 Fх (х) 11 отлична от О
во всех точках, за исключением экстремальных, то из
теорем 5, 6 следует. что {Р (X S )} n. н. сходится к гло­
бальному экстремуму.
§ 3. Большая размерность. Методы случайного поиска,
помехоустойчивость
Полученные в этой главе результаты уже позволяют
решать те задачи, которые были рассмотрены в § 4 гл. 1.
Прежде чем это сделать (гл. IV), рассмотрим простые
примеры процесса (3.4) - (3.5), связанные с решением
задач нелинейного программирования большой размер­
ности методами случайного поиска.
1. Методы случайного поиска обычно (см., например,
[57]) применяются в том случае, когда минимизируемая
функция F (х) вычисляется точно, а вместо антиградиента
применяются случайные направления. Основные сообра­
жения при использовании случайных направлений поиска
связаны со следующим.
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Пусть функция F (х) имеет ограниченные вторые про­
изводные при х Е Х, но F (х) не имеет простой аналити­
ческой природы, которая позволила бы вычислить ее
градиенты. В этом случае в градиентном методе вместо
градиента Fх (x s ) применяются его разностные аналоги,
например:
n
FL\( S)_! F(xs +L1seJ)-F(хS) Jхх -. L1 е,
s
;=1
где е! - орт j-й оси, L1s - величина смещения по каждой
оси. Тогда на каждой итерации с помощью уже одной
и той же подпрограммы требуется вычислить значения
функции цели в (n + 1)-й точке, но здесь возникает воп­
рос о помехоустойчивости получаемого метода, так как
выражение P~ (XS ) чрезвычайно чувствительно к ошибкам
вычислений. Наряду с этим возникает вопрос о согласо­
ванных способах регулировки величинамн Ps, L1 s • Как
легко понять, отмеченная в теоремах §§ 1, 2 сходимость
стохастических прощ~ссов отвечает на эти вопросы, но
имеется более существенное возражение. Бывают задачи,
в которых на вычисление функции цели в одной точке
затрачивается значительное время. Если, например, на
одно вычисление требуется 0,5 минуты, а n = 60, то время
вычисления F~ (X S ), т. е. одной итерации, составит более
0,5 часа, и градиентный метод с использованием разност-
ного аналога F~ (X S ) может оказаться практически непри­
емлемым.
для выхода из положения можно вообще отказаться
от использования антиградиента, который не является
единственным подходящим направлением: любое направ­
ление, проекция которого на антиградиент положительна,
ведет к убыванию функции цели. Поэтому, если в точке X S
взять случайное направление, то либо это направление,
либо противоположное ему обязательно будет подходя­
щим. На этом и основаны многие методы случайного
поиска. Оказывается, что широкий класс этих мето­
дов можно рассматривать как частный случай метода
(3.4) - (3.5).
2. Рассмотрим вектор ~ = (~1' ... , ~Il) снезависимыми
и равномерно распределенными на [-1, 1] компонентами
11 наложим
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(3.31)
где ~Sk, k = 1, ... , /(S, -серия незаВИСИМhIХ наблюдений
вектора ~ в s-й итерации, причем K s ? 1, Лs > О. Слу­
чайные величины K s , ЛS всюду предполагаются измери­
мыми относительно а-подалгебры Q'7Js , индуцированной
величинами (хО , ••• , XS ). Заметим, что если Ks = 1, то




где vS - некоторый случайный вектор, измеримый относи­
тельно dJ3s , причем 11 vS!1~ const.
действительно, обозначив через А (х) матрицу вторых
производных функций F (х) в точке х и расписав F (xS+ l )
по формуле Тейлора, получим для i-й компоненты s~ век-
тора SS
K S
s~ = ! [(РХ (xS), ~Sk) + ~2~ (А (XS+ ЕЛs~Sk) ~Sk. ~Sk)] ~~k.
"=I
Так как компоненты вектора ~Sk = (~~k, "., ~~k) - неза­
висимые и равномерно распределенные на [ - 1, 1] величины,
то M~~k=O, M(~~k)2=1!3. Сучетомтого,что~Sk,k=I, ...
... , Ks, - серия независимых наблюдений вектора ~, имеем
М (ЩхS ) = ~ FХ; (XS)+ЛSМ ((А (XS+ еЛs~Sk) ~Sk, ~Sk) ~~k /XS),
Если положить и~ = М ((А (X S + еЛs~Sk) ~sk, ~Sk) ~~k /XS), то
отсюда ПОJ1учаем требуемое соотношение (3.32), а то, что
11 vS 11 ~ сопst, следует из ограниченности вторых произ­
водных F (х).
Следовательно. для минимизации F (х) можно применить
метод (3.4) - (3.5), в котором вектор SS вычисляется по
формуле (3.31). Так как вторые производные F (х) ограни­
чены, то I1 SS 11~ const и величины Ps. ЛS , K s следует
(3.33)
\
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выбиратьтак,чтобырs~О,L: PsKs=(X) с вероятностыо 1,
,=IJ
roL: м (Psl1, + p~) < (х). Величины у, достаточно выбрать так,
• =0
чтобы у ~ у, 1I х' 11~ y~ В частности, можно взять Ps = I/s,
t.., = I/s.
3. Предположим, что функция цели F (х) = L: P;fl (х),
(=1
где Р/ ~ О, L: Р/ = 1; // (х) - дважды непрерывно дифферен-
1=1
цируемые функции. Рассмотрим случайную величину (х,
которая принимает значения 1, 2, ... , r с вероятностями
Pl' Р2, ... , Р,· Пусть (х, - реализация случайной величины Gt
Б )-й итерации. Тогда вектор
K s
! f (xs +!"! ,AS/l) - f (XS )~s = ,[ls ,\~ [ls ~Sk,,
k=1
как легко понять, также представляет вектор стохасти­
ческого квазиградиента рассматриваемой функции F (х)
и удовлетворяет соотношению (3.32). Как и в примере,
рассмотренном в п. 1 § 1, функция цели здесь также
вычисляется как бы с помощью ряда блоков, и при вы­
числении ~s согласно (3.33) вначале делается случайный
выбор одного из блоков, а затем вычисляется случайное
направление спуска по той информации, которая имеется
в выбранном блоке.
Заметим, что q:ормула (3.31) похожа на формулу дЛЯ
F~ (х), но если на вычисление вектора ~s по формуле (3.31)
требуются значения функции F (х) в (К,+ 1)-й точке, Ks~O,
то на вычисление вектора F~ (х') всегда требуются значения
функции в (n + l)-й точке. Поэтому процесс (3.4) с век­
тором (3.31) может оказаться выгоднее соответствующего
детерминированного градиентного метода.
4. Отметим, что пока рассматриваЛIIСЬ детерминиро­
ванные задачи, а «стохастика» в направление ~s внесена
искусственно. В стохастических экстремальных задачах,
как будет показано в следующей г.1зве, случайный харак­
тер вектора 1;' может быть связан как со случайной при-
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родой самой задачи, так и с ИСКУСGтвенными причинами,
рассмотренными в этом параграфе. Например, если
F(x)=Mt(x, В)
и выполнены требования, достаточные для дифференциро­
вания под знаком математического ожидания. то в каче­
стве ~S можно брать tх (xs, В), так как М (~S /XS) = Fх (XS), или
K s~s = ! !(хs+t1s~Sk;"'sВ)-f(ХS, В) ~Sk.
k=1
5. Покажем, что принципы выбора случайных направ­
лений, близкие к сформулированным в (3.31), (3.33), можно
использовать и при минимизации функций, не имеющих
непрерывных производных.
Рассмотрим задачу, которая обсуждалась в § 3 гл. 1.
Требуется найти точку х, минимизирующую функцию




Было показано, что вектор
tx(x, у (х)) = (д!(х, у), ••.• д!(Х,Ш)1 •дх) дхn Iy=y(x)
где вектор у(х) такой, что t(x, y(x))=maxt(x. у), явля-
уЕ У
ется обобщенным градиентом выпуклой вниз, но негладкой
функции F (х) в точке х. Тогда, если снова рассмотреть
вектор ~ = (~l' ... , ~n) С независимыми и равномерно рас­
пределенными на [- 1, 1J компонентами и положить
K S
~S = ! ! (XS+ t1 sBSk, У (~:))-! (xs , у (X S)) ~sk,
k=1
(3.34)
то в полном соответспJИН с формулами (3.31), (3.32) ПО,lУ­
4ИМ, 41'0 для дважды непрерывно дифференцируемой по х
при каждом у функции f (х, у)
М (~S /XS) = ~s tх (x S• у (X S)) +vSДs = '~s Рх (X S) +vSДs ,
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где вектор 11 VS 11~ const, если вторые производные по i;)c
функции f (х, у) равномерно по у Е У ограничены вобл::+-'
сти Х. Величины р" Ys, К" ~, можно опять выбирать так, \
чтобы
о < Y~YsllxSII~y < 00, ~ м (р, I~sl +рn<оо,
5=0
Ps~o, ~ psas=oo п. н.
5=0
Аналоги формул (3.31), (3.33), (3.34) справедливы и для
стохастических экстремальных задач с ограничениями.~
которые будут рассматриваться в гл IV.




Fi (х) ~ о, i = 1, ... , т,
ХЕХ.
Рассмотрим своеобразный стохастический вариант градиент­
ного метода Эрроу - Гурвица [64], в котором не делается
предположения о точном вычислении функций FV (х),
v = о, 1, ... , т. Обозначим через ~x (х, и) вектор обобщен­
ного градиента функции Лагранжа
т
CjJ (х, и) = FO (х) + 2: и;Р (х)
<=1
по переменным х при фиксированном u = (иl' ... , ит),
а через СРи (х, и) - градиент этой функции по переменным
u = (иl' ... , ит), который, очевидно, равен (Р (х), ...
... , Frn(x)).
1. Определим последовательность точек (X S , us), исходя
из следующих соотношений:
хН1 = ЛХ (х' - PsYs~S), 5 = о, 1, , (3.35)
uНl=лu(uS+рsуs~S), 5=0,1, , (3.36)
где (хО , цО) - произвольное начальное приближение, Ps-
веmlчина шага, У> - нормирующий множитель, Ли - 0[1',
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тор проектирования на некоторое выпуклое и замкнутое
ожество и. содержащее компоненты и * седловых точек
;х*. и*) функции Лагранжа ер (х. и) в области х Е Х.
и ~ О (при условии. что седловая точка существует); ~8.
:S _ случайные векторы такие. что
M(~81(xO. иО) • •••• (xs• uS))=as~x(x8, uS)+bs , (3.37)
М (~SI(XO, иО), ••• , (x S , uS )) = asepu (х5 , и 5 ) + d5, (3.38)
где случайная величина а5 ~ О и случайные векторы Ь 5 • dS
нзмеримы относительно а-подалгебры ,/Уа5, индуцированной
семейством случайных величин (хО , иО ), •••• (х5 , и 5 ). Вели­
,ины Р5' '\'5 также измеримы относительно dYiJ5 '
Процесс (3.35) - (3.36) является стохастическим вариан­
том градиентного метода Эрроу - Гурвица, т. е. если
--:редположить, что функции FV (х), v = О, 1, ... , т, непре­
рыiЗНО дифференци руемые,
Х={х: х?,О!, и={и: и?О!, ~5=epx(X5. и5 ),
~5 = ери (х5 , и 5) = (Р (х5 ), ... , рт (X S )),
то метод (3.25) - (3.26) в точности соответствует методу
d?poy - Гурвица, сходимость которого при '\'5-1, P5=COnst
исследовалась в работе [64J; в работе [271 были указаны
иные способы регулирования шага Р5 при недифференци­
руемых ФУНКЦИЯХ pv (х).
Предположим, что pv (х), v = О, 1, ... , т. - непрерывные
и выпуклые вниз в области Х функции; множество Х
выпуклое и замкнутое; ограничения удовлетворяют условию
Слейтера, т. е. функция Лагранжа ер (х. и) имеет седловую
точку (х*, и*) в области х Е Х, и ~ О, причем, как изве­
СТIЮ (см. гл. Т, § 3. п. 3). множество {и*! компонент
седловых точек W = ~ (х *, u *)1 ограничено.
т е о р е м а 7. Пусть функция ро (х) строго выпуклая,
1']5 - случайная веЛШLUна, иэмеримая относительно а-подал­
гебры dJЗ8, индуцированной величинами (хО , иО), ... , (XS , uS ),
такая, что
M(II~sI12+Eslj2;(xO, иО), ... , (х-5, uS))~'I'];~CL<OO (3.39)
при 11 х" 11 + 11 и" II~; L < 00, k = О, 1, ... , s; нормирующий
множитель '\'8 для некоторых чисел у, .у- удовлетворяет
Уl?ловию
0< у ~)'s (1']5 +LsllxS :1+ 08,1 и'!I) ~)' <:>о. (3.10)
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где 't"s = 1 при /1 bS 11> О и 't"s = О при 11 bs /1 = О; 1'ts= 1 при
11 dS 11 > О u 1'ts= О при 11 dS 11 = О; величины Ps, as, bS , dS
такие, что
PS~O, as~O, ~M(Psllbsll+Pslldsll+p;)<co. (3.41)
5=0
Тогда последовательность точек (XS , (l S ), S = О, 1, ... ,
м (1,1, хо 112 + 11 иО 112).< со, определенная согласно (3.35) - (3.38),
является случайной квазифейеровской относительно множе­
ства седловых точек W.





то с вероятностью 1 одна из предельных точек последова­
тельности xS принадлежит Х *, то есть n. н.
lim min PO(xk)=PO(X*),X*EX*.
,-со O~k~s
Д о к а з а т е л ь с Т во.
а) Докажем первую часть теоремы. Легко видеть, что
11 х* -- xS+l112+ 11 и * - uS+1 1i2<:::; 11 х* - XS 1:2 +
+11 и* - uS 112 +2psasYs [(~S, х* -XS ) - (~S, и* - (l S )] +
+ p~y; (;1 ~S 112 +Es 112). (3.43)
Возьмем от обеих частей этого неравенства математичес­
кое ожидание при условии (хО, иО), ... , (X S , (l S ) или dfJ s :
М (1Ix* _xS+llj2 +11 u*-uS+1 11
1
2/$3s),,:::;; IIx* -хS 112 +11 и* - uS 1/2 +
+ 2psasYs[(~x (X S , (l S ), х* _XS )._ (~u (XS , (l S ), и* - us)] +
+ 2р,у, [(bS,x* -XS ) + (dS , u*-uS )] +p~y;M (11~sI12+II~sI12/cffds).
Докажем следующее утверждение.
Л е М М а 2. Если функция ~ (х, и) при любом и ~ О
строго выпуклая вниз, то справедливо неравенство
(~x(x, и), X*-X)-(~и(X, и), и*-и)<
<~(x*, и)-~(x. и*),.:::;;О (3.44)
i)ля любых х Е Х, Х =/= х*! и;;;:.:: О,
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д О К азател ьство. действительно, при ХЕХ, х*х*,
и?О
!р(х*, и)-!р(х, и»(~х(х, и), х*-х).
Кроме того, при х Е Х, и? О
!р(х*, и) ~!p(x*, и*)~!р(х, и*),
!р (х, и*) -!р (х, и) = (!Рn (х, и), и* - и).
Следовательно, при ХЕХ, х*х*, и?О
О;;::!р(х*, и)-!р(х, и*)=
=!р(х*, и)-!р(х, и)+!р(х, и)-!р(х, и*»
>(~x(x, и), X*-Х)-(!РuIХ, и), и*-u),
что и требовалось доказать.
С учетом полученного нсравснства доказательство тео­
ремы 7 мало чем отличается от доказательства теоремы 4.
Из (3.44) с учетом неравенства Коши - Бу~яковского
И того, ЧТ0 Bceгдa~ можно предполагать Ys~ У < 00 для
HeKOTO~OГO числа У, получим
М (11 х* - хн! 112 + 11 и * - uS+l 112/r1lJs)~ 11 х* - XS 112 + 11 и * - иS 1:2 +
+2ps (11 bS 11 + 11 dS 11) lу (11 х* 11 + 11 и * 11) + yl + y2p~,
т. е. последовательность (X S , US ), если учесть условие (3.41),
действительно является квазифеЙеровскоЙ.
б) Из (3.43) имеем
Ilx* _xs+l I12+11 и* - иs+ l ))2~ Ilx* - хО 112 +11 и* _ иО 112 +
+22: Pkak)'k[(Sk, X*-Xk)_(~k, x*-хk)J+ 2: Р;;)';: lisk 112,
k=O k=O
откуда следует, что
М (1Ix* -хS+1li2 +11 и* _иS+ 1 112 ) ~ М (1Ix* _xoll2 +
,
+11 и* - ИОI,2) +2[ У IIlx* 11 +11 и* 11) + у] L Mpk 111 bk)1 +11 d"II) +
1, .= ()
, 5
+ У 2: МРи +2 М 2: Pkak)'k [(~x (x k , uk), х* - xkl_
k=O И=О
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Отсюда в свою очередь следует, что
cf)
.2: psasys[(Px(xS, us), x*-xs )-
s=o
Та!< !<а!< 1;psas = со, то YSk[(Px(xSk, U'k), x*-x'k)-
- (GJll (XSk I U"'), и* - U'k )1-+0 с вероятносты{) 1 при k-+co.
По до!<азанному в а), последовательность {II X S (ш) 11+11 US (ш) II}
ограничена почти для каждого ш, поэтому значение Ys (ш)
с учетом (3.39), (3.40) при s = О, 1, ... ограничены снизу
почти для !<аждого ш, То есть для некоторой подпосле-
довательности, например, для (XSk , U'k) С вероятностью 1
при k -+ со. Так как последовательность {II х* - XS 112 +
+ 11 и* - U S 112 } сходится С вероятностью 1, т. е. последо­
вательность {X S } ограничена, то отсюда с учетом леммы 2
следует, что cyuцecTByeT подпоследовательность, пусть это
будет xSk , для которой Нт xSk Е Х* при k -+ со.
3 а м е ч а н и е 1. Эта теорема позволяет находить
экстремальное значение функции ро (х) при условии, что
ее значения вычисляются точно, а точные знаУRНИЯ огра­
ничений могут быть неизвестны. Очевидно, к такому случаю
легко сводится задача с произвольной Функцией цели
введением дополнительной переменной Xn+I И ограничения
ро (х) ~ Xn+I, при котором минимизация ро (х) заменяется
минимизацней X"+I'
3 а м е ч а н и е 2. Анализ доказательства теоремы пока·
зывает, что она остается справедливой при следуюuцих
изменен и я х:
Предположим, что 11 bS 11 + 11 dSI! ~ CL при 111 xk 11 + 11 ukll~ L,
k = О, 1, ... , s; нормируюuций множитель Ys удовлетворяет
условиям
о < у ~ Ys'Y)s ~ , S < со,
у ~ (l + I1 X S Ii) 11 bS 11 + (1 + 11 US IO I1 dS 11 ~ <\,
где У - некоторое число; величины , s, БS измеримы
РЕшен!!!': СIIСТ!':М НF:РЛВЕНСТ~
относительно dJЗs ; вместо (3.41) справедливы условия
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Ps ;;=: О, Gs~ о, 2: м (pi>s +рИ) < 00.
<=о
(3.45)
2. Рассмотрим пример вектора ss, удовлетворяющего
(3.37), в связи с решением экстремальной задачи методам!!
случайного поиска.
Предположим, что функции pv (х), v = О. 1, ... , т,
вычисляются точно. Тогда в качестве ~s в (3.36) можно
взять вектор (Р (XS ), ••• , Fm (X S )). Пусть qJ (х, и) имеет по х
вторые производные, ограниченны~ в области х Е Х, U Еи.
Как и в соотношениях (3.31), рассмотрим вектор ~ =
= (~1' ... , ~n) И положим
Исходя из (3.32), очевидно, что
1\1I (ss l(xS, us)) = ii СРХ (Xs, us)+VS дs ,
где I1 V S 11",;;: const. Поэтому, чтобы с таким SS организовать
процедуру (3.35)-(3.38), следует взять
• ~S = ~s (Р (XS ), Fm (X S )).
§ 5. Решение систем неравенств
1. Вопросы решения экстремальных задач тесно пере­
плетаются с вопросами решения систем неравенств. Бла­
годаря признакам оптимальности экстремальная задача
сводится [64] к решению систем неравенств. С другой
стороны, и решение систем неравенств легко сводится
к решению экстремальных задач.
Например, пусть требуется найти решение системы
неравенств
при условии
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Тогда точка минимума в области Х ФУНКЦИИ F (Х) =
т
(3.48)f (X
S ) > о,
f (XS ) ~ о.
= тах fi (х) или F (х) = 2: [fi (х)]2 будет удовлетворять
1~I~m i= 1
(3.46)-(3.47).
При rешении систем неравенств, как и при решении
экстремальных задач, также бывают различные случаи
информируемости о функциях fi (х). В тех случаях, когда
значения fi (х) вычисляются с ошибками, можно рассмот­
реть одну из указанных выше функций F (х) и миними­
зировать ее методами, предложенными далее в гл. V для
сложных функци й регрессии.
2. Рассмотрим тот случай, когда значения fi (х) вычис­
ляются точно. Если не делать предположения о гладком
характере ограничений, то в этом случае всегда можно
ограничиться только одним неравенством, т. е. поиском
точки х= (хl' ... , хn), удовлетворяющей соотношениюf (х) ~ о в области х, где f (х) - некоторая заданная функ­
ция, например f (х) = шах fl (х). Как уже отмечалось, поиск
i
решения неравенств легко сводится к экстремальной за­
даче, тем не менее эти вопросы следует изучать особо,
поскольку имеется специфика, связанная с тем, что ми­
нимизацию следует проводить лишь до тех пор, пока
не будут удовлетворены неравенства. Кроме того, важная
особенность экстремальных задач, возникающая при реше­
нии неравенств, состоит в том, что при этом бывают
известными экстремальные значения функции цели. На­
\Iример. если требуется решать систему уравнений
fi (х) = о, i = 1, ... , m,
ТО минимум функции f (х) = тах I fi (х) I равен о.
i
Пусть f (х) - такая функция, что множество А =
= {х: f (х) ~ о} выпуклое замкнутое, множество Х выпук­
лое и замкнутое, причем такое, что А nх -F ф. Как и
прежде, обозначим через лх операцию проектирования
на область х.
Рассмотрим случайную последовательность точек xs ,
s = о, 1, ... , заданную (п.ри произвольном хО Е Rn,
.м 11 хО 112 < (0) сс>отношением
. f Лх (х' - p,'Vsf (X S ) ~s),xs+1 = .1xS ,
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Здесь Ps - величина шага, Ys - некоторый нормирующий
множитель, GS - случайный вектор, условное математиче­
ское ожидание которого
м (Gs/xo, ... , xS)=asg(xs)-j-ЬS , 5=0'1' ...• (3.49)
где Gs - случайная величина, bs = (Ь:, ... , b~) - случайный
вектор, измеримые относительно а-подалгебры cf!Зs , инду­
цированной семейством случайных величин (хо•... , XS );
величины Ps, Ys также измеримы относительно cf!З s ;
g (X S ) - вектор, для которого полупространство, отвечаю­
щее неравенству
(g (х), z - х)+f (х) < О. (з.sо)
при х = XS содержит множество А, если X S Е А.
Предлагаемый процесс (3.48)-(3.50) обобщает релак­
сационный метод Моцкина [75] для решения систем ли­
нейных неравенств, а также методы работы [15] на тот
случай, когда значение вектора g (XS ), удовлетворяющего
неравенству (3.50), невозможно вычислить без ошибок.
В процессах вида (3.48)-(3.50) на каждой итерации
происходит движение, направленное некоторым случай­
ным образом к сокращению (ослаблению) погрешности
решения xs , поэтому эти процессы можно называть сто­
хастическими релаксационными методами. Впервые они
рассматривались в работе [301.
Отметим, что если f (х) = шах fi (х) = fi(x) (х). где функ­
i
ции fi (х) выпуклые вниз и непрерывно дифференцируемые,
i (х) - индекс, на котором достигается шах fi (х) при за­
i
данном х, то вектор g (х) = fi (х) 1. '()' как легко убе-х IL=l Х
диться, удовлетворяет неравенству (3.50).
т е о р е м а 8. Пусть f]s - случайная величина, измери­
мая относительно а-nодалгебры cf!Зs , индуцированной сово­
купностью величин (хО, ... , xs), такая, что для любого
числа L найдется число CL , для которого
М 'II!:S '12/ О ') ., С (3 51)(1 '" I Х, ... , х' ~ f]s ~ L, .'
как только 11 xk 11~ L, k = о, 1, ... , 5; нормирующий мно­
житель У. удовлетворяет условию
(3.52)
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где "ts= 1, если 11 bs 11 > О, и "ts= О, если 11 bS 11 = О; вели­
чины €s, Ps, as, bS такие, что
0~ps~2as-€s, as~O, es~O,
00
~ Mps 11 bS 11 < 00. (3.53)
<=о
Тогда случайная последовательность xS , s = О, 1, ... ,
м 11 хо 112 < со, определенная согласно (3.48)-(3.50), является
случайной квазифейеровскойотносительномножестваА nх.
Если же, кроме того, с вероятностью 1
(3.54)
то она сходится к некоторому элементу множества А nх
почти наверное.
Д О к а З а т е л ь с Т в о.
а) Покажем, что последовательность XS Является слу~
чайной квазифеЙеровскоЙ. Пусть х* Е А nХ. Если XS Е А
ТО Ilx*-хНliI2=сliх*-хsI12. Если xSEA, то '
11 х* - хН1 112 ~ 1I х* - XS 112 +
+ 2PsYst (xS ) (~s, х* - X S ) + pMt2(X S ) 11 ~s 112. (3.55)
Взяв от обеих частей этого неравенства условное ма­
тематическое ожидание, получим
М (111 х* - xs+1 112 /dPU s) ~
~ 11 х* - х' 112 + 2pPsYst (XS ) (g (XS ), х* - XS ) +
+ 2psYst (X S ) (b S , х* - xS ) + p~Y;t2 (XS ) М (11 ~" li2;.v3s).
Так как (g(X S ), x*-ХS)~-t(ХS), I (bS, x*-хS)I~
~IlbSII(llx*II+llxsl!) и выполняется (3.52), то имеем (для
некоторой постоянной С)
М (11 х* - хНlI12jс§Зs) ~ 11 х* - X S 112 + (p~ - 2psas) Yst2(XS ) +
+ Cps/I bS II~ Ilx* -хS 112 +Cps 11 bs 11. (3.56)
Следовательно, точки X S удовлетворяют основному
неравенству для квазифейеровских последовательностей.
б) Пусть выполнено условие (3.54). Поскольку лх­
Qператор лроектирования, то из (3.55) легко получить
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неравенство
М Ilx* - X S + J 112 ~
s
~MI!x* _xO~2+M.L: (Р; - 2pkak) Ykt2(xk) -+ С 2.: м Pk 11 bk 11~
k=O k=O
~ м 11 х* - хО 112 - М L: PkEkYkf2 (xk) -+ С L: м Pk 11 bk 11.
k=O k=O
с учетом (3.53) отсюда следует, что с вероятностью
ro
L: PsEsYst 2 (X S ) > - 00.
,=о
Так как L: PsEs = 00, то получаем, что Ys kt2(Х"') -О
с вероятностью 1. Так как последовательность X S (ш)
является случайной квазифейеровской, то последователь­
ность 11 XS 11 п. н. ограничена, поэтому из (3.51)-(3.52)
следует, что значения Ys, s = О, 1, ... , с вероятностью 1
ограничены снизу. То есть i (XSk ) _ о с вероятностью 1
при k _ 00, если последовательностьX S бесконечна. Отсюда
следует, что одна из предельных точек последователь­
ности xS п. н. принадлежит А nХ. Поэтому с учетом
свойств случайных квазифейеровских последовательностей
и вся последовательность х' с вероятностью 1 сходится
к некоторому элементу множества А nХ.
Отметим, что в доказанной теореме по сравнению
с теоремами предыдущих параграфов более слабыми
являются условия регулирования величинами PS'
3. При м еры.
1. Пусть в замкнутой и выпуклой области Х требуется
решить неравенство
r
f (х) = L: cJ/ (х) ~ О,
'= 1
где числа С/ ~ О, f' (х) - выпуклые вниз и непрерывные
в Х функции. Обозначим через а случайную величину,
принимающую значения i = 1, ... , r с вероятностью р/ =
_- С,/2.: С/, as - реализация этой величины в s-й момент
(3.57)
(3.58)
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времени (в s-й итерации). Тогда вектор
l' \ А~S = \\i~1 Ci) f~S (XS),
как легко понять, удовлетворяет соотношениям (3.49),
(3.50) при as = 1, b S = О, поскольку
,
м (~s/XS) = 2: cJ~ (XS),
{=l
,
и вектор g (XS) = 2.: cJ~(xS) удовлетворяет неравенству
{= 1
(з ..'10) для рассматриваемой функции f (х).
2. Пусть теперь требуется решить в замкнутой и вы­
пуклой области )( неравенство
{ (х) = шах fi (х) ,,;;; О,
l"';;i"';;m
где функции {' (х), i = 1, ... , т, - выпуклые вниз и дважды
непрерывно дифференцируемые. Тогда вектор
кS i (" Sk) i ( S)
! f S Х + L\s~ - f S Х (J,sll~S = 1" ,L\s
Н= 1
где величины ~sk, ~S, Ks имеют тот же смысл, что и
в § 3, i s таково, что fi s (XS ) = шах fl (X S ), удовлетворяет
i
в соответствии с (3.32) соотношению
М (~s/XS) = ~s f~s (XS)+ vS~S,
где и' - некоторый вектор.
Вектор g (XS ) = {;s (X S ), как легко убедиться, удовлет­
воря~т неравенству (3.50) для рассматриваемой функции
f (х) = шах f' (х). Отсюда следует, что вектор ~S, опреде­
ленный согласно (3.58), удовлетворяет соотношениям
(3.49), (3.50) при as = Ks/3, bS = vS ~s.
4. Пусть имеется неравенство
F (х) ,,;;; О,
которое требуется решить в области )(, но точное значе­
ние F (х) неизвестно. Тогда метод (3.48) естественно видо-
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изменить, полагая xs+1 = ЛХ (x S - P,l'sX,~,s), где случайная
величина XS и вектор ~S независимые 11 такие, что
М (Xs/хО, ... , XS ) = F (x S ), М (~S/ хО, ... , XS ) = asg (XS ) +bS ,
as , bS , g (XS ) имеют тот же смысл, что и в (3.49).
Т е о р е м а 9. Пусть 1']s - случайная величина, изме­
римая относительно о-nодалгебры ci1Js , такая, что
М (X~ 11 ~S li2/xo, ... , xs)".::; 1']~ ~CL
при 11 xk 11~ L, k = О, 1, ... , s. Множитель I's удовлетворяет
условию
у,е:::; I's (Ts (11xS 11+ 1) F (X S ) + 1']~) ~y,
где Ts = 1, если IIЬS!I > О; Ts = О, если 11 bs 1I = О. Величины Ps.
as, bs измеримы относительно rtkJs и такие, что
Ps? О, 2.: м (Ps Ilbs 11 + p~) < СО.
<=0
Тогда последовательность xS , s = О, 1, ... , м 11 хо 112 < со,
является случайной квазuфейеровской относительно мно­
жества А nХ. Если же, кроме того,
00
2.: psas = со n. Н.,
<=0
то она сходится к элементу множества А nх с ве­
роятностью 1.
Д о к а з а т е .п ь с т В о. Наметим только схему доказа·
тельства, так как оно носит стандартный характер.
а) Для произво.1ЬНОГО решения х* имеем
11 х* - хН1 112 ~ 11 х* - х' 1]2 + 2psl',Xs (~S, х* - х)+P~I'~X~ ii ~s 112.
Тогда
М (1Ix* - хs+ 1 1 1 2/§Вs),е:::;
~ 11 х* - XS 1,2 + 2psas1'sF (X S ) (g (XS ), х* - XS ) +
+ 2psl'J (XS ) (b S , х* - X S ) + p~I'~M (X~ \I~S 112/2'73s).
Так как (g (XS ), х* - Xs )~ - F (XS ), то с учетом выбора XS
М (11 х* - хН1 \:12/$),1 ~
'* \ '2 2 F2 ( S) +С 11 Ь ' 11 +С 2~~x -Х' 11 - РsПsl's х Psu u Р5'
fls (х5 , 852) =
Х5' ~5 удовлет-
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Таким образом,
М (11 х* - xS+1112/~s),,;; IIx* - х' 112 + Ср. 11 ь' 11 + Cp~,
т. е. последовательность х ' - случайная квазифеЙеровская.
б) Пусть1: psas= со. Тогда легко получить неравенство
s
М 11 х* - xs+1 112 ,,;; М 11 х* - хО 112 - 2М 1: PkakYkF2 (xk)+
k=O
+С 1: м Pkllbkll+ C2.: М Pk.
k=O k=O
Отсюда следует, что с вероятностью 1
00
1: PkakYk F2 (xk) < СО,
k=O
откуда получаем F (x'k) --+ о для некоторой подпослелова­
~ельности xSk при k --+ со.
В силу того, что [XS } случайная квазифейеровская,
то последовательность х' сходится к элементу множе­
ства А nХ.
5. При м е р. Пусть требуется решить неравенство
F (х) = М шах fi (х, 8)";; О,
l~i~m
где функuии fl (х, 8) выпуклые вниз при каждом 8 и
непрерывно дифференuируемые по х.
Если 8S1 , 852 - независимые наблюдения состояния 8,
хs=шахfl (XS , 8S )),
i
где i s удовлетворяет соотношению
= шах fi (х5 , 8s2 ), то легко проверить, что
i
воряют условиям теоремы 9, причем as = 1, 11 ь ' 11 = о
(см. § 2 гл. IV). Более общие системы решаются мето­
дами гл. V.
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§ 6. Об ОДНОМ методе поиска экстремума
Пусть Х и А - выпуклые и замкнутые множества
пространства Rn. А=\х: f(x),,:;O}, AnX:;t: (/:.









Обозначим через Х* множество решений этой задачи.
Определим случайную последовательность точек xS , 5 =
= О, 1, ... , при произвольном хО Е Rn. М 11 хО li 2 < СО, соот­
ношениями
XS+1= { лх (XS- (js~sf (XS) ~S - Ps1's;S).
лх (XS- Ps1's;S).
f (X S ) > о,
f (X S ) ,,:; о,
(3.62)
(3.63)
где {js, Ps - величины шагов; ~S, 1's - нормирующие мно,
жители; ~s - случайный вектор, условное математическое
ожидание которого
м (;s/xo, ...• xS)=asFx(xS)+bs, 5=0,1, ... ; (3.64)
~S _ случайный вектор с условным математическим ожи­
данием
M(~s/xO, ... , xS)=csg(xS)+dS, 5=0,1, ... (З.65)
Здесь as , Cs -- неотрицатеЛЫ-lые случайные величины;
bS , dS - случайные векторы; t'x (XS ) - вектор обобщен ного
градиента функции F (х); g (XS ) - вектор, удовлетворяю­
щий (З.50). Величины Ps, {js, ~s. 1's. as, cs, а также век­
торы bS , ds предполагаются измеримыми относительно
а-подалгебры c/J/Js• индуцированной семейством случайных
величин (хО , ••• , XS ).
Таким образом. метод (3.62)-(3.65) сочетает в себе
идеи метода (З.4) и (З.48).
Т е о р е м а 10. Пусть YJs - САучайная веАИ'lUна, изме­
римая относитеАЬНО a-nодаАгеБРbl etJЗs, такая, что для
любого ЧllСАа L < со найдется ЧUСАО CL, для hЩ/lOрого
(З.66)
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как только 11 Xk 11~ L, k = О, 1, ... ,S; для некоторых чи·
сел 'У, " нор.м'иРУlOщие множители ~H 'У.\ удовлетворяют
условиям
~S [f (X S ) ('1 (s) Ilx S 11+ 1) +11s] = 1,
'У ~'Ys ('2 (s) Ilxs 11+ ч~) ~y,
(3.67)
(3.68)
где '] (s) = 1, если 11 dS 11 > О, 1'1 (s) = О, если 11 dS 11 = О, и
'2 (s) = 1, если 11 bS 11 > О, '2 (s) = О, если 11 bS 11 = О; величины
Ps :;?- О, с\, сs, bS , dS такие, что
Ps~O, 0~(\~2cs-es, es~O, as~O, cs~O, (3.69)
ro
~ М (Psll bS 11+ p~ + Ps8s + 8sI1 dS 11) < 00. (3.70)
<=О
Тогда случайная последовательность xS , s = О, 1, .,. ,
м 11 хО 112 < 00, определенная согласно (3.62) - (3.65), нв­
ляется случайной мазифейеровской относительно множе·
ства Х*.





2.: psas = 00,
,=0
(3.71)
то она сходится к некоторому элементу Х* п. н.
Д о к а з а т е л ь С Т В О этой теоремы во многом повто­
ряет доказательство теорем 4 и 9.
а) Имеем
х* - хН1 11 2 ~ 11 х* - X S 112 + 28s~sf (х') (~', х* - X S ) +
+ 2ps'Ys (~S, х* - X S ) + 8~~~r2 (Xs) 11 ~S 112 +
+ 2Ps8s~sYst (XS ) (~S, ~S)+ P;'Y~ 11 ~S 112. (3.72)
м (11 х* - хs+ 1 112/$Зs) ~
~o 11 х* - х' 112 + 28sCs~sf (XS ) (g (X S ), х* - XS ) +
+28s~st(x') d', x*-хS)+2РSЙs'Уs(F... (х'), x*-XS )+
+ 2ps'Ys (Ь', х* - XS ) + б:~~t2 (XS ) +
+ 2Ps8s~s'Yst (XS ) 11~+ P~'Y;ТJ:.
§ 61 ОБ ОДНОМ МЕТОДЕ ПОИСКА ЭКСТРЕМУМА 127
Так как всегда можно полагать, что ~S+ Ys ~ У < 00,
где у-некоторое число, (g(XS), x*-ХS)~-t(ХS), то
имеем (для некоторой постоянной С)
М (1Ix* -хН}'I'ndJЗs) ~ Ilx* _XS 112 + (б~ - 2б"сs ) Yst2 (x S ) +
+ 2psYsGs (рх (х'), х* - х') + Сбs 11 dS 11+ Ср, 11 bS 11+
+ 2урsб s +Ср;, (3.73)
откуда непосредственно следует доказательство первой
части теоремы.
б) Из неравенства (3.72) получаем
s
11 х* -' хн} ~2 ~ 11 х* - хО 112 + 2 2.: бk~kt (xk) (~k, х* - xk)+
,,=о
+ 2 2.: PkYk (~k, х* _xk)+ 2.: 6k~U2 (xk) 11 ~" 112+
"=О ,,=о
s
+2 2.: Pk~k~kt(Xk)(Sk, ~k)+ 2: Pkykl\~kl~.
k=U ,,=о
Отсюда легко получить I!CraBeIlCTI30
М 11 х * - х<+ I li2~ М 11 х * - хО 112 -
, s
- М 2.: бkЕk~kt2(хk) + 2 М ~ PkGk"V,,(Fx (х"), х* - xk) +
,,=о "=О
S S S
+С 2.: М 6
"
11 dk II+C 2.: Мр" 11 ь " 11+ С 2.: Mpk<')k + С 1: Mpg."=О ,,=о "=О "=О
Следовательно, с вероятностью 1
2.: 6sEs~st2(XS) < 00,
o;;=~
со
2: PsQsy,(Fx (XS ), х* - XS ) > - 00.
,=0
Отсюда, как и при доказательстве теоремы 9, получаем,
что последовательность XS с вероятностью 1 сходится
к некоторому элементу множества А П Х. Подобно
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доказательству теоремы 4 отсюда следует, что с вероятно­
стью 1
(FX(x Sk ), х* _XSk)-+О
при k -+ СО. Поэтому последовательность XS с вероят­
ностью 1 сходится к некоторому элементу множества Х *,
что и требовалось доказать.
§ 7. Скорость сходимости. Устоичивость методов
нелинеиного программирования
1. Если есть какая-либо задача и метод ее решения,
то естественным образом возникает вопрос: как быстро
этот метод решает данную задачу, или какова скорость
его сходимости?
Понятие скорости сходимости - весьма обобщенная
характеристика. Она зависит от количества вычислений
и величины смещения на каждом шаге, устойчивости
к ошибкам вычислений. Бывают методы, в которых дви­
жение к экстремуму на каждой итерации теоретически
происходит с большим шагом, но из-за неустойчивости
к ошибкам округления фактическое движение может про­
исходить не в ту сторону. Например, по симплекс-методу
движение к решению происходит от вершины к вершине
с помощью эквивалентных преобразований матрицы огра­
ничений. Однако если число шагов (преобразований) зна­
чительно, то за счет влияния ошибок округления могут
получаться матрицы, не эквивалентные исходной, т. е.
появляются решения, недопустимые для исходной задачи.
Из предыдущих параграфов этой главы следует, что
градиентные методы с малым шагом оказываются устой­
чивыми к случайным помехам, причем устойчивость обеспе­
чивается именно за счет малого шага - за небольшое число
итераций процесс как бы не уходит из одной точки,
а направление спуска усредняется (фильтруется). Круп­
ный шаг смещения на каждой итерации и устойчивость­
чаще всего противоречивые требования, и пока нет работ,
в которых учитывалось бы одновременное действие ука­
занных факторов и оценивалась реальная скорость схо­
димости. Основным критерием оценки скорости сходимости,
который в настоящее время анализируется, является
асимптотическое поведение расстояния 11 х* - XS 11 (при
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больших s) вблизи решения Х*. При этом используются
такие понятия, ({ак линейная, /{вадратичяая, геометри­
чес/{ая с/{орости схидимости.
2. Пусть X S -+ х* при s -+ 00,
11 х * - X S \- 1 li ~ с 11 х * - XS If.
Принято считать, что если IX = 1, то скорость сходи­
мости линейная; если IX = 2 - /{вадратиttftая; если IX < 1 -
геОN.етричес/{ая.
Иногда удается доказать, что
11 х* - xS+l11~ Cs 11 х* - XS 11,
где Cs -+ О, s -+ 00. в этом случае скорость сходимости
называется сверхлинейной. Считается тот метод лучше, для
которого показатель IX больше.
Следует подчеркнуть скорее теоретический, чем практи­
ческий интерес таких оценок.
Прежде всего, они начинают действовать вблизи реше­
ния, когда Ilx*-xs ll<l. Если, например, n=100, то
отсюда следует, что указанные оценки начинают себя про­
являть тогда, когда по каждой переменной, грубо говоря,
достигнуто приближение порядка 0,01. Кроме того, ука­
занные выше оценки обычно являются оценками, получен­
ными в расчете на наихудший случай. Бывают методы,
которые эффективно работают, за исключением некоторых
паталогических случаев, редко встречающихся, но за счет
которых гарантированные оценки оказываются плохими.
Так, в симплекс-методе гарантированные оценки фактичес­
кой скорости сходимости приводят К совершенно безна­
дежным выводам даже для тех задач, в которых он с успехом
применяется. При решении экстремальных задач с поме­
хами, когда применяются методы, не использующие точную
информацию о функции цели и ее производных, асимпто­
тическое поведение 11 х* - XS 1\ при s -+ 00 должно быть
хуже, чем для задач с полной информацией.Чтобы убедиться
в этом, достаточно сопоставитьтот случай, когда за началь­
ное приближение выбрано решение х* Е Х*. Остановимся
на некоторых оценках асимптотическогоповедения 11 х* - XS 11
для стохастических квазиградиентных методов, которые
в ряде случаев оказываются сопоставимыми с оценками
обычных детерминированных методов. Приводимые ниже
результаты необходимо рассматривать только как иллюст­
5 ю. М. Ермольев
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рацию тех результатов, которые при этом могут быть полу­
чены.
3. О ц е н к а с р е Д н е г о. В п. I ~ 4 I'Л. 1 говорилось
О том, что оценка среднего значения М1] случайной вели­
чины 1] по наблюдениям 1]1, 112"" раВНОСИЛl>lIа решению
задачи минимизации функции F (х) = М (11 - х)2. Пусть 1]
может принимать только два значения О и I с вероятно­
стями р и q = 1 - р. Для мииимизации F (х) приме­
ним метод (3.20), положив 1;S = - 2 (1]S+1 - xs), для
которо!'о М (1;'/X S ) = Fх (x S ). Поскольку в данном слу-
чае дисперсия D (1;s/x S ) = V pq, т. е. ограничена, можно
воспользоваться теоремой 6, из которой следует, что доста­
точно взять Ys - 1. Тогда метод (3.20) отвечает следующей
рекуррентной процедуре оценки М1]:
xs:l=xs +2ps(1]s+1-Xs), s=O,I, ...
1Если ХО = о, р, = 2 (5 -1- 1)' то имеем известную формулу
оценки MI]:
s+ I
Xs+1 =(1- S~_I)xS+ 5_~I1]S+1 =S~1 ! 1]k'
k~1
Поведение 11 х* - Xs I = \M11 - Xs I в данном сл учае можно
оценить из неравенства Чебышева
р {I х* - Xs I> CDxs } ~~2 •
Так как MxS = х*, Dxs = ~/ pq/s, то
Р {I х* - Xs I> СV ~q }~ ~~ ,
Т. е. можно сказаТl>, что практически I х* - Xs ~ является
величиной порядка не ниже, чем Vs.
4. Пусть
хs+ 1 =лх(хS -рs1;S), s=O,I, ... ,
М (1;5/хО, .. " XS) = а}\ (xS ) +bS,
где М il.xo 12 < СО.
Т е о р е м а 11. Пусть существljЮ 1 такие постоянные
В, С, 'ImO
1; (х) ~ Р (х" ) +в 11 х* - х 112
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при х Е Х U с вероятноCfnt'ю 1
М (11 ~S [1 2/xO, ••• , X S ) Е; С.
Кроме того, величuны Ps детерминированные,
аБ:;;:,:а>О, Ilbsll~rs, rsE;ps, гБ <г<2Ва.
Тогда существует такое число Cs Е; сопst, чmo при Р5 = Cs/s
последовательность х5 с вероятностью 1 сходится к единст­
венному решению х*, причем
М 11 х * - XS li2 = О (+).
д о к а з а т е л ь с Т В о. Как и при доказательстве тео­
ремы 4, легко получить неравенство
М (I/x* _xs+1 112/<t0's) ~ Ilx* _xs I12 + 2psa (F; (хБ) , х* - XS)+
+ 2ps 11 ЬБ 1111 х* - X S 1I + Cp~.
Так как;' (x*)-f(хS):;;=:(Fх(хS),х*-хS ), то
(Е'х (XS), х* - х5 ) ~ - в Ilx* _хБ 112,
поэтому
М (1Ix* -хs+ 1 112/$Зs ) ~
~ Ilx* - X S 112 - 2рБВа Ilx* - xs 112 + 2РБГБ 11 х* _XS 11+ Cp~.
1Учитывая, что 11 х* - xS11~ 2 (1 +Ilx* - XS 1/2), Ps;;::: Г Б, по-
лучаем
М (// х* - xs+ 1 112J<t0's)<
Е; Ilx* - хБ 112 - 2psBa 1I х* - XS 112 + p~ + PsTs 11 х* - X S 112+ Ср; =
= 11 х* - xS 112 - РБ (2Ва - гБ) Ilx* - X S 112 + (1 + с) p~.
СлеДОI3ательно,
М 11 х * - хБ+] 112~
Е; м 1: х* - хБ 112 - РБ (2Ва - г) М 11 х* - х' 112 + (1 + с) р;.
Е 2Ва - r М 11 * s [2 О 1сли взять Ps = 2 (1 +С) х - х 1. S = , , ... , то по-
лучим
М 11 х* - xS+1 11 2 Е;
~ м l' х* _xs 12 - (2Ва-г)2 (М Ilx* - XS 112)2 1~-, I 4 (С+ 1) u , S = О. • •••
6*
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Далее воспользуемся следующим фактом:
Л е м м а 3. Пусть а" - последовательность fIOЛОЖ/l-
теЛЬНblХ чисел таких, что as - as+I ~ La~, где 1< l < 00,
L - некоторая положительная постоянная. Тогда as =
= о ( sl/(/- 1))'
Д О К а з а т е л ь с т в о. Для доказательства этой леммы
с(см.[13])следуетвзять as = 1/(/-1) и показать, что после­
s
довательность Cs ограничена.
13 силу указанной леммы имеем М 1,1, х* - Xs 112 = 0(1/5),
поэтому Ps можно представить как р" = с,,/5 для некото­
рого Cs~ const. В таком случае из теоремы 4 непосред­
ственно следует, что последовательность х" является квази­
фейеровской относительно точки х*, и поэтому {II х* - :с' II}
сходится с вероятностью 1. Так как М Ilx* -x"112 =0(1/5),
то найдется подпоследовательность x'k, для которой
]im xSk = х*. В силу того, что XS - случаЙIlая кваЗJ[-
k ----"0'")
фейеровская последовательность, и 1irn X S = Х*.
5. В теореме 11 предполагал ось, что величины Р"
являются детерМИНИрОI3аННblМII, не зависящими от кон­
кретной траектории спус{,а. Описаиная регулировка вели­
чинами Ps рассчитана сразу на все семейство случайных
траекторий, ведущих из начальной точки в точку экстре­
мума, поэтому от нее нельзя ожидать высокой скорости
сходимости. Тем не менее полученная оцеика вполне
согласуется с оценками для детерминированного метода
проекции градиента, имеющимися в [13] (имеет тот же
порядок).
Если величину Ps поставить в зависимость от преды­
стории (хО , ••• , х") процесса поиска, то при определенных
предположениях скорость сходимости этого процесса
можно значительно увеличить. Некоторые ЭI3ристические
приемы выбора Р.> в конкретных расчетах будут У";азаны
в следующей главе. .
Г л А В А IУ
ПРЯМЫЕ МЕТОДЫ СТОХАСТИЧЕСКОГО
ПРОГРАММИРОВАНИЯ
В этой главе будет показано, что вероятностная при­
рода функций цели и ограничений задач стохастического
программирования позволяет естественным образом строить
стохастические квазиградиенты ~S И получать прямые
методы, общая идея которых обсуждалась в § 3 гл. 1.
Рассматриваются в основном задачи перспективного сто­
хастического программирования, поскольку задачи опера­
тивного стохастического программирования обычно сво­
дятся к ним путем параметризации.
Чтобы не отвлекаться деталями, не имеющими пря­
мого отношения к численным методам, всюду предпола­
гаются выполненными условия, достаточные для измери­
мости встречающихея выражений, интегрируемости, пере­
ХQда к пределу и дифференцируемости по параметру под
знаком математического ожидания.
§ 1. Метод стохастической аппроксимации
1. Метод стохастической аппроксимации является
одним из первых прямых методов стохастического про­
граммирования. Решаемая этим методом задача занимает
в стохастическом программировании примерно такое же
положение, как классическая задача на безусловный
экстремум внелинейном программировании. Впервые он
был предложен в работе [77J дЛЯ поиска во всем прост­
ранстве корня функции регрессии
00
F (х) = Mf (х, е) = ~ гР (х, dz),
-00
(4.1)
где Р (х, г) = Р {f (х, В) < г[. Так как через необходимые
признаки экстремума это связано с задачами максимиза­
ции (минимизации), то в работе [74J были предложены
подобные процедуры для максимизации или минимизации
F (х) во всем пространстве.
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По внешнему виду метод стохастической аппроксима­
ции напоминает классические процедуры поиска корыя
или экстремума, с тем только отличием, что в этом методе
операции над значениями рассматриваемой функции F (х)
заменены аналогичными операциямн над случайными
величинами f (х, В).
Рассмотрим метод стохастической аппроксимации, пред­
ложенный для минимизации функции регрессии F (х).
Метод определяется соотношениями
n
~ f (XS+ ~5eJ. 6sl) - f (x S, 650) .х5+ 1 =xs -Ps , el , (4.2)
...... ~S
;= I
где ej-орт j-й оси; BOv, Blv, ... , BSv, ... , v=O, 1, ... , n,-
незаВIIсимые серии наблюдений над В. При этом можно
считать, что В",О = ВН = ... = В 5n = В'; Ps - ДJIИна шага спуска;
ЛS - величина смещения (пробlJОГО шага) по осям коор­
динат.
Со сходимостью процедур стохастической аппроксима­
ции вида (4.2), с их разнообразнейшими приложениями
и I30ЗМОЖНЫМII обобщениями можно детально познако­
мнться, например, по обширным и содержательным моно­
графиям [41. [47], [61].
ЗамеТIIМ только, что сходимость метода стохастической
аППРОКСIlмации (4.2) 05J,IЧНО исследуется в предположе­
нии, что функция F (х) имеет непрерывные и ограничен­
ные вторые производные, дисперсия О! (х, В) ~ const *),
функция F (х) нмеет единственный экстремум И, грубо
говоря, является строго вьшуклой. Легко показать, что
при этих предположениях
n
= ~ F(хs+~sеJ)-F(хS) /=р (5)+ SA
"""' ~S е х х v L.1",
j= I
(4.3)
где vS - некоторый вектор, прнчем 11 и' li ~ const. То есть
метод (4.2) является частным случаем стохастического
") Или имеет порядок роста х2 ,
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квазиградиентного метода (3.20) - (3.21) при
n
! f {х'+ Д е1 B"l\ - F (х" 0"0) .s" '" -I , , е!= ~" .
;=1
(4.4)
Так как дисперсия В~ЛИЧИII f (х, В) ограН,lчена, то суще­
ствует такое число С, что
n! о (sj/X") ~ ~; ;
i = I
поэтому для получения различных способов выбора вели­
чин Р", ~" в процедуре (4.2), обеспечивающих ее сходи­
мость, можно воспользоваться теоремой 6 гл. II 1. Заме­
тим, что в (4.2), в отличие от общей процедуры (3.20),
,\,,, = 1. Для сходимости (4.2) предложен следующий спо­
со5 выбора Р", ~,,: они должны быть детерминированными,
причем
p,,~O, ! [P"I~"I+ ~;~ ]<00,
,=0
со
Это, очевидно, непосредственно следует из (3.30) при
,\,,, - 1, '" = 1/~". Если в (4.2) ввести ,\,,,, то из (3.29)-
(3.30) следует, что можно взять '\'s = ~'" а Р", ~s выби­
рать так, чтобы
со
Ps~ О, ~ [Ps I~" I+РП < 00,
5=0
Если воспользоваться другими теоремами гл. II 1, ТО
можно получить различные обобщения процедуры (4.2).
2. Существенные требования, которые обычно исполь­
зуются при обосновании процедуры (4.2), связаны с суще­
ствованием и ограниченностью во всем пространстве вто­
рых производных F (Х), ограниченностью дисперсии вели­
чины f (Х, В). Первое требование при наличии выпуклости
равносильно тому, что F (Х) является Функци~й, близкой
к квадратической, а второе требование означает, что
помеха в минимизируемой функции, грубо говоря, адди­
тивна, т. е. f (х, В) является суммой двух слагаемых,
первое из которых зависит от х, а второе - от О. Ни одно
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из этих требований не выполнено в задачах. рассмотрен­
ных в § 4 гл. I, поэтому их невозможно решить мето­
дом (4.2).
Например. дисперсия линейной функции со случай­
ными коэффициентами неограничена во всем пространстве,
так как Dах = х2 Dа. В большинстве методов гл. III
благодаря операции проектирования на область Х требо­
вание ограниченности дисперсии во всем пространстве
можно заменить ее ограниченностью в области Х или
совсем отказаться от этого требования. выбрав соответ­
СТiУЮЩИМ образом нормирующий множитель Ys' Кроме
того. эти методы позволяют минимизировать негладкие
Фун~ции с общими нелинейными ограничениями. Именно
негладкий характер функции цели является характерной
особенностыо примеров. которые были сформулированы
в § 4 гл. I.
З. Применяя стохастический метод сокращения невя­
зок (3.35)-(3.36). легко получить непосредственное обоб­
щение процедуры (4.2) на задачу с ограничениями.
Пусть требуется минимизировать функцию регрессии
FO (х) = ['11[0 (х. е)
при ограничениях
Fi(x)=M['(x, е), i=l, .... m. ХЕХ.
где функции F V (х), v = О. 1•... ,т, и область Х удовлет­
воряют условиям теоремы 7 гл. IB. Кроме того. пусть
функции Г' (х) имеют ограниченные в области Х вторые
производные. Положим
т
ер (х. и. е) = [О (х. е) + 2: и,[l (х. е).
/=1
ф (х. и) = Мер (х. и. е), [= (f1, ... , [т).
Тогда процедура стохастического метода сокращения
невязок применительно к данной задаче. как легко понять,
имеет вид
(
~ m (XS _L "" е' и" 051) - m (х" и" 6S0) )XS+1 = Л X S _ РУ. ,. 't" Г S·· ".. е1х S ., ..:...1 "". '
I ~ 1
USil = Ли (и"+P"Ys[ (х", е"о)) ,
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где 8=0,1, ; BSv, v=O, ... , n,-серия независимых
по 8 = о, 1, наблюдений состояния В, в частности,
можно взять 6"О = ... = BSn = BS • Путем разложения в ряд
Тейлора легко убедиться, что для вектора
имеем
где vS - некоторый вектор, для которого 1] и' I!.o:;:: const.
Поэтому в силу теоремы 7 гл. 11I значения Ps, ДS в том
случае, если они детерминированные, достаточно выби­
рать так, чтобы
Ps?c: о, 2.: Ps = 00,
.1=0
2: (ps· дs !+p~) < 00.
'= О
f(ХS+ДsВS1" OSI1)-f(хS , 0'11) ~s",
t1 s
4. В (4.2) и в рассмотренной выше процедуре пробные
шаги были связаны со смещением по координатным осям.
Основные соотношения гл. 1I1, которым должны удов­
летворять математические ожидания случайных направ­
лений спуска, не изменятся, если пробные шаги делать
в случайных направлениях подобно тому, как это дела­
лось для задач нелинейного программирования большой
размерности в гл. IlI. Рассмотрим это на примере про­
цедуры (4.2). То есть предположим, что размерность про­
странства Rn велика и при определении направления
спуска ~S в (4.2) затрачивается знаЧIIтельное время. Тогда,
аналогично (3.31), можно использовать случайные направ­
ления ~ = (~1' ... , ~Il) С независимымн н равномерно
распределенными на [- 1, 1] компонентами и рассмотреть
следующий процесс:
Ks
X S+1 = x S - Ps'\'s ,~
.....
11=1
8=0,1, ... , (4.5)
где {~Sll} - серия независимых наблюдений вектора ~
в 8-Й итерации, 6"/i - независимые по 8 = О, 1, ... наблю-
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дения сос ояния природы 6. Если функция F (х) дважды
непрерывно дифференцируема, то, подобно (3.32),
м(! f(xs+~s~Sk, ~Ssk)-/(XS, 050) ~Sk/XS) = ~S-Fх(хS)+vs~s,
\,/= 1
где Vs - некоторый вектор, I11 vS 11~ const. То есть процесс
(4.5) также является ПРllмером метода (3.20)~(3.21) и
для регулировки величинами Ps, ~" '\'s, Ks применимы
общие условия теорем 5, 6 гл. 111.
§ 2. Игровая стохастическая задача
1. Рассмотрим обобщение задачи о системе обслужи­
ваН11Я, которая обсуждал ась в § 4 гл. 1. Стохастические
задачи игрового типа, как можно понять из § 2 гл. 1,
возникают при выборе оптимальных решений в условиях
неопределенности и риска, когда на выбор решения ока·
зывает влияние множество различных переменных фак­
торов, но лицо, принимающее решение, не имеет полной
власти над ними: некоторые факторы могут быть случай­
ными, другие могут находиться в распоряжении лиц,
интересы которых полностью не согласуются с интересами
принимающего решения. Предположим, что все перемен­
ные факторы можно разбить на три группы, одна из
j{OТOPbIX контролируется первым игроком (лицом, при ни­
мающим решение), другая - вторым игроком с противопо­
ложными интересами, а переменные третьей группы-­
состояние природы О - являются случайными. Пусть пер­
вый игрок принимает решение х из допустимого множества
Х, второй - решение у нз допустимого множества У,
а состояние природы В является элементарным событием
некоторого вероятностного пространства (8, dГ, Р). Пред­
положим, что второй игрок делает свой выбор после пер­
вого игрока и ему известен выбор х первого игрока. Если
при этом f (х, у, В) - сумма, котор ую второй игрок полу­
чает от первого, когда природа находится в состоянии О,
то ожидаемый проигрыш первого игроки составит
F (х) = М шах f (х, у, 6).
/1<= У
(4.6)
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Тогда первому игроку следует выбрать такое х, которое
минимизирует функцию (4.6) при условиw, что
ХЕХ. (4.7)
Таким образом, получили некоторую задачу стохасти­
ческого программирования. Трудность ее решения, как и
тех задач, которые обсуждались в § 4 гл. 1, заключается
в том, ЧТО только в редких случаях можно найти функ­
цию F (х) в аналитической форме. позволяющей применять
обычные методы нелинейного программирования. Кроме
того, функция F (х) не будет, вообще говоря, непрерывно
дифференцируемой даже при достаточно гладкой функ­
ции f (х, у, 6).
2. ПредпоJ'IОЖИМ, что множество Х ВЫIIУI<лое и
замкнутое, при каждом х и О существует таЕое у (х, 6), что
f (х, у (х, 6), О) = шах f (х, у, 6),
уЕУ
при каждом у и 6 функция f (х, у, 6) выпукла вниз и
непрерывна в области Х, при этом пусть 'х (х, у, В)­
ее обобщенный градиент по х при фиксированных У и 6.
Тогда для решения задачи (4.6)-(4.7) применим метод
проеI<тирования стохастических квазиградиентов, в ко­
тором
(4.8)
где 65, S = О, 1, ... , - независимые наблюдения состояния
природы В.
ДЛЯ того чтобы убедиться в этом, покажем, что для
любой точки х Е Х выполняется неравенство
P(X)-р(Х5)?(мих(Х5 , у (XS , 6"). 6")/xs ), Х-Х"), (4.9)
иначе говоря, что М Cs"/x S)=Fx (x5 ).
Очевидно,
f (х, У (х, 65), 6") - f (х', у (х", О"), е'О)?
?t"(x, у (XS , О'), BS)-f(x5, у (х". е5), 05).
Так как фуНIЩИЯ f (х, У, О) при фиксированных У Е У
и 6 является выпуклой вверх по х и 'х (х, у, 6) - ее
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обобщенный градиент, то
t(x, Y(XS, 6S), 6')-t(x" у (XS, 65), 6S)?-=:
?-=:(fх(Х S , у (XS , 65), 65), х-х5),
а поэтому
t(x, у(х, 6S), 6S)-t(х S , у (XS, 6'), 6S)~
:;=; их (х', у (х', 6'\'), 6'), х - х').
Взяв условное математическое ожидание от обеих участей
этого неравенства при фиксированных х и xS , получим
требуемое неравенство (4.9).
3. При м еры.
1. Пусть
((х, у, ~)=I.±aj(Y, 6)xj-b(y, 6)\,
1=1
где у Е У, У - некоторое множество, например У = р, ...
... , т}. В этом случае вектор s' = (~~, ... , ~:,), выбирае­
мый в соответствии с (4.8), имеет следующий вид:
I n
~i=a,(y(xS, О'), ОS)sigп! 2: ai(y(x', 6S), 65)xS_
] \j= 1 /
- Ь (у (x S , 65), 05)),
где sign а для произвольного числа а равен 1, если а> О,
и равен -1, если а ~ О. Если при всех у Е У значение
I~ aj (у, 6) I~ const с вероятностью 1, то М (11;5 112//)~
~const, т. е. выполняются условия (3.9) теоремы 4 гл. 111.
Тогда в методе (3.4)-(3.5) можно взять У5= 1 и выбирать Р5
из условий: Р5:;=; О, 2: Р5 = 00, 2: Мр; < 00 с вероят­
ностью 1.
2. Применим формулу (4.8) для решения задачи о си­
стеме обслуживания (1.41)-(1.43) в том случае, когда
имеет место (1.40). Функция
11
t (х, у, 6) = 2: f"f (Xil' .•. , Xjp, вn,
1=1
где у ЕР, ... , К}.
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8 силу (1.40) функция tr (.) при каждых i, у факти­
чески зависит от перемеНIIЫХ 21 = ~ ')}(jXij и еУ и 5!IЗляется
f
выпуклой вниз по 2'(, причем в точке Z't = е1 терпит излом.
Поэтому для вычисления обобщенного градиента t (Х, у, е)
при данных (у, е) можно воспользоваться п. 3 дополне-
ний к гл. 1. Тогда в соответствии с (4.8) вектор ~S, кото­
рый в данном случае имеет ]{омпоненты Slj' i = 1, ... , n,
j = 1, ... , р, вычисляется следующим образом.
Пусть X~j - приближенное решение задачи (1.4 1)-(1.43),
полученное после s-й итерации; еу (s) - число требований,
поступивших на выход i Е 1- по сценарию у, «проигран­
ному» на ЭВМ после s-й итерации. Обозначим через Уа
число, для которого
f (xS, yS, eS) = шах t (XS, у, eS).
1~y~K
Тогда
Затем следует воспользоваться методом проектирования
стохастических квазиградиентов (3.4)-(3.5), получить
Xi/ 1и т. д. При этом операция проектирования, очевидно,
сводится к решению независимых задач: минимизировать
(при данном Z= {Z/j!)
I!




~ Хи ~ Ь j, Хи 3 О, i = 1, ... , n,
[=l
где j = 1, ... , р. Каждая из этих задач легко решается
методом, описанным в гл. Т.
4. Пусть фушщия t (х, у, е) при каждом е, у Е У
непрерывно диффереНЦllруема, и пусть для любых точек
х, 2 множества Х справедливо неравенство
f(2)-F(х)~(Мt.. (х, У(Х, е), Б), г-х), (4.10)
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где fх (х, у (х, й), 6) - градиент f (х, у, 6) по переменным х
при данном 6 и у = у (х, 6), т. е. ФУIJКЦflЯ f (х, у, 6) может
быть невыпуклой по х.
Если {.(х'<, y(x~, 0<), 0'<) легко ВЫЧllСЛIIТЬ, то Д.1Я
решения задачи (4.6)-(4.7) применим MeTO:J. проеКТI!рова­
ния стохастических квазиградиентов, в котором
(4.11)
При этом доказательство соотношения (4.9) непосред­
ственно следует из (4.10), т. е. из (4.10) следует, что для
вектора s<, определенного СОГ.1асно (4.11), имеем
(4.12)
Если же {х (хч, у (х<, 68), 6S ) вычислить невозможно, но
f (х, у, 6) имеет равномерно ограниченные вторые произ­




;< = ~ r(X S+ ~<~<Il, У (х<, б<)~:<) - f (X S, у (XS, б<), Б S ) ~<", (4.14)
"=1
где 6', s = О, 1, .. " - независимые наблюдения 6. Приме­
няя в выражениях (4.13), (4.14) формулу Тейлора и учи­
тывая, что вектор (4.11) в силу (4.10) удовлетворяет
(4.12), получим, что для вектора ;" определенного со­
гласно (4.13), справедливо соотношение
М (1;</х<) = f:х (х<) + VSд<,
а для 1;S, определенного согласно (4.14), -соотношение
где и' - некоторый веюор, для которого 11 и' I!~ const.
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§ 3. Задачи двухэтапного стохастического
программирования
1. Эти важные задачи перспективного планирования
впервые сформулированы Данцигом и Маданским [121.
Ими же был указан случай, когда задача (1.52)-( 1.53)
сводится к задаче линейного программирования (см. гл. 11).
С тех пор теория решения двухэтапных задач интенсивно
развивалась (см. обзорные работы [2J, [8]), выяснились
условия оптимальности, но, к сожалению, численные
методы, которые при этом были предложены, применимы
только в очень частных случаях, как правило мало инте·
ресных с точки зрения приложениPi. Метод (3.4)-(3.5)
позволяет решать двухэтапные задачи весьма общего вида
с нелинейными ограничениями.
Предположим, что план х и его коррекция у вместо
(1.48) должны при всех В удовлетворять ограничениям
fi(X,y,B)~O, i=I •... ,m, (4.15)
х Е Х, уЕ У. (4.16)
причем х = (хl' ... , хn ), у = (Уl' ... , уг). Пусть затраты,
связаНlIЫ? с реализацией плана х и его коррекцией у
в состоянии природы В, равны
[О (х, у, fЗ). (4.17)
Обозначим через у (х. В) коррекцию, которая МИНIIМИЗИ­
рует (4.17) при условиях (4.15)-(4.16) и фиксированныхх
и В. Тогда ожидаемые затраты на реализацию плана х и
коррекцию у (х, В) составят
Р(х) =Mfo (х, у(х, В), О), (4.18)
и задача заключается в выборе такого плана х, который
минимизирует функцию цели (4.18) при условии, что
ХЕХ. (4.19)
2. Предположим, что функции f'i (х, У. 8) при каждом
8 выпуклы вниз 11 непрерывно дифференцируемы по сово­
купности перемеНlIЫХ (х, у) и что при каждом х и 8 суще­
ствует сеДJIOва5J точка (у (х, 8), u(х, В)) ФУНКЦИИ J1агранжа
fIl
с[ (у, и) = 1° (х. у, О)+ 2.: UJi (х, у, В)
i~l
(4.20)
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при у Е У, И;?- О. Здесь не случайно точка минимума
функции (4.17) и первая компонента седловой точки
имеют одинаковые обозначения: при сделанных предполо­
жениях точка минимума обязательно будет первой компо­
нентой одной из седловых точек, и наоборот.
'у uПусть fxyX, у, В), v = О, 1, ... , т, - обобщенныи гра-
диент функции fV (х, у, 8) по совокупности (х, у) при
фиксированном В, причем предположим, что этот вектор
представим как {~y = ({~, [~), где '~, '~ - обобщенные
градиенты функиии f (х, у, В) по переменным х и у
при фиксированных остальных переменных. Тогда для
того, чтобы решить задачу (4.18)-(4.19) с выпуклым и
замкнутым множеством Х меТОДОill (3.4)-(3.5), следует
взять
~8 = 11 (х8 , у (х8 , 68), В8)+
т
+~Ui(Xs. 88)f~(xs, у (х8 , eS ), eS ),
<=!
(4.21)
где 08, S = О, 1, ... , - независимые реализации состояний 6.
3. Покажем, что для функции F (х), определенной
согласно (4.18), и вектора ~S, определенного согласно
(4.21),
(4.22)
для любой точки х Е Х. Иначе говоря,
действительно, из соотношений дополняющей нежеСТI<ОСТИ,
выполненных в силу существования седловой точки, сле·
дует, что
fO (х, у (х, О), 6) =
т
=1' (х, у (х, 6), В) + ~ Иё (х, 8) fi (х, У (х, 6), 8)
'=1
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при любых х и 6. Обозначим {О (х, у (х, 6), 6) через q (х, 6).
Тогда
q (х, 65) - q (х5 , 6S ) =
т
=fO(x, у(х, 65), 85)+ ~ Ui(X, 65)fi(X, у(х, 6S). 6S)_
i=l
т
-fО(х5 , y(XS, 65), 65)_ ~ Ui(X5, 65)fi(X5, у (XS, 65), 65)~
;=1
т
+ ~ и/ (х5 , 65) [{/ (х, У (х, 65), 65) - {/ (хБ, У (х5 , 65), 65)].
i=l
Так как функции [У (х, у, 6), v = О, 1, ... , т, при каж­
дом 6 являются выпуклыми вниз по совокупности пере­
менных (х, у), то отсюда следует, что
q (х, 65) - q (х5 , 65) ~ C1'1 (х5 , у (х5 , 65), 65) +
т
+ ~ и;(х5 , 85)f~(X5, у (х5 , 65),65), х-х5)+
/=!
т
+~Ui(X5, 6s)f~(xS, у (х5 , 65), 6S), у(х, 65)_у(Х5 , 65)).
;=\
Второе скалярное произведение правой части получен­
ного неравенства неотрнцательно в силу того, что функ­
ция Лагранжа (Р (у, и) при у =!) (х5 , 65) принимает мини-
мальное значение (это означает, что (~y (у (х5 , 65), и), у­
- У (х5 , 65)):;? О, т. е. в направлении у - у (х5 , 65) функ­
ЦIIЯ (r (у, и) в точке у = у (X S , 85) не убывает). Отсюда
следует, что
q (У, 8,1) - q (х5 , 6Б)? (l~ (хБ , у (X S , 65), 85) +
fI1
+ L: Ui (х5 , 05) l~ (х5 , !J (хБ , 65), 65), Х - х'). (4.23)
i=-: I
ВЗ\lВ условное математическое ожидаlllJl' от обеих
частей этого неравенства прн ФИКСllрованных х и х5 ,
ПОЛУЧIIМ требуемое неравеl1СТIЗО (4.22).
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4. При м еры.
1. Рассмотрим задачу с линейными ограничениями
(1.48)-(1.53). Вектор 11 (х, В) минимизирует (1.51) при
условиях (1.48)-(1.49), т. е. является решением задачи
линейного программирования. В приложениях обычно
матрица В имеет простую структуру и у (х, В) отыски­
вается без труда (см. п. 6 дополнений к гл. 1).
Обозначим через и (х, В) = (И1 (х, В), ... , иm (х, В) двой­
ственные переменные, отвечающие у (х, В). Формула (4.22)
показывает, что вектор ~S метода (3.4)-(3.5) в данном
случае вычисляется следующим образом: после s-й Iпера­
ции имеется xS , наблюдается в соответствии с заданным
распределением или путем «проигрывания» на ЭВМ опре­
деленных сценариев BS, отыскивается и (X S , BS) и вычис­
ляется
(4.24)
где через А т обозначена матрица, транспонированная к мат­
рице А, Bs - незаВИСlfмые реализации состояния природы В.
Если коэффициенты матрнны А ограничены, т. e.11 А 11 ~const,
то в случае (4.24) имеем
М (11 ~S 112/x") ~ с (1 + 11 м (и (XS, BS)/xs ) 1/2).
2. Рассмотрим пример, когда значение 11 м (и (X S ,
оценивается без труда. Пусть
fV(x, у, B)=gV(x, O)+(aV, у),
где 'У=О, 1, о •• , т, aV=(a~, ... , аn, У=!у: y~O}.
Вектор у (x S , BS) является решением задачи: миними·
Зllровать




~ аiу;~-r:;i(хS, OS), i=l, ... , m, YI~O, ... , yг~O.
j= 1
Вектор 11 (х5, GS) является решением следующей двой­
ственной задачи: маКСИ~lизировать
2: gi (X S , BS) Иj
;=1
(4.26)
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при условии, что
т
~ а}и ; ?-a~, j= 1, ... , Г,
i=1
U1 ? О, ... , иm ? О.
(4.27)
(4.28)
Поэтому, если многогранник, высекаемый ограничениями
двойственной задачи, ограничен, то
11 м (и (x S, fjS)/X S) 11~ const.
3. Пусть fV (х, у, 6), v = О, 1, ... , т, имеют вторые ПРОI!З­
водные по х, равномерно ограниченные при всех 6 и у Е: У.
Тогда вместо вектора (4.21) в методе (3.4) - (3.5) можно
применить вектор
или
K S~S = .! <р (хS+дs~S", yS, US'!'J.~S}-<p (XS, yS, uS, eS ) ~Sk, (4.30)
k_1
т
где <р (х, у, и, 6) = ,О (х, у, 6) + ~ Utfl (х, у, 6), yS = У (XS, 6'),
1=1
U S = U (х8 , е8).
Применяя к (4.29), (4.30) формулу Тейлора, а затем
переходя к условным математическим ожиданиям при
фиксированном х8 , легко убедиться, что для ~8, вычис­
ляемого по формуле (4.29), справедливо соотношение
М (~s/XS) = Fх (XS) + VS~8'
а дЛЯ ~S, вычисляемого по формуле (4.30), справедливо
СООтношение
в этих соотношениях vS - некоторые (различные) векторы,
удовлетворяющие неравенству
11 иТ,,;; с 11 м (и (х', 6S )/xS ) 11.
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§ 4. Программное управление случайным процессом
1. Л и н е й н а я с н с т е м а. Н е г л а Д к 11 Й Ф У н к .
Ц и о н а л. Задача програМ:VIНОГО управлеIlIIЯ случайным
процессом была СфОРМУЛИРОI3ана в § 4 гл. 1 как задача
выбора такого упраI3ления (последовательности векторов)
х (k), k = О, 1, ... , N - 1, которое М!lНимизарует матема­
тическое ожидание
F(x(O), ... , x(N-I))=
= Mf (х (О), ... , х (N - 1), z (О), .. , ,? (N), О) (4.31)
при условиях
z(k+I)=A (k, O)z(k)+B(k, O)x(k)+c(k, О), (4.32)
z (О) = гО, k = О, 1, ... , N - 1;
х (Iг) Е. Х (k), k = О, 1, ... , N - 1. (с1.ЗЗ)
Пrедположим, что множества Х (k) выпуклые и замкнутые,
функция f (х, г, О) выпуклая ВНI1З по совокупности пере­
менных х (г) почти при каждом О. Этим УСЛОI3иям удов­
летворяет функция (1.47), т. е.
f (х, г, О) = шах 11 z (k) - z (k) 112, (4.34)
O~"~N
которая возникает в задачах «настройки» параметров управ­
ления так, чтобы ожидаемый максимальный «выброс» сиг­
нала за заданный уровень был наименьшим. К задаче
(4.31) - (4.34) путем разностной аппроксимации сводятся
задачи управления объектами, поведение которых описы­
вается системой стохастических дифференциальных урав­
нений.
Обозначим обобщенный градиент функции f (х, (', О) ПО
совокупности переменных (х, г) = (х (О), ... , х (N - 1),
z (О), ... , z (N)) через f(x,z) (х, г, 8). Пусть f х (k), f z(k) -
компоненты вектора 1(х,ф отвечающие совокупностям
переменных х (k), z (k), т. е.
l(x,z)=(fX(O), ... , tX(N-l), lz(o), ... , fZ(N»)'
N
f(y, Ш, О) -{ (х, (', 8):? 2: (f x(k) (х, г, 8), y(k) -х (k))-I-
"=О
N-l
+ 2: (J z(/'J (х, г, О), w (k) - z (k). (4.3.))
,,-о
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Рассмотрим последовательность управлений jx s (k),
k = О. 1, ... , N - I}, в которой управление хО (k),
k = О•... , N - 1. произволы~ое. а х,,1 (k). k = О, ...• N - 1.
получепо при каждом 5 = 1, 2.... на основе х' (k) по сле­
дующему правилу: делается независимое испытание над
состоянием природы ~, и наблюдается ~S; из (4.32) опре­
деляется траектория г' (k). отвечающая ~ = ~', х (k) = X S (k),
k = О. 1, ...• N - 1; определяется решение ').,' (k), k = N, ...
... , О. системы уравнений для сопряженных переменных
')., (k) = 'A(k + 1) А (k, ~)+
+ fz(k) (х (О), ... , х (N - 1). z (О) .... , z (N - 1), 6),
(4.36)
'A(N) = -! z(N) (х (О)..... х (N). z (О) .... , z (N - 1). ~)
при z (k) = г' (k). х (k) = х' (k). О = ~S; вычисляется совокуп­
ность векторов
~S (k) = fx(k) (X S (О)•... , XS (N - 1). г' (О) •... , г' (N), 65) -
- ').,S (k + 1) В (k, 6'), (4.37)
и строится
хН! (k) = лх (k) (х' (k) - P,Ys~S (k». k = О. 1, ... , N - 1. (4.38)
где Р. - величина шага спуска, зависящая, вообще ГоворН,
от X S (О), ... , х' (N - 1); У. - нормирующий множитель;
Лх <'~.l- операция проектирования на множество Х (k).
Нокажем. что процедура (4.38) является разновид­
ностью метода проектирования стохастических квазигра­
диентов и поэтому сходимость последовательности управ­
лений jx S (k), k = О. 1, ... , N - 1} к решению задачи (4.31) -
(4.33) (при соответствующем выборе Ps, Ys) следует из гл. 111.
Рассмотрим вектор ~S = (~S (О), ...• ~S (N - 1» и убе­
димся, что его условное математическое ожидание при
фиксированном управлении X S (k), k = О. 1, ... , N - 1,
совпадает с обобщенным градиентом функции цели F (х (О) •.. ,
...• х (N - 1», т. е.
М (~s/Xs (О) •... , XS (N - 1» = Fх (X S (О), ... , х' (N - 1», (4.39)
или, другими словами,
F(x(O), ... , x(N-I»-F(хS(О), .... xS(N-I»:;:,
N-\
~ L: (М (~S(k)/x' (О), ...• х' (N - 1». х (k) -XS (k». (4.40)
k=Q
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Имеем
F(x(O), ... , x(N-I))-F(хS(О), ... , xS(N-I))=
=Mxs rf(x(O), ... , x(N-I), г(О), , z(N), В)-
- f (XS (О), ... , XS (N - 1), г" (О), , ZS (N), В)+
N-l
+ 2: (лS(k-t-I), z(k+I)-А(k, O)z(k)-
k=O
N-]
-B(k, B)x(k)-c(k, В))- 2: (лS(k+I), zS(k+I)_
k=O
- А (k, В) ZS (k) - В (k, В) XS(k) - с (k, б))].
где через Mxs обозначено математическое ожидание при
данных х"' (k), k = О, 1, ... , N - 1. Если воспользоваться
неравенством (4.35) и сгруппировать слагаемые IIрll х (k)-
- х" (k), z (k) - ZS (k), то получим
F(x(O), ... , x(N-I))-F(хS(О), ... , xS(N-I));?
;?MxsC~:lUx(kl(XS,zs, В), x(k)-хS(k))+
+ (fZ(k)(XS, zs, В), z(k)-zS(k))I+
+(fZ(N) (XS, zs, В), z(N)-z'(N))+
N-l
+ ~ (лS (k) - лs (k+ 1) А (k, О), z (k) - ZS (k)) +
k=O
+ (лS (N), z (N) - ZS (N)) -
-:~: (лS(k+I)В(k, 8), X(k)-ХS(k))}. (4.41)
Легко найти различные достаточные условия того,
чтобы сделанная группировка слагаемых под знаком мате­
матического ОЖllдания была обоснованной. Из (4.41) с уче­
том соотношений (4.36) получим
F(x(O), ... , x(N-I))-F(хS(О), ... , xS(N-I));?
N-\
;? Mxs ~ (fx(k) (х." zs, В) - лS (k + 1) А (k, 6), х (k) -xs (k)),
k=O (4.42)
ЧТО и требовалось доказать.
Полученное неравенство (4.42) справедливо не только
lI.ля задач с програММIIЫМ управлением. Оно справедливо
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и в тех случаях. когда управление может быть случай­
ным, скажем зависящим от предыстории управляемого
процесса. Важно только, чтобы на А (k, 8), В (k. 8). с (k, 8),
t (х, г. 8) и класс управлений х (k. 8) были наложены такие
условия, при которых существовали бы математические
ожидания слагаемых правой части соотношений (4.40).
Заметим, что для случая (4.34) в (4.36), (4.37) имеем
fX(k\ (. )= О,
А (2 (г (k) - z(k)), если 11 z (k) - i (k) 11 =
tZ(k) ( .) = = шах 11 z (/) - z(1)11,
O~I~N
О В противном случае.
2. Г л а Д к и й Ф у н к Ц и о н а л. Н е л и н е й н а я с и -
с т е м а. Пусть поведение объекта описывается системой
разностных уравнений
z(k+l)=g(k, z(k), x(k), 8). г(О)=гО, k=O,I, ... ,N-I.
(4.43)
x(k)E.X(k), k=O,I, ...• N-I. (4.44)
где z (k) = (г1 (k) • ... , гт (k)) - состояние объекта, х (k) =
= (Х1 (k), ... , хn (k)) - управление в момент времени k.
Требуется выбрать такую последовательность управ.1СНIIЙ
х (О), ... , х (N - 1), которая МИНИМИЗllрует
F (х (О), ... , х (N - 1)) = Mt (г (N), 8).
В конкретных задачах обычно 8= (8 (О), ... , 8 (N)), где
8 (k) - случайное воздействие в момент времени k. Подоб­
но задаче п. 1, вычисление стохастического квазигради­
ента в данном случае сводится к следующим операциям.
Обозначим через gz. gx матрицы, в которых на пере­
сечении i-й строки и j-ro столбца находятся соответственно
ag i agi • _ ,0_9лементы -д'-д ,! - 1, ... , m. Пусгь х (k), k - О, 1, ...
Zj Х}
... , N - 1, - произвольное начальное управление. Если
после s итераций получено управление XS (k), k = О, 1, ...
. . . , N - 1, то затем производится незаВlIсимое наблюде­
ние fjs состояния природы 8 и опредеЛ5Iется из (4.43) при
х (k) = х'< (k), 8= В' траекторнп процессз
z'(k), k=O, 1,,,,, N-l;
(4.45)
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из уравнений
л (k) = л (ll + 1) gz (k, 2 (ll). х (k). В),
'Л(N)=-fz(z(N). В). k=N-l, ...• О.
определяются при х (k) = xs (k), z (k) = 2S(k). В = Bs сопря­
женные переменные ЛS (k). k = N, ...• О. Положим
sS(k)=-лS(k+I)gx(k. 2S(k), xS(k), В), k=O, 1, .... N-I.
Можно показать. что при естественных предположениях
М (sS (k)jxS(О) •...• х' (N - 1)) =
= F.C(k) (XS (О), ... , х' (ll) • .... х" (N - 1)),
т. е. совокупность векторов SS = (s' (О), ...• sS (N - 1)) пред­
ставляет собой стохастический градиент рассматриваемой
функции цели в точке XS= (XS(О), ... , XS(N - 1):
м (SSjxS)=Fx (XS(О) •...• xS(N-I)). (4.46)
Схема доказательства ЭТОГО утверждения такова. Пусть
имеется управление х (k), k = О, 1, ... , N - 1. Рассмотрим
управление х (k) + cxv (k), k = О. 1•... , N - 1, где сх - неко­
торое положительное число, и представим траекторию
(решение) системы (4.43) при фиксированном В как 2 (k) +
+ cxh (k). где h (О) = О. Значение f (2 (N), В) при фикси­
рованном В определяется последовательностью х (О) •..•
...• х (N - 1). т. е. можно записать, что f (г (N), В) =
= r (х (О)•... , х (N - 1), В). Приближенно
L1f = (fz (2 (N), В), 11 (N)).
z(k+l)+cxh(k+l)=
= g (k. z (k), х (k). В) -\- cxgz (k, 2 (ll), Х (k). В) h (k) +
+ cxgx (k. z (k), х (k). В) v (k),
откуда получаем
h (k + 1) = gz (k, z (k), х (k). О) h (k) + gx (k. z (k), х (ll), В) V (k).
h (О) = О. k = О, 1, ... , N - 1.
Величины 11 (k. В) при данном В определяются прираще­
ниями v (k) управления х (k) + cxv (k). Выразим L1f через
v (k), k = О, 1, .... N - 1. Тогда коэффициенты при v (k)
дадут компоненты градиента функции f (г (N). В) (В фик­
сировано) по независимым переменным х (О)•... , х (N).
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Рассмотрим пока произвольные векторы л (k, В) = (Л1 (k, В), ...
... , лn (k, В)) и представим
~ = (fz (2 (N), О), h (N)) + (h (О), л (О)) +
N-\
+ ~ (Чk+l), h(k+l)-gz(k, 2 (k), x(k), B)h(k)-
11=0
-gх(k,2(k),х(k),В)v(k))=(fz(2(N),В), 11 (N)) +
N
+ ~ (л (k), h (k)) -
k=O
N-l
- ~ (л(k+1), gz (k, 2 (k), х (k), В) 11 (k))-
k=O
N-l
- ~ (л (k+ 1), gx (k, 2 (k), х (k), В) v (k)) =
k=O
= (fz (2 (N), В)+ л (N), 11 (N)) +
N-l
+ ~ (л (k) - л (k + 1) gz (k, 2 (k), х (k), В), 11 (k))-
k=O
N-l
- ~ (л(k+l)gz(k, z(k), x(k), В), v(k)).
1,=0
Если теперь выбрать л (k, В) так, чтобы
Л(k) = Чk+ 1) gz (k, 2 (k), х (k), В),
Л(N) = - fz (2 (N), В), k = N - 1, ...• О,
то
N-l
lim АГ = - ! (л(k+ 1) gx (k, 2 (k), х (k), В), v (k)).
H~O а k=O
Это соотношение показывает, что
r х (k) (х (О), ... , х (N - 1), В) = - Чk+ 1) gx (k. 2 (k), х (k), В),
причем так как
F(x(O) • ... , x(N-l))=Мг(х(О), ... ,x(N-l),В),
(4.48)
(4.4 7)
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то при соответствующих условиях
М (r'(k\ (х' (О), ... , XS (N -1), B)/xs (О), ... , х' (N - 1)) =
= Fф ) (xS (О), ... , х" (N - 1)),
что и доказывает формулу (4.46).
3. В ы б о Р н а ч а л ь Н О Г О С О С Т О Я Н И Я У П Р а в л я е­
м о г о про Ц е с с а. Поведение рассмотренных выше управ­
ляемых процессов определяется выбором начального состоя­
ния и управления. В некоторых прикладных задачах
начальное состояние бывает не заданным и требуется
выбрать его оптимальны"! образом. Например, в системах
управления снабжением размер поставки определяет началь­
ное состояние управляемой системы, а расход созданного
запаса описывается системой разностных уравнений при
данном начальном состоянии. Покажем, каким образом
вычисляется стохастический квазиградиент в таких случаях.
Предположим, что поведение объекта описывается систе­
мой разностных уравнений
z(k+I)=A(k, B)z(k)+c(k, x(k), В),
г(О)=а, k=O, 1, , N-I,
X(k)EX(k), k=O, 1, , N-I,
где z (k) = (г1 (k), ... , гт (k)), х (k) = (Х1 (k), ... , хn (k)),
А (k, В) - матрица, с (k, х, В) - вектор-функция. Начальное
состояние а не задано, но известно, что
аЕА. (4.49)
При фиксированных а, В и управлении х (k) вычисляются
затраты t (а, z (N), В). Обозначим через q (а, В) наименьшее
значение функции f (а, z (N), В) при фиксированных а, в,
если управлениех(k), k=O, 1, ... , N, удовлетворяютогра­
ничениям (4.47), (4.48). Требуется выбрать такое начальное
состояние а, которое минимизирует
F (а) = Mq (а, В) (4.50)
при ограничениях (4.49). Очевидно, это - разновидность
двухэтапной задачи стохастического программирования,
в которой коррекция начального решения а определяется
выбором пр!! данном в последовательности управляющих
воздействий х (О), ... , х (N - 1). Эта задача относится
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к двухэтапным динамическим задачам стохастического
программирования.
Пусть при любом 8 функция f (а, г, 8) выпукла вниз
по совокупности переменных (а, г). Найдем стохастиче­
ский квазиградиент функции (4.50). Для этого рассмотрим
функцию JIагранжа
qJ(x, г, л)=f(а, z(N). 8)+(л(0), г(О)-а)+
N-l
+ L: (Л(k+1), z(k+l)-A(k, 8))z(k)-c(k, x(k), 8)=
"=о
= f (а, г (N), 8) - (л (О), а)+ (л (N), г (N)) -
/11-1
- 2: (Л(k) - Л(k+ 1) А (k, 8), г (k))-
"=о
N-I
- L: (Л(k+ 1). c(k. x(k), 8)).
"=о
л е м м а 1. Пусть управление х" (k, 8), k = О, 1, ...
... , N -1, и траектория г" (k, 8), k=O, 1, ... , N -1,
при данных а, 8 удовлетвОРЯlот (4.47). Кроме того, су­
ществуют множители Лагранжа л" (k, 8), k = N, ... , О,
такие, что при х (k, 8) = хll (k. е), г (k, 8) = гll (k, 8),
л (k, 8) = ла (k, 8) справедливы соотношения
(Л(k+1,8),с(k, x(k, 8), 8))= тах (J,(k+1), c(k, х, 8)),
ХЕе X(k)
(4.51)
л (k) = Л(k+ 1) А (k, 8), Л(N) = - fz (а, г (N). 8),
k=N -1, ... , О, (4.52)
где f: (а, г, 8) - обобщенный градиент функции f (а, г, О)
по г при данных (а, 8). Тогда ~\;= (Хll (О), .... х' (N -1)),
z= (г ll (О), ... , г" (N)), )., = (ла (О), ... , л" (N)) образуют
седловуlO точку функции Лагранжа ер (х, г, л, 8), т. е.
qJ(X, z, Л)~,qJ(Х, z, Л)~qJ(Х, г, л) (4.53)
для любых л = (л (О), ... , л (N)), допустимых управлений
х = (х (О), ... , х (N - 1)) и траРКI7l0РИЙ z = (г (О), ... , z (N)),
удовлетворяющих (4.47) - (4.48).
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До к а з а тел ьс т в о. Действительно,
ер(х, г, J:)-ep(x, z, ~)=
= f (а, г (N), 8) - f (о, га (N), 8) + (ла (N), г (N) - г" (N)) +
N-I
+ 2: (лП (k)-л"(k+l)А(k, 8), z(k)-z"(k))-
k=O
-[~o' (Л" (k + 1), с (k, х (k), 8)- с (k, ха (k), 8))}.
Выражение в фигурных скобках в силу (4.51) неположи­
тельно. Кроме того,
f(a, z(N), 8)-f(a, z"(N), 8)~
~ (f~ (а, гП (N), 8), г (N) - га (N));
поэтому, с учетом (4.52),
ер(х, г, Jc)-ер(Х, z, л)~
~ (fz (а, га (N), 8), г (М) - га (N)) + (лrt (N), г (N) - г" (N)) +
N-I
+ 2: (ла (k)-л"(k+l)А (k, 8), z(k)-Z"(k))=О,
k=O
т. е. правая часть неравенств (4.53) доказана. Далее,
если управление х и траектория z удовлетворяют (4.47),
то для любого л = (л (О), ... , л (N)) имеем, что ер (х, z, Jc) =
= ер (х, у, л), т. е. левое неравенство (4.53) также спра­
ведливо.
3 а м е ч а н и е. Из леммы следует, что минимизация
функции f (а, г (N), 8) при данных (о, 8) и условиях (4.47)-
(4.48) равносильна максимизации (4.51) при ограничениях
(4.52), (4.47), т. е. выбору управления согласно дискрет­
ному принципу максимума. Кроме того, справедливо соот­
ношение
q(a, 8)=f(a, z"(N), 8) + (л" (О), га(О)-а)+
N-I
+ 2: (ла (k)-Л"(k+l)А(k, 8), z(k))-
k=O
N-I
- 2: (л" (k + 1), с (k, х, 8)). (4.54)
11-0
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Поскольку при каждом 8 функцня 1(а, г, О) выIlклаa вниз
по совокупности переменных (а, г), то имеет M~CTO вера­
венство
'(Ь, у, O)-I(a, г, О)??
~Ua(a, г, О), b-a)+(fz(a, г, 8), у-г),
где вектор и~(a, г, О), !z(a, г, fJ»)-обобщенныii градиент
функции 1(а, г, 8) по совокупности переменных (а, г).
т е о р е м а 1. Пред/IOЛОЖllМ, что каждая llЗ компо-
нент '~ (а, г, В), '~ (а, г, 8) является обобщенным гради­
ентом функции 1(а, г, О) соответственно по nеремен­
ным а и г.
Тогда для функции F (а), определенной согласно (4.50),
справедливо неравенство
F(b)-F(а)~(Мlа(а, z"(N), 8)-А,"(0, О), Ь-а). (4.55)
Доказательство. Действительно, в силу (4.53),
(4.54)
q(b, G)-q(a, 8)~{f~(a,za(N), o),b-а)+
+ Uz (а, га (N), 8), гО (N) - га (Н)) +
+ {UIoO (N), го(N»)-(ло(О), Ь)+ ~~; (ЛО (k)-ЛО (k+l) х
х A(k, О), гD(k»-~~>ЛО(k+l),c(k, xD(k), О»)}­
-{(ЛП(N), га (N))-(лп(О), a)+:~~ (),а(k)-Л/(k+l) х
х А (k, О), га (k)) - :~~ (ла (k + 1), с (k, ха (k), б))}.
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Усилим неравенство, заменив лЬ (k), k = О, 1, ... , N, на
Лll(k), k=O, 1' ... ' N:
q(b, 8)-q(a, 8)?
;;=::Оа(а, га (N), 8), b-a)+(fz(a, га (N), В), zb(N)-
- гll (N)) + (ла (N), гЬ (N) - г" (N)) - (ла (О), Ь - а)+
N-I
+ L (ла (k) - Лll (k + 1) А (k, 8), гЬ (k) - га (k))-
k=O
N-I
- ~ !(ла (k + 1), с (k, хЬ (k), 8)) - (ла(k+ 1), с (k, ха (k), 8))}.
k=O
Выражение в фигурных скобках неположительно, поэтому
q (Ь, 8) - q (а, 8)? и" (а, га (N), 8), Ь - а) - (I.a (О), Ь - а) +
+Oz (а, га (N), 8) + ла (N), гЬ (N) - га (N)) +
N-I
+ L (ла (k) - ла (k + 1) А (k, В), гЬ (k) - га (k)).
k=O
В силу (4.52) отсюда имеем
q (Ь, 8) - q (а, 8);;=:: Оа (а, га (N), 8) - ла (О, 8), Ь - а).
Переходя к математическим ожиданиям, получим т, ебуе­
мое неравенство (4.55).
Из доказанного утверждения следует, что 1а (а, za (N),
8) - ла (О, 8) является вектором стохастического квазигра­
диента функции цели (4.50) в точке а. Поэтому для рас­
сматриваемой задачи применим метод проектирования сто­
хастических квазиградиентов, сводящийся к следующему. '
Пусть аО - произвольное начальное приближение. Если
после s-й итерации получено приближение aS , то затем
производится наблюдение 8' состояния природы 8. Из (4.51),
(4.52), (4,47) определяются Xas (k, 8'), га' (k, 8'), ла' (k, 8'),
А (S S)определяется ~S = fa а', га (N), 8S ) - л" (О, 8'. После
этого новое приближение аН! вычисляется по обычной
формуле аН! = ЛА (aS- PsVs~S).
4. О п т и м а л ь н а я о р г а н и за Ц и я с н а б ж е н и я.
Эта задача является частным случаем только что рассмот­
ренной. Требуется организовать снабжение некоторого рай­
она с пунктами потребления j = 1, ... , m и складами
§ 4] ПРОГРАММНОЕ УПРАВЛЕНИЕ СЛУЧАйНЫМ ПРОUЕССОМ 159
i = 1, ... , n в дискреТllые моменты времени k = О, ... , N - 1.
Для этого в момент k = О на <::клады поставляются
продукты в количестве аl, ... , аn единиц (на каждом складе
хранится однородный продукт), после чего снабжение
района происходит со складов. Спрос пункта I!отребле­
ния j в момент k характеризуется случайной величиной
6; (k) (т. е. считается, что каждый пункт j в момент k
потребляет однородный продукт). Если через г; (k) обо­
значить состояние i-ro склада (уровень запаса) в момент
k, а череJ Xjj (k) - величину поставки {-го склада пункту
потребления j в момент времени k (Хи (k) = О, если на i-M
складе нет продукта, потребляемого j-M пунктом), то долж­
ны выполняться уравнения
г/ (k + 1) = г; (k) - 2: Хи (k),
;
г/ (О) = ai, i = 1, ... , n; k = О, 1, •.. , N - 1,




где суммирование происходит по тем i и j, для которых
поставка из i в j имеет смысл. При этом могут быть огра­
ничения вида
о ~ Xi; (k),,::;: flj (k), (4.58)
отражающие пропускные способности дорог из в j;
O~a/~a/, {=1, ... , n, (4.59)
или более общего вида
аЕА, (4.60)
отражающие ограничения на емкость складов, величины
поставок.
Необходимо учитывать следующие затраты: d/ - стои­
мость поставки единицы продукта в пункт {; dij (k) - сто!!­
мость перевозки единицы продукта из i в j в момент вре­
мени k; d[ - затраты на хранение единицы продукта
в пункте i; di - затраты за недостачу единицы продукта
в Г1ункте i.
Для каждого i = 1, ... , n рассмотрим
(diz, г~O,
di (г) = ,ld,z, г<О.
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Тогда при фиксированном начальном СОСТОЯНIIИ а =
= (аl • ...• аn) и заданных В j (k) оптимальный план снаб­
жения {Xlj (k)} определяется путем минимизации
k~J.н d1;(k)Xl;(k)]+lt, [di(Zi(N»)] (4.61)
при условиях (4.56) - (4.58).
Максимальное значение функции (4.61) зависит от на­
чального состояния а = (аl • ...• аn) и от В; (k). Обозначим
его через q (а. В), где В = {В; (k)}. Задача заключается в том,
чтобы найти такое начальное состояние а, которое мини~
мизирует функцию
n
F (а) = L: dial +Mq (а, В)
i=1
при ограничениях (4.60).
Функцию (4.61) легко свести к функции. зависящей
от конечного состояния системы. Для этого введем новую
переменную гn+1 (k). положив
гn+1 (k + 1) = гn+1 (k) + L: di; (k) Xi! (k). (4.62)
i, ;
Это уравнение рассматривается совместно с уравнениями
n+1
(4.56), а функция (4.61) преобразуется в L: di (гl (N)),
;=]
где dn+1 (Хn+1 (N» =Xn+1(N). Соотношения (4.60). (4.61) в дан­
ном случае имеют следующий вид:
L: (Лn+1 (k+ 1) di; (k) - Лi (k + 1) Xij (k, В) =
1, ;
= тах L: (Лn+1 (k + 1) d1! (k) - Лi (k + 1) Xi/.
{Хи} i,j
k = О, 1, ... , N - 1,
ЛI (k) = Лi (k+ 1). Лi (N) = - dr,
k=N-1, ... , 0,1=1, .... n+1,
(4.63)
где df указывает на то, что можно взять одно из значе­
ний dt или di, причем d~+] = d-;, +I = 1; максимум берется
по всем Xij (k), удовлетворяющим (4.57) - (4.58) при дан­
ных k, В) (k), rij (k). Сложность данной задачи максимиза-
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ЦНИ заключается в том, что необходимо подобрать такое
сочетание конечных условий в (4.63) из dt и di, чтобы
для решения системы (4.56) оказалось 2/ (N) < О, если
взято d;, и 2i (N) > О, если было взято dj.
Поиск нужного сочетания конечных условий можно
выполнить путем пробных решений. Пусть всего имеется
1 видов продукта, так что все склады разбиваются на 1
групп. Предположим, что со склада каждой из получен­
ных групп можно сделать поставку любому потребителю,
которому в каКОЙ-ЛJIбо момент потребуется продукт дан­
ной группы. Тогда при минимизации (4.61) с ограниче­
ниями (4.56) - (4.58) значения 2/ (N) каждой из групп
могут быть только неотрицательными или только неполо­
жительными, поэтому для всех i каждой из групп следует
рассмотреть всего два случая: следует взять только dt
или только di-. В частности, если 1= 1, то для подбора
конечных условий системы достаточно рассмотреть всего
два случая: следует взять dt или di для всех i = 1, ...• n.
§ 5. Экстремальные задачи математической статистики
1. В математической статистике рассматривается сле­
дующая задача. Имеется случайная величина (вектор) t'j,
распределение которой определено с точностью до пара­
метров х = (XI•... , Хn)' Известны наблюдения t'j1, ... , t'jN
величины t'j, отвечающие значению х = х*. Требуется по
наблюдениям t'j оценить значение Х*.
Обычно при этом стремятся найти такое значение
xN = Т (t'jl, ... , t'jN), чтобы MxN = х* (чтобы оценка ока­
залась несмещенноu) , дисперсия DxN принимала наимень­
шее значение среди других несмещенных оценок (чтобы
оценка оказалась эффективной), xN -+ х* С вероятностью1
(чтобы оценка оказалась сильно состоятельной). Однако
такие оценки удается найти только для частных случаев,
при сильных ограничениях на функции распределения,
которые часто не выполняются в реальных задачах.
Покажем, что многие задачи оценки х* сводятся к ре­
шению задач стохастического программирования.
2. Оценка среднего значения. Пусть ТJ-слу­
чайный вектор с неизвестным средним Mt'j; t'jl, ... , t'jN -
независимые наблюдения вектора t'j, по которым требуется
6 ю. М. Ермольев
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оценить истинное значение Mrl. Дополнительно известно,
что Mt'] Е Х, Х cRn.
Рассмотрим функцию F (х) = М 11 t'] - х 112. Легко убе­
диться, что минимум этой функции х* = Mt']. Далее, дЛЯ
~S = _ 2 (t']S+1 - х5 ) имеем М (;5/х5) = Fх (х5) И если Р5 =
= 2(S~ 1)' Х = Rn, то процедура (3.20) - (3.21) имеет при
ха =0 вид
т. е. дает известную оценку среднего. Если же Х -=1= Rn,
то (3.4) - (3.5) при ~S = - 2 (t']5+1- х5) дает возможность ре­
куррентного оценивания Mt'] с учетом того, что Mt'] Е Х.
3. О ц е н к а м о м е н т о в. Для простоты записи через
t']l, I t'] 11, (t'] - Mt'])1 обозначим векторы
(t']~, ... , t']~), (1 t'],/I, ... , It']n 11),
((t']1 - Mt']l)l, •.. , (t']n - Mt']n)I).
Аналогично предыдущему пункту моменты Mt']I, М I t'] ~
являются точками минимума функций F (х) = М 11 t']1 - х 112,
F(х)=Мlllчll-хI12, И В этих случаях в (3.4)-(3.5) или
в (3.20) - (3.21) можно взять ~S = -2 ((t']5+1)1 - х5), ~5 =
t= -2 (1t']5+11 1- х5).
Момент М (t'] - Mt'])1 является точкой минимума функ­
ции F (х) = М 11 (1'] - M1'])1 - Х 112. В этом случае можно взять
~5 = -2 (п (1)5+1 _1']S+1+k) - Х5).
k=1
Очевидно, для определенных таким образом величин ~S
имеем М (~s/XS) = Fх(х5) (для соответствующей функции Р(х)).
4. М е т о Д н а и м е н ь ш и х к в а Д р а т о в. Предпо­
ложим, что среднее значение М1) является известной век­
тор-функцией r (х1 , ••• , хn) от неизвестных параметров
х = (Хl' .•. , Хn)' Наблюдаются t']1,.'" 1']N при Х = х*, и
требуется по этим наблюдениям оценить х*.
Рассмотрим F (х) = М 111'] - r (х) 112. Так как для наблю­
даемых случайных величин Mt'] = r (х*), то искомое значе­
ние х* минимизирует F (х). Если r (х) - гладкая функция,
то можно взять ,S == -2 (1']S+1 - Г (х5), ГХ (S5)).
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5. Метод максимального нравдоподобия.
В отличие от предыдущего случая, когда была известна
зависимость среднего 11 от искомых параметров х, пред­
положим, что известна плотность распределения р (х, Jl)
с мерой !.t (dJz). Наблюдения 111, ... , 11"" отвечают х = х*,
и требуется оценить х*.
При каждом х можно рассмотреть случайные величины
р (х, 111), ... , р (х, 11"") и функцию
F(x)=Mlnp(x, 11)=~lnp(x, h)p(x*, h)f.L(dh).
Искомое значение х* является точкой максимума F (х).
ДеЙ.твительно,
Р(х)-Р(х*)= ~ lП:(~~,~)Р(Х*, h)f.L(dh).
Так как lnx<x-l, то
F (х) - F (х*) < ~ (; (~;, ~) - 1) р (х*, h) f.L (dh) =
= ~p (х, h) f.L (dh) - ~ р (х*, h) f.L (dh) = О.
Все рассмотренные выше задачи были задачами поиска
оценок неизвестных параметров х при дополнительной
информации о том, что х Е Х. Как показывает практика,
учет дополнительной информации позволяет повысить
эффективность оценок при малых выборках.
§ 6. Моделирование и оптимизация. Численные
расчеты
1. Каждый шаг человеческой деятельности связан
с выбором какого-либо решения. Конструктор, скажем,
принимает решение опараметрах проектируемой системы,
военачальник - о проведении военной операции, домохо­
зяйка - о распределении бюджета семьи. К сожалению,
нередко спустя некоторое время мы убеждаемся в том,
что принятые нами решения оказались неудовлетвори­
тельными с некоторых точек зрения, или, как еще гово­
рят, неоптимальными. Ошибочность принимаемых реше­
ний может привести к самым тяжелым последствиям,
поэтому вполне естествен н ы"" должно быть стремление
человека по возможности к наилучшим решениям и
6*
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развитию стандартных научно обоснованных процедур их
выбора. Одной из таких процедур и является моделиро­
вание.
По мере своего развития люди занимаются системати­
зацией различных фактов о происходящих ВОКРУГ про­
цессах, создают модели, которые позволяют им правильно
ориентироваться в окружающей обстановке, предвидеть
последствия принимаемых решений и выполнять наиболее
подходящие действия. На качество решения влияют раз­
личные факторы, и для оценки их прибегают к самым
разнообразным средствам моделирования: составляются
системы уравнений, описывающие и объясняющие внут­
реннюю связь между интересующими показателями;
строятся аналоговые или макетные установки; производятся
различные тренировки, учения, испытания, на которых
воспроизводятся нужные ситуации и «прослеживаются»
имеющие место связи. Условно все средства моделирова­
ния можно разбить на две группы - математические [l
имитационные - и в соответствии с этим говорить о мате­
матическом или имитационном моделировании.
2. до недавнего времени моделирование широко при­
менялось в основном в области физики и техники. За
последние 50 лет в моделировании происходят изменения,
благодаря которым оно начинает внедряться буквально
во все сферы человеческой деятельности и занимать цент­
ральное место в социальных науках. Эти изменения свя­
заны с развитием ряда новых математических дисциплин,
таких, как теория игр, линейное инелинейное програм­
мирование, теОIJИЯ оптимального управления и др., и с по­
явлением быстродействующих электронных вычислитеЛЬНl,JX
машин (ЭВМ).
дело в том, что классические математически.' и ими­
тационные модели позволяют предсказывать поведение
моделируемых процессов при определенных, фиксирован­
ных условиях. В тех случаях, когда требуется найти
условия, обеспечивающие наилучшее протекание интере­
сующих процессов, необходимо прибегать ИЛlI к анали­
тическим исследованиям, или к перебору некоторых
вариантов. Однако аналитическими средствами удается
проанализировать относительно несложные ситуации,
а простой переб()р вариантов не лает никакой уверенно­
сти в том, что не оставлены без внимаНlIЯ существенно
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лучшие варианты. В связи с этим возникает вопрос об
ор ганизации процедур целенаправленного перебора вариан­
тов, т. е. процедур их последовательного улучшения. ЭВМ
позволили существенно усовершенствовать метод простого
перебора вариантов. Появилась возможность не только
оценить значительно большее количество вариантов,
но и организовать своеобразный диалог принимаю­
щего решения с ЭВМ, в котором машина оценивает
варианты, а принимающий решение в зависимости от
предыдущих расчетов строит новые варианты и предла­
гает их машине. При переборе вариантов на 'ЭВМ допу­
стимое множество не обязательно должно быть задано
перечислением его элементов, как это обычно делается
при расчетах «вручную», оно может быть дано алгорит­
мически, и тогда машина сама по составленной программе
строит и оценивает допустимые варианты.
При этом правила перебора вариантов могут быть
детерминированными и случайными, в них может быть
заложена интуиция специалистов, их определенные эври­
стические соображения (иногда в этом случае говорят
уже о методах эвристического программирования). Методы
простого перебора вариантов с применением ЭВМ являются
весьма гибкими, их легко реализовать любому специа­
листу, понимающему специфику задачи. Эти методы позво­
ляют сочетать весь арсенал средств моделирования: пре­
рывая, скажем, в определенный момент расчеты на ЭВМ,
можно обраrnаться к макетным или аналоговым установ­
кам, дополнять «обrnую картину», а затем снова перехо­
ДIJТЬ к расчетам на ЭВМ или аналитическим выкладкам.
Однако методы простого перебора вариантов имеют и
существенные недостатки. Эти методы, как показывает
практика, дают хорошие результаты при решении задач
комбинаторного типа (с конечным числом допустимых
вариантов), в которых легко строить произвольное допу­
СТlJмое решение (легко описать правила его построения).
Расширение сфер применения моделирования, в частно­
сти формализация процессов технико-экономического пла­
нирования в системах, составленных из большого числа
взаимосвязанных элементов, приводит к задачам со зна­
ЧIIТельным и даже бесконечным числом допустимых реше­
ний, в которых чрезвычайно трудно строить отдельные
допустимые решен!! я.
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Очевидно, в задачах с бесконечным числом допусти­
мых вариантов перебор вариантов следует организовать
только по наиболее перспективнымнаправлениям. Каковы
эти направления? Как найти оптимальное решение в том
случае, когда поиск даже отдельного допустимого реше­
ния является сложной задачей?
Эти вопросы и находятся в центре внимания указан­
ных выше математических дисциплин (линейного и нели­
нейного программирования и др.), о которых часто гово­
рят как о разделах теории оптимальных решений или
теории оптимизации. Наряду с методом простого перебора
вариантов (там, где он применим), эта теория стремится
указать процедуры, существенно сокращающие количе­
ство «просматриваемых» вариантов. Например, в задачах
линейного программированияс бесконечным числом допу­
стимых вариантов по симплекс-методу перебор осуществ­
ляется только по незначительному,конечному числу точек
допустимого множества. В линейном программировании
есть и такие процедуры, в которых вообще не переби­
раются допустимые варианты, а постепенно строится один
вариант, который сразу будет и допустимым и оптималь­
ным. Теория оптимизации имеет дело с моделями, в кото­
рых отражены цели исследователя, способы их достиже­
ния и имеющиеся для этого средства. Она не только
помогает разобраться в изучаемом процессе, но и указы­
вает пути изменения его в нужную сторону при имею­
щихся возможностях. Чем более лимитирующими стано­
вятся «ресурсы» исследователя, т. е. чем более глобаль­
ными вопросами он начинает заниматься, тем большее
значение должны приобретать модели этой теории.
3. В современной теории оптимальных решений изу­
чаются проблемы выбора решений в самых различных
ситуациях (индивидуальный выбор решений, конфликтные
ситуации, ситуации с неопределенностью и риском и т. п.).
Главный, как нам кажется, недостаток этой теории
связан с тем, что она пока ориентируется в основном на
математические средства моделирования и недостаточно
внимания уделяет вопросам оптимизации на основе ИМII­
тационных моделей. Обычно предполагается, что модель
взаимодействия факторов, влияющих на качество решения,
задана легко обозримыми СООТIlOшеЮI\lJ\III, которые можно
проанализировать и выбрать нужные наIIраВJ1ения поиска.
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в имитационных моделях нет таких зависимостей, они
скрыты от глаз наблюдател я и можно а"ализировать
только отдельнь:е случайные проявления последствии при­
нятых решений. Снтуация здесь во MHOГO~ напоминает
ту ситуацию, с которой имеет дело математическая ста­
тистика, изучающая закономерности по их отдельным
случайным проявлениям.
Отличие и сложность задачи оптимизации на основе
имитационных моделей заключается в том, что анализи­
руемые здесь закономерности не являются неизменными,
а меняются с изменением решения. Оценка каждого допу­
стимого решения путем многократной имитации интере­
сующего процесса может занять значительное время, и
при значительном числе допустимых вариантов понск
удовлетворительного (не говоря уже об оптимальном)
решения без направленных процедур вряд ли возможен.
Особую важность вопросы оптимизации в области
имитационного моделирования приобретают в связи с раз­
витием вычислительной техники. Современные ЭВМ дали
в руки исследователей новое мощное средство имитацион­
ного моделирования. Благодаря ЭВМ стало возможным
заниматься имитацией процессов, изучаемых в социаль­
ных науках, т. е. в той области, где математические
модели могут оказаться безнадежно сложными, а натур­
ное экспериментирование обходится слишком дорого, и
им нельзя пользоваться в такой же мере, как, скажем,
в физике. Например, стало ВОЗМОЖНЫ:'.1 многократно вос­
производить процессы движения транспорта в транспорт­
ных сетях, процессы вооруженной борьбы, экономиче­
ского развития.
4. Покажем, что развитие методов оптимизации в ими­
тационном моделировании можно связать с развитием
прямых методов стохастического программирования. дей­
ствительно, если произвольную имитацию изучаемого
процесса обозначить через 8 и предположить, что она
НОСИТ случайный характер, то имитационная модель
позволяет наб:lюдать при каждом решении хнекоторые
С,1учайные показатели fV(x. 8), v=O, 1..... т, завися­
щие от 8. В процессе имитации часто стремятся найти
такое х, Прll котором среднее значение показателя {О (х, 8)
ПРШlllмзет на:Jменьшее ЗIJaчение при опредеЛёННЫХ огра­
ничениях на средние значения остальных показателей
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fi (х, В), i = 1, ... , m. То есть требуется реШИТl) задачу
стохастического программирования, например. следую­
щего вида:
Минимизировать
FO (х) = Mfo (х, В)
при ограничениях
F/ (х) = мр (х, 6)~ О, i = 1, ... , т,
хеХ.
Имитационное моделирование связано с разработкой
сценариев поведения интересующих объектов. Каждый
сценарий может состоять из ряда аналитических моде­
лей и зависимостей, связанных определенными логиче­
скими, вероятностными переходами, а его исполнителями
могут быть вычислительные машины, реальные объекты,
люди. Прямые методы стохастического программирования
позволяЮТ по информации, получаемой в результате «про­
игрывания» сценариев, строить своеобразный адаптивный
процесс поиска неизвестных решений.
С этих точек зрения задачу минимизации функции
регрессии (4.1) можно интерпретироватьследующим обра­
зом. Имеется один сценарий, каждое проигрывание кото­
рого дает случайную величину f (х, 6), характеризующую
затраты, связанные с решением х. Требуется найти х,
которое минимизирует ожидаемые затраты (4.1). Согласно
(4.2), (4.5) происходит своеобразный адаптивный процесс
поиска точки минимума функции (4.1), минуя сложный
и практически нереализуемый процесс определения ана·
литических зависимостей для математических ожиданий.
В игровой стохастической задаче (4.6) - (4.7) при
У = {1, ... , К} можно считать, что имеется ряд сцена­
риев k = 1, ... , К, в каждом из которых величина
f (х, k, 6) характеризует затраты, связанные с планом х,
а путем проигрывания сценариев требуется найти х, кото­
рое минимизирует ожидаемые максимальные затраты (4.6)
при условиях (4.7). При этом одна итерация стохастиче­
ского квазиградиентного метода (3.4) - (3.5) с использо­
ванием, допустим, направления (4.8) состоит из следую­
щих операций. Имеется точка XS. Проигрывая сценарий,
наблюдаем t (XS. k. 6S ) и определяем ks из условия
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f (r, k5 , (5) = шах t (r, k, б5 ); вычисляем ~5 по формуле
k
(4.8), х5+1 по формуле (3.4) и т. д.
При такой организации вычислений легко комбиниро­
вать аналитические зависимости с имитацией отдельных
процессов на ЭВМ. Например, функции t (х, k, 6) при
каждом k и 6 могут иметь простое аналитическое выра­
жение, и тогда направление движения в процессе (3.4)-
(3.5) определяется по формуле (4.8) или (4.13), а наблю­




в двухэтапной задаче стохастический квазиградиент
также вычисляется исходя из аналитического выражения
(4.21) или (4.24) с использованием решения и (х5 , (5)
двойственной задачи, а наблюдение 65 может быть полу­
чено путем имитации случайных помех.
5. Остановимся' на некоторых результатах численных
расчетов на ЭВМ реальных задач стохастического про­
граммированин. На рис. 8 показан типичный график по-
s
ведения значеНVIЙ величин t (х5 , (5) И Р5 = (1М 2.: t \Xk , 6k )
I
функции цели F (х) = Mt (х, 6) для задач оптимаЛЬНОIО
планирования машинно-тракторного парка (дополнение 3
этой главы). Поведение t (х5 , 65), естественно, носит нерс:­
r~лярный характер, но имеется тенд~нция к убыванию,
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«в среднем». Поэтому, если наряду с f(x S , 6S ) рассматри-
s
вать значения Fs=(l/s)~f(xk, 8k) или, В более общем
1
s s
случае, Р, = ~ бkf (xk, 8k)/~ бk , бk ~ О, то поведение Р•
I 1 .
будет иметь явную тенденцию к убыванию. При этом, по­
скольку функция цели Р(х) негладкая, то немонотонное
поведение Fs имеет закономерный характер даже при от­
сутствии помех. Общее число независимых переменных
в задаче рис. 8 около 4000. За первые 300 итераций функ­
ция цели в среднем уменьшилась от 500 до 250, после
чего имеет место медленное убывание. Такое положение
характерно для численного решения задач стохастического
программирования и вполне согласуется с тем, что асим­
птотическая скорость сходимости стохастических квази­
градиентных методов (вблизи решения), как отмечалось
в § 7 гл. III, не может быть большой. Реальная скорость
сходимости может быть значительно увеличена за счет
разумного выбора шага спуска Ps' Типичные требования,
которым он должен удовлетворять, суть Ps~ о, ~ Ps = 00,
~ Р; < 00, и им удовлетворяет выбор Ps = cs/s, где Cs -
некоторая равномерно ограниченная переменная ё ~ С' ~~ С> О. Величину С' можно менять в зависимости от по­ведения величины Fs , при этом Р' будет слабо изменятьсяв том случае, если Р' выбрано слишком большим или
слишком малым. Изменять Cs в зависимости от Fs можно
или автоматически, или в режиме диалога с ЭВМ.
Дополнения к главе IУ
1. О численных методах оперативного стохасти­
ческого программирования. Как отмечалось в §3гл. I,
общие постановки задач оперативного стохастического программиро­
вания являются усложнением Задач нелинейного программирования
в абстрактных пространствах. Именно, пусть (8, Р, Р) - исходное
вероятностное пространство, &J - а-подалгебра Cf1 Требуется найти
измеримую относительно &J вектор-функцию х (О), которая минимизи­
рует функционал
ро (х (О» = МfO (х (О), О)
при Jграничениях
1'" (х (О» = Мfi (х (О), О) ~ О, i = 1, •••• m.
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где значения Функционалов j\ (х (6)) 11 их производных, как и в за­
дачах псрспективного стохастического программирования, точно не
ВЫ'!ИСЛЯlOтся
Найти решение этой задачи в классе функций х (6) в общем слу­
чае невозможно, поэтому, как уже неоднократио отмечалось, в зада­
чах оперативного стохастического программирования обычио приме­
няют приемы параметризации, сводящие их к конечномерным задачам
пеРСlIЕ'КТИВНОГО стохастического программирования. Этого же иногда
достигают введением апостериорного риска (см. дополнение 9) это
практически возможные пути решения задачи (4.64)-(4.66)
Если же к задаче (4.64)-(4.66) подойти чисто формально, то для
ее решения нетрудно предложить бесконечномерные аналоги мето­
дов, рассмотренных в предыдущих параграфах, что можно сделать
чисто формально, заменяя в большинстве случаев слово «вектор» на
сЛово «элемент», если соответствующим образом ввести понятие услов­
ного математического ожидания случайной функции со значениями
в абстрактном пространстве Поэтому остановимся на необходимых для
этих целей понятиях.
Как известно, для фУНКШIЙ, принимающих значения в банаховом
пространстве В, можн[) ввести два понятия измеримости: сильная из­
меримость и слабая измеримость.
Функция х (cu), заданная на пространстве с мерой (Q, Q/f, Р),
гдС' Р {Q} < =, и принимающая значения из банахова пространства
В, называется силыю измеримой, если существует последоватС'льность
простых функций, схсдящаяся к х (cu) почти всюду на \].
Функция х (cu) называется простой, если существует конечное
число непересекающихся измеримых множеств Ai с: Q, на каждом из
которых х(cu)-постоянная и x(w)=O на Q',UAi • причем множество
{w: Ii х (w) 11 > О} имеет конечную меру
Функция х (w) называется слабо измеримой, если для каждого
линейного функционала f Е в· сложное отображение f (х (w)) яв­
ляется измеримой числов()й функцией
Если пространство В сепарабельное, то два определения измери­
мости функций эквивалентны
Вводятся и два поня [ия интегрируемости для функций, прини­
мающих значеJIИЯ в банах[)вом пространстве: интеграл Петтиса и ин­
теграл Бохнера Последний уступает интегралу Петтиса в общности,
так как по Бохнеру можно интегрировать только фУНКJ!ИИ. прини­
мающие значения из сепарабе,тьного нространства, чего не требуется
для интегрируемости по Петтису Но для интеграла Петтиса не всегда
из факта \ h (w) Р (dw) = \ g (w) Р (dw) для каждого измеримого МНО-
А А
жества А следует равенство h (w) и g (w) почти всюду по мере Р.
т е. нельзя говорить о классе эквивалентности интегрируемых
функций
Функция h (w) интегрируема по Бохнеру, если существуеl после·
дователыюсть /1/ (w) простых функций, сильно сходящихся к h (00)
Р-почти всюду В [J так, что
lim \ 11 /1[ (w)-h (oo)IIP (doo)=O
l_o:J{/
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(под 1Н понимается норма в пространстве В). Для любого множества
А Е 0-1' интеграл Бохнера функции h «(О) по множеству А опреде­
ляется как
\ IJ «(О) Р (d(O)=s- liт \ ХА «(О) h/ «(О) Р (d(O)
А 1_00 Q
(s-lim-сходимость по норме 11·11 в пространстве В, а ХА «(О)-ха­
рактеристическая функция множества А).
Т е о р е м а Б о х н ера. Для того чтобы сильно измеримая фун,,­
циq h «(О) была P-интегРUfшема по Бохнеру, нробхnдимо и доста­
точно, чтобы 11 h «(О) 11 была P-llнтегРllруема.
А теперь дадим определение случайного элемента, охватывающее
определение случайной величины в классической теории вероятностей.
Пусть «(~, Q~, Р)-вероятностное пространство, В-банахово
пространство с а-алгеброй :;е всех борелевских подмножеств про­
странства В Отображение т] пространства Q в пространство В назы­
вается случайным элементом (со значениями в банаховом простран­
стве В), если прообраз каждого борелевского множества В принадле­
жит а-алгебре (2/f, т. е.
{{(О: т] (00) Е Е}: Е Е 2} Е (2/f.
Если случайный элемент т] (00) рассматривать в сепарабельном
пространстве В, то только что данное определение случайного эле­
мента будет эквивалеН1 но определению сильной и слабой измеримости
функций в пространстве В, поэтому математическое ожидание случай­
ного элемента т] (00) можно ввести как интеграл Бохнера от функции
т] (00) и обозначить его
Мт] (00) = ~ '1 (00) Р (doo).
(;1
Можно ввести и понятие условного математического ожидания.
Пусть т] (00) - случайный элемент, математическое ожидание кото­
рого существуп Пусть оЯ' -- такая а-подалгебра подмножеств из Q,
что о'В с 0.1'" Тогда каждый случайный элемент 1'} (00), если он суще­
ствует, измеримый относительно QЯ', т е.
{{оо: ~(OO)EE}: EE2}E<iд,
и такой, что равенство
\ ~ (00) Р (doo) = \ т] «(О) Р (doo)
А А
имеет место для каждого множества А Е пЯ', будет называться услов­
НЬ/М математичес,",им ожиданием случайного элемента /1 ((О) относи­
тСЛbfiO a-nодuлгебрыfJ'! и обозначаться М (Т]/053').
Для случая В = RJ это определение совпадает с кш'сси чески~1.
В классической теории вероятностей для каждой случаЙllоii величины,
имеlOщсii математическое ожидание, и для каждой а-110далгебры <iд
существует усповное ~Iатематическое ожидание. В случае случаI"iных
элементов аналогичный результат утверждает следующая теорема:
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т с о р е м а Пусть (Q, evt, Р) - вероятностное пространство,
В - I'lIпрп(jI'JlЬfiое 6анахово пространство, dlJ с QЛ U 11 (00) - СJlУ'ЩЙ­
ный ЭJl"МЛlт. TfiWO УСЛfiвное математическое ожидание существует
тигда u mОЛЫ«J тогда, когда
.\ 1111 (00) "Р (doo) < со.
Q
2. Д о л г о с р о '1 Н О е п JI а н и р о в а н и е. В работе [32) изу­
чалась следующая двухэтапная стохастическая модель оптимального
планирования Предприятие (отрасль, народное хозяйство) выпускает
продукцию т видов, спрос на которую в k-M периоде, k =0, 1, ... , N,
характеризуется вектором Ь (k, д) = (h! (k, д), ... , Ьm (k, д»; н (k, д) -
технологическая матрица размерности mXnk' элементы которой ха
рактеризуют нормы затрат при использовании технологических спо­
собов с единичной интенсивностью в k'M периоде; с (k) -nk-мерный
вектор, компоненты которого показывают издержки от использования
технологических способов с единичной интенсивностью в k-M пеРИ'JДе;
q+ (k, д) - т-мерный случайный вектор цен на продукцию, выпускае­
мую в (k-I)-M периоде; q- (k, д)-т-мерный случайный вектор, ком­
поненты которого характеризуют издержки от хранения еДИНИllЫ
готовой продукции в (k - ] )-м периоде; х (k) -nk-мерный детермини­
рованный вектор использования технологических способов в k-M пе­
риоде.
Излишки продукции, если таковые имеются, остаются на складе
с тем, чтобы быть проданными в следующем периоде Пусть D (k, В)­
диагональная маТРИllа размерности т Х т, элементы которой О ~
~ di (k, д) ~ 1, i = 1, .•. , т, показывают, какая часть продукции,
положенной на склад в начале k-ro периода, останется годной для
продажи к концу k-ro периода; (х (О), ••• , х (N -1»- некоторый до·
пустимый план выпуска, для которого х (k) Е Х (k), где Х (k) - мно­
жество допустимых интенсивностей в k-M периоде, которое предпола­
гается выпуклым и замкнутым; у+ (k), у- (k) -т-мерные неОТfJИllа·
тельные векторы, показывающие превышение спроса над предложе­
нием и превышеllие предложения над спросом в (k - ] )-м пе·
риоде.
Требуется найти план (х (О), ... , х (N - 1», который МИНИМI1ЗИ­
рует ожидаемые затраты
N-l
~ (с (k), х (k» +
k=O
N
+М ~ [(q+(k, б), y+(k. t. A»+(q-(k, д), tГ(k. t, ~)]
k=1
при условии, что х (k) Е Х (k), где у+ (k, х, В), у- (k, х, д) являюген
решением следующей задачи:
Минимизировать (при данных д, х (k), k = 1, , •. , N)
N
~ {(q+ (k, В), у'" tk» -Нч- tk, ~), у (k»} (4.67)
k=l
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при условиях
y+(k+I)-у-(k+I)+D(k. O)y-(k)=b(k, б)-А(k. O)x(k),
k=O. 1, ... , N-I.
y+(k)~O. y-(k)~О, k=l, ...• N,




Векторы у+ (k, х, О). у- (k, х. О) называются вектораАIИ оптимальной
коррекции плана x(k). k=O. 1, ... , N. в состоянии О
Если с вероятностью 1
q+(k+1, O)D(k, o)-q+(k) <q-(k). k=O.I, ... , N-I,
q+ (N) +q- (N) > О,
то условия (4.70) выполняются автоматически на векторах оптималь­
ной коррекции у+ (k. Х. О). у- (k, х. О) и их можно не учитывать.
В этом случае двойственная к (4.67)-(4.70) задача имеет такой вид:
Максимизировать
N-I




u(k)~q+(k+I), k=O, 1..... N-2,
-q-(N. О)~и(N-I)~q+(N,О)
Благодаря специальной структуре решение этой qадачи сводится
к простым операциям: сначала по рекурректному соотношению (4.68)
определяются у+ (k), у- (k) так, чтобы БЫПОЛНЯЛИСЬ при ЭТОМ соотно­
шения (4.70). Это можно сделать однозначно. причем получаемые
векторы оказываются решениями у+ (k. Х, б), у- (k, х, О) задачи
(4.67)-(4.70). Искомое решение (и. (k. х. 6), ... , Иm (k, х, 6» двой­
ственной задачи отыскивается следующим образом: для каждого i =





yt (N, х, 6) ~ О,
у! (N, х, 6) > О;
если yt(k, х, O)~O, то щ(k-I, х, O)=qt(k, О); если !fi(k, х, 0»0,
то щ (k -1, х, 6) определяется из соотношения
щ(k, х, O)dj(k, О)-щ(k, Х, O)=qi(k, О)
Поскольку (у+ (k. Х, О). у- (k, Х, О» = О. то эти условия однозначно
определяют двойственные переменные и (k. х, 6) СлеДОl\ательно. в дан­
ном случае легко определить стохастический квазиграnиент (4.21).
3. М о Д е л ь в ы б о р а о п т и м а л ь н О Г О С О С Т а в а м а -
UlИllно-тракторного парка Пусть Ьi(k)-объем работы i·ro
вида (уборочная, посевная и т. п.) В k-й календарный период, Xjj(k)-
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число агрег"тов j-ro lIИДа lIa [-м виде работ в k-й календарный пе·
риод; W i; (k) - сменная производительность агрегатов Тогда
2: W i; (k) Xi; (k)=bi (k),
;
Xi; (k) ~O.
Т[Jебуется минимиqироваТI, нелинейную функцию
2: (;i; (k) Xi; (k) +2: (тах 2: Х;; (k)) "'1.
{, ;, " ; \ k i
где Си (k) - сменные затраты, Лj - коэффициент годовых отчислений.
Предположим, что Ь; (k) - случайные величины
yt (k) = Ь; (k) - 2: W i; (k) xi; (k),
;




bi (k) ~ l; W i; (k) xi; (k);
;
bi (k) < l; Wij (k) Х;; (k).
;
З:Jдачу Bb'rop:J оптимального состава маШИНr:о-тракторного парка
можно представить КпК двухэтапIrую ~адачу стохастического прог­
раммирования с матрицей коррекций, определяемой величинами
У/' (k), у; (k)
4. 3 а д а чар е з е р в и р о в а н и я. Имеется система, характе­
ризуемая графом, вершины которого отвечают ее элементам, а дуги -
свя~ям между элементами И~вестна вероятность отказа в зависи­
мости ОТ срока работы элементов Требуется определить необходимое
резервное количество ненадежliых э.'ементов, где они должны быть
сосредоточены с учетом необходимого времени ДОСТ:JВКИ и стоимости
доставки. Эту задачу можно сформулировать как стохастическую ,а·
дачу транспортного lипа
5. Про ц е с с у п р а в л е н и я с а Д а п т а Ц и е й Применению
метода стохастической аппроксимации в процессах управления с адап·
Т:Jцией посвящено много работ Методы адаптивного управления при­
меняются в том случае, когда для управляемого процесса нет точной
модели, а имеется возможность наблюдать случаiiную реакцию объ­
екта f (Х, 6) на управляющее воздействие Х.
Например (см. (4)), требуется поддерживать nнзкость на выходе
некоторого химического процесса как можно ближе к заданному
уровню. Управляющим во~действием является значение параметра Х,
определяющего положение клапана, регулирующего водяное охлажде­
ние в теплообменнике системы. Сначала клапан устанавливается
в некоторое промежvточное положение ХО. Ровно через 15 минут
измеряется BqqKOCТb f (кО, 60), в зависимости от чего устанавливается
новое положение клапана x l , наблюдается через [5 минут f (x l , 61)
И Т. д.
Таким образом, в задачах управления с адаптацией для любой
последовательности управлений хО , xl , наблюдается реакция
f (хО , 60), f (x l , 61), ,причем предполагается, что последовател[,­
ность f (х", 65) - ПОС.lсдовательность с независимыми значениями
и М (f (x S • 6S );x') = F (X S ), т. е. вероятностные характеристики
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величины f (XS, BS) не зависят от s. Требуется наiiти такую последова­
тельность управлений хО , хl , •.. , для которой при s - 00
lim F (хS)=сопst
В этом случае последова'lелыlOСТЬ х", x1, ••• можно вЫбирать согласно
методу стохастической аппроксимаЦИII. (Toxacl И'lсские квазигради­
ентные методы по~волР.ют оптимизировать более обшие функции F (х)
при ограничениях на управляюшис; воздействия. Например, метод
(3.35) - (3.36) позволяет выбирать ПОСЛf'довательность управляющих
воздействий хО , хl , '" так, ч:гобы
lim М ({О (XS , вs)/хs)=miп М! (х, В)
5_00
при условии, что
lim М и; (XS, BS)/xS) ~ О.
5_00
6. У п р а в л е н н е д 11 С К Р е т н о й с и с т е м о й. Предполо­
жим, что имеется управляемый объект с конечным числом состонний
i = 1, ... , т и конечным множеством управлений i = 1, '" • n. Если
на обнкт действует управление {, то существует вероятность Р/ и)
того. что он перейдет 13 состояние i. прнчем С/- затраты на пребы­
вание в этом состоянии (в С; учитьшаются непосредственные расходы
на пресывание в СОСТОШIИИ i. затраты за совершаемые действия
и т. п.). Тогда при управлении i ожидаемые затраты равны
т
f и) = ~ с/р/ (Л
;=1
Вероятности Р/ (f) не заданы, но точно известны состояния, в кото­
рые объект переходит Под действием управлений. Требуется найти
такое управление i. для которого f (j) принимает минимальное зна­
чение.
Как заметил Н. Н. Красовский на семинаре в г. Вяймела, эта
дискретная задача легко сводится к минимизации некоторой функции
регрессии при простейших ограничениях. Именно, перейдем к сме·
шанным стратегиям, т е. рассмотрим совокупность чисел Xj,
11
{=1, ... , n, L Xf= 1, х(?;О, и функцию
1=1
fI
F (х) = L f (п xf·
i= 1
Очевидно, минимизация F (х) в указанной области равносильна
nоставленноj, задаче. Если в s-й итерации при управлении i Qбъект
оказался в состоянии с затратами fj. то вектор ~<~. (1;, ... , t~)
является стохастическим ГJlяднентом функции F (х). т. е. М (S''!x') =
.= F.,. (XS ); поэтому ПОI'Т;ШJlt'llllilЯ заl\ача лег/«() РСUlilется СlохаСП!'IС-
ским квазиградиентным меl'OДОМ с использованисм операции [IpO,"K-
тирования.
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7. 3 а Д а чар а с поз н а в а н и я и о б У ч е н и я. Приведем
те замечания, которые по поводу этих задач имеются в [61]. Основ­
ная задача распознавания состоит в отнесении предъявляемого
объекта к одному из классов, вообще говоря, заранее неизвестных.
Для решения задачи распознавания необходимо прежде всего
заняться обучением посредством показа образов, принадлежность
которых к тому или иному классу известна. С геометрической точки
зрения каждому объекту можно поставить в соответствие lОчку
в некотором многомерном пространстве. Предположим, что выполнена
гипотеза компактности: сходным объектам соответствуют близкие
точки, и существует некоторая функция, которая разделяет точки
различных классов. Тогда задачи обучения сводятся к задачам
аппроксимации разделяющей функции.
Пусть имеется два класса 2 и e4t. Обозначим разделяющую
функцию через у ='!' (В), где В - вектор, характеризующий образ,
у - величина, оп ределяющая класс, к которому этот образ принад­
лежит. Можно предположить, например, что
{
1, Вс2,
sign ч: (В) = _1 _/М
, О Е eln.
Обозначим класс аппроксимирующихфункций через <р (х, В), где х­
неизвестный пока вектор коэффициентов. Чаще всего выбирается
n
<р (х, В) = ~ ЦР! (В),
;=1
где <Р] (В) - известные функции. Мера уклонения опре:деляется как
выпуклая функция разности f N (В) - <р (х, В))2, нап ример, N' (В) -
- <р (х, В))2. Векторы (образы) В показываются случайным образом,
поэтому коэффициенты Х= (X1, ••• , Хn) опредеЛЯЮТСII из условия
минимума
F (Х) = М! ('IJ (В) - <р (х, В)).
Вероятностное распределение векторов В, в соответствии с кото­
рым происходиг их выборка, неизвестно, поэтому для МИНИМИЗ,ЩlllJ
F (х) естественно применять методы стохастической аппроксимации
[lJ, [61], а для общих функций, например, если F (х) lIегладкая,
когда f ('!' (В) - ер (х, В)) = 1'!' (В) - ер (х, В) 1, применимы стохастическ ие
квазиградиентные методы.
8. Интересно сопоставить постановку задачи Тинтера (2.45),
(2.41) с общей постановкОЙ двухэтапной задачи стохастического
программирования и применить к задаче Тинтера численный метод,
описанный в примере 1 п. 4 § 3.
9. С т а т и с т и ч е с к и е реш е н и я. Б а й е с о в с к и й по д­
ход. Пусть е - множество состояний природы; Q - множество исхо­
дов эксперимента; Х - множество решений (действий) стаТИСтиКа,
Х с R"; х ((1)) - решающая функция, которая каждому исходу w
ставит в соответствие действие х (w) Е Х; Р (О, w)- вероятность того,
что в состоянии природы В эксперимент приведет к исходу w;
f (х, В) - функция потерь статистика при выборе х, если природа
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находится в состоянии д. Тогда риск, отвечающий х (00), в состоя­
нии д есть (для не более чем счетного Q)
F (х (00), д) = ~ f (х (00), д) Р (д, 00).
(u
Если v (д) - априорное распределение состояний д, то риск характе­
ризуется функцианалом (6 - не более чем счетное множество)
F (х (00)) = ~ ~ f (х (00), д) Р (д, 00) v (dB)
(u
Минимизация функционала F (х (00)) сводится к решению серии
конечномерных задач, поскольку, как легко убедиться, оптимальное
значение х (00) должно минимизировать при данном 00
<р (х) = Sf (х, д) Р (д, 00) v (dB),
где ХЕе Х, или апостериорный риск, который от ер (Х) отличается
сомножителем l/~ р (д, 00) v (d, д).




в этой главе обобщаются результаты предыдущих
глав. С одной стороны, развиваются стохастические
квазиградиентные методы минимизации негладких и невы­
пуклых функций, которые применяются для решения
сложных стохастических минимаксных задач. С другой
стороны, развиваются новые подходы для решения стоха­
стических задач с общими ограничениями, задач со слож­
ными функциями регрессии, предельных экстремальных
задач. Результаты этой главы основаны на специальной
технике доказательства сходимости, отличной от техники
гл. IH, которая опиралась на понятие случайной квази­
фейеровской последовательности. При этом следует отме­
тить, что многие теоремы ради простоты не носят самый
общий характер, в частности, нигде не применяются
нормирующие множители.
§ 1. О сходимости процедур поиска решений
1. Техника доказательства сходимости, которая была
развита в гл. III, существенно опиралась на свойства
выпуклости или гладкости функции цели и ограничений.
В этом случае можно указать некоторые величины, кото­
рые ведут себя монотонно при определенном шаговом
множителе. Например, если функция выпуклая, то такой
величиной (рис. 4, стр. 45) является расстояние до
экстремума 111 х* - х' 11; если же функция гладкая, но не
обязательно выпуклая, то такой величиной является зна­
чение самой функции (рис. 2, стр. 41). В связи с этим
полезным оказалось понятие случайной квазифейеровской
последовательности, удовлетворяющей своеобразным тре­
бованиям монотонного изменения на каждой итерации
расстояния до экстремума.
В том же случае, когда требуется минимизировать
невыпуклую и негладкую функцию (рис. 9), движение
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из х! по аналоrам rрадиента не дает, вообще говоря,
монотонного изменения ни расстояния, ни самой ФУНК­
ции, если аналог градиента не выбрать некоторым спе­
циальным образом, что обычно практически невозможно
сделать. В связи с этим возникает интересный вопрос
исследован и я сходимости методов, аналогичных методу
обобщенных градиентов для невыпуклых инегладких
функций. Поскольку в этом случае нельзя воспользо­
ваться определенными свойствами монотонности, то
нужен новый подход к доказа­
тельству сходимости, который
и излагается ниже.
2. Пусть имеется некоторая
задача и замкнутое множество
Х* решений этой задачи, кото,
рое понимается достаточно ши­
роко: им может быть некоторое
подмножество точек экстремума
Функции F (х) (локального или
Рис 9. глобального), множество реше-
ний системы уравнений и т. п.
Для поиска решения в общем случае строится некото,
рая последовательность точек хО , x1 , ••• , xS , ••• ,
которая может быть конечной или бесконечной, детер­
минированной или (лучайной, зависящей от элемента w
вероятностного пространства (Q, Q/t, Р). Заметим, что
детерминированные последовательности являются частным
случаем случайных (распределение Р (dw) сосредоточено
в одной точке), поэтому привлечение случайных последо­
вательностей позволяет решать задачи, которые невозможно
было бы решить детерминированными методами. В даль­
нейшем рассматриваются только случайные последователь­
ности, но поскольку все рассуждения будут приводиться
почти при каждом w, то зависимость от w часто опу­
скается.
8. Если имеется случайная последовательность точек
хО (w), х1 (w), .•. , XS (w), •.. , (5.1)
то возникает о~новной вопрос о сходимости XS (ш)
В каком-либо смысле к точкам Х*. в ПjJикладном отно­
шении наиболее важной является сходимость почти П1JИ
каждом w.
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т е о р е м а 1. Предположи'м, что
1) х' (ro) Е К (ro), где К (ro) -за'мкнутое ограниченное
,Множество;
2) дАЯ любой сходящейся подпоследовательнuсти xSk (ro)
выполнены условия:
а) если limxsk =х'Е Х*, то
k-+oo
(5.2)
б) если li Пl X"k = х' ЕХ*,
k_ro
которого при всех е (ro),
"Ck (ro) < 00, где
то сущесmвурт 100 (ro), для




3) существует непрерывная функция W (х), прини­
'мающая на Х* не более че'м счетное число значений, для
которой при k --+ со
lim W {x1:k (ro») < lim W (XSk (ro»). (5.4)
k--+oo k-oo
Тогда W (Х' (ro») и,Меет предел и предельные точки
последовательности х' (ro) при надлежат Х* почти при
каждо'м ro.
Эта теорема предназначена для доказательства схо­
димости конкретных алгоритмов от противного. Инту­
итивно достаточность условий теоремы можно себе пред­
ставить следующим образом: ввиду (5.3) исключается
случай Ii m XS = х' Е Х*. ибо из (5.3) следует, что сущест­
вует подпоследовательность х\ для которой limx'k=x',
ilx"-х'!I~е>О; условие же (5.4) запрещает циклы, так
как выход из окрестности произвольной предельной
точки х' Е Х* должен происходить в сторону строго
меньших значений функции W (х).
докззательство теоремы опирается на следующее
утверждение.
Обозначим через ha . ь число пересечений СНИlУ вверх
прошвольного интервала [а, Ь] последовательностью
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W (XS ). Пусть условия теоремы выполнены только для
таких {xS,,}, что W (XSk ) ~ а.
Лемма 1. Если aE{W(x): ХЕХ*\, то ha,b<oo.
доказательство. Пусть ha,b=oo. Тогда можно
выбрать последовательностьиндексов (Sk' fk), для которой
Разрежая, если надо, последо'ательность пар (Sk' Г"),
всегда можно добиться того, чтобы последовательность
xSk сходилась. Пусть xSk -+ х. Покажем, что х Е Х*.
действительно, если бы х Е Х*, то с учетом (5.2) было
бы справедливо соотношение О ~ W (х"') - а ~ W (X Sk ) -
- W (XSk+1)-+О, т. е. W (х) =а, что противоречит выбору а.
Таким образом, х Е Х*.
ПУСТЬТk= шiп {S: '1IIXs-Х"'II>е}. Ввиду равномерной
'> sk
непрерывности W (х) на К (ш) и СХОДIIМОСТИ X'k, при
достаточно малом е можно для всех достаточно больших k
получить Sk<Tk~fk, т. е. W(xS")~a<W(x'k) 11 Прl1
k -+ 00
что противоречит (5.4). Лемма доказана.
Из леммы следует, что последовательность W (X S (ш»
сходится почти для каждого ш.
действительно, если это не так, то найдется некото­
рый интервал [а, Ь], дЛЯ которого ha,b=oo. Так как
W (х) на Х* принимает не более чем счетное число зна-
чений, то можно считать, что а Е Iw (х): х Е Х*}, т. е.
получаем противоречие лемме, в силу которой ha , h < 00.
Оставшуюся часть теоремы докажем также от npoТlIВ­
нога.
Пусть существует подпоследовательностьх'" така }l, что
xSk -+х' Е Х*. Так как К - замкнутое ограниченно.' ,\1110-
жество, то в силу (5.4) существует подпоследовате.ПI>!iOеь х'''
последовательности Х"', для которой х'" -+ х", W' (х") <
< W (х'), что противоречит сходимости {W (X")I.
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3 а м е ч а н fI е. При доказательстве теоремы нигде не
были использованы основные свойства нормированного про­
странства, поэтому аналогичное утверждение справедливо
для метрических и топологических пространств.
Услов!! Я доказан ной теоремы напоминают необходимые
и достаточные условия сходимости, предложенные Занг­
виллом [34]. Условия Зангвилла отличаются от условий
теоремы, грубо говоря, тем, что вместо (5.3) требуется для
любого s существование такого ms , для которого W (xk ) ~
~ w(X s ) при k 3 s +ms . Это требование, в отличие от
(5.3), носит глобальный характер, и его практически невоз­
можно проверить для немонотонных последовательнос­
тей W (X s ).
Теорема 1 дает возможность избавиться от указанного
недостатка с помощью более удобного для проверки набора
требований, выполнение которых влечет за собой сходи­
мость метода. Прежде чем рассматривать различные при­
менения этой теоремы, докажем одно утверждение, которое
потребуется в дальнейшем.
Рассмотрим последовательность Xs (ы), которая по­
строена следующим образом:
1 {xs +Ts (хО , ••• , xS , ы), X S Е А,
xs+ =
Zs+l Е В, XS Е А,
где А - замкнутое ограниченное множество, В - замкнутое
множество, Ts (-) - некоторая последовательность вектор­
функций. Алгоритмы такого рода отражают те часто ветре­
чающиеся на практике ситуации, когда в процессе вычисле­
ний приходится менять либо начальное приближение,
либо параметры алгоритма, либо сам алгоритм.
Л е м м а 2. Пусть для X S выполнены условия теоремы 1,
причем условия 2), 3) выполнены только для тачек, являю­
щихся внутренними точками множества А ~ В; пусть
шах W (х) < inf W (х).
ХЕВ ХЕА
Тогда nоследоваmельносmь XS лишь конечное число раз
выходит из А.
Действительно, в противном случае ha , ь = 00, где
шах W (Х) <а <Ь < iпf W (х).
~E~ XE~
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Так как а < inf W (х), кроме того функrшя W (х) непре-
КЕА
рывна, то любая точка х Е !х: w (х) ~af является внут­
ренней длл множества А. Поэтому в силу леммы 1
h п. ь < 00, что противоречит предположеНIfЮhп • ь = 00.
4. Рассмотрим задачу МИНИМНЗaJLИИ F (х) во всем про­
странстве в предположении, что F (х) имеет непрерывные
частные производные. Множество Х* определим как Х * =
= {х: F x (х) = О ~. Рассмотрим последовательность х" (Ф),
определенную соотношением
хН} _ ( х" - Ps~s, IlxS (ffi)11 ,,;;;;;а,
-\ zS+1 ЕВ, IlxS (ffi)ll> а, (5.5)
где а - некоторая константа, ~" - стохастический квазигра­
диент, для которого
М (~S/XO, ••• , XS) = Fх (X S) +bS,
где вектор Ь" и множители Р .. измеримы относительноа-подалгебры clJ3s , индуцированной (хо , ... , X S ),
В с А = {х: 11 х 11 ,,;;;;; а}.
Т е о р е м а 2. Пусть существует постоЯ1U-ШЯ С такая,
что
11 ~" 11+IIFx (xS ) 11+ 11 Ь" 11~ с,
Кроме того, пусть












Тогда последовательность F (X S ) сходится п. н. и любая
предельная точка последоватеЛbflOсти х" (ш) принадлежитХ* почти при каждом Ф.
Заметим, что в этой теор::-ме, в отличие от теоремы 5
гл. 111, не требуется глобального условия Липшица.
Имеющиеся в этой теореме условия равномерной по .s
ограниченности легко ослабить, рассматривая нормирую­
щий множитель 'У.. подобно тому, как это было сделано
в гл. 111. Но и l'! данном виде предположение об ограни­
ченности не является CTO,lb существенным IJ практичес­
ком ОТНQшен,ии\ ка.к ::па могло бы показаться, - обычно.
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это требование выполнено, если точки х' изменяются
в ограниченной области, а случайные помехи имеют усе­
ченные законы раСlIределеНIJЯ, Т. е. принадлежат также
ограниченной области.
Д о к а з а т е л ь с Т во. Применим теорему 1. Требуется
доказать только условия (5.3), (5.4). Положим W (х) =
= F (х) и проверим (5.3).
Пусть xSk -+ х' Е Х*, причем пока предположим, что
~x'~<a. Если (5.3) не выполняется, то при S>Sk имеем
~XS - X'k 11 ~ е и
F (XS) - F (X Sk ) = (Fх (X'k), XS- X'k) + О (е).
Так как Ilxs - х' 11 ~llxs - xSk 11+llxsk - х' 11 ~ 210, xSk -+х',
Ilx'll<a, то е можно выбрать так, чтобы XS Е А для всех
,-1
S> SIJ н, следовательно, XS- xSk = - ~ PISI. Тогда
l='k
,-1
F (х') - F (xsk ) = - (Fх (xsk), ~ PIFх (x l )) + (FAxsk ),
I='k
&-1 ,-1
~ Р, (Fх (xl ) + ы  - Sl)) - (Fх (x sk ), ~ P1b l ) + о (е).
l-sk I='k
Так как х' Е Х*, то 11 Fх (х') 11> б>0 и в силу непре­
рывности Fx(x} также (Fх(х),Fх(у))>б при х, У, доста-
ТОЧНО близких к х'. Так как 1\ xSk - х' 11~ е при больших k,
"Х' - х' 11,,;;; 21'-, то для некоторой постоянной С
F(xS ) -F (X'k) ~- б '~ PI+cll 'i:1 PI(sl-Fх (x l ) -bl ) 1/+
I='k 11 ='k
,-1
+с ~ Plllblll+o(e). (5.6)
I='k
со
Му (OfJIaCHO l't'opeMe 1 ГЛ. 1 ряд 2: Pl (sl-Fx (xl)-b l)
l='k
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сходится. Ряд 1;Рl \\ blll сходится по условию ТЕ'оррмы, поэто­
му, переходя к пределу при s -+ CXJ В ПОС.'lеДIlем неравенстне,
получим противоречие с ограниченностыо F (XS ). СлеДОI3а­
тельно, (5.3) доказано. докажем (5.4). Пусть
'tk=min{s: Ilxs-xskll>f-:}.
s>sk
При достаточно больших k в силу того, что Ps -+ о,
II~sll~C, можно сделать
Ilx'tk- xSk II~ I/x'tk- X'tk-lll+ Ilx'tk-l - xSk I1~ 2Е.
Тогда неравенство (5.6) остается в силе при S = 'tk, т. е.
"k-\
F (x'tk) - F (xsk )~ - {j 2.: Pl + Ek +() (Е),
l=sk
где Ek -+ О, k -+ 00. Заметим, что
'k-' 'tk-I
Е < \\x'tk - xSk 11~ 2.: PIII~111 ~ С 2.: pz.
l=sk l=sk
Следовательно, при k -+ 00
lim F (XTk ) ~ lim F (xsk ) - ~,
что и доказывает (5.4). Напомним, что пока предполага­
лось, что 111 х' il < а. Но из леммы 2 следует, что XS 10ЛЬКО
конечное число раз выходит из А = {х: li xll ~ а!, поэтому
при 111 х' 11 = а доказательство аналогично, с тем TOJlbKO
изменением, что IЗместо окрестностей вида Ив (х) =
= {у: 11 у - х 11 ~ Е} следует рассматривать окрестности вида
Ив (х) n{у: 11 у 11 ~ а}, Теорема доказана.
§ 2. НеглаДliие и ,!евыпу,с~ые ФУНКЦИИ
') главе IV бlсЦО []o:,a:;lilO, что многие важные задачи
стохастического програч'.'!I ~ЮI,ан:, ~l, напр имер стохастичес­
кие МIIнимаксные ,·;,цз Ч!I, .Ш \! '\ 'л;, П ные задачи стохастнчес­
кого програi\\.\lllроваНШl, СВ5iJЗ!J!,J с МИНИМ\lзацией выпук­
лых, но негладких ФУНКЦИЙ Вместе с тем во MIIOrllX
прикладных задачах указанного вида требование IШПУК­
лости является обременительным. Типичным в этом ОТНО-
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шении является класс задач минимаксного типа, рассмот­
ренный Ланскиным [11] в связи с вопросами планирования
развития вооружения. Может ли быть предложен для
решения таких задач метод, аналогичный обобщенному
градиентному методу? На первый взгляд ответ отрицатель­
ный, так как рис. 9 показывает, что ни при каком выборе
шага Ps из точки Xs в направлении квазиградиента (ана­
лога градиента) монотонно не изменяется ни расстояние
до решения х*, ни значение функции цели. Тем не менее в
работе [49] рассмотрен класс негладких невыпуклых функ­
ций, названных слабо выпуклыми, для минимизации кото­
рых можно предложить методы, аналогичные методам
обобщенных градиентов и стохастических квазиградиентов.
1. Слабо выпуклые функции. Функция F(x)
называется слабо выпуклой вниз*), если для любого х
существует непустое множество G (х) векторов Fх (х) таких,
что для всех z и рх (х) Е G(x)
F (z) -F (х) ~ (рх (х), z-x) +г (г, х), (5.7)
где г(х, у) Ilx-Yil-1--+O при у--+х равномерно по х, при­
надлежащему произвольному замкнутому ограниченному
множеству. Вектор Fх, удовлетворяющий неравенству (5.7),
будем называть квазиградиентом слабо выпуклой функции.
Слабо выпуклыми функциями, очевидно, являются диф­
ференцируемые функции, просто выпуклые функции (не
обязательно дифференцируемые). Особый интерес пред­
ставляют следующие утверждения:
Т е о р е м а 3. Если f (х, у) - слабо выпуклые при каж­
дом у функции, т. е.
f(z, y)-f(x, y)~Ux(x, у), г-х)+гУ(г, х),
причем гУ (г, х) 11 г - х 11-1 --+ О равномерно по у Е У при
11 г - х 11 --+ О, г, х Е Х - произвольному замкнутому агра­
ниченному множеству, то
F (х) = шахf (х, у) = f (х, у (х))
уЕУ
- слабо выпуклая функция, а
Р.,(х) = lх (х, у) Iy_y(x) = {. (х, у (х)).
*) По всей видимости, eCTeCТI3eHHee такие функции называть полу­
дифференцируемыми снизу.
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действительно,
F (z) - F (х) = f (г, у (г)) - f (х, у (х)) ~
?f (г, у (х)) -f (х, у (х)) ~
?их(х, у (х)), z-х)+гу(х)(z, x)~
~иx(x, у (х)), г-х)+г(г, х),
где г(г, x)=infrY(z, х). Так как rY(z, x)l/z-х!I-1 _О
равномерно по У, то r (г, х) 11 г - х 11-1 - О при 11 г - х 11_ О,
где г, х принадлежат замкнутому ограниченному мно­
жеству.
доказательство теоремы показывает, что если f (х, у)
дифференцируема по х, у, то
Ех(х) =fx (х, у) IY-!l(x)=fx(х, у (х)) (5.8)
является квазиградиентом F (х). Имеют место следующие
утверждения, доказательство которых есть в [49]:
Т е о р е м а 4. При каждом х G (х) - выпуклое, замкну­
тое, ограниченное множество; G (х) - полунепрерывное сверху
точечно-множссmвенное отображение, т. е. из того, что
х5 _ х, zS _ г, z·1 Е G (XS ), следует, что г Е G (х). Слабо




F (x...Lpe) -F (х)
I = Пlах (g. е).
Р gEG(X)
2. С т о х а с т и ч е с к и й к в а з и г р а Д и е н т н ы й
м е т о д. Рассмотрим задачу минимизации слабо выпук­
лой функции F (х). Как показывает формула для произ­
водной по направлению функции F (х), множество Х*
естественно определить как Х* = {х: О Е G (х)}. Рассмотрим
XS +1={ xS-Рss s , Ilxsll~a, (5.9)
гН1 Е в, 11 xsll > а,
где ха - произвольное начальное приближение, В с А =
= {х: li х 11~ а}, SS - стохастический квазиградиент, для
которого
(5.10)
Ps - неотрицательное число и bs - вектор, зависящие
от (хО • .... XS) (измеримые относительно а-алгебры $dl.
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индуцированной (хи , .•• , XS )). Как и в теореме 2, пусть
шах F(х)<iпf Р(х). 15.11)
ХЕ в Ilxll>a
т е о р е м а 5. Предnоложuм, что существует постоян­
ная С такая, что
ro
Ps:;:::::: О, PS+l ~ 1Ps ' ! Ps= 00,
.=0
2.: Ps Ilbs 11 < 00 n. н., 2.: Мр; < 00•
• =0 .=0
Тогда nочтu для всех ffi предельные mO'IKU nоследова­
mел/,ностu XS (ей) nрuнадлежат Х*, (Р (x S )} сходuтся.
Доказательство. Положим W(x)=F(x). Условие
(5.2) выполнено, потому что Ilssll~C и Ps~O.
Пусть x'k - некоторая подпоследовательность, сходя­
щаяся к точке х' Е Х*. Пока предположим, что I1 х' II<a.
Если условие (5.3) не выполнено, то для достаточно
больших S>Sk точка XSEUe(X'k)={X: Ilx-хSkl'~е}.
Кроме того, можно считать, что 11 х'/г - х' 11~ 1'.. Оценим
F(xS)_F(xSk ) при S>Sk' При любых t, q. t>q, xt =
1-1
= xq - 2.: psl имеем
I=Q
F (xt)-F(хq)~(Fх(хt), xt-хQ)-г(хq , xt)=
1-\
=-(Рх(Х'), 2.: PI[Fx(XI)+b l ])+
I=Q
1-\
+ (Р,. (х'), 2.: Pl 1Рх (xl ) +bl - Sl]) - r (xq, x l ) ~
'=ц
!-I 1-\
~-(Fx(xt), 2.: Р/х (x l )) + 2: Plllb111+
I=Q I=Q
1-\
+(1\ (x l ), 2.: PI [Рх (xl ) +b l - slj) - r (xq, x t).
I-q
(5.12)
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Все слагаемые правой части, за исключением первого,
легко оцениваются. Первое же сл.агаемое оценивается на
основе следующей леммы:
Лемма 3. Пусть У-выпуклое, замкяуmое, ограни­
ченное множество, не содержащее нуля, уl Е У, t = О, 1, ... ;
(5.13 )
ею
где гО=уО, 0.,;;;;;6,~ 1, 6,-0, ~ 6,=00.
(=0
Тогда существуют N < 00 и у> О такие, что для
произвольной последовательности у( хотя бы для одного
m~N
(уm+ 1, гm) > у.
д о к а з а т е л ь с т в о. Имеем
11 z'+1112 = 11 г' 112 +26( [(у'+l, г() -11 г( 112] +6111 у'+l - г' 112.
Так как У не содержит нуля, то для любой последова­
тельности у'
О <С] ~ Ily'll ~C2 <00
1для некоторых чисел C1 , С2 • Положим 1'= 2 Ci и пред-
положим, что (у'+1, г() ~y для всех t. Тогда получим,
что при больших t
II zl+ 1 112 ~ 11 z'11 2 + 26( (+ Ci - Ci) + 26iC~ ~
t
Е; 11 г( 112 - 6, (Ci + 26,C~) ~ 11 г( 112 - 6,1' = 11 гО 112 - у ~ 6k •
k=O
в силу расходимости ряда ~ 6, это неравенство противо­
речит неотрицательности 11 г( 11. Лемма доказана.
С л е Д с т в и е. Лемма остается справедливой и в том
случае, когда У не обязательно выпукло и лишь выпуклая
оболочка У замкнута, ограничена и не содержит нуля.
Продолжим доказательство теоремы 5. Из леммы сле·
дует, что существуют N, 1'>0, mk, О~mk-Sk<N, для
которых
(5.14)
§ 2] НПЛЛДКlfЕ И нЕвыпклыыE ФУНКЦИИ 191
Действ!! 'еJIЫЮ, обозначив
5,,+1 /5,,+1
I~" pJ:х (xl ) I~" РI = zt,
получим. что гl определяется формулой вида (5.13) при
/
5 k +t+1
бt =Рsk +t+1 L PI, yt=Fx (x5k +t ), t=O, 1, ...
1= 5"
Имеем О ~ бt ~ 1, бt -+ О при t -+ 00. Кроме того,
со
П (1 - бt) = О в силу того, что L Р! = 00. Отсюда полу-
1=0
чаем, что и ~ 5! = 00. в силу полунепрерывности сверху
множественного отображения G (х) существует а> О, дЛЯ
которого
ОЕСО{Х: ХЕ UG(x), Ilx-х'll~а}=со{Gа(х')},
где со {.} обозначает выпуклую оболочку {.}. Из тео­
ремы 4 легко следует, что со {аа (х')} замкнута и огра-
ничена. Так как IlxS _х5" II~ в, 11 х5" -х' 11~ в, '1'011 XS -х' ll~
~ 2в, поэтому при данном в> О можно выбрать такое
а> О, что при S~ Sk вектор Fх (Х') Е аа (х'), т. е. аа (х')
удовлетворяет всем предпосылкам следствия леммы 3.
Следовательно, (5.14) имеет место. Далее, если вместо Sk
в (5.14) взять mk, то найдется mk+l, для которого
(
mk+l-1 ) mk+l-I
Fx(xmk+l), I~" pJ:x(XI ) >у I~" PI,
И т. д. Таким образом, найдется последовательность мо­
ментов mп r = k, k + 1, ... , для которых
Так как PS+l/Ps -+ 1, то при достаточно больших k значе­
ние 5! rv 1/и+ 1), и поэто:\tу при больших k можно вы­
брать N так, чтобы mk-Sk-о:::;N, mГ+1-mг~N, r=k,
k + 1, .... Следовательно, при mг ~ S < mгн, подобно
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(5.12), получаем
F (ха) - F (XSk ) = F (хmг ) - F (хmГ-1)+F (хmГ-1) - F (хmГ_2 ) +
mг-l
+ ... +F(xmk) _F(xSk ) -р(ха) - F (хmг ) ~ -1' ~ PI+
I-sk
+ :~>, IlbH (РАХ-'), ~~: p,rpx(x') +ьЧ'J)+
+r(xmr-J, Xmr)+ ... +r(XSk, xmk)+F(xS)_F(xmr).
По УСЛОВ1!Ютеоремы~ PIII bl I1 < со; поэтому при достаточно
00
большом Sk значение ~ PI 11 bl 11 ~ ek, где tk -+ О при
I-sk
k -+ со. Из условий теоремы (с учетом теоремы 1 гл. 1)
также следует, что ~ PI (Рх (xl ) + bl - ~I) < со, поэ-
тому и (Рх (хmг ), I~k PI[PAXI)+bI-~I])~ ek· Значение
, (Xтr_J, хrnг) +...+ r (XSk, xmk) = о (тi 1 PI) В силу того, что
I=sk
Ilхmг-хskllЕ;е. Значение р(ха)-р(хmг)-+о при k-+co,
так как Ilxs-xmr 11-+0, . е. при k-+co значение F(xs)-
- F (хmг ) можно считать также меньше tk' Поэтому
получаем
s
F(x8)-F(хSk)Е;;;- ~ ~ PI+O(tk)'
I =sk
(5.15)
Переходя в полученном неравенстве к пределу при S -+ 0::),
получим противоречие с ограниченностью непрерывной
функции F (х) в области А. Это показывает, что условне
(5.3) выполнено.
Положим 'rk = min {s: IlxS _XSk 11> е}.
S>Sk
По определениюхТ;k Е U Е (XSk ), но при достаточно боль­
ших k в силу того, что Ра -+ О, II~S 11~ с, 11 XТ;iг - X'k 11 ~
=е;:;;~ХТ;k_хТ;k-l~+~ХТ;k-l_хSkll~2е (так как xT;k- 1Е
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Е Ив (XSk )). Неравенство (5.15) будет иметь место
и при S = Tk. С другой стороны,
'tk-l Tk- 1




Переходя к пределу по k,-+ 00, получим
liт F (хт,,) < liт F (XSk ),
что доказывает и условие (5.4).
Пока предполагалось, что 11 х' I1 < а. В силу леммы 2,
как и в предыдущей теореме, доказательство при 11 х' I1 = а
существенно не изменяется. Теорема 5 доказана.
3. При м е н е н и е в с т о х а с т и ч е с к о м про г р а м -
м и р о в а н и и. Метод (5.9) позволяет минимизировать
слабо выпуклую функцию регрессии F (х) = М{ (х, В) без
предположения о ее выпуклости или гладкости, чего тре­
бовали методы гл. 111. Это значит, что можно решать
более общий класс стохастических минимаксных задач,
двухэтапных задач, задач управления случайным ~Iроцессом
по сравнению с теми, которые рассматривались в гл. IV. На­
пример, пусть {(х, В) = тах {(х, У, В), т. е. рассмотрим
уЕУ
задачу минимизации
F (х) = М шах{ (х, У, В).
цЕУ
Из теоремы 3 и ее доказательства легко получить раз­
личные условия слабой выпуклости данной функции F (х).
Так, если У = {1, ... , m~ и при каждом В функции {(х, У, В)
гладкие по х, то {(х, В) -слабо выпуклая функция 11
вектор
~s={x(Xs, Ys, В), {(X S , Ys, O)=max{(xS , Ys, В)
у
является квазиградиентом этой функции при данном О и
X=XS • Если при этом градиенты {х(х,У, В) удовлетво­
ряют локальному УСЛОВIIЮ Липшица, т. е.
II{x(z, У, в)-{х(х, у, В)II~СL(В)llz-хl'
при Ilz-хll~L, где CL(B) интегрируема по В, то легко
7 ю. М. [рмол""н
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показать, что и функция Р (х) будет слабо выпуклой
с остаточным членом I r (г, х) 1~ MCL I1 г - х 112. Таким обра-
зом, в этом случае процедура (5.9) сводится к следующей:
[ix S II~a,
[1x S I\>a,
где es, ~ = О, 1, ... , - независимые наблюдения состояния е.
§ 3. Предельные экстремальные задачи
1. Методика, развитая в § 1, позволяет также изучать
интересные и важные вопросы, связанные с решением
предельных экстремальных задач.
В приложениях часто приходится иметь дело с экстре­
мальными задачами, функция цели Р (х) которых не бывает
строго фиксированной. как это рассматривалось до сих
пор, а изменяется в зависимости от некоторого параметра
(в частности, времени), т. е. вместо Р (х) имеется после­
довательность функций pN (х), приближающих в некото­
ром смысле Р (х). Осуществить операцию предельного
перехода, найти F (х), а затем найти ее экстремум, как
праЮIЛО, невозможно по ряду обстоятельств, из которых
можно отметить следующие:
1) Параметр N отвечает дискретному времени, и FN (х)
становится известной только в момент N. В этом случае
переход к пределу займет все время, отведенное для
решения задачи.
2) Параметр N - индекс членов последовательности,
его можно изменять по своему усмотрению, в частности
«замораживать» на определенных интервалах процесса
оптимизации, однако операцию предельного перехода
технически осущеетвить сложно. Такие случаи характерны
для задач оптимизации стационарных режимов управляе­
мых процессов, когда рассматриваются усредненные пока­
затели качества вида
N




F (х) = lim pN (х) = lim 2: a'Q (1, х).
N~Ф N-+oo 1=1
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Подобная Сllтуацин возникает и тогда, когда функция
цели имеет вид F(x)=Q(x, minj(y)), т. е. зависит от
решения другой экстремальной задачи. Найти min j (у)
за конечное число итераций невозможно, поэтому строится
последовательность yN, для которой jN = j (yN) -+ min j (у),
так что имеется последовательность FN (х) = Q (х, jN).
Можно, конечно, вначале найти lim jN = min j (у), под-
N~ro
ставить это в Q(x, miпj(у)) и затем найти minF(x).
Однако выгоднее минимизировать F (х) параллельно
с минимизацией j (у) на основе функций FN (х). При этом
важно построить такую последовательность xS , для кото­
рой lim FN (XS ) = min F (х).
N~ro
s~ro
3) В методах штрафных функций экстремальная задача
с функцией цели F (х) сводится к минимизации некото­
рых функций F (х, С) во всем пространстве, причем
miп F (х) = lim miп F (х, С). При каждом конкретном зна-
С-ro
чении С минимизация F (х, С) дает только приближенное
решение исходной задачи, поэтому в процессе минимиза­
ции F (х, С) целесообразно изменять С, устремляя его
к со так, чтобы получить последовательность приближе­
ний xS , сходящуюся при s -+ со к точному решению
исходной экстремальной задачи.
4) Операция предельного перехода портит некоторые
хорошие свойства функции FN (х), что характерно для
задач аппроксимации, когда плохая по каким-либо при­
чинам функция приближается последовательностью «хоро­
ших» И поэтому вместо F (х) целесообразнее иметь дело
с функциями FN (х). В таких случаях возникает интерес­
ная и сложная задача оптимизации предельной функции
F (х) с использованием информации о членах последова­
тельности FN (х), приближающих F (х). При этом важно
иметь в виду, что если F (х) неизвестна, то для прибли­
женного решения задачи ограничиться рассмотрением
только какой-либо одной функции FN (х) н€Возможно, 'I'ак как
нельзя определить точность получаемого приближения.
В этом параграq:е обсуждаются такие процедуры
поиска экстремума, в которых на основе анализа после­
довательности функций FN (х) отыскивается экстремум
функции F (х).
7*
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2. Чтобы стала IlОНЯТНОЙ основная идея изучеыия
этих вопросов, рассмотрим задачу МИIIIIМllзации выпуклои
вниз ФУНКЦlJII В выпуклой области Х, хотя это можно






где Х - выпуклое, замкнутое, ограниченное множество,
F (~) - выпуклая функция, заданная как предел некото­
рой последовательности FN (х), т. е. F (х) = lim FN (х).
N~oo
Предположи.м пока, что обобщенный градиент функций
FN (х) вычисляется точно. Это может быть тогда, когда
(5.16) - (5.17) - детерминированная задача или когда сто­




А.,где s = О, 1, ... ; ps:;:e: О - шаговые множители; РХ - обоб-
щенный градиент выпуклой функции Fs (х); л:х - оператор
проектирования на множество Х. Справедлива следующая
теорема:
Теорема 6. Пусть Р(х)-выnуклые при каждом s
функции, последовательность Р (х) сходится на Х рав­
номерно и
00
Ps -+ о, 2: Ps = 00.
'1=0
Тогда для любой сходящейся nоседовательностu xSk
lim xSk =х* Е Х*,
k_oo
где Х* - множество рещений задачи (5.16) - (5.17) u
ps (XS ) -+ F (х*).
Наиболее существенным в предположениях теоремы
является требование равномерной сходимости последова­
тельности FN (х). Однако в случае выпуклых функций
FN (х) равномерная сходимость легко следует из поточеч­
ной при наличии HeKOTI)pbIX весьма слабых дополнитель-
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ных предположений. Остальные условия ничем не отли­
чаются от условий сходимости метода обобщенных гради­
ентов.
Доказательство. Проверим условия теоремы 1.
Пусть утверждение ~,:,opeMЫ неверно и X'k - некоторая
подпоследоватеЛЬНОСТI>, сходящаяся к точке х' Е Х*.
Тогда существует Е> О такое, что для всех х Е И4е (х') =
= {х: Ilx-x'll ~ 4Е}
F (х) - F (х*) ~ а > о, х* Е Х *.
Но тогда
F (х) - ps (х)+ ps (х) - ps (х*) + ps (х*) - F (х*) ~ б
и в силу равномерной сходимости
PS (х) - PS (х*) ~%> о
для достаточно больших s. Отсюда немедленно следует,
что
х* Е Х*.
Покажем, что для всех k
Tk < 00. (5.19)
Прежде всего заметим, что если это не так, то XSEUe(X'k)
для всех S>Sk и, сл~Довательно, X'EUe(XSk ), откуда
следует, что XS Е И2е (х ) для S > Sk' где k можно считать
сколь угодно большим.
Положим W (X S) = min Ilx* -хS 112 = Ilx* (s) _XS 112, И пусть
х'
S > Sk. Тогда
W (XHl)~ 11 х* (s) - хн] 112~ 11 х* (s) - х'+pj:~ (X S ) 112 =
= W (X S) + 2ps (p~ (XS), х* (s) - xs ) + p~ 11 РХ (X S) 112 ~
~ \\7 (X S ) - aps + Cp~ ~ W (X S ) - Ps (8 - Cps). (5.20)
Суммируя по S ОТ Sk ДО Г - 1, получим при Hel<oTopoM
С>О
,-\
w (х') ~ W (X'k) - С 2.: Ps. (5.21 )
Переходя в (5.21) к пределу по г -+ 00, получим ПрОТII­
!JореЧ!1е r. ограничеННQсrыо W (х) на замкнутом ограни·
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ченном множестве И2В (х'), откуда следует, что (5.19) спра­
ведливо.
По построению X~k Е Ив (XSk), но для достаточно боль­
ших k
X~k-I Е ИВ (XSk ) С И2В (х'),
и, следовательно, X~k Е И4В (х').
Поэтому все рассуждения, проделанные при вы-оде
неравенства (5.21), остаются справедливыми и при r = Tk'
Но С другой стороны, в силу свойств операции проекти­
рования
~k-) [k- I
8<llx~k_Xskll~ 2: IlxS+l-хSII~С 2: Рв.
S=Sk S=Sk
что при подстановке в (5.21) дает
W (X~k) ~ W (XSk ) -~.
Переходя к пределу по k -+ 00, получим
lim W (X~k) < lim W (XSk ). (5.22)
Ввиду (5.19) и (5.22) утверждение теоремы следует
теперь из общих результатов о сходимости § 1 этой
главы.
3 а м е ч а н и е. Если вместо обобщенного rрадиента
Р; (хВ ) в методе (5.18) применяется вектор со смещением
вида Р; (XS ) +bS , то дополнительно к условням теоремы б
следует потребовать, чтобы 2: Ps !! bs 11 < 00.
З. Большой интерес представляет сходимость стохасти­
ческого аналога алгоритма (5.18):
хн! =:лх (XS- Ps~S), (5.23)
где ~S - случайный вектор, условное математическое ожи­
дание которого
M(~s/x-0, ... , XS)=P~(XS)+bs,
где вектор ЬВ и шаговые множителн Ps измеримы относи­
тельно а-подалгебры rf/З s , индуuированной (хО , •.• , X S ).
НеоБХОJ].!iМОСТЬ стохастических процедур вида (5.23) ВОЗ­
f!икает в том случае, когда детерминированная или СТО-
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2: p.11 bS 11 < 00 п. н"
<=0
Х,астическая задача аппроксимируетсяпоследовательностью
стохастических задач с функциями регрессии PS (х).
Т е о р е м а 7. Пусть выполняются условия теоремы 6,
00
где Р.;:=: о, 2: Ps = 00 ( вероятностью 1. Кроме того.
,=0




ТогЭа почти для всех ro предельные точки последова­
тельности х· (ro) принадлежат множеству решений Х*,
lim PS (х· (ro)) = F (х*), х* Е Х*.
д о к а з а т е Л ь с т в о этой теоремы, за небольшим
изменением, повтор яет доказательство предыдущей тео­
ремы, поэтому полностью повторять его не имеет смысла.
Изменения касаются только вывода основного неравен­
ства (5.20), если не считать того, что L рассуждениях
следует подчеркивать, что они справедливы почти при
каждом ro. Поэтому остановимся на выводе аналога (5.20).
Имеем -- ,., ---
lt7 (xHl ),,:::;: Ilx* (5) -хS +Ps;·112 =
= \r! (X S ) +2ps (~., х* (5) - х·)+p~ 11 ~O 112 =
= W (ХО ) + 2ps (P~ (X S ), х* (5) -ХО )+ 2р. (Ьо , х* (5) - хо )+
+ 2р. (SS - p~ (хо ) - bS , х* (5) - хо ) + Ср; ~
~ w(хо ) - ~- Ps+cPsll Ьо 11+
+2ps (~O - p~ (ХО ) - Ьо , х* (5) - хо )+ Cp~.
где С - некоторая константа. Тогда вместо неравенстна
(5.21) имеем
г-l г-I
WlX')~ W (X'k)- ~ ! Ро+С ! (PsllbSII+p;)+
,=sk ;=Sk
г_1
+ .2: Р. (';S - p~ (ХО) - bS, х* (5) - Xs ).
>='11
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При Г-+ОО ряд L:(PsllbSII+p;) сходится по условиям
теоремы, а ряд L: Ps (~S - p~ (xS)- bs, х* (5) - xS) сходится
в силу теоремы 1 гл. 1 с учетом условий данной теоремы.
4. При м е р. В ряде случаев для улучшения свойств
изучаемых фу~кций ~рименяется операция сглаживания.
Широкое распространение получила оnерацuя типа свертки,
т. е. когда вместо функции f (х) рассматривается функция
со
р (х) = ~ f (х - у) dh (у),
-со
где h (у) - ядро преобразования, которое часто является
функцией распределения. При соответствующем выборе
ядра функция Р\х) оказывается
более гладкой, чем f (х), может
и/меть более плавный характер
(рис. 10). Трудность минимизации
F. (х) состоит в том, что эта задача
по существу является задачей сто-
Рис. 10. хастического программирования.
Вместо ядра h (у) можно рассматри­
вать последовательность ядер hN (у) и последовательность
преобразова'ний
pN (х) = ~ f (х - у) dhN (у),
для которых при N -+ 00 pN (х) -+ f (х) (в некотором
смысле). Тогда обычная задача нелинейного программи­
рования заменяется последовательностью задач стохасти­
ческого программирования, решать которые следует со­
ответствующими методами. Отметим, что если f (х) -
недифференцируемая функция, а pN (х) - функция, имею­
щая непрерывные производные, то минимизацию f (х) можно
осуществить с помощью разновидности процедуры (5.23):
n
xs+ l = xS _ Ps ! f (xS+ t'1 seJ.- ~S: - f (XS- yS) е/,
i",:,.\
где, yS - случайный вектор с функцией распределения
hS (у). Заметим также, что если f (х) имеет колебательный
характер (рис. 10), то эта процедура благодаря наличию
случай'ных переменных yS позволяет «проскакивать» мно­
ГQчисленные точки локального минимума.
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хl, ... , хn , 8), ti (Хl • ... , хn , В),
KOTopble при данных х =
§ 4. Сложные ФУНКЦИИ регрессии. Операция усреднения
J. В предыдущих главах рассматривались экстремаль,­
ные задачи, функция цели и ограничения которых опре­
делялись функциями регрессии вида F (х) = Mt (х, В) =
= ) 1Р (х, dz), где значения случайной величины t (х, В))
при данных х, В вычислялись точно. Рассмотрим теперь.
принципы решения задач, в которых точные значения,
t (х, В) неизвестны. Для К;Jаткости условимся называть.
их задачами стохастического nрограммирования со слож­
ными функциями регрессии. Простейшим примером такой
задачи является минимизация дисперсии величины t (х, В).
т. е. функции
О (х) = М (t (х, В) - Mt (х, В))2.
Более общими являются сложные функции регрессии вид31
F (х) = Mq (х, Mt (х, В), В).
в данном случае q (х, Mt (х, В), В) неизвестно в силу
того, что неизвестно точное значение Mt (х, В).
Переход от функции F (х) = Mt (х, В) к функции'
F (х)'= Mq (х, М t (х, В), В) осуществлен с помощью за­
мены t (х, 8) на q (х, Mt (х, 8), 8). Если теперь и в'
q (х, Mt (х, 8), В) произвести аналогичную замену, то по­
лучим еще более общую функцию регрессии и т. д.
Как будет показано в дальнейшем, важные классы
задач со сложными функциями регрессии возникают при
использовании метода штрафных функций в задачах стоха­
стического программирования.
Описанные в предыдущих главах численные методы
существенно опирались на точную информацию о значе­
ниях t (х, В), поэтому непосредственно применить их при
решении задач со сложными функциями регрессии нельзя.
Тем не менее небольшое видоизменение этих методов,
связанное с введением некоторой операции, получившей
название операции усреднения, позволяет однообразно
решать такого рода задачи различных уровней сложности.
Прежде чем формально ввести операцию усреднения,
наметим общий путь решения на примере двух весьма
общих задач.
2. Пусть q (г1' ... , 1т.
i = 1, ... , т, - функции,
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= (Хl"'" хп), Z = (г1' ... , гт) являются случайными величи­
нами и удовлетворяют кем требованиям, достаточным для
существоваиия встречающихся ниже интегралов. Положим
{(х, 6) = ([1 (х, 6), ... , {т (х, 6)), Q(х, г) = Mq (х, г, 6),
gl (х) = М{; (х, 6), g (х) = (gl (х), ... , gm (х)) И рассмотрим
задачу минимизации функции




Если существуют необходимые частные производные, то
т
aF = aQ (х, l! (Х)) + ~ дQ (х, g (х)) ag' (XJ
дх; дХI "'" agi дх! •
1=1
Отсюда следует, что для вычисления градиента F (х) вида
(5.24) требуется иметь градиенты функций gl (х) = М{' (х)
В точке х и частные производные по х, z функции Q(x, г) =
= Mq (х, г, 6) при z = М{ (х, 6). Если бы при данном х
значение z = М{ (х, 6) было известно, то для указанных
производных можно было бы найти статистические оценки
аналогично тому, как это делалось в предыдущей главе,
и применить развитые до этого методы. Однако значение
z = М{ (х, 6) неизвестно, и найти статистическую оценку
~;., ~; в неизвестной точке (х, г), z = М{ (х, 6), невоз-
I Iможно. Поэтому В [23] для минимизации функции (5.24)
строится такая последовательность точек (х5 , г5), что
Ilz5_M({(x5, 6)/x5)II_O при 5_СО П. н., за счет чего
с г5 можно оперировать примерно так же, как и с неиз­
вестным М ({ (х5 , 6)/х 5 ) , и добиваться сходимости х5 к реше­




Более точно, так как неизвестным является z = М{(х, 6),
то естественно рассмотреть последовательность точек
(Х", г5), 5 = О, 1, ... , такую, что
х5+ 1 = ЛХ (х' - (11 (5) ~5),
?5+1 = г5 _ p~ (5) (Zs - {(х5 , 65»,
(!).26)
(5.27)
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где ~S - случайный вектор, для которого
т
~, дQ (х" ZS)М (~S/ ХО ZO) • •••• (XS, ZS))=Qx(XS, zS)+ 2. д;1 g~(XS),
1=1
т. е. условное математическое ожидание ~" совпадает
с градиентом функции (5.24) в том случае, когда г" =
= g (XS) = М (f (XS, 8S)/xS). Поэтому, если г" __ g (XS), тоуказанная процедура вырождается при достаточно боль­
ших s в обычный стохастический квазиградиентный метод.
Заметим. что если Р2 (s) = 1/(s + 1), гО = О, то
s
г" = +! f (х', 81);
1=1
поэтому можно говорить, что г" получено с помощью
операции усреднения.
3. С т о х а с т и ч е с к а я м и н и м а к с н а я з а Д а ч а.
Раасмотрим более сложную задачу, решение которой тре­
бует многократного применения операции усреднения.
Предположим, что при каждом х Е Х имеются слу­
чайные величины fl (х, 8), ...• fm (х, 8) и случайные вели­
чины qk (х, г, 8), k = 1, .... К. Требуется найти такую
точку х Е Rn, которая минимизирует функцию
F (х) = тах Mqk (х, МР (х, 8), ... , Mfm (х, 8), 8), (5.28)
k
х Е Х. (5.29)
Предположим, что функция F (х) выпуклая вниз,
gi (х) = Mfl (х, 8), g (х) = (gl (х), ...• gm (х)).
Qk (х, г) = Mqk (х, г, 8). Q (х, г) = (Ql (х, г), .... QK (х, г)).
Пусть функции gl (х), Qk (х, г) имеют непрерывные пер­
вые производные по х, г. Если
Qk(xS) (XS, g (XS)) = тах Qk (XS, g (XS)).
k
то вектор обобщенного градиента функции F (х) есть
т
Fx(xS)=Q~(xS) (х", g(X'})+ 2: Q~(XS)(XS, g(XS))g~(XS).
(=! ~




Так как в данном случае неизвестны g (XS), Q(XS, g (XS)),
то естественно рассмотреть следующий алгоритм:
хн1 = Л;Х (XS- Рl (s) ~S),
yS+1=y'-Р2(S) (yS_q(XS, zs, 6S)),
гн1 = ZS - Рз (s) (ZS - f (XS, 6S)),
где s = О, 1, ... ; 1;s - такой случайный вектор, что
М (1;s/(xO, уО, гО), ... , (X S , yS, ZS)) =
т
=Q~s(XS, ZS)+ 2: Q:~(XS, ZS)g~(XS);
;=1 '
ks определяется соотношением
s sYk = шах Yk'
S k
условное математическое ожидание вектора ~S совпа­
дает с обобщенным градиентом функции цели в том
случае, когда zs=g(XS), yS=Q(XS, g(XS)). Шаговые
множители Р2 (s), Рз (s) по крайней мере должны быть
неотрицательными и
1: Р2 (s) = 00, 1: Рз (s) = 00, Р! (s) -+ О.
4. Ч и с л е н н ы й м е т о д. В соответствии с приведен­
ными примерами задач со сложными функциями регрессии
и теми процедурами, которые предлагались для их реше­
ния, изучим следующую общую процедуру минимизации.
Рассмотрим, как и в гл. III, пока безотносительно
к задачам стохастического программирования минимиза­
цию функции F (х) в области Х. Пусть имеются некото­
рые функции
Q(х, г) = (Ql (х, г), ... , QI< (х, г)),
х = (х1 , ... , хn ), Z= (г1' ... , гт)'
Обозначим через Х* множество решений рассматриваемой
задачи, через У, Z - такие множества, что
Q(x, g(x)) Е У, g(X)EZ
при х Е Х*. Предположим, что Х, У, Z - ограниченные,
замкнутые и выпуклые множества, F (х) - выпуклая вниз
функци я. ОпредеЛI1М ПО<;JJедовательно<;ть точек (х', !jS, ZS)
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соотношениями
XS+! = ЛХ (xS- [>1 (s) SS), (5.33)
yS+l = Лу (yS _ Р2 (s) (у5 _ {l-S)) , (5.34)
гН1 = 11:г (zS - Р3 (s) (zS - л;)), (5.35)
где s = О, 1, ... , шаговые множители PI (s), 1= 1, 2, 3,
неотрицательны и измеримы относительно а-подалгебры
dYJs, индуцированной последовательностью точек (x S, yS, ZS).
Случайные векторы SS, {l-S, ')..; таковы, что
м (ss/dYJs)=h(xS, yS, zS)+b 1 (s), (5.36)
М ({l-s/dYJs) = Q(xS, ZS) +Ь 2 (s), (5.37)
М (').,s/dYJs)=g (XS)+Ь3 (s), (5.38)
где случайные векторы Ь 1 (s), Ь 2 (s), Ь3 (s) dYJ-измеримы;
значения вектор-функции h (XS, yS, ZS) удовлетворяют сле­
дующему основному соотношению: если 11 ZS - g (XS) 11 _ о
и IlyS-Q(хS , г5)11_0 П. н., то при малых е и ilx-хSII~8
имеем
iпf Ilh(xS, yS, zS)-;'х(х)ll_о п. н. (5.39)
{Рх(х)}
Т е о р е м а 8. Пусть справедливо (5.39), функции g (х),
Q(х, г) непрерывны по nеременным х, г, существует такая
постоянная С, что
3
IlsS 11+ 11 ~Sll + р; 1\+ Ilh (XS, yS, ZS) 11 + ~ Ilbl (s) 11~ с, (5.40)
1=1
PI (s) ~ О, ~ PI (s) = 00, ~ PI (s) 1I bl (s) I1 < 00 n. н., (5.41)
5=0 ,=0
~ Mpi(s) < 00, l = 1, 2, 3.
5=0
Кроме того, пусть Рl (8)/Р2 (s) - О, Рl (s)/p~ (s) _ О, функ­
ЦИИ g (х), Q(х, г) удовлетворяют локальному условшо
Лunшица.
Тогда Нm F (XS ) = F (х*), х* Е Х* n. н.
Д О К а з а т е л ь с Т В о. Проверим справедливость усло­
вий теоремы 1. Метод (5.33) - (5.35) определяет последо­
вательность точек (xS , yS, zS), поэтому за множество
решений примем множество таких точек (х*, у*. г*), что
Х*ЕХ*, y*=Q(x*, г*), z*=g(x*). Первые два условия
206 ОБОБЩЕниq ггл. v
теоремы 1 ВЫПОЛ!IЯЮТСЯ в силу (5.40), неравенства
11 хН 1 _ XS 11 + 11 yS+l - yS 11 + 11 гн1 - ZS 11~
",::; Рl (5) II~s 11+ Р2 (5) IlyS - it s 11+ Рз (5) Ilzs - ,,} 11
и того, что Р! (5) --+ О, i = 1, 2, 3, 5 --+ 00. дальнейшее
доказательство проведем в три этапа.
Этап 1. Предположим, ЧТОХSk--+Х', zSk--+Z', z'=I=g(x')
И условия (5.3) не выполняются. Тогда для любого Е> О
при достаточно большом k и 5> 5k точка
(XS, ZS)EU8 (X Sk , ZSk) = {(х, г): Ilx_Xskll+llz_zSkll~E}.
Положим W (х, г) = Ilg (х) - z 112. Имеем
Ilg (х5+1) - гН1112 ~ Ilg (XS+1) - ZS 112 +
+ 2рз (5) (ZS - л,s, g (XS+1) - ZS) + p~ (5) 11 ZS _ '}.; 112,,::;
~ 11 g (XS) - z'112+ 211g (XS+l) - g (XS) 1111 g (X S) - ZS 11 +
+ Ilg (XS+l) - g (XS) 112+ 2рз (5) (ZS - л,s, g (х') - ZS) +
+ 2рз (5) (ZS - л,s, g (XS+1) - g (х'» + p~ (5) 11 ZS - ').; 112.
Так как (xS, uS) Е И 8 (K'k, ZSk) , xSk --+ х', zSk --+ г', то при
большом k можно считать, что (xS, ZS) Е U28 (х', г').
Используя локальное условие Липшица для g (х),
условие (5.40) и ограниченность множеств Х, Z, получим
Ilg(xS+1) - г5+ 1 11 2 ~ Ilg(xS) - ZS li2+ 2Рз(5) (ZS - '}.,s, g(x') - ZS)+
+ СРз (5) 11 g (хН 1 ) - g (х') 11 + СР1(5) + с (Р; (5) + Р:; (5» =
= Ilg (X S) - zS I12 + 2рз (5) (ZS - g (XS), g (х') - zS)-
- 2рз (5) (л,s - g (x S) - ьз (5), g (х') - ZS) -
- 2Рз(5) (ЬЗ (5), g(x') - ZS) + СРЗ (5) 111 g (хН1 ) - J (х') 11 + СР1 (5)+
+ С (Р; (5) + p~ (5» ~ Ilg (K'k) ..:... ZSk 1112 +
S
+2 ! РЗ (/) [(г' - g (х'), g (х') - г')+
i=sk
+С Ilg (х'+1) - g (х') 11 +с Рl (I)J -Рэ (1)
,
- 2 22 РЗ (1) (л/ - g (х') - ЬЗ (/), g (х') - г')+
l=s"
,
+ с L (pi (1) + p~ (1) + РЗ (1) I1 Ь:! (/) 11)·
,=S"
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Из (5.40) следует сходимость третьего ряда правой
части полученного неравенства, а из (5.38) с учетом тео­
ремы 1 гл. 1 следует сходимость и второго ряда. Поэтому
при достаточно большом Sk их сумма по модулю не пре­
вышает некоторого €" -+ О при k -+ CCi.
Оценим значение первого ряда. Так как г' =/=g (х'),
11 XS - х' 1]~ 2€, g (х) - непрерывная функция, то при доста­
точно малом €
(ZS - g (XS), g (х') - ZS) =
= (ZS - g (х'), g (х') - ZS) + (g (х') - g (XS), g (х') - ZS) ~
~- 11 ZS -g(x') 11 2 +Cllg (х') + g (XS) I1 < - 8
для некоторого 8> О. По условиям теоремы Рl (S)/Рз (s) --+
-+ О, поэтому выражение в квадратных скобках рассмат­
бриваемого ряда при больших Sk не превышает - 2' т. е.
получим




что при S -+ CCi В силу расходимости ряда 2: Рз (1) про-
1=0
тиворечит неотрицательности левой части неравенства.
Следовательно, условие (5.3) имеет место.
Покажем, что выполняется.и условие (5.4). Пусть
Tk= min {s: !ixS-х':il+llz' _zs"ll>e}.
<>5
"
По определению (X Tk , ZTk) Е Ив (X'k, Z'k), (X Tk - 1 , ZTk-l) Е
Е ИВ (XSk , ZSk). Так как Pi(S)-+О, S--+CCi, i= 1,2,3, то
при большом k можно считаТJ,.. , что
Поэтому lIеравенство (5.42) остается верным и при s-
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= Lk - 1. С другой стороны,
в < 11 X'k - XSk 11 + 11 ZT k - ZSk 11~
'k- 1
Е'; 2.: (11 х!+1 - хl I1 + 1\ ZI+1 - 2111) .:;;;
j =sk
Tk-l t k -1
~ С 2.: (РI (l) + (1з (1)) ~ с 2.: Рз (1),
I=sk I=sk
tk-l
так как РI (5)/Рз (5) -+ О, 5 -+ 00. То есть 2.: Рз (1) >
I=sk
t:> С' что после подстановки в (5.42) при 5 = Lk - 1 дает
Ilg (X'k) - ztk 112 < Ilg (XSk ) - ZSk 112 - ~+ Bk
или
Iiт W (x"tk, z"tk) < lim W (XSk , ZSk),
k-oo k_oo
т. е. (5.4) также выполняется.
В силу теоремы 1 это значит, что {llg (XS) - ZS 11 J схо­
дится и для каждой сходящейся подпоследовательности
х sk -+ х', zSk -+ г' значение 11 g (XSk ) - zSk 11 -+ О. Отсюда сле­
дует, что и Ilg (XS) - ZS 11-+ о при 5 -+ 00.
Эт а п 2. Пусть xSk -+ х', y'k -+ у', у' o:f::. Q(х', g (х'))
и условие (5.3) не выполняется. Положим W (х, у) =
= Ily-Q (х, g (х)) 11. Имеем
IIQ (XS+!, g (xS+1)) - yS+1 11 2~ IIQ (хН!, g (XH1 )) _ yS 112 +
+ 2Р2 (5) (yS _ {}S, Q(xS+!, g (xS+ I)) _ yS) + P~ (5) 11 у' _ {}S 112~
~ I\Q (XS, g(XS)) _ yS 112 +
+ 211 Q(xS+1, g (XS+1)) - Q (xs, g (XS)) 1111 Q(xS, g (XS)) _ yS 11 +
+11 Q (xH1 , g (xs+!)) - Q(xS, g (XS)) 112 +
+ 2Р2 (5) (yS _ {}S, Q (X·I +I , g (XS+1)) _ yS) + P~ (5) 11 yS _ {}S li2.
Дальнейшие рассуждения во многом напоминают рассуж­
дения этапа 1, поэтому отметим только их основные
моменты. Так как (XS, yS) Е Ив (X'k, y'k), (XS, if) Е
Е И2В (х', у'), то, используя локальное условие Липшица
для Q (х, г), условия (5.40), ограниченность множеств);,
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У, после очеВИДI\ЫХ преобразоваIIIIИ получим, что
IIQ(xS+1 , g(xs+l»_ys+lli2~IIQ(xSk, g(xSk ))_ys"li2+
S
+2 ~ Р2и) [(yl_Q(X', g(xl», Q(x', g(X'»_yl)+
I=sk
+C/IQ(xl , g(xl»_Q(XI, z')II+с~:Шj-
s
-2 ~ Р2 и) ({}I_Q(XI, zl)-b2(l), Q(x', g(x'» -у')+
1= '"
s
+С ~ [Р1 и)+P~ (l) + Рз и) 11 Ь 2 и) 11] .
l=sk
Снова сумма второго и третьего ряда по модулю не
превышает некоторого ek~ О при k~ 00. Так как
у' -t'-Q(x', g(x'», то
(yl_Q(XI , g(x'», Q(x', g(х'»_уl)<-б,
и еСЛII учесть, что по доказанному на первом этапе
1I гl - g (xl)\\~ О и, кроме того, Рl и)/Р2 (l)~ О, 1~ 00, то
ПОЛУЧIIМ неравенство, аналогичное (5.42):
IIQ(xST1, g(xS+l»_yS+1112~
S
~IIQ(xSk, g(ХSk))_у'kli2 _б ~ P2(1)+ek'
1= '"С использованием которого дальнейшая проверка усло-
вий (:).3), (5.4) для рассматриваемого на этом этапе слу­
чая полностью аналогична тому, как это было сделано
на этапе 1.
Отсюда получаем, что IIQ (xS, ZS) - yS 11~ о П. н. при
s --+ с/).
Э Т а п 3. Предположим, что xSk~ х' Е Х* !I (5.3) не
выполнено. Тогда XSEU8(X''')={x:l\x-хSkll~е}. Поло­
жим W (х, у, г) = miп 11 х* - х 112. Имеем при !lXS - XS11~ е
\\? (хН1, ySH, г5+1) ~
_ W(XS, у', Z\)+2pl(S)(~S, x*(s)-х')+рi(s)II~SI12~
~ W' (xS , у', ZS) + 2Рl (s) (~S - f! (xS, у', ZS) - Ь 1 (s), х* (s) - XS) +
+ 2Рl (s) (f! (XS, yS, ZS) - Fх (XS), х* (s) _XS) +
+ 2Рl (s) (ы (s), х* (s) - XS) +
+ 2Рl (s) (Рх (XS), х* (s) - xs) +Ср; (s).
8 ю. М. Ерыольев
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Отсюда при S> Sk получаем
W(XS+1, yS+l, гS+l)~W(XSk, ySk, zSk)+
,
+ 2 22 (11 (1) [(рх (x1), х* - x1) +С 11 h (х', yl, Zl) - рх (x l ) I! 1+
l=sk
,
+с 22 Рl (1) (~I - h (x1, yl, Zl) - Ь 1(1), х* (s) - x1)+
I=ВА>
s
+с 22 [Рl (1) 1I Ь 1 (1) 11 + Р: (1)].
I=sk
Аналогично этапу 1, второй и третий ряд правой части
этого неравенства не превышает Ek --+ О при k --+ 00. Оце­
ним значение первого ряда. При достаточно большом k
можно считать, что xs Е И2/'. (х'), И так l(aK х' Е Х*, то
(рх (xS ), х* (s) - XS ) < - б для некоторого б> О. Следова­
тельно,
W (хН1 , yS+l, г5+1) ~ W (х"Ао, ySk, Z'k) +
S
+ 2 2: Рl (1) [ - о+с 11 h (х', yl, Zl) - Рх (xl)i/ ] + Ek'
l=sk
в силу первых двух этапов имеет место (5.39). Так как
последнее неравенство справедливо для любого рх (xl ), то
можно считать, что при большом 1 ~ h (x1, yl, Zl) - Рх (xl ) 11 <
< б/2С. Тогда
S
W (x s+l, yS+l, zS+l) ~ W (XSk , y'k, ZSk) - б 22 Рl (1) + Ek'
I=s"
т. е. справедливо неравенство, аналогичное (5.42). Даль­
нейшая проверка свойств (5.3), (5.4) ничем не отличается
от этапа 1. Таким образом, на основе теоремы 1 полу­
чаем, что {111iп 11 х* - XS 112} сходится 11 каждая сходящаяся
подпоследовательность xSk --+х' Е Х*. Отсюда следует, что
{Р (XS )} сходится и limF (х) = F (х*). Теорема доказана.
3 а м е ч а н и е. В методе (5.33) - (5.35) операция усред­
нения применялась дважды. Легко понять, что подобным
образом можно изучать процедуры решения с многократ­
ным применением этой операции.
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5. При м е р. Убедимся в том, что методы, рассмот­
ренные в пп. 2, 3, удовлетворяют условиям доказан­
ной теоремы. Можно ограничиться проверкой УС,10ВИЙ
теоремы 8 только для процедуры п. 3, так как она
превращается в метод п. 2 при k = 1. Для задачи
(5.28) - (5.29)
gl (х) = rv')fl (х, 8), Qk (х, г) = Mqk (х, г, 8),
и эти Функции удовлетворяют условиям непрерывности,
которые предполагаются в теореме 8.
Далее,
т
h(xS, yS, ZS)=Q~s(XS, ZS) + ~ Q:s(XS, ZS)g~(XS),
i-I I
где k. выбирается из условия
ys = тах у!
k S k /е'
Пусть
i=l, ... , т, k =1, ... , К;
xs сходится. Тогда в силу непрерывности ФУНКЦИЙ Qk
по х Е Х, Z Е Z имеем
Iyt - Q" (х" g (x S )) i~ Iyt - Qk (xS , ZS) +
+IQk(XS, ZS)_Qh(XS, g(XS»I_O
при s -+ 00. Поэтому, если
Ilx - XS 11 ~B,
то
iпf!/l(Х S ,уS, гО)-Рх(х) 1-+0 при 5-+00.
F
x
Остальные условия ТЕ'оремы 8 являются стандартными.
Ограниченность областей Х, У, Z не ялвяется сущест­
венным требованием и обычно выплlнlетсяя в реальных
задачах. ТребопаНliе (5.40), как правило, япляется след­
ствием ограннченности Х, У, Z, поскольку распр(щеJlение
помех чаще всего имеет усеченный характер.
8*
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6. С т о х а с т и ч е с к и й 1\1 е т о Д ш т раф о в. Проце­
дура (5.33) - (5.35) позволяет обосновать методы штраф­
ных функций в общих задачах стохастического ПрOl"рам­
мирования. Рассмотрим минимизацию функции
FO (х) = Mfo (х. 8)
при ограничениях





в методах штрафных функций дополнительные ограниче­
ния (5.44) к ограничениям (5.45), определяющим область.
на которую можно проектировать, учитываются введе­
нием в функцию цели искусственных слагаемых (штраф­
ных функций или Фунющй нагружения), принимающих
большие значения при нарушении этих ограничений.
Например. задача (5.43) - (5.45) заменяется минимиза­
цией фУНКЦИIJ
т









CI (а) = { ~: а>О.a~O.
с - достаточно большое число, при ограничениях (.')А;».
Так как в задачах стохастического программироваНlIЯ
значения FI (х) неизвестны, то обычными приемами решить
получаемую при этом задачу минимизации функции (5.46)
или (5.47) невозможно, поскольку нельзя вычислить зна­
чение С! (Р (х)). Функции цели (5.46), (5.47) ЯВ.1ЯЮТСЯ
примерами сложных функций регрессии, поэтому здесь
можно применить процедуру (5.33) - (5.3Б). Так, если
требуется минимизировать (Б.46) при ограНlIчениях (5.45).
где функции fV (х, 8). v = О, 1, ...• m. вычисляются точно
и почти при каждом 8 непрерывно дифференцируемы.
выполняются все требования, достаточные для существо­
вания необходимых интегралов, дифференцирования под
§ 41 СЛОЖНЫЕ функции РЕГРЕССИИ 213
знаком интеграла и т. П., то получаем следующий СТО­
хаСТflческий метод штрафов:
хН1 = ЛХ (Х5 - P5~~ (х5 , 85) +,~ С; (г~) '~ (х5 , 85)J) I
гНl = 1tz (г5+ б5 [f (х5 , 85) - г5]),
где s = О, 1, ... , точки хО , гО ПРОlIзвольные, величины Р5'







2: БS = СО,
<=0
2: м (p~+ б:) < СО.
<=0
в более общем случае стохастический метод штрафов,
получаемый исходя из функции (5.46), может иметь сле­
дующий вид:
XS +1 = Лх ( XS - Ps [so (s) + ;~l Ci (г~) Si (s) J), (5.48)
гНl = Лz (г5+ БS [~S - г5]), (5.49)
где s = О, 1, ... , точки хО , гО произвольные,
М (s'" (s)/(XO, гО), , (х5 , ZS)) = p~ (х5 )+ bV(s),
М (~'" (s)/(XO, гО), , (XS, ZS)) = Р (XS), Р = (Р, ... , рm).
для вектора SS = ~O (s) +2: С; (гn s; (s) имее1'jl
т
м (S5/(XO, гО), "0' (XS , г5)) =Fl(x5)+ 2: c;(znF~(xS)+bs,
;=1
(5.50)
где Ь ' = ьО (s) + 2:Ci(Z~)bi (5). При г~ = р' (X S ) сумма P~(x<)+
+ 2: С, ~ г:) p~ (Х') 'совпадает с обобщенным ГРЗДllентом мини­
МИЗllруемой функции (5.46), т. е. выполняется одна из
предпосылок теоремы 8 и для сходимости х5 , определен­
ной согласно (5.48) - (5.49), к точкам МlIнимума функции
(5.46) в области Х (а при достаточно большом С - 1( реше­
ниям исходной задачи (5.43) - (5.45)), величины Р5' БS
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(5.51)
(5.52)
следует выбирать так, как этого требуют остальные усло­
вия теоремы.
Очевидно, аналогичным образом можно построить дру­
гие стохастические варианты методов штрафных функций,
например, основанные на функциях вида (5.47). При этом
можно воспользоваться идеей решения предельной экстре­
мальной задачи - величину штрафа С рассматривать как
переменную величину С" зависящую от номера итерации 5,
и, устремляя Cs к предельному значению, достигать при
5 -+ со точного решения исходной задачи. Из общих тео­
рем § 3 следует, что изменять Cs можно по произволь­
ному закону.
7. У с р е Д н е н и е н а пр а в л е н и й с п у с к а. В сто­
хастических квазиградиентных методах за направление
спуска на каждой итерации выбирается случайный век­
тор ~s, условное математическое ожидание которого близко
к градиенту или обобщенному градиенту минимизируемой
функции (или ограничений). Процедура (5.33) - (5.35)
ПОЗВОJlЯ~Т рассматривать методы, в которых за направле­
ние спуска в произвольной 5-Й итерации вместо ~s ВЬJбп-
,
рается усредненное направление вида ~ ~ ~/I или, В общем
s ....
k=O
случае, направление xs , получаемое с помощью соотно­
шений
zs+1 = Zs _ 5s (Zs _ ~S+l).
где гО = ~O, S = О, 1, ... ЭТИ соотношеНИ51 можно дополнить
операцией проектирования на выпуклую ограниченную
замкнутую область Z = 1г: z = РХ (х), х Е X*f, где Х*­
множество решений. Например, вместо стохастического
квазиградиентного метода вида
хН! = ЛХ (Xs - Ps~S),
изученного в гл. II 1, можно Р ассматр ивать метод
хн! = Лх (Xs - PsZS),
гНl = Лz (ZS - 55 [г5 - ~S+11),
где
Так как
м (ZSj(XO, гО), ., .• (х', г')) =г"
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то процедура (5.51) - (5.52) является частным случаем
процедуры (5.33) - (5.35) при g (х5 ) = Fх (xS), h (xS, yS, г5) =
= zs, поэтому условия сходимости (5.51) - (5.52) легко
следуют из теоремы 8. Целесообразность применения опе­
рации усреднеJllIЯ может быть вызвана стремлением сде­
лать процедуру спуска более регулярной (отфильтровать
помехи), однако следует иметь ввиду, что значение ZS
определяется, вообще говоря, все­
ми предыдущими направлениями
1;0, .•. , 1;5, хотя С помощью бs
можно регулировать степень влия­
ния предыстории. Зависимость нап­
равления спуска от предыстории,
вернее, усреднение направления
спуска по предыстории иногда Рис. 11.
бывает выгодно даже в детерми-
нированных методах, не подверженных влиянию помех,
что легко понять из рис. 11, на котором изображены
вытянутая линия уровня и направления спуска в двух пос­
ледовательных итерациях. Среднее направление дает нап·
равление вдоль «оврага».
§ 5. Стохастическая процедура линеаризации.
Потоки в стохастических сетях
1. С т о х а с т и '1 е с к и й м е т о Д л и н е а риз а Ц и и.
Операция проектироваIIИЯ на область Х равносильна мини­
мизации суммы КН3Л.ратов при наличии ограничений х Е Х.





решается с использованием операции проеКТllрования Лх,
то это фаКТllчески означает, что область Х имеет простой
вид. В стохастическом методе линеаризации, который рас­
сматривается ниже, операция проектирования заменена
минимизацией в Х линейной функции.
Рассмотрим задачу (5.53) - (5.54), где F (х) непрерыв­
но дифференцируемая функция. Чтобы не вводить нор­
мирующих множителей, предположим, что Х - ог­
раниченная за:VIкнутая область. Рассмотрим случайные
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последовательности точек xS , г·, определенные соотноше­
ниями
xs+ l = х' + Р5 (х' - х5 ),
zs+l = Лz (г5+ 85 (~5 - г5)),





••• tгде хО Е Х, гО Е Z - произвольные точки, s = О, 1,
M(~s/(xO, гО), •.. , (х5 , г5)) =Fx (XS ) +Ь5 ,
Z - выпуклое ограниченное множество, для которого Z =
={Fx (х), х Е Х*!. Величины Р5' 85' Ь5 предполагаются
измеримыми относительно а-алгебры, индуцированной вели­
чинами (хО , гО, ... , xs, zS ).
В данном методе соотношения (5.57) заменяют опера­
цию проектирования. Интересно отметить, что если вместо г5
в соотношения (5.57) подставить непосредственно ~5 (ы),
то процедура (5.55) - (5.57), как показывают простые
примеры, может не сойтись.
Чтобы не вводить нормирующих множите,'!ей, предпо­
ложим, что существует постоянная С такая, что
11~5 11+IIFx (х5 ) 11 +llb 5 11 ~C. (5.58)
Ps/8s -+0,
00 ~12.: Ps 11 Ь5 11 < 00 n. н,,
'= О
00
2.: Р5 = 00,
>=0
т е о р е м а 9. Пусть справедливо условие (5.58); пусть
Х - ограниченное множество, а F (х) удовлетворяет локаль­
ному условurо ЛИJlшuца; пусть
P5~0, 8s~O,
2.: м (Р;+ 8~) < 00.
\=0
Тогда последовательностьF (XS ) сходится n. н. и IШЖ­
дая предельная точка {х5 } принадлежит
Х* = {х*: П1iп (Fx (х*), х -х*) = 0[.
ХЕ Х
д о к а з а т е л ь с Т В о. Проверим выполнение условий
теоремы 1. Очевидно, в доказ,пельстве нуждаются только
условня (5.3), (5.4). Пусть xSk -+х', Z'k -+ г' И (5.:3) не
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Ш>1lIO,1Нено. Тогда I1 х' - х'н 11 < в при s?:=:- S/t. Положим
\\1 (х) = F (х). Ilмеем
F (х') - F (х'н) = (F", (х'н), х' -X'k) +u (8).
,-1
Так как х' - х'н = ~ Pl (i - x l ), то
I=sk
5-1











Оценим (Fx (х'н), XI_XI). Так как х' Е Х*, 'Го miп (F", (х'),
ХЕ Х
Х - х') < - t.., где ~ > О. в силу непрерывности Fх (х) по­
добное неравенство справедливо и в некоторой окрестно­
сти х'. Отсюда получаем следующую цепочку неравенств.
Прежде всего, miп (Fx (x l ), х - х') < -~, ибо можно
хЕ Х
считать, что 11 х' - х' I1~ 2в при 1: достаточно малом. Анало­
гично этапу 1 доказательства теоремы 8 можно показать,
что 11 гl - F.• (х/) 11-+ О п. н. при l ~ СО, лоэтому при боль­




что при ::. - со противоречит ограниченности сниз) Jlевой
части этого lIеравенства.
докажем (5.4). Пусть
'"Ck = miп {s: Ilx' _XSk \\> в}.
,> "k
По определениюX'k Е ие (X'k) = {х: Ilx -х'н 11 < В}, X'tk1 Е
Е: и Е (х'ч). Так как Ps -+0, то при большом k х'н Е и,е (х'н)
11 к'ч Е: ине (х'), т. е. остаются в силе все rассуждения,
IIIЮilЕ'Jlанные при выводе (5.60), и для S = fk' С другой
сто[!оны, С учетом (5.58) имеем
,н- I 'k- I
t:<llx'k_x"'II~ 2: 11/+l-х'II~С 2: ()l,
I='k I='k
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что при подстановке для S = 'k В (5.60) дает
F(X'k)~F(xSk)- eg +о(Е).
Переходя к пределу по k -+ 00, получим
liт F (x'k) < liт F (XSk ),
k-+oo k_oo
что и требовалось доказать.
2. О п т и м а л ь н ы е п о т о к и в с е т я х. Применим
метод линеаризации к решению важных специальных задач
стохастического программирования, связанных с опти­
мальным распределением потоков в стохастических сетях.
Понятие потока в сети является математической абстрак­
цией реальных грузопотоков в транспортной сети, потока
жидкости по трубопроводу, потока сообщеНJlЙ в системе
связи.
Пусть дан конеч.ныЙ граф (l. И), т. е. множествоточек
(вершин) 1 = {I •...• n}, соединенных между собой линиями
со стрелками (дугами) (i, j) Е и. Если (i, j) Е и, то счн­
тается, что стрелка направлена из i в j - дуга исходит
из вершины i и заходит в j. Сетыо принято считать граф,
элементам которого поставлены в соответствие некоторые
числовые параметры. Рассмотрим сеть, поставив в соответ-
ствие каждой вершине i вектор di = (d}, ... , d~), назы­
ваемый векторо'м' uнтенсuвностей; каждой дуге и, j) - поло-
k v бжительное число r i;. называемое nроnускноисnосо ностью.
Неоднородны'м' nотоко'м' в рассматриваемой сети назы­
вается вектор-функция xi; = (х},., ... , X~,.), определенная на
U и удовлетворяющая следующим уравнеliИЯ,М, lienpepblB-
liocmu:
~ X~I - ~ XJi = d7. i Е 1• k = 1, ... , (,
I i
при условии, что




Оnти'м'альны'м' lieoaHopoaHblM потоком будет тот из
множества неоднородных потоков, который МИНИМIIзирует
функционал
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где фУНКЦИIf C/j(-) называются дуговыми функциями цели.
Задача поиска оптимальногонеоднородного потока назы­
вается неоднородной сетевой задачей. Значение вектор­
функции X/j на дуге (i, j) называется величиной неоднород­
нога nото/{а по этой дуге. Функция Х7/ при фиксирован­
ном k (k-я компонента вектор-функции X/j) называется
потоком k-го вида или k-M потоком по дуге (i, п.
Уравнения непрерывности означают, что в любой
вершине i для любого k-ro потока разность между сум-
марной иеличиной потока 2: Х7" втекающего в эту
,
вершину, и величиной потока 2: X~/' вытекающего из нее,
,
равна k-й интенсивности d7. Вершина i, для которой
d1 > О, называется источником k-ro потока; вершина i,
для которой dJ < О, - стоком k-ro потока, а вершина i,
для которой d7 = о, - нейтральной для k-ro потока. Одна
и та же вершина может быть источником одного потока,
стоком другого и нейтральной третьего. В дальнейшем
рассматриваются только конечные графы (с конечным
числом верШ!!ll и дуг).
Стохастические задачи при изучении потоков в сетях
возникают BeCbJ\la часто. Это прежде всего всевозможные
задачи планирования потоков на перспективу с неопре­
делеНIIЫМ будущим, например задачи размещения пред­
приятий при случайном спросе, планирования потока
товаров в системах управления запасами, потока заявок
(требований) в системах обслуживания.
Рассмотрим неоднородную сетевую задачу при усло­
вии, что значение C/j (Х) при каждом Х = (Xl' ... , ХГ),
и, j) Е и, можно определить только со случайными
ошибками. Например, если Си (Х) = Mf,j (Х, 6), где 6 - эле­
ментарное событие вероятностного пространства (6, riТ. Р).
Требуется найти поток, минимизирующий
1: Mf'j (X)j' '" • X1" 6). (5.64)
i. ,
3. П Р 11 М ер. О б о д н о й з а Д а ч е м а р ш р у т и з а­
ЦIfИ. Рассмотрим один важный пример задачи (5.61)-
(5.64), связаlIНЫЙ с вопросами градостроительства. При
планировке новых районuв !'орода важно заrанее учесть
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объемы грузопотоков по тем или иным магистралям.
План города можно представить графом (1, И), ДУПI
которого соответствуют улицам, а вершины - пункта~1
отправления (источники), пунктам назначения (стоки)
и перекресткам улиц (нейтральные вершины). В качестве
пунктов отправления и назначения могут выступать
некоторые фиктивные, обобщенные отправители и потреби­
тели, объемы поставок и потреблени я которых соответ­
ствуют поставкам и потреблению целых районов города.
дуги графа могут отвечать только наиболее существен­
ным участкам дорог.
Предположим, что между определенными пунктами
отправления и назначения фиксированы объемы поставок.
В этом случае л.аже для однородного продукта задача
планирования перевозок равносильна некоторой много­
продуктовой транспортной задаче (неоднородной сетевой),
если считать, что имеется продукт не одного вида, а
столькнх, сколько всего фиксированных поставок. Иначе
говоря, каждой фиксированной поставке как бы соот­
ветствует свой продукт, которого нет и не требуется
в других пунктах, кроме фиксированных. Тогда задача
составления маршрутов движения грузов от отправителей
к получателям равносильна решению задачи (5.61)-
(5.64), где в качестве затрат fij (X)j' ••• , X~j' В) выступает
время передвижения по дуге (i, j) X)j транспортных
единиц от 1-го источника, X7i транспортных единиц от 2-го
источника, ... , X~i транспортных единиц от г-го источника
(различные источники могут находиться в одной и той же
вершине). Функцию flj (X)j' ••• , X~j' О) при этом О и
(i, j) Е U можно считать выпуклой вниз функцией,
зависящей от величины общего потока 2: Х7} (время
k
передвижения одной транспортной единицы возрастает
с увеличением общего потока).
4. При м е р. О б о д н о й з а Д а ч е у п р а в л е н и я
3 а п а с а м и. На складе в начальный момент времени
имеется в наличии C1..k, k = 1, 2, ... , г, товара k-ro вида.
В течение промежутка времени от 1 до n разрешается
купля и продажа этих товаров. Предпо.~ожим, что
попное количество k-ro товара, которое можно купить
за время n, равно bk . Спрос на k-й товар в i-й момент
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графа,
графа,
процесс купли и продажи в виде
на рис. 12 для n = 4. Вершины
(-ЬkJ
времени, i = 1, ... : 11, является случайной величиной
О;' с функцией распределения Н1.
НеоБХОЛI!МО определить а7 - количество k-ro товара,
!юторое следует направить для продажи в интервале
времени и, i + 1], ~7 - количество k-ro товара, приобретен-
ное в интервале времени [i, i+l], у7-количество k-ro
товара, хранящееся на складе в интервале времени
и, i + 1] после того, как часть товара была отправлена
в продажу, 67 - количество k-ro товара, хранящееся






lIзображенные кружками и точками, соответствуют раз­
личным состонниям, в которых может оказаться склад
в результате купли и продажи. Условимся считать,
что продажа товара происходит в моменты времени i = 1,
2, n (в вершинах, изображенных кружками),
а покупка - в середине каждого интервала [i, i + 1]
(в вершинах, изображенных точками). Квадратиками
изображены две фиктивные вершины. Нижняя отвечает
фИКТИВlIОМУ поставщику товаров на склад, у которого
имеется bk , k = 1, ,r, еДИННJl товара k-ro вида;
верхняя - фШ\ТI!ВНОМУ покупателю, которому требуется
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iJ k , k=l, ... , г, товара k-ro вида: Так как каждого
товара будет продано не обязательно bk единиц и чтобы
для ЭТИХ вершин выполнялись уравнения непрерывности,
между ними введена фиктивная дуга, которой отвечают
фIlктивные переменные \'k, k = 1, ... , г. дРУГИМ дугам
отвечают переменные ~7, 1'7. 07, что указано возле
каждой дуги.
5. Численный метод. Пусть X={X~f: и. j)еИ,
k=l • .... г}. Z={z7j : (i. j)ЕИ. k=l, .... г), Х*-
множестпо оптимальных неоднородных потоков, xk =
= {x:f : и, j) Е И}, Zk = {z~j: и. j) Е И}. cl') (Х) - частная
ПРОlfзводная функции Clj (Х) ПО x';f' fl,) (х. 6) - частная
ПРОilзводная ФУНКЦИИ flj (х, 6) ПО x1j •
flk) = {fi,): (i. j) Е И}.
Zk = {c\J) (х): и. i) Е И. Х Е Х*}.
Предположим, что х (()) - произвольный начальный
поток, ?(О) = {fiJ) (х(()), 00): (i. ЛЕИ. k=l, ...• г}.
Тогда метод линеаризацни (5.55) - (5.57) отвечает следу­
ющим вычислениям:
х (5 + 1) = х (5) +Ps (Х (5) - Х (5», (5.65)
zk(s+I)=пz k (zk(s)+о&U tk )(хS , ~S)-Zk(5)]), (5.66)
где 5=0, 1•••. ; k=l • ... , г; x(s)=(X1(s) • ...• XГ(s».
xk (х) = {x7j} - решение следующей Л!illейной задачи об
однородном потоке в сети.




~ k "\' 11 [11L.J Xi; - ""-' Xii = ( i'
i
i = 1.. ,. •n,
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§ 6. О методах стохастического программирования
с конечным ЧИСЛОм испытаний
'. Рассматриваемые в этом параграфе методы можно
применять в дискретных задачах стохастического про­
граммирования. Пусть требуется минимизировать детер­
минированную функцию fO (х) при стохастических огра­
ничениях, т. е. найти
min fO (х),





к чему легко свести общие задачи путем введения
дополнительной переменной. Как уже неоднократно
отмечалось, трудность решения задач, подобных (5.67)-
(5.69), заключается в сложности проверки ограничений
(5.68). В прямых методах етохастического програм­
мировапия контроль (5.68) осуществляется вероятностными
методами с помощью испытаний es над состоянием
природы О. При этом точное решение задачи (5.67)-
(5.69) получается при бесконечном числе испытаний,
когда s __ со. В ряде случаев нельзя рассчитывать
на проведение достаточно большого чи ла испытаний,
а дано только некоторое ограниченное число испытаний,
которыми следует распорядиться так, чтобы найт!!
решение х Е Х, которое с наибольшей гарантией удов­
летворяет (5.68) и минимизирует (5.67).
В этом случае нельзя надеяться на поиск решений,
которые будут удовлетворять ограничениям (5.68) точно,
так как при заданном х невозможно достоверно прове­
рить с помощью конечного числа испытаний статистичес­
кую гипотезу о том, что
Mfi (х, 8) ~O, i= 1, ... , m.
Поэтому прежде всего возникает вопрос о том, какие
решения х Е Х следует считать допустимыми. Очевидно,
допустимыми решениями уже не будут только те, кото­
рые удовлетворяют (5.68), -это должно определяться
возможностями статистического критерия, который при­
меняется для проверки (5.68). Иначе говоря, требуеТС5J
при заданной ошибке, к которой может привести ныбран­
ный статистический критерий проверки (5.68), наЙТ!f
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(5.71)
(5.72)
решение, минимизирующее (5.67). Ниже для отдельных
частных случаев будет показано, что такая постановка
приводит к сложным экстремальным задачам частично­
дискретного программирования. Следует отметить, что
при этом, по всей видимости, вряд ли можно охватить
общие случаи, так как проверка статистических гипотез
существенно опирается на знание законов распределения
случайных величин fi (х, 8), а в нашем случае они зави­
сят от х и меняются с изменением х.
2. В е р о я т н о с т н ы е о г р а н и ч е н и я. Как указы­
валось, понятие допустимого решения при конечном числе
испытаний над 8 должно быть определено в соответствии
с выбранным критерием проверки ограничений (5.68).
Следует заметить, что эти критерии существенно зависят
от того, какое распределение имеет 8. Будем предполагать,
что закон распределения 8 не зависит от х.
Рассмотрим один весьма JIнтересный частный случай
задачи (5.67) - (5.69), когда статистический критерий




P{fl(X,O)~O}?Pi' i=1, ... , т,
ХЕ Х.
Рассмотрим случайные веЛIIЧIlНЫ
i _ { 1, если fi (Х, 8) ~O,
Х -l О, если fi (х, 8) > О.
в соотвеТСТВИJI с заданными испытаниями 81, ... , 8N
,1 . Тимеем реализации )(1' ••• , )(N веЛИЧIlН х'. огда, если х
удовлетворяет i-MY ограничению, то в последовательности
Х;, ... , x~ единица встретится с вероятностью, не мень­
шей Р,. Поэтому можно рассмотреть следующий статисТI[­
ческий критерий [41] проверки (5.71). Для каждого нз
ограничений i = 1•... , т зададим уровень значимости rxi.
числа Yi, О -с;:; N i ~ N, O~::; Yi ~ 1.
Будем считать. что х удовлетворяет l-My ограничениlO.
l iесли в последовате,lЬНОСТИ )(1.' .. , XN число единиц
больше N i . ЕСЛIl ИХ ровно N i , то гипотеза о том, что х
удовлетворяет i-MY ограничt'НИЮ, ПрШШМ3t'ТС5! с вероят-
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IIОСТЬЮ 1-1'1. Напомним, что (1.; - вероятность того, что
гипотеза будет отвергнута при условии. что она верна
(уровень значимости). Тогда N;. 1'; определяются из урав-
нения
k k N-k N N. N-N.
CNPi (l-р;) +1';CNiP; 1 (I-p;) 1=(1.;.
в соответствии с этим рассмотрим две задачи.
3 а д а '1 а 1. Найти такое х. которое мивимизирует
{О (х)
при условии, что для каждого i= 1, ...• т
не менее N; ограничений






3 а Д а ч а 2. Она отличается от задачи тем, что
среди ограничений (5.74) для каждого i=l • ...• т дол­
жны быть удовлетворены не менее N;+ 1 ограничений.
Пусть Х! и х2 - соответственно оптимальные решения
первой и второй задачи. Очевидно. что {О (x1) ~fO (х2).
в соответствии с отмеченным выше критерием значи­
мости (1.; решение х2 будет допустимым, а х1 может
оказаться недопустимым. Поэтому, если x1 - допустимое
решение. то оно будет оптимальным решением. В против­
ном случае оптимальным будет х2 • Для того чтобы про­
верить, является ли допустимым х1 , требуется провести
дополнительные испытания. Для этого выделяются те
i = 1•...• т, для которых х1 удовлетворяет ровно N;
ограничениям (5.74). Обозначим полученное множество
номеров i через 1. Для каждого i Е 1 делается испытание,
состоящее из двух исходов: единица с вероятностью 1 -1'1
и О С вероятностью 1'1. Если для всех i Е 1 испытание
дало 1, то х1 принимается как допустимое и. следовательно,
как оптимальное решение; если нет. то за оптималыюе
решение принимается х2 •
3. О б щ и е з а м е '1 а н и я. Очевидно, задачи 1 и 2
идентичны и в общем случае являются задачами частично­
дискретного программирования. для их решения нетрудно
построить методы, основанные на общей идее метода вет­
вей н границ. причем в особенности они будут носить
226 ОВОБШЕ:НIIЯ ггл. v
k=l, .... N,
простой характер тогда, когда область Х дискретная,
т. е. когда задача (5.67) - (5.69) является задачей диск­
ретного стохастического программирования. Большой инте­
рес представляет развитие специальных методов решения
этих задач с линейными ограничениями (5.74) - (5.75) и
при линейной функции цели (5.73). В этом случае задачи





при условии, что среди ограничений
n
", k ь"LJ aijxj <=; !,
1=1
для каждого i = 1, ... , т выполняется не менее N/,
Xj~O, j= 1, ... , m.
4. При м еры. Приведем две дискретные стохастичес­
кие задачи и покажем, чему соответствуют в этом случае
задачи 1, 2.
С т о х а с т и ч е с к а я з а Д а ч а о р а н Ц е. Имеется n
предметов, вес j-ro предмета является случайной величи­
ной Щ, полезность этого предмета выражается величиной
Cj. Имеется ранец, вместимость которого равняется вели­
чине а. Необходимо наполнИ1Ь ранец такими предметами,
чтобы максимизировать суммарную полезность при усло­
вии, что вероятность того, что суммарный вес этих пред­
метов не превышает а, не меньше р. Если ввести пере­
менные Xj, принимающие значение О (предмет не вложен
в ранец) или 1 (предмет вложен), то задача формули­
руется так:




при условии, чтоpltl aiXj~Q}?P' Х;Е{О, lj, j=l, ... , n.
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Задача (5.73) - (5.75) в данном случае формулируется
так:




при условии, что среди ограничений
n
,", 11
.LJ aj Х i ,,:;; а,
/=1
k= 1, ... , N,
не менее К, К < N , удовлетворены и
Х/Е {О,1}, j=l, ... , n.
Очевидно, что эта задача легко решается известными
приемами дискретного программирования [12]. Кроме того,
она легко сводится к поиску допустимых путей на графе
[25] и решается развитыми для этих целей методами.
Стохастическая задача о кратчайшем
п у т и. Дан граф (1, И), каждой дуге (i, j) которого
поставлено в соответствие случайное число Т/} (время реа­
лизации) и число С,] (стоимость). Необходимо найти из
вершины 5 в вершину t путь наименьшей стоимости, для
которого суммарное время реализации не превышает Т
с заданной веРОЯТНОСТhЮ р. Задача (5.73) - (5.75) в дан­
ном случае формулируется так:
Найти путь f-t = [io = 5, i1 , ... , im = t], стоимость
rn




rn2.: _~ ;,,:;; Т, k = 1, ..., N,
1=1 /-11
ВЫIlО.1Нпется не менее К,,:;; N. Эта зада'Iа решается мето­
дами IIOCTpoeIlII я "ратчайurих ДОIlУСТIJМI>1Х 11утей [25].
В данном С1учае .10ПУСТlJ\!I>IМ путем II,нывается путь,
удовлетворяющнй указанным ограНllчениям.
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Дополнения к главе V
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1. Предельные задачи с ограничениями. Седло­
в ы е т () Ч к и. Стохастический аналог метода Эрроу - Гурница, рас­
cMOTpeH!lbIii в ~ 4 гл. III, связан с поиском седловой точки Функции
Лагранжа. Рассмотри"" общую задачу поиска седл()вой точки некото­
рой функции Ф (х, у) в области Х= (Xl' ... , хn) Е Х, У = (yl'
... , Уm) Е У, т. е. такой пары точек (х*, у*), для которой
Ф(х*, у)~Ф(х*, у*) ~Ф(х, у*)
при всех х Е Х, У Е У, где Ф(х, у)-выпуклая вниз по х и выпу­
клая вверх по у функция; Х, У - выпуклые множества.
Пусть последовательность выпуклых вниз по х и выпуклых вверх
по у функций Ф (N, х, у) равномерно сходится к Ф (х, у). Рассмо­
трим последовательность точек X S , yS, определенную соотношениями
XS+1="х (XS_psys~S),
yS +1 = )1\, (yS -psys~S),
где ~S, ~S -случаilные векторы, для которых
M(~SlxO, уО, , XS, уS)=аsФх(х~, ,!/s)-j_b s,
М (~SlxO, уО, , xS, yS) =аsФу (XS, yS)+dS.
Пусть для данной процедуры выполнены предположения, аналогичные
предположениям теоремы 7 гл. III, за ИСКЛЮЧЕ'нием одного: вместо
fO (х) строго выпукльщи ПО х должны быть ФУНКЦИИ Ф (N, х, у)
при всех у Е У и N =0, 1, ... Доказать, '110 одна из предельных
точек последовательности X S п. н. принадлежит множеству компонент
Х* седловых точек (х*, у*), х* Е Х*. Пусть, В дополнение к пере­
численным условиям, функции Ф (N, х, у) строго выпуклые вверх
по переЖ'ННЫМ!I при ХЕХ И N=O, 1, ... Интересно было бы изу­
чить схо;tимость последовательноститочек XS, yS П. н. К одной из седло­
вых точек Функции Ф (х, у).
Последовательность выпукло-вогнутых Функций Ф (х, у) легко
превратить в последовательность строго выпукло-вогнутых функций,
прибавляя слагаемое
BN (11 х 1]2 -11 у II~),
где BN --> =, N -. =. Таким образом, если вмеси функции Лагранжа
т
tp (х, и) = [О (х) + l: Uifi (х),
i= 1
где [У (х), v =0, 1, ... , т, - выпуклые вниз функции, рассмотреть
т
rp(N, х, u)=fO(x)+ l: щfi(Х)+ВN(llхll~+lluI12)
i=l
и применить предложенную выше прСЩe:LУРУ, то получим последова­
тельность точек X S • сходящуюся п. Н, к решению соответствующей
экстремальной З3.ILачи.
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. 1!F (х) = 11т -- f (х, 11).
5--+00 S
k=1
Если через Рs (dO) обозначить равномерное распредеЛЕ'ние на множе­
стве в s = {I. ...• s}. то
F (х) = Iim ) t (х, б) Рs (dб).
S-+ ro
Применим процедуру (5.23) решения предельной экстремальной задачи.
В данном случае вектор 1;S в (5.23) r.ычисляется следующнм образом.
На S-M шаге с р;шной вероятностью выбирается число б (s) множества
8 , и берется
1;s=tx(xS , б (s».
3. :J а д а ч и Ii Д е н т и Ф и к а Ц ии. ПОВЕ'деllие объекта описывается
стохаСТllческими разностными уравнениями
z (k + 1) = 1'г (k) +!'] (k),
где '1 (11) - независимые случайные величины, M'l (k) = О. Наблюдаются
СОСТОЯIIIIЯ обьекта z (О), ... , z (N). Требуется восстановить матрицу 1'.
Искоман матрица, очевидно, минимизирует при каждом N функцию
F (N, 1)= М Ilz (N + ')-1'г (N)-11 (N)112=
= М 11 z (N + ')-1'г (N)112+11 11 (N)112.
ПОЛОЖIШ l' = (:], 1'i = (1' ;1' .•. , l' in) И рассмотрим следующую про­
цедуру:
1'i (s + 1) = 1'i (s) + Р,Уs [Zi (s + 1) _1'i (s) Z (s)] z (s),
где i = 1, ... , п; s = О, 1, ... Эта процедура является частным случаем
процедурhl (5.23).
4. С I а т и с т и ч Е' С К И е реш е н и я. М и н и м а к с н ы й n о д­
ход. Вернемся к п. 9 ДОПОЛНЕ'ний 1\ гл. IV.
ПРС']ПОЛОЖIIМ, что МНОЖЕ'ства Q и е l(онечные, т. е. ~2 = {I, ...
... ,г}, Н = {l, ... , т}. Тогда рЕ'шающая функция характеризуется
наборuм векторов х=(х (1), ... , х (г», а риск равен
r
Г(х, i)= ~ t(x(j), i)p(i. п.
;~1
СоглаСIlО МИlIимаксному ПрllНЦИПУ решающая фУIlКЦИЯ х (j), j = 1, •
'" , г, должна МIllIlIМIIЗИРОl3ать функцию
F (х (1), ... , х (г» = шах F (х (1). Х(г), 1),
l:=::.:i~m
хтЕХ, ;=I, .... r.
Можно Ilрименить численные методы § 4 гл. V.
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5. С т о х ~ с т и '1 е с J( 11 е с е т и с в е р о я т н о с т н ы м и о г р а·
н 11 '1 е 11 и я м и. Рассмотрим зада'!у об однородном потоке в сети
со случайными пропускными способностями (сравните с (5.61) - (5.63)
при" = 1):
Найти COBOKYlllIOClb неотрицательныхчисел Xij, (i, j) Е и, которая
минимизирует
при условии, что
~Xlj-~Xli=di, i=I •... ,
i i
Р {Xif ~ Tij (О)} ? P/j' и, j) Е И.
Воспользуемся методом § 6. Пусть величины Tij;(O) независимы и
б • 1 9 {! Ч бизвестны результаты на людеНI!Н г• i ~ TlCl~ Гn ' то ы среди
ограничений X'j~Tfi' 1= 1, ... , Nii , было удовлетворено не менее
N·гК ..К/Г следует выбрать Xij ~ Г i/ 1'. Следовательно, задачи ], 2 в
данном случае сводятся к обычной сетевой транспортной зада'lе.
6. 3 а в 11 с И М Ы е 'J к с Т r е м а л ь н ы е з а Д а '1 и. Иногда имеется
набор взаимосвязанных экстремаJН ..ных задач, в которых решение
одних задач ПQ.1готавливаег IIнформацию для решения других. Напри­
мер, в задачах векторной ОПТlIмизации IIрИ выборе компромиссного
решения рассматривается "Jaдача минимизации
F (x)=l11ax (fk (Х)- шiп 1'1 (Х»
'1 х" Х
в 1\~1I11OM СЛУ'lае задачи МIIНlIмизации fk (Х) являются вспомогательными.
онн Пl1дготавливают информацию дЛЯ ОСIIOВНОЙ задачи минимизаЦИII
f" (х). Поскольку для решения каждой из вспомогательных зад~ч
требуется бесконечное число итераций, то мииимизация F (Х) после
их решения, вообще говоря, не дает точного минимума F (х). Вместе
с тем, если рассматривать последовательности точек xk (N). N = 1,
2, ... , такие, что
liт Ik (х" (N»= min [" (Х).
N-+oo хЕХ
11 предеJ1ЬНУЮ экстремальную задачу с функцией
FN (Х) = шах и" (Х) - 1'1 (xk (N»).
k
то при выполнении УСЛОВШI теоремы 6 процедура (5.18) позволяет
найти точный минимум f (х).
7. М е т о Д с л у '1 а й н о r о п о и с к а и п р е д е л ь н ы е з а Д а­
'1 и. При бощ,шой сложности вычисления градиента целевой функции
F (Х) может окаЗ311 ..ся полезным следующий нрием, также IIРИВОДЯЩИЙ
К необхо.u.имости решения предельных экстрема.1ЬНЫХ зада'!. Вместо
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целевой Функuии F (Х) рассмотрим ФУНКUIlIO
р(х, I\)=МР(Х-1)(I\))= \ [(х-у)р(у, 8)dy,
Rn
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где f] (б)-СЛУЧitйная величина, плотность распределения р (у, б)
которой зависит от некоторого парitметра {, и при 11 б 11 ~ о сосредо­
точивается в О, т. е. F (х, б) ~ F (х), 116.1 --'> О. Тогда при существовании
соответствующих интегралов и F (х - у) р (у, 6) ~ о, 11 811 ~ о,
С \' Ру (у, ,'\)Рх(Х' б)~ J Рх(х-у)р(у, I\)dy=- ,) Р(х-у) р(у, 6) р (у, б)llу.
Rn Rn
Таким образом, случайная ве личина
Ру (1)(1\),6)
-р (х -11 (8) р (11 (8), 8)
при фиксированном х в Cpel\HCM совпадает с градиентом F (х, 11).
Рассмотрев теперь последовательность {6N }, 11 БN !I-> О и предель­
ную ,кстремальную задачу с функциями pN (х) = F (х, 6N ), получаем
в соответствии с проuедурой (5.23) при
~S=_ F (х5 -1']5 (6N )) Ру (1)5 (6N ), 6N )/p ('rj5 (6 N ), 6N )
возможность организuвать итеративный процесс, не использующий про­
изводных F (х) или их аналога" (см. [38]).
8. МинимизаUI1Я сложной функции F (х) = Ф (х, g (х») равносильна
минимизации функции Ф (х, у) по переменным (х, у) при условии
g (х) =.11. В некоторых случаях ,ту идею можно применить для иини­
мизации сложных функций регрессии § 4.
БИБЛИОГРАФИЧЕСКИЕ УКАЗАНИЯ
Приводимые бибЛlIографич('ские укачния ни в какой степени не
претендуют на полноту - Аыделены в основном те работы, которuе
имеют к излагаемому материалу непосредственное отнош"ние или ши·
роко доступны.
Глава 1
§ 1. Основополагающей работой по аксиоматике геории не РОЯТ'·
ностей ~шляется р~бота А. Н. Колмогорова [40]. ПреВОСХОдI!О(, изло­
жение теоре IИКО-[JС'jЮЯТIЮСТНЫХ ноня гий И фактов имеется в моногра­
фиях И. 11 Гихмана и А. В. Скорохода [6], Дж. Дуба [141. М Л0­
эва [4'1, Ж. Невё 148], Ю. В. Прохорова и Ю. А. РозаНlJU1 155].
ДОСТqТОЧНQе вв('дение в эту область дано в монографии М. Б l-Jевс:ль­
сона и Р. З. Хасьминского [47J.
§ 2. П[Jиведенная классификаuия зада4 выбора реШС'l1иii содер·
жится у Р. д. Льюса и Х Райфа [44].
§ 3. Постановки задач стохастического программирования начали
анализироваться Дж. Данuигом, Чарнесом и Купером. Историческая
справка и определенная классификаuия задач есть у Дж. Данuига [12J,
а также Е. Г ГОJlьштейна и д. Б Юдина [8]. Теорема Куна - Так­
к"ра и общие ,'ведения по нелинейному п рограММИРО1Jаиию имеются
у К Дж. Эрроу, Л. Гурвиuа и Х. Удзавы [64]. У И. 3~нгвилла [34].
Доказательство теоремы 4 приведено, например. в монографии
Б. Н. Пшеничного [56], по которой можно также позн акомиться
с исследованиями по нробходимым ПРИ.1накам экстремума в задачах
снегладкими функuиями. Метод обопщенных ГРадиентов Прt:"ложен
Н. 3: Шорам [63]. Доказательство теорем 5, 6 о его rходимости впер­
вые дано автором. Приводимые доказательства основаны на работе [18].
Аналогичные результаты не:1ависимо получены Б Т Поляком [53].
Метод штрафных функuий пр('дложен Р. Курантом [68]. ДС'тально
познакомиться с ним можно по монографии А. Б Фиакко 11 д. П. Мак­
Кормика [59;. Метод штрафных ФУНКIIИЙ (1.32) изуч~л И. и Еремин [16].
Прямой градиентный метод предложен Петшиковским 176]. дока­
зательство теорем 7- 10 имеетсн у д. Бл('куэлла и М. А. Гиршика 131.
§ 4. Общие постановки задач СТОХ,lстического програММИрОRания
обсуждались, Например, В. М. Ефимовым ['\З). А. И. Капдинским,
А. С. Позняком И А. 11 Пропоем 135], [36]. д. Б ЮДИIIЫМ [65],
Ю. М. Ермольевьтм [211, [23] Теория математической статистики и
статистических Р('Ш('IIИЙ изложена в монографиях Г Крамеря 141).
д. Блекуэлла и М А. Гиршика [3]. ПРИМЕ'ры 110 ОПТИМИ3аlIИИ CJ-iСтеМbl
обслуживания и щЮГраММНОМУ управлению СЛУЧiТflНЫМ ПРОUС'ССОМ
взяты из работ автора ДВУХ'напная задача стохастического програм­
мирования вперВbI(' рассмотрена flaHllJ-iГОМ и Маданск им (см /12)),
изучена Вет сом [80), Демпстером [69] и пр.
Примеры fl ростейшей кор рекuии в дв ухэта [JHblX зада 'liТX рассмат­
РШJаЛИСЬ Дж. Данингом [12]
Г л ~ в а 11
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С непрямыми методами стОхастического программироваиия можно
IIOЗllаКОМIПЬCfI по работам Е. Г. Гольштейна и Д. Б. ЮДllflа (8],
Дж Данцига [12], Д. Б. Юдина [65]. Признаки экстремума u зад~чах
стохастического программирования в иной форме изучались В. М. Ефи­
мовым, А. И. Каплинским, А. С. Позняком И А. И. Пропоем,
Д. Б. Юдиным. Смешанные стратегии в задачах нелинеiiного програм­
мирования рассмаТрИJJали Фромовиц [72J, Ю. М. Е,.>мольев [20],
А. И. Каплинский и А. И. Пропой [37] 13 работе [79] Тинтер про­
анализировал случаи, когда в предложенной им паrаметризации
удается найти распределение величин Х; (у, В) и минимизировать
функцию (2.45) методами н,~линейного програММfI рования. Двухэтапные
задачи с конечным числом состояний рассматривал Дж. Данциг [12].
Им же предложено использовать в этом случае блочное программи­
рование.
Непрямые методы для задач с вероятностными ограничениями
изучались Чарнесом и Купером [67J. Численный метод в задачах нели­
нейного программирования со смешанными стратегиями описан
Ю. М. Ермольевым [20]. Рсшаемая при этом задача напоминает
обобщенную задачу Вулфа (см. Дж. Данциг (121). .
Глава 111
§ 1. Стохастический квазиградиентный метод преl\ложен !! работе
Ю. М. Ермольева, З. В. Некрыловой [26] и раЗВИJJа,1СЯ в работах
10. М. Ермольева, З. В. НеКРЫЛОIJОЙ [27], Ю. М. Ермо.1ы'ва, Н. З. Ша­
ра [31]. Изложение этого параграфа, основанное на понятии слу­
чайной квазифсiiеровской последовательности, следует работе
Ю М. Ермолыс!!а [19].
Свойства обычных (детерминированных) феiiеровских последова­
телыюстей изучал Эгмон [66J. их использовал 11. И. Еремин [15J, [17]
ПОНЯПlе случайной квазифейеровской последовательности впервые
введено в работе Ю. М. Ермольева и А. Д Тунисва [30].
§ 2. Основан Hd работе автора [l9J.
§ 3. Систематическое изложение метода!! случаiiного поиска для
оБЫЧНЫХlадач нелинейнога программировання да[ю IJ монографии
Л. АРастригина [57). Связь стохастических квазиградиентных мето­
дов с И'JJJестными мстоД"ми случайного ПОИСКiI указана Ю. М. ЕРМОJJЬ­
евым и З. В. НеКРЫЛОIJОЙ 126J. Следует подчеркнуть, что в методах
случайного поиска. описанных Л. А. Растригиным [57J, существенно
ИСПОЛЬ1 J ются TO'I/1LIe ,начения минимизируемых функций (6('з инфор­
м;щии О прои:шоДных), поэтому их целесообразно применять при
реше[[ии ыдач НСJНlНейного программирования большой размерности.
В стохастических квазиградиентных методах значения функций не
ИСПО.1ЬЗУЮТСЯ, ПОЭТОМУ они прим('нимы также IJ более СЛОЖI[ЫХ lада­
чах -- задачах стохастического программирования.
§ 4. Градиентный метод Эрроу-Гурвица развит К. Дж. Эрроу,
Л. Гурвицем, Х. Удзаuой [64]. Эрроу и Гурвиц изучали нспрсрывный
вариант, удзава - итеративный метод (с ДНСКрl'lliЫМ вр('мсн('м). од­
Н,1КО при этом В ДLIКJзательстве ДОПУЩСfl LI ОI!1J1б!;ll. СТCJХi'СТJlЧССI,ИЙ
вариа [] I ,\IСП>Jlа предложеlj 10. М. ЕРМОЛЬС!JЫМ 11 З. В. НеКРЫJ10UОЙ
[27], 'll?ojJcMa 7 ГIOЛУЧl?на аптором.
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§§ 5-7. ПРОll<сдура (3.41.\) - (3.50) обобщает релаксационный метод
Моцкина [75] для решения систем линейных неравенств и методы
И. И. Еремина [[5], [17] для нелинейных неравенств на случай, когда
IЗектор g (X S ), удовлетворяющий (1.50), вычисляется с ошибками.
Теор'емы 8 - [1 получены автором. Детерминированный аналог
(3.62)- (3.63) изучался И. И. Ереминым [15], [17].
Г л а в а IV
§ 1. Метод стохастической аппроксимации для поиска во всем
пространстве корня функции регрессии предложен в работе Роббинса
И Монро [77], а для ее минимизации - в работе Кифера и Вольфовица
[74]. Метод стохастической аппрокснмации детально изложен, напри­
мер, в монографиях М. Вазана [4], М. Б. Невельсона и Р. З. Хась­
минского [47], в которых можно найти более подробные литературные
указания. Разнообразные приложения этого метода обсуждаются
в монографии Я. З. ЦЫПl\ина [61], где указана интересная' связь этого
метода с процсдураМII типа стохастической аппроксимации, получае­
мыми по методу потенциальных функций М. А. Айзермана, Э. м. Бра­
IЗс'рмана, Л. И. Розоноэr·а [1].
§ 2. Минимаксные задачи являются традиционными для отечест­
венной школы Мi1тематиков. ОНИ возникают при решении несовместных
систем уравнений, Е З<tДii%Х аппроксимации. С исследованиями в этой
области можно познакомиться по обстоятельной монографии
В. Ф. Демьянова и В. Н, Малоземова [13]. Игровая стохастическая
задача рассмотрена Ю. М. Ермольевым [19].
§ 3. Стохастический квазиградиентный метод для двухэтапной
задачи предложен в работе Ю. М. Ермольева и Н. З. Шора [31].
§ 4. Общие сведения по задачам управления можно найти в мо­
нографиях Н. Н. Красовского [42], Н. Н. МоисееIЗа [46], Л. С. Пон­
трягина и др. [54].
Численные методы в задачах программного уп равления случай­
ным процессом получены Ю. М. Ермольевым [19], [22].
§ 5. Связь метода стохастической апп роксимации с рекуррентным
оцениванием многомерных пара метров распределения отмечалась
в самых первых работах, посвященных этому методу. Важные резуль­
таты имеются в монографии М. Б. Невельсона и Р. З. Хасьминского.
Изложение ,ного параграфа основано на работе Ю. М. Ермольева
и Е. А. Нурминского [29].
§ 6. Основан на работе Ю. М. Ермольева и Т. П. Марьяновича
[24J. Сведения по теории случаЙJJLIХ элементоIЗ (со значениями
в абстрактных пространствах) имеются у И. И. Гихмана и А. В. Ско­
рохода [6], в работе [73].
Задача долгосрочного планирования рассмотрена В. М. Ефимовым.
Стохастическую модель выбора оптимального состава машинно-трак­
торного парка изучала Н. Качегура. Задача распознавания и обучения
рассмотрена М. А. Айзерманом, Э. М. Браверманом и Л. И. Розо­
HO'JPOM р]. Связь предложенных ими методов со стохастической
аппроксимацией заметил 5:1. З. Цыпкин.
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Глава V
§ 1. Общие условия сходимости (теорема 1), за неБОЛЫIJИМ изме­
нением, получены Е. А. Нурминским [50J. Как отмечаJlОСЬ в тексте,
эти условия напоминают предложенные У. И. ЗаНГВIIЛЛОМ [34J, но
имеются и существенные отличия.
Теорема 1 дает удобный способ доказательства сходимости от
противного с помощью анализа моментов выхода из окрестностей
предельных точек. В отличие от распространенного подхода, близкого
к методу функций ЛЯПУНОIJа теории устойчивости, такой подход дает
преимущества в тех случаях, когда невозможно подобрать функцию
с определенными свойствами мnнотонности вдоль траектории спуска
(например, при минимизации негладких и невыпуклых функций).
§ 2. Теоремы 3-5, лемма 3 принадлежат Е. А. Нурминскому
[49J, [50J.
§ 3. Основан на работе Ю. М. Ермольева и Е. А. Нурминского
[28J. Предельные экстремальные задачи рассматривались в статье
В. Я. Катковника и О. Ю. Кульчицкого [38]. стохастические неста·
ционарные задачи изучались Дупачем [70J.
§ 4. Сложные функции регрессии рассмаТРllвались Я. З. Цыпки­
HbIM, сходимость численных методов впервые изучена Ю. М. Ермоль­
eBblM. Теорема 11 приводится впервые. Стохастическая минимаксная
задача (5.211) - (5.29) со слабо выпуклыми функциями и численный
метод (5.30) - (5.32) рассмотрены Е А. Нурминским Стохастический
метод штрафных функuий предложен Ю. М ЕрмольеIJыIM [23] Усред­
нение направлений спуска изучали Л. Г. Баженов и А. м. Гупал [9J.
§ 5. Детерминированный аналог метода линеаризации (линейной
аппроксимации) описан, например, в монографии У. И. Зангвилла [34J.
Стохастический метод изучался Л. Г. Баженовым и А. М. Гупалом [10].
Теорема 9 приводится впервые Теория оптимальных однородных
потоков в сетях содержится в монографии Л. Форда и Д. Фалкерсона
[60J. Оптимальные неоднородные потоки рассматривалисьЮ. м. Ермоль­
eBblM и И. М. Мельником [25J. Оптимальные потоки в стохастических
сетях изучались автором. З<Jдачи стохастического lI[JограммироваllИЯ
с конечllыIM числом состоянии анаЛИЗИРОEl3ЛИСЬ в работе Ю. М Ермоль­
ева и И. м. Мельника.
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