Introduction
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Conservation agriculture (CA) is based on three practices promoted as a means for sustainable agricultural intensification: minimum tillage, mulching with crop residue, and crop rotation. The goal of these practices is to increase yields through improvements in soil fertility, and reduce risk to yields from rainfall shocks (Brouder and Gomez-Macpherson, 2014) . 1 In addition to the stated private benefits of increased productivity and enhanced yield resilience, proponents claim that CA has positive environmental externalities by increasing soil organic carbon (Smith et al., 1998; Lal and Stewart, 2010) . 2 Yet adoption rates of CA have been low, and disadoption rates are high, limiting the scope of any positive externalities and raising the question of whether farmers receive the promised private benefits (Pedzisa et al., 2015a) . The little evidence that exists regarding CA's 'climate smart' properties mainly relies on agronomic analysis of field station trials, missing potential effects of farmer behavior. As Andersson and D'Souza (2014) and Pannell et al. (2014) observe, the few studies that do use observational data often fail to account for selection bias or fully control for all potential sources of endogeneity.
In this paper, we compare CA's effect on overall yield to its potential in reducing yield losses due to deviations in average rainfall, controlling for potential selection bias. While CA is hypothesized to be 'climate smart,' increased resilience during periods of rainfall stress may come at the cost of yields during regular growing conditions. We follow Di Falco and Chavas (2008) by defining resilience in terms of practices that limit productivity loss when challenged by climatic events. We use four years of plot-level panel data covering 4, 171 plots from 729 households across Zimbabwe to estimate how yields respond during periods of high and low rainfall shocks, compared to the norms households experience over time. The data include plot-level inputs and output for five different crops: maize, sorghum, millet, groundnut, and cowpea. Unlike earlier work that estimates CA's effect on a single crop, this rich set of production data allows us to examine how the impacts of CA vary in the multi-cropping system common across Sub-Saharan Africa.
Causal identification of CA's impact on yields is complicated by non-random adoption of the technology. 3 We identify two potential sources of endogeneity that might bias our results. First is the presence of unobserved household heterogeneity that influences both adoption and yields, which we control for with household fixed effects. Second is the possible presence of unobserved time-varying shocks that might affect a household's access to and use of CA while being correlated with yields.
To instrument for household adoption, we use data on CA promotion through the distribution of subsidized inputs as part of the Zimbabwe Protracted Relief Programme (PRP). The PRP was a four year, £28 million project aimed at providing short-term nutritional, economic, and agricultural interventions to one-third of all smallholder households in the country, about 1.7 million people (Jennings et al., 2013) . In addition to these two primary concerns, we conduct a number of robustness checks, including controlling for plot-level unobservables, changes to the functional form, testing for the impact of rainfall event outliers, and changing our definition of rainfall shock. We find that adoption of CA in years of average rainfall results in no yield gains, and in some cases yield loses, compared to conventional practices. Where CA is effective is in mitigating the negative impacts of deviations in rainfall. The magnitude of these resilience effects vary by crop, and whether rainfall is in shortfall or surplus. We then use the estimated coefficients on the CA terms to predict the returns to CA at various values of rainfall. A one standard deviation decrease or increase in rainfall is required before the returns to CA become positive. Our results, using observational data, support a recent meta-analysis of agronomic field experiments which found that, on average, CA reduces yields but can enhance yields in dry climates (Pittelkow et al., 2015) . Pannell et al. (2014) discuss several limitations with the state of economic research on CA. A key limitation is a lack of clarity regarding what qualifies as CA adoption. Our survey data allow us to partially address this concern. While the data cover four cropping seasons, only in the final two seasons were households asked about which specific practices they implemented on plots that they identified as cultivating with CA. Among households that used CA in the last two years of the survey, 97 percent of them used planting basins to achieve minimum soil disturbance, 27 percent mulched with crop residue, and 36 percent practiced crop rotation. In total, 22 percent of self-identified CA adopters engaged in at least two practices while only five percent of CA adopters actually engaged in all three practices. Therefore, in our context, we use a practical definition of CA as, at the very least, minimum tillage, the original and central principle of CA. We then define traditional cultivation practices as everything other than self-identified CA adoption, which for the vast majority of plots amounts to conventional tillage practices. While our pragmatic approach is not ideal, it is in line with previous literature at the farm level and with meta-analyses of agronomic field experiment data. This paper makes three contributions to the literature. First, by interacting the instrumented measure of CA adoption with deviations in rainfall we directly test whether CA can mitigate yield loss due to adverse weather events. The only evidence of the resilience of yields under CA comes from station and on-farm field trial data or from observational studies that fails to adequately control for both time-variant and time-invariant sources of endogeneity. In this literature, researchers acknowledge that selection bias is a problem because farmers choose the technology based on its expected benefits, which are heterogeneous. Much of the literature relies on cross-sectional data and techniques that involve estimating selection correction terms (Kassie et al., 2009; Teklewold et al., 2013a, b; Kassie et al., 2015a, b; Abdulai, 2016; Manda et al., 2016) . Like any other IV, selection models rely on exclusion restrictions for proper identification of time-variant endogenous choice variables. However, reliance on cross-sectional data means that one cannot easily control for endogeneity coming from time-invariant sources. A second, related, set of literature relies on panel data to control for time-invariant heterogeneity (Arslan et al., 2014 (Arslan et al., , 2015 Ndlovu et al., 2014; Pedzisa et al., 2015a, b) . This literature, though, fails to control for time-variant factors causing endogeneity in the adoption decision. We use realizations of on-farm yields over four years and control for both sources of endogeneity. Ours is one of the first papers to test the 'climate smart' properties of CA as they are experienced by farm households.
Second, we expand the analysis of CA by encompassing a variety of crops. Most previous work focuses on the impact of CA on yields for a single crop, often maize (Teklewold et al., 2013a, b; Brouder and Gomez-Macpherson, 2014; Kassie et al., 2015a, b; Manda et al., 2016) . But, farmers in Sub-Saharan Africa frequently grow multiple crops in a single season, meaning that decisions regarding cultivation method and input use are made at the farm level, not the crop level. To examine the farm-wide impacts, we adopt a flexible yield function that allows coefficients on inputs to vary across crops. This approach accommodates heterogeneity in the input-response curves by allowing slopes and intercepts to vary across crops without forcing us to split the random sample based on non-random criteria. Our results provide new insight on the use and impact of CA in a multi-cropping environment.
Third, we provide suggestive evidence on the reason for the low adoption rate of CA among farmers in Sub-Saharan Africa. Given early evidence on the positive correlation between CA and yields (Mazvimavi and Twomlow, 2009) , and its promotion by research centers, donor agencies, and governments (Andersson and D'Souza, 2014) , the slow uptake of CA has presented the adoption literature with an empirical puzzle. Once we control for endogeneity in the adoption decision, CA frequently has a negative impact on yields during periods of average rainfall. We conclude that the lack of yield gains during average rainfall seasons may be a limiting factor in the uptake of CA, and by extension limits any positive environmental externalities CA may provide. Focusing on CA's potential as a 'climate smart' agricultural technology by advertising the resilience benefits of CA marks a path forward for the promotion of CA in regions facing climate extremes.
Theoretical framework
We begin by defining two stochastic Cobb-Douglas yield functions along the lines of Just and Pope (1978), Barrett et al. (2004) , and Suri (2011) :
where Y kit is yield for crop k cultivated by household i at time t and X jkit is a set of j measured inputs, including a crop-specific intercept, used on the kth crop by household i at time t. We allow the yield functions for conservation agriculture (CA) and traditional cultivation (TC) to have different parameters for inputs ( ) are sector-specific errors composed of time-invariant farm and household characteristics and time-variant production shocks.
Taking logs of Eqs. (1) and (2) gives us:
where we can decompose the disturbance terms into:
The ki 's are crop-level productivity terms based on factors not chosen but known by the household. The transitory errors ( CA kit and TC kit ) are assumed to be uncorrelated with each other, uncorrelated with the X jkit 's, unknown by households, and have a zero mean and finite variance.
We can define the relative productivity of a plot cultivated using CA compared to traditional methods as ( 
The b k 's are a measure of each crop's relative advantage under a given cultivation method and for a certain level of rainfall, R. The i term is the household's absolute advantage in cultivating crops, which does not vary by crop type or cultivation method and is constant over time.
We can re-define this comparative advantage gain as:
and define a new parameter, k ≡ b
This allows us to re-write Eqs. (7) and (8) as:
Substituting the decomposed error terms back into Eqs. (3) and (4) results in:
Using a generalized yield function of the form
we can substitute Eqs. (12) and (13) into Eq. (14) to get:
Here h kit is an indicator of whether or not crop k was cultivated by household i at time t using CA. The ki term is the impact of rainfall, or rainfall shocks, on crop k grown by household i. We are primarily interested in the coefficient k on the composite term ki h kit , which measures the impact of rainfall on yield given a household was using CA. The expected gain from using CA is therefore:
Neither the household fixed effect term nor the transitory error term appear in Eq. (16). This is because i is restricted to impact yields identically regardless of cultivation method and because of the assumptions placed on CA kit and TC kit . These logarithmic representations of the yield function map back to a generalized Cobb-Douglas yield function in which returns are heterogeneous based on crop type and cultivation method. While it is recognized that the Cobb-Douglas is not a flexible functional form, in studies of developing country agriculture it is often still preferred to the translog due to data limitations, the simplicity of the production technology, and the frequent issue of multicollinearity in estimation (Michler and Shively, 2015) .
Our primary empirical specification is contained in Eq. (15). To implement the estimation procedure we make two simplifying assumptions. First, we allow CA kt − TC kt = kt and assume kt = k ∀ t. This amounts to assuming that, holding rainfall constant, productivity gains from adoption of CA vary by crop but not over time. While there is evidence from experimental plots that CA improves productivity over time, this typically requires ten to fifteen years (Giller et al., 2009) . Given that our panel only covers four years, we do not expect productivity gains to vary over this short of a time frame. Second, we assume CA jk = TC jk = jk . This allows the yield response curves to vary by input and by crop but not by cultivation method. We address this second assumption in greater detail in Section 4.1.
Finally, a potential issue with identifying the impact of CA adoption on yields is that the decision to adopt, h kit , may be correlated with transitory shocks contained in kit . In our empirical implementation we instrument for the likely endogeneity of the adoption term using an approach outlined by Wooldridge (2003) . We discuss this approach more fully in Section 4.2.
Data
This study uses four years of panel data on smallholder farming practices in Zimbabwe collected by the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT). The data cover 783 households in 45 wards from 2007-2011. 4 The wards come from 20 different districts which were purposefully selected to provide coverage of high rainfall, medium rainfall, semiarid, and arid regions. Thus the survey can be considered nationally representative of smallholder agriculture in Zimbabwe. For our analysis we use an unbalanced panel consisting of a subset of 728 randomly selected households. The 55 excluded households come from the 2007 round, which we drop completely, because in that year the survey only targeted households who had received NGO support as part of the Zimbabwe PRP.
Household data
Our data provide us with detailed information on the cultivation of five crops on 4, 171 unique plots (see Table 1 ). Maize, the staple grain of Zimbabwe, is the most commonly cultivated crop. Just over half of all observations are maize, and 98 percent of households grow maize on at least one plot in every year. The next most common crop, in terms of observations, is groundnut, which is often grown in rotation with maize. The third most common crop is sorghum, which is frequently grown as an alternative to maize in the semi-arid regions of Zimbabwe. As an alternative to groundnut and sorghum, households will often grow cowpea or pearl millet, respectively. Both of these crops are much less common and combine to account for only 15 percent of observations. Examining the production data by year reveals a high degree of annual variability (see Table 2 ). 5 Yields in 2009 and 2010 were about 30 percent higher than yields in 2008 or in 2011, despite much higher levels of fertilizer and seed use in the low yield years. CA practices vary both by crop and over time (see Fig. 1 ). In 2008, adoption of CA was at over 40 percent for those cultivating maize, sorghum, groundnut, and cowpea and it was about 30 percent for those cultivating millet. Since then, adoption of CA has declined for all crops so that the average adoption rate is now only 17 percent, although use of CA for maize cultivation remains relatively high at 25 percent. Previous literature has hypothesized that this abandonment of CA by households in Zimbabwe is due to the withdrawal of NGO input support as the PRP was scaled down (Ndlovu et al., 2014; Pedzisa et al., 2015b) . We make use of this insight to help identify CA adoption.
Rainfall data
To calculate rainfall shocks we use satellite imagery from the Climate Hazards Group InfraRed Precipitation with Station (CHIRPS) data. CHIRPS is a thirty year, quasi-global rainfall dataset that spans 50 • S-50 • N, with all longitudes and incorporates 0.05 • resolution satellite imagery with in-situ station data to create a gridded rainfall time series (Funk et al., 2015) . The dataset provides daily rainfall measurements from 1981 up to the current year. We overlay ward boundaries on the 0.05 • grid cells and take the average rainfall for the day within the ward. We then aggregate the ward level daily rainfall data to the seasonal level. 6 Fig. 2 shows historic seasonal rainfall distribution by ward over the 15 year period 1997-2011. We observe large seasonal fluctuations as well as longer term cycles in rainfall patterns. The four-year period 1997-2000 saw relatively high levels of rainfall. This was followed by a six-year period in which rainfall was relatively scarce. Since 2007, and throughout the survey period, rainfall was again relatively abundant. It is important to note that only one year in the survey period, 2011, experienced below average rainfall. To some extent, our results will be driven by the yield outcomes from the single drought year in our study.
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We follow Ward and Shively (2015) in measuring rainfall shocks as normalized deviations in a single season's rainfall from expected seasonal rainfall over the 15 year period 1997-2011:
7 For more detail regarding seasonal variation in rainfall see Online Appendix A. For results from robustness checks using various subsets of years see Online Appendix D. Here shocks are calculated for each ward w in year t where r wt is the observed amount of rainfall for the season, r w is the average seasonal rainfall for the ward over the period, and r w is the standard deviation of rainfall during the same period. Our rainfall shock variable treats too little rain as having the same effect as too much rain. While this may not appear to be meaningful in an agronomic sense, proponents of CA claim that CA will have a positive impact on yields in both abnormally wet and abnormally dry conditions (Thierfelder and Wall, 2009) .
We also calculate a measure of rainfall shortage as:
as well as a measure of rainfall surplus:
These measures help clarify if CA's impact on yield resilience is primarily due to mitigating loss from drought or from excess rainfall. One potential concern with our rainfall terms is that they are measures of annual deviations in meteorological data which are designed to proxy for agricultural drought or overabundance of rainfall. In Zimbabwe, agricultural drought can take the form of late onset of rains or mid-season dry spells. A further complication is that rainfall in Zimbabwe is often of high intensity but low duration and frequency, creating high runoff and little soil permeation. To test for this, we examine the impact of both seasonal and monthly deviations in rainfall on crop output. We find little empirical evidence that late onset of rainfall or mid-season dry spells reduce yields. Results from these regressions, as well as a more detailed discussion of historical rainfall patterns, are presented in Online Appendix A. Based on these results we conclude that our use of seasonal deviations is a strong proxy for rainfall-induced stresses to agricultural production.
Identification strategy
Our analysis is based on observational data from a setting in which households were randomly selected into the survey but adoption of CA was not random. Thus, care must be taken in understanding what constitutes the relevant comparable group for hypothesis testing. Additionally, identification of the impact of CA on yields is confounded by two potential sources of endogeneity. First, time-invariant unobserved household-level characteristics might influence both CA adoption and yields. Second, time-variant unobserved shocks captured in kit may simultaneously affect the adoption decision and crop yields.
Establishing the relevant comparison group
While we want to compare adopters to non-adopters, if CA requires different levels of inputs, or if yields respond in different ways to inputs under CA compared to traditional cultivation (TC), we cannot simply compare across the two groups, irrespective of any selection issues.
In Table 3 we explore the differences in outputs and input use by crop across cultivation practices. 8 Mean yields for all crops are significantly higher under CA than under TC methods. One obvious potential reason why CA is often associated with higher yields is that households increase the intensity of agricultural input application under CA. Compared to TC methods, CA is associated with significantly higher levels of both basal and top applied fertilizer. Conversely, more seed and land is used in TC compared to CA for most crops. The different rates of input use between CA and TC means that the two cultivation techniques are not directly comparable without taking into consideration measured inputs. Because we observe the quantity of fertilizer, seed applied, and the size of each plot, we can directly control for these differences in our econometric analysis.
Directly controlling for input use in our regression framework only allows us to compare CA adopters to non-CA adopters (ignoring issues of selection), if our assumption that yield response curves do not vary by cultivation method holds. We can verify this by graphing the correlation between yields and inputs. In the top row of Fig. 3 we draw scatter plots of yields and seeding rates in panel (1), yields and basal fertilizer application rates in panel (2), and yields and top fertilizer application rates in panel (3). Blue diamonds represent observations from CA plots and yellow circles represent observations from TC plots. We then fit a quadratic function to the data along with a 90 percent confidence interval band. Panels (1)- (3) imply that CA does not affect the responsiveness of yields to seed but may affect the responsiveness of yields to both basal and top applied fertilizer. Thus, we cannot compare yields of CA plots to TC plots, even when explicitly controlling for the amount of measured inputs applied to the plot.
Our data were collected during the implementation of the Zimbabwe Protracted Relief Program (PRP). The PRP simultaneously promoted CA and provided access to subsidized fertilizer and seed. While the subsidy program provided nearly universal coverage at the district level, within districts program support varied from ward-to-ward. Thus, a household's access to subsidized inputs varies depending on which ward a household lives in. To examine if the difference in yield response to inputs across cultivation method is a result of access to inputs, and not a result of CA itself, we estimate four different regressions: log of yield on ward indicators, log of seed on ward indicators, log of basal fertilizer on ward indicators, and log of top fertilizer on ward indicators. We then plot the residuals from these different regressions and again fit a quadratic function to the data (see panels (4)-(6) in Fig. 3 ). The result allows us to compare yield response by cultivation method within a ward, and thus control for different rates of access to inputs across wards. Comparing panels in the top of Fig. 3 to panels in the bottom, much of the apparent differences in yield response to inputs is actually a result of ward effects. While differences in yield response do not completely disappear, the differences that remain are small compared to differences coming from variation in access to inputs. We conclude that after controlling for ward, our assumption that yield response curves do not vary by cultivation method appears to hold.
9
In our regression analysis we control for differences in access to inputs resulting from ward location using household fixed effects. Additionally, household fixed effects remove any other unobserved time-invariant household effects, such as skill at farming, wealth, or risk aversion, that may be correlated with both the i term, the decision to adopt, and yields in Eq. (15). Thus, we are estimating the yield response to CA within a household during periods of high and low rainfall shocks, compared to the norms a household experiences over time.
Within a household, farmers may choose to apply CA techniques to some plots and not others based on plot-level unobservables. To test whether this is a valid concern, we compare output and input use across two different "treatment" and "control" groups. In the first, we compare plots on which CA was used in all four rounds of the data (always adopters) with plots that were cultivated using CA in 2008 but which reverted to TC practices in subsequent years (future disadopters). In the second, we 8 For each crop-cultivation pair we first test for normality of the data using the Shapiro-Wilk test. In every case we reject the null that the data is normally distributed. Because of this, we rely on the Mann-Whitney (MW) test instead of the standard t-test to determine if differences exist within crops across cultivation practices. Unlike the t-test, the MW test does not require the assumption of a normal distribution. In the context of summary statistics we also prefer the MW test to the Kolmogorov-Smirnov (KS) test, since the MW test is a test of location while the KS test is a test for shape. Results using the KS test are equivalent to those obtained from the MW test.
9 In addition to the possibility that quantity of input use varies by location, there is also the possibility that quality of input use varies. While the data lacks direct measures of quality, it does contain information about the source of inputs. There does not appear to be large differences in the source of fertilizer based on whether or not the plot was cultivated using CA. We do find that newly purchased seed tends to be used on TC plots, but any bias introduced by differences in seed quality would make our estimates of yield resilience due to CA an underestimate. compare plots that never experienced CA (never adopters) with plots that were cultivated using TC in 2008 but which adopted CA in subsequent years (future adopters). The intuition behind comparing these plot-level adoption types is that if differences in output and input use exist only after adoption histories diverge, then plot-level unobservables are not a concern. Examining Table 4 , we see that in 2008 output and input use levels tend to be statistically indistinguishable from each other. 10 The two exceptions are the seeding rate between always adopters and future disadopters, and the rate of application of top fertilizer between never adopters and future adopters. By 2011, when adoption histories are different, both yields and input use has diverged. The one exception is basal fertilizer, which is the same between never adopters and future adopters. Thus, there is prima facie evidence that differences in yields on CA and TC plots are due to differences in input use and not due to differences in unobserved plot-level characteristics. In summary, Table 3 demonstrates that a naive comparison that does not consider differences in input use would lead to the erroneous conclusion that CA, by itself, increases yields for all crops. To address this issue, we include measured inputs by crop type in our regression analysis so that we are comparing CA plots to TC plots with similar input use. A second concern is that yields under CA might respond differently from yields under TC. Fig. 3 shows that controlling for differences in access to inputs at the ward level explains most of the differences in yield response. Our use of household fixed effects controls for this and means that we are comparing yields on CA plots within a household during periods of high and low rainfall shocks to the norms a household experiences over time. A final concern is that households may choose to apply CA to certain plots based on unobservable plot-level characteristics, thus making plot-level comparisons within a household invalid. Table 4 shows that differences in yields are due to differences in input use and not differences in unobserved plot-level characteristics. As a robustness check, in subsection 5.3 we estimate yield functions using plot-level fixed effects, which allows us to compare yields under CA and TC methods for plots whose adoption status changed over the period of study. 
Selection bias
Having established the relevant comparison group within our data, we next deal with the potential of selection bias. Because adoption of CA is not random, it is likely to be correlated with unobserved time-varying factors. In the case of Zimbabwe, CA was promoted as one element in the PRP, which also included subsidies for inputs (Mazvimavi et al., 2008) . Thus, adoption rates of CA within a ward are strongly correlated with the level of input subsidies distributed in the ward (Mazvimavi and Twomlow, 2009; Ndlovu et al., 2014; Pedzisa et al., 2015b) . Because the intensity of promotion and the level of subsidies changed from year-toyear, adoption of CA is neither random nor static and therefore is likely correlated with unobserved time-varying factors.
To address the endogeneity of CA we instrument for plot-level adoption using the number of households in the ward that receive NGO support as part of the PRP. An appropriate instrument for this model need not be random but must be correlated with the plot-level decision to adopt CA and uncorrelated with plot yields, except through the treatment. As Fig. 4 shows, there is strong correlation between the probability that a household adopts CA and their receiving assistance from an NGO, as part of the PRP, in the form of input subsidies. According to the final report on the PRP, rural households were categorized into four standardized groups based on asset ownership, labor availability, and severity of cash constraints (Jennings et al., 2013) . While the PRP provided support to 1.7 million people, those who were eligible for input subsidies, and thus most likely to adopt CA, were required to be households with land and labor but no cash. Eligibility for NGO support was well defined but due to budgetary limitations not all eligible households received support, meaning that NGOs may have targeted individual households based on unobservable characteristics.
That not all eligible households received subsidized inputs raises the concern that correlation exists among NGO targeting of households, CA adoption, and yields. To demonstrate that our instrument satisfies the exclusion restriction, we must demonstrate that any correlation between our instrument and yields occurs only through the adoption of CA or can be explicitly controlled for in our regression framework. One potential pathway of contamination is through NGO targeting of households based on time-invariant characteristics, such as those defined in the eligibility criteria of the PRP. Our use of fixed effects controls for this possibility, making the use of NGO support a plausibly valid instrument. A second potential pathway of contamination is that input subsidies likely have a direct effect on yields, making it an invalid instrument. Here we can directly control for this pathway by including the amount of seed and fertilizer applied on each plot, though we cannot control for quality of inputs. A third potential pathway of contamination is that certain wards or districts received abnormal levels of support because of local levels of land or asset ownership. While average land and asset ownership at the district-level does vary, the percentage of households in a district receiving NGO support is remarkably consistent across districts, never falling below 59 percent and never reaching above 80 percent. A final potential pathway of contamination is that NGO targeting was based on some unobservable time-varying characteristics that are directly correlated with yields. While far from definitive proof, Fig. 4 shows that there is little correlation from year-to-year between plot-level yields, CA adoption by household, and the number of households within a ward that received input subsidies as part of the PRP. 11 The level of support that neighboring households receive is correlated with a given household receiving NGO support but does not directly impact that household's plot-level yields, especially once we control for input use, household effects, and local conditions. 12 Thus, the number of households in the ward that receive NGO support satisfies the exclusion restriction.
Estimation procedure
Our primary specification follows directly from Eq. (15):
Recall that h kit is an indicator for whether crop k on plot i at time t is under CA cultivation and k is the associated impact of CA on yields. Note also that k is the impact on crop k of rainfall shock R wt in ward w at time t, as defined in Eq. (9). k is the measure of the yield resilience of crop k when it is cultivated using CA and experiences rainfall shock R wt , x ′ jkit is a vector of crop, plot, and time specific inputs, including crop-specific intercept terms, and i is a time-invariant household effect. To our original yield function we add year dummies as additional controls. Given that adoption of CA, h it , is interacted with either crop type (to give h kit ) or with crop type and the exogenous rainfall shock (to give k h kit ), we follow Wooldridge (2003) in instrumenting for only the potentially endogenous term. Prior to estimating Eq. (20) with two-stage least squares (2SLS), we estimate a zero-stage probit that predictsĥ it from the following latent variable model of adoption:
where Z wt is number of households in ward w that receive NGO support at time t, is the associated coefficient, and v it ∼  (0,
) and is independent of u it and i . Since our zero-stage equation is nonlinear, we use a Mundlak-Chamberlain device 11 The correlation coefficient between CA and plot yields is ρ = 0.1585 while the correlation coefficient between our IV and plot yields is ρ = 0.0018.
12 One may be concerned with potential spillover effects, in that a household that adopts CA due to NGO support might result in increased yields for a neighbor.
For the case of CA in Zimbabwe this is unlikely for two reasons. First, the practices that constitute CA are location specific, in that use of planting basins or residue or rotation on one plot will have no impact on the productivity of another plot. Second, even if this was not the case, households in the survey are relatively dispersed throughout wards, meaning that the plots of one household are not contiguous with neighboring households.
to control for household unobservables instead of the fixed effects used in the 2SLS. This amounts to replacing i with its linear projection onto the time averages of observable choice variables i = x i + c i , where c i ∼  (0,
) (Mundlak, 1978; Chamberlain, 1984) . Using the Mundlak-Chamberlain device allows us to avoid the incidental variable problem created by using fixed effects in a nonlinear model while still controlling for unobservables (Wooldridge, 2010) . While our zero-stage and 2SLS equations take different approaches to controlling for i , identification of h it still fully relies on Z wt . Any difference that exists between the fixed effects and the Mundlak-Chamberlain device is captured in c i , which in expectation has zero mean. Our use of the Mundlak-Chamberlain device will be less efficient than fixed effects to the extent that 2 c i > 0, but this introduces no bias into our estimate of h it . Most importantly, the use of the Mundlak-Chamberlain device does not change the causal identification as it strips out time-invariant effects in the same way as using fixed effects and therefore introduces no bias into our subsequent 2SLS estimates. This has become the preferred method for controlling for time-invariant unobserved heterogeneity in non-linear equations (Ricker-Gilbert et al., 2011; Bezu et al., 2014; Verkaart et al., 2017) .
We then calculate the Inverse Mills Ratio (IMR), or sample selection correction term, usingĥ it and construct instruments for h kit by interacting the IMR with crop type and construct instruments for ki h kit by interacting the IMR with crop type and the exogenous rainfall shock. Wooldridge (2003) shows that this approach produces consistent estimates and improves on efficiency when compared to instrumenting the entire interaction term. We then use these instruments to estimate Eq. (20) using 2SLS.
This allows us to conduct several diagnostic tests for our instruments. First, we calculate the Kleibergen-Paap LM statistic, which is a test for underidentification (i.e., is the correlation between the endogenous variables and the instruments statistically different from zero). Second, we conduct two different weak instrument tests, which are a higher hurdle than the test for underidentification. The problem with weak instrument tests is that there is currently no universally accepted way in which to construct p-values for these statistics when 1) errors are not i.i.d. and 2) the equation is exactly identified (Bazzi and Clemens, 2013) . This is because the Stock and Yogo (2005) critical values frequently used in weak instrument tests are calculated under the assumption that the errors in the relevant regression are i.i.d. and that there are at least two more overidentifying restrictions than the number of endogenous variables. We address this problem by conducting two different weak instruments tests. First, we report the Anderson and Rubin (1949) test statistic. The AR test, in the case of our exactly identified equations, is a test that the coefficients on all endogenous regressors are zero. This test is robust to weak instruments yet it lacks power in the presence of many instruments, which we have (Kleibergen and Paap, 2006) . As an alternative to the AR test, we follow Bazzi and Clemens (2013) in constructing p-values for use in conducting weak instrument tests using the Kleibergen-Paap Wald stat, which is robust to heteroskedasticity. Because critical values have not been tabulated for the Kleibergen-Paap Wald stat, we follow the literature and apply the critical values tabulated by Stock and Yogo (2005) for the Cragg-Donald Wald stat to the Kleibergen-Paap results (Baum et al., 2007) .
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To ensure correct hypothesis testing on our coefficients, we allow the variance structure of the error term to vary by household as well as by crop and cluster our standard errors at the household-crop level. This procedure is not without its critics. Bertrand et al. (2004) suggest that clustering at a single level is preferred to clustering at two levels. This provides two alternatives: cluster only at the crop-level or cluster only at the household-level. Given that we only have five different crops, and a large set of parameters to estimate, we are unable to directly cluster standard errors at just the crop level. Clustering at the household-level provides results qualitatively equivalent to those when we cluster at the household-crop level. 
Results
We present the results from a large complement of estimates in Tables 5-8. All models are estimated using the log of yield as the dependent variable and log values of measured inputs as independent variables. Hence, point estimates can be read directly as elasticities. 15 For brevity, we only report coefficients on CA, the rainfall deviations, and the interaction terms. Estimated coefficients on measured inputs are presented in Online Appendix B.
Main results
We first focus on the results presented in Table 5 in which CA is treated as exogenous. While it is unlikely that the decision to adopt CA is uncorrelated with the time-varying error term, these results are informative as they allow us to directly compare our estimates with previous literature on the correlation between CA and yields. Column (1) presents a simple yield function that lacks both our rainfall variable and household fixed effects. Results in column (2) come from the same regression but with fixed effects to control for time-invariant household unobservables. The correlation between CA and yields is positive and significant 13 For recent uses of weak instrument tests in applications where the Stock and Yogo (2005) critical values do not directly apply, see Sanderson and Windmeijer (2016) and Bun and Harrison (2018) .
14 To address the issue of too few crops for clustering, we estimated crop-specific yield functions with household fixed effects as a system of equations. This approach allows for correlation among crop-specific error terms, though it implicitly imposes the assumption that observations are independent if they are in the same household (Greene, 2011) . We also estimated our preferred specification but clustered errors at just the household level. 15 Given the prevalence of zero values in the input data, and to a lesser extent in the output data, we use the inverse hyperbolic sine transformation to convert levels into logarithmic values. Note: Dependent variable is log of yield. Though not reported, all specifications include crop-specific inputs and intercept terms, and year dummies. See Table B1 in the Online Appendix for coefficient estimates of crop-specific inputs. Column (1) excludes the rainfall variable as well as household fixed effects. Column (2) excludes the rainfall variable but includes household fixed effects. Column (3) includes the rainfall variable and its interaction with CA but excludes household fixed effects. Column (4) includes both the rainfall variable, its interaction with CA, and household fixed effects. Standard errors clustered by household and crop are reported in parentheses ( * p < 0.1; * * p < 0.05; * * * p < 0.01).
for both maize and groundnut with and without household fixed effects. In all other crop cases CA has no statistically significant association with yields. Adding deviations from average rainfall and its interaction with CA tells a very different story. Columns (3) and (4) present point estimates of the more flexible yield function with and without household fixed effects. Focusing on the fixed effects Table 6 Zero-stage probit.
(1) (2) (3) Note: Dependent variable is an indicator for whether or not CA was used on the plot. Though not reported, all probit regressions include crop-specific inputs and intercept terms, and year dummies. Column (1) excludes the rainfall variable as well as the Mundlak-Chamberlain device (MCD). Column (2) excludes the rainfall variable but includes the MCD. Column (3) includes the rainfall variable but excludes the MCD. Column (4) includes both the rainfall variable and the MCD. Standard errors clustered by household and crop are reported in parentheses ( * p < 0.1; * * p < 0.05; * * * p < 0.01). Note: Dependent variable is log of yield. Though not reported, all specifications include crop-specific inputs and intercept terms, and year dummies. See Table B2 in the Online Appendix for coefficient estimates of cropspecific inputs. In each regression the adoption of CA is treated as endogenous and is instrumented with the Inverse Mills Ratio (IMR) calculated from the predicted values of the zero-stage probits reported in Table 6 .
The CA × rainfall shock term is also treated as endogenous and instrumented using the interaction of the IMR and the rainfall shock term. The null hypothesis of the Kleibergen-Paap LM test is that the rank condition fails (i.e., the first-stage equation is underidentified). The null hypothesis of the Anderson-Rubin Wald test is that the coefficients on the endogenous regressors in the structural equation are jointly equal to zero (i.e., the instruments in the first-stage equation are weak). The null hypothesis of the Kleibergen-Paap Wald test is that a t-test at the 5% significance level on the coefficients of the endogenous regressors rejects no more than 25% of the time (i.e., the instruments in the first-stage equation are weak). Standard errors clustered by household and crop are reported in parentheses ( * p < 0.1; * * p < 0.05; * * * p < 0.01).
results in column (4), CA by itself no longer increases yields for any crop and appears to be correlated with lower yields for sorghum. Exposure to a rainfall shock decreases yields for all crops. When we examine the interaction terms, we find that CA is correlated with higher yields for maize and sorghum during periods of rainfall stress. For millet, groundnut, and cowpea CA has no statistically significant association with yields, regardless of rainfall levels. The results in columns (1) and (2) of a positive correlation between maize yields and CA are similar to the results presented in much of the previous literature (Kassie et al., 2009; Mazvimavi and Twomlow, 2009; Kassie et al., 2010; Teklewold et al., 2013a, b; Brouder and Gomez-Macpherson, 2014; Ndlovu et al., 2014; Abdulai, 2016; Manda et al., 2016) . These positive and statistically significant correlations are often interpreted as demonstrating that CA increases yields compared to TC and are used to justify the continued promotion of CA (Giller et al., 2009 ). However, similar to Arslan et al. (2015), we find that this result is not robust to the inclusion of rainfall measures. Additionally, we expect these results to be biased due to correlation between the decision to adopt and the error term. Table 6 presents results from the zero-stage probit regressions. For all four specifications the number of households in the ward that receive NGO support is positive and significantly correlated with the choice to adopt CA. In Table 7 we present results similar to those in Table 5 but controlling for the endogeneity of CA. Our instruments pass both the underidentification and weak instrument tests, but only in regressions with household fixed effects. Because of this, our preferred specification is column (4) because it includes CA-rainfall interaction terms and simultaneously controls for unobserved shocks through the IV and unobserved heterogeneity through household fixed effects. We find that CA, by itself, decreases yields on maize and provides no significant advantage over TC for the other crops. Similar to the results in column (4) of Table 5 , we find that rainfall deviations reduce yields on all crops.
While the lack of impact of CA on yields is discouraging, it is not the full story. 16 When we examine the interaction between CA and rainfall we find that CA increases yields in times of rainfall stress for maize and groundnut. For all crops, except sorghum, the coefficients on the CA terms are of a larger magnitude than in the regressions that treat CA as exogenous. Once we control for the endogeneity of the adoption decision, the coefficients on CA tend to be more negative while the coefficients on the interaction terms tend to be more positive. The bias generated from not controlling for the endogeneity of CA appears to underestimate the impact, either positive or negative, of CA on yields. Having controlled for the bias, we conclude that smallholder farmers in Zimbabwe who cultivate their crops using CA practices receive higher yields compared to conventional farmers but only in times of rainfall stress. Online Appendix C presents the outcomes from a number of robustness checks on our main results.
Alternative rainfall measures
While our main results provide evidence that CA cultivation during deviations from average rainfall helps mitigate crop loss, our measure of rainfall deviation is agnostic to whether or not the shock is from surplus rainfall or a shortage of rainfall. While proponents claim that CA will have a positive impact on yields in both abnormally wet and abnormally dry conditions, there is reason to believe that CA may be more effective in one situation compared to the other, depending on the crop in question.
The first three columns in Table 8 present results from regressions which treat CA as endogenous and include household fixed effects. Column (1) shows results from the regression with the rainfall shock measured as a shortage as in Eq. (18). Column (2) replaces the rainfall shortage with a rainfall surplus as in Eq. (19) . Column (3) uses both rainfall shortage and surplus measures. Instruments in all three regressions pass the underidentification test and the AR weak instrument test. Only instruments in the regressions from column (1) and (2) pass the Kleibergen-Paap weak instrument test. Despite this, the specification in column (3) is our preferred one because it includes the full range of data and allows the impact of CA to vary based on the type of rainfall event and what crop is being cultivated.
Focusing on column (3), rainfall shortages have a negative and significant impact on yields for all crops, while rainfall surpluses have a negative and significant impact on yields for all crops, except groundnut. In average rainfall periods, the use of CA does not have a significant impact on any crop. Examining the interaction terms, the use of CA improves maize yields both when rainfall is above average and during times of drought. For sorghum and cowpea, CA improves yields during times of drought 16 It is prudent to remember that in many cases the positive yield impacts of CA only appear after ten to fifteen years of CA cultivation (Giller et al., 2009 (Giller et al., , 2011 . Given that our panel only covers four years, it may be that households have yet to reap the benefits of CA practices.
but not surplus rainfall. CA has no specific impact in mitigating losses from either surpluses or shortfalls of rain for millet and groundnut.
In summary, we find that during periods of average rainfall, CA typically has no impact on yields compared to TC. Furthermore, the coefficient on CA is generally negative, suggesting that if CA has any impact on yields it is to reduce them compared to TC. This is in marked contrast to much of the previous literature, which finds a positive correlation between CA and yields. We believe this difference is due to previous studies failing to control for the multiple sources of endogeneity in the CA adoption decision. Second, during seasons that experience above or below average rainfall, CA mitigates yield losses due to these deviations. Maize and groundnut yields are more resilient under CA. Third, when we allow for rainfall shortages to impact yields differently from surplus rainfall we find that only maize yields are consistently more resilient under CA than under TC. Online Appendix D tests the robustness of these conclusions using a number of different rainfall specifications. 17 In general, CA either has a positive impact on yields in times of stress or it has no impact at all. We conclude that while CA may not improve yields during average seasons, and may even decrease yields, production using CA is more resilient, especially for maize, when rainfall shocks occur.
Plot level controls
One potential concern with our previous results is that the choice to adopt CA may not be driven by unobserved household characteristics but instead by unobserved plot-level characteristics. Given that CA is promoted as a technology to halt and reverse land degradation, households may apply CA on plots where they know soil quality is poor. If this is the case, we would expect yields on CA plots to be systematically lower than yields on other plots. Alternatively, though the reasoning is less clear, households might apply CA on plots where they know soil quality is good.
Our panel covers only four seasons with households initially adopting CA in one to four years prior to data collection. Since it takes anywhere between ten and fifteen seasons for CA to significantly increase soil organic matter (Giller et al., 2009) , we assume that plot characteristics, such as soil quality, are time-invariant in our data. If this is not the case, our estimates will be biased downward. We employ panel data methods to control for the correlation between the decision to adopt and unobserved plot characteristics. However, there might also be time-variant shocks that influence the decision to put a specific plot under CA instead of influencing the household-level decision to adopt. To control for potential time-invariant shocks we again use instrumental variables.
Columns (4) in Table 8 presents results from a regression designed to control for both sources of plot-level endogeneity. We restrict the sample to plots that we observe more than once over the study period. This reduces our sample size to 5, 004 but allows us to directly control for unobserved heterogeneity at the plot-level. However, due to issues of collinearity we are unable to use plot-level fixed effects and instead implement the Mundlak-Chamberlain device in the zero-stage and 2SLS regressions. We find that our results for all crops, when controlling for endogeneity at the household-level (column (3)), are robust in our plot-level endogenous CA regression. CA by itself has no impact on yields and CA continues to build resilience for maize, sorghum, and cowpea. Similar to our previous results, we find that CA has no specific impact in mitigating losses from either surplus or shortfalls of rain for millet and groundnut.
Returns to CA
To provide some intuition on the size of impact CA has on yields we calculate predicted returns to adoption at various levels of rainfall as in Eq. (16). Using the results in column (3) of Table 8 (which controls for endogeneity of adoption and household fixed effects), we multiply the coefficient on the CA-rainfall interaction terms by the realized values of the rainfall shortages or surpluses. We then sum these values along with the coefficient on the CA-only term. We calculate predicted returns for each crop as well as for an average across crops. Fig. 5 graphs the returns to CA across the realized values of rainfall surpluses and shortages. For maize, the returns to CA are positive only when rainfall is one standard deviation above the average. In seasons where cumulative rainfall is below one standard deviation, the returns to CA practices are negative. The returns to using CA to cultivate sorghum are positive for almost any shortage in rainfall while they are close to zero for above average rainfall. For millet, the returns to CA are rarely ever positive, though unlike sorghum, returns are positive when rainfall is well above average. The returns to CA cultivation of groundnut are near zero, regardless of rainfall. Finally, for cowpea, returns to CA are similar to sorghum, though the negative effect of CA is more pronounced.
Taking a weighted average across crops, where the weights are the number of observations for each crop in the data, we can describe the returns to CA for a typical smallholder household in the multi-cropping environment of Zimbabwe. Households would need to experience rainfall shortages greater than one and a half standard deviations away from the mean or rainfall surpluses greater than one standard deviation away from the mean before the returns to CA would become positive. During seasons where rainfall was within this range, the average returns to CA would be negative and households would be better off using TC practices. Examining seasonal rainfall data from 1997 to 2015 across the 45 wards in our sample, 65 percent of seasons 17 We also conducted tests using satellite temperature data in place of and in combination with rainfall data. Online Appendix A briefly discusses these results. have fallen within this 'normal' range, making the returns to CA negative. Only 35 percent of the time was rainfall either low enough or high enough that the returns to CA would be positive.
To provide a sense of the economic returns to CA adoption in Zimbabwe, we also calculate predicted revenue to both CA and TC practices. First, we predictŷ CA andŷ TC for CA and TC plots from the regression presented in column (3) of Table 8 .
Second, we create a counterfactual value for each plot by subtracting the estimated contribution of CA (̂and̂) fromŷ CA and adding the estimated contribution of CA toŷ TC . This allows us to compare yields on a plot with the predict yields had the plot being cultivated using an alternative method. Third, we assign a monetary value to yields for each crop using published data from the Government of Zimbabwe's Agricultural Marketing Authority. 18 Finally, we graph the revenue associated with each cultivation practice on each plot, holding input use constant, at different realizations of rainfall surpluses and shortages using kernel-weighted local polynomial smoothing, with confidence intervals drawn at 90 percent.
The results of this "back of the envelope" approach to calculating revenue are encouraging for smallholder agricultural production in Zimbabwe. At market prices, farming generates significant revenue for all crops and both cultivation methods. Whether this is sufficient revenue to allow households to make a profit is difficult to determine because of the difficulty in valuing non-market purchased inputs, such as land, household labor, or recycled seeds. With these caveats in mind, the curves in Fig. 6 tell a fairly consistent story, particularly when interpreted in combination with Fig. 5 . On average, and for maize and cowpea, CA cultivation generates less revenue than TC over a large portion of the rainfall distribution. For sorghum, millet, and groundnut, CA also tends to generate less revenue, though these differences are frequently not statistically significant. Where 18 A strong caveat to this process is that we use price data from May 2018 in order to value production from the survey, which occurred between 2008 and 2011. The primary reason for this is that the surveys took place during and immediately after the period of hyperinflation in Zimbabwe and therefore did not collect price data but focused on the physical measurement of inputs and output. Because of these data limitations we are unable to calculate returns to adoption in terms of profit using prices from the survey period. CA produces more revenue than TC is at the far ends of the distribution, when rainfall is more than one and a half standard deviations away from the mean. Research on other 'climate-smart' agricultural technologies has demonstrated the importance of immediate and consistent positive returns in order to sustain adoption (Chabé-Ferret and Subervie, 2013; Damon et al., 2015) . The low levels of adoption, and high disadoption rates, of CA in Zimbabwe are likely a result of the technology providing low returns over much of the rainfall distribution. We conclude that CA may not be an appropriate technology for all of Zimbabwe, or any region of Sub-Saharan Africa where rainfall is not highly variable. Rather, policy should target CA for households living in areas prone to frequent severe drought or flooding.
Conclusions and policy implications
Conservation agriculture has been widely promoted as a way for smallholder farmers in Sub-Saharan Africa to increase yields while also making yields more resilient to changing climate conditions. Using four years of panel data from Zimbabwe, we find evidence that contradicts the first claim but supports the later claim. We estimate a large compliment of yield functions that include rainfall shocks, household fixed effects, and control for the endogeneity of the choice to adopt CA practices. In all these cases we find that, where CA has a significant impact on yields, it is always to reduce yields compared to TC practices during periods of average rainfall. When we consider yields during rainfall shocks, we find that yields tend to be more resilient under CA cultivation then under TC practices. Overall, returns to CA are only positive for those households that experience high variability in rainfall patterns. We conclude that previous econometric analysis that found a positive correlation between CA and yields was most likely due to a failure to control for unobserved heterogeneity among households and selection bias in the choice to adopt CA. This conclusion comes with the caveat that our data cover only four years. In the long run, CA may indeed have a positive impact on yield. To our knowledge, no long-run observational data set exists on which this hypothesis can be tested.
Two policy recommendations can be drawn from our analysis. First, our results help address the empirical puzzle of low CA adoption rates in Sub-Saharan Africa. We find that, over the four year study period, CA had either a negative impact or no impact at all on yields during periods of average rainfall. Smallholder farmers tend to be risk averse, and CA is often associated with increased labor demand and the need for purchased fertilizer inputs. Given that returns to CA can be negative, especially for maize, it makes sense that smallholders have been hesitant to undertake the added risk and cost of CA practices. We find no evidence at the plot-level that CA is associated with yield increases and therefore conclude that households' decision to not adopt, or disadopt as in the case of Zimbabwe, is most likely rational in the short-term. Policy to promote CA among smallholders should acknowledge this point and take steps to manage expectations regarding the short-term and long-term benefits of CA.
Second, CA can be effective in mitigating yield loss in environments with increased weather risk. Climate change threatens to disrupt normal rainfall patterns by reducing the duration and frequency of rainfall (prolonged droughts) and also by increasing the intensity of rainfall. We find that in both cases (abnormally high and abnormally low rainfall) yields are often more resilient under CA then under TC. This insight provides a way forward for the promotion of CA practices among smallholders. Policy should be designed to focus on CA's potential benefits in mitigating risk due to changing rainfall patterns.
We conclude that CA is indeed an example of 'climate smart' agriculture to the extent that a changing climate will result in more abnormal rainfall patterns and CA appears effective in mitigating yield loss due to deviations in rainfall. Such a conclusion does not imply that CA is a sustainable approach to agriculture for all farmers, or even for most farmers, living in Sub-Saharan Africa. This is because in periods of normal rainfall the returns to CA are negative, at least in the short run. In order to test the long-term benefits of CA on yields through improved soil fertility, future research should focus on establishing long-run observational datasets on CA practices. The challenge here is to convince enough farmers to consistently adopt costly agricultural practices that may in the short-term cost them, absent the realization of extreme rainfall events.
