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We show how restructuring a denotational definition leads to a more etlicient 
compiling algorithm. Three semantics-preserving transformations (static replace- 
ment, factoring, and combinator selection) are used to convert a continuation 
semantics into a formal description of a semantic analyzer and code generator. The 
compiling algorithm derived below performs type checking before code generation 
so that type-checking instructions may be omitted from the target code. The 
optimized code is proved correct with respect to the original definition of the source 
language. The proof consists of showing that all transformations preserve the 
semantics of the source language. 17 1989 Academic Press, Inc. _ 
INTRODUCTION 
Several researchers have investigated methodologies for deriving an 
implementation from a language’s denotational definition (Hudak and 
Kranz 1983; Jones and Muchnick, 1982; Nielson, 1985; Pleban, 1981; 
Turner, 1979; Wand, 1980, 1982a, 1982b, 1983). The primary goal in this 
area is to develop an efficient implementation from a formal definition in a 
such a way that correctness can be verified. Typically, a standard 
denotational definition specifies the run-time behavior of a construct. Such 
a definition may be translated easily into an interpreter and, although it 
may be inefficient, the implementation is guaranteed to be correct. The 
methodology presented in (Wand, 1980, 1982a, 1982b, 1983) compiles a 
program by applying meaning-preserving transformations to a language’s 
continuation semantics. The correctness proof is straightforward; it 
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depends on showing a direct relationship between the functions specifying 
the meaning of each construct and the representation chosen for each 
construct. In this paper, this methodology is extended to derive a compiler 
which uses data flow analysis to produce more efficient target code. The 
extended methodology can be described as a four step process: 
(1) Write a standard continuation semantics for the source language. 
(2) Identify computations which may be performed before program 
execution and transform those computations into static operations (static 
replacement ). 
(3) Rearrange the definition so that the static operations are 
evaluated before and independently of dynamic interpretation (factoring). 
(4) Choose a representation for the dynamic meaning of each 
construct in the language (combinator selection). 
Steps one through four are illustrated below for an expression language 
called EL. First, a standard dynamic semantics is written. EL is strongly 
typed therefore type-checking operations may be expressed as static com- 
putations. The static replacement step converts run-time type checking 
operations appearing in the dynamic definition into equivalent static 
computations. Factoring rearranges the semantic clauses so that static type 
checking is performed independently of and prior to dynamic inter- 
pretation. The resulting definition is suitable for compiler derivation using 
the methodology already described in (Wand, 1980, 1982a, 1982b, 1983) 
which consists of three steps. First, a continuation semantics is written in 
combinator terms (combinator selection). Second, associative properties of 
the combinators are employed to rotate terms into a linear form. Third, 
machine actions, which reduce the terms to normal form, are derived from 
the semantic clauses. 
The purpose of this work was to investigate how program improvement 
techniques used by realistic compilers could be rigorously described in a 
denotational framework. In particular, how could a formal description of 
data flow analysis be used to yield a better compiler than the sort derived 
in (Wand, 1980, 1982a, 1982b, 1983)? We found writing a denotational 
description of the tybe constraints of EL to be a straightforward process. 
The static definition closely models typical compiler behavior; constructs 
are analyzed for type information using a static environment in much the 
same way that a compiler performs type checking using a symbol table 
(compile-time environment). Incorporating static analysis into a dynamic 
definition results in a formal specification which expresses type checking in 
terms of compile-time information. Target code derived from such a 
modified definition is more efficient than code derived directly from the 
original dynamic definition. Although this paper only discusses type 
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checking, this methodology is applicable to other program improvements 
(Montenyohl, 1986). 
1. STATIC REPLACEMENT 
Table I contains the syntax and continuation semantics of EL. The 
auxiliary functions (terminate, etc.) and error messages are displayed in the 
Appendix. The value of an expression can have one of three types: integer, 
real, or boolean. Therefore, the domain of expressed values is the disjoint 
union of three domains: Int, Real, and Bool. Type checking can be 
expressed using the domain operation for inspection. For instance, the type 
of an expressed Evalue (v) can be determined by evaluating (isInt? u), 
(isReal? v) or (isBool? u). The conditional expressions are written using a 
guarded command style rather than deeply nested *, phrases. The domain 
inspection predicates represent run-time type-checking operations because 
v is a run-time value. 
TABLE I 
Definition of EL 
syntax 
(ExP) ::=(Co”st) I (Ide) I let @de)= (Exp) in (Exp) 1 ((Exp) + (Exp)) 
(Con+ ::= int (Intcanst) ] real (Reakonst) 1 bool(Boolconst) 
Dynamic Semantics 
Evahe : Int + Red + Boo1 (IJ) expressed values 
Econt : Evalue - Answer (c) expression continuatims 
Dvalue : Evalue + {‘undeclared’) denoted values 
Em : Ide - Dvalue (p) dynamic environment 
& : Exp -* Env -t Econt - Answer 
&lint cl = rnt-const c 
E(rea1 c] = real-const c 
&[bool ci = bool-const c 
&[i] = Ape. pt = ‘undeclared’ + tcrminole erwx, 
, L [(pi) 1 Evalue] 
&[let 2 = e, in ez] = Xpr. &[r,]p(Av. &[e&ezt-rho zpu) c) 
b[(e, + ed] = 
~P4eljP(~ul. 
isInt? ut : 
a4P(&. 
isInt? “2 : L [((WI ( Int) +(q 1 Int)) inEval”e] 
isReal? “2 : f[(((v~ 1 Int) inReal +(uzl Real)) i”Eval”e] 
isBoo]? vz : terminate crrmz) 
isReal? 0, : 
a4P (h. 
isI”t? “2 : c[((w 1 Real) + ((vz 1 1nt)inReal)) i”Evahe] 
isReal? ~‘2 : c[((Q 1 Reel) + (ul I Real)) i”Ev&e] 
isBml? “2 : termmate errors) 
isBoo]? v1 : 
Ek21P (h. 
isI”t? lJ2 : tenrnafe errm-~ 
isReal? UT : tenmnte v’or-2 
isBm1” “2 : c[((o, 1 Bool) + (Q 1 Boo])) i”Ev&e])) 
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TABLE II 
Static Semantics for EL 
TYPO ype-En” 1 j’i:: ‘;a$ ‘boo]‘, ‘untyped’) (1) tYP= 
(7) type environment 
E, : Exp + Type~Env + Type 
&t[ez]r = ‘id’ =s ‘id’, 
&,[e& = ‘real’ * ‘real’. 
&,[e& = ‘bool’ + ‘untyped’. ‘untyped’, 
&,[e$ = ‘real’ a 
&t[ez]r = ‘id =+ ‘real‘, 
E,[e& = ‘red’ j  ‘real’, 
&<[e& = ‘bool’ z. ‘untyped‘, ‘untyped’, 
&,[c& = ‘bool’ =s 
E&jr = ‘int’ + ‘untyped’. 
Cc[et]r = ‘real’ =S ‘untyped’, 
E,[cz]r = ‘bool’ + ‘bool’, ‘untyped’, ‘untyped’ 
If a language is strongly typed, one may define type-checking com- 
putations as functions of syntax, a set of types, and an environment that 
maps identifiers to types. Table II contains a direct denotational definition 
of the type constraints of EL. The function 8t takes an expression and a 
type environment and returns the type of the expression. If a type error 
exists in the expression, it returns “untyped.” 
Note the plus sign used in the denotation for an addition expression is 
overloaded; in the expression ((u 1 1 Real) + (u2 1 Real)), the plus sign denotes 
real addition whereas the plus sign in the expression ((0, I Bool) + 
(u2 1 Bool)) denotes logical disjunction. 
The static definition does not mention coercions explicitly, but the static 
value of a construct depends on the coercion rules for the language. For 
example, if x is bound to “real” and y is bound to “int,” then the value of 
8,;[[(x + y)] 5 is “real.” Only integer-to-real coercion is allowed in EL. 
Theorem 1.2, given below, asserts that run-time analysis in the dynamic 
definition of EL may be replaced by static analysis with no loss of meaning. 
In order to prove this theorem, it is necessary to establish a relationship 
between the static environment and the dynamic environment. The Type 
Consistency Property shown below states this relationship. It asserts, in 
the first item, that the dynamic environment is defined for all identifiers; 
applying the environment to an identifier yields either “undeclared” or a 
CORRECTSTATIC ANALYSIS 155 
non-bottom element of Evalue. The remaining items state that the static 
environment must correspond to the dynamic environment in two ways: 
(ii) if an identifier is undeclared during execution then it is also statically 
bound to “untyped”; (iii) if an identifier is bound at run-time to an element 
of Int, Real, or Boo1 then the static environment binds that identifier to the 
type “int, ” “real,” or “bool,” respectively. 
Type Consistency Property. Let r E Type-Env, p E Env; (T, p) are type 
consistent if and only if for all i E Ide, 
(i) pi + 1 thahe and [pi I Evaluel # 1 Evalue 
(ii) zi = “untyped” o pi = “undeclared” 
(iii) zi = “int” 0 i&t? (pi), 
zi = “real” o isReal? (pi), and 
pi = “bool” o isBool? (pi). 
Consistency is a reasonable property to have between the environments 
since the static binding of an identifier is derived by analyzing the same 
declaration that is used to determine the run-time binding; the declaration 
is used in static analysis to determine a type and it is used at run-time 
to determine a value for the identifier. The environment grows during 
expression evaluation. Lemma 1.1, stated below, asserts that the operation 
used to extend each environment preserves type consistency. A bit of 
notation is introduced to facilitate the statement of Lemma 1.1: the 
expression consis? (z, p) is true if (7, p) are type consistent. The proof is 
done by structural induction on e, as shown in the Appendix. 
Theorem 1.2 states the correctness of replacing a run-time test of an 
expressible value with the static test of the expression. Knowing that a 
value is associated with the domain Int, Real, or Boo1 is equivalent to 
knowing that the static value of the expression is “int,” “real,” or “bool,” 
respectively. The proof is done by structural induction on e. The interesting 
cases, the let and the addition expression, are shown in the Appendix. 
LEMMA 1.1. Let (5, p ) he type consistent. Let error E Answer. For all 
r E Type-Env, p E Dynamic-Env, let consis? (T, p ) o (7, p ) are type con- 
sistent. Let x E Ide he arbitrary but fixed. 
For all e E Exp, and E E Econt, if &[e] 7 #“untyped” then 
8[el p(h.consis? ((ext-tau xz[E,[elj 5]), 
(ext-rho xpv)) * EV, error) = B[e] PE. 
THEOREM 1.2 (static replacement ). Let (7, p > be type consistent. For all 
e E Exp and for all fi E Econt, 1 < j < 4, 
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if 8, [e] r # “untyped’ then 
6 [en p( Au isInt? v : ,f, v 
isReal? v : fi v 
isBool? v: f3v) 
= &‘[e] p(iv &,[e] r = “int” *flu 
8, [e] T = “real” 3 f2 v 
8, [en z = “bool” 5 f3 v 
1 .f4u). 
2. FACTORING 
After dynamic type checking is replaced by static analysis, then static 
analysis may be factored out of the dynamic clauses. The corollary below 
rearranges semantic clauses so that the static meaning of a construct is 
separated from its dynamic meaning. Lemma 2.1, stated below, cites a 
general result for the lambda calculus and the corollary that follows 
addresses this result to the definition of EL. The lemma states that the 
boolean expression of a conditional expression may be moved outside the 
lambda binding if the identifiers in the boolean expression are not bound 
by the lambda. Corollary 2.2, a trivial consequence of Lemma 2.1, is used 
to factor the dynamic meaning of EL. In the factored definition, the type of 
a syntactic object is analyzed before the object is evaluated by the dynamic 
semantic functions. The factorization hinges on the fact that the static 
analysis does not depend on any run-time values. The case notation in 
the corollary is more convenient than the arrow notation for writing 
conditional clauses for EL. 
LEMMA 2.1. Let b E Boo1 and b # 1. For all m E Econt + Answer and p, 
q E Econt, 
m( Au . b * pv, qv) = b = mp, mq. 
COROLLARY 2.2 (factorization). Let p~Env, EE Econt, and retype- 
Env. For all e E Exp, and gj E Econt, 1 < j d 4, 
8Je] r = “int” + g, v, 
&,[e] T = “real” + g, v, 
&,[e] t = “bool” j g, V, g, v) 
= 
&,[e] r = “int” q a[e] pg,, 
8, [[en 5 = “real” => d [en pg, , 
fF,[en T = “bool” => a[~] pg,, ailen pg, 
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= case &,[e] r of 
“int” : &fell P&Y1 
“real” : Fleil pg2 
“bool” : gIlelI pg3 
“untyped”: F [e] pg,. 
A version of the definition for EL, presented in Table III, expresses type 
checking in terms of syntax and a type environment. Type errors are iden- 
tified, coercions are inserted, and primitive operations are selected on the 
basis of the values of the static functions defined in Table II. The new 
definition is called the factored definition because the static meaning is 
factored from the dynamic meaning. The new semantic function takes an 
expression and a type environment as its first two arguments. For a well- 
typed expression, it returns a function which described the run-time 
evaluation of the expression. If the expression is not well typed, it returns 
the function terminate with an error message. 
TABLE III 
Factored Semantics 
E’ : Exp --t Type-Em + Env + Econt - Answer 
&‘[int ~1, = mt-const c 
E’[rea1 c]r = real-const c 
&‘[bool c]r = boot-comi e 
&‘[*)r = Apr. case &,[t]r of 
‘untyped’ : krminotc evm, 
4% : e [(PI) 1 Evahe] 
&‘[let * - ej in es), = 
Apr. case &,[e& of 
‘untyped’ : termtnnle error) 
else : case &t[ell(eri-tau iT[&t[e,17]) of 
‘untyped’ : terminate error4 
rise : E’[e,jrp (Au. &‘[e2] (ezt.tau ir[E,[e,]7]) 
(at-rho zpu) c) 
E’[(e* + ez)]lr = 
Apr. case Et[e,Jr of 
‘int’: 
case &,[e& of 
‘irk : E’[e,]rp (Xv,. &‘[e,]rp (Auz. ml-odd pqug)) 
‘~.%l’ : &‘[e,]rp (AIll. 
E’[e+p (Au?. caercep (A,. real-odd pm>) q)) 
‘bool’ : &‘[eJrp (A”,. E’[e*]rp (Xv*. terminate ermp)) 
‘untyped’ : &‘[e,]rp (Au,. &‘[e2]rp (Xvz. terminate errm5)) 
‘W.l’: 
case &,&]r of 
‘i”t’ : &‘[e&p (Au,. &‘[e*]rp (Xu2. 
~real’ : &‘[e,]rp (Au,. &‘[eJrp (Xuz. 
‘bad : E’[e,]rp (Au]. E’[e&p (Avz. 
‘untyped’ : &‘[e]rp (Au,. E’[ez]rp (Xv*. 
‘bool’: 
case &&)r of 
‘int’ : &‘[e,]rp (AU‘. E’(e*]rp (Xv2. 
‘real’ : &‘[e,]rp (XVI. E’[e&p (X”Z. 
‘bool’ : &‘[e117p (Xv,. &‘[ez]rp (AU?. 
‘untyped’ &‘(e,]rp (Au,. &‘[e&p (A”*. 
‘untyped’ : &‘[e,P~p (Au,. &‘[e$p (Xvz. terminate I 
cowcep (ml-addpw,) “1)) 
real-addpev,“~)) 
ferminote errorz)) 
termmate err‘q)) 
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For every EL construct, the factored clause gives the same semantics as 
the dynamic definition provided there are no untypable objects in the 
expression. Theorem 2.3 formalizes this assertion. The proof, shown in the 
Appendix, is done by structural induction on expressions. 
Theorem 2.3. Let (T, p) be type consistent. Let & be the dynamic 
function defined in Table I. Let 8, be the static function defined in Table II. 
Let 6” be the factored function defined in Table III. For all e E Expression 
and E E Econt, 
if &[el] z # “untyped” then &[e] PE = &‘[e] rpe. 
3. ADVANTAGES OF FACTORING 
Factoring separates type analysis from the run-time interpretation of 
each construct. This allows for better code generation. In this section we 
review the code generation methodology presented in (Wand, 1980, 1982a, 
1982b, 1983) and show how factoring improves the compiler’s output. 
Each lambda expression in Table I may be rewritten with the com- 
binators E and D, listed below. These combinators are used to organize 
the definition so that each phrase is of the form D,(a, fi) or E(or, b), where 
ix and fi have no free variables. The E combinator is used to extend an 
environment. D, steers an environment to the first sub-term (a) and steers 
an environment and a continuation to the second sub-term (fl): 
D,(a, fl) = Apex, ...xk .ap(/?p&x, ...xk) 
E(CC, fi) = lp& . Ctp(%; . /$I’E). 
Consider the let expression. The goal is to rewrite it into an expression of 
the form E(&[e,], f) where f evaluates the body (ez) in an extended 
environment. Expanding E(b[le,], f) yields APE .8’[e,] p(lp’ fp's). The 
functionality of d mandates that its continuation be a function of an 
expressed value. Therefore, we define an auxiliary function bind to accept 
the expiessed value generated by &[e,] and we use D, to steer the 
expressed value to the auxiliary. The combinator clause below is equivalent 
to the clause for the let expression in Table I: 
b[let i= e, in e,] = E(D”(b[e,j, bind i), &[e,]) 
bind i = Apxv . X(ext-rho ipu). 
The compilers developed in (Wand, 1980, 1982a, 1982b, 1983) produce 
rotated trees which represent the combinator clauses. Such trees have 
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internal nodes labeled with D,s and Es. A tree whose root is D, with 
a left child CI and a right child p is denoted by [D,a /I]. For example, the 
tree for the expression let x = int 1 in x is [E [D, [int-const l] [bind x]] 
[lookup xl]. Each leaf represents the auxiliary function with the 
corresponding name. For instance, the machine instruction [lookup x] 
represents the expression lookup x. 
In (Wand, 1980, 1982a, 1982b, 1983) the trees are rotated to obtain a 
sequence of machine instructions. A rotated tree can be executed in a 
simple iterative fashion by an abstract machine derived from the original 
definition. In this paper, we focus on compiler correctness and will not 
show the derivation of a machine for EL. Tree rotation is based on 
associative and distributive properties of some of the combinators; com- 
piler correctness depends on showing that these properties preserve the 
semantics of the language. For more details on the role of rotation and on 
machine construction, the reader is invited to read (Wand, 1980, 1982a, 
1982b, 1983). 
The clause for an addition expression can be rewritten using the techni- 
que demonstrated above for the let expression. It is more complex because 
the clause contains several run-time type-checking operations and binary 
operations. The auxiliary functions int-add, real-add, hool-or, and coerce, 
FIG. 1. Target code for addition expression (x + y). 
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defined in the Appendix, are necessary but not sufficient for rewriting the 
addition clause into combinator form. New auxiliaries called int?, real?, 
and bool? must be designed. The purpose of int?, real?, or bool? is to test 
an expressed value for membership in the subdomain Int, Real, or Bool, 
respectively. The result of the test will determine which primitive operation 
(int-add, real-add, or bool-or) to perform and also whether or not a coer- 
cion is necessary. 
If we were to rewrite the addition clause in Table I using D,, int?, real?, 
bool?, and so forth, then the compiler derived from this clause would 
produce a tree of the form shown in Fig. 1. The tree contains three con- 
ditional subtrees: one labeled int?, one labeled real?, and one labeled bool?. 
These nodes represent the run-time operations which check the type of the 
value of x. Each of these subtrees contains three conditional subtrees to test 
the type of y. The choice of which subtree to execute is based on the results 
of the tests. Only a portion of the generated code would be executed. 
It is possible to apply the methodology of (Wand, 1980, 1982a, 1982b, 
1983) to the factored clause for addition appearing in Table III. In fact, 
only the dynamic portion of the factored clause need be rewritten using 
combinators. By expressing type analysis as a static expression, we have 
reduced the dynamic semantics of the language and consequently, the 
target code is more compact. For example, if static analysis reveals that x is 
real and y is integer, then the compiler would construct the tree shown in 
Fig. 2 for the expression (x + y). No type-checking instructions are 
generated and the code contains all necessary coercion instructions. 
Actually, the compiler described below produces a linear form of the tree in 
Fig. 2, as explained in Section 4. 
[lookup xl DO 
A 
DO real-add 
/\ 
[lookup yl coerce 
FIG. 2. Optimized code for addition expression (x + y). 
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4. COMPILING EXPRESSIONS 
The compiling algorithm for EL is presented in Table IV. The function 
G?+ takes an expression and a type environment and returns code which 
correctly represents the meaning of the expression. Type checking is done 
TABLE IV 
EL Compiler 
&-<mp,r : Exp + Type-Em, - CodeL,, 
‘untyped’ : [type-error error,] 
else : [lookup ,I 
‘untyped’ : [type-error error31 
else : case &&&ez1.lau 2i]&,lE,)T)) of 
‘untyped’ : [type-error error.1 
else : let codez = Em,,,,. [e,](ert-tau m[&,[e,jr], 
in roi( IE COO code, [bind 111 codes1 1 
let code, = &~,,,,,~[e,]r and code? = &rmp,r[& 
in 
rot case &&,jT of 
‘int’ : 
CBS.2 &,[+I7 of 
‘int’ : [Do code, [D, code? int-add11 
‘real‘ : [Do ID, co&, coerce] CD, code2 real-add]] 
'bool' : [Do code, CD, codez hype-error error~lll 
‘untyped’ : [Do code, LO, code? [type-error crrw,lJJ 
‘real’ : 
case E+[e& of 
‘int’ : [Do codes CD, [Da codez coercel real-add11 
‘r&31’ : [Do code, [D, code? real-add11 
‘bool’ : IDo code, CD, code, [type-error error7111 
‘untyped’ : [Da code, CO, cgdel [type-error errar~lll 
‘boo]’ : 
c@.se &*[e& of 
‘int’ : Do code, ID, code? [type-error error1311 
‘real’ : [Do code, CD, code2 [type-error emr~333 
‘bool’ : [Do code, [D, code2 bool-or11 
‘untyped’ : [Do code, ID, code2 [type-error ermr~lll 
‘untyped’ : [Do code, ID, code2 [type-error error,]11 
Rotation Function 
rot IE [Or, a 111 -,I = rot [Do oi CE fi yll 
rot CDt CD, a p 1 71 = rot CD&+, 01 CDr B 711 
rot CDI a 01 = [Dt (rot m) (rot @I if L) # ID, I yl 
mf  CE 01 Bl = [E (rot a) (rot @)I if (1 # CD, I VI 
mtt=tiftisalcaf 
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before any code is generated. Hence, the compiler produces linear trees of 
instructions and no type-checking instructions appear in the compiler 
output. 
The compiler produces trees which directly correspond to the com- 
binator portion of the factored clauses. Compiler correctness is 
straightforward to prove (Montenyohl, 1986). Theorem 4.3 says that the 
function which corresponds to the target code is equivalent to the original 
definition of EL. Additional notation is used to state the theorem: let 4 be 
the function which maps target code to the corresponding combinator 
function. For example, 
cj( [DO [lookup x] [D, [lookup y] int-add]]) 
= D,( lookup x, D, (lookup y, int-add)). 
The proof depends on three facts. First, the rotation function which is 
used to linearize the trees is semantic-preserving. Propositions 4.1 and 4.2, 
stated below, describe how the combinator terms may be rotated without 
disturbing the meaning of an expression. Second, the combinators preserve 
the semantics of the language. This can be proved by expanding com- 
binator terms into the factored clauses. Third, Theorem 2.3 states that the 
factored clauses are equivalent to the original definition of EL. 
The methodology summarized above is applicable to other language 
constructs. In the next section, the compiler is enhanced to translate 
assignment statements and loops. The same steps are taken to convert 
a continuation semantics for assignment and loops into a compiler 
specification. 
PROPOSITION 4.1. Dk(D,(a, /I), y) = Dk+&a, Dk(/?, y)). 
Proof: 
D,(D,(K PI> Y) 
=Aplcx, . ..xk .D,(a, fl) p(yptix, . ..xk) 
=Iplcx, ..‘.Xk .E*Xk+, “‘xk+P 
.@P(iMYP~X, . ..xk)xk+l . ..xl.+,) 
= epics, . . . x/( + p .ccp(D,(fl, y)ptix, ...v~~+,,) 
=Dk+Ja, D,AP, ~1). 
PROPOSITION 4.2. E(D,,(a, p), y) = DO(a, E(fi, y)). 
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Proof 
E(al(4 BL Y) 
= 4% .&I(% PI P(W .YP’X) 
=nPx.rP(~P(~P’-yP’X)) 
= hx. w(E(B, Y)) 
= D,(k mx Y)). 
THEOREM 4.3. Let E be the function defined in Table I. Let 8, be the 
function defined in Table II. Let c$,,,~ be the function defined in Table IV. 
Let (t, p > be type consistent. For aN E E Econt and for all e E Exp, 
if G;[e] z # “untyped” then &8Cmpl,[eJ z) PE = &[e] ps. 
5. AN IMPERATIVE LANGUAGE WITH LOOPS 
Table V contains the syntax and semantics for two kinds of statements: 
assignment and iteration. Adding assignment to EL requires modifications 
to the semantic domains and equations. Identifiers will now denote 
locations (instead of values) and the store maps location to values. The 
semantics of an identifier expression is different; the function d calculates 
the stored value associated with an identifier using the auxiliary functions 
int-fetch, real-fetch, and bool-fetch. Also, the treatment of let expressions is 
different. The environment and store must be updated with the new 
binding before the body can be evaluated. In the tables which follow, new 
dynamic, static, and factored clauses for identifier and let expressions wili 
be given. For all other kinds of expressions, the semantics is the same as 
the equations in Table I through Table IV and so the clauses will not be 
displayed again, 
Since EL has three types of values, there are three kinds of locations 
(Int-Lot, Real-Lot, and Bool-Lot) and the store is a tuple of three 
functions @t-Store, Real-Store, and Bool-Store). For each type of 
location, one store function maps the location to its appropriate stored 
value (Int-Svalue, Real-Svalue, and Bool-Svalue). 
The clause for an assignment statement tests the type of the identifier 
and the type of the expression to determine if a coercion is needed and to 
select which update function to apply. The auxiliary function int-update is 
defined in the Appendix; the definition of real-update and bool-update are 
similar and therefore not included. The meaning of a loop is defined as the 
least fixed point of a function; the body of the loop is executed only if the 
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TABLE V 
Statements in EL 
syntax 
(Stmt) ::= (Ide) :- (Exp) 1 while (Exp) do (Stmt) 
Semantics 
Location = Int-Lot + Real-Lot + Bool-Lot (I) locatmls 
Dvalue = Location + (‘undeclared’) denotablr values 
EIW = Ide + Dvalue 
Int-Svalue = Int + {‘uninitialized int-lot’) 
Real-Svalue = Real + {‘uninitialized reel-Ioc’) 
Bool-Svalue = Boo1 + (‘uninitialized bool-lot’) 
Int-store = Irk-Lot - I&Svalue 
Int-store = Real-LCK -i Real-Svalue 
(p) run-tme environment 
Bool-Store = Bool-Lot - Bool-Svalue 
store = k&Store x Real-Store x Bool-Store (0) *tore 
Ccont = Store - Answer (K) command continuation 
Econt = Evalue + Ccont (c) expression continuation 
Lcont = Location + Ccont (7~) location continuation 
Dcont = Env + Store + Ccont (x) declaration continuation 
S : Stmt - Env - Ccont - Ccont 
& : Exp - Em - Econt + Ccont 
C Ide + Env + Lcont + Ccont 
S(2 :- en = 
Xpn. L[tjp (Al. 
iSI&Lot? I : 
&[+I (X0. 
i&t? I, : mt-update prlu 
isReal? v : tentnate enroot 
isBoal? u : termmote errors) 
isReal-Lot? I : 
WP (Xv. 
i&t? 1, : taerce p (real-update pxl) ” 
isReal? ta : real-update prlu 
isBml? v : termmate evorg) 
isBc&Loc? I : 
&[e]p (XL’. 
i&t? I’ : tcrmmate errors 
isReal? v : terminate ~ ITOT~ 
isBoo]? v : bool-update p~fn)) 
else : terminate error,)) 
&[I! = 
X,x. f[,lp (XI. i&t-Lot? 1 : ,nt.feteh prl 
isRe&Loc? I : real-fetch prl 
isBoo-Lot? I : bool-f&h ptl) 
&(let t = e, in e2] = 
APE. &[e,lp (Au. i&t? u : M-bind tp(Xp’o’. &(e2)p’ro’) v 
isReal? v : real-bind ip(Xp’o’. E[e2]p’w’) v 
isBool? u : bool-bind ip(Xp’o’. &(el]p’to’) u) 
L[z] = Xpp. (p: = ‘undeclared’) j  terminate errwl 
, lookup iprj 
boolean expression evaluates to true. The syntax and semantics of 
expressions should be expanded to include booleans. However, this 
information is not given in Table V because it adds nothing new to the 
discussion. 
The clauses in Table V contain dynamic type-checking operations which 
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TABLE VI 
Static Semantics 
Msg = {‘ok’, ‘error’) 
S, : Stmt - QpeEnv - Msg 
&, : Exp + Type-Env --t Type 
C, : Ide + Type-Env - Type 
&Ii :- e]r = 
will be replaced by static tests. The static semantics for statements is given 
in Table VI. The function y: maps a statement to a message; if the 
statement is free of type errors, its static value is “ok,” otherwise its static 
value is “error.” A loop is well typed provided the body has no type errors 
and the type of the expression is boolean. The static analysis described in 
Table VI may replace the run-time analysis provided the consistency 
property stated below holds between the static environment, the dynamic 
environment, and the store. 
The first two items in this property are retained from the previous type 
consistency property. The third item states the necessary relationship 
between the static environment, dynamic environment and the store: if an 
identifier is statically bound to type “int,” “real,” or “bool” then the 
dynamic environment binds that identifier to an element of Int-Lot, Real- 
Lot, or Bool-Lot, respectively, and the value stored in the location is a 
member of Int, Real, or Bool, respectively. 
Formal statements regarding type consistency are found in Lemmas 5.1 
and 5.2 stated below. Lemma 5.1 says that consistency is preserved by the 
auxiliary functions which operate on the environments and the store. The 
proof of Lemma 5.1 is straightforward, by definition. Lemma 5.2 asserts 
that consistency is preserved by the evaluation of a well-typed identifier, 
expression, or statement. Therefore, type consistency is presented 
throughout the execution of a well-typed program. The notation 
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introduced in Lemma 1.1 is extended for the statement of Lemma 5.2: the 
expression consis? (z, p, a) is true if (r, p, cr ) are type consistent. 
Lemma 5.2 is proved using Lemma 5.1 in a manner similar to the proof 
given for Lemma 1.1. 
Type Consistency Property. Let t ~Type-Env, p E Env, and r~ E Store. 
(z, p, a) are type consistent if and only if for all ie Ide, 
(9 pi+ lovalue and (pi) 1 Location # I Location 
(ii) Ti = “untyped” o pi = “undeclared” 
(iii) the following propositions are equivalent 
. Ti = “int” 
l isInt-Lot? [(pi) ) Location] 
l isInt? (a 1 r [(pi) ) Location 1 Int-Lot] ) 
(iv) the following propositions are equivalent 
l zi = “rear 
l isReal-Lot? [(pi) ) Location] 
l isReal? (a J2 [(pi) I Location I Real-LOCI) 
(v) the following propositions are equivalent 
l ri = “boor 
l i&001-Lot? [(pi) I Location] 
l isBool? ( CJ 1 3 [(pi) ( Location ) Bool-Loc] ). 
LEMMA 5.1. Let (z, p, o ) be type consistent. For all i E Ide, 
(i) if u E Int, and 1 E Int-Lot, then 
(ext-tau iz “int”), (ext-rho ip[Z inLocation]) and 
(CAy.(y=O= Cu inht-Svaluel, (all)~I, al;?, 01,) 
are type consistent. 
(ii) if u E Real and 1 E Real-Lot, then 
(ext-tau iz “real”), (ext-rho ip[f inlocation]) and 
(crl,, [ny.(y=f)+[v inReal-Svalue], (r~1~)y], a13> 
are type consistent. 
(iii) if v E Boo1 and I E Bool-Lot, then 
(ext-tau it “boo/“), (ext-rho ip[l inlocation]) and 
(ali, eJ2, [ny.(y=Z)=> [v inBool-Svalue], (01~) y]) 
are type consistent. 
LEMMA 5.2. Let (7, p, o) be type consistent. Let error E Answer. For all 
z E Type-Env, p E Dynamic-Env and o E Store, let consis? (z, p, a) c> 
(z, p, a) are type consistent. 
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(i) For all in Ide and q E Lcont, if Y,[i] r # “untyped” then 
T[i] p(Ua -consis? (T, p, a’) * r$o’, error)0 = di4[i] pq17. 
(ii) For all e E Exp and E E Econt, if &,‘,Bej T #“untyped” then 
8 [e] p( hi’ . consis? (7, p, o’ ) * mf, error) r7 = 8 Be]) pea. 
(iii) For all s E Stmt and IC E Ccont, if Y;‘[s] r = “ok” then 
ypIIlsn ~(10’ . consis? (z, p, 0’) = Ka’, error)a = 5@[s] pica. 
Theorem 5.3 allows for the correct and equivalent replacement of run- 
time tests with static tests in expressions. Part (i) describes the correct sub- 
stitution for tests involving locations. Testing a location for membership in 
Int-Lot, Real-Lot, or Bool-Lot is equivalent to asking if the corresponding 
identifier is statically bound to “in& ” “real,” or “bool,” respectively. Part 
(ii) states the correctness of replacing run-time tests of an expressed value 
with the static tests of the expression. The proof of part (i) comes directly 
from the Type Consistency Property. The proof of part (ii) is done by 
structural induction on expressions and uses Lemma 5.2 (Montenyohl, 
1986). 
THEOREM 5.3. Let (z, p, a) be type consistent. 
(i) For all i E Ide and for all fj E Lcont, 1 d j d 4, 
zf 9* [in z # “untyped” then 
9[zJ ~(2. isInt-Lot? 1 : fi 1 
isReal-Lot? 1: f2 1 
isBool-Lot? I: f31)a 
= 6p[[i] ~(21. g[lJ r = “int” --t fi 1 
9( [ill r = “real” + f2 1 
9,,[TiJ T = “bool” --, f3 1 
, fJ)a. 
(ii) For all e E Exp and for all fi E Econt., 1 < j < 4, 
if &[e] z # “untyped” then 
b[e] p(l2v .isInt? u : f,v 
isReal? v : fi v 
isBool? u: f3 u)o 
= &+[e] p(lu -G[le] z = “int” --) fi 0 
&FJe] 7 = “real” + fiu 
&[e] 7 = “bool” + f3 v 
, f4va. 
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TABLE VII 
Factored Semantics 
S’ : Stmt + Type-Env - Env -+ Ccont + Ccont 
E’ : Exp 4 Type-Em --t Env - Econt -t Ccont 
C’ : Ide- Type-Em + Env - Lcont + Ccont 
S’[z :- en = XTpL 
ease L,[i]T of 
‘int’: 
case E,[e]r of 
‘int’ : L’[i]rp (XI. E’[e[rp (Au. int-update p~lu)) 
‘red : L’[i]rp (XI. E’[+p (Au. Lemunotc error,)) 
‘bOO1’ : C’[i]rp (XI. E’[e]rp (Xv. terminate errors)) 
‘untyped’ : C’[i]rp (XI. E’[e[rp (Xv. terminate errorg)) 
‘Wd’: 
case &,[e]r of 
‘id : L’[i]rp (Xl. &‘[e]p (Xv. cornep (real-updatcptcl) u)) 
‘real’ : /?[ilrp (XI. E’[e]rp (Au. real-update prilv)) 
‘boo? : L’[i]rp (Al. E’[e]rp (Xv. termmate errors)) 
‘untyped’ : L’[i]Tp (XI. E’[el~p (Au. teminofe errors)) 
‘baol’: 
case &,[e]r of 
‘int’ : L’[t]rp (XI. E’[e]~p (Au. terminate error.,)) 
‘red : L’[i]rp (XI. E’[e[rp (Xv. terminate errors)) 
‘boo1 : L’[+p (Al. &‘[elrp (Xv. bool-updotcpoclu)) 
‘untyped’ : f’[ilrp (XI. E’[e[~p (Xv. Icrminalc errors)) 
‘untyped’: P[tlrp (Al. &?[e]rp (Xv. hminole erroq~)) 
S’[uhile e do s] = Xrpr. 
case S&Jr of 
‘ok’: 
‘bad : jiz(XS. &‘[e[rp(!est(body (.S[S[T)& relurn)p.)) 
else : &‘[e]rp (Xv. terminate error,) 
‘error’ : Apt. hmtnote errcq, 
E’[i] = Xrpc. 
case E,[+ of 
‘id : L’[i]rp (Al. inl-fetch pel) 
‘real’ : L’[i]Tp (XI. veal-fetch prl) 
‘bool’ : L’[i]rp (XI. boot-fetch prl) 
‘untyped’ : L’[i[rp (XI. ierminotr error,) 
E’[let i - e, in el] = Arpc. 
case E,[& of 
‘int’ : CBX E,[e2](ezt4m ir[E,[el]r]) of 
‘untyped’ : terminate error, 
else : E’[e,[sp (Au. int-bind ip (Xp’o’. &[&‘co’) IJ) 
‘red’ : case Et[e2[(ezt-tau ir[&,[e&]) of 
‘untyped’ : terminate error( 
‘he : E’[el[rp (Au. ml-bind ip (Xp’o’. E[ez]p’w’) v) 
‘bool’ : case E,[ez](czt-tou ir[E&[r]) of 
‘untyped’ : Leminotc error, 
else : &‘[e,]rp (Au. b&-bind zp (Xp’o’. &[~[p’co’) u) 
‘untyped’ : E’[e~[rp (Au. terminote c~ror.t) 
L’[i] = Xrprj. case ft[i]r of 
‘untyped’ : trmmate er?wq 
&e : lookup ipr) 
Factored clauses specifying the meaning of an assignment statement and 
a loop appear in Table VII. Theorem 5.4 states that the factored clauses are 
equivalent to the original dynamic clauses. The proof for expressions and 
for the assignment statement is a direct result of the definitions of d, Y, b’, 
Y’, Lemma 5.2, the induction hypothesis, and the factorization corollary. 
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TABLE VIII 
Statement Compiler 
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‘ok’, 
ease f,[e]r of 
‘bool’ : [label B [Do code. [rest [Do de, 81 return111 
‘untyped’ : [Da code. [type-error crror~l1 
krror’ : [type-error errmll 
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Each step follows the logic of the proof of Theorem 2.3. The proof for loops 
uses a fixed-point argument as shown in the Appendix. 
THEOREM 5.4. Let (T, p, a) be type consistent. Let Y, 2, and so forth 
be the functions defined in Table V. Let Y;‘, Y,, and so forth be the functions 
defined in Table VI. Let Y’, 6p’, and so forth be the functions defined in 
Table VII. 
(i) For all i E Ide and q E Lcont, 
if Y,[ij z # “untyped” then PpITiJ pqo = 6p’[[il zpqo. 
(ii) For all e E Exp and E E Econt, 
zf &,[eJ t # “untyped” then &‘[ej pea = 8’[eg zpm. 
(iii) For all s E Stmt and K E Ccont, 
if Sq[sjj T = “ok” then 9’jrsJ ptca = Y’[sl ~ptca. 
Table VIII contains the compiling algorithm for a statement, an iden- 
tifier, and a let expression. Addition expressions are compiled as stated in 
Table IV. Theorem 5.7 states that each compiling function generates code 
which correctly represents the dynamic denotation of each identifier, 
expression, and statement. Just as with Theorem 43, compiler correctness 
depends on showing that the combinators and the rotations are semantic 
preserving. For expressions and the assignment statement, expanding the 
combinators yields the factored clauses. The rotation equations relevant to 
expressions and assignment have already been proved correct in Section 4. 
Showing that compilation is correct for loops is the only non-trivial part of 
the proof (Montenyohl, 1986). 
The loop clause is rewritten using D, and label where label is a syntactic 
abbreviation defined as label(8, p) = fix(M . p). The factored clause for a 
well-typed loop is in the form &X .fix(M . Mpk-8) and the combinator 
clause for a loop has the form fix(M’ . Iprc. M'plcO'). Proposition 5.6, 
stated below, shows how the first expression may be transformed to the 
second expression. This proposition is a variant of one presented in (Wand, 
1983). A fixed-point proof of Proposition 5.5 is given in (Montenyohl, 
1986). The code for loops is rotated according to Proposition 5.6. The 
proof is an immediate consequence of the definitions. 
PROPOSITION 5.5. Let e E Exp, and s E Stmt: 
fix(M’ . D,(&[e] 7, test(D,(Y’[sl7, 0’) return))) 
= iplc .fix(M .&‘[ej zp(test( [lp~. 9p’Isj 7~01, return) PIG)). 
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PROPOSITION 5.6. Let (7, p, CT) be type consistent. If q[while e do 
s] T = “ok,” then for all K E Ccont, 
D,(Y’[while e do s] 5, y) prca 
= lube1(8, D,(s’[[e] t, test(D,(9’[s] T, e), y))) prco. 
THEOREM 5.7. Let (T, p, a) be type consistent. 
(i) For all i E Ide and v E Lcont, 
if Y,[ij T #“untyped” then #(2&Ji] T) pqa = Tp[[il] pqa. 
(ii) For all e E Exp and E E Econt, 
if &!;e] z # “untyped” then &fZ&Je] T) pea = a[e] pea. 
(iii) For all s E Stmt and K E Ccont, 
if x[:[rsj 5 = “Ok" f/Zen (b(~&,,,[TS] T) ~KU = YES] ~KU. 
6. RELATED WORK 
The rearrangement phase of our methodology is similar to a technique 
called staging transformations presented in (Jorring and Scherlis, 1986). 
They derive fragments of compiler from interpreters by shifting com- 
putations to an earlier stage where they may be carried out less frequently. 
Our approach to optimization is different from that used by Hudak and 
Kranz. In (Hudak and Kranz, 1983), an efficient implementation for a 
lazy functional language is presented. Code optimization is performed by 
reducing the combinator terms; the optimizations are described as tree- 
rewriting rules. Our compiler produces optimized trees using static analysis 
and once the trees are constructed, they are not pruned. 
The methodology presented here does not use abstract evaluators 
for static analysis as presented in (Donzeau-Gouge, 1980; Pleban and 
Muchnick, 1980; Nielson, 1982, 1985; Barbuti and Martelli, 1984). An 
abstract evaluator describes static properties in terms of a non-standard 
definition in which information is associated with program points 
(Occurrences) in order to deduce things about the run-time behavior of the 
program. The static semantics specified in this paper is defined over a small 
set of domains, none of which is the domain of Occurrences. Furthermore, 
the static analysis does not involve any run-time objects. As a result, the 
static semantics given here is very straightforward; only a few domains are 
involved and these domains correspond directly to data structures used by 
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a compiler. The static environment represents the compile-time symbol 
table which maps identifiers to static values. 
Other static information could be included in the static environment 
in order to solve other flow analysis problems. In (Montenyohl, 1986) 
constant-folding is addressed. The static environment is enhanced to keep 
track of constant-valued identifiers and expressions; compile-time com- 
putations are performed whenever the value of the operands are constants. 
The static semantics for EL is specified separately from the dynamic 
meaning of the language as a function of syntax and a static environment 
and then static type-checking is incorporated into the semantics of EL to 
replace run-time checks. This is different from the technique presented in 
(Barbuti and Martelli, 1984), where a static semantics is extracted from a 
standard definition of the source language. Regardless of the approach, we 
share a common goal which is to establish a strong connection between 
static analysis and dynamic behavior. 
In our approach, the key to incorporating the static delinition into the 
dynamic definition is the Type Consistency Property. This property reflects 
the necessary dependence between static and dynamic environments and 
the store. A similar sort of assertion appears in (Milner, 1978). 
Increasing the complexity of the source language requires additional 
work in order to derive the compiler and to prove it correct. In (Mon- 
tenyohl, 1986), a compiler for a block-structured, statement-oriented 
language is designed. The transformation of the dynamic delinition to the 
compiler specilication follows the same step explained here. However, 
additional lemmata are necessary to show that type-consistency is preser- 
ved by other program constructs. In particular, the language allows 
sequences of declarations and statements, any of which may alter the 
environment and/or store. Therefore, it must be shown that type con- 
sistency is preserved by all defined operations on the environment and 
store. 
7. CONCLUSION 
We have shown how to extend the combinator-based methodology in 
(Wand, 1980, 1982a, 1982b, 1983) to incorporate static analysis and 
code optimization into a compiler specification. A continuation semantics, 
containing dynamic type checks, has been transformed into a compiler 
specification containing static-type analysis. Transformations include 
replacing run-time computations with compile-time computations and 
rearranging clauses so that the dynamic meaning of a construct depends on 
static analysis. The key to the correctness proof is to show that each trans- 
formation preserves the original definition. 
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APPENDIX 
Auxiliary Functions 
terminate, int-cons& real-const, bool-const 
[definition deferred until implementation-time] 
ext-rho: Ide + Env -+ Evalue -+ Env 
ext-rho = Liplx . (X = i) =P [u inDvalue], px 
ext-tau: Ide + Type-Env + Type -+ Type-Env 
ext-tau = Listx . (x = i) * t, TX 
lookup i = &.x . pi = “undeclared” = terminate error,, E[pi / Evalue] 
int-add= Qeu, u2 .E( [u, 1 Int] + [uz 1 Int]) inEvalue 
real-add = &XV 1 u2 . E( [u 1 1 Real] + [ u2 1 Real] ) inEvalue 
bool-or = Ipeu, u2 .E( [u, I Bool] + [u2 1 Bool]) inEvalue 
coerce = Ap&u. E[U 1 Int inReal inEvalue] 
int-update: Env + Ccont + Location -+ Evalue + Ccont 
int-update = Ipulva. 
let lot = II Int-Lot and ual= u 1 Int inInt-Svalue 
in ~([~y~(y=~oc)=>u4 (0 l,)~l, d 12, 0 13) 
test(a, a): Env + Ccont -+ Evalue + Ccont 
test(a, j3) = 2-p~~. [u 1 Bool] + apti, /IRK 
return: Env -+ Ccont + Ccont 
return = Apk. K 
int-fetch: Env -+ Econt -+ Location -+ Store + Answer 
int-fetch = /2p&. 
let u = (a I,)[11 Int-Lot] 
in u = “uninitialized int-lot” +. terminate error8 CT 
, E[U I Int inEvalue] u 
int-bind: Ide + Env + Dcont --+ Evalue + Ccont 
int-bind = Ilipxuo. 
let lot = new-intloc o 
let p’ = ext-rho ip[loc inLocation] and 
let fl’= ([~x~x=loc~u~IntinInt-Svalue, (a 1 ,).x1, d J2, d 13) 
in xp’o’ 
lookup: Ide + Env + Lcont --t Ccont 
lookup = lipq . q[ (pi) 1 Location] 
new-intloc: Store + Int-Lot yields an unused location from Int-Store 
Error Messages 
error 1 = “unbounded identifier” 
error2 = “incompatible types in addition expression” 
error, = “untyped expression in binding” 
error4 = “untyped expression in let body” 
error5 = “untyped operand in addition expression” 
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error6 = “incompatible expression in assignment” 
error, = “non-boolean expression in loop” 
errors = “uninitialized int-lot” 
error9 = “untyped expression in assignment” 
errorlO = “untyped identifier in assignment” 
error,, = “untyped loop body” 
Proofs 
Proof of Lemma 1.1. Let (z, p) be type consistent. Let error E Answer, 
E E Econt. Let x E Ide be arbitrary but fixed. 
(i) For constant expressions, the proof is straightforward from the 
definitions. 
(ii) Let i E Ide. Assume C;[iJ z # “untyped.” By definition, ti # “un- 
typed.” By definition of &, 
&i[ij p(h . consis?( (ext-tau xr[l$[iD r]), (ext-rho xpu)) =. Eu, error) 
= (pi = “undeclared”) 3 terminate error I 
, (Au. consis? ((ext-tau xz[&Jij 7]), 
(ext-rho xpo)) * EU, error)[(pi) 1 Evalue] 
By consistency, 7i # “untyped” implies pi # “undeclared,” thus, 
&[ij p(lu . consis? ((ext-tau xr[&[ij T]), (ext-rho xpo)) = Eu, error) 
= Au .consis? ((ext-tau xz[&“[il T]), (ext-rho xpu)) 
* EU, error)[ (pi) 1 Evalue] 
= consis? ((ext-tau x7[8,[ij T]), (ext-rho xp[(pi) I Evalue])) 
3 E[ (pi) ) Evalue], error 
By definition, for any y E Ide, 
(ext-tau x7[8,[ij 71) y = 
if ?c=y 
otherwise 
and 
(ext-rho xp[(pi) 1 Evalue]) y = pi, if x = 1’ 
PY, otherwise. 
(t, p) are type consistent, implies (ext-tazd x7[7i]) and (ext-rho 
xp [ (pi) 1 Evalue] ) are type consistent. Therefore, 
&T[ij p(h .consis? ((ext-tau x7[8,:,llij T]), (ext-rho xpu)) * EU, error) 
= E[ (pi) 1 Evalue] 
= &[iJ p.s. 
(iii) Let ie Ide. Let e,, e, E Exp. Let e = let i = e, in e2. Let 7’ = (ext- 
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tau iz[&,;lieJj z]). Assume &‘,[ejz #“untyped.” By definition, &;leJl z # 
“untyped” and &,[eJ t’ # “untyped.” 
8[e] p(lv . consis? ((ext-tau xz[~$,I[e] T]), (ext-rho xpu)} 3 ~3, error) 
= aeln P(AV, . EQe,] (ext-rho ipu, ) 
(Au. consis? ((ext-tau xz[E;[e] T  J), (exr-rho xpv)) * EU, error)) 
definition of d 
=&gel] p(h’ .consis?( (ext-tau xzr&[e,] 7 J), (exl-rho xpv’)) 
3 (h, . b[e,lj(exr-rho ipul) 
(iu . consis? ((exf-tat4 xr[&,[eJ t] ), (ext-rho xpu)) 
* EU, error))u’ 
error) induction hypothesis on eJ 
=&[eJ] p(h' ‘eonsis?‘((ext-tau xt[fi$,[[eJ]r]), (ext-rho xpd)) 
3 ~[eJj(exr-rho ijd) 
(Au .consis? ((ext-tau xr[&Qe] 7]), (exr-rho xpu)) 
* TV, error) 
, error) fl reduction 
= G([e,] p(h’ . consis? ((ext-tau xz[&Je,j T]), (ext-rho xpu’)) 
3 &Qe,] (ext-rho ipv’) 
(Au. consis? ((ext-mu xr18tfe21) z’)), 
(ext-rho xpv) ) 
s TV, error) 
, error) definition of &,QeJ. 
Remark. ((exf-tau xt[&,;le,]i T]), (ext-rho xpu’)} are type consistent 
implies (T’, (ext-rho ipv’) > are type consistent. Therefore, 
RUea p(hu.consis? ((ext-tauxz[&,leJt]), (ext-rhoxpv)) *w, error) 
= ale,] p(lv’ +consis? ((ext-tau xz[G;[e,J 7]), (ext-rho xpn’)) 
53 d(je,?j(ext-rho ipo’) 
x (2.~~ .consis? ((ext-tau xz’[G;[e,] ?‘I), 
(ext-rho x(ext-rho ipu’)u,)) 
+ (E,v . consis? ((ext-tati x+q[ezn t’]), 
(ext-rho xpv)} 3 EV, error) u2 
, error) 
error) induction hypothesis on 
= c?[e,] ~(1~1’ . consis?( (d.rl-tau xT[qe,j7]), (exr-rho xpv’)) 
e, 
=j, tfF[ezJj (ext-rho ipv’) 
x (Aa, . consis? ((ext-tau xT’[6Tt[ezJ T’]), 
(ext-rho x(ext-rho ipv’)u,)) 
==2 consis? ((ext-tau x7[4[ezJ T’]), 
(ext-rho xpvz)) * Ev2, error 
5 error) 
, error) /I reduction, 
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Remark. If ((ext-tau xr’[&,[e,J r’]), (ext-rho x(ext-rho ipu’)uz)) are 
type consistent, then so are ((ext-tau xr[&,,CeJj r’]), (ext-rho xpu,)). 
Therefore, 
&fen p(h .consis? ((ext-tau xT[8,[ej 5]), (ext-rho xpu) a w, error) 
= &[e,] p(h’ . consis? ((ext-tau xt[&,[e,n T]), (ext-rho xpu’)) 
3 8[eJj (ext-rho ipu’) 
x (Iv, *consis? ((ext-tau xt’[ff,[e,j z’]), 
(ext-rho x(ext-rho xpu’)v)) 
-W,, error) 
error) 
= K’[e,j p(h’ .consisi( (ext-tuu xz[8t[e,j t]), (ext-rho xpv’)) 
a 8[e,j(ext-rho ipu’)( Au, . EVA) 
error) induction hypothesis on e2, again 
= &[e,] p(Ao’ .l[eJ(Lxt-rho ipv’)(h, .EU?) 
induction hypothesis on e , , again 
= d’[e,] ,o(h’ .b[e2J(ext-rho ipu’)~) g conversion 
= &[ej p.5 definition of d 
(iv) The proof for addition expressions is straightforward but long. It 
follows from applications of the induction hypothesis, definition of int-add, 
and definition of &,[(e, +e,)j. 
Proof of Theorem 1.2. Let (r, p) be type consistent. Let e,, e2 E Exp 
and i E Ide. 
(i) “Let” expression. Assume &[[let i = e, in ezJ r # “untyped.” Let 
r’ = (ext-tuu iz[J,[e,j r]). By definition, &[e,lJ r #“untyped” and &‘[eJ r’ 
# “untyped”. 
d[let i = e, in ezn p(Au .isInt? u : f, 0 
isReal? u : f2 v 
isBool? u: f, u) 
=&[eJj p(h, .&[le,j(ext-rho ipu) 
(E,u.isInt? v :f,u 
isReal? v : f; o 
isBool? v: f3 v)) definition of & 
= e[e,] p(lv, .consis? (t’, (ext-rho ipu,)) 
+ &[eJ(ext-rho iw)(iv . isInt? v : f, u 
isReal? u : fi u 
isBool? o: f3 u)) 
Lemma 1.1 on e, 
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= &[el] p(h, ~consi.s? (z’, (ext-rho ipI)) 
= &[e,](ext-rho izu)(lu . &,[e,j 7’ = “int” : f1 v 
&,[e,j! 7’ = “real” : f2u 
&fez] 7’ = “bool”: f3 v, f4u)) 
induction hypothesis on e, 
=8[e,J p(h, .fT[re,J(exl-tatt i7u)(iu~4[e2JJ7’=“int” :fiv 
&t [eJ 7’ = “real” : f2 v 
dFt[ez] 7’ = “bool”: f3 U, f4 u)) 
Lemma 1.1, again 
= 4Ml P(& .&[e,](ext-taui7v)(lu~&,~leti=e,inez]7=“int” :fiv 
&Jet i= e, in e,] t = “real” :f2v 
~,~leti=e,ine2~z=“bool”:f,u,f,u)) 
definition of 8, 
= 6[let i = e, in eJ p(h .&Jet i = e, in e2J 7) = “int” * f, u 
&,[let i = e, in e,j T) = “real” * f2v 
C?,[leti=e, ine,]~)=“bool”~f3u,~40)) 
definition of 8. 
(ii) “Addition” expression. Assume a[(e, + e,)j r #“untyped.” By 
definition, & [e, 1 z # “untyped” and 6 [e,n T # “untyped”. 
gl(e, +eJli PC 
= ~k,l dh+ 
isht? u1 : 
4hll P(& 
isht? u2 : E[((u, 1 Int) + (u2 1 Int)) inEvalue] 
isReal? v2 : E[(((D, 1 Int) inReal ( Real) + (u2 1 Real)) inEvalue] 
isBool? v2 : terminate errorz) 
isReal? u, : 
&ire21 PWJ~. 
islnt? u2 : E[((D~ 1 Real) + ((uz ( Int) inReal Real)) inEvalue] 
isReal? v2 : E[((u~ 1 Real) + (u, 1 Real)) inEvalue] 
isBool? v2 : terminate error,) 
isBool? u1 : 
4Ml P(&. 
isht? u2 : terminate error2 
isReal? v2 : terminate error2 
isBool? u2: E[((D~ I Bool) + (u2 I Bool)) inEvalue])) 
definition of d 
= gEei ALU,. 
isInt? u1 : 
QId P(% 
isInt? u2 : int-add PEU, uz 
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isReal? v2 : coerce p( Ix . real-addpsxv,) v1 
isBool? v2 : terminate errorz) 
isReal? v, : 
aUe2% P(& 
isInt? v2 : coerce p(real-add pw 1 ) v2 
isReal? v z : real-add p&v1 v2 
isBool? v2 : terminate error*) 
isBool? v, : 
4Te211 PC%. 
isInt? v2 : terminate error2 
isReal? u 2 : terminate error2 
isBool? v2 : bool-or p&u1 v2)) ,definition of auxiliaries 
=&leJ p(h- 
8;[e ,] z = “int” * 
4le21 P(Jv,. 
&Je,J t = “in? =E- : int-add p&v1 v2 
&t[e,] z = “real” =s. coerce p( Ax . real-add p&xv2) v l 
&,[e2] z = “bool” * terminate error2 
, terminate error,) 
&,[e,] 7 = “real” * 
ale211 PC&. 
&JeJj z = “int” 3 coerce p(real-add PEV~)V~ 
& [e,] z = “real” =E- real-add pv 1 v z E 
&JeJ t = “bool” =S terminate error2 
, terminate error5) 
6’Je1] T = “bool” =s. 
4P21 P@v,. 
EI[ez] 5 = “int” * terminate error2 
&;r[e,] z = “real” * terminate error2 
~~[e2] t = “bool” * bool-or pwl v2 
, terminate error5)) induction hypothesis on e 1 and e2. 
Call the right side of the above expression LY. We must show ff[X/E] = 
cl[y/e], where 
x=(Au.isInt?v : f,u 
isReal? v : fi v 
isBool? u: f3 u) 
and 
y= (Av.&,[(e, +e,)Jjz=“int” *f,v 
G,[(el + e2)] 7 = “real” * f2u 
&,;B(e, + e2)]7 =“bool” *f3v 
7 huh 
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Henceforth, the above expression will be written as 
a[(Au.isInt?u :f,u 
isReal? v : fi v 
isBool? u: f3 u)/c] 
=a[(h.&,[(e, +e,)Jr=“int” =fiu 
&,;Q(e, + e,)]r = “real” = f2u 
E,[(e, + e,)] r = “bool”* f3u 
9 f4U)/El. 
Case. &[e,jj z = “int.” 
Subcase. &,;leJ r = “int,” so &,;l(e, + ez)l z = “int” therefore, 
a[(Au.&,[(e, +e,)jt=“int” *f,v 
&J(e, + e,)] r = “real” * f2u 
8,[(el +e,)ljz=“bool”*f,u 
7 f4~)/&1 
= aCfil~l, and 
a[ (Jr . isInt? u : f, v 
isReal? v : flu 
isBool? IX f3 u)/E] 
= a[e,j p(h, .L?[e,] p(h, . int-addp 
(Au. isInt? u : flu 
isReal? v : fiu 
isBool? v: f3u)uluz)) 
= &Ie,ll P&Q 4Ml Ah . 
[(lv.isInt?u : flu 
isReal? v : fiu 
isBool? v: f3u)(( [uI I Int] 
+ [a* I Int]) inEvalue])) 
= a[e,j p(lu, .&‘[eJj p(llv, . f,(( [vi ) Int] + [uz) Int]) inEvalue))) 
= aCfi/&l. 
The cases for &,[e.J t = “real” and &,[eJ z = “bool” are similar to the 
subcase above. 
Proof of Theorem 2.3. Let (r, p) be type consistent. 
(i) eE (Const). This case is a direct result of the definitions of 8, 
4, and 8’. 
(ii) e ::= i. Assume &[i] z # “untyped.” By definition zi # “untyped.” 
By definition, 
&[in = Ips . pi = “undeclared” + terminate error, 
> E[pil Evalue]. 
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The proof proceeds by cases on pi E Dvalue. By consistency, pi # I Dvalue 
and [pi 1 Evalue] # IEvalue. By assumption, si#“untyped,” so by con- 
sistency, pi # “undeclared.” 
Case. isInt?(pi) implies, by consistency, Ti = “int” therefore by 
definition, 
&‘[i] rpe = &[ri] PE = &[~i( Evalue]. 
The cases for isReal? (pi) and isBool? (pi) are similar. 
(iii) Let e = let i= e, in e,. Assume &[el] t #“untyped.” Let z’ = 
(ext-tau ir[&,[eJ r]). By definition, &,[e,l r #“untyped” and &,leJ r’ # 
“untyped.” 
=f$'[e,J sp(A0, .cY[e,] z'(ext-rho iul)E definition of 6’ 
= &[e,] p(h, .&‘[eJ T’(ext-rho iu,)E induction hypothesis on e , 
= &[e,] p(h, consi.s?( T’(ext-rho ipul)) 
* ~?‘[e,] z’(ext-rho ipu, )E 
error) Lemma 1.1 on e, 
= &[e,] p(h, .consis?<s’(ext-rho ipul)) 
3 &[eJ (ext-rho ipu I )E 
error) 
=d[[e,] p(h, -b[eJl(ixt-rho iuI)8 
induction hypothesis on e, 
Lemma 1.1, again 
= &[e] pi3 definition of 8 
(iv) Let e = (ei + ez): 
aC(el + 41 
=lp~.d[e,] p(h,. 
i&t? u, : 
aUe,li P(% . 
isInt? u2 :~[((u,lInt)+(u,)Int))inEvalue] 
isReal? u z : ~[((((ui 1 Int) inReal)\ Real) + (0~1 Real)) inEvalue] 
isBool? u2 : terminate error,) 
isReal? a, : 
sUezI P(& 
isInt? v2 : ~[((ui I Real) + (((~1 Int) inReal I Real))) inEvalue] 
isReal? v 2:~[((uIIReal)+(o,~Real))inEvalue] 
isBool? v2: terminate error,) 
isBool? u, : 
&Al P(& 
isInt? u2 : terminate error2 
isReal? u2 : terminate error2 
isBool?~~,:~[((o~~Bool)+(v,~Bool))inEvalue])) 
definition of d 
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=ApE-d[eJj p(lu,. 
isInt? u1 : 
JXe211 P(~v~. 
isInt? u2 : int-add PEU~ u2 
isReal? v z : coerce p(2.x. real-add pEXV2)u, 
isBool? u2 : terminate error2) 
isReal? v 1 : 
41e211 p(iu2. 
isInt? u2 : coerce p(real-add ~EV~)V, 
isReal? v2 : real-add pw, v2 
isBool? v2 : terminate error,) 
isBool? u 1 : 
QUe211 P(&. 
isInt? v2 : terminate error? 
isReal? v z : terminate error2 
isBool? v2 : bool-or p&v I u2)) definition of auxiliaries 
= ,ipE. f.$e,] p(h1. 
&,[e 1] z = “int”: 
dLe211 ~@02. 
&Tg[e2] T = “int” : int-add REVS v2 
&! [eJj z = “real” : coerce p( Ax . real-add EXU*) u 1 
&t[ez] z = “bool”: terminate errorI) 
g[e,] z = “real”: 
dle,il P(&. 
&~,Ce2j 5 = “int” : coerce p( real-add psu, ) u I 
&Je2j z = “real” : real-add p&v, u2 
&,[e,] T = “bool”: terminate error>) 
isBool? u 1 : 
dk211 P@u~. 
&,[e,] z = “int” : terminate error2 
gt,le2] T = “real” : terminate error2 
&,[e2] t = “bool”: hoof-or p.wl uz)) Theorem 1.2 
=Ip&.casee[eJjz of 
“int”: case &,[eJ z of 
“int” : ~Ue,ll PW~ .&[ez] p(llv2 .iizt-addpsv,v,)) 
“real” :~Ied P@V, .b[e,] p(h, . coerce p(Ax . reaf- 
addp=W,)) 
“bool” : 6[e,] p(h, .b[e,] p(h, . terminate error,)) 
“untyped”: B[e,] p(h, .fZ[e,] p(Av, . terminate error5)) 
“real”: case 8,,[Te2] T of 
“int” : 4IeJl PW, 4Ml P& . coerce p(real-add p~v~)u~)) 
“real” : &‘[e,] p(h, .&[e2] p(h, .real-addp&v,v,)) 
643!82.2-4 
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“bool” : ae,n P(lU, . &Fez] p(Au, . terminate errorz)) 
“untyped”: 6[e,] p(Au, . b[leJ p(A.v, . terminate error,)) 
“bool”: case &[[eJj z of 
“int” : 8[el] p(lu, .ff?[eJ p(Au, . terminate error*)) 
“real” : &[eJ p(Ao, .G[e,lj p(l0, . terminate errorI)) 
“bool” : dMl P@+ . &[ezJ p(h, . boof-or p&u, u2)) 
“untyped”: &[e,] p(Au, .&fez] p(k, . terminate errors)) 
“untyped”: 8[el] p(Au, .&[e,] p(lu, . terminate error,)) Corollary 2.2 
= &‘[(e, + e2)] T  induction hypothesis on e, and e2 
Proof of Theorem 5.4. Let (T, p, o) be type consistent and let 
KE Ccont be arbitrary. Then we claim Y[while e do s] pk-a = Y’[while e 
do s]i ZpKcJ, 
x[while e do sj z = “ok” implies &r[ej z = “bool” and $y;‘[[.sJ T = “ok”. 
Therefore 
,Y’[[while e do s] TpIcu 
= jX(ne. &‘[e] Tp(h . [U 1 BOO11 = true 3 zqSn T6, K))G. 
By definition, 
Y[while e do s] PKO 
= fix(lO . &[ej p( h . isBool? U: [u ( Bool] = true - Y[sJ ~6, K 
else: terminate error6))r3. 
Let 
f=(M.&[en p(Ao.isBool?v: [~IBool]=true=~-Y[sJ p0,ti 
else: terminate errore)). 
Let g  = (10 .b’[e] Tp(h f [U 1 BOOi] = trUe * y’[S] pro, K))c. 
We must show that (fix f)a = (fix g)a for all GE State such that 
(7, p, a) are type consistent. Fix T  and p and call G compatible if (T, p, o) 
are type consistent. Call 8, t3’ E Ccont similar if 80 = B’a for all compatible c. 
Claim: If 0 and 8’ are similar, then so are f 8 and g9’ for 8, 0’ E Ccont. 
j30 = &[elj p(ilu . isBool? u: [u 1 Bool] = true =z. Y;PEsj ~8, ti 
else : terminate error6)0 definition of 8 
= &[[ej p(lu . &?z’,%en T  = “bool”: [u 1 Bool] = true =z- sp[sj ~8, K 
else : terminate errorb) Theorem 5.3 
=&[eJ p(~u~[u~Bool]=true~Y[s~ pB,K)a &~[e]z=“bool” 
= 8[e] p(hd . COnSiS? (T, p, 0’) + [U 1 BOOi] = true =s- <vr[Sj P&J’, 103’ 
, error)o Lemma 5.2 on e 
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= 6[e] p(lu0’ .consis? (T, p, a’) 
* [u 1 Bool] = true 
* sP[s] p(h” . consis? (z, p, a”) * Ba”, error) 0’ 
, KG’ 
error) (T Lemma 5.2 on s 
= 8[ej pihof . consis? (t, p, 0’) 
* [u 1 Bool] = true 
* Y[s] p(W . consis? (7, p, ~7~) * O’d’, error)b’ 
, ko’ 
, error)0 8 and 8’ are similar, 
0’ and cr” are compatible 
= &[e] p(h0’ . consis? (7, p, 0’) 
a [II ) Bool] = true * Y”[Tsj p&a’, KG 
error) 0 Lemma 5.2 on S, again 
= 6?[e] piluo’ . consis? (T, p, a’) 
= [O 1 Boo11 = true = 9=i[s] zpWa’, KU’ 
error) ts induction hypothesis on s 
= &[ej P(LflI . [U 1 Bool] = true + Y’[Tsjj zpO’a’, K~J’)cT 
Lemma 5.2 on e, again 
= &‘[e] tp(hd . [U I Bool] = true + 9plj tpO’a’, KO’)o 
induction hypothesis on e 
= &‘[en zp(Au [u I Bool] = true * yfi[sn T@‘, K)O q conversion 
= gO’0. 
Therefore, f 0 is similar to go’. Hence, for all n, f”(I) and g”(I) are 
similar. 
Now (fixf)o=UI, fla, f(fl)o ,..., and (fixg)~=UI, gla, 
g&l b, ...% and these approximations are pairwise equal because g is com- 
patible. Therefore, (fix f )c = (fix g)o for all c E State such that (t, p, o) 
are type consistent. 
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