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MULTIDOMAIN SPECTRAL METHOD FOR SCHRÖDINGER
EQUATIONS
MIRA BIREM AND CHRISTIAN KLEIN
Abstract. A multidomain spectral method with compactified exterior do-
mains combined with stable second and fourth order time integrators is pre-
sented for Schrödinger equations. The numerical approach allows high pre-
cision numerical studies of solutions on the whole real line. At examples for
the linear and cubic nonlinear Schrödinger equation, this code is compared
to transparent boundary conditions and perfectly matched layers approaches.
The code can deal with asymptotically non vanishing solutions as the Pere-
grine breather being discussed as a model for rogue waves. It is shown that
the Peregrine breather can be numerically propagated with essentially machine
precision, and that localized perturbations of this solution can be studied.
1. Introduction
It is a common problem in the numerical treatment of partial differential equa-
tions (PDEs) that most of the PDEs appearing in applications are defined on Rd
where d is the dimension, i.e., on unbounded domains, whereas computers are gen-
erally able to deal with only finite domains. One popular approach in this context
is to set up the problem on a finite domain and to impose transparent boundary con-
ditions (TBC) which give the boundary data which would appear at this location if
the initial value problem where treated on the whole Rd, or artificial boundary con-
ditions approximating TBC. To this end a certain relation between Dirichlet and
von Neumann data at the boundary has to be satisfied called the Dirichlet to von
Neumann map, see e.g. [15, 31] for reviews of TBC approaches and in particular [1]
for Schrödinger equations. An alternative approach is given by perfectly matched
layers (PML) which were introduced by Bérenger [5] for the Maxwell equations.
The idea is to join absorbing layers at the boundaries of the computational domain.
The to be solved PDE is deformed in the layers in a way that the solution in the
computational domain is not affected, and that it is rapidly dissipated in the layers.
This PML approach was adapted to various equations, see for instance [26, 16] for
Schrödinger equations. We use here the approach [36] that is similar to exterior
complex scaling methods [25].
An interesting approach to treat PDEs on unbounded domains is to map infi-
nite domains to finite domains. In a numerical context, this was apparently first
used in [27] and later for the Schrödinger equation in [22]. Whereas [22] uses a
finite difference method, [27] incorporates one of the first applications of a spectral
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2 M. BIREM AND C. KLEIN
method with Chebyshev polynomials. A very efficient variant of the latter mainly
used in astrophysics, see for instance [34], are multidomain methods with compact-
ified exterior domains (CED). As in so called infinite element approaches, see for
instance [14] for Schrödinger equations, the idea is to map the exterior domain
with some Möbius transformation to a finite domain. In this paper, we apply a
multidomain spectral approach with CED to Schrödinger equations and compare
this to TBC and PML approaches for concrete examples. The CED method clearly
needs more resolution in space, but it will be shown that it is competitive especially
in the nonlinear case since the TBC have to be implemented iteratively and since
the parameters of the PML have to be optimized through several runs of the code
for the studied example. In addition CED are attractive if high precision is needed
since PML do not appear to provide sufficient accuracy in the NLS cases studied
here, and since TBC are often not known and have to be implemented approxi-
mately. CED methods on the contrary are shown to provide the same accuracy
in the linear and nonlinear cases. Moreover the TBC and PML approaches here
require compact support of the initial data in the computational domain whereas
the CED approach just requires asymptotically bounded initial data and can even
deal with an algebraic fall off of the solutions.
In the focus of this paper are Schrödinger equations of the form
(1) i∂tu+ ∂xxu+ V (|u|2, x)u = 0,
where u = u(x, t) : R × R 7→ C, and where the potential V is either a function
of x only or of |u|2. In concrete examples, we study the case of the free linear
Schrödinger equation with V = 0 and of the focusing cubic nonlinear Schrödinger
equation (NLS) with V = 2|u|2. It is straight forward to generalize the presented
CED and PML approaches to more general potentials V , whereas this requires more
work for TBC. The importance of the linear Schrödinger equation needs hardly be
stressed since it is the governing PDE of quantum mechanics. In addition it arises in
many applications as in quantum semiconductors [7], in electromagnetic wave prop-
agation [24], in seismic migration [12], as the lowest order one-way approximation
(paraxial wave equation) to the Helmholtz equation, under the notion of Fresnel
equation in optics [29], or in underwater acoustics [30]. But also the NLS equations
appear in many applications in hydrodynamics, nonlinear optics and Bose-Einstein
condensates mainly in the description of the modulation of waves. The cubic NLS
which we study here in more detail was shown to be completely integrable by Za-
kharov and Shabat [35]. This implies that many explicit solutions to this equation
are known. Of special interest in the context of rogue waves are rational breather
solutions to NLS, i.e., exact solutions with a slow algebraic fall off in both space
and time. A popular candidate for rogue waves is the Peregrine breather [28]
(2) uPer =
(
1− 4(1 + 4it)
1 + 4x2 + 16t2
)
e2it,
see [13] for generalizations thereof. It is claimed that this solution has been ob-
served experimentally in rogue wave experiments in hydrodynamics [8, 9], in plasma
physics [3] and in nonlinear optics [17].
The Schrödinger equations are purely dispersive equations which means that the
introduction of numerical dissipation should be limited if dispersive effects like rapid
oscillations are to be studied. Spectral methods appear to be the ideal choice in this
context because of their excellent approximation properties for smooth functions
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and because of the minimal introduction of numerical dissipation. If the solution is
rapidly decreasing, Fourier spectral methods appear to be the most efficient tool, see
for instance [18, 19] and references therein. If the initial data have compact support
or are slowly decreasing as the Peregrine solution (2), Fourier methods are not ideal
since the solution cannot be periodically continued as a smooth function even on
large domains which leads to Gibbs phenomena at the boundaries. In this case
multidomain spectral methods, for instance the Chebyshev collocation approach,
see e.g. [32], to be used in this paper appear to be better suited since they will
show spectral convergence if properly implemented, i.e., an exponential decrease of
the numerical error with the number of collocation points for the approximation of
analytic functions.
If the Chebyshev collocation method is applied for several domains where the
exterior ones are compactified (essentially 1/x is used as a coordinate there) and
where appropriate matching conditions at the domain boundaries are implemented,
a spectral method on the whole real line is obtained. It is straight forward to
combine this approach with efficient and stable time integration schemes of high
order. In this paper we present such an approach with the Crank-Nicolson scheme
and an implicit fourth order Runge-Kutta method. It is shown that the CED
method can be as easily implemented as PML. These approaches are tested at
concrete examples for linear and nonlinear Schrödinger equations, where they are
compared to TBC and PML methods known in the literature, for instance [37, 36]
for the cubic NLS. The Peregrine solution (2) is discussed as an example for slowly
decreasing solutions.
The paper is organized as follows: we present in section 2 the multidomain
spectral method with compactified exterior domain and how matching conditions
are handled, in section 3 the used time integration schemes and how they are
implemented, in section 4 the PML approach of [36], and in section 5 the TBC
approach for linear Schrödinger and cubic NLS. In section 6 we compare these
approaches for Gaussian initial data for the linear Schrödinger equation, and in
section 7 for the soliton of the cubic NLS equation. In section 8 we study with
the CED approach the Peregrine breather and perturbations thereof. We add some
concluding remarks in section 9.
2. Multidomain spectral method
In this section, we describe the multidomain spectral method used to treat the
spatial dependence of the function u(x, t) in (1). This means we divide the real line
into a number of intervals, where we concentrate on the case of one finite interval
and two infinite ones. Each of these intervals will be mapped to [−1, 1]. On the
latter we use polynomial interpolation as in [32] to obtain a spectral approach.
Since we are interested in solving (1), a second order PDE in x, we impose at the
boundaries of the intervals the matching condition that u and its first derivative
with respect to x are continuous there. This ensures that we will get a spectral
method on the whole real line.
2.1. Lagrange polynomial and Chebyshev collocation method. To approx-
imate numerically the derivative of a function f : [−1, 1] 7→ C, we use polynomial
interpolation as presented for instance in [32]. For l ∈ [−1, 1], we introduce the
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N + 1 Chebyshev collocation points
(3) lj = cos
(
jpi
N
)
, j = 0, . . . , N,
where N is some natural number. We consider polynomial interpolation on these
collocation points, i.e., the Lagrange polynomial p(l) of order N satisfying the
relations p(lj) = f(lj), j = 0, . . . , N . The derivative of this polynomial is used as
an approximation of the derivative of f at the collocation points lj , f ′(lj) ≈ p′(lj).
This is equivalent to approximate a derivative by the action of a differentiation
matrix D on the vector f with the components fj := f(lj), j = 0, . . . , N , i.e.,
f ′(lj) ≈ (Df)j . The matrices D are given in explicit form in [32], a Matlab code to
generate them can be found at [33]. Second derivatives of the function f(l) will be
approximated by D2f.
This method is known to show spectral convergence, i.e., an exponential decrease
of the numerical error with the number N of collocation points in approximating the
derivative of an analytic function. In fact this pseudospectral approach is equivalent
to an approximation of a function f by a truncated series of Chebyshev polynomials
Tn(l), n = 0, . . . , N , a Chebyshev collocation method. This means we approximate
f as f(l) ≈∑Nn=0 anTn(l), where the Chebyshev polynomials are defined as
(4) Tn(l) = cos(narccos(l)),
and where the spectral coefficients an are obtained by a collocation method, i.e., by
imposing equality of f and the sum of Chebyshev polynomials on the collocation
points (3),
(5) f(lj) =
N∑
n=0
anTn(lj), j = 0, . . . , N.
Since the Chebyshev polynomials are related via (4) to trigonometric functions,
the coefficients an in (5) can be computed via a fast cosine transformation (fct)
which is closely related to the fast Fourier transform (fft), see the discussion in [32].
Since we use Matlab here and since the fct is in contrast to the fft not a precompiled
command, it is much slower than the latter. Therefore we use here the pseudospec-
tral approach via the Lagrange polynomial and corresponding differentiation matri-
ces in actual computations. But the relation to Fourier transforms implies that the
well known fall off behavior of the Fourier coefficients of an analytic function apply
also to an expansion of a function on [−1, 1] in terms of Chebyshev polynomials:
for such a function f , the spectral coefficients an in f(l) =
∑∞
n=0 anTn(l) decrease
exponentially with n for n→∞. This implies that the numerical error in approxi-
mating an analytic function via a truncated series will also decrease exponentially.
Since we will always consider functions in this paper where both real and imagi-
nary part are real analytic, we can test the consistence of our approach by studying
the decrease of the spectral coefficients with n. This also allows to check whether
sufficient spatial resolution is provided in each of the domains since the modulus of
the coefficients should decrease to the wanted precision. Since we work here with
double precision (≈ 10−16), the maximal achievable precision is typically limited
to ≈ 10−14 because of rounding errors. We always aim at a resolution that the
modulus of the coefficients decreases at least to 10−12 in each considered domain
during the whole computation.
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An advantage of the use of a Chebyshev collocation method is that we can
compute integrals as certain norms of the solution conveniently with the Clenshaw-
Curtis method, see e.g. [32]. The basic idea of this approach is as in (5) that the
integrand is expanded in terms of Chebyshev polynomials,∫ 1
−1
f(l)dl ≈
N∑
n=0
an
∫ 1
−1
Tn(l)dl =
N∑
n=0
wnf(ln)
(the last step following from the collocation method (5) relating an and f(ln))
where the wn, n = 0, . . . , N are some known weights (see [33] for a Matlab code
to generate them). Since we sample u already on Chebyshev collocation points,
the integration is approximated by a scalar multiplication with the vector with
components wn. The integration scheme is also a spectral method, and the integral
is thus computed with the same precision as the numerical solution to equation (1).
An integration with respect to x up to infinity (see the following subsection)
implies for the integration with respect to s = 1/x division of the integrand by s2
which vanishes for x→∞. Even if the integrand tends to zero sufficiently rapidly
there, the numerical evaluation of expressions of the form ‘0/0’ is problematic. In
a spectral approach this division can be done in coefficient space which provides a
numerically much more stable procedure. The approach is based on the well known
recurrence formula for Chebyshev polynomials,
(6) Tn+1(l) + Tn−1(l) = 2lTn(x), n = 1, 2, . . .
This formula allows to divide in coefficient space by l ± 1. We define for given
Chebyshev coefficients an coefficients bn via
∑∞
n=0 anTn(l) =:
∑∞
n=0(l± 1)bnTn(l).
With (6) this implies the recursive relation
a0 = ±b0 + 1
2
b1,
a1 = b0 ± b1 + 1
2
b2,(7)
an =
1
2
bn−1 ± bn + 1
2
bn+1, n > 1.
Thus division with respect to l±1 can be done in coefficient space by solving (7) for
the bn. In practical applications, the series in an and bn will be of course truncated.
In addition numerical errors that
∑N
n=0 anTn(±1) does not vanish exactly. In this
case the above procedure is applied to
∑N
n=0 an(Tn(l)− Tn(±1)).
2.2. Multidomain method. To use the spectral approach outlined in the previ-
ous subsection on the whole real line, we divide the latter into the three intervals
[−∞, xl], [xl, xr] and [xr,∞] (xl < 0, xr > 0) which will be denoted by I, II respec-
tively III in the following. First we map the finite interval II to [−1, 1] with the
linear transformation
(8) x = xl
1 + l
2
+ xr
1− l
2
, l ∈ [−1, 1].
Then we introduce Chebyshev collocation points lIIj , j = 0, . . . , N II , of the form
(3), where N II ∈ N. The derivatives are approximated by the differentiation matrix
DII obtained via polynomial approximation as explained in the previous subsection.
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On interval I, we use the mapping
(9) x =
2xl
1− l , l ∈ [−1, 1],
which means we use a Möbius transformation to map the infinite interval I to the
compact interval [−1, 1]. This approach is similar to infinite elements in finite
elements methods, see [14] for Schrödinger equations. As before, l is sampled on
N I +1, N I ∈ N collocation points (3), and the corresponding differentiation matrix
DI is introduced.
Similarly we use on interval III the mapping
(10) x =
2xr
1 + l
, l ∈ [−1, 1],
N III + 1, N III ∈ N, collocation points (3) and the corresponding differentiation
matrix DIII . Thus on each of the three intervals we have introduced a spectral
method. Note that we could also use a single compactified domain 1/xl < s < 1/xr
where s = 1/x. This produces gives the same results within numerical accuracy.
We use here two compactified intervals to allow for different resolutions in these
intervals since in the examples discussed, we consider waves propagating to the
right and thus need more collocation points on this side of the axis.
Remark 2.1. It is straight forward to introduce more than three intervals in the
same way. This is of practical importance since it is known that the eigenvalues
of the matrix D2 grow as N4, see the discussion in [32]. If N is large, this can
severely limit the achievable numerical precision in the solution of a PDE. Thus if
high resolution is needed, it can be interesting to introduce an appropriate number
of domains which are distributed in a way that the number N of collocation points
on each domain can be kept small though the spectral coefficients (5) decrease to
machine precision.
2.3. Boundary and matching conditions. At the boundaries between the dif-
ferent domains, the solution u is required to be C1. Since the Schrödinger equation
is of second order in x, these conditions uniquely fix the solution for fixed t. Because
the derivatives of u are approximated with differentiation matrices, these conditions
take with the spectral discretization introduced above the form for x = xl
(11) uINI − uII0 = 0,
2
xl
NI∑
α=0
DNIαu
I
α −
2
xl − xr
NII∑
α=0
D0αu
II
α = 0,
and for x = xr
(12) uIINII − uIII0 = 0,
2
xl − xr
NII∑
α=0
DNIIαu
II
α +
2
xr
NIII∑
α=0
D0αu
III
α = 0.
The first condition in both (11) and (12) ensures continuity of the function u at
the boundaries, the second the continuity of its derivative as approximated via
differentiation matrices (u′ ≈ Du).
These conditions will be implemented with the τ -method introduced by Lanczos
[23]. The idea is to use the conditions (11) and (12) as additional equations for
the equations obtained by discretizing the PDE (1). We put U = (uI , uII , uIII),
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i.e., combine the vectors of the discretized solution in the three domains to a single
vector. Thus equation (1) is approximated by the system of ODEs in t of the form
(13) i∂tU + LU + V U = 0,
where L is the (N I +N II +N III + 3)× (N I +N II +N III + 3) matrix built from
the blocks obtained from approximating the second derivative with respect to x via
differentiation matrices in the respective domains. As in [32], we implement the
matching conditions by replacing in the system (13) certain equations with (11)
and (12): the line with the number N I (the count starts at zero) is replaced by
the first condition in (11), line number N I + 1 by the second condition in (11), line
number N I+N II+1 by the first condition in (12), line number N I+N II+2 by the
second condition in (12); in all cases the corresponding component of right hand
side is replaced by 0. This general approach will be slightly varied in accordance
with the time integration schemes as detailed in the following section.
It is known, see [32] and references therein, that the τ -method does not im-
plement the boundary conditions exactly, but that the solution will satisfy the
boundary conditions with the same spectral accuracy as the PDE. It turns out that
it is numerically preferable to treat boundary conditions and PDE with the same
approach. The alternative would be to solve the PDE with given boundary condi-
tions (for instance vanishing conditions on the boundary) and use the homogeneous
solutions (which depend on the used method for the time integration) to establish
the matching conditions. One would have to deal with smaller matrices in this case.
But since Matlab has very efficient algorithms for sparse matrices as the matrix L,
we use here this larger matrix.
Remark 2.2. A spectral method means that a function is approximated on the
considered interval by globally smooth functions, here Chebyshev polynomials. The
matching conditions that the function u is C1 at the domain boundaries imply for
the Schrödinger equations being of second order in the spatial coordinate that a
smooth u is obtained on the whole real line if the solution is smooth on each
domain. Consequently this approach leads to a spectral method on the whole
real line. Since spectral methods are by nature global, this also implies that the
resolution as indicated by the Chebychev coefficients1 in one domain affects the
achievable accuracy in all other domains. This means that if for instance the |an|
decrease in one domain to 10−4 and in the others to 10−14, they will decrease after
a few time steps in all domains just to 10−4 thus limiting the accuracy to this order
of magnitude. Consequently it is not possible to choose a small resolution and
thus lower accuracy in the exterior domains if one is mainly interested in the finite
domain. The lack of resolution in the external domains will affect the achievable
accuracy in the finite domain. Note that the choice of the same resolution in each
domain does not imply that the number of Chebychev coefficients is the same in all
domains, but that the the coefficients decrease to the same value in each domain
which can be archived by largely different values of N I , N II and N III depending
on the problem and the choice of the domain boundaries.
1For a smooth function the modulus of the coefficients (5) decreases for large n and the order
of magnitude of |an| for n ∼ N will be referred to as spatial resolution in the following.
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Note that we essentially use the coordinate s = 1/x in the compactified domain.
With this coordinate, equation (1) takes the form
(14) i∂tu+ s4∂ssu+ 2s3∂su+ V u = 0,
which is clearly singular at s = 0 corresponding to x → ∞. Because of this
singular behavior, it is not necessary to impose a boundary condition at s = 0.
Regular solutions at infinity satisfy with (14) i∂tu(0, t) + V u(0, t) = 0. However,
it is possible to impose boundary values compatible with the solution there via a
τ -method, for instance the vanishing of the solution at infinity for asymptotically
vanishing solutions. This leads within numerical precision to the same solution on
the whole line. But since we are also interested in solutions which do not vanish
for x → ∞ as the Peregrine solution (2), we do not impose conditions at infinity.
Note that it is straight forward to implement (14) with the differentiation matrices
discussed above. All one has to do is to approach the operator s4∂ss + 2s3∂s which
can be done with the same amount of work as on a finite domain.
3. Time integration
The spatial discretization in the previous section permits to approximate the
PDE (1) via a finite dimensional system of ordinary differential equations (ODEs)
(13). In this section we will present briefly the two schemes we employ to integrate
this system, the Crank-Nicolson method and an implicit Runge-Kutta method of
fourth order. Both are implicit because the high condition number (the ratio of the
largest eigenvalue to the smallest) of the Chebyshev differentiation matrices makes
explicit methods inefficient for stability reasons: since the largest eigenvalues of the
matrix D2 are of order N4, the time steps would have to be chosen prohibitively
small to satisfy stability criteria.
3.1. Crank-Nicolson. The Crank-Nicolson (CN) scheme is an unconditionally
stable method of second order which takes for the ODE y′ = f(y, t), y ∈ Rg,
f : Rg 7→ Rg, the form
(15) y(tn+1) = y(tn) +
h
2
(f(y(tn), tn) + f(y(tn+1), tn+1)),
where h = tn+1−tn is the time step. Obviously the method is implicit for nonlinear
f(y).
For equation (13), the CN method yields
(16)
(1ˆ−ihL/2)U(tn+1) = (1ˆ+ihL/2)U(tn)+ ih
2
(
V (|U(tn+1)|2)U(tn+1) + V (|U(tn)|2)U(tn)
)
.
The matching conditions (11) and (12) are implemented with a τ -method as dis-
cussed in section 2.3: the same components of the matrix 1ˆ− ihL/2 as in (13) are
replaced by the matching conditions, the corresponding terms on the right hand
side of the equation are put equal to zero. In the linear case (V independent of
u), the system (16) can be solved directly numerically. In the nonlinear case, the
system is solved via a fixed point iteration which is stopped once the L∞ norm of
consecutive iterates changes by less than 10−8.
As will be shown in the following sections, the CN method works well if not
too high accuracy is needed. In practice a relative numerical error of up to 10−5
is possible. If higher precision is wanted, a fourth order method is necessary. We
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mainly present CN here since the existing transparent boundary approaches for
NLS use this method. Thus to compare the efficiency of TBC, PML and CED for
the same time integration scheme, we implement CN in all cases.
3.2. Fourth order implicit Runge-Kutta method. The general formulation of
an s-stage Runge–Kutta method for the initial value problem y′ = f(y, t), y(t0) =
y0 is as follows:
yn+1 = yn + h
s∑
i=1
biKi,(17)
Ki = f
tn + cih, yn + h s∑
j=1
aijKj
 ,(18)
where bi, aij , i, j = 1, ..., s are real numbers and ci =
s∑
j=1
aij .
For the implicit Runge–Kutta scheme of order 4 (IRK4) used here (Hammer-
Hollingsworth method), one has c1 = 12 −
√
3
6 , c2 =
1
2 +
√
3
6 , a11 = a22 = 1/4,
a12 =
1
4 −
√
3
6 , a21 =
1
4 +
√
3
6 and b1 = b2 = 1/2. This scheme can also be seen as a
2-stage Gauss method.
The system following from (18) for (13) is written in the form
(1ˆ− iha11L)K1 =
(
(iLU(tn) + iha12LK2
+V

∣∣∣∣∣∣U(tn) + h
2∑
j=1
a1jKj
∣∣∣∣∣∣
2

U(tn) + h 2∑
j=1
a1jKj

 ,
(1ˆ− iha22L)K2 =
(
iLU(tn) + iha21LK1
+V

∣∣∣∣∣∣U(tn) + h
2∑
j=1
a2jKj
∣∣∣∣∣∣
2

U(tn) + h 2∑
j=1
a2jKj

 .(19)
The matching conditions (11) and (12) are implemented via a τ -method for the
same indices as explained in section 2.3, but this time for both K1 and K2 for the
matrices 1ˆ − iha11L and 1ˆ − iha22L respectively. The corresponding right-hand
sides of the equations are put equal to zero. The resulting implicit system for K1
and K2 again requires an iterative solution in the nonlinear case. This is done by
solving the equation in the form (19) which gives some simplified Newton method.
It shows rapid convergence in practice.
In the linear case, the solution could be given in principle by inverting a 2(N I +
N II + N III + 3) × 2(N I + N II + N III + 3). However, this effective doubling of
the dimension of the to be inverted matrix is not unproblematic because of the
mentioned conditioning of the Chebyshev differentiation matrices. Therefore we
iterate also in the linear case as explained above.
4. Perfectly matched layers
In this section we briefly summarize the PML approach as applied by Zheng [36]
to Schrödinger equations. The basic idea is to replace the infinite intervals I and
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III of the CED approach by finite intervals of width δ > 0. In these intervals, the
real coordinate x is replaced by a complex coordinate which introduces into the
purely dispersive Schrödinger equation some dissipation. The parameters of the
deformation are to be chosen in a way that the solution u is quickly damped in the
layers without allowing reflections back to the computational domain II. In order
for this concept to work, it is assumed that the initial data have compact support
in zone II in contrast to the CED approach.
The PML approach is thus in the treatment of the spatial dependence of u very
similar to the CED approach, just that zone I is now given by [xl − δ, xl] and zone
III by [xr, xr + δ]. The coordinate x in (1) is replaced by the coordinate x˜ defined
as
(20) x˜ =

x, x ∈ [xl, xr]
x+R
∫ x
xl
σ(s)ds, x ∈ [xl − δ, xl]
x+R
∫ x
xr
σ(s)ds, x ∈ [xr, xr + δ]
,
where R = exp(ipi/4) and where σ(s) is a positive damping function to be specified
below. Assuming that the NLS equation is deformed in zones I and III to hold in
the form (1) with x replaced by x˜, we get there
(21) i∂tu+
1
1 +Rσ(x)
∂x
(
1
1 +Rσ(x)
∂x
)
u+ V u = 0.
As in [36] we choose the damping function to be
(22) σ(s) =
{
σ0(s− xl)2, s ∈ [xl − δ, xl]
σ0(s− xr)2, s ∈ [xr, xr + δ]
where σ0 is a to be specified positive parameter. Both δ and σ0 determine the
effective length |x˜| on which the solution is dissipated. We always fix δ in the
following experiments and vary σ0 to identify optimal damping of the solution. For
simplicity, the same parameters are chosen in both zones I and III.
The integration of the modified NLS equation (21) is done as before. We in-
troduce Chebyshev collocation points (5) in each of the three domains, in II as
before for x, in I for x in x˜ = Rσ0(x − xl)3/3 and similarly in zone III. Since
the layer is chosen in a way that the solution is C1 at the boundaries, we impose
the same matching conditions (11) and (12). But since zones I and III are no
longer unbounded, equation (21) is not singular at the outer boundaries xl− δ and
xr + δ. At these points we impose the vanishing of u as boundary condition which
is again done with a τ -method (see section 2.3). The time integration is performed
as discussed in the previous section with the CN and IRK4 methods.
5. Transparent boundary conditions
In this section we present a brief summary of the TBC methods used here for
the free Schrödinger equation [2] and the completely integrable NLS equation [37].
For the spatial dependence in both cases, we use the spectral method outlined in
section 2 for the single domain [xl, xr]. The time integration of the resulting system
of ODEs is performed with the CN method (at least for NLS, we are not aware of
other time integration schemes which have been applied so far). The initial data are
supposed to have compact support in [xl, xr], at least within numerical precision.
For details of the approaches the reader is referred to [2] and [37].
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5.1. Free Schrödinger equation. We first consider the case of vanishing V in
(1), i.e., the free Schrödinger equation,
(23) i∂tu+ ∂xxu = 0,
on a finite interval [xl, xr]. For the spatial dependence we use the Chebyshev
collocation method explained in section 2. Since we deal only with one domain in
this section, we suppress the superscript II here.
For the time integration we use the CN method, the boundary conditions are im-
plemented with a τ -method (see section 2.3). Recall that this means we replace the
first line of the matrix (1ˆ− iD2h/2) by (1, 0, . . . , 0) and the last line by (0, . . . , 0, 1)
and the first and last component of the vector on the right hand side of (15) by
g0r and g0l respectively, the Dirichlet boundary conditions. We call the resulting
matrix on the left L˜ and the vector on the right (g0r, u˜, g0l)t. Thus we get the
solution
(24) u(tn+1) = L˜−1
g0ru˜
g0l
 .
The transparent boundary conditions are found by effectively writing the Schrödinger
equation in the form (exp(ipi/4)∂1/2t +∂x)(exp(ipi/4)∂
1/2
t −∂x)u = 0 and by impos-
ing an outgoing wave condition at the boundaries. This means that we have there
the conditions
(25) (exp(ipi/4)∂1/2t u+ ∂nu)
∣∣∣
x=xl,xr
= 0,
where ∂nu denotes the normal derivative at the boundary pointing towards the ex-
terior of the domain. Thus condition (25) establishes the Dirichlet to von Neumann
map for a solution to the Schrödinger equation, i.e., a relation between the Dirichlet
data g0l, g0r at the boundaries and the corresponding von Neumann data g1l, g1r
there. The fractional derivatives can be computed with different approaches, see
[4, 2] for a CN discretization. Since in [37] the latter approach by Antoine and
Besse performed better, we concentrate on it which reads for the above setting
−g1l(tn+1) = F
n+1∑
k=0
βkg0l(tn+1−k) =: vl + Fβ0g0l(tn+1),
g1r(tn+1) = F
n+1∑
k=0
βkg0r(tn+1−k) =: vr + Fβ0g0r(tn+1),(26)
where F = − exp(−ipi/4)√2/h, and where
(27) βk+2 = βk
(
1− 1
k + 1
)
, k = 0, 1, . . . , β0 = 1, β1 = −1.
On the other hand the normal derivatives in (25) can be computed from the
numerical solution (24) by applying the differentiation matrix D. Thus we get the
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numerical approximation of the derivative, which we write at the boundary as
g1r(tn+1) =
N∑
α=0
D0αuα(tn+1) =: ur(tn+1) + γrrg0r(tn+1) + γrlg0l(tn+1),
g1l(tn+1) =
N∑
α=0
DNαuα(tn+1) =: ul(tn+1) + γlrg0r(tn+1) + γllg0l(tn+1).(28)
Equations (26) and (28) imply (all quantities taken for t = tn+1)
(29)
(
γrr − Fβ0 γrl
γlr γll + Fβ0
)(
g0r
g0l
)
=
(
vr − ur
−vl − ul
)
.
In other words, the values for g0l and g0r resulting from (29) give transparent
boundary conditions.
Note that the above approach does not work in the presence of a non-constant
potential V (x) in the exterior of the interval [xl, xr]. In this case V (x) has to be
either eliminated from the equation via a gauge transform, or it appears in the
formal decomposition (25) as part of a square root which has to be approximated,
see for instance [1, 21] for the two approaches. The approach [2] can be generalized
in principle to higher order time integration schemes as the IRK4 method used here.
To this end, a fourth order algebraic equation has to be solved, see also [1]. We
are not aware of any attempts in this direction. The advantage of CN is that the
coefficients (27) can be given explicitly. The corresponding expressions for higher
order schemes are expected to be involved, and it is not clear whether they can be
efficiently implemented.
5.2. Cubic nonlinear Schrödinger equation. It is well known that the cubic
NLS equation, i.e., equation (1) with V = −2ρ|u|2,
(30) i∂tu+ ∂xxu− 2ρ|u|2u = 0, ρ = ±1, x ∈ R, t > 0
is completely integrable, see [35]; the equation is focusing for ρ = −1 and has
solitonic solutions in this case, and is defocusing for ρ = 1. The integrability of the
equation implies that powerful solution techniques as Riemann-Hilbert problems
exist. The latter could be used in [6] to establish the Dirichlet to von Neumann
map for x = const. The found relations can be seen as above for the free linear
Schrödinger equation as TBC for the equation. This was numerically implemented
by Zheng in [37]. We give a brief summary of this approach. Denote the von
Neumann data by g1(t) and the Dirichlet data by g0(t). In a first step one has to
solve the advection type system for auxiliary quantities L1,2(t, s) and M1,2(t, s),
L1,t − L1,s = ig1(t)L2 + a(t)M1 + b(t)M2,(31)
L2,t + L2,s = −iρg¯1(t)L1 + ρb¯(t)M1 − a(t)M2,(32)
M1,t −M1,s = 2g0(t)L2 + ig1M2,(33)
M2,t +M2,s = 2ρg¯0(t)L1 − iρg¯1(t)M1,(34)
where
(35) a(t) = iρ=(g0g¯1), b(t) = i
2
(g0,t + iρ|g0|2g0),
with the condition
(36) L1(t, t) =
i
2
g1(t), M1(t, t) = g0(t), L2(t,−t) = M2(t,−t) = 0.
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With M2 and M1 given, one can then compute the Dirichlet to von Neumann map
via
(37) g1(t) = M2(t, t)g0(t)− e− ipi4 ∂1/2τ M1(t, 2τ − t)
∣∣∣
τ=t
.
This provides a nonlinear variant of the Dirichlet-to von Neumann map (25) in the
linear case.
To solve the system (34), it is convenient to introduce the characteristic coordi-
nates
(38) ξ =
t+ s
2
, η =
t− s
2
.
In the linearized case, the right hand sides in (31)-(34) vanish approximately which
implies
(39) L1 ∼ i
2
g1(η), M1 ∼ g0(η), L2 ∼M2 ∼ 0,
which allows to recover the results from the previous subsection.
To solve this system numerically we introduce the following discretization: tn =
nh, n = 0, 1, . . . and sn = (−tn,−tn + 2h, . . . , tn), i.e., the vector with the com-
ponents snm = −tn + 2hm, m = 0, 1, . . . , n. The equations are integrated with the
trapezoidal rule with respect to ξ (η) whilst keeping η (ξ) constant. Thus we obtain
for the ξ integration
(40) yn+1m+1 − ynm =
h
2
(An+1xn+1m+1 +A
nxnm),
and for the η integration
(41) yn+1m − ynm =
h
2
(An+1xn+1m +A
nxnm),
where ynm = y(tn, sm).
We first use (40) and (34) to determine M2(t, t),
(42) Mn+12,n+1 = M
n
2,n − iρh(an+1 + an),
and similarly for (32)
(43)
Ln+12,n+1 = L
n
2,n+
h
2
(ρ
2
(|gn+11 |2 + |gn1 |2) + ρ(b¯n+1gn+10 + b¯ngn0 )− (an+1Mn+12,n+1 + anMn2,n)
)
.
With (41) and (36) we get for (33)
(44) Mn+11,0 = M
n
1,0,
and thus from (36)Mn1,0 = 0 for all n, i.e.,M1(t,−t) = 0. This implies L1(t,−t) = 0.
Thus we have the functions Li, Mi, i = 1, 2 for m = 0 and m = n.
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For tn+1 and 1 ≤ m ≤ n, we get for the system (31) to (34) with (40) and (41)
Ln+11,m = L
n
1,m +
h
2
(
ign+11 L
n+1
2,m + a
n+1Mn+11,m + b
n+1Mn+12,m + ig
n
1L
n
2,m + a
nMn1,m + b
nMn2,m
)
,
(45)
Ln+12,m = L
n
2,m−1 +
h
2
(−iρg¯n+11 Ln+11,m + ρb¯n+1Mn+11,m − an+1Mn+12,m
−iρg¯n1Ln1,m−1 + ρb¯nMn1,m−1 − anMn2,m−1
)
,
(46)
Mn+11,m = M
n
1,m +
h
2
(
2gn+10 L
n+1
2,m + ig
n+1
1 M
n+1
2,m + 2g
n
0L
n
2,m + ig
n
1M
n
2,m
)
,
(47)
Mn+12,m = M
n
2,m−1 +
h
2
(
2ρg¯n+10 L
n+1
1,m − iρg¯n+11 Mn+11,m + 2ρg¯n0Ln1,m−1 − iρg¯n1Mn1,m−1
)
.
(48)
Defining for fixed n,m the vector Xγ a with components L1, L2,M1,M2 where the
index γ refers for 1, 2, 3, 4 to L1, L2,M1,M2 respectively, we can write this system
in the form
(49)
4∑
δ=1
AγδXδ = V γ , γ = 1, 2, 3, 4,
where A and V follow from (45) to (48). Obviously the left-hand sides of (45) to
(48) have the same form for all m, whereas the right-hand sides follow by shifting
indices. Thus the system can be directly solved by inverting the 4× 4 matrix A for
given n and m.
With M2 and M1 given, one can then compute the Dirichlet to von Neumann
map (37) with the Antoine-Besse approach as in the previous subsection. Here
we essentially use the approach by Zheng [37] with the following changes: for the
spatial discretization we use the pseudospectral method of section 2. This system is
solved with CN by a fixed point iteration. In each step of the iteration, we compute
u(xl, t) and u(xr, t) as well as the normal derivatives via the differentiation matrix
D. The found normal derivatives via the procedure outlined in this subsection is
then used as von Neumann data for the next step in the iteration. Thus in contrast
to Zheng, we iterate the Dirichlet to von Neumann maps for xl and xr and the CN
relations at the same time.
6. Numerical study of the free Schrödinger equation
In this section, we will compare the CED method with PML and TBC of the
previous sections for the free Schrödinger equation. As in [36], we consider as an
example the exact solution
(50) u(x, t) =
1√
1 + 4it
exp
(
−x
2 − 8ix+ 82it
1 + 4it
)
shown in Fig. 1 and give u(x, 0) as initial data for the to be tested numerical
approaches. The numerical solution is then compared for t ≤ 1/2 with the exact
solution. It is shown that all methods are able to produce in principle the same
accuracy in the linear case, but that they are not equally efficient: whereas TBC
needs the least spatial resolution, higher order time integration schemes have not
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been explored so far. The latter can be easily done for CED, but for this method to
be of high precision, the Chebyshev coefficients have to decrease to the same order
of magnitude on the whole real line. The PML approach is a good compromise
in this sense, since high order time integration can be easily used, and since only
comparatively low spatial resolution is needed in the layers. But for this advantage
is in practice more than offset by the need to optimize the parameters σ0, δ through
several runs of the code for the same initial data.
It can be seen in Fig. 1 that the modulus of the solution (1) is being slowly
dispersed whilst the maximum travels with the constant speed c = 16 to the right
and hits the right boundary of domain II at t = 0.3125. The real part of the solution
in the same figure shows the typical oscillations of solutions of dispersive equations
which also have to be accurately resolved numerically.
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Figure 1. Exact solution (50) to the free Schrödinger equation
being used as a test of the various numerical approaches; on the
left the modulus squared of the solution, on the right its real part.
The solution (50) can be constructed from the well known solution to the Schrödinger
equation for Gaussian initial data by exploiting theGalilei invariance of the Schrödinger
equations of the form (1). This means, that if u(t, x) is a solution, then so is
(51) uˆ(x, t) = u(x− ct, t)eicx/2−ic2t/4,
with c ∈ R some finite speed.
Remark 6.1. It is convenient in practical computations for data with a single
maximum to exploit the Galilean invariance of the equation by going to a reference
frame essentially travelling with the maximum. In this way, it is straight forward
to choose an optimal resolution for different domains in CED approaches. This
can be even done by going to an accelerated frame and thus changing the form of
the to be solved equation as for instance in [20]. For the example (50), this would
imply the study of the dispersed Gaussian with a maximum fixed at the origin.
Since the solution is rapidly decreasing, Fourier techniques would certainly be most
efficient here. However, the goal of the present paper is to compare the efficiency
of various numerical approaches in dealing with a maximum passing through the
domain boundary which is why we do not switch to a moving frame here and use
the example of [36].
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For the CEDmethod, we chooseN I = 20, N II = 120 andN III = 600 Chebyshev
points in the respective domains. It can be seen in Fig. 2 that the Chebyshev
coefficients (5) decrease in each of the domains to machine precision, both for the
initial and the final time of the computation. Note that the Chebyshev coefficients
in domain I are always completely of the order of machine precision (they are
covered in the left figure in Fig. 2 by the coefficients in domain III) which means
one could just impose vanishing Dirichlet condition at xl. The domain is mainly
kept here to illustrate the approach.
0 100 200 300 400 500 600−20
−15
−10
−5
0
N
log
10
|a
n|
 
 
I
II
III
0 100 200 300 400 500 600−20
−15
−10
−5
0
N
log
10
|a
n|
 
 
I
II
III
Figure 2. Chebyshev coefficients (5) for the solution (50) in the
three domains; on the left at t = 0, on the right for t = 0.5.
As in [36], we will discuss in the following the numerical error ∆ as the L2 norm
of the difference between numerical solution u and exact solution uex normalized
by the L2 norm of the exact solution,
(52) ∆ =
||u− uex||2
||uex||2 .
For PML and TBC, both are computed for x ∈ [xl, xr], for CED for x ∈ R. This is
done with the Clenshaw-Curtis algorithm outlined in section 2.
We first compare the various approaches with second order CN method in all
cases. The numerical error ∆ for the CED method can be seen in Fig. 3 on the
left. Because of the matching conditions at the domain boundaries, this is a global
method on the whole real line, and no effect should be visible in this approach when
the maximum crosses the boundary at t = 0.3125. It can be seen that this is indeed
the case, the numerical error increases in time due to a piling up of the errors in
the time integration. In Fig. 3, the numerical error is shown for three resolutions
(Nt = 103, 104, 105). It can be clearly seen that the CN method shows the expected
second order behavior. A precision of the order of 10−7 can be reached in this
example, for higher accuracies a fourth order method as discussed below would be
clearly the better choice.
In Fig. 3, the same situation is studied on the right for the TBC approach. Here
we only have domain II where we use the same resolution as before (N II = 120).
Since both CED and TBC can be treated explicitly, the latter is considerably more
efficient since only one domain is considered. The numerical error behaves slightly
differently in this case as can be recognized in Fig. 3: once considerable parts of
the mass of the solution leave around t ≈ 0.3 the domain, the numerical error there
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Figure 3. Normalized L2 norm ∆ of the difference between nu-
merical and exact solution (52) with CN method for Nt = 103,
Nt = 10
4 and Nt = 105 time steps (from top to bottom); on the
left for the CED method the error on the whole line, on the right
for the TBC method in the computational domain.
decreases slightly since the solution itself is almost zero in part of the domain.
There are no spurious reflections at the boundary if sufficient resolution in time is
provided, the conditions are really transparent within numerical precision which is
theoretically expected, see [1]. The CN scheme again shows the expected second
order behavior.
As can be seen in Fig. 4 on the left, the numerical error in the PML case with
CN is very similar to the TBC case. Again second order convergence of the time
integration scheme is observed, and the numerical error (52) decreases once most of
the mass leaves the computational domain. We use here N I = 20 and N III = 50
Chebyshev collocation points and find that the Chebyshev coefficients (5) decrease
to 10−12 in the layers throughout the computation. This shows that much less
spatial resolution is needed here in domain III compared to the CED approach.
Thus for the shown accuracy range, the PML method is less efficient than TBC,
but more so than CED.
The above examples with the second order scheme CN in Fig. 3 and 4 show that
it is hardly possible to reach machine precision with such an approach. Therefore
we apply the fourth order IRK4 method here to illustrate the difference. It is an
advantage of both PML and CED that it is straight forward to combine them with
convenient time integration schemes. It can be seen in Fig. 5 that essentially the
same accuracy can be reached for Nt = 103 as with 105 time steps for CN in Fig. 3,
and that with Nt = 104 one essentially reaches machine precision for the CED
method.
For the PML method, the same situation is shown on the right of Fig. 5. The
behavior for Nt = 103 is as expected from the CED case and the CN approach for
PML in Fig. 4. But for the even higher resolution Nt = 104, an effect of the right
layer can be seen. After the maximum of the solution hits the domain boundary
at t = 0.3125, the numerical error increases again in the computational domain
due to reflections from the layer. This is why the values for δ and σ0 in (22) were
fixed after studying the numerical error with the IRK4 method in Fig. 4 on the
right. Since both δ and σ0 have the same effect to increase the effective length |x˜|
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Figure 4. On the left, normalized L2 norm ∆ of the difference
between numerical and exact solution (52) with CN method for
Nt = 10
3, Nt = 104 and Nt = 105 time steps (from top to bottom)
for the PML method with σ0 = 50 and δ = 0.5; on the right the
PML approach with IRK4 method and Nt = 104 for various values
of σ0 in (22) (σ0 = 40, 50, 60 corresponding to the blue, green, and
red curve respectively).
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Figure 5. Normalized L2 norm ∆ of the difference between nu-
merical and exact solution (52) with IRK4 method for Nt = 103
and Nt = 104 time steps (from top to bottom); on the left for the
CED method the error on the whole line, on the right for the PML
method with δ = 0.5 and σ0 = 50 in the computational domain.
of the layer where the dissipation is active, we fix as in [36] δ = 0.5 and vary σ0 to
minimize the numerical error. It can be seen in Fig. 4 that the numerical error ∆
increases strongly for σ0 = 40 once the maximum of the solution enters the layer.
This is much less the case for larger σ0, but σ0 = 60 produces a larger error near
t = 0.3125 than σ0 = 50. Since it is most important to resolve the solution well
in the computational domain whilst there is still considerable mass there, we chose
σ0 = 50 for the computations. The need to optimize the value of σ0 essentially
by trial and error, i.e., by additional runs of the code for the same initial data,
is a clear disadvantage of the PML approach. Note however that in the present
example, there is no visible effect by choosing either of these three values for σ0
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with the CN method on the left of Fig. 4 since the accuracy of the time integration
scheme is too low.
Note also that the error shown for CED is obtained on the whole axis whereas
it is for PML only for the computational domain. Thus it is not surprising that
the error is smaller for PML at later times since the solution is close to zero after a
certain time in the computational domain, whereas the maximum of the solutions
is being tracked outside this domain in the CED approach.
7. Numerical study of the NLS soliton
In this section we study the CED, TBC and PML approaches for the NLS equa-
tion at the example of the NLS soliton,
(53) u(x, t) =
√
a sech
√
a(x− ct) exp
[
i
(
c
2
x+
(
a− c
2
4
)
t
)]
for a = 2 and c = 15 and t ≤ 2 shown in Fig. 6. The exact solution (53) is imposed
as initial condition at t = 0, and the numerical error ∆ is defined as in (52). We
use xr = −xl = 25 to assure that the solution is almost of the order of machine
precision at the boundaries (here ∼ 10−11). This is important since both the TBC
and the PML approach in the form used here assume initial data with compact
support (at least within numerical precision) in the domain [xl, xr]. As in [36], the
PML approach for NLS does not dissipate the solution well in the layer which leads
to errors in the computational zone.
As can be seen in Fig. 6, the localized solution travels with constant speed c = 15
to the right. Its maximum hits the boundary of domain II at t = 1.666 . . .. The real
part in the same figure shows the oscillatory phase of the solution that is stationary
in a comoving frame (obtained by applying (51)). In such a frame, Fourier methods
with time integrators as in [18] would be the ideal choice, but as in the previous
section, the goal is here to study the efficiency of the respective method when the
soliton crosses the boundary.
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Figure 6. Soliton solution (53) to the cubic NLS equation being
used as a test for the various numerical approaches; on the left the
modulus squared of the solution, on the right its real part.
We again study the spatial resolution for the CED method and choose N I = 20,
N II = 700 and N III = 500 Chebyshev points in the respective domains. It can be
seen in Fig. 7 that the Chebyshev coefficients (5) decrease in each of the domains
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at least to 10−12 for this choice, both for the initial and the final time of the
computation. Note that the Chebyshev coefficients in domain I are again completely
of the order of machine precision which means one could just impose vanishing
Dirichlet condition at xl.
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Figure 7. Chebyshev coefficients (5) for the solution (53) in the
three domains; on the left at t = 0, on the right for t = 2.
As in the previous section, we first compare the various methods with the second
order CN scheme in all cases. The numerical error ∆ for the CED method can be
seen in Fig. 8 on the left. The global character of the approach ensures once more
that no effect is visible in the error when the maximum crosses the boundary at
t = 1.666 . . .. Since all approaches are now iterative due to the nonlinearity of the
NLS equation in contrast to the linear case of the previous section, we only consider
the resolutions Nt = 103 and Nt = 104. It can be clearly seen that the CN method
shows the expected second order behavior. A precision of the order of 10−3 can
be reached in this example without problems, for higher accuracies a fourth order
method as discussed below would be clearly the better choice.
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Figure 8. Normalized L2 norm ∆ (52) of the difference between
numerical and exact solution with CN method for Nt = 103 and
Nt = 10
4 time steps (from top to bottom); on the left for the
CED method the error on the whole line, on the right for the TBC
method in the computational domain.
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In Fig. 8, the same situation is studied on the right for the TBC approach.
There is only domain II in this case where we use the same resolution as for CED
(N II = 700). Due to the much lower overall spatial resolution needed than in
the CED case, the method is slightly more efficient. But this is partly offset by
the need to iterate the Dirichlet to von Neumann map. Whereas this has little
effect for x = xl since the solution vanishes with numerical precision there, the
iteration takes more and more time once the maximum of the solution approaches
the boundary x = xr. In addition the numerical error normalized by the L2 norm
of the exact solution within the computational domain now increases strongly once
the maximum of the solution passes the boundary. For Nt = 103 it is even of
order 1, for Nt = 104 of the order of 1%. The error normalized by the L2 norm of
the initial data still decreases to the order of 10−3 and 10−5 respectively. But the
increase of the error in Fig. 8 is in clear contrast to the linear case in Fig. 3 where
the error even decreases. The reason for this appears to be that the Dirichlet to
von Neumann map has to be obtained also approximatively, whereas it is explicitly
known in the linear case. The CN scheme though shows the expected second order
behavior in both cases, it is just computationally expensive to reach higher precision
with a second order scheme.
As can be seen in Fig. 9 on the left, the numerical error in the PML case with
CN is obviously different from the TBC case. Again second order convergence
of the time integration scheme is observed whilst most of the mass is within the
computational domain, but the numerical error (52) increases once most of the
mass leaves the latter, and this even in a way independent of the time resolution
at a given point. We use here N I = 50 and N III = 100 Chebyshev collocation
points to assure that the Chebyshev coefficients (5) decrease to machine precision
throughout the computation in the layers. Again a much lower values of N III is
needed here compared to the CED approach.
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Figure 9. On the left, normalized L2 norm ∆ of the difference
between numerical and exact solution (52) with CN method for
Nt = 10
3 and Nt = 104 time steps (from top to bottom) for the
PML method with σ0 = 3 and δ = 1; on the right the PML
approach with IRK4 method and Nt = 5000 for various values of
σ0 in (22) (σ0 = 2, 3, 5, 10 corresponding to the blue, green, red
and cyan curve respectively).
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To reach higher precision we apply again the fourth order IRK4 method which
can be implemented for both PML and CED in a straight forward way. The fourth
order convergence can be seen in Fig. 10. For CED, with Nt = 104 one is already
close to machine precision.
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Figure 10. Normalized L2 norm ∆ of the difference between nu-
merical and exact solution (52) with IRK4 method for Nt = 103
and Nt = 104 time steps (from top to bottom); on the left for the
CED method the error on the whole line, on the right for the PML
method with δ = 1 and σ0 = 3 in the computational domain.
For the PML method, the same situation is shown on the right of Fig. 10. As
with the CN method in Fig. 9, the expected convergence of the scheme is only
observed whilst most of the mass of the solution is within the computational domain.
Once the maximum of the solution is close to the boundary, the error becomes
independent both of the spatial and the temporal resolution and is thus clearly an
effect of the PML approach. As observed already in [36], the layers are clearly not
‘perfectly matched’ in the nonlinear case. This also does not change if we vary the
parameter σ0 in the right figure of Fig. 9. There we put δ = 1 and vary σ0 to
minimize the numerical error. It can be seen in Fig. 9 that the numerical error ∆
is almost identical for the values 2, 3, 5, 10, but that it is worst for the values 2 and
10 in this example. Thus we choose σ0 = 3 since it also performs best close to the
time when the maximum of the solution reaches the boundary of the computational
domain.
To illustrate the behavior of the numerical solution for TBC and PML near the
boundary, we show in Fig. 11 the difference of the numerical and exact solutions in
both cases at t = 2 for CN with Nt = 104. It can be seen that the absolute error
for TBC is of the order 10−5 and that some spurious reflections propagate to the
left. These might be further reduced if a higher resolution in time is used. The
absolute error for PML on the other hand is of the order of 1%, and the solution in
the computational domain is clearly affected near the boundary. This effect cannot
be reduced if the resolution in time or space is increased, nor if different values of
σ0 are used.
8. Numerical study of the Peregrine breather
The TBC and the PML method used in this article are constructed for initial
data with compact support in the computational domain, a condition which should
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Figure 11. Difference between numerical and exact solution to
NLS for soliton initial data (53) for the TBC method on the left
and for the PML method on the right at t = 2 for Nt = 104 with
the CN method.
be satisfied with the aimed at precision. CED methods on the contrary just require
fall off to some (possibly nonzero) constant (for fixed t) at infinity which may be
slow. To illustrate this we consider the celebrated Peregrine breather solution to
the NLS equation which is discussed as a possible candidate for rogue waves in
hydrodynamics and nonlinear optics. The solution can be seen in Fig. 12. For
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Figure 12. Peregrine breather (2).
|x| → ∞, one has that |u| → 1. The solution is also slowly dispersed away for
t → ∞. We show in this section that the breather solution can be numerically
evolved on the whole real line with essentially machine precision. This allows to
study numerically the stability of the breather solution. This is important in the
context of rogue waves since experimentally observable structures should be stable
to a certain extent. A stability analysis for periodic breathers was presented in
24 M. BIREM AND C. KLEIN
[11], an experimental study of the stability of the Peregrine breather appearing in
hydrodynamical experiments against wind was described in [10].
We give the Peregrine solution for t = 0 as initial data and numerically solve NLS
with these data for t ≤ 1. To this end we choose xr = −xl = 10, N I = N III = 50
andN II = 700. It can be seen in Fig.13 that the Chebyshev coefficients (5) decrease
to machine precision in this case during the whole computation.
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Figure 13. Chebyshev coefficients (5) for the solution (2) in the
three domains; on the left at t = 0, on the right for t = 1.
Note that we get essentially the same numerical result with the more symmetric
(in the N i) choice xr = −xl = 5 and N I = N III = 200, N II = 400. We use
here only the IRK4 method since we are interested in testing with which accuracy
the solution can be reproduced. Since the Peregrine solution is not in L2(R), we
consider here the numerical error defined via the L∞ norm,
(54) ∆∞ =
||u− uPer||∞
||uPer||∞ ,
where uPer is the solution (2). It can be seen in Fig. 14 that the numerical error
is smaller than 10−10 for Nt = 1000, and that one is close to the optimum with
Nt = 2000.
If no exact solution is known for given initial data, it is convenient to use con-
served quantities of the studied PDE, whose conservation is not implemented in
the code, to control the accuracy of the numerical solution, see for instance the
discussion in [18]. Since the cubic NLS equation is completely integrable, there is
an infinite number of conserved quantities, the most popular being the mass (the
L2 norm of the solution) and the energy. Note that both these quantities are not
defined for the breather since it is not in L2, but that the combination
(55) E =
1
2
∫
R
{|ux|2 − |u|2(|u2| − 1)} dx
is both conserved and defined. It can be checked by direct computation that E = 0
for the Peregrine breather. For given u, the integral in (55) will be computed
as discussed in section 2 with the Clenshaw-Curtis algorithm after division by sl
and sr in coefficient space in the compactified domains. In numerical simulations,
the quantity E will depend on time due to unavoidable numerical errors. We use
the relative quantity ∆E = |1 − E(t)/E(0)| as an indicator of the accuracy of the
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Figure 14. L∞ norm ∆∞ (54) of the difference between numerical
and exact solution to NLS for Peregrine initial data (2) for the CED
approach with IRK4 method with Nt = 1000 and Nt = 2000 (from
top to bottom).
solution. As discussed in [18], such quantities are reliable indicators of the precision
if sufficient resolution in x is provided, but tend to overestimate the accuracy by
one to two orders of magnitude. For the exact Peregrine solution, the quantity E
is numerically of the order of 10−13, i.e., machine precision.
Since the CED approach allows to propagate Peregrine initial data essentially
with machine precision, we are able to study localized perturbations of the breather:
as an example we consider initial data uPer(x, 0) + 0.1 exp(−x2), i.e., the Peregrine
solution at time t = 0 perturbed by a small Gaussian. We use N I = N II = N III =
400 and Nt = 1000 for the computation. It can be seen in Fig. 15 that the solution
appears to be dispersed away to infinity, but in a significantly different way than
the Peregrine breather. This is even more obvious in the right figure of Fig. 15
where the solution at the last computed time is shown with the Peregrine solution
(2) at the same time.
Thus it appears that the Peregrine breather is unstable against this type of
perturbations, and that the perturbed solution does not stay close to the exact
solution. Note that the solution is even at the last computed time well resolved
spatially as can be seen in the right figure of Fig. 16, where the Chebyshev coeffi-
cients (5) at the last computed time are shown. Since the initial data is symmetric
with respect to the transformation x → −x and since the Schrödinger equation
preserves parity, the Chebyshev coefficients in zone I and III are identical, and half
of the coefficients in zone II vanish with numerical precision. The coefficients in
zone I and III still decrease to 10−4 which indicates that the solution is computed
to better than plotting accuracy. The slow decrease of the Chebyshev coefficients is
due to the oscillations shown on the left of Fig. 16. The relative conserved energy
∆E ∼ 8.8 ∗ 10−3. This implies together with the resolution in coefficient space
shown in Fig. 16 that the solution is computed to at least plotting accuracy.
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Figure 15. Solution to the NLS equation for the initial data
uPer(x, 0) + 0.1 exp(−x2) in dependence of time on the left; on
the right the solution at the final time in blue and the Peregrine
solution at the same time in green.
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Figure 16. Solution to the NLS equation at t = 1 for the initial
data uPer(x, 0) + 0.1 exp(−x2) in the compactified domain on the
left, and the corresponding Chebyshev coefficients (5) on the right.
9. Outlook
In this paper we have presented a multidomain spectral method with compact-
ified exterior domains for Schrödinger equations and discussed examples for the
linear Schrödinger and cubic NLS equations. The solutions have to be bounded at
spatial infinity. The method was compared to exact TBC and PML approaches. It
was shown that it produces results of at least the same quality as TBC and PML
in the linear case, and that machine precision can be reached with a fourth order
time integrator. The price to pay for this is that the solution has to be resolved
with the wanted precision on the whole real line. Thus if one is only interested
in the solution in the computational domain, TBC and PML approaches might
be more economic, though the latter approach in practice requires several runs to
optimize the parameters. The slight disadvantage of CED disappears, however, in
the nonlinear case where even TBC methods need an approximate (and iterative)
solution of the Dirichlet to von Neumann map, and where the PML method [36]
produces considerable errors. In contrast, the CED method could reach the same
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precision as in the linear case and seems therefore the preferred choice for high
precision studies.
The real advantage of the CED method is, however, for situations with an al-
gebraic fall off towards infinity whereas TBC and PML require initial data with
compact support. As an example we studied the Peregrine breather (2) which is
discussed as a model for rogue waves in hydrodynamics and nonlinear optics. As
was shown, the CED approach can propagate this solution with machine precision
and allows the study of perturbations which will be done in more detail elsewhere.
The approach is also open to a generalization to higher dimensions where soliton
solutions often have an algebraic fall off, see the lump of Davey-Stewartson and
Kadomtsev-Petviashvili equations (2 + 1 dimensional generalizations of NLS and
Korteweg-de Vries equations respectively). This will be the subject of further re-
search.
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