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ABSTRACT. In the field of scene analysis for computer vision, a trade-off must be found between
the quality of the results expected, and the amount of computer resources allocated for each
task. Using an adaptive vision system provides a more flexible solution as its analysis strategy
can be changed according to the information available concerning the execution context. We
describe how to create and evaluate a visual attention system tailored for interacting with a
computer vision system so that it adapts its processing according to the interest (or salience)
of each element of the scene. We propose a new set of constraints named PAIRED to evaluate
the adequacy of a model with respect to its different applications. We justify why dynamical
systems provide good properties for simulating the dynamic competition between different kinds
of information. We present different results that demonstrate that our results are fast and highly
configurable and plausible.
RÉSUMÉ. Dans le domaine de l’analyse de scène en vision par ordinateur, un compromis doit
être trouvé entre la qualité des résultats attendus et les ressources alloués pour effectuer les
traitements. Une solution flexible consiste à utiliser un système de vision adaptatif capable de
moduler sa stratégie d’analyse en fonction de l’information disponible et du contexte. Dans
cet article, nous décrivons comment concevoir et évaluer un système d’attention visuelle conçu
pour interagir avec un système de vision de façon à ce que ce dernier adapte ses traitements
en fonction de l’intérêt (de la saillance) de chaque élément de la scène. Nous proposons égale-
ment un nouvel ensemble de contrainte nommés PAIRED, permettant d’évaluer l’adéquation du
modèle à différentes applications. Nous justifions le choix des systèmes dynamiques par leurs
propriétés intéressantes pour simuler la compétition entre différentes sources d’informations.
Nous présentons enfin une validation au travers de différentes métriques montrant que nos ré-
sultats sont rapides, hautement configurables et pertinents.
KEYWORDS: attention model, dynamical model, adaptative vision, implementation, evaluation.
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1. Introduction
Dans cet article, nous décrivons comment concevoir et évaluer un système
d’attention visuelle conçu pour interagir avec un système de vision de façon à ce que
ce dernier adapte ses traitements en fonction de l’intérêt (de la saillance) de chaque
élément de la scène. Quelque part entre les modèles hiérarchiques d’analyse de sail-
lance et les modèles compétitifs distribués, nous présentons un modèle compétitif et
hiérarchique. L’originalité de notre approche permet de générer un focus d’attention
dynamique sans requérir à une carte de saillance ni à des phénomènes de types inhibi-
tion de retour.
Ce nouveau modèle dynamique computationnel temps réel permet de trouver un
compromis ajustable entre un comportement non déterministe et des propriétés de
stabilité reproductibilité et réactivité.
Dans les premières sections, nous présentons un rapide résumé des principaux
modèles computationnels d’attention, ainsi que leurs forces et faiblesses. Nous pro-
posons également un nouvel ensemble de contraintes nommé PAIRED, permettant
d’évaluer le modèle. Nous justifions le choix des systèmes dynamiques pour la sim-
ulation de l’attention et nous montrons que les modèles d’équations proies prédateurs
ont des propriétés intéressantes pour simuler la compétition entre différentes sources
d’informations. Ce système dynamique permet également de générer à chaque pas de
temps de la simulation un focus d’attention.
Afin de montrer que notre modèle peut être intégré dans un système de vision
par ordinateur adaptable, nous montrons que cette architecture est rapide et flex-
ible, tout en étant temps réel. En particulier, nous présentons un mécanisme de
rétroaction permettant de modifier le comportement d’exploration de scène du mod-
èle. Ce mécanisme peut être utilisé pour maximiser la couverture de scène (ex-
ploration) ou d’optimiser la focalisation sur un domaine particulier saillant (suivi).
Dans une dernière section, nous présentons les résultats de l’évaluation de notre
modèle. Comme le modèle est hautement configurable, son évaluation portera non
seulement sur sa plausibilité (par rapport aux fixations de l’œil humain), mais aussi
sur l’influence de chaque paramètre sur un ensemble de propriétés (stabilité, repro-
ductibilité, exploration, comportement dynamique). Mais commençons par la présen-
tation de l’attention.
2. Modèles computationnels d’attention
2.1. L’attention
Ce que nous percevons est-il vraiment le reflet de ce que nous voyons ? Notre
vision du monde semble précise, continue et cohérente. Pourtant, l’étude des dif-
férents composants de notre système visuel laisse apparaitre une situation bien dif-
férente (Rensink, 2000). L’œil et la rétine sont loin de capturer une image fidèle
du monde. Ainsi, pour pouvoir interpréter ce que nous voyons, notre système vi-
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suel a mis en place des mécanismes de sélection et d’optimisation du traitement de
l’information. C’est le cas de l’attention, qui voit l’explication de son origine disputée
par deux théories duales.
La première, et la plus largement répandue (Broadbent, 1958; Treisman, 1969;
Tsotsos, 1990), suppose que comparativement à la quantité de données qu’il a à traiter,
notre cerveau a une capacité de traitement limitée. Ses partisans soutiennent l’idée que
si notre cerveau était plus gros, nous n’aurions pas besoin de mécanismes attention-
nels. Dans ce cadre, l’attention permet de sélectionner une partie de l’information afin
de ne pas surcharger notre système cognitif. C’est également le postulat de base d’un
grand nombre de modèles computationnels d’attention visuelle (Itti et al., 1998; Ouer-
hani, 2003; Frintrop et al., 2007). La théorie de la simplexité (Berthoz, 2009) place
également l’attention parmi les mécanismes clés de simplification de la complexité.
Cependant elle ne présente pas l’attention comme une conséquence de nos capacités
limitées, mais comme un outil permettant d’utiliser au mieux nos capacités en fonction
de nos besoins.
La seconde théorie (Allport, 1987; van der Heijden and Bem, 1997) consiste à
considérer que nos capacités de traitement ne sont en rien limitées. Pour les partisans
de cette théorie, avoir “un plus gros cerveau” ne nous dispenserait pas des mécanismes
attentionnels. L’attention trouve alors son origine dans une autre explication. La
perception seule ne nous sert à rien, nous construisons une représentation du monde
afin de pouvoir interagir avec celui-ci par l’intermédiaire de nos actions. Or, nos yeux
ne perçoivent précisément qu’une petite partie de l’environnement, et nos mains ne
peuvent manipuler qu’un (voire deux) objets simultanément, etc. Ce sont donc nos
capacités d’action qui sont limitées et imposent une sélection de l’information perçue
afin de pouvoir la traiter correctement.
Quelle que soit la façon de justifier le processus attentionnel, il est indiscutable-
ment nécessaire à notre perception visuelle car il permet de lever les ambiguïtés
(Van Rullen and Koch, 2005). Il est également indispensable à la construction d’une
représentation cohérente de notre environnement (Rensink, 2000) et à la détection de
changements dans celui-ci.
La complexité du phénomène attentionnel ouvre la porte à une multiplicité
d’interprétations théoriques. A la fin des années 90, la puissance de calcul des or-
dinateurs est devenue suffisante pour envisager une mise en œuvre computationnelle
de ces multiples modèles. De nouvelles théories continuent aussi à voir le jour,
et sont presque systématiquement accompagnées d’une implémentation sur ordina-
teur permettant la simulation et donc une nouvelle forme de validation. Dans la
prochaine section, nous explorons une large sélection de ces modèles afin de déter-
miner l’adéquation entre les différents types d’approches proposés et les différents
domaines d’applications (étude théorique, vision par ordinateur, traitement d’images,
etc.).
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2.2. Un modèle idéal ...
Le monde que nous percevons est complexe : les informations à analyser sont
nombreuses, souvent ambigües et sans cesse changeantes. Pour gérer cette complex-
ité, le cerveau doit trouver des principes simplificateurs, permettant de gérer rapi-
dement et efficacement les différentes situations auxquelles il est confronté. Alain
Berthoz (Berthoz, 2009) propose de regrouper les différents mécanismes permettant
la gestion de cette complexité sous une théorie unique : la simplexité. D’après cette
théorie un système simplexe doit : séparer les différentes fonctions / être modulaire ;
être rapide ; être fiable ; être flexible ; posséder de la mémoire ; avoir des propriétés de
généralisation. Compte tenu de ses propriétés, l’attention répond parfaitement à cette
caractérisation. Berthoz définit même ce mécanisme sélectif comme une fonction es-
sentielle de notre existence en proposant de remplacer le célèbre « Je pense donc je
suis » par un « Je choisis, donc je suis ».
D’un point de vue computationnel, il est classiquement nécessaire d’utiliser cer-
tains critères pour classer ou évaluer des modèles de l’attention. Habituellement, le
temps de traitement, la robustesse ou la vraisemblance sont utilisés. Néanmoins, nous
avons décidé d’utiliser les propriétés d’un système simplexe afin d’en tirer un ensem-
ble de contraintes qui permettra d’évaluer l’adéquation d’un modèle à l’égard de ses
différentes applications. Nous avons nommé cet ensemble PAIRED, il est composé
des éléments suivants:
– Plausible comparé au modèle humain
– Adaptable à différents contextes;
– Invariant à travers différentes transformations (rotation, translation and échelle);
– Rapide pour calculer le focus d’attention;
– Extensible concernant sa capacité à intégrer de nouvelles caractéristiques;
– Dynamique et fournissant des résultats à tout instant.
Une fois ces critères présentés, on peut définir leur importance pour différentes appli-
cations (cf. tableau 1), un point signifie une contrainte faible, une forte est représentée
par trois points. Nous utilisons cet ensemble de contraintes pour évaluer l’aptitude
entre les différentes familles de modèles d’attention et de notre application cible : la
vision par ordinateur, le modèle idéal devant satisfaire à toutes les contraintes.
2.3. Une taxonomie des modèles existants
Nous avons choisi de séparer la présentation des différents modèles computation-
nels d’attention en deux familles, basées sur des concepts duaux. Les partisans des
modèles d’attention distribuée considèrent que l’attention est une propriété émergente
de la compétition entre les différents stimuli visuels (par l’évolution, l’apprentissage
ou le contexte). L’attention ne serait pas spécifiquement codée dans une carte to-
pographique. Les partisans des modèles centralisés pensent eux qu’au contraire,
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Plausible Adaptable Invariant Rapide Extensible Dynamique
Etude de
l’attention
          
Ergonomie /
publicité
          
Vision                 
CBIR            
Traitement
d’images
             
Table 1: Contraintes PAIRED liées aux différents types d’applications.
l’attention est codée dans une carte topographique 2D qui sert de référence pour
l’allocation de l’attention via différents mécanismes (winner takes all, inhibition de
retour, etc.). Dans cette sous-section, nous effectuerons un panorama (non exhaustif)
des différents modèles existants dans ces deux familles.
2.3.1. Modèles d’attention distribués
Ces modèles ont été initiés par les neuroscientifiques connexionnistes. Ils sont
généralement développés en utilisant une approche neuromimétique. Leur niveau de
granularité peut être descendre jusqu’à celui des neurones (Rolls and Stringer, 2006).
La majorité de ces modèles sont inspirés par la théorie de la concurrence biaisée pro-
posé par Dessimone et Duncan dans le milieu des années 1990. Il peut se résumer
comme suit :
– L’attention n’est pas un faisceau mental (Treisman and Gelade, 1980) traversant
la scène visuelle à grande vitesse.
– Les objets dans le champ visuel sont en concurrence pour l’attribution de
ressources cognitives limitées.
– Cette compétition est mise en jeu par des mécanismes bottom-up permettant de
séparer les objets de leur fond, et des mécanismes top-down permettant de sélectionner
l’objet le plus approprié pour la tâche en cours. Ce biais peut être contrôlé par la
position et / ou diverses autres caractéristiques des objets dans la scène.
L’attention peut également être modélisés de façon moins compétitive et plus central-
isée. Nous discutons des modèles utilisant ce paradigme dans le reste de cette section.
2.3.2. Modèles à représentation centrale
Ces modèles s’inscrivent dans la continuité des travaux initiaux de Anne Treisman
(Treisman and Gelade, 1980). Selon cette théorie, l’attention est encodée dans une
carte centrale qui représente le champ de vision dans son intégralité. Bien que des
études plus récentes continuent de ne pas prouver l’unicité de la représentation de
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la saillance dans notre cerveau, ce modèle est très populaire, computationnellement
efficace et a un pouvoir explicatif prouvé.
L’hypothèse centrale de représentation est plus populaire que son homologue dis-
tribués, le nombre de modèles basés sur ce paradigme est important. Nous proposons
une scission taxonomique en cinq sous-familles :
– modèles hiérarchiques construits à partir de cartes fonctionnelles progressive-
ment combinées pour fournir une seule carte d’attention. De nombreux mod-
èles influents sont basés sur cette approche (Itti et al., 1998; Itti, 2000; Treisman
and Gelade, 1980; Koch and Ullman, 1985; Walther and Koch, 2006; Le Meur
et al., 2006; Frintrop et al., 2007; Belardinelli et al., 2009; Marat et al., 2009)... ;
– modèles statistiques et probabilistes qui considèrent comme saillant le moins
fréquent ou le moins probable des évènements caractéristiques ou des objets dans
une scène (Hamker, 2005; Torralba et al., 2006; Itti et al., 2005; Baldi and Itti, 2005;
Avraham and Lindenbaum, 2010)... ;
– modèles basés sur la théorie de l’information animés par des modèles prob-
abilistes et maximisant la quantité d’information acquise (Gilles, 1996; Kadir and
Brady, 2001; Bruce and Tsotsos, 2008; Bruce and Tsotsos, 2009; Park et al., 2002;
Mancas, 2007)... ;
– modèles connexistes généralement basés sur des réseaux de neurones et four-
nissant un focus d’attention dynamique (Ahmad, 1992; Mozer and Sitton, 1998; Vitay
et al., 2005; Fix, 2008)... ;
– modèles algorithmiques qui proposent des méthodes qui sont habituellement
profondément liées à une application spécifique (Lopez et al., 2006; Orabona et al.,
2008; Aziz and Mertsching, 2009)...
Il existe d’autres classifications (Tsotsos, 2007; Le Meur and Le Callet, 2009), et cer-
tains algorithmes sont difficiles à placer dans une seule catégorie. Le tableau 2 résume
les avantages et les inconvénients de chaque type de modèle d’attention. Malgré la di-
versité des approches utilisées dans chacune des familles, il est possible d’identifier
certaines caractéristiques communes.
2.4. Étude comparative
Le tableau 2 résume donc les avantages et les inconvénients des deux grandes
approches citées précédemment. L’approche distribuée est proche de la réalité bi-
ologique, gère efficacement le problème de la concurrence, mais elle est plus lourde à
mettre en œuvre et à étendre. L’approche centralisée est généralement plus facile à cal-
culer, mais elle ne tient pas compte de la dynamique (évolution du focus de l’attention
dans le temps) et nécessite l’ajout de méthodes connexionnistes lourdes (winner takes
all + inhibition de retour).
Le tableau 3 lui présente la façon dont chacune des familles de modèles d’attention
répondent aux exigences des contraintes PAIRED. On peut remarquer qu’aucune ap-
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Type de modèle Avantage(s) Inconvénient(s)
Distribués Bonne gestion de la
compétition entre différentes
sources d’information






Gestion de la dynamique
Table 2: Avantages et inconvénients des modèles centralisés et ditribués.
Plausible Adaptable Invariant Rapide Extensible Dynamique
Objectif ?? ? ? ? ?? ? ? ? ? ? ? ? ? ?
Distribués               
Hierarchiques             
Statistiques           
Théorie de
l’information
          
Connexionnistes               
Algorithmiques           
Table 3: Adaptation des différents modèles aux contraintes d’un système de vision.
La première ligne du tableau correspond aux objectifs que nous avons définis. En vert
: les critères atteints ou dépassés par les différentes familles de modèles.
proche est idéalement adaptée à l’application de vision par ordinateur. Compte tenu
des propriétés de fidélité, d’invariance, d’adaptation dynamique des modèles dis-
tribués, et des propriétés de vitesse et d’évolutivité des modèles hiérarchiques, nous
pouvons conclure qu’une approche hybride entre ces deux alternatives permettrait
d’obtenir le modèle désiré.
Une telle approche a déjà partiellement été explorée par certains modèles con-
nexionnistes : ils combinent généralement un modèle hiérarchique de génération de
carte de saillance et une approche distribuée pour gérer la dynamique du centre de
l’attention. Toutefois, dans ces modèles, c’est le système hiérarchique qui est respon-
sable de la concurrence entre les différentes caractéristiques (intensité, couleur, ori-
entation, etc). Par conséquent, nous ne bénéficions pas du principe de la concurrence
entre ces différentes sources.
Pour surmonter ce problème, nous proposons d’éviter d’utiliser une représenta-
tion centrale de la saillance. Au lieu de cela, notre principale contribution consiste à
mettre en concurrence les cartes de caractéristiques. Dans la suite de cet article, nous
présentons cette solution et étudions ses propriétés au vue des critères PAIRED.
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3. Un modèle d’attention hierarchique compétitif
3.1. Modélisation proies/prédateurs et attention visuelle
Comme mentionné à la fin de la section précédente, nous proposons un nouveau
modèle hybride qui permet d’étudier l’évolution temporelle du focus attentionel. Le
système visuel est inspiré des modèles d’attention centralisés hiérarchiques, et en par-
ticulier des modèles d’Itti (Itti et al., 1998) et Frintrop (Frintrop, 2005). La scène
visuelle est décomposée en différentes caractéristiques selon une approche multi-
résolutions . Dans un souci de performance, nous avons privilégié l’efficacité de
calcul à la fidélité biologique. L’approche suivie est donc computationnaliste : les
différentes caractéristiques sont calculées à partir de filtres numériques.
Le système génère, pour chacune des caractéristiques prises en compte (intensité,
couleur, orientation et mouvement), un certain nombre de cartes représentant les élé-
ments les plus saillants. Les attributs calculés par ce système peuvent être utilisés par
le système attentionnel et / ou par un système de vision de plus haut niveau (recon-
naissance / suivi d’objets par exemple). Le système attentionnel est principalement
compétitif et d’inspiration connexionniste : la compétition entre les différentes cartes
de caractéristiques est effectuée par l’interaction de différentes proies et prédateurs au
sein d’un même “écosystème”. On s’éloigne ici des systèmes d’attention hiérarchique
pour se rapprocher des systèmes distribués de compétition biaisée.
La figure 1 donne un aperçu de l’enchaînement des différents traitements appliqués
par notre modèle d’attention. Le vocabulaire utilisé dans ce schéma reprend les termes
proposés par Itti(Itti et al., 1998) dans ses travaux.
Les équations proies/prédateurs sont particulièrement bien adaptées pour une telle
tâche. Les principales raisons sont :
– les modèles proies / prédateurs sont dynamiques, ils intègrent intrinsèquement
l’évolution temporelle de leurs activités. Ainsi, le focus d’attention, vu comme le lieu
de densité maximale de prédateurs, peut évoluer de manière dynamique;
– sans aucun objectif (information de haut niveau ou de pregnance), le choix d’un
procédé de fusion des cartes de caractéristiques est difficile. Une solution consiste à
développer la concurrence entre ces cartes dans l’attente d’un équilibre naturel en-
tre les proies et les prédateurs, ce qui reflète la compétition entre l’émergence et
l’inhibition des éléments qui engagent ou pas notre attention;
– les systèmes dynamiques discrets peuvent avoir un comportement chaotique.
Malgré le fait que cette propriété n’est pas souvent intéressante, elle l’est pour nous.
En effet, il permet l’émergence de voies originales d’exploration de la scène visuelle,
même dans les zones non saillantes, ce qui pourrait se traduire par de la curiosité.
Dans la suite, nous allons décrire et présenter l’implémentation de notre modèle.
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Cartes de                                singularité
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Figure 1: Schéma général du système d’attention visuelle.
3.2. Description du modèle et implémentation
La partie “système visuel” de notre modèle d’attention permet de générer les cartes
de caractéristiques de deux façons :
– de manière classique, en traitant de la même façon l’ensemble du champ visuel;
– en utilisant un pseudo-flou rétinien, permettant de “simuler” la résolution vari-
able de la rétine sans faire appel à la représentation log polaire généralement utilisée
dans ce cas (Sun et al., 2008).
3.2.1. Pré-traitements
Chez l’homme, l’information visuelle est traitée dans la rétine par des cellules
achromatiques et chromatiques, sensibles respectivement à l’intensité et aux con-
trastes rouge / vert et bleu / jaune. Nous devons donc convertir les images RGB IR,G,B
que notre système attentionnel reçoit en entrée dans un espace couleur plus adapté.
Certains modèles computationnels (Frintrop, 2005) utilisent des espaces couleur per-
ceptuels de type Lab afin d’obtenir un système le plus fidèle possible au système
visuel humain. Notre objectif étant de créer un modèle rapide mais plausible, nous
avons privilégier l’espace L,R/G,B/Y utilisé dans (Itti et al., 1998) Une fois la con-
version des couleurs effectuée, nous disposons d’un canal achromatique IL et de deux
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canaux chromatiques IR/G et IB/Y . Ceux-ci vont servir de base au calcul des cartes
de caractéristiques d’intensité, couleur, orientation et mouvement via une approche
multi-résolutions. Pour accélérer les calculs, nous avons choisi une approche al-
ternative, inspirée de (Frintrop et al., 2007), qui permet de remplacer le calcul des
pyramides multi-résolutions par des images intégrales 1 (Viola and Jones, 2002). A
la différence de (Frintrop et al., 2007) qui avait d’abord bâti son modèle à partir de
pyramides et ensuite optimisé certaines parties, nous utilisons cette solution dès la
conception et généralisons son utilisation à l’ensemble des cartes, sauf celle de mou-
vement (justification fournie par la suite).
Compte tenu des différentes caractéristiques à prendre en compte, nous devons
pré-calculer 4 images intégrales :
– une image d’intensité IIL, issue de IL pour le calcul des cartes d’intensité et des
cartes d’orientation à 0° et 90°;
– deux images couleur IIR/Get IIB/Y issues de IR/G et IB/Y pour le calcul des
cartes couleur;
– une image d’intensité avec rotation de 45° IIRL issue de IL permettant de cal-
culer les cartes d’orientation à 45° et 135°. Les images intégrales “basiques” ne per-
mettant pas de calculer ce type d’information, nous avons utilisé une version étendue
proposée par (Lienhart and Maydt, 2002).
Les traitements effectués ensuite dépendent de la prise en compte de la résolution
spatiale variable de la rétine humaine. Dans la section suivante, nous décrivons le cas
classique, sans ce flou rétinien.
3.2.2. Sans pseudo flou rétinien
– Pyramides d’intensité et de couleur :
Les modèles d’attention hiérarchiques, dont nous nous sommes inspirés pour la partie
“système visuel” de notre modèle, calculent généralement leurs cartes de caractéris-
tiques (couleur et intensité) à l’aide de différences de gaussiennes (DoG), permet-
tant d’approximer les champs récepteurs centre-périphérie des cellules de la rétine.
Ces calculs sont relativement lourds et nous avons choisi de les remplacer par un
calcul approximatif combinant images intégrales et différences de zones rectangu-
laires également appelées différences de boîtes (DoB). En effet, les images intégrales
ne permettant de calculer “que” des sommes de zones rectangulaires, il nous faut
adapter l’ensemble des filtres à ce mode de calcul. En utilisant le procédé décrit ci-
dessus, on calcule les différences de boites à partir de IIL, IIR/G et IIB/Y pour
différents niveaux de résolution r0 à rN−1. r0 est le niveau de résolution maximale
(image d’origine) et rN−1la résolution la plus grossière. Cette dernière dépend de
la taille de l’image d’origine. Pour une image I de taille W ∗ H , on aura au plus
N = 1 + log2(min(W,H), arrondi à l’entier inférieur.
1. Les images intégrales permettent de calculer à coût constant la somme ou la moyenne d’une
zone rectangulaire quelconque d’une image.
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Théoriquement, nous devrions utiliser deux filtres : un pour la réponse des cellules
centre-périphérie On/Off, un autre pour la réponse des cellules Off/On. Cependant
contrairement aux cellules humaines, notre représentation informatique peut aisément
représenter les nombres négatifs. On peut donc filtrer les images avec un unique filtre
(on/off par exemple) : les réponses positives correspondront à la réponse de celui-ci
(on/off), les négatives à la réponse de son filtre complémentaire (off/on).
Afin de ne pas perdre d’informations, on stocke les résultats des filtres On/Off et
Off/On dans des pyramides différentes. Le choix de l’une ou l’autre des pyramides
s’effectue en fonction du signe de la réponse du filtre centre-périphérie. On génère les
pyramides de caractéristiquesPLon , PLoff de la manière suivante :
PLon(x, y, r) =
{
CSL,r(x, y) si CSL,r(x, y) > 0
0 sinon
[1]
PLoff (x, y, r) =
{
−CSL,r(x, y) si CSL,r(x, y) ≤ 0
0 sinon
[2]
avec CSL,r = IL ∗ (B1,r − B2,r) = (IL ∗ B1,r) − (Il ∗ B2,r) le résultat de la
convolution (réalisée via les images intégrales) entre le canal d’intensité et le filtre
“différence de boite” 2.
On procède de même avec les couples de pyramides PR, PG et PB ,PY .
– Pyamides d’orientation :
Comme dans les modèles d’Itti (Itti et al., 1998) et Frintrop (Frintrop, 2005), nous
calculons quatre pyramides orientées POri0, POri45, POri90 et POri135 correspondant
aux orientation 0°, 45°, 90° et 135°. Nous avons privilégié la réutilisation des im-
ages intégrales calculées lors des prétraitements afin de générer plus efficacement les
pyramides orientées. On utilise alors des filtres de type Harr like, dont la réponse est
sélective en orientation.
– Pyramides de mouvements :
Nous avons pour l’instant décrit les caractéristiques statiques calculées par le modèle.
Cependant, lorsqu’une séquence vidéo est présentée à notre système, il est nécessaire
qu’il prenne également en compte le mouvement. Celui-ci est généralement estimé
à partir du flot optique de l’image. Aussi, bien qu’il existe maintenant des méthodes
permettant d’estimer celui-ci en utilisant par exemple la puissance de calcul des cartes
graphiques, le calcul du flot optique est une opération relativement complexe, peu
compatible avec le traitement temps réel de l’ensemble du système attentionnel.
Du fait des mécanismes centre-périphérie mis en œuvre par le système visuel hu-
main, ce sont principalement les différences de vitesse ou de direction entre objets
qui sont saillantes. Ainsi, il n’est pas nécessaire de connaitre précisément la vitesse
2. Le produit de convolution étant distributif sur l’addition (et la soustraction).
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et la direction des objets pour y porter attention. En conséquence, nous avons choisi
d’utiliser une méthode simple et rapide basée sur les différences d’images entre deux
trames successives qui, bien que peu justifiée biologiquement, est un moyen efficace
d’obtenir une estimation acceptable du mouvement dans l’image.
Pour obtenir cette estimation, on génère tout d’abord une image IDiffL représen-
tant la valeur absolue des différences entre le canal intensité de la trame courante et la
trame précédente :
IDiffL =| ILt − ILt−1 | [3]
On calcule ensuite les classiques pyramides centre-périphérie on/off PMonet off/on
PMoff . Il ne serait pas efficace de calculer une image intégrale pour le traitement du
mouvement, car son coût de calcul ne serait pas amorti par son utilisation unique. On
calcule alors la pyramide multi-résolutions plus classiquement, en remplaçant toute-
fois les filtres gaussien par des filtres boite.
Les cartes de caractéristiques (feature maps) d’intensité FMLon , FMLoff , de
couleur FMR, FMG, FMB , FMY , d’orientation FMOri0, FMOri45, FMOri90 et
FMOri135, et de mouvement FMMon , FMMoff sont calculées par simple somme de
toutes les résolutions de leurs pyramides respectives. Contrairement à (Itti et al., 1998)
et de manière similaire à (Frintrop, 2005), la somme n’est pas effectuée sur la résolu-
tion la plus basse, mais à une résolution intermédiaire (généralement r2) afin de garder
un maximum d’informations.
On pourrait directement fournir ces cartes de caractéristiques en entrée de notre
système de fusion de cartes proies / prédateurs. Cependant, en prenant en compte
seulement des caractéristiques simples (intensité, couleur, orientation, mouvement),
nous avons déjà généré 12 cartes. La fusion de ces 12 cartes par le système proies /
prédateurs est possible, mais alourdirait inutilement notre modèle attentionnel. Pour
simplifier les calculs, nous procédons à un regroupement des cartes de caractéristiques
en 4 cartes de singularité (conspicuity maps) d’intensité SML, de couleur SMC,
d’orientation SMO et de mouvement SMM (Itti et al., 1998),(Frintrop, 2005).
Comme l’a montré (Bruce and Jernigan, 2003), les cartes de singularité ne peuvent
pas se résumer à une simple somme (ou combinaison linéaire) des cartes de carac-
téristiques. Une normalisation est nécessaire afin de favoriser les éléments saillants de
chaque carte et / ou les cartes les plus saillantes. Différentes solutions sont proposées
(Itti et al., 1998) ou (Itti and Koch, 2001).
Nous proposons un nouvel opérateur de normalisation inspiré de (Mancas, 2007)
et de la théorie de l’information. On considère que l’information saillante est par
nature rare (une chose courante peut difficilement attirer l’attention), on choisit alors
de favoriser les données peu fréquentes. En termes de théorie de l’information, la
rareté correspond à une information propre (self-information) élevée. On va donc
normaliser chaque pixel en fonction de son information propre SI(x, y). Celle-ci est
évaluée relativement à la répartition des niveaux de gris de chaque carte.
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A l’aide d’un histogramme, on calcule la probabilité p(x) d’un pixel d’appartenir
au niveau de gris n donné. L’espace des niveaux de gris est ici séparé en 16 intervalles
: n ∈ [0, 15]. On calcule alors SI avec la formule classique :
SIi(x, y) = − log(p(FM ′i (x, y))) [4]
FM
′
étant la version quantifiée sur 16 valeurs de la carte de singularités à nor-
maliser et i ∈ {Lon, Loff , R,G,B, Y,Ori0, Ori45, Ori90, Ori135,Mon,Moff}.
On obtient la version normalisée FM”i de chacune des cartes de caractéristiques orig-
inales par simple multiplication avec son information propre.
FM”i (x, y) =
FMi(x, y)× SIi(x, y)
log(Card(FMi))
[5]
Le facteur de normalisation globale log(Card(FMi) permet de garder le rapport
SIi(x,y)
log(Card(FMi)
dans l’intervalle [0, 1]. En effet SIi atteint sa valeur maximale lorsque
SIi(x, y) = − log(p(FM ′i (x, y))) = − log( 1Card(FM ′i ) ) = log(Card(FM
′
i )).
Cette normalisation permet de favoriser les pics rares, sans avoir recours à un
seuil. On peut alors moyenner les différentes cartes de caractéristiques normalisées
afin d’obtenir les cartes de singularité.
Dans la suite, nous présentons le pseudo flou rétinien.
3.2.3. Pseudo flou rétinien
La grande majorité des modèles computationnels d’attention effectue les mêmes
traitements sur tous les pixels des images qui leur sont fournis. Certains néanmoins,
utilisent la transformation log polaire afin de simuler la structure interne de la rétine,
dont la résolution est variable en fonction de l’éloignement par rapport au centre de
projection de l’image. Cette représentation est intéressante car il est possible que cette
perte graduelle d’information ait un impact sur l’allocation de l’attention. Cepen-
dant, la transformation log polaire n’est pas très adaptée à la structure de notre algo-
rithme d’attention visuelle, le calcul des filtres centre-périphérie étant alors beaucoup
plus complexe. Une solution efficace et adaptée à notre architecture est l’utilisation
non plus de pyramides multi-résolutions, mais de colonnes multi-résolutions. Nous
décrivons le principe de calcul des colonnes multi-résolutions en prenant pour exem-
ple les cartes de caractéristiques d’intensité. Le principe est également appliqué aux
cartes de couleur et d’orientation. Dans le cas des colonnes multi-résolutions, on lim-
ite les calculs à une zone de taille constante (par exemple 16× 16 pixels), quelle que
soit la résolution. Cette zone de taille constante est centrée sur la position du dernier
point de focalisation calculée par le système attentionnel. Cette façon de procéder
permet de créer un effet de flou lors du calcul des cartes de caractéristiques car lors de
l’addition trans-échelles (across-scale addition) la quantité d’information disponible
à chaque échelle est variable. Ainsi au niveau du point de focalisation, l’ensemble des
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données des différentes échelles est disponible. Dès que l’on s’éloigne du centre, les
données des résolutions les plus fines n’existent plus (elles n’ont pas été calculées) :
l’addition est effectuée avec les informations des résolutions les plus basses.
3.3. Le système attentionnel
L’attention visuelle peut être vue comme une compétition entre différentes sources
d’information. Ce parti pris est notamment celui des modèles distribués de compéti-
tion biaisée. Pour résoudre ce problème de compétition, de nombreuses solutions sont
possibles. La plus courante est une approche neuromimétique, basée sur les réseaux
de neurones (VanRullen, 2003; Spratling and Johnson, 2004; Deco, 2004; Tsotsos
et al., 2005). Cette approche implique cependant une fidélité au modèle biologique
dont nous n’avons pas besoin (notre modèle doit avoir un comportement plausible,
mais n’est pas destiné à être une réplique du système humain) et qui peut s’avérer
être un handicap pour les performances de notre système (de par leur complexité).
Une autre approche consiste à considérer le cerveau comme un système dynamique
dont le comportement peut être modélisé plus globalement (Eliasmith, 1995; Lesser
and Dinah, 1998). On remplace alors les réseaux de neurones des modèles distribués
par un système d’équations différentielles représentatives du comportement à repro-
duire (Vitay et al., 2005; Fix, 2008). Dans ce cadre, nous proposons de modéliser
le phénomène de compétition attentionnelle par un système dynamique compétitif,
inspiré de la modélisation de la chaîne alimentaire animale : le système proies / pré-
dateurs. Son architecture est représentée en figure 2.
Les prochaines sections auront pour but de justifier cette analogie faisant le lien en-
tre attention et système proies / prédateurs, ainsi que de décrire les équations régissant
l’évolution du système.
3.3.1. Construction d’un système proies / prédateur
Les systèmes proies / prédateurs sont des systèmes d’équations habituellement
utilisés pour simuler l’évolution et l’interaction de différentes colonies de proies
et de prédateurs ainsi que d’autres phénomènes biologiques (Murray, 2003a; Mur-
ray, 2003b). Pour notre modèle, nous nous sommes inspirés de (Lesser and
Dinah, 1998) afin de représenter l’évolution temporelle du focus d’attention.
Classiquement, l’évolution d’un système proies / prédateurs est régie par quelques
règles simples, initialement développées dans les années 1920 par Vito Volterra pour
modéliser l’évolution de populations de poissons dans différents ports italiens :
1) les proies C ont un taux de croissance proportionnel à leur population et un
facteur de croissance b;
2) les prédateurs I ont un taux de croissance proportionnel au taux de rencontre
entre les proies et les prédateurs CI et un facteur de prédation s;










Figure 2: Architecture du système proies / prédateurs de fusion de cartes de singular-
ité.
3) les prédateurs ont un taux de mortalité naturelle proportionnel à leur population
et un facteur de mortalité mI ;
4) les proies ont un taux de mortalité proportionnel au taux de prédation CI et un
facteur de mortalité s′.
En appliquant ces quatre règles, on obtient les équations de Volterra-Lotka :{
dC




dt = sCI −mII
[6]
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Cette version “de base” des équations proies / prédateurs peut être enrichie de
différentes façons :
1) on peut diminuer le nombre de paramètres en remplaçant s
′
par s. En effet, la
différence de dynamique entre la mortalité des proies et la croissance des prédateurs
peut être modélisée par un ajustement des facteurs b et mI ;
2) le modèle original ne prend pas en compte la mortalité naturelle des proies, en
l’absence de toute prédation. Cela n’est pas très important lorsque le modèle n’évolue
que de façon temporelle, la mortalité naturelle est alors négligeable par rapport à la
prédation. Cependant, lorsque le modèle est appliqué sur une carte 2D, certaines zones
de la carte peuvent ne pas contenir de prédateur. La mortalité naturelle des proies ne
peut alors plus être considérée comme négligeable. On peut donc ajouter un terme
−mcC représentant cette mortalité additionnelle;
3) on peut appliquer le modèle, non plus à une quantité générale de proies et de
prédateurs, mais à une des cartes 2D où chaque point représente la quantité de proies
ou de prédateurs à un instant et un lieu donnés. Les proies et les prédateurs peu-
vent alors se déplacer grâce à une règle de diffusion classique proportionnelle à leur
laplacien4C et à un facteur de diffusion f ;
On obtient alors le jeu d’équations suivant, permettant la modélisation de l’évolution
des quantités de proies et prédateurs sur un espace à deux dimensions :{
dCx,y
dt = bCx,y + f 4Cx,y −mCCx,y − sCx,yIx,y
dIx,y
dt = sCx,yIx,y + sf 4Px,y −mIIx,y
[7]
Un dernier phénomène peut alors être ajouté : un feedback positif, proportionnel
à C2ou I2 et contrôlé par le facteur w. Celui-ci modélise le fait que (en présence de
ressources illimitées) plus une population est nombreuse, mieux elle est à même de
croître (chasse plus efficace, taux de rencontre plus élevé favorisant la reproduction,
etc.). On obtient alors :{
dCx,y
dt = b(Cx,y + w(Cx,y)
2) + f 4Cx,y −mCCx,y − sCx,yIx,y
dIx,y
dt = s(Cx,yIx,y + w(Ix,y)
2) + sf 4Px,y −mIIx,y
[8]
Pour que ce modèle puisse être utilisé pour simuler l’évolution temporelle du focus
d’attention nous avons développé l’analogie suivante :
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– il existe quatre populations de proies et une seule population de prédateurs;
– les quatre populations de proies représentent la répartition spatiale de la cu-
riosité engendrée par les quatre cartes de singularité (intensité, couleur, orientation
et mouvement) décrites dans la sous-section précédente;
– la population de prédateurs représente l’intérêt généré suite à la consomma-
tion de la curiosité liée aux différentes cartes;
– le maximum global d’intérêt (maximum de la carte des prédateurs)
représente le focus d’attention à l’instant t.
L’application de ces caractéristiques au système d’équations 8 permet d’obtenir les
équations décrites dans le paragraphe suivant.
3.3.2. Simulation de l’évolution du focus d’attention par système proies / prédateurs
Pour chacune des quatre cartes de caractéristiques (couleur, intensité, orientation
et mouvement) calculées, l’équation de la matrice des proiesC est régie par l’équation
9, directement dérivée de l’équation 8 :
dCnx,y
dt
= hC∗nx,y + hf 4C∗nx,y −mCCnx,y − sCnx,yIx,y [9]





2et n ∈ {c, i, o,m}, ce qui signifie que cette équa-
tion est valable pour les 3 matrices Cc, Ci,Co et Cm représentant respectivement la
couleur, l’intensité, l’orientation et le mouvement. C représente la curiosité générée à
partir de la singularité intrinsèque de l’image. Elle est créée à partir d’une combinai-
son h de quatre facteurs:
h = b(1− g + gG)(a ∗R+ (1− a) ∗ SMn)(1− e) [10]
– la singularité SMn de l’image (avec n ∈ {c, i, o,m}), et dont la contribution est
inversement proportionnelle au facteur a;
– une source R de bruit aléatoire, simulant le haut niveau de bruit de l’activité
de notre cerveau (Fox et al., 2007) et dont a définit l’intensité par rapport à S. Les
équations différentielles modélisant l’évolution de notre système proies / prédateurs
deviennent alors des équations différentielles stochastiques. On pourra, en faisant
varier a, donner un peu de liberté au système attentionnel et lui faire explorer des
zones moins saillantes de l’image ou au contraire, contraindre le système à ne visiter
que les zones de forte singularité;
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– une carte gaussienne G permettant de simuler la préférence centrale ob-
servée lors des expérimentations psycho-visuelles (Le Meur, 2005; Tatler, 2007).
L’importance de cette carte est modulée par le facteur g;
– l’entropie e de la carte de singularité (couleur, intensité ou orientation) normal-
isée entre 0 et 1. La modulation par (1 − e) permet de favoriser les cartes possédant
un nombre limité de maximum locaux. Traduit en termes de proies/prédateurs, on
favorise la croissance des populations de proies les plus organisées (regroupée en un
petit nombre de sites). Ce mécanisme est l’équivalent au niveau du système proies /
prédateurs de la normalisation des cartes de caractéristiques présentée dans l’équation
5.
L’évolution de la matrice I des prédateurs consommant ces 3 types de proies est régie
par l’équation 11 :
dIx,y
dt
= s(Px,y + wI
2






Comme nous l’avons déjà évoqué, le terme quadratique modulé par le facteur w
permet de renforcer la dynamique du système et facilite l’émergence d’un comporte-
ment chaotique en favorisant la saturation de certaines valeurs des matrices. Enfin,
nous rappelons que la curiosité C est consommée par l’intérêt I et que le point de fix-
ation à un instant t est le maximum de la carte d’intérêt. Pour permettre un changement
moins fréquent de la position du focus d’attention, nous avons ajouté un mécanisme
optionnel d’hystérésis permettant de ne changer le focus d’attention que si le nouveau
maximum de la carte des prédateurs dépasse l’ancien de plus d’un certain seuil.
Il ne peut y avoir de situation où toutes les proies sont mortes et seuls les prédateurs
survivent, puisque ceux-ci se nourrissent des proies. On peut alors s’interroger sur
l’origine de ces comportements additionnels ? Ils sont en réalité générés par quelques
contraintes ajoutées lors de l’implémentation afin de renforcer la stabilité du système
:
– Les proies et les prédateurs ne peuvent pas voir leur population chuter en dessous
d’un seuil minimal (ici fixé à 1). Cela permet au système de fonctionner, même si
localement ou pendant un court instant l’une des populations vient à baisser fortement.
En contrepartie, on peut assister à des phénomènes d’écrêtage, modifiant la dynamique
du système.
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a b g w mC mI s f
0.5 0.007 0.1 0.001 0.3 0.5 0.025 0.25
Table 4: Paramètres par défaut du système proies / prédateurs
– Les proies et les prédateurs ne peuvent pas voir leur population augmenter au-


























3.3.3. Valeur par défaut des paramètres du système
Nous avons dans un premier temps déterminé empiriquement un jeu de paramètres
par défaut (tableau 4), permettant un équilibre du système en l’absence de toute image.
Ces paramètres représentent des valeurs permettant d’obtenir un système à
l’équilibre. Cet équilibre est obtenu lorsque le système fonctionne sans aucune image
d’entrée et reste stable. Nous montrons dans la suite que ces valeurs peuvent varier
dans une large gamme sans compromettre la stabilité du système. Le système est donc
très robuste de ses variations des paramètres. Il est notable que la mise en œuvre du
modèle évolue suivant la méthode d’Euler avec un pas de 0,33 et que 3 sous-itérations
sont exécutés avant le calcul de chaque focus d’attention.
3.4. Le bouclage top-down
Le modèle d’attention présenté dans cet article est computationnellement efficace
et plausible. Il offre de nombreuses possibilités de réglages (curiosité, préférences
centrales, etc.) qui peuvent être exploitées afin d’adapter le comportement du sys-
tème à un contexte particulier (voir sections suivantes). Cette adaptation est cepen-
dant quelque peu limitée. Dans la présente sous-section, nous proposons d’étendre
notre modèle bottom-up afin qu’il puisse prendre en compte des informations concer-
nant ses objectifs. Cette influence top-down peut être exprimée comme une simple
modification des paramètres du modèle, mais elle peut aussi réutiliser des informa-
tions générées par le système lui-même pour modifier son comportement. Dans ce
dernier cas, une boucle de rétroaction est créé (auto-adaptation). Dans ce qui suit,
nous définissons les mécanismes d’adaptation de notre modèle. Nous examinerons
également la façon dont les lieux visités précédemment peuvent être utilisés comme
entrées à un mécanisme de rétroaction d’attention visant à contrôler les capacités
d’exploration de la scène du modèle.
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3.4.1. Mécanismes d’adaptation
Dans le cadre d’une recherche guidée, deux mécanismes sont couramment utilisés
pour introduire de l’information top-down dans les modèles computationnels hiérar-
chiques :
– appliquer des poids différents aux cartes de caractéristiques. Cela permet de
biaiser le système en faveur de la connaissance a priori sur le / les objet(s) recherché(s)
dans la scène. C’est ce type de mécanisme qui est utilisé dans (Frintrop et al., 2005)
afin d’apprendre au système attentionnel à reconnaître ce qui est important en fonction
du contexte.
– appliquer des poids différents à chaque pixel des cartes de caractéristiques (soit
globalement, soit indépendamment pour chacune des cartes). Cette approche reprend
et étend la précédente en permettant de spécifier au modèle attentionnel un a priori
sur la localisation des objets recherchés. Ce principe est proposé par exemple dans
(Navalpakkam et al., 2005) via l’utilisation d’une task-relevance maps. Dans cette
approche la carte top-down permet de fournir des informations concernant la possibil-
ité de trouver des éléments intéressants en fonction du type de scène observée.
D’autres raffinements sont encore possibles, puisque l’on peut également fournir un
a priori sur l’intensité des caractéristiques attendues (Navalpakkam and Itti, 2006).
Cependant, la mise en œuvre d’un tel système devient alors assez difficile.
Bien que non hiérarchique, notre système attentionnel compétitif peut être biaisé
à l’aide de cartes top-down. Il suffit de modifier l’équation de mise à jour des proies
afin d’utiliser une carte (différente pour chaque type de proie) favorisant la croissance












−mCCnx,y − sCnx,yIx,y [12]
avec Tnx,y la carte top-down associée au type de proie n ∈ {i, c, o,m} et
maxx,y(T
c
x,y) = 1.0 (la carte top-down est normalisée entre 0 et 1)..
Si Tnx,y =W
n ∀(x, y) alors on contraint l’évolution globale par un poids constant.
(figure 3).
Les cartes top-down décrites précédemment permettent de modifier le comporte-
ment du système attentionnel grâce à un a priori fourni par le contexte (donc de
manière externe au système attentionnel, voire visuel). On peut également souhaiter
biaiser le fonctionnement du système de manière interne afin de le diriger vers une
ou des zones à (ne pas) visiter. Ceci peut être effectué en fonction des informations
fournies par le système de vision auquel est rattaché le système attentionnel (dans
notre cas ce système est théorique) ou directement selon des informations calculées à
partir du système d’attention lui même.
On peut alors biaiser la croissance de toutes les proies par une carte de rétroaction
R commune. Celle-ci agit comme un mécanisme de facilitation ou d’inhibition, définit
Un modèle computationnel d’attention 21
Image originale (a) (b) (c)
Figure 3: Exemples de heatmaps obtenues après modification du comportement at-
tentionnel par pondération des caractéristiques. a) paramètres par défaut du système
(W i = 1.0, W c = 1.0, W o = 1.0). b) diminution de l’importance de la couleur
(W i = 1.0, W c = 0.5, W o = 1.0). c) augmentation de l’importance de la couleur
(W i = 0.5, W c = 1.0, W o = 0.5).
par Berthoz (Berthoz, 2009), comme un des dispositifs-clé permettant la compétition
















Rx,y étant calculé en fonction d’un ou plusieurs critères de rebouclage, dont nous
fournissons un exemple dans la prochaine section.
3.4.2. Un critère de bouclage : l’exploration de la scène
Notre système attentionnel n’étant pour l’instant relié à aucun système de vision,
son comportement ne peut pas être adapté en fonction de critères externes (par exem-
ple : l’estimation de la position ou des attributs des objets à reconnaître, fournie par la
mémoire du système de vision hôte). Pour tester nos mécanismes d’adaptation, il nous
faut alors définir un ou plusieurs critères calculés à partir des données disponibles dans
le système attentionnel.
Nous avons choisi un critère d’exploration de l’espace : à partir des données de
focalisation fournies par le système attentionnel, nous calculons une carte représentant
les parties déjà visitées par le système. En utilisant cette carte comme carte de rétroac-
tion, et en modulant son influence (négativement ou positivement) on peut définir deux
stratégies attentionnelles opposées (ainsi que tous leurs intermédiaires) :
– maximisation de l’exploration de l’espace : le système attentionnel va privilégier
les zones qu’il n’a pas encore visitées;
– stabilité des focalisations : le système attentionnel va privilégier les zones qu’il
a déjà visitées (focalisation);
Le calcul de la carte des zones visitées est basée sur le principe suivant : lors d’une
focalisation, on considère qu’un maximum d’information est acquis au centre de la
zone de focalisation; l’information est ensuite moins précise au fur et à mesure que
l’on s’éloigne du centre (du fait pas exemple de la résolution variable de la rétine).
On peut étendre cette notion en prenant en compte le fait que notre système (tout
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Figure 4: Influence du facteur d’oubli sur la carte des zones visitées après 100 itéra-
tions.
comme l’homme) doit avoir une mémoire limitée : il oublie graduellement les infor-
mations acquises
La figure 4 montre l’influence du facteur d’oubli sur la carte des zones visitées .
A partir de la carte des zones visitées , nous pouvons construire la carte de rétroac-
tion R. Nous devons alors pouvoir moduler la rétroaction en fonction de l’intensité
voulue, et du type d’influence (positive ou négative). Ceci est contrôlé par un seul
paramètre Ffeedback . Une valeur positive de Ffeedback engendrera un comportement
ayant tendance à explorer les zones déjà visitées (focalisation / suivi); une valeur néga-
tive de Ffeedback engendrera un comportement privilégiant au contraire les zones non
visitées (exploration). Nous allons maintenant aborder l’évaluation de notre modèle.
4. Évaluation du modèle
Afin de réaliser l’étude de notre modèle, il est nécessaire de définir un ou plusieurs
niveaux d’observation (microscopique ou macroscopique) vis à vis d’un ensemble
de propriétés. Ces propriétés étudiées sont tirées de l’ensemble PAIRED : stabilité,
reproductibilité, exploration de la scène, dynamique du système. Pour l’ensemble de
ces propriétés, nous avons également étudié l’influence de la rétroaction top-down.
Toutes les mesures présentées dans cette section ont été effectuées sur deux bases
d’images. La première est proposée par Bruce (Bruce and Tsotsos, 2009). Elle est
composée de 120 images couleurs présentant des rues, des jardins, des véhicules ou
des bâtiments. La seconde, proposée par Le Meur (Le Meur et al., 2006), contient 26
images couleur. Elles représentent des scènes de sport, animaux, bâtiments, scènes
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Natalité des proies b 0.007 0.006 0.013
Mortalité des proies mc 0.3 0.3 0.36
Prédation s 0.025 0.017 0.05
Natalité des prédateurs mI 0.5 0.1 1.5
Feedback w 0.001 0 0.003
Table 5: Plage de stabilité des principaux paramètres
d’intérieur ou paysages. Sauf indication contraire, le système fonctionne en utilisant
les paramètres de définir dans le tableau 4.
4.1. Stabilité
Les équations de Volterra-Lotka ne produisent un modèle stable 3 que dans une
plage de paramètres déterminée (Idema, 2005). C’est également le cas pour notre
système. Par exemple si le taux de natalité a des proies est trop faible par rapport au
taux de prédation s, et que le taux de mortalité naturelle des prédateurs est élevé, ni
les proies ni les prédateurs n’auront l’occasion de voir leurs populations croître.
Nous avons étudié la stabilité de notre système de surveillance en considérant la
valeur moyenne des cartes de proies et prédateurs. Si ces valeurs restent dans une
fourchette limitée, le système est considéré stable. Le tableau 5 donne un aperçu du
comportement du système pour différentes valeurs de la natalité et de mortalité des
proies et de prédateurs. En dehors de la plage de stabilité les populations saturent
progressivement.
4.2. Reproductibilité
De par sa discrétisation et l’introduction d’une carte aléatoire lors du calcul du fac-
teur de croissance globale h, notre système attentionnel est non déterministe. Ce mode
de fonctionnement est intéressant car il permet de simuler la variabilité naturelle ob-
servée lorsque l’on mesure plusieurs fois les focalisations attentionnelles d’une même
personne sur la même image. C’est également un moyen d’inciter notre système at-
tentionnel à explorer des zones de l’image moins saillantes. On peut alors ajuster la
“curiosité” du système. Toutefois, en donnant plus «curiosité», notre système conduit
aussi à moins de reproductibilité. Afin d’étudier le phénomène, nous avons utilisé
les mêmes mesures que lors de l’étude de la plausibilité des modèles. Nous avons
3. Nous définissons ici la stabilité comme un régime oscillant (approximativement) stationnaire
pour toutes les cartes du système (proies et prédateurs).
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comparé les heatmaps générées par les mesures de suivi du regard, avec les heatmaps
générés par les différentes simulations fournies par notre modèle. Nous avons utilisé
des mesures de dissimilarité / similitude classique : la corrélation croisée (cross corre-
lation) (Le Meur et al., 2006), la divergence de Kullback-Leibler (Tatler et al., 2005)
et la normalized scanpath saliency (Peters et al., 2005). Pour ces expérimentations,
nous avons utilisé les heatmaps fournies par Bruce et LeMeur. Comme le nombre
de paramètres étudiés est important (la diffusion, l’hystérésis, le bruit, la rétroaction
positive et la rétroaction top-down...), nous avons décidé de ne pas inclure les résultats
détaillés de nos mesures dans cet article, néanmoins, les résultats synthétiques sont
présentés dans le tableau 8.
4.3. Exploration de l’espace
Comme nous l’avons vu, le rôle du système d’attention visuelle humain est entre
autres d’optimiser l’exploration de la scène afin d’acquérir l’information le plus effi-
cacement possible. Un modèle computationnel d’attention doit également remplir ce
rôle. Mais comment vérifier que l’information est acquise efficacement en l’absence
de tâche de vision de plus haut niveau à évaluer ? Même en présence d’une tâche à
effectuer, la mesure de performance serait biaisée par le type de tâche et son implé-
mentation. Pour estimer la capacité de notre système à explorer efficacement la scène
en l’absence de système de vision, nous proposons une nouvelle méthodologie. A
chaque pas de temps de la simulation, lorsque le focus d’attention change, nous “re-
construisons” incrémentallement l’image initiale à partir des informations disponibles
à travers une rétine simulée par un flou variable, centré sur la zone de focalisation.
L’image reconstruite devient ainsi plus précise au fur et à mesure des différentes fo-
calisations. Pour cela, nous mettons à jour à chaque pas de temps, un masque de flou
Mflou dont la valeur maximale représente les zones non floutées et la valeur mini-
male les zones de flou maximum. L’image “reconstruite” IR est ensuite générée à
partir de l’image source IS par convolution avec un filtre boite (moyenneur) de taille
inversement proportionnelle à Mflou :
IR(x, y) = IS(x, y) ∗Bs(x,y)
avec Bsun filtre boite (moyenneur) carré de taille s, et s(x, y) = 2N−Mflou(x,y) la
fonction calculant la taille du filtre en fonction du masque de flou.
Nous mesurons alors le rapport entre la quantité d’information contenue dans
l’image initiale, et celle contenue dans l’image reconstituée. Pour cela nous ap-
pliquons les principes de la théorie de l’information. La quantité d’information
contenue dans une image peut être évaluée par le principe du minimum descrip-
tion length (MDL) qui est une version calculable de la complexité de Kolmogorov
(Rissanen, 1978). D’après ce principe, plus une donnée est simple, plus elle sera facile
à compresser (du fait de la redondance de certaines de ses données). A l’opposé, si une
donnée est complexe, elle sera difficile à compresser efficacement. Nous appliquons
ce principe aux images dont nous souhaitons évaluer la quantité d’information en les
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Feedback JPG PNG
itérations 50 150 300 50 150 300
-1.0 0,899 0,963 0,978 0,714 0,860 0,911
-0.6 0,899 0,970 0,984 0,707 0,879 0,928
-0.2 0,820 0,869 0,886 0,600 0,671 0,703
0 0,876 0,921 0,940 0,694 0,793 0,836
0.2 0,894 0,959 0,977 0,694 0,850 0,907
0.6 0,896 0,958 0,975 0,704 0,846 0,901
1.0 0,882 0,954 0,972 0,682 0,835 0,891
Table 6: Influence du feedback dans l’exploration de la scène
compressant via deux algorithmes de compression : JPEG (compression avec pertes)
et PNG (compression sans perte).
En effectuant le rapport entre la taille de l’image initiale compressée et la taille
de l’image reconstituée, on obtient un estimateur (compris entre 0 et 1) de la perfor-
mance d’exploration de l’espace de notre algorithme à un instant t. Nous estimons
également la quantité d’information restant à acquérir par une simple moyenne de la








| IS(x, y) ∗ IR(x, y) | [14]
Le mécanisme de rétroaction vise à contrôler la façon dont la scène visuelle est ex-
plorée. Les résultats obtenus par les mesures décrites ci-dessus (JPEG et PNG ratio)
confirment ce comportement attendu (tableau 6):
– une rétroaction positive conduit à une exploration plus rapide, mais pas néces-
sairement plus exhaustive (La scène est déjà presque couverts après 300 étapes de la
simulation);
– une rétroaction négative peut réduire considérablement la zone explorée. Pour
une valeur de retour Ffeedback = −1, même après 300 étape de simulation, le rapport
d’exploration scène est encore inférieure à celle obtenue sans aucun feedback.
4.4. La dynamique
Même si notre système ne génère pas de saccades ni de fixations directement com-
parables aux fixations de l’œil humain (nous ne tenons pas, par exemple, compte des
contraintes sur les mouvements des yeux), on peut estimer la durée moyenne de fix-
ation entre deux changements du focus d’attention. Ce changement est détecté si la
distance entre l’orientation actuelle et la prochaine dépasse un seuil Sfixing . La valeur
de Sfixing (15% du côté le plus long de l’image source) est déterminée de manière à
être compatibles avec le paramètre foveasize utilisé pour générer les heatmaps.
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70 ms 143 ms 53 ms 416 ms 806 ms 102 ms
Table 7: Influence de certains paramètres sur le temps de fixation
Nous avons mesuré l’effet des différents paramètres de notre modèle sur le temps
moyen de fixation sur les bases de Bruce et Le Meur. Les résultats de cette étude
sont résumées dans le tableau 8. Le tableau 7 donne quelques exemples de certains
paramètres représentatifs. Ces résultats devraient être comparés au temps moyen de
fixation de l’homme d’environ 300 ms (Dorr et al., 2010).
La dynamique peut être affinée à l’aide de nombreux paramètres. Mais les plus ef-
ficaces sont les paramètres différentiels de l’équation d’évolution (étape de simulation
et nombre de sous-itérations), le feedback, et la préférence centrale. Ces paramètres
n’ont néanmoins pas tous les mêmes effets secondaires sur d’autres propriétés (plau-
sibilité, l’exploration scène, etc.)
4.5. Bilan
Le tableau 8 résume l’influence des différents paramètres sur le fonctionnement du
système. Nous ne rappellerons pas ici l’influence des facteurs de natalité et mortalité
b, s, MC et MI , uniquement utilisés pour ajuster la stabilité du système. Les flèches
utilisées ont la signification suivante :
↑ forte influence positive. ↓ forte influence négative.↗ faible influence positive.
↘ faible influence négative. → pas d’influence significative. × non testé car
théoriquement non influent.
Dans le cas du filtre rétinien, les flèches correspondent à l’influence de son activation.
Les flèches séparées par une barre oblique (par exemple :→ /↘) représentent un
premier type d’influence pour de faibles augmentations du paramètre, puis un second
pour des augmentations plus fortes.
5. Conclusion
Dans cet article, nous avons présenté une mise en œuvre complète et une évalua-
tion d’un modèle computationnel de l’attention pour la vision par ordinateur. En ce
qui concerne la mise en œuvre, nous avons montré que le modèle proies / prédateurs
offre de bonnes propriétés pour la simulation dynamique de la compétition entre les
différents types d’informations fournies en entrée. Nous avons décrit l’architecture
de notre modèle qui peut être divisé en deux parties. La première est hiérarchique,




Fidélité Reproductibilité Exploration Dynamique
Filtre Rétinien non ↗ ↘ ↗ →
Biais central (g) 0.1 ↑ → ↑ ↓
Diffusion (f ) 0.25 → ↘ ↗ ↘
Hystéresis
(SeuilHysteresis)
0 → → /↘ ↘ ↘
Valeur initiale 16 × × × →
Bruit (a) 0.5 ↑ / ↓ ↓ ↑ ↗
Feedback positif
(w)
0.001 ↗ / ↓ ↘ / ↓ ↗ /↘ ↗ / ↓
Pas de simulation 1/3 × × × ↑
Nombre de
sous-itérations
3 × × × ↑
Table 8: Résumé de l’influence des différents paramètres.
elle améliore le modèle de L. Itti en proposant un traitement plus rapide tout en per-
mettant le calcul sur un plus grand nombre d’échelles au cours de son analyse multi-
résolutions de la scène. La seconde partie est notre contribution majeure: elle présente
l’usage d’un système dynamique (inspiré d’un système proies / prédateurs) pour gérer
la fusion de cartes de singularités générées dans la première partie du modèle. Ce sys-
tème dynamique est également utilisé pour générer un focus d’attention à chaque pas
de temps de la simulation. Concernant l’évaluation, nous avons présenté des résultats
différents (corrélation croisée, la divergence de Kullback-Leibler, normalised scan-
path saliency) qui démontrent que nos résultats sont rapides, hautement configurables
et particulièrement pertinents. La prochaine étape de se travaille consiste à intégrer un
tel modèle dans un système de vision plus global.
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