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Abstract 
In this paper, we introduce the notion of a pyramidal tour with step-backs which is an extension 
of a pyramidal tour. By using this idea we shall show that for a class of distance matrices an 
optimal tour of traveling salesman problem can be computed in polynomial time. 0 1998 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 
In this paper, we treat asymmetric distances, that is, for two vertices i, j, d(i,j), the 
distance from i to j, is not always equal to d(j, i). Moreover, we do not assume the 
triangular inequality. 
We suppose that the vertices are labelled from 1 to IZ. We call a matrix A a distance 
matrix if its (i,j)-entry is equal to d(i,j). A tour is a cycle which traverses every 
vertex once and only once, in other words, a hamiltonian cycle. For a tour z, t(i) 
denotes the successor of a vertex i. For any non-negative integer k, we denote the 
kth successor (kth predecessor) of i by zk(i) (z-“(i), respectively). A tour is denoted 
by T=(l,T'(l),...,T"-' (1)). An optimal tour is a tour z such that Cy=, d(i,z(i)) is 
minimum. The traveling salesman problem (TSP) is the problem of finding an optimal 
tour. 
TSP is one of the most famous NP-hard problems. So, there is not much hope for 
finding a polynomial time algorithm to find an optimal tour. Many works have been 
done to find algorithms to get a nearly optimal tour. Another direction is the study of 
polynomially solvable cases, that is, to find good conditions such that for the instance 
which satisfies the conditions an optimal tour can be found in polynomial time. In this 
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paper, we consider the latter case. A pyramidal tour is often used for finding an optimal 
tour in polynomial time. In the next section, we shall briefly review pyramidal tours 
and polynomially solvable classes using them. 
2. A pyramidal tour and several classes 
At first, we define a pyramidal tour. 
Definition 1. A pyramidal tour is a hamiltonian cycle r of the form 
satisfying i, < is+1 and j, > j,+i, for any integers s and t with 0 6 s 6 Y - 1 and 0 < t < 
n-r-l, where we set io=jn_r=l and &=jo=n. 
The following proposition for the pyramidal tour is fundamental. 
Proposition 2 (Gilmore et al. [3]). For any distance matrix, the problem of finding 
a shortest pyramidal tour can be solved in 0(n2) time. 
In 1960-1970s several polynomially solvable classes were found using a pyramidal 
tour. In 1979, Demidenko proved the following theorem. 
Theorem 3 (Demidenko [2]). For the TSP which satisJies the following four condi- 
tions (called Demidenko conditions), a shortest pyramidal tour is optimal. 
For all vertices i, j, 1 E { 1,. . . , n} with i < j < j + 1~ 1: 
d(i,j)+d(j,j+ l)+d(j+ l,l)<d(i,j+ l)+d(j+ l,j)+d(j,l), 
d(Lj+l)+d(j+ Lj)+d(j,i)<d(l,j)+d(j,j+ l)+d(j+ l,i), 
d(i, j) + d(l, j + l)<d(i, j + 1) + d(Z, j), 
d(j,i)+d(j+ l,Z)dd(j+ l,i)+d(j,l). 
The proof of this theorem by Demidenko is rather long and quite technical. In 1996, 
Burkard et al. [l] found a short proof of this theorem. 
We mention another polynomially solvable class. 
Theorem 4 (van der Veen [5]). For the TSP which satis$es the following conditions 
(called van der Veen conditions), a shortest pyramidal tour is optimal. 
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For all vertices i,jE{l,...,n}: 
d(i, j) = d(j, i) (symmetric). 
For all vertices i, j, 1 E { 1,. . . , n} with i < j < j + 1 < 1: 
d(i,j)+d(j+ 1,1)6d(i,Z)+d(j,j+ 1). 
3. A pyramidal tour with step-backs and a new polynomially solvable class 
In this paper, we present a new polynomially solvable class. The conditions are 
a mixture of Demidenko conditions and van der Veen conditions. For this class, no 
optimal tours may be pyramidal. A new class of tours which is an extension of the 
pyramidal one plays an important role in our arguments. 
Definition 5. Let r be a hamiltonian cycle. A vertex i satisfying z-‘(i) <i and z(i) <i 
is called a peak. A step-back peak is the vertex i such that 
z-‘(i)<i, T(i)=i - 1 and z2(i)>i, 
or 
tP2(i)>i, z-‘(i)=i - 1 and z(i)<i. 
A proper peak is a peak i which is not a step-back peak. A pyramidal tour with 
step-backs is a hamiltonian cycle r which has exactly one proper peak n. 
Theorem 6. For the TSP which satisfies the following four conditions a shortest 
pyramidal tour with step-backs is optimal. 
For all vertices i, j, I E { 1,. . . , n} with i <j < j + 1~ I: 
(eight) d(U) + 4j + l,O<d(i, 0 + 4j + LA, 
(&t) W, 4 + 4Lj + 1 I<46 i> + 4.M + 11, 
(Gn> d(i,j)+d(Z,j+ l)<d(i,j+ l)+d(Z,j), 
(CO,,) d(j,i)+d(j+ l,I)<d(j+ l,i)+d(j,I). 
Lemma 7. Zf a distance matrix satis-es the conditions of Theorem 6, it has the 
following property: 
For any distinct vertices sl, ~2, tl, t2 E { 1,. . . , n} with max{si, sz} < min{ tl, tz}: 
(Separate) d(sl,sz) + d(tl,t2)<4a,t2) + d(tl,s2). 
Proof. Define k = min{ti, t2) - max{si,s2}. We use induction on k. Suppose first that 
k = 1. If si <s2 and tl < t2, this inequality is the same as (Pfisht). If si >s:! and tl > t2, 
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this inequality is the same as (&ft). If si <s2 and ti > t2, this inequality is the same 
as (Ci,). If st >s2 and ti < t2, this inequality is the same as (C,,,). 
Suppose that k 2 2 and the lemma is true for k - 1. 
If tl < t2, by the induction hypothesis, 
GlJ2) + 4t1 - Lt2)<4s1,t2) + 4h - LS2). 
From (Gut 1, 
d(t1 - 192) + d(4,~2)~4~1,~2) + 4h - Lt2). 
By adding these two inequalities, we obtain the desired inequality. 
If ti > t2, by induction hypothesis, 
4Sl,S2)+4tl,f2 - l)<d(s,,t2 - l>+d(tl,S2). 
From (G 1, 
d(q,t2 - 1)+d(tl,tZ)~d(sl,t2)+d(tl,t2 - 1). 
By adding these two inequalities, we obtain the desired inequality. I7 
On the other hand, it is trivial that (Separate) implies the conditions of Theorem 6. 
Therefore (Separate) is indeed equivalent to them. 
Proof of Theorem 6. Define the pyramidality number K(z) of a hamiltonian cycle r 
as follows (see [l]): 
K(z)=; z ,~~+‘(l) - zk(l),. 
k=O 
Let z be an optimal tour such that K(z) is minimum. Then we shall prove that r is 
a pyramidal tour with step-backs. 
Suppose that z is not a pyramidal tour with step-backs. Then a proper peak other 
than il exists. Let p be the smallest proper peak. If p - 1 is a step-back peak, define 
q = p - 2. If not, take q = p - 1. Then q is not a peak. We consider the following 
three cases. 
Case 1: p is not adjacent to q in the tour z. 
By the definition of q, z(q) > p or 7-‘(q) > p holds, since q is not adjacent to p. We 
can suppose q < p < z(q) because of the symmetry of the four conditions. Furthermore, 
we have z(p)<q and z-‘(p)<q. 
We transform the path (z-‘(p), p, z(p)) and the arc (q, z(q)) of z to the arc (z-‘(p), 
z(p)) and the path (q, p, z(q)). We can easily check that this transformation results in 
a hamiltonian cycle. We shall show that the transformation does not increase the sum 
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of distances of the hamiltonian cycle by using (Separate). 
@(r-‘(P), P) + 4P,Q))} + 4&r(q)) 
24&r(P)) + 4&r(q)) + 4-M P) 
N-‘(P)&)) + {d(%P) + G,r(q))). 
On the other hand, K(r) strictly decreases in the transformation. This contradicts the 
minimality of K(r). 
Case 2: q = p - 2 and p is adjacent to q in the tour z. 
We may assume that q = z(p) without loss of generality, because of the symmetry 
of the four conditions. In this case, since p - 1 is a step-back peak, r contains a path 
(p, q, p- 1, z( p- 1)) with z( p- 1) < q. Since z is a hamiltonian cycle, there exists an arc 
(Y,z(Y)) with r<q<p<z(r). Then we transform the path (z-l(p),p,q,p-l,z(p-1)) 
and the arc (~,z(r)) of r to the arc (z-‘(p),z(p- 1)) and the path (r,q,p- 1, p,z(r)). 
This transformation results in a hamiltonian cycle and the transformation does not 
increase the sum of distances by the reason as follows: 
VW’(p)> P> + d(p,q) + 4s P - 1) + 4p - l,r(p - 1))) + d(r>z(r)) 
ad(r,q) + d(p,z(r)) +4-‘(p), P) + d(q, P - 1) + 4p - l,z(p - 1)) 
W-‘(p),T(p- l))+d(p- l,p)+d(r,q)+d(p,z(r))+d(q,p- 1) 
=4.-‘(p), $p - 1)) + {d(r,q) + d(q, P - 1) + 4p - 1, P) + d(p, z(r))}. 
On the other hand, K(r) strictly decreases in the transformation. This contradicts the 
minimality of K(z). 
Case 3: q = p - 1 and p is adjacent to q in the tour T. 
We may assume that q = z(p) without loss of generality. There exists an arc (r, Z(T)) 
with r <q < p < T(Y) by the same reason as in Case 2. Then z-‘(p) <q and z(q) <q, 
since p is a proper peak. In this case we transform the path (z-‘(p), p,q, z(q)) and the 
arc (r, Z(T)) of z to the arc (z-‘(p), z(q)) and the path (Y, q, p, T(Y)). This transformation 
results in a hamiltonian cycle and the transformation does not increase the sum of 
distances by the reason as follows: 
@(r-‘(p), P) + d(p,q) + d(q, z(q))) + d(r, 4~)) 
ad(r,q) + d(p, z(y)) + 4-‘(p)> P) + d(q> z(q)) 
~d(z_‘(p),z(q))+d(q,p)+d(r,q)+d(p,z(r)) 
=dW’(pMq)) + ‘Ld(r,q) + d(q, P) + d(p>t(r))I. 
On the other hand, K(z) strictly decreases by this transformation. This contradicts 
the minimality of K(z). 
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Therefore, r is a pyramidal tour with step-backs. 0 
For the pyramidal tour with step-backs we can prove the following proposition sim- 
ilar to Proposition 2. 
Proposition 8. For any distance matrix, we can compute a shortest pyramidal tour 
with step-backs in 0(n2) time. 
Proof. We define NN(i,j), NB(i,j), BN(i,j), BB(i,j) as follows. 
NN(i,j): The sum of distances of a shortest hamiltonian path from i to j on ver- 
tices 1 2 , , . . . , max{i,j} subject to the condition that the path passes through 
vertices in descending order of index from i to 1 and then through the 
complementary subset in ascending order of index from 1 to j, i.e. a form 
of i dew? 1 3 j, but is permitted including step-backs. 
NB(i,j): The sum of distances of a shortest hamiltonian path which has a form of 
down i- 1 Xj+l-+j, but is permitted including step-backs. 
BN(i,j): The sum of distances of a shortest hamiltonian path which has a form of 
i + i + 1 dew? 1 2 j, but is permitted including step-backs. 
BB(i, j): The sum of distances of a shortest hamiltonian path which has a form of 
down i--+i+l-lXj+l--+j, but is permitted including step-backs. 
Then it is easy to see that these functions satisfy the following recursive formulas. 
We give the formulas only for the case i < j, because we can formulate the case i >j 
similarly. 
NN(i,j) = ( 
\ 
min min {NN(i,k)+d(k, j)}, 
lQk<i-I 
2<~~_2{NB(iYk)+d(kYj)) (i=j- l), 
. . 
NN(i,j- 1)-t-d(j- 1,j) (i-j-2), 
min{NN(i, j - 1) + d( j - 1, j), NB(i, j - 2) 
+d(j-2,j)) (i<j-3), 
I min l<~~_,{NN(bk)+d(k,j+ l)+d(j+ l,j)), . . 2<yr_2{NB(i,k) + d(k,j + 1) + 4j + Lj)) > (i-j-l), . . NB(i’j)= NN(i,j- l)+d(j- l,j+ l)+d(j+ 1,j) (i=j-2), 
I min{NN(i,j - 1) + d(j - 1, j + 1) + d(j + l,j), NB(i,j-2)+d(j-2,j+l)+d(j+l,j)} (i<j--3) 
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{BB(i, k) + d(k,j)} (i-j-2), 
BN(i’j)= BN(i,j- l)+d(j- 1,j) (i=j-3), 
I min{BN(i, j - 1) + d(j - 1, j),BB(i,j - 2) +d(j - 2,j)) (i6j - 4), 
I min { r&n,{~N(i,k) + d(k,j + 1) + d(j + l,j)}, . . 2<r$n_2{BB(i,k) + d(k,j + 1) + d(j + l,j)) (i= j - 2) .., BB(i’j)x 1 BN(i,j - 1) + d(j - 1, j + 1) + d(j + 1,j) (i=j - 3) 
I min{BN(i, j - 1) + d( j - 1, j + 1) + d( j + l,j), BB(i,j - 2) + d(j - 2,j + 1) + d(j + l,j)} (i<j - 4). 
By using dynamic programming scheme, that is, starting from the initial values 
NN(1,2)=d(1,2), NN(2,l) = d(2, l), 
NB(1,2)=d(1,3) +d(3,2), BN(2,l) = d(2,3) + d(3,l) 
and calculating NN(& j), NB(i, j), BN(i, j), BB(i, j) in ascending order for i and j, we 
can compute 
NN(n, i),NN(i, n),NB(n, j),NB( j, n - l), 
BN(n - l,,j),BN(j’,n),BB(n - l,k),BB(k’,n - 1) 
for all i,j,j’,k,k’, with 1 <i<n- 1, 1 <j<n-2, 2<j’<n-2, 1 <k<n-3, 2<k’< 
II - 3 in 0(n2) time. 
The sum of distances of a shortest pyramidal tour with step-backs is given by 
min{NN(n,n - 1) +d(n - l,n),NN(n - 1,n) + d(n,n - l), 
NB(n, n - 2) + d(n - 2, n), BN(n - 2, n) + d(n, n - 2)). 
Therefore, we can compute a shortest pyramidal tour with step-backs in 0(n2) 
time. 0 
4. Concluding remarks 
Demidenko class is one of the most general class which is polynomially solvable 
using a pyramidal tour. We remark that the new class that satisfies the four conditions 
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of Theorem 6 is different from Demidenko class. To show this, we shall give two 
examples. 
Example 9. 
This distance matrix A satisfies the new conditions, and (1,3,2,4) is the unique 
optimal tour, which is not pyramidal but pyramidal with step-backs. Hence A does not 
satisfy Demidenko conditions because of Theorem 3. In fact, 
Example 10. 
B= 
10 100 1 0 
This distance matrix B satisfies Demidenko conditions, but does not satisfy the new 
conditions, because 
In this case, the optimal tour is (1,4,3,2). 
(Pright 1 and VLld are asymmetric analogues of van der Veen conditions. But it is 
easily seen that Theorem 6 does not hold if we only assume these two conditions. 
Example 11, 
L 
0 10 1 10 10 
10 0 10 1 10 
c= 
10 10 0 10 1 . 
1 10 1 0 1 
10 1 10 1 0 1 
This distance matrix C satisfies two conditions (&sht ) and (&R), while ( 1,3,5,2,4) 
is the unique optimal tour, which is not a pyramidal tour with step-backs. 
Finally, we consider the number of pyramidal tours and pyramidal tours with step- 
backs in a complete graph of order n, where n 2 2. It is easily seen that the number of 
pyramidal tours is 2”-2. Let psb(n) be the number of pyramidal tours with step-backs 
in a complete graph of order n. Then the following holds: 
psb(n) = 2psb(n - 1) + 2psb(n - 2). 
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From this recurrence relation, we see 
psb(n) = 
(1 + Jsy- - (1 - J3y1 
243 
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