Calibration along with discrimination is an important measure of accuracy to validate predictive logistic regression models. Most predictive models in intensive care such as Simplified Acute Physiology Score (SAPS) II [1] and SAPS 3 [2, 3] consider the binary outcome whether a patient will be alive or dead at hospital discharge. Discrimination measures how well the model can distinguish between patients who die and those who survive. Discrimination is usually assessed by the area under the receiver operating characteristic curve (AU-ROC) [4] . This statistic evaluates each pair of observations that have different outcomes and calculates the proportion of times when the patient who died had a higher predicted mortality than did the survivor. The AU-ROC ranges from 0.50 (no discrimination: complete binary random of 50 % similar to flipping a coin) to 1.00 (100 % correct discrimination of the model) [4] .
Calibration along with discrimination is an important measure of accuracy to validate predictive logistic regression models. Most predictive models in intensive care such as Simplified Acute Physiology Score (SAPS) II [1] and SAPS 3 [2, 3] consider the binary outcome whether a patient will be alive or dead at hospital discharge. Discrimination measures how well the model can distinguish between patients who die and those who survive. Discrimination is usually assessed by the area under the receiver operating characteristic curve (AU-ROC) [4] . This statistic evaluates each pair of observations that have different outcomes and calculates the proportion of times when the patient who died had a higher predicted mortality than did the survivor. The AU-ROC ranges from 0.50 (no discrimination: complete binary random of 50 % similar to flipping a coin) to 1.00 (100 % correct discrimination of the model) [4] . Calibration measures the model's ability to generate predictions that are on average close to the average observed outcome. Calibration has traditionally been approached in two steps. First, to investigate the overall ability to correctly relate the actual occurrence of the event to its estimated probability using statistical methods. The most widely used method is the HosmerLemeshow (H-L) test [5] , which examines how well the percentage of observed deaths matches the percentage of predicted deaths over deciles of predicted risk. A p value greater than 0.05 is needed to conclude that there are no significant differences between the observed and expected outcomes and therefore the model has good overall calibration. Second, to localize possible deviations across risk strata by means of calibration plots with observed outcomes versus expected probabilities of mortality. The calibration plot, also named calibration curve, intends to provide complementary information over subsets. If the model calibrates well, there will not be a substantial deviation from the 45°line of perfect fit or bisector. On the contrary, miscalibration of the model will be a function of expected probability.
The H-L test is easy to compute and its interpretation is intuitive, but it has acknowledged limitations such as being very sensitive to sample size [6] [7] [8] . The traditional plot or calibration curve also has some disadvantages: first, rather than a curve, it is a jagged line connecting the points in the plot; second, it is not accompanied by any information on the statistical significance of deviations from the bisector [9] .
Methods to measure the calibration of predictive models have remained unchanged for a long time, but new insights are now provided. In this issue of Intensive Care Medicine, Poole et al. [10] present a multicenter study aimed at comparing the performance of SAPS II and SAPS 3 in predicting hospital mortality. Discrimination was measured as usual using ROC curves and both models discriminated fairly. Interestingly, the calibration ability of the systems was measured using a new approach named calibration belt [9] .
Both systems SAPS II and SAPS 3 calibrated poorly in this study. SAPS II did not show significant deviations from ideal calibration in the first two deciles of risk, but it overpredicted mortality in higher-risk classes. SAPS 3 overpredicted mortality homogeneously across all risk classes and showed a higher overprediction rate than SAPS II. Similarly, a common finding in most external validation studies is that models show poor calibration, while discrimination is usually good for all of them [11] [12] [13] . Miscalibration of SAPS 3 has been already reported in several previous studies [11] [12] [13] [14] [15] [16] [17] . Although good performance of SAPS 3 has been shown in some general settings [18, 19] , in most instances SAPS 3 presents better calibration in specific subsets of critically ill patients [16, 18, [20] [21] [22] [23] [24] [25] [26] . SAPS 3 has been also compared to SAPS II in previous studies using the traditional approach of calibration [14-17, 21, 22, 25-27] . In these studies both SAPS II and SAPS 3 provided excellent discrimination [14-17, 21, 22, 25-27] , but also overestimated hospital mortality [14, 28] and poor calibration was usually found between them or even being poorer for SAPS 3 [15-17, 27, 28] . Like in the present study, both SAPS II and SAPS 3 have shown adequate inter-rater reliability, but the standardized mortality ratios are still likely to be influenced by the rater's scoring practice [29] .
Thus, conclusions of this new study do not substantially differ from previous ones. On the basis of the results of Poole et al., changes over time may be a possible interpretation as to why the older score is not considered better than the more recent one. In this way, continuous improvements in health care possibly have a bigger impact on sicker patients, whereas unchanged conventional treatments have been given to low-risk patients since a long time ago. Although clustering of patients in low-risk classes is unavoidable, about half of the sample in the present study was clustered in low-risk classes. This would mean that SAPS II could calibrate better in this skewed sample of patients. The authors hypothesize that the model used to develop SAPS 3 was not able to adequately take account of factors such as differences in case-mix, influence of unmeasured context-sensitive variables, and the phenomenon of overfitting, but regrettably such questions remain unanswered.
Although Poole et al. focused in this study on the comparison between SAPS II and SAPS 3, in our opinion the main relevance of their work is to introduce the implementation of the calibration belt approach [9] as a new calibration-assessment tool. Calibration of SAPS II and SAPS 3 mortality predictions was measured using the new method. The authors have made an empiric demonstration of this new statistical tool to assess the dependence of calibration on the expected probability by plotting the corresponding curve and its confidence band. The methodology to create a confidence band for the calibration curve is based on a function that relates the expected to observed probabilities across classes of risk. The calibration belt allows one to spot the ranges of risk where there is a significant deviation from the ideal calibration, and the direction of the deviation to be indicated. This method also enables confidence intervals to be computed for the curve, which can be plotted as a calibration belt. This approach allows one to discriminate the ranges in which the model miscalibrates in addition to indicating the direction of this phenomenon [9] . We can argue that the H-L statistics associated with the traditional calibration plot would have provided more or less the same information. In fact, such calibration curve plots are based on strata from H-L goodness-of-fit test and these deciles of risk would have also been able to indicate the direction, extent, and risk classes affected by deviations [5] [6] [7] . However, we must consider the new approach as a step forward because H-L statistics and traditional calibration plot the average risk in each riskclass, whereas the new method is based on a continuous function that does not average the risk in subgroups.
It would have been better if the calibration belt had been tested along with the traditional approach in the present study in order to measure calibration in a simultaneous way. Why not use both the traditional approach and the new one and compare them? We must accept that the mathematical basis of the new approach has been shown elsewhere [9] . On such theoretical grounds, the internal validity is possibly sufficient to grant external validity. Other standard methods and also the H-L test were just used because the theoretical basis they were based on clearly indicated their value and their limits [5, 7] and no gold standard exists to be compared with. However, the H-L test was compared to similar ones via simulation under both null and alternative scenarios after their development [7] and also tested again more recently in the same way [6] . Such stress tests have given us new insights into the limitations of the H-L test [6, 7] .
Thus, although currently we acknowledge limitations in H-L tests and the traditional plot methods, as yet we have no indication of the potential limitations of the new calibration belt approach. Although the new method may offer a more analytical view and a substantial improvement in the assessment of quality of care compared to other available tools, its sampling characteristics have not been explored as well as its confidence intervals. Since it is unlikely that any model in practice can be perfectly calibrated, it is important that the interpretation of accuracy considers the sample size. Although the method is possibly accurate on theoretical grounds, future investigations to determine its theoretical limits are warranted.
In summary, models that predict mortality for patients admitted to ICUs have traditionally relied on the H-L test as a determinant of model calibration. As a result, an important amount of previous research has been done using this approach. When such methods have been applied to comparisons between SAPS II and SAPS 3, results of these previous studies do not substantially differ from the present one, and they reveal miscalibration of SAPS 3 as the true problem. The use of the calibration belt is an important methodological contribution of the present study but the assessment of this new statistical tool is mandatory in order to determine potential limitations as well as new additional advantages.
