Measures of influence for the functional linear model with scalar response  by Febrero-Bande, Manuel et al.
Journal of Multivariate Analysis 101 (2010) 327–339
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Measures of influence for the functional linear model with
scalar response
Manuel Febrero-Bande a,∗, Pedro Galeano b, Wenceslao González-Manteiga a
a Departamento de Estadística e Investigación Operativa, Universidad de Santiago de Compostela, Spain
b Departamento de Estadística, Universidad Carlos III de Madrid, Spain
a r t i c l e i n f o
Article history:
Available online 25 December 2008
AMS subject classifications:
62J99
62J05
62H12
Keywords:
Cook’s distance
Functional linear model
Functional principal components
Influential observations
Peña’s distance
a b s t r a c t
This paper studies how to identify influential observations in the functional linear model
in which the predictor is functional and the response is scalar. Measurement of the effects
of a single observation on estimation and prediction when the model is estimated by the
principal components method is undertaken. For that, three statistics are introduced for
measuring the influence of each observation on estimation and prediction of the functional
linear model with scalar response that are generalizations of the measures proposed for
the standard regressionmodel by [D.R. Cook, Detection of influential observations in linear
regression, Technometrics 19 (1977) 15–18; D. Peña, A new statistic for influence in linear
regression, Technometrics 47 (2005) 1–12] respectively. A smoothed bootstrap method is
proposed to estimate the quantiles of the influence measures, which allows us to point out
which observations have the larger influence on estimation and prediction. The behavior
of the three statistics and the quantile estimation bootstrap based method is analyzed via
a simulation study. Finally, the practical use of the proposed statistics is illustrated by the
analysis of a real data example, which show that the proposed measures are useful for
detecting heterogeneity in the functional linear model with scalar response.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The collection of data consisting of repeated measurements of the same subject densely taken over an ordered grid of
points belonging to a finite length interval is becoming progressively frequent. Data of these characteristics are usually called
functional data because, even though the recording points are discrete in reality, wemay assume that the entire function has
been completely observed. Recently, there exists a demand for suitable procedures to analyze such data because it is well
known that multivariate statistical methods are not well suited for functional data. The books of Ramsay and Silverman [1,
2] and Ferraty and Vieu [3] are texts of reference and summarize several methods and case studies for handling functional
data from different approaches.
In the recent literature, functional linear models in which the predictors and/or the response are of a functional nature
have received considerable attention. In particular, this paper deals with the functional linear model with scalar response
in which the predictor is functional. Several approaches have been proposed for estimating the functional parameter of this
model. For instance, Hastie andMallows [4], Marx and Eilers [5], Cardot, Ferraty and Sarda [6] and Ramsay and Silverman [2]
have analyzed the use of restricted basis functions and penalizationmethods. Cardot, Ferraty and Sarda [7] proposed a least-
squares estimate based on functional principal components, which has been further analyzed in [6,8–11], among others.
Finally, [3] have proposed the use of nonparametric estimates based on kernels.
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As for any other kind of statistical model, influential observations may be sometimes found in estimation and prediction
of the functional linear model with scalar response. These are observations which may substantially change the resulting
analysis if are removed from the dataset. Thus, finding influential observations can benefit the analysis in several ways,
for instance, yielding information concerning reliability of conclusions based on the assumed model, or pointing out which
observation characteristics are inadequate for reliable estimation and prediction. No much is known about influence in
functional models. Only Shen and Xu [12] and Chiou and Müller [13] have introduced functional versions of the Cook’s
distance in the case where the predictors are real or functional and the responses are functional. Both models are different
from the one considered here. The aim of this paper is to analyze influence in the functional linear model with scalar
response. For that, we study how to identify observations with larger influence and how to measure their effects on
estimation and prediction. For that, we propose three statistics that seem to be useful in detecting which observations have
strong influence. These statistics are the generalization to the functional linear model with scalar response of the measures
proposed by Cook [14] and Peña [15] for the standard linear regression model. Additionally, we propose a smoothed
bootstrap basedmethod to estimate the quantiles of the influencemeasures,which allowsus to point outwhich observations
are significatively influential.
As mentioned previously, there are several ways to estimate the functional linear model with scalar response. Although
it is well known that this estimator may be rough even for large sample sizes and alternative more smoother estimates
have been proposed, the approach taken in this paper is based on the functional principal components technique, which
has become very popular. As mentioned by Hall and Horowitz [11], this method gives the most rapidly convergent
representation of a functional dataset when speed of convergence is defined in an L2 sense. Nevertheless, the methodology
proposed in this paper can be generalized in a simple way to alternative smoother estimators.
The rest of this paper is as follows: Section 2 presents the functional linear model with scalar response and reviews
estimation based on the functional principal components method; Section 3 analyzes influence from a functional point of
view and proposes three measures of influence by generalizing the measures proposed by Cook [14] and Peña [15] for the
standard linear regression model; Section 4 analyzes the behavior of the proposed measures and a smoothed bootstrap
method for quantile estimation via a simulation study. Finally, Section 5 illustrates the practical interest of these measures
by means of a real data example.
2. The functional linear model with scalar response
The functional linearmodelwith scalar response is a regressionmodelwhere thepredictor is a functional randomvariable
and the response is a real randomvariable defined on the same probability space.More precisely, inwhat followswe assume
that (X, y) is a pair of random variables where X is valued in L2 (T ), the separable Hilbertian space of square integrable
functions defined on the closed interval T = [a, b] ⊂ R, and y is valued in R, the real line. For simplicity, we assume that
both variables are centered, i.e., E[X(t)] = 0, for t ∈ T and E[y] = 0. The functional linear model with scalar response
establishes that the relationship between the real random variable y and the functional random variable X is as follows:
y = 〈X, β〉 +  =
∫
T
X (t) β (t) dt + , (1)
where 〈·, ·〉 denotes the usual inner product on L2 (T ) , β is a square integrable function defined on T and  is a real random
variable with zero mean, finite variance σ 2, and such that E [X (t) ] = 0, for t ∈ T . Therefore, the model in Eq. (1) predicts
the mean of the response y by means of the conditional expectation of y given X , which is assumed to be linear of the form
E [y|X] = 〈X, β〉.
Suppose now that we observe a set of pairs (X1, y1) , . . . , (Xn, yn) such that X1, . . . , Xn and y1, . . . , yn, are independent
and identically distributed realizations of the functional variable X and the real variable y, respectively. The model in Eq. (1)
suggests to estimate β by minimizing the residual sums of squares:
RSS (β) =
n∑
i=1
(yi − 〈Xi, β〉)2 , (2)
which may be accomplished by the principal components approach developed by Cardot, Ferraty and Sarda [7] and further
analyzed by Hall and Hosseini-Nasab [9] and Cai and Hall [10], among others. This estimation method works as follows.
Let ΓX be the sample covariance operator of X1, . . . , Xn, which transforms any function Z in L2 (T ) into another function in
L2 (T ), given by:
ΓXZ = 1n
n∑
i=1
〈Xi, Z〉 Xi. (3)
The sample covariance operator ΓX admits a spectral decomposition in terms of non-negative eigenvalues λ1 ≥ λ2 ≥ · · · ≥
λn ≥ 0 = λn+1 = · · · with associated orthonormal eigenfunctions v1, v2, . . ., such that ΓXvk = λkvk, for k ≥ 1, and
〈vk, vl〉 = δkl, the Dirac delta function given by δkl = 1, for k = l and δkl = 0, for k 6= l. As v1, v2, . . . form an orthonormal
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basis of the functional space L2 (T ), the functional variables Xi and the functional parameter β can be written in terms of the
eigenfunctions vk, k = 1, 2, . . .:
Xi =
∞∑
k=1
γikvk, β =
∞∑
k=1
βkvk,
where γik = 〈Xi, vk〉, such that γik = 0, for k > n and βk = 〈β, vk〉, respectively, for k = 1, 2, . . . and i = 1, . . . , n. Both
expansions allow to write the residual sums of squares in Eq. (2) as follows:
RSS (β) =
n∑
i=1
(
yi −
∞∑
k=1
γikβk
)2
. (4)
Obviously, minimizing the expression in Eq. (4) with respect to β1, β2, . . . is useless because it gives a perfect fit of the
response variable. Alternatively, Cardot, Ferraty and Sarda [7] proposed to estimate β by taking βk = 0, for k ≥ kn + 1,
where kn is some positive integer such that kn < n and λkn > 0, and estimating the coefficients βk, for k = 1, . . . , kn, by
minimizing the residual sum of squares given by:
RSS
(
β(1:kn)
) = n∑
i=1
(
yi −
kn∑
k=1
γikβk
)2
= ∥∥Y − γ(1:kn)β(1:kn)∥∥2 ,
where Y = (y1, . . . , yn)′ , β(1:kn) is the kn × 1 vector β(1:kn) =
(
β1, . . . , βkn
)′ and γ(1:kn) is the n × kn matrix whose k-th
column is the vector γ·k = (γ1k, . . . , γnk)′, the k-th principal component score, which verifies γ ′·kγ·k = nλk and γ ′·kγ·l = 0,
for k 6= l. Now, using standard arguments, the least-squares estimate of β(1:kn) is given by:
β̂(1:kn) =
(
γ ′·1Y
nλ1
, . . . ,
γ ′·knY
nλkn
)′
,
which, finally, allows to write the least-squares estimate of the slope β , denoted by β̂(kn):
β̂(kn) =
kn∑
k=1
β̂kvk =
kn∑
k=1
γ ′·kY
nλk
vk. (5)
Asymptotic and finite sample properties of the estimate β̂(kn) can be found, for instance, in [7], who showed that, under
several conditions,
〈
X, β̂(kn)
〉
converges in probability and almost surely to 〈X, β〉, and in Hall and Hosseini-Nasab [9], who
derived the mean-squared error of β̂(kn) conditional on X1, . . . , Xn:
E
[∥∥β − β̂(kn)∥∥2 |X1, . . . , Xn] = σ 2n
kn∑
k=1
1
λk
+
∞∑
k=kn+1
〈β, vk〉2 , (6)
where ‖·‖ is the usual norm in L2 (T ), i.e., ‖·‖ = 〈·, ·〉1/2. On the other hand, inference on the functional parameter β has
been carried out by Cardot, Ferraty, Mas and Sarda [8] by proposing two functional regression statistics in order to test the
null hypothesis H0 : β = β0 against the alternative H1 : β 6= β0, where β0 is a given curve, in particular, β0 = 0.
In asymptotic theory, the cutoff kn is considered as a sequence of integers which converges to∞ as a function of n. As the
principal components are rougher as k increases, in practice, kn acts as a smoothing parameter which has to be fixed. There
are several ways to select kn. For instance, one can select the cutoff that minimizes the predictive cross-validation criterion,
given by:
PCV (k) = 1
n
n∑
i=1
(
yi −
〈
Xi, β̂(−i,k)
〉)2
, k = 1, . . . , kmax (7)
where β̂(−i,k) is the least squares estimate of β using the cutoff k and excluding the i-th observation (Xi, yi) in estimation. A
more computationally efficient method than cross-validation appears to be the use of model selection criteria, which select
the cutoff that minimizes:
MSC (k) = log
(
1
n
n∑
i=1
(
yi −
〈
Xi, β̂(k)
〉)2)+ pn kn , k = 1, . . . , kmax
where pn is the penalization term, which is, for instance, pn = 2, for the Akaike information criterion (AIC), pn =
2n/(n − m − 2), for the corrected Akaike information criterion (AICc) and pn = log(n)/n, for the Schwartz information
criterion (SIC). The performance of both selection type criteria is an open question which still needs further research.
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When analyzing real data, the functions X1, . . . , Xn are observed only at a set of discretized points a ≤ t i1 < · · · < t iJi ≤ b
and the data consist of pairs of the form
({
Xi
(
t ij
)
, j = 1, . . . , Ji
}
, yi
)
, i = 1, . . . , n. In this case, the eigenfunctions and
associated eigenvalues of the sample covariance operatorΓX in Eq. (3) can be obtained based on the discretized curves using
any of the methods described in [2] and [3]. Similarly, the scores γik can be approximated through numerical integration. It
has been shown that discretization has no effect on the convergence of the estimator in Eq. (5) provided that the number of
observed points converges to infinity sufficiently fast (see, [10]). These comments also applies to the smoothed version of
the estimator in Eq. (5) proposed by Cardot, Ferraty and Sarda [6].
3. Measures of influence for the functional linear model with scalar response
A pair of the form (Xi, yi)may be considered as influential if important characteristics of the analysis substantially vary
when the pair is deleted. It is our purpose in the following to consider influence measures for the functional linear model
with scalar response. For that, we adapt to the functional framework, two measures considered in the standard regression
model. The first one is the Cook’s distance, proposed by Cook [14], which measures the influence of a single observation
on both estimation of the parameters of the model and prediction of the responses. Following the same spirit, we propose
two functional Cook’s distances for measuring the influence of the observation (Xi, yi) on estimation of the slope parameter
and prediction of the responses, respectively. The second one is the Peña’s distance, recently proposed by Peña [15], which
measures how the prediction of a given response yi is influenced when each other pair in the sample is deleted. Therefore,
this measure looks at the sensitivity of each pair (Xi, yi) to changes in the entire sample. Similarly, we also propose the
functional Peña’s distance for measuring the influence of the all set of observations on the prediction of yi. Note that the
goal of the Peña’s measure is different from the one of the Cook’s measure.
Once that β has been estimated through Eq. (5), one may obtain fitted values and residuals, which, as in standard
regression, are useful for introducing the influencemeasures of individual observations thatwe are considering. Fitted values
of the response variable, ŷi, for i = 1, . . . , n, can be obtained from Eq. (5) as follows:
ŷi =
〈
Xi, β̂(kn)
〉 = kn∑
k=1
γikβ̂k =
kn∑
k=1
γik
γ ′·kY
nλk
, (8)
which allows to define the n× 1 vector of fitted values Ŷ = (̂y1, . . . , ŷn)′ as Ŷ = H(kn)Y , where H(kn) is the n× n hat matrix,
given by:
H(kn) =
1
n
γ(1:kn)Λ
−1
(1:kn)γ
′
(1:kn), (9)
where γ(1:kn) is the n×knmatrixwhose columns are the vectors γ·k, for k = 1, . . . , kn andΛ(1:kn) is the kn×kn diagonalmatrix
whose elements are the eigenvalues λ1, . . . , λkn . Consequently, the covariance matrix of Ŷ given the functional dataset
X1, . . . , Xn reduces to σ 2H(kn). In particular, note that the conditional variance of ŷi is σ
2H(kn),ii, where H(kn),ii is the leverage,
i.e., the (i, i)-th element of the hat matrix H(kn), which is given by:
H(kn),ii =
1
n
(
γ 2i1
λ1
+ · · · + γ
2
ikn
λkn
)
. (10)
It is not difficult to see from Eq. (10) that 0 ≤ H(kn),ii ≤ 1. Therefore, the smaller the leverage of the pair (Xi, yi) is, the better
predicted yi is. Consequently, the leverage in Eq. (10) can be seen as ameasure of the influence a priori of a given observation
in prediction. As Trace
(
H(kn)
) = kn, we can affirm that the observation (Xi, yi)might have a large a priori influence if H(kn),ii
is much larger than the average value of the leverages, kn/n. But, it is important to note that a pair with high leverage may
not necessarily be influential.
The residuals of the fit can now be written in matrix form as e = Y − Ŷ = (In − H(kn)) Y , where In is the n × n identity
matrix. The properties of e can be derived from the relationship between  and e, which can be established by substituting
Y by its true value in terms of the scores and the errors, i.e.:
Y = γ(1:n)β(1:n) + ,
where γ(1:n) is the n × n matrix whose columns are the vectors γ·k, for k = 1, . . . , n and β(1:n) = (β1, . . . , βn)′. Using the
expression of the hat matrix in Eq. (9), it is straightforward to show that:
e = (In − H(kn)) (γ(1:n)β(1:n) + ) = (γ(1:n)β(1:n) − H(kn)γ(1:n)β(1:n))+ (In − H(kn)) 
= γ(1:n)β(1:n) − γ(1:kn)β(1:kn) +
(
In − H(kn)
)
 = γ(kn+1:n)β(kn+1:n) +
(
In − H(kn)
)
, (11)
where γ(kn+1:n) is the n × (n− kn) matrix whose columns are the vectors γ·k, for k = kn + 1, . . . , n and β(kn+1:n) =(
βkn+1, . . . , βn
)′. Consequently, as  has zero mean and covariance σ 2In, then the vector of residuals e conditional on
X1, . . . , Xn has mean γ(kn+1:n)β(kn+1:n) and covariance σ 2
(
In − H(kn)
)
.
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In order to estimate the error variance, σ 2, we may use the expression in Eq. (11) to write:
e′e = nβ ′(kn+1:n)Λ(1:kn)β(kn+1:n) + 2β ′(kn+1:n)γ ′(kn+1:n)
(
In − H(kn)
)
 + ′ (In − H(kn)) ,
which leads to:
E
[
e′e|X1, . . . , Xn
] = nβ ′(kn+1:n)Λ(kn+1:n)β(kn+1:n) + (n− kn) σ 2. (12)
The expectation in Eq. (12) shows that the usual estimator of the error variance σ 2, i.e., the functional residual variance
estimate, s2R, given by:
s2R =
e′e
n− kn , (13)
is a biased estimator of σ 2, with bias given by:
bias
(
s2R
) = n
n− kn β
′
(kn+1:n)Λ(kn+1:n)β(kn+1:n).
However, as shown by Cardot, Ferraty and Sarda [6] andHall andHosseini-Nasab [9], the bias can be small if n is large enough
and kn < n has been chosen suitably.
The functional residual variance in Eq. (13) allows to introduce functional measures of influence. First, the functional
Cook’s measure for prediction is defined as the standardized change of the vector of forecasts after deleting the observation
(Xi, yi), i.e.:
CPi =
(̂
y− ŷ(−i,kn)
)′ (̂y− ŷ(−i,kn))
s2R
, (14)
where ŷ(−i,kn) is the prediction of the response vector y using the cutoff kn and excluding the i-th observation (Xi, yi) in the
estimation. Therefore, observations with a large CPi have larger influence on fitted responses and, thus, their deletion may
imply important changes in prediction.
Second, the functional Cook’s measure for estimation is defined as the standardized change of the functional parameter
estimate after deleting the observation (Xi, yi), i.e.:
CEi =
∥∥β̂(kn) − β̂(−i,kn)∥∥2
s2R
n
kn∑
k=1
1
λk
, (15)
where β̂(−i,kn) is the estimation of the parameter β using the cutoff kn and excluding the i-th observation (Xi, yi) in the
estimation. Note that CEi in Eq. (15) is defined after taking into account the mean-squared error of β̂(kn) in Eq. (6). Therefore,
observations with a large CEi have larger influence on the functional parameter estimate and, thus, their deletionmay imply
important changes in estimation.
Third, the functional Peña’s measure for prediction is defined as the squared norm of the standarized vector:
si =
(̂
yi − ŷ(−1,kn),i, . . . , ŷi − ŷ(−n,kn),i
)′
, i = 1, . . . , n
where ŷ(−h,kn),i is the i-th component of the prediction vector ŷ(−h,kn), for h = 1, . . . , n. Therefore, the functional Peña’s
measure for prediction is given by:
Pi = s
′
isi
s2RH(kn),ii
, (16)
Therefore Pi in Eq. (16) measures the forecasted change of the i-th observation (Xi, yi) when each other sample pair is
deleted. Consequently, observations with a large Pi are largely influenced by the rest of observations and, thus, their
deletion may imply important changes in prediction. We show in Sections 4 and 5 that the proposed measures in Eqs.
(14)–(16) complement each other and are able to point out interesting features in the data. Consequently, they can be
useful diagnostic tools in functional linear regression with scalar response. Note that our objective here is rather to propose
influence measures with an intuitive interpretation, that can be useful in practical applications.
Unfortunately, in order to obtain the proposed influence measures in Eqs. (14)–(16), and contrary to the standard linear
regression case, it is necessary to fit the n regressions with an observation deleted. This is due to the fact that the principal
components are all affected by the deletion and, as far as we know, there does not exist an exact expression between the
principal components of a functional dataset X1, . . . , Xn with and without a curve Xi. Nor is there such an expression in the
multivariate principal components case.
Once the influence measures have been obtained, it is needed to have a way to discern whether or not an observation
is highly influential in the prediction of others (CPi) and/or estimation (CEi), or its prediction is highly influenced by others
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Fig. 1. (Left) Bootstrap replications of a functional dataset; (Right) Smoothed bootstrap replications of a functional dataset.
(Pi). In the standard linear regression case, the Cook’s measure has a complicated asymptotic distribution even assuming
Gaussian innovations, see, for instance, [16]. Similarly, the Peña’s measure is only approximately Gaussian distributed in
the case of Gaussian innovations and when both the sample size and the number of predictors are large, see [15]. Therefore,
in order to consistently highlight observations worthy of further examination, we propose to approximate quantiles of the
distribution of the three influence measures by means of a procedure which uses smoothed bootstrap samples of the set
of observations. The use of bootstrap methods in functional data analysis has been previously considered, among others,
by Cuevas, Febrero and Fraiman [17], for addressing the performance of functional location estimates, by Delsol [18],
for estimating the critical value of some general structural testing procedures, and by Febrero, Galeano and González-
Manteiga [19], for detecting outliers in functional datasets. These papers have pointed out the benefits of using smoothed
bootstrap methods for estimation of quantities of interest. Also, smoothing has been shown to perform better than the
naive bootstrap in large dimensional data, see, for instance, the paper by Tyekucheva and Chiaromonte [20]. However,
there exists no theoretical analysis on the consistency of the smoothed bootstrap in large dimensions or infinite dimension,
see the discussions in [20] by Li [21] and González-Manteiga and Crujeiras [22]. In fact, showing the consistency of the
smoothed bootstrap and obtaining the conditions under which the smoothed bootstrap is superior than the naive bootstrap
are out of the scope of this paper. In fact, the implications of such results will be very important in many other subjects
related with resampling functional data. Just to exemplify the benefits of smoothing, Fig. 1 shows the plot of two sets of 100
curves bootstrapped from a dataset of 100 curves generated from the model used in the simulations described posteriorly
in Section 4. The left hand side of the plot shows the bootstrapped dataset using standard bootstrap, while the right hand
side of the plot shows the bootstrapped dataset using smoothed bootstrap. This simple graphic shows that smoothing helps
to fill the space covered by the functions avoiding repetitions of the original dataset curves in bootstrapped datasets.
The proposed procedure works as follows:
Smoothed bootstrap procedure for quantile estimation
1. Fit the functional linear model in Eq. (1) to the set of pairs (X1, y1) , . . . , (Xn, yn) and obtain the corresponding influence
measures, for one of the measures in Eqs. (14) and (15) or (16). Denote them by IF1, . . . , IFn.
2. Obtain B standard bootstrap samples of size n from the dataset of residuals of the fit which are denoted by eb =(
eb1, . . . , e
b
n
)′, for b = 1, . . . , B. Similarly, obtain B standard bootstrap samples of size n from the dataset of sample curves
which are denoted by Xb1 , . . . , X
b
n , for b = 1, . . . , B.
3. Smooth the bootstrap samples of both sets of curves and residuals as follows. First, obtain X˜bi = Xbi + Zbi such that Zbi is a
Gaussian process with zero mean and covariance operator γXΓX , where γX is a smoothed bootstrap parameter. Second,
obtain e˜bi = ebi +zbi , such that zbi is normally distributedwithmean 0 and variance γes2R, where γe is a smoothed bootstrap
parameter.
4. For each bootstrap set b = 1, . . . , B, obtain:
y˜bi =
〈˜
Xbi , β̂(kn)
〉+ e˜bi , i = 1, . . . , n
where β̂(kn) is the least-squares estimate of β obtained in step 1.
5. Fit the funcional linear model in Eq. (1) to the smoothed boostrap set of pairs
(˜
Xb1 , y˜
b
1
)
, . . . ,
(˜
Xbn , y˜
b
n
)
, after selecting an
appropriate cutoff kn. Then, obtain the corresponding influential measures, which are denoted by I˜F
b
1, . . . , I˜F
b
n.
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6. The final estimated quantile for each influence measure IFi, for i = 1, . . . , n, is given by:
pBi =
B∑
b=1
n∑
h=1
I
(
I˜F
b
h ≤ IFi
)
nB
, (17)
where I(·) is an indicator function.
Given the estimated quantiles, pBi , i = 1, . . . , n, for each influence measure, obtained through the proposed procedure,
one may determinate influential observations with each influence measure as the ones with estimated quantile larger than
a predeterminated value, such as 0.95. Then, one may compare the actual changes in the estimated slope functions and the
predicted responses with and without the influential observations based on the three influence measures. Based on this
information, one may consider to delete the influential observations of the analysis if their influence in the slope function
is significatively large.
Some issues regarding the proposed smoothed bootstrap method are the following. First, the proposed procedure for
quantile estimation depends on the smoothed bootstrap parameters γX and γe. Section 4 carries out a small simulation
study in order to give some general advices on the selection of the smoothed bootstrap parameters. Second, it is important
to note that the proposed procedure, as a by-product, provides a method for obtaining smooth bootstrap confidence bands
of the functional parameter estimate β̂(kn) in Eq. (5). Take into account that we fit the functional linear model in Eq. (1)
to all the bootstrap datasets
(˜
Xb1 , y˜
b
1
)
, . . . ,
(˜
Xbn , y˜
b
n
)
. Therefore, the procedure provides a set of bootstrap estimates of the
functional parameter β , which are denoted by β̂1(kn), . . . , β̂
B
(kn). Therefore, an ‘‘α boostrap confidence band’’ based on β̂(kn)
is defined by calculating the value Dα such that the 100α% of the bootstrap replications β̂b(kn), b = 1, . . . , B, are within a
distance from β̂(kn) smaller than Dα . In other words, a confidence band of a curve β̂(kn) at the confidence level α is the set of
bootstrap estimates curves β̂b(kn) such that:
CS
(
β̂(kn)
) = {β̂b(kn) : ∥∥β̂(kn) − β̂b(kn)∥∥ < Dα} ,
where Dα is such that Pr
(
CS
(
β̂(kn)
)) = α.
4. A simulation study
In this section, we explore the smoothed bootstrap procedure for estimating quantiles of the influence measures in Eqs.
(14) and (15) or (16) introduced in Section 3 via a simulation study. More precisely, we analyze the role played by the
smoothed bootstrap parameters γX and γe in quantile estimation. The simulation results and the analysis of the real data
example in Sections 4 and 5 have been carried out by means of various routines written by the authors in R (http://www.
r-project.org/), which are available upon request.
For our ongoing simulation study, we consider the functional linear model with scalar response considered in the
simulations of the paper by Cardot, Ferraty and Sarda [6]. Therefore, we generate pairs of the form (X1, y1) , . . . , (Xn, yn),
related through the model in Eq. (1), where the functional data Xi, i = 1, . . . , n, are realizations from a Brownian motion X
defined in [0, 1] ,  is Gaussian distributed with zero mean and variance σ 2, and the functional parameter β is given by:
β (t) = 2 sin (0.5pi t)+ 4 sin (1.5pi t)+ 5 sin (2.5pi t) , t ∈ [0, 1] .
The eigenvalues of the covariance operator of a Brownian motion X defined in [0, 1] are known to be:
λk = 1
(k− 0.5)2 pi2 ,
with associated eigenfunctions:
vk (t) =
√
2 sin {(j− 0.5) pi t} , t ∈ [0, 1] , k = 1, 2, . . . .
Therefore, β is a linear combinations of the first three eigenfunctions of the covariance operator of X . However, we do not fix
the cutoff kn = 3. Instead,we consider the AICc to choice the cutoff kn, because it appears as a compromise between the three
model selection criteria considered in Section 2 and it is computationally faster than PCV, although SIC is also a plausible
alternative. We take kmax = [√n] as the maximum number of principal components in the estimate for several reasons.
First, it appears to work well in our simulations, second,
√
n is larger or equal than 3 for n ≥ 9, i.e., any reasonable sample
size, and, finally, the cumulative percentage of total variance explained by the first [√n] principal components given by:
CPV
([√n]) =
[√n]∑
j=1
1
(j−0.5)2pi2
∞∑
j=1
1
(j−0.5)2pi2
,
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are 0.9596, 0.9711 and 0.9797, for sample sizes n = 25, 50 and 100, respectively, which are large enough. On the other hand,
for the generation of the sample curves, the Brownian random functions Xi, i = 1, . . . , n and the functional parameter
β are discretized to 100 equidistant points in the interval [0, 1]. Finally, the noise is chosen with signal-to-noise ratio
σ/σ〈X,β〉 = 0.18, where σ〈X,β〉 is the standard deviation of the inner product 〈X, β〉.
In order to give some general advices on the choice of the smoothed bootstrap parameters γX and γe used in the proposed
bootstrap procedure for quantile estimation, we compare the estimated quantiles obtained in this way, with the ones
obtained using Monte Carlo samples. For that, first, we generate 1000 datasets of the model described above for sample
size n = 50, and, for each dataset, we obtain the influence measures in Eqs. (14) and (15) or (16). Consequently, we
obtain a Monte Carlo sample of reference of 50000 values of the distribution of each influence measure for the sample
size considered. Second, we generate 100 datasets composed of n pairs of observations from themodel described above. For
each simulated dataset, we obtain the influence measures in Eqs. (14) and (15) or (16) and apply the proposed procedure
for quantile estimation with B = 100 bootstrap samples. The smoothed bootstrap parameters γX and γe are chosen from
the set 0, 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3. Therefore, we obtain 5000 bootstrap samples of each influence measure. Then, for
each dataset, we obtain the estimated quantiles of each influence measure as in Eq. (17), which are denoted by pB1, . . . , p
B
n.
Finally, we compare the estimated quantiles obtained from the bootstrap procedure with the estimated quantiles obtained
from the Monte Carlo samples, which are denoted by pMC1 , . . . , p
MC
n , and are obtained as follows:
pMCi =
50000∑
l=1
I
(
IFMCl ≤ IFi
)
50 000
,
where IFMCl , l = 1, . . . , 50 000 denotes theMonte Carlo samples. The comparison between both quantile estimates is carried
out through the root mean square error (RMSE) of estimation as follows:
RMSE =
√√√√1
n
n∑
i=1
(
pBi − pMCi
)2
. (18)
The results are in Table 1, which shows the mean and median of the RMSE respectively over the 100 samples. Note that
the median is slightly smaller than the mean in all the cases considered. This may be due because the choice of kn for
some bootstrap samples may be inadequate, implying an imprecise quantile estimation. As mentioned in Section 2, optimal
choice of the cutoff is still an open problemwhich deserves further attention. Theminimummean RMSE values for the three
influence measures are attained at the smoothed bootstrap parameter pairs γX = .25 and γe = .05, γX = .2 and γe = .05,
and γX = .2 and γe = .05, respectively. Some experiments with larger sample sizes (not reported to save space) indicate
that the larger the sample size is, the smaller the optimal smoothed bootstrap parameters are. Note that the case where
both smoothed bootstrap parameters are 0 correspond to the classical bootstrap. Table 1 shows that for several values of
the smoothed bootstrap parameters, the smoothed procedure appears to work better than the unsmoothed one. However,
one always may use the unsmoothed bootstrap because it works reasonably well and avoid the use of the selection of the
smoothed bootstrap parameters, which is a very difficult task in these settings. In practice, plausible smoothed bootstrap
parameters appears to be γX ∈ (.15, .25) and γe ∈ (0, .1), for sample sizes less than n = 100, while γX ∈ (.1, .2) and
γe ∈ (0, .05), for sample sizes between n = 100 and n = 200. For larger sample sizes, smoothing may be avoided.
Finally, we show an example of bootstrap confidence bands obtained as a by-product of the proposed procedure. Fig. 2
shows the functional parameter estimate of three datasets of n = 50, 100 and 200 pairs of observations, respectively, joint
with their respective bootstrap confidence bands, respectively, obtainedwith B = 100 bootstrap samples. In the three cases,
we take α = 0.05 to compute the bands, so that the 5% farthest bootstrap estimates to the original functional parameter
estimate are not taken into account for constructing the confidence bands. Note that the larger the sample size is, the shorter
the amplitude of the confidence bands is.
5. Real data example: The Canadian weather stations dataset
In this section, we illustrate the practical use of the proposed influence measures and the quantile estimation procedure
by considering a dataset analyzed by Ramsay and Silverman [2], where the predictor set of curves is the mean daily
temperatures, measured in degree Celsius, and the response is the logarithm (base 10) of total annual precipitation,
measured in mm, in thirty-five Canadian weather stations. The curves dataset is plotted in the right hand side of Fig. 2,
while a boxplot of the log-precipitation data is shown in the left hand side of Fig. 3. We assume that the observation interval
of the curves dataset is [a, b] = [0, 1], so that, the timeunit is one year discretized in 365 days. For the analysis both predictor
and response variables are centered by subtracting their means.
As far aswe know, no theoretical background exists on testing for linearity between the scalar response and the functional
predictor, i.e., to test wether or not the model in Eq. (1) is adequate for the data (see [23]). Chiou and Muller [13] suggested
to use the plots of the functional principal component scores of the sample curves against the response values as a graphical
way to check the linear assumption made in Eq. (1). These authors have shown that if the model is correct, these plots may
show linear relationships between the scores and the responses. Fig. 4 shows the plots for the first six principal component
M. Febrero-Bande et al. / Journal of Multivariate Analysis 101 (2010) 327–339 335
Table 1
Means and medians of the mean squared errors for the three influence measures.
γX \ γe Mean Median
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.00 0.05 0.10 0.15 0.20 0.25 0.30
Cook’s measure for prediction
0.00 .0339 .0340 .0348 .0317 .0323 .0319 .0313 .0289 .0316 .0295 .0289 .0282 .0279 .0266
0.05 .0343 .0328 .0323 .0323 .0325 .0322 .0304 .0281 .0284 .0286 .0299 .0285 .0260 .0264
0.10 .0364 .0365 .0341 .0305 .0320 .0304 .0306 .0317 .0329 .0317 .0280 .0278 .0255 .0257
0.15 .0372 .0322 .0341 .0308 .0317 .0310 .0301 .0328 .0273 .0252 .0269 .0269 .0266 .0255
0.20 .0300 .0311 .0317 .0311 .0315 .0313 .0302 .0278 .0251 .0280 .0241 .0255 .0267 .0245
0.25 .0388 .0293 .0324 .0321 .0334 .0331 .0308 .0335 .0230 .0265 .0238 .0293 .0293 .0239
0.30 .0396 .0377 .0328 .0327 .0335 .0318 .0311 .0354 .0311 .0275 .0297 .0270 .0268 .0244
Cook’s measure for estimation
0.00 .0455 .0419 .0441 .0448 .0442 .0525 .0542 .0372 .0375 .0400 .0431 .0378 .0523 .0493
0.05 .0373 .0409 .0394 .0479 .0439 .0519 .0482 .0315 .0365 .0354 .0450 .0387 .0481 .0457
0.10 .0355 .0366 .0436 .0376 .0374 .0366 .0453 .0324 .0319 .0368 .0323 .0304 .0291 .0417
0.15 .0326 .0344 .0358 .0358 .0379 .0444 .0435 .0265 .0269 .0312 .0348 .0375 .0421 .0386
0.20 .0308 .0288 .0336 .0350 .0355 .0395 .0401 .0279 .0240 .0274 .0276 .0312 .0344 .0332
0.25 .0317 .0314 .0347 .0331 .0397 .0364 .0428 .0282 .0270 .0298 .0298 .0412 .0301 .0378
0.30 .0343 .0347 .0370 .0337 .0363 .0365 .0366 .0310 .0299 .0332 .0260 .0314 .0320 .0302
Peña’s measure for prediction
0.00 .0535 .0555 .0556 .0611 .0570 .0629 .0631 .0459 .0514 .0496 .0554 .0526 .0599 .0609
0.05 .0521 .0539 .0486 .0620 .0603 .0653 .0610 .0427 .0524 .0391 .0548 .0486 .0644 .0576
0.10 .0436 .0493 .0569 .0492 .0521 .0510 .0527 .0367 .0440 .0494 .0425 .0476 .0462 .0427
0.15 .0436 .0471 .0442 .0471 .0507 .0568 .0548 .0407 .0390 .0363 .0419 .0419 .0503 .0461
0.20 .0421 .0417 .0472 .0464 .0483 .0492 .0542 .0395 .0350 .0406 .0356 .0371 .0425 .0509
0.25 .0429 .0447 .0466 .0444 .0514 .0453 .0553 .0396 .0369 .0366 .0383 .0509 .0351 .0498
0.30 .0450 .0467 .0473 .0434 .0472 .0472 .0476 .0363 .0438 .0381 .0356 .0409 .0365 .0376
Fig. 2. Bootstrap confidence bands. The plot shows: (1) The true functional parameter (dashed black line); (2) The estimate based on the original sample
(solid black line); and (3) The bootstrap confidence bands (gray lines).
scoreswhich appear to show linear relationships among several of the scores and the response. No other kind of relationships
appear to exist.
In order to select the cutoff kn, we compute the PCV, AIC, AICc and SIC criteria taking kmax = 6. Predictive cross-validation
selects kn = 4, while AIC, AICc and SIC select kn = 5. In view of this disparity, we take kn = 5 for the fitting because the
correlation between the 5th principal component score and the response is −0.19. Thus, the inclusion of this component
may imply a better fit although at the cost of a more roughness regression function estimate. This is shown in Fig. 5 joint
with a .95 bootstrap confidence band. The estimated slope function has a similar shape than the estimated slope function
obtained by Ramsay and Silverman [2] using restricted basis methods. Therefore, as noted by these authors, the estimated
function implies that a predictor for high (low) log-precipitation is a relatively high (low) temperature towards the end
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Fig. 3. (Right) Sample curves of the Canadian weather stations. (Left) Boxplot of the log-precipitation data.
Fig. 4. First six functional principal components of the sample curves against the response values. The correlation coefficient among both variables is
above each plot.
(beginning) of the year. First part of Fig. 6 shows the fitted values against the observed responses. The correlation coefficient
between the fitted and the observed responses is 0.89, while the R2 and R2adj coefficients, computed as usual in the standard
regression case, are 0.79 and 0.76. The three coefficients appear to indicate a rather good fit. Second part of Fig. 6 shows the
residuals of the fit which does not appear to exhibit any reason to question the model.
On the other hand, the diagonal elements of the hatmatrix, i.e., the leverages, indicateswhich stationsmight be influential
a priori. The weather stations with leverages larger than 2 × kn/n = 0.285 are the ones located at Dawson, Inuvik and
Resolute. These stations have leverages 0.325, 0.583 and 0.487, respectively. Inuvik and Resolute are the two northern
stations of the dataset. While Inuvik is located in northwest Canada and quite close to Alaska and the Beaufort Sea, Resolute
is located in an island close to the Baffin Sea.
The proposed influence measures of the complete set of pairs are shown in Fig. 7, while Fig. 8 shows the influence
measures against their respective estimated quantiles obtained with the proposed smoothed bootstrap method described
in Section 3. For that, we generate B = 143 bootstrap samples, so that we obtain 5000 bootstrap samples of each influence
measure. Following the results of the simulation study in Section 4, we take the smoothed bootstrap parameters γX = .2
and γe = .05. First, the Cook’s measure for prediction indicates that the stations at Kamloops, Pr. Rupert, Dawson, Inuvik
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Fig. 5. Estimated regression function β̂(kn) joint with a .95 bootstrap confidence band.
Fig. 6. (Up) Fitted values against the observed responses. The straight line corresponds to zero residuals. (Down) Fitted values against the residuals.
and Resolute have a larger influence than the rest of stations in prediction. In particular, the value of the Cook’s measure
for prediction at these stations are 1.6 (with estimated quantile .966), 3.29 (.991), 2.02 (.977), 7.29 (.998) and 5.31 (.997),
respectively. Note that the stations which might be influential a priori are among the five stations with larger Cook’s
measures for prediction. In fact, these five stations are the ones with largest absolute residuals (−.36, .37, .19, .20 and
−.23, respectively), so that, the most influential stations with this measure coincide with the ones worst self-predicted
by the model. On the other hand, the Cook’s measure for estimation clearly points out the station located at Inuvik. The
value of the Cook’s measure for estimation at this station is 2.19 (with estimated quantile .995). This measure also point out
the influence of Dawson and Resolute in estimation of the functional parameter but with much less influence than Inuvik.
Finally, the Peña’s measure for prediction indicates that the predictions of the stations at Inuvik and Resolute are the most
influenced by the other ones. The value of the Peña’s measure for prediction at these stations are 8.16 (with estimated
quantile .976) and 8.46 (.978), respectively. Note that the Peña’s measure for prediction indicates that the most influenced
station in prediction terms is Resolute, not Inuvik, as indicated by the other two influence measures. Resolute is, in fact, the
station with both minimal annual precipitation and daily temperatures. Moreover, the Peña’s measure also points out that
the predictions of the stations at Kamloops, Pr. Rupert and Dawson are not very influenced by the rest, which is a somehow
different point of view that the one given by the Cook’s measure for prediction. Fig. 9 shows the Studentized residuals of the
fit, which shows that the five influential curves detected have the largest Studentized residuals.
Finally, we repeated the estimation deleting the influential observations with the three influence measures. If we delete
the influential observations pointed out by the Cook’s measure for prediction, the correlation coefficient between the fitted
and the observed responses is 0.95, while the R2 and R2adj coefficients are given by 0.91 and 0.90, respectively. On the
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Fig. 7. Influence measures for the Canadian weather stations. (Left) Cook’s measure for prediction; (Center) Cook’s measure for estimation; (Right) Peña’s
measure for prediction.
Fig. 8. Influence measures against their respective estimated quantiles. (Left) Cook’s measure for prediction; (Center) Cook’s measure for estimation;
(Right) Peña’s measure for prediction.
other hand, if we delete the influential observation pointed out by the Cook’s measure for estimation, the correlation
coefficient between the fitted and the observed responses is 0.91, while the R2 and R2adj coefficients are given by 0.82
and 0.80, respectively. Finally, if we delete the influential observations pointed out by the Peña’s measure, the correlation
coefficient between the fitted and the observed responses is 0.89,while the R2 and R2adj coefficients are given by 0.79 and 0.76,
respectively. Therefore, the deletion of some of the detected influential observations appears to improve the fit. However,
the estimated slopes obtained by the three fits do not differ substantially from the initial estimated slope (not shown to
save space). This may explain why the Cook’s measure for estimation only detect one observation as influential. We note
that, in this case, the Cook’s measure for prediction point out observations with larger influence on the analysis better than
the Cook’s measure for estimation and the Peña’s measure. However, the performance of the three proposed measures will
depend on the analyzed dataset.
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Fig. 9. Studentized residuals of the fit.
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