ABSTRACT This paper investigates the problem of global exponential tracking control for switched nonlinear systems with linear uncertain parameters and without persistency of excitation. A switched model reference adaptive control technique, using the mode-dependent average dwell time method and a concurrent learning approach, is proposed for the first time. A sufficient condition is provided to ensure that the dynamics of the state tracking error and the adaptive weight error converge to zero exponentially rapidly. Consequently, the relationship among the average dwell time of each subsystem, the concurrent learning algorithm, and the performance of uncertain switched systems is established. Furthermore, the transient performance bounds of the state tracking error and the adaptive weight error are studied. Finally, an illustrative numerical example is provided to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
As a particular class of hybrid systems, switched systems have attracted increasing attention [1] - [6] . A switched system comprises a collection of subsystems described by differential or difference equations, and a logical rule that orchestrates the switching among these subsystems [7] - [11] . Owing to the hybrid nature, we cannot directly obtain the stability features of switched systems by using the stability property of all subsystems. Therefore, many traditional design and analysis methods for non-switched systems are unsuitable for switched systems [12] , [13] . The stability is an important issue in the study of switched systems, and several approaches have been developed to date. If a common Lyapunov function exists for all subsystems, the switched system is stable under an arbitrary switching law. However, this method may be inapplicable when a common Lyapunov function for all subsystems is unavailable or does not exist [14] , [15] ; therefore, a certain amount of attention has been paid to the multiple Lyapunov function method.
In particular, the mode-dependent average dwell time (MDADT) method has been extensively used as a more realistic means of studying switched systems [16] - [18] .
However, uncertainties often lead to the instability and the undesirable performance in actual systems [19] - [25] . As an efficient tool, the model reference adaptive control (MRAC) approach, which causes uncertain systems to behave like a selected reference model, has been extensively applied in engineering systems [26] , [27] . However, most MARC approaches focus on the tracking error dynamics and neglect the adaptive weight error dynamics. In fact, the exponential convergence of the adaptive weights to their true value results in the exponential tracking error convergence [28] , [29] . The system state with persistency of excitation (PE) can guarantee that the adaptive weight error converges exponentially, and the closed-loop system is exponentially stable. However, in certain real-time systems, it is difficult to monitor whether a signal will remain in PE online [30] . The concurrent learning adaptive controller was introduced by [31] and [32] , which use both current and past data concurrently for adaption. It has been proven that the concurrent learning adaptive controller can cause the dynamics of the state tracking error and the adaptive weight error to converge to zero simultaneously, exponentially rapidly and without PE [29] .
Apparently, the existence of uncertainties in switched systems makes their study more difficult [33] , [34] . Certain researchers have applied the concurrent learning technique to switched MRAC systems in recent years. Reference [35] extended parameter identifiers to piecewise affine systems and improved the convergence rate using the concurrent learning algorithm. Reference [36] provided a sufficient condition that ensured global exponential convergence of the tracking error and the adaptive weight error. Reference [37] and [38] studied a finite-time parameter estimation problem using the concurrent learning algorithm. However, to the best of the authors knowledge, existing results on the concurrent learning technique are based on the assumption that all subsystems have a common Lyapunov function. Thus, certain issues naturally arise: when the common Lyapunov function is unavailable or does not exist, how should the MRAC problem of switched systems be solved? How should the relationship among the running time of each subsystem, the concurrent learning algorithm, and the performance of uncertain switched systems be established? Obviously, these are challenging problems that have not yet been solved in the switched MRAC, which motivates the present study.
In this study, a concurrent learning-based global exponential tracking control problem for uncertain switched systems using the concurrent learning approach is investigated. Main contributions of the paper are as follows. (1) We propose a switched MRAC technique for switched nonlinear systems with linear uncertain parameters, by exploiting the MDADT method and the concurrent learning approach for the first time. The exponential convergence of the tracking error to zero and adaptive weights to their actual values is obtained without requiring PE of the exogenous reference input. (2) We use the MDADT method to relax the inherent conservatism induced by a common Lyapunov function; meanwhile, we provide the connections among the average dwell time of each subsystem, the concurrent learning algorithm, and the performance of uncertain switched systems. 
II. PROBLEM STATEMENT
Consider a switched systeṁ
where i ∈ R n×p are uncertain constant parameter matrices, x (t) ∈ R n is the state, u (t) ∈ R n is the control input, f i (x(t)) ∈ R p are known smooth vector functions with f i (0) = 0, and B i ∈ R n×n are full rank matrices. Furthermore, σ (t) : [t 0 , +∞) → = {1, 2, ..., M } is a switching signal, which is a piecewise continuous function depending on t, and M is the number of subsystems. Corresponding to the switching signal σ (t), there exists a switching sequence
which means that the i n -th subsystem is active when t ∈ [t n , t n+1 ), and t n is the switching instant. Moreover, t 0 is the initial time, x (t 0 ) is the initial state, and N is the set of nonnegative integers. Without loss of generality, we assume that there no state jumps occur on switching surfaces, the state trajectory x (·) is continuous everywhere, and i n = i n+1 for all i. We use the following switched reference model to generate a desired trajectory for the switched system (1)
where A mi ∈ R n×n are constant Hurwitz matrices, B mi ∈ R n×n are constant input matrices, and r(t) ∈ R n is a bounded and piecewise continuous reference input. Let e (t) = x (t) − x m (t) denote the state tracking error. Suppose that there exist matrices R i , T i and W * i , such that the following matching equations are satisfied:
where W * i are unknown matrices owing to uncertain constant parameter matrices i .
We use a switched controller structure
denote the adaptive weight error. From (1) and (4), we obtain a closed-loop switched system:
In view of (2) and (5), we obtain the following error switched system:
Our objective is to solve the global exponential tracking control problem of the switched system (1); that is, to design a switched adaptive controller and determine a class of switching signals such that the zero solution (e(t),W i (t)) ≡ 0 is globally exponentially stable.
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Next, we introduce several definitions that will play key roles in deriving the main results.
Definition 1 [16] : For a switching signal σ (t) and any T ≥ t ≥ t 0 , let N σ i (T , t) be the switching numbers where the i-th subsystem is activated over the interval (t, T ), and T i (T , t) denote the total running time of the i-th subsystem over the interval (t, T ). We say that σ (t) has a modedependent average dwell time (MDADT) τ ai if there exist positive numbers N 0i (we refer to N 0i as the mode-dependent chatter bounds here) and τ ai , such that
Definition 2 [33] : System (2) is said to be BIBS stable if there exist positive constants η 0 and η 1 , such that for any continuous input r(t),
III. STABILITY OF THE SWITCHED REFERENCE MODEL
In MRAC, the desired state trajectory of the uncertain switched linear system is required to exhibit the boundedness. It is well known that although the state trajectory of each subsystem is bounded, the switched system may be unbounded. In this section, the stability property of the switched reference model (2) is analyzed using the MDADT method. According to [33] and [39] , if the homogeneous switched systemẋ
is exponentially stable, the switched reference model (2) is BIBS stable for the same switching sequences. We assume that each subsystem is asymptotically stable; that is, there exist constants λ mi > 0 and positive-definite matrices P i > 0 satisfying
For the switched reference model (2), a Lyapunov function candidate is defined as
Thereafter, we obtain the following properties: (i) The time derivative of (11) along the trajectories of the corresponding subsystem (9) satisfieṡ
(ii) For α i = λ min (P i ) and α i = λ max (P i ), the inequalities
hold.
(iii) The inequalities
hold for µ mi = α i /α j .
For any t > t 0 , according to (12)- (14) and the result in [16] , the homogeneous system (7) is exponentially stable; that is,
for any switching signal σ (t) satisfying the MDADT with
That is, the switched reference model (2) is BIBS stable under the switching signal (15) .
Remark 1: As the switching signal can be regarded as a type of control strategy in switched systems, each mode under MDADT switching has not only its own ADT, but also its own control strategy. Thus, the MDADT switching signal (15) is more flexible than the ADT in [33] .
Remark 2: If A mi = A mj or P i = P j , i = j, the homogeneous system (9) is obviously exponentially stable and the switched reference model (2) is BIBS stable under an arbitrary switching law.
IV. SWITCHED CONCURRENT LEARNING ADAPTIVE LAWS
In this section, adaptive laws for updating weightsŴ i (t) of the controller (4) and an error switched system of e (t) and W i (t) are provided.
In numerous traditionally adaptive control systems, adaptive controllers use only instantaneous data for adaption. The exponential convergence of the state tracking error and the adaptive weight error requires that the state of the system is PE, which is guaranteed by the spectral properties of the reference input. However, as mentioned in the previous section, the PE condition is unrealistic in practice. In order to reduce this restriction, [30] proposed the concept of the concurrent learning algorithm. Adaptive laws with concurrent learning algorithms consist of two parts: one is based on the current data of the state and the control input, and the other is based on the past data that are stored in the format of the history stack. The key to this algorithm is that the history stack of the adaptive law contains a certain number of linearly independent elements. By using the recorded data concurrently with the current data for the adaption law, concurrent learning adaptive controllers can guarantee exponential convergence of the state tracking error and weight error without PE. For uncertain switched systems, existing results on the concurrent learning technique are based on the assumption that all subsystems have a common Lyapunov function. However, it is well known that a common Lyapunov function for all subsystems may be unavailable or not exist. In order to reduce this conservatism, we use the MDADT method based on the multiple Lyapunov function technique in the following section. For switched systems, the data recording of the concurrent learning algorithm is more complex than that of nonswitched systems. Generally, all history stacks of each subsystem are initially empty. The concurrent learning algorithm for switched systems is described as algorithm 1. History stacks of the active subsystem are updated by adding data points to empty slots (step 1). Once history stacks of a certain subsystem are full, these are updated by maximizing the minimum singular value of F i , i ∈ (step 2).
Next, we define the error variable W d i (t) ∈ R n for each recorded data point, as follows:
Thereafter, we propose switched concurrent learning adaptive laws for the i-th subsystem of the switched system (1)
where positive constants i ∈ R p×n and P i ∈ R n×n are symmetric positive-definite matrices. Remark 4: For inactive subsystems, adaptive laws (17) update the weights simultaneously, which enables the convergence of the adaptive weight error, even for currently inactive subsystems. By means of rearrangement of (5), it can be seen that
This, together with (16), implies thaṫ
≥ ε then //Determine whether to record data
Step 2 The singular value maximizing algorithm for recording data points
//the current data point replaced the k-th history data point of 
Remark 5: As opposed to the traditional model reference for the adaptive control method, adaptive weight error update VOLUME 6, 2018 laws (19) are directly affected by the state tracking error e (t) and the adaptive weight errorW i (t). The adaptive weight errorW i (t) is unavailable, but we can use (18) to prove the stability of the error switched system (6) in the following section. Now, the global exponential tracking control problem can be handled by identifying certain switching signals for the error switched system (6) with switched concurrent learning adaptive laws (17) .
V. STABILITY ANALYSIS OF ERROR SWITCHED SYSTEM
In this section, we analyze the stability of the error switched system (6). Thereafter, we present certain conditions based on the MDADT method to solve the problem of the paper.
Recorded data points can be populated by means of a concurrent learning algorithm for the closed-loop switched system; moreover, these data points can be obtained by openloop experiments and simulation testing [29] . For analysis convenience, we suppose history stacks F i , i ∈ are prepopulated with n linearly independent data points; then, history stacks are F i updated according to the singular value maximizing algorithm (step 2). Let
A Lyapunov functional candidate for the error switched system (6) is selected as
It can easily be observed that
where
Then, it follows from (22) that: (23) where
In this case, we rewrite the switching sequence as follows:
The switching sequence indicates that the i n -th subsystem is activated during the time interval t n , t n+1 . For k ∈ N , we let t n ≤ t n 0 ≤ · · · ≤ t n k ≤ · · · ≤ t n+1 denote the updated instant when the i n -th subsystem history stacks are updated over the time interval t n , t n+1 . Apparently, owing to the discrete nature of the concurrent learning algorithm, it follows that t n (k+1) ≥ t n k .
On each interval t n k , t n (k+1) , the time derivative of V ( (t)) along the trajectory of the error switched system (6) and switched concurrent learning adaptive laws (17) iṡ
Then, according to (22)- (25), we have the following inequities on each interval t n k , t n (k+1) :
Because history stacks F i , i ∈ are pre-populated with n linearly independent data points, we have i n k > 0, l > 0 and λ i n k > 0 for l ∈ , l = i, i n ∈ and k ∈ N .
Noting that the concurrent learning algorithm guarantees that λ min ( i n k ) is monotonically increasing and min l∈ ,l =i {λ min ( l )} is a constant for t ∈ [t n , t n+1 ], we have
Applying (27) to (26) results iṅ
For any t > t 0 and the switching sequence , λ i n is monotonically increasing with the concurrent learning algorithm. Let
Then, we havė
Theorem 1: Consider the error switched system (6) with switched concurrent learning adaptive laws (17) . Assume that the i-th subsystem history stacks F i are prepopulated with n linearly independent data points for i ∈ . If there exist positive constants λ mi and positive definite matrices P i , such that the inequalities (10) hold, the zero solution (e(t),W i (t)) ≡ 0 is globally exponentially stable under any switching law σ (t) satisfying the MDADT, with
and any chatting bound N 0i > 0.
With the aid of the results in [16] , from (22) , (23) , and (30), we have
Thus, if the switching signal σ (t) satisfies
Apparently, all signals are bounded. Taking into account the BIBS stability of the switched reference model (2) under the switching signal (15), we select the switching law σ (t) satisfying the MDADT with
From (13) and (14), we have
. Similarly, from (22) and (23), we have
Thus, it easy to obtain
For (25), a simple calculation yields
This, together with (27) and (29), implies that
Obviously, we can obtain the following equalities from (35) and (37):
Therefore, for the error switched system (6) with switched concurrent learning adaptive laws (17) , the dynamics of the state tracking error and the adaptive weight error converge to zero exponentially rapidly when the switching signal satisfies the MDADT with (31) .
This completes the proof. Remark 6: Theorem 1 establishes the connection among the average dwell time of each subsystem, history stacks of switched concurrent learning adaptive laws, and the performance of the error switched system.
Remark 7:
In the majority of results, the existence of a common Lyapunov function of all subsystems is necessary, which may be too conservative when the common Lyapunov function is unavailable or does not exist. We use the MDADT technique to reduce this conservatism.
Noting that the convergence rate of the Lyapunov function for each subsystem is connected to the concurrent learning algorithm, next, we study the transient performance bounds of the state tracking error and the adaptive weight error. As with the discussion in [29] , we use the quantities e (t) L ∞ and W i (t) L ∞ to characterize the transient performance bounds.
Corollary 1: If Theorem 1 holds, the quantities e (t) L ∞ and W i (t) L ∞ are bounded from above by exponentially decreasing functions.
Proof: For t = t 0 , one can deduce from (21) that
As
it follows from (32) and (39) that:
Then, from (40), we have (41), as shown at the bottom of this page. Similarly, using λ max
, we have (42), as shown at the bottom of this page. This implies that (43), as shown at the bottom of this page, holds. Consequently, we determine that the quantities e (t) L ∞ and W i (t) L ∞ are bounded from above by exponentially decreasing functions (41) and (43).
This completes the proof. Remark 8: Corollary 1 indicates that exponentially decreasing functions (41) and (43) are relevant to the average dwell time and history stacks of each subsystem. Therefore, we can adjust the running time of the subsystem and the concurrent learning algorithm, such that the transient performance bounds satisfy actual demands. According to the stability of the switched reference model and Corollary 1, the control signal u (t) is bounded. This feature is useful for certain systems with actuator saturation.
λ min
Remark 9: If P i = P j , i = j, the results of Theorem 1 and Corollary 1 can be guaranteed under an arbitrary switching signal. Furthermore, the results of Theorem 1 and Corollary 1 are still valid in the non-switched situation.
VI. EXAMPLE
Consider the following nonlinear switched system:
Moreover, we have
The switched reference model isẋ m (t) = A mσ (t) x m (t) + B mσ (t) r (t) , where
According to (3), we have
Apparently, a common Lyapunov function for two subsystems is unavailable or does not exist for (10) . Selecting λ 1 = 0.04, λ 2 = 0.05 and solving (10), we obtain
Then, we obtain α 1 = 0.2925, α 1 = 0.458, α 2 = 0.3692, and α 2 = 0.579. According to µ mi = α i /α j and (15) We then have τ * a1 = 7.26 and τ * a2 = 14.19, satisfying the conditions of Theorem 1. For comparison, we first study the MRAC with a switched projection adaptive controller, which makes the parameter estimation ''frozen'' for currently inactive subsystems [31] . We select the reference input r = 1 2 , which is not PE.
By constructing a switching signal satisfying τ a1 > 8 and τ a2 > 15, as illustrated in Figure 1 , we obtain the instead of zero, and adaptive weights of the two subsystems cannot converge to their true values. Next, we turn to Theorem 1. For the concurrent learning architecture using the same switching signal, the simulation results are depicted in Figures 5 to 7 . As illustrated in Figure 5 , the concurrent learning exhibits significantly superior tracking ability in all state. Figures 5 to 7 indicate that adaptive weights converge to their true values and the state tracking error converges to zero for t ≥ 70s. The switched concurrent learning adaptive laws can decrease the adaptive weight error, which improves the tracking ability of the error switched system.
VII. CONCLUSION
This study considered the global exponential tracking problem for a class of MRAC systems. In order to solve this problem, we proposed a MRAC technique for a switched system using the MDADT method and the concurrent learning approach. We studied the stability of the switched reference model to obtain the state trajectory boundedness. In order to reduce the PE conservatism, we designed switched concurrent learning adaptive laws using recorded data concurrently with current data for adaption. Unlike existing results on the concurrent learning technique, based on the assumption that all subsystems have a common Lyapunov function, we used the MDADT method to obtain the exponential convergence of the tracking error to zero and adaptive weights to their actual values. Furthermore, we developed the transient performance bounds on the state tracking error and the weight error. 
