Abstract This paper defines the quorum-based fault-tolerant mutual exclusion problem in a message-passing asynchronous system and determines a failure detector to solve the problem. This failure detector, which we call the modal failure detector star, and which we denote by M*, is strictly weaker than the perfect failure detector P but strictly stronger than the eventually perfect failure detector ◇P. The paper shows that at any environment, the problem is solvable with M*. 
Contributions
How about the quorum-based mutual exclusion problem? More precisely, what is the weakest failure detector to solve the quorum-based mutual exclusion problem? The bakery algorithm is completely different from the quorum-based ME in which the order of getting the critical section is decided based on a ticket order. In contrast to the bakery algorithm, the quorum-based ME algorithm should receive the permissions from all members of a quorum to exclusively use the critical section.
In general, quorum-based mutual exclusion algorithms assume that the system is either a failure-free model [13, 14, 16, 19] , or a synchronous model in which (1) if a process crash, it is eventually detected by every correct process and (2) no correct process is suspected before crash [13, 16] : with the conjunction of (1) and (2), the system is assumed to equipped with the capability of the perfect failure detector P [3] . In other words, the perfect failure detector P is sufficient to solve the fault-tolerant quorum-based mutual exclusion problem. But is P necessary? For the answer to the question, we present a modal failure detector star M*, that is a new failure detector we introduce here, which is strictly weaker than P (but strictly stronger than ◇P the eventually perfect failure detector of [3] ). We show that the answer is "no" and we can solve the problem using the modal failure detector star M*. Roughly speaking, failure detector M* satisfies (1) eventual strong accuracy and (2) strong completeness together with (3) modal accuracy, i.e., initially, every process is suspected, after that, any process that is once confirmed to be correct is not suspected before crash. If M* suspects the confirmed process again, then the process has crashed. However, M* might suspect temporarily every correct process before confirming it's alive as well as might not suspect temporarily a crashed process before confirming it's crash. Intuitively, M* can thus make at least one mistake per every correct process and algorithms using M* are, in terms of a practical distributed system view, more useful than those using P.
We here present the algorithm to show that M* is sufficient to solve fault tolerant quorum-based mutual exclusion and it is inspired by the well-known Grid-based algorithm of Maekawa [11, [15] [16] [17] : a process that wishes to enter its CS first gets admissions from the one of quorums. M* guarantees that a crash of the process which has been confirmed at least once will be eventually detected by every correct process in the system. We show that, in addition to mutual exclusion and progress, our algorithm guarantees also a fairness property, ensuring that any process which wants to get in a CS is eventually granted to access the CS (starvation-freedom property). We do not consider here probabilistic mutual exclusion algorithms [4, 7] .
Road Map
The rest of the paper is organized as follows. Section 2 addresses motivations and related works and Section 3 overviews the system model. Section 4 introduces them modal failure detector star M*. Section 5 shows that M* is sufficient to solve the problem, respectively. Section 6 concludes the paper with some practical remarks.
Motivations and Related Works
Actually, the main difficulty in solving the mutual exclusion problem in presence of process crashes lies in the detection of crashes. As a way of getting around the impossibility of consensus, Chandra and Toug extended the asynchronous model of computation with unreliable failure detectors and showed in [4] that the FLP impossibility can be circumvented using failure detectors.
More precisely, they have shown that consensus can be solved (deterministically) in an asynchronous system augmented with the failure detector ◊S (Eventually Strong) and the assumption of a majority of correct processes. Failure detector ◊S guarantees Strong Completeness, i.e., eventually, every process that crashes is permanently suspected by every process, and Eventual Weak Accuracy, i.e., eventually, some correct process is never suspected. Failure detector ◊S can however make an arbitrary number of mistakes, i.e., false suspicions.
A quorum-base mutual exclusion problem, simply QME, is an agreement problem so that it is impossible to solve in asynchronous distributed systems with crash failures. This stems from the FLP result which mentioning the consensus problem can't be solved in asynchronous systems. Can we also circumvent the impossibility of solving QME using some failure detector? The answer is of course "yes". The Grid-based algorithm of Maekawa [16] solves the QME problem with assuming that it has the capability of the failure detector P (Perfect) in asynchronous distributed systems. This failure detector ensures Strong Completeness (recalled above) and Strong Accuracy, i.e., no process is suspected before it crashes [2] . Failure detector P does never make any mistake and obviously provides more knowledge about failures than ♢ S. But it is stated in [7] that Failure detector ♢S cannot solve the ME problem, even if only one process may crash. This means that ME is strictly harder than consensus, i.e., ME requires more knowledge about failures than consensus. An interesting question is then "What is the weakest failure detector for solving the QME problem in asynchronous systems with unreliable failure detectors?" In this paper, as the answer to this question, we show that there is a failure detector that solves QME weaker than the Perfect Failure Detector. This means that the weakest failure detector for QME is not a Perfect Failure Detector P.
The Model
We consider in this paper a crash-prone asynchronous message passing system model augmented with the failure detector abstraction [2] .
The Fault-tolerant Quorum-based Mutual Exclusion Problem
We define here the fault-tolerant quorum-based mutual exclusion problem (from now on -FTQME) using the terminology and notations given in [6, 13] . Let ∏ denote a nonempty set of n processes. We associate to every process i ∈ Π a user, ui that can require exclusive access to the critical section. The users can be thought of as application programs. As in [14] , every process i ∈ Π and every user ui are modeled as state machines. A process i ∈ Π and the corresponding user ui interact using tryi, criti, exiti and remi actions. -∀i,j ∈ ∏, ∀i ∈ correct(F), ∀j ∈ F(t), ∃ t'':∀t' > t'', j ∈ H(i, t'). · Eventual Strong Accuracy: There is a time after which every correct process is never suspected by any correct process. More precisely:
-∀i,j ∈ ∏,∀i ∈ correct(F), ∃t:∀t' > t, ∀j ∈ correct(F), j ∉ H(i, t'). · Modal Accuracy: Initially, every process is suspected.
After that, any process that is once confirmed to be correct is not suspected before crash. More precisely: -∀ i,j ∈ ∏: j ∈ H(i,t0), t0 < t < t', j ∉ H(i,t) ∧ j ∈ ∏ -F(t') => j ∉ H(i, t') Note that model Accuracy does not require that failure detector M* keeps the Strong Accuracy property over every process all the time t. However, it only requires that failure detector M* never makes a mistake before crash about the process that was confirmed at least once to be correct.
If process M* outputs some crashed processes, then M* accurately knows that they have crashed, since they had already been confirmed to be correct before crash.
However, concerning those processes that had never been confirmed, M* does not necessarily know whether they crashed (or which processes crashed).
Solving FTQME Problem with M*
We give in Figure 1 an algorithm solving FTQME using M* in any environment where at least one quorum is available. The algorithm uses the fact that eventual strong accuracy property of M*. More precisely, with such a property of M* and the assumption of at least one quorum being available, we can implement our algorithm of Figure 1 . Note here that we don't consider the dead lock situation where two or more processes concurrently trying to obtain permissions from each number of quorums but only get in infinitely waiting. In this algorithm, we assume that there is a mechanism to resolve the dead lock. [ Figure 1 ] FTQME algorithm using M * : process i.
We give in Figure 1 an algorithm solving FTQME using M* in any environment E with any number of correct processes ( f < n ).
Our algorithm of Figure 1 Without loss of generality, assume the event that i received all permission from a quorum precedes the event that j received all permission from other quorum. That is, at some time t'' < t', j received all permissions from a quorum while i is entering CS but before exits from CS.
That means that at some time t'' < t', j passed the (my_quorum = token) clause in line 9 while i is still in CS. Thus, one of the following events occurred before t''
at every member of a quorum:
(1) Every member of quorum j has a token and sends (Ok_Permit, j ): by the algorithm of Figure 1 . But by intersection property of quorum, i is in the CS at t' > t'' and at least one member of the quorum does not have a token: a contradiction.
(2) Every member of quorum j received HM from Mj and i∈ HM by the algorithm of Figure 1 , at some time t'' < t'. Thus, we can assume that the following is true:
i ∉ HM at time t'and i ∈ HM at time t''. By the model accuracy property of M, i is crashed at t''. But it is in the CS at t' > t'' : a contradiction. Hence, mutual exclusion is guaranteed.
Lemma 2. If a correct process request for the CS, then at some time later the process eventually enters in its CS.
Proof: Assume that a correct process i volunteers at time t', and no correct process is ever in its CS after t'.
According to the algorithm, after t', process i never reaches line 9 of the algorithm. In other words, i is blocked at some wait clause. The first wait clause (line 3 in Figure 1 ) is not able to block the process, due to the modal accuracy (1) property of M* and the fact that (n>f) processes are correct. Thus, eventually, statusi = try, and wait clause in line 5-6 in Figure 1 cannot block the process neither. Thus, i issues send (ask_permit, i). The second received clause (more precisely, the statement in line 17 in Figure 1) is not blocking neither, because of the guarantee that any send message is eventually delivered by every correct process. Thus, i is blocked in the third clause (line 7-8 in Figure 1 ) while processing some token := token ∪ { j }. We show that if a correct process i is blocked while processing some token from j, then process j is blocked and it never sends (ok_permit, j) nor (no_permit, j). But j is never blocked since it is always in one of two states, i.e., my_token is true or not.
So contradiction.
Theorem 1: The algorithm of Figure 1 solves FTQME using M*, in any environment E with f < n/2, combining with two lemmas 1 and 2.
Concluding Remark
Is it beneficial in practice to use a mutual exclusion algorithm based on M*, instead of a traditional algorithm assuming P? The answer is "yes". Indeed, if we translate the very fact of not trusting a correct process into a mistake, then M* clearly tolerates mistakes whereas P does not. More precisely, M* is allowed to make up to n2 mistakes (up to n mistakes for each module Mi, i∈ Π). As a result, M*'s implementation has certain advantages comparing to P's (given synchrony assumptions). For example, in a possible implementation of M*, every process i can gradually increase the timeout corresponding to a heart-beat message sent to a process j until a response from j is received. Thus, every such timeout can be flexibly adapted to the current network conditions. In contrast, P does not allow this kind of "fine-tuning" of timeout: there exists a maximal possible timeout, such that i starts suspecting j as soon as timeout exceeds. In order to minimize the probability of mistakes, it is normally chosen sufficiently large, and the choice is based on some a priori assumptions about current network conditions. This might exclude some remote sites from the group and violate the properties of the failure detector.
Thus, we can implement M* in a more effective manner, and an algorithm that solves FTQME using M* exhibits a smaller probability to violate the requirements of the problem, than one using P, i.e., the use of M* provides more resilience.
