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Chapter 1
Introduction
Hurricanes are some of the most destructive and costliest natural disasters of the world.
On average at least one hurricane strikes Florida every two years. Eight of the ten most
expensive hurricanes ever to make landfall in US history have had at least some effect on
Florida, causing in excess of 60 billion in insured losses, see [100]. As populations continue
to increase in Florida coastal regions where the threat is highest, so does the possibility
for even greater destruction. Therefore, it is crucial to study hurricane behavior for better
understanding and possible mitigation to the loss of property and lives.
One important way in which hurricane patterns may be present in data related to many
physical and natural phenomena is by structural breaks and changes. Generally, elicitation
of the time and nature of such breaks with statistical guarantees involves change detection
techniques like the cumulative sum (CUSUM), or the exponentially weighted moving average
(EWMA).
The standard framework for applying such change detection techniques requires assuming
that the order in which the sampled observations arrive is known, with the question of
interest being whether the data generating process has remained stable over time. Typically,
the observations are assumed to follow a known Gaussian distribution, and are monitored
for a potential change to a different, but still known, Gaussian distribution. Statistical
guarantees are typically expressed in terms of expected run length, i.e., how long it takes
on average for a true change to be detected, when there is a control for the expected
length of time before false signaling occurs. These normality-based sequential monitoring
and stability detection techniques originated from industrial process control [112], although
they have far-ranging applications nowadays. Examples of such applications are in health
care monitoring [136], detection of genetic mutation [82], credit card and financial fraud
1
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detection [9], insider trading in stock markets [105], and detection of jamming attacks in
wireless networks [21].
Note that in many modern applications, the assumption of normality is not tenable.
The statistical problem we propose is described as follows: Suppose we observe a series of
random variables {Xn}∞n=1 with X1, . . . , Xτ are identically and independently distributed
from F (θ), whereas Xτ+1, . . . , Xn.. are identically and independently distributed from F (θ˜).
The distribution F (·), as well as the parameters θ and θ˜ are known, except for the change
time τ , which is fixed but unknown, 0 ≤ τ ≤ ∞. τ = ∞ means there is no change in the
series, τ = 0 means there is a change from the beginning of the series, and 0 < τ < ∞
means there is a change at some point in the process.
In order to generalize the scope of statistical change detection tools, we propose a variant
of the sequential industrial monitoring framework, by considering the stability of the data
generation process as a problem of detecting the time of the distributional change. That is,
we conduct a hypothesis test, and under the null hypothesis, the data generation process
remains stable through the entire sampling time t = 1, . . . , n. Under the alternative hypoth-
esis, the distribution of the individual observations remains stable up to an unknown point
of time τ ≤ n and then it changes to another distribution. With this hypothesis testing
framework, we are in a position to (a) consider models with zero, one or more change points
in the same statistical framework, (b) quantify uncertainty associated with any potential
result using standard concepts of hypothesis tests like size, power, level of significance, or
properties of the run length, (c) extend the scope of the study beyond the traditional frame-
works where the data either arrives sequentially, or there are sufficient observations before
and after each change point. We may consider problems where some parameters are known
for some duration of the process, while others are estimated. The sequential process moni-
toring statistics like CUSUM are obtained as a special case, so there is no loss of generality
in using the hypothesis testing approach proposed here. We call the proposed testing proce-
dure the exponential family CUSUM (or EF-CUSUM in short), while the statistic obtained
under the Gaussian framework is called normal-CUSUM or Gaussian-CUSUM.
In our formulation, a change detection problem is one of hypothesis testing, where H0 :
τ ≥ n V S H1 : 0 ≤ τ < n. To solve the hypothesis testing problem, we construct
Λ =
max0≤τ<n L(X1, . . . , Xn; θ
′)
maxτ≥n L(X1, . . . , Xn; θ)
.
The function L(X1, . . . , Xn; θ) is the joint likelihood function of X1, . . . , Xn when the un-
derlying parameter is θ. The decision rule is in the form of Λ ≥ L, where L is usually
determined by the Type I error. Intuitively, when Λ becomes large, we tend to conclude
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a change in the process, while when Λ is small, we do not have sufficient evidence for a
change.
The ideal algorithm is to signal a change as quickly as possible, but not to signal a
change when no change occurs. In reality, it is impossible to achieve both goals. We
therefore pursue an algorithm that signals a change as quickly as possible while controlling
early signals under a pre-specified amount when no change occurs. One popular measure of
performance is the average run length. To formally introduce it, a run length N is a stopping
time, i.e. N is measurable with respect to the σ-algebra generated by X1, . . . , XN . Let Pm
be the distribution of X1, X2... under which Xm is the first term with distribution F1. Let
Em be the expectation under Pm. This was quantified by [91] as the problem of minimizing
ARL1 =
(
E¯1N =
)
sup
m≥1
ess supEm[(N −m+ 1)
+|x1, . . . , xm−1],
while keeping ARL0 = E∞N ≥ γ for pre-defined γ > 0. Note that ARL1 is a mini-max
formulation of the expected run length after the change has taken place. In this framework,
such probability ratio testing procedure was optimal, see [107].
In Chapter 2, we discuss the change detection topic in the context of exponential fam-
ily and regression models including generalized linear models such as logistic regression
and log-linear regression. We present several mathematical results concerning the different
kinds of CUSUM statistics that may result, depending on the probabilistic structure under
consideration, and whether certain parameters are estimated or assumed known. A nat-
ural question here is on the performance of the normality-based CUSUM statistic, when
the probability models do not satisfy the Gaussian assumptions. We study this issue, and
present mathematical results, simulation studies and discussions about when and how the
Gaussian-CUSUM may yield high quality results.
Simulation studies show that in most situations, EF-CUSUM method performs better
than Gaussian-CUSUM. The EF-CUSUM has a shorter average run length, smaller variation
of run length and shorter maximum run length compared with Gaussian-CUSUM. Moreover,
smaller shifts can be detected more quickly by EF-CUSUM than by Gaussian-CUSUM,
which is a big advantage of using EF-CUSUM. Under some circumstances the Gaussian-
CUSUM approximates the EF-CUSUM well. It is also important to note that whether the
change point τ is at the beginning, in the middle or at the end, the EF-CUSUM generally
outperforms the Gaussian-CUSUM, so the unknown parameter τ plays little role in our
analysis. Finally, in the case of a large parameter shift, the exponential family CUSUM and
the Gaussian-CUSUM perform similarly. This is not unusual, and even visual and ad hoc
techniques suffice for many cases of large changes.
CHAPTER 1. INTRODUCTION 4
We also extend our study to the regression parameter change context in the generalized
linear model. We would like to know if the nonlinear relationship between the response and
covariates remains unchanged over time. The corresponding EF-CUSUM scheme, which
leverages the link function and the underlying probability structure, is developed and dis-
cussed.
Our case study for illustrating our instability and change detection techniques is based
on the Atlantic hurricane data. There are several studies recently on whether, and how,
the properties of these storms have changed with climate change, see for example [124].
Apart from being of current interest, the presence of some amount of evidence for change
in the literature is helpful for evaluating whether our proposed methods can detect known
instabilities.
Throughout the thesis from Chapter 2 to 5, we will study the Atlantic hurricane data
and revisit it a few times. Atlantic hurricanes generally originate starting from early sum-
mer (May) till autumn (November). We use 1951-2008 Atlantic hurricane data from
http://weather.unisys.com/hurricane/atlantic/, which imports data from the National Weath-
er Service via the NOAAPORT satellite data service. National Oceanic and Atmospheric
Administration(NOAA) tracks and records each hurricane every six hours from birth to
death about the date, time, id, location, maximum sustained wind speeds and central pres-
sure. In addition, we collect climate variables such as North Atlantic Oscillation(NAO),
Southern Oscillation Index(SOI), Sea Surface Temperature(SST), Carbon Dioxide (CO2)
and El Nino/La Nina data from other sources.
In the hurricane analysis in Chapter 2, We study the yearly number of such storms,
as well as the joint relationship between pressure and wind speeds. We detect changes
compatible with known facts. Interestingly, we find that although wind speed and central
pressure values of Atlantic tropical storms have changed, they have changed in-sync, that
is, their mutual relationship has remained stable over time. This lends credence that our
methodology might be able to detect true changes and discard false signals well, since
large scale energy balance relationships (as that between pressure and wind speed) are not
expected to change.
Our second topic of interest is change detection in extreme events, which are usually
characterized by the family of generalized extreme value distribution (GEV). The GEV
distribution is the limit distribution of properly normalized maxima of a sequence of ran-
dom variables that are independent and identically distributed. This family of distribution
can be classified into three categories: Gumbel, Fre´chet and reversed Weibull distribution,
which are known as type I, type II and type III extreme value distributions. The study
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of extreme events is very important in the field of engineering, finance, insurance, climate
and so on. In engineering, dams and buildings are constructed to prevent the rare, extreme
natural disasters such as flood and earthquake. In finance, bankers implement rigorous risk
management strategy to prevent loss leading to bankruptcy. For insurance and reinsurance
companies, they are most worried about extreme weather conditions, and given damages
are correlated, their premium calculation should carefully incorporate such scenarios. Many
more applications can be found in the following: [83], [25], [24], [55], [79], [83], [111], [120],
[53], [135], [13] and [4].
In Chapter 3, we first follow similar approach described in Chapter 2 and develop the
GEV-CUSUM procedure, including Gumbel, Fre´chet, Weibull and Generalized Pareto dis-
tribution. One drastic difference between the GEV-CUSUM and EF-CUSUM is that the
support of the GEV distribution largely depends on the parameter, while for the exponential
family, sufficient statistic is easily obtained via the factorization theorem, thus entirely inde-
pendent of the underlying parameter. Therefore, no matter whether the underlying param-
eter of the GEV distribution is known or not, the corresponding GEV-CUSUM procedure
requires many more scenarios to be taken care of because of the nature of the distribution.
Secondly, we study and compare the performance of normal-CUSUM and our proposed
GEV-CUSUM through simulation study. Besides the average run length mentioned earlier,
we also propose the p-value approach. The idea is that under the circumstrance when
there is no change of distribution, the corresponding log likelihood ratio statistic forms a
distribution, which we call the null distribution. When there is a change in the process, the
log likelihood ratio statistic has a different distribution. We compute the tail probability for
that statistic against the null, and call it p-value. Finally by collecting the 25th, 50th, 75th
and 90th percentile of those p-values for each possible change point for normal-CUSUM
and GEV-CUSUM, we are able to compare between different procedures: the smaller the
p-value, the more powerful the procedure is.
When we compare the normal-CUSUM versus GEV-CUSUM procedure, we need to
impose the constraint that the mean and variance for the two distributions being equal for
fair comparison. Simulation results show that the GEV-CUSUM procedure dominates the
normal-CUSUM procedure in the sense that it gives shorter average run length and smaller
90, 75, 50 and 25 percentiles of p-values after a change occurs, irrespective of where the
change point τ is located.
In the last section of Chapter 3, we conduct an analysis on the maximum sustained wind
speeds. Papers such as [33], [46], [43] modeled extreme wind speeds as generalized Pareto
distribution or Weibull distribution, and studied the upper quantiles of wind speed. Fur-
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thermore, papers such as [70] related climate covariates with the scale and shape parameter
for the Weibull distribution for the maximum sustained wind speed, and used simulation to
determine the annual exceedance probability of the wind speeds at all levels. In Chapter 3,
we focus on leveraging our GEV based approach to study the changing behavior of the
maximum sustained wind speeds.
In Chapter 4, we generalize the GEV-CUSUM approach by joint modeling the order
statistic. Order statistic is a more comprehensive way of describing extreme events than
maxima (minima) as it contains more information with inherent extreme patterns. As a
result, the test power is stronger than if only the maxima (minima) is considered. In other
words, if there is truly a change in the distribution for GEV distribution, using order statistic
leverages the data power and detects the change more effectively. Another advantage is that
the analysis would be more robust. More data points within each block enter the analysis,
which largely mitigates the side effect of outliers or even just an error in data entry. There
is trade off, however, in determining the number of order statistic to use. Using a large
number of order statistic destroys the asymptotic behavior, making the generalized extreme
value distribution a poor approximation. Using a small number of order statistic does not
leverage the data set enough, leading to loss of efficiency. Moreover, this method yields more
computational complexity, and require more advanced techniques including reject sampling
and constrained optimization, since there is no easy method to deal with such a situation.
At the end of Chapter 4, we revisit the example of Atlantic hurricane and discuss the
maximum sustained wind speeds with the technique of order statistic. Papers such as [22]
mentions order statistic for sea level study. We adopt our newly proposed r-order statistic
method to study the changing behavior of the maximum sustained wind speeds. Empirical
study shows evidence of change in the late 1960s. It further demonstrates that as r increases,
the p-value seems to exhibit a decreasing trend while the estimated change point does not
fluctuate much. This indicates that when we include order statistic, the evidence of change
becomes stronger, and we will conclude a change which otherwise we won’t if only the
maxima is used. The downside of including too many order statistic is shown in the case of
r = 5. In this case, since the asymptotic GEV approximation may be poor, the estimated
change point will be inconsistent with what we obtain for smaller r.
Finally, in Chapter 5, we move from the change detection topic to the data mining
field. There, we spend the whole chapter on the hurricane trajectory prediction problem.
Researchers have been working on various forecasting models for several decades, and among
the best performing models are CLIPER, BAM etc. Please refer to
http://www.nhc.noaa.gov/modelsummary.shtml for a list of the best performing models
that are commonly used.
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In this thesis, we present a data mining perspective onm step ahead trajectory prediction
problem, wherem is for user to choose, but typically 4, 8 and so on. We restrict our attention
to hurricanes that lasts at least three days (12 data points), but users may have their choice
in the software that we have developed for this chapter. We feel it is a reasonable assumption
because ninety-one percent of the hurricanes from 1951 to 2008 last at least three days, so
the short-lived hurricanes (less than three days) are rare. The m step ahead trajectory
prediction problem has two variants: m step ahead sequential prediction and m step ahead
direct prediction. For m step ahead sequential prediction, we predict locations for the
upcoming m points one at a time given the initial k points we have observed already. As
new data comes in, we constantly adjust the algorithm for the best prediction of the next
location. For m step ahead direct prediction, we predict the upcoming m points at one
time, given the initial observed k points. k could be arbitrary.
It is obvious that m step ahead direct prediction is a lot harder than m step ahead
sequential prediction. Our program can accommodate any k and m, as long as they are
in reasonable range. To give an introduction of our algorithms, we first transform the raw
longitude and latitude to the Cartesian coordinates for modeling, as the Cartesian coordi-
nates enjoy several advantages over the original scale. Then we implement seven individual
algorithms using different data mining techniques including collaborative filtering and time
series models or a mixture of both. After collecting the predictions from each individual
algorithms, we propose fifteen different model combination and weighting procedures using
either static weights or dynamic weights. From the two hurricane examples we will illus-
trate in Chapter 5, the dynamic updating scheme consistently performs among the best, no
matter which individual algorithm outperforms. It has a self selection property. Interest-
ingly but not surprisingly, methods such as collaborative filtering have enjoyed significant
improvement as hurricanes become more and more recent, due to the fact that more his-
torical data is being considered in the algorithm. In addition, the prediction error tends to
decrease as we predict more recent hurricanes than the past.
At the end of Chapter 5, we present some thoughts on future research directions. One
area that seems promising is to modify the collaborating filtering algorithm to leverage the
information of more quality past hurricanes, as some past hurricanes may be useful for pre-
diction if we look at the pattern of its entire life cycle rather than the initial few points.
Parametric modeling is also an area that may require further attention as hurricanes tend
to follow the curvature which starts from the southeast, then moves west, and finally heads
towards northeast. Quadratic curve modeling has the potential to improve our algorithm.
Lastly, climate covariates may be incorporated in the whole prediction paradigm, as hurri-
cane movement is supposed to closely relate to the local and global climate environment.
Chapter 2
Change Detection In Exponential Family and
GLM
This chapter is devoted to a comprehensive treatment of the change detection problem in
the exponential family. Section 2.1 contains a brief literature review. Section 2.2 deals with
EF-CUSUM statistic derivation. Multivariate Gaussian-CUSUM is discussed as well, with
covariance matrix either singular or positive definite. A few examples are given as to how
to derive the CUSUM statistic, and Table 2.1 and 2.2 are provided for the convenience of
readers. Section 2.2.2 talks about change detection procedure in the generalized linear model
context. Section 3.5 contains simulation studies on performance comparison between the
EF-CUSUM and the Guassian-CUSUM procedures. The data analysis for Atlantic tropical
storms is provided in Section 2.5.
2.1 Literature Review
In this section we provide a partial list of techniques for change detection. As mentioned
earlier, some of these originated in industrial quality context, and related methods include
Shewhart control charts [129], EWMA control charts [123] and CUSUM [112].
In the context of the CUSUM statistic, which originated from [112] and [113], [91] pro-
posed an asymptotic optimality using the minimax criterion. Later, [107] also established
that under Lorden’s criterion, when the data is independently and identically distributed
with known distributions before and after the change, the CUSUM procedure was indeed
optimal. Additionally, [122] showed that CUSUM was Bayesian optimal under Lorden’s
8
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measure, and [117] derived asymptotic expression for average run length.
The CUSUM technique has been extended to better suit practical needs, including [132]
on adaptive CUSUM, [57] on robust average run length with Winsorization, and [90] on
transformation of exponential data into approximately normal distribution and compared
transformed CUSUM with existing CUSUM procedures. Also, paper [150] proposed trans-
forming serially correlated observations (such as ARMA) into independent, identically dis-
tributed sequences while keeping average run length roughly the same. In other directions,
paper [96] compared the average run length properties of EWMA with CUSUM, and [6]
proved that the CUSUM scheme that utilized BCUSUM mask was uniformly most power-
ful and compared it with other existing CUSUM procedures. Paper [98] developed robust
CUSUM by modifying the likelihood function, [3] proposed CUMIN charts for grouped data
and compared CUMIN with CUSUM and Shewhart charts, [16] proposed CUSUM control
charts with control limits estimated using bootstrapping when the distribution was unknown,
[136] used simultaneous CUSUM control charts to monitor correlated bivariate outcomes in
the field of medical research, [23] proposed vector CUSUM and Hotelling T 2 based CUSUM
when dealing with multivariate case and compared them to Shewhart scheme, [94] proposed
Shewhart-CUSUM scheme to draw advantages of both methods for quick detection of mean
change in the normal distribution setting, and [106] extended the approach to binomial data.
Some researchers have treated special cases in the EF-CUSUM family, including [59] on
detecting known location and shape change in inverse gamma distribution, [60] on change
point detection in unknown mean and variance for normal distribution, [125] used negative
binomial CUSUM to study outbreaks of Ross River virus disease and compared it to Ear-
ly Aberration Reporting System (EARS) CUSUM algorithms, [146] studied large shifts in
fraction non-conforming in Poisson CUSUM chart, [93] improved the Poisson CUSUM with
FIR and introduced two-in-a-row rule to robust CUSUM. [77] showed optimality of CUSUM
for exponential distribution by calculating ARL using Wald’s approximation. [61] discussed
shift in mean and covariance for multivariate normal distribution using CUSUM, [5] pro-
posed transformation to normality to deal with EF-CUSUM chart, [128] discussed using
Kalman Filter and CUSUM to detect residual mean and variance in the regression mod-
el, and [119] used rank-based CUSUM procedure to deal with multivariate measurements
without normality assumption.
In the context of generalized linear model, papers such as [12] and [73] discussed general
linear model, and [86], [20], [118] focused on detecting linear model with different types of
error terms.
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2.2 Distributional Stability in Exponential Families
2.2.1 Known Parameter Case
Let the data be the random sample {X1, . . . , Xn}, where we know X1 is observed first,
then X2 is observed, and so on. We assume that X1, . . . , Xτ are identically and indepen-
dently distributed following an exponential family distribution with probability density or
mass function given by
p(x; θ, φ) = exp
{
a(φ)−1 (xθ − b(θ)) + c(x, φ)
}
.
Here the parameters are θ, which is of the same dimensionality as each of the data-points,
and φ. We also assume that Xτ+1, . . . are identically and independently distributed from
another exponential family distribution, with probability density function given by
p(x; θ + δ1, φ+ δ2) = exp
{
a(φ+ δ2)
−1 (x(θ + δ1)
−b(θ + δ1)) + c(x, φ + δ2)} .
Here τ is a fixed but unknown parameter denoting the time of change from one distribu-
tion to another, and 0 < τ <∞. In the testing for distributional stability (TDS) framework
we adopt, our interest is in testing the null hypothesis H0 : τ ≥ n against the alternative
hypothesis H1 : τ < n. We consider all parameter values, other than τ as known constants.
In the paradigm above, we assume τ is unknown while other parameters are known. This
stems from the two observations below. First, they made the mathematical formulation sim-
pler and reduced the technical details considerably, and the traditional application domain
of statistical process control where CUSUM and related techniques originated treat such
parameters as known constants. Additionally, under standard conditions the rate of conver-
gence for the estimated change point to the true change point (if there is one) is faster than
those of parameter estimates, consequently the asymptotics of parameter estimators can be
fully de-linked from the asymptotics of the stability detection hypothesis test. Nevertheless,
assuming some, or all, of these parameters as unknown is an easy extension but requires
additional technical conditions and assumptions, which we will discuss in a separate section.
Note that the time-ordering of the observations is not an integral part to our methodology.
Also, multiple change-points may be allowed. For the former, we would assume that there
is some permutation of the data, say Xσ1 , . . . , Xσn such that Xσ1 , . . . , Xστ are independent
and identically distributed with some exponential family distribution with parameters θ and
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φ, while Xστ+1 , . . . independent and identically distributed with the same distribution with
a different set of parameter values. Also, multiple change-points τ1, . . . , τk can be easily
accommodated in the above framework, and both the null and alternative hypothesis are
made more complex. In other words, we can extend our study to the case where, for some
permutation of the indices, the data may be partitioned into k0 segments under the null
and k1 segments under the alternative. Here, each segment of data is a set of independen-
t, identically distributed exponential family random variables with its own distinct set of
parameters. Our current problem may be thought of as the special case where σi = i for
i = 1, . . . , n, k0 = 1 and k1 = 2. Extensions like those described above may lead to new
approaches for solving several problems in applied statistics. However, in the interest of
clarity of presentation, and to keep this thesis at a reasonable length, we do not pursue
such extensions here. Another important extension from our methodology is the temporal
dependence structure of the data. Our method has a natural extension to time series and
other dependent data with potential change points, for which the likelihood can be written
and computed, and an equivalent CUSUM testing framework can be established.
In our first result below, we obtain the test statistic for the hypothesis test described
above. We adopt the convention that
∑b
i=a Yi = 0 whenever a > b, for any sequence of
(possibly random) reals {Yi}.
Theorem 2.2.1. Let
Yi = a(φ+ δ2)
−1 (Xi(θ + δ1)− b(θ + δ1)) + c(Xi, φ+ δ2)
−a(φ)−1 (Xiθ − b(θ)) − c(Xi, φ),
for i = 1, . . . , n, and further define Sk =
∑k
i=1 Yi, adopting the convention that S0 = 0.
The likelihood ratio test statistic for testing the null hypothesis H0 : τ ≥ n against the
alternative hypothesis H1 : τ < n is given by Tn = Sn−min0≤k<n Sk, and the null hypothesis
is rejected if Tn ≥ L for some constant L.
Proof. The likelihood function under the null is:
L0(τ) =
n∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
.
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The likelihood function under the alternative is:
L1(τ) =
τ∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
×
n∏
i=τ+1
exp
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
.
For a likelihood ratio test, we use
Λ =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
= max
τ≥n
n∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}−1
× max
0≤τ<n
τ∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
×
n∏
i=τ+1
exp
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
∝ max
0≤τ<n
τ∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
×
n∏
i=τ+1
exp
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
To maximize Λ, it is equivalent to maximizing
τ∑
i=1
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
+
n∑
i=τ+1
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
=
τ∑
i=1
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
+
n∑
i=1
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
−
τ∑
i=1
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
=
n∑
i=1
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
−
τ∑
i=1
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)− a(φ)
−1(xiθ − b(θ))− c(xi, φ)
}
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Define yi = a(φ+ δ2)
−1(xi(θ+ δ1)− b(θ+ δ1))+ c(xi, φ+ δ2)− a(φ)−1(xiθ− b(θ))− c(xi, φ),
and Sk =
k∑
i=1
yi. we choose τˆ = arg min
0≤k<n
Sk.
Therefore the statistic Λ is given by
Λ(τˆ ) =
L1(τˆ )
L0(τˆ )
=
τˆ∏
i=1
exp{a(φ)−1(xiθ − b(θ)) + c(xi, φ)}
−1
n∏
i=τˆ+1
exp{a(φ)−1(xiθ − b(θ)) + c(xi, φ)}
−1
×
τˆ∏
i=1
exp
{
a(φ)−1(xiθ − b(θ)) + c(xi, φ)
}
×
n∏
i=τˆ+1
exp
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
=
n∏
i=τˆ+1
(
exp{a(φ)−1(xiθ − b(θ)) + c(xi, φ)}
)−1
×
n∏
i=τˆ+1
exp
{
a(φ+ δ2)
−1(xi(θ + δ1)− b(θ + δ1)) + c(xi, φ+ δ2)
}
= exp{
n∑
i=τˆ+1
yi}
= exp{Sn − min
0≤k<n
Sk}
We reject if Sn −min0≤k<n Sk ≥ L for some L.
Note that the test statistic Tn may be written recursively as Tn = max{0, Tn−1 + Yn},
with T0 = 0. This form is reminiscent of the the celebrated CUSUM statistic. In view of
this, we call Tn the exponential family CUSUM statistic. We obtain the classical CUSUM
statistic as a special case in Corollary 2.2.1 below.
Remark 2.2.1
Recall that we reject the null hypothesis H0 : τ ≥ n if Tn ≥ L for some L. The standard
method for choosing L in the hypothesis testing paradigm is by controlling the probability of
Type-I error at some pre-determined level α. However, in the sequential statistics literature,
the comparable technique is to control the expectation of the run length under the null
hypothesis. The run length R is defined as the number of observations gathered before a
decision is reached on the rejection or acceptance of the null hypothesis. In the present
framework, we have R = inf{n : Sn − min0≤k<n Sk = Tn ≥ L}. The value of L may
be obtained by fixing the value of IER(= ARL) assuming τ = ∞, at a pre-determined
value ARL0. The notation ARL stands for average run length. For ease in comparison with
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existing procedures for change detection, we will report expected run length IEmax(R−τ, 0)
under the alternative as a measure of power, the way it is done in sequential statistics
literature. The probability of Type-I (Type-II) error and the expected run length under the
null (alternative) hypothesis are related, though the relation is generally not easy to obtain.
To sum up, L is the standard critical value that is used to compare the test statistic
with in a hypothesis testing problem, and ARL0 is related to the probability of Type-I
error. Thus, these quantities are versions of quantities that arise in the standard hypothesis
testing protocol. We use L and ARL0 in place of a standard critical value and level of a test
because of the historic relation of the problem being addressed in this thesis (hypothesis
testing for stability) to the literature on process monitoring and change detection.
The choice of L determines the ARL0. In general, the larger the L, the larger ARL0,
thus the smaller Type-I error, and the larger Type-II error. We choose ARL0 pretty much
in the same philosophy as choosing the level of the test α. In the process monitoring and
change detection paradigm, ARL0 = 1/α.
Note that Tn ≥ 0 almost surely, hence a non-trivial test is obtained only when L is
strictly positive. Our next result shows that this relation is fairly easy to ensure in practice.
Theorem 2.2.2. IEτ=∞R(= ARL0) ≥ 1 if and only if the critical value L is positive.
Proof of Theorem 2.2.2 The necessity part: If L ≤ 0, since R = inf{n : Sn −
min0≤k<n Sk ≥ L}, we have S0 − min0≤k<0 Sk = 0 ≥ L. Hence we have R = 0 almost
surely, and therefore IEτ=∞(R) = 0, which is contradictory to ARL0 ≥ 1. The sufficiency
part: If L > 0, then R cannot be zero because S0 −min0≤k<0 Sk = 0 < L, hence R is at
least 1. Therefore ARL0 ≥ 1.
We now state some special cases of Theorem 2.2.1, which are of interest. Our first such
result deals with the case where the observations are Normally distributed. We use the
notation
iid
∼ for independent and identically distributed.
Corollary 2.2.1. Suppose X1, . . . , Xτ
iid
∼ N(µ, σ21) and Xτ+1, . . . , Xn
iid
∼ N(µ + δ1, σ22). For
testing the null hypothesis H0 : τ ≥ n against the alternative H1 : 0 ≤ τ < n, the likelihood
ratio statistic is given by Cn = Sn −min0≤k<n Sk, where Sk =
∑k
i=1 Yi and
Yi = log(σ1) +
1
2
σ−21 (Xi − µ)
2
− log(σ2)−
1
2
σ−22 (Xi − µ− δ1)
2.
CHAPTER 2. CHANGE DETECTION IN EXPONENTIAL FAMILY AND GLM 15
We omit the proof of this Corollary, which follows easily from Theorem 2.2.1. In the
very special case where σ1 = σ2 = 1, µ = 0, we obtain Yi = (Xi − δ/2), and hence obtain
Sn−min0≤k<n Sk = Cn = max{0, Cn−1+Xi−δ/2}, with C0 = 0. This expression is that of
the classical Gaussian-CUSUM, where the factor δ/2 is often called the allowance constant.
The statistic Cn defined as Cn = max{0, Cn−1+Xi−δ/2} (with C0 = 0) is often used as
a default statistic for change detection. Our result above shows that this statistic may also
be obtained in a non-sequential framework, however, the assumption of normal distribution
seems unavoidable. Since Cn is used for change detection in non-normal data also, it is of
interest to know under what circumstance it may obtain reasonable accuracy and precision
with change detection. Our next theorem describes the conditions under which using Cn as
a statistic may be a reasonable procedure.
Theorem 2.2.3. Consider the framework of Theorem 2.2.1. In addition, assume that
the third derivative of b(·) at θ0 is zero, i.e., b′′′(θ0) = 0, that δ1 is small and δ2 = 0.
Under these assumptions, the difference between the Normality-based CUSUM Cn and the
exponential family CUSUM Tn is as follows: |Cn − Tn| = o(nδ1).
Remark 2.2.2
In the above theorem, the symbol o means for any n, |Cn − Tn|/(nδ1)→ 0 as δ1 → 0 in the
mathematical limiting sense.
In the case of binomial distribution with parameter p, the natural parameter is θ =
log((1 − p)−1p), and b(θ) = n log(1 + exp(θ)), φ is taken as a constant. Also b′′′(θ) =
(1 + exp(θ))−4{n exp(θ)(1 + exp(θ))(1 − exp(θ))}, b′′′(θ0) = 0 iff θ0 = 0. In that case,
p = 12 . To conclude, when p =
1
2 , a change from p→ p+ δ1 using Gaussian-CUSUM y˜ and
exponential family CUSUM y yield similar performance in the sense that |y˜ − y| = o(δ1).
Corollary 2.2.2. For the same detection problem as above, under the condition of b′′′(θ0) =
b′′′′(θ0) = 0, δ1 is small and δ2 = 0, we get an even stronger result |y˜ − y| = o(δ21).
Example 2.2.1.1
Change from Np(µ,Σ1) to Np(µ+ δ,Σ2)
Multivariate normal distribution is commonly used in multi-dimensional setting. The
CUSUM for multivariate normal distribution is somewhat more complicated, and therefore
we divide this problem into the following cases based on the nature of the variance-covariance
matrix. In all the cases listed below, the test statistic is Cn = Sn − min0≤k<n Sk, where
Sk =
∑k
i=1 Yi and Yi depends from one case to another.
1. Σ1 = Σ2 = Σ, where Σ is positive definite. Based on the following density function:
f(x|µ,Σ) = (2π)−
p
2 |Σ|−
1
2 exp{− 12 (x − µ)
′Σ−1(x − µ)} it is straightforward to derive
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the CUSUM statistic based on Yi = (xi − µ−
1
2δ)
′Σ−1δ. If we let p = 1, we are back
to the univariate normal situation.
2. Σ1 = Σ2 = Σ, where Σ is a singular.
Assume rank (Σ) = r, r < p. By linear algebra, there exists an orthogonal matrix Qp∗p,
such that QΣQ′ = Λ, where Λ is


λ1
.
.
λr
0
.
.
0


p×p
. Here λi > 0, i =
1, 2...r. So Z = QX ∼ Np(Qµ,Λ). Let P be the matrix


1
.
.
1


r×p
.
Let K = PZ ∼ Nr(PQµ, Λ˜), where Λ˜ is


λ1
.
.
λr


r×r
. So the problem is
reduced to a change of Nr(PQµ, Σ˜) to Nr(PQ(µ+ δ), Σ˜), and we are back to case 1.
The CUSUM statistic is based on Yi = (xi − µ−
1
2δ)
′(PQ)′Σ˜−1PQδ.
3. Σ1 6= Σ2, where Σ1, Σ2 are both positive definite. Following previous discussion, the
CUSUM statistic is based on Yi =
1
2 log(|Σ1|
−1|Σ2|)+
1
2 (xi−µ− δ)
′Σ−12 (xi −µ− δ)−
1
2 (xi − µ)
′Σ−11 (xi − µ).
4. Σ1 6= Σ2, where Σ1,Σ2 are both singular.
Based on discussion of case 2, our CUSUM statistic is based on Yi = (
r2
2 −
r1
2 ) log(2π)+
1
2 log(|Λ˜1|
−1|Λ˜2|)−
1
2 (P1Q1(xi−µ))
′Λ˜1
−1
(P1Q1(xi−µ))+
1
2 (P2Q2(xi−µ−δ))
′Λ˜2
−1
(P2Q2(xi−
µ − δ)). Here P1, Q1, P2, Q2 are such that P1Q1Σ1Q′1P
′
1 = Λ˜1, P2Q2Σ2Q
′
2P
′
2 = Λ˜2,
and rank ( Λ˜1 ) = rank ( Σ1), rank( Λ˜2 ) = rank ( Σ2 ), Λ˜1, Λ˜2 are r1× r1 and r2× r2
diagonal matrix.
5. Σ1 6= Σ2, where Σ1 is positive definite, Σ2 is singular. In this case we have Yi =
r2−p
2 log(2π) +
1
2 log(|Λ˜1|
−1|Λ˜2|) +
1
2 (P2Q2(xi − µ− δ))
′Λ˜2
−1
(P2Q2(xi − µ− δ))
− 12 (xi − µ)Σ
−1
1 (xi − µ), where P2Q2Σ2Q
′
2P
′
2 = Λ˜2, rank( Λ˜2 ) = rank ( Σ2), Λ˜2 is
r2 × r2 diagonal matrix.
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2.2.2 Generalized Linear Model and CUSUM
In this section, we consider data of the form (y1,x1), . . . , (yn,xn). Here, the yi’s are the
responses, and the xi’s are covariates that are considered to be fixed constant vectors. We
assume that y′is come from the distribution p(yi|θi) = exp{a(φ)
−1(yiθi − b(θi)) + c(yi, φ)},
where θi = xi
′β is the canonical parameter under stable distributional regime and a(φ) > 0
is a dispersion parameter. Our main result below generalizes the main result of the previous
section, and presents change detection test statistic for generalized linear models.
Theorem 2.2.4. Assume that (y1,x1), . . . , (yτ ,xτ ), the true model is θi = xi
′β, and for
(yτ+1,xτ+1), . . . , (yn,xn), the true model is θi = xi
′(β + δ), where β, δ is known. For the
hypothesis testing H0 : τ ≥ n vs H1 : 0 ≤ τ < n. If we denote zi = yixi
′δ − b(xi
′(β + δ)) +
b(xi
′β) and Sk =
∑k
i=1 zi, then the rejection region is Sn −min0≤k<n Sk ≥ L.
2.2.3 Estimated Parameter Case
We now illustrate the results presented above extend to the case where the parameters
are unknown. For simplicity of presentation, we omit the scaling function a(φ) for the first
two results below. We begin with the single parameter framework where X1, . . . , Xτn are
independent and identically distributed with density
p(x; θ0) = exp {(xθ0 − b(θ0)) + c(x)} ,
and Xτn+1, . . . are i.i.d. with density
p(x; θ1) = exp {(xθ1 − b(θ1)) + c(x)} .
We assume θ1 6= θ0 throughout. We test the null hypothesis H0 : τn ≥ n against the alter-
native H1 : 0 ≤ τn < n. Let us denote the maximum likelihood estimator for θ0 based on
X1, . . . , Xn as θˆ00; note that this is under the null hypothesis scenario. Also, under the alter-
native hypothesis scenario, the likelihood L(θ0, θ1, τn) =
∏τn
i=1 p(Xi; θ0)
∏n
i=τn+1
p(Xi; θ0) is
maximized at (θˆ10, θˆ11, τˆn). We have the following result:
Theorem 2.2.1. In the framework described above, the likelihood ratio test statistic is given
by
Tn1 = (θˆ10 − θˆ00)
τˆn∑
i=1
Xi + (θˆ11 − θˆ00)
n∑
i=τˆn+1
Xi
−τˆnb(θˆ10)− (n− τˆn)b(θˆ11) + nb(θˆ00).
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Further, under either τn ≥ n or τn/n ∈ (0, 1), the parametric bootstrap scheme may be used
to estimate the distribution of Tn1, and consequently obtain a rejection region and p-value
of the above hypothesis test.
It may be noted, however, that the above test statistic can suffer from extremely low
power, depending on the values of θ0, θ1 and τn. One reason for this performance deficiency
is that θ00 is not a consistent estimator for θ0 under the alternative hypothesis. In order
to address this issue and improve the performance capabilities of our testing procedure, we
propose a modification of the usual likelihood ratio test, whereby we use θˆ10 as the estimator
for θ0, even under the null hypothesis. We have the following result:
Theorem 2.2.2. In the framework of Theorem 2.2.1, the profile likelihood ratio test statistic
is
Tn2 = (θˆ11 − θˆ00)
n∑
i=τˆn+1
Xi − (n− τˆn)(b(θˆ11)− b(θˆ00)).
Further, under either τn ≥ n or τn/n ∈ (0, 1), the parametric bootstrap scheme may be used
to estimate the distribution of Tn1, and consequently obtain a rejection region and p-value
of the above hypothesis test. Further, the power of this test tends to one when τn/n ∈ (0, 1).
In addition, (θˆ10, θˆ11, τˆn) converge in probability to (θ0, θ1, τn) under standard conditions.
The above test statistic can be obtained from the profile likelihood (for null and alterna-
tive), when θ0 is replaced with θˆ10. Another useful variant is the case where both θ0 and θ1
may be estimated from the full data, perhaps under some restrictions on the model. An ex-
ample is where the the null distribution is N(θ0, σ
2), and after τn it changes to N(θ0+cσ, σ
2)
for some known constant c. This formulation is particularly useful for applications, where
it may be of importance to detect only practically significant lack of stability of distribu-
tions, and not just statistically significant ones. In our simulation examples and the real
data analysis below, we consider the above specification where we test for a change in mean
in terms of c standard deviation units. We study results with c = 1, 1/2, 1/4 as potential
cases of relatively easy, not easy and hard change-detection scenarios. This framework is
adopted since it makes sense to describe the distance between the null and alternative sce-
narios in terms of ”units of standard deviation”. Also, in samples of finite sizes, the only
scenario where we get reasonable power in hypothesis tests is when the two hypotheses are
sufficiently apart. Additionally, for practical purposes, even if there is a change but the
change is minute and negligible, the hypotheses test may be redundant. Based on all these
considerations, it is advisable to test hypotheses that are a reasonable number of standard
deviation units away from each other.
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There can be several other results relating to stability detection with estimated param-
eters, under various assumptions and technical conditions, which we will address in future
work. We conclude this section with a result on stability detection when parameters are
estimated in a generalized linear model.
Theorem 2.2.3. Assume that (y1,x1), . . . , (yτn ,xτn), the true model is θi0 = xi
′β0, and
for (yτn+1,xτn+1), . . . , (yn,xn), the true model is θi1 = xi
′β1. For the hypothesis testing
H0 : τn ≥ n vs H1 : 0 ≤ τn < n, the test statistic is
Tn3 =
∑n
i=1τˆn+1
a−1(φˆ)
{
yixi
′
(βˆ1 − βˆ0)− b(xi′β1) + b(xi′β0)
}
We present below a sketch of the proof of the above result.
Sketch of Proof of Theorem 2.2.3
The likelihood function under the alternative hypothesis is
L1(β0, β1, τn, φ)
=
τn∏
i=1
exp{a(φ)−1(yixi
′β0 − b(xi
′β0)) + c(yi, φ)}
×
n∏
i=τn+1
exp{a(φ)−1(yixi
′β1 − b(xi
′β1)) + c(yi, φ)}.
Suppose this function is maximized at (βˆ0, βˆ1, τˆn, φˆ). We evaluate the likelihood under the
null hypothesis at βˆ0, φˆ, and obtain the profile likelihood ratio as
Λ(τ) =
L1(βˆ0, βˆ1, τˆn, φˆ)
L0(βˆ0, φˆ)
= exp
[
n∑
i=1τˆn+1
a−1(φˆ)
{
yixi
′
(βˆ1 − βˆ0)
− b(xi
′β1) + b(xi
′β0)
}]
.
In the generalized linear model case also, the parametric bootstrap is a viable way
of approximating the distribution of Tn3, and thus eliciting the properties of the test for
stability.
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2.3 Simulation Study
In this section, we discuss a simulation study on the change of parameter(s) for bino-
mial, exponential, gamma and poisson distributions, and compare the EF-CUSUM statistic
with the Gaussian-CUSUM statistic, under the constraint that the mean and the stan-
dard deviation of both distributions are equal. Based on the exponential family density
f(x; θ, φ) = exp{a(φ)−1(xθ − b(θ)) + c(x, φ)}, it is easy to calculate E(X) = b′(θ), and
var(X) = b′′(θ)a(φ). When there is change in parameter from θ to θ + δ1 and from
φ to φ + δ2, we have E(X) = b
′(θ + δ1) and var(X) = b
′′(θ + δ1)a(φ + δ2). So the
corresponding Gaussian assumption-based setting is a change from N(b′(θ), b′′(θ)a(φ)) to
N(b′(θ + δ1), b
′′(θ + δ1)a(φ+ δ2)).
The simulation procedure can be described as follows: First, we control false alarms
by carefully choosing L under the null distribution. We generate {xn}T=2000n=1
iid
∼ f(x|θ) for
2500 times. Here T is fixed at 2000 for illustration. The density f(x|θ) is a distribution
belonging to the appropriate exponential family. Define R = inf{i : Si−min0≤k<i Sk ≥ L},
where Sk =
∑k
i=1 yk is the EF-CUSUM statistic as we derived. For a fixed L, and for
each simulation, we can compute a value of R. Its expectation E(R) can be computed
based on these 2500 simulations. Fixing ARL0 = 200, we obtain L such that
|E0(R)−200|
200 is
minimized. Since E0(R) is an increasing function of L, with values ranging from 0 to ∞,
such an L exists, and is unique.
Second, we compute E((R−τ)+) under the alternative distribution. Let τ be an unknown
parameter. Again we simulate x1, . . . , xτ
iid
∼ f(x|θ) and xτ+1, . . . , xT
iid
∼ f(x|θ + δ) for
2500 times, where δ is known. For each τ = 0, 1, . . . , 100, use the L in the first step and
compute R for 2500 times to get the mean, median, standard deviation, and maximum of
(R(τ)). Finally, we repeat the same procedure for the normal case, compute E1(R(τ)) (and
other summary statistics) for the Gaussian-CUSUM and compare it with E1(R(τ)) for the
exponential family CUSUM.
From the simulation results in Tables 2.3-2.5 and Figure 2.1, one key finding is that in
most cases, the EF-CUSUM statistic performs better than the Gaussian-CUSUM statistic
except for one occasion when the underlying distribution is exponential distribution. Here
performance is based on the mean of the run length after the change time τ until a signal
occurs. Also note that for small shift in parameter, exponential CUSUM has a considerable
advantage over the Gaussian-CUSUM, while for large shift in parameter, the EF-CUSUM
still works better than the Gaussian-CUSUM, but not significantly different.
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We also discover that E1(R(τ)) does not vary a lot with τ changing from 0 to 100 for a
particular distribution in the exponential family. Particularly, for τ close to 0 or close to 100,
E1(R(τ)) is still quite stable. In the table, we showed the E1(R(99)) as a representative of
the performance for the statistic. In addition, the median, standard deviation and maximum
of average run length tell the same story as the mean.
2.4 When More Parameters of Interest Are Unknown
In the previous sections, we discuss our methodology under the framework that the
unknown parameter is the change point τ , and all other parameters are known. Under
such, we are able to show that the EF-CUSUM based approach performs better than the
Normal-CUSUM approach if the underlying distribution is not normal. Simulation studies
compare different scenarios in the exponential family framework, and consistently show the
above.
When more parameters are involved, for example, in the parametric model, we have the
unknown parameters θ in the model as well as the unknown change point τ . Asymptotic
results appear in some research papers, eg, [62], which say the normalized likelihood ratio
statistic follows the Gumbel distribution, a type of extreme value distribution. However,
the convergence is slow, and may not always provide good approximation.
In this paper, we are going to propose a parametric bootstrap approach, which is a
natural extension of the proposed framework. Firstly, as is traditionally treated, we are
going to assume the first m observations are i.i.d, therefore they follow the same exponential
family distribution with parameters (θ, φ).
p(x; θ, φ) = exp
{
a(φ)−1 (xθ − b(θ)) + c(x, φ)
}
.
The mean is expressed as b′(θ) and the variance is b′′(θ)a(φ). The change point τ is assumed
to be greater than m. Based on the first m observations, we estimate the parameters using
either the maximum likelihood estimation or the method of moments approach. In order
for the problem to be interesting, we assume the new distribution (if there is any) follows
an exponential family of the same type, but with a different set of parameters (θ′, φ′). The
new set of parameters is considered to be c standard deviations away from the original set
of parameters (θ, φ). Here c can be positive or negative, and can be adjusted depending
on the problem. In the Poisson distribution case, for example, if the mean of the first m
observations is θ = λ, since the mean and variance is the same for Poisson distribution,
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we set θ′ = cθ1/2 = cλ1/2. In the next step, we perform the EF-CUSUM methodology for
a change from (θ, φ) to (θ′, φ′) according to Section 2.2. This is essentially a parametric
boostrap, which is a computationally powerful algorithm when theoretical results are hard
to obtain or hard to compute. In this step, just as the simulation study suggests, we generate
the null distribution based on estimated parameters (θ, φ), and find the cutoff for Type I
error. Finally, from the real data, we perform the methodology and draw conclusion.
2.5 Hurricane Analysis with Exponential Family
We now discuss a case study of Atlantic tropical storms, for which data is available
for every six hours from its inception till finish. For each storm, the following information
is recorded: date and time, hurricane identity, hurricane name, position in latitude and
longitude, maximum sustained winds in knots, and central pressure in millibars.
We present our results from three studies on Atlantic hurricanes here. Each of these
studies are carried out on two data sets: a longer series from 1851-2008 and a shorter
series from 1951-2008. The expectation-maximization algorithm was used for missing data
segments in the longer series when required, this problem does not arise in the shorter series.
First, we consider the problem of testing for distributional stability for the yearly number
of hurricanes between 1851-2008. This yearly data is modeled as independent Poisson(µˆ),
and a potential change to Poisson(µˆ+ δ) is studied. The choice of Poisson distribution is
due to the following two reasons: first, it is count data, and normal assumption does not
seem appropriate here. As a matter of fact, we conduct the Shapiro-Wilk test of normality,
and the p-value is less than 10−6, while the goodness of fit test for Poisson distribution
shows that the p-value is greater than 0.05, which indicates no evidence of rejection of the
Poisson distribution. The independence stems from the partial autocorrelation plot, with no
evidence of dependence in the first five lags. See Figure 2.4. We assume that any potential
change point occurred after 1900, and use the data previous to it for estimating parameters.
(We have also considered other segments of time and have performed several checks around
the different tuning parameter choices we have made. The results are largely invariant to
such choices). We estimate µˆ = 7.54, and fix δ = cσˆ, where c is predetermined as 14 ,
1
2 and
1, and σˆ = 2.75 is the estimated standard deviation. Note that σ ≈ µ
1
2 because for the
Poisson distribution, the mean equals the variance. Then we create the Poisson CUSUM
statistic as given in Table 2.1. We get L based on E0(R) = 200, and search for the first n
that satisfies Sn −min0≤k<n Sk ≥ L with the hurricane data.
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In view of the fact that the data from the 19th century and the first half of the 20th
century may not be entirely reliable, we repeated the above analysis on detecting change for
the Atlantic tropical storms from year 1951 to 2008. We assume that the potential change
could only occur after 1970. For detecting potential change Poisson(µˆ) to Poisson(µˆ+ δ),
we now have µˆ = 9.8, and δ = cσˆ, where c is predetermined as 14 ,
1
2 and 1, and σˆ = 2.97.
The second study has two parts. For the data from 1851-2008, we model the maximum
sustained winds and maximum central pressure as N2(µˆ, Σˆ), and study potential change to
N2(µˆ+ δ, Σˆ). We estimate the mean µˆ and variance-covariance matrix Σˆ based on the first
50 observations. Here µˆ =
(
104.8
982.99
)
, and Σˆ =
(
σˆ11 σˆ12
σˆ21 σˆ22
)
=
(
199.96 −20.66
−20.66 367.56
)
.
Let δ =
(
cσˆ11
cσˆ22
)
, where c is predetermined as 14 ,
1
2 and 1.
In a variation of the second study, we consider maximum sustained wind speed and
minimum central pressure as N2(µˆ,Σˆ) and study potential change to N2(µˆ + δ,Σˆ). Here
µˆ =
(
129.5
937.6
)
, and Σˆ =
(
σˆ11 σˆ12
σˆ21 σˆ22
)
=
(
376.05 −220.47
−220.47 237.41
)
. Let δ =
(
cσˆ11
cσˆ22
)
,
where c is predetermined as 14 ,
1
2 and 1.
The results are summarized in Table 2.6 and in Table 2.7. We discover that the number
of hurricanes had a significant increase around year 1933-1936, and the strength of the
hurricanes had a sharp increase around the year 1923-1924. This is consistent with historical
records. In history, the 1924 hurricane Cuba was the earliest officially classified Category
5 Atlantic hurricane on the Saffir-Simpson scale, and it became the strongest hurricane on
record to hit the country; 1928 Okeechobee hurricane was the second recorded hurricane to
reach Category 5 status on the Saffir-Simpson Hurricane Scale in the Atlantic basin after
the 1924 Cuba hurricane; The 1933 Atlantic hurricane season was the second most active
Atlantic hurricane season on record with 21 storms; The 1936 season was fairly active, with
17 tropical cyclones including a tropical depression. From the analysis of the shorter series,
we detect that the year 2000-2001 saw an increase in the number of hurricanes. According to
National Hurricane Center, the 2001 Atlantic hurricane season produced 17 tropical storms
and hurricanes.
In the third study, we consider the relationship between the number of hurricanes Y , the
maximum sustained winds X1 and maximum (minimum) central pressure for data between
1851-2008 (1951-2008) X2. We model Y as Poisson(λ), where θ = logλ, p(y, θ) = exp{yθ−
eθ − log y!} and use the canonical link θ = (1, X)′β.
For the 1851-2008 data, we take the first 50 observations, and get βˆ = (−4.99, 0.01, 0.006)′.
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We also estimate the bivariate mean and covariance as µˆ = (104.8, 982.99)′ and Σˆ =(
199.96 −20.66
−20.66 367.56
)
. Secondly, we select δ = cβˆ, where c = 14 ,
1
2 , 1. Next we search
for L, assuming ARL0 = 200. To implement this, we simulate the bivariate series X using
µˆ and Σˆ. Based on equation log(λˆ) = (1, X)′βˆ, we get λˆ, and we can simulate Y from
Poisson ( λˆ). Construct the CUSUM statistic and the stopping rule Sn −min0≤k<n Sk ≥ L
to satisfy ARL0 = 200. Finally, we fit the stopping rule to the real data and discover the
signal. Results shows that there is no significant change in terms of β, which means the way
how the maximum sustained winds and maximum central pressure of a hurricane relates to
the number of hurricanes has not changed over the past 158 years.
For the 1951-2008 data, we take the first 20 observations, and get
βˆ = (3.08, 0.003,−0.0016)′. We estimate the bivariate normal mean and covariance as µˆ =(
129.5
937.6
)
, and Σˆ =
(
376.05 −220.47
−220.47 237.41
)
. Secondly, we select δ = cβˆ, where c = 14 ,
1
2 , 1.
Results shows that there is no significant change in terms of β, which means the way how
the maximum sustained winds and minimum central pressure of a hurricane relate to the
number of hurricanes has not changed over the past 58 years. Thus, the third part of our
study shows broad physical relations between windspeeds and pressures have not changed,
which is to be expected.
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Type of Distribution Density Function EF-CUSUM based on
Binomial(n,p):
(
n
k
)
px(1 − p)n−x xlog(
p+δ
p
) + (N − x)log(
1−p−δ
1−p
)
p → p + δ
Poisson(λ): λ
xe−λ
λ!
xlog
λ+δ
λ
− δ
λ → λ + δ
Gamma(α,β): 1
βαΓ(α)
xα−1e
− x
β δ2
β(β+δ2)
x + δ1log
x
β+δ2
− αlog
β+δ2
β
− log
Γ(α+δ1)
Γ(α)
α → α + δ1, β → β + δ2
Multivariate normal: 1
(2pi)
p
2 |Σ|
1
2
exp{− 1
2
(x − µ)′Σ−1(x − µ)} (x − µ − 1
2
δ)′Σ−1δ
Np(µ,Σ) → Np(µ + δ,Σ)
Σ is positive definite
Table 2.1: Exponential Family CUSUM: Binomial, Exponential, Gamma and Multivariate
Normal distributions
Distribution CUSUM statistic
N(µ, σ21)→ N(µ+ δ1, σ
2
2) logσ1 +
1
2
σ−2
1
(xi − µ)
2
− logσ2 −
1
2
σ−2
2
(xi − µ− δ1)
2
N(µ, σ2)→ N(µ+ δ, σ2) σ−2(xi − µ−
1
2
δ1)δ1 ∝ (xi − µ−
1
2
δ1)δ1
N(µ, σ21)→ N(µ, σ
2
2) log(σ
−1
2
σ1) +
1
2
σ−2
1
σ−2
2
(σ22 − σ
2
1)(xi − µ)
2
N(θ, θ2)→ N(θ + δ1, (θ + δ1)
2) log((θ + δ1)
−1θ) + 1
2
θ−2(xi − θ)
2
−
1
2
(θ + δ1)
−2(xi − θ − δ1)
2
Table 2.2: CUSUM Statistic for Normal Distribution: The first row is more general with
both mean and variance change. The rest three rows are special cases of the first one.
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Method Mean Median Std.Deviation Max
EF-CUSUM 18.45902 15 14.36446 124
Gaussian-CUSUM 21.51974 16 17.84431 136
EF-CUSUM 9.049310 7 6.562318 68
Gaussian-CUSUM 10.678476 8 8.520224 65
EF-CUSUM 79.83406 59 71.60187 477
Gaussian-CUSUM 85.44692 62 79.26974 551
Table 2.3: Simulated binomial distribution changes: The three rows describe change from
binomial(5,0.95) to binomial(5,0.90), from binomial(15,0.95) to binomial(15,0.90) and from
binomial(5,0.95) to binomial(5,0.94) respectively. Here τ is fixed at 99 for illustration.
Method Mean Median Std.Deviation Max
EF-CUSUM 101.51383 74 95.09682 730
Gaussian-CUSUM 111.9772 80 106.36463 755
EF-CUSUM 93.05656 68 86.17123 546
Gaussian-CUSUM 98.06841 71 90.09476 634
EF-CUSUM 4.480411 4 2.815292 22
Gaussian-CUSUM 4.587708 4 3.149742 22
EF-CUSUM 2.858086 3 1.232671 11
Gaussian-CUSUM 3.085586 3 1.159972 11
Table 2.4: Simulated Poisson distribution changes: The four rows describe change from
Poisson(3) to Poisson(3.1), from Poisson(3) to Poisson(2.9), from Poisson(4) to Poisson(7)
and from Poisson(4) to Poisson(1) respectively. Here τ is fixed at 99 for illustration.
Method Mean Median Std.Deviation Max
EF-CUSUM 9.923995 8 6.839445 53
Gaussian-CUSUM 15.64539 12 12.99359 165
EF-CUSUM 28.95583 25 19.30729 152
Gaussian-CUSUM 35.11858 29 27.01831 248
EF-CUSUM 70.26987 55 58.85137 437
Gaussian-CUSUM 75.67127 60 61.48744 417
EF-CUSUM 16.24952 13 11.87364 130
Gaussian-CUSUM 21.89900 17 18.15123 142
EF-CUSUM 1.063716 1 0.2497610 3
Gaussian-CUSUM 1.069783 1 0.2795194 3
Table 2.5: Simulated Gamma distribution changes: The five rows describe change from
Gamma(1,2) to Gamma(1.5,2.5), from Gamma(1,2) to Gamma(1.5,2.5), from Gamma(3,4)
to Gamma(3.5,3.5), from Gamma(3,4) to Gamma(3.5,4.5) and from Gamma(10,10) to Gam-
ma(17,18) respectively. Here τ is fixed at 99 for illustration.
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Distribution c = 14 c=
1
2 c=1
Poisson 1936 1933 1933
Bivariate Normal 1924 1923 1924
Table 2.6: Atlantic tropical storm data from 1851 to 2008 are used to detect any mean
change in tropical storm characteristics. Here c is the magnitude representing the number
of standard deviation from the mean. Result shows that the number of tropical storm had a
significant increase around 1933-1936, and strength of the tropical storm increased around
1923-1924.
Distribution c = 14 c=
1
2 c=1
Poisson 2001 2001 2000
Bivariate Normal 2008 2008 2008
Table 2.7: Atlantic tropical storm data from 1951 to 2008 are used to detect any mean
change in tropical storm characteristics. Here c is the magnitude representing the number
of standard deviation from the mean. Result shows that the number of tropical storm had
a significant increase around the year of 2000, and strength of the tropical storm has not
changed.
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Figure 2.1: Performance Comparison: Exponential Family CUSUM with Normal CUSUM.
Dotdash, dashed and solid line stand for mean, median and standard deviation. The top
panel describes run length comparison from Binomial(15,0.95) to Binomial(15,0.90), the
middle panel describes run length comparison from Poisson(3) to Poisson(3.1), the bottom
panel describes run length comparison from Gamma(1,2) to Gamma(1.5,1.5). Due to length
limitation of the graphs, we here do not include the MAX line.
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Figure 2.2: The observed data and a Poisson fit for the yearly number of tropical storms
between the years 1951-2008.
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Figure 2.3: A moving average estimate of the yearly number of tropical storms between the
years 1951-2008.
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Figure 2.4: PACF function of the yearly number of tropical storms between the years 1951-
2008.
Chapter 3
Detecting Change in the Extremes
The generalized extreme value family distribution not only plays an important role in
real data analysis, but also represents a non-regular family of distributions in which its
support depends on the parameter. This chapter further develops the idea of Chapter 2
and discusses the change detection problem in the extreme data by examining the maxima
(minima). As a motivation example, in Section 3.1, we study the change from Uniform [0, θ]
to Uniform [0, θ + δ] where δ > 0 and θ, δ are known. The Gumbel distribution, however,
has a regular analytical density function; therefore the detecting procedure is similar to the
exponential family, in which a CUSUM type of statistic is derived, as discussed by [112],
[113] and [14]. However, when it comes to Fre´chet distribution and Weibull distribution,
the decision rule exhibits a variety of forms, which may be a combination of the CUSUM
type statistic and the simple judgement of the X ′js over a threshold. Researchers such
as [78], [89], [153], [155] and [156] discussed the GEV distribution. In Section 3.2, we
present a systematic GEV based likelihood ratio procedure, with Section 3.5.1, Section 3.2.2
and Section 3.2.3 covering each type of the GEV distribution. The Generalized Pareto
distribution is treated in Section 3.3. Section 3.5 illustrates the advantage of the GEV
likelihood based procedure over the normality based procedure with both ARL and p-value
criteria. Finally, the changing behavior of the maximum sustained wind speeds is studied
in Section 3.6.
3.1 Motivation Example: Uniform Distribution
In this section, we consider the uniform distribution [0, θ], which is one of the simplest
probability distributions whose support depends on the parameter. Denote
iid
∼ to be inde-
32
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pendently and identically distributed. Assume X1, . . . , Xτ are
iid
∼ uniformly distributed on
the interval [0, θ] and Xτ+1, . . . , Xn.. are
iid
∼ uniformly distributed on the interval [0, θ + δ],
where θ, δ are known or unknown, but τ is an unknown parameter. Our job is to develop an
algorithm to signal an alarm when a change occurs, and not to signal an alarm when there
is no change. We discuss for δ > 0 and δ < 0 within the hypothesis testing framework. The
level of test is denoted as α, where 0 < α < 1.
3.1.1 Known Parameter Case
δ > 0.
Theorem 3.1.1. For the hypothesis H0 : τ ≥ n Vs H1 : 0 ≤ τ < n, if there exists
j, 1 ≤ j ≤ n, such that Xj > θ, then H1 holds; otherwise H0 holds. As a convention,
∞× 0 = 0.
Proof. Under H0, the likelihood function is
L0(τ) =
n∏
i=1
θ−1I[0,θ](Xi).
Under H1, the likelihood function is
L1(τ) =
τ∏
i=1
θ−1I[0,θ](Xi)
n∏
i=τ+1
(θ + δ)−1I[0,θ+δ](Xi)
If ∃j, 1 ≤ j ≤ n, such that Xj > θ, then L0(τ) = 0. We reject H0 and conclude a change.
Otherwise, if ∀j, Xj ≤ θ, then the likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
θ−1I[0,θ](Xi)
n∏
i=τ+1
(θ + δ)−1I[0,θ+δ](Xi)
= max
0≤τ<n
θ−τ (θ + δ)−(n−τ)
= max
0≤τ<n
{θ−1(θ + δ)}τ (θ + δ)−n
CHAPTER 3. DETECTING CHANGE IN THE EXTREMES 34
Since θ−1(θ + δ) > 1, τˆ = n− 1 will maximize the above. In such case,
Λ(τˆ) = {
n∏
i=1
θ−1}−1{
n−1∏
i=1
θ−1}(θ + δ)−1
= (θ + δ)−1θ
Therefore,
Λ(τˆ ) =∞I{∃j,1≤j≤n,s.t.Xj>θ} + (θ + δ)
−1θI{∀j,Xj≤θ}
The rejection region is Λ(τˆ ) ≥ C for some constant C. Under the null, to satisfy the level
α condition, we ask P0(Λ(τˆ ) ≥ C) ≤ α. If C ≤ (θ + δ)−1θ, then P0(Λ(τˆ ) ≥ C) = 1 > α,
which contradicts the assumption of α < 1. Therefore C > (θ+ δ)−1θ. Interestingly in this
case, the rejection region is an empty set, which literally means we will never reject.
Remark This example gives us two interesting thoughts. Firstly, we know that the null
hypothesis is protected in the hypothesis testing procedure, so it is natural that when
Xj ≤ θ, we are not in favor of [0, θ + δ] at all. But when one of the X ′js are above the
threshold θ, we know immediately that [0, θ] can not be true.
Secondly, The power of this test is computed as follows:
P1(Λ(τˆ) ≥ C|H1) = P1(∃j, 1 ≤ j ≤ n, s.t.Xj > θ) = 1−P1(∀j,Xj ≤ θ) = 1−((θ+δ)
−1θ)n−τ → 1
as n → ∞ and τ = o(n). This is again intuitive because as more data come in, the chance
we make errors should shrink towards zero.
Corollary 3.1.2. ARL0 =∞, ARL1 = δ−1(θ + δ).
δ < 0.
Theorem 3.1.3. For the hypothesis testing, H0 : τ ≥ n Vs H1 : 0 ≤ τ < n, Define
k0 = inf {t : Xt+1, . . . , Xn ≤ θ + δ}, and ∞ = inf {∅} by convention. The rejection region is
{n− k0 ≥ [{ln(θ−1(θ + δ))}−1 ln(α)] + 1} for the level α test.
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Proof. Obviously, τ should be at least k0.
Λ(τ) =
maxk0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
k0≤τ<n
τ∏
i=1
θ−1
n∏
i=τ+1
(θ + δ)−1
= max
k0≤τ<n
θ−τ (θ + δ)−(n−τ)
= max
k0≤τ<n
{θ−1(θ + δ)}τ (θ + δ)−n
Since 0 < θ−1(θ + δ) < 1, τˆ should be chosen as k0 to maximize Λ(τ). So the likelihood
ratio statistic is
Λ(τˆ) = {
n∏
i=1
θ−1}−1
k0∏
i=1
θ−1
n∏
i=k0+1
(θ + δ)−1
= {(θ + δ)−1θ}n−k0
The rejection region is
{
(θ + δ)−1θ
}n−k0 ≥ L for some constant L, which is equivalent to
n− k0 ≥ L. So P0(n− k0 ≥ L) = P0(Xk0+1 ≤ θ+ δ, . . . , Xn ≤ θ+ δ) ≤
{
θ−1(θ + δ)
}L
≤ α.
Choose L = [
{
ln(θ−1(θ + δ))
}−1
ln(α)] + 1, where [x] is defined as the greatest integer
function. We reject when {n− k0 ≥ [
{
ln(θ−1(θ + δ))
}−1
ln(α)]}.
Remark When allXn > θ+δ, the rejection region becomes−∞ ≥ [
{
ln(θ−1(θ + δ))
}−1
ln(α)]+
1, which can never happen, and we are not able to reject. This is again consistent with the
philosophy of protecting the null hypothesis.
Remark In the above situation, assume τ is sufficiently large, (τ > L), then
ARL1 ≤
L∑
i=1
i(θ−1(θ + δ))L−i(−θ−1δ) = L+ (1− (θ−1(θ + δ))L)δ−1(θ + δ).
3.1.2 Unknown Parameter Case
In this section, we treat θ > 0 and δ as unknown parameters, and the change point τ
unknown as well. Our null hypothesis is H0 : τ ≥ n and the alternative 0 ≤ τ < n.
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The likelihood function under the null is
L0(τ, θ) =
n∏
i=1
1
θ
I[0,θ](Xi) (3.1.1)
The likelihood under the alternative is
L1(τ, θ, δ) =
τ∏
i=1
1
θ
I[0,θ](Xi)
n∏
i=τ+1
1
θ + δ
I[0,θ+δ](Xi) (3.1.2)
To maximize L0 over τ and θ, note that L0 does not depend on τ , so we only need to
minimize over θ.
L0(τ, θ) = (
1
θ
)nI[0,θ]( max
1≤i≤n
Xi) (3.1.3)
To maximize L0, we need θ to be as small as possible, but not smaller than max1≤i≤nXi.
Therefore, θˆ = max1≤i≤nXi.
L0 = (
1
max1≤i≤nXi
)n (3.1.4)
To simplify L1,
L1(τ, θ, δ) = (
1
θ
)τ (
1
θ + δ
)n−τ I[0,θ]( max
1≤i≤τ
Xi)I[0,θ+δ]( max
τ+1≤i≤n
Xi) (3.1.5)
If we fix τ , it is easy to see θˆ = max1≤i≤τ Xi, and θ + δ = maxτ+1≤i≤nXi.
L1(τ, θˆ, δˆ) = (
1
max1≤i≤τ Xi
)τ (
1
maxτ+1≤i≤nXi
)n−τ (3.1.6)
Denote τˆ to be the maximizer. Therefore, the likelihood ratio becomes
Λ =
L1(τˆ )
L0
(3.1.7)
We reject when λ ≥ L.
To determine L, we need bootstrap along with the following theorem:
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Theorem 3.1.4. For {Xii = 1, 2, . . . , n} independently sampled from U [0, θ], where θ is
a fixed but unknown parameter, max1≤i≤nXi → θ with probability 1, and therefore almost
surely.
Proof.
P (| max
1≤i≤n
Xi − θ| > ǫ) = P ( max
1≤i≤n
Xi < θ − ǫ) = (
θ − ǫ
θ
)n → 0 (3.1.8)
as n → ∞. Since θ is a constant, convergence in probability implies convergence almost
surely.
By assuming we have the first k observations to follow U [0, θ], we have a consistent
estimate of θ, which is θˆ = max1≤i≤kXi. Then we simulate large enough samples according
to the uniform distribution U [0, θˆ], and choose L according to predefined ARL0 defined in
Chapter 2 to control for false alarm. We also note that the estimator τˆ can not be consistent
in this case because the maxima both before and after the change appears in any position
with equal probability in the respective phase of observation.
3.2 GEV Likelihood Based Procedure
The generalized extreme value distribution can be classified into three categories: Gum-
bel, Fre´chet and reversed Weibull distribution, which are known as type I, type II and type
III generalized extreme value distributions. In the following paragraph, we discuss each type
of the generalized extreme value distribution and summarize their detection algorithms.
3.2.1 Gumbel Distribution
The Gumbel distribution has its cumulative form:
F (X ;µ, σ) = exp
{
− exp
{
−σ−1(X − µ)
}}
for any X ∈ R. The density function can be easily derived as
f(X ;µ, σ) = σ−1 exp
{
−σ−1(X − µ)
}
exp
{
− exp
{
−σ−1(X − µ)
}}
where X ∈ R and σ > 0.
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Let τ be an unknown parameter. Assume that X1, . . . , Xτ are
iid
∼ with Gumbel density
function f(X ;µ, σ1), Xτ+1, . . . , Xn, ... are
iid
∼ with Gumbel density function f(X ;µ+ δ, σ2).
Theorem 3.2.1. For the hypothesis testing problem,
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Denote Yi = log σ1 + σ
−1
1 (Xi − µ) + exp{−σ
−1
1 (Xi − µ)} − log σ2 − σ
−1
2 (Xi − µ − δ) −
exp{−σ−12 (Xi − µ − δ)}, and Sk =
∑k
i=1 Yi, we reject if Sn − min0≤k<n Sk ≥ L for some
constant L.
Proof. Since Gumbel distribution is a regular distribution, we may follow the procedure in
[14] easily.
3.2.2 Fre´chet Distribution
The cumulative Fre´chet distribution is expressed as
F (x;µ, σ, α) = exp
{
−(σ−1(x− µ))−α
}
I(µ,∞)(x).
By taking the derivative of F (x;µ, σ, α), the density function becomes


σ−1α(σ−1(x− µ))−α−1 exp
{
−(σ−1(x− µ))−α
}
x > µ
lim
x→µ
(x− µ)−1 exp
{
−(σ−1(x− µ))−α
}
= 0 x = µ
0 x < µ
Therefore the density function can be written in the following form
f(x;µ, σ, α) = σ−1α exp
{
−(σ−1(x − µ))−α
}
(σ−1(x − µ))−α−1I(µ,∞)(x)
In this paper, we list three cases.
δ > 0.AssumeX1, . . . , Xτ coming from
iid
∼ with Fre´chet density function f(x;µ, σ, α), Xτ+1, . . . , Xn
coming from
iid
∼ with Fre´chet density function f(x;µ+ δ, σ, α).
Theorem 3.2.2. For the hypothesis testing problem
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H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Denote k0 = inf {t : Xt+1, . . . , Xn > µ+ δ}, Yi = (σ−1(Xi−µ))−α− (σ−1(Xi−µ− δ))−α+
(α+1) log(Xi−µ)−(α+1) log(Xi−µ−δ) and S˜k =
n∑
i=k+1
Yi, we reject if max
k0≤k<n
S˜k ≥ L. In
particular, if {t : Xt+1, . . . , Xn > µ+ δ} = ∅, k0 = ∞ and by convention, max
k0≤k<n
S˜k = 0,
indicating no rejection.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1α exp
{
−(σ−1(Xi − µ))
−α
}
(σ−1(Xi − µ))
−α−1I(µ,∞)(Xi)
The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1α exp
{
−(σ−1(Xi − µ))
−α
}
(σ−1(Xi − µ))
−α−1I(µ,∞)(Xi)
×
n∏
i=τ+1
σ−1α exp
{
−(σ−1(Xi − µ− δ))
−α
}
(σ−1(Xi − µ− δ))
−α−1I(µ+δ,∞)(Xi)
The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−1α exp
{
−(σ−1(Xi − µ))
−α
}
(σ−1(Xi − µ))
−α−1I(µ,∞)(Xi)
×
n∏
i=τ+1
σ−1α exp
{
−(σ−1(Xi − µ− δ))
−α
}
(σ−1(Xi − µ− δ))
−α−1I(µ+δ,∞)(Xi)
Maximizing Λ is equivalent to maximizing L1 over τ , and τ must satisfy the following for
L1(τ) to be positive.
τ = {t : Xt+1, . . . , Xn > µ+ δ} (3.2.9)
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Here we define k0 = inf {t : Xt+1, . . . , Xn > µ+ δ}. Under (3.2.9),we wish to maximize
τ∏
i=1
exp
{
−(σ−1(Xi − µ))
−α
}
(σ−1(Xi − µ))
−α−1
×
n∏
i=τ+1
exp
{
−(σ−1(Xi − µ− δ))
−α
}
(σ−1(Xi − µ− δ))
−α−1
This is equivalent to maximizing
τ∑
i=1
{
−(σ−1(Xi − µ))
−α − (α + 1) log(σ−1(Xi − µ))
}
+
n∑
i=τ+1
{
−(σ−1(Xi − µ− δ))
−α − (α+ 1) log(σ−1(Xi − µ− δ))
}
=
n∑
i=1
{
−(σ−1(Xi − µ))
−α − (α + 1) log(σ−1(Xi − µ))
}
+
n∑
i=τ+1
{(σ−1(Xi − µ))
−α + (α+ 1) log(σ−1(Xi − µ))
− (σ−1(Xi − µ− δ))
−α − (α+ 1) log(σ−1(Xi − µ− δ))}
If we let Yi = (σ
−1(Xi−µ))−α− (σ−1(Xi−µ−δ))−α+(α+1) log(Xi−µ)− (α+1) log(Xi−
µ− δ), we should choose τˆ such that S˜k =
∑n
i=k+1 Yi is maximized. From (3.2.9), τ has to
be at least k0. Therefore τˆ = argmaxk0≤k<n S˜k.
Thus
Λ(τ) = exp{
n∑
i=τˆ+1
{(σ−1(Xi − µ))
−α − (σ−1(Xi − µ− δ))
−α
+ (α+ 1) log(Xi − µ)− (α+ 1) log(Xi − µ− δ)}}
= exp
{
n∑
i=τˆ+1
yi
}
= exp
{
max
k0≤k<n
S˜k
}
Therefore, we reject the null hypothesis if maxk0≤k<n S˜k ≥ L for some constant L.
δ < 0.AssumeX1, . . . , Xτ coming from
iid
∼ with Fre´chet density function f(x;µ, σ, α), Xτ+1, . . . , Xn
coming from
iid
∼ with Fre´chet density function f(x;µ+ δ, σ, α)
Theorem 3.2.3. For the hypothesis testing problem:
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H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define Yi = (σ
−1(Xi−µ))−α−(σ−1(Xi−µ−δ))−α+(α+1) log(Xi−µ)−(α+1) log(Xi−µ−δ),
and Sk =
∑k
i=1 Yi. We reject either if one of Xj ≤ µ or if Sn −min0≤k<n Sk ≥ L under
the condition that Xj > µ for all j.
Remark When δ < 0, Readers might be curious what would happen under the condition
of Xi > µ. Intuitively, Xi should be more likely from f(x;µ, σ, α) than f(x;µ+δ, σ, α) when
Xi > µ. To investigate, we study how
f(x;µ, σ, α) = σ−1α exp
{
−(σ−1(x − µ))−α
}
(σ−1(x − µ))−α−1I(µ,∞)(x)
responds with µ when x > µ. This is equivalent to comparing two density functions:
f(x;µ, σ, α|x > µ) and f(x;µ+ δ, σ, α|x > µ).
Define g(µ) = exp
{
−(σ−1(x− µ))−α
}
(σ−1(x− µ))−α−1.
∂g
∂µ
= σ−1 exp
{
−(σ−1(x− µ))−α
}
(σ−1(x − µ))−2α−2
{
(α+ 1)(σ−1(x− µ))α − α
}
When σ−1(x − µ) >
{
(α+ 1)−1α
} 1
α , g(µ) is an increasing function with µ, so a sufficient
condition for g(µ) > g(µ+ δ) is that
σ−1(x − µ) >
{
(α+ 1)−1α
} 1
α (3.2.10)
There are two interesting cases to consider:
1. α is small.
lim
α→0
{
(α+ 1)−1α
} 1
α = 0
2. α is large.
lim
α→∞
{
(α+ 1)−1α
} 1
α = 1
By (3.2.10), if Xi > µ, in the case of α being small, Xi is more likely to be from the first
distribution; in the case of α being large, we need to see how large Xi is to determine which
distribution Xi is more likely to come from.
Change in α. AssumeX1, . . . , Xτ coming from
iid
∼ with Fre´chet density function f(x;µ, σ, α1),
and Xτ+1, . . . , Xn coming from
iid
∼ with f(x;µ, σ, α2).
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Theorem 3.2.4. For the hypothesis testing problem
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
define Yi = log(α
−1
1 α2)+(α1−α2) log(σ
−1(Xi−µ))+(σ−1(Xi−µ))−α1−(σ−1(Xi−µ))−α2 ,
and Sk =
∑k
i=1 yi, we reject when Sn −min0≤k<n Sk ≥ L for some constant L.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1α1 exp
{
−(σ−1(Xi − µ))
−α1
}
(σ−1(Xi − µ))
−α1−1I(µ,∞)(Xi)
The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1α1 exp
{
−(σ−1(Xi − µ))
−α1
}
(σ−1(Xi − µ))
−α1−1I(µ,∞)(Xi)
×
n∏
i=τ+1
σ−1α2 exp
{
−(σ−1(Xi − µ))
−α2
}
(σ−1(Xi − µ))
−α2−1I(µ,∞)(Xi)
The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−1α1 exp
{
−(σ−1(Xi − µ))
−α1
}
(σ−1(Xi − µ))
−α1−1I(µ,∞)(Xi)
×
n∏
i=τ+1
σ−1α2 exp
{
−(σ−1(Xi − µ))
−α2
}
(σ−1(Xi − µ))
−α2−1I(µ,∞)(Xi)
∝ max
0≤τ<n
τ∏
i=1
α1 exp
{
−(σ−1(Xi − µ))
−α1
}
(σ−1(Xi − µ))
−α1
×
n∏
i=τ+1
α2 exp
{
−(σ−1(Xi − µ))
−α2
}
(σ−1(Xi − µ))
−α2
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Maximizing Λ(τ) is equivalent to maximizing
τ∑
i=1
{
logα1 − (σ
−1(Xi − µ))
−α1 − α1 log(σ
−1(Xi − µ))
}
+
n∑
i=τ+1
{
logα2 − (σ
−1(Xi − µ))
−α2 − α2 log(σ
−1(Xi − µ))
}
= −
τ∑
i=1
{
log(α−11 α2) + (α1 − α2) log(σ
−1(Xi − µ)) + (σ
−1(Xi − µ))
−α1 − (σ−1(Xi − µ))
−α2
}
+
n∑
i=1
{
logα2 − (σ
−1(Xi − µ))
−α2 − α2 log(σ
−1(Xi − µ))
}
If we define Yi = log(α
−1
1 α2) + (α1−α2) log(σ
−1(Xi−µ)) + (σ−1(Xi− µ))−α1 − (σ−1(Xi−
µ))−α2 , and Sk =
∑k
i=1 Yi, we choose τˆ = argmin0≤k<n Sk.
Λ(τˆ ) = {
n∏
i=τˆ+1
σ−1α1 exp
{
−(σ−1(Xi − µ))
−α1
}
(σ−1(Xi − µ))
−α1−1I(µ,∞)(Xi)}
−1
×
n∏
i=τˆ+1
σ−1α2 exp
{
−(σ−1(Xi − µ))
−α2
}
(σ−1(Xi − µ))
−α2−1I(µ,∞)(Xi)
= exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
So the rejection region is Sn −min0≤k<n Sk ≥ L for some constant L.
3.2.3 Reversed Weibull Distribution
The cumulative distribution of reversed Weibull distribution is
F (x;µ, δ, α) = exp
{
−(−σ−1(x− µ))α
}
I(−∞,µ)(x) + I[µ,∞)(x)
When α > 1, The probability density function exists, and it is


σ−1α(−σ−1(x− µ))α−1 exp
{
−(−σ−1(x− µ))α
}
x < µ
lim
x→µ−
(µ− x)−1
{
1− exp
{
−(σ−1(µ− x))α
}}
= 0 x = µ
0 x > µ
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This density function can be rewritten in the following form:
f(x;µ, σ, α) = σ−1α(−σ−1(x− µ))α−1 exp
{
−(−σ−1(x− µ))α
}
I(−∞,µ)(x)
When α = 1, the density function is discontinuous at µ.
lim
x→µ−
(µ− x)−1
{
1− exp
{
−(σ−1(µ− x))
}}
= σ−1 6= 0.
When α < 1, the density function does not exist at µ.
lim
x→µ−
(µ− x)−1
{
1− exp
{
−(σ−1(µ− x))
}}
=∞.
Because of this, we consider α > 1 in this section, .
δ > 0. Assume X1, . . . , Xτ coming from f(x;µ, σ, α), Xτ+1, . . . , Xn.. coming from f(x;µ+
δ, σ, α).
Theorem 3.2.5. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Denote Yi = (α− 1)(log(µ+ δ−Xi)− log(µ−Xi))− (σ−1(µ+ δ−Xi))α +(σ−1(µ−Xi))α,
Sk =
∑k
i=1 Yi, we reject if either there exists j, such that Xj ≥ µ, or if Sn−min0≤k<n Sk ≥ L
under the condition that xj < µ for all j.
Proof. The likelihood for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1α(−σ−1(Xi − µ))
α−1 exp
{
−(−σ−1(Xi − µ))
α
}
I(−∞,µ)(Xi)
The likelihood for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1α(−σ−1(Xi − µ))
α−1 exp
{
−(−σ−1(Xi − µ))
α
}
I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α(−σ−1(Xi − µ− δ))
α−1 exp
{
−(−σ−1(Xi − µ− δ))
α
}
I(−∞,µ+δ)(Xi)
If there exists j, 1 ≤ j ≤ n, such that Xj ≥ µ, the the likelihood for the null is zero, and we
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reject the null hypothesis. If for all j, Xj < µ, then the likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−1α(−σ−1(Xi − µ))
α−1 exp
{
−(−σ−1(Xi − µ))
α
}
I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α(−σ−1(Xi − µ− δ))
α−1 exp
{
−(−σ−1(Xi − µ− δ))
α
}
I(−∞,µ+δ)(Xi)
∝ max
0≤τ<n
τ∏
i=1
(µ−Xi)
α−1 exp
{
−(σ−1(µ−Xi))
α
}
×
n∏
i=τ+1
(µ+ δ −Xi)
α−1 exp
{
−(σ−1(µ+ δ −Xi))
α
}
This is equivalent to maximizing
τ∑
i=1
{(α− 1) log(µ−Xi)− (σ
−1(µ−Xi))
α}
+
n∑
i=τ+1
{
(α− 1) log(µ+ δ −Xi)− (σ
−1(µ+ δ −Xi))
α
}
=
τ∑
i=1
{
(α− 1) log(µ−Xi)− (σ
−1(µ−Xi))
α
}
+
n∑
i=1
{
(α− 1) log(µ+ δ −Xi)− (σ
−1(µ+ δ −Xi))
α
}
−
τ∑
i=1
{
(α− 1) log(µ+ δ −Xi)− (σ
−1(µ+ δ −Xi))
α
}
=
n∑
i=1
{
(α− 1) log(µ+ δ −Xi)− (σ
−1(µ+ δ −Xi))
α
}
−
τ∑
i=1
{
(α− 1)(log(µ+ δ −Xi)− log(µ−Xi))− (σ
−1(µ+ δ −Xi))
α + (σ−1(µ−Xi))
α
}
If we denote Yi = (α−1)(log(µ+δ−Xi)−log(µ−Xi))−(σ−1(µ+δ−Xi))α+(σ−1(µ−Xi))α,
Sk =
∑k
i=1 Yi, then we choose τˆ = argmin0≤k<n Sk.
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The likelihood ratio statistic is therefore
Λ(τˆ ) =
L1(τˆ )
L0(τˆ )
=
{
n∏
i=τˆ+1
σ−1α(−σ−1(Xi − µ))
α−1 exp
{
−(−σ−1(Xi − µ))
α
}}−1
×
{
n∏
i=τˆ+1
σ−1α(−σ−1(Xi − µ− δ))
α−1 exp
{
−(−σ−1(Xi − µ− δ))
α
}}
= exp
{
n∑
i=τ+1
Yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
To sum up, the likelihood ratio statistic is
Λ(τˆ ) =∞I{∃i,s.t.Xi≥µ} + (Sn − min
0≤k<n
Sk)I{∀i,Xi<µ}.
and we reject if Λ(τˆ) ≥ L for some constant L. This means that we reject if either there
exists j, such that Xj ≥ µ, or if Sn −min0≤k<n Sk ≥ L under the condition that Xj < µ
for all j.
δ < 0. Assume X1, . . . , Xτ coming from
iid
∼ f(x;µ, σ, α) and Xτ+1, . . . , Xn.. coming from
iid
∼
f(x;µ+ δ, σ, α).
Theorem 3.2.6. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define k0 = inf {t : Xt+1, . . . , Xn < µ+ δ}, Yi = (σ−1(µ−Xi))α−(σ−1(µ+δ−Xi))α+(α−
1) log(µ+δ−Xi)−(α−1) log(µ−Xi), and S˜k =
∑n
i=k+1 Yi, we reject if maxk0≤k<n S˜k ≥ L.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1α exp
{
−(σ−1(µ−Xi))
α
}
(σ−1(µ−Xi))
α−1I(−∞,µ)(Xi)
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The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1α exp
{
−(σ−1(µ−Xi))
α
}
(σ−1(µ−Xi))
α−1I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α exp
{
−(σ−1(µ+ δ −Xi))
α
}
(σ−1(µ+ δ −Xi))
α−1I(−∞,µ+δ)(Xi)
The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−1α exp
{
−(σ−1(µ−Xi))
α
}
(σ−1(µ−Xi))
α−1I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α exp
{
−(σ−1(µ+ δ −Xi))
α
}
(σ−1(µ+ δ −Xi))
α−1I(−∞,µ+δ)(Xi)
Maximizing λ(τ) is equivalent to maximizing L1 over τ . Firstly,
τ = {t : Xt+1, . . . , Xn < µ+ δ} (3.2.11)
Otherwise, L1(τ) would be zero. Let k0 = inf {t : Xt+1, . . . , Xn < µ+ δ}. Under (3.2.11),
we wish to maximize
τ∏
i=1
exp
{
−(σ−1(µ−Xi))
α
}
(σ−1(µ−Xi))
α−1
n∏
i=τ+1
exp
{
−(σ−1(µ+ δ −Xi))
α
}
(σ−1(µ+δ−Xi))
α−1
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This is equivalent to maximizing
τ∑
i=1
{
−(σ−1(µ−Xi))
α + (α− 1) log(σ−1(µ−Xi))
}
+
n∑
i=τ+1
{
−(σ−1(µ+ δ −Xi))
α + (α− 1) log(σ−1(µ+ δ −Xi))
}
=
n∑
i=1
{
−(σ−1(µ−Xi))
α + (α− 1) log(σ−1(µ−Xi))
}
+
n∑
i=τ+1
{
−(σ−1(µ+ δ −Xi))
α + (α− 1) log(σ−1(µ+ δ −Xi))
}
+
n∑
i=τ+1
{
(σ−1(µ−Xi))
α − (α− 1) log(σ−1(µ−Xi))
}
=
n∑
i=1
{
−(σ−1(µ−Xi))
α + (α− 1) log(σ−1(µ−Xi))
}
+
n∑
i=τ+1
{
(σ−1(µ−Xi))
α − (σ−1(µ+ δ −Xi))
α + (α− 1)(log(µ+ δ −Xi)− log(µ−Xi))
}
So if we let Yi = (σ
−1(µ−Xi))α − (σ−1(µ+ δ −Xi))α + (α− 1) log(µ+ δ −Xi)− (α−
1) log(µ−Xi), we should choose τˆ such that S˜k =
∑n
i=k+1 Yi is maximized. From (3.2.11),
we know that τ has to be at least k0. Therefore we would choose τˆ = argmaxk0≤k<n S˜k.
Thus
Λ(τˆ) = exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
max
k0≤k<n
S˜k
}
So we reject if maxk0≤k<n S˜k ≥ L for some constant L.
Change in α. Assume X1, . . . , Xτ comes from f(x;µ, σ, α1), Xτ+1, . . . , Xn.. comes from
f(x;µ, σ, α2), where α1, α2 > 1.
Theorem 3.2.7. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define Yi = log(α
−1
1 α2)− (α1−α2) log(σ
−1(µ−Xi)) + (σ−1(µ−Xi))α1 − (σ−1(µ−Xi))α2 ,
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and Sk =
∑k
i=1 Yi, we reject if Sn −min0≤k<n Sk ≥ L.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1α1 exp
{
−(σ−1(µ−Xi))
α1
}
(σ−1(µ−Xi))
α1−1I(−∞,µ)(Xi)
The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1α1 exp
{
−(σ−1(µ−Xi))
α1
}
(σ−1(µ−Xi))
α1−1I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α2 exp
{
−(σ−1(µ−Xi))
α2
}
(σ−1(µ−Xi))
α2−1I(−∞,µ)(Xi)
The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−1α1 exp
{
−(σ−1(µ−Xi))
α1
}
(σ−1(µ−Xi))
α1−1I(−∞,µ)(Xi)
×
n∏
i=τ+1
σ−1α2 exp
{
−(σ−1(µ−Xi))
α2
}
(σ−1(µ−Xi))
α2−1I(−∞,µ)(Xi)
∝ max
0≤τ<n
τ∏
i=1
α1 exp
{
−(σ−1(µ−Xi))
α1
}
(σ−1(µ−Xi))
α1
×
n∏
i=τ+1
α2 exp
{
−(σ−1(µ−Xi))
α2
}
(σ−1(µ−Xi))
α2
This is equivalent to maximizing
τ∑
i=1
{
logα1 − (σ
−1(µ−Xi))
α1 + α1 log(σ
−1(µ−Xi))
}
+
n∑
i=τ+1
{
logα2 − (σ
−1(µ−Xi))
α2 + α2 log(σ
−1(µ−Xi))
}
= −
τ∑
i=1
{
log(α−11 α2)− (α1 − α2) log(σ
−1(µ−Xi)) + (σ
−1(µ−Xi))
α1 − (σ−1(µ−Xi))
α2
}
+
n∑
i=1
{
logα2 − (σ
−1(µ−Xi))
α2 + α2 log(σ
−1(µ−Xi))
}
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If we define Yi = log(α
−1
1 α2)− (α1−α2) log(σ
−1(µ−Xi))+ (σ−1(µ−Xi))α1 − (σ−1(µ−
Xi))
α2 , and Sk =
∑k
i=1 Yi, we choose τˆ = argmin0≤k<n Sk.
Λ(τˆ ) = {
n∏
i=τˆ+1
σ−1α1 exp
{
−(σ−1(µ−Xi))
α1
}
(σ−1(µ−Xi))
α1−1I(−∞,µ)(Xi)}
−1
×
n∏
i=τˆ+1
σ−1α2 exp
{
−(σ−1(µ−Xi))
α2
}
(σ−1(µ−Xi))
α2−1I(−∞,µ)(Xi)
= exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
So the rejection region is Sn −min0≤k<n Sk ≥ L for some constant L.
3.3 Generalized Pareto Distribution
The cumulative function for the generalized Pareto distribution is


1− (1 + σ−1ξ(x− µ))−
1
ξ I[µ,∞) ξ > 0
1− (1 + σ−1ξ(x− µ))−
1
ξ I[µ,µ−ξ−1σ] ξ < 0
1− exp
{
−σ−1(x− µ)
}
ξ = 0
The probability density function is
{
σ−1(1 + σ−1ξ(x − µ))−1−
1
ξ I[µ,∞) ξ > 0
σ−1(1 + σ−1ξ(x − µ))−1−
1
ξ I[µ,µ−ξ−1σ] ξ < 0
α > 0, ξ = 0 and δ > 0.
Assume X1, . . . , Xτ come from
iid
∼ f(x, ξ, µ, σ1) = σ
−1
1 exp
{
−σ−11 (x− µ)
}
I[µ,∞)(x), and
Xτ+1, . . . , Xn.. come from
iid
∼ f(x, ξ, µ+ δ, σ2) = σ
−1
2 exp
{
−σ−12 (x− µ− δ)
}
I[µ+δ,∞)(x).
Theorem 3.3.1. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
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Define k0 = inf {t : Xt+1, Xt+2, . . . , Xn ≥ µ+ δ}, and define Yi = σ
−1
1 (Xi − µ)− σ
−1
2 (Xi −
µ− δ) + log σ1− log σ2, S˜k =
∑n
i=k+1 Yi, We reject if maxk0≤k<n S˜k ≥ L for some constant
L.
Proof. Let k0 = inf {t : Xt+1, Xt+2, . . . , Xn ≥ µ+ δ}. The likelihood for the null hypothesis
is
L0(τ) =
n∏
i=1
σ−11 exp
{
−σ−11 (Xi − µ)
}
I[µ,∞)(Xi),
The likelihood for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−11 exp
{
−σ−11 (Xi − µ)
}
I[µ,∞)(Xi)
n∏
i=τ+1
σ−12 exp
{
−σ−12 (Xi − µ− δ)
}
I[µ+δ,∞)(Xi).
We see that τ must be at least k0. So the likelihood ratio is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
τ∏
i=1
σ−11 exp
{
−σ−11 (Xi − µ)
}
I[µ,∞)(Xi)
n∏
i=τ+1
σ−12 exp
{
−σ−12 (Xi − µ− δ)
}
I[µ+δ,∞)(Xi)
∝ max
k0≤τ<n
exp
{
τ∑
i=1
[− logσ1 − σ
−1
1 (Xi − µ)] +
n∑
i=τ+1
[− logσ2 − σ
−1
2 (Xi − µ− δ)]
}
= max
k0≤τ<n
exp{
n∑
i=τ+1
{log σ1 + σ
−1
1 (Xi − µ)− log σ2 − σ
−1
2 (Xi − µ− δ)}
−
n∑
i=1
{log σ1 + σ
−1
1 (Xi − µ)}}
To maximize Λ(τ), we need to maximize
n∑
i=τ+1
{logσ1 + σ
−1
1 (Xi − µ)− log σ2 − σ
−1
2 (Xi − µ− δ)}
Define Yi = log σ1+σ
−1
1 (Xi−µ)− log σ2−σ
−1
2 (Xi−µ− δ), and S˜k =
∑n
i=k+1 Yi, we choose
τˆ = argmaxk0≤k<n S˜k.
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In such case,
Λ(τˆ ) =
{
n∏
i=τˆ+1
σ−11 exp
{
−σ−11 (Xi − µ)
}}−1 n∏
i=τˆ+1
σ−12 exp
{
−σ−12 (Xi − µ− δ)
}
= exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
max
k0≤k<n
S˜k
}
So the rejection region is Λ(τˆ ) ≥ L, which is maxk0≤k<n S˜k ≥ L.
Corollary 3.3.2. When σ1 = σ2 = σ, Yi = σ
−1δ and S˜k = σ
−1(n − k)δ. Therefore
maxk0≤k<n Sk = σ
−1(n − k0)δ. The rejection criterion is expressed as σ−1δ(n − k0) ≥ L,
which is essentially n− k0 ≥ L.
ξ = 0, δ < 0 and 0 < α < 1.
Assume that X1, . . . , Xτ come from
iid
∼ f(x, ξ, µ, σ) = σ−1 exp
{
−σ−1(x− µ)
}
I[µ,∞)(x), and
Xτ+1, . . . , Xn, .. come from f(x, ξ, µ+ δ, σ) = σ
−1 exp
{
−σ−1(x− µ− δ)
}
I[µ+δ,∞)(x).
Theorem 3.3.3. For the following level α hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
If there exists j, 1 ≤ j ≤ n, such that xj < µ, H1 holds; Otherwise H0 holds.
Proof. The likelihood for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}
I[µ,∞)(Xi)
The likelihood for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}
I[µ,∞)(Xi)
n∏
i=τ+1
σ−1 exp
{
−σ−1(Xi − µ− δ)
}
I[µ+δ,∞)(Xi)
If there exists j, 1 ≤ j ≤ n, such that Xj < µ, we reject the null hypothesis since the
likelihood under the null will be zero.
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If for all j, Xj ≥ µ, the likelihood ratio statistic becomes
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
= max
0≤τ<n
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
} n∏
i=τ+1
σ−1 exp
{
−σ−1(Xi − µ− δ)
}
= max
0≤τ<n
exp
{
−
τ∑
i=1
σ−1(Xi − µ)−
n∑
i=τ+1
σ−1(Xi − µ− δ)
}
= max
0≤τ<n
exp
{
−
n∑
i=1
σ−1(Xi − µ) + (n− τ)σ
−1δ
}
In order to maximize Λ(τ), we need to maximize τ because δ < 0. Therefore τˆ = n− 1.
Λ(τˆ) =
n∏
i=τˆ+1
exp
{
−σ−1(Xi − µ)
}−1
exp
{
−σ−1(Xi − µ− δ)
}
=
n∏
i=n
exp
{
σ−1δ
}
= exp
{
σ−1δ
}
To sum up, Λ(τˆ) = ∞I{∃j,s.t.Xj<µ} + exp
{
σ−1δ
}
I{∀j,s.t.Xj≥µ}. We reject if Λ(τˆ) ≥ L. If
L ≤ exp
{
σ−1δ
}
, then P0(exp
{
σ−1δ
}
≥ L) = 1 > α, which is contradictory to the level α
test, therefore L > exp
{
σ−1δ
}
. In this case, we reject only when there exists 1 ≤ j ≤ n,
such that Xj < µ.
ξ1 6= ξ2, and ξ1, ξ2 > 0.
Assume thatX1, . . . , Xτ come from
iid
∼ from f(x, ξ1, µ, σ) = σ−1(1+σ−1ξ1(x−µ))
−1− 1
ξ1 I[µ,∞)(x),
and Xτ+1, . . . , Xn.. come from
iid
∼ from f(x, ξ2, µ, σ) = σ−1(1+σ−1ξ2(x−µ))
−1− 1
ξ2 I[µ,∞)(x).
Theorem 3.3.4. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define Yi = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ)) − (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and
Sk =
∑k
i=1 Yi, we reject when Sn −min0≤k<n Sk ≥ L for some constant L.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,∞)(Xi)
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The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1(1+σ−1ξ1(Xi−µ))
−1− 1
ξ1 I[µ,∞)(Xi)
n∏
i=τ+1
σ−1(1+σ−1ξ2(Xi−µ))
−1− 1
ξ2 I[µ,∞)(Xi)
So the likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
= max
0≤τ<n
τ∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
∝ max
0≤τ<n
τ∏
i=1
(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
We want to maximize
τ∏
i=1
(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
τ∑
i=1
(−1− ξ−11 ) log(1 + σ
−1ξ1(Xi − µ)) +
n∑
i=τ+1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
}
= exp{
τ∑
i=1
(−1− ξ−11 ) log(1 + σ
−1ξ1(Xi − µ)) +
n∑
i=1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
−
τ∑
i=1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))}
= exp{
n∑
i=1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
−
τ∑
i=1
{(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))}}
If we define Yi = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and
Sk =
∑k
i=1 Yi, we choose τˆ = argmin0≤k<n Sk.
The likelihood statistic is therefore
Λ(τˆ ) =
{
n∏
i=τ+1
(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
}−1 n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
n∑
i=τ+1
yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
Therefore we reject if Sn −min0≤k<n Sk ≥ L for some constant L.
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ξ1 6= ξ2, and ξ1 < ξ2 < 0.
Assume X1, . . . , Xτ coming from f(x, ξ1, µ, σ) = σ
−1(1+σ−1ξ1(x−µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(x),
Xτ+1, . . . , Xn.. coming from f(x, ξ2, µ, σ) = σ
−1(1 + σ−1ξ2(x− µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(x).
Theorem 3.3.5. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define Yi = (1+ξ
−1
1 ) log(1+σ
−1ξ1(Xi−µ))−(1+ξ
−1
2 ) log(1+σ
−1ξ2(Xi−µ)), Sk =
∑k
i=1 Yi.
If there exists 1 ≤ j ≤ n, Xj > µ− ξ
−1
1 σ, we reject the null hypothesis. If for all 1 ≤ j ≤ n,
Xj ≤ µ− ξ
−1
1 σ, then the rejection region is Sn −min0≤k<n Sk ≥ L for some constant L.
Proof. The likelihood function for the null hypothesis is
L0(τ) =
n∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(Xi)
The likelihood function for the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1(1+σ−1ξ1(Xi−µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(xi)
n∏
i=τ+1
σ−1(1+σ−1ξ2(Xi−µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(Xi)
Since ξ1 < ξ2 < 0, we have −ξ
−1
1 σ < −ξ
−1
2 σ. Therefore if there exists 1 ≤ j ≤ n,
Xj > µ− ξ
−1
1 σ, we reject the null hypothesis. If for all 1 ≤ j ≤ n, Xj ≤ µ− ξ
−1
1 σ, then the
likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
= max
0≤τ<n
τ∏
i=1
(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= max
0≤τ<n
exp{
τ∑
i=1
(−1− ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))
+
n∑
i=τ+1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))}
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So we wish to minimize
τ∑
i=1
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ)) +
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
=
τ∑
i=1
{
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
}
+
n∑
i=1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
If we define Yi = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ)) − (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)),
Sk =
∑k
i=1 Yi, we choose τˆ = argmin0≤k<n Sk.
The likelihood ratio statistic is
Λ(τˆ ) =
{
n∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(Xi)
}−1
×
τˆ∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(Xi)
×
n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(Xi)
= exp
{
n∑
i=τˆ+1
yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
To sum up, the likelihood ratio statistic is
Λ(τˆ ) =∞I{∃1≤j≤n,s.t.Xj>µ−ξ−11 σ}
+ (Sn − min
0≤k<n
Sk)I{∀1≤j≤n,Xj≤µ−ξ−11 σ}
We reject if Λ(τˆ) ≥ L for some constant L.
ξ1 6= ξ2, and ξ2 < ξ1 < 0. Assume that X1, . . . , Xτ come from f(x, ξ1, µ, σ) = σ−1(1 +
σ−1ξ1(x − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(x), and Xτ+1, . . . , Xn.. come from f(x, ξ2, µ, σ) = σ
−1(1 +
σ−1ξ2(x− µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(x).
Theorem 3.3.6. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define Yi = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and S˜k =
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∑n
i=k+1 Yi, and k0 = inf
{
t : Xt+1, Xt+2, . . . , xn ≤ µ− ξ
−1
2 σ
}
. we reject if maxk0≤k<n S˜k ≥
L.
Proof. The likelihood function under the null hypothesis is
L0(τ) =
n∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(Xi)
The likelihood function under the alternative hypothesis is
L1(τ) =
τ∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1 I[µ,µ−ξ−11 σ]
(Xi)
×
n∏
i=τ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(Xi)
Since ξ2 < ξ1 < 0, so µ−ξ
−1
1 σ > µ−ξ
−1
2 σ. Let k0 = inf
{
t : Xt+1, Xt+2, . . . , Xn ≤ µ− ξ
−1
2 σ
}
.
In this case, τ ≥ k0. The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
= max
0≤τ<n
τ∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
∝ max
0≤τ<n
τ∏
i=1
(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= max
0≤τ<n
exp{
τ∑
i=1
(−1− ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))
+
n∑
i=τ+1
(−1− ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))}
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So we are left to minimize
τ∑
i=1
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ)) +
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
=
n∑
i=1
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ)) +
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
−
n∑
i=τ+1
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))
=
n∑
i=1
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))
−
n∑
i=τ+1
{
(1 + ξ−11 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
}
Define Yi = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ)) − (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and
S˜k =
∑n
i=k+1 Yi, we choose τˆ = argmaxk0≤k<n S˜k.
So the likelihood is
Λ(τˆ ) =
{
n∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
}−1 τˆ∏
i=1
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
×
n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
=
n∏
i=τ+1
{
σ−1(1 + σ−1ξ1(Xi − µ))
−1− 1
ξ1
}−1 n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
n∑
i=τˆ+1
yi
}
= exp
{
max
k0≤k<n
S˜k
}
We reject if maxk0≤k<n S˜k ≥ L for some constant L.
ξ1 = 0, ξ2 > 0.
Assume that X1, . . . , Xτ come from
iid
∼ f(x, ξ1, µ, σ) = σ−1 exp
{
−σ−1(x − µ)
}
I[µ,∞)(x),
and Xτ+1, . . . , Xn.. come from
iid
∼ f(x, ξ2, µ, σ) = σ−1(1 + σ−1ξ2(x − µ))
−1− 1
ξ2 I[µ,∞)(x).
Theorem 3.3.7. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
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Define Yi = σ
−1(Xi − µ) − (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and Sk =
∑k
i=1 Yi, we reject
when Sn −min0≤k<n Sk ≥ L for some constant L.
Proof. The likelihood function for the null is
L0(τ) =
n∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}
I[µ,∞)(Xi)
The likelihood function for the alternative is
L1(τ) =
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}
I[µ,∞)(Xi)
n∏
i=τ+1
σ−1(1+σ−1ξ2(Xi−µ))
−1− 1
ξ2 I[µ,∞)(Xi)
So the likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
=
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
} n∏
i=τ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
∝
τ∏
i=1
exp
{
−σ−1(Xi − µ)
} n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
−
τ∑
i=1
σ−1(Xi − µ)−
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
}
= exp{−
τ∑
i=1
σ−1(Xi − µ)−
n∑
i=1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
+
τ∑
i=1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))}
In order to maximize Λ(τ), we need to minimize
∑τ
i=1
{
σ−1(Xi − µ)− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
}
.
If we define Yi = σ
−1(Xi − µ) − (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and Sk =
∑k
i=1 yi, we
choose τˆ = argmin0≤k<n Sk.
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The likelihood statistic is therefore
Λ(τˆ ) =
{
n∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}}−1
×
τˆ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
} n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
=
{
n∏
i=τˆ+1
σ−1 exp
{
−σ−1(Xi − µ)
}}−1 n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
Sn − min
0≤k<n
Sk
}
we reject when Λ(τˆ) ≥ L, which is equivalent to Sn −min0≤k<n Sk ≥ L.
ξ1 = 0, ξ2 < 0.
Assume that X1, . . . , Xτ come from
iid
∼ f(x, ξ1, µ, σ) = σ−1 exp
{
−σ−1(x − µ)
}
I[µ,∞)(x),
andXτ+1, . . . , Xn, .. come from
iid
∼ f(x, ξ2, µ, σ) = σ
−1(1+σ−1ξ2(x−µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(x).
Theorem 3.3.8. For the following hypothesis testing problem:
H0 : τ ≥ n.
H1 : 0 ≤ τ < n.
Define k0 = inf
{
t : Xt+1, Xt+2, . . . , Xn ≤ µ− ξ
−1
2 σ
}
, Yi = σ
−1(Xi − µ)− (1 + ξ
−1
2 ) log(1 +
σ−1ξ2(Xi − µ)), and S˜k =
∑n
i=k+1 yi, we reject if maxk0≤k<n S˜k ≥ L.
Proof. The likelihood function under the null hypothesis is
L0(τ) =
n∏
i=1
σ−1 exp{−σ−1(Xi − µ)}I[µ,∞)(Xi)
The likelihood function under the alternative is
L1(τ) =
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}
I[µ,∞)(Xi)
n∏
i=τ+1
σ−1(1+σ−1ξ2(Xi−µ))
−1− 1
ξ2 I[µ,µ−ξ−12 σ]
(Xi)
define k0 = inf
{
t : Xt+1, Xt+2, . . . , Xn ≤ µ− ξ
−1
2 σ
}
, so τ ≥ k0.
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The likelihood ratio statistic is therefore
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
= max
k0≤τ<n
τ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
} n∏
i=τ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
∝ max
k0≤τ<n
τ∏
i=1
exp
{
−σ−1(Xi − µ)
} n∏
i=τ+1
(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= max
k0≤τ<n
exp
{
−
τ∑
i=1
σ−1(Xi − µ)−
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
}
So to maximize Λ(τ), we need to minimize
τ∑
i=1
σ−1(Xi − µ) +
n∑
i=τ+1
(1 + ξ−12 ) log(1 + σ
−1ξ2(Xi − µ))
=
n∑
i=1
σ−1(Xi − µ)−
n∑
i=τ+1
{
σ−1(Xi − µ)− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
}
If we define Yi = σ
−1(Xi − µ)− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ)), and S˜k =
∑n
i=k+1 Yi, we
choose τˆ = argmaxk0≤k<n S˜k.
The likelihood statistic is therefore
Λ(τˆ ) =
{
n∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
}}−1
×
τˆ∏
i=1
σ−1 exp
{
−σ−1(Xi − µ)
} n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
=
{
n∏
i=τˆ+1
σ−1 exp
{
−σ−1(Xi − µ)
}}−1 n∏
i=τˆ+1
σ−1(1 + σ−1ξ2(Xi − µ))
−1− 1
ξ2
= exp
{
n∑
i=τˆ+1
Yi
}
= exp
{
max
k0≤k<n
S˜k
}
we reject when Λ(τˆ) ≥ L, which is equivalent to maxk0≤k<n S˜k ≥ L.
Remark Theorem 3.3.6 and Theorem 3.3.8 has a strong connection in the sense that The-
orem 3.3.8 is actually the limiting version of Theorem 3.3.6. Let ξ1 = −ǫ, where ǫ > 0 is a
small number. Based on Theorem 3.3.6,
Y ai = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ))− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
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Based on Theorem 3.3.8,
Y bi = σ
−1(Xi − µ)− (1 + ξ
−1
2 ) log(1 + σ
−1ξ2(Xi − µ))
We have
Y ai − Y
b
i = (1 + ξ
−1
1 ) log(1 + σ
−1ξ1(Xi − µ))− σ
−1(Xi − µ)
= (1− ǫ−1) log(1− σ−1ǫ(Xi − µ))− σ
−1(Xi − µ)
= (1− ǫ−1)(−σ−1ǫ(Xi − µ)− o(σ
−1ǫ(Xi − µ))− σ
−1(Xi − µ)
= −σ−1ǫ(Xi − µ))− o((σ
−1ǫ(Xi − µ))
2)→ 0
as ǫ→ 0.
It is also the same case with Theorem 3.3.4 and Theorem 3.3.7, where we take ξ1 = ǫ > 0.
By taking the limit of ǫ→ 0, we get very similar results.
3.4 Summary: Change Detection on Maxima/Minima
Statistic
This section summarizes the algorithm for change all of the parameters of interest: µ, σ
and ξ. Assume that X1, X2, . . . , Xτ
iid
∼ f(x, µ1, σ1, ξ1), where
f(x, µ1, σ1, ξ1) =
1
σ1
{1 + ξ1
xi − µ1
σ1
}−1/ξ1−1 exp{−{1 + ξ1
x− µ1
σ1
}−1/ξ1}I
{1+ξ1
x−µ1
σ1
>0}
and Xτ+1, Xτ+2, . . . , Xn
iid
∼ f(x, µ2, σ2, ξ2), where
f(x, µ2, σ2, ξ2) =
1
σ2
{1 + ξ2
xi − µ2
σ2
}−1/ξ2−1 exp{−{1 + ξ2
x− µ2
σ2
}−1/ξ2}I
{1+ξ2
x−µ2
σ2
>0}
We are interested in the hypothesis testing: H0 : τ ≥ n VS H1 : 0 ≤ τ < n.
Since the density function differs according to the sign of ξ, we separate the discussion
into four scenarios: a) ξ1 = 0, ξ2 = 0. b) ξ1 6= 0, ξ2 6= 0. c) ξ1 6= 0, ξ2 = 0. d) ξ1 = 0, ξ2 6= 0.
ξ1 = 0, ξ2 = 0. It is included in Section 3.2.1 on Change in Gumbel distribution.
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ξ1 6= 0, ξ2 6= 0. The likelihood for the null hypothesis is:
L0(X1, . . . , Xn, µ1, σ1, ξ1)
=
n∏
i=1
1
σ1
{1 + ξ1
Xi − µ1
σ1
}−1/ξ1−1 exp{−{1 + ξ1
Xi − µ1
σ1
}−1/ξ1}I
{1+ξ1
Xi−µ1
σ1
>0}
The likelihood for the alternative is:
L1(X1, . . . , Xn, µ1, σ1, ξ1, µ2, σ2, ξ2)
=
τ∏
i=1
1
σ1
{1 + ξ1
Xi − µ1
σ1
}−1/ξ1−1 exp{−{1 + ξ1
Xi − µ1
σ1
}−1/ξ1}I
{1+ξ1
Xi−µ1
σ1
>0}
×
n∏
i=τ+1
1
σ2
{1 + ξ2
Xi − µ2
σ2
}−1/ξ2−1 exp{−{1 + ξ2
Xi − µ2
σ2
}−1/ξ2}I
{1+ξ2
Xi−µ2
σ2
>0}
If ∃j, such that 1 + ξ1
Xj−µ1
σ1
≤ 0, we reject the null hypothesis. Otherwise, ∀j, 1 +
ξ1
Xj−µ1
σ1
> 0, denote k0 = inf{t : 1 + ξ2
Xt+1−µ2
σ2
> 0, 1 + ξ2
Xt+2−µ2
σ2
> 0, . . . , 1 + ξ2
Xn−µ2
σ2
>
0}. Obviously, τ ≥ k0.
The likelihood ratio statistic is
Λ(τ) =
max0≤τ<n L1(τ)
maxτ≥n L0(τ)
∝ max
0≤τ<n
L1(τ)
=
τ∏
i=1
1
σ1
{1 + ξ1
Xi − µ1
σ1
}−1/ξ1−1 exp{−{1 + ξ1
Xi − µ1
σ1
}−1/ξ1}I
{1+ξ1
Xi−µ1
σ1
>0}
×
n∏
i=τ+1
1
σ2
{1 + ξ2
Xi − µ2
σ2
}−1/ξ2−1 exp{−{1 + ξ2
Xi − µ2
σ2
}−1/ξ2}I
{1+ξ2
Xi−µ2
σ2
>0}
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Therefore, we need maximize
τ∑
i=1
{− logσ1 − (1 +
1
ξ1
) log(1 + ξ1
Xi − µ1
σ1
)− (1 + ξ1
Xi − µ1
σ1
)−1/ξ1}
+
n∑
i=τ+1
{− logσ2 − (1 +
1
ξ2
) log(1 + ξ2
Xi − µ2
σ2
)− (1 + ξ2
Xi − µ2
σ2
)−1/ξ2}
=
n∑
i=1
{− logσ1 − (1 +
1
ξ1
) log(1 + ξ1
Xi − µ1
σ1
)− (1 + ξ1
Xi − µ1
σ1
)−1/ξ1}
−
n∑
i=τ+1
{− logσ1 − (1 +
1
ξ1
) log(1 + ξ1
Xi − µ1
σ1
)− (1 + ξ1
Xi − µ1
σ1
)−1/ξ1}
+
n∑
i=τ+1
{− logσ2 − (1 +
1
ξ2
) log(1 + ξ2
Xi − µ2
σ2
)− (1 + ξ2
Xi − µ2
σ2
)−1/ξ2}
=
n∑
i=1
{− logσ1 − (1 +
1
ξ1
) log(1 + ξ1
Xi − µ1
σ1
)− (1 + ξ1
Xi − µ1
σ1
)−1/ξ1}
+
n∑
i=τ+1
{log σ1 + (1 +
1
ξ1
) log(1 + ξ1
Xi − µ1
σ1
) + (1 + ξ1
Xi − µ1
σ1
)−1/ξ1
− log σ2 − (1 +
1
ξ2
) log(1 + ξ2
Xi − µ2
σ2
)− (1 + ξ2
Xi − µ2
σ2
)−1/ξ2}
If we define Yi = log σ1+(1+
1
ξ1
) log(1+ξ1
Xi−µ1
σ1
)+(1+ξ1
Xi−µ1
σ1
)−1/ξ1−logσ2−(1+
1
ξ2
) log(1+
ξ2
Xi−µ2
σ2
)− (1 + ξ2
Xi−µ2
σ2
)−1/ξ2 , and S˜k =
∑n
i=k+1 Yi, then we need τˆ = argmaxk0≤k<n S˜k.
The likelihood ratio becomes
Λ(τˆ) = exp{
n∑
i=τˆ+1
Yi} = exp{S˜τˆ} = exp{ max
k0≤k<n
S˜k}
We conclude that If ∃j, such that 1 + ξ1
Xj−µ1
σ1
≤ 0, we reject the null hypothesis.
Otherwise, we reject if maxk0≤k<n S˜k ≥ L for some constant L.
ξ1 6= 0, ξ2 = 0. We use the result from b). Note that by taking ξ → 0, we obtain Gumbel
distribution. So if we take ξ2 → 0 in the Yi mentioned in b), we get Yi = log σ1 +
Xi−µ1
σ1
+
exp{−Xi−µ1σ1 } − log σ2 − (1 +
1
ξ2
log(1 + ξ2
Xi−µ2
σ2
) − (1 + ξ2
Xi−µ2
σ2
)−1/ξ2 . The conclusion
being if ∃j, such that 1 + ξ1
Xj−µ1
σ1
≤ 0, we reject the null hypothesis. Otherwise, define
S˜k =
∑n
i=k+1 Yi, we reject when max0≤k≤n S˜k ≥ L.
ξ1 = 0, ξ2 6= 0. The approach is similar. Define Yi = log σ1 + (1 +
1
ξ1
) log(1 + ξ1
Xi−µ1
σ1
) +
(1 + ξ1
Xi−µ1
σ1
)−1/ξ1 − log σ2 −
Xi−µ2
σ2
− exp{−Xi−µ2σ2 }. The conclusion is: define k0 = inf{t :
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1+ ξ2
Xt+1−µ2
σ2
> 0, 1+ ξ2
Xt+2−µ2
σ2
> 0, . . . , 1+ ξ2
Xn−µ2
σ2
> 0}, and S˜k =
∑n
i=k+1 yi, we reject
if maxk0≤k≤n S˜k ≥ L.
3.5 Simulation Study
This section provides a number of simulation studies on change of parameter(s) for the
GEV distributions. Using both the Average Run Length approach and the p-value approach,
we compare the performance of the GEV likelihood based procedure and the normality
based procedure when the underlying distribution is a known GEV distribution. The only
assumption we impose is that the first and the second moments of both distributions are
equal.
3.5.1 Gumbel Simulation
Average Run Length approach. For a change from µ to µ+ δ in the Gumbel distri-
bution under the average run length approach, the simulation procedures are summarized
as follows. We simulate B = 2500 data series {Xn}Tn=1
iid
∼ f(x;µ, σ), where
f(x;µ, σ) = σ−1 exp
{
−σ−1(x− µ)
}
exp
{
− exp
{
−σ−1(x− µ)
}}
.
where x ∈ R and σ > 0. Here T is fixed at 2000 for illustration as long as it is big enough.
For the random variable X with Gumbel distribution f(x;µ, σ), we have
E(X) = µ+ γσ, V AR(X) =
1
6
σ2π2. (3.5.12)
Following Section 3.5.1, the Gumbel likelihood based decision rule is formulated as Sn−
min0≤k<n Sk ≥ L. For a fixed L, and for each simulation b = 1, . . . , B = 2500, we compute
the value of R, where R = inf{n : Sn −min0≤k<nSk ≥ L}. E0(R) can be approximated if
we compute the average of the R values based on these 2500 simulations. We search for L
such that |E0(R)−200|200 is minimized. Since E0(R) is an increasing function of L, with values
ranging from 0 to ∞, such an L exists, and it is unique.
Secondly, we compute E1((R − τ)+) under the alternative hypothesis. For each τ =
0, 1, . . . , 100, we simulate X1, . . . , Xτ
iid
∼ f(x;µ, σ) and Xτ+1, . . . , XT
iid
∼ f(x;µ + δ, σ) for
B = 2500 times, where δ is known. Here T is still kept as 2000.
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Finally, we use the L in the first step and average the R values to get an approximation
of E1((R − τ)
+). Median and standard deviation of (R − τ)+ are also collected.
By Equation 3.5.12, the corresponding normality based scheme is formulated as a change
from N(µ+γσ, 16σ
2π2) to N(µ+ δ+γσ, 16σ
2π2). We stop when we find the first n such that
Tn−min0≤k<n Tk ≥ L˜, where Tk =
∑k
i=1 Zi, and Zi = −(Xi−µ−δ−γσ)
2/(13σ
2π2)+(Xi−
µ − γσ)2/(13σ
2π2). We repeat exactly the same procedure as in the GEV case, computing
E1((R − τ)+) for the normality based procedure and comparing it with the Gumbel based
procedure.
For illustration, we set µ = 0 and σ = 1. In this paper, four simulations are conducted
with different δ, namely δ = 0.1, δ = −0.1, δ = 0.5 and δ = −0.5. See Figure 3.1 and
3.2. Studies show that when δ = 0.1 or −0.1, for the Normality based scheme, it takes a
very long time (close to 2000) to realize detection, indicating its inability to detect a small
change. The Gumbel based procedure works very well, with an average run length of around
78. For a large change of δ = 0.5 or −0.5, the advantage of the Gumbel based procedure
is still obvious. For example, when δ = 0.5, the average run length of the Gumbel based
procedure is around 18, while the number is 27 for the normality counterpart.
P-value Approach. For a change from µ to µ + δ in the Gumbel distribution under
the p-value approach, the simulation procedure can be summarized as follows. As before,
we simulate {Xn}Tn=1
iid
∼ f(x;µ, σ) for B = 2500 times, where T is fixed at 2000. Given each
simulation b = 1, 2, . . . , B, and for n = 1, 2, . . . , T , we compute the Gumbel likelihood based
statistic Sn −min0≤k<n Sk. Thus we have the empirical null distribution Fˆn formed by the
2500 values of Sn −min0≤k<n Sk.
Secondly, we compute Sn−min0≤k<n Sk under the alternative distribution. Let τ be the
change point. For illustration purposes, τ is set to be 20 and 120. We simulateX1, . . . , Xτ
iid
∼
f(x;µ, σ) and Xτ+1, . . . , XT
iid
∼ f(x;µ + δ, σ) for 100 times, where δ is known. Here T is
still kept as 2000. For any τ + 1 ≤ n ≤ T , we have 100 values of Sn −min0≤k<n Sk under
the alternative. For each of those values, a p-value can be calculated against the empirical
null distribution Fˆn. Thus, an empirical distribution of p-values across all τ + 1 ≤ n ≤ T is
obtained.
For the corresponding normality based scheme, we follow exactly the same procedure
described above, except that we need to look at Tn − min0≤k<n Tk under the null and
the alternative, where Tk is derived from the normality change scheme in [14]. Empirical
distribution plots of p-values for τ = 20 and τ = 120 are obtained as well.
As an example, assume µ = 0 and σ = 1. We have performed four simulations with
CHAPTER 3. DETECTING CHANGE IN THE EXTREMES 67
δ = 0.1, δ = −0.1, δ = 0.5 and δ = −0.5. See Figure 3.8 through 3.15. These figures
demonstrate the relative performance between the Gumbel likelihood based procedure and
the normality based procedure in terms of 95%, 75%, 50% and 25% of the p-values.
From the simulation results, we notice that when the underlying distribution is Gumbel
with parameters µ and σ, the p-value approach favors the Gumbel likelihood scheme rather
than the normality based scheme. All of the 95%, 75%, 50% and 25% of the p-values
exhibit the advantage of the Gumbel based scheme over the normality based scheme, and
the advantage is dominant across different τ . It clearly indicates that the Gumbel based
scheme is more effective at detecting a change than the normality based scheme. This
phenomenon is most obvious when the change is subtle. Please compare the graph under
δ = 0.1 or −0.1 with the graph under δ = 0.5 or −0.5.
3.5.2 Fre´chet Simulation
Average Run Length Approach. For a change from µ to µ + δ in the Fre´chet
distribution where δ > 0, we simulate B = 2500 times of the data series {xn}Tn=1 coming
from f(x;µ, σ, α), where
f(x;µ, σ, α) = σ−1α exp
{
−(σ−1(x − µ))−α
}
(σ−1(x − µ))−α−1I(µ,∞)(x)
Here T is chosen as 2000. For illustration purposes, assume the distribution parameters are
µ = 0, σ = 1 and α = 3. For such random variable X , both E(X) and V AR(X) exist, and
E(X) = µ+ σΓ(1− 1/α) V AR(X) = σ2Γ(1− 2/α)− Γ(1− 1/α)2 (3.5.13)
For a fixed L and each simulation b = 1, 2, . . . , B, we simulate {xj}Tj=1. Following the
discussion in Section 3.2.2, denote R = inf{n : maxk0≤k<n S˜k ≥ L} with k0 properly defined.
In the case when all 1 ≤ n ≤ T satisfies maxk0≤k<n S˜k < L, we set R = T . For B = 2500
simulations, we obtain 2500 R values, and compute the average value of R, which serves as
an approximation of E0(R). Then we search for L such that
|E0(R)−200|
200 is minimized.
Secondly, compute E1(R− τ)
+ under the alternative distribution. For τ = 1, 2, . . . , 100,
simulate X1, . . . , Xτ
iid
∼ f(x;µ, σ, α) and Xτ+1, . . . , Xn
iid
∼ f(x;µ + δ, σ, α) for B = 2500
times, where δ is known. Here T is still kept as 2000. For each τ , use the L in the first step
and compute R for B = 2500 times to obtain an approximation of E1(R− τ)+. Median and
standard deviation of (R − τ)+ are obtained in a similar way.
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By Equation 3.5.13, the corresponding normality based scheme can be formulated as
a change from N(µ + σΓ(1 − 1/α), σ2(Γ(1 − 2/α) − Γ(1 − 1/α)2)) to N(µ + δ + σΓ(1 −
1/α), σ2(Γ(1 − 2/α)− Γ(1 − 1/α)2)). The detection rule is Tn −min0≤k<n Tk ≥ L˜, and Tk
are defined as in [14]. We repeat exactly the same procedure for the normal case, computing
E1((R− τ)+) and comparing it with the Fre´chet based procedure.
We have completed simulations with δ = 0.1 and δ = 0.5. See Figure 3.3. Studies show
that when δ = 0.1, the average run length for the Fre´chet based procedure is around 27,
while the number is around 85 for the normality based procedure. When δ = 0.5, the average
run length for the Fre´chet based procedure is around 5, while the number is around 23 for
the normal counterpart. This indicates that the Fre´chet based procedure statistic performs
better than the normality based procedure, and the advantage is considerable when the
change is small in size.
P-value Approach. We simulate {xn}Tn=1
iid
∼ f(x;µ, σ, α) for B = 2500 times. For
each n = 1, 2, . . . , T , if Xn ≤ µ+δ, we assign maxk0≤k<n S˜k = −∞. Otherwise, we compute
the value for k0 according to Section 3.2.2 as well as maxk0≤k<n S˜k. We repeat the process
B = 2500 times. Therefore, for each n, we obtain B = 2500 values for maxk0≤k<n S˜k, which
is the empirical distribution for maxk0≤k<n S˜k, denoted as Fˆn.
Next, we simulate X1, . . . , Xτ
iid
∼ f(x;µ, σ, α) and Xτ+1, . . . , Xn
iid
∼ f(x;µ + δ, σ, α) for
100 times. Let T = 2000 and τ = 20 and 120. For each n = τ+1, . . . , T , we assign the value
of maxk0≤k<n S˜k. For the series {xj}
n
j=1 where n ≥ τ+1, we compute k0 and maxk0≤k<n S˜k.
Therefore we get 100 values for maxk0≤k<n S˜k under the alternative distribution. For each
such value, a p-value can be calculated against the empirical null distribution Fˆn. An
empirical distribution plot of p-values is obtained across all τ + 1 ≤ n ≤ T .
For the corresponding normality based scheme, an empirical plot of the p-values for
τ = 20 and τ = 120 is obtained as well. Figure 3.16 to 3.19 show the relative performance
between the Fre´chet based procedure and the normality based statistic in terms of the 95%,
75%, 50% and 25% of the p-values.
Average Run Length Approach. For a change from µ to µ + δ in the Fre´chet
distribution where δ < 0, we simulate {xn}Tn=1 coming from f(x;µ, σ, α) for B = 2500
times, where T is fixed at 2000. For fixed L and each n = 1, 2, . . . , T , R now becomes
inf{n : Sn − min0≤k<n Sk ≥ L or xn ≤ µ}. If for all 1 ≤ n ≤ T , we observe xn > µ and
Sn −min0≤k<n Sk < L, set R = T . The rest of the step follows exactly the same procedure
as the δ > 0 case for the Fre´chet distribution change.
We conduct two simulations with δ = −0.1 and δ = −0.5. See Figure 3.4. Studies show
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that when δ = −0.5, the average run length for the Fre´chet likelihood based procedure is
around 2, while the number is around 5 for the normality based procedure. When δ = −0.1,
the average run length for the Fre´chet likelihood based procedure is around 20, while the
number is around 49 for the normality based procedure.
P-value Approach. We simulate {xn}Tn=1
iid
∼ f(x;µ, σ, α) for B = 2500 times. For
n = 1, 2, . . . , T , we compute the Sn −min0≤k<n Sk. For each 1 ≤ n ≤ T , we obtain 2500
values for Sn −min0≤k<n Sk, which constitutes the empirical null distribution Fˆn.
Next, we simulate {xn}
τ
n=1
iid
∼ f(x;µ, σ, α), {xn}
T
n=τ+1
iid
∼ f(x;µ+ δ, σ, α) for 100 times.
Let T = 2000 and τ = 20 and 120. In each simulation, we assign the values of Sn −
min0≤k<n Sk for n = τ + 1, . . . , T . For the series {xj}
n
j=1 where n ≥ τ + 1, if Xn ≤ µ, we
assign Sn − min0≤k<n Sk = ∞; otherwise we compute Sn − min0≤k<n Sk. Therefore, we
obtain 100 values for Sn −min0≤k<n Sk under the alternative distribution. For each such
value, a p-value can be calculated against the empirical null distribution Fˆn. Therefore, we
get an empirical distribution plot of p-values across all τ + 1 ≤ n ≤ T .
For the corresponding normality based scheme, an empirical plot of the p-values for
τ = 20 and τ = 120 is obtained as well. Figure 3.20 to Figure 3.23 demonstrate the relative
performance between the Fre´chet based procedure and the normality based procedure in
terms of the 95%, 75%, 50% and 25% of the p-values.
For a change from α to α+δ in the Fre´chet distribution, similar procedures are conducted,
and the results for the average run length approach are summarized in Figure 3.5 and 3.6.
3.5.3 Generalized Pareto Simulation
The Generalized Pareto simulation study is very similar to the previous sections. In
Figure 3.7, we consider a change from µ to µ+ δ for the Generalized Pareto distribution
f(x, ξ, µ, σ1) = σ
−1
1 exp
{
−σ−11 (x− µ)
}
I[µ,∞)(x)
where δ > 0 and ξ = 0. Figure 3.24 to Figure 3.27 illustrate the p-value approach for τ = 20
and 120, and show that it takes a much shorter time for the Generalized Pareto likelihood
based procedure to signal an alarm than the normality based counterpart when a change
occurs.
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3.6 Hurricane Analysis with GEV
This section revisits the analysis on Atlantic hurricanes from year 1851 to 2008 by
modeling the data as Generalized Extreme Value distribution. We focus on the changing
behavior of the maximum sustained winds.
Let us consider the maximum sustained wind speeds as {xn}58n=1. We treat it as coming
from Gumbel (µˆ, σˆ1) to Gumbel (µˆ + δ, σˆ2) where δ = c1σˆ1 and σˆ2 = c2σˆ1. c1 is predeter-
mined as 0.25, 0.5 and 1; c2 is predetermined as 1, 1.5 and 2. The Gumbel density function
is therefore
f(y, µ, σ) = σ−1 exp{−σ−1(yi − µ)} exp{− exp{−σ
−1(yi − µ)}} (3.6.14)
The likelihood based methodology is introduced in Theorem 3.2.1. First, we need to es-
timate µ and σ1 from the first 30 observations by the moment estimation method. Recalling
Equation 3.5.12, we get 

µ+ σ1γ =
1
30
30∑
i=1
yi
1
6
π2σ21 =
1
29
30∑
i=1
(yi − Y¯ )
2
(3.6.15)
Therefore 

σˆ1 =
√√√√ 6
29π2
30∑
i=1
(yi − Y¯ )2 = 11.01390
µˆ =
1
30
30∑
i=1
yi − σˆ1γ = 96.30927
(3.6.16)
Next, we simulate 2500 times {xn}Tn=1
iid
∼ f(y, µˆ, σˆ1), where f(y, µˆ, σˆ1) is defined by E-
quation 3.6.14. Using the simulated data, we create the Gumbel likelihood ratio statistic
Sn−min30≤k<n Sk and obtain the L based on E0(R) = 200. Here ti = σ
−1
1 (yi−µ)−σ
−1
2 (yi−
µ − δ) + log σ1 − log σ2 + exp{−σ
−1
1 (yi − µ)} − exp{−σ
−1
2 (yi − µ)} and Sk =
∑k
i=1 ti as
defined in Theorem 3.2.1. Finally, we apply the hurricane data for the maximum sustained
winds and search for the first n that makes Sn −min30≤k<n Sk ≥ L. See table 3.1.
For the p-value approach on the maximum sustained wind speeds, we follow exactly the
same procedure in Section 3.5.1 by computing the p-value of the Gumbel likelihood ratio
statistic for the data against the simulated test statistics from our estimated parameters.
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For details, please go to Table 3.2. The results are generally consistent, and both of the
approaches indicate a change at the end of the 19th century to the beginning of the 20th
century.
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Figure 3.1: Gumbel likelihood ratio performance: The top pan-
el shows change in Gumbel distribution with parameter change
from (µ, σ) = (0, 1) to (0.1, 1). The bottom panel shows change
in Gumbel distribution with parameter change from (µ, σ) =
(0, 1) to (−0.1, 1). Dotdash, dashed and solid line stand for
mean, median and standard deviation. The normal likelihood
performance in both situations is not shown here because it gives
an average run length of close to 2000, indicating its poor per-
formance.
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Figure 3.2: Performance Comparison: Gumbel likelihood ratio procedure with Normal like-
lihood ratio procedure. Dotdash, dashed and solid line stand for mean, median and standard
deviation. The top panel describes change in Gumbel distribution with parameter change
from (µ, σ) = (0, 1) to (0.5, 1). The bottom panel describes change in Gumbel distribution
with parameter change from (µ, σ) = (0, 1) to (−0.5, 1).
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Figure 3.3: Performance Comparison: Fre´chet likelihood ratio
procedure with Normal likelihood ratio procedure. Dotdash,
dashed and solid line stand for mean, median and standard de-
viation. The top panel describes change in Fre´chet distribution
with parameters change from (µ, σ, α) = (0, 1, 3) to (0.5, 1, 3).
The bottom panel describes change in Fre´chet distribution with
parameter change from (µ, σ, α) = (0, 1, 3) to (0.1, 1, 3).
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Figure 3.4: Performance Comparison: Fre´chet likelihood ratio
procedure with Normal likelihood ratio procedure. Dotdash,
dashed and solid line stand for mean, median and standard de-
viation. The top panel describes change in Fre´chet distribution
with parameters change from (µ, σ, α) = (0, 1, 3) to (−0.5, 1, 3).
The bottom panel describes change in Fre´chet distribution with
parameters change from (µ, σ, α) = (0, 1, 3) to (−0.1, 1, 3).
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Figure 3.5: Performance Comparison: Fre´chet likelihood ratio procedure with Normal likeli-
hood ratio procedure. Dotdash, dashed and solid line stand for mean, median and standard
deviation. The top panel describes change in Fre´chet distribution with parameter change
from (µ, σ, α) = (0, 1, 3)→ (0, 1, 3.1), The bottom panel describes change in Fre´chet distri-
bution with parameter change from (µ, σ, α) = (0, 1, 3) to (0, 1, 3.5).
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Figure 3.6: Performance Comparison: Fre´chet likelihood ratio procedure with Normal likeli-
hood ratio procedure. Dotdash, dashed and solid line stand for mean, median and standard
deviation. The top panel describes change in Fre´chet distribution with parameter change
from (µ, σ, α) = (0, 1, 3) to (0, 1, 2.9), The bottom panel describes change in Fre´chet distri-
bution with parameter change from (µ, σ, α) = (0, 1, 3) to (0, 1, 2.5).
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Figure 3.7: Generalized Pareto likelihood ratio procedure and Normal likelihood ratio pro-
cedure comparison. Dotdash, dashed and solid line stand for mean, median and standard
deviation. The top panel shows change in generalized Pareto distribution with parameter
change from (µ, σ) = (0, 1) to (0.1, 1). The normal likelihood ratio procedure performance
is not shown here because it gives an average run length of close to 2000, indicating its
poor performance. The bottom panel shows change in generalized Pareto distribution with
parameter change from (µ, σ, α) = (0, 1) to (0.5, 1).
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Figure 3.8: P-value Comparison. τ = 20. Change in Gumbel distribution with parameter
change from (µ, σ) = (0, 1) to (0.1, 1). The four panels show 95% (topleft), 75% (topright),
50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio procedure
versus normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is marked
red and the Normal likelihood ratio procedure is marked green.
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Figure 3.9: P-value Comparison. τ = 20. Change in Gumbel distribution with parame-
ter change from (µ, σ, α) = (0, 1) to (−0.1, 1). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio
procedure and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is
marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.10: P-value Comparison. τ = 20. Change in Gumbel distribution with parameter
change from (µ, σ) = (0, 1) to (0.5, 1). The four panels show 95% (topleft), 75% (topright),
50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio procedure
and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is marked
red and the Normal likelihood ratio procedure is marked green.
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Figure 3.11: P-value Comparison. τ = 20. Change in Gumbel distribution with param-
eter change from (µ, σ, α) = (0, 1) to (−0.5, 1). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio
procedure and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is
marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.12: P-value Comparison. τ = 120. Change in Gumbel distribution with parameter
change from (µ, σ) = (0, 1) to (0.1, 1). The four panels show 95% (topleft), 75% (topright),
50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio procedure
and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is marked
red and the Normal likelihood ratio procedure is marked green.
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Figure 3.13: P-value Comparison. τ = 120. Change in Gumbel distribution with param-
eter change from (µ, σ, α) = (0, 1) to (−0.1, 1). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio
procedure and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is
marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.14: P-value Comparison. τ = 120. Change in Gumbel distribution with parameter
change from (µ, σ) = (0, 1) to (0.5, 1). The four panels show 95% (topleft), 75% (topright),
50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio procedure
and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is marked
red and the Normal likelihood ratio procedure is marked green.
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Figure 3.15: P-value Comparison. τ = 120. Change in Gumbel distribution with param-
eter change from (µ, σ, α) = (0, 1) to (−0.5, 1). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Gumbel likelihood ratio
procedure and normal likelihood ratio procedure. The Gumbel likelihood ratio procedure is
marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.16: P-value Comparison. τ = 20. Change in Fre´chet distribution with parameter
change from (µ, σ, α) = (0, 1, 3) to (0.5, 1, 3). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood ra-
tio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.17: P-value Comparison. τ = 20. Change in Fre´chet distribution with parameter
change from (µ, σ, α) = (0, 1, 3) to (0.1, 1, 3). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood ra-
tio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.18: P-value Comparison. τ = 120. Change in Fre´chet distribution with parameter
change from (µ, σ, α) = (0, 1, 3) to (0.5, 1, 3). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood ra-
tio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.19: P-value Comparison. τ = 120. Change in Fre´chet distribution with parameter
change from (µ, σ, α) = (0, 1, 3) to (0.1, 1, 3). The four panels show 95% (topleft), 75%
(topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood ra-
tio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.20: P-value Comparison. τ = 20. Change in Fre´chet distribution with param-
eter change from (µ, σ, α) = (0, 1, 3) to (−0.5, 1, 3). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood
ratio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.21: P-value Comparison. τ = 20. Change in Fre´chet distribution with param-
eter change from (µ, σ, α) = (0, 1, 3) to (−0.1, 1, 3). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood
ratio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.22: P-value Comparison. τ = 120. Change in Fre´chet distribution with param-
eter change from (µ, σ, α) = (0, 1, 3) to (−0.5, 1, 3). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood
ratio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
CHAPTER 3. DETECTING CHANGE IN THE EXTREMES 94
0 50 150 250
0.
0
0.
4
0.
8
number of observations
pv
a
lu
e
0.
0
0.
3
0.
6
0.
9
0 50 150 250
0.
0
0.
4
0.
8
number of observations
pv
a
lu
e
0.
0
0.
3
0.
6
0.
9
0 50 150 250
0.
0
0.
4
0.
8
number of observations
pv
a
lu
e
0.
0
0.
3
0.
6
0.
9
0 50 150 250
0.
0
0.
4
0.
8
number of observations
pv
a
lu
e
0.
0
0.
3
0.
6
0.
9
Figure 3.23: P-value Comparison. τ = 120. Change in Fre´chet distribution with param-
eter change from (µ, σ, α) = (0, 1, 3) to (−0.1, 1, 3). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Fre´chet likelihood
ratio procedure versus the normal likelihood ratio procedure. The Fre´chet likelihood ratio
procedure is marked red and the Normal likelihood ratio procedure is marked green.
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Figure 3.24: P-value Comparison. τ = 20. Change in Generalized Pareto distribution with
parameter change from (µ, σ, α) = (0, 1) → (0.1, 1). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Generalized Pareto
likelihood ratio procedure versus the normal likelihood ratio procedure. The Generalized
Pareto likelihood ratio procedure is marked red and the Normal likelihood ratio procedure
is marked green.
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Figure 3.25: P-value Comparison. τ = 20. Change in Generalized Pareto distribution with
parameter change from (µ, σ, α) = (0, 1) → (0.5, 1). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Generalized Pareto
likelihood ratio procedure versus the normal likelihood ratio procedure. The Generalized
Pareto likelihood ratio procedure is marked red and the Normal likelihood ratio procedure
is marked green.
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Figure 3.26: P-value Comparison. τ = 120. Change in Generalized Pareto distribution with
parameter change from (µ, σ, α) = (0, 1) → (0.1, 1). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Generalized Pareto
likelihood ratio procedure versus the normal likelihood ratio procedure. The Generalized
Pareto likelihood ratio procedure is marked red and the Normal likelihood ratio procedure
is marked green.
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Figure 3.27: P-value Comparison. τ = 120. Change in Generalized Pareto distribution with
parameter change from (µ, σ, α) = (0, 1) → (0.5, 1). The four panels show 95% (topleft),
75% (topright), 50% (bottomleft)and 25% (bottomright) of p values for Generalized Pareto
likelihood ratio procedure versus the normal likelihood ratio procedure. The Generalized
Pareto likelihood ratio procedure is marked red and the Normal likelihood ratio procedure
is marked green.
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Distribution c1 =
1
4 c1 =
1
2 c1 = 1
c2 = 1 1927 1922 1918
c2 = 1.5 1906 1906 1906
c2 = 2 1906 1906 1906
Table 3.1: Average Run Length Approach: Atlantic hurricane data from 1851 to 2008 are
used to detect the distribution change of the maximum sustained winds, assuming no change
between 1851-1880.
Distribution c1 =
1
4 c1 =
1
2 c1 = 1
c2 = 1 1885 1885 1886
c2 = 1.5 1906 1906 1899
c2 = 2 1894 1906 1906
Table 3.2: P-value Approach: Atlantic hurricane data from 1851 to 2008 are used to detect
the distribution change in the maximum sustained winds, assuming no change between
1851-1880.
Chapter 4
Detecting Change in Extreme Order Statistic
This chapter extends the framework in Chapter 3 and discusses the change detection
problem of extreme data with order statistic. Section 4.1 presents an overview of the prob-
lem and the procedure we will follow. In Section 4.2, a general detection methodology
is presented in the context of employing order statistic before details are revealed in Sec-
tion 4.3 and 4.4. Section 4.3 discusses generating order statistic using the rejection sampling
method, which is an extension of generating the maxima (minima). Section 4.4 discusses
how to compute the maximum likelihood estimation for the generalized extreme value dis-
tribution parameters. The main idea is to transform this problem into a linearly constrained
optimization problem. Section 4.5 uses the hurricane example to illustrate our methodology.
4.1 Problem Formulation
Assume we have m blocks of data. In each block i, we observe z
(1)
i , z
(2)
i , . . . , z
(r)
i ,
where z
(1)
i ≥ z
(2)
i , . . . ,≥ z
(r)
i for i = 1, 2, . . . ,m. The joint probability density function for
z
(1)
i , z
(2)
i , . . . , z
(r)
i is
L(z
(1)
i , z
(2)
i , . . . , z
(r)
i ) = exp{−{1 + ξ
z
(r)
i − µ
σ
}−1/ξ}
r∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1−1/ξ (4.1.1)
given 1 + ξ
z
(k)
i −µ
σ > 0 for k = 1, 2, . . . , r.
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Therefore, the likelihood function is
L(z
(1)
i , z
(2)
i , . . . , z
(r)
i , i = 1, 2, . . . ,m) (4.1.2)
=
τ∏
i=1
exp{−{1 + ξ1
z
(r)
i − µ1
σ1
}−1/ξ1}
r∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1−1/ξ1 (4.1.3)
×
m∏
i=τ+1
exp{−{1 + ξ2
z
(r)
i − µ2
σ2
}−1/ξ2}
r∏
k=1
σ−12 {1 + ξ2
z
(k)
i − µ2
σ2
}−1−1/ξ2 (4.1.4)
given 1 + ξ
z
(k)
i −µ
σ > 0 for k = 1, 2, . . . , r and i = 1, 2, ...m.
The change detection problem can be translated to a hypothesis testing problem: H0 :
τ ≥ m H1 : τ < m. H0 indicates no change in the whole series, whereas H1 indicates a
change.
Since we have no idea about (µ1, σ1, ξ1), (µ2, σ2, ξ2) and τ , it is safe to apply the maxi-
mum likelihood approach. In theory, τ can be any value as long as it satisfies 0 ≤ τ ≤ m,
but because we need to estimate (µ1, σ1, ξ1) and (µ2, σ2, ξ2), if τ is too close to the begin-
ning or the end of the data series, the maximum likelihood estimation for either (µ1, σ1, ξ1)
or (µ2, σ2, ξ2) will be poor and has high variance, which is detrimental to the analysis in
the later stage. For this purpose, we limit t0 ≤ τ ≤ t1, where t0 and t1 are both positive
integers. This ensures sufficient data points for estimating both (µ1, σ1, ξ1) and (µ2, σ2, ξ2).
For simplicity, we choose t0 and t1 such that t0 is roughly close to m− t1.
To infer the actual change point τ , which we denote as τˆ , there are two ways to tack-
le this issue: One way is that for each t0 ≤ τ ≤ t1, obtain (µˆ1, σˆ1, ξˆ1) from observations
1, 2, . . . , τ , and (µˆ2, σˆ2, ξˆ2) from observations τ +1, τ +2, . . . ,m using maximum likelihood.
We will explain the methodology to this estimation problem in Section 4.4. We substitute
those values into the likelihood function Equation 4.1.2 and compute their likelihood val-
ues. Finally, we choose τˆ and the corresponding (µˆ1, σˆ1, ξˆ1) and (µˆ1, σˆ2, ξˆ2) such that the
likelihood function of Equation 4.1.2 is maximized.
Another approach is to find out which τˆ best separates the parameter vectors (µ1, σ1, ξ1)
and (µ2, σ2, ξ2), which is the methodology used in Chapter 4. For each τ , we obtain
(µˆ1, σˆ1, ξˆ1) from observations 1, 2, . . . , τ and (µˆ2, σˆ2, ξˆ2) from observations τ + 1, . . . ,m us-
ing the maximum likelihood approach as usual. We wish to find a τˆ such that the distance
between (µˆ1, σˆ1, ξˆ1) and (µˆ2, σˆ2, ξˆ2) is maximized. Here we use the L2 norm as a distance
measure, which is expressed as ||x|| =
√
x21 + . . .+ x
2
p, where p is the dimension of the vector
x.
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After obtaining τˆ and the corresponding (µˆ1, σˆ1, ξˆ1) and (µˆ2, σˆ2, ξˆ2), we record
δ = (µˆ1, σˆ1, ξˆ1)− (µˆ2, σˆ2, ξˆ2)
This serves as our ”naive” test statistic.
Our next job is to simulate a null setting, the key of which being the choice of the null
parameter. Based on the location of τˆ , we obtain the estimated null parameter θ∗0 , with
which we use to generate random sample from the generalized extreme value distribution of
size m. To determine θ∗0 , if τˆ >
t0+t1
2 , we obtain θ
∗
0 based on the observations 1, . . . , τˆ − k0.
Otherwise, we obtain θ∗0 based on the observations τˆ + k0, . . . ,m, where k0 is our buffer,
and typically a small number.
The intention of estimating θ∗0 and introducing another parameter k0 reflects our con-
servative approach: if τˆ > t0+t12 , there are sufficient observations in the first half, which
generally leads to a better estimate. Since τˆ is our estimation and in most cases, might not
be exactly the true change point τ , we bring in errors. To allow the parameter k0 into the
analysis, we want to mitigate side effect of the estimation error of τ . Leveraging observations
1, . . . , τˆ − k0 when τˆ is large and observations τˆ + k0, . . . ,m when τˆ is small contributes
more accuracy in the estimation of θ∗0 .
In simulating the null setting, we need to generate independent and identically distribut-
ed random samples from θ∗0 in order to perform parametric bootstrap. Section 4.3 explains
in detail how to use rejection sampling to simulate order statistic in its vector form. For
each simulation b = 1, 2, . . . , B, repeat the previous steps in finding τˆb, and (µˆ1b, σˆ1b, ξˆ1b)
and (µˆ2b, σˆ2b, ξˆ2b), and compute δb = (µˆ1b, σˆ1b, ξˆ1b)− (µˆ2b, σˆ2b, ξˆ2b).
Our final step is to compute the p-value of δb against the null distribution formed by δb,
b = 1, 2, . . . , B. This can be done in several ways including multivariate quantile techniques
and standardization. Here we adopt the latter approach by standardizing our ”naive” test
statistic δb. From δb, b = 1, 2, . . . , B, it is easy to obtain the sample variance-covariance
matrix Σˆ, which is defined as:
Σˆ =
1
B − 1
B∑
b=1
(δb − δ¯)(δb − δ¯)
′
where δ¯ = 1B
∑B
b=1 δb.
Our test statistic is defined as R = δΣˆ−1δ′, and the null test statistics are defined
as Rb = δbΣˆ
−1δ′b for b = 1, 2, . . . , B. To avoid the situation that the sample variance-
CHAPTER 4. DETECTING CHANGE IN EXTREME ORDER STATISTIC 103
covariance matrix might have a large conditional number, we make a small adjustment by
defining R˜ = δ(Σˆ + Λ)−1δ′, and define the null test statistics as R˜b = δb(Σˆ + Λ)
−1δ′b, where
Λ = diag{ǫ, . . . , ǫ}. Here ǫ is a very small number, say 10−6 in our analysis.
To compute the p-value, we simply compute the quantile of R˜ against R˜b, where b =
1, 2, . . . , B. If no change model fits the real data, we should expect to see R˜ in the middle
range in the empirical probability distribution Fˆ formed by R˜b, b = 1, 2, . . . , B. On the
contrary, if the change model fits the real data, we should expect R˜ to be in the tails of the
empirical distribution Fˆ . This p-value gives strength of evidence whether the change model
fits the data or not. Small p-value indicates rejection of the no change model and favors the
change model.
4.2 Change Detection with Order Statistic
This section provides full details about our procedure.
Assume that the data series are divided into m blocks and for each block i, we consider
the largest ri order statistic together, namely z
(1)
i ≥ . . . ≥ z
(ri)
i . This idea is motivated by
[22] on modeling the sea level with order statistic. From our perspective, order statistic can
also be used to monitor changes in the extreme behaviors. This is a natural generalization
of the situation where ri = 1 for all i = 1, 2, . . . ,m. In this section, we aim to generalize
the discussion of [15] by establishing a change detection methodology for GEV distribution
using order statistic.
Assume we observe Zi = (z
(1)
i , . . . , z
(ri)
i ), where i = 1, 2, . . . ,m, and z
(1)
i , . . . , z
(ri)
i are
the largest ri order statistics in block i. The likelihood function for block i is
Li(µ, ξ, σ) = exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1
for ξ 6= 0, and 1 + ξ
z
(k)
i −µ
σ > 0.
And the likelihood function is
Li(µ, σ, ξ) = exp{− exp{−
z
(ri)
i − µ
σ
}} ×
ri∏
k=1
σ−1 exp{−
z
(k)
i − µ
σ
}
for ξ = 0.
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We are interested in whether there is any change in block τ and onwards, where 0 ≤ τ ≤
m. To formulate it into a hypothesis testing problem, we testH0 : τ ≥ mVSH1 : 0 ≤ τ < m.
First let us consider the change from µ to µ+ δ under ξ 6= 0.
The likelihood function for the null hypothesis is
L0(µ, ξ, σ) =
m∏
i=1
{exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1}
provided that 1 + ξ
z
(k)
i −µ
σ > 0 for k = 1, 2..., ri and i = 1, 2...,m.
Under the alternative, the likelihood function is
L1(µ, ξ, σ) =
τ∏
i=1
{exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1}
×
m∏
i=τ+1
{exp{−{1 + ξ
z
(ri)
i − µ− δ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ− δ
σ
}−1/ξ−1}
provided that 1+ ξ
z
(k)
i −µ
σ > 0 for i = 1, 2, . . . , τ and 1+ ξ
z
(k)
i −µ−δ
σ > 0 for i = τ +1, . . . ,m.
k = 1, 2, . . . , ri.
If ∃j, such that min(1+ξ
z
(1)
j −µ
σ , 1+ξ
z
(rj)
j −µ
σ ) ≤ 0, we reject the null because the likelihood
for the null will be zero. Otherwise, we assume that ∀j, min(1+ξ
z
(1)
j −µ
σ , 1+ξ
z
(rj)
j −µ
σ ) > 0 and
k0 = inf{t : min(1 + ξ
z
(1)
t+1−µ−δ
σ , 1 + ξ
z
(rt+1)
t+1 −µ−δ
σ ),min(1 + ξ
z(1)m −µ−δ
σ , 1 + ξ
z(rm)m −µ−δ
σ ) > 0}.
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Clearly, τ ≥ k0.
Λ(µ, ξ, σ) =
maxk0≤τ<m L1(τ)
maxτ≥m L0(τ)
= {
m∏
i=1
{exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1}}−1
×
τ∏
i=1
{exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1}
×
m∏
i=τ+1
{exp{−{1 + ξ
z
(ri)
i − µ− δ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ− δ
σ
}−1/ξ−1}
∝
τ∏
i=1
{exp{−{1 + ξ
z
(ri)
i − µ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1/ξ−1}
×
m∏
i=τ+1
{exp{−{1 + ξ
z
(ri)
i − µ− δ
σ
}−1/ξ} ×
ri∏
k=1
σ−1{1 + ξ
z
(k)
i − µ− δ
σ
}−1/ξ−1}
Maximizing Λ is equivalent to maximizing logΛ.
log Λ =
τ∑
i=1
{−(1 + ξ
z
(ri)
i − µ
σ
)−1/ξ +
ri∑
k=1
{− logσ − (1 + 1/ξ) log(1 + ξ
z
(k)
i − µ
σ
)}}
+
m∑
i=τ+1
{−(1 + ξ
z
(k)
i − µ− δ
σ
)−1/ξ +
ri∑
k=1
{− logσ − (1 + 1/ξ) log(1 + ξ
z
(k)
i − µ− δ
σ
)}}
=
m∑
i=1
{−(1 + ξ
z
(ri)
i − µ
σ
)−1/ξ +
ri∑
k=1
{− logσ − (1 + 1/ξ) log(1 + ξ
z
(k)
i − µ
σ
)}}
+
m∑
i=τ+1
{−(1 + ξ
z
(ri)
i − µ− δ
σ
)−1/ξ + (1 + ξ
z
(ri)
i − µ
σ
)−1/ξ − (1 + 1/ξ)
ri∑
k=1
log
1 + ξ
z
(k)
i −µ−δ
σ
1 + ξ
z
(k)
i −µ
σ
}
Define yi = −(1+ ξ
z
(ri)
i −µ−δ
σ )
−1/ξ +(1+ ξ
z
(ri)
i −µ
σ )
−1/ξ − (1+1/ξ)
∑ri
k=1 log
1+ξ
z
(k)
i
−µ−δ
σ
1+ξ
z
(k)
i
−µ
σ
,
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and S˜k =
∑m
i=k+1 yi, we choose τˆ = argmaxk0≤k<m S˜k. Therefore,
Λ(µ, ξ, σ)
= exp{
m∑
i=τˆ+1
{−(1 + ξ
z
(ri)
i − µ− δ
σ
)−1/ξ + (1 + ξ
z
(ri)
i − µ
σ
)−1/ξ − (1 + 1/ξ)
ri∑
k=1
log
1 + ξ
z
(k)
i −µ−δ
σ
1 + ξ
z
(k)
i −µ
σ
}}
= exp{
m∑
i=τˆ+1
yi}
= exp{ max
k0≤k<m
S˜k}
Therefore, we reject when maxk0≤k<m S˜k ≥ L for some constant L.
To sum up, we reject either when ∃j, such that min(1 + ξ
z
(1)
j −µ
σ , 1 + ξ
z
(rj)
j −µ
σ ) ≤ 0, or
when ∀j, min(1 + ξ
z
(1)
j −µ
σ , 1 + ξ
z
(rj)
j −µ
σ ) > 0, maxk0≤k<m S˜k ≥ L.
When ξ = 0, the likelihood function for the null hypothesis is
L0(µ, σ) =
m∏
i=1
{exp{− exp{−
zrii − µ
σ
}} ×
ri∏
k=1
σ−1 exp{−
z
(k)
i − µ
σ
}}
The likelihood function for the alternative hypothesis is
L1(µ, σ) =
τ∏
i=1
{exp{− exp{−
z
(ri)
i − µ
σ
}} ×
ri∏
k=1
σ−1 exp{−
z
(k)
i − µ
σ
}}
×
m∏
i=τ+1
{exp{− exp{−
z
(ri)
i − µ− δ
σ
}} ×
ri∏
k=1
σ−1 exp{−
z
(k)
i − µ− δ
σ
}}
The likelihood ratio statistic is
Λ(µ, σ) =
max0≤τ<m L1(τ, µ, σ)
maxτ≥m L0(τ, µ, σ)
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So we need to maximize L1(τ, µ, σ).
logL1(τ, µ, σ) =
τ∑
i=1
{− exp{−
z
(ri)
i − µ
σ
}+
ri∑
k=1
{− logσ −
z
(k)
i − µ
σ
}}
+
m∑
i=τ+1
{− exp{−
z
(ri)
i − µ− δ
σ
}+
ri∑
k=1
{− logσ −
z
(k)
i − µ− δ
σ
}}
=
m∑
i=1
{− exp{−
z
(ri)
i − µ
σ
}+
ri∑
k=1
{− logσ −
z
(k)
i − µ
σ
}}
+
m∑
i=τ+1
{exp{−
z
(ri)
i − µ
σ
} − exp{−
z
(ri)
i − µ− δ
σ
}+
riδ
σ
}
Denote yi = exp{−
z
(ri)
i −µ
σ } − exp{−
z
(ri)
i −µ−δ
σ } +
riδ
σ , and Sk =
∑k
i=1 yi, we choose
τˆ = argmin0≤k<m Sk.
Therefore,
Λ(τˆ , µ, σ) =
m∑
i=τˆ+1
yi = Sm − min
0≤k<m
Sk
We reject if Sn −min0≤k<m Sk ≥ L for some constant L.
For a change in all the parameters µ,σ and ξ, we separate the discussion into four
scenarios: a) ξ1 = 0, ξ2 = 0. b) ξ1 6= 0, ξ2 6= 0. c) ξ1 6= 0, ξ2 = 0. d) ξ1 = 0, ξ2 6= 0.
ξ1 6= 0, ξ2 6= 0. The null hypothesis becomes
L0(µ, ξ, σ) =
m∏
i=1
{exp{−{1 + ξ1
z
(ri)
i − µ1
σ1
}−1/ξ1} ×
ri∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1/ξ1−1}
provided that 1 + ξ1
z
(k)
i −µ1
σ1
> 0 for k = 1, 2..., ri and i = 1, 2...,m.
The alternative hypothesis is
L1(µ, ξ, σ) =
τ∏
i=1
{exp{−{1 + ξ1
z
(ri)
i − µ1
σ1
}−1/ξ1} ×
ri∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1/ξ1−1}
×
m∏
i=τ+1
{exp{−{1 + ξ2
z
(ri)
i − µ2
σ2
}−1/ξ2} ×
ri∏
k=1
σ−12 {1 + ξ2
z
(k)
i − µ2
σ2
}−1/ξ2−1}
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If ∃j, such that min(1 + ξ1
z
(1)
j −µ1
σ1
, 1 + ξ1
z
(rj )
j −µ1
σ1
) ≤ 0, we reject the null because the
likelihood for the null will be zero. Otherwise, we assume that ∀j, min(1 + ξ1
z
(1)
j −µ1
σ1
, 1 +
ξ1
z
(rj)
j −µ1
σ1
) > 0 and k0 = inf{t : min(1+ξ2
z
(1)
t+1−µ2
σ2
, 1+ξ2
z
(rt+1)
t+1 −µ2
σ2
), . . . ,min(1+ξ2
z(1)m −µ2
σ2
, 1+
ξ2
z(rm)m −µ2
σ2
) > 0}. Clearly, τ ≥ k0.
The likelihood ratio statistic becomes
Λ(µ, ξ, σ) =
maxk0≤τ<m L1(τ)
maxτ≥m L0(τ)
= {
m∏
i=1
{exp{−{1 + ξ1
z
(ri)
i − µ1
σ1
}−1/ξ1} ×
ri∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1/ξ1−1}}−1
×
τ∏
i=1
{exp{−{1 + ξ1
z
(ri)
i − µ1
σ1
}−1/ξ1} ×
ri∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1/ξ1−1}
×
m∏
i=τ+1
{exp{−{1 + ξ2
z
(ri)
i − µ2
σ2
}−1/ξ2} ×
ri∏
k=1
σ−12 {1 + ξ2
z
(k)
i − µ2
σ2
}−1/ξ2−1}
∝
τ∏
i=1
{exp{−{1 + ξ1
z
(ri)
i − µ1
σ1
}−1/ξ1} ×
ri∏
k=1
σ−11 {1 + ξ1
z
(k)
i − µ1
σ1
}−1/ξ1−1}
×
m∏
i=τ+1
{exp{−{1 + ξ2
z
(ri)
i − µ2
σ2
}−1/ξ2} ×
ri∏
k=1
σ−12 {1 + ξ2
z
(k)
i − µ2
σ2
}−1/ξ2−1}
Maximizing Λ is equivalent to maximizing logΛ.
log Λ =
τ∑
i=1
{−(1 + ξ1
z
(ri)
i − µ1
σ1
)−1/ξ1 +
ri∑
k=1
{− logσ1 − (1 + 1/ξ1) log(1 + ξ1
z
(k)
i − µ1
σ1
)}}
+
m∑
i=τ+1
{−(1 + ξ2
z
(k)
i − µ2
σ2
)−1/ξ2 +
ri∑
k=1
{− logσ2 − (1 + 1/ξ2) log(1 + ξ2
z
(k)
i − µ2
σ2
)}}
=
m∑
i=1
{−(1 + ξ1
z
(ri)
i − µ1
σ1
)−1/ξ1 +
ri∑
k=1
{− logσ1 − (1 + 1/ξ1) log(1 + ξ1
z
(k)
i − µ1
σ1
)}}
+
m∑
i=τ+1
{−(1 + ξ2
z
(ri)
i − µ2
σ2
)−1/ξ2 + (1 + ξ1
z
(ri)
i − µ1
σ1
)−1/ξ1
+
ri∑
k=1
{log σ1 + (1 +
1
ξ1
) log(1 + ξ1
z
(k)
i − µ1
σ1
)− log σ2 − (1 +
1
ξ2
) log(1 + ξ2
z
(k)
i − µ2
σ2
)}}
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Define
yi = −(1 + ξ2
z
(ri)
i − µ2
σ2
)−1/ξ2 + (1 + ξ1
z
(ri)
i − µ1
σ1
)−1/ξ1
+
ri∑
k=1
{log σ1 + (1 +
1
ξ1
) log(1 + ξ1
z
(k)
i − µ1
σ1
)− log σ2 − (1 +
1
ξ2
) log(1 + ξ2
z
(k)
i − µ2
σ2
)}
and S˜k =
∑m
i=k+1 yi, we choose τˆ = argmaxk0≤k<m S˜k.
It is easy to show that
Λ(τˆ ) = exp{S˜τˆ} = exp{ max
k0≤k<m
S˜k}
We reject when maxk0≤k<m S˜k ≥ L.
To sum up, If ∃j, such that min(1 + ξ1
z
(1)
j −µ1
σ1
, 1 + ξ1
z
(rj )
j −µ1
σ1
) ≤ 0, we reject the null,
otherwise, we reject if maxk0≤k<m S˜k exceeds some constant L.
ξ1 = 0, ξ2 = 0. The likelihood under the null hypothesis is
L0(µ, σ) =
m∏
i=1
{exp{− exp{−
zrii − µ1
σ1
}} ×
ri∏
k=1
σ−11 exp{−
z
(k)
i − µ1
σ1
}}
The likelihood for the alternative is
L1(µ1, σ1, µ2, σ2) =
τ∏
i=1
{exp{− exp{−
z
(ri)
i − µ1
σ1
}} ×
ri∏
k=1
σ−11 exp{−
z
(k)
i − µ1
σ1
}}
×
m∏
i=τ+1
{exp{− exp{−
z
(ri)
i − µ2
σ2
}} ×
ri∏
k=1
σ−12 exp{−
z
(k)
i − µ2
σ2
}}
The likelihood ratio statistic is
Λ(µ1, σ1, µ2, σ2) =
max0≤τ<m L1(τ, µ1, σ1, µ2, σ2)
maxτ≥m L0(τ, µ1, σ1)
∝ max
0≤τ<m
L1(τ, µ1, σ1, µ2, σ2)
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So we need to maximize L1(τ, µ1, σ1, µ2, σ2).
logL1(τ, µ1, σ1, µ2, σ2)
=
τ∑
i=1
{− exp{−
z
(ri)
i − µ1
σ1
}+
ri∑
k=1
{− logσ1 −
z
(k)
i − µ1
σ1
}}
+
m∑
i=τ+1
{− exp{−
z
(ri)
i − µ2
σ2
}+
ri∑
k=1
{− logσ2 −
z
(k)
i − µ2
σ2
}}
=
m∑
i=1
{− exp{−
z
(ri)
i − µ1
σ1
}+
ri∑
k=1
{− logσ1 −
z
(k)
i − µ1
σ1
}}
+
m∑
i=τ+1
{exp{−
z
(ri)
i − µ1
σ1
} − exp{−
z
(ri)
i − µ2
σ2
}+
ri∑
k=1
{logσ1 − log σ2 +
z
(k)
i − µ1
σ1
−
z
(k)
i − µ2
σ2
}
Denote yi = exp{−
z
(ri)
i −µ1
σ1
}−exp{−
z
(ri)
i −µ2
σ2
}+
∑ri
k=1{logσ1−log σ2+
z
(k)
i −µ1
σ1
−
z
(k)
i −µ2
σ2
},
and S˜k =
∑m
i=k+1 yi, we choose τˆ = argmax0≤k<m S˜k.
Therefore,
Λ(τˆ , µ1, σ1, µ2, σ2) =
m∑
i=τˆ+1
yi = max
0≤k<m
S˜k
We reject if max0≤k<m S˜k ≥ L for some constant L.
ξ1 = 0, ξ2 6= 0. Define
yi = −(1 + ξ2
z
(ri)
i − µ2
σ2
)−1/ξ2 + exp{−
z
(ri)
i − µ1
σ1
}
+
ri∑
k=1
{log σ1 +
z
(k)
i − µ1
σ1
− log σ2 − (1 +
1
ξ2
) log(1 + ξ2
z
(k)
i − µ2
σ2
)}
Define k0 = inf{t : 1 + ξ2
xt+1−µ2
σ2
> 0, 1 + ξ2
xt+2−µ2
σ2
> 0, . . . , 1 + ξ2
xn−µ2
σ2
> 0}, and
S˜k =
∑n
i=k+1 yi, we reject if maxk0≤k<n S˜k ≥ L.
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ξ1 6= 0, ξ2 = 0. Define
yi = − exp{−
z
(ri)
i − µ2
σ2
}+ (1 + ξ1
z
(ri)
i − µ1
σ1
)−1/ξ1
+
ri∑
k=1
{log σ1 + (1 +
1
ξ1
) log(1 + ξ1
z
(k)
i − µ1
σ1
)− log σ2 −
z
(k)
i − µ2
σ2
}
The conclusion being if ∃j, such that 1 + ξ1
xj−µ1
σ1
≤ 0, we reject the null hypothesis. Oth-
erwise, define S˜k =
∑n
i=k+1 yi, we reject when max0≤k<n S˜k ≥ L.
4.3 Generating the R-order Statistic
In order to perform inference on change detection using order statistic, we need to
compute the p-value to indicate the strength of evidence for a change. Since p-value is
computed under the null case, i.e. when there is no change, it is important to simulate
order statistic by blocks under the null scenario.
To formulate mathematically, given the number of order statistic r, our objective is to
simulate (z
(1)
i , z
(2)
i , . . . , z
(r)
i ) within each block i, where z
(1) ≥ z(2) . . . ≥ z(r) and (z
(1)
i , z
(2)
i , . . . , z
(r)
i )
are the maximum r-order statistic. The joint probability function for (z
(1)
i , z
(2)
i , . . . , z
(r)
i ) is
given by:
f(z(1), z(2), . . . , z(r)) = f(z(1))f(z(2)|z(1))...f(z(r)|z(1), . . . , z(r−1)) (4.3.5)
Inspired by Equation 4.3.5, a sequential generating algorithm can be designed using
rejection sampling. Conditional on z
(1)
i , . . . , z
(k−1)
i , we generate z
(k)
i for k = 2, . . . , r. The
following algorithm is proposed:
Step 0: Simulate z
(1)
i by generating a random number from gev(µ, σ, ξ). This is due to
the fact that z
(1)
i is the maxima within block i. R packages evd has the function rgev to
perform this task.
for j = 2, . . . , r:
Step 1: compute f(z
(j)
i |z
(1)
i , ...z
(j−1)
i ).
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By [22], the joint probability density function for (z
(1)
i , . . . , z
(r)
i ) is
f(z
(1)
i , ...z
(r−1)
i , z
(r)
i )
= exp{−{1 + ξ
z
(r)
i − µ
σ
}−1/ξ}
r∏
k=1
{σ−1{1 + ξ
z
(k)
i − µ
σ
}−1−1/ξI
{1+ξ
z
(k)
i
−µ
σ
>0}
}I
{z
(r)
i ≤...≤z
(1)
i }
Therefore, the conditional probability of f(z
(j)
i |z
(1)
i , ...z
(j−1)
i ) is given by
f(z
(j)
i |z
(1)
i , ...z
(j−1)
i ) = f(z
(1)
i , ...z
(j−1)
i )
−1f(z
(1)
i , ...z
(j−1)
i , z
(j)
i )
= {exp{−{1 + ξ
z
(j−1)
i − µ
σ
}−1/ξ}
j−1∏
k=1
{σ−1{1 + ξ
z
(k)
i − µ
σ
}−1−1/ξI
{1+ξ
z
(k)
i
−µ
σ
>0}
}I
{z
(j−1)
i ≤...≤z
(1)
i }
}−1
× exp{−{1 + ξ
z
(j)
i − µ
σ
}−1/ξ}
j∏
k=1
{σ−1{1 + ξ
z
(k)
i − µ
σ
}−1−1/ξI
{1+ξ
z
(k)
i
−µ
σ
>0}
}I
{z
(j)
i ≤...≤z
(1)
i }
= exp{−{1 + ξ
z
(j)
i − µ
σ
}−1/ξ + {1 + ξ
z
(j−1)
i − µ
σ
}−1/ξ}
× σ−1{1 + ξ
z
(j)−µ
i
σ
}−1−1/ξI
{1+ξ
z
(j)
i
−µ
σ
>0}
I
{z
(j)
i ≤z
(j−1)
i }
Think of it as f(x|z
(1)
i , ...z
(j−1)
i ).
Step 2: Take
g(x) = exp{−{1 + ξ
x− µ
σ
}−1/ξ}σ−1{1 + ξ
x− µ
σ
}−1−1/ξI{1+ξ x−µ
σ
>0}
In the rejection sampling, it is necessary to specify another function g(x), from which it is
easy to draw samples. Here we choose g(x) as the probability density function of gev(µ, σ, ξ).
Step 3: Draw a sample x from g(x), which is gev(µ, σ, ξ). This step is identical as Step
0.
Step 4: Determine the constant c
c = exp{{1 + ξ
z
(i−1)
i − µ
σ
}−1/ξ}
Step 5: Compute the probability of including x in our sample pool:
r =
f(x|z
(i−1)
i , . . . , z
(1)
i )
cg(x)
= I
{x≤z
(i−1)
i }
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It turns out that r is an indicator function having values of either 0 or 1.
Step 6: If x ≤ z
(i−1)
i , we accept x with probability 1. Otherwise, we reject x with
probability 1 and go back to Step 3.
end
In summary, for each block 1 ≤ i ≤ m, we may simulate (z
(1)
i , . . . , z
(r)
i ) and save them
for later analysis.
4.4 Maximum Likelihood Estimation
This section is devoted to computing the maximum likelihood estimation. As stated in
Equation 4.1.1, the joint distribution for (z(1), . . . , z(r)) is
f(z(1), . . . , z(r)) = exp{−{1 + ξ
z(r) − µ
σ
}−1/ξ}
×
r∏
k=1
σ−1{1 + ξ
z(k) − µ
σ
}−1−1/ξ
given 1 + ξ z
(k)−µ
σ > 0 for k = 1, 2, . . . , r, and σ > 0.
Therefore, the likelihood for the observed data is
L(z
(1)
i , . . . , z
(r)
i , i = 1, 2, . . . ,m) =
m∏
i=1
exp{−{1 + ξ
z
(r)
i − µ
σ
}−1/ξ}
×
r∏
k=1
σ−1{1 + ξ
z
(k)
i − µ
σ
}−1−1/ξ
given 1 + ξ
z
(k)
i −µ
σ > 0 for k = 1, 2, . . . , r, i = 1, 2, . . . ,m, and σ > 0.
To compute the maximum likelihood (µˆ, σˆ, ξˆ) estimator, we should maximize L under the
constraint that 1 + ξ
z
(k)
i −µ
σ > 0 for k = 1, 2, . . . , r, and i = 1, 2, . . . ,m. This is a constraint
optimization problem and the constraint is non linear. However, we manage to transform
the above problem into a constraint optimization with linear constraints by transforming
the parameters.
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

θ1 = ξ/σ
θ2 = ξµ/σ
θ3 = σ
(4.4.6)
The constraints become:
{
1 + θ1z
(k)
i − θ2 > 0 ∀i = 1, . . . ,m; k = 1, 2, . . . , r.
θ3 > 0
Written in the matrix form, it becomes Uθ − c ≥ 0, where U =


z
(1)
1 −1 0
z
(2)
1 −1 0
...
z
(r)
i −1 0
...
z
(1)
m −1 0
..
z
(r)
m −1 0
0 0 1


.
Put c = (−1 + ǫ, . . . ,−1 + ǫ, ǫ)′, where ǫ is a very small positive number. Here we use
ǫ = 10−6.
The objective function becomes
L =
m∏
i=1
exp{−{1 + θ1z
(r)
i − θ2}
−1/(θ1θ3)}
r∏
k=1
θ−13 {1 + θ1z
(k)
i − θ2}
−1−1/(θ1θ3)
Now we implement the constrOptim function in the R package, and solve θˆ1, θˆ2 and θˆ3. After
this step, according to Equation 4.4.6, we transform those estimated parameters backwards
and solve for the original parameters (µˆ, σˆ, ξˆ).


µˆ = θˆ2/θˆ1
σˆ = θˆ3
ξˆ = θˆ1θˆ3
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4.5 Hurricane Data Analysis with Order Statistic
This section revisits the change detection problem on maximum sustained wind speeds
with the procedure described above.
One change point model is assumed. The data set consists of r-largest sustained wind
speeds across all Atlantic hurricanes each year from 1951-2008. Year is considered blocks in
this example, and we take year 1951 to be block 1, . . . , year 2008 to be block 58. Therefore,
the data set consists of 58 blocks, and within each block 1 ≤ i ≤ 58, there are r observations,
which are the r largest sustained wind speeds across all hurricanes for a year.
To formulate mathematically, we observe (z
(1)
i , . . . , z
(r)
i ), where i = 1, 2, . . . , T = 58. We
consider r = 1, 2, ..5 respectively for our analysis. Note that in the case of r = 1, we go back
to the original single maxima case.
The joint density function of (z
(1)
i , . . . , z
(r)
i ) is given by Equation 4.1.1 and our task is to
detect whether there is any change in the vector (µ, σ, ξ). Our proposed change detection
methodology is straightforward: under the assumption that there is at most one change
point in the data series, if there is actually a change in the data series at time point t, where
1 ≤ t ≤ T , the parameter estimates before time point and after t should be as separated as
possible. To measure the distance of the two parameter estimates, we employ the popular
L2 norm, and compute d(x, y) =
√∑n
i=1(xi − yi)
2, where n is the dimension of the x and y
vector. In this example, n = 3, and x = (µ1, σ1, ξ1) and y = (µ2, σ2, ξ2). Based on the real
data, we choose tˆ that best separates the two phases.
Another point in our proposed methodology is to quantify how large in the difference is
considered significant. Due to the randomness of the data, we need to understand whether
the computed difference from the real data is large enough to conclude statistical significance
of a change in the data. To do this, we simulate data from the no change model using
parametric bootstrap, and in each simulation, we compute the maximum difference. A p-
value is thus obtained for the standardized maximum difference computed from the real
data. A small p-value indicates strong evidence of a change, while a large p-value indicates
we retain the idea of no change.
Here is the algorithm:
Step 1: Select the appropriate t0 = 10, t1 = 50. This serves as a penalty that the change
point t can only occur between t0 and t1. Although this might not be the case in the real
data, this constraint is necessary in that if t is too close to 1 or T, our parameter estimation
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is highly biased and inaccurate.
Step 2: For t=t0,. . . , t1, perform maximum likelihood estimation on the data series
1, 2, . . . , t and t+ 1, . . . , T . This gives us θˆt0 and θˆ
t
1. Compute D(t) = ||θˆ
t
0 − θˆ
t
1||, where ||x||
is denoted as the Euclidean distance.
Step 3: Find the t which maximizes D(t). That is the time point that best separates
the data series into two phases. Here t0 ≤ t ≤ t1. We denote the estimate as tˆ, and record
the maximum likelihood estimator for data 1, 2, . . . , tˆ as θtˆ0, and the maximum likelihood
estimator for data 1, 2, . . . , tˆ as θtˆ1. Compute δ = θ
tˆ
0 − θ
tˆ
1.
Step 4: Choose k0 = 0 and k0 = 5 for generating the data series under the null case
when no change occurs. k0 gives us room for errors in maximum likelihood estimation.
To be more specific, if tˆ is greater than (t0 + t1)/2, we generate data from the maximum
likelihood estimation of the series 1, 2, . . . , tˆ− k0. If tˆ is equal to or smaller than (t0+ t1)/2,
we generate data from the maximum likelihood estimation of the series tˆ+k0, . . . , T . Denote
the maximum likelihood estimator to be θ∗0 .
Step 5: In Step 4, we generate data using the rejection sampling methodology described
in the previous section with the parameter of θ∗0 . We simulate B times and get B sets from
data.
Step 6: For each generated data 1 ≤ b ≤ B, redo Step 2-4, and record δ(b) = θ
tˆb
0 − θ
tˆb
1 .
Step 7: Based δ(b), where b = 1, 2, . . . , 100, compute the variance covariance matrix,
which we denote as Σ.
Step 8: Compute c = δ⊤Σ−1δ, and c(b) = δ
⊤
(b)Σ
−1δ(b).
Step 9: Compute the quantile of c against c(b), and return p-value.
The results are summarized in Table 4.1, 4.2 and 4.3. In the table, r is the number
of order statistic to consider, tˆ denotes the time point that maximizes the difference of the
two gev parameter estimates. Test statistic represents the value of c, and p-value is the
tail probability of c against c(b) for b = 1, 2, . . . , 100. It is clearly seen that as r increases,
the p-value in general decreases. This is consistent with the statement we made: the more
order statistics is involved in the analysis, the more effective the testing procedure is. It is
clearly shown that there is a change in the wind speed, and by leveraging order statistic in
the change detection methodology, the evidence gets stronger.
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It is also worth noting that tˆ is very stable except for r = 5. For r = 1, 2, 3, 4, tˆ is
between 10 and 20. This gives consistent result that there is a change in the wind speed
during the 1960s and 1970s. For the exceptionally large value of tˆ = 47 when r = 5, it is
most likely that the GEV distribution is not a good approximation to the real data when
we consider five maximum order statistics together. Therefore, we might drop the case for
r = 5.
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r value tˆ θˆ0 θˆ1
r = 1 12 (139.69,21.03,-2.04) (118.74,21.86, -0.36)
r = 2 14 (139.92,8.70,-0.84) (129.52,17.83, -0.35)
r = 3 19 (140.47,13.52,-0.47) (129.63,18.39,-0.04)
r = 4 11 (139.25,7.27,-0.58) (135.94,19.61, -0.11)
r = 5 47 (136.90,13.63,-0.39) (147.89,17.19,0.049)
Table 4.1: Estimation for parameters using order statistic in the study of maximum sustained
wind speeds. r is the number of order statistics to consider, tˆ is the estimation of change
point by using the maximum separation criteria, θˆ0 and θˆ1 are the parameter estimations
before and after the estimated change point tˆ respectively. t0 = 10, t1 = 50.
r value tˆ Test Statistic c p-value
r = 1 12 4.850246 0.13
r = 2 14 10.09187 0.03
r = 3 19 9.12865 0.05
r = 4 11 29.73115 0
r = 5 47 28.15609 0
Table 4.2: P-value approach for sustained wind speeds: We use t0 = 10, t1 = 50, k0 = 0 and
conduct 100 simulations in generating the null data.
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r value tˆ Test Statistic c p-value
r = 1 12 5.832056 0.12
r = 2 14 16.55036 0.02
r = 3 19 5.651442 0.09
r = 4 11 12.04822 0
r = 5 47 34.64381 0
Table 4.3: P-value Approach for sustained wind speeds: We use t0 = 10, t1 = 50, k0 = 5 and
conduct 100 simulations in generating the null data.
Chapter 5
Hurricane Trajectory Prediction
This chapter leverages machine learning approaches for the hurricane trajectory predic-
tion. Here we address two variants of this problem: m step ahead sequential prediction and
m step ahead direct prediction, where m is arbitrary, but typically 4, 8 and so on. In Sec-
tion 5.1, we present the background of this problem, data preparation and introduction to
the collaborative filtering approach as one of our major learning procedures. In Section 5.2,
we present seven individual algorithms for predicting the next location of the target hur-
ricane, with each algorithm using either supervised, unsupervised or hybrid approach. In
Section 5.3, we discuss fifteen weighting schemes for combining those prediction results,
with some of them dynamically updating the weight of each algorithm based on their past
performance. In Section 5.4, we discuss m step ahead direct prediction procedure. In Sec-
tion 5.5, we present the performance for the fifteen weighting schemes, with the discussion
of some of the advantages and disadvantages. The 2nd hurricane in 1952 and 4th in 2008
serve as two examples to illustrate our algorithmic performance under different scenarios.
Section 5.6 presents future research directions.
5.1 Problem Formulation
Before analysis, we perform the transformation of the raw latitude and longitude to the
Cartesian coordinates due to several drawbacks of raw longitude and latitude.
XCart = cos(latitude π/180)cos(longitude π/180) (5.1.1)
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Y Cart = cos(latitude π/180)sin(longitude π/180) (5.1.2)
The drawbacks of using the raw latitude and longitude for analysis are three fold: Firstly,
they are measured in degrees, and five degrees of longitude difference near the equator is
much longer than five degrees of longitude difference near the north pole, making latitude
and longitude an inaccurate measure of distance traveled. Cartesian transformation helps
mitigate this problem. Secondly, for longitude, the degree unit has a period of 360, and
Cartesian transformation with trigonometric function built in is perfect for this purpose.
Thirdly, Cartesian transformation essentially normalizes the raw latitude and longitude to
[-1,1]. We will be using Cartesian coordinates throughout this chapter, and refer to latitude
and longitude as convention.
We propose both the supervised and unsupervised approach to build m-step ahead se-
quential prediction. Specifically, for the unsupervised approach, we employ collaborative
filtering because we would like to leverage past hurricanes’ trajectories. If we find a set of
past hurricanes whose trajectories behave similarly to the target hurricane for the initial k
points, we may reasonably argue that the target hurricane might behave more or less the
same way in the future as the trajectory of the past hurricanes.
Assume k is any fixed integer number. For the two hurricanes with (longitude, latitude)
pair at time point t = 1, 2, . . . , k, which we denote as {X1(t), Y 1(t)} and {X2(t), Y 2(t)},
we define the first difference to be: X11 (t) = X
1(t) −X1(t− 1), Y 11 (t) = Y
1(t)− Y 1(t− 1),
X21 (t) = X
2(t)−X2(t−1), Y 21 (t) = Y
2(t)−Y 2(t−1). Those quantities essentially represent
the hurricane velocity at time t in the x-axis and y-axis.
We define the direction of a hurricane i to be (V i(t),W i(t)) at time point t:
If at some time point t, X i1(t) = 0 and Y
i
1 (t) = 0 in which hurricane stay still, define
(V i(t),W i(t)) = (0, 0). Otherwise define
(V i(t),W i(t)) = (
X i1(t)√
X i1(t)
2 + Y i1 (t)
2
,
Y i1 (t)√
X i1(t)
2 + Y i1 (t)
2
) (5.1.3)
And for hurricane i and j,
Sim((X i, Y i), (Xj , Y j)) = Sim((V i,W i), (V j ,W j)) =
k∑
t=2
(V i(t)−V j(t))2+(W i(t)−W j(t))2
(5.1.4)
The similarity between the two hurricanes from our perspective is defined as the closeness
of the directions at each time point from t = 1 to t = k. From Equation 5.1.4, the smaller
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the similarity measure, the closer the direction between the two. Note that this is one
interpretation of similar hurricanes, and the idea can be extended to include lags. For
example, hurricane j might not behave similarly as hurricane i at time point t = 1, but
starting from t = 2 and onwards, it behaves similarly as hurricane i starting from t =
1. Incorporating the lagging effect into the similarity measure will include more quality
hurricanes into the candidate set, thus improving prediction. We will discuss this in later
sections.
After defining similarity, we examine all the past hurricanes j prior to the target hurricane
i, and assess the similarity between each of them and the target one. The similarity measure
can be transformed into a weight measure, which we define as
weightj = e
−Sim((Xi,Y i),(Xj ,Y j)) (5.1.5)
For the sake of simplicity and noise removal, we select only the top fifty percent of the past
hurricanes in terms of weights into our candidate set J1. For each candidate hurricane, we
put together their past speed information, their next location/speed/direction as well as
their normalized weight into a weighted average algorithm to estimate the location of the
next movement for the target hurricane. We will show some of the algorithms below to
reflect this philosophy.
Another perspective for defining the hurricane similarity is based on the speed. We
define the speed of a hurricane i to be Si(t) at time point t:
If for some time point t, X i1(t) = 0 and Y
i
1 (t) = 0 in which hurricane stay still, define
Si(t) = 0. Otherwise define
Si(t) =
√
X i1(t)
2 + Y i1 (t)
2 (5.1.6)
And for hurricane i and j,
Sim(Si, Sj) = corr(Si, Sj) (5.1.7)
And
weightj = max(Sim(S
i, Sj), 0) (5.1.8)
Like the previous approach, we can select top fifty percent of the most similar hurricanes to
be in the candidate set J2.
Aside from collaborative filtering, we also employ supervised learning approach based
on the target hurricane’s past trajectory. Specifically, by building a relationship between its
speed and its acceleration, we aim to predict the speed in its next movement. Numerically,
the speed (with direction) is the first difference we have defined before: (X i1(t), Y
i
1 (t)),
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and acceleration is defined as the second difference: X i2(t) = X
i
1(t) − X
i
1(t − 1), Y
i
2 (t) =
Y i1 (t) − Y
i
1 (t − 1). The Markov property is assumed: speed at time t only depends on
the speed at t − 1, and acceleration at t − 1, which in turn involves speed at time t − 1
and t − 2. From another perspective, we are essentially constructing an AR(2) time series
model for speed. On the other hand, in the regression context, we may model X i1(t) on
X i1(t − 1) + X
i
2(t − 1). Of course, an even simpler approach is to assume the hurricane
to be momentum invariant: speed at time t is equal to the speed at t − 1, or some AR(1)
model, which we also include in one of the algorithms. This might hold true for some regular
hurricanes and for the purpose of short term prediction, but as we get more irregular shaped
hurricanes or when we want to predict a few steps ahead, this may not work as effectively.
In some of the algorithms we propose below, we also implement some hybrid approach to
include both supervised and unsupervised learning.
Finally, we define the error measure, which we propose either the absolute error or the
mean squared error:
ei =
k+m−1∑
t=k
(Xˆ i(t+ 1)−X i(t+ 1))2 (5.1.9)
Or
ei =
k+m−1∑
t=k
|Xˆ i(t+ 1)−X i(t+ 1)| (5.1.10)
5.2 Algorithms
We will show seven algorithms that perform individual m step ahead sequential pre-
diction for hurricane i, assuming we observe t = 1, . . . , k. Since m step ahead sequential
prediction is essentially repeating one step ahead prediction for m times with adjustment,
we focus on one step ahead prediction problem with the following algorithms.
Algorithm One:
Assumption: the speed ratio at time point t will remain at t + 1 between all past
hurricanes j and hurricane i, and direction is used for similarity.
For each hurricane j
For each time t = k, . . . , k +m− 1
Compute the ratio of the mean speed of past hurricane j in the candidate set J1 and the
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mean speed of the current hurricane i until time t
Compute the prediction of hurricane i at time point t+ 1 to be:
Xˆ i(t+ 1) = X i(t) + sumj∈J1weightj(direction)speedratiojX
j
1(t+ 1) (5.2.11)
Yˆ i(t+ 1) = Y i(t) + sumj∈J1weightj(direction)speedratiojY
j
1 (t+ 1) (5.2.12)
Algorithm Two:
Assumption: The linear relationship between speed of hurricane j and that of hurricane
i until time t stays the same from t to t+ 1, with recent data points bearing more weight,
and direction is used for similarity.
For each hurricane j
Compute weighted least square regression of Si(t) on Sj(t) for t = 2, . . . , k, with weights
e−(k−t+1). Denote intercept to be αj and βj .
Compute prediction of hurricane i at time point t+ 1 to be:
Xˆ i(t+1) = X i(t)+sumj∈J1weightj(direction)(αj+βjS
j(t+1))V j(t+1)/Sj(t+1) (5.2.13)
Yˆ i(t+1) = Y i(t)+sumj∈J1weightj(direction)(αj+βjS
j(t+1))W j(t+1)/Sj(t+1) (5.2.14)
Algorithm Three:
Assumption: the speed ratio at time point t will remain at t+ 1 for all past hurricanes
j and speed is used for similarity.
Similar to Algorithm One, with changes from direction based similarity to speed based
similarity:
Xˆ i(t+ 1) = X i(t) + sumj∈J2weightj(speed)speedratiojX
j
1(t+ 1) (5.2.15)
Yˆ i(t+ 1) = Y i(t) + sumj∈J2weightj(speed)speedratiojY
j
1 (t+ 1) (5.2.16)
Algorithm Four:
Assumption: The momentum for hurricane i stays the same from t to t+1. Momentum
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means speed and direction.
X i(t+ 1) = X i(t) +X i1(t) (5.2.17)
Y i(t+ 1) = Y i(t) + Y i1 (t) (5.2.18)
Algorithm Five:
Assumption: The mean of recent momentum for hurricane i is used as the momentum
at t+ 1.
X i(t+ 1) = X i(t) + avg(X i1(s)) (5.2.19)
Y i(t+ 1) = Y i(t) + avg(Y i1 (s)) (5.2.20)
s can take from 1 to k, or can be most recent time points, such as k2 to k.
Algorithm Six:
Assumption: the speed and acceleration has a linear relationship with recent time points
bearing more weights, and the relationship stays the same from t to t+ 1 for hurricane i.
Compute weighted least square regression of X i1(t) on X
i
1(t− 1)+X
i
2(t− 1) without the
intercept and Y i1 (t) on Y
i
1 (t − 1) + Y
i
2 (t − 1) without the intercept for t = 3, . . . , k, with
weights being e−(k−t+1). Denote the two coefficients to be β1X , β2X and β1Y , β2Y .
Compute prediction of hurricane i at time point t+ 1 to be
Xˆ i(t+ 1) = X i(t) + β1XX
i
1(t− 1) + β2XX
i
2(t− 1) (5.2.21)
Yˆ i(t+ 1) = Y i(t) + β1Y Y
i
1 (t− 1) + β2Y Y
i
2 (t− 1) (5.2.22)
Algorithm Seven:
Assumption: the speed and acceleration relationship stays the same from t to t + 1 for
all hurricanes j, and direction is used for similarity.
For each hurricane j
Compute weighted least square regression of Xj1(t) on X
j
1(t − 1) + X
j
2(t − 1) without
intercept and Y j1 (t) on Y
j
1 (t− 1)+Y
j
2 (t− 1) without intercept for t = 3, . . . , k, with weights
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e−(k−t+1). Denote the coefficients to be βj1X ,βj2X and βj1Y ,βj2Y .
Compute prediction of hurricane i at time point t+ 1 to be
Xˆ i(t+ 1) = X i(t) + sumj∈J1weightj(direction)(βj1XX
j
1(t) + βj2XX
j
2(t)) (5.2.23)
Yˆ i(t+ 1) = Y i(t) + sumj∈J1weightj(direction)(βj1Y Y
j
1 (t) + βj2Y Y
j
2 (t)) (5.2.24)
5.3 Combining Multiple Predictions
Once we have the initial predictions based on the seven individual algorithms, which are
denoted as Xˆ i(t)(n) and Yˆ i(t)(n), where n = 1, 2, . . . , 7, we need to combine those individual
results into our final prediction Yˆ i(t)f and Yˆ i(t)f . In this section, we propose fifteen meth-
ods for computing the final prediction, and use euclidian distance to measure the prediction
error: For prediction error at time t, e(t)f =
√
(Xˆ i(t)f −X i(t))2 + (Yˆ i(t)f − Y i(t))2.
Method One-Seven: Use Algorithm One to Seven respectively for sequential update. To
be specific, for each data point t = k + 1, . . . , k +m, perform one step prediction from t to
t+1, and obtain Yˆ i(t+1)(n) where n = 1, 2, . . . , 7 corresponding to Algorithm One to Seven.
Method Eight: Combine the prediction results One to Seven with equal weight w(t)(n) =
1/7, and compute a weighted average for final prediction.
Xˆ i(t+ 1)f =
7∑
n=1
1
7
Xˆ i(t)(n) (5.3.25)
Yˆ i(t+ 1)f =
7∑
n=1
1
7
Yˆ i(t)(n) (5.3.26)
Method Nine: Use Bayes update. Denote the prediction error of each individual algorithm
n at time t to be e(t)(n) =
√
(Xˆ(t)(n) −X(t))2 + (Yˆ (t)(n) − Y (t))2. We first initialize
weights w(k)(n) = 17 . At each time point t, where t = k + 1, . . . , k +m, update the weights
based on the prediction error e(t)(n).
w(t + 1)(n) = w(t)(n) exp{−500e(t)(n)} (5.3.27)
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Method Ten: Use Bayes update, but instead update the weight based on e(t)(n)
2
.
w(t + 1)(n) = w(t)(n) exp{−500(e(t)(n))2} (5.3.28)
Method Eleven: Use Bayes update, but use 100 instead of 500 in Method Nine.
w(t + 1)(n) = w(t)(n) exp{−100e(t)(n)} (5.3.29)
Method Twelve: Use Bayes update, but use 100 instead of 500 in Method Ten.
w(t + 1)(n) = w(t)(n) exp{−100(e(t)(n))2} (5.3.30)
Method Thirteen: Use Bayes update, but only assign weight of 1/2 to the two algorithms
with the two smallest prediction errors in the previous time point. Specifically, assume that
in time point t, e(t)(j) and e(t)(k) are the two smallest, then w(t+1)(j) = w(t+1)(k) = 1/2,
and w(t + 1)(n) = 0 for n 6= j, k.
Method Fourteen: Use Bayes update, but only assign weight of 1/2 to the two algorithms
with the two smallest cumulative prediction errors in the previous two time points. Specif-
ically, assume that e(t − 1)(j) + e(t)(j) and e(t − 1)(k) + e(t)(k) are the two smallest, then
w(t+ 1)(j) = w(t+ 1)(k) = 1/2, and w(t+ 1)(n) = 0 for n 6= j, k.
Method Fifteen: Use Bayes updates, set initial weight w(t)(n) = 1/7, sort e(t)(n) from
smallest to largest and assign rank R(n). Update w(t)(n) with the following:
w(t + 1)(n) = w(t)(n) +
1
21
(4−R(n)) (5.3.31)
This may generate negative weights.
5.4 Multiple Step Ahead Direct Prediction
In this section, we extend the m step ahead sequential prediction to m step ahead direct
prediction. To evaluate the performance of Method 1-15, we need to split the observations
into three components: training data, validation data and testing data.
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For the training data, we select data points from t = 1 to k. It is mainly used in two
ways: firstly, we may find similar hurricanes based on previous direction or speed; therefore
we can obtain a candidate set for collaborative filtering approach. Secondly, we may leverage
past hurricane speed information to project onto the target hurricane.
For the validation data, we select data points from t = k + 1 to k + r. This is used for
weight updating, which is used in Method 9-15. In each method, we leverage the sequential
prediction procedures in Section 5.3 by computing the prediction error for every t and
updating weights for each algorithm. At time t = k + r, we will have updated weights for
every algorithm. Note that in Algorithm 1-8, the weights are unchanged.
For the test data, we select data points from t = k+ r+1 to k+ r+m. This is used for
evaluating the performance of the fifteen proposed methods. We report the mean squared
prediction error for each method.
5.5 Result and Evaluation
In this section, we show two example hurricanes: 1952 2nd hurricane and 2008 4th
hurricane. In the first part, we examine the effectiveness of different algorithms under
the sequential prediction context, which is shown in Scenario 1-5. In the second part, we
compare the prediction accuracy between m step ahead sequential prediction and m step
ahead direct prediction, which is shown in Scenario 6-9. We choose m = 4 for illustration.
Scenario One: 2nd hurricane in 1952: We observe the initial 8 data points, and want to
predict the 9th point until the 20th point sequentially. Please refer to Table 5.1.
Scenario Two: 2nd hurricane in 1952: We observe the initial 8 data points, and want to
predict the 9th point until the 40th point sequentially. Please refer to Table 5.2.
Scenario Three: 2nd hurricane in 1952: We observe the initial 12 data points, and want
to predict the 13th point until the 30th point sequentially. Please refer to Table 5.3.
Scenario Four: 4th hurricane in 2008: We observe the initial 8 data points, and want to
predict the 9th point until the 20th point sequentially. Please refer to Table 5.4.
Scenario Five: 4th hurricane in 2008: We observe the initial 12 data points, and want to
predict the 13th point until the 25th point sequentially. Please refer to Table 5.5.
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Scenario Six: 2nd hurricane in 1952: We observe the initial 12 data points(8 points for
training, 4 points for validation), and want to predict the 13th point until the 16th point.
Please refer to Table 5.6 and Figure 5.1.
Scenario Seven: 2nd hurricane in 1952: We observe the initial 16 data points(12 points
for training, 4 points for validation), and want to predict the 17th point until the 20th point.
Please refer to Table 5.7 and Figure 5.2.
Scenario Eight: 4th hurricane in 2008: We observe the initial 12 data points(8 points for
training, 4 points for validation), and want to predict the 13th point until the 16th point.
Please refer to Table 5.8 and Figure 5.3.
Scenario Nine: 4th hurricane in 2008: We observe the initial 16 data points(12 points for
training, 4 points for validation), and want to predict the 17th point until the 20th point.
Please refer to Table 5.9 and Figure 5.4.
From the table above, we have the following observations: Firstly, Algorithm Four is
consistently among the best in sequential prediction. This is reasonable because in one step
ahead prediction, it is natural to assume that momentum persists, i.e., speed and direction
remain the same in the next 6 hours. Secondly, Algorithm Eleven is consistently outstanding
as well. Dynamic weighting scheme has been promising as it quickly adapts to the new
data and smartly learns how to best aggregate different model results. Thirdly, algorithms
with collaborative filtering such as Algorithm One have dramatic prediction improvement
in the 2008 hurricane compared to the 1952 hurricane. This is not surprising because
with collaborative filtering, we need to leverage past hurricane’s trajectory information. As
we take more trajectory information from past hurricanes into consideration, this method
becomes more effective.
5.6 Discussion and Future Work
Although our methods have shown promising results, there is some future work which
requires attention.
One area of improvement is to incorporate parametric curve fitting. Most Atlantic
hurricanes start in the center of the Atlantic ocean heading westbound. At a certain point
in time due to land or climate effect, they curve northeast bound, which exhibits a rotated
U shaped curve. This inspires us to fit a quadratic curve f(x, y) = ǫ. We have tried five
models for quadratic curve fitting: the degenerated linear model, standard parabola along
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x and y axis, general parabola and general quadratic models. Each model fits a curve, and
by the goodness of fit criteria, we may assign the weight of each curve. With the additional
assumption that ǫ follows Gaussian distribution with mean zero, we may derive BIC value
for model selection purposes.
Another direction is to perform regression with climate covariates. We have collected
North Atlantic Oscillation (NAO), Southern Oscillation Index (SOI), Sea Surface Temper-
ature (SST), Carbon Dioxide (CO2) and El Nino/La Nina data as covariates, and we have
tried a variety of hurricane characteristics. One promising result is that the second deriva-
tives for latitude and longitude seem to follow bivariate normal distribution from various
plots we have drawn, and we have modeled the correlation of the second derivatives of X
and Y as a linear function of climate covariates. The final regression model has an R square
of 0.32. We feel the area of climate covariate modeling may have more promising results as
we dive in.
The last area of research we would like to note is the lagging logic for collaborative
filtering. We have showed one approach of implementing collaborative filtering by comparing
the first k points of past hurricanes and the target hurricane. We may extend the concept of
similar hurricane by including the lagging logic as some hurricanes might behave similarly
as the target hurricane, but starting from the middle of its life. The candidate hurricane
set could potentially include more quality hurricanes used for prediction purposes.
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Method Mean Err t = 9− 20 Mean Err t = 15− 20 Sd Dev t = 9− 20 Sd Dev t = 15− 20
1 1.8073959 1.8739839 0.3128219 0.4119217
2 1.6480342 1.7159472 0.2123641 0.2579312
3 1.3315665 1.2474672 0.2945322 0.3990878
4 0.2706130 0.3454164 0.1412222 0.1575570
5 0.6611576 0.8646424 0.2753069 0.2133239
6 0.4677332 0.6176777 0.3338800 0.4198622
7 2.4376227 2.7626841 0.7541810 0.9357994
8 0.8269695 0.8182070 0.1639804 0.2210493
9 0.3322354 0.3515392 0.1929289 0.1563864
10 0.7430370 0.6967022 0.1586472 0.2012450
11 0.4135457 0.4214280 0.2008046 0.1973591
12 0.8109716 0.7957325 0.1593774 0.2135730
13 0.4659567 0.5807229 0.2561372 0.2678512
14 0.5319953 0.5848100 0.2253086 0.2018914
15 2.5015669 4.0757204 2.3605839 2.4516261
Table 5.1: Prediction Error for 1952 2nd Hurricane with 8 initial points and sequential
prediction until the 20th point.
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Method Mean Err t = 9− 40 Mean Err t = 25− 40 Sd Dev t = 9− 40 Sd Dev t = 25− 40
1 1.4511240 1.1755662 0.5619302 0.6153152
2 1.4703772 1.1953514 0.6721736 0.8359838
3 1.4143571 1.3640513 0.5328540 0.6289583
4 0.2848747 0.3006806 0.1658225 0.2003683
5 1.0524187 1.2880440 0.3742568 0.1893878
6 0.4436982 0.4671011 0.3886398 0.4669397
7 1.8059835 1.3317076 0.9705792 0.9061030
8 0.6426769 0.4964579 0.2836381 0.3019457
9 0.3079948 0.3006806 0.1840227 0.2003683
10 0.5039008 0.3597985 0.2659458 0.2260799
11 0.3474711 0.3017559 0.1934839 0.2007951
12 0.5890129 0.4216438 0.2951691 0.2947838
13 0.4950577 0.5415632 0.4110281 0.5245919
14 0.5696212 0.6213473 0.4153983 0.5472561
15 6.3549820 9.3612426 4.4706315 3.8959221
Table 5.2: Prediction Error for 1952 2nd Hurricane with 8 initial points and sequential
prediction until the 40th point.
Method Mean Err t = 13− 30 Mean Err t = 22− 30 Sd Dev t = 13− 30 Sd Dev t = 22− 30
1 1.6624758 1.4880355 0.4137979 0.4313028
2 1.7428801 1.7769426 0.3467666 0.4471603
3 1.5602813 1.7714985 0.4698372 0.4811223
4 0.3433010 0.3705711 0.1558775 0.1797166
5 1.1150558 1.3739376 0.3369047 0.1744682
6 0.5493102 0.5651113 0.4817371 0.6035833
7 2.0927237 1.7278157 0.8874645 0.7342394
8 0.7489626 0.7017779 0.2087491 0.2288190
9 0.3908820 0.3705785 0.2072778 0.1797115
10 0.5615858 0.3986808 0.2642044 0.2222984
11 0.4257411 0.3870857 0.1858850 0.1743434
12 0.6854019 0.5905768 0.2408749 0.2608838
13 0.5147449 0.4205346 0.2784364 0.2547802
14 0.5882483 0.5299529 0.2506130 0.2985262
15 3.7379878 6.0777058 3.0441479 2.5042988
Table 5.3: Prediction Error for 1952 2nd Hurricane with 12 initial points and sequential
prediction until the 30th.
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Method Mean Err t = 9− 20 Mean Err t = 15− 20 Sd Dev t = 9− 20 Sd Dev t = 15− 20
1 0.4525609 0.5296689 0.2643484 0.3586558
2 0.4192896 0.4643861 0.2071213 0.2690761
3 0.7282678 0.9156530 0.3417735 0.3896244
4 0.2875578 0.3193387 0.1726671 0.1440332
5 0.5448656 0.4488279 0.1716571 0.1894056
6 0.4338514 0.5619376 0.2544866 0.2417623
7 0.4843067 0.4354321 0.1974556 0.2556198
8 0.3298292 0.3936615 0.1836887 0.2446580
9 0.3131479 0.3090476 0.1310436 0.1720148
10 0.3217051 0.3755547 0.1773621 0.2400345
11 0.2959056 0.3085983 0.1633193 0.2314414
12 0.3280264 0.3896892 0.1821320 0.2434125
13 0.3600642 0.4189966 0.1799547 0.2179782
14 0.3195816 0.3627734 0.1679452 0.2214300
15 0.5227889 0.7195175 0.4610437 0.6062755
Table 5.4: Prediction Error for 2008 4th Hurricane with 8 initial points and sequential
prediction until the 20th point.
Method Mean Err t = 12− 25 Mean Err t = 12− 25 Sd Err t = 19− 25 Sd Err t = 19− 25
1 0.4380975 0.5231358 0.2859269 0.2919156
2 0.3679111 0.3469852 0.2104851 0.1639306
3 0.7722712 0.9029711 0.3899604 0.4428410
4 0.2849047 0.2733404 0.1508025 0.1656224
5 0.4836109 0.5342791 0.1426544 0.1173311
6 0.4063773 0.4568269 0.2516215 0.2971570
7 0.4230711 0.4704076 0.1961908 0.1904797
8 0.3320027 0.3585199 0.1994198 0.1751078
9 0.2918306 0.2728033 0.1840498 0.1621946
10 0.3219593 0.3405278 0.1895065 0.1563697
11 0.2838750 0.2719790 0.1725412 0.1266155
12 0.3296582 0.3543044 0.1970230 0.1706731
13 0.3229364 0.3620306 0.1773588 0.1868320
14 0.2915537 0.2682794 0.1631240 0.1127745
15 0.5853016 0.8448210 0.4271994 0.4040738
Table 5.5: Prediction Error for 2008 4th Hurricane with 12 initial points and sequential
prediction until the 25th point.
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Method No. Mean Err Four Step t = 13− 16 Mean Error Sequential t = 13− 16
1 4.1777467 1.7758991
2 3.7682447 1.6564291
3 4.0105785 1.3222466
4 1.1029331 0.2246270
5 2.0006046 0.6736875
6 0.6584243 0.2707242
7 5.4228702 2.0442073
8 2.2597505 0.7168782
9 1.1280290 0.3687886
10 1.9493101 0.7238374
11 0.6542515 0.4699195
12 2.1942733 0.7191414
13 0.8744275 0.4590143
14 1.5232310 0.5737462
Table 5.6: Comparison of the prediction Error for 1952 2nd Hurricane with 12 initial points
and prediction from 13th until the 16th point. The second column is the mean prediction
error by four step ahead prediction, and the third column is the mean prediction error by
sequential prediction. Method 15 is not shown due to the non convexity of the weights.
Method Mean Err Four Step t = 17− 20 Mean Error Sequential t = 17− 20
1 4.6758065 1.9083910
2 3.6520192 1.7195374
3 2.9911712 1.2596737
4 0.9489624 0.4294246
5 2.6405440 0.9423072
6 0.4921466 0.8115585
7 6.1028942 3.1366829
8 1.7719443 0.9084986
9 0.9478171 0.6657341
10 1.7924217 0.8267935
11 0.4577258 0.6084452
12 1.7846199 0.8891580
13 0.6471807 0.8073784
14 1.7208895 0.8902328
Table 5.7: Comparison of the prediction Error for 1952 2nd Hurricane with 16 initial points
and prediction from 17th until the 20th point.
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Method Mean Err Four Step t = 13− 16 Mean Error Sequential t = 13− 16
1 0.4548712 0.2068796
2 0.5957023 0.2603097
3 1.1087301 0.4934851
4 0.2603326 0.2308824
5 1.4554027 0.4325193
6 0.3734506 0.2546254
7 0.6401927 0.2764625
8 0.2233624 0.1814977
9 0.2195195 0.2012980
10 0.2231173 0.1811979
11 0.2328813 0.1800382
12 0.2230923 0.1814364
13 0.4639136 0.1910183
14 0.2989723 0.2086916
Table 5.8: Comparison of the prediction Error for 2008 4th Hurricane with 12 initial points
and prediction from 13th until the 16th point.
Method Mean Err Four Step t = 17− 20 Mean Error Sequential t = 17− 20
1 1.5231079 0.7208676
2 1.8889045 0.5927748
3 2.4657394 1.0952139
4 1.4857458 0.3536876
5 0.9476788 0.5190396
6 0.9781338 0.6780547
7 1.2467078 0.5797154
8 1.4603374 0.5135106
9 1.4284063 0.4048431
10 1.4547345 0.4989895
11 1.4130335 0.4317280
12 1.4591776 0.5104222
13 1.5011300 0.5276454
14 1.3650427 0.4407171
Table 5.9: Comparison of the prediction Error for 2008 4th Hurricane with 16 initial points
and prediction from 17th until the 20th point.
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Figure 5.1: 1952 2nd hurricane prediction with 12 initial points and predict the 13th till
16th point.
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Figure 5.2: 1952 2nd hurricane prediction with 16 initial points and predict the 17th till
20th point.
CHAPTER 5. HURRICANE TRAJECTORY PREDICTION 138
2008 4 th hurricane plot
actual
predictnstep
predictseq
−110 −100 −90 −80 −70
10
15
20
25
30
2008 4 th hurricane plot
actual
predictnstep
predictseq
Figure 5.3: 2008 4th hurricane prediction with 12 initial points and predict the 13th till
16th point.
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Figure 5.4: 2008 4th hurricane prediction with 16 initial points and predict the 17th till
20th point.
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