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Abstract—Network slicing is an emerging technique for pro-
viding resources to diverse wireless services with heterogeneous
quality-of-service needs. However, beyond satisfying end-to-end
requirements of network users, network slicing needs to also
provide isolation between slices so as to prevent one slice’s
faults and congestion from affecting other slices. In this paper,
the problem of network slicing is studied in the context of a
wireless system having a time-varying number of users that
require two types of slices: reliable low latency (RLL) and self-
managed (capacity limited) slices. To address this problem, a
novel control framework for stochastic optimization is proposed
based on the Lyapunov drift-plus-penalty method. This new
framework enables the system to minimize power, maintain
slice isolation, and provide reliable and low latency end-to-end
communication for RLL slices. Simulation results show that the
proposed approach can maintain the system’s reliability while
providing effective slice isolation in the event of sudden changes
in the network environment.
I. INTRODUCTION
Next-generation 5G cellular networks must support a
plethora of bandwidth-intensive applications [1]. Examples
of such applications include ultra-low latency communica-
tion, virtual reality, unmanned aerial vehicles, and Internet of
things (IoT) [2], [3]. Accommodating these diverse wireless
applications in 5G networks while ensuring their effective co-
existence is a major challenge. To address this challenge,
the concept of wireless network virtualization has recently
emerged [4]. In a virtualized wireless network, the physical
wireless infrastructure and radio resources are abstracted and
isolated into a number of virtual networks. This allows the
network and infrastructure to be shared by several service
providers, which can decrease costs, improve efficiency, and
deliver the desired quality-of-service of emerging services.
Sharing network resources between these virtual networks
creates the concept of network slicing. In essence, a network
slice is created on top of the physical network such that it is
not differentiable from a separate physical network [5]. Each
slice acts as a physical dedicated network. Virtual network
slices must be isolated from one another such that congestion
or faults on one slice will not affect other slices. The concept
of isolation is a central goal in network slicing, as it enables
network slices to function independently from each other [5].
One natural way to slice the network and provide isolation is
to allocate physically separated resources to different services.
For instance, allocating a different set of physical resource
blocks (PRBs) to each service can facilitate isolation between
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different network slices. However, this approach is inefficient
because channel conditions are changing over time. Resource
provisioning in virtual network slices is different from the
conventional resource allocation problems. This is due to the
fact that, in addition to minimizing power and satisfying the
slices’ requirements, which are the main goals of conventional
resource allocation problems, maintaining slice isolation in the
network is a challenging issue in resource provisioning of the
virtual network slices [6].
Resource allocation in wireless network virtualization has
attracted significant recent attention, such as in [7]–[11]. For
instance, in [7], the authors investigated energy efficiency and
delay tradeoffs in virtual wireless networks using Lyapunov
optimization and a heuristic algorithm. However, the work
in [7] does not account for isolation between slices. The
work in [8] studied the problems of resource provisioning and
admission control for OFDMA-based virtualized networks. In
this work, the authors considered two types of slices: rate-
based slices with the minimum required rate, and resource-
based slices with minimum power and sub-carrier requirement.
However, allocating a minimum number of sub-carriers to
the various network slices cannot guarantee any end-to-end
performance for the slice tenants. Also, the notion of slice
isolation has not been studied in [8]. In [9], the authors studied
the joint problem of base station assignment, sub-carrier, and
power allocation. In particular, their goal was to meet the
minimum required rate per slice while maximizing the network
sum rate. However, the work in [9] does not take into account
the effect of overloading in any of the slices. Overloading
essentially occurs if the number of users in one slice increases
substantially. Since slices are not isolated in [9], overloading
in one slice makes the resource allocation problem infeasible.
In [10], the authors proposed a scheme for allocating
the PRBs provided by one infrastructure provider (InP) to
multiple SPs. The work in [11] introduced a novel scheme
for slicing and scheduling for virtual wireless networks based
on a dynamic assignment of a certain number of PRBs to
each virtual network (VN) to provide service to the users.
Although [10] and [11] have considered isolation in network
slicing, they implement it by simply adding a constraint for
the minimum number of PRBs in each slice. Such an approach
can, in general, be inefficient due to the fact that it neglects
the end-to-end service requirements. For instance, one slice
may have a certain number of PRBs in which the users may
all be experiencing a poor channel condition. Clearly, while
network slicing has been extensively studied in the literature,
the existing works are not robust to overloading in slices, do
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not consider optimal slice isolation, and neglect end-to-end
service requirement.
The main contribution of this paper is a novel framework for
enabling network slicing with effective isolation. In particular,
we formulate the joint problem of power and PRB allocation
in a network with a time-varying number of users. We consider
two types of slices: self-managed slices to which the InP
provides a certain capacity, and reliable low latency (RLL)
slices for which the InP guarantees end-to-end delay and
reliability. Then, using stochastic optimization, we model the
problem of minimizing power while preserving isolation of
the slices from one another. Finally, we propose a control
framework for stochastic optimization problems and use it
to solve our network slicing problem. We then prove that
our proposed framework is a generalization of the drift-
plus-penalty algorithm [12]. Simulation results show that our
method can satisfy end-to-end requirements of slices while
providing isolation between the slices.
The rest of the paper is organized as follows. Section II
introduces the system model. Sections III and IV present, re-
spectively, the stochastic optimization model and the proposed
control framework. Section V presents the simulation results
and conclusions are drawn in Section VI.
II. SYSTEM MODEL
Consider the downlink of a cellular network having a single
base station (BS) with one infrastructre provider. SPs have
a contract with the InP for one slice of the network with
guaranteed end-to-end requirement in terms of rate, maximum
tolerable delay, and reliability. The InP charges the SPs based
on these three parameters. However, the number of the users
for each SP should not exceed a certain threshold. This is
due to the fact that the SP is responsible for the maximum
number of users in each slice and, if this number exceeds the
pre-set threshold, there will be a quality-of-service (QoS) drop
for only the users of that particular slice. This approach will
therefore provide a natural way for slice isolation. The total
number of users in the system at time slot t is N(t) and the
total number of PRBs is K. We assume that slice s has Ns(t)
users at time slot t. The maximum arrival rate for each user
in slice s follows a Poisson distribution with parameter as(t).
We assume that the packet lengths for each user follow an
exponential distribution. Hence, the packet queues at the BS
follow an M/M/1 model.
We categorize the network slices into two types based on
the application: a) Reliable low latency (RLL) slices: these
are slices with applications that require strict end-to-end QoS
requirements with a certain reliability, and b) Self-managed
slices: these are slices in which only the total capacity of the
slice matters to the SP. In self-managed slices, SPs purchase
the capacity and they manage it themselves. Self-managed
slices are typically leased to a mobile Internet provider and
used for various services whose QoS mostly pertains to
capacity demands. In RLL slices, InPs provide reliable, low
latency end-to-end slices to SPs. An example of applications
for such slices is virtual reality.
The network must determine the PRB and power allocation
needed for network slicing in a way that the requirements for
both types of slices will met while mitigating their mutual
interdependence. In RLL slices, each SP that owns a certain
slice s has a contract for a maximum of Nmaxs users, with
a maximum tolerable delay requirement Dmaxs , and target
reliability χs. Here, reliability is essentially defined as mini-
mum probability with which the delay is bounded by Dmaxs .
InP does not guarantee end-to-end reliability and delay for
self-managed slices, and the SP is responsible for using the
provided capacity to ensure end-to-end QoS for its users. The
InP’s only responsiblity is to ensure that the capacity of these
slices will not be affected by other slices, i.e., the InP is only
in charge of isolation.
The data rate for each user i is given by:
ri(t) = B
K∑
j=1
ρij(t) log2
(
1 +
pij(t)hij(t)
σ2
)
, (1)
where pij(t) is the transmit power between the BS and user
i over PRB j at time t. σ2 is noise variance, hij(t) is the
time-varying Rayleigh fading channel gain, and ρij(t) is an
indicator function such that ρij(t) = 1, if PRB j is allocated to
user i at time slot t; otherwise ρij(t) = 0. B is the bandwidth
of each PRB. Given this model, our goal is to minimize the
power while maintaining slice isolation and providing end-to-
end QoS. Formally, this network slicing resource allocation
problem is formulated as follows:
min
pij ,ρij
lim
t→∞
1
t
t−1∑
τ=1
N(τ)∑
i=1
K∑
j=1
pij(τ), (2a)
s.t lim
t→∞
1
t
t−1∑
τ=1
Ns(τ)∑
i=1
ri(τ) = Cs∀s ∈ Se, (2b)
P{Di > Dmaxs } < 1− χs,
∀i = 1, · · · , Ns(t), Ns(t) < Nmaxs , ∀s ∈ Sv,∀t,
(2c)
pij(t) ≥ 0, ρij(t) ∈ {0, 1},
∀i = 1, · · · , N, j = 1, · · · ,K, ∀t. (2d)
Sv is the set of RLL slices with an end-to-end QoS contract,
and Se is the set of self -managed slices with only a capacity
contract. Cs is the capacity limit for self-managed slices.
Nmaxs is maximum number of users in RLL slices.
The InP seeks to allocate resources to the users in each slice
so that:
1) The capacity of each self-managed slice is provided
according to the contract between the SP and the InP.
2) The end-to-end QoS requirement in RLL slices for
the SP and the InP is satisfied with the predetermined
reliability.
3) Slices are isolated from each other, that is, increasing
the number of users in each slice does not affect the
other slices.
Problem (2) is a mixed-integer stochastic optimization which
is an NP-hard problem. Also, since the number of users in the
system changes with time, preserving isolation in the event of
a sudden change in the number of users is challenging.
III. RESOURCE ALLOCATION WITH GUARANTEED
ISOLATION
We first use a Lyapunov optimization approach [12] to solve
problem (2). In this approach, we convert constraints (2b) and
(2c) into a mathematically tractable form. Subsequently, we
propose a novel method to allocate resources so that the three
aforementioned conditions are satisfied.
Using drift-plus-penalty method [12], we first create virtual
queues for (2b). The stability of the virtual queues can satisfy
(2b). To define the virtual queues, first, we rewrite (2b) as:
lim
t→∞
1
t
t−1∑
τ=1
Ns(τ)∑
i=1
ri(τ)− lim
t→∞
1
t
t−1∑
τ=1
Cs < 0. (3)
Then, we can define the virtual queue for self-managed slice
s as:
Fs(t+ 1) = Fs(t) +
Ns(t)∑
i=1
ri(t)− Cs, ∀s ∈ Se. (4)
Here, Fs(t) can be either negative or positive. It is important
to note that Ns(t) can change in each time slot. We will show
that our proposed stochastic optimization algorithm is robust
to such changes. This is due to the fact that we will use the
feedback from Fs(t) as an input to the resource allocation
system. Hence, changing Ns(t) will change Fs(t), and will
consequently reduce the number of allocated resources to the
users in slice s. This will allow isolation of self-managed slices
s ∈ Se from other slices.
Next, we must convert the RLL slices’ end-to-end QoS
metrics to a physical layer metric so that we can use it in
resource allocation. Since we have an M/M/1 queue, we can
write (2c) as [13]
lim
t→∞
1
t
t−1∑
τ=1
e(ri(τ)−ai)D
max
s < 1− χs, ∀s ∈ Sv, (5)
and, then, (5) can be rewritten as:
lim
t→∞
1
t
t−1∑
τ=1
e(ri(τ)−ai)D
max
s − lim
t→∞
1
t
t−1∑
τ=1
(1−χs) < 0, ∀s ∈ Sv.
(6)
Hence, we can write the virtual queues for self-managed slices:
Gs(t+ 1) = max{Gs(t) + ys(t), 0}, ∀s ∈ Sv, (7)
where ys(t) is defined as:
ys(t) = e
(ri(τ)−ai)Dmaxs − (1− χs), ∀s ∈ Sv. (8)
We can see that
Fs(t+ 1)− Fs(t) =
Ns(t)∑
i=1
ri(t)− Cs, (9)
Gs(t+ 1)−Gs(t) ≤
Ns(t)∑
i=1
ri(t)− Cs. (10)
Then, using the telescoping rule for series, we can write:
t−1∑
τ=0
Ns(τ)∑
i=1
ri(τ)− Cs =
t−1∑
τ=0
Fs(τ + 1)−
t−1∑
τ=0
Fs(τ)
= Fs(t)− Fs(0), (11)
t−1∑
τ=0
ys(τ) ≤
t−1∑
τ=0
Gs(τ + 1)−
t−1∑
τ=0
Gs(τ) = Gs(t)−Gs(0).
(12)
From (11) and (12), we can see that, if the initial conditions
for queues Gs(0) and Fs(0) are finite, and
lim
t→∞
1
t
Fs(t) = lim
t→∞
1
t
Gs(t) = 0, (13)
i.e., the virtual queues are mean-rate stable, then constraints
(2c) and (2b) are satisfied. To make virtual queues Fs(t) and
Gs(t) mean-rate stable, we define a Lyapunov function for
Fs(t) and Gs(t), and minimize the Lyapanuov drift for each
queue. We can define the Lyapunov function for Fs(t) and
Gs(t) as
L(t) =
1
2
∑
s∈Se
Fs(t)
2 +
1
2
∑
s∈Sv
Gs(t)
2. (14)
Therefore, we can find the Lyapunov drift for Fs(t) and Gs(t):
∆L(t) = L(t+ 1)− L(t)
=
1
2
∑
s∈Se
{
max{Fs(t) +
Ns(t)∑
i=1
ri(t)− Cs, 0}2 − Fs(t)2
}
+
1
2
∑
s∈Sv
{
max{Gs(t) + ys(t), 0}2 −Gs(t)2
}
≤ 1
2
∑
s∈Se
Ns(t)∑
i=1
ri(t)− Cs
2 + 1
2
∑
s∈Sv
ys(t)
2
+
∑
s∈Se
Ns(t)∑
i=1
ri(t)− Cs
Fs(t) + ∑
s∈Sv
ys(t)Gs(t). (15)
If we assume that the first term in the right hand side of
(15) is bounded, i.e.,
1
2
∑
s∈Se
Ns(t)∑
i=1
ri(t)− Cs
2 + 1
2
∑
s∈Sv
ys(t)
2 < B, (16)
then, we can write drift-plus-penalty as:
∆L(t) +
N(t)∑
i=1
K∑
j=1
pij(t) ≤ B +
N(t)∑
i=1
K∑
j=1
pij(t)
+
∑
s∈Se
Ns(t)∑
i=1
ri(t)− Cs
Fs(t) + ∑
s∈Sv
ys(t)Gs(t). (17)
Slice  
Controller
Optimization 
Problem
)(tFi
)1(),1(  tpt ijij)(t
)(tGi
Slice  
vS
eS
Figure 1: Block diagram of the proposed Lyapunov
optimization network slicing.
Now, we can transform stochastic optimization problem (2)
into the following optimization problem which needs to be
solved by the network in each time slot:
min
pij(t),ρij(t)
N(t)∑
i=1
K∑
j=1
pij(t) +
∑
s∈Se
(Ns(t)∑
i=1
ri(t)− Cs
)
Fs(t)
+
∑
s∈Sv
ys(t)Gs(t), (18a)
s.t pij(t) ≥ 0, ρij(t) ∈ {0, 1}
∀i = 1, · · · , N, j = 1, · · · ,K, ∀t. (18b)
Lyapunov optimization changes the original problem to
(18). However, solving (18) greedily in each time slot has
a high complexity and, hence, will not be scalable for large
networks. To overcome this scalability challenge, we propose
a novel control method that can reduce the complexity of
(18) by using a feedback mechanism in a decomposable
optimization problem. The block diagram of the proposed
Lyapunov optimization for the resource allocation problem is
shown in Fig. 1.
IV. STOCHASTIC OPTIMIZATION CONTROL FRAMEWORK
Next, we propose an optimization problem that is equivalent
to the Lyapunov optimization problem in (18) and we show its
equivalence to the drift-plus-penalty algorithm. Consider the
optimization problem:
min
pij(t),ρij(t)
N(t)∑
i=1
K∑
j=1
pij(t), (19a)
s.t ri(t) = αi, (19b)
pij(t) ≥ 0, ρij(t) ∈ {0, 1},
∀i = 1, · · · , N, j = 1, · · · ,K, ∀t. (19c)
Here, α =
[
α1 α2 · · · αN(t)
]T
is the input parameter
vector that controls the solution of this optimization problem.
Next, we show the equivalence result.
Theorem 1. The optimization problem (19) is equivalent to
the drift-plus-penalty problem in (18).
Proof: If we write the Lagrangian for problem (19) and
keep the feasibility conditions, we have
max
λi
min
pij(t),ρij(t)
N(t)∑
i=1
K∑
j=1
pij(t) +
N∑
i=1
λi(αi − ri), (20a)
s.t pij(t) ≥ 0, ρij(t) ∈ {0, 1}
∀i = 1, · · · , N, j = 1, · · · ,K, ∀t.
(20b)
Furthermore, (18a) can be rewritten as:
min
pij(t),ρij(t)
N(t)∑
i=1
K∑
j=1
pij(t) +
∑
s∈Se
(Ns(t)∑
i=1
ri(t)
)
Fs(t)
+
∑
s∈Sv
−bs(t)Gs(t) rs(t), (21)
in which we have omitted CsFs(t), because it does not contain
any of the decision variables pij(t) and ρij(t). Also, we
substituted ys(t) with −bs(t)rs(t), which is the first-order
approximation of ys(t) in (8).
In problem (20), increasing αi(t) will increase λi(t), and
this will, in turn, change the problem (20) to
min
pij(t),ρij(t)
N(t)∑
i=1
K∑
j=1
pij(t)−
N∑
i=1
λ∗i ri, (22)
Where λ∗i is the optimal λ for the problem (20). As we can
see, problems (21) and (22) are equivalent, and
λ∗i =
{
−Fi(t), i ∈ Se,
bi(t)Gi(t), i ∈ Sv.
(23)
From Theorem 1, we can see that changing αi(t) has the
same effect as changing Fi(t) and Gi(t) in (21), i.e., using
a specific type of controller which generates control signal
α such that (23) is satisfied, the solution will be the same
as the drift-plus-penalty algorithm. Nonetheless, we can also
observe that the drift-plus penalty is a special case of our
general framework.
With that in mind, the drift-plus-penalty algorithm can be
modeled as a control system as shown in Fig. 2. Since the
virtual queues Qi(t) and Fi(t) accumulate errors, they are
shown as integrators in Fig. 2. Therefore, we can see that the
drift-plus-penalty algorithm consists of a proportional-integral
(PI) controller. As we will see in Section V, this method suffers
from the same drawbacks of PI controllers, that is, it is not
sensitive to steady state error as long as the average error is
zero. By adding another type of controller to the drift-plus-
penalty method, instead of PI controller in Fig. 2, we can
improve both steady state error and transient time response of
the drift-plus-penalty method.
V. SIMULATION RESULTS AND ANALYSIS
For our simulation, we consider a network with a cell radius
of 1.5 km having four slices, two of which are self-managed
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Figure 2: Block diagram of the equivalent control system.
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Figure 3: Mean rate of self-managed slices slices’ users.
slice # of active users in t < 250 # of active users in t > 250
s1v 1 1
s2v 1 1
s1e 5 5
s2e 2 5
Table I: Specifications of the various slices.
slice capacity
s1v P(D > 10× 10−3) < 0.01
s2v P(D > 20× 10−3) < 0.05
s1e 2.5 Mbps
s2e 750 kbps
Table II: Slices capacity and end-to-end requirements.
slices (s1e, s
2
e), and the other two are RLL slices (s
1
v, s
2
v). We set
the bandwidth to B = 10 MHz. We also set as(t) = 1 Mbps
for s1v, s
2
v , and σ
2 = −173.9 dBm. For s1v and s2v , Dmaxs
and χ are respectively set to 10, 20 ms and 99%, 95%. We
set the path loss exponent to 3 (urban area), and the carrier
frequency to 900 MHz. The packet length for RLL slices is an
exponential random variable with an average size of 10 kbits.
The number of users in each slice is shown in Table II.
The total running time is 500 time slots. At time slot 250, we
simulate a sudden increase in the number of the users in slice
s2e. The number of users increases from 2 to 5 users.
In order to evaluate slice isolation, in Fig. 3, we show the
mean rate of the users in self-managed slices. From this figure,
we can see that, at the time of the sudden change in the number
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Figure 4: Rate for RLL slices.
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Figure 5: Total capacity that for self-managed slices.
of users in slice 2, the mean rate for each user in this slice
decreases. However, the mean rate for the users in slice 1 does
not change. This demonstrates the complete isolation of slices.
Fig. 4 shows the rate of RLL slices, as time evolves. As we
can see, since s1v has a strict end-to-end QoS requirement, it
takes longer for the proposed algorithm to converge. From Fig.
4, we can also see that the sudden changes in the self-managed
slice does not have any effect on RLL slices. This result further
confirms that our method provides complete isolation between
the slices.
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Figure 6: Reliability over time for RLL slices.
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Fig. 5 shows the total capacity used by self-managed slices.
The total capacity of slice s1v is the sum of its users’ arrival
rates which is 1.25 Mbps. Since slice s2v exceeds the allocated
capacity, the total capacity will be set to the determined limit
which is 750 kbps. As we can see from Fig. 5, there is a
high overshoot in the total capacity of s2v . However, since the
duration of this overshoot is very short, it does not affect the
other slices.
In Fig. 6, we evaluate the reliability for RLL slices. From
this figure, we can first see that the reliability increases with
time. Due to its strict QoS requirement, the reliability for s1v
increases slowly with time.
Fig. 7 shows the total BS power resulting from our proposed
algorithm and also in the case of network slicing without
isolation. From Fig. 7, we can see that, at the time of the
sudden change in slice s2e, there is an overshoot in the power
usage, which is caused by the overshoot that happened in the
capacity of slice s2e. However, in our algorithm, the overshoot
disappeared quickly while in the case of no isolation, this
change in the number of users will affect the total power
usage in the system. This additional 8% power consumption
can affect the total network performance since the total power
might be limited and should not be affected by an overload in
one slice.
VI. CONCLUSION
In this paper, we have studied the problem of network
slicing with a variable number of users for two types of slices:
RLL slices, with strict latency and reliability requirements
and self-managed slices with capacity requirements. We have
proposed a new control framework that can solve the stochastic
optimization problem of PRB and power allocation in LTE
downlink in polynomial time. We have shown that the pro-
posed control algorithm minimizes power while satisfying the
slices’ QoS requirements and preserving complete isolation
among slices. The results have shown that isolation can be
provided even in the event of sudden changes in the number
of users in the system.
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