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Zusammenfassung. In diesem Beitrag wird ein ¨ Uberblick
¨ uber transitionsmindernde Buskodierverfahren zur verlust-
leistungsminimierten Daten¨ ubertragung zwischen Modulen
digitaler Systeme gegeben. Ein neues adaptives Verfahren,
das Adaptive Minimum Weight Codes (AMWC) Verfahren
wird vorgestellt, welches Datenworte auf einen Code mit
minimalem Gewicht unter Nutzung dynamisch rekonﬁgu-
rierbarer Codetabellen abbildet. Aufgrund der Anpassbarkeit
der Kodiervorschrift ben¨ otigt es keine Kenntnis statistischer
Parameter der zu ¨ ubertragenden Datenstr¨ ome und eignet
sich deshalb insbesondere zur Kodierung von Datenstr¨ omen
mit ¨ uber der Zeit ver¨ anderlichen Parametern. Im Gegensatz
zu anderen bislang publizieren adaptiven Verfahren, welche
aufgrund ihres enormen Eigenverlustleistungsanteiles nicht
efﬁzient implementierbar sind, besitzt die Implementierung
von AMWC einen geringeren Hardwareoverhead und
ver¨ andert das Systembusinterface nicht. Der Beitrag stellt
theoretische Grundlagen vor und gibt eine hardwareefﬁzi-
ente Implementierung an. Experimentelle Untersuchungen
ergaben eine Reduktion der Schaltaktivit¨ at um 38%.
In this paper state-of-the-art transition-minimizing bus
encoding schemes for power-efﬁcient data transmission
between modules of digital systems are summarized. A new
adaptive scheme, the Adaptive Minimum Weight Codes
(AMWC) is presented which maps data words unambi-
guously on a minimum weight code using dynamically
reconﬁgurable code tables. Due to its adaptability our
scheme does not require a priori knowledge about statistical
parameters of data streams to be transmitted. Therefore
it is especially suited for data streams with time-varying
parameters. Unlike other adaptive techniques presented to
date, which are infeasible to implement into hardware due
to their tremendous overhead in self dissipated power, the
implementation of our encoding technique requires less
hardware overhead and does not modify the system bus
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interface. The fundamentals of the encoding scheme and a
hardware-efﬁcient implementation are given. Experimental
results showed a reduction in bus transition activity of up to
38%.
1 Einleitung
Die Verlustleistungsaufnahme digitaler informationsverar-
beitender Systeme entwickelt sich zunehmend zum limitie-
renden Faktor bez¨ uglich der weiteren Erh¨ ohung der Perfor-
manz. Vor allem f¨ ur portable, batteriegespeiste Ger¨ ate wie
Laptops und Mobilfunkger¨ ate, deren Betriebsdauer direkt
durch deren Verlustleistungsaufnahme bestimmt wird, ist ei-
ne Reduktion der umgesetzten Verlustleistung extrem wich-
tig. Als weiterer Aspekt steigt die Zuverl¨ assigkeit verteilter,
auf einem Chip integrierter Informationsverarbeitungssyste-
me h¨ ochster Leistung, bei denen, bedingt durch Anzahl und
Packungsdichte der Transistoren, die Abf¨ uhrung der erzeug-
ten W¨ armemenge problematisch wird.
Mit bis zu 80% (Stan and Burleson, 1995) entf¨ allt ein
hoher Prozentsatz der in einem Chip umgesetzten Verlust-
leistung auf Systembusse, da die parasit¨ aren Leitungska-
pazit¨ aten interne Kapazit¨ aten um ein Vielfaches ¨ uberstei-
gen. Die auf einem Systembus eines CMOS-Schaltkreises
umgesetzte Verlustleistung kann in guter N¨ aherung durch
die nachfolgende Gleichung berechnet werden: PV =
1
2V 2
ddf
Pn−1
i=0 CLiαi wobei n die Busbreite, f die Taktfre-
quenz, Vdd die Versorgungsspannung, CLi die Kapazit¨ at
und αi die Schaltaktivit¨ at der Busleitung i repr¨ asentieren.
W¨ ahrend die drei erstgenannten Gr¨ oßen im allgemeinen von
der Technologie und den Anforderungen an die Performanz
bestimmt werden, l¨ aßt sich die Schaltaktivit¨ at auf System-
ebene durch den Einsatz geeigneter transitionsmindernder
Kodierverfahren beeinﬂussen.
In diesem Beitrag werden neue, im Rahmen dieses Projek-
tes entstandene adaptive Kodierverfahren vorgestellt, die 2
Ans¨ atze verfolgen: eine leitungsbasierte sowie eine wortba-
sierte Kodierung. Das Adaptive Partielle Businvert Kodier-230 C. Kretzschmar et al.: Adaptive, transitionsmindernde Buskodierverfahren
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Abbildung 1. Statistische Parameter verschiedener Datenstr¨ ome: (a) und (b) Wahrscheinlichkeitsdichte, (c) Schaltaktivit¨ atsproﬁl.
verfahren (APBI), ein leitungsbasiert arbeitendes Verfahren
minimiert die Hammingdistanz zweier aufeinanderfolgender
Codeworte, indem es die Leitungen mit der h¨ ochsten Transi-
tionswahrscheinlichkeit selektiert und den entstehenden Teil-
bus Businvert-kodiert. Im Unterschied dazu verfolgen das
Adaptive Wahrscheinlichkeitsbasierte Mapping (APBM) und
das Adaptive Minimum Weight Codes Verfahren (AMWC)
eine wortbasierte Kodierung. Sie bilden Datenworte wahr-
scheinlichkeitsbasiert auf Codeworte ab. Durch die Nut-
zung von zur Laufzeit rekonﬁgurierbaren Codetabellen eig-
nen sie sich speziell f¨ ur eine verlustleistungsoptimierte ¨ Uber-
tragung auf Systembussen rekonﬁgurierbarer Hardwarear-
chitekturen. Da die genannten Verfahren die f¨ ur sie relevan-
ten statistischen Parameter des zu ¨ ubertragenden Datenstro-
mes zur Laufzeit extrahieren, ben¨ otigen sie im Gegensatz zu
statischen Verfahren vorab keine Kenntnis statistischer Para-
meter zur Optimierung der Kodiervorschrift. Deshalb eignen
sie sich vor allem zur ¨ Ubertragung von a-priori unbekann-
ten Datenstr¨ omen oder solchen mit nicht station¨ aren statisti-
schen Parametern. Simulative Untersuchungen ergaben f¨ ur
solche Datenstr¨ ome eine Reduktion der Schaltaktivit¨ at um
42% f¨ ur APBI, um 41% f¨ ur APBM und um 38% f¨ ur AM-
WC.
2 Bisherige Arbeiten und Motivation
Aus informationstheoretischer Sicht lassen sich Buskodier-
verfahren danach klassiﬁzieren, ob sie zur efﬁzienten Minde-
rung der Transitionen vorab Kenntnis statistischer Parameter
der zu ¨ ubertragenden Datenstr¨ ome ben¨ otigen oder ohne
diese Kenntnis auskommen. Die Verfahren der ersten Klas-
se geh¨ oren dabei nahezu ausschließlich zu den statisch ar-
beitenden Verfahren, d.h. die Kodiervorschrift wird vor-
ab an einen als applikationsspeziﬁsch betrachteten Daten-
strom angepaßt und statisch in Coder- und Decoderhard-
ware implementiert. In der Literatur wurden verschiedene
zur ersten Klasse geh¨ orende, applikationsspeziﬁsche Ver-
fahren zur Systembus-Kodierung publiziert, wobei die ein-
zelnen Verfahren unterschiedliche charakteristische Eigen-
schaften des zu ¨ ubertragenden Datenstromes ausnutzen. Die
T0-Kodierung (Benini et al., 1997), geeignet f¨ ur Adreßbus-
se, ¨ ubertr¨ agt aufeinanderfolgende Adressen durch das Set-
zen eines Inkrement-Bits auf einer zus¨ atzlichen Leitung un-
ter Beibehalten des urspr¨ unglichen Buszustandes. Kombi-
nationsverfahren in Benini et al. (1998) bieten eine an-
gepasste Kodierung f¨ ur mehrere ¨ uber einen Bus ¨ ubertra-
gene Datenstr¨ ome mit unterschiedlichen statistischen Ei-
genschaften. Die Businvert-Kodierung (Stan and Burleson,
1995) ist ein 1bit redundantes Kodierverfahren, das die Ham-
mingdistanz zweier aufeinanderfolgender Codeworte durch
eventuelle Invertierung minimiert. Bei einer Ungleichver-
teilung der Schaltaktivit¨ at schließt das Partielle Businvert-
Kodierverfahren (PBI) (Shin et al., 1998) Leitungen mit ge-
ringerer Schaltwahrscheinlichkeit von der Kodierung aus.
Das Wahrscheinlichkeitsbasierte Mapping (PBM), das in
Ramprasad et al. (1999) zusammen mit werte- und diffe-
renzbasierenden Kodierverfahren vorgestellt wurde, berech-
net aus der Wahrscheinlichkeitsverteilungsfunktion (pdf) ei-
ne eineindeutige Abbildung von Datenworten auf Codewor-
te. Ein weiteres Verfahren, das die temporale Korrelation
aufeinanderfolgender Datenworte in Form der Verbundwahr-
scheinlichkeitsverteilung (jpdf) ber¨ ucksichtigt, wurde in Be-
nini et al. (1999) vorgestellt. Die Komplexit¨ at der notwen-
digen Codetabelle wird dabei auf 22n × n im Gegensatz zu
2n × n f¨ ur PBM erh¨ oht, was f¨ ur reale Busbreiten nicht mehr
implementierbar ist.
Die bisher genannten statischen Kodierverfahren, die f¨ ur
einen charakteristischen Datenstrom optimiert werden, errei-
chen dann eine sehr hohe Kodierefﬁzienz, wenn sie auf Da-
tenstr¨ ome mit identischen statistischen Parametern angewen-
det werden. Andernfalls sinkt ihre Kodierefﬁzienz drastisch.
Wie unsere Untersuchungen zeigen, weisen reale Applika-
tionen jedoch nicht station¨ are Parameter auf, wie Abb. 1 am
Beispiel der Wahrscheinlichkeitsdichte zweier Datenstr¨ ome
und eines Schaltaktivit¨ atsproﬁles zeigt. Oft steht auch vor-
ab kein solcher Datenstrom zur Verf¨ ugung oder das gesam-
te Applikationsspektrum ist im Vorfeld noch nicht bekannt.
Eine efﬁziente Kodierung erfordert deshalb adaptive Kodier-
verfahren, die relevante statistische Parameter zur Laufzeit
extrahieren und die Kodiervorschrift periodisch aktualisie-
ren. Adaptive Ans¨ atze werden in Benini et al. (1999) und
Satoshi Komatsu et al. (2000) publiziert. Durch ihre Anpas-
sungsf¨ ahigkeit an gegenw¨ artige statistische Parameter errei-
chen adaptive Verfahren eine efﬁzientere Transitionsminde-C. Kretzschmar et al.: Adaptive, transitionsmindernde Buskodierverfahren 231
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Abbildung 2. Blockschaltbild eines AMWC Coder-Decoder Systems.
rung, die jedoch durch einen erh¨ ohten Hardwareoverhead er-
kauft wird, so daß f¨ ur die bisher erw¨ ahnten Verfahren der
Eigenverlustleistungsanteil die efﬁziente Transitionsminde-
rung relativiert. Deshalb entstanden im Rahmen dieses Pro-
jektes mit APBI, APBM und AMWC Methoden, die sowohl
an ver¨ anderte Parameter anpassungsf¨ ahig als auch verlust-
leistungsoptimiert implementiert sind. APBI (Kretzschmar
et al., 2000) erweitert PBI um eine adaptive Komponente,
die periodisch Leitungen eines zu kodierenden Subbusses se-
lektiert. Da Schaltungen vor allem mobiler Systeme immer
h¨ auﬁger auf rekonﬁgurierbare Hardwarearchitekturen abge-
bildet werden, wurden mit APBM und AMWC Verfahren
entwickelt, die speziell in solchen Systemen efﬁzient die Ver-
lustleistung reduzieren, jedoch nicht ausschließlich auf diese
Hardware beschr¨ ankt sind. APBM und AMWC bilden Da-
tenworte mit dem Ziel der Minimierung des Gewichtes des
kodierten Datenstromes auf Codeworte ab. Beide implemen-
tieren zur Laufzeit dynamisch rekonﬁgurierbare Codetabel-
len, die mit einem an die gegenw¨ artige Wahrscheinlichkeits-
dichte angepaßten Code periodisch rekonﬁguriert werden.
3 Adaptive Minimum Weight Codes (AMWC)
3.1 ¨ Uberblick
AMWC nutzt die in Kretzschmar et al. (2001) von den Au-
toren publizierten Grundlagen des Adaptiven Wahrschein-
lichkeitsbasierten Mapping (APBM), das eine sehr hohe Ko-
dierefﬁzienz erreicht. Es wurde jedoch f¨ ur einen minimalen
Hardwareoverhead optimiert, welcher sich ann¨ ahernd pro-
portional zur Eigenverlustleistung verh¨ alt. AMWC ist ein
nicht-redundanzerh¨ ohendes Kodierverfahren, das Datenwor-
te φ eines nichtkodierten Datenstromes 8 eineindeutig auf
Codeworte χ eines Codes 9 abbildet. Das Blockschaltbild
eines Coder-Decoder-Systemes ist in Abb. 2 dargestellt.
Der Coder implementiert dynamisch rekonﬁgurierbare
Codetabellen, die die Abbildungsvorschrift von Datenworten
aufeinenCode9 mitminimalemGewichtenthalten.ZurRe-
duktion der Komplexit¨ at der ben¨ otigten Codetabellen erfolgt
eine Aufteilung des n Bit breiten Systembusses in v Subbus-
se mit einer Breite von s Bit, die unter Reduktion der spati-
alten Korrelation getrennt voneinander kodiert werden. Ein
in den Coder integrierter Dekorrelator wandelt die Einsen im
Codewort in eine Transition auf dem Bus, w¨ ahrend eine Null
im Codewort in eine Nicht-Transition ¨ ubersetzt wird. Der
im Decoder vorhandene Korrelator f¨ uhrt eine R¨ ucktransfor-
mation der ¨ uber den Bus ¨ ubertragenen Transitionen in Ein-
sen sowie der Nicht-Transitionen in Nullen durch, wodurch
das urspr¨ ungliche Codewort r¨ uckgewonnen und durch An-
wendung der inversen Kodiervorschrift 9−1 in den Codeta-
bellen des Decoders dekodiert wird. Durch den Einsatz des
Dekorrelator/Korrelator-Paares wird das Problem der Min-
derung von Transitionen auf dem Bus auf eine Minimierung
des Gewichtes, d.h. der Anzahl an Einsen, des kodierten Da-
tenstromes X abgebildet, so daß ein transitionsmindernder
Code folgende Eigenschaft besitzt:
α ˆ X =
X
χ∈X
W(χ) · pφ → min (1)
wobei die mittlere Schaltaktivit¨ at auf dem Bus α ˆ X dann ein
Minimum erreicht, wenn das Gewicht W ¨ uber alle Codewor-
te χ gewichtet mit der Wahrscheinlichkeit ihres Auftretens
ein Minimum erreicht. F¨ ur den Code 9 bedeutet dies, daß
h¨ auﬁg auftretende Datenworte auf Codeworte mit einer ge-
ringen Anzahl an Einsen abgebildet werden, w¨ ahrend selte-
ner zu ¨ ubertragende Datenworte durch Codeworte mit einer
h¨ oheren Anzahl an Einsen repr¨ asentiert werden.
Da die Wahrscheinlichkeitsdichte der Datenworte vorab
unbekannt oder nicht-station¨ ar sein kann, f¨ uhrt der Codebe-
rechnungsblock eine periodische Anpassung des Codes an
die gegenw¨ artige Verteilung durch, mit dem die Codetabel-
len rekonﬁguriert werden. Der Codeberechnungsblock wur-
de analog in Coder und Decoder integriert, um die Notwen-
digkeit der ¨ Ubertragung des verwendeten Codes zwischen
Coder und Decoder zu eliminieren. Unter Nutzung eines
identischen initialen Codes und unter der Voraussetzung ei-
ner fehlerfreien ¨ Ubertragung kann die neue Kodiervorschrift
im Decoder aus den dekodierten Daten in analoger Weise
zum Coder erfolgen.
3.2 Codeberechnung
Der Codeberechnungsblock f¨ uhrt eine Fensterung des Da-
tenstromes durch, innerhalb dessen er die Wahrscheinlich-
keitsdichte von Datenworten des unkodierten Datenstromes232 C. Kretzschmar et al.: Adaptive, transitionsmindernde Buskodierverfahren
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Abbildung 3. Blockschaltbild eines AMWC-Codeberechnungsblocks.
beobachtet. Im Anschluss berechnet er einen neuen, einein-
deutigen Code mit minimalem Gewicht, mit dem die Co-
detabellen rekonﬁguriert werden. Im Gegensatz zu APBM
wurde der Codeberechnungsblock, dessen Blockschaltbild in
Abb. 3 abgebildet ist, in einfacher Ausf¨ uhrung realisiert. Da-
durch erfolgen die Ermittlung der Statistik und die Aktuali-
sierung der Codetabellen der einzelnen Subbusse sequentiell.
Der am Eingang beﬁndliche Selektor w¨ ahlt einen der v
Subbusse zur Beobachtung aus. Die auftretenden Datenwor-
te werden in der Samplingtabelle gez¨ ahlt, um sie entspre-
chend ihrer H¨ auﬁgkeit den im ROM beﬁndlichen, nach ih-
rem Gewicht sortierten Codeworten zuzuordnen. AMWC
f¨ uhrt im Codeberechnungsblock als neuen Ansatz, der bis-
her noch nicht angewendet wurde, eine ﬂexible Fenster-
breite ein. Das Beobachtungsfenster variiert entsprechend
der Wahrscheinlichkeitsdichte der beobachteten Datenwor-
te. Dieser Ansatz erlaubt eine besonders schnelle Anpassung
der Kodiervorschrift f¨ ur ungleich verteilte Wahrscheinlich-
keiten der Datenworte. Die Realisierung erfolgt, indem die
Z¨ ahlerst¨ ande der k Bit tiefen Samplingtabelle auf ihren Ma-
ximalwert 2k − 1 getestet werden. Erreicht einer der Z¨ ahler
diesen Wert, wird die Beobachtungsperiode abgeschlossen
und die Codeberechnung beginnt. Die Zuordnung von Da-
tenworten zu Codeworten erfordert normalerweise eine zeit-
und ressourcenaufwendige Sortierung der in der Samplingta-
belle erfaßten H¨ auﬁgkeiten. Zur Vereinfachung wurden Co-
deworte in 2 Klassen unterteilt: g¨ unstige und weniger g¨ unsti-
ge Codeworte, wobei g¨ unstige Codeworte eine minimale An-
zahl an Einsen besitzen, die nur wenige Transitionen auf dem
Bus verursachen, w¨ ahrend weniger g¨ unstige Codeworte ei-
ne gr¨ ossere Anzahl an Transitionen verursachen. Durch Aus-
wertung der oberen m Bit der Z¨ ahlerst¨ ande kann sofort eine
Entscheidung ¨ uber die zuzuordnende Klasse von Codewor-
ten getroffen werden. Eine Eins innerhalb der oberen m Bits
bedeutet dabei, dass das zugeh¨ orige Datenwort mindestens
2m mal innerhalb der Beobachtungsperiode aufgetreten ist
und deshalb auf ein Codewort mit einer geringen Anzahl an
Einsen abgebildet werden sollte. Andernfalls sollte ihm ein
CodewortderanderenKlassezugeordnetwerden.Dasichdie
Codeworte sortiert nach ihrem Gewicht in der ROM-Tabelle
beﬁnden, kann auf eine feste Einteilung der Codeworte in die
beidenKlassenverzichtetwerden.VielmehrbeginntdieAus-
wahl zuzuordnender Codeworte mit dem g¨ unstigsten bzw.
dem ung¨ unstigsten Codewort und n¨ ahert sich mit jedem zu-
geordneten Codewort an, so daß als letztes Codewort ei-
nes aus dem mittleren Bereich der ROM-Tabelle zugeord-
net wird. Diese Vorgehensweise erlaubt die Anwendung des
aktualisierten Codes bereits nach s + d Takten, wobei d ei-
ne m¨ ogliche Verz¨ ogerung beim Eintrag in die Codetabelle
des Sub(de)coders darstellt. Im Gegensatz zu APBM entsteht
kein exakter Code f¨ ur die gegenw¨ artige Wahrscheinlichkeits-
dichte, jedoch steht dieser Code bereits nach einem Drittel
der Zeit zur Verf¨ ugung, wodurch auftretende Ungenauigkei-
ten teilweise kompensiert werden.
4 Ergebnisse
Die beschriebenen Kodierverfahren wurden als synthetisier-
bare VHDL-Modelle f¨ ur eine Busbreite von 32 bit imple-
mentiert und simulative Untersuchungen unter Nutzung fol-
gender Testdatenst¨ ome durchgef¨ uhrt:
– art: Ein zuf¨ alliger Datenstrom, generiert mit Mathema-
tica®, mit einem sich ¨ uber der Zeit ¨ anderten Schaltakti-
vit¨ atsproﬁl (art1) bzw. einem binomialverteilten Wahr-
scheinlichkeitsproﬁl (art2)
– eps: Eine Datei im Encapsulated Postscript Format.
– gzip: Beispiel f¨ ur eine ausf¨ uhrbare Datei.
– gauss: Weißes Gaußsches Rauschen.
Die Kodierefﬁzienz von APBI wurde f¨ ur eine Fensterbrei-
te von 32 Samples untersucht. Eine Anpassung der Maske er-
folgte alle 1, 2, 4, 8 bzw. 16 Fenster. Die Ergebnisse wurdenC. Kretzschmar et al.: Adaptive, transitionsmindernde Buskodierverfahren 233
Tabelle 1. Relative Ver¨ anderung der Schaltaktivit¨ at bez¨ uglich α8
α ˆ X Seq α8 APBI1 APBI2 APBI4 APBI8 APBI16 BI PBI APBM PBM AMWC4 AMWC8
art1 2130360 37.1 % 42.0 % 42.0 % 42.0 % 42.0 % 12.7 % 12.8 %
art2 160896 40.6 % 47.7 % 38.3 % 32.9 %
eps 221309 10.6 % 10.6 % 10.5 % 10.4 % 10.2 % 4.5 % 11.4 % 21.0 % 21.1 % 19.7 % 23.7 %
gzip 154620 8.8 % 8.6 % 8.0 % 7.0 % 6.6 % 5.5 % 7.8 % 27.4 % 28.6 % 20.0 % 15.6 %
gauss 4086760 7.1 % 7.1 % 7.1 % 7.1 % 7.1 % 11.2 % 11.2 % 0.5 % 1.5 % -0.8 % -1.7 %
Avg 15.9 % 17.1 % 16.9 % 16.6 % 16.5 % 8.5 % 10.8 % 22.4 % 24.7 % 19.3 % 17.8 %
Tabelle 2. Statisch vs. adaptiv: Relative Ver¨ anderung der Transitio-
nen f¨ ur APBM und PBM bezogen auf α8
α ˆ X Seq
APBM PBMart2 PBMeps PBMgzip PBMga.
art2 40.6 % 47.7 % -16.5 % -14.0 % -2.3 %
eps 21.0 % -33.5 % 21.1 % -4.0 % -24.3 %
gzip 27.4 % -77.4 % -5.1 % 28.6 % -54.3 %
gauss 0.5 % -0.3 % 0.5 % 0.3 % 1.5 %
Avg 22.4 % -15.9% 0.0 % 2.7 % -19.9%
mit dem Businvert und dem Partiellen Businvert Kodierver-
fahren verglichen, da APBI darauf basiert. F¨ ur die APBM-
Simulationen wurde der Systembus in v = 8 Subbusse der
Breite s = 4 aufgesplittet. Die Extraktion der pdf ber¨ uck-
sichtigtjeweils32Samples.DieErgebnissewurdenmitPBM
als dem zugeh¨ origen statischen Verfahren verglichen. Die
Untersuchungen f¨ ur AMWC wurden f¨ ur Subbusbreiten von
s = 4 und s = 8 durchgef¨ uhrt. Die Breite der Samplingta-
belle wurde von k = 2 bis k = 7 variiert, w¨ ahrend die f¨ ur die
Codezuordnung relevanten Bits zwischen m = 1 und m = 5
ver¨ andert wurden. Als bez¨ uglich Efﬁzienz und Hardwareo-
verhead g¨ unstigste Kombinationen erwiesen sich f¨ ur s = 4:
k = 4,m = 2 und f¨ ur s = 8: k = 4,m = 3. Tabelle 1
zeigt die prozentuale Reduktion der Schaltaktivit¨ at aller un-
tersuchten Kodierverfahren.
Wie erwartet erreichend die adaptiven Verfahren durch ih-
re Anpassungsf¨ ahigkeit eine im Vergleich zu den statischen
Kodierverfahrenwesentlichst¨ arkereReduktionderSchaltak-
tivit¨ at. Besonders stark wirkt sich die Anpassungsf¨ ahigkeit
dynamischer Verfahren bei der Kodierung von Datenstr¨ omen
mit ¨ uber der Zeit ver¨ anderlicher Schaltaktivit¨ at wie art aus.
Im Gegensatz dazu kann die Kodierefﬁzienz von Businvert
f¨ ur Datenstr¨ ome wie gauss mit einer gleichverteilten Schal-
taktivit¨ at und von p = 0.5 und untereinander nicht korre-
lierten Leitungen nicht verbessert werden, da Businvert f¨ ur
solche Datenstr¨ ome optimal ist (Stan and Burleson, 1995).
Die wahrscheinlichkeitsbasierten Kodierverfahren besitzen
im Durchschnitt ein h¨ oheres Reduktionspotential, das jedoch
vom zu kodierenden Datenstrom abh¨ angt. Treten die Daten-
worte wie bei gauss gleichverteilt auf, l¨ aßt sich durch eine
Abbildung auf Codeworte gleicher L¨ ange nur eine marginale
Reduktion der Schaltaktivit¨ at erreichen.
In einem weiteren Experiment wurde untersucht, wie
sich die Kodierefﬁzienz statischer Verfahren wie PBM
ver¨ andert, wenn sie f¨ ur einen Datenstrom optimiert wur-
den, jedoch auf Datenstr¨ ome mit abweichenden Parame-
tern angewendet werden. Wie Tabelle 2 zeigt, steigt die
Schaltaktivit¨ at sogar ¨ uber die des unkodierten Datenstromes,
so dass die mittels des optimierten Verfahrens ermittelten
Werte f¨ ur Eα nur auf Datenstr¨ ome mit korrespondierender
Statistik ¨ ubertragbar sind. Im Gegensatz dazu passen sich
APBM und AMWC ausgehend von einer initialen Abbil-
dungsvorschrift an die statistischen Parameter an.
Zur Beurteilung der Gesamtverlustleistungsbilanz wurde
in einem weiteren Experiment den Verlustlustleistungsanteil
der Coder-Decoder Implementierungen der Kodierverfahren
untersucht.DazuwurdendieModelleaufdieentsprechenden
Primitive der XILINX-VIRTEX-Bibliothek abgebildet. Un-
ter Ber¨ ucksichtigung der genutzten CLB-Ressourcen wurde
mit dem Xilinx Virtex Power Estimate Worksheet die Ver-
lustleistung abgesch¨ atzt. Die resultierenden Werte sind in Ta-
belle 3 zusammengefaßt.
5 Schlußbemerkungen
Die Ergebnisse dokumentieren die hohe Efﬁzienz der vorge-
stellten adaptiven Kodierverfahren. Sie reduzieren die Tran-
sitionen vor allem dann sehr efﬁzient, wenn Datenstr¨ ome mit
sich zeitlich ¨ andernden statistischen Parametern ¨ ubertragen
werden. Die Untersuchungen zeigten, daß statische Verfah-
ren, die a-priori an die Statistik des zu ¨ ubertragenden Da-
tenstromes angepaßt werden m¨ ussen, nur dann efﬁzient die
Schaltaktivit¨ at reduzieren, wenn Datenstr¨ ome mit korrespon-
dierender Statistik kodiert werden. Andernfalls ist sogar eine
Erh¨ ohung der Schaltaktivit¨ at gegen¨ uber dem nicht kodierten
Datenstrom m¨ oglich.
Verglichen mit statischen Kodierverfahren besitzen adap-
tive Verfahren einen erh¨ ohten Hardwareoverhead, der sich
in einer gesteigerten Eigenverlustleistung widerspiegelt. Der
f¨ ur APBI realisierte Ansatz vergr¨ oßerter Maskenaktualisie-
rungsintervalle konnte den Eigenverlustleistungsanteil von
Coder-Decoder System bei Erhaltung der Kodierefﬁzienz
wirksam senken. Die Implementierung von AMWC erziel-234 C. Kretzschmar et al.: Adaptive, transitionsmindernde Buskodierverfahren
Tabelle 3. Absch¨ atzung der Eigenverlustleistung
Verfahren FG CY DFF RAM BRAM Power
cod 222 0 126 68 0 7 mW AMWC4 dec 225 0 130 68 0 8 mW
cod 147 21 161 0 6 6+41 mW AMWC8 dec 150 21 161 0 6 6+41 mW
cod 663 0 140 96 0 12 mW APBM
dec 714 31 173 128 0 14 mW
cod 679 9 337 0 0 14 mW APBI
dec 532 9 307 0 0 12 mW
cod 32 0 32 32 0 4 mW PBM
dec 32 0 32 32 0 4 mW
cod 115 9 98 0 0 2 mW BI
dec 532 9 65 0 0 1 mW
te eine drastische Senkung des Eigenverlustleistungsantei-
les, der in APBM Coder-Decoder Systemen umgesetzt wird
bei gleichzeitig efﬁzienter Minderung der Schaltaktivit¨ at auf
dem Bus.
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