The number of research articles is increasing very rapidly on the web due to the large volume of research work happening everyday. Maintaining and searching the required articles according to the user requirements is the need of the hour. Classification and ranking are the two important techniques of information retrieval which can shed light in this direction. This paper proposes an effective ranking approach which is the follow-up of our earlier classification work in which by using the keywords extracted from the keyword section of the articles, a huge volume of articles are classified into their respective categories. To rank these articles in each category, the proposed ranking approach uses latent Dirichlet allocation which transforms the text into the topics and then applies inverted indexing technique on it. Five benchmark datasets are used for experimental work. Results obtained from the experiment indicate that the performance of the proposed ranking technique is promising.
Introduction
The exponentiation growth of the World Wide Web makes the search engine difficult to retrieve the desired results for any user query. Researcher is one among all the internet users who likes to find his research articles i.e., documents efficiently from the web. The present search engine fails to identify the required documents in per level basis (i.e., in-depth level in the hierarchical tree of documents) and can able to monitor them only at the root level (i.e., higher level in the hierarchical tree of documents). Combining classification with ranking mechanism (classification-ranking) will not only helps the users to get their required information in one place, but also restrict their search to some top documents in the search results. Our earlier approach (Roul and Sahoo, 2017) discusses a classification technique which classifies a document into a pre-defined set of categories of a given corpus. For this, first the articles of each category are pre-processed and then top-k best keywords are extracted from each category. Next, all these top keywords are merged together to generate the training dataset which is used to train the naive-Bayes classifier. A dynamic hierarchical tree is generated from all these pre-defined set of categories. In order to test, an article belongs to which category of the hierarchical tree, all the keywords of unigram, bi-gram and tri-gram are extracted from the keyword section of the test article. The weights to probability measure for all these keywords are computed. Finally, a cumulative score of the article is generated for each category by combining collected frequency and term frequency (TF). The category which receives the highest score is selected as the target place for the test article. Microsoft research dataset 1 is used for experimental purpose.
After all the articles are categorised into their proper category, ranking in each category is done using the proposed topic-based ranking technique. This approach focuses towards the construction of a ranking mechanism which mainly centers on some techniques of creating a relevance vector and generating the important topics out of a set of documents. Latent Dirichlet allocation (LDA) along with inverted indexing are used for this purpose where LDA first transforms the text into a fixed number of topics and then inverted indexing is applied on these topics for mapping each topic to a list of documents. At the end, the documents are ranked based on their weights in the vector space.
Literature survey
Topic Modeling is one of the machine learning technique which is extensively used in the present days and has several applications. Many research work has been done in this area (Blei and McAuliffe, 2007; Cai et al., 2007; Mimno and Blei, 2011; Chemudugunta et al., 2008; Andrzejewski et al., 2009; Amjad et al., 2015; Gao et al., 2014) . Khodaei et al. (2012) have developed a new technique for distance measure called spatial tf-idf which combines the textual and spatial features of relevant documents in order to rank the documents. A new index technique has been proposed called spatial-keyword inverted file for points (SKIF-P) for web document indexing. Empirical results using real and synthetic datasets show the performance of their approach. A semantic-based document ranking has been done by Chahal et al. (2014) . Their proposed approach considers the conceptual instances between the keywords by constructing ontology which can be visualised as verbs. The authors explore the relevant relations between the keywords and then find the fraction of these relations to decide the relevance of each web page. They claimed that their approach can outperform the existing methods. The problem of ranking the documents for any user query is generally treated the query as being independent which ignores user interest. One of the important features which presents the relatedness of co-occurring terms is their proximity in the text. Bougouin et al. (2013) used graph-based topic ranking for keyphrase extraction. Candidate keyphrases are clustered to generate the topics. Empirical results suggest that their method is better than the standard methods used for ranking on three different benchmark datasets. Similarly, Pon et al. (2007) have used multiple topic tracking which classifies the news articles either interesting or not for a specific user. Gao et al. (2015) have proposed an information filtering model called maximum matched pattern-based topic model where multiple topics are used to generate the user information needs. Patterns are used to represent a topic. Topic models are arranged in terms of their taxonomic and statistical features. The performance of their approach is better than the conventional term-based and pattern-based models. Some of the major research work has been done in this aspect (Metzler and Croft, 2005; Lv and Zhai, 2009; Tao and Zhai, 2007; Zhao and Yun, 2009; Song et al., 2009; . Working in this direction, Vuurens and de Vries (2014) have proposed a cumulative proximity expansion for ranking the documents. They investigate that for measuring the documents relevance, co-occurring of the query terms are very much useful based on their distance in the text and can help in extending the unigram ranking function. Experimental results on the web and Newswire corpora show the robustness of their approach.
Th proposed combined classification-ranking approach not only groups the similar documents in one place, but also ranks them in an order so that searching time will be reduced drastically. Very few research works have been done where classification is combined with ranking technique. Our approach has worked in this direction and combined both classification and ranking techniques together. The F-measure of both classification and ranking techniques justify the applicability and effectiveness of the combined approach.
Background

Inverted indexing
One of the common indexing technique is inverted indexing (Knuth, 2011) where for each word t, the corresponding documents contain t form a list. It uses hashing mechanism to organise the words and its corresponding documents. This makes the searching process faster.
Latent Dirichlet allocation
LDA (Blei et al., 2003) is a technique which is used to extract topics from a document. In LDA, a document is a mixture over latent or hidden topics whereas a topic is a distribution over words with certain probability. The graphical model or plate notation of LDA is shown in Figure 1 which captures the dependencies between variables in a concise manner where M and N are the document and number of words in the document respectively. The repeated choice of topics and words within a document is represented by inner plate, while the document alone is represented by outer plate. Parameters and represent the uniform Dirichlet prior on the per-document topic and per-topic word distributions respectively, w ij is the special word which is the only observe variable and all other variables are hidden, z ij is the topic for the j th word of i th document and θ i represents the topic distribution for document i. To obtain better results, the basic LDA model needs to be extended for smoothing the LDA and is shown in The subscripts are often dropped. On all the other data generating variables (w and z), the lengths N i are treated as independent. By considering the given parameter and , one can obtain the joint distribution of a topic mixture θ, a set of N topics 'z' and a set of N words 'w' as given in equation (1).
( 1) where p(z n |θ) is simply θ i for unique i such that 1.
j n z The marginal distribution of a document is obtained by summation over z and taking the integration over θ as shown in equation (2).
At the end, the probability of a corpus C is obtained by considering the marginal probability of a single document as given in equation (3).
Vector space model
Vector space model (VSM) (Salton et al., 1975 ) is an algebraic model that aims to facilitate the information retrieval by modelling the documents as a set of terms. VSM is transformed from a full text version to a vector which has various pattern of occurrence. It represents document as a vector of words, D = (w 1j , w 2j , w 3j , w 4j ,…,w nj ), where w ij is weight of i th word in j th document.
TF and inverse document frequency
TF measures how often a term t occurs in a document D where as inverse document frequency (IDF) measures the importance of t in the entire corpus P. TF-IDF (Jones, 1972) is a technique which finds the importance of terms in a document based on how they appear in the corpus. If t appears in many documents, its importance goes down. Therefore, the common terms need to be filtered out. D is near to zero, then they share most of the common terms between them and if the angle approaches towards 90° then the dissimilarity between them increases.
Proposed methodology
This section discusses two approaches: first our earlier approach is discussed briefly where the research articles are classified into their respective categories and second, the proposed ranking mechanism is discussed which ranks the articles in each category according to their importance.
Classification of research articles
The research articles are classified into their respective categories using the following steps. The detail discussions and the complete approach can be found in our earlier paper (Roul and Sahoo, 2017) .
1 Data acquisition and pre-processing of the articles:
given a corpus of documents from different categories (i.e., branches of engineering), pre-process all the documents by removing stop-words, stem them using porter stemming algorithm 2 and finally extract all possible unigram and bi-gram keywords (w 1 , w 2 ,…,w p ) which constitute the feature set. All these documents are converted into vectors using VSM and is shown in Table 1. 2 Top keywords selection and indexing: for ensuring a list of keywords which can best describe a category C, cosine-similarity is calculated between the centroid of the category C and each of the keyword belongs to C. The top-k highest cosine-similarity keywords are selected as the important keywords of C and then inverted indexing is done. All the top keywords of each category are merged together to generate the training dataset.
3 Hierarchical tree generation: a hierarchical tree of each category C and its subcategory is made using naive-Bayes model and it is shown in Figure 6 .
4 Measuring the proposed probability of an article: in order to measure the proposed probability of an article belongs to which category of the generated hierarchical tree, importance of all the keywords of each article for all the categories are calculated. The probability measure termed as 'category frequency' along with traditional 'TF' are used for this purpose and Laplacian smoothing (Zhai and Lafferty, 2001 ) is added to each measure which generates the score for each term as shown in equation (4).
where N(X i |C j ) is the number of times each keyword X i occurs in the category C j , N(X i ) is the total frequency of X i in all categories, N(C j ) is the number of categories in the corpus and k is the number of considered categories. After computing the score for each term of a document D with respect to every category, a cumulative score is generated for all the terms of the document D. This makes every category to receive a cumulative score for D. The category which receives highest cumulative score will be assigned to D. This process is repeated for all the documents which classify them to their respective category. 
Ranking each category
The following steps are used for ranking each category and the implementation details are generalised in Algorithm 1.
1 Building weighted inverted index: consider each category having D(1) to D(n) documents. It is known that every document is in the form of vector and similar documents are in the same category. An inverted index is built for mapping each word into a list of documents. Those documents are removed from the list whose weights (i.e., TF-IDF weight) for a given word are too low 3 and thus the improper association between the words and documents are discarded smoothly. All the document weights are normalised.
2 Ranking each category: each category C has a set of documents which need to be ranked in the order of their relevance to that category. Let us assume that there are m categories <C(1);C(2),…,C(m)> and each C(i) has a set of documents <D(i, 1),…,D(I, e)>, e varies from one category to another category. To obtain a fixed number of topics, LDA technique has been used. The number of topics is given as an input for the implementation of LDA program which generates a fixed number of topics for each category set C(i). For each C(i), a set of topics <a(I, 1),…, a(i, q)>has been built, where q is fixed for each category. For mapping each topic into a list of documents in the category in which it appears, inverted indexing has been used. The list will be arranged in the decreasing order of magnitude of the relevance (normalised weights) of the document. Hence, each of the topics will have a corresponding list. The inverted indexing is used for the topics of a category to rank the documents. The complete architecture of constructing inverted indexing and ranking documents in each category are shown in Figures 3 and 4 respectively.
It is known that a topic contains many words, hence for each Topic-i, we need to collect all those documents in which the words of Topic-i are present. For each word w i in Topic-i, all the documents are arranged in decreasing order of their relevance. The complete architecture is shown in Figure 5 .
The relevance score of each document is calculated with respect to their position (i.e., index) in decreasing order of the list. This is because in order to avoid less important documents not to come at the top of the list. A special case is when a document contains all or most of the words of all the topics, but it is less important to those topics, then cumulative score may be high by simply summing up their normalised weights compared to the documents which contain few words of the some of the topics but more important to them. For example, suppose after running LDA on a category, generates two topics (say Topic-1 and Topic-2) as illustrated in . Each word has a list of documents arranged based on the decreasing order of their normalised TF-IDF weights. Document D 1 contains most of the words of both the topics. But in the decreasing order list, it is located at the end indicates that it is less important for those words compared to other words in that list. So, to get the relevance score of D 1 , if we simply add all the normalised weights of D 1 then it may get a high relevance score and appear at the top order list compared to other documents which are more important than D 1 . Hence, the cumulative score of D 1 can be controlled by dividing its normalised weight with the square root of its index position. Instead of dividing it with index position, we divided it by the square root of its index position, so that the relevance score should not be too less when documents are present not far away from their index position. Calculation of relevance score for documents and their rankings are done using the following steps: a The inverted indexing value of a document is cumulated in a particular manner.
b Each document in the list of a word has an index position which starts from 1. c The index value (i.e., the normalised weight of the document for a word) are divided by the index at which the document is occurred in the decreasing list corresponding to the word generates the relevance score of the document. d All the relative scores of a document with respect to the words are added for cumulating to a final relative score of that document in that category. e Similar calculation is done for all the documents in a category to find their final relative scores in that category. f Based on these final relative scores, the ranking is done for the documents. The one with the higher score is given a higher rank in that category. g A similar score calculation is done to rank all the documents in each category. 
Experimental results and discussion
Experimental setup
Experiment with topic-based ranking framework has been done using five benchmark datasets such as DMOZ . DMOZ having 14 categories of web pages is a popular machine learning dataset. For the experimental work, approximately 31,000 web documents are considered which are collected from all categories of DMOZ to form the corpus. Similarly, 20-Newsgroups dataset is divided into 20 different newsgroups and it is categorised into seven categories. The dataset has approximately 18,846 documents out of which nearly 7,500 documents are collected from all categories to form the corpus. Classic4 dataset is a well known benchmark dataset in text mining. It has 7,124 documents classified into four categories out of which 2,893 documents are selected from all categories to form the corpus. Reuters-21578 R8 dataset is a widely used popular text mining dataset. It has 7,674 documents classified into eight categories. 2,189 documents are selected from all categories for experimental purpose. WebKB dataset is a widespread text mining dataset in which the web pages are collected from four different college websites having total of 4,199 documents. 1,396 documents collected from all categories of this dataset are considered for experimental purpose. Since these five datasets provided a large number of documents from various categories, calculating the precision and recall values with respect to the ranking retrieval scenario become more efficient. 
Evaluation of topic-based ranking approach
Initially, all documents of different categories of a dataset (i.e., for each of the five benchmark datasets individually) are mixed together to generate the corpus. By running our earlier classification technique on the corpus, the documents are classified into different categories and named as category new . The experimental results of our earlier classification work on Microsoft research dataset are shown in Figures 7-11 . Now there are two set of categories of a dataset, one the original set category original which contains the categories having actual documents and another one is the newly formed category set category new where a category may have documents come from other categories. The topic-based ranking approach is run on category new to rank all the documents. The performance of each category of category new is measured by computing the precision and recall using the equations (5) and (6) respectively.
where 'N' is the number of documents which are common between the category of category new and the corresponding actual category belong to category original , 'a' is the number of documents in category new and 'b' is the number of documents in category original . The average (or overall) performances are computed using the equations (7)- (9 
where d i is the number of test documents of i th category, p i is the precision of the i th category, r i is the recall of the i th category, f i is the F-measure of the i th category and X is the total number of documents of the corpus.
The average accuracy calculation is done using equation (10).
S X accuracy average
( 1 0 ) where 'S' is the number of documents assigned correctly to a category. After different categories are generated for each dataset, next the ranking is done for all the documents in each category new of the respective datasets. For ranking, the steps described in Algorithm 1 are used in which categories are the category new . For demonstration purpose, in order to understand the ranking approach in a better manner, the ranking work on category new that belongs to Computers category of 20-Newsgroups dataset is explained below. comp-original . The average performance of the proposed ranking technique on both the datasets is computed using the equations (7), (8) and (9) respectively.
3 This process is repeated for all other categories of 20-Newsgroups to rank the documents.
4 Similarly, the topic-based ranking technique has been run on each category of other datasets and then performance measurement is done in the similar way as described for 20-Newsgroups dataset.
The proposed ranking approach is tested on each category of all the datasets to measure the performance category wise and is shown in Tables 2-6 respectively. Performance comparison of proposed topic-based ranking approach on different datasets is shown in Figure 12 . Since LDA is stochastic in nature, multiple runs of the proposed algorithm are done over the same dataset. After a high number of runs, the average F-measure obtained by the proposed ranking approach looks promising on all datasets respectively, enforcing better performance and stability of our framework. 
Conclusions
This study proposes a combined approach of categorisation of the research articles and then ranked them using topic-based ranking mechanism. The complete approach is summarised as follows:
1 The categorisation of research article is our earlier approach where an article is categorised into a set of predefined category based on the keywords extracted from the keywords section of the respective articles. A hierarchical tree is generated from all the pre-processed articles of a corpus. Top-k keywords of each article constitute the training set for the classifier. NaiveBayesian classifier is trained over this training dataset. In order to test an article belongs to which category of the hierarchical tree, a cumulative score is generated for the test article against all the categories of the hierarchical tree. The test article belongs to that category which receives the highest cumulative score.
2 The proposed ranking approach used LDA and inverted indexing for ranking the documents within each category. This approach relates each document to the topics and creates an inverted indexing list depending on the relevance of each document to a specific topic. This list is used to calculate the scores based on which the documents are ranked within each category.
The encouraging average F-measure of the ranking approach justified the efficiency of the proposed framework which not only categorised the similar documents into one place but also ranked them in a proper order. This will reduce the searching time of the researcher who can get all his required documents in one place with less effort. The limitation of the proposed approach is that human intervention is required to build the hierarchical tree initially. This can be handle by preparing an ontological tree for each subject and it is considered for future research. Also, for classification, naive-Bayes classifier is used which is not an efficient classifier because of its naive nature and it can be replace by deep learning, a popular machine learning technique that can enhance the performance of the proposed approach. Further, this work can be extended by generating a summary for each category from the content of all documents.
