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Abstract
Purpose: Estimation of parametric maps is challenging for kinetic
models in dynamic positron emission tomography. Since voxel ki-
netics tend to be spatially contiguous, the authors consider groups
of homogeneous voxels together. The authors propose a novel al-
gorithm to identify the groups and estimate kinetic parameters si-
multaneously. Uncertainty estimates for kinetic parameters are also
obtained.
Methods: Mixture models were used to fit the time activity curves. In
order to borrow information from spatially nearby voxels, the Potts
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model was adopted. A spatial temporal model was built incorporat-
ing both spatial and temporal information in the data. Markov chain
Monte Carlo was used to carry out parameter estimation. Evaluation
and comparisons with existing methods were carried out on cardiac
studies using both simulated data sets and a pig study data. One-
compartment kinetic modelling was used, in which K1 is the param-
eter of interest, providing a measure of local perfusion.
Results: Based on simulation experiments, the median standard de-
viation across all image voxels, of K1 estimates were 0, 0.13, and 0.16
for the proposed spatial mixture models (SMMs), standard curve fit-
ting and spatial K-means methods respectively. The corresponding
median mean squared biases for K1 were 0.04, 0.06 and 0.06 for ab-
normal region of interest(ROI); 0.03, 0.03 and 0.04 for normal ROI;
and 0.007, 0.02 and 0.05 for the noise region.
Conclusions: SMM is a fully Bayesian algorithm which determines
the optimal number of homogeneous voxel groups, voxel group mem-
bership, parameter estimation and parameter uncertainty estimation
simultaneously. The voxel membership can also be used for classi-
fication purposes. By borrowing information from spatially nearby
voxels, SMM substantially reduces the variability of parameter esti-
mates. In some ROIs, SMM also reduces mean squared bias.
keywords PET image, kinetic model, myocardium, spatial mixture model,
MCMC.
1 Introduction
Dynamic positron emission tomography (PET) can be used to measure
tracer kinetics in vivo, from which physiological parameters, such as tissue
perfusion, ligand receptor binding potential, and metabolic rate can be
determined using compartmental modelling techniques.
Estimation of the kinetic parametric images can be extremely challeng-
ing, since the data are often very noisy. Most conventional methods either
define a region of interest (ROI) and estimate parameters based on the
averagesLammertsma and Hume (1996); Slifstein et al. (2008); Nye et al.
(2008), or in a voxelwise fashion. The former requires the identification
of ROI which itself is difficult. The latter fails to utilize information from
nearby voxels, resulting in more noisy estimates. Estimations are typically
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carried out using a minimum least-squares approach Gunn et al. (1997) or
a basis function approachGunn et al. (2002). Given low signal-to-noise ra-
tio (SNR), particularly in voxelwise estimations, some external constraints
are often necessary to stabilize parameter estimation. Smoothness regu-
larization can be usedKamasak et al. (2005); Huang and Zhou (1998), con-
straining the parameters from nearby spatial locations to be more similar.
Similarly, Tikhonov regularization O’Sullivan and Saha (1999) can be used
to directly constrain parameter values to be within a certain range, so that
estimates obtained are less sensitive to noise. To account for irregulari-
ties in the noise distribution, mixture models can be fitted to each voxel
Lin et al. (2014). In this case, it is necessary to restrict the total number of
mixture components to be small and employ regularization to constrain
parameter estimates.
Assuming a Gaussian error distribution, Bayesian methods Zhou, As-
ton, and Johansen (2013) provide an alternative way of obtaining uncer-
tainty estimates for the kinetic parameters, as well as model choice for
the competing compartmental models. However, these methods yield
higher voxel to voxel variability because each voxel was processed inde-
pendently, and the assumption of Gaussian distribution can also be in-
appropriate, leading to biased parameter estimates. This has led to the
development of several approaches, in which a clustering method was
performed first to cluster the PET images into several homogeneous re-
gions, and kinetic parameter estimations were then performed afterward
based on the averaged values of each cluster. See, for example, hierarchical
clustering of the time activity curves (TACs) using a weighted dissimilar-
ity measureGuo et al. (2003), and a comparison of a number of different
hierarchical clustering algorithms in this contextVelamuru et al. (2005).
Recently, simultaneous clustering and parameter estimation methods
have been proposed using a spatially regularizedK-means algorithm. The
algorithm iteratively estimates the kinetic parameters in a least squared
sense between each cluster updateSaad et al. (2007). It was demonstrated
that incorporating the physiological model in the clustering procedure
performed better than their counterparts in terms of clustering. However,
the method offers no guidance on the choice of cluster numbers, or how
to select the spatial regularization parameter, both can have great influ-
ence on the results. A similar algorithm was proposed Mohy-ud Din et al.
(2014), where the clustering and parameter estimation were performed
simultaneously, although spatial correlation was ignored. They demon-
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strated improvements to parameter estimation in myocardial perfusion
PET imaging.
We develop a fully Bayesian approach, based on defining a finite mix-
ture of multivariate Gaussian distributions to model each voxelwise TAC.
We consider that there are a number of distinct homogeneous groups of
voxel kinetics which tend to be spatially contiguous. The optimal num-
ber of mixture components (or groups) is estimated via information theo-
retic criteria. This provides a flexible specification of the error distribution
for the TAC. Additionally, we model the spatial dependence between the
TACs via the Markov random field (MRF), which allows us to borrow in-
formation across nearby voxels. Our model simultaneously handles both
spatial and temporal information, making full use of the data available,
and this is done with the estimation of the kinetic parameters in a single
step.
We apply our approach to simulated one-compartment PET perfusion
data and compare the performance of our approach with both the stan-
dard voxelwise curve-fitting approach and the spatial temporal approach
Saad et al. (2007), using the true kinetic parameters as the gold standard.
We also apply our method to an in vivo pig study data.
2 Materials and Methods
2.1 Simulated Dynamic Cardiac Perfusion PET Data
All the simulation studies were performed using an NCAT torso phantom
Segars (2000) which consists of heart, lungs, liver, and soft-tissue com-
partments. The left ventricle (LV) myocardium was segmented into 17
standard segments.Cerqueira et al. (2002) The simulation was based on
18F-flurpiridaz, which is a new myocardial perfusion tracer that exhibits
rapid uptake and longer washout in cardiomyocytes. Based on the one-
tissue compartmental model, the TAC of the tissue concentration, Ct(t),
was simulated using
Ct(t) = K1[Cp(t)⊗ exp(−k2t)], (1)
where Cp(t) is the blood input function, K1 and k2 are kinetic rate con-
stants for the segment, and ⊗ denotes convolution operation. The input
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function used in the simulation was based on a previously published 18F-
flurpiridaz studyAlpert, Dean, and El Fakhri (2012). During the study, the
LV input function was extracted with generalized factor analysis on dy-
namic seriesEl Fakhri, Sitek,Gue´rin, Kijewski, Di Carli and Moore (2005);
El Fakhri, Sitek,Zimmerman and Ouyang (2006). This LV input function
was treated as the plasma input function.
The kinetic parameters, i.e., k = (K1, k2), assigned to 17 segments were
based on the realistic values obtained from PET perfusion studies on nor-
mal patients. Alpert, Dean, and El Fakhri (2012) In order to mimic a my-
ocardial defect, the segment located in the anterior wall was assigned with
values by lowering K1 and k2 by 50% and 20%, respectively, of their orig-
inal values. We added the 18th segment to include other voxels not part
of the left ventricle myocardium. Table 1 shows the kinetic parameters as-
signed to all the 18 segments in the myocardium. The blood input function
Cp(t) and TACs for one normal (basal inferoseptal) and one defect (apex)
segments are shown in Figure 1.
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Figure 1: The input function and two TACs (one normal and one defect
segment).
A system matrix corresponding to Philips Gemini PET-CT camera, which
includes position dependent point spread function modelling, a forward-
projection operator implemented using Siddon’s method, line of response
(LOR) normalization factors, and attenuation correction factors, was used
to create noise-free sinograms from TACs. Petibon et al. (2013) The simu-
lated sinogram data is equivalent to a 13-min dynamic PET scan with the
framing scheme of 6 × 5s, 3 × 30s, 5 × 60s, and 3 × 120s frames. Twenty
five dynamic PET noise realizations were generated. Both random and
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segment K1 k2 segment K1 k2
Basal anterior 0.3665 0.0627 Midinferior 0.7162 0.0799
Basal anteroseptal 0.6730 0.0740 Midinferolateral 0.8013 0.0997
Basal inferospetal 0.7656 0.0983 Midanterolateral 0.7720 0.0861
Basal inferior 0.7487 0.0635 Apical anterior 0.3653 0.0673
Basal inferolateral 0.9655 0.1032 Apical septal 0.8000 0.0861
Basal anterolateral 0.8021 0.0667 Apical inferior 0.7544 0.0717
Midanterior 0.3438 0.0541 Apical lateral 0.6816 0.1044
Midanteroseptal 0.7799 0.0877 Apex 0.3290 0.0554
Midinferoseptal 0.9016 0.0730 Others 0.7630 0.0820
Table 1: Segment names and their assigned K1 values in mL/min/cc, k2
values in 1/min (i.e.,the ground truth).
scatter events were not included in this study. The total number of events
simulated in all the time frames is 50 M. The decay of the tracer was not
simulated. Poisson noise was then added to each pixel in the sinogram
based on the mean counts for the pixel. For each noise realization, the im-
age reconstruction at each time frame was performed using standard or-
dered subset expectation maximization Hudson and Larkin (1994)(OSEM)
with 16 subsets and 8 iterations. No postreconstruction smoothing was ap-
plied. The physical dimension in the image reconstruction was 57.6cm ×
57.6cm × 16.2cm, matrix dimension was 128 × 128 × 36, where the voxel
size was 0.45cm × 0.45cm × 0.45cm.
2.2 In-Vivo Pig Study Data
A pig with a body weight of 40 kg was scanned on a Siemens Biograph
TruePoint PET/CT with the radiotracer 18F-flurpiridaz. First, a planar
x-ray topogram was performed to allow delineation of the field of view
(FOV) and centering on the heart following CT and PET acquisitions. The
cardiac CT was used for structure localization and later for attenuation
correction during reconstruction of PET images. Emission PET data were
acquired in 3D list mode and started concomitantly to the injection of 18F-
flurpiridaz, the injected activity was 11 mCI at the time of injection. List
mode data were framed into dynamic series of 12 x 5, 8 x 15, 4 x 30, 5
x 60s. PET images were reconstructed using filtered back projection with
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minimal filtering (voxel size: 2.14x2.14x3 mm3, 55 slices). Attenuation cor-
rection was obtained from the CT images. Decay correction was applied
and the first 10 min of the data are used for kinetic analysis. The input
functions for the left and right ventricle were obtained by averaging the
TACs from a manually defined region. A one-compartment model with
spill-over correction was used. The described experiment was performed
under a protocol approved by the Institutional Animal Care and Use Com-
mittee at the Massachusetts General Hospital.
2.3 Kinetic Parameter Estimation Using Curve Fitting
Kinetic analysis is performed by curve-fitting the TAC in each voxel using
a nonlinear least-square fitting,
ki = argmin
T∑
t=1
wt(yti − xti(ki))2, (2)
where yti is the reconstructed activity concentration for voxel i at time
frame t divided by frame duration ∆τt = τt,e−τt,s, xti(ki) = 1∆τt
∫ τt,e
τt,sK1,i[Cˆp(s)⊗ exp(−k2,is)]ds,
is the average concentration over time frame t using the current estimates
of the kinetic parameters ki= (K1,i, k2,i) in voxel i, and measured blood
input function Cˆp(t), wt is the weighting factor which herein is chosen to
be the squared frame duration divided by the total counts in that frame
Gunn et al. (1997). This nonlinear least-square problem can be solved us-
ing the Levenberg-Marquardt algorithm. Wang and Qi (2009) We denote
this standard curve-fitting (SCF) approach in this paper.
2.4 Spatial K-means(SKMS)
The spatial SKMS method performs spatial K-means clustering and pa-
rameter estimation iteratively Saad et al. (2007). The process is as fol-
lows. (1) Initialize the cluster means µg, g = 1, . . . G for a predetermined
number of clusters G. (2) For each g, estimate kinetic parameters kg =
argmin
∑T
t=1(µg(t) − Ct(t,kg))2; subject to positivity constraints on kg. (3)
For each voxel indexed by i = 1, . . . , n, reassign cluster membership by
minimizing the objective function
∑n
i=1(
∑G
g=1 ||yi−Ct(t,kg)||2)+β
∑R
r=1 I(yi, yr).
yi is the TAC at voxel i. β determines the influence of the spatial regular-
izer. I(·) is the indicator function returning a one if yi and yr belong to the
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same cluster and zero otherwise, for all yr in the neighbouhood of yi. (4)
Based on the new clusters, calculate µg as the mean for each cluster. (5)
Repeat above steps until there are no significant changes in Ct(t,kg).
There are two main issues for SKMS. First, the authors offered no the-
oretical guarantee of convergence of their proposed algorithm. Second,
both the number of clusters and spatial regularization parameter β, need
to be determined but it is not clear how this can be done. In our implemen-
tation of their method, we chose these parameters by looking at a range of
β and G values, and selected the values which minimizes the errors with
respect to K1 parameter estimates, setting β to 0.2 and G to 17. We note,
however, this procedure produces the best possible outcome for SKMS but
is only possible for simulation data where we know the ground truth. This
method was not implemented for the pig study data.
2.5 A Bayesian Spatial Mixture Model(SMM)
2.5.1 Model
Here, we describe our proposed modelling and estimation approach. We
denote the reconstructed activity concentration data by yi = (y1i , . . . , yTi ) ∈
RT , for voxel i. Each data point yti corresponds to the reconstructed activity
concentration at time t. We assume that the data yi can be grouped into G
spatially homogeneous groups, where within each group, all voxels share
the same kinetic rate parameters (or TACs) and their variations are only
due to noise. The number of groups, G, is treated as unknown and is
chosen by the information theoretic model selection criterion, Bayesian
information criterion (BIC).
We use a mixture of multivariate Gaussian distribution with G compo-
nents to model the noisy data. Given the ROI used for the analysis may
include some voxels outside the myocardium, as well as some noisy vox-
els with very little activity uptake inside the myocardium, we allow one
component to cluster these types of voxels. We call this the noise compo-
nent. The Potts model Wu (1982) is used to account for spatial correlation
between the TACs. This is achieved by introducing a set of auxiliary ran-
dom variables z = (z1, . . . , zn), where zi takes one of the values 1, . . . , G,
and represents the group/cluster membership for each voxel. Mathemat-
ically, each noisy TAC is given by the mixture of T -dimensional Gaussian,
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f(yi|µ,Σ, β) =
G∑
g=1
f(zi = g|β)MVN(yi|zi = g,µg,Σ),
where f(zi = g|β) is the marginal density of the Potts model,MVN(yi|zi =
g,µg,Σ) is the density of the multivariate Gaussian, and β is the parame-
ter that reflects the spatial strength between voxels. A value of 0 indicates
independence between voxels, while larger values of β will tend to clus-
ter all voxels into one cluster. The mean vector of the gth multivariate
Gaussian component is denoted by µg , and Σ = diag(σ2,1, . . . , σ2,T ) is the
covariance matrix, assumed to be the same for all mixture components.
One may relax this assumption to allow more general covariance struc-
ture; however, in our simulations studies, the same covariance structure
worked well. Here, σ2,t, t = 1, . . . , T denotes the variance at time t, and
the data are assumed to be temporally independent as data were based
on the reconstructed image at each time frame. The mixture model repre-
sentation allows the error distribution to be more flexible. We refer to our
model as the SMM.
We set the mean vector for the noise component g∗ as
µg∗ = (µ
1
g∗ , . . . , µ
T
g∗),
where the µtg∗ , t = 1, . . . , T are unknown parameters. This component is
dominated by noise, taking small values compared with other voxels with
larger TAC measurements. For the remaining components g = 1, . . . , G−1,
we model the mean vector as a function of the solution to the ordinary dif-
ferential equation (ODE) describing the one-compartment model Morris
et al. (2004), although extensions to more compartments are straightfor-
ward. Hence, for t = 1, . . . , T , we set
µtg =
1
∆τt
∫ τt,e
τt,s
Kg1
[
Cˆp(s)⊗ exp(−kg2s)
]
ds, (3)
where Cˆp is a measured blood input function and ∆τt = τt,e − τt,s is the
duration of the tth time frame. The parameters Kg1 and k
g
2 are the kinetic
rate parameters specific for group g.
For the pig study data analyses, we modified Equation 3 to account for
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spill-over effects,
µtg = f
g
LV CˆLV (t) + f
g
RV CˆRV (t) + (1− f gLV − f gRV )
1
∆τt
∫ τt,e
τt,s
Kg1
[
Cˆp(s)⊗ exp(−kg2s)
]
ds,
(4)
where f gLV and f
g
RV denote the component specific spill-over fractions for
the left and right ventricle respectively. CˆLV and CˆRV were obtained by
manually averaging the TACs from the appropriate ROIs. Cˆp was taken
as CˆLV multiplied by the plasma fraction, where the plasma concentration
ratio was estimated based on blood samples drawn from previous stud-
ies.
2.5.2 Prior Specifications
For Bayesian inference, we need to specify prior distributions for the un-
known parametersKg1 , k
g
2 , µ1g∗ , . . . , µTg∗ , σ2,1, . . . , σ2,T , β, g = 1, . . . , G−1. We
assume independent and uninformative priors for all the parameters, so
that the priors are broadly noninformative.
For the kinetic rate parameters, we use the uniform distribution for all
g, K1g ∼ U(aK1 , bK1) and k2g ∼ U(ak2 , bk2), where U denotes uniform dis-
tribution. We have used (aK1 , bK1) = (0.3,∞) and (ak2 , bk2) = (0,∞) in our
simulation studies. In real applications, one can sometimes get very abnor-
mal rate constants, and a lower value of aK1 , such as 0.1 used for our pig
study data, might be appropriate. Setting aK1 much lower than the plausi-
ble ranges forK1 will result in additional clusters of the noise voxels being
estimated with the kinetic model, and will unnecessarily add to computa-
tional cost. For the mean vector of the noise component µtg∗ ∼ U(0,∞),
t = 1, . . . T . Setting the prior for K1 sufficiently away from zero allows
us to distinguish between the noise component and the non-noise com-
ponents. We set prior β ∼ U(0, bβ), where we take bβ to be 1, so as to
include most of the plausible values of β. Finally, for the variance param-
eters σ2,t, t = 1, . . . , T , we follow the standard approach and use the usual
vague conjugate prior with inverse Gamma distribution σ2,t ∼ IG(a, b),
where a = 0.001, b = 0.001 for an uninformative prior on σ2,t. For the pig
study data, we define independent priors for the additional parameters
f gLV ∼ U(0, 1) and f gRV ∼ U(0, 1), g = 1, . . . , G., and set aK1 = 0.1 and
bK1 = 1.
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2.5.3 Markov chain Monte Carlo(MCMC)
Bayesian inference proceeds via the posterior distribution, obtained by the
simple product of the likelihood and the priors in Section 2.5.2. The likeli-
hood function is given by
f(y, z|µ,Σ, β) = f(z|β)
n∏
i=1
f(yi|zi,µzi ,Σ). (5)
The posterior distribution is given by the Bayes theorem as the product
of the likelihood and the priors
f(z,µ,Σ, β|y) ∝
n∏
i=1
f(yi|zi,µzi ,Σ)f(z|β)f(µ,Σ, β). (6)
where the term f(µ,Σ, β) denotes the prior distribution.
MCMC algorithms were developed to sample from the posterior dis-
tribution, using a combination of random-walk Metropolis-Hastings and
Gibbs updates. Details for the implementation of the algorithm for the
model in Equation 3 are given in the Appendix, the model of Equation 4
is a straight forward extension. Note that occasionally identifiability is-
sues arise in the MCMC estimation of mixtures. Parameters from different
components can switch labelling as a result of the invariance of the poste-
rior distribution with respect to labelling. This is not an issue when only
the MAP estimates are required. The simplest way to handle this is by im-
posing certain ordering constraints on parameters Ferna´ndez and Green
(2002), or via postprocessing of the MCMC outputZhu and Fan (2015). In
this article, the large number of mixture components was adequately han-
dled using an efficient postprocessing algorithm for MCMC output Cron
and West (2011).
2.5.4 Determination of the Number of Components G
One of the uncertainties of the above model is the selection of the value
of G, which plays a crucial role in the resulting parameter estimation. For
model-based inference, in which a likelihood is readily available, a num-
ber of model selection criteria are available, including Bayesian informa-
tion criterion (BIC), integrated completed likelihood (ICL), deviance infor-
mation criterion (DIC) and Akaike information criterion (AIC). The BIC is
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often considered to be more parsimonious and is the frequently adopted
measure of goodness of fit of the model.Steele and Raftery (2009) Our ap-
proach uses BIC as the criterion to determine the optimal value of G.
The BIC Schwarz et al. (1978) is given as
BIC = −2 log f(y|G, zˆMAP , θˆMAP ) +DF × (ln(n)− ln(2pi)), (7)
where f(y|G, zˆMAP , θˆMAP ) is the likelihood function corresponding to the
model with G components, evaluated at the MAP estimator of z and θ, the
vector of all remaining unknown parameters. DF is the number of param-
eters to be estimated, which includes all the unknown kinetic parameters
for each cluster, the variance parameters, and any hyperpriors which are
estimated. n is the number of observations or voxels. BIC penalizes mod-
els with too many parameters against the maximized log-likelihood (or
fit to the data). Optimal choice of G corresponds to the model with the
smallest BIC value.
2.5.5 Implementation
We tuned the Gaussian random-walk proposal distributions to obtain an
optimal overall acceptance probability of around 20%-40%. For the simu-
lation data sets, we used K
′g
1 ∼ N(Kg1 , 0.0062), k
′g
2 ∼ N(kg2 , 0.0012), µ′tg∗ ∼
N(µtg∗ , 0.00013
2) and β ′ ∼ N(β, 0.0022). For the pig data, we used K ′g1 ∼
N(Kg1 , 0.005
2), k
′g
2 ∼ N(kg2 , 0.0032), µ′tg∗ ∼ N(µtg∗ , 0.0012), f
′g
LV ∼ N(f gLV , 0.012),
f
′g
RV ∼ N(f gRV , 0.012) and β
′ ∼ N(β, 0.0042).
For a full Bayesian analysis of a single simulated data set, we ran MCMC
for 10000 iterations with the first 4000 iterations discarded as burn-in, and
we keep every tenth sample due to high autocorrelation in the MCMC
sample. Note that for MAP estimates, taken as the set of parameter values
which gave the highest posterior probability during the MCMC run, we
used only 6000 iterations, as MCMC chains can be expected reach modal
regions of the posteriors quite quickly. For the real data set, 8000 iterations
of MCMC were obtained with the first 6000 discarded as burn-in.
We first determine the number of components G, by running MCMC
for G = 2, . . . , 26 and computing the model selection criteria based on BIC
(see Section 2.5.4). Then for a fixed G, we run posterior inference for a
given dataset. For the evaluation of the proposed algorithm, we used 25
replicate simulations. For each replication at the chosen value of G, we
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obtain MAP estimators for comparison with SCF and SKMS. The perfor-
mance of MAP is known to be worse than the posterior mean estimate, but
it is sufficient to provide a good guide on the quality of the inference. The
results are presented in Section 3.
2.6 Performance Evaluation
For a given noise realization, n, we compute kinetic parameter bias of
voxel i using
bni = (k
n
i − kTri )/(kTri ), (8)
where bni is the bias of estimated kinetic parameter using the true kinetic
parameter kTri as gold standard. Based on 25 noise realizations, we com-
pute the mean bias b¯i, the mean squared bias b¯2i , and standard deviation si
bias for voxel i using
b¯i =
∑N
n=1 b
n
i
N
, b¯2i =
∑N
n=1(b
n
i )
2
N
, si =
√∑N
n=1(b
n
i − b¯i)2
N − 1 , (9)
where N is the total number of noise realizations. We perform the cal-
culations described above for SCF, SMM and SKMS methods and make a
comparison between methods.
3 Results
3.1 Model Selection
Figure 2 shows the BIC values (left panel) and the corresponding log like-
lihood (right panel) for competing models for a single noise realization.
Horizontal lines in both subfigures denote the minimum and maximum
values for BIC and the log likelihood respectively. The log likelihood val-
ues are expected to keep increasing withG, while the BIC penalizes the use
of additional parameters in models with larger G. Both the BIC and log
likelihood changed dramatically from G = 2 to about G = 10, preferring
models with larger G values, and this stabilized after around G = 17. Part
of the changes seen here can be attributed to Monte Carlo errors. Thus,
a parsimonious choice for G would be G = 17, representing the model
with 16 TAC components and one noise component. Subsequent results
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for simulated data in this paper were generated by the model withG = 17.
The same value of G was also found for the pig study data.
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Figure 2: BIC values (left panel) and log likelihood (right panel) for G =
2, 3, . . . , 26 in the spatial mixture model. The horizontal lines indicate the
minimum and the maximum of BIC and log likelihood respectively.
3.2 Parameter Estimation and Comparison to Existing Meth-
ods
For the simulation data, Figures 3 and 4 show the corresponding marginal
posterior distributions of K1 and k2 respectively, with vertical lines indi-
cating the posterior mean, and the uncertainty of the estimates indicated
by the spread of the distributions.
To assess the robustness of our estimation procedure and its perfor-
mance against existing methods, we repeated our estimation procedure
for 25 replicate data sets, obtained from the same simulation setup. We
implemented the three competing methods SMM, SCF and SKMS. There
was a single extremely large value of k2 estimate from SKMS, which we
omit from the results shown. Figure 5 shows the distribution of the mean
squared biases of K1 and k2 in the abnormal, normal and noise regions,
and the overall standard deviation of the biases. The computations were
calculated according to Equation 9, with the exception that in the noise
region, the bias was computed by setting the denominator of Equation 8,
kTri , to 1, since we cannot divide by zero.
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Results for the abnormal ROI are shown in the first row of Figure 5.
For K1, the mean squared biases for SMM ranged from 0.006 to 0.12, with
a median of 0.04. For SCF, the range was from 0.013 to 0.175, with a median
of 0.06. For SKMS, the range was between 0.02 and 0.39, and the median
was 0.06. For the k2 estimation, the biases ranged from 0.06 to 1.12 for
SMM, the median was 0.25. For SCF, the range was between 0.13 and 1.47,
and the median was 0.4. For SKMS, the biases ranged from 0.14 to 0.7, and
the median was 0.31.
The normal ROI is shown in the second row of Figure 5. For K1, the
mean squared biases for SMM ranged from 0.006 to 0.29, with a median
of 0.03. For SCF, the range was 0.005 to 0.27, with a median of 0.03. For
SKMS, the range was between 0.007 and 0.33, and the median was 0.04.
For the k2 estimation, the biases ranged from 0.01 to 0.37 for SMM, with a
median of 0.09. For SCF, the range was between 0.01 to 055, and a median
of 0.1. For SKMS, the biases ranged from 0.02 to 0.32, and the median was
0.09.
The noise region is shown in the third row of Figure 5. For K1, the
mean squared biases for SMM ranged from 0.004 to 0.165, with a median
of 0.007. For SCF, the range was 0.0001 to 3.32, with a median of 0.02. For
SKMS, the range was between 0.0005 and 0.22, and a median of 0.05. For
the k2 estimation, the biases were approximately 0 for SMM. For SCF, the
biases ranged between 0 to 0.06, and the median was 0.03. For SKMS, the
biases ranged from 0 to 13.05, and the median was 2.96.
The last row of Figure 5 shows the standard deviations of the biases
for K1 and k2. For K1, the standard deviations of biases ranged from 0 to
0.34 for SMM, with a median of 0. For SCF, the range was between 0.008
to 1.70, with a median of 0.13. For SKMS, the range was between 0.073
to 0.63, and the median was 0.16. For the k2 standard deviations of bias,
the range was between 0 and 0.93 for SMM, with a median of 0. For SCF,
the range was between 0.002 to 1.19, and a median of 0.01. For SKMS, the
range was between 0.02 and 2.89, with a median of 1.20.
Figure 6 compares the bias and standard deviation of bias between
SMM, SCF and SKMS for a single slice. The bias is calculated according to
the first term in Equation 9, this is the average of the biases over 25 repli-
cations. Figure 6a shows the K1 estimates. The biases ranged from -0.27 to
0.10, -0.28 to 0.09 and -0.33 to 0.08 respectively, for SMM, SCF and SKMS.
Similarly, the standard deviations ranged from 0 to 0.26, 0 to 0.37 and 0
to 0.35 respectively. For the k2 estimates in Figure 6b, the biases ranged
15
from -0.22 to 0.2, -1 to 1.06 and -0.46 to 0.28 respectively. The standard
deviations ranged from 0 to 0.59, 0 to 0.86 and 0 to 2.89 respectively.
Figure 7 compares a single slice of the kinetic parametric images be-
tween SMM and SCF for the pig study. K1 parameters were constrained
to be between 0 and 1 in both SMM and SCF estimation, as unconstrained
estimation lead to many physiologically implausible large values of K1.
4 Discussions
This paper proposes a novel method, SMM, that clusters voxelwise TACs
and estimates kinetic parameters simultaneously. Our modelling approach
shares similarities to the recently proposed work Lin et al. (2014), where
the mixture model was fitted to each voxel (while still borrowing infor-
mation across nearby voxels) to overcome the issue of non-Gaussian error
distributions. We allow several similar voxels to share the same parameter
values, since separate mixture models fitted to each voxel introduces too
many parameters, and will lead to more estimation uncertainty. Our ap-
proach naturally allows us to constrain parameter estimates without the
need to specify regularization parameters as in the usual Bayesian maxi-
mum a posterior (MAP) approaches. Finally, we allow the data to deter-
mine the most appropriate number of mixtures to fit to the data.
Our model-based approach offers several advantages, compared to other
existing statistical approaches described above. We require minimal user
input in the algorithm, preferring to allow the data to dictate the optimal
choices. One benefit of our modelling approach is in the determination of
the optimal number of mixture components. We also automatically com-
pute the value of the smoothing parameter used in the MRF model. This
unknown parameter is difficult to estimate, and in many applications of
spatial modelling, the estimation of this parameter has not been carefully
considered. The choice of both these parameters can have a big impact on
results, since suboptimal choices will either result in higher bias or higher
variance for the resulting parameter estimates. Finally, the Bayesian sta-
tistical framework allows us to quantify uncertainty probabilistically, since
uncertainty in the model and parameters is a natural consequence of our
modelling framework. An efficient MCMC algorithm allows us to provide
parameter estimates, as well as uncertainty quantification simultaneously.
In Figure 2, the BIC values start to reach a minimum at around G =16
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or 17. We chose to work with 17, but higher values of 18 or 19 will work
equally well. These numbers are similar to the number of true segments
simulated; however, we expect that this number can be different depend-
ing on the nature of the noise. Figures 3 and 4 indicate the component
mean estimates forK1 and k2. It is difficult to make direct correspondences
between the clusters we obtained with the true segments. The first four
components correspond mostly to noise, the next four components corre-
spond mostly to abnormal voxels and the rest belong to normal voxels.
The discrepancy between the estimated values of K1 and the truth is most
obvious in the abnormal region, this is possibly a combination of partial
volume effect, as well as misclassification of the normal voxels. Given that
SMM outperforms the other two methods in the abnormal region, we be-
lieve similar issues with the data are affecting the other two methods also.
Despite the fact that it is difficult to make sense of individual clusters, ag-
gregating the clusters can provide us with information about the larger
ROIs. For instance, if we are interested in identifying the three regions of
noise, abnormal and normal, we can aggregate the clusters according to
K1 < 0.3, 0.3 ≤ K1 < 0.6 and K1 ≥ 0.6 respectively. A similar procedure
can be used to classify the regions using the results from SCF and SKMS.
In terms of misclassification rates, based on a single simulation data set,
SMM classified 96.34% of noise voxels correctly, compared to 94.43% and
87.60% for SCF and SKMS. The misclassified voxels for SMM were all as-
signed to the abnormal voxels, this corresponds to the first four clusters in
Figure 3. For the other two methods, they were spread between abnormal
and normal voxels. For the abnormal region, SMM had a 100% correct
classification, while this was only 62.68% for SCF and 52.82% for SKMS.
All of the misclassifications in SCF and SKMS were allocated to noise. Fi-
nally, for the normal region, SMM, SCF and SKMS had 69.57%, 73.49%
and 58.99% respectively for correct classifications, most of the misclassifi-
cations were found to be allocated to the abnormal region.
In terms of k2 estimation, SMM is clearly better than the other two
methods. This can be seen clearly in Figures 5 and 6. SKMS performed
the worst, particularly in the abnormal and noise regions, their parameter
estimation can be prone to very large biases. In the noise region, in par-
ticular, the median mean squared bias was around 2.96, while the other
two methods were close to 0. Putting constraints on these parameters may
prove useful.
ForK1 estimates, SKMS was marginally worse than the other two meth-
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ods in terms of mean squared bias. In the abnormal region, SMM shows
noticeably superior performance, where it can be seen in Figure 5, top row,
the entire distribution of SMM is closer toward 0 than the other two meth-
ods. The difference in the normal region is less obvious. The third row in
Figure 5 shows the biases in the noise region; here, since SMM set K1 in
this region to 0, the graph can be interpreted by looking separately at the
values of mean squared bias below (0.3)2 = 0.09 and above. On average,
voxels with bias greater than this value are essentially misclassified, i.e.,
they should be singled out as noise, but instead have significant values for
the kinetic parameters. For SMM, there was an average misclassification
rate of 3.66%, for SCF it is 5.71% and 11.65% for SKMS. SCF has the largest
mean squared biases here, going up to 3.32, while the other two methods
remain around 0.2.
In terms of the standard deviations of the bias, SMM performed the
best, while SCF was the worst. The plot in the last row of Figure 5 shows
that for K1, the range for SCF goes up to 1.7, while for SMM and SKMS,
this was only 0.34 and 0.63 respectively. In fact, 15% of the voxels esti-
mated by SCF was greater than 0.34 (the largest value obtained by SMM),
and 0.8% from SKMS.
The proposed method is clearly superior in terms of robustness, in-
dicated by the substantially smaller standard deviation estimates, as can
be seen in both Figure 5 and Figure 6. It also performed at least as good
as, and sometimes better than the other two methods in terms of mean
squared bias. In the single slice plot in Figure 6, where the mean of the raw
biases was plotted, it is difficult to distinguish between the three methods.
This is due to the fact that when raw biases are averaged, they will go
toward zero as the effects of the large positive and negative biases cancel
out. This will be true for all unbiased estimators regardless of how sensi-
tive the estimations are to noise. In this sense, it is more useful to look at
the mean squared or absolute biases.
In terms of the estimation of the pig study data, it was not possible to
compare the bias and standard deviations of the biases because the ground
truth was not known. However, the parametric images shown in Figure
7 suggest that much smoother K1 and k2 images were produced by SMM
compared to SCF. The white color in the K1 images indicates a value close
to 1, which is the upper bound of the artificial constraint we used. It is clear
from the figure that many values produced by the SCF method were sim-
ply truncated at this value. SMM estimation produced significantly less
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values close to the upper bound. The upper bound of 1 forK1 is essentially
arbitrary. For SMM estimation, if we remove this bound, we obtain two
groups of voxels with physiologically implausibly high K1 values whilst
the rest of the voxel estimates remains unchanged, well below 1. How-
ever, in terms of the SCF estimation, raising the bounds to higher than 1
produced many more voxels between 1 and 2. However, since this was a
resting pig, where the mean blood flow at rest is around 0.65 ml/min/cc,
we do not expect flow to be above 1 at rest, so the SCF results with higher
bounds would be difficult to interpret, since the higher values could also
be due to spill-over from blood-pools, or voxels actually containing blood
or noise.
In terms of computation, it took about 4 hours to complete all 6000 iter-
ations for each noise realization of simulated data, using Matlab R2014b,
running on a single node of the Linux computational cluster Katana at
UNSW, Australia. This is equivalent to running on an average PC. The
total number of voxels was 5746. We found that all the parameters con-
verged quite quickly. For SCF and SKMS, the computational time was
around 1 minute. For the pig study data involving 16821 voxels, and a
longer time series involving 29 time points, the computational times were
23.5 hours and 6 hours for SMM and SCF respectively. We note that al-
though SMM is computationally more expensive, it provides additional
uncertainty estimation, which the other two faster methods do not. Par-
allel computation or other computational methods, such as variational
Bayes Attias (2000), can be adopted to further speed up this process.
In the future, there are three directions to be considered to further de-
velop our approach. First, we can relax the within cluster homogeneity
assumption. This is easily achievable by relaxing the mean of the nor-
mal mixture to allow them to vary for each voxel observation. However,
this substantially increases the number of parameters that needs to be es-
timated and presents a computational challenge. Second, we can consider
the use of sinogram data rather than reconstructed data to estimate kinetic
parameters, and this can reduce the additional noise introduced through
the reconstruction step; however, this approach can be computationally
challenging for full Bayesian analyses. Third, given its flexibility, SMM
can be easily extended to more advanced kinetic models, such as the two-
compartment tissue model without too much modification. Although we
assess performance using simulations of cardiac perfusion PET imaging
and demonstrate in vivo data for this application, our approach is not lim-
19
ited to this specific context and may also benefit other dynamic PET pro-
cedures as well as dynamic SPECT, dynamic contrast enhanced CT (DCE-
CT), and dynamic contrast enhanced MR (DCE-MR).
5 Conclusion
This paper proposed a novel spatiotemporal approach, SMM, to infer para-
metric PET images. By borrowing information from nearby voxels, SMM
can be used to simultaneously estimate kinetic parameters and classify
voxels with similar kinetic parameters into spatially homogeneous groups.
We adopted the MRF to incorporate the spatial dependence of voxels. We
developed an efficient MCMC algorithm for the computation, which esti-
mates all unknown parameters, including the notoriously difficult spatial
smoothness parameter β in the Potts model. The method provides pa-
rameter uncertainty estimation, as well as a principled way to determine
the optimal number of voxel groups. We used simulated cardiac perfu-
sion PET data to evaluate the performance of SMM and compared them
with SCF and SKMS. SMM was substantially less sensitive to noise than
the other methods, it also yielded an overall smaller bias than SCF and
SKMS. In the pig study data, SMM was shown to produce smoother para-
metric images compared to the standard curve fitting. Although simula-
tion and experimental data were based on cardiac PET studies of a one-
compartment model, the approach may benefit other dynamic PET proce-
dures, as well as more complex compartmental models.
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Appendix
Markov chain Monte Carlo
We use MCMC for sampling from the joint posterior distribution of z
and all other parameters, given by Equation 6. The prior distribution
f(µ,Σ, β) is taken as product of the individual prior components f(K11), . . . , f(K
G−1
1 ), f(k
1
2), . . . , f(k
G−1
2 ), f(µ
1
g∗), . . . , f(µ
T
g∗),
f(σ2,1), . . . , f(σ2,T ), f(β), as defined in Section 2.5.2.
The first term on the right side of Equation 6 is given by
f(yi|zi = g,µg,Σ)
= (2pi)−T/2|Σ|−1/2 exp(−1
2
(yi − µg)′Σ−1(yi − µg)),
and the second term on the right side of the equation is given by
f(z|β) = 1
C(β)
exp{β
∑
i∼j
I(zi = zj)}.
This is the Potts model, where z = (z1, . . . , zn), I(·) denotes indicator func-
tion taking value 1 if z(l−1)j = g and 0 otherwise, and i ∼ j denotes the
voxels j in the neighbourhood of voxel i. The partition function C(β) is
estimated offline using thermal dynamic integration. Green and Richard-
son (2002) We use an 8 nearest neighbour first order structure for the Potts
model.
Our computational algorithm for the one-compartmental model in Equa-
tion 3 proceeds as follows:
Step 1 Set l = 1 and initialise parametersK1,(0)1 , k
1,(0)
2 , . . . , K
G−1,(0)
1 , k
G−1,(0)
2 ,µ
(0)
g∗ , σ
2,1,(0),
. . . , σ2,T,(0), z(0), β(0).
Step 2 Update Kg1 , for g = 1, . . . , G− 1. Simulate a new value
K
′g
1 ∼ N(Kg,(l−1)1 , δ2K1)
and compute µ′g with K
′g
1 , according to Equation (3). Set K
g,(l)
1 to K
′g
1
with probability α, where
α = min{1, α?}
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with
α? =
∏
i∈{i:z(l−1)i =g}
f(yi|z(l−1)i ,µ′g,Σ(l−1))f(K
′g
1 )∏
i∈{i:z(l−1)i =g}
f(yi|z(l−1)i ,µ(l−1)g ,Σ(l−1))f(Kg,(l−1)1 )
.
Otherwise, set Kg,(l)1 to K
g,(l−1)
1 .
Step 3 Update kg2 , For g = 1, . . . , G− 1. Analogously to Step 2.
Step 4 Update µtg∗ , for t = 1, . . . , T . Simulate a new value
µ
′t
g∗ ∼ N(µt,(l−1)g∗ , δ2µg∗ ).
Set µt,(l)g∗ to µ
′t
g∗ with probability α, where
α = min{1, α?}
with
α =
∏
i∈{i:z(l−1)i =g∗}
f(yi|z(l−1)i ,µ′g∗ ,Σ(l−1))f(µ′tg∗)∏
i∈{i:z(l−1)i =g}
f(yi|z(l−1)i ,µ(l−1)g∗ ,Σ(l−1))f(µt,(l−1)g∗ ))
.
Otherwise, set µt,(l)g∗ to µ
t,(l−1)
g∗ .
Step 5 Update σ2,t, for t = 1, . . . , T . Simulate from the Inverse Gamma
distribution
σ2,t,(l) ∼ IG
(
n/2 + a,
1
2
n∑
i=1
(yti − µt,(l)g )2 + b
)
.
Step 6 Update z. Each i = 1, . . . , N , compute
wg = MVN(yi; f(K
g
1 , k
g
2),Σ) exp{β(l−1)
∑
j,j∈∂i
I(z
(l−1)
j = g)}, g = 1, . . . G,
and normalise w′g = wg/
∑G
g=1 wg, where f(K
g
1 , k
g
2) denotes Equation
3. ∂i denotes the set of neighbours of vertex i. Set z(l)i according to
the Multinomial distribution
z
(l)
i ∼MN(w′1, . . . , w′G).
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Step 7 Update β. Simulate a new value
β′ ∼ N(β(l−1), δ2β)
and set β(l) to β′ with probability α, where
α = min
{
1,
f(z(l)|β′)f(β′)
f(z(l)|β(l−1))f(β(l−1))
}
.
Otherwise, set β(l) to β(l−1).
Step 8 set l = l + 1, if l < L, go to Step 2.
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Figure 3: Marginal posterior density of Kg1 for g = 1, . . . , 16 clusters. Verti-
cal dashed line denotes corresponding posterior means. Based on a single
noise realization of simulation data.
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Figure 4: Posterior density of kg2 for g = 1, . . . , 16 clusters. Vertical dashed
line denotes corresponding posterior means. Based on a single noise real-
ization of simulation data.
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Figure 5: Distributions of the mean squared biases and standard deviation
of biases for SMM (solid line); SCF (dashed line) and SKMS (dotted and
dashed line). The first three rows show the mean squared biases for K1
and k2 in the abnormal, normal, and the noise ROIs respectively. The last
row shows the standard deviation of the biases. Mean squared biases and
the standard deviation of biases are calculated according to Equations 8
and 9, over 25 replicate simulation data sets.
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(a) K1 (b) k2
Figure 6: Parameter estimates, bias and standard deviation of bias for a
single slice of the image. Comparisons for K1 (a) and k2 (b) for 25 replica-
tions of simulation data.
Figure 7: Parameter estimates for a single slice of the pig study data.
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