For several generalizations the reader is referred to ([14] ). In particular the theorem remains valid if we consider fibrations f : S − → X with X a non rational curve.
Another closely related feature of K f is that the direct image sheaves f * K ⊗n f are semiample, which means for a coherent sheaf on a curve the impossibility of having quotients of negative degree. In our particular case it is easy to deduce this and other properties of these sheaves as a consequence of the Grothenndieck Theorem on locally free sheaves on P 1 . We shall prove the result that we need for the rest of the paper: Lemma 1.2. Let f : S − → P 1 be a non isotrivial fibration on the rational surface S. Then:
Proof. a) K f = K S (2C). We compute the direct image f * K S , it will be a direct sum of g invertible sheaves:
We have: h 0 (f * K S ) = h 0 (K S ) = 0, and h 1 (f * K S ) ≤ h 1 (K S ) = 0 ( [2] ). Thus, the only possibility is a i = −1 for i = 1, ...g.
Using projection formula ( [7] ) we get: (1) . b) By the previous equality
Moreover, again by projection formula:
The fundamental fact about the number of singular fibers of a semistable fibration is the strict canonical inequality ( [11] , [13] ):
1 is a semistable, nonisotrivial fibration of genus g ≥ 2 and s is the number of singular fibers of f , then
The goal of this paper is to start the classification of fibration on a rational Theorem 2.6. . Let f : S − → P 1 be a non-isotrivial, semistable fibration defined on a rational surface S. If g ≥ 12 and the general fiber has gonality at least 5, then:
We recall that the gonality of a projective curve C is defined as the minimal natural number n such that C admits a morphism π : C − → P 1 of degree n (if n = 2, 3 or 4 C is called, respectively, hyperelliptic, trigonal or tetragonal).
In the way for proving Theorem 2.6 we have found a number of results concerning the fibration theory. The most important ones seem to be: Proposition 2.3. Let f : S − → P 1 be a nonisotrivial fibration with non hyperelliptic general fiber on the rational surface S, then
Proposition 2.4. Assume that f is a semistable fibration of genus g ≥ 12 and the general fibre of f has gonality at least 5; then the fixed component of
.., E l } denotes the set of (−1) sections of f . Section 4 is devoted to a brief discussion about which of the previous results can be generalized to nonregular surfaces of negative Kodaira dimension.
The proof of the results in this paper is based on several techniques in the theory of algebraic surfaces, such as Reider's Method, Zariski-Fujita decomposition and the vanishing theorems of Mumford and Kawamata-Viehweg.
2. Semistable fibrations on a rational surface with at least 6 singular fibers Despite the title of the section we start by working with an arbitrary nonisotrivial fibration, not necessarily semistable, defined on a rational surface S. The semistability condition will play an important role only in Proposition 2.4 and Theorem 2.6.
Our starting point is the following assertion proved in [12] :
The proof is based on the equality 2K f − 2C = K f + K S . Thus, we can apply the Reider method, because K f is big and nef.
Proposition 2.1 implies that (
. We assume in what remains of this section that S is a rational surface, and denote that L = K f (−C).
In [12] (Theorem 2.1 (1)) fibrations with K 2 f = 4(g − 1) were characterized. Applied to the case S is rational that characterization says:
We have come to the conclusion that g ≥ 3 and gonality of C at least 3 imply Proposition 2.3. Let f : S − → P 1 be as before, if the gonality of C is at least 3, then
Proof. By the previous discussion, we know that L is big and nef, so we can apply to L the Mumford vanishing theorem ( [2] ):
Now, we want to apply Reider's analysis to L + K S . For this we need to ensure that L 2 ≥ 10. By Proposition 2.3 this will hold if
The main fact concerning the analysis of the linear system |L + K S | is the following: Proposition 2.4. Assume f is a semistable fibration of genus g ≥ 12 and the general fibre of f has gonality at least 5; then the fixed component of
The proof of this fact is, by far, the most complicated argument used in this paper and we shall postpone it until the next section.
Before going further we prove an auxiliary result, in which the role played by the hypothesis on the gonality of C is very clear. Proof. The Lemma is a direct application of Corollary 2 in [10] . In fact, if S contains a base point free pencil |D| with
and
The only possibility for this equality holding is g D = 0 and C.D = 3, but then C must be trigonal. Similarly D.L = 2 implies C is tetragonal or hyperelliptic. Theorem 2.6. . Let f : S − → P 1 be a nonisotrivial, semistable fibration defined on a rational surface S. If g ≥ 12 and the general fiber has gonality at least 5, then:
Proof. Assume Proposition 2.4 as valid. By Proposition 2.4 and Lemma 2.5, L + K S − E i is a big and nef divisor. By the Kawamata-Viehweg vanishing Theorem
This implies part a) of the Theorem. Part b) follows from a) and the canonical class inequality (Theorem 1.3).
Proof of Proposition 2.4
Proof of Proposition 2.4. If g ≥ 12, then, by Proposition 2.3, L 2 ≥ 5. Hence, we can apply Reider's analysis on the base locus of |L + K S |. It is easy to proof that,if p is a base point of |L + K S | there must exist an irreducible curve containing p satisfying some of the following properties:
Vertical curves E such that either:
First of all, note that (−1) sections Γ (case h1) are fixed curves for |L + K S |, as follows from the exact sequence:
Our goal is to prove that these are the only fixed curves of | L + K S |. Cases d1, d2 and d3 can be eliminated, because the gonality of C is at least 4. Case v4) is equally impossible, because our fibration is of genus at least 12.
For the study of curves E in cases v1-v3, our strategy will be to study the linear system associated to L(−E), and to prove the vanishing of the higher cohomology of the adjoint sheaf L ⊗ K S (−E). For this we need to investigate the structure of Proof.
Therefore, g ≥ 8 implies that L − E is big. Next, consider the exact sequence
and note that:
Thus,
Thus, if L − E is not nef , then we must have a Zariski-Fujita decomposition ([5]) L − E = P + N , N > 0. We will need the following: Proof. a) Consider the exact sequence:
, and h 2 (O S (E)) = 0 (being S rational). Thus,
Taking cohomology we obtain:
Let p ∈ C ∩ ∆, then, as p is a base point of |L(−E)|, s(p) = 0, for all s ∈ Imα. On the other hand, Imα must be a hyperplane in H 0 (ω C ), and, thus,
We conclude that ∆.C = p, for if q = p is in the intersection C ∩ ∆, then
which, being that C is non hyperelliptic, is impossible. Hence, the only horizontal component of N could be a reduced section. Note moreover that (L − E).∆ < 0, L.∆ ≥ 0 and E.∆ ≤ 1 imply, altogether, that L.∆ = 0 and ∆.E = 1. From this we obtain:
Thus, ∆ must be a (−1) section. b) A similar argument can be work out, but in this case h 1 (K S (−E)) = 2 and we have an exact sequence:
This gives, after an analogous analysis, the various possibilities for ∆.
The next lemma will allow us to apply the Kawamata-Viehweg vanishing Theorem to L(−E). 5]), it will be sufficient to prove that
We make use of the following observation: if n i=1 E i is a fiber of f , then
From this observation inequality 3.4 follows at once. We still need to analyze the few possibilities for horizontal curves ∆ ≤ N allowed by Lemma 3.2. For cases v1 and v2, let ∆ + 
Thus, by the Fujita-Zariski algorithm 2∆ ≤ N , which contradicts Lemma 3.2.
Finally,
could happen if and only if j = i 0 and E j .L = 0, which implies that E j is a vertical (−2) curve. But then,
and , as a consequence of the Zariski-Fujita algorithm, 2∆ would be least or equal to N , which again contradicts Lemma 3.2. The cases v3.1 to v3.3 can be analyzed in a completely analogous way.
The consequence of this lemma is that we can apply the Kawamata-Viehweg vanishing Theorem ( [2] ) to L − E, as L − E − N is big and nef, and N is a reduced normal crossing divisor. Thus, h 1 (L + K S − E) = 0. We claim that this implies that E is not a fixed curve for |L + K S |. Indeed, consider the exact sequence:
Note that in all this cases E.(L + K S ) ≥ 0, and in consequence
(we are using the fact that E is either rational or elliptic). Thus, h 1 (L⊗K S (−E)) = 0 implies, using the long exact sequence in cohomology, that E is not a fixed component for |L + K S |.
Thus, only case v3.4 remains to be ruled out. For this we consider the divisor L − E − ∆ 0 . It can be proved that: i)L − E − ∆ 0 is big and effective, ii) if L − E − ∆ 0 = P + N is the Zariski decomposition, then N is a normal crossing divisor.
For instance, we explain how to prove that L − E − ∆ 0 is effective. We combine the exact sequences:
and Note that L| E ≃ O E (1), and, therefore:
Once we have stablished i) and ii), we follow the same argument as before. It is easy to see that the negative part of L − E − ∆ 0 is a normal crossing divisor and then
Thus, if h 0 (L ⊗ K S | E+∆ 0 ) = 0 we obtain a contradiction. This last inequality is easily proved by similar considerations to the previous ones.
In order to finish the proof of Proposition 2.4, we must now to re-walk a similar path for divisors in cases h1 to h3. We only state the auxiliary results, being that the proofs are completely analogous. ii) In cases h2 and h3 the negative part of L − Γ is a reduced normal crossing divisor.
The remainder of the proof follows the same lines as before. We can apply the Kawamata-Viehweg vanishing Theorem and the fact that
is an effective divisor in case h1 (resp. h2 and h3) in order to conclude that neither 2Γ in case h1, nor Γ in cases h2-h3 are fixed curves for L + K S . This concludes the proof of Proposition 2.4.
A Few Words About the Nonrational Case
According to [12] only nonisotrivial semistable fibrations on a nonregular (i.e. nonrational) birationally ruled surface admitting just 5 singular fibers need a classification. In this section we discuss what of the previous theory can be generalized to nonrational surface and what cannot. In general, all of our previous arguments are well suitable for this general case, except for the argument in the proof of Lemma 3.2. In what follows S will denote a surface of negative Kodaira dimension and with irregularity h 1 (S, O S ) = q, the results given in this section specialize themselves on those that were previously proven when q = 0.
The first observation is that we have a structure theorem for the direct image of Lemma 4.1. Let f : S − → P 1 be a non isotrivial fibration on a surface S. Then:
The proof is quite analogous to that of Lemma 1.2. In order to go further with our generalizations, we need to introduce some notation. First, note that if S − → X is any map onto a curve X, then g X ≤ q, therefore, the notion of gonality must be substituted by: Definition 4.2. A curve C is said to be q-n-gonal if there exits a n : 1 map π : C − → X with g X ≤ q.
Thus, 0-n-gonal coincides with the usual notion of n-gonal. The q-gonality of a curve is defined in a similar fashion.
Using the classification of fibrations with K Finally we can prove a generalization of Lemma 2.5:
Lemma 4.5. Let f : S → P 1 be non isotrivial. If g ≥ 12 − q and the general fiber C has q-gonality at least 5, then |L + K S | defines a birational morphism.
Therefore, all the results prior to the research of the fixed components of the linear systems |L + K S | admit natural generalizations, and a list of possible fixed component similar to the one at the beginning of Section 3 can be deduced. However, the argument in the proof of Lemma 3.2 can not be modified in a satisfactory way, in fact, from the exact sequence:
we obtain:
But, for instance, if E is a vertical (−2)-curve h 1 (K S (−E)) = h 1 (O S (E)) = q + 1.
