Abstract. Two slightly different projections of the same scene allow the stereovision algorithms to reconstruct its 3D structure and to estimate the distance to particular object. However commonly used real-time correlation-based solutions usually suffer from inaccuracy. Therefore, finding an efficient and accurate algorithm for depth reconstruction is still a challenging task to do. The approach to stereo matching, presented in this paper is described as a problem of correlating different local observations that evaluate the dissimilarities between left and right images in order to obtain smooth and more accurate depth map. The results obtained with the proposed method are evaluated and compared with other state of the art methods.
Introduction
Recently the stereovision approaches have been widely used in many applications dedicated for visually impaired persons. These are typically adapting correlation-based solutions in order to detect and measure distance to obstacles. However the results obtained with correlationbased algorithms have poor quality due to the depth map discontinuities, caused by low textured regions. Therefore different modifications such as block-to-block of texture matching (instead of pixel-to-pixel approaches) are adapted. However this may cause unwanted dilation of obstacle contour, which impacts the obstacle detection effectiveness.
In this paper an approach, adapting machine learning paradigm, to depth learning is proposed. The obtained depth map is combined with depth map calculated with correlation-based stereovision algorithm. The problem of finding the optimal depth map given these two observation is modelled as Markov Random Field.
The proposed algorithm uses two images obtained from calibrated stereovision camera. Both left and right images are used for stereoscopic depth estimation. Moreover the image obtained from left camera is further processed in order to compute the descriptors of texture regions. This information is further used as input for model that converts feature vector to depth.
The algorithm architecture
The proposed algorithm uses random filed (RF) described by equation 1. The field addresses flowing aspect: domain, type of observation and possible pair-pixel configu- (Fig.2) . Additionally, it is assumed that neighbouring pixels of the disparity influences each other and have to be considered when estimating particular pixel of the disparity map. In this case first order neighbourhood is considered (Fig.2) .
The optimal depth map (MAP-problem) for such defined depth map is defined by equation 3. 
The probability p (using the model shown in Fig.2 ) can be rewritten as it is shown in equation 3.
The function p(D x,y |L, M ) measures the probability of disparity assigned to pixel at point (x,y). 
The function p(R|L, D x,y ) defines probability of right image (R). The function is defined by equation 5.
The function p(x, R y , L y )) measures the disparity at point (x,y) using the algorithm proposed by Needleman and Wunsch in [17] . The uncertainty of the depth obtained with this method is modelled as σ R .
The feature vector
The polynomial regression function maps the feature vec- 
Learning the depth
During the experiments three methods for learning the depth map were evaluated. For the first method the function mapping the feature vector to depth is modelled as a polynomial function. The regression function is described by equation 6.
The β parameter is computed from learning data using the linear least squares method. The F (n)
x,y indicates the n-th feature of the vector extracted for the point (x, y) of the input image. For this method the depth in the whole cell is constant and defined by function M .
The second method uses 3D plane (described by equation 7) in order to approximated the depth in the single cell. 
The uncertainties
There are several observation uncertainties handled by the proposed model. The U M uncertainty describes how reliable is the regression model. It is modelled as linear function of feature vector. In other words having the feature vector it possible to assess how reliable it is. The function is described by equation 8.
The σ parameter is found by solving the matrix equation 9. The S parameter indicates the depth obtained from learning data (ground truth depth) while M indicates depth estimated with the regression model.
The solution is established using the classical least squares method.
Results
During the experiments three different techniques for learning the depth function were used. The comparison of effectiveness of these methods is shown in Fig.5 .
The P OLY 1 indicates the first method, which engages the first degree polynomial function with constant depth However without efficient feature vector indexation this method can be time consuming for huge learning data.
Using the 3D patches for modelling the depth in a single cell allows to decrease the level of bad pixels (from 78% to 64%).
The effectiveness of proposed algorithm was evaluated using the Make3D project database [18] [19] . As a ground truth the images acquired with laser scanner were used.
Example of obtained depth map is shown in Fig.4 .
The effectiveness of proposed method was compared with other approaches in order to identify how the model for depth estimations impacts the overall depth map quality. In the experiments the depth measured with laser scanner was used as a ground truth. The difference between the obtained depth map and the ground truth is measured using the percentage of bad pixels.
The results show that the proposed method allows the stereovision system to improve the depth map quality (14% of bad pixels). Disabling the depth learnt model causes significant quality loss (about 7%, see DP +M P ).
Using only the information from neighbouring pixels (without depth learnt model -DP + M P ) allows to obtain results slightly better from Dynamic Programing approaches. Some examples of results obtained on images captured with stereovision camera are shown in Fig.9 .
The bad pixel curve behaviour for varying threshold tolerance (allowed absolute difference between groundtruth and estimated depth values) is shown in Fig.8 .
Conclusions
In this paper an algorithm for depth map quality im- 
