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Abstract 
Condition monitoring and life extension of components is vital to reducing risk of 
failure and operational costs in the power industry. Optical strain measurement 
techniques have been studied and developed for use in condition monitoring of 
power plant steam pipes and wind turbine components. In addition, these techniques 
have been used to assist evaluation of damage mechanisms in these components. 
 
Power plant steam pipes operate at high temperature (approximately 600°C) and 
pressure, and as a result undergo large creep deformations. Monitoring creep strain 
is a key factor in assessing remaining life of important components. An optical strain 
measurement system developed by EON, Automatic Reference Creep Measurement 
And Control (ARCMAC) has been researched as to its combined effectiveness with 
Digital Image Correlation (DIC) in obtaining accurate and reliable strain measurement 
for high temperature components. 
 
DIC has also been used to monitor and evaluate damage in composite wind turbine 
blade components. The use of this optical strain technique has allowed comparison 
of experimentally-derived full-field strain maps to be compared with finite element 
analysis (FEA) results. Additionally, the use of acoustic emission (AE) as a condition 
monitoring technique for wind turbine blades has been investigated. Use of these 
techniques has given greater understanding of failure mechanisms in wind turbine 
components; in particular, transverse tensile damage and delamination have been 
investigated. The influence of the Brazier effect upon wind turbine blade failure has 
also been researched. 
 
Results of this research have evaluated accuracy of using optical strain 
measurement techniques as well as their ability to effectively measure strain in 
particular regions of interest. The application of such techniques is an important 
requirement for both power plant and wind turbine components. Finally, studies into 
the use of optical strain measurement techniques as lab-based tools to study failure 
mechanisms have been performed. 
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Nomenclature 
List of Symbols 
English 
 A Distance between ARCMAC reference targets 
 B Distance between ARCMAC outer targets 
 d Displacement, distance 
 E11 Young’s modulus in orthogonal 11 direction 
 E22 Young’s modulus in orthogonal 22 direction 
 Ef Young’s modulus of fibres 
 Em Young’s modulus of matrix 
 F Reaction force 
 G Shear modulus 
 I Second moment of area 
 M Bending moment 
 t Time 
 W Weight 
 
Greek 
 ε, µε Strain, microstrain 
 ν Poisson’s ratio 
 σ, ζ Stress, true stress 
 ρ Density  
 τ  Shear stress 
 
Abbreviations and Acronyms 
 1D One Dimension 
 2D Two Dimensions 
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 3D Three Dimensions 
 AE Acoustic Emissions 
 ARAMIS A DIC system supplied by GOM 
 ARCMAC Auto-Reference Creep Management and Control 
 BS British Standard 
 CCD Charge Coupled Device 
 CEGB Central Electricity Generating Board 
 CFRP Carbon Fibre Reinforced Polymer 
 CG-HAZ Coarse Grain Heat Affected Zone 
 CMV (0.5Cr-
0.5Mo-0.25V) 
Material conforming to BS 3604-1: Type 600 material 
 CPT Classical Plastic Theory 
 DIC Digital Image Correlation 
 DSLR Digital Single Lens Reflex (camera) 
 DTU Technical University of Denmark 
 EPSRC Engineering and Physical Sciences Research Council 
 FE Finite Element 
 FEA Finite Element Analysis 
 FRP Fibre Reinforced Polymer 
 GFRP Glass Fibre Reinforced Polymer 
 GOM A company that supply DIC systems 
 GUI Graphic User Interface 
 HAWT Horizontal Axis Wind Turbine 
 HAZ Heat Affected Zone 
 HT High Temperature 
 Hz Hertz 
 ID Inner Diameter 
 MW Mega-watt 
 NDE Non-Destructive Evaluation 
 NDT Non-Destructive Testing 
 OD Outer Diameter 
 PWHT Post Weld Heat Treatment 
 PZT Piezo-Electric Transducer 
 RIFT Resin Infusion under Flexible Tooling 
 TIFF Tagged information file format 
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 UD Uni-directional 
 USB Universal serial bus 
 UT Ultrasonic Testing 
 VAWT Vertical axis wind turbine 
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1 Introduction 
1.1 Background  
There is currently a rapidly growing need to tackle the causes of human-
induced climate change globally. An equitable distribution of effort in carrying 
this out requires ‘rich’ countries to reduce carbon emissions by 60-80% by 
2050[1]. In order to begin this process, the UK government is proposing 
measures to encourage 30-35% of UK total electricity to come from 
renewable sources by 2020. Of this renewable electricity, 40% is predicted to 
come from offshore wind farms and 27% from onshore wind farms[2]. As of 
2006, all types of renewable electricity combined made up less than 5% of the 
total UK generation[3], indicating renewables in general and wind energy in 
particular to be a massive growth market over the coming decade. 
 
Despite the growth in renewable energy, however, reliance on traditional fossil 
fuel power stations will continue until at least 2020[4]. Many power stations 
are likely to have extremely long lifespans; for example, unit 1 of Ratcliffe-on-
Soar coal fired power station has run for a total of almost 30 years[5]. The 
extended lifespan of many power plants will require increasingly accurate 
estimation of remaining life in high risk areas of the plant, at the very least. 
 
With these factors in mind, this thesis describes and investigates a number of 
methods to be used for condition monitoring in the electricity generation 
industry. Two areas in particular are being focussed upon. First, power plant 
main steam pipes operate at (for example) pressures of 180 bar and 
temperatures of 568˚C[5]. Such main stream pipes have a diameter of 
approximately 0.5m, and failure often occurs as a result of creep damage, as 
shown in Figure 1-1. Knowledge of the remaining creep life of these 
components is important for maximising safety as well as minimising plant 
down time. Second, the expense of maintenance and servicing of offshore 
wind turbines (~£8000 per MW annually[6]) makes the development of a 
condition monitoring system financially attractive. Such a system would allow 
remote identification of a possible failure prior to its occurrence. 
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Figure 1-1  Example of Creep Failure in a CMV Main Pipe Bend (Image 
Supplied by E.ON UK) 
1.2 Aims and Objectives 
General aims of the research performed include the development and 
validation of optical condition monitoring techniques for use in the power 
industry along with evaluation of damage and failure in such components. 
 
As described previously, this research focuses upon two areas of the power 
industry; high temperature steel components used in power plants and 
composite wind turbine blades. Since these components are very different in 
their design, environment and materials, research in these two areas are 
treated separately; however, a number of similar experimental techniques and 
approaches are employed during research in these two areas. 
 
For the purposes of high temperature power plant condition monitoring, 
research and development of two optical strain measurement techniques has 
been performed; namely, the performance E.ON Engineering’s Auto-
Reference Creep Measurement and Control (ARCMAC) system and digital 
image correlation (DIC) to characterise creep damage has been assessed. 
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Improvements in the accuracy of these techniques, through development of 
hardware (such as a new camera system) and software (using automated 
image processing techniques and use of improved algorithms) are described. 
These techniques have also been developed for use at high temperature, with 
an evaluation of accuracy and reliability at conditions similar to those 
experienced by power plant components. Using data from these experiments, 
the suitability of such techniques for condition monitoring of power plant 
components has been assessed and suggestions for future enhancements 
are made. 
 
Research into condition monitoring and evaluation of failure in wind turbine 
blades is also described. The use of non-destructive evaluation techniques 
such as DIC and acoustic emission (AE) in assessing damage and failure in 
wind turbine components has been explored. A number of blade failure 
mechanisms are investigated, with particular emphasis upon the role of the 
Brazier effect (a non-linear phenomenon caused by the bending of long tubes) 
in damage mechanisms and failure of wind turbine blades. 
1.3 Research Context 
This research has been supported by E.ON Engineering to evaluate and 
further develop the automatic reference creep measurement and control 
(ARCMAC) optical strain measurement system for measurement of creep in 
high temperature power plant components. Additionally, the Electric Power 
Research Institute (EPRI) has been involved in a project to evaluate a number 
of optical strain measurement techniques for use in high temperature power 
plant components. Finally, Risø-DTU has assisted research efforts to 
understand failure mechanisms in wind turbine blades, particularly with regard 
to the Brazier effect. 
1.4 Thesis Structure 
Subsequent to this introduction, a review of published literature is presented 
in four parts in Chapters 2-5. Chapter 2 introduces creep mechanisms in low 
alloy ferritic steels and power plant components. Non-optical methods of 
detecting creep damage are reviewed in Chapter 3, while Chapter 4 looks at 
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optical methods of assessing such creep damage. Chapter 7 reviews the 
structure of wind turbine blades and introduces common damage 
mechanisms associated with such structures. 
 
Experiments performed during the course of this research project, along with 
associated results, are presented in Chapters 5,6 and 8. Chapter 5 describes 
the use of ARCMAC and DIC for strain measurement at room temperature, 
while Chapter 6 describes experiments using these techniques at high 
temperatures. Chapter 8 presents experiments and results using DIC and 
FEA to evaluate damage mechanisms in wind turbine structures, and to 
investigate condition monitoring of such structures. 
 
Chapter 9 discusses the results of the previously described experiments in the 
context of damage monitoring and evaluation in the power industry. The work 
performed is also summarised and future research recommended in this 
chapter. 
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2 Creep of Low Alloy Ferritic Steels 
2.1 Introduction 
This chapter explores creep behaviour of low alloy ferritic steels commonly 
used in power plant piping components in particular. Additionally, common 
approaches to managing the creep life of such components are discussed. 
Finally, common constitutive equations used to describe creep are briefly 
outlined. 
2.2 Creep Behaviour of Low Allow Ferritic Steels 
2.2.1 Introduction to Creep 
Creep is the phenomenon whereby plastic deformation occurs in a material 
under stress at elevated temperature. The magnitude of stress is below the 
yield stress of the material and the homologous temperature (material’s 
temperature / material melting point) is usually above ⅓ [7]. 
 
Figure 2-1  Example of creep strain against time. Length of primary and 
tertiary creep regions is exaggerated [7]. 
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Figure 2-1 shows an example of creep behaviour; a material loaded elastically 
experiences three types of creep during its lifetime: primary creep, 
secondary/steady state creep and tertiary creep. 
 
The magnitude of primary creep strain is often below 1% of the total of elastic, 
primary and steady state creep strain. Primary creep occurs due to the 
movement of unpinned dislocations in the material; as a result, primary creep 
behaviour is strongly linked to number of dislocations in the material. 
 
Steady state creep is characterized by a low, constant strain rate and is 
generally by far the longest region of creep behaviour; as such, it is usually 
the most important region when investigating creep and its effects. During 
steady state creep, there is a balance between the process of work hardening 
of the material and the process of recovery whereby dislocations are 
rearranged and dislocation density reduced. 
 
With tertiary creep, concentrated regions of high strain lead to increased local 
stress, accelerating further the rate of strain. This continues until the material 
experiences ductile fractures around defects present in the component, such 
as grain boundaries or precipitates. The tertiary creep region is considered 
unstable and it is generally considered that the end of life for a component 
coincides with the onset of tertiary creep. 
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Figure 2-2  Creep response to increasing stress and temperature [7]. 
 
The effect of increased stress and temperature is shown qualitatively in Figure 
2-2. As can be seen, increased stress and/or temperature results in larger 
creep strains and reduced time to failure. 
2.2.2 Low Alloy Ferritic Steels 
CMV (0.5% Chromium, 0.5% Molybdenum and 0.25% Vanadium) steel is 
widely used in the manufacture of high temperature steam piping according to 
British Standard 3604:1 [9] type 660 specifications. In plain carbon steel there 
is a significant tendency towards spheroidisation (formation of precipitates into 
spheroids) at high temperature; the alloying elements in CMV steel serve to 
reduce this tendency [10]. The presence of Vanadium in particular is 
important, due to the effect of the precipitate V4C3 upon strengthening the 
material through inhibition of grain deformation in the material [11]. 
 
CMV steel’s use in power plant steam pipes began over 30 years ago. As a 
result, creep in such components has had a significant impact, with past 
ruptures occurring unexpectedly. To avoid complete replacement of such 
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components (with the associated cost), remaining life assessment is a key 
element of efforts to maximise the lifetime of such components while 
minimising the risk of component rupture due to creep. 
2.2.3 Creep Behaviour of Low Alloy Ferritic Steels 
In Cr-Mo steel, Dobrzanski [12] has described the evolution of creep as the 
generation of cavities at grain boundaries, growth and coalescence of these 
cavities, formation of micro-cracks, and finally, formation of macro-crack(s) 
leading to failure. During these processes, important mechanisms involved 
include the following: primary creep hardening, carbide precipitate coarsening, 
intergranular and transgranular creep cavity damage and cracking. 
 
According to Dobrzanski [12], formation of creep cavities occurs at grain 
boundaries which are oriented at angles of 45° or 90° in relation to the applied 
stress direction. Figure 2-3 shows such creep cavities formed in a service-
aged CMV main steam pipe specimen. 
 
Figure 2-3  SEM image of a service aged CMV main steam pipe bend 
with intergranular creep cavities [8]. 
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Liaw et al. [13] found that agglomeration of carbides linked to primary creep 
hardening increases the likelihood of cavity formation and growth, reducing 
the creep strength. Figure 2-4 shows such agglomeration of carbides, along 
with the formation of cavities and cracking at grain boundaries. While 
intragranular creep cavities are possible, intergranular creep cavities tend to 
be more common in low alloy ferritic steels [14], and growth of these can often 
control the failure process [15]. 
 
Figure 2-4  Back-scattered electron image of creep damage through a 
region of agglomerated grain boundary carbides in a main CMV pipe 
gland steam connection [8]. 
 
2.2.4 Failure in Components due to Creep 
Power plant steam pipes operate at high temperatures (approximately 600°C) 
and pressure, with hoop stresses of between 40 MPa and 60 MPa. Failure is 
often seen in components such as main steam pipes (transporting steam from 
the outlet headers to the turbines), hot reheat pipes (carrying steam from the 
boiler to reheat) and headers. Creep damage is commonly found at pipe weld 
locations [8]. 
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Cracking near a weld is ordinarily categorised on the basis of crack location 
(Figure 2-5). Type I cracking occurs in the weld metal, while type II cracking 
grows from the weld into the plate. Type III cracking occurs in the coarse grain 
region of the heat affected zone (HAZ), close to the weld metal. Finally type IV 
cracking occurs in the fine grained outer region of the HAZ [16]. 
 
Figure 2-5  Types of creep cracking in a weld region. Adapted from [17] 
 
There is an increased rate of creep void formation in the fine grained region of 
the HAZ, where type IV cracking occurs. This leads to early failure in 
comparison to unwelded steel during creep tests [16]. For low alloy ferritic 
steels, type IV cracking is the most likely failure mode in components 
operating for long periods [18]. 
 
The HAZ of welds has a variety of microstructures, which have been classified 
by Mannan and Laha [19] as follows, moving from the weld metal outwards: 
• Coarse grain region (CGHAZ) – material near the fusion boundary; 
carbides (which are the main obstacle to growth of austenite grains) 
dissolve, leading to coarse grains which transform from austenite to 
martensite on cooling. 
• Fine grain region (FGHAZ) – material further from the fusion boundary 
where the peak temperature is lower; incomplete dissolution of 
carbides limits grain growth. 
• Intercritical region (ICHAZ) – lower peak temperature results in partial 
reversion to austenite (which transforms into untempered martensite 
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upon cooling) while the remainder of the microstructure is merely 
tempered. 
• Over tempered region – the original microstructure undergoes further 
tempering. 
These four regions are seen across the width of the HAZ (typically a few 
millimeters). Type IV cracking, largely occurring in the FGHAZ region, can be 
studied by subjecting test specimens to the expected thermal cycle for this 
region, producing a homogeneous structure typical of this region [16]. 
 
An analysis of published data from 53 cross-weld creep tests on several 
different Cr steels by Francis et al [20] suggested that type IV failures 
predominate when the applied stress is below 100MPa. An additional study 
indicates that an increase in preheat temperature (prior to welding) of the 
component may lead to improved creep strength at welds [21]. 
2.3 Techniques for Managing Creep Life 
Optimisation of plant maintenance is often based on a risk-cost model such as 
Reliability Centred Maintenance (RCM) [22]. Maintenance options typically 
include repair of components, like-for-like replacement of components or 
upgrade of a component or system. In the particular case of a steam pipe, a 
repair option may be the repair of a weld that displays evidence of type IV 
cracking. Components that are deemed to be near the end of their service life 
can be replaced by a similar or identical component. Alternatively, where new 
technology (such as a material upgrade) may extend the life of a new 
component, the upgrade option may be chosen. Plant managers must decide 
the optimum approach on the basis of available time and resources. 
2.3.1 Pipe Component Weld Repair 
Weld repairs require the removal of damaged material and restoration of the 
weld such that surface of the repaired weld is flush with the surrounding 
material. Type IV cracking is the most common reason for carrying out weld 
repairs on CMV piping, as reflected by a large quantity of research into the 
subject. Considerations when carrying out a weld repair include the existing 
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condition of the material, the choice of new weld material, use of weld pre-
heat and post-weld heat treatment, and the weld repair technique to be used. 
 
With regard to existing material condition, it is important to assess the extent 
and cause of the damage prior to welding. Material preparation should 
remove damaged/cracked and weld heat affected material. For weld material, 
it is common to use a material similar to the original parent; however this 
generally requires a pre-heat process to reduce possible hydrogen damage 
and post-weld heat treatment to reduce residual weld stresses [23]. 
 
Weld region pre-heat at 150-200°C is performed to achieve a slow rate of 
cooling of the new weld, in order to prevent hydrogen induced cold cracking. 
As the weld repair region increases in size, rate of conduction of heat away 
from the weld increases, increasing the importance of pre-heat. 
 
Post-weld heat treatment has two main functions; firstly, it tempers regions of 
high hardness in the HAZ, reducing residual weld stresses. Secondly, it 
serves to remove hydrogen from the HAZ and weld metal. However, it has the 
drawback that it is a relatively time consuming process, which may have an 
important impact on the length of plant shutdowns. Alternative weld processes 
which eliminate the need for post-weld heat treatment therefore have 
significant cost advantages. 
 
Figure 2-6 shows commonly-used post-weld heat treatment CMV weld repair 
techniques. The full repair technique (b) requires complete removal of the 
aged weld metal and HAZ, followed by replacement with new weld metal. In 
comparison, the optimal partial repair technique (c) only requires removal of 
the aged material where it is damaged. Sun et al [24] modelled a post-weld 
heat treatment CMV repair using FEA and found that the repair dimensions 
(i.e. whether a full or partial weld repair) has a relatively small effect upon the 
life of the repaired weld, while the material property difference has a large 
effect upon weld life. 
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Figure 2-6  Aged weld (a), with full repair (b) & optimal partial repair (c). 
Adapted from [25]. 
 
The half bead technique is an example of a weld technique that eliminates the 
requirement of post-weld heat treatment. To avoid using post-weld heat 
treatment, it is necessary to generate a HAZ with a fine grain structure, as 
those with coarse grain structures have low creep ductility and are susceptible 
to cracking if heat treatment is not performed. This can be done by reducing 
the heat input during welding or by using overlaid weld beads to provide the 
heat input to refine a coarse-grained HAZ. The half bead technique uses both 
of these principles to carry out weld repair without post-weld heat treatment. 
 
Before half-bead welding, a pre-heat out at least 177°C is performed. An initial 
layer of weld material in the form of overlapping beads is deposited, then the 
top half removed by grinding (Figure 2-7). The repair area is then filled with 
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subsequent passes of weld material, which ensure tempering of the first layer 
HAZ, until the area is overfilled. The completed weld is then heated to 260°C 
to achieve maximum hydrogen diffusion. Finally, the weld is allowed to cool 
and is ground flush. Other weld techniques, such as the temper-bead 
technique, use similar principles to carry out weld repairs without requiring 
post-weld heat treatment. 
 
Figure 2-7  Half-bead welding [23]. 
 
2.3.2 Replacement of Components 
 
2.3.3 Plant Upgrade Options 
For plant pipe components, upgrade options generally include changing pipe 
geometry and the use of new materials. Excessive axial loads, often caused 
by bending, can accelerate Type IV cracking [26]. By supporting pipe 
components better, or by redesigning the pipe configuration, these loads can 
be reduced, potentially increasing component life. 
 
Retrofitting of old plants with new materials, however, often offers the most 
effective option to withstand increased service temperatures and pressures. 
More creep resistant materials such as P91 began to be developed during the 
late 1970s, with new grades such as P911 and P92 introduced subsequently. 
Similarly, P22 steel has been superseded by P23 and P24. The chemical 
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composition and certain mechanical properties of these steels are 
standardised by ASTM, as outlined by Table 2-1 and Table 2-2. 
Table 2-1  Chemical compositions according to ASTM standard 
(adapted from [27]) 
C Mn P S Si Cr W Mo V Nb Ti N B Al Ni
Min 0.05 0.30 1.90 0.87
Max 0.15 0.60 0.03 0.03 0.50 2.60 1.13
Min 0.04 0.10 1.90 1.45 0.05 0.20 0.02 0.0005
Max 0.10 0.60 0.30 0.01 0.50 2.60 1.75 0.30 0.30 0.08 0.03 0.0060 0.03
Min 0.05 0.30 0.15 2.20 0.90 0.20 0.06 0.0015
Max 0.10 0.70 0.02 0.01 0.45 2.60 1.10 0.30 0.10 0.01 0.0070 0.02
Min 0.08 0.30 0.20 8.00 0.85 0.18 0.06 0.03
Max 0.12 0.60 0.02 0.01 0.50 9.50 1.05 0.25 0.10 0.07 0.04 0.40
Min 0.09 0.30 0.10 8.50 0.90 0.90 0.18 0.06 0.04 0.0003
Max 0.13 0.60 0.02 0.01 0.50 9.50 1.10 1.10 0.25 0.10 0.09 0.0060 0.04 0.40
Min 0.07 0.30 8.50 1.50 0.30 0.15 0.04 0.03 0.0010
Max 0.13 0.60 0.02 0.01 0.50 9.50 2.00 0.60 0.25 0.09 0.07 0.0060 0.04 0.40
P911
P92
% Composition
P22
P23
P24
P91
 
 
Table 2-2  Mechanical properties according to ASTM standard 
(adapted from [27]) 
0.2% YS (MPa) UTS (MPa) El (%) HB
Min 205 415 30
Max 163
Min 400 510 20
Max 220
Min 415 585 20
Max 250
Min 415 585 20
Max 250
Min 440 620 20
Max 250
Min 440 620 20
Max 250
P911
P92
P22
P23
P24
P91
 
 
Swindeman et al. [28] outlines the problems often encountered when 
replacing old components with new P91 components. These issues include 
corrosion properties, which are superior to P22 but inferior to stainless steel, 
and the effect of ageing, which can lead to a significant reduction in strength 
under certain conditions. It is also noted that while P92 has improved strength 
compared to P91, the quantity of data available for P91 allows accurate 
estimates of remaining life for this material. 
 
An investigation of creep performance of welds for a number of materials is 
performed by Allen et al. [29]. The cross weld creep rupture performance for 
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P91, P92, E911 and P122 is performed with particular emphasis upon failure 
due to Type IV cracking. The findings of this study include the assertion that 
weldments in P92 and P122 steel are strongest, with E911 intermediate and 
P91 weakest; it is noted, however, that there is significant variation for each 
material. Additionally, the creep rupture strength of a weldment is 
approximately 60% that of the parent material. 
 
P22 is a cost effective steel and can be welded without the requirement for 
pre- or post-weld heat treatment [30]. However, its strength properties are 
significantly lower than P91, as shown in Table 2-2. P23 and P24 have been 
developed to give enhanced strength properties (comparable to P91) while 
keeping other properties similar to P22. Additionally, creep rupture strength 
compared to P22 is greatly improved, as shown by Hartrott et al. in the case 
of P23 [31]. As a result, P23 and P24 are suitable for use in thick-walled pipe 
components operating at temperatures up to 550°C and have economic 
advantages over comparable materials [32]. 
 
Future materials may offer further options for plant upgrades, with dispersion 
hardening using carbon and/or nitrogen being one option to achieve higher 
creep rupture strength. Abe [33] describes one such material, MARN 
(Martensitic 9% Cr steel strengthened by MX nitrides), which exhibit much 
higher creep rupture strengths than P91 and P92. If resistance to oxidation 
can be improved, such materials offer an exciting prospect for future plant 
upgrade options. 
2.4 Creep Constitutive Equations 
Material constitutive equations aim to characterise a material’s response to 
loading, and in the case of creep, can describe primary, secondary and 
tertiary creep separately. Most creep constitutive relations are uniaxial due to 
the wealth of such data; however, most stress states in plant components are 
multiaxial. Additionally, an isotropic material that undergoes creep often 
becomes anisotropic. A number of widely used creep constitutive equations 
are described below. 
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2.4.1 Classical Plastic Theory (CPT) 
Using data from a tensile specimen under constant load, the Classical Plastic 
Theory (CPT) can be employed to calculate creep rate. Norton’s power law 
[34] is commonly used to model creep under uniaxial stress conditions: 
 
( ) 211 mmf σσ =  (2.1) 
 
where m1 and m2 are material constants. The Bailey law [35] represents the 
effect of time upon creep: 
 
( ) 432 mtmtf =  (2.2) 
 
where m3 and m4 are material constants. Assuming constant temperatures, 
the product of equations (2.1) and (2.2), known as the Norton-Bailey Law, 
gives the creep strain εc: 
 
76
5
mm
c tm σε =  (2.3) 
 
Differentiating equation (2.3) gives the creep strain rate: 
 
76
57
mm
c tmm σε =&  (2.4) 
 
Equations (2.1), (2.2), (2.3) and (2.4) are applicable to uniaxial stress 
conditions. However by assuming that constant volume is maintained, 
maximum shear strain rates are proportional to shear stress and effective 
strain rate is related to effective stress, equations for the multiaxial case can 
be developed [36, 37]. As constant volume is assumed, there is zero rate of 
volume strain: 
 
0321 =++ εεε &&&  (2.5) 
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where ε1, ε2 and ε3 are the principle strains. As maximum shear strain rates 
are proportional to maximum shear stresses, the following applies: 
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where ψ is a constant. Maximum shear stresses and shear strain rates are 
functions of principal stresses and principal strain rates: 
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In the same manner to the uniaxial case in equation (2.4), the effective strain 
rate is related to the von Mises effective stress, σ , and the effect of time: 
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where σ  is defined: 
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Using equation (2.9), the shear strain rates are: 
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where σhy is the hydrostatic stress: 
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If steady stress conditions are assumed, g(t) = 1 and equations (2.11), (2.12) 
and (2.13) become: 
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2.4.2 θ Projection Technique 
Evans [38] outlines the θ projection technique to give the creep curve using a 
single equation: 
 
( )( ) ( )( )11 42 31 −+−= −− tt ee θθ θθε  (2.18) 
 
where each value of θ is given by: 
 
TmmTmm iiiii σσθ 111098log +++=  (2.19) 
 
and each value of m8i, m9i , m10i and m11i is a material constant. According to 
Nabarro [39], the θ projection technique is useful in it’s ability to use data from 
tests performed at varying stresses and temperatures. Fujibayashi et al. [40] 
predicted accurately the creep life and time to 0.5% strain, with time to rupture 
correlating with θ4 according to the equation (2.20): 
 
tr = 4.034 θ4
-1.020 (2.20) 
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Additionally, Evans [41] described methods of introducing a correction to 
account for oxidation, but comments that further validation for such methods 
are required. 
2.4.3 MPC Ω Model 
The MPC Ω model, explained by Prager [42], is similar to the θ projection 
technique. The equations used are described by Prager [43], with used life 
fraction expressed as: 
 
Life fraction used =
t
t
Ω+
Ω
ε
ε
&
&
1
 (2.21) 
 
where t is service time, Ω is the material creep damage susceptibility 
parameter and ε& is current strain rate. The strain rate acceleration is 
 
Strain rate acceleration =
( )tΩ− 01
1
ε&
 (2.22) 
 
where 0ε& is the initial strain rate. Equation (2.22) implies that strain rate will 
accelerate continuously. Creep rate values predicted by the Norton law 
(equation (2.1)) generally occur between 10% and 40% of total life; below this 
time, actual creep rates are generally lower than the Norton law value, while 
during later points in the service life, creep rate can be significantly higher 
than values predicted by the Norton law. 
 
Fujibayashi et al. [44] found that the MPC Ω model predicted time to rupture 
for a number of cross-weld creep specimens with the accuracy of a factor of 2. 
Wu et al. [45] also used the Omega model to analyse creep behaviour in P91 
specimens, finding that predicted time to rupture was in correlated well with 
experimentally-obtained time to rupture values. 
2.4.4 R5 Procedures 
Patel [46] describes the R5 procedures, which were developed by the UK 
Central Electricity Generating Board, and their use to predict failure of 
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components. Using these procedures, the creep rupture time, tr, at a given 
stress, σ, and temperature, T, is given by: 
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where a, b, c, d, e, F, G and H are material constants, defined by Budden [47] 
and BS PD6525 [48]. Analyses performed by Patel [46] are part of a validation 
process for use of the R5 procedures in assessment of welded pressure 
vessels, and support their use for such applications. Ainsworth [49] describes 
recent developments of the R5 procedures to address multi-axial stress states, 
reduce conservatism in the procedures and improve validation of the 
procedures. 
2.5 Chapter Conclusions 
This chapter has described creep behaviour in power plant components, 
along with common failure mechanisms resulting from creep. Techniques for 
tackling creep damage and extending plant life have been described, and a 
number of common creep constitutive equations have also been explored. 
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3 Creep Damage Evaluation: Non-Optical 
Techniques 
3.1 Introduction 
Remaining life and creep damage assessment is a key element of the power 
plant maintenance process. In carrying out such assessment, a number of 
techniques are generally used, with data from these techniques used to make 
decisions on component repair, replacement and upgrade options. Routine 
use of a technique for life assessment of in-service components requires 
extensive validation of the technique; however, there are also a number of 
promising new techniques that are likely to gain widespread acceptance in the 
future. 
 
This chapter describes a number of current and future non-optical creep 
damage evaluation techniques: diametrical measurements, high temperature 
strain gauges, hardness testing, ultrasonic testing, acoustic emission, 
potential drop techniques, destructive testing, replica metallography and small 
punch creep testing. 
3.2 Diametrical Measurements 
Diametrical measurements of pipe components can be made during plant 
outages using callipers at easily accessed locations. These measurements 
can be made either over designated ‘creep pips’ or from the pipe surface 
directly. Once a correction for growth in the oxide layer is made, an estimate 
for hoop strain is obtained from diametrical measurements. This allows an 
estimate of strain rate, allowing a prediction of remaining creep life. 
 
Maharaj [8] compared diametrical measurements of an iron base superalloy 
tube with creep development, quantified by percentage creep cavities within 
the metal matrix. Results have shown that there is good correlation between 
the two measures, but the importance in taking account of surface oxidation is 
noted. 
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3.3 High Temperature Strain Gauges 
Types of strain gauges include capacitance, inductance and resistance 
gauges. For high temperature applications, resistance gauges are commonly 
used; capacitance and inductance strain gauges tend to be vibration-sensitive, 
have strict mounting requirements and require more complex electronics. For 
high temperature applications, resistance gauges can be welded to a surface, 
thus eliminating the problem of debonding encountered with adhesively 
bonded gauges. 
 
A typical resistance gauge is the Hitec Products HFN series of gauges [50]. 
These gauges are between 6.5 and 13 mm in length and operate at 
temperatures up to 680°C. The gauge is attached to a surface using a mini 
spot welder, and the manufacturer claims the process takes a few minutes. 
Such gauges are suitable for a number of applications, including use in jet 
engines and power industry components. 
 
An important drawback with the use of high temperature resistance strain 
gauges is the issue of temperature drift – the change in gauge resistance over 
time due to the effects of temperature [51]. This effect can be corrected for, if 
sufficient data on the individual gauge’s response to changes in strain and 
temperature are known. Calibration for changes in temperature can be 
performed by clamping the gauge to a calibration bar of the same material as 
the component to be monitored. The calibration bar is then thermally cycled 
over the required range of temperatures and the gauge output measured. 
Calibration for changes in strain can be performed by bonding the gauge to a 
calibration bar using epoxy adhesive and carrying out room temperature strain 
cycles. Since strain transfer is greater for an epoxy bond than a weld, a 
correction should be applied using previous experimental data. Once both 
calibrations have been performed, the gauge can be welded to the area of 
interest. 
 
High temperature strain gauges are generally used in components critical to 
plant operation in order to monitor later (tertiary) creep life. Cost often 
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prohibits the use of such gauges for monitoring strain in other conditions and 
components. 
3.4 Hardness Testing 
Research by Allen and Fenton [52] describes the use of hardness 
measurements to estimate remaining life of P91 steel. Since hardness testing 
is a relatively simple technique, its use as a creep evaluation tool shows 
promise, although further studies are required to validate use of the technique. 
 
Kim et al. [53] describes the use of indentation to assess degradation of 
CrMoV steel used in power plants. Instrumented indentation technique (IIT) 
[54-57], which can measure the flow properties of a material, is used instead 
of conventional hardness testing since the hardness value itself is not a 
mechanically useful property. A number of test specimens were treated at 
600-650°C for 1000-2000 hours, giving various states of degradation. To 
determine degree of degradation, the Larson-Miller parameter (LMP) [58-60] 
was used: 
 
LMP = T (log t + C) (3.1) 
 
where T is the temperature in Kelvin, t is the heat treatment time and constant 
C is known to be 20-25 for Cr-Mo steels; 20 is used in this case. 
 
Yield stress values σy measured by IIT shows good agreement with σy values 
from tensile testing. Additionally, experiments showed that yield stress 
measured by IIT decreased as degradation, as determined by LMP, increased. 
The authors concluded that σy measured by IIT provide a conservative 
indicator of degradation in CrMoV steels used in power generation facilities. 
 
Maharaj [8] performed a study into the correlation between hardness values 
(obtained using Vickers hardness tests) and remaining life estimates. Vickers 
hardness values were taken from the outer diameter, mid, and inner diameter 
locations of service-aged Incoloy 800H outlet pigtail tubes. Poor correlation 
was found between hardness values and creep remaining life (estimated from 
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the percentage of creep cavities measured from SEM images). However, it 
should be noted that further such studies into use of hardness testing for 
CrMoV steels in particular are relatively limited. Sposito [61] suggests that 
measurement of hardness only gives a qualitative indication of whether a 
component has experienced excessive in-service temperatures. 
3.5 Ultrasonic Testing 
Ultrasonic testing systems generally comprise an electronic pulser/receiver 
unit, a transducer and a display unit. Driven by the pulser, the transducer 
(located on the component surface in a region of interest) produces high 
frequency ultrasonic waves which propagate through the material. 
Discontinuities, such as cracks, reflect parts of the wave, with the transducer 
detecting reflected wave signals, allowing signal features such as time of 
travel, frequency and amplitude to be analysed. 
 
Ultrasonic testing is useful in detecting surface and subsurface discontinuities, 
and is a relatively well studied field. Additionally, deployment of such 
techniques is relatively easy and rapid. However, increased training and skill 
is required for operators compared to other techniques and the technique can 
be sensitive to component surface conditions. A number of commonly used 
ultrasonic testing techniques used for creep evaluation are described below. 
3.5.1 Wave Velocity Measurements 
Wave velocity in a material is related to a number of properties, including 
density, porosity and elastic modulus. A relationship between ultrasonic 
velocities and material porosity can be calculated analytically [62, 63] and 
used to detect the growth of creep cavities. During the initial stages of cavity 
growth, reduction in wave velocity is small (~0.1%) [64]; however, formation of 
microcracks can result in a wave velocity reduction of 2-5% [64, 65]. 
 
When cavity formation is not the dominant process, however, interpretation of 
wave velocity data is more difficult, particularly when microstructure changes 
play a greater role than void formation [66, 67]. Additionally, uncertainty in 
wall thickness, surface curvature and surface irregularities can limit the 
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accuracy of wave velocity measurement and hence its usefulness in the field 
[61]. 
3.5.2 Wave Attenuation 
Attenuation is described as the decay rate of the ultrasonic wave as it 
propagates through a material. The amplitude change of such a wave can be 
expressed as 
 
A = A0e
-αz (3.2) 
 
where A0 is the unattenuated amplitude, A is the amplitude after the wave has 
travelled a distance z and α is the attenuation coefficient of the wave travelling 
in the material. 
 
Some research has claimed that attenuation measurements have greater 
sensitivity to creep damage than wave velocity [68, 69]. Some studies have 
shown the attenuation coefficient remaining constant until approximately 50% 
of creep life, when it started increasing [70, 71]. Drawbacks to the technique 
include the effects of small variations in grain size, which can lead to large 
variations in attenuation coefficient [61, 64], and inhomogeneities within a 
component can conceal changes in the attenuation coefficient [71, 72]. 
Additionally, measuring errors can be large, particularly if the component 
surface is rough or curved [61], limiting its utility with regard to piping 
components. 
3.5.3 Backscatter 
Ultrasonic backscatter, the partial reflection of an ultrasonic wave by grain 
boundaries, inclusions, cavities and microcracks, is a promising method of 
creep damage detection. The technique involves frequency analysis of the 
signal received between the ultrasonic pulse and the arrival of the first back 
wall reflection ; a commonly used parameter is the integral: 
 
∫A(f) df (3.3) 
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where f is frequency and A(f) is amplitude as a function of frequency. An 
almost linear relationship between this parameter and creep life has been 
found in Cr-Mo steels [73, 74]. Furthermore, greater backscatter is produced 
by micro- and macro-cracks late in a material’s creep life [74]. Additionally, 
coalescence of voids due to creep can be detected through detailed analysis 
of lower frequencies of the signal. The technique’s validity has been 
demonstrated in its ability to identify accurately the most damaged regions in 
weldments [74, 75]. 
3.5.4 Birefringence 
Birefringence uses measurements of the velocity difference of two 
perpendicularly polarised shear waves to detect creep cavities and cracks. 
Such cavities and microcracks are usually oriented in relation to the principal 
stress direction, and the difference in velocities of two orthogonal waves 
changes with development of cavities and cracks. Birefringence variations 
have a strong relation to porosity and creep life [76] and are considerably 
greater than the variations caused by material inhomogeneities and accuracy 
of measurement instruments [77]. Additionally, the technique is less sensitive 
to variations in component thickness or surface condition than other 
techniques. However, it is not effective during early creep life as it requires the 
presence of voids or microcracks to evaluate creep damage. 
3.6 Acoustic Emission 
Acoustic emission (AE) is caused by the release of energy from 
discontinuities occurring when a structure is loaded. This energy travels in the 
form of stress waves, which can be detected by sensitive AE 
transducers/sensors. Unlike many other Non-Destructive Test methods, it is a 
passive technique [78]. 
3.6.1 Sources of Acoustic Emission 
Acoustic emission frequencies are usually in the range 150-300 kHz and the 
energy release to cause emissions can be a result of a number of events. 
These include movement of dislocations, crack formation and propagation 
and friction/rubbing. In addition, corrosion makes cracks more emissive. The 
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amplitude of emissions as a result of cracks tends to be proportional to the 
area of the new surface created, as well as the crack propagation velocity. 
 
Sources of AE activity can be divided into 3 classes: 
1. Primary activity from new, permanent changes in the originally 
fabricated material. 
2. Secondary activity from materials that were not part of the original 
product (e.g. resulting from corrosion). 
3. Secondary activity from repetitive processes that do not produce new 
changes to the material, such as crack surface friction. 
It is, of course, important to be able to distinguish between the events that are 
a result of damage and those that aren’t. 
 
Noise can affect results greatly; it should be tackled firstly with a test strategy 
that minimises noise. Secondly, noise can be identified and removing during 
the processing of AE data. Finally, precautions can be made to minimise 
noise sources external to the test set-up (particularly significant outside of the 
lab). 
 
Acoustic emission will occur at positions where local stress is large enough to 
cause novel, permanent deformation which relieves these local stresses. 
Upon unloading and reloading to the same load, new deformations and 
acoustic emissions do not tend to occur during elastic loading. This is known 
as the ‘Kaiser effect’ and those flaws detected by AE are likely to be 
insignificant flaws. 
 
Unlike elastic deformation, however, plastic deformation takes more time to 
develop. If, during unloading and subsequent reloading of a specimen, there 
is further acoustic emission before the previous maximum load is reached, it 
indicates the presence of significant flaws. This is known as the ‘Felicity effect’. 
 
Acoustic emission of fatigue crack growth has been extensively studied. 
When cracks remain small, they demonstrate the Kaiser effect and AE activity 
remains low. When the crack approaches unstable propagation, it 
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demonstrates the Felicity effect and every cycle produces emissions. The 
crack length and total AE activity tend to track each other well. With such 
crack growth, ‘primary emissions’ are generally caused by crack tip movement. 
‘Secondary emissions’ are caused by crack face friction; however, these are 
generally lower amplitude and can be eliminated by the correct selection of 
the minimum threshold for generating an AE ‘hit’ [78]. 
3.6.2 Propagation of the AE Wave 
Propagation of the AE wave is affected by two major factors: wave attenuation 
and wave velocity. Attenuation is due to a number of factors; near to the 
source, attenuation is caused largely by geometric spreading. As distance 
from the source doubles, there is a loss of 30% (in 2D spreading) to 50% (in 
3D spreading) in wave amplitude. 
 
Far from the source, attenuation is largely caused by absorption, which results 
in constant decibel reduction (dB being a logarithmic representation of 
amplitude). In addition, scattering at structural boundaries and 
discontinuities/areas of damage causes a loss of wave energy. 
 
Wave velocity depends on the type of wave that transmits the energy. There 
are two main types: the antisymmetric (a0 – the flexural mode) and the 
symmetric (s0 – the extensional mode). Antisymmetric waves have a lower 
propagation velocity than symmetric waves. In the extensional mode, the 
exciting force will be parallel to the plate, whereas the flexural mode is caused 
by an exciting force perpendicular to the plate. Higher modes of wave (a1, a2, 
s1, s2 etc) have a low amplitude and are therefore unimportant. 
 
Attenuation and wave velocity can both be analysed/calculated using ‘lead-
break tests’. Breaking a pencil lead on the surface of a specimen causes 
acoustic emission; by employing lead breaks in a number of locations, the 
level of attenuation as well as the speed of sound in the material can be 
determined by the AE software[78]. 
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3.6.3 Sensing and Measurement 
AE sensors/transducers have a linear response; doubling the input motion 
results in a doubling of the output voltage. The ratio (output voltage 
amplitude/input motion amplitude) is a measure of the transducer sensitivity, 
and varies with frequency; sensitivity is greatest at the transducer’s resonant 
frequency. AE transducers respond to motion in any direction (as opposed to 
accelerometers which have a single response direction). Transducers must 
also be in good acoustic contact with the surface; a gel is used between the 
transducer and the surface and it is often held in place using an adhesive. 
 
A required part of the AE system is a ‘comparator’, which starts measuring 
key features of the signal when it rises above a threshold voltage and stops 
when it drops below the threshold level.  A ‘hit’ begins at the first pulse from 
the comparator and ends when there have been no further pulses within the 
‘hit definition time’. 
 
There are many different parameters associated with AE systems; however, 
the most important are listed below (Figure 3-1): 
THRESHOLD: A value set by the user, above which the 
signal starts to be recorded 
PEAK AMPLITUDE: Highest amplitude (in Volts) reached 
during the hit 
RISE TIME: Time taken from the start of the hit to 
reach peak amplitude 
DURATION: Time from the first crossing of the 
threshold to the last crossing of the 
threshold in a single hit 
COUNTS: Number of times the signal voltage rises 
above the threshold value [78] 
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Figure 3-1  AE waveform characterisation (adapted from [78]) 
 
3.6.4 Location of AE Events 
Linear location can be performed with two sensors to calculate the 1 
dimensional position of AE events, provided the speed of sound, c, in the 
material is known accurately: 
 
∆T = Time of arrival at sensor 1 – Time of arrival at sensor 2 
= 2X / c (3.1) 
 
So that an AE event location (Figure 3-2) is given by:  
 
X = 2c∆T (3.2) 
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Figure 3-2  AE 2D localisation 
 
A similar principle holds when 3 or more sensors are used, to calculate X & Y 
positions of events. However, with only 3 sensors there are large areas of 
ambiguity over the plane (Figure 3-3). Locations in the ambiguous regions 
have other matching locations with similar ∆T s. This problem can be solved 
by adding additional sensors [78]. 
 
Figure 3-3  AE 3D localisation 
 
Another method of event source location is zone location, whereby multiple 
sensors are positioned such that they each monitor their own ‘zone’. When an 
event occurs, the first sensor to receive the hit indicates the zone of the event. 
While this technique cannot identify the source position as accurately as 
computed source location, it has the advantage that only a single sensor has 
to receive a hit to record a location (as opposed to the multiple hits required 
by CSL). This means that sensors can be positioned further from each other 
and hence monitor a larger area [78]. 
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3.6.5 Interpretation and Evaluation 
ASTM has defined a number of steps in the process of interpretation and 
evaluation of AE signals: 
1. Indication:  Response or evidence of a response in a non-destructive 
test 
2. Interpretation: The determination of whether indications are relevant, 
non-relevant, or false 
3. Evaluation:  The determination of the significance of a relevant 
indication 
A simple example of an indication is a hit. A relevant indication would be hits 
caused by a crack. A non-relevant indication would be hits produced from the 
structure but outside of the inspection area. A false indication would be hits 
from echoes, which arise as a result of a poor setup. 
 
Evaluation procedures have been codified for major acoustic emission 
applications but these are only appropriate to specific cases. It is important to 
be able to follow a logical and repeatable procedure for analysing acoustic 
emissions signals for each individual experimental set-up [78]. 
3.6.6 Use of Acoustic Emission for Creep Damage Detection 
An EPRI-sponsored programme to use acoustic emission to detect damage in 
power plant components is described by Morgan and Tilley [79]. During field 
monitoring, creep and fatigue cracks were identified in a Cr-Mo header and 
the deepest of these cracks had AE sensors positioned nearby, with detection 
parameters selected to eliminate noise from steam-flow. Analysis of this data 
revealed a strong correlation between AE activity levels and the magnitude of 
temperature change in the component. Additionally, zone location was used 
to locate AE events. The majority of events occurred in 3 of these zones, and 
subsequent examination of these zones showed significant creep damage, 
including creep voids and weld material microcracks. 
 
Further testing was performed through removal of a header section and 
testing of this section in a laboratory. These experiments involved AE 
monitoring during temperature cycles between room temperature and 480°C, 
 57 
with a temperature ramp rate of 83°C/h. The maximum temperature difference 
between the inner diameter and outer diameter was 28°C. These temperature 
ramp rate and ID/OD temperature differentials were much greater than those 
seen during field testing, leading to a higher crack growth rate. During these 
experiments, AE activity peaked during component cooling. An FE model of 
the header section showed that highest stresses occurred during rapid cooling, 
indicating that AR events during cooling are likely to be caused by crack 
initiation or growth. 
 
The authors recommend guidelines for the use of AE in power plants. Two 
main uses of AE are suggested: detection of cracking and monitoring of 
known cracks. For both uses, short term (~1-2 weeks) monitoring should be 
performed to determine if a particular plant operating mode is causing 
damage, using similar monitoring procedures as those used during the 
previously described field monitoring process. A comparison of AE data with 
temperature and steam pressure measurements would allow the identification 
of conditions where AE activity is increased. 
3.7 Potential Drop Techniques 
Potential drop techniques are commonly used for creep crack growth and 
usually use direct current potential drop (DCPD) [80-82]. Resistivity of a 
material under creep conditions varies with changes in microstructure 
properties. These changes can be in the form of carbide precipitation, 
reduction of solute elements and changes in the density or size of defects 
such as voids. 
 
During creep, the behaviour of resistivity depends on four trends. The first of 
these is that long term heating of a material will lead to a reduction in 
resistivity of up to 3% during the first 20-40% of creep life [83]. Second, 
increased stress in the material leads to a further reduction in resistivity. Third, 
during creep tests on Cr-Mo steels, the potential drop ratio between a gauge 
area and an undamaged area increases almost linearly with creep life [84]. 
Furthermore, the increase in resistivity is much more pronounced after the 
onset of tertiary creep [85]. Finally, there is a correlation between resistivity 
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and toughness measured by fracture appearance transition temperature 
(FATT), a measure often used for remaining life assessment [86]. 
 
The application of potential drop techniques for measurement of creep 
damage is well documented. Further research is likely to investigate the 
anisotropy of resistivity, using the tendency for creep cavities and microcracks 
to align themselves perpendicularly to the direction of stress. 
3.8 Destructive Testing 
Removal of larger specimens for conventional uniaxial creep tests and 
multiaxial tests are effective in gathering accurate creep properties and assist 
in remaining life assessment. However, obtaining multiple test specimens 
requires the removal and replacement of sections of piping; this increases 
costs and is likely to have an effect on the remaining life of adjacent pipe 
sections. Bolton et al. [87] describes the batch-to-batch variation of creep 
properties for the same material, underlining the utility of destructive testing in 
obtaining accurate creep properties for particular components. 
 
The conventional uniaxial creep test is described by ISO 204:2009 [88] and is 
the most common experimental method for obtaining creep properties. 
However, it should be noted that since stress states of in-service components 
are unlikely to be purely uniaxial, creep properties derived from uniaxial tests 
may not be fully applicable to these components. 
 
Metallographic examination of service-aged specimens taken from 
components is also a useful technique in assessing damage. Examination of 
creep void formation and coarsening of carbide precipitates during the life of a 
component allows creep damage to be assessed and provides an effective 
tool in determining the remaining life of the component. 
3.9 Replica Metallography 
Replica metallography is a very common non-destructive technique used to 
carry out metallographic examination of the surface of a component [61]. The 
surface to be inspected is polished and etched. A film is then applied, 
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softened with a solvent and left for a short time. Once solidified, the film 
creates a mirror image of the surface, and can be subsequently viewed under 
a microscope in the same manner as a conventional metallographic 
examination specimen, allowing examination of creep voids and carbide 
precipitate coarsening. 
3.10 Small Punch Creep Testing 
Small punch creep testing requires removal of small circular specimens, of 6-
10 mm diameter and 0.25-0.5 mm thickness, from a component’s surface in 
order in order to obtain uniaxial creep data. Such specimens are obtained 
using techniques that cause no significant damage to the component. The 
specimens are clamped inside a furnace, with a load applied through a punch 
(Figure 3-4). Conventional small punch creep tests measure the displacement 
of the punch while keeping load and temperature constant for a given 
specimen. 
 
Figure 3-4  Small punch creep test apparatus [89]. 
 
Studies are presently being performed into the use of small punch creep 
testing for creep life assessment. Sugimoto et al. [90] found good correlation 
between small punch creep test results and uniaxial creep tests for CrMoV 
steels. Izaki et al. [91] describes SP and uniaxial creep tests on specimens of 
virgin, pre-crept, weldment and service-aged materials, finding a linear 
relationship between uniaxial creep stress and SP creep test load, regardless 
of test conditions and materials. Additionally, SP creep test results were 
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converted to uniaxial creep stress and remaining life was estimated using the 
omega method. 
 
FEA studies of SP creep tests were performed by Chen et al. [92], describing 
analysis methods to obtain creep parameters from SP test data and 
concluding that creep properties obtained from SP creep tests and 
conventional uniaxial creep tests compare well. Ma et al. [93] continues this 
research, describing a methodology to convert applied load and punch 
displacement rate into equivalent stress and creep strain rate. This 
methodology was evaluated experimentally, comparing creep constants 
obtained using SP creep test results with uniaxial creep constants, showing 
good agreement between the two sets of data. 
 
SP creep tests can also be adapted to measure other properties; Tanaka et al. 
[94] describe a method of fracture toughness estimation using SP creep tests. 
An SP creep test is performed using a specimen with pre-cracking, and crack 
extension is subsequently estimated using potential drop techniques. FEA is 
then used to calculate the energy required for crack extension to give an 
estimate of fracture toughness. Good correlation is found between these 
estimates and values obtained from conventional tests using CT specimens. 
3.11 Chapter Conclusions 
Existing and future non-optical creep damage assessment techniques for 
power plant components have been reviewed. Of these techniques, hardness 
testing and replica metallography are the most widespread. In the future, it is 
likely that small punch creep tests and ultrasonic testing will play a greater 
role in creep damage assessment. In addition to these non-optical techniques, 
there are a number of optical creep damage assessment techniques which 
are reviewed in Chapter 4. 
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4 Creep Damage Evaluation: Optical Techniques 
4.1 Introduction 
Optical strain measurement techniques involve the capture of digital images 
of optical features located on the surface of the test specimen or region of 
interest. The relative deformation of such features calculated between two 
images can be used to calculate strain between these images. Such 
techniques are non-contact (and hence non-destructive) and allow reasonably 
accurate strain measurements. Optical features (such as optical gauges or 
paint patterns) can be relatively simple to apply and allow for measurements 
to be taken relatively easily in comparison to techniques such as ultrasonic 
testing. However, some issues remain with the performance of such optical 
features at high temperature. During this chapter, optical strain measurement 
using digital image correlation (DIC) and auto-reference creep management 
and control (ARCMAC) techniques are described. 
4.2 Digital Image Correlation 
4.2.1 Concept 
Digital image correlation is a non-contact optical deformation measurement 
technique that allows full-field 2D or 3D deformation (and hence, strain) maps 
to be calculated for the surface of a component. By applying a black & white 
speckle pattern to the surface and capturing a series of images of this surface, 
correlation software can calculate the deformation across the surface between 
subsequent images. With a single digital camera, in-plane deformations only 
can be calculated, while using a dual-camera set-up, out-of-plane 
deformations can also be found [95]. 
 
DIC software operates by dividing the surface pattern of the initial image in a 
series into a number of discrete facets (or subsets) – each (initially) a 
square/rectangle of x*y pixels, as shown in Figure 4-1. For subsequent 
images, a correlation algorithm is used to identify each facet, its new position 
and associated deformation. Software packages such as the GOM ARAMIS 
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system allow a large range of strain calculations from the calculated 
deformations[95].  
 
Figure 4-1  Deformation of a facet [96] 
4.2.2 Applications 
Due to its ability to measure high strain levels (unlike strain gauges), DIC is 
often used to examine the properties of very elastic materials such as rubber. 
In addition, due to its ability to measure the strain field, it is particularly suited 
to measuring the multiaxial behaviour of such materials, which often display 
different properties under multiaxial loading compared to uniaxial tension[97]. 
 
Another useful application of DIC is investigation of crack growth; since the 
technique measures the entire strain field, it can be used to follow the crack 
tip and gather detailed information on the displacement field around it. 
Comparisons of such experiments show good correlation with theoretical 
models. It should be noted, however, that due to the small scales involved, 
cameras should be set up to achieve a low spatial resolution (~0.03mm/pixel) 
[98]. 
 
In addition, tensile experiments have been performed on specimens at high 
temperatures (~650˚C) where many other strain measurements would be 
unsuitable. Strains recorded as a result of thermal expansion from a 
temperature rise from room temperature to 650˚C show less than 200µε 
variation from literature values, up to a maximum strain of 7500µε. The 
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materials used to create the speckle patterns (which were suitable to 
withstand the temperatures during experiments) were LSI boron nitride- and 
aluminium oxide-based ceramic coatings on the specimens’ surface [99]. 
 
A technique using image correlation described by Hulshof et al. [100], known 
as SPICA, has been developed to measure strain in power plant components 
and welds. This technique uses similar principles to DIC, with a speckle 
pattern applied to a component surface and images captured at regular 
intervals. Since the use of the technique requires the component surface not 
to be affected by corrosion, a coating to prevent surface corrosion has been 
developed. In addition, the technique requires a camera mounting to be 
installed to ensure camera alignment above the speckle pattern is 
reproducible for subsequent images. The ability of the technique to measure 
the strain field across a weld HAZ is demonstrated and its current use for 
strain monitoring on in-service power plants is described. It is noted that such 
strain measurement offers cost saving through higher plant availability and 
can be ‘a major contribution to safe and reliable plant management’. 
4.2.3 Theory 
Images are divided into a number of much smaller ‘subsets’ or ‘facets’; the 
deformations within these facets are approximated using shape functions, 
while the deformation of each facet is calculated through correlation between 
images. The correlation principle works by taking an initial reference image, 
defined as f(x). A deformation field u(x) is defined for a deformed image g 
such that 
 
g(x’) = f(x) + b(x) (4.1) 
 
and 
 
x’ = x + u (4.2) 
 
where b(x) represents noise from image acquisition (which for a good image 
acquisition process can be assumed to be negligible) and x’ is the deformed 
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positions of x. For a deformation field v(x) a correlation coefficient Φ can be 
defined: 
 
Φ(v) = ∫∫[g(x + v) – f(x)]2dx (4.3) 
 
This function reaches its minimum value of 0 for v = u. The analytical task is 
obtaining a deformation field v which minimises the correlation coefficient. 
There are a number of approaches to solving this problem [101, 102]. 
 
3D DIC adds additional complexity, as the out-of-plane deformations must 
now also be obtained by using two cameras. However, the correlation 
principle remains essentially the same, except with the addition of a third 
dimension to the vector fields as well as a requirement for correlation between 
cameras to calculate surface topography & out-of-plane deformations [103, 
104]. 
4.2.4 DIC Software Packages 
The software packages available on the market (such as the aforementioned 
GOM ARAMIS system [105], LaVision StrainMaster [106] and Correlated 
Solutions Vic-3D [107]) all have varying levels of accuracy. All of these 
products can achieve correlation at sub-pixel deformation levels, but tend to 
have greater percentage errors at lower deformations/strains. Lavision quotes 
an accuracy of 40µε within a 0.01 to 1000 pixel variation [108] while GOM 
quotes an accuracy of 100µε within a strain range of 100µε to 1000000µε 
[109]. 
 
These software packages can either be used to control an attached camera 
system (which has usually been designed specifically for DIC use) or to import 
previously captured images from other camera systems. In both cases, the 
software can be used to assist with camera calibration and can be used for 
2D or 3D (stereo vision) DIC. Integrated image processing tools and filters are 
provided for use prior to analysis of images. Standard user-defined options 
applicable to image analysis include facet size and facet overlap. Analysis is 
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performed automatically and outputs include deformation and strain fields, as 
well as several point-to-point and area-average strain calculations. 
4.2.5 Performance of DIC 
A number of factors can affect the accuracy and efficiency of DIC techniques; 
the most significant of these factors include registration algorithms, lighting, 
DIC speckle pattern, image capture systems, facet size and rigid body motion 
of the specimen, as described below. 
4.2.5.1 Registration Algorithms 
Bing et al. [110] describe a number of algorithms used for digital image 
correlation and evaluate the performance of the three most common 
algorithms using numerical experiments. These algorithms are required to 
calculate sub-pixel deformation of facets with high accuracy. The three most 
common algorithms are the correlation coefficient curve fitting method [111], 
the Newton-Raphson method [112, 113] and gradient based methods [114, 
115]. Other possible algorithm types include intensity interpolation, genetic 
algorithms and artificial neural networks. 
 
The correlation curve fitting method takes a nine-pixel grid and fits a quadratic 
function C(x,y) to this grid. A sub-pixel deformation (u,v) is applied to this 
function to maximise the correlation coefficient of facet, to give sub-pixel 
coordinates of the centre of the facet. 
 
The Newton-Raphson method, in contrast, takes deformation of the facet 
between two images into account, assuming that facet points (x, y) in the 
reference image map to facet points (x’, y’) in the deformed image by 
equations of the form: 
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where u & v are the displacements and ∆x & ∆y are distances from the facet 
centre to point (x,y). A second-order shape function is used to match points in 
the deformed image to corresponding points in the reference image. A 
correlation function of the form is used: 
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pixels) of a facet. Equation (4.5) is solved using the Newton-Raphson iteration 
method to minimise C. 
 
Gradient-based methods use f(x, y) and g(x’, y’) to represent reference and 
deformed images. When a facet is small enough, facet rigid body translation 
exists, such that: 
 
f(x, y) = g(x’, y’) (4.6) 
 
where: 
 
x’ = x + u + ∆x and y’ = y + v + ∆y (4.7) 
 
Equations (4.7) is then used to give a first order Taylor expansion of g(x + u + 
∆x, y + v + ∆y), which is solved using the least squares method. 
 
Bing et al. [110] conclude from numerical experiments that the Newton-
Raphson method has the highest accuracy and best stability of the three most 
common algorithms. However, computation time of the N-R method is much 
longer than the other two. The authors also point out that these conclusions 
are drawn solely from the results of numerical experiments; the effect of a 
variety of complicated noises in real experimental images on the performance 
of these algorithms requires further research 
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4.2.5.2 Lighting 
Overexposure/underexposure when capturing DIC images can cause 
significant problems when these images are analysed. Lighting has a 
significant affect upon image contrast, with a consequent impact upon pattern 
information and entropy contained within the images. 
Overexposure/underexposure can be controlled to a certain extent through 
camera system aperture adjustment. In addition, lighting type and orientation 
should be designed to be sufficiently intense while not causing specimen 
temperature increases and provide homogeneous lighting across the 
specimen. Finally, image-to-image changes in lighting can cause substantial 
inaccuracies; as a result, light intensity and orientation conditions used for a 
reference image should be replicated when capturing subsequent DIC images. 
4.2.5.3 Speckle Pattern and Facet Entropy 
The speckle applied to specimen, and the captured image of this speckle, is 
another significant factor in DIC performance. The method by which a DIC 
speckle is applied controls both the consistency and size of the physical 
speckle pattern, while the quality of the camera system affects the size of 
speckles (in terms of pixels) captured by an image. When images are 
analysed, small speckle (i.e. few image pixels) can lead to uncertainty in 
speckle location whereas large speckle (in comparison to facet size) can 
result in a reduced ability to measure small strains [111]. 
 
A DIC speckle is ideally a stochastic pattern which has entropy (information) 
which allows correlation between images to be performed. Greater entropy 
within a facet allows increased accuracy of correlation for DIC. Facet entropy, 
δ, is defined by Yaofeng and Pang [116] using the following equation: 
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where P is a pixel in facet S of size Q x M, Ip is the intensity at P, Ii is the 
intensity of neighbouring pixel i and β is the pixel depth (bits per pixel). From 
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this, it can be seen that reduced speckle size with greater contrast between 
neighbouring pixels will lead to increased entropy (Figure 4-2). 
 
Figure 4-2  DIC images: (a) Image with high facet entropy (b) Image 
with low facet entropy [116] 
4.2.5.4 Optics and Image Capture System 
The optical set-up used for DIC image capture affects the accuracy of DIC in 
a number of ways. First, the image resolution of the camera system affects 
the ability of the system to capture images of smaller speckles; in general, 
higher resolution will allow a smaller speckle pattern to be imaged. Second, 
lens quality of the optical system can lead to image distortions which are 
sufficiently significant to affect strain measurement, particularly when using 
systems which are not specifically designed to be used for DIC. Finally, 
dedicated camera systems (designed to be used for DIC) generally have an 
advantage over off-the-shelf systems (e.g. DSLR cameras), particularly in 
terms of system calibration. 
4.2.5.5 Facet Size 
The selection of facet size is another influence upon DIC performance. A 
larger facet size allows more accurate correlation since it provides greater 
pattern information [116]. However, with no facet overlap, an increase in facet 
size will reduce the number of facets; overlapping of facets allows the number 
of measuring points (i.e. facets) to be maintained as the facet size is 
increased. It should be noted that the main drawback of larger facet size is the 
associated increased computational cost; for this reason, it may be important 
to reduce facet size as much as possible without compromising accuracy, in 
order to minimise analysis time. Additionally, facet size should be selected 
 69 
such that facet entropy is sufficient; each facet should capture a significant 
number of speckles. 
4.2.5.6 Rigid Body Motion 
Rigid body motion of specimens can cause errors in displacement 
measurement due to limitations of the optical system. Experiments performed 
by Hung and Voloshin [111] indicate that in-plane rigid body translation does 
not cause reduction in accuracy; however, rigid body rotations greater than 7° 
cause reduction in accuracy and should be avoided. Additionally, the inability 
of single-camera systems in measuring out-of-plane displacements can cause 
significant errors if such displacements occur; use of stereo vision (dual 
camera) systems allows out-of-plane displacements to be measured. 
4.2.6 Errors 
Assuming the camera & optics are set up to acquire high quality images, the 
main source of errors is poor correlation between images (correlation errors). 
Correlation errors can be minimised by applying a number of constraints: 
1. The speckle pattern should be isotropic; it should not (for example) 
have lines in a particular direction where facets along the line can be 
matched non-uniquely. 
2. The speckle pattern should be distributed evenly throughout individual 
facets. 
3. Facet area (in pixels) must be much larger than the order of the shape 
function used to correlate between facets in subsequent images. 
Shape functions are normally first or second order, so a facet area of at 
least 25 is the norm. 
4. The shape function used must be able to closely approximate actual 
deformations within images. A zero-order shape function can only 
approximate pure translation, while a first order shape function can 
accurately approximate translation, rotation, shear and normal strains. 
Constraints 1 & 2 in particular are important in achieving a ‘good’ speckle 
pattern, while constraint 3 is important when selecting parameters in the DIC 
software. It should be noted, however, that the larger the facet size selected, 
the lower the resolution of the calculated strain field will be[117]. 
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Reconstruction errors are those caused by calibration errors when 
reconstructing correlated images for stereo vision systems in 3D space. 
These types of errors behave in a systematic manner and distort the 
reconstructed 3D space. Siebert et al. [118] found strain errors of only 0.05 µε 
when a lens with 50 mm focal length is used as opposed to errors of 0.2 µε 
with a 17 mm focal length. The implication of these results is that 
reconstruction errors are reduced with increased focal length. 
 
Other sources of errors can include variation in light intensity levels, 
deterioration of the speckle pattern, camera movement and noisy images 
(possibly caused by an inferior lens or camera)[119]. 
4.3 Auto-Reference Creep Management And Control 
(ARCMAC) 
Life assessment of pipe material involves the use of information such as 
surface hardness and diameter measurements. To supplement this data, 
Power Technology has developed a passive optical strain gauge and optical 
measurement system in conjunction with Imperial College, known as Auto-
Reference Creep Management and Control (ARCMAC)[6]. 
 
The ARCMAC system offers a robust strain measurement system with similar 
level of accuracy and reduced cost compared to other high temperature creep 
monitoring techniques. 
4.3.1 ARCMAC Strain Measurement Principles 
ARCMAC is a creep management system which can measure strains as low 
as 65µε with 12% accuracy, as assessed by an Extensometer Calibration Rig 
(ECR) at the UK National Physical Laboratory (NPL)[120]. The sensor itself 
consists of a pair of Inconel gauges with attached SiNi target spheres which 
act as measurement targets (Figure 4-3). 
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Figure 4-3  ARCMAC gauges 
 
These gauges have pins which are welded to the surface to be measured, 
with a known distance between the pins. The ratio between the SiNi target 
spheres (Figure 4-4) is used to calculate the strain between two gauge 
images using the equation: 
 
Strain1→n = (Ration – Ratio1) * (A / d) (4.9) 
 
where Ration is the ratio calculated for the nth image in a series, Ratio1 is the 
ratio calculated for the initial image, A is the physical distance between the 
pair of SiNi spheres and d is the distance between the gauge pins when 
initially welded to the surface. Since the distance A remains constant as strain 
increases, this distance can be used to correct for inconsistencies in camera 
position over the ARCMAC gauge. 
 
Figure 4-4  ARCMAC gauge ratio 
 
4.3.2 ARCMAC Gauge Installation and Image Capture 
An ARCMAC system comprises a number of components and processes: 
(a) capacitive discharge stud weld set 
(b) optical strain gauge 
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(c) gauge installation tool 
(d) portable camera unit, containing CCD camera, telecentric lens, beam 
splitter and light source 
(e) laptop computer to capture images on-site 
(f) computer with image analysis software[121] 
Components (a)-(c) are required for gauge installation onto a surface where 
strain monitoring is required, (d) & (e) are required for the capture of raw 
ARCMAC images and (f) is required for the analysis of images in order to 
obtain values of strain. 
 
For installation of a gauge onto a steam pipe, the surface is prepared by 
grinding lightly to remove oxide. Each gauge is welded to the pipe using stud 
welding. The gauge length (distance between the two stud weld pins) for each 
gauge pair is 31mm[121]. 
 
An ARCMAC camera unit contains a CCD camera with telecentric lens to 
capture images, a light source to illuminate gauges and a beam splitter (two-
way mirror) to reflect this light onto the gauge (Figure 4-5) [122]. The 
telecentric lens is calibrated to achieve a physical image area of 
approximately 30mm x 20mm, focussed upon the gauge surface. The CCD 
camera connects to a laptop computer via a firewire connection, allowing high 
data transfer rates[123]. When used on-site, where access to gauges is often 
difficult and space for manoeuvre is limited, one operator is required to 
position the camera unit correctly over the gauges, while another operator 
captures images using the laptop. 
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Figure 4-5  ARCMAC camera unit [58] 
 
4.3.3 ARCMAC Image Processing 
In order to carry out ARCMAC image processing, current practise is the use of 
a manual procedure, performed by the ARCMAC user. This procedure is 
comprised of a number of stages; image cropping, conversion to greyscale, 
image resizing, conversion to a black/white image using a specific threshold 
and calculation of target dot location. The first three stages (cropping, 
greyscale and resizing) are performed using Jasc Paint Shop Pro [124] while 
the final two (conversion to black/white and target dot location) are performed 
using ImageJ [125]. However, these stages are common to many image 
processing packages and it is likely that different software could be used with 
little change in image processing accuracy. This image processing procedure 
requires approximately 1-2 minutes per image and requires user involvement 
throughout the procedure. 
 
The first stage of the image processing procedure is image cropping. The 
image should be cropped tightly around all 3 target dots, as in Figure 4-6. 
There should be approximately 8-10 pixels between edge of target dots and 
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edge of cropping; this is to ensure there are sufficient pixels outside of the 
target dots so that resample filter can resize the image correctly. 
 
Figure 4-6  Cropping of ARCMAC images 
 
Once the image has been cropped, it should be converted to a greyscale 
image, such that each pixel contains only intensity information (i.e. no colour 
information). The image should then be resized to 4000-7000% of its original 
size using a bicubic resample filter. The bicubic interpolation used for resizing 
images gives a larger number if data points to calculate the centre of the 
target dot (Figure 4-7). 
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Figure 4-7  Target dot intensity: (a) Original image; (b) Resized 500% 
 
Once resized, ARCMAC images are converted to a black and white image; 
pixels at or above a certain ‘threshold’ value of intensity become black, pixels 
below threshold intensity become white. This results in target dots being 
displayed as black circles, whose position can be analysed. 
The aim when selecting the threshold is to use a value that gives circular 
target dots; this value usually falls approximately mid-way between maximum 
and minimum image intensity. A threshold that is too low gives large target 
dots with blurry edges (Figure 4-8) while a high threshold gives small target 
dots with jagged edges (Figure 4-9). Target dots obtained using a suitable 
threshold value are shown in Figure 4-10. 
 
Figure 4-8  Black/white image threshold of 68 
 
 
Figure 4-9  Black/white image threshold of 240 
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Figure 4-10  Black/white image threshold of 162 
 
Finally, the position of the target dots is calculated. This is performed using a 
simple centre of area calculation and gives a set of x and y coordinates for 
each target dot. These coordinates are imported into a spreadsheet and used 
to calculate a ratio value for each image, as shown in Figure 4-4. The 
increase in strain between image n and image 1 (the reference image) is then 
calculated using equation (4.9). 
4.3.4 Use of ARCMAC System for DIC Image Capture 
The ARCMAC system can also be used to capture DIC images. The camera 
system is positioned on the specimen surface in a similar manner to that used 
for ARCMAC gauge images. However, exposure time is increased to ensure 
image intensity is high enough for the white speckle, since these features are 
less reflective than the ARCMAC SiNi target balls. DIC images taken using 
the ARCMAC system can then be imported into DIC analysis software such 
as LaVision DaVis. 
4.4 Chapter Conclusions 
Optical strain measurement using DIC and ARCMAC techniques have been 
described during this chapter. In particular, the principles and procedure used 
during these techniques have been explored, as well as their application to 
power plant creep measurement. The experimental use and development of 
these techniques is described further in Chapters 6, 7, 8 and 9. The relative 
strengths and weaknesses of the creep assessment techniques reviewed in 
Chapters 3 and 4 are outlined in Table 4-1. 
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Table 4-1  Comparison of Creep Assessment Techniques 
Accuracy in 
Assessing Creep 
Damage
Maturity of 
Technique for 
Creep Monitoring
Robustness of 
Technique
Cost
Diametrical 
Measurements
Low Medium High Low
High Temperature 
Strain Gauges
High High Medium High
Hardness Testing Low High Medium Low
Ultrasonic Testing Medium/High Medium Medium Medium
Acoustic Emission Low Low Medium Medium
Potential Drop 
Techniques
Medium Medium Medium Medium
Destructive Testing Very High High High Very High
Replica 
Metallography
Medium High High Medium
Small Punch Creep 
Testing
High Medium High High
DIC Medium Low Low Low
ARCMAC High Medium High Medium
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5 Development of the ARCMAC System for Strain 
Measurement 
5.1 Introduction 
This chapter describes developments in strain measurement using the 
ARCMAC system described in Chapter 4. The aim of the research described 
in this chapter is to develop and validate the systems and techniques used for 
the ARCMAC strain measurement technique and to improve the accuracy of 
strain measurement using the ARCMAC system. Additionally, development of 
the ARCMAC system to measure strain using the DIC technique has been 
investigated. 
 
This research has investigated the use of the ARCMAC system during tensile 
tests to measure strain from ARCMAC gauges and DIC speckle, to compare 
techniques and assess accuracy. Additionally, development and validation of 
ARCMAC image processing techniques, is a key component in improving 
accuracy, reproducibility and efficiency of image analysis. Finally a novel high 
resolution ARCMAC system using a DSLR camera to measure strain from 
ARCMAC gauges and DIC speckle has been developed and validated. 
5.2 Comparison of ARCMAC System with Digital Image 
Correlation and Electric Strain Gauges 
5.2.1 Introduction 
Tensile tests with a specimen featuring an ARCMAC gauge, DIC speckle and 
electric strain gauges have been performed, in order to carry out an 
assessment of the accuracy of the optical strain measurement techniques in 
comparison with electric strain gauge measurements. Additionally, the ability 
to capture combined ARCMAC and DIC data from the same image has been 
demonstrated, with the intention of developing such a combined technique to 
help in the characterisation of strain fields around a sub-surface defect, while 
still obtaining accurate strain results. Finally, a comparison between the 
ARCMAC and DIC strain measurement techniques has also been performed. 
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5.2.2 Method 
A single image was used to acquire both ARCMAC and DIC data. Optimum 
results for both techniques (with respect to focus) were achieved by 
positioning the camera body 1mm away from the surface of the specimen. 
 
A non-defected mild steel tensile specimen, as shown in Figure 5-1, of length 
250 mm, gauge width of 37.5 mm and thickness 3mm was used. Different 
processing techniques were assessed so that the process can be optimized 
further in terms of time efficiency and accuracy. The locations of each 
technique used are also shown in Figure 5-1. An ARCMAC gauge pair was 
welded at the centre of the specimen, using the method described in Section 
4.3.2. DIC speckle was applied on either side of the ARCMAC gauge. For the 
strain gauge analysis, 2 strain gauges were positioned on the opposite side of 
the specimen, underneath the ARCMAC gauge pins, at a distance of 31 mm 
(±0.5 mm) from each other. The strain gauges had a resistance of 120 (± 
0.3%) ohms with gauge factor of 2.075 (± 0.5%) at 24oC. 
 
 
Figure 5-1  Steel tensile specimen with location of ARCMAC gauges, 
DIC speckle and strain gauges shown 
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In trials of speckle distribution, it was found that very fine dots were easily 
rubbed off. Furthermore, as described in Chapter 4, Hung and Voloshin [126] 
found a speckle size of less than 2 pixels gave a high uncertainty in the 
location of the speckle during image correlation. However, they also found 
larger speckle results in a reduced ability to measure smaller strains. 
Additionally, the ARCMAC target balls are at a height of 5 mm above the 
speckle surface and it is not possible to achieve a perfect focus on both the 
ARCMAC gauge and DIC speckle. As a result, when the same image 
captures data from an ARCMAC gauge and DIC speckle, a larger speckle 
size is required. The DIC speckle was applied by creating a black background 
using an aerosol spray can. White dots of paint were then applied using a 
similar aerosol spray, by creating a mist of paint above the specimen which 
settled onto the black surface. This approach produced a speckle density of 
1.4 dots/mm2 with an average dot size of 0.04 mm2 (Figure 5-2). 
 
Loading of the specimen was performed to allow ARCMAC and DIC results to 
be compared with strain gauge results; the tensile specimen was loaded from 
0-30 kN in increments of 1kN. Strain in the direction of loading was obtained 
from the ARCMAC gauge, DIC speckle and electric strain gauges. Uniform 
material properties were assumed to exist throughout the specimen. 
 
For each load step, two images were captured. Each image captured the 
ARCMAC gauge and DIC speckle, using the ARCMAC camera, in order to 
obtain optical strain results from both techniques (Figure 5-2). An optimal 
image of both the ARCMAC gauge and DIC speckle was obtained by 
positioning the front of the camera body at a distance 2 mm away from the 
specimen surface. To calculate strain from the ARCMAC gauge, images were 
cropped in Paint Shop Pro [13] around the ARCMAC target spheres, as 
shown in Figure 5-2. The images were then resized by 4000% using bicubic 
interpolation as shown in Figure 5-3. Cropped and resized images were then 
opened in ImageJ [14] and the ‘automatic threshold’ function was used to 
create a black and white image, as shown in Figure 5-4. The centre of area 
calculation available in ImageJ was then used to find the x and y coordinates 
of the target dots. Macros were used in both Paint Shop Pro and ImageJ to 
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increase the speed and efficiency of image processing (described in Section 
6.3.2). 
 
 
Figure 5-2  Combined ARCMAC/DIC image as obtained with ARCMAC 
camera. 
 
 
Figure 5-3  Original image cropped and resized by 4000% 
 
 
Figure 5-4  Automatic threshold applied to cropped and resized image. 
 
DIC speckle was analysed using GOM ARAMIS image correlation software. 
The average strain for each image was obtained from a single section line 
3mm 
 83 
(28mm in length) per image; this compares to a gauge length of 31 mm for the 
ARCMAC optical gauge. 
5.2.3 Results 
 
Figure 5-5  Strain vs load for ARCMAC, DIC and strain gauges (0-15 
kN) 
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Figure 5-6  Strain vs load for ARCMAC, DIC and strain gauges (16-30 
kN) 
 
Table 5-1  Average error (compared to strain gauge results) for 
ARCMAC and DIC results 
0-15 kN 16-30 kN 0-30 kN
ARCMAC 45 36 41
DIC 36 21 29
Average error (µs)
 
 
5.2.4 Discussion 
Figure 5-5 and Figure 5-6 reveal the mean strain vs. load graphs for the 
ARCMAC, DIC and strain gauge measurement techniques. The vertical bars 
in the graphs represent uncertainty in the mean values, which was found by 
dividing the strain range into the number of images per load. Figure 5-5 shows 
strain for loads up to 15 kN, while Figure 5-6 shows strain for loads from 16 
kN to 30 kN. This division was made to qualitatively and quantitatively 
compare the techniques based on low strain (below ~600 µε) and high strain 
categories (above ~600 µε). Additionally, Table 5-1 shows the average error 
for the optical strain techniques (the difference between the optical strain 
results and strain gauge results) for these load ranges. 
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ARCMAC results show reasonable agreement with strain gauge results, with 
an average error (for 0-30 kN) of 41 µε. It can be seen in Figure 5-5 and 
Figure 5-6 that there is relatively high uncertainty for some results; pairs of 
ARCMAC images taken at the same load can give significantly different 
results (up to 80 µε difference). In comparison, DIC results show good 
agreement with strain gauge results and average error is 29 µε. In addition, 
uncertainty shown in Figure 5-5 and Figure 5-6 for DIC results is relatively low. 
While the overall error for both optical strain techniques appears to be similar, 
DIC appears to deliver more consistent results with reduced uncertainty. 
 
The effect on the measured accuracy of the magnitude of strain appears to be 
small for ARCMAC; average error is 45 µε for 0-15 kN and 36 µε for 16-30 kN 
(Table 5-1). For DIC, accuracy of the technique is slightly better at higher 
strains; 36 µε for 0-15 kN and 21 µε for 16-30 kN. However, it should be noted 
that the change in error between ‘low’ and ‘high’ strain for both techniques is 
relatively small and may be statistically insignificant. 
5.2.5 Conclusions 
The results of these tensile tests indicate that both optical strain techniques 
have an accuracy of approximately 30-40 µε (in comparison to strain gauge 
results), with DIC giving slightly superior accuracy. Additionally, the 
demonstration of the combined use of both techniques shows the potential of 
such an approach for creep strain measurement; DIC allows variation of strain 
around defects, while ARCMAC gauges offer reliability and durability at high 
temperatures. 
5.3 Development of Image Processing Techniques 
5.3.1 Introduction 
There are a number of strong motivations for developing the image 
processing techniques used to analyse ARCMAC images. Improvements in 
such techniques offer increased accuracy of the ARCMAC system and offer 
enhancements in the reproducibility of strain measurements. In addition, 
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modifications to image processing techniques require no hardware alterations, 
thus offering improvements to be made at minimal cost. 
5.3.2 Improvements in Image Processing Efficiency 
Previously, the method for processing ARCMAC images had been performed 
manually. The process requires images to be cropped to only include the 
target balls then resized to 2000%-6400% their original size in Paint Shop Pro. 
ImageJ would then be used (again, manually) to convert the image to black-
and-white at a user-defined threshold, then identify and calculate the centres 
of the target balls using a centre of area calculation. This process would take 
(depending on image size/resolution) 3-5 minutes per image; for an 
experiment in which 150 images were captured, analysis would take up to 12 
hours. 
 
In order to improve analysis times, a semi-automated process was 
implemented through the use of macro scripts in both Paint Shop Pro and 
ImageJ. A script in Paint Shop Pro automatically crops and resizes each 
image, then saves these images. An ImageJ script then converts each image 
to black-and-white at a user-defined threshold and calculates the position of 
target dots. Each script can be quickly (10-20 minutes) altered to suit the 
analysis of a particular experiment and give an improvement in the time taken 
to analyse images of around 80%. This has facilitated the rapid analysis of a 
far larger quantity of experiments than would otherwise be possible. 
 
The scripts effectively carry out the same analysis process as that used 
during the manual process. However, since the parameters for image 
cropping is constant for each image, the cropped area is larger than that used 
for the manual process, to ensure the target dots in each image are captured 
within this area. In comparisons of calculated strain between this semi-
automated process and the manual process, values of calculated strain are 
identical. As a result, it is assumed that image analysis using this semi-
automated process has no penalty in terms of accuracy; this process has 
been used during subsequent ARCMAC image analyses in this chapter, 
except where stated otherwise. 
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5.3.3 Threshold Selection 
During the analysis of ARCMAC images, once an image has been cropped 
(Figure 5-7), an image intensity threshold is selected by the user to convert 
the image to black-and white; pixels with intensity equal or greater than the 
threshold become black, while pixels with intensity below the threshold 
become white (Figure 5-8). The value of threshold selected by the user has a 
small but significant effect upon the calculated values of strains. Particularly at 
small strain levels, this can have a large effect on results. 
 
Figure 5-7  Cropped ARCMAC image 
 
 
Figure 5-8  Cropped ARCMAC image with black/white threshold 
applied 
 
Previously, selection of threshold has been made in order to give target dots 
that appear as round as possible. In order to refine the method of threshold 
selection, an investigation into effect of threshold variation has been 
performed. 
 
ARCMAC images from the tensile test described in Section 5.2 at 0 kN, 5 kN, 
10 kN, 15 kN, 20 kN and 25 kN have been re-analysed at varying threshold 
intensity values, ranging from 120 to 254 in steps of 2. For each threshold 
intensity value and each load, the ratio between outer target dots and 
reference target dots (used to calculate strain in equation 4.9) has been 
calculated, as shown in Figure 5-9. Where the rate of change in ratio with 
threshold is small, changes in image intensity have a minimal effect upon the 
accuracy of measured strain. It can be seen from Figure 5-9 that, for this 
experiment, ratio changes rapidly as threshold intensity is varied between 120 
and 140, while the rate of change in ratio is minimum between threshold 
intensities of 160 and 230. 
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Figure 5-9  Variation in calculated ratio (B/A) with threshold intensity 
 
The ratio values shown in Figure 5-9 are averaged across all 6 loads and 
similarly plotted against threshold intensity in Figure 5-10. Once again, the 
rate of change in ratio is smallest between threshold of 160 and 230. Figure 
5-11 shows a histogram of pixel intensity from a cropped image captured at 0 
kN. This histogram shows a peak frequency at an intensity of approximately 
90, and a long tail between 140 and 254, where the percentage of pixels at 
each intensity remains constant and relatively low. The intensity range of this 
tail appears to loosely mirror the range of threshold values that give low rate 
of change of ratio seen in Figure 5-9 and Figure 5-10. 
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Figure 5-10  Variation in calculated ratio (B/A) with threshold intensity 
(averaged from 0 kN, 5 kN, 15 kN, 20 kN and 25 kN results) 
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Figure 5-11  Cropped image intensity histogram 
 
Figure 5-12 shows the change in strain between the 5 kN load steps, 
averaged for all 5 load steps. In addition, the standard deviation of these 
values is shown. The variation of the strain values is clearly at its least 
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between threshold intensities of approximately 160 and 240; this reinforces 
the trend seen in Figure 5-9 and Figure 5-10. 
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Figure 5-12  Average and standard deviation of change in strain 
between 5 kN load steps for varying threshold intensity 
 
From these results it is possible to propose a method of threshold selection; 
such a method should be relatively simple and repeatable, such that large 
numbers of ARCMAC images are easily analysed. Since the mid-point of the 
tail seen in the image intensity histogram appears to correlate reasonably well 
with threshold values where small changes in intensity have minimal effect 
upon measured strain, it seems reasonable to suggest the use of such 
intensities as threshold values. The lower end of the tail is defined as the 
intensity at which the histogram appears flat, above a peak at relatively low 
image intensity. The upper end of the tail is defined as the maximum image 
intensity (usually 255). The threshold is then selected as the mid-point of 
these two values. 
5.3.4 ARCMAC Image Intensity 
During operational use of the ARCMAC camera, on-site conditions can vary 
considerably. This can cause a large variation in image quality for the 
purposes of strain analysis. In order to develop a set of ‘image cards’ to use 
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on-site to check the quality of images taken, it is necessary to identify the 
features characteristic of an ‘ideal’ image from an image processing point-of-
view. 
 
A dark image (Figure 5-13(a)) will result in a dot that is relatively small and 
does not contrast well with the dark area around it. As a result, it will tend to 
blend into the surrounding area and will not be very circular in shape, making 
the calculation of its centre inaccurate. Conversely, an image that is bright 
(Figure 5-13(b)) will have a dot that has a large saturated region at its centre; 
the saturated pixels will not add any information useful to the resample filter 
when resizing the image, and may affect accuracy when calculating the 
coordinates of the centre of the dot. An image of medium brightness will have 
a small saturated region at the centre of the target dot (Figure 5-13(c)). These 
features can be seen in the intensity plots of Figure 5-14. 
 
Figure 5-13 Target dots: (a) Dark image; (b) Bright image; (c) 
Medium image 
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Figure 5-14  Target dot intensity plots: (a) Dark image; (b) Bright 
image; (c) Medium image 
 
It can be seen in Figure 5-14(c) that while the ‘medium’ image tapers much 
more to a point, it still has a saturated region at its centre. In comparison, the 
bright target dot intensity plot (Figure 5-14(b)) has a large saturated region 
and steep reduction in intensity at the edge of the dot. For the dark image, the 
difference between maximum and minimum intensity is much lower (Figure 
5-14(a)). 
 
During on-site image capture, it is difficult to analyse the quality of ARCMAC 
images, and image quality is often judged on the basis of how bright the 
image appears, as well as the level of light/dark contrast in the image. As a 
result, it is helpful to know what camera settings yield the most accurate 
ARCMAC images. For this reason, target dots with known centre positions 
and varying maximum/minimum image intensity, have been created artificially 
using Matlab. These artificial target dots images have been analysed using 
the same process as that used for ARCMAC images in order to calculate their 
centre positions with sub-pixel accuracy. Comparison of the known and 
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calculated centre positions for different image settings allows an evaluation of 
various image intensity ranges. 
5.3.4.1 Creation of Artificial Target Dots 
To create 40x40 pixel images of artificial target dots, arbitrary coordinates for 
the centre of the target dot, xcentre, ycentre, are assigned. For a given pixel with 
coordinates xi, yi, the distance from the centre of the target dot, ri, is 
calculated: 
 
5.022 ))()(( centreicentreii yyxxr −+−=  (5.1) 
 
Desired minimum and maximum image intensities, Imin and Imax, are used to 
calculate the intensity of a given pixel i: 
 
for ri < 15: 
( ) ( ) max2minmax3
3
minmax3 15
45
15
2
IrIIrIII iii +−−−=  
for ri ≥ 15: 
minII i =  (5.2) 
 
The variation of pixel intensity with distance from target dot centre is shown in 
Figure 5-15. Where pixel intensity is greater than the image maximum of 255, 
the pixel is assumed to be saturated and the intensity is reset to 255. This 
allows the effect of image saturation, where the centre of a target dot is 
saturated, to be investigated. 
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Figure 5-15  Variation of intensity, Ir, with distance from centre, r, for 
artificial target dots 
 
Images of artificial target dots created using the above process are shown in 
Figure 5-16. Intensity plots for these images are shown in Figure 5-17. Figure 
5-17(c) and Figure 5-17(d) have Imax values of 300 and 500 respectively; as a 
result, these images are saturated at the centre, with a maximum image 
intensity of 255. 
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Figure 5-16  Artifical target dots with varying min/max intensity values:  
(a) 50-150; (b) 85-255; (c) 100-300; (d) 100-500 
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Figure 5-17  Intensity plots for artificial dots with varying min/max 
intensity: 
(a) 50-150; (b) 85-255; (c) 100-300; (d) 100-500 
 
5.3.4.2 Analysis of Artificial Target Dots 
The centre position artificial target dots shown in Figure 5-16 have been 
analysed using a similar process to that used to analyse conventional 
ARCMAC images. The artificial target dots have been resized 6400% using 
bicubic interpolation, a black/white threshold intensity set at a value midway 
between the minimum and maximum image intensity, and the target dot 
centre calculated using a centre of area calculation. 
 
Table 5-2  Analysis results for artificial target dots 
Minimum Maximum x y
(a) 50 150 19.834 20.145 0.0297 42
(b) 85 255 19.833 20.141 0.0269 38
(c) 100 300 19.837 20.137 0.0209 30
(d) 100 500 19.843 20.134 0.0155 22
19.850 20.120Actual Position
Intensity Calculated Position Error in Calculated 
Position (Pixels)
Equivalent Error in 
Strain (µε)
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The calculated coordinates of the artificial target dots is shown in Table 5-2; 
the actual coordinates used to create the images were xcentre = 19.85, ycentre = 
20.12. The deviation from this position (in pixels) has been calculated for each 
target dot. Additionally, a measure of equivalent error in strain has been 
calculated, using a distance between target dots commonly observed in 
ARCMAC images of 700 pixels: 
 
Equivalent error in strain = error in calculated position (in pixels) / 700 (5.3) 
 
The results shown in Table 5-2 show that while all of the tested intensity 
ranges give errors below 0.03 of a pixel, higher maximum image intensity 
results in a more accurate calculated position for the artificial target dots. It 
should be noted that these artificial target dots have significant differences to 
real target dots, as can be seen by comparing intensity plots (Figure 5-14 and 
Figure 5-17). In addition, if the vector between calculated centre and ‘real’ 
centre of each of the 3 target dots in an ARCMAC image is similar, the 
magnitude of strain error will be less than values shown in Table 5-2. 
However, on the basis of these results, it seems reasonable to recommend 
that ARCMAC images are captured using camera settings that produce 
relatively bright images and ensure large, saturated target dots. 
5.3.5 Analysis of Resampling Filters 
8-bit greyscale digital images (which are captured by the ARCMAC system) 
consist of a matrix of pixels with a value from 0-255 denoting luminosity (0 = 
black; 255 = white) [126]. During ARCMAC analysis, these images require 
resizing to 3200% - 6400% of their original size; this resize process results in 
a corresponding increase in the number of pixels. To calculate values for new 
pixels, an interpolation function (known as a filter) is used. There are a large 
number of interpolation functions available; however, the most commonly 
used are the bilinear and bicubic filters (Figure 5-18) [128, 129]. 
 
The bilinear and bicubic filters are generally selected for their low 
computational cost and reasonable accuracy, and are suitable for most 
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applications. More powerful filters exist, such as the Lanczos[130] and 
Mitchell filters[131], which achieve higher quality resizing at the expense of 
greater computational cost. 
 
The ‘ideal’ filter for image resizing is a sinc function [132, 133]: 
 
sinc (x) = sin (πx) / (πx) (5.4) 
 
This function can be approximated by a Lancos-windowed sinc function, such 
as the two-lobed Lanczos function: 
 
for ΙxΙ<2 
Lanczos2 (x) = sin (πx) / (πx) * sin (πx/2) / (πx/2) 
for ΙxΙ≥2 
Lanczos2 (x) = 0 (5.5) 
 
or the three-lobed Lanczos function: 
 
for ΙxΙ<3 
Lanczos3 (x) = sin(πx) / (πx) * sin (πx/3) / (πx/3) 
for ΙxΙ≥3 
Lanczos3 (x) = 0 (5.6) 
 
These functions are often useful in graphics applications[130]. 
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Figure 5-18  Common graphics interpolation functions (filters) 
 
As mentioned in Section 2.5, there are a variety of resizing/resampling filters 
available. Previously, a bicubic filter had been used to analyse ARCMAC 
images; in order to investigate whether accuracy could be improved using a 
different filter, a set of images were analysed using both a bicubic and a 
Lanczos filter. 
 
Calibration images taken previously at the National Physical Laboratory [6] 
were reanalysed using both the bicubic and the Lanczos filters, and compared 
with the original calibration results (Figure 1). It should be noted that while 
both the original and new analyses of images uses the same bicubic filter, the 
threshold value of light used to identify the dots was selected using the 
process described in Section 3.3.2 for the new analysis. 
 
The error using the Lanczos filter is half that of either of the bicubic sets of 
data in absolute terms, and even better as a percentage. At low strain values 
in particular, the Lanczos filter gives far better accuracy when compared to 
the bicubic filter, highlighting its sensitivity. These results suggest that more 
accurate results can be obtained using the Lanczos filter, at very little 
additional computational expense. Further investigation into the effects of 
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various filters could lead to significantly improved accuracy using existing 
ARCMAC equipment. 
 
Table 5-3  Comparison of Lanczos filter with bicubic filter 
 
Average error 
(microstrain) 
Average % 
error Threshold 
Lanczos filter 14.36 1.91 240 
Bicubic filter 29.91 3.82 240 
Bicubic filter 
(original data) 32.84 5.06 unknown 
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Figure 5-19  Percentage error in strain vs strain using calibration 
images 
5.3.6 Conclusions 
A number of important processes to ARCMAC image processing techniques 
have been described, including the selection of image threshold, identification 
of ideal image intensity and use of different resampling filters. Many of these 
processes have a significant effect upon the accuracy and efficiency of 
ARCMAC image processing. Additional improvements may be implemented 
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through further investigation of such techniques. Additionally, a fully 
automated image processing technique offers further improvements, as 
described in the next section. 
5.4 Automated Image Processing 
5.4.1 Introduction 
Current ARCMAC image techniques include a manual process (Chapter 4) 
and a semi-automated process (Section 5.3.2). Both these techniques involve 
significant user time, as well as a certain degree of user subjectivity in 
selecting image threshold values. In an effort to improve repeatability and 
reduce processing time for ARCMAC image analysis, a program, known as 
‘Automated Image Processing Application’ (AIPA), has been developed using 
Matlab, as a proof of concept for such an approach. AIPA operates by 
identifying ARCMAC target dots using a number of parameters, calculating 
the position of these dots to an accuracy of approximately 0.01 pixels then 
calculating strain between a series of images. Additionally, a basic graphical 
user interface (GUI) has been developed. Validation of AIPA has been 
performed by comparison of results obtained through manual image 
processing and indicates that accuracy may be similar or better with the 
automated application. 
5.4.2 Automated Image Processing Method 
5.4.2.1  Target Dot Identification 
The first task for the application to carry out is that of identifying the target 
dots on the ARCMAC gauges. To identify these dots, a six-step process is 
performed: 
 
First, all pixels in the image with intensity above a threshold of 87.5% of the 
maximum image intensity are identified. Second, regions of such pixels are 
grouped as ‘particles’, where each pixel in a particle is adjacent (horizontally 
or vertically) to at least one other pixel in that particle. During the third step, 
particles which do not have an area (in pixels) of between 25 and 149 (the 
range that ARCMAC target dots fall into) are eliminated. 
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Step four involves elimination of particles on the basis of how far their shape 
deviates from a perfect circle (since ARCMAC target dots are circular in 
shape). Each pixel, i, at the edge of a particle is identified and its distance 
from the centre of area of the particle, ri, is calculated; the standard deviation 
of all these distances, sr, is then calculated. A perfectly circular particle will 
have a value for sr of 0, any particles with an sr value above 0.6 pixels are 
eliminated. 
 
During the penultimate step, the region surrounding each particle is analysed 
and those particles with an intensity value at a radius of 15 pixels from the 
centre above 60% of the maximum image intensity are eliminated, since 
ARCMAC target dots have a dark surround due to the nature of the target 
spheres. 
 
Finally, of the remaining particles, the three that have the smallest range of 
area and a vertical distance separating them of less than 20 are identified as 
the target dots. These parameters are based on observations from ARCMAC 
images that target dots are generally similar in terms of size and vertical 
position. 
5.4.2.2 Location of Target Dots 
Once the target dots are identified, a new image of size 23x23 pixels is 
created for each dot, around the centre of the dot. Each of these images are 
enlarged by 3000% using a bicubic interpolation function. Finally, the centre of 
area of the dot is calculated at threshold values of 160 to 250, in increments 
of 5. For each threshold value Ti, the displacement of the calculated centre of 
area of the dot from the previous increment is calculated. The total 
displacement (across all three dots) from the previous increment is then 
calculated: 
 
( ) ( ) ( )1,,1,,1,, −−− −+−+−= iCiCiBiBiAiAi xxxxxxδ  (5.7) 
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where xA,i is the x position of dot A at threshold Ti. From this, the threshold 
value Ti that gives the minimum value of |δi + δi+1| (the total displacement to 
the next increment plus that from the previous increment) is selected as the 
analysis threshold, Ta. The purpose of using this approach is to select a 
threshold value from the range in which changes in threshold has a small 
effect upon calculated strain (see Section 5.3.3). 
 
An additional requirement (applicable to badly lit images) is applied to the size 
of the (enlarged) dot for a minimum size of 36000 pixels. This corresponds to 
a minimum size of 40 pixels in the original image and eliminates threshold 
values that produce excessively small dots, which provide less data and lower 
accuracy than larger ones; threshold values that produce target dots which fall 
below this minimum size are ignored. 
 
Once the analysis threshold (Ta) is determined, the dot positions calculated at 
Ta are used to calculate the ARCMAC ratio and strain values between images 
(with image 1 assumed to be at zero strain). The value of Ta can be calculated 
for image 1 only and kept constant for a sequence of images (fixed threshold) 
or calculated for each image separately (variable threshold). Fixed threshold 
is suitable for sequences of images taken consecutively with constant light 
and camera settings (e.g. in laboratory conditions). Variable threshold is 
required where light or gauge conditions, or camera settings, have changed 
through the image sequence (e.g. steam pipe images). Processing time is 
approximately 15s per image. 
5.4.3 Validation 
5.4.3.1 Target Dot Location 
For target dot identification, the application has had a 100% success rate from 
over 100 images, including 4 ‘test’ images. These test images contain 
features that could potentially cause problems to the application, such as DIC 
speckle pattern and damaged/modified ARCMAC gauges, such as those seen 
in Figure 5-20. Images captured during creep testing were also successfully 
analysed using the automated process as described in Chapter 6. 
 104 
 
Figure 5-20  Test image 1 – target dots successfully identified by AIPA 
 
5.4.3.2 Accuracy of Automated Image Processing 
Further validation has been performed using images and results from a 
previous calibration experiment using an extensometer calibration rig (ECR), 
which had been calibrated in compliance with BS EN 10002-4:1995 and 
ASTM E83-96 to give a maximum error of 0.1µm over a nominal extension of 
0-2.5mm[121]. 
 
A pair of ARCMAC gauges was attached to the ECR with an initial gauge 
length of 31 mm, with an arrangement that allowed extension of the ECR to 
increase the gauge length. With a gauge length of 31 mm, the ECR is 
accurate to an equivalent engineering strain of 3.2 microstrain. The ECR 
extension was increased from 0 to 50µm in 5µm increments and two 
ARCMAC images captured at each extension, in 4 separate tests. From these 
images, strain values were calculated using the manual (ImageJ) method of 
ARCMAC image processing and the automatic (AIPA – fixed threshold) 
process. These values were compared to the more accurate strain values 
calculated using the ECR gauge extension (Figure 5-21, Figure 5-22, Figure 
5-23 and Figure 5-24). 
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Figure 5-21  Strain vs extension for ECR calibration test 1 
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Figure 5-22  Strain vs extension for ECR calibration test 2 
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Figure 5-23  Strain vs extension for ECR calibration test 3 
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Figure 5-24  Strain vs extension for ECR calibration test 4 
 
Close comparison is shown between the AIPA fixed threshold ARCMAC 
results, the ImageJ ARCMAC results and the ECR results. For each image, a 
strain error value (compared to the ECR value) has been calculated for each 
analysis method and the average of these errors calculated for each test. 
These values are presented in Table 5-4. It can be seen that the AIPA fixed 
threshold method gives a lower average error than the manual ImageJ 
method across all tests. The AIPA variable threshold method also performs 
better than the ImageJ method in all but one test. Across all tests, the fixed 
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threshold method gives a 35% reduction in error and the variable threshold 
method a 22% reduction compared to the ImageJ method. 
 
It should also be noted that the analysis time per image is approximately 15s 
for both AIPA methods (requiring no user input), while the manual analysis 
process using ImageJ takes 60-90s (requiring extensive user input). This 
represents significant savings in efficiency for an ARCMAC user, allowing 
larger number of images to be quickly and easily analysed. 
 
Table 5-4  Automated image processing results from ECR experiments 
AIPA - fixed 
threshold
AIPA - variable 
threshold ImageJ
Test 1 15.8 15.3 24
Test 2 11 12.8 17.3
Test 3 10 9.7 22.4
Test 4 19.3 29.7 23.5
All tests 14.1 16.9 21.8
Mean error (µs)
 
5.4.4 Conclusions 
An automated application for ARCMAC image analysis has been developed 
and validated. This application requires minimal user input and is able to 
identify and analyse ARCMAC target dots with a high degree of accuracy. 
Comparison of this method using a manual method using ImageJ has shown 
improved accuracy over the manual method. In addition, the automated 
method requires much less computational and user time. Further 
developments to this process could include the investigation of more 
sophisticated image processing techniques and further refinement of the 
target dot identification process. Additionally, further validation of the process 
using images captured from ARCMAC gauges installed on power plant steam 
pipe components is recommended. 
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5.5 Development of a DSLR-ARCMAC System 
5.5.1 Introduction 
Recently, efforts have been made to develop a successor to the existing 
ARCMAC system. One of the problems of the existing system is that it is 
relatively bulky, requiring an unwieldy camera unit along with an attached 
laptop, both of which require a separate operator. The existing system also 
has a very low resolution of 1064x768 pixels, in comparison to modern 
camera systems. Finally, the combination of a CCD camera with attached 
telecentric lens along with a portable laptop means that the system is quite 
costly. 
5.5.2 DSLR-ARCMAC System 
A prototype DSLR-ARCMAC system has been developed, incorporating a 
similar beam splitter/light source/case unit to the existing system, but using a 
Canon EOS 400D DSLR camera with attached Tamron macro lens to capture 
gauge images, as shown in Figure 5-25. The camera has a small remote 
trigger unit to capture images without disturbing the camera, and images are 
saved to an onboard 1Gb memory card. 
 
 
Figure 5-25  Schematic of new system incorporating a DSLR camera 
 
The DSLR camera has a maximum resolution of 3888x2592. This 10.1 
megapixel resolution compares to 0.8 megapixel resolution provided by the 
CCD camera used in the existing system. Figure 5-26 and Figure 5-27 show 
the variation in image quality between the two cameras. In particular, Figure 
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5-27 shows the variation for the white dots; with a higher resolution, the centre 
of the dot can be more accurately calculated. 
 
 
Figure 5-26  Target sphere image captured by existing ARCMAC 
system (left) and new system (right) 
 
 
Figure 5-27  Close-up of white dot captured by existing system (left) 
and new system (right) 
 
One potential drawback of the new in contrast to the existing system is that it 
does not use a telecentric lens. When using a telecentric lens, the position of 
features in an image will correspond exactly to the position of features on an 
object (in the plane of the image). Without a telecentric lens, images will be 
slightly distorted, particularly at the edges. The extent of this distortion will  
have a significant effect on the accuracy of the system. 
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5.5.3 Calibration Block Comparison of Systems 
Previous research has shown a possible improvement in accuracy using the 
new ARCMAC system [134]. In order to study accuracy in greater detail, eight 
calibration blocks were used to estimate error for the two ARCMAC systems. 
These calibration blocks are similar to an ARCMAC gauge, with two SiNi 
spheres set into a steel block. The distance between the two spheres has 
been measured at the National Physical Laboratory using a micro-co-ordinate 
measuring machine to an accuracy of 0.0024%. The ratio of gauge distances, 
A/B, can be measured using images taken by the ARCMAC system (Figure 
5-28). From these images, the ratio A/B can be compared to the accurate 
value measured by the micro-co-ordinate measuring machine. For each pair 
of calibration blocks, a percentage error can be calculated: 
 
100% ×
−
=
microscopeopticalB
A
microscopeopticalB
A
imageB
A
error  (5.8) 
 
 
Figure 5-28  ARCMAC calibration blocks 
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To compare accuracy for both old and new ARCMAC systems, a set of 10 
images of all eight calibration blocks has been taken (Figure 5-29). Ratio 
values can be calculated from each image (along with associated errors) for 
each pair of gauges – 28 values in total. Across 10 images, a total of 280 
error values can be calculated, along with 28 standard deviation values taken 
across the 10 images. The average of these error and standard deviation 
values for both systems are presented in table 1. Additionally, average error 
values for ratios between pairs of gauges on the same side of the image (e.g. 
gauges 3 & 4) and between pairs of gauges on opposite sides of the images 
(e.g. gauges 4 & 6) are also presented. 
 
 
Figure 5-29  Image of eight calibration blocks captured using the old 
ARCMAC system 
 
Table 5-5 shows that the average error in the gauge ratio measured by the 
new system is larger than that measured by the old system. However, the 
standard deviation of the ratio values measured by the new system is smaller 
than that of the old system. The standard deviation as a percentage of error 
for the new system is significantly small, suggesting that there may be a larger 
systemic error associated with the new system. Since the old system uses a 
high quality telecentric lens, while the new system has a lower quality macro 
lens, there is a possibility that lens distortion plays a part in the increased 
error. 
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Additionally, the error for pairs of gauges on the same side of the image is 
significantly less than for gauges on opposite sides. In contrast, there appears 
to be no such discrepancy for the new system. This variation in error with 
gauge position in the image again suggests some form of lens distortion. 
 
Table 5-5  Error and standard deviation from ARCMAC measurements 
of calibration blocks 
All gauges
Gauges on 
same side
Gauges on 
opposite sides
Old system 0.032 0.034 0.030 0.0074 23.5
New system 0.084 0.043 0.114 0.0036 4.4
Error (%) Standard 
deviation 
(%)
Standard deviation 
as a percentage of 
error
 
5.5.4 Lens Distortion and Correction 
Correction of lens distortion has several benefits; distortion correction can 
improve the accuracy of results, as well as allowing lower quality lenses to be 
used, reducing equipment costs. Efforts have been made, therefore, to correct 
for lens distortion using established distortion estimation models. The 
equations used for distortion correction are based upon those used by Weng 
et al. [135] and correct for three types of distortion; radial distortion, 
decentering distortion and thin prism distortion: 
5.5.4.1 Radial Distortion 
Radial distortion is caused by imperfect radial curvature of lenses and 
distortion caused by it can be calculated using the equation [136]: 
 
δρr = k1ρ
3 + k2ρ
5 + k3ρ
7 + ….. (5.9) 
 
where ρ is the radial distance from the image principal point and k1, k2 etc. are 
coefficients of radial distortion. 
5.5.4.2 Decentring Distortion 
Decentring distortion is caused by the optical centres of lens elements not 
being collinear, and can be calculated using the equations [137]: 
 
δρd = 3(i1ρ
2 + i2ρ
4 + …..)sin(φ - φ0) (5.10) 
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δtd = (i1ρ
2 + i2ρ
4 + …..)cos(φ - φ0) (5.11) 
 
where φ0 is the angle of the line along which maximum tangential decentring 
distortion δtd occurs and i1, i2 etc. are coefficients of decentring distortion. 
5.5.4.3 Thin Prism Distortion 
This can occur through imperfections in design or manufacturing, such as a 
slight tilt of the image sensing array, and can be calculated using equations 
with a similar form to (5.10) & (5.11) [136, 137]: 
 
δρp = (j1ρ
2 + j2ρ
4 + …..)sin(φ - φ1) (5.12) 
 
δtp = (j1ρ
2 + j2ρ
4 + …..)cos(φ - φ1) (5.13) 
 
where φ1 is the angle of the line along which maximum tangential thin prism 
distortion δtp occurs (φ1 is not necessarily equal to φ0) and j1, j2 etc. are 
coefficients of thin prism distortion. 
5.5.4.4 Estimation of Coefficients for Lens Distortion Correction 
To calculate coefficients for these correction equations, several calibration 
images were captured (Figure 5-30). These images positioned the calibration 
blocks such that the white dots on the SiNi spheres had a large range of 
positions throughout the image. The Cartesian positions of each of these dots 
within the image were calculated in the normal manner, then converted into 
polar coordinates about an origin at Cartesian position x0, y0 (initially the 
centre of the image). A correction for radial distortion of the form 
 
δρr = k1ρ
3 + k2ρ
5 (5.14) 
 
was applied and x0, y0, k1 & k2 were altered iteratively to minimise the 
measured error in the calibration block gauge ratios. 
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Figure 5-30  Example of image used for lens distortion correction 
 
Once error had been minimised using the radial distortion correction, a 
decentering distortion correction of the form 
 
δρd = 3(i1ρ
2 + i2ρ
4)sin(φ - φ0) (5.15) 
 
δtd = (i1ρ
2 + i2ρ
4)cos(φ - φ0) (5.16) 
 
was applied, altering the values of i1, i2, and φ0 iteratively to minimise the 
error. 
 
A thin prism distortion correction was also applied in a similar manner, but did 
not have a significant effect on the error. A correction for the tilt of the camera 
body about the x or y axes was applied by compressing the image in the y-
direction by 0.295%, giving a significant reduction in error. 
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Table 5-6  Lens distortion correction coefficients used for equations 
5.10-5.12 
Coefficient Value
x0 1857
y0 851
i1 -1.00E-07
i2 1.00E-13
φ0 (°) 19
k1 -5.5E-10
k2 2.20E-17  
 
Table 5-7  Average error for lens distortion calibration 
Error (%)
Without distortion correction 0.2018
With distortion correction 0.0046  
 
Table 5-6 shows the distortion correction coefficients that give the minimum 
error, while Table 5-7 shows error with and without distortion correction. 
These coefficients were used (without the camera tilt correction) to apply a 
similar lens distortion correction to the images taken for the calibration block 
comparison of systems (Figure 5-29). Using this method, a 70% reduction in 
error was achieved for the new ARCMAC system, giving it a lower error than 
the old system (Table 5-8) 
 
Table 5-8  Average error with and without distortion correction using 
calibration block comparison images 
Error (%)
Old system 0.0316
New system without distortion correction 0.0836
New system with distortion correction 0.0251  
5.5.5 Conclusions 
The development and validation of a DSLR-ARCMAC system with a non-
telecentric macro lens shows accuracy that is slightly worse than the original 
ARCMAC system; it is likely that this difference is caused by differences in the 
quality of optics of the two systems. In order to correct for this, a method of 
optical distortion correction has been developed and evaluated. These results 
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suggest that the use of distortion correction calculations may be effective in 
reducing error caused by lens distortion in the DSLR ARCMAC system. An 
improved calibration procedure for obtaining correction coefficients for this 
process may also improve the error reduction further. The development and 
use of distortion correction may be effective in reducing the need to use 
higher quality (and more expensive) lenses. 
 
Further investigation is also required into the efficacy of this technique with 
the old ARCMAC system. Although this system uses lower resolution, its 
telecentric lens is likely to cause significantly smaller distortion thus reducing 
the effect of distortion correction calculations. 
 
Level of accuracy of the DSLR-ARCMAC system is promising and further 
developments, such as improved optics/lenses and more sophisticated lens 
distortion methods, are likely to offer continued improvements in accuracy of 
strain measurement. In addition, the use of a DSLR camera offers higher 
resolution full-field strain measurement compared to the original system. 
Finally, a system that does not require an attached laptop potentially offers 
easier operation by users of the ARCMAC system for on-site strain 
measurement. 
5.6 Use of DSLR-ARCMAC System for ARCMAC and DIC 
Strain Measurement 
Tensile tests have been performed on dog-bone specimens, with attached 
Automatic Reference Creep Measurement And Control (ARCMAC) gauges 
and DIC speckle. These experiments have been performed to compare 
different optical strain measurement systems as part of a greater effort to 
develop and compare high temperature strain measurement systems for the 
purpose of creep measurement. 
 
In particular, an evaluation has been performed of the on site use of ARCMAC, 
where the system is removed and replaced between capture of images, 
resulting in a variable camera position for different sets of images. The effects 
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of such a variation of camera position are compared with similar experiments 
performed with constant camera position. In addition, a comparison of 
accuracy in measured strain from the ARCMAC and DIC techniques with 
images captured using the DSLR-ARCMAC system (while maintaining a 
constant camera position) is performed. Finally, comparison is made between 
DSLR-ARCMAC results and ARCMAC results from Section 5.2 in order to 
compare the difference in accuracy between the two systems during tensile 
testing. 
5.6.1 Method 
5.6.1.1 Tensile Test Specimens 
Five specimens were tested (P1, P2, P3, P4 & P6), each with test section 
dimensions of 120 mm length, 37.5 mm width and 3 mm thickness. Each 
specimen had a unique gauge configuration: 
 
P1: ARCMAC gauge at centre of specimen, electric strain gauge at centre on 
opposite side. 
P2: ARCMAC gauge at ¼ width of specimen, fine DIC speckle at centre, 
electric strain gauge at ¼ width on opposite side. 
P3: ARCMAC gauge at centre of specimen, electric strain gauge at centre on 
opposite side (same configuration as P1). 
P4: ARCMAC gauge at ¼ width of specimen, medium DIC speckle at centre, 
electric strain gauge at ¼ width on opposite side. 
P6: Coarse DIC speckle at centre, electric strain gauge at ¼ width on 
opposite side. 
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Figure 5-31  Gauge Configuration for P1 and P3 Specimens 
 
 
Figure 5-32  Gauge Configuration for P2 and P4 Specimens 
 
5.6.1.2 Loading of Specimens 
Different loading methods were used for each of the camera position 
arrangements. With a variable camera position (where the camera was 
removed and replaced for each load step), initial readings were taken from 
specimens at 0 kN. The load was then increased in 2 kN steps up to 20 kN, 
with extension holds between each step to take gauge readings. Extension 
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and strain data from the Instron test machine were recorded for each 
set/batch of gauge readings. 
 
With the constant camera position arrangement, 3 initial images were 
captured, followed by loading of the specimen at a constant crosshead 
displacement rate of 0.1 mm/min up to 20 kN. 
 
By loading to only 20 kN, plastic deformation was avoided; yield strength is 
250 MPa, so loading below 28 kN avoids plastic behaviour. This allowed each 
specimen to be tested multiple times. 
5.6.1.3 ARCMAC Gauge Reading – Variable Camera Position 
Three images were taken at 0 kN, followed by three images for each 
subsequent load step. The camera unit was removed and replaced by hand 
for each set of images, with the unit positioned to centre each image on the 
middle SiNi target sphere. This allowed the camera to focus automatically on 
the same target sphere for each image. The method of positioning the camera 
system over the ARCMAC gauges (placed and supported by hand during 
image capture) during this experiment was intended to reproduce the method 
used for the capture of ARCMAC images at operational power plants during 
plant shutdowns. 
5.6.1.4 ARCMAC Gauge Reading – Constant Camera Position 
Three images were taken at 0 kN, with readings taken every 15s once loading 
commenced. The DSLR-ARCMAC camera unit was clamped to achieve a 
constant distance from specimen and constant lateral position (Figure 5-33), 
with the unit positioned to focus each image on the middle SiNi target sphere. 
The camera system was maintained at a constant height and not moved with 
the gauges. An example ARCMAC image taken using this arrangement is 
shown in Figure 5-34. 
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Figure 5-33  DSLR-ARCMAC System Experimental Arrangement 
 
 
Figure 5-34  Image of ARCMAC gauge captured by DSLR-ARCMAC 
system 
 
5.6.1.5 DIC Speckle Reading (Constant Camera Position) 
Prior to DIC testing, specimens were pre-loaded to 6 kN before testing in 
order to eliminate specimen movement during the initial load-up. Specimens 
were then loaded from 6 kN to 20 kN at a constant crosshead displacement 
rate of 0.1 mm/min, with readings taken every 15 s. The camera unit was 
clamped to achieve a constant distance from specimen and constant lateral 
position, with the unit positioned to focus each image on the centre of the DIC 
speckle patch. DIC images taken at 6 kN are used as reference images and 
 121 
DIC strain data has been adjusted such that initial DIC strain (at 6 kN) is equal 
to strain gauge results at 6 kN to allow consistent comparison of results. 
Example DIC images for fine, medium and coarse DIC speckle are shown in 
Figure 5-35, Figure 5-36 and Figure 5-37 respectively. The average dot size 
and speckle density are shown in Table 5-9. 
 
 
Figure 5-35  Fine DIC speckle image captured by DSLR-ARCMAC 
system 
 
 
Figure 5-36  Medium DIC speckle image captured by DSLR-ARCMAC 
system 
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Figure 5-37  Coarse DIC speckle image captured by DSLR-ARCMAC 
system 
 
Table 5-9  Speckle characteristics 
Fine speckle Medium speckle Coarse speckle
Average dot size (mm2) 0.032 0.039 0.049
Speckle density (dots/mm2) 0.850 0.468 0.753  
 
5.6.1.6 Strain Gauge Data 
Electric strain gauges attached to specimens have been used as a 
benchmark against which ARCMAC and DIC results can be compared. 
Specimens were loaded at constant crosshead displacement rate of 0.1 
mm/min. Data for variation of strain gauge reading with load has been 
recorded for each specimen. 
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5.6.2 Results 
5.6.2.1 Variable Camera Position 
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Figure 5-38  Results from Specimen P1 (variable camera position) 
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Figure 5-39  Results from Specimen P2 (variable camera position) 
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Figure 5-40  Results from Specimen P3 (variable camera position) 
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Figure 5-41  Results from Specimen P4 (variable camera position) 
 
Table 5-10  Difference between ARCMAC and strain gauge results 
(variable camera position) 
Specimen P1 P2 P3 P4
Average difference between ARCMAC 
and strain gauge data (µε)
0-10kN: 30
12-20kN: 180
152 164 72
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5.6.2.2 Constant Camera Position 
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Figure 5-42  ARCMAC Gauge Results – gauges at ¼ width location 
(Constant Camera Position) 
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Figure 5-43  DIC Results (Constant Camera Position) 
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Table 5-11  Difference between ARCMAC and strain gauge results 
(constant camera position) 
Specimen P2 P4
Average difference between ARCMAC 
and strain gauge data (µε)
78 31
 
 
Table 5-12  Difference between DIC and strain gauge results 
DIC Speckle Fine Medium Coarse
Average difference between DIC and 
strain gauge data (µε)
176 61 293
 
 
5.6.2.3 Combined Results 
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Figure 5-44  ARCMAC and DIC results for specimen P4 
 
Table 5-13  Difference between ARCMAC and strain gauge results 
(variable vs constant camera position) 
Camera Position Variable Constant
Average difference between ARCMAC 
and strain gauge data (µε)
123 55
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5.6.3 Discussion 
5.6.3.1 Variable Camera Position 
Figure 5-38, Figure 5-39, Figure 5-40 and Figure 5-41 show results from all 
four specimens. ARCMAC strains are similar to strain gauge data up to 10 kN 
in Figure 5-38; above this load, strain measured by ARCMAC is significantly 
below the strain gauge results. It is likely that the gauge was displaced by the 
camera unit as it was removed or replaced between 10 kN and 12 kN, 
resulting in an error in strain measurement of approximately 250 microstrain. 
Figure 5-39 and Figure 5-40 show results for specimens P2 and P3; while the 
difference between ARCMAC results and strain gauge data generally varies 
from 0-150 microstrain, the trend in ARCMAC results appears similar to strain 
gauge data. Results from Specimen P4 (Figure 5-41) show more consistent 
correlation between ARCMAC and strain gauge data. The mean difference 
between ARCMAC strain results and strain gauge results for each specimen 
is shown in Table 5-10; this measure of error for ARCMAC results is relatively 
small for specimen P1 (for 0-10 kN) and specimen P4, while the difference is 
significantly larger for specimens P2 and P3. 
5.6.3.2 Constant Camera Position 
Figure 5-42 shows ARCMAC results for a constant camera position; it can be 
seen that both tests show a reasonable correlation between the ARCMAC 
strain data and the strain gauge data. The average difference between 
ARCMAC and strain gauge results is slightly better for specimen P4 (Table 
5-11); however, good accuracy was obtained for both specimens. 
 
DIC results (Figure 5-43) indicate that the speckle density appears to be 
significant, with the medium speckle producing reasonable results. In 
comparison, the specimens with fine and coarse speckle gave significant 
errors in comparison to the strain gauge data, as highlighted by Table 5-12. It 
is likely that refinement of the speckle application process could bring about 
improvements in accuracy. 
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Figure 5-44 compares the best results from both optical strain methods, to 
provide a comparison of these methods when they are at their optimum. 
5.6.3.3 Comparison of Variable and Constant Camera Positioning 
For a single specimen, variable camera position appears significantly less 
accurate than constant camera position (Figure 5-44). Average differences 
compared to strain gauge data of 123 µε and 55 µε for variable and constant 
camera position respectively across all specimens also highlight this change 
in accuracy (Table 5-13). The risk of displacing or damaging ARCMAC 
gauges illustrated by Figure 5-38 should also be considered when removing 
or replacing the camera system. While it is often not possible to maintain a 
fixed camera position, especially for on-site measurements, users should be 
aware of the reduction in accuracy associated with the removal and 
replacement of the camera system between image capture. 
5.6.3.4 Comparison of ARCMAC and DIC Strain Measurement Techniques 
A comparison of ARCMAC and DIC results using a constant camera position 
shows an ARCMAC average error of 55 µε, while the average error for DIC 
ranges from 61-293 µε. The characteristics of the speckle pattern have a 
significant effect upon DIC accuracy. The medium speckle yields best 
accuracy from DIC, and may be comparable to ARCMAC (Figure 5-44); 
however, there are still significant anomalous results with this speckle type. In 
addition, the ability of DIC to measure strains below ~250 µε (loads below 6 
kN for these specimens) is poor. It should be additionally noted that the 
medium speckle has a density of 0.47 dots/mm2, while the fine and coarse 
speckles have densities of 0.75-0.85 dots/mm2 (Table 5-9); it is possible that 
lower speckle density may yield improved accuracy. 
 
Combined use of ARCMAC and DIC would provide both a reliable strain 
measure (ARCMAC) and full-field strain measurement technique (DIC). Such 
a technique would be useful in measuring creep strain across a weld. 
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5.6.3.5 Comparison of DSRL-ARCMAC and ARCMAC Systems 
The average difference between optical strain results and strain gauge results 
for the DSLR-ARCMAC camera system are compared with equivalent results 
using the original ARCMAC system (see Section 5.2) in Table 5-14. For both 
camera systems, results using a constant camera position only are used. 
Medium speckle DIC results are used for the DSLR-ARCMAC system. 
 
The accuracy of ARCMAC strain measurement is slightly superior using the 
original ARCMAC system; this may be explained by the lens distortion effect 
described in Section 5.5.4. Similarly, DIC strain measurement is significantly 
superior using the original ARCMAC system. However, it is likely that 
differences in the speckle pattern characteristics have an effect upon 
accuracy; the magnitude of this effect is unknown. 
 
Table 5-14  Difference between optical strain techniques and strain 
gauge results using for original ARCMAC system and DSLR-ARCMAC 
system 
ARCMAC DIC
Original ARCMAC system 41 29
DSLR-ARCMAC system 55 61
Average difference between optical strain 
technique and strain gauge data (µε)
 
5.6.4 Conclusions and Future Work 
The DSLR-ARCMAC system shows good accuracy when a constant position 
of the camera system is maintained. In comparison, removal and replacement 
of the camera system in a manner similar to on-site usage has an associated 
reduction in accuracy. It also appears that the likelihood of gauge damage is 
increased during removal/replacement. With a constant camera position, the 
DSLR-ARCMAC system obtains results with good accuracy for ARCMAC 
gauges and reduced accuracy using DIC speckle. Additionally, results 
indicate that certain characteristics of the DIC speckle have a significant effect 
upon DIC accuracy. 
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Comparison of results from the DSLR-ARCMAC system with similar results 
for the original ARCMAC system indicates that results of the original 
ARCMAC system are slightly better than those using the DSLR-ARCMAC 
system. A correction for lens distortion has not been applied during these 
experiments; such an approach is likely to improve accuracy, as shown in 
Section 5.5.4. 
5.7 Chapter Conclusions 
Developments in ARCMAC strain measurement techniques have been 
described in this chapter. Image processing and automated image processing 
techniques have been developed and validated, with improvements in 
accuracy and efficiency demonstrated. A high resolution DSLR-ARCMAC 
system has also been developed and validated using calibrated gauges and 
tensile testing using electric strain gauges. The use of ARCMAC and DSLR-
ARCMAC systems for DIC strain measurement has also been demonstrated, 
and the accuracy of such techniques assessed. 
 
The implications for creep strain measurement include improvements and 
validation of the accuracy of the ARCMAC strain measurement technique at 
room temperature. Furthermore, a combined ARCMAC and DIC strain 
measurement technique offers the potential ability to measure variations in 
strain across defects and welds in high temperature components. 
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6 Use of ARCMAC and DIC for Creep Strain 
Measurement 
6.1 Introduction 
There are a number of objectives of the high temperature testing described in 
this chapter, including investigation of the accuracy and stability of ARCMAC 
gauges, development and validation of DIC speckle suitable for high 
temperature strain measurement, and investigation of the use of the DSLR-
ARCMAC system for optical strain measurement for HT specimens.  
 
Experiments performed to achieve these aims have included a number of 
creep tests along with high temperature testing of ARCMAC gauges under 
zero load. 
6.2 Creep Testing Using the ARCMAC System 
6.2.1 Introduction 
The experiments described in this section have been performed by E.ON, with 
images analysed using the automatic image processing technique described 
in the previous chapter as an initial validation of the use of ARCMAC and 
automated image processing for high temperature creep testing. 
6.2.2 Method 
A creep test has been performed to test the ARCMAC system under 
simulated in-service conditions. A specimen with a circular cross-section 
(20mm diameter) and two ARCMAC gauges attached (gauge length = 31mm) 
subjected to a load of 20.4kN (giving a creep stress of approximately 65MPa) 
at a temperature of 580˚C. An extensometer attached with a gauge length of 
100mm was used to monitor the strain. Due to a change in ARCMAC camera 
systems, initial images were captured at 9248 hours into the start of the test, 
with final images captured after 18798 hours. Sets of images were captured 
between creep test runs, with the specimen at room temperature. For each 
set of images, 12 images of each gauge were captured. AIPA was used to 
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process each set of 12 images, and an average strain calculated. Due to 
camera settings and lighting conditions changing throughout the test, the 
variable threshold method was used during AIPA image analysis. 
6.2.3 Results 
Figure 13 shows ARCMAC results from both gauges along with extensometer 
results. There are differences between all three sets of results, with the 
maximum being circa 900 microstrain at a time of 13484hrs. However, it 
should be noted that the gauges are at different positions on the specimen 
and (in the case of the extensometer) have different gauge lengths. 
Additionally, due to movement of the specimen during image capture, the 
accuracy of extensometer data may have been affected. Use of strain 
measurements for plant life assessments typically requires a critical review of 
individual measurements and strain rate trends over a range of different 
selected time intervals. The data from this extended creep test is encouraging 
because the strain rate trend is captured well by the ARCMAC system and the 
image quality is relatively consistent. 
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Figure 6-1  Strain data from ARCMAC gauges and extensometer data 
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6.2.4 Conclusion 
From these experiments, it appears that the ARCMAC system obtains strain 
measurements with a reasonable level of accuracy at high temperatures. 
However, these results indicate that the accuracy of high temperature 
ARCMAC strain data may be slightly lower than that seen during room 
temperature testing. Possible reasons for this include relaxation of the gauge 
weld at high temperature, degradation or reduction in the reflectivity of target 
spheres at high temperature and the potential drawbacks of comparing 
ARCMAC results to extensometer data (with different gauge lengths). In 
addition, the effective use of automatic image processing to analyse 
ARCMAC images of gauges installed on HT specimens has been 
demonstrated. 
6.3 Application of DIC Speckle for High Temperature Strain 
Measurement 
6.3.1 Introduction 
It is possible to apply DIC speckle to steel specimens using high temperature 
paint. However, at high temperature, oxidation of the surface of these 
specimens results in DIC speckle flaking off with the oxidation layer. By 
protecting the specimen surface from oxidation, by sealing using a high 
temperature adhesive, a DIC speckle that resists high temperature conditions 
can be applied. The application and testing of such a coating is described 
below. 
6.3.2 Application of Speckle 
A layer of Durabond high temperature adhesive is used to protect the 
specimen surface from oxidation, and to provide a base layer over which a 
DIC speckle can be applied. In order to apply the Durabond adhesive, 100 
parts powder with 60 parts binder (by weight) is mixed to create a paste, 
which is applied as a 1-2 mm layer to the surface of the specimen. This is 
then left to cure at room temperature for 24 hours. After the initial curing, the 
surface is smoothed by sanding the Durabond coating by hand. Finally, the 
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coating is cured at elevated temperatures, first at 100 °C for 2 hours, then 200 
°C for 2 hours and finally 600 °C for 72 hours. 
 
Figure 6-2  Specimen with Durabond adhesive applied 
 
Application of DIC speckle to the Durabond base layer is performed once the 
Durabond has been cured. Several layers of Black Firwood 75 High 
Temperature Resisting Paint are applied onto the Durabond coating. 
Aluminium Firwood 75 High Temperature Resisting Paint is then applied as a 
fine mist over the specimen, to create a silver speckle pattern with black 
background. The DIC speckle is then left to cure at room temperature for 72 
hours, followed by curing at 200 °C for 1 hour. It should be noted that the 
elastic properties of the Durabond layer after cure are unknown. However, 
these properties will likely have an effect upon the accuracy of strain 
measurement using DIC, as DIC measurements will reflect in part the material 
properties of the adhesive. 
6.3.3 High Temperature Testing of Speckle 
Initial testing of the DIC speckle has been performed to ascertain whether the 
speckle pattern is likely to degrade at high temperature. Prior to testing, the 
specimen surface and DIC speckle was inspected and images captured. The 
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specimen was then placed in a furnace at 600 °C for 96 hours under zero load. 
After testing, images were captured and speckle was inspected once again. 
 
After high temperature testing, the DIC/Durabond layer appeared stable with 
little indication of degradation, although there was some evidence of oxidation 
at the edges of the speckle. 
6.3.4 Conclusion 
This technique has produced a speckle pattern that has been shown to 
survive high temperature conditions for a short period; however, an 
investigation into the deterioration of the speckle over longer durations at high 
temperature is required. In addition, the ability to measure strain from this 
speckle has not been investigated; in particular, it is unclear whether the layer 
of high temperature adhesive will affect the accuracy of DIC in measuring 
strain in a test specimen. These issues are addressed during the subsequent 
section. 
6.4 Creep Testing Using the DSLR-ARCMAC System with 
ARCMAC Gauges and DIC Speckle 
6.4.1 Introduction 
High temperature creep testing has been performed to validate the use of 
optical strain methods at high temperatures and investigate the accuracy of 
these techniques. Standard ARCMAC gauges have been installed onto the 
creep specimen, along with DIC speckle applied using the method described 
in Section 6.3. This has allowed the performance of the two techniques to be 
compared with each other, along with comparison of a third measure of strain 
using a linear variable differential transducer (LVDT). Strain measurements 
during this experiment were made approximately every 168 hours (i.e. weekly) 
over a period of 4 weeks, with test conditions selected to give a strain rate of 
approximately 6 µε/hr (1000 µε/week). 
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6.4.2 Experimental Procedure 
6.4.2.1  Creep Test Specimens 
Ex-service CMV steel material, removed from a main steam pipe at Ratcliffe-
on-Soar power station, was used to manufacture a creep specimen. The test 
section of the specimen had cross-sectional dimensions of 25 mm x 6 mm, 
and a length of approximately 100 mm (Figure 6-3). ARCMAC gauges were 
stud-welded onto one surface of the specimen using the standard gauge 
installation method described in Chapter 4. DIC speckle was applied to the 
reverse surface using the procedure described in the previous section. The 
thickness of the adhesive layer beneath the DIC speckle was approximately 
0.5 mm. 
 
Figure 6-3  Drawing of creep specimen 
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6.4.2.2  Creep Test Procedure 
Creep testing was performed at a temperature of 600 °C and a load of 6 kN, 
giving a creep stress of 40 MPa. Creep tests performed by Maharaj [8] using 
similar test specimens, test temperature of 605 °C and a creep stress of 40 
MPa resulted in a strain rate of approximately 6 µε/hr. However, it should be 
noted that while similar materials are used for these test specimens, the 
service history is likely to be different and similar strain rates were not 
expected. 
 
A time period of approximately 80-160 hours between measurements of DIC 
and ARCMAC strain has been used. This time period was selected in order to 
give significant strain between each measurement whilst allowing a 
reasonable number of data points. 
 
A linear variable differential transducer (LVDT) was used to measure the 
extension of the specimen, providing an independent measure of strain. 
Calibration was achieved using an LVDT micrometer calibration device, with 
LVDT output recorded for a number of 0.5 mm increments in LVDT travel and 
calibrated accordingly. Additionally, thermocouples were welded to each end 
of the test specimen, allowing temperature at the surface of the specimen to 
be measured accurately. 
 
A consistent load/unload process was used for initial and final loading and 
unloading of the specimen, and for capture of intermediate strain 
measurement images every week. During loading of the specimen, the 
temperature in the furnace is increased to 600 °C (as measured by 
thermocouples welded to the specimen surface), over a period of several 
hours. Once this test temperature is achieved, a load of 6 kN is applied to the 
specimen. The unloading process requires the specimen to be fully unloaded, 
before shut down of the furnace, with the specimen allowed to cool to room 
temperature before removal. Elapsed test time is taken to be the total time the 
specimen has been at a temperature of 600 °C and a load of 6 kN. 
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The image capture process (for both ARCMAC and DIC strain measurement) 
is performed while the specimen is at room temperature. Images are captured 
using the DSLR-ARCMAC camera system, with camera settings of 0.3 s 
exposure time, ISO 100 and F11 for all images (ARCMAC and DIC). Prior to 
image capture, the ARCMAC target spheres are cleaned with a soft cloth and 
solvent to ensure there are no contaminants on the surface of the spheres. 
The camera unit is then positioned above the ARCMAC gauge pair and 6 
images are captured, with the camera focussed on the centre of the middle 
target sphere. DIC images are captured by focussing the camera on the same 
speckle feature for each set of images; 6 DIC images are captured during this 
process. 
6.4.2.3  Image Analysis 
ARCMAC image analysis was performed using a manual process using Paint 
Shop Pro and ImageJ, as described in Chapter 4. Images were cropped and 
resized 2000% using Paint Shop Pro. During analysis using ImageJ, a 
threshold (for conversion to a black/white image) was selected to produce 
circular target dots; this was important due to slight degradation of the 
reflectivity of the target spheres during the course of the experiment. 
 
DIC analysis was performed using LaVision DaVis, by importing images into 
the software from the DSLR camera. DIC analysis was performed using large 
facets of 512 x 512 pixels, in order to maximise the accuracy of calculated 
strain. 
 
6.4.3 Results 
6.4.3.1  LVDT Results 
Unfortunately, LVDT data from a significant portion of the experiment was 
corrupted due to software failure. However, data from the first 50 hours of the 
test indicated an average strain rate of 2.1 µε/hour, with a minimum strain rate 
of approximately 1.1 µε/hour and a maximum of approximately 3.1 µε/hour. 
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These strain rate values have been used to provide upper and lower bounds 
of strain throughout the experiment. 
6.4.3.2  ARCMAC and Uncorrected DIC Results 
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Figure 6-4  Measured strain vs. experiment time 
 
Figure 6-4 shows results from the experiment. It can be seen that ARCMAC 
strain shows a reasonable level of accuracy; however, large errors are seen in 
strain measured using DIC. Removal and replacement of the camera system 
results in (small) variations in camera orientation for each set of 
measurements. The reference distance (distance A in Figure 6-5) captured in 
ARCMAC images allows changes in camera orientation to be corrected for. In 
contrast, since there is no zero-strain reference in the DIC images, camera 
orientation is not corrected for during calculation of DIC strain, resulting in the 
large errors observed. 
 
Figure 6-5  ARCMAC gauge ratio 
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Strain can be calculated from ARCMAC images without using the reference 
distance, such that: 
 
ε = (Bi – B 0) / B0 (6.1) 
 
where Bi is the distance between outer target spheres measured from image i 
and B0 is the equivalent distance for the initial image. Eliminating the 
ARCMAC reference distance in such a manner results in calculated values of 
strain for which changes in camera orientation are not accounted for. Such 
values have similar magnitudes of error as those obtained using DIC, as 
shown in Figure 6-6, underlining the importance of such a reference distance. 
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Figure 6-6  Measured strain vs. experiment time; reference distance 
ignored for ARCMAC strain 
 
6.4.3.3  Oxidation beneath DIC Speckle 
Early in the experiment (at approximately 160 hours), it was observed that for 
a small region of the DIC speckle at the specimen’s edge, there was evidence 
of oxidation of the specimen’s surface beneath the Durabond layer, as shown 
in Figure 6-7 (circled region), evidenced by debonding of the adhesive from 
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the specimen surface. Figure 6-8 shows the strain field at different times 
during the experiment. It can be seen that the average strain varies 
significantly due to the orientation of the camera. However, as the experiment 
proceeds, the region of oxidation (around the green line at the bottom of the 
strain field, corresponding to the circled region in Figure 6-7) shows 
progressively lower strain, in comparison to the rest of the strain field. 
 
Figure 6-7  Regions of degradation and oxidation beneath DIC speckle 
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Figure 6-8  Strain field measured using DIC; reference strain measured 
at green line, across region of oxidation 
 
It is assumed that the oxidised region is no longer properly bonded to the 
specimen surface, and as a result, is assumed to have approximately zero 
strain. This provides an estimate of reference strain; i.e. a measure of strain 
resulting from changes in camera orientation. Using this reference strain, a 
corrected strain can be calculated from measured strain taken from other 
locations in the DIC strain field, through the ratio between the measured 
distance and the reference distance, which is equivalent to (εmeasured + 1) / 
(εreference + 1): 
 
1
1
1
−
+
+
=
reference
measured
corrected ε
ε
ε  (6.2) 
 
This method has been used to calculate corrected values of DIC strain, as 
displayed in the subsequent section. 
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6.4.3.4  ARCMAC and Corrected DIC Results 
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Figure 6-9  Measured strain vs experiment time (with corrected DIC 
strain) 
 
Figure 6-9 shows the DIC results once the correction described previously 
has been applied, along with the ARCMAC results shown in Figure 6-4 and 
strain values calculated from strain rates derived from LVDT as described in 
Section 6.4.3.1. It appears that the corrected DIC results have a similar 
magnitude of accuracy to the ARCMAC results, underlining the benefits of 
using a zero-strain reference. 
6.4.3.5  Degradation of ARCMAC Target Spheres 
 
Figure 6-10  Degradation of ARCMAC target dots 
 
During the course of the experiment, the ARCMAC gauge target spheres 
appeared to degrade in quality, resulting in target dots captured by the 
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ARCMAC target system that declined in quality, as shown in Figure 6-10 (it 
should be noted that prior to this experiment, the specimen underwent 96 
hours at 600°C, as described in Section 6.3). While selection of an 
appropriate threshold allowed reasonable results to be obtained from these 
gauges, further degradation would lead to a decline in the accuracy of results. 
It is unclear whether the degradation of the target spheres was a result of the 
total time at high temperature (which was relatively short) or the number or 
frequency of measurements (with an associated unload and cooling to room 
temperature). 
6.4.3.6  Oxidation of Specimen Surface 
The degree of oxidation after 610 hours is shown by Figure 6-11 and Figure 
6-12. The Durabond/DIC layer provides significant protection from oxidation at 
the surface of the specimen (Figure 6-11). In comparison, Figure 6-12 shows 
far greater levels of oxidation on the side of the ARCMAC gauge pair. 
 
Figure 6-11  Specimen after 610 hours (DIC speckle) 
 
 
Figure 6-12  Specimen after 610 hours (ARCMAC gauge) 
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6.4.4 Discussion 
Camera removal and replacement appears to have a large effect upon the 
accuracy of strain measurement if a reference distance is not used to correct 
for changes in camera orientation. DIC strain measurements without such a 
reference appear to produce errors of up to 4000 microstrain. In comparison, 
DIC strain measurements that have been corrected using a reference 
distance correlate well with strains measured from ARCMAC gauges (where a 
reference distance is obtained). For situations where camera removal and 
replacement is required (as for power plant steam pipe measurements), such 
a reference distance is clearly necessary to obtain accurate strain 
measurements. Combined images of DIC speckle and ARCMAC gauges (as 
described in Section 5.2.2) would allow the reference distance measured from 
an ARCMAC gauge be used for both ARCMAC and DIC strain measurement. 
 
Degradation of DIC speckle appeared to occur primarily due to oxidation of 
the specimen surface beneath the speckle. This process appears to initiate at 
the edge of the Durabond adhesive layer and propagate progressively 
beneath the layer. Assuming this rate of progression is relatively slow, 
application of Durabond adhesive over a larger area is likely to extend the life 
of the DIC speckle for strain measurement. 
 
Degradation of target spheres also occurred during the course of the 
experiment. The mechanisms causing this effect are unclear; however it is 
possible that oxidative processes may play a role in such degradation. The 
degradation of target spheres over the course of the experiment appeared to 
be greater than that observed during previous experiments described in 
Section 6.2, despite undergoing 95% less time at high temperature 
(approximately 500 hours vs 10000 hours in previous experiments. However, 
the number and frequency of strain measurement was greater during 
experiments experiencing significant gauge degradation. This suggests that 
each thermal cycle may play a significant effect in degradation of target 
spheres. Such an effect may also be significant in specimen surface oxidation. 
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6.4.5 Conclusion 
These experiments have demonstrated the efficacy of the ARCMAC and DIC 
techniques for measurement of strain in high temperature creep specimens. 
In addition, the advantage of a reference distance to account for changes in 
camera position in providing accurate strain measurement has been 
demonstrated. Finally, degradation of DIC speckle and ARCMAC target 
spheres has been observed; however, it is unclear whether the rate of such 
degradation is linked to total time at high temperature or the 
number/frequency of thermal cycles. 
6.5 Furnace Testing of ARCMAC Gauges 
Testing of ARCMAC gauges attached to a CMV steel specimen at high 
temperature and zero strain have been undertaken to understand the 
behaviour of ARCMAC gauges . The method and results below are for a four-
week period of these experiments; the total length of testing is expected to be 
24 weeks. 
6.5.1 Test Method 
A 120x80x6mm CMV steel plate specimen was manufactured using ex-
service CMV steel material removed from a main steam pipe at Ratcliffe-on-
Soar power station, was used to manufacture a creep specimen. This plate 
specimen subsequently had four ARCMAC gauge pairs stud welded to its 
surface, in the same manner used by E.ON to attach gauges to power plant 
steam pipes (Figure 6-13)  
 
The specimen was tested in a furnace for at 600°C for a total of 84 days 
(2016 hours). ARCMAC images of the specimen at room temperature were 
captured every 28 days (672 hours); during the intervals, the specimen was 
left to cool over a period of several hours, before being reheated to 600°C 
once images had been captured. In addition to ARCMAC images, the 
positions of ARCMAC gauges were measured using a coordinate measuring 
machine (CMM) prior and subsequent to testing. 
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During ARCMAC image capture, 3 standard ARCMAC images (from above -
Figure 6-15) and one lateral image (Figure 6-16) were captured for each 
gauge. During the normal ARCMAC images capture process, the camera 
system was placed on the surface of the plate specimen and camera 
focussed upon the middle target sphere prior to images being captured. 
 
To capture lateral images of the gauges, the camera system was placed upon 
a flat surface next to the specimen, with the camera focussed upon the edge 
of the gauge. To eliminate light from external sources during this process, a 
shroud of dark material was positioned over the camera system and specimen. 
 
Figure 6-13  CMV Plate with Attached ARCMAC Gauges 
 
6.5.2 Analysis of Images 
To measure strain, the ratio B/A is normally calculated using x-coordinates of 
the target dots, giving a ratio Bx/Ax (Figure 6-14). However, in addition to this, 
a ratio Babs/Aabs using absolute distances between the target dots has been 
calculated. This has been done to investigate the potential effect of capturing 
ARCMAC images with gauges at a slight angle to horizontal. 
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Figure 6-14  Measurement of Ratio Values Bx/Ax and Babs/Aabs 
 
In order to investigate whether ARCMAC gauges tend to ‘tilt’ inwards under 
their own weight at high temperatures, side images of the gauges have been 
used to measure relative angles between the gauges. For each gauge, the tilt 
angle relative to the image x-axis is measured using ImageJ between the 
points indicated by the arrows in Figure 6-15 such that: 
 
tan(θtilt) = (yr – yl) / (xr – xl) (6.3) 
 
where xr and yr are the coordinates at the right-hand arrow while xl and yl are 
the coordinates at the left-hand arrow. Using these values, the relative angle 
between the two gauges can be calculated for each gauge pair: 
 
θtilt (gauge pair) = θtilt2 – θtilt1 (6.4) 
 
where θtilt2 is the angle for the right-hand gauge and θtilt1 is the angle for the 
left hand gauge. The change in tilt angle ∆θtilt (gauge pair) between two images of 
the same gauge is calculated as: 
 
∆θtilt (gauge pair) = θtilt (gauge pair): 2nd image - θtilt (gauge pair): 1st image (6.5) 
 
where a positive value for ∆θtilt (gauge pair) indicates a gauge pair tilting inwards 
relative to each other. 
 
Figure 6-15  Measurement Positions for Gauge Tilt Angles 
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A measure of gauge twist has also been taken in a similar manner to gauge 
tilt, using the standard ARCMAC images taken with the camera above the 
gauges (Figure 6-16). Change in relative gauge twist between two images 
∆θtwist (gauge pair) has been measured such that 
 
∆θtwist (gauge pair) = (θtwist2: 2nd image - θtwist1: 2nd image) – (θtwist2: 1st image - θtwist1: 1st image)
 (6.6) 
 
where a positive value indicates movement such that the gauges twist 
downwards from the perspective seen in Figure 6-15. 
 
Figure 6-16  Measurement Positions for Gauge Twist Angles 
6.5.3 Results 
Changes in gauge tilt and twist are shown in Table 6-1 (0-4 weeks), Table 6-2 
(0-8 weeks) and Table 6-3 (0-12 weeks). 
 
Table 6-1  Measured Strain and Change in Relative Gauge Tilt and Twist 
between 0 and 4 Weeks 
  Measured Strain (µε) 
  
Horizontal 
Distance 
Measure 
Absolute 
Distance 
Measure 
Change in 
Relative Gauge 
Tilt (°) 
Change in 
Relative Gauge 
Twist (°) 
Gauge A -250 -241 0.55 -0.008 
Gauge B 106 92 -0.08 0.084 
Gauge C -41 -108 0.27 -0.008 
Gauge D -205 -87 -0.04 -0.055 
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Table 6-2  Measured Strain and Change in Relative Gauge Tilt and Twist 
between 0 and 8 Weeks 
  Measured Strain (µε) 
  
Horizontal 
Distance 
Measure 
Absolute 
Distance 
Measure 
Change in 
Relative Gauge 
Tilt (°) 
Change in 
Relative Gauge 
Twist (°) 
Gauge A -269 -264 0.87 0.217 
Gauge B 56 52 -0.33 0.111 
Gauge C -296 -345 0.24 -0.146 
Gauge D -213 -60 -0.08 0.519 
 
Table 6-3  Measured Strain and Change in Relative Gauge Tilt and 
Twist between 0 and 12 Weeks 
  Measured Strain (µε) 
  
Horizontal 
Distance 
Measure 
Absolute 
Distance 
Measure 
Change in 
Relative Gauge 
Tilt (°) 
Change in 
Relative Gauge 
Twist (°) 
Gauge A -701 -684 -0.14 -0.133 
Gauge B -147 -162 0.78 0.716 
Gauge C -320 -403 0.11 0.693 
Gauge D -463 -292 -0.34 0.374 
 
 
Measured strain, gauge tilt and gauge twist are shown in Figure 6-17, Figure 
6-18 and Figure 6-19 respectively. 
-800
-700
-600
-500
-400
-300
-200
-100
0
100
200
0 500 1000 1500 2000
Time (hours)
M
ea
su
re
d 
st
ra
in
 (
m
ic
ro
st
ra
in
)
Gauge A
Gauge B
Gauge C
Gauge D
 
Figure 6-17  Measured strain (absolute distance measure) 
 151 
 
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 500 1000 1500 2000
Time (hours)
T
ilt
 a
ng
le
 (
°)
Gauge A
Gauge B
Gauge C
Gauge D
 
Figure 6-18  Change in relative gauge tilt 
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Figure 6-19  Change in relative gauge twist 
6.5.4 Discussion 
In terms of strain values, there is little difference between the horizontal and 
absolute strain measures for gauges A and B (Table 6-1, Table 6-2 and Table 
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6-3). However, the different measurement methods yield significant changes 
in strain for gauges C and D of up to 170 µε. This indicates there may be a 
significant effect caused by the change in camera angle when only the 
horizontal strain measure is used. 
 
The variation of strain measured from the ARCMAC gauges over is shown in 
Figure 6-17. For all gauges, the largest change in measured strain (compared 
to initial ARCMAC images) is seen after 2016 hours (12 weeks) at high 
temperature; the value of measured strain averaged across all 4 gauges is -
385 µε. This is equivalent to -0.19 µε per hour, or -32 µε per week. It should 
be noted, however, that there are large variations in the change in measured 
strain during each 4 week measurement period for every gauge. 
 
Figure 6-18 shows the change in relative gauge tilt during the experiment; 
gauges A and B displayed significant change in relative tilt angle, with gauges 
C and D showing a lesser, but still significant, change in tilt angle. The effect 
of gauge tilt upon measured strain is discussed in greater detail in the 
following section (Section 6.5.5). 
 
Figure 6-19 shows the variation in relative gauge twist during the course of 
the experiment. Twist remain relatively stable for the initial 672 hours (4 
weeks), but then large changes in twist (of up to 0.7°) appear to occur. For 
gauges A, C and D, the direction of relative twist reverses in the final 
measurement period, as compared to the previous 4 week interval. This 
indicates that gauge twist may be relatively unpredictable. It is also unclear 
whether gauge twist is a phenomenon that stabilises over longer time periods 
at high temperature. 
 
Comparing Figure 6-17 and Figure 6-19, there appears to be no clear 
correlation between gauge twist and measured strain; large changes in twist 
do not appear to correspond to large changes in strain (and vice-versa). 
Gauge movement is unlikely to be a simple twist of the gauges, but rather 
rotation of the gauges around all three axes, making the effects upon strain 
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measurement more difficult to characterise. Gauge twist is nonetheless likely 
to have a significant influence upon results. 
6.5.5 Idealisation of Gauge Tilt 
As described previously, relative gauge tilt angle changes during the 
experiment and is likely to have a significant effect upon measured strain. To 
account for this, a number of idealisations are proposed. The first is that the 
(otherwise rigid) gauge pin pivots at its base (where it is welded to the 
specimen), such that the gauge tilt angle θtilt is equal to the angle of the pin 
θpin (Figure 6-20). Using this idealisation, the distance d2 between the base of 
the pin and the centre of the target sphere after gauge tilt has occurred is 
 
d2 = d1cosθtilt + hsinθpin (6.7) 
 
where d1 is the initial length, θtilt is the tilt angle of the gauge and θpin is the tilt 
angle of the pin (θtilt does not necessarily equal θpin). Using this, the measured 
strain εmeasured is 
 
εmeasured = (d1 – d2) / dgl (6.8) 
 
where dgl is the pin-to-pin gauge length of the gauge pair. 
 
Figure 6-20  Idealisation of Gauge Tilt (Rigid Pin) 
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The second idealisation assumes that the gauge tilt occurs solely due to 
bending of the stainless steel pin (Figure 6-21). Assuming a constant 
curvature such that 
 
d2θ/dy2 = c (6.9) 
 
where c is a constant, gives 
 
dθ/dy = cy (6.10) 
 
The angle θ at y = h, θh is 
 
θh = ∫cydy (integrated between 0 and h) = ½ch
2 (6.11) 
 
giving 
 
c = 2θh/h
2 (6.12) 
 
such that the value of x at y = h, xh is 
 
xh = ∫∫cydydy = ∫∫2θ/h
2ydydy = ⅓θhh (6.13) 
 
and the measured strain is 
 
εmeasured = - xh / dgl (6.14) 
 
Figure 6-21  Idealisation of Gauge Tilt (Flexible Pin) 
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Using the above idealisations, the strains resulting from a gauge tilt of 0.27° 
(as seen for gauge C in Table 6-1) are shown in Table 6-4. For the rigid pin 
idealisation, two cases are shown; one where the gauge tilt is due to tilting of 
the pin alone (θpin = θtilt) and one where tilt of the pin accounts for only one-
fifth of the total gauge tilt angle (θpin = 
1/5θtilt). 
 
Table 6-4  Results of Gauge Tilt Idealisations for θtilt = 0.27° 
Strain (µs)
Rigid pin, θpin = θtilt -603
Rigid pin, θpin = 
1/5θtilt -116
Flexible pin -299  
 
Comparing these results to the actual measured strain of -108µε, it indicates 
that the gauge tilt may be due to a combined relaxation at both the point at 
which the pin is welded to the specimen and the join between pin and Inconel 
gauge. 
 
An analysis using the idealisation of a combined relaxation at the gauge-pin 
join and the weld between the pin and specimen surface has been performed 
using previously-described experimental measurements of gauge tilt. To 
reduce the effect of gauge twist during this analysis, results with twist greater 
than 0.3° have been ignored; results from gauges B and C at 2016 hours (12 
weeks) and gauge D at 1344 hours (8 weeks) and 2016 hours (12 weeks) are 
thus eliminated. 
 
An estimate of strain (based upon an idealisation of a rigid pin with θpin = 
1/5θtilt) 
is plotted against measured strain from the ARCMAC gauges in Figure 6-22. 
It can be seen that there is an approximate 1:1 linear trend between the two 
measures, indicating that it may be possible to predict the effect of gauge tilt 
upon measured strain using an estimate similar to that described. It should 
also be noted that the result from gauge A at 2016 hours gives a result that is 
far from the linear trend; since values of gauge tilt and twist for this result are 
relatively low, it could be expected that the measured strain for this result 
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would be relatively low. The actual value of measured strain of ~700 µε may 
be linked to the length of time at high temperature in a manner that is 
unrelated to gauge tilt or twist. 
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Figure 6-22  Estimated strain (from gauge tilt angle) vs. measured 
strain 
 
6.5.6 Conclusions 
Based upon these results, it seems possible that the effects of gauge tilt upon 
measured strain may be predictable, particularly during the initial period at 
high temperature conditions. In addition, measurements of gauge twist show 
such values becoming increasingly large over time; gauge twist is likely to 
have a significant effect upon the value strain measured from ARCMAC 
gauges. Movement of ARCMAC gauges at high temperature is likely to be 
relatively complex, with rotation about 3 axes. 
 
In addition, there may be other processes affecting measured strain at work; 
measured strain from gauges reduces significantly over a 12 week period. 
From these results, effects beyond 12 weeks unclear; results from Section 6.2 
(Figure 6-1) indicate that accuracy after approximately 110 weeks is within 
 157 
approximately 500 microstrain. It is possible that errors in measured strain 
stabilise after a certain time period at high temperature. 
6.6 Chapter Conclusions 
The experiments described in this chapter have demonstrated the durability 
and accuracy of ARCMAC strain measurement at high temperature. In 
addition, a method for performing strain measurement using DIC has been 
demonstrated and evaluated. In particular, the requirement of a reference 
distance to correct for changes in camera orientation has been identified.  
 
Experiments subjecting ARCMAC gauges to high temperatures have shown a 
significant degree of movement of such gauges, causing a drift in measured 
strain. Such drift appears to be initially large (as described in Section 6.5) but 
seems to stabilise over time (based on results from long term creep testing. 
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7 Damage and Failure in Wind Turbine Blades 
7.1 Introduction 
In this chapter, wind turbines and wind turbine failure mechanisms are 
reviewed. Types, aerodynamics, performance, materials and loading of wind 
turbines are covered, followed by a review of common damage and failure 
mechanisms. Finally, several methods for detecting and evaluating damage in 
wind turbines are reviewed. 
7.2 Wind Turbines 
7.2.1 Types of Wind Turbines 
By far the most common form of wind turbine is the horizontal axis wind 
turbine (HAWT), as opposed to the vertical axis wind turbine (VAWT) [138]; 
examples of both types are shown in Figure 7-1. Of these, upwind HAWTs, 
which yaw to face the rotor into the wind (so as to partially avoid the wind 
shadow of the nacelle and tower) are most popular. 
 
Advantages of HAWTs over VAWTs include better efficiency, easier 
gearbox/bearing replacement (VAWTs generally require removal of the entire 
rotor for gearbox or bearing replacement) and a greater distance from ground, 
providing higher wind speeds. The main disadvantage of HAWTs when 
compared to VAWT is the requirement of a yaw mechanism to orientate the 
rotor into the wind. 
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Figure 7-1  HAWT vs VAWT 
 
In terms of number of blades that make up the rotor, the 3-blade concept is 
generally seen as the benchmark against which other concepts are evaluated. 
In contrast, 2-blade rotors require a larger diameter or higher rotational speed 
to achieve the same power as a 3-blade rotor. In addition, they experience 
higher fluctuating loads due to variation of wind speed with altitude when the 
blades are orientated vertically [138]. Wind turbine designs with four or more 
blades tend to suffer from an increased weight and cost penalty. 
 
In order to prevent damage, turbine power must be controlled at high wind 
speed whilst also optimising power at lower wind speeds. Three approaches 
are stall control, pitch control and active stall control. Stall controlled wind 
turbines have blades with a fixed pitch; at high wind speeds flow separation 
occurs on the blade to limit power. With Pitch controlled turbines, pitch is 
varied mechanically, allowing blades to be pitched into the wind to reduce 
power. This design creates extra complexity, but allows good control of power. 
Finally, active stall control allows variable blade pitch in a similar manner to 
pitch control, but blades are pitched out of the wind at high wind speeds to 
stall the blade [138]. 
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7.2.2 Wind Turbine Aerodynamics 
The three-dimensional flow around a wind turbine rotor is dependent on a 
large number of variables, including wind speed and shear, yaw angle (rotor 
angle relative to wind direction), speed of rotation, blade length and blade 
cross-section. For aerodynamic modelling, the analysis is simplified by 
considering two-dimensional flow past an airfoil profile and using coefficients 
of lift and drag from such an analysis to carry out an analysis of the 
aerodynamics through the rotor disc using momentum theory. 
 
For a single blade element, the lift and drag coefficients CL and CD are defined 
as: 
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where ρ is air density, W is the relative air velocity, c is the chord length of the 
airfoil, FL is the lift force and FD is the drag force (Figure 7-2) [138]. The 2D lift 
and drag coefficients for a blade element can be obtained for different inflow 
angles, α, using a combination of wind tunnel data, computational fluid 
dynamics and direct measurements from wind turbine blades. 
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Figure 7-2  Lift and drag on a 2D blade element 
 
The wind turbine rotor can be modelled as a disc which absorbs energy by 
reducing the velocity of air passing through the disc. In such a disc, a blade 
element’s coefficients can be transformed into normal and tangential 
coefficients CN and CT: 
 
CN = CLcosø + CDsinø 
CT = CLsinø + CDcosø (7.3) 
 
where ø is the angle between the relative velocity Vrel and the rotor plane 
(Figure 7-3). For a given blade element, the normal force per unit length of the 
blade is: 
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and the tangential force per unit length of the blade is: 
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where u is the wind velocity through the rotor plane, ω is the angular velocity 
of the blade, r is the distance of the element from the axis of rotation and uw is 
tangential component of air velocity in the wake [138]. 
 
Figure 7-3  Rotor blade element 
7.2.3 Power Generation 
Power produced by a wind turbine varies with local wind speed, as is shown 
by its power curve (Figure 7-4) [138, 139]. This shows an increase in power 
as wind speed increases, followed by a plateau at the rated power once the 
rated wind speed has been achieved. Above the rated wind speed, the turbine 
power regulation will achieve approximately constant power as the wind 
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speed fluctuates. Once a ‘cut-out wind speed’ is reached, the turbine shuts 
down and yaws the rotor parallel to the wind direction in order to protect the 
blades. 
 
Figure 7-4  Wind turbine power curve[9] 
 
The power, P, of a given wind turbine is given by: 
 
P = ½ ρ v3 A Cp (7.6) 
 
where ρ is air density, v is wind speed, A is rotor area and Cp is the turbine 
power coefficient. The power coefficient is a product of mechanical efficiency, 
electrical efficiency and aerodynamic efficiency. Common values for 
mechanical and electrical efficiency are 0.95 - 0.97 and 0.97 – 0.98 
respectively. Aerodynamic efficiency varies with wind speed and can achieve 
a theoretical maximum of 0.59 when the turbine induces a reduction in wind 
speed to one-third of its original speed, according to Betz’ law. 
7.2.4 Effects of Wind and Environmental Characteristics 
Environmental characteristics of potential wind turbine sites help determine 
their suitability and the choice of turbine design. Wind conditions determine 
the power output of a wind turbine; the selection of a wind turbine design for a 
particular site should involve comparison of the wind turbine power curve to 
likely wind conditions to optimise power output of the turbine. In comparison, 
 164 
environmental considerations such as rain or corrosive agents should be 
considered when selecting materials and components for use in wind turbines. 
 
Wind speed at a particular location is generally the most important factor in 
assessing suitability. Mean wind speed and standard deviation are measured 
for 10 minute periods, often over periods of several months to years. 
Additionally, the terrain has an effect upon wind speed at a given height. The 
terrain roughness parameter, z0, is the height at which mean wind speed 
becomes zero if the vertical wind profile is assumed to have a logarithmic 
variation; values for plane ice, forests and urban environments are 
approximately 0.00001 m, 0.3 m and 1-10 m respectively. Lower terrain 
roughness will result in higher wind speed at a given height [138]. 
 
Wind direction is dependent upon topography, climatic conditions and the 
earth’s rotation. Sudden changes in wind direction, especially at high wind 
speeds, can give rise to fatigue loading and extreme loads since the yaw 
system takes time to turn the rotor to face the new wind direction. Locations 
that often experience rapid changes in wind direction should be avoided for 
these reasons. Wind shear (variation of wind speed with height) is also an 
important factor for large/flexible rotors; blade loading caused by high wind 
shear has been suggested as a cause of blade failure. Geographic features 
such as nearby hills or ridges can affect wind shear. 
 
Expected temperature and temperature range has an effect upon wind turbine 
design for a number of reasons. For example, the suitability of components 
with different coefficients of thermal expansion will have to be assessed if a 
proposed site experiences a large range of temperatures. Additionally, 
temperature influences choice of fluids (for lubrication and hydraulics) and 
materials, particularly where cold temperatures may cause materials to 
behave in a brittle manner. 
 
Precipitation (i.e. rain, snow and hail) can cause water damage and increase 
loading upon wind turbines (e.g. through the accumulation of snow). Hail in 
particular can cause significant damage to wind turbine blades; such damage 
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should be considered when siting turbines in areas where hail is common. 
The presence of abrasive particles (e.g. sand) or corrosive agents (e.g. close 
to heavy industry) should also be assessed when selecting wind turbine sites. 
Finally, lightning strikes can cause major damage to components; if lightning 
is common, the installation of a lightning protection system should be 
considered. 
7.3 Blade Structure and Materials 
7.3.1 Blade Structure 
The general structure of a wind turbine blade in many ways closely resembles 
an aircraft wing, with a hollow airfoil cross-section along with internal webs for 
reinforcement to prevent crushing of the cross-section. These webs can be 
assumed to act as a beam, and provide the majority of the bending stiffness 
of the blade, while the skin/shell provides the torsional stiffness [138]. In many 
designs, the box-like webs are replaced by a hollow box beam or spar that 
runs the length of the blade [140, 141], as shown in (Figure 7-5). 
 
Figure 7-5  Example blade cross-section [140] 
 
7.3.2 Common Materials in Wind Turbine Components 
Due to the conditions under which wind turbines operate, there are a number 
of key material requirements for turbine blades [140]: 
• High stiffness to maintain aerodynamic performance 
• Low density in order to minimise forces from inertia and gravity 
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• Long fatigue life due to the number of cycles experienced 
Since the mechanical design of a blade structure is analogous to that of a 
beam, a merit function can be used 
 
Mb = E
½ / ρ (7.7) 
 
where E is the Young’s Modulus and ρ is material density. From this, four 
materials are indicated as potential candidates; glass fibre-reinforced plastics 
(GFRP), carbon fibre-reinforced plastics (CFRP), wood and ceramics (Figure 
7-6). Ceramics are unsuitable, however, due to their low fracture toughness 
and wood, while an interesting proposition, has too low a stiffness for large 
diameter rotors to be feasible. With similar densities and only slightly lower 
stiffness, GFRP tends to be more attractive on a cost basis than CFRP, 
although mixed use of GFRP and CFRP is becoming more common [19, 140]. 
 
Figure 7-6  Stiffness vs density; diagonal line 
 
The most prevalent type of glass fibre in use by wind turbine manufacturers is 
E-glass, while there are three different types of matrix material in common use: 
polyester, epoxy and vinyl ester. Epoxies have the best chemical resistance 
and shrinkage properties, but at the highest cost. Vinyl esters have similar 
properties at slightly lower cost, while polyesters have a low cure time and 
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hence give the lowest production costs. As a result, polyester tends to be the 
most common matrix material in the industry [140, 142]. 
7.3.3 Blade Manufacture 
In the past, prepreg (pre-impregnated) fibre fabrics have been commonly 
used by turbine manufacturers such as Vestas Wind Systems. The 
advantages of this process include consistent material properties, high 
stiffness & strength and a clean manufacturing process which does not 
require extensive workshop ventilation. However, there are moves by many 
companies (such as Siemens Wind Power) towards Resin Infusion under 
Flexible Tooling (RIFT). This technique involves placing dry fibres in a mould 
and sealing off the fibre package, then injecting resin into the fibre package 
under a vacuum followed by curing of the component. The most important 
issue with this technique is ensuring that resin is fully infused amongst the 
fibres to avoid dry spots, and much research has been devoted towards 
addressing this [143]. As the RIFT process has become more predictable and 
reliable it has been adopted by a growing number of turbine blade 
manufacturers [140]. 
 
Sandwich structures are often used in wind turbine blades in order to increase 
local bending stiffness, often to avoid buckling under a compressive or shear 
loading[138, 144]. Foams (e.g. PVC foams) or wood products (e.g. balsa) are 
commonly used as the core of such sandwich structures (Figure 7-5), and are 
generally selected for their shear modulus, shear strength and low density. 
Core/sandwich adhesives used to bond the core to the composite face 
material require a bond with (as a minimum) the same shear strength and 
fracture elongation as the core material. In addition, high ductility of the 
adhesive often improves bond strength [138]. 
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7.4 Blade Loading 
7.4.1 Inertia and Gravity Loading 
Inertia and gravity loads are mass dependent and include centrifugal loads, 
gravity loads and gyroscopic loads. Centrifugal loads at a blade root are given 
by: 
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where mi is the blade mass at radius ri, and ω is the rotor angular velocity 
[138]. 
 
Gravity loads are simply the load resulting from the blade weight. The effect of 
gravity loads upon the blade structure vary according to the orientation of the 
blade; when the blade is orientated horizontally, gravity loads can have a 
significant effect upon blade bending. 
 
Gyroscopic loads can also have a significant effect upon wind turbine blades. 
When a 3 bladed rotor is yawed, a tilt moment, MG, results upon the rotor: 
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where ω is the rotor angular velocity, ωK is the yaw angular velocity and mi is 
the rotor mass at radius ri. Such gyroscopic loads should be considered when 
designing wind turbines with large rotor diameters [138]. 
7.4.2 Aerodynamic Loading 
For most loading cases, it is likely that the maximum lift coefficient of the 
blade will be larger than the maximum drag coefficient. The maximum loading 
is therefore likely to be due to maximum lift when the blade is vertical. This will 
cause maximum bending moments around an axis parallel to the blade chord 
line[145]. The equations in section 7.2.2 can be used to determine 
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aerodynamic loads upon a blade. In addition, there can be significant loads 
upon the tower due to aerodynamic drag. 
7.4.3 Ultimate Loads of Wind Turbines 
IEC 61400-1[146] defines classes of turbines and their associated wind 
speeds. This defines a reference wind speed, Uref (the 10 minute mean speed 
of wind during the 1 in 50 year maximum gust), as well as a 1 year gust speed 
(1.05Uref) and a 1 in 50 year gust speed (1.40Uref). For the highest class of 
turbine defined, class I,  Uref is 50 m/s and the 1 in 50 year gust speed is 70 
m/s. There are four classes defined by IEC 61400-1, with a fifth class 
provided for turbine manufacturers to define parameters when the four 
existing classes do not suffice. 
 
Ultimate loads for wind turbines are defined for three different load cases: 
• Normal wind conditions & normal turbine operation 
• Normal wind conditions & faulty turbine operation 
• Extreme wind conditions & normal turbine operation 
Normal wind conditions are generally defined in terms of the maximum 1 year 
gust speed, while extreme wind conditions are defined in terms of the 1 in 50 
year gust speed.[145]. 
7.5 Blade Failure 
7.5.1 Fatigue of Blades 
A typical 600kW turbine will undergo around 2 x 108 cycles during a 20 year 
lifespan; as a result, design is often based on fatigue instead of ultimate load. 
A fatigue load spectrum needs to be created from all of the distinct load 
spectra at different wind speeds, as well as load cycles during start-up and 
shut-down (both normal and emergency). IEC 61400-1 states that this 
spectrum should be calculated on the basis of statistical predictions using the 
Raleigh distribution of wind speed, a common statistical model. Once 
calculated, the load spectrum can be used to predict fatigue loads on 
individual turbine components [145, 147]. 
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Under fatigue, the most critical components tend to be shear webs (as 
opposed to spar caps) as well as steel connections to the hub. In addition, 
stiffness reduction in both the leading and trailing edges of the blade can 
occur, particularly when a ±45˚ lay-up is used [148]. Research into the effects 
of different climactic conditions and repairs upon fatigue life, as well as the 
benefits of condition monitoring upon fatigue knowledge, continue to be 
performed [149]. In addition to this, greater knowledge about the fatigue of 
adhesives and structural components is required. 
7.5.2 Observed Blade Failure Mechanisms 
A number of types of damage in blade have been observed in blades tested 
to failure [150], including: 
• Delamination 
• Debonding between blade skin and box beam 
• Debonding between the skin and core in sandwich construction 
• Failure of the adhesive joint between upper and lower skins at leading 
edge or trailing edge 
• Cracking in the gelcoat 
• Cracking within laminates 
Of these, the types of damage commonly observed in the box beam (the main 
load carrying structure) are delamination in the cap structure, sandwich 
debonding in web and cracks within laminates. 
 
Buckling of the box beam has been observed during experiments and FEA 
analysis of the structure. During this process, the compression cap 
experiences ‘snap-through’ (Figure 7-7). This snap-through process is likely to 
cause damage to the cap, webs and blade skin. The significant reduction in its 
load carrying capacity will result in buckling of the box beam if the surrounding 
structure cannot carry increased load. 
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Figure 7-7  Snap-through of box beam compression cap [150] 
7.5.3 Blade Failure and the Brazier Effect 
The Brazier effect is a nonlinear behaviour of long tubes under bending. As 
such structures undergo bending, they experience a crushing pressure due to 
the rotated compressive/tensile stresses from bending. This reduces the 2nd 
moment of area and hence the structure’s ability to resist bending, resulting in 
nonlinearity. In addition, the deformation increases the bending stresses and 
lowers the buckling load. Brazier’s effect can be seen in the bending of a 
circular tube, where the crushing forces act to deform the original cross-
section into an oval. The significance of Brazier’s effect is not as a failure 
mode in itself, but as a contribution to other failure modes such as local 
buckling and material failure [151, 152]. 
 
In existing wind turbine blade designs, structural buckling is an important 
failure mode [150]. However, as blades are optimised further, larger blade 
deflection will increase cross-sectional crushing due to the Brazier effect. This 
has played a part in web failure during full-scale blade tests, triggering skin 
debonding to cause ultimate failure of the structure [153, 154]. 
7.6 Wind Turbine Damage Monitoring and Evaluation 
A number of NDT methods are suitable for use in wind turbine damage 
evaluation, such as digital image correlation, acoustic emission, ultrasonic 
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testing and modal techniques. These methods are reviewed in the following 
section, with particular emphasis on use of digital image correlation and 
acoustic emission for damage evaluation. 
7.6.1 Use of Digital Image Correlation for Damage Monitoring and 
Evaluation in Wind Turbine Components 
Use of DIC during full scale blade testing has been described by Jensen [155]. 
During these experiments, the Aramis GOM system was used to measure 3D 
deformations on the compression cap of a box beam. In order to capture 
evidence of failure, the region of measurement was relatively large; DIC was 
used to obtain measurements over a box beam length ranging from 3-7 m. 
Local deformations were successfully measured using DIC; these results 
were used to help identify failure mode in full blade tests. 
 
Investigation of the behaviour of wind turbine component specimens has also 
been performed [156]; these experiments have evaluated damage in wind 
turbine cap and web specimens under bending, as well as box beam sections 
under simulated Brazier crushing loads. Use of DIC for damage monitoring 
and quality assurance in wind turbine blades is also currently being 
investigated by Dantec Dynamics [157]. It has also been suggested that DIC 
could be used to measure modal changes (described in section 7.6.4) in a 
wind turbine structure [158]. 
7.6.2 Acoustic Emission and Fibre Composites 
Fuwa et al. [159] looked at AE of carbon fibre reinforced composites with an 
aim to using AE to assess the remaining lifespan of components subject to 
fatigue conditions. At stresses lower than 80-90% of the fatigue strength there 
are emissions on reloading, but only when the load approaches the previous 
maximum. Emissions during later cycles reduce until the structure becomes 
silent; however, loading beyond the previous maximum causes emissions to 
occur once again. 
 
With this material, there can be an effective ‘fatigue limit’, below which 
acoustic emission will gradually diminish to zero and no further damage will 
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occur. For this carbon fibre material this limit can be as high as 90% of the 
failure load. However, with glass fibre reinforced plastic this ‘saturation’ does 
not occur above approximately 30% of the failure load. 
 
The experiment also demonstrated the occurrence of stress relaxation; on 
loading acoustic emission coincides with stress relaxation. On reloading, AE 
begins once the relaxed stress is reached (Figure 7-8). 
 
Figure 7-8  AE and stress relaxation[27] 
 
The main conclusions are that, firstly, AE indicates that damage occurs in 
CFRP during cyclic loading in a similar way to tensile deformation. Secondly, 
mechanical and acoustic behaviour of CFRP during cyclic loading is 
explained by a ‘time-dependent deformation of the resin matrix which permits 
gradual redistribution of fibre loads’. Thirdly, AE during the first few hundred 
cycles indicates whether the specimen will eventually fail (i.e. if there are high 
levels of activity, it will fail). Finally, it is stated that the results indicate a 
method of proof-testing for quality control. 
 
Narisawa & Oba use a broadband (rather than a PZT resonant) transducer, in 
order to analyse waveforms of emissions. These sensors have a lower 
sensitivity but a flatter frequency response, allowing better analysis of the 
waveforms. E-glass fibre reinforced plastic was used, which begins emitting 
at around 50% of failure strength. At around 85% of failure strength, plastic 
deformation occurs and rate of emission increases until failure. Importantly, 
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the waveform of matrix cracking is significantly different to the waveform of 
fibre cracking (Figure 7-9)[160]. 
 
Figure 7-9  AE waveforms: (a) Matrix failure  (b) Carbon fibre failure  
(c) Glass fibre failure [28] 
 
Kumosa et al. [161] looked at stress corrosion in unidirectional glass fibre 
reinforced plastic, with a crack propagating at 90° to the fibre direction. It was 
found that the main source of AE is fibre fracture, and that there is a one-to-
one relationship between fibre fractures and high amplitude signals. It was 
also found that the amplitude of signals is proportional to the applied stress 
intensity at the crack tip, implying that the energy of acoustic emission is 
proportional to the energy lost during fibre failure. 
 
McGugan et al. [162] performed a peel test with a sandwich composite, 
varying the energy uptake of the crack between Jiss and J
i
0. J
i
0 is the initial 
delamination resistance (for an interface crack with no fibre bridging) while Jiss 
is the steady-state fracture resistance (for an interface crack with a fully 
developed fibre bridging zone). 
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At an energy uptake equal to Jiss, there is a fully developed fibre bridging 
zone, with controlled, slow crack growth and a huge number of low intensity 
AE hits (average energy/count = 0.718; units not specified). 
 
At an intermediate energy uptake value (Jiss>x>0), there is an intermediate 
bridging zone with stable crack growth in ‘mini-jumps’, and an intermediate 
intensity of AE hits (average energy/count = 0.998). 
 
Finally, at an energy uptake equal to Ji0, there is a crack in the resin rich layer, 
with very little fibre bridging and crack growth in jumps. The AE hits are few in 
number yet large in intensity (average energy/count = 1.308). The experiment 
demonstrates an effective method of achieving delamination, and also 
demonstrates how different failure modes can result in different acoustic 
emission responses. In addition, scatter plots are used to show how irrelevant 
and false indications can be quickly eliminated. 
7.6.3 Acoustic Emission and Wind Turbines 
Jørgensen et al. [163] performed a 25 m full blade test with two AE systems: 
The first, a customised system with 4 transducers allowing localisation, with 
the second, a 2-channel Physical Acoustics system recording general activity 
in key areas. 150kHz transducers were used. Three distinct set-ups were 
employed during the course of testing. 
 
Test 1 applied a load near the tip of the blade, with the blade clamped 4m 
inboard of the load. AE localisation gathered up to 77% of the eventual failure 
load shows damage along the 20.1m chord. Following unloading, inspection 
and reloading, the blade failed at this location. 
 
Test 2 applied loading inboard of the damage at 20.1m; at 93% of failure load 
a burst of activity registered outside of the localisation region at PAC sensor 2, 
prompting unloading and inspection. Upon failure, the blade sprang back 
against the clamp at 11.3 m, and the previously inactive sensor 1 near this 
location showed a burst of activity. Inspection showed cracking of the spar in 
this location. 
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During test 3, initial AE activity indicated unwanted failure near the loading 
yoke due to the damage caused in test 2, prompting the blade to be unloaded 
and reinforced. Upon reloading, FE models predicted failure at 7m; however, 
AE successfully localised the majority of the damage at the eventual failure 
chord of 4.5 m. Importantly, this experiment demonstrated the use of AE to 
identify damage and predict failure location during, as opposed to after, each 
of the three tests. 
 
Borum et al. [164] have looked into the development of acoustic emission for 
a condition monitoring system which can be used for ‘global monitoring’ as 
opposed to local monitoring such as strain gauging. A full condition 
monitoring system requires: 
• An in-built detection system 
• Empirical knowledge regarding sensor output to understand what 
damage type is occurring 
• Detailed knowledge of the structures to estimate remaining lifetime 
based on available data 
An AE condition monitoring system would not analyse the entire waveform, 
only selected parameters such as total energy as well as limiting the data 
output to ‘novelties’: “The expert system that interprets the signal needs to be 
designed and trained so it will catch important events but will neglect events 
that have no event on the strength of the blades.” 
 
Dutton [165-168] describes the blade test procedure to be used when using 
acoustic emission. For a static test, two loads are important; the normal 
operating load (OL) and the maximum test load (MTL), which is estimated 
from the one in fifty years gust. The test procedure involved loading twice at 
the OL to minimise the Kaiser effect (i.e. noise upon loading a first time), then 
increasing the load in increments with three minute load holds until failure 
occurred. 
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Figure 7-10  Static blade certification test profile [33] 
 
Load holds at the MTL for this period of time, however, are unrealistic; the 
one in fifty years gust is usually assumed to be a load spike lasting no longer 
than 10 seconds. As a result, a separate blade certification test was 
developed to evaluate the AE response of such a loading. This involved two 
three-minute load holds at an examination load significantly lower than the 
MTL, followed by complete unloading. The MTL was then applied for 10s 
followed by unloading of the blade. Finally, a number of examination loads 
were applied after the load spike to assess the AE response. 
 
In addition to the static test, a fatigue test procedure was developed to 
prevent ‘data overload’ from occurring. The majority of this test scheme 
involved fast load cycles at 2Hz, with only basic AE data (average signal level 
and absolute energy). Every 10,000 cycles, 10 slow load cycles at 0.2Hz 
were performed, with detailed AE hit data recorded. Finally, every 500,000 
cycles, a static test was performed to 110% of the peak fatigue load, again 
with detailed logging of AE data. 
 
The outcome of these experiments was that the MTL static test was able to 
predict with good accuracy the location of damage and hence possible failure 
regions. The fatigue test was less conclusive as it proved quite difficult to 
achieve fatigue failure. However, with suitable processing of data, it was 
possible to identify potential damage locations. 
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Joose et al. [169] and Anastassopoulos et al. [170] continue this research and 
look at pattern recognition software, to assess the structural integrity of a 
blade during fatigue testing. Zonal location is used to grade a region from A 
(‘minor damage’) to E (‘severe damage’) during a 10 minute load hold. During 
static testing (as described above) of a 4.5 m blade, the growth of a visually 
evident crack occurred with a gradual change in grading of that area from A to 
E. During a following fatigue test the blade failed in this region. 
 
Blanch and Dutton [171] used this research to develop a method of assessing 
an in-service blade using acoustic emission. A loading mechanism, using a 
sling and a system of ropes and pulleys was applied near the 6m chord of an 
8.5m blade and 6 AE sensors were mounted in various locations along the 
blade. A static test similar to the ones described previously was performed, 
resulting in a moderate level of AE activity in some locations; this may 
indicate the presence of damage. However, since high loads are required to 
indicate critical damage and the test is quite complicated, it is likely that 
turbine manufacturers and operators would be unwilling to carry out such a 
test on a regular basis. 
7.6.4 Other Damage Detection Methods 
Ultrasonic testing can be used for damage detection in wind turbine structures 
[158]. While time of flight measurements are generally not accurate for 
locating damage in composites, a UT technique known as acoustic wavefield 
imaging (AWI) is promising. Discontinuities such as cracks cause scattering in 
a wavefield propagating from a source transducer. A receiving transducer is 
scanned over the surface to build a picture of the wavefield and identify 
possible damage locations. 
 
Modal-based approaches use the principle that damage causes changes in 
modal properties [158]. Wind turbine structures are excited by external 
shaking devices or embedded actuators and the dynamic response measured 
using strain gauges or accelerometers. Analyses of changes in mode shapes 
can be used to accurately locate damage. 
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Finally, use of plastic fibre optics, such as fibre Bragg gratings, can be used to 
detect damage in wind turbine blades. However, such techniques are 
currently too expensive for widespread use on wind turbines [158]. 
7.7 Chapter Conclusions 
Wind turbines have been reviewed during the course of this chapter, with 
emphasis upon damage and failure mechanisms as well as methods for 
damage detection in turbine blades. Wind turbine damage mechanisms, as 
well as the efficacy of acoustic emission and digital image correlation 
techniques to evaluate such damage, is further investigated in Chapter 8. 
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8 Failure of Wind Turbine Components 
8.1 Introduction 
The research described in this chapter was performed with a number of aims; 
first, to investigate the use of digital image correlation for characterisation of 
damage and comparison of data obtained from DIC with FEA modelling. The 
second aim is to analyse the influence of the Brazier effect upon damage 
mechanisms and failure in wind turbine components using DIC data, FEA and 
numerical modelling. Finally, the use of DIC and acoustic emission for 
identifying damage in test specimens has been investigated, with a view 
towards deployment of these techniques to perform condition monitoring and 
damage assessment in wind turbine blades. 
 
A number of experiments and studies have been performed to achieve these 
aims. DIC data from bending experiments using wind turbine cap and web 
specimens has been compared with FEA models of these experiments. A 
numerical model to assess the influence of crushing forces caused by the 
Brazier effect in blade failure has been developed and compared to 
experimental data and theory. In a related study, an FEA analysis of buckling 
of the wind turbine compressive cap due to blade bending has been 
performed. Finally, DIC and AE have been used to detect damage in web 
specimens subjected to simulated Brazier crushing loads. 
8.2 Four Point Bending of Web Specimens 
8.2.1 Introduction 
Finite element analysis has been performed to simulate experiments 
performed previously with wind turbine web specimens. This work has been 
done to verify materials data in preparation for further FEA investigating the 
failure of web specimens under Brazier loading. 
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8.2.2 Method 
8.2.2.1  Geometry and Loading 
Model geometry is based upon specimens tested experimentally. Each has a 
length of 400mm and depth of 50mm. Face and core thickness of the 
sandwich specimens are shown in Table 8-1. 
 
Table 8-1  Face and core geometries of sandwich specimens 
 Face thickness (mm) Core thickness (mm) 
Type 1 1 19 
Type 2 2 & 2.5 9 
 
Two point loads are used on the upper surface to model the crosshead 
loading. Two vertical point constraints applied to the lower surface model the 
lower/outer rollers used experimentally. Additionally, a horizontal constraint 
applied at the same position as the left vertical constraint prevents the model 
from ‘sliding’ sideways. 
 
Figure 8-1  Positions of point loads and constraints 
 
8.2.2.1  Material Input Data 
Materials data for the GFRP face material was based upon a datasheet 
produced by Risoe and the material’s manufacturer (SP Technologies Ltd). 
The elastic properties used in Abaqus are of the type ‘Engineering Constants’ 
(Table 8-2). 
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Table 8-2  Face material elastic properties 
E1 (GPa) E2 (GPa) E3 (GPa) ν12 ν13 ν23 G12 (GPa) G13 (GPa) G23 (GPa) 
12.75 3.30 12.75 0.333 0.333 0.333 4.50 10.66 4.50 
 
The elastic behaviour of the foam core material was assumed to be isotropic, 
with a Young’s modulus value obtained from in-house compressive testing 
and an elastic Poisson’s ratio from manufacturer’s data. 
 
Yield behaviour was modelled using the Abaqus ‘Crushable Foam’ material 
property using isotropic hardening. For this, a plastic Poisson’s ratio was 
determined experimentally and found to have a value of approximately 0.081. 
From the Abaqus Analysis User’s Manual, if associated plastic flow is 
assumed, the yield stress ratio, k, is given by: 
 
 k = √(3 - 6νp) 
 
so that k = 1.586. Additionally, the ‘Crushable Foam Hardening’ material 
property was also used. Data for this was obtained from a compression 
experiment previously performed at Imperial College, and is shown in Table 
8-3 and Table 8-4. 
 
Table 8-3  Core elastic and crushable foam properties 
Elastic properties Crushable foam properties 
Young’s modulus Poisson’s ratio Yield stress ratio Plastic Poisson’s ratio 
41.9GPa 0.25 1.586 0.081 
 
Table 8-4  Crushable foam hardening properties 
Yield Stress (Pa) Uniaxial Plastic Strain 
1740000 0 
1811138 0.546 
1940274 0.571 
2198547 0.632 
2624697 0.691 
2834544 0.748 
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8.2.2.3  Additional Model Data 
The elements used were plane strain, quad, reduced integration elements 
with an approximate size of 0.5mm by 0.5mm. Additionally, automatic 
stabilization was with the settings ‘Specify dissipated energy fraction (0.0002)’ 
and ‘Use adaptive stabilization with max. ratio of stabilization to strain energy 
of 0.05’. 
8.2.3 Results 
Figure 8-2 compares FEA and experimental load vs displacement results for 
type 1 and type 2 specimens. There was good agreement in load-
displacement curves between the FEA and experimental data. Further, for the 
type 1 specimens, there is good agreement for the strain field results between 
FEA and DIC (Figure 8-3). However, for the thicker core type 2 specimens, 
the agreement in the strain field results is poorer, particularly at higher loads 
(Figure 8-4). Figure 8-5 shows principal strain fields from FEA and DIC. While 
the load values do not correspond directly, the strain fields show similar 
features and it appears that the FE results provide a reasonable 
approximation to the experimental strain behaviour. 
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    Points: FEA data  Solid lines: Experimental data 
   Red: Type 1 specimens   Blue: Type 2 specimens 
Figure 8-2  Load vs displacement 
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Figure 8-3  Horizontal strain from DIC of type 1 specimen 
 
 
Figure 8-4  Horizontal strain from FEA of type 1 specimen 
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Figure 8-5  Horizontal strain from DIC of type 2 specimen 
 
 
Figure 8-6  Horizontal strain from FEA of type 2 specimen 
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Figure 8-7  Principal strain from DIC of type 1 specimen 
 
 
Figure 8-8  Principal strain from FEA of type 1 specimen 
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8.2.4 Conclusion 
The results indicate that the assumptions used in the FE model produce 
results that are reasonably similar to those obtained experimentally. It should 
be noted however, that core crushing is unlikely to play an important a role in 
behaviour and failure of wind turbine web sections under simulated Brazier 
effect loading. Instead, it is likely that a skin/core debond will play a part in 
some failure modes under the compressive Brazier loading. However, the 
material properties used in the FE model give results that compare well with 
experimental data. Additionally, the efficacy of using full field strain data to 
compare DIC and FEA results to investigate damage and failure of wind 
turbine components has been demonstrated. 
8.3 Use of Acoustic Emission for Damage Monitoring 
8.3.1 Introduction 
Experiments described in this section have been performed to investigate the 
use of AE to detect damage in wind turbine components, particularly skin/core 
debond damage in web specimens. The loading on the web specimen caused 
by the Brazier effect has been simulated during experiments and damage 
resulting from this type of loading has been evaluated. During these 
experiments, DIC is used to compare with and validate AE data, and the 
ability of DIC to identify regions of debond damage is assessed. 
 
Two types of experiments are described; first, four-point bending experiments 
using specimens that have been modified to ensure the occurrence of a 
skin/core debond are outlined. Additionally, experiments are performed to 
simulate the buckling of web specimens due to Brazier effect crushing loads. 
Both experiments have used DIC and AE to monitor the progression of 
damage. 
8.3.2 Four-Point Bending of Modified Web Specimens 
In order to investigate possible blade failure mechanisms, a number of tests 
on modified four-point bending sandwich specimens were performed using 
both AE and DIC. The main purpose of these tests was to investigate the 
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ability of AE and DIC to evaluate the progression of debond damage in such 
specimens, prior to the use of such techniques for detecting simulated Brazier 
effect loading causing buckling in web specimens. 
 
Four-point bending has previously been used to simulate the bending forces 
being applied to the web specimens under Braziers effect. While this has 
been useful in investigating some delamination and debonding failures, it has 
not demonstrated failures comparable to those seen under the Brazier effect 
in web specimens. As a result, sandwich specimens have been modified to 
ensure debonding between the skin and core occurs, allowing monitoring of 
such damage using both AE and DIC. 
8.3.2.1  Method 
The majority of sandwich specimens tested were manufactured at Imperial 
College using the resin infusion under flexible tooling (RIFT) technique. The 
glass fibre face layers are all at ±45˚, with a 20mm thick foam core. Every 
specimen tested measured 400mm in length, although width varied (typically 
around 50mm). 
 
In order to attain a more meaningful failure, one specimen was modified by 
cutting away half of the core and tensile face, and introducing a 1-2 mm 
starter crack underneath the compressive face (Figure 8-9). AE sensors were 
positioned 100mm either side of this crack, just outside the inner rollers, with 
dual (3D) GOM cameras acquiring DIC images every 1s and a DSLR camera 
acquiring images every 5s. The specimen was loaded with a ramp depression 
of the upper/inner rollers of 0.2mm/s. 
 189 
 
Figure 8-9  Four point bend arrangement with half-sandwich specimen 
 
8.3.2.2  Results 
During the experiment, the crack appeared to start growing after 90s, and 
propagated in jumps every 5-15s, until the experiment was ended after 190s. 
Results from DIC allowed the highest strains, just ahead of the crack front, to 
be calculated and hence allow a reasonable measure of the crack front 
position to be plotted. Location data from AE sensors was also gathered, 
allowing the two techniques to be compared (Figure 8-10). 
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Figure 8-10  AE hits location (black dots) and position of highest strain 
ahead of crack front calculated using DIC data (red dots) vs experiment 
time 
 
It can be seen that AE location data indicates an increased number of events 
occurring ahead of the crack front during crack propagation (as measured 
using DIC data). In addition, the number of AE hits increases during periods 
when the rate of crack propagation is increased. From these results, it 
appears that a pair of AE sensors located 200 mm apart on the specimen skin 
are able to detect the location of skin/core debond damage with an accuracy 
of approximately 20-30 mm, based upon inspection of the results shown in 
Figure 8-10. 
8.3.3 Buckling of Web Specimens 
Experiments investigating the buckling of a web specimen taken from a wind 
turbine blade under simulated Brazier effect loading are described in the 
following section. 3D DIC has been used to measure strain on the specimen 
skin, with a pair of AE sensors also installed on the skin with the purpose of 
locating skin/core debond damage. These techniques have been deployed on 
the skin of web specimens to evaluate whether they would be suitable for 
damage detection and condition monitoring if located in a similar manner on 
the skin of an in-service blade web section. 
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8.3.3.1  Method 
Since the web section experiences compressive as well as bending loads as 
a result of Brazier’s effect, buckling tests were performed upon sandwich 
specimens. For these experiments, sandwich specimens with a small initial 
curvature introduced during previous four-point bending experiments were 
selected. This initial curvature allowed buckling of the specimen to occur in a 
gradual manner and allowed the progression of damage to be monitored 
using AE and DIC. 
 
DIC speckle has been applied to the skin of a sandwich specimen (as 
opposed to the cut edge of the specimen as in Figure 8-9), on the inside of 
the specimen curvature at the centre of the specimen. This speckle location is 
analogous to the internal surface of a blade box beam, which is accessible 
during blade inspections. To capture DIC images, dual GOM cameras were 
focussed on the DIC speckle pattern. A pair of AE sensors was attached 
above and below the DIC speckle at a distance of 100 mm apart, allowing AE 
event location data to be calculated at the centre of the specimen, as 
illustrated in Figure 8-11. 
 
Figure 8-11  Buckling Test Arrangement 
 
During testing, loading was applied compressively at opposite ends of the 
specimen with a constant crosshead displacement rate. DIC images were 
captured at a frequency of 1 Hz. 
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8.3.3.2  Results 
During testing, the specimen initially shows no damage, then at 38s into the 
experiment, a skin/core debond occurred suddenly. This debond then grew 
slowly as displacement is increased until failure occurred at 97s. Figure 8-12 
shows the strain field obtained using DIC; Figure 8-12(a), before debonding, 
shows uniform strain across the central region of the specimen. Figure 8-12(b) 
and Figure 8-12(c) show the buckling of the face material after debonding has 
occurred – the debond does not appear to grow a great deal between 60s and 
80s. Figure 8-12(d) shows that final failure occurs through the debond 
propagating leftwards. 
 
 
Figure 8-12  Strain Field at: (a) 30 s; (b) 60 s; (C) 80 s; (d) 100 s 
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Figure 8-13 shows AE hit locations and strain calculated from DIC data along 
a 100 mm line at the centre of the specimen (with the -50 mm position 
corresponding to the right hand side of the DIC region in Figure 8-12). These 
locations are plotted along the vertical axis, against experiment time along the 
horizontal axis. Prior to the disbond occurring at 38s, there is little indication 
that it is about to occur from either DIC or AE, implying that little or no damage 
occurs before this time. Once a critical load is reached, debonding occurs 
(easily detected by DIC and AE) and the structure’s load carrying capacity 
reduces significantly. However, in the period after the initial debond occurs 
(between 40s and 68s), the debond is relatively stable; there is relatively little 
AE activity and the debond doesn’t appear to propagate according to DIC 
data. However, strain across the debond grows significantly. 
 
Between 68s and 75s damage occurs (as indicated by the high density of AE 
hits) and strain is relieved in at approximately 0 mm. During the same time, 
this low strain region begins to move outwards as the debond propagates to 
the left. Between 75s and 95s AE also indicates damage is consistently 
occurring across the debond. 
 
As the debond propagates, a region (between 20 and 50 mm) appears to form, 
with alternating positive and negative strains; this may indicate a region of 
local skin buckling where there is little damage occurring (as indicated by AE). 
When the final failure occurs at 97s, the debond propagates rapidly, but 
appears to stop at the edge of this region. A very high density of AE hits 
continue to be recorded between 0 and 30 mm until the specimen is unloaded 
at 105s. 
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Figure 8-13  AE hits (black dots) and εx calculated from DIC 
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Figure 8-14 shows the rise time of AE hits and the total AE energy against 
time; occurrences of more significant damage (as described previously) 
appear to result in longer rise times indicated by AE results. In particular, at 
38s (when the debond initially occurs), at 70s – 80s (when the debond begins 
to propagate more rapidly) and after 95s (failure of the specimen), a 
significant number of AE hits with high rise time are detected. In addition, the 
AE energy detection rate appears to be higher during periods of increased 
damage. It is important to note that while total AE energy may be relatively 
low, a high rate of change may indicate a large amount of damage occurring. 
The specimen loading during the experiment is shown in Figure 8-15. 
 
 
Figure 8-14  Rise time of hits (black) and total energy (red) vs 
experiment time 
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Figure 8-15  Load vs time 
 
From DIC and AE data, it is possible to classify the progression of damage in 
the specimen into a number of stages: 
a) 0-37s: Little/no damage, no AE hits detected 
b) 37-39s: Debond occurs, high rate of AE energy 
c) 39-68s: Some additional damage, little/no debond propagation, low 
rate of AE energy 
d) 68-75s: Increased damage, debond begins to propagate, high rate of 
AE energy 
e) 75-95s: Debond continues to propagate at constant speed, medium 
rate of AE energy  
f) >95s: Failure occurs, high rate of AE energy 
 
This experiment demonstrates how combined use of AE and DIC can be used 
to help analyse the locations and mechanisms of damage and 
potential/eventual failure. Importantly, damage needs to occur for AE to 
gather data, but when damage is occurring, AE can be used to detect 
changes in damage mechanisms as well as giving some location data. In 
comparison, DIC can give highly detailed strain field data, albeit over a 
smaller spatial region. Additionally, this failure is closer to that expected in the 
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web of an in service blade, highlighting the need to investigate more closely 
the in-service loading of the web section. 
8.3.4 Conclusion 
A combination of AE and DIC techniques has been used to identify the 
location of damage on small wind turbine component specimens. Debond 
damage and crack propagation in wind turbine web specimens has been 
tracked using AE location. The utility of acoustic emission in locating damage 
in such wind turbine components has been demonstrated, with DIC used as 
an effective tool to validate the accuracy of AE location data. From these 
experiments, it appears that the rise time of AE hits and rate of AE energy 
detected may both be useful indicators of the importance of detected AE hits 
and the severity of damage occurring during such events. 
8.4 Three Point Bending of Cap Specimens 
8.4.1 Introduction 
The following investigates the behaviour of a wind turbine box beam section 
under simulated Brazier effect loading. Experimental work using DIC has 
been performed previously; the work below introduces the finite element 
techniques used to model a cap specimen and compares the results to 
experimental data. A number of non linear damage mechanisms are included 
in the model; namely, delamination using cohesive elements and tensile 
damage using Hashin’s theory. 
8.4.2 Experimental Loading of Wind Turbine Components 
Figure 8-16 shows the results for experiments involving the use of DIC during 
3-point bending and distributed load bending of wind turbine cap specimens. 
The objective of these experiments was to produce full field strain maps of the 
specimens during deformation in order to help characterise the nature of 
damage and failure of these components under simulated Brazier crushing 
forces. Figure 8-16 demonstrates the ability of DIC to measure full field strain 
data during 3-point bend and distributed loading of a wind turbine blade cap 
sections. In particular, it allows the progression of damage in the specimen to 
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be monitored, and provides a valuable tool in evaluating the failure of 
specimens. 
 
Figure 8-16  Bending strain during simulated Brazier loading (all 
specimens have thickness 25 to 27 mm): (a) Specimen U_1; (b) 
Specimen U_2 ; (c) Specimen R 
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Two types of specimens have been tested; type U and type R (Figure 8-17(b)). 
Type U is a cap specimen removed from a wind turbine box section and is 
unreinforced by additional composite layers. Type R is a similar cap specimen, 
but with two layers of 0° unidirectional GFRP bonded to the lower edge in 
order to provide reinforcement during bending and delay failure of the 
specimen under simulated Brazier loading. All specimens have dimensions of 
approximately 550 mm length, 25-27 mm thickness and 75 mm width. 
 
Figure 8-17  Box beam construction: (a) Blade cross-section; (b) Lay-
up of test specimens 
 
A total of 4 specimens were tested; 3 of type U (specimens U_1, U_2 and 
U_3) and 1 of type R (specimen R). Specimen U_1 was tested under a typical 
3-point bend arrangement (see Figure 8-16(a)). Specimens U_2 and U_3 
were loaded under a distributed loading arrangement using a specially 
shaped former which was concave so that it provided a distributed load as 
shown in Figure 8-16(b); specimen U_3 shared very similar results to 
specimen U_2. Specimen R with additional reinforcement was also loaded 
under the distributed loading arrangement (Figure 2(c)). It can be seen in 
Figure 2(b) and Figure 8-16(c) that the effective loading with the distributed 
loading arrangement is similar in nature to 3-point bend loading. 
 
The subsequent FE analysis uses results from these experiments, in the form 
of load-displacement data and DIC strain fields, to give a comparison with the 
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FEA results. All 4 experiments were performed at a constant rate of 
crosshead displacement of 0.16 mm/s until failure occurred. 
8.4.3 Finite Element Formulations 
Abaqus/Explicit has been used to model bending of blade cap specimens. 
Delamination effects are modelled using a Dugdale-Barenblatt type cohesive 
zone [172], first demonstrated by Hillerborg et al. in the study of cracking of 
concrete [173]. The constitutive equation used for the element is a bilinear law 
(Figure 8-18(a)); this approach is simple in its implementation and is 
commonly used [174-176]. The bilinear constitutive equation behaves as 
follows: 
 
For δ < δ0: 
σ = K δ (8.1) 
For δ0 ≤ δ < δF: 
σ = (1 – D) K δ (8.2) 
For δ ≥ δF: 
K = 0 (8.3) 
 
 
Figure 8-18  (a) Bilinear law; (b) Boundary conditions & mesh size; 
(c) Acceleration versus nodal displacement 
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where δ is the traction-separation (displacement), δ0 is the traction-separation 
at damage initiation, δF is the traction separation at failure, K is the penalty 
stiffness and D is the damage, which is zero initially and 1 at failure. δ0 and δF 
can be calculated from the interlaminar tensile & shear strengths and critical 
strain energy release rate. The penalty stiffness K can be calculated using the 
elastic moduli of the resin such that: 
 
KI = E2 / t; K
II = 2G12 / t (8.4) 
 
where E2 and G12 are the elastic moduli of the resin and t is the thickness of 
the cohesive zone [177]. 
 
The effects of tensile damage of the biaxial and 90° UD materials are 
modelled using Hashin’s theory [178. 179], once again using a bilinear law 
(Figure 8-18(a)). The material behaviour is modelled as elastic until the tensile 
strength (σC) is reached, then progressive damage occurs until a failure strain 
is reached. The energy released as a result of failure (i.e. the area under the 
stress-strain curve) is equivalent to the mode I strain energy release rate, GIC. 
8.4.3.1  Boundary Conditions and Loading 
Boundary conditions are applied as point constraints to vertical displacement 
on the lower edge of the model, at a distance of 400 mm apart (Figure 
8-18(b)). To simulate the Brazier effect, the 3-point bending is employed with 
a nodal displacement applied vertically to the top edge, horizontally 
equidistant between the two constraints. 
 
In order to minimise dynamic effects while minimising computational cost, 
displacement as the step progresses has been prescribed to maximise nodal 
velocity while keeping maximum acceleration below 0.07 m/s2. Figure 8-18(c) 
shows nodal acceleration as displacement is increased. 
 202 
8.4.3.2  Material Data 
Elastic and tensile strength properties provided by the manufacturer of the 
material were used for the material properties of the model [180]. However, 
experimentally derived data for GIC and GIIC is unavailable; such values have 
instead been estimated, as described below. 
 
GIC data for transverse tensile cracking in the UD plies was based upon Laws 
[181] derivation of the Λ22 component of the crack tensor Λ, along with a 
calculation for GIC described by Pinho et al. [182]: 
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where YT is the transverse tensile strength and 2a0 is the length of a 
manufacturing defect in the material. Using these equations, assuming the 
length of a manufacturing defect ranges from the thickness of 1-3 plies 
(approximately 1.25-3.75 mm), a range for GIC of 1500-4500 J/m
2 is 
calculated; values of 1500, 3000 and 4500 J/m2 have been used; since the 
value of manufacturing defect length (2a0) used is relatively large, this method 
of calculation is likely to overestimate the value of GIC. 
 
For the adhesive properties, GIIC values in the range 1200-2000 J/m
2 are 
common [183-185], and a conservative value of 1810 J/m2 has been in this 
paper. An interlaminar shear strength of 36 MPa has been used. 
 
Density of the composite specimens tested experimentally was approximately 
2000 kg/m3. However, in order to reduce computational cost, a mass scaling 
factor of approximately 100 was used, giving a density of 200 tonnes/m3 in the 
FE model. As a result of mass scaling, the modelled specimen has a mass of 
approximately 180 kg; however, dynamic effects are small, since the 
maximum nodal acceleration is 0.07 m/s2 (Figure 8-18(c)). 
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8.4.3.3  Mesh 
The mesh length for the upper and lower 3 UD plies and those in the central 
region (where damage is expected) is 0.5 mm, and 2.0 mm elsewhere (Figure 
8-18(b)) while the value for all biaxial plies is 0.5 mm. The adhesive mesh 
length is 0.5 mm, except for the uppermost and lowermost adhesive layers 
(where delamination is most likely), which have a length of 0.25 mm. 
8.4.3.4  Modelling of Reinforced Cap Specimen 
In order to investigate the behaviour of the reinforced cap specimen, the 
model has been modified by adding two 1.01 mm 0° UD plies to the lower 
surface, as in Figure 8-17(b), with material stiffness equivalent to those stated 
for the cap UD layer in the direction parallel to fibres. Due to the far greater 
tensile strength properties of the material in the fibre longitudinal direction, 
damage was not modelled for these plies. 
8.4.4 Results 
 
Figure 8-19  Load versus displacement for FEA and experimental 
results 
 
Figure 8-19 shows FEA results using values for GIC and GIIC of 3000 J/m
2 and 
1810 J/m2 respectively for both the unreinforced and reinforced cap 
specimens. These are compared with results from test specimens U_1, U_2, 
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U_3 (unreinforced) and R (reinforced). Agreement between FEA and 
experimental results for the unreinforced specimens is good, with damage 
initiating at a load of approximately 7 kN and failure occurring at a load of 
approximately 10-12 kN. Failure in both experimental specimens and FEA 
modelling appears to be caused by tensile damage beginning in the UD layers, 
with ultimate failure occurring due to tensile failure of the lower 3 biaxial layers. 
There is little evidence of delamination in the experimental specimens, and no 
delamination damage occurs in the FEA model. 
 
In comparison, FEA results for the reinforced specimen show significantly 
reduced stiffness compared to experimental results, but the failure load is 
similar at approximately 18-20 kN. Whilst failure in the experimental specimen 
again appears to be caused by tensile failure of the 90° UD, then biaxial 
layers, there is also clearly evidence of delamination (Figure 8-16(c)). This is 
mirrored in the FEA results, with tensile failure of UD and biaxial layers the 
primary damage mechanism, but with some delamination damage occurring 
between the upper biaxial layer and the upper UD layer in the specimen. 
 
The load and displacement at failure for the experimental specimens and FEA 
models are shown in Table 8-5. It can be seen that there is reasonable 
agreement between FEA and experimental results for both the failure load 
and displacement at failure. 
 
Table 8-5  Load and displacement at failure for experimental and FEA 
cap specimens 
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Figure 8-20 shows the effect of changing the parameter GIC on the FEA 
results for the specimens without additional reinforcement, compared with 
results from one of the experimental specimens. Reducing the value of GIC 
gives results that follow a less steady path, which is consistent with more 
rapid progression of damage in the UD layers followed by rapid loading of the 
adjacent biaxal layers to compensate. However, the load and displacement at 
failure remains similar for varying GIC. From these results, it would appear that 
a value for GIC of 3000-4500 J/m
2 is appropriate. 
 
Figure 8-20  Load versus displacement for specimen U_3 and 
unconstrained FEA model with values of GIc for transverse tensile 
cracking of 1500, 3000 and 4500 J/m2 
 
The bending strain field from FEA and experimental results (DIC) are 
presented in Figure 8-21, demonstrating the progression of damage. Tensile 
damage perpendicular to the UD fibre direction (transverse tensile damage) 
can be seen occurring in both the FEA and experimental strain fields. As 
displacement of the specimens is increased, the extent and length of cracking 
increases between Figure 8-21(b) and Figure 8-21(c) (10.5 mm and 16.0 mm 
displacement). At a displacement of 17.2 mm, failure occurs in the FE model 
due to failure of the majority of the biaxial plies (Figure 8-21(d)). Unfortunately, 
DIC images were not captured after specimen U_3 failed (at a displacement 
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of 17.5 mm); however, the failure predicted by FEA is similar to that seen in 
specimen U_1 (Figure 8-16(a)). 
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Figure 8-21  FEA compared with DIC (specimen U_3): (a) 5.9 mm 
displacement; (b) 10.5 mm displacement; (c) 16.0 mm displacement;  
(d) 17.2 mm displacement 
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8.4.5 Discussion 
Results from FE modelling of 3PB specimens without reinforcement show 
good correlation with experimental data; material data used in the model 
appears to give good results. However, modelling of reinforced specimen 
shows larger inaccuracy in comparison to DIC data; it should be noted that 
material input data for the reinforcement is less reliable than material data for 
the rest of the specimen. From experimental and FEA results, it is clear that 
the reinforcement significantly increases cap bending stiffness under 
simulated Brazier effect loading. Load at failure for the reinforced specimen is 
approximately 80% greater than that for unreinforced specimens (although 
displacement at failure is reduced). This suggests that introducing such 
reinforcement into blade design would be an effective approach to reducing 
the likelihood of cap damage due to the Brazier effect. 
 
These experiments have shown that the comparison of FEA and DIC strain 
fields has a number of advantages and disadvantages. Comparison of 
individual features in the strain field (as opposed to simple comparison of 
load/displacement curves or comparison with strain gauge data) helps to 
identify specific regions of a specimen where the modelling techniques 
employed have significant inaccuracies. This allows the modelling approach 
to be adjusted to more accurately simulate experimental specimens. The use 
of DIC and FEA to provide a comparison of damage in test specimens can 
also assist in the analysis of failure of such specimens; DIC may indicate the 
presence of certain types of damage, with subsequent FE modelling useful to 
further investigate which damage types dominate during failure. However, the 
lower accuracy in strain values obtained using DIC compared to other 
experimental techniques can be a significant drawback. In addition, the 
difficulty in obtaining certain material properties for FE modelling can limit the 
value of the technique. Despite this, combined use of experimental DIC data 
and FEA is an effective comparison and validation method when supported 
using additional data. 
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As shown by the FEA results described previously, it appears that transverse 
tensile damage dominates as a cause of failure during simulated Brazier 
effect loading; this finding is also reflected in DIC data. Delamination damage 
in the cap appears unlikely to be a result of Brazier effect crushing loads, as 
indicated by both DIC data from experiments and FEA modelling. However, in 
full blade tests performed by Risø resulting in failure of the blade cap, 
significant evidence of delamination has been observed [186, 187]. These 
contradictory observations call into question the likelihood of Brazier crushing 
to cause significant damage in current blade designs. 
8.4.6 Conclusion 
Experiments using DIC and FEA modelling performed to simulate Brazier 
effect loading of cap specimens show failure resulting from transverse tensile 
damage, with minimal delamination damage observed. In contrast, published 
literature describes the inspection of blade cap components that have failed in 
full blade testing, with significant delamination damage observed. The 
likelihood of failure of cap components due to Brazier effect crushing during 
in-service loading is unclear; however, the type of damage seen during 
simulated Brazier effect loading does not appear to correspond to that seen 
during full blade testing to failure. The effects and magnitude of Brazier 
crushing loads are investigated in further detail in the subsequent section. 
8.5 Analysis of Brazier Crushing 
8.5.1 Introduction 
The following section aims to estimate the loading and deformation of wind 
turbine cap and web sections as a result of the Brazier effect. An estimate of 
loading assuming negligible cross-sectional deformation is made in Section 
8.5.2. A numerical method of calculating loading and deformation upon the 
cross-section is described in Section 8.5.3. 
8.5.2 Analysis of Loading Caused by the Brazier Effect 
The Brazier crushing pressure acting on the cross-section, per unit length 
(from Brazier [188]) is 
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where Z is the distance from the neutral axis, C is the longitudinal curvature 
due to bending, and 1/a11 is the longitudinal, in-plane stiffness. If it is assumed 
that the cross-section is rectangular and symmetric, equation (8.7) can be 
used to calculate the crushing force per unit length acting upon each web 
section [189]: 
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where h is the height of the cross-section and w is the width. Using equation 
(8.8), the loading on a cap section due to the Brazier Effect can be estimated. 
Using the curvature at failure of 0.01125 m-1 for a similar blade design [190], a 
crushing force per unit length upon the cap (twice that of a single web) of 
approximately 40 kN/m can be calculated. For a section length of 0.075 m (as 
used for the previous 3 point bend specimens), a load at blade failure of 3 kN 
is calculated, which compares with a failure load of approximately 10 kN 
under 3 point bending. To achieve a crushing load of 10 kN (which would be 
distributed along the length of the cap), a curvature of approximately 0.02 m-1 
(~75% greater) would be required, implying that Brazier Effect crushing is 
unlikely to cause significant damage in the cap with this blade design. 
8.5.3 Buckling of the Web Section due to Brazier Crushing Loads 
To investigate the buckling of the web section of a wind turbine box beam 
section, a method predicting nonlinear behaviour of multi-bay airfoil sections 
due to the Brazier Effect (Figure 8-22(a)), described by Cecchini and Weaver 
[191], has been modified. In particular, the modelling altered to allow for 
buckling of the web section due to the combined effect of end moments and 
end loads on these vertical sections (Figure 8-22(b)). 
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Figure 8-22  (a) Idealisation of multi-bay airfoil section (adapted from 
[191]); (b) Idealisation of box beam section 
 
The box beam section, as shown in Figure 8-22(b), is idealized as rectangular 
and retains symmetry about both the neutral axis and the vertical centreline 
after deformation. The cap sections are idealized as two horizontal elements 
(b) whilst the web sections are idealized as two vertical sections (a), each with 
unique shell stiffness values. Additionally, it is assumed that the longitudinal 
bending stiffness of the web sections is negligible in comparison with the cap. 
8.5.3.1  Deformation of horizontal elements 
 
The initial position of the horizontal element b is given by: 
 
2
h
Zb =  (8.9) 
 
The initial local crushing force Ψyb per unit length dy along the element b is: 
 
)max(byb Ψ=Ψ  (8.10) 
 
where Ψmax(b) is the instantaneous maximum crushing force per unit length of 
the element. 
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Figure 8-23  Loading configuration on element b: (a) Force distribution 
along element b; (b) Forces around an arbitrary point y on element b 
 
The maximum crushing force remains unknown and is found by calculating 
the minimum energy solution. The crushing force on the web at 1b (Figure 
8-23(a)) is given by: 
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whilst the web end moment at 1b is: 
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The moment myb at any point y in section b (Figure 8-23(b)) is given by: 
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Local curvature of the b element is given by: 
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where w is displacement perpendicular to b. Change in local gradient is given 
by: 
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From (8.13) and (8.15), gradient at 2b is given by: 
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which is equal to 
bdy
dw
1
−  due to symmetry of the b element. Displacement of b 
is given by: 
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Displacement at 2b is: 
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The energy of cross-sectional deformation of two b elements (one above and 
one below the neutral axis) is: 
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where myb is given by (8.13). Longitudinal bending stiffness EIb of two b 
elements if the contribution of D11(b) is considered negligible: 
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Energy of longitudinal bending is thus: 
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where wyb is given by (8.17). 
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8.5.3.2  Deformation of vertical elements 
 
Figure 8-24  Forces around arbitrary point y on element a 
 
The moment mya at any point y in section a (as shown in Figure 8-24) is given 
by: 
 
yaaaya wpmm 11 −−=  (8.22) 
 
where p1a is the crushing load on the web, m1a is the end moment and wya is 
the local displacement. Local curvature is given by: 
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Integration of (8.23) gives the local gradient: 
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whilst further integration gives the local displacement: 
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Such that (8.22) becomes: 
 
∫∫ −−++−=
y
aaa
a
ya
a
a
a
aa
aya wpyp
dy
dw
dydyw
D
p
y
D
mp
mm 111
1)(22
2
12
)(22
11
1
2
 (8.26) 
 
It is assumed that there is no shortening of the b element and that the a 
element is symmetrical about the neutral axis, giving boundary conditions of: 
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From (8.16), (8.24) and (8.28), using m1a = -m1b and p1a = p1b: 
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For each Ψmax(b), equation (8.25) is solved for m1a in order to satisfy (8.29). To 
calculate the shortening of the vertical element, w1b, the contribution to vertical 
shortening ∆w1b,y of each section ∆ya of element a is: 
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where: 
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It is assumed that buckling occurs when the value of ∆wya is equal to ∆ya for 
any section ∆ya (i.e. when any section ∆ya becomes orientated horizontally). 
The energy of cross-sectional deformation of two a elements is given by: 
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where mya is given by (8.26). It is assumed that the contribution of element a 
to longitudinal bending is negligible, so that the total energy Utot is 
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which can be differentiated by Ψmax(b) to find the minimum energy solution 
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Using equations (8.19), (8.21) and (8.32), equation (8.34) is solved to give 
Ψmax(b) for the minimum energy solution at a given blade curvature, C. 
8.5.4 Analysis using Blade Test Data 
The method described above was used to analyse a blade tested to failure by 
Jensen et al. [190]. Shell stiffness values were based on the material property 
values and dimensions at the longitudinal position where failure occurred 
(Table 8-6). 
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Table 8-6  Box section properties used for Brazier analysis 
 
 
Figure 8-25(a) shows the crushing load on a single web section at increasing 
blade curvature, compared with the theoretical crushing load calculated using 
equation (8.8). At low curvatures, there is good agreement between the 
analysis and theoretical data. As curvature increases, the increasing 
deformations caused by the crushing forces result in a small discrepancy with 
theoretical data, since the calculation for theoretical crushing load ignores the 
effects of deformations. 
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Figure 8-25  Relationship between loading and blade curvature: (a) Crushing 
load versus curvature of bending for a single web section; (b) Section bending 
moment versus curvature of bending. 
 
Upon buckling, the crushing load predicted by the analysis increases 
suddenly; it is assumed that this is due to a snap-through to achieve the 
minimum energy solution. Once buckling of the web occurs, the crushing load 
upon it becomes necessarily constant ca. 100 kN/m. For comparison, if the 
web is assumed to be fixed at both ends (since D22(b) is significantly larger 
than D22(a), this is a reasonable, if not entirely accurate assumption) and the 
end moments on the web are ignored, the critical load calculated using simple 
Euler buckling is 128 kN/m. 
 220 
 
Figure 8-25(b) shows the moment carried by the cross-section as curvature is 
increased. The moment predicted by the analysis is compared with the 
theoretical moment (for which it is assumed that the crushing load, and hence 
cross-sectional deformation, is zero). Once again, there is good agreement at 
low curvature but increasing difference as curvature increases. Additionally, 
the results indicate that the load carrying capacity of the blade is reduced by 
over 60% once web buckling occurs. Figure 8-26 shows the cross section at 
three different curvatures; the change in cross section before buckling occurs 
is significant, but once buckling occurs it is clear that the load carrying 
capacity of the structure is severely compromised. 
 
Figure 8-26  Cross-section of box beam section at varying values of 
curvature (0.011, 0.026 and 0.027 m-1) 
 
The curvature at web buckling is 0.025 m-1, which compares to a curvature at 
failure seen during a full blade test of approximately 0.011 m-1. This indicates 
that the Brazier crushing loads are unlikely to play a major role in the blade 
failure for this design; instead failure is likely a result of buckling of the 
compressive cap due to the longitudinal compressive loading. 
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8.5.5 Modification for Analysis of an Unsymmetrical, Optimised 
Box Section 
The analysis of Brazier crushing loading described above has subsequently 
been modified to allow the analysis of box sections with tension and 
compression caps of different stiffness properties (Figure 8-27). While the 
equations underpinning this analysis remain the same, the method for their 
solution is altered. 
 
Figure 8-27  Optimised Box Section Idealisation 
 
Given values of Ψmax(b) and m1b, 
bdy
dw
1
 is calculated using equation (8.16), 
giving values of m1a and 
ady
dw
1
. Using these values, equations (8.24) and (8.25) 
are solved to give m4a and 
ady
dw
4
, and hence m4c and 
cdy
dw
4
. These values are 
used to calculate total energy, Utot, from equations (8.19), (8.21), (8.32) and 
(8.33) for the given Ψmax(b) and m1b. For each value of curvature, C, Ψmax(b) 
and m1b giving the lowest Utot are selected and used to calculate the section 
bending moment, M. 
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Table 8-7  Stiffness properties for symmetric and optimised box beam 
sections 
 
 
Shell stiffness values for an unsymmetrical, ‘optimised’ box section design 
proposed by Jensen et al. [190] are used in this model (Table 8-7), and 
results compared to those for the symmetric box section. The differences 
between the symmetrical and the optimised box structure are shown by 
Figure 8-28(a) and (b). The optimised section is designed to resist buckling of 
the compressive cap under (longitudinal) blade bending loads, by introducing 
a sandwich construction as suggested by Berggreen et al. [192]. Additionally, 
the tension cap thickness is reduced by 66% compared to the symmetric box 
section, reducing its stiffness. Using the above analysis methods, the 
predicted shape of the cross-section of immediately prior to web buckling is 
shown for the symmetrical box section (Figure 8-28(c)) and the optimised box 
section (Figure 8-28(d)). Figure 8-29 compares the moment vs curvature 
response predicted by these analyses, showing failure of the optimised box 
section occurring at a curvature 25% greater than the symmetric box section. 
Of greater importance, however, is the reduction of the section bending 
moment at failure of 34% for the optimised box section, indicating that such 
changes to blade design may increase the influence of the Brazier effect in 
blade failure. 
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Figure 8-28  Symmetrical and optimised box sections: (a) Symmetrical 
box section structure; (b) Optimised box section structure; (c) 
Symmetrical section immediately prior to web buckling; (d) Optimised 
section immediately prior to web buckling 
 
 
Figure 8-29  Brazier analysis results for symmetric and optimised box 
sections 
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8.6 Compressive Cap Buckling 
In order to investigate the behaviour of the compressive cap under 
longitudinal loading, an FEA model of a 2 m section of the box beam using 
shell elements has been created using the dimensions and material properties 
in Table 8-6. Tensile and compressive deformations have been applied at 
each end of the section, with a distribution consistent with that seen during 
bending (Figure 8-30). 
 
Figure 8-30  FEA model of a 2 m box beam section with boundary 
conditions to simulate typical bending 
 
Figure 8-31(a) shows the geometry and magnitude of displacements of the 
section immediately prior to failure. It can be seen that the compressive cap 
shows significant deformation at its centre. Additionally, the adjacent web 
sections have large displacements, bowing outwards at around one third of 
the height from the compressive cap. Failure occurs through a combined 
buckling of the compressive cap in the longitudinal direction and buckling of 
the webs in the vertical direction. This is consistent with the displacements 
described by Jensen et al. [190]. 
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Figure 8-31(b) shows the moment versus curvature behaviour of the FEA 
section, compared to the theoretical behaviour, assuming no change in cross-
section. Jensen et al. describes that curvature at 80% of failure load is 0.009 
m-1, and assumes that load and curvature remain linear, giving a failure 
curvature of 0.01125 m-1. However, it can be seen from Figure 13 that the 
moment-curvature behaviour is non-linear as curvature increases. At a 
curvature of 0.009 m-1, the section moment is 1920 kNm; if this is assumed to 
approximate to 80% of the failure load, the moment at failure should be 
approximately 2400 kNm. In comparison, failure actually occurs in the FEA 
model at a moment of 2735 kNm and curvature of 0.0164 m-1. 
 
Figure 8-31  Deformation of box beam section: (a) Magnitude of 
displacements immediately prior to failure; (b) Moment versus 
curvature for FEA of compressive cap buckling 
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Brazier crushing forces have been eliminated for the purposes of this FE 
study by applying the boundary condition displacements parallel to the length 
of the beam section throughout the analysis. As a result, there is no vertical 
component to the bending stresses, hence zero Brazier crushing. However, 
for complete longitudinal buckling of the compressive cap to occur, the local 
failure of the web sections due to vertical buckling is required. By ignoring 
Brazier crushing forces, it is likely that the failure of the web section is delayed; 
as such, the Brazier effect may be contributory to the ultimate failure due to its 
effect on the buckling of the web, allowing longitudinal cap buckling. 
 
It should also be noted that the ratio of the cap length / cap width is 3.125; in 
the FE model of an entire box beam section used by Jensen et al., the ratio 
(length of buckled region / cap width) is approximately 1. A ratio of 1 is 
associated with the minimum buckling load for a buckling mode wave number 
of 1; hence, the FE results likely give an overestimate of the buckling load. 
 
Figure 8-32 compares the moment-curvature behaviour modelled by the FEA 
model of compressive cap buckling and the Brazier analysis results. From this, 
it can be seen that the curvature at failure for compressive cap buckling is 
predicted to be 37% lower than that predicted for web buckling due to Brazier 
crushing. In addition, the failure load is predicted to be 58% lower for 
compressive cap buckling. 
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Figure 8-32  Comparison of moment-curvature behaviour for FEA of 
compressive cap buckling and Brazier analysis 
 
8.7 Failure due to the Brazier Effect 
The previous FE analysis has shown that, for the type of blade described, 
Brazier crushing pressure alone is unlikely to cause failure of an undamaged 
box beam cap section. However, it is possible that if pre-existing damage is 
present in the cap, the resulting larger deformations of the cap under Brazier 
crushing pressure may contribute to failure of the structure in combination 
with other damage mechanisms. Additionally, it has been shown that under 
Brazier crushing pressure, it is likely that the majority of damage in the cap 
will be in the form of transverse tensile damage. It should be noted that full 
blade tests has often shown evidence of delamination in the compressive cap 
[186, 187]; this suggests that high interlaminar shear (possibly in the 
longitudinal-vertical plane) in the region of longitudinal buckling, as opposed 
to Brazier crushing, is the main cause of cap damage. However, evidence of 
transverse tensile damage in the UD layers of future blade designs may 
indicate an increasing role of the Brazier effect in failure mechanisms. 
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The analytical evaluation of web buckling due to the Brazier effect suggests 
that this type of failure is more likely than cap failure. However, comparison 
with data from a full blade test indicates the longitudinal curvature required for 
this type of failure is approximately twice the curvature seen experimentally at 
failure. A limited FE study supports the theory that failure actually occurs 
primarily due to longitudinal buckling of the compressive cap, which 
additionally results in local vertical buckling of the web sections. Brazier 
crushing, however, potential contributes to such a failure mode through 
increase loading upon the web sections in the region where the compressive 
cap buckles. 
 
It should be noted that there are efforts to design a box beam with a more 
optimised, asymmetric section to increase blade loading before compressive 
cap buckling occurs [190]. This optimised design increases the bending 
stiffness of the compressive cap by approximately 200% and is likely to 
increase the load at which the compressive cap buckles significantly. 
However, as described in section 7.5, these changes could reduce the load at 
which failure due to Brazier crushing occurs. In particular, the section bending 
moment at which web buckling due to Brazier crushing is predicted to occur is 
reduced in the optimised section. Additionally, if the tensile cap is optimised 
such that its shell bending stiffness D22 is reduced, the deformation due to 
bending of the cap in the cross-sectional plane will be increased, leading to 
increased likelihood of transverse tensile damage. By introducing a sandwich 
structure to the tensile cap (as has been done with the compressive cap) 
bending stiffness of the tensile cap would be increased, thus increasing the 
load at which web buckling due to the Brazier effect would occur with minimal 
increase in mass. 
 
The aim of this research was to evaluate how the Brazier effect may lead to 
failure in wind turbine blades and compare the relative likelihood of these 
failure modes.  It has shown that damage occurring in the cap due to the 
Brazier effect is likely to be in the form of transverse tensile damage, as 
opposed to delamination. Additionally, it has been shown that such damage is 
unlikely in the current designs studied, assuming they have little or no pre-
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existing damage. It should also be noted that the static loading only has been 
considered during the analyses performed above; further research should 
investigate the effects of dynamic loading. 
 
Web buckling due to Brazier crushing forces is also considered as a failure 
mechanism. Once again, it is unlikely that this mechanism plays a primary 
role in blade failure with current designs. However, the Brazier crushing 
effects may play a part in causing failure to occur due to longitudinal buckling 
of the compressive cap at a lower load than if the Brazier loading was 
eliminated. 
 
Additionally, moves towards an ‘optimised’ blade design, with asymmetric 
cross sections and a tensile cap with lower in-plane bending stiffness to the 
compressive cap, may lead to web failure due to Brazier crushing occurring at 
lower blade loading or increased likelihood of damage to the tensile cap. The 
effect of such damage mechanisms may be reduced by altering the tensile 
cap to implement a sandwich structure. 
 
Finally, in addition to the geometrical changes that can be implemented, there 
is potential for structural health monitoring to greatly aid in the detection and 
eventual reduction of structural failures. In particular, since longitudinal 
buckling of the cap is the first failure to occur in current blade design, 
structural health monitoring techniques could be deployed to pre-empt this 
type of failure. A monitoring system, such as optical strain gauges or acoustic 
emissions monitoring can be implemented to first understand the types of 
loading undertaken by blades in the lead up to catastrophic failure and 
eventually used in a closed loop feedback control system for the blade. 
8.8 Chapter Conclusions 
Modelling and experiments hav been performed on a number of wind turbine 
web specimens. Bending of web specimens has been characterised using a 
combination of experiments using DIC and FE modelling. Debonding damage 
during bending in modified web specimens has been investigated using AE 
and DIC. Buckling experiments using web specimens, with loading analogous 
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to that caused by the Brazier effect have been performed, with damage 
monitoring performed using AE and DIC. AE and DIC have been effective in 
identifying the location of damage in web specimens. 
 
Experiments and FEA analysis of wind turbine cap components has also been 
performed, with significant transverse tensile damage observed as a result of 
simulated Brazier loading. Reinforcement of cap components can increase 
the load at which damage begins to occur in such components subjected to 
simulated Brazier crushing loads. However, the magnitude of Brazier crushing 
loading alone is unlikely to be sufficiently large to cause damage in existing 
box beam cap components. 
 
A method for the analysis of the deformation of a wind turbine box section due 
to the Brazier effect has been developed and used to evaluate the existing 
behaviour and future box section designs. An analysis of the effects of Brazier 
crushing loads on the entire box beam structure predicts failure due to web 
buckling; however, with current blade designs, failure of the blade due to 
longitudinal buckling of the compressive cap is likely to occur prior to web 
buckling due to Brazier crushing. This is consistent with research performed 
by Overgaard et al. [193], which found that the Brazier effect was not the 
cause of failure in a similar wind turbine blade design. 
 
In contrast, the analysis of a proposed future blade design indicates that the 
likelihood of web buckling due to the Brazier effect is increased with such a 
design. Additionally, reduction in tensile cap thickness may result in a higher 
risk of cap damage due to Brazier crushing loads. 
 
It is recommended that a sandwich structure is implemented in the tensile cap 
to reduce the risk of damage due to the Brazier effect. Structural health 
monitoring of blades should also be performed to detect the most likely 
damage mechanisms for a particular blade design; in current designs, 
longitudinal buckling is most likely to lead to failure, while damage 
mechanisms relating to the Brazier effect may have increased importance in 
failure of future blade designs. 
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9 Conclusions and Recommendations 
9.1 Overview 
Room temperature ARCMAC and DIC experiments have included tensile 
tests using old ARCMAC system and DSLR/ARCMAC to measure strain from 
ARCMAC gauges and DIC speckle. This research has also included the 
development of threshold selection, image contrast settings, various image 
resample filters and automatic image processing methods. Evaluation of 
these methods has been performed using results from tensile tests and 
calibration experiments. For the DSLR–ARCMAC system, methods for 
correcting for lens distortion errors have been developed and evaluated using 
ARCMAC calibration blocks. 
 
Research into the use of ARCMAC and DIC at high temperature has included 
creep tests performed at E.ON UK, which have been analysed using 
automatic image processing methods. A method for applying a DIC speckle 
suitable for use at high temperatures has also been developed and tested. 
Subsequent creep testing has used this speckle application method, along 
with ARCMAC gauges, to measure strain in a plain creep specimen. Finally, 
an experiment using a CMV steel plate featuring four ARCMAC gauges 
subjected to high temperature and zero loading has allowed the behaviour of 
ARCMAC gauges at high temperature to be evaluated. 
 
Investigations into the loading on wind turbine blade components caused by 
the Brazier effect have employed a number of experimental and modelling 
techniques. Experiments have been performed with simulated Brazier 
crushing forces applied to web and cap components, with damage 
progression monitored using DIC and AE. A number of these experiments 
have been modelled using FEA and the type and extent of damage 
mechanisms evaluated. Additionally, numerical and FEA modelling of a wind 
turbine box beam has been performed to investigate failure mechanisms. 
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Tensile tests performed using DIC have also been described. In order to 
obtain strain data at strains beyond the limits of DIC analysis software, a 
number of techniques used during ARCMAC analysis have been adapted. 
Stress and strain data obtained using these methods has been used to model 
these tensile experiments using FEA. 
 
Aims of the research have included evaluation of common damage 
mechanisms in power industry components using a number of condition 
monitoring techniques. During this research, the behaviour of high 
temperature power plant components and wind turbine blade components has 
been investigated; use of optical strain measurement techniques has been a 
common theme throughout these studies. 
9.2 Development of Optical Creep Measurement Techniques 
Accuracy and reliability of ARCMAC system has been evaluated during a 
number of room temperature experiments; the accuracy of ARCMAC strain 
measurements averaged approximately 20-40 µε during these experiments. 
Development of image processing techniques to calculate strain from 
ARCMAC images has improved accuracy of ARCMAC strain measurements 
by approximately 10 µε. In addition, the reproducibility of strain results have 
improved and image processing time decreased as a result of these 
developments. Accuracy and reliability of DIC data captured using ARCMAC 
system has been more variable. However, under optimal conditions, DIC 
strain measurements have been accurate to approximately 50-100 µε. A 
combined ARCMAC/DIC strain measurement technique has also been 
demonstrated, allowing ARCMAC strain and DIC full field strain data to be 
captured in the same image. 
 
Further development of the combined technique (ARCMAC & DIC in the same 
image) would have several benefits, particularly across or near welds and 
defects. In particular, the technique would provide a reliable measurement of 
strain from an ARCMAC gauge, along with full field strain measurement, 
allowing evaluation of creep damage in the vicinity of a weld and defect. The 
newly-developed DSLR-ARCMAC system is suitable for such a combined 
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technique, since it has greater depth of focus, allowing both the ARCMAC 
gauge and DIC speckle to be captured in a single high resolution, well-
focussed image. 
 
This research has developed the techniques and technology required for such 
a combined technique including a suitably accurate and versatile camera 
system, ARCMAC gauges (including installation); image processing technique 
and a method for application of HT DIC speckle. The accuracy and reliability 
of these techniques has been demonstrated at high temperatures, as 
described previously; however, continued research is required to further 
validate these methods. 
 
Experiments described in Chapter 6 have shown camera orientation to be 
important to the accuracy of DIC results when the camera is repeatedly 
removed and replaced on a specimen. By using a combined ARCMAC/DIC 
technique, it would be possible to account for the effect of variations in 
camera orientation upon DIC strain data using ARCMAC reference data. 
 
Figure 9-1  DIC strain measurement and ARCMAC reference distance for 
combined technique 
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A correction factor A0/Ai can be used, where Ai is the ARCMAC reference 
distance for image i and A0 is the ARCMAC reference distance for the initial 
image in the sequence (Figure 9-1). Corrections in displacements calculated 
by DIC software can be made using such a correction factor, such that: 
 
Uc,i = A0/Ai Ui (9.1) 
 
where Ui is the displacement calculated from DIC and Uc,i is the displacement 
which has been corrected for changes in camera orientation. Strain calculated 
using DIC software can be corrected in a similar manner: 
 
εc,i = A0/Ai εi (9.2) 
 
where εc,i is the strain calculated from DIC and εi is the corrected strain. Such 
a technique would be most beneficial for measuring the variation in strain 
across a weld in power plant components. However, it is likely that such a 
method could be adapted for any situation where camera positioning is not 
constant (e.g. DIC strain measurement for wind turbine blades). In such a 
situation, a zero strain reference gauge (similar to that used with ARCMAC) 
would be installed on the component of interest. 
 
Reliability and readability of ARCMAC gauges after several years at high 
temperature is an important requirement, since plant shutdowns (and 
associated ARCMAC gauge readings) occur approximately every 1-2 years. 
Gauge movement has been observed during high temperature testing and is 
likely due to weld relaxation. Such gauge movement can have a significant 
effect upon measured strain. Long term creep test results, however, do not 
show a significant reduction in accuracy after long periods at high temperature. 
Such results imply that such gauge movement stabilises over time. 
 
Degradation of target spheres was also observed during creep testing, but not 
during furnace testing performed over a longer time period. Maharaj [8] found 
a similar rate of degradation of target spheres, but noted that other creep tests 
(at similar temperatures) experienced little/no gauge degradation. It is 
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possible that gauge degradation may be caused by airborne chemicals found 
in certain creep test apparatus. Gauges which have experienced target 
sphere degradation or gauge movement due to weld relaxation have been 
subjected to frequent cooling and reheating for the purposes of image capture. 
It is possible that effect of the number of thermal cycles, as opposed to total 
time, may be significant factor in both target sphere degradation and gauge 
movement; however this has not been confirmed and requires further 
investigation. 
 
Experiments using DIC at high temperature were performed for a relatively 
short time but the HT speckle underwent several thermal cycles at high 
temperature. Oxidation appeared to spread progressively at the specimen 
surface beneath the HT speckle layer, albeit at a relatively slow rate. Use on 
steam pipes would involve greater time but fewer thermal cycles; relative 
effect in the deterioration of the speckle is unclear. It is likely that each 
thermal cycle causes significant thermal stress at the bond between the HT 
speckle and the specimen surface; consequently, a reduction in the frequency 
of thermal cycles would likely prolong the durability of the speckle. Additionally, 
200-400 mm thick cladding used on steam pipes is likely to reduce oxygen 
availability, and hence the rate of oxidation. If HT speckle is durable over a 
minimum of 2 years to deteriorate, the technique would be appropriate for use 
on power plant components; during each plant shutdown, the HT speckle 
could be inspected and reapplied if necessary without compromising 
continuity of strain measurement. 
9.3 Damage Prediction and Evaluation in Wind Turbine 
Blades 
A number of techniques have been used to evaluate damage and failure 
mechanisms, with focus on those caused by the Brazier effect. Experiments 
using DIC to provide full field strain measurement have been extremely useful 
in providing data and comparative tools during the development of FEA 
models of such experiments. FEA modelling has subsequently been 
instrumental in evaluating the types of damage occurring in test specimens. 
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Combined use of these techniques, such that each one complements the 
other, can be considered a valuable method for damage evaluation. In 
particular, the ability to compare full-field strain data produced by both 
techniques is highly beneficial. 
 
Combined use of AE and DIC for location of damage has been demonstrated 
in small wind turbine components. Further development of combined use of 
these techniques for analysis of larger wind turbine structures may provide 
improved condition monitoring techniques for in-service blades. Such 
condition monitoring systems could potentially use continuous AE monitoring 
to locate major damage events in a blade. DIC techniques could then be 
deployed during wind turbine inspection to assist in evaluation of this damage. 
The inaccuracies caused by removal and replacement of DIC systems could 
be corrected by development and use of a reference gauge, as described in 
the previous section. 
 
Numerical modelling techniques developed to analyse cross-sectional 
deformation caused by Brazier crushing loads have been useful in assessing 
the impact of the Brazier effect. This method allows analysis of blade cross-
sections without requiring FE modelling of the full box beam. Analysis of 
existing blade cross-sections have shown that failure mechanisms that result 
from Brazier crushing forces are not the dominant cause of failure. Possible 
future changes to blade design, however, are likely to increase the importance 
of the Brazier effect in causing failure. Introduction of a sandwich structure to 
both the compression and tension caps in the box section would increase 
bending stiffness, giving improved resistance to Brazier crushing loads. 
 
9.4 Innovative Developments 
With regard to condition monitoring of power plant components, a number of 
innovative developments have been made. Combined use of ARCMAC and 
DIC has been performed and evaluated. Design, manufacture and validation 
of a high resolution DSLR-ARCMAC system has been completed. A number 
of ARCMAC image processing techniques have been developed and 
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validated. ARCMAC gauge behaviour at high temperature has been 
characterised. Finally, a method for application of DIC speckle to a CMV steel 
surface, suitable for use on power plant components, has been described and 
used to measure strain during creep testing. 
 
Research into damage evaluation has included an investigation of DIC and 
AE for condition monitoring in wind turbine components. A combined DIC and 
FEA approach has been used to evaluate damage in wind turbine cap 
components as a result of the Brazier effect. Finally, a number of methods to 
analyse blade damage and failure due to the Brazier effect have been 
developed and used to evaluate the role it plays in the failure of current and 
future wind turbine blade designs. 
9.5 Future Work 
A number of experiments are recommended to continue the research 
described in this thesis. An investigation into the long term durability of HT 
DIC speckle would be useful in determining its suitability for use on power 
plant components. During such an investigation, HT speckle could be applied 
to a CMV steel plate and subjected to high temperature at no load, in a similar 
experiment to that used to investigate ARCMAC gauge behaviour. 
 
Further development of the combined ARCMAC/DIC technique could begin by 
performing creep testing with combined ARCMAC/DIC technique using plain 
specimens. Further creep experiments could use specimens featuring 
simulated defects or welds, to test the ability of the technique to measure the 
variation of strain across such defects. 
 
With regard to wind turbine damage evaluation, it would be desirable to 
perform an FEA analysis of wind turbine box beam featuring the changes to 
future blade design proposed by this research. This would allow an evaluation 
of the effect of such changes to establish whether such changes would be 
effective in minimising the extent of damage mechanisms caused by the 
Brazier effect. Additionally, use of AE and DIC in tests of larger wind turbine 
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structures would allow the suitability of such techniques for condition 
monitoring to be further assessed. 
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