Abstract. Motivated by the Forelli-Rudin projection theorem we give in this paper a criteria for boundedness of an integral operator on Lebesgue spaces in the interval (0, 1). We also give the precise norm of this integral operator. As a consequence, one can derive a generalization of the Dostanić result concerning the norm of the Berezin transform B acting on the Lebesgue space L p (B) of the unit ball in C n which says that
Introduction
Introduce the notation which will be used in this paper. If T is a linear operator from a space with a norm (X, · X ) into a space (Y, · Y ), we denote by T X→Y the norm of T , i.e.,
T a Y a X .
Throughout the whole paper n will be a positive integer. Let ·, · stands for the inner product in the complex n−dimensional space C n given by z, w = z 1 w 1 + · · · + z n w n , where z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ). The standard norm in C n , induced by the inner product, is denoted by | · |.
Denote by B the unit ball {z ∈ C n : |z| < 1} in C n and let S = ∂B be the unit sphere. The normalized Lebesgue measure on the unit ball (sphere) is denoted by dv (dτ ). Let L p (B), 1 ≤ p < ∞ stands for the Lebesgue space of all measurable functions in the unit ball of C n which modulus with the exponent p is integrable. For p = ∞ let it be the space of all essentially bounded measurable functions. Denote by · p the usual norm on L p (B) (1 ≤ p ≤ ∞). Recall that
for f ∈ L p (B) (1 ≤ p < ∞).
Following the Rudin monograph [15] as well as the Forelli and Rudin work [7] , associate with each complex number s = σ + it, σ > −1 the integral kernel understand f (w) is a such on function in B that the previous integral is well defined, and the complex power is understood to be the principal branch. The coefficient c s is chosen in the way that for the weighted measure in the unit ball 
where Γ and B are Euler functions. T s is the Bergman projection operator. Bergman type projections are central operators when dealing with questions related to analytic function spaces. Forelli and Rudin [7] proved that T s :
, where H(B) is the space of all analytic functions in the unit ball, is a bounded (and surjective) operator if and only if σ > 1 p − 1, where 1 ≤ p < ∞. Moreover, they find T s :
in other cases is not an easy problem. Mateljević and Pavlović extended the Forelli and Rudin result in [12] .
On the other hand, if p = ∞, it is known [3] that the operator T σ (σ > −1) projects L ∞ (B) continuously onto the Bloch space B of the unit ball in C n . Recall that the Bloch space B contains all functions f analytic in B for which the seminorm f β = sup z∈B 1 − |z| 2 |∇f (z)| is finite. One can obtain a true norm by adding |f (0)|, more precisely in the following way
The β−(semi-)norm of T σ : L ∞ (B) → B is defined to be
In [8] we find the (semi-)norm of T σ w.r.t. β−(semi-)norm. We have
.
where we have introduced (for the sake of simplicity) λ = n + σ + 1. Following the approach as in [14] , one can derive
Particulary, for σ = 0 and n = 1 we put P = T 0 and B = U (then we have the original Bergman projection). Perälä proved that
which are the main results from [13] and [14] , respectively. For related results we refer to [9] .
The main result and preliminaries
In the consideration which follows we will assume that µ > 0. We denote by L p µ (0, 1) the space of all measurable function ϕ(t) in (0, 1) which satisfy the condition
The measure µ t µ−1 dt will be denoted by dµ(t). The Gauss hypergeometric function is given by the series
for all c different from zero and negative integers; here
stands for the Pochhammer symbol. The series converges at least for |z| < 1 and
For a parameter σ > −1 we will consider the operator F σ given in the following way
where we have denoted λ = µ + σ + 1. It happens that the operator F σ is bounded on L 
The case p = 1 is not difficult to consider. It will be derived from Lemma 2.2. Let ν be a finite measure on X. Let T be an integral operator which acts on L 1 = L 1 (X, ν) with the non-negative kernel K(x, y), i.e., let
Then T maps L 1 into itself if and only if
In this case we have
In the case 1 < p < ∞ we will use the following well known result.
Lemma 2.3 (The Schur test).
Suppose that (X, ν) is a σ−finite measure space and K(x, y) is a nonnegative measurable function on X × X, and T the associated integral operator
Let 1 < p < ∞ and 
for almost every x ∈ X and
for almost every y ∈ X, then T is bounded on L p = L p (X, ν) and the following estimate of the norm holds
Beside these lemmas we will use the following transformations and facts concerning the Gauss hypergeometric functions. We list them for the sake of easy reference. Some of them are well known.
where z is different from 1, and | arg(1 − z)| < π. 
and increasing in 0 < r < 1. Therefore, we may apply the Gauss relation to obtain the maximum. In other cases holds
For these asymptotic relations we refer to [1] .
Lemma 2.8.
Proof. Under the assumption of the lemma, both sides of the Euler formula are continuous at z = 1. The lemma then follows by letting z → 1 and applying the Gauss theorem.
Proof of the main theorem
Denote the kernel of F σ by
Let us first discus the simple case p = 1. We have
By the Euler formula we obtain
Regarding the Euler transform we have
It follows, in view of Lemma 2.7, that sup t∈(0,1)
< ∞ if and only if σ > 0. According to Lemma 2.2 we conclude
The rest of the proof of our main result is devoted to the case 1 < p < ∞. We divide it into two parts. In the first one, using the Schur test, we prove that F σ is bounded in the case σ > 1 p − 1 and we obtain the estimate of the norm
In the second part we deliver the proof that the same number is the estimate of
In this part we also obtain that the condition σ > 1 p − 1 is necessary for the boundedness of F σ .
Part I
To start with this, denote ϕ(t) = (1 − t)
(regarding Lemma 2.6), we obtain
; s is increasing in 0 < s < 1, thus, by Lemma 2.7 we have
Similarly, one has
Using now Lemma 2.7, we obtain
By the Schur test we finally obtain
Part II
As we have said, the aim of this part is to establish the norm estimate of F σ (1 < p < ∞, σ > 1 p − 1) from below. The following two simple lemmas will be useful in that approach. 
it follows that H ∈ L 
Proof. To prove this part of lemma, it is enough to note that if we set η = ζ p−1 , we obtain
what immediately implies the statement of this lemma.
where q is conjugate to p, i.e., q = p p−1 . For our operator F σ we will calculate
Using the Fubini theorem we obtain
In order to estimate the norm of
) from below in the preceding relation we will take for Φ(t) and Ψ(s) the functions of the following form Φ(t) = C t 
In the sequel we will chose θ,θ and ϑ,θ in the way that it makes simpler the calculation of integrals in the expression for 1 0
Introducing the preceding type of functions with ϑ = 0 we obtain
where we have used Lemma 2.5 for c =θ q + µ + 1 and
For the sake of simplicity in the following calculation we setθ = θ−p p−1 . Then we haveθ
Since we must haveθ > −1, it follows that θ > 1. Now, it remains to transform
We have used Lemma 2.8; note that (µ +
In the sequel we assume that σ > −1) . Now, regarding Lemma 3.2 it follows lim sup
. Thus, we have proved
On the Forelli-Rudin theorem
We go back now to the operator T σ mentioned in Introduction. Beside that operator we will consider now the integral operatorT σ (σ > −1) given by the kernel
where λ = n + σ + 1. It is known thatT σ maps L p (B) (1 ≤ p < ∞) into itself continuously if and only if and σ > 1 p − 1; see [7] where Forelli and Rudin used this operator in order to establish the continuity of T σ .
In order to connect our main result with the Forelli-Rudin result, we will first transform the integral I c (z) which appears in the first chapter of the Rudin monograph [15] .
for z ∈ B and for any real number c. Then
Proof. In order to prove this lemma we use the result from the proof of Proposition 1.4.10 in [15] . In this proposition the following fact is proved
for d ∈ {0, −1, −2, . . . }, it follows now
for all z ∈ B.
We say that a function h(y) defined in the unit ball is radially symmetric if there exist H(r) defined for 0 < r < 1 such that h(y) = H(|y| 2 ) for all y ∈ B. The following simple lemma will be useful. Lemma 4.2. Let h(w) be a radially symmetric function in the unit ball of the form h(w) = H(|w| 2 ), where H(t) is defined in the interval (0, 1) and non-negative.
If a function h(w) defined in the unit ball is radially symmetric then so is
, where H(t) is a non-negative measurable function in (0, 1), theñ
Proof. a) Using polar coordinates we obtain
b) Using polar coordinates and Lemma 4.1 we obtain
Remark 4.5. For n = 1 Theorem 4.4 reduces to the main result in [4] . See Theorem 1 there. See also [11] .
we immediately deduce
5. An estimate of the norm of T σ Forelli and Rudin [7] proved that
Γ(σ) Γ(σ + 1)
, σ > 0.
Note that T σ :
. They also proved By the Riesz-Thorin theorem we obtain 
Γ( |1 − z, w | 2n+2 f (w) dv(w), z ∈ B.
Berezin [2] introduces the notion of covariant and contravariant symbols of an operator. The Berezin transform finds applications in the study of Hankel and Toeplitz operators. An interesting result says that if f ∈ L 1 (U), where U = {z ∈ C : |z| < 1} is the unit disc in the complex plane, then f is a harmonic function in U if and only if Bf = f . For this result see [6] Observe thatT * n+1 = c n+1 B.
