Reducible contributions to quantum electrodynamics in external fields by Ahmadiniaz, Naser et al.
Prepared for submission to JHEP
Reducible contributions to quantum
electrodynamics in external fields.
Naser Ahmadiniaz,a,b James P. Edwards,c Anton Ildertond
aHelmholtz-Zentrum Dresden-Rossendorf, Bautzner Landstraße 400, 01328 Dresden, Ger-
many
bCenter for Relativistic Laser Science, Institute for Basic Science, 61005 Gwangju, Korea
cInstituto de F´ısica y Matema´ticas Universidad Michoacana de San Nicola´s de Hidalgo
Edificio C-3, Apdo. Postal 2-82 C.P. 58040, Morelia, Michoaca´n, Me´xico
dCentre for Mathematical Sciences, University of Plymouth, PL48AA, UK
E-mail: n.ahmadiniaz@hzdr.de, jedwards@ifm.umich.mx,
anton.ilderton@plymouth.ac.uk
Abstract: We consider one-particle reducible (1PR) contributions to QED and
scalar QED processes in external fields, at one-loop and two-loop order. We inves-
tigate three cases in detail: constant crossed fields, constant magnetic fields, and
plane waves. We find that 1PR tadpole contributions in plane waves and constant
crossed fields are non-zero, but contribute only divergences to be renormalised away.
In constant magnetic fields, on the other hand, tadpole contributions give physical
corrections to processes at one loop and beyond. Our calculations are exact in the
external fields and we give strong and weak field expansions in the magnetic case.
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1 Introduction
Quantum field theory in the presence of an external field is a rich area of physics that
finds applications in heavy ion collisions, accelerator physics, astrophysical scenarios
and intense laser-particle physics. If the field is strong, then it must be treated
without recourse to perturbation theory in the coupling to the background field,
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kµ
Figure 1. The “tadpole” diagram formally vanishes by momentum conservation (in
vacuum it vanishes by Furry’s theorem) but can contribute when sewn to a larger diagram.
The double line indicates the particle propagator dressed to all orders by the background
field.
making such instances of great theoretical and phenomenological interest. This is
possible if the field configuration is simple, or highly symmetric.
This area of field theory was pioneered by Euler and Heisenberg who, taking a
constant electromagnetic background, calculated the one-loop effective Lagrangian
for QED [1] (see the calculations of Schwinger and Weisskopf [2, 3] for the corre-
sponding calculations in scalar QED, and [4] for a review of these results). As is
well known, one physical consequence revealed by the Euler-Heisenberg Lagrangian
(EHL) is the instability of the vacuum to the application of strong electric fields,
which leads to particle / anti-particle pair creation (the Schwinger mechanism). This
effect has recently received renewed attention [5–9] due to the prospects of investi-
gating pair creation using future laser facilities. For the status of current and future
laser facilities, making study of these backgrounds of great experimental interest for
the coming years see, for example, the information at [10–13]).
Related results now exist for the effective action at two- and three loops [14, 15]
in a constant background, (anti-)self-dual backgrounds [16–18] and at one-loop order
for various non-constant backgrounds such as Sauter pulses [19–21] and a pulsed
Hermite and Laguerre-Gaussian laser beam [22]. See also [23] for the full mass range
analysis of the QED effective action for a nontrivial background with some special
symmetry. These have been used to study low energy photon amplitudes [24, 25]
and the structure of the quantum vacuum, see [26] for a recent review. Aside from
this, the particle propagator can also be constructed exactly (non-perturbatively) in
the presence of constant fields, plane waves, and other symmetric fields, allowing the
calculation of a variety of electron-seeded and photon-seeded processes, see [26–29]
for reviews.
Recently, however, it was found that historical calculations had overlooked the
possibility of one particle reducible (1PR) contributions to processes in constant
background fields [30–32]. These contributions involve a tadpole, displayed in figure
1, attached somewhere in the corresponding Feynman diagram describing the pro-
cess. The tadpole is linear in the exchanged (off-shell) photon momentum, kµ, and
momentum conservation implies that it can be supported only for kµ = 0. This may
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Figure 2. The 1PR contribution to the two-loop EHL: the “dumbell” diagram, consisting
of two tadpoles sewn together. The double lines indicate the particle propagators dressed
to all orders by the background field.
seem to suggest that the tadpole contribution vanishes, which has long been asserted
in this area of quantum field theory [33, 34]. However, the propagator joining the
tadpole to the remainder of the diagram diverges at kµ = 0, and a careful analysis
shows that a finite result remains. For example, joining two tadpoles in any covariant
gauge (in the following we use Feynman gauge) leads to a momentum integral of the
form ∫
dDk δD(k)
kµkν
k2
=
1
D
ηµν , (1.1)
where the tensor structure of the right hand side is determined entirely by covariance.
This result is the origin of surviving contributions from reducible diagrams and we
shall appeal to it in our analysis to come below.
The original discovery [30] focussed on the reducible contribution to the two-
loop QED Euler-Heisenberg Lagrangian (the “dumbbell” of figure 2), which should
be added to the original irreducible diagram consisting of a virtual photon exchanged
in a single loop. This was rapidly extended to scalar QED [35], where it was then
found that that there were additional reducible corrections to the scalar propagator in
a constant background even at one-loop order. The results were further developed to
an analogous result for the spinor propagator in [36] (see [33, 37–39] for the tree level
propagators). These processes are shown in figure 3; they are of the same order in
coupling as the usual irreducible one-loop contributions to the particle self-energies.
In the cases of both the two-loop EHL and one-loop self-energy corrections there
are covariant formulae expressing the reducible contributions in terms of derivatives
of lower order objects. For the two-loop EHL, the reducible contribution can be
written as
L(2)1PR[F ] = ∂L
(1)
∂F µν
∂L(1)
∂Fµν
, (1.2)
where L(1)[F ] is the one-loop EHL and F is the field strength tensor of the background
field. This is valid for spinor and scalar QED upon use of the appropriate EHL. For
the one-loop propagator, choosing Fock-Schwinger gauge [40, 41] for the background
field centered at one of the endpoints of the line, the momentum space version of the
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Figure 3. The 1PR contribution to the particle self-energy, where a tadpoles is sewn to
the propagator (shown in position space; x0 is the centre of mass of the loop.). The double
lines indicate the particle propagators dressed to all orders by the background field.
covariant formula for spinor matter is
S(1)1PR(p|F ) = ∂S
∂F µν
∂L(1)
∂Fµν
, (1.3)
where now S(p|F ) is the tree level propagator in the constant background.
Although these equations are complete for arbitrary constant fields, further in-
sight can be gained by examining these contributions for some specific field con-
figurations, where both general features and field-specific phenomena can be seen.
The EHL is of phenomenological interest for its relation to pair creation, vacuum
birefringence (photon helicity flip) etc., in the strong fields of intense laser experi-
ments [42] or astrophysical scenarios, and of theoretical importance due to the AAM
conjecture [43]. Similarly, loop corrections to the electron propagator, including,
in general, 1PI contributions, contribute to the Ritus mass shift [44], and to g − 2
in the presence of a background field [45]. Clearly, then, it is important to know
what the physical consequences of the new reducible contributions are, since their
effects have been missed since the earliest days of background field QED. In this
paper we therefore determine the reducible contributions for some background fields
of phenomenological interest and analyse the results.
This paper is organised as follows. In section 2 we show that the 1PR con-
tribution to the EHL in crossed fields vanishes, whilst the tadpole correction to the
electron self-energy picks up an additional renormalisation from the background field.
In section 3 we turn to a constant magnetic field. Here both the EHL and the electron
propagator pick up a finite, physical part from the reducible diagrams that cannot
be absorbed into renormalisation. Finally in section 4 we consider a non-constant
background, namely an arbitrary plane wave. These fields are of central importance
to the modelling of intense laser experiments in the relativistic and quantum regimes
(and also provide a smooth limit to the constant crossed field case). If 1PR contribu-
tions had been overlooked it would have significant implications for several existing
literature calculations. This would include electron spin flip at one loop [46] and
loop corrections to photon emission which are essential for the correct modelling of
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radiation reaction [47], a topic of current experimental investigation [48, 49]. Due to
the many symmetries of plane waves, we are, notably, able to calculate the tadpole
correction to any diagram. We show that this only contributes terms which can be
removed by renormalisation. We conclude and discuss our results in section 5.
Throughout, we present details for spinor QED in the main text, and then state
the corresponding scalar QED (sQED) results, relegating the details of the scalar
calculations to the appendix.
2 Crossed electric and magnetic fields
Whilst the covariant formulae (1.3)–(1.2) are compact, we require more explicit ex-
pressions for the derivatives involved in order to calculate the form of the reducible
contributions for a chosen background, so we begin there. In this section we give the
general 1PR contribution to the QED EHL (at two loops) and to the electron prop-
agator (at one loop) in an arbitrary constant field, and then specialise to the case
of constant crossed fields, where a simple argument shows that the 1PR diagrams
correspond to renormalisation.
2.1 Explicit 1PR contributions
A convenient representation of the 1-loop EHL is the “proper-time” representation
derived in the worldline (or first quantised) approach to QED [50–53] and dating
back to Schwinger [54]. The (un-renormalised) EHL for spinor matter coupled to a
constant electromagnetic background admits the proper-time integral representation
(in Minkowski spacetime) [52, 55–57]
L(1)[F ] = −2
∫ ∞
0
ds
s
(4piis)−
D
2 e−im
2sdet−
1
2
[tanhZ
Z
]
, (2.1)
where Zµν := esFµν with Fµν the constant field strength tensor for the background.
Likewise, the spinor propagator in a constant background field has the compact
integral representation presented in [36] (based upon the results of [58])
S(p|F ) =
∫ ∞
0
ds
[
i(m− /p) + iγ · tanhZ · p
]
e−is(m
2+p· tanhZZ ·p)symb−1
{
e−
1
4
η·tanhZ·η
}
,
(2.2)
where the “symbol map” is defined by
symb
(
γˆ[αβ···ρ]
) ≡ ηαηβ . . . ηρ , (2.3)
with γˆµ ≡ i√2γµ and where γˆ[αβ···ρ] denotes the totally anti-symmeterised product,
γˆ[α1α2···αn] ≡ 1
n!
∑
pi∈Sn
sign(pi)γˆαpi(1) γˆαpi(2) · · · γˆαpi(n) . (2.4)
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Explicitly
symb−1
[
e−
1
4
η·tanhZ·η
]
= 1 +
1
4
Zµν [γµ, γν ]− 1
8
µναβZµνZαβγ5. (2.5)
These results follow from recent advances in treating tree level processes within the
worldline formalism.
Applying the formulae (1.2) and (1.3) we arrive at the results of [35, 36] for the
1PR contribution to the EHL
L(2)1PR = −4e
2
D
∫ ∞
0
ds(4piis)−
D
2 e−im
2s
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′
× det− 12
[tanhZ
Z
]
det−
1
2
[tanhZ ′
Z ′
]
tr
[(
G˙B − GF
)
·
(
G˙ ′B − G ′F
)]
, (2.6)
where GB and GF are the coincidence limits of the bosonic and fermionic “worldline
Green functions” in the presence of the constant background field1,
G˙B = cothZ − 1Z , GF = tanhZ , (2.7)
and to the self-energy,
S(1)1PR(p) = −e2
∫ ∞
0
ds s e−is(m
2+p· tanhZZ ·p)
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′det−
1
2
[
tanhZ ′
Z ′
]
{[
i(m− /p) + iγ · tanhZ · p
][
− s p · Z − sinhZ · coshZZ2 · cosh2Z · Ξ
′ · p− iΞ′µν
∂
∂Zµν
]
+ γ · sech2Z · Ξ′ · p
}
symb−1
{
e−
1
4
η·tanhZ·η
}
, (2.8)
where
Ξ[F ] ≡ −i
[ 1
Z −
1
sinhZ · coshZ
]
. (2.9)
All primed variables in the above equations refer to the proper time parameter,
Z ′ := eFs′. We now evaluate these contributions in the special case of crossed
electric and magnetic fields of equal strength.
2.2 Constant crossed fields
We consider the class of constant fields with vanishing Maxwell invariants, FµνF
µν =
4(|E|2 − |B|2) = 0 and FµνF˜ µν = 4E ·B = 0, where the dual field strength tensor is
defined as usual by F˜ µν := 1
2
µναβFαβ. Furthermore F
3
µν ≡ FµαFαβFβν = 0 for such
fields and all higher powers also vanish.
Note then, that as there are no invariants which can be built from the field
alone, the EHL for crossed fields must be independent of the background field, i.e. is
1All functions of the matrix Z are defined by their power series, all of which involve only non-
negative powers of the same matrix.
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effectively zero. To see that the 1PR contribution at two-loop order respects this, we
note that for all constant backgrounds the one-loop EHL, L(1), is an even function of
the field strength tensor meaning that its derivative with respect to F is odd. Given
that for the crossed field background F 3 vanishes, it is clear that the factor ∂L
(1)
∂Fµν
is
linear in F (recall that although the one-loop EHL reduces to a (D = 4 divergent)
field -independent constant for crossed fields, one should take the derivative of L(1)
for an arbitrary background before specialising the result to the crossed field case).
Consequently the crossed field tadpole, when attached to any diagram will be linear
in the coupling of the tadpole’s loop to the background field. For this reason we
can immediately deduce that the 1PR contributions to the one-loop self-energy and
the two-loop EHL can be absorbed by renormalisation (we discuss this below). This
general argument applies to both spinor and scalar QED2.
It is useful for the studies below of nontrivial cases to see how the above result
appear through the covariant formulae (1.2) and (1.3). This also allows us to deter-
mine the exact coefficient of the part linear in the background. For constant crossed
fields we may always choose coordinates such that the field strength tensor
Fµν =

0 B 0 0
−B 0 0 B
0 0 0 0
0 −B 0 0
 . (2.10)
As can be checked, F 3µν = 0, so that all hyperbolic trigonometric functions that enter
the proper time representations of the general 1PR contributions, above, are at most
quadratic in Z and Z ′.
For the 1PR contribution to the self-energy, evaluating the trigonometric func-
tions in (2.8) and computing the s′ integral leads to the representation (the super-
script minus refers to light-cone coordinates, x± := x0 ± x3 and square brackets
indicate anti-symmetrisation of indices without a combinatorical factor)
S(1)1PR =
e2
m2
(
m2
4pi
)D
2 eB
m2
Γ
[
2− D
2
] ∫ ∞
0
ds s e
−is
(
p2+m2+ z
2
3
p−2
)
(2.11)[
1
2
{
i
(
m− /p
)
,
4is
9
zp−2 − 2
3
γ−γ1
}
+ izγ[−p1]
(
4is
9
zp−2 − 2
3
γ−γ1
)] [
1l + zγ−γ1
]
,
in which {·, ·} denotes the anticommutator, and z = eBs. The leading eB
m2
arises
from the integral over the loop proper time s′ and, as argued above, the result is
linear in this coupling of the loop to the crossed field background (this is because
Ξ′ is linear in Z ′ and it enters every term of the integrand). As such we see that
this 1PR contribution can be absorbed simply by an additional (infinite, in D = 4)
renormalisation of the photon propagator, as shown in figure 4. It therefore has no
2Thanks go to Christian Schubert for helpful discussions on these points.
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Figure 4. The schematic diagrammatic expansion of the 1PR contribution to the self
energy interactions with the background field for crossed fields. Being linear in the coupling
of the loop, there is only one low energy photon attached thereto.
physical significance, once the photon propagator has been correctly renormalised.
The result (2.11) is suitable for numerical integration and is amenable to an expansion
in the background field, but as it corresponds to renormalisation, it is not necessary
to pursue that here.
The Feynman diagrams corresponding to an expansion of (2.11) in powers of
the coupling to the background field are shown in figure 4. External photon legs
with a cross correspond to the background field and have vanishingly small energy.
Since the loop couples linearly to the background, only one such low energy photon
is attached to it, whereas the line couples to an arbitrary number of photons. We
discuss the specific form of the vertices at the end of the next subsection.
For the 1PR correction to the EHL, (2.6), it is sufficient to note that for crossed
fields
G˙B = 1
3
Z , GF = Z , =⇒ G˙B − GF = −2Z
3
, (2.12)
so that the relative contribution of spin is −3 times that in scalar QED. Hence the
integrand in (2.6) contains the factor, linear in Z ′ as expected,
tr
[(
G˙B − GF
)
·
(
G˙ ′B − G ′F
)]
=
4
9
tr
[
Z · Z ′
]
. (2.13)
However tr(F 2) = 0, being the first of the Maxwell invariants. The remaining parts
of the integrand of (2.6) are field independent, so that the integrand identically
vanishes. Thus we recover the result that there is no 1PR correction (not even
additional renormalisation) to the two-loop spinor EHL for constant crossed fields.
2.3 Scalar QED
For scalar QED the story is much the same. The 1PR contribution requires the
proper-time representation of the scalar one-loop EHL given in the appendix and
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evaluates to3
L(2)1PR = −e
2
D
∫ ∞
0
ds(4piis)−
D
2 e−im
2s
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′
× det− 12
[sinhZ
Z
]
det−
1
2
[sinhZ ′
Z ′
]
tr
[G˙B · G˙ ′B] . (2.14)
The expansion of G˙B for crossed fields is proportional to Z as for the spinor case as
it is an odd function, G˙B = Z/3, so that as above the integrand is proportional to
tr[Z ·Z ′] = 0. Once again, the 1PR contribution to the 2-loop scalar EHL is zero for
constant crossed fields.
For the one-loop correction to the propagator the proper time representation of
the tree level propagator in the appendix leads to the explicit form
D(1)1PR(p) =
e2
2
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′det−
1
2
[sinhZ ′
Z ′
]
×
∫ ∞
0
ds s e−im
2sdet−
1
2
[
coshZ
]
e−is p·
tanhZ
Z ·p
×
[
s p · sinhZ · coshZ − ZZ2 · cosh2Z · G˙
′
B · p+ 1
2
tr
(
itanhZ · G˙ ′B
)]
.
(2.15)
Evaluating this for crossed fields gives
D(1)1PR(p) =
e2p−2
9m2
(
m2
4pi
)D
2
(
eB
m2
)
Γ
[
2− D
2
] ∫ ∞
0
ds s2 e−is[p
2+m2+ z
2
3
p−2] z. (2.16)
This is, of course, once again linear in the coupling of the loop to the background
field (the leading factor of
(
eB
m2
)
), and as such it again corresponds to a trivial renor-
malisation. The remaining integral with respect to s is finite in D = 4.
Let us briefly compare the spinor and scalar cases for the self-energy, (2.11) and
(2.16) to examine some general features. Although both are linear in the loop’s cou-
pling to the background field, the spinor case begins at zeroth order in the coupling
of the background to the line (z0), whereas the scalar result, being an odd function
of this coupling, begins at order z. This would seem to miss a contribution from the
vacuum propagator and one low energy photon attached to the loop (first diagram in
figure 4) but this is an artefact of Fock-Schwinger gauge. Since the tree level scalar
propagator in the constant background, (A.2), is an even function of Z in this gauge
an expansion in powers of Z will produce insertions of an even number of low energy
photons. Then (1.3) implies connecting one of these photons with a photon from
3The spinor and scalar results are related by the so-called “replacement rules” discussed in [51]
which roughly amounts to replacing products of G˙B by the same product minus its counterpart
with G˙B → GF and an overall change of normalisation of the path integral. We again work with
the un-renormalised EHL.
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×x0
×x0+ +...×x0 =
Figure 5. The expansion of the 1PR contribution to the scalar propagator in the crossed
field case. Note that in Fock-Schwinger gauge there is an odd number of free low energy
photons of the background coupled to the line, and one low energy photon attached to the
loop as before.
the expansion of the loop, leaving an odd number of free photons remaining on the
line (there can therefore be no contribution to (2.16) at O(z0), for example). This
expansion is shown in figure 5 for the scalar propagator.
In the second order formulation [59, 60] of spinor QED, however, which the
worldline formalism is based upon, there is an additional vertex beyond the 3-point
and seagull vertices of scalar QED. This extra 3-point vertex couples the spin degrees
of freedom to the background in a gauge invariant way4 and contributes to processes
with an arbitrary number of photon insertions. As such, (2.2) is neither even nor
odd in Z and so its expansion involves arbitrary powers of this variable. Thus (2.11)
involves terms constant and linear in the coupling of the line to the background field
and hence its expansion in figure 4.
After this warm up where we have verified the general argument that the crossed
field tadpole affects only the renormalisation required during quantisation, we turn
to a more interesting field configuration where the 1PR contributions imply physical
corrections.
3 Constant magnetic field
In this section we consider constant fields with Maxwell invariants F < 0, G = 0,
in contrast to the above. In the current case it is always possible to choose a frame
such that the background is a pure magnetic field pointing along the z-direction, say,
so that ~B = Bzˆ. Calculating the 1PR contributions to the EHL and propagators
for scalar and spinor QED in a magnetic field, we will see that there is a physical
contribution, beyond renormalisation. We will also explicitly compute the result in
the weak field approximation.
In this background the only non-vanishing components of the field strength tensor
4Its Feynman rule is an insertion eσµνkν where σ
µν are the spin 1/2 generators of the Lorentz
group and k is the external photon momentum.
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are F12 = −B and F21 = B
Fµν =

0 0 0 0
0 0 −B 0
0 B 0 0
0 0 0 0
 . (3.1)
In this section it will be convenient to make use of the following projection matrices:
Fˆ =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 , g⊥ =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 , g‖ =

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 , (3.2)
which will help us to write the expansions of the trigonometric functions and deter-
minants in (2.6) and (2.8). For example, the determinant factor can be simplified
as
det−
1
2
[tanhZ
Z
]
= det−
1
2
[
g‖ +
tan z
z
g⊥
]
=
z
tan z
, (3.3)
where z = eBs.
3.1 1PR contribution to the two loop EHL
For the 1PR contribution to the two-loop EHL we also need the result
G˙B − GF = −
(
cot z − 1
z
+ tan z
)
Fˆ . (3.4)
Defining, J (z) = (z/ tan z)(cot z − 1/z + tan z), (2.6) can be written in this back-
ground as
L(2)1PR = 4e
2
D
∫ ∞
0
ds(4piis)−
D
2 e−im
2sJ (z)
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′J (z′) . (3.5)
As the integrand contains arbitrary positive powers of z and z′ it is clear that this
contribution to the EHL cannot be absorbed by renormalisation, so that this repre-
sents an important physical correction at two-loop order.
For weak fields (that is, B/Bcr  1 with Bcr = m2/e ' 4.41× 1013G the critical
field strength) we can expand the integrand in order to determine explicitly the first
non-trivial contribution. Using J (z) = 2z
3
+ 4z
3
45
+O(z5) we find
L(2)1PR = 4e
2
Dm4
(
m2
4pi
)D [
2
3
(
eB
m2
)
Γ
[
2− D
2
]
− 4
45
(
eB
m2
)3
Γ
[
4− D
2
]
+ . . .
]2
.
(3.6)
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×x0×x0 = ×x0×x0 ×x0×x0+ ×x0×x0+ +...
Figure 6. The weak field expansion of the reducible contribution to the two-loop spinor
EHL. The single photons attached to loops are subtracted by renormalisation. Note that
Furry’s theorem (now that the propagators are single-lined, vacuum propagators) implies
that only an odd number of low energy photons can be attached to each loop.
The first term in the large square bracket is divergent in D = 4, but is linear in the
coupling of the respective loop to the background, so can be removed by renormal-
isation as we saw in the case of crossed fields (in D = 4 it is sufficient to replace
J(z) → J(z) − 2
3
z in a similar spirit to the renormalisation of the one-loop EHL).
The higher order terms, though, are physical and start at order
(
eB
m2
)6
. This should
be contrasted with the weak field expansion of the irreducible contribution to the
two-loop EHL [61] that starts at order
(
eB
m2
)4
. We show the expansion of (3.5) in
figure 6; the two factors in large square brackets of (3.6) correspond to the first and
second diagrams in the expansion shown in the figure.
It is also very interesting to consider the strong field limit, since it has recently
been shown that the strong field asymptotic limit of the EHL is determined, at
all loop orders, by one-loop reducible contributions [62]. Here we will confirm the
leading-order behaviour argued by [62] at two loops by explicitly evaluating the
integrals in (3.5). Since there are two copies of the same integral it suffices to focus
on one, and then square the result. Returning to Euclidean space-time by replacing
s → −iT , therefore z → −iz, we must also work with the renormalised Lagrangian
[63]. Anticipating our eventual specialisation to D = 4, the renormalisation proceeds
as mentioned above, where the pole in s is subtracted so that the integral we require
is
I = −
∞∫
0
dT (4piT )−
D
2 e−m
2T
[
cothz − z csch2 − 2
3
z
]
(3.7)
= − 1
eB
( 4pi
eB
)−D
2
∞∫
0
dz e−
m2
eB
zz−
D
2
[
cothz − z csch2z − 2
3
z
]
= − 1
eB
( 4pi
eB
)−D
2
(I1 − I2 − I3) .
The complete integral is now finite in D = 4. We begin with I1; this is just the
Laplace transform F (ω) of the function f(z) where
f(z) = z−
D
2 cothz and ω =
m2
eB
. (3.8)
The Laplace transform can be expressed in terms of the Hurwitz zeta function ζ[x, q]
as
I1 = 2D2 −1Γ
[
1− D
2
](
ζ
[
1− D
2
,
m2
2eB
]
+ ζ
[
1− D
2
, 1 +
m2
2eB
])
. (3.9)
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Likewise we observe that the integral I2 may be expressed by introducing an auxiliary
parameter, α, as
I2 =
∞∫
0
dz e−
m2
eB
z z1−
D
2 csch2z = − ∂
∂α
∞∫
0
dz e−
m2
eB
z z−
D
2 coth(αz)
∣∣∣
α=1
. (3.10)
Making the change of variables z → z
α
we learn that I2 = − ∂∂αα
D
2
−1F (ω
α
)
∣∣
α=1
so we
may re-use the result for I1 to get
I2 = 2D2 −1Γ
[
2− D
2
]{
ζ
[
1− D
2
,
m2
2eB
]
+ ζ
[
1− D
2
, 1 +
m2
2eB
]
(3.11)
− m
2
2eB
(
ζ
[
2− D
2
,
m2
2eB
]
+ ζ
[
2− D
2
, 1 +
m2
2eB
])}
.
Finally the integral I3 is trivial,
I3 = 2
3
(
eB
m2
)2−D
2
Γ
[
2− D
2
]
. (3.12)
Substituting these two expressions into (3.8) and setting D = 4−2, the 1

divergence
in I3 cancels that in I1−I2. The remaining, finite, expression can then be expanded
for large B to obtain the strong field expansion. One easily finds that I ∼ eB
24pi2
ln
(
eB
m2
)
and so the leading order strong field behaviour of the reducible two-loop contribution
to the EHL is
L(2)1PR ∼ 1
2
B2
[
αβ1 ln
(
eB
m2
)]2
(3.13)
where β1 =
1
3pi
is the order α coefficient of the β-function in spinor QED. This
correctly reproduces the results presented in [62] at two-loop order.
Note also that the asymptotic behaviour can be read off from the finite (in )
contribution of the renormalisation term in (3.8):
1
eB
(
4pi
eB
)−2
I3(D = 4− 2)
∣∣∣∣
O(0)
=
2
3eB
(
4pi
eB
)−2(
eB
m2
)
Γ[]
∣∣∣∣
O(0)
∼ eB
24pi2
ln
(
eB
m2
)
(3.14)
where the behaviour holds asymptotically (the expansion of the prefactor to the
integral in  contributes subleading field-dependent terms that are killed by I1 and
I2 as with the 1 poles discussed above). This connection between the strong field
asymptotic behaviour and the renormalisation term introduced to render the proper
time integral finite (that also give the β-function coefficient) is well known at one-loop
order [63, 64].
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3.2 1PR contribution to the self energy
As for the 1PR contribution to the spinor self-energy, after plugging the field strength
tensor in (3.1) into (2.8) and using the matrices defined above one gets the following
expressions for the required terms:
p · tanhZZ · p = p
2
‖ +
tan z
z
p2⊥ , (3.15)
i(m− /p) + iγ · tanhZ · p = i(m− /p) + itanz γ[2p1] , (3.16)
Ξ′ = i
[ 1
z′
− 1
sin z′ cos z′
]
Fˆ , (3.17)
−ip · Z − sinhZ · coshZZ2 · cosh2Z · Ξ
′ · p =
[sec2 z
z
− tan z
z2
][ 1
z′
− 1
sin z′ cos z′
]
p2⊥ , (3.18)
γ · sech2Z · Ξ′ · p = i sec2 z
[ 1
z′
− 1
sin z′ cos z′
]
γ[2p1] , (3.19)
symb−1
{
e−
1
4
η·tanhZ·η
}
= 1l +
1
2
tan z γ[2γ1] , (3.20)
−iΞ′µν
∂
∂Zµν symb
−1
{
e−
1
4
η·tanhZ·η
}
=
1
2
[
1
z′
− 1
sin z′ cos z′
]
sec2 z γ[2γ1] . (3.21)
We note that the final term (and its derivative) from the inverse symbol map, (2.5)
vanishes for a constant magnetic field and have used γ · Fˆ ·γ = [γ2, γ1] and γ · Fˆ ·p =
γ[2p1]. Using these results we find that the one-loop 1PR correction to the electron
propagator in a constant magnetic field is given by
S(1)1PR(p) = −ie2
∫ ∞
0
dss e−is(m
2+p2‖+
tan z
z
p2⊥)
∫ ∞
0
ds′(4ipis′)−
D
2 e−im
2s′( cot z′ − z′ csc2 z′)
×
{[
− isp2⊥
(sec2 z
z
− tan z
z2
)(
m− /p+ tanz γ[2p1]
)
+ sec2 z γ[2p1]
][
1l +
1
2
tan z[γ2, γ1]
]
+
1
2
(m− /p+ tan z γ[2p1]) sec2 z[γ2, γ1]
}
. (3.22)
This general result is non-vanishing, as we show directly below and generalises eas-
ily to a constant magnetic field in an arbitrary direction. The integrand involves
arbitrary powers of z′, so cannot be completely absorbed by renormalisation.
The parameter integrals in (3.22) may be done numerically. As for the case of the
dumbbell, however, it is instructive to expand in powers of a weak background field.
Now we use cot z′− z′ csc2 z′ = −2
3
(
z′ + 2
15
z′3 + . . .
)
which allows us to compute the
s′ integral term by term. To cubic order in the magnetic field the s′ integral provides
a factor∫ ∞
0
ds′(4ipis′)−
D
2 e−im
2s′( cot z′ − z′ csc2 z′)
=
2
3m2
(
m2
4pi
)D
2 [(eB
m2
)
Γ
[
2− D
2
]
−
(
eB
m2
)3
2
15
Γ
[
4− D
2
]
+ . . .
]
. (3.23)
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×x0
×x0+×x0 = ×x0 + ×x0+ +...
Figure 7. Diagrammatic representation of the weak-field expansion for the 1PR contri-
bution to the electron propagator in a constant magnetic field. An odd number of external
photons are attached to the loop (due to Furry’s theorem) and an arbitrary number can
be attached to the line.
The next step is to expand the s-integrand in z, the results of which we record in
Appendix B. The remaining proper time integral over s then yields
S(1)1PR(p) ≈ 2ie
2
3
(
m2
4pi
)D
2
[(
eB
m2
)
Γ
[
2− D
2
]
− 2
15
(
eB
m2
)3
Γ
[
4− D
2
]
+ . . .
]
×
[
1
4m2
{
m− /p , [γ2, γ1]
}
(m2 + p2)2
+ 4i
(
eB
m2
)(
(m− /p)p2⊥
(m2 + p2)4
− p
1γ1 + p2γ2
(m2 + p2)3
)
+ . . .
]
,
(3.24)
which is also represented diagrammatically in figure 7. Here the top line is the
contribution from the loop; the first term in square brackets diverges in D = 4.
However, being linear in the coupling to the background this can be absorbed by a
renormalisation. The first non-trivial contribution is of order (eB/m2)3, which would
be extremely interesting to compare to the weak field expansion of the one-particle-
irreducible contribution to the propagator. Moreover, for strong fields it is important
to check the relative size of these contributions in relation to the Ritus mass shift.
3.3 Scalar QED
The scalar QED expressions are slightly simpler. Using the projectors in (2.14) and
after some straightforward manipulations detailed in the appendix, we arrive at the
1PR contribution to the two-loop EHL
L(2)1PR = −2e
2
D
∫ ∞
0
ds(4piis)−
D
2 e−im
2sJsc(z)
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′Jsc(z′) , (3.25)
where Jsc(z) = (z/ sin z)(cot z − 1/z). As for the spinor case this involves physical
contributions beyond renormalisation. To see this we give the leading contributions
in an expansion in powers of the background field,
L(2)1PR = − 2e
2
Dm4
(
m2
4pi
)D[
1
3
(
eB
m2
)
Γ
[
2− D
2
]
− 7
90
(
eB
m2
)3
Γ
[
4− D
2
]
+ · · ·
]2
,
(3.26)
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where again each factor corresponds to one of the loops. Similarly, the first term
in each can be subtracted by renormalisation, so that the physical contributions
begin at order (eB/m2)6. These terms have been overlooked in previous work. The
expanded result (3.26) may be represented by Feynman diagrams in the same way
as for the spinor case, figure 6.
We may again analyse the strong field limit after the renormalisation Jsc(z) →
Jsc(z) + z3 which renders the Euclidean space integral
1
eB
(
4pi
eB
)−D
2
∫ ∞
0
dz e−
m2
eB
zz−
D
2
[
cschz − z cothz + 1
3
z
]
(3.27)
finite in D = 4. It is not necessary to evaluate the integral since we know that the
asymptotic behaviour can be extracted from the strong field limit of the finite (in )
part of the renormalisation term. Setting D = 4− 2 this takes the form
1
3eB
(
4pi
eB
)−2(
eB
m2
)
Γ[] + subleading, (3.28)
whose finite part is eB
48pi2
ln
(
eB
m2
)
(the pole in  is present only to cancel the original
divergence of the integral (2.14) which, as in the spinor case, also provides some
subleading contributions) so that the strong field behaviour is
L(2)1PR ∼ 1
2
B2
[
αβ1 ln
(
eB
m2
)]2
(3.29)
where now β1 =
1
12pi
is the first coefficient of the β-function in scalar QED. This is
in agreement with [62] and verifies that analysis to two-loop order.
Likewise, the 1PR contribution to the scalar propagator evaluates to
D1PRscal (p) =
e2
2
∫ ∞
0
ds′(4piis′)−
D
2 e−im
2s′ z
′
sin z′
(
cotz′ − 1
z′
)
(3.30)
×
∫ ∞
0
ds s e−im
2s 1
cos z
e−is(p
2
‖+
tan z
z
p2⊥)
{
− s
z
(
tanz
z
− sec2z)p2⊥ + itanz
}
.
Now from here one can also take the weak field limit to obtain an expansion in powers
of the coupling of the loop to the background,
D1PRscal (p) =
e2
2m2
(
m2
4pi
)D
2 [1
3
(
eB
m2
)
Γ
[
2− D
2
]
− 7
90
(
eB
m2
)3
Γ
[
4− D
2
]
+ . . .
]
×
∫ ∞
0
ds s e−im
2s 1
cos z
e−is(p
2
‖+
tan z
z
p2⊥)
{
− s
z
(
tanz
z
− sec2z)p2⊥ + itanz
}
, (3.31)
– 16 –
×x0
×x0+×x0 = ×x0 + ×x0+ +...
Figure 8. The weak field expansion of the reducible contribution to the scalar self-energy.
A single photon attached to the loop can be renormalised away. Only an odd number of
low energy photons couple to the line in Fock-Schwinger gauge.
which after performing the remaining proper-time integral yields
D1PRscal (p) =
e2
2
(
m2
4pi
)D
2 [1
3
(
eB
m2
)
Γ
[
2− D
2
]
− 7
90
(
eB
m2
)3
Γ
[
4− D
2
]
+ . . .
]
×
[(eB
m2
)(
2p2⊥
(m2 + p2)4
− 1
(m2 + p2)3
)
+ 4m4
(
eB
m2
)3(
5
(m2 + p2)5
− 36p
2
⊥
(m2 + p2)6
+
40p4⊥
(m2 + p2)7
)
+ . . .
]
. (3.32)
See Appendix A for details of the computation and expansions. As before there is
a piece linear in the coupling of the background to the loop that diverges in D = 4.
This can be renormalised away. The remainder is a physical contribution to the
scalar self-energy in a background magnetic field. To compare with the spinor result,
we note that the second term in the second line of (3.24), involving p2⊥/(m
2 + p2)4
corresponds to the contribution of the 3-point scalar vertex to the spinor QED kernel
that is also present in (3.32). Moreover, the powers of the coupling of the line to the
background field (second set of square brackets) are now only odd, a reminder that
the proper-time representation of the propagator was determined in Fock-Schwinger
gauge. We show the expansion in figure 8.
4 1PR corrections in background plane waves
In this section we will investigate 1PR contributions in background plane waves of
arbitrary strength and shape, which are used as models of intense laser fields. It
is clear that for plane waves the (renormalised) Euler-Heisenberg effective action is
zero (to any loop order, independent of whether it comes from 1PI or 1PR diagrams),
because there are no Lorentz invariants which can be formed from the plane wave
field strength alone [3, 5]. The situation for the 1PR tadpole correction to a given
diagram is less obvious; it is certainly possible to construct non-trivial invariants
when there are other (momentum) vectors in play. Here we will use the worldline
formalism to calculate the tadpole correction to, notably, any process in a plane
wave background. We will see that the tadpole gives a nonzero contribution, but
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that this can be renormalised away. Moreover this study provides an example of a
non-constant background with a smooth limit to the crossed field case above.
We begin by defining the plane wave background. Given a lightlike direction nµ,
n2 = 0, we can always choose coordinates such that n · x ≡ x+ = x0 + x3, and then
the remaining coordinates are x− := x0 − x3, “longitudinal,” and x⊥ := {x1, x2},
“transverse.” A plane wave may be defined by a transverse potential, aµ(n · x), so
that n · a(n · x) = 0, with field strength
eFµν = nµa
′
ν(n · x)− a′µ(n · x)nν . (4.1)
All plane waves obey
nµFµν = 0 , FµνF
µν = FµνF˜
µν = 0 . (4.2)
4.1 The QED tadpole in a plane wave background
The final expression for the tadpole correction to any diagram in plane wave back-
grounds is simple, but to derive it using the worldline formalism requires a small
departure from the methods commonly used for, and that are particular to, constant
fields. We instead follow [65] which established a useful method of calculation for
plane wave backgrounds. First, we do not rotate to Euclidean space5. Second, we
do not use Fock-Schwinger gauge. (The choice of potential above makes the physics
of particle dynamics in the wave manifest, see [66].) Third, the worldline Green
function in the plane wave background will not be needed. Instead we will perform
the required coordinate-space integrals defining the tadpole contribution directly, us-
ing a suitable basis of functions on the unit circle. In this section the dimensional
regulation of the proper-time integrals is left implicit; it can be made explicit by
analytically continuing in the number of transverse directions, which preserves the
tensor structure of the plane wave, see [67, 68] for details and [47] for an application
in plane wave backgrounds.
From [35, 36] the tadpole part, Fig. 1, of any QED Feynman diagram in the
presence of a plane wave background may be written
Γ1 = −2
∞∫
0
ds
s
∮
D4x exp
[
− im2s− i
1∫
0
dτ
x˙2
4s
+A · x˙
]
Spin
∣∣∣∣
O()
, (4.3)
where m is the mass of the particle in the tadpole loop and Aµ = aµ(x+) + eµe−ik·x,
with kµ and µ the momentum and polariastion of the attached photon and e the
electromagnetic charge. Spin is shorthand for the Feynman spin factor [51, 69] that
couples the spin degrees of freedom to the electromagnetic field,
Spin =
1
4
trγP exp
[
− is
2
1∫
0
dτ σµνFµν
]
, (4.4)
5Due to the arbitrary dependence of aµ on x
+ this would not give a positive definite action.
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with F the field strength derived from A. The trace is over the Dirac matrices
(σµν = i
2
[γµ, γν ] are the spinor generators of the Lorentz group), and P stands for
path-ordering. The functional integral is over closed trajectories in Minkowski space,
x(τ), on the unit circle xµ(0) = xµ(1). The variable s parameterises the invariant
length of the worldline (the Schwinger proper time) and is also to be integrated over.
The prescription indicated by
∣∣O() is that one takes only the piece that is linear in
the photon polarisation vector . We break the calculation of Γ1 into the following
stages, before attaching it to an (arbitrary) Feynman diagram in Sect 4.2.
Simplifying the spin factor
Although it is common to employ a Gaussian (Grassmann) integral representation of
the spin factor [51], it is simpler and more direct here to use the representation above,
as many simplifications will follow from the plane wave structure, see e.g. [65, 70].
There are two terms linear in  in (4.3). We can take an  from A in the
exponential or we take an  from F in Spin. So to proceed we expand the Spin and
write down the possible terms using the explicit result
− i
2
σµνFµν = /n/a′(x)− ie(/k/ − k · )e−ik·x . (4.5)
Consider the N th order term in the expansion of the exponential of (4.4), containing
N powers of (4.5), from which we wish to extract the terms up to O(). As we show
in Appendix C, we only need retain the N = 0 and N = 2 terms which may be
evaluated directly. A convenient form of the resulting contributions is
Γ1 = 2e
∞∫
0
ds
s
∮
D4x
1∫
0
dσ eiS−i
∫
J ·x dτ
[
1 + ies2
1∫
0
dτ  · F (x(τ)) · k
]∣∣∣∣
O()
, (4.6)
in which,
S = −m2s−
1∫
0
dτ
[
x˙2
4s
+ x˙ · a(x+)
]
; Jµ(τ) = kµδ(τ − σ) + µδ˙(τ − σ) . (4.7)
The representation (4.6) makes clear the relative contribution of spin effects, because
if we delete the second term in square brackets, we obtain the sQED expression (up
to an overall constant). See also below.
Coordinate integrals
To carry out the path integration over the closed trajectories we split the coordinates
into a centre of mass piece xµc and an orthogonal fluctuation y
µ, which in particular
helps deal with the zero mode of the functional integral – see the appendix. Just
as in [47], performing the x⊥c and x
−
c integrals produces a delta function fixing the
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photon momentum to lie in the laser momentum direction6, kµ = nµk+ (see (C.2) in
the appendix for normalisation conventions);∮
D4x . . . = (2s)2
∫
d4xc
∮
D4y . . . = 1
2
(2pi)3δ3−,⊥(k)(2s)
2
∫
dx+c
∮
D4y . . . (4.8)
However, we may not yet use the delta function to simplify expressions, because of
the singular structure in the sewing integral which attaches the tadpole to a larger
diagram. We next perform the y− integral. To do so we first shift variables in y+,
writing y+ = y+cl + δy
+ where y+cl is the classical path obeying the equations of motion
y¨+cl = 4sJ− = 2sJ
+ =⇒ y+cl(τ) = 2s
1∫
0
dτ ′Gττ ′J+(τ ′) , (4.9)
with Gττ ′ the free worldline propagator on the space of fluctuations that is given in
the appendix. Since the solution y+cl always appears together with x
+
c we define
ϕ(τ) : = x+c + y
+
cl(τ)
= x+c + 2n · k sGτσ + 2n ·  s∂τGτσ ≡ ϕ0(τ) + ϕ1(τ) ,
(4.10)
in which the subscripts refer to the order in  of the terms. Following this shift the
only y− dependence in Γ1 appears in the exponent as
i
1∫
0
dτ y−
δy¨+
4s
. (4.11)
The integral over y− produces a delta functional that sets, because of the periodic
boundary conditions, δy+ = 0. (The same is seen in the calculation of helicity flip
in a plane wave [65]. For related simplifications in pair production see [71], and
also [72, 73].) In order to keep track of factors of s, it is simplest to leave the integral
over (4.11) unevaluated, for now, and to set δy+ → 0 in the rest of the amplitude.
From here we adopt the following notation for averages on the unit circle:
1∫
0
dτf(τ)→ 〈f〉 ,
1∫
0
dτ ′Gττ ′f(τ ′)→ 〈Gτ•f〉 ,
1∫
0
dτdτ ′g(τ)Gττ ′f(τ ′)→ 〈g,Gf〉 .
(4.12)
We now similarly shift the perpendicular coordinates by the classical solution obeying
y¨⊥cl = 2s(J
⊥ − a˙⊥) =⇒ y⊥cl(τ) = 2s〈Gτ•
(
J⊥ − a˙⊥(ϕ))〉 . (4.13)
6Covariant indices are p± = (p0±p3)/2 and p⊥ = {p1, p2}. Measures obey d4xµ = dx+dx−d2x⊥/2
and d4pµ = 2dp+dp−d
2p⊥.
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The effect of this shift is to collect all dependence of the fluctuations δy into∮
D4δy exp
[
− i
4s
〈δy˙2〉
]
= −(2pi)−2(2s)−4 , (4.14)
in which the Gaussian integral is that of the free theory, see (C.2)–(C.3) in the
appendix. At this stage we have obtained
Γ1 = −pie
2
δ3−,⊥(k)
∞∫
0
ds
s3
∫
dx+c
1∫
0
dσ eiW
[
1 + ies2
1∫
0
dτ  · F (ϕ(τ)) · k
]∣∣∣∣
O()
, (4.15)
where what remains in the exponent, W , is defined by
W = −s〈Jµ − a˙µ(ϕ), G(Jµ − a˙µ(ϕ))〉 . (4.16)
It can be checked that W is the classical action. That the functional integrals lead
to the classical action is due to the many symmetries of the background.
Expansion to order 
We now expand the exponential of (4.15) to order . We begin with (writing δτσ :=
δ(τ − σ) for brevity)
Jµ − a˙µ = kµδτσ − a˙µ(ϕ0(τ)) + ∂τ
(
µδτσ − n · 
n · k a˙µ(ϕ0(τ))
)
+O(2)
≡ αµ + βµ +O(2) ,
(4.17)
where αµ (βµ) is order zero (one) in . Thus to order  we have
eiW → −2is〈αµ, Gβµ〉 exp
[− is〈αµ, Gαµ〉] , (4.18)
in the first term in large square brackets of (4.6), while for the second term in large
square brackets, which is already linear in µ, we replace everything outside the
exponential in (4.18) with unity. The exponential terms are, using periodicity,
〈αµ, Gαµ〉 = k2Gσσ + 〈aµ(ϕ0)〉〈aµ(ϕ0)〉 − 〈aµ(ϕ0)aµ(ϕ0)〉 .
≡ − 1
12
k2 − var(a) .
(4.19)
The aµ-dependent terms are a variance, generating the “effective mass” of a particle
in a plane wave background [65, 74, 75]. The factor of −1/12 is the coincidence limit
Gσσ; such contributions are usually assumed to be killed in vacuum by the overall
momentum conserving delta function. Indeed note that all terms vanish if we use
this delta function, for then k2 = n · k = 0 from the start. Again, though, we may
not use such arguments until we have sewn the tadpole onto a larger diagram, as
otherwise we risk missing precisely the 1PR contributions of interest.
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We turn to the pre-exponential factor in (4.18). Integrating by parts, using
periodicity of ϕj, and that G˙σσ = 0, we find
7
〈αµ, Gβµ〉 =
(
µ − n · 
n · kkµ
)(
aµ(ϕ0(σ))− 〈aµ(ϕ0)〉
)
, (4.20)
which is linear in aµ and, it can be checked, independent of σ.
Final result and simplification
At this stage we can add (4.20) to the piece from the spin factor in (4.6) that is
already linear in the polarisation vector. As the spin factor only depends on x+(τ),
the preceding calculation of the path integral goes through without change, and
due to (4.11) we simply replace x+(τ) → ϕ0 in the spin factor (since this part is
already linear in  we drop the ϕ1 part). At this stage we can write out the full, but
cumbersome expression for the tadpole, from here on dropping the subscript “c” on
the centre of mass piece x+c → x+,
Γ1 = −2iepi δ3⊥,−(k)
∞∫
0
ds
s
e−ism
2
∫
dx+e−ik+x
+
eis var(a)eis
k2
12
×
[
− 1
2s
(
µ − n · 
n · kkµ
)(
aµ(ϕ0(σ))− 〈aµ(ϕ0)〉
)
+
e
4
 · 〈F (ϕ0)〉 · k
]
.
(4.21)
This is a non-trivial function of the background field, containing arbitrary powers of
the gauge potential due to the exponent. However, the only relevant part of Γ1 is that
which survives being sewn to another diagram. By considering the dependence of the
various parts of (4.21) on kµ we will shortly find a considerably simpler expression
for this surviving contribution. We have the following properties.
P1. Expanding the field-dependent exponential involving var(a) generates (one
plus) x+- and s-dependent terms with n ≥ 2 powers of aµ. These terms could
contribute physical (i.e. non-renormalisation) effects to other diagrams. It can
be checked directly that each such term comes with at least two powers of n·k.
P2. Expanding the pre-exponential terms, i.e. the second line in (4.21), generates
leading order contributions proportional to  ·F (x+) ·k, and then x+- and s-
dependent terms containing higher x+-derivatives of ·F (x+)·k. Each derivative
comes with an additional power of ϕ0 and, thought this, a power of n·k.
P3. Expanding the final exponent in (4.21) contributes (one plus) powers of k2.
7In simplifying the pre-exponential terms one encounters the τ -integral of aµ(ϕ0(τ))∂τϕ0(τ),
which is exact and therefore vanishes by the periodicity of ϕ0.
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lµkμ
Figure 9. The one-loop tadpole correction to any diagram.
Making the expansions above, we may write Γ1 as
Γ1 =
1
3
ie2piδ3⊥,−(k)
∞∫
0
ds
s
e−ism
2
∫
dx+e−ik+x
+
k ·F (x+)·
+ higher powers in a+ derivative terms + k2 terms.
(4.22)
We now perform the x+ integral. For the term shown this gives the Fourier transform
F˜µν(k+). The higher order terms have a more complicated functional dependence,
but nevertheless are just Fourier transforms. Note that the essential tensor structure
of all the terms is given by derivatives of k · F · . It is convenient to introduce
an auxiliary variable ω and write the Fourier transform as an integral over a delta
function setting ω → k+, in order to obtain a covariant δ4, thus:
δ3⊥,−(k)f(k+) = δ
3
⊥,−(k)
∫
dω f(ω)δ(k+ − ω) = 2
∫
dω f(ω)δ4(k − l) , (4.23)
in which lµ := ωnµ, here and below, is an auxiliary momentum. It follows that Γ1
has the expansion
Γ1 =
2
3
ie2pi
∞∫
0
ds
s
e−ism
2
∫
dω δ4(k − l) k ·F˜ (ω)·+ . . . , (4.24)
in which the ellipses denote the “higher order” terms summarised in (4.22). Note
that if, at any stage of this calculation, we had taken the delta functions on trust,
then we would have obtained zero for the tadpole. However, we must first sew the
tadpole to another diagram.
4.2 The tadpole correction to any diagram
We now show that none of the “higher order” terms neglected in (4.22) or (4.24) can
survive being sewn. Consider the tadpole correction to any diagram, as illustrated
in Fig. 9 (one could keep in mind sewing the tadpole to a particle propagator as we
have done above, for which the one-particle irreducible contributions have previously
been calculated [46, 76].) The photon with momentum and polarisation kµ which is
part of our tadpole is attached at its other end to the larger diagram. We write the
tadpole as Γ1 = Γ
µ
1(k)µ, and similarly write the rest of the diagram as ∆
µ(−k)µ.
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This is also linear in the photon polarisation by the assumption that the tadpole’s
photon is attached to it. Then the sewing prescription in Feynman gauge is to make
the replacement µν → ηµν/k2 and then to integrate over the intermediate photon
momentum kµ. The 1PR contribution to the two-loop effective action is then
Γ
(2)1PR
spin =
∫
d4k
(2pi)4k2
∆µ(−k)Γµ1(k) . (4.25)
We can see from (4.24) that the photon connecting the tadpole to another diagram
has support not just at kµ = 0 as for constant fields, but rather at kµ = lµ = ωnµ.
However, since l2 = 0, on-shell, the support of the delta function is still precisely
where the k2 denominator in the sewing integral vanishes. We require, then, a
generalisation of the sewing relation (1.1) which allows us to extract the finite part
of the singular sewing structure, beyond the case of constant fields.
Now, the diagram to which we sew will in general be a function of kµ multiplied
by, because the process occurs in a plane wave, a three dimensional delta function
δ3⊥,−(P − k) where P is some collection of momenta. This can always be made
covariant as for the tadpole, above. It is safe to use the delta function coming
from the tadpole to either replace δ3⊥,−(P − k) → δ3⊥,−(P ), or to replace a covariant
δ4(P−k)→ δ4(P−ωn) and to bring this inside the dω integral in (4.24), as this does
not affect the singular structure in the sewing integral. Hence, the type of sewing
integral we encounter is, for l2 = 0,
Kµ1µ2···µn :=
∫
d4k
1
k2
δ4(k − l) kµ1kµ2 · · · kµn
= cn
(
gµ1µ2lµ3 · · · lµn + symmetrised
)
+ λnlµ1lµ2 · · · lµn ,
(4.26)
where the constant cn is determined by taking the trace, while the constant λn will
always drop out (the equality of these expressions is shown in the appendix). The
most important case is
Kµν = 1
4
gµν + λ2lµlν . (4.27)
We have the following results
i) nµnνKµν···τ = 0 , ii) Kαα...τF τρ = 0 ,
iii) nµKµν···τF τρ = 0 , iv) Kαα...τnτ = 0 .
(4.28)
Given this, consider again the expansion of (4.21) into (4.24) plus corrections, and
the sewing to a larger diagram. Any term in the tadpole containing (n · k)2, or
higher powers thereof, will vanish when sewn, by i) of (4.28). Hence, from P1, no
higher power of the field strength can survive sewing. All derivative terms from the
second line of (4.21) at greater than linear order vanish for the same reason. The
first derivative term vanishes because of iii). Hence, from P2, no derivative terms in
the tadpole survive sewing. Finally, no term containing k2 can survive because of ii)
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and iv), see P3, above. It follows that the only part of the tadpole which survives
being sewn to another diagram is (4.22), equivalently (4.24).
Hence, let any diagram have the “k-linear” part δ4(P −k)∆(P )µνkµν . Then the
tadpole correction is
Γ
(2)1PR
spin =
2
3
ie2pi
∞∫
0
ds
s
e−ism
2
∫
dω δ4(P − ωn)∆µν(P )F˜ (ω)σν
∫
d4k
(2pi)4k2
δ4(k − l) kµkσ
=
1
6
ie2pi
∞∫
0
ds
s
e−ism
2
∫
dω
(2pi)4
δ4(P − ωn)∆µν(P )F˜ (ω)µν . (4.29)
Crucially this is, as for the case of constant crossed fields, linear in the external field
coupling to the tadpole loop, so it can be absorbed into a renormalisation.
The most important aspect of the sewing, then, is that all terms of higher order
in the background field vanish, so that although the tadpole itself involves the gauge
potential to all order, the contribution that sees the larger diagram through the
mediating photon is at most linear in the external field. It is not entirely obvious
from the beginning that this should be the case, and indeed one can imagine other
terms that could have contributed to the final result (4.29). For example, if F˜ 2
(suitably normalised by powers of m or s) had appeared in (4.29) then we would
have non-renormalisation effects. Similarly, if the sewing allowed terms like p ·F 2 · p
for pµ some momentum from the larger diagram, then we could have had arbitrary
powers of the field strength in the final expression. However, we have seen that no
such terms arise. Thus, we have found that although the tadpole contribution is
nonvanishing in a plane wave background, it does not induce a physical correction
to any process.
4.3 The dumbbell and the effective Lagrangian
Our expression for the tadpole allows us to examine the two-loop dumbbell diagram
in plane waves, see Fig. 2. This could give a nontrivial contribution to the vacuum
persistence amplitude [77] if the diagram developed an imaginary part – it is well
known, though, that there is no pair production in plane waves [3].
We take two copies of (4.24), send kµ → −kµ in one, and sew them together:
Γ
(2)1PR
spin :=
∫
d4k
(2pi)4k2
Γµ1(−k)Γ1µ(k) . (4.30)
Define the (dimensionally regulated) constant c by
c =
2
3
ie2pi
∞∫
0
ds
s
e−ism
2
. (4.31)
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Then we find for the dumbbell diagram
Γ
(2)1PR
spin = c
2
∫
d4k
(2pi)4k2
∫
dωdν δ4(k − ωn)δ4(k + νn) k · F˜ (ω) · F˜ (ν) · k
= c2
∫
dωdν δ4(ωn+ νn)
∫
d4k
(2pi)4k2
δ4(k − ωn)k · F˜ (ω) · F˜ (ν) · k
=
c2
2
V ⊥V −
∫
dω
∫
d4k
(2pi)4k2
δ4(k − ωn) k · F˜ (ω) · F˜ (−ω) · k .
(4.32)
The volume of the longitudinal and transverse directions reflects the translation
invariance of the process in those three directions. Interestingly, the integrand of
(4.32) is proportional to the (Fourier transformed) “χ-factor” of the intermediate
photon [27],
χ(φ) = e2kµFµσ(φ)F
σ
ν(φ)k
ν = −(n · k)2a′2(φ) , (4.33)
which determines the relevance of nonlinear quantum effects in plane wave back-
grounds [27–29]. However, the whole expression is ultimately killed because the kµ
integral gives Kµν ∼ gµν , above, which replaces χ → tr (F 2) = 0, and the dumbbell
vanishes.
This is reassuring since, if the dumbbell did not vanish, there could be a non-
zero contribution to the Euler-Heisenberg effective Lagrangian for plane waves. To
confirm that there is no such contribution, we take two copies of the tadpole, and
reintroduce the centre of mass coordinates in each. We then define an average of
these two positions, call it xµ0 , and extract the contribution to Euler-Heisenberg via
the definition
Γ
(2)1PR
spin :=
∫
d4x0 Lspin(x0) . (4.34)
A straightforward extension of the dumbbell calculation yields
Lspin(x0) = c
2
(2pi)4
∫
dωdν ei(ω+ν)n·x0
∫
d4k
(2pi)4k2
δ4
(
k + 1
2
(ν − ω)n)k · F˜ (ω) · F˜ (ν) · k ,
(4.35)
which again vanishes after performing the sewing integral.
4.4 Examples: the constant crossed field limit and scalar QED
The methods used here for the plane wave calculation are quite different to those
used for constant fields, above. A mutual check on these methods is thus provided
by re-deriving crossed field results from the general plane wave result. The crossed
field is defined by aµ(x
+) = εµx
+ for εµ a spacelike constant (not to be confused with
the polarisation vector of the attached photon). The constant field strength is then
eFµν = nµεν − εµnν . The variance in this case is
var(a) =
1
180
s2(n · k)2εµεµ , (4.36)
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which is independent of x+. The second line of (4.21) simplies exactly to −2
3
k ·F · ,
constant. Carrying out the x+ integral gives (2pi times) a fourth delta function, which
is just the Fourier transform of the field, consistent with (4.24) and
Γ1 =
4ie2pi2
3
δ4(k) k · F · 
∞∫
0
ds
s
e−ism
2+i s
3
180
(n·k)2ε2+i s
12
k2 . (4.37)
Consider now sewing this onto a larger diagram, denote it by ∆. The more general
sewing integral above reduces to (1.1). The only term which can survive this sewing
is quadratic in kµ. Hence if ∆ contributes a linear term, so ∆ ⊃ µ∆µνkν , then
the tadpole can couple to this (any part independent of the momentum is killed
by symmetry when integrated). Observe that we may therefore, without losing any
terms, simplify the tadpole to
Γ1 → 4ie
2pi2
3
δ4(k) k · F · 
∞∫
0
ds
s
e−ism
2
, (4.38)
exactly as argued for the general result (4.24). Moreover, were we to sew two tadpoles
together to form the two-loop reducible contribution to the EHL of figure 2 then
the momentum integral produces the contraction tr(F 2), which vanishes, as for the
general case (see text below (4.33)). The same result follows if the crossed field limit
is taken directly in (4.32). This also reproduces the results of Sect. 2 as a smooth
limit of a more realistic spatially varying field configuration.
Finally, we comment on the scalar QED tadpole. Note that when identifying the
the surviving contributions in Γ1, we expanded the second line of (4.21) in powers of
kµ about the point x
+, see P2. The leading order of this expansion is
−Gσσk ·F (x+)·+ 1
4
·F (x+)·k + . . . = 1− 3
12
k ·F (x+)·+ . . . , (4.39)
in which the spin factor gives the same contribution as the scalar part, multiplied
by −3. From (4.39) we deduce that for scalar QED the tadpole is given by −1/2 of
(4.24). Using this to compute the dumbbell for scalar matter immediately confirms
that the reducible contribution to the scalar Euler-Heisenberg action is also zero.
Again, precisely the same structure was seen in the crossed field case, where we
found that G˙B − GF = −2G˙B, see (2.12).
5 Discussion and outlook
We have considered one-particle-reducible (1PR) contributions to processes in both
constant and non-constant background fields. For the former it was only recently
discovered that such contributions could be non-vanishing, in contrast to what had
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long been assumed in the literature. We have examined 1PR “tadpole” corrections
to the two-loop EHL and one-loop propagator in the background in two classes
of constant field, Lorentz equivalent to either a constant crossed field (|E| = |B|
and E.B = 0) or a pure magnetic field (E = 0). In the former case, the tadpole
contribution contributes only a divergent factor which can be renormalised away.
In the latter case, and in D = 4 there is both a divergent renormalisation and
finite higher order terms which yield physical corrections to the propagator and, by
extension, any other process occurring in a constant magnetic background. These
physically relevant corrections have never before been studied to the best our our
knowledge.
We have also considered background plane waves of arbitrary strength and shape.
Here we were able to make a stronger statement; we calculated the 1PR correction
to any diagram, and showed that this again amounts to a divergence (in D = 4)
which can be renormalised away. This is consistent with, and goes beyond, one-loop
Hamiltonian-picture calculations where the tadpole does not appear due to normal
ordering [47], as in background-free QED. For all plane waves, including constant
crossed fields, we have also confirmed that the dumbbell diagram vanishes identically.
Therefore (unlike in the case of magnetic fields) there is no additional two-loop
correction to the Euler-Heisenberg effective action coming from the 1PR diagrams.
We saw that the reason for this is essentially geometrical – there is no Lorentz
invariant which can be formed which survives the contractions into the field potential
demanded by the creation of the dumbbell from the sewing of two tadpoles. That
the only part of the tadpole that can see the larger diagram through the mediating
photon is linear in the background field is also compatible with the 1PR contribution
to the propagator in the crossed field limit being an additional renormalisation.
Our results show that standard lessons from QFT, such as the freedom to ignore
tadpoles, does not automatically go over to QFT with background-fields and verifies
that the discovery of the 1PR contributions in constant background field QED has
physical significance. This holds also for the case in which the photon in Fig. 1 is
taken to be an asymptotic state – as a scattering amplitude this is not zero for a
general background, and it describes four wave mixing [78], or vacuum emission [79].
A variety of historic calculations ought now to be revisited with the aim of
checking whether the 1PR contributions need to be included to correct the reported
result. For example, it has previously been stated that the tadpole diagram vanishes
in the combination of a plane wave and and constant and homogeneous field [80]; our
results for the magnetic field case demonstrate that this cannot be true. Furthermore,
in the combination of a plane wave with any field such that the plane wave is able to
contribute to the Schwinger invariants, it becomes clear that there will be a physical
contribution from the plane wave. The methods we have developed here will be useful
for the future investigation of such cases.
On this note, it would be interesting to extend our results to non-constant mag-
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netic fields and to more realistic models of intense laser fields, and then to examine
the physical implications of 1PR corrections. This may allow new insights into
particle physics phenomena occurring in terrestrial experiments and astrophysical
scenarios such as magnetar environments [81–84]. Another natural extension of this
work would be the 1PR contribution to mixed backgrounds such as a constant field
accompanied by a plane wave which we anticipate to lead to physical 1PR contri-
butions. Mixed backgrounds have already shown interesting consequences in strong
field QED such as boosting the pair production rate, see [21, 85]. Moreover, study-
ing the 1PR contribution to the self-energy in a magnetic background in the strong
field limit could be significant in the context of the well-known Ritus (effective) mass
shift [44] and its leading asymptotic behaviour. We would also like to compare 1PR
contributions with their known 1PI counterparts. One could also consider the con-
tribution of different types of particles (with different couplings to the background)
running in the loop, in order to examine the relative contribution of 1PI and 1PR
contributions in BSM models, for example. These topics will be pursued elsewhere.
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A Scalar QED
Here we list the various formulae needed to arrive at the results for scalar QED.
Firstly, the scalar EHL has proper time representation [35, 52]
L(1)[F ] =
∫ ∞
0
ds
s
(4piis)−
D
2 e−im
2sdet−
1
2
[sinhZ
Z
]
, (A.1)
whilst the tree level propagator in a constant background has integral form (in mo-
mentum space) [37, 38]
D(p|F ) = i
∫ ∞
0
ds e−im
2sdet−
1
2
[
coshZ
]
e−isp·
tanhZ
Z ·p . (A.2)
With the covariant formulae (1.2) and (1.3) we get the 1PR contribution to the two-
loop EHL and one-loop self-energy as given in (2.14) and (2.15). To arrive at explicit
formula for the functions of Z and Z ′ requires a choice of Lorentz frame and we list
the results for the cases considered in the main text below.
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A.1 Constant magnetic field
To arrive at the results obtained in (3.5) and (3.30) for the scalar case in a pure
magnetic field one needs the following additional formulae:
G˙B = −
(
cot z − 1
z
)
Fˆ , (A.3)
p · sinhZ · coshZ − ZZ2 · cosh2Z · G˙
′
B · p = −s
z
[
cot z′ − 1
z′
] [
tan z
z
− sec2 z
]
p2⊥ , (A.4)
tanhZ
Z = g‖ +
tanz
z
g⊥ , (A.5)
tr
(
tanhZ · G˙ ′B
)
= 2tanz(cotz′ − 1
z′
) . (A.6)
B Weak field limit
Expanding the s-integrand of (3.22) in the background field provides, to linear order
in z, the following structures
(m− /p)
[
−isp2⊥
(
sec2 z
z
− tan z
z
)]
e−is
tan z
z
p2⊥ = −2iz
3
sp2⊥(m− /p)e−isp
2
⊥ +O(z3) ,
(B.1)
1
2
(m− /p)
[
−isp2⊥
(
sec2 z
z
− tan z
z
)]
tan z e−is
tan z
z
p2⊥ = O(z2) , (B.2)
γ[2p1]
[
−isp2⊥
(
sec2 z
z
− tan z
z
)]
tan z e−is
tan z
z
p2⊥ = O(z2) , (B.3)
1
2
γ[2p1]
[
−isp2⊥
(
sec2 z
z
− tan z
z
)]
tan2 z e−is
tan z
z
p2⊥ = O(z3) , (B.4)
sec2 z γ[2p1] e−is
tan z
z
p2⊥ = γ[2p1]e−isp
2
⊥ +O(z2) , (B.5)
1
2
γ[2p1][γ2, γ1] sec2 z tan z e−is
tan z
z
p2⊥ =
z
2
γ[2p1][γ2, γ1]e−isp
2
⊥ +O(z3) ,
(B.6)
1
2
(m− /p)[γ2, γ1] sec2 z e−is tan zz p2⊥ = 1
2
(m− /p)[γ2, γ1]e−isp2⊥ +O(z2) ,
(B.7)
1
2
γ[2p1][γ2, γ1] tan z sec2 z e−is
tan z
z
p2⊥ =
z
2
γ[2p1][γ2, γ1]e−isp
2
⊥ +O(z3) .
(B.8)
Now using this in the remaining proper time integral we finally get the result reported
in (3.24).
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C Reparameterisation invariant path integrals
The worldline representation of a generic correlation function involves a functional
integral over closed trajectories, xµ(τ), with period 1. We split the coordinates xµ
into a centre of mass piece xµc and a fluctuation y
µ, so xµ(τ) = xµc +y
µ(τ) with centre
of mass piece yµ obeying
1∫
0
dτ yµ(τ) = 0 . (C.1)
The reparameterisation-invariant measure over each coordinate is, in these vari-
ables [86, 87], ∮
Dx =
√
2s
∫
dxc
∮
Dy . (C.2)
In four dimensions the free path-integral measure obeys the normalisation
∮
D4x exp
[
− i
4s
1∫
0
dτ x˙2
]
= (4piis)−2
∫
d4xc . (C.3)
C.1 Worldline propagator properties
On the unit circle, τ ∈ [0, 1], the second derivative operator, ∂2τ , is invertible on the
space of fluctuations y as defined in (C.1), with inverse G obeying (Gττ ′ := G(τ, τ
′)
etc.)
Gττ ′ =
1
2
|τ − τ ′| − 1
2
(τ − τ ′)2 − 1
12
, (C.4)
∂τGττ ′ =
1
2
sign(τ − τ ′)− (τ − τ ′) , (C.5)
∂2τGττ ′ = δ(τ − τ ′)− 1 . (C.6)
G and G¨ are symmetric, G˙ is antisymmetric, so G˙ττ = 0. The constant in G is fixed
by the condition that it has zero c.o.m. as in (C.1).
C.2 The Spin factor
The spin factor that arises in spinor QED can be simplified for a plane wave back-
ground by expanding the exponential function in the defining equation (4.4). Sub-
sequently extracting the part at O() leads to an N−fold product of the form
(xi := x(τi))
− i
4N !
trγP
(s
2
)N N∏
i=1
∫ 1
0
dτi
N∑
j=1
/n/a′(x1)/n/a
′(x2) · · · e−il·xj
(
/l/ − l · ) · · · /n/a′(xN) ,
(C.7)
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where the sum is over the positions, xj, of the term involving the photon. At order
N ≥ 3 one finds there are at least two factors of /n which can be brought together by
anticommuting past /a′ and using cyclicity of the trace; because /n/n = n2 = 0, these
terms vanish. The N = 1 terms vanishes because the matrix structure is traceless.
Hence we are left with the second order contribution which after simplification and
selection of the piece linear in the photon polarisation takes the form
− is
2
16
trγ
∫ 1
0
dτ
∫ 1
0
dτ ′ /n/a′(x(τ))
(
/l/ − l · ) e−il·x(τ ′). (C.8)
Computing the trace, it is a simple step to then incorporate this into Γ1 and write
the result in the form (4.6).
D A sewing result
Sewing the tadpole to a larger diagram requires an integral over the momentum of
the intermediate photon, whose form for a plane wave background we study here.
We let l2 = 0 and define
Kµ1µ2···µn :=
∫
d4k
1
k2
δ4(k − l) kµ1kµ2 · · · kµn . (D.1)
Covariance implies that the integral can only contain products of gαβ and lµ. Con-
sider a total of n ≥ 1 factors of k in the numerator of the integrand of (D.1).
Suppose the integral gave a term containing r > 1 factors of g and n− 2r factors of
l (symmetrised). Taking the trace over r pairs of indicies would leave a contribution
proportional to ln−2r. However, taking the same trace in (4.26) produces (k · k)r−1
with no denominator, and the integral vanishes since l2 = 0. Hence K must be at
most linear in the metric. It follows that
Kµ1µ2···µn := cn
(
gµ1µ2lµ3 · · · lµn + symmetrised
)
+ λnlµ1lµ2 · · · lµn , (D.2)
where the constant cn is determined by taking the trace. These arguments do not
allow us to determine the coefficient λn, but as explained in the text there is nothing
to which this can couple so it can safely be ignored. We have the particular cases
Kµ = λ1lµ , Kµν = 1
4
gµν + λ2lµlν . (D.3)
These results are used to deduce that the plane wave tadpole can only contribute
something that can be renormalised away.
References
[1] W. Heisenberg and H. Euler, Consequences of Dirac’s theory of positrons, Z. Phys.
98 (1936) 714 [physics/0605038].
– 32 –
[2] V. Weisskopf, U¨ber die Elektrodynamik des Vakuums auf Grund der Quantentheorie
des Elektrons, Kong. Dans. Vid. Selsk. Math-fys. Medd. XIV 6 (1936) .
[3] J. S. Schwinger, On gauge invariance and vacuum polarization, Phys. Rev. 82 (1951)
664.
[4] G. V. Dunne, Heisenberg-Euler effective Lagrangians: Basics and extensions, in
From fields to strings: Circumnavigating theoretical physics. Ian Kogan memorial
collection (3 volume set), M. Shifman, A. Vainshtein and J. Wheater, eds.,
pp. 445–522, (2004), hep-th/0406216, DOI.
[5] G. V. Dunne, New Strong-Field QED Effects at ELI: Nonperturbative Vacuum Pair
Production, Eur. Phys. J. D55 (2009) 327 [0812.3163].
[6] A. R. Bell and J. G. Kirk, Possibility of Prolific Pair Production with High-Power
Lasers, Phys. Rev. Lett. 101 (2008) 200403.
[7] A. M. Fedotov, N. B. Narozhny, G. Mourou and G. Korn, Limitations on the
attainable intensity of high power lasers, Phys. Rev. Lett. 105 (2010) 080402
[1004.5398].
[8] S. S. Bulanov, V. D. Mur, N. B. Narozhny, J. Nees and V. S. Popov, Multiple
colliding electromagnetic pulses: a way to lower the threshold of e+e− pair
production from vacuum, Phys. Rev. Lett. 104 (2010) 220404 [1003.2623].
[9] A. Gonoskov, I. Gonoskov, C. Harvey, A. Ilderton, A. Kim, M. Marklund et al.,
Probing nonperturbative QED with optimally focused laser pulses, Phys. Rev. Lett.
111 (2013) 060404 [1302.4653].
[10] http://cilexsaclay.fr/ for CILEX.
[11] http://corels.ibs.re.kr/ for CoReLS.
[12] https://eli-laser.eu/ for ELI.
[13] https://www.xfel.eu/ for the European XFEL.
[14] G. V. Dunne and C. Schubert, Two-loop euler–heisenberg qed pair-production rate,
Nuclear Physics B 564 (2000) 591.
[15] I. Huet, M. R. de Traubenberg and C. Schubert, Three-loop Euler-Heisenberg
Lagrangian in 1+1 QED, part 1: single fermion-loop part, hep-th/1812.08380.
[16] G. V. Dunne and C. Schubert, Closed form two loop Euler-Heisenberg Lagrangian in
a selfdual background, Phys. Lett. B526 (2002) 55 [hep-th/0111134].
[17] G. V. Dunne and C. Schubert, Two loop selfdual Euler-Heisenberg Lagrangians. 1.
Real part and helicity amplitudes, JHEP 08 (2002) 053 [hep-th/0205004].
[18] G. V. Dunne and C. Schubert, Two loop selfdual Euler-Heisenberg Lagrangians. 2.
Imaginary part and Borel analysis, JHEP 06 (2002) 042 [hep-th/0205005].
[19] C. Schneider and R. Schutzhold, Dynamically assisted Sauter-Schwinger effect in
inhomogeneous electric fields, JHEP 02 (2016) 164 [1407.3584].
– 33 –
[20] G. Torgrimsson, C. Schneider, J. Oertel and R. Schutzhold, Dynamically assisted
Sauter-Schwinger effect - non-perturbative versus perturbative aspects, JHEP 06
(2017) 043 [1703.09203].
[21] G. Torgrimsson, C. Schneider and R. Schu¨tzhold, Sauter-Schwinger pair creation
dynamically assisted by a plane wave, Phys. Rev. D97 (2018) 096004 [1712.08613].
[22] F. Karbstein and E. A. Mosman, Photon polarization tensor in pulsed hermite- and
laguerre-gaussian beams, Phys. Rev. D 96 (2017) 116004.
[23] N. Ahmadiniaz, A. Huet, A. Raya and C. Schubert, Full mass range analysis of the
qed effective action for an o(2)× o(3) symmetric field, Phys. Rev. D 87 (2013)
125020.
[24] L. C. Martin, C. Schubert and V. M. Villanueva Sandoval, On the low-energy limit
of the QED N photon amplitudes, Nucl. Phys. B668 (2003) 335 [hep-th/0301022].
[25] J. P. Edwards, A. Huet and C. Schubert, On the low-energy limit of the QED
N-photon amplitudes: part 2, Nucl. Phys. B935 (2018) 198 [1807.10697].
[26] B. King and T. Heinzl, Measuring Vacuum Polarisation with High Power Lasers,
1510.08456.
[27] V. I. Ritus, Quantum effects of the interaction of elementary particles with an
intense electromagnetic field, J. Russ. Laser Res. 6 (1985) 497.
[28] A. Di Piazza, C. Muller, K. Z. Hatsagortsyan and C. H. Keitel, Extremely
high-intensity laser interactions with fundamental quantum systems, Rev. Mod.
Phys. 84 (2012) 1177 [1111.3886].
[29] D. Seipt, Volkov States and Non-linear Compton Scattering in Short and Intense
Laser Pulses, in Proceedings, HQ 2016: Dubna, Russia, July 18-30, 2016, pp. 24–43,
2017, 1701.03692, DOI.
[30] H. Gies and F. Karbstein, An Addendum to the Heisenberg-Euler effective action
beyond one loop, JHEP 03 (2017) 108 [1612.07251].
[31] F. Karbstein, Heisenberg-Euler effective action in slowly varying electric field
inhomogeneities of Lorentzian shape, Phys. Rev. D95 (2017) 076015 [1703.08017].
[32] F. Karbstein, Tadpole diagrams in constant electromagnetic fields, JHEP 10 (2017)
075 [1709.03819].
[33] W. Dittrich and H. Gies, Probing the quantum vacuum. Perturbative effective action
approach in quantum electrodynamics and its application, Springer Tracts Mod.
Phys. 166 (2000) 1.
[34] W. Dittrich and M. Reuter, EFFECTIVE LAGRANGIANS IN QUANTUM
ELECTRODYNAMICS, Lect. Notes Phys. 220 (1985) 1.
[35] J. P. Edwards and C. Schubert, One-particle reducible contribution to the one-loop
scalar propagator in a constant field, Nucl. Phys. B923 (2017) 339 [1704.00482].
– 34 –
[36] N. Ahmadiniaz, F. Bastianelli, O. Corradini, J. P. Edwards and C. Schubert,
One-particle reducible contribution to the one-loop spinor propagator in a constant
field, Nucl. Phys. B924 (2017) 377 [1704.05040].
[37] D. McKeon and T. Sherry, Radiative effects in a constant magnetic field using the
quantum mechanical path-integral, Modern Physics Letters A 9 (1994) 2167.
[38] A. Ahmad, N. Ahmadiniaz, O. Corradini, S. P. Kim and C. Schubert, Master
formulas for the dressed scalar propagator in a constant field, Nucl. Phys. B919
(2017) 9 [1612.02944].
[39] N. Ahmadiniaz, A. Bashir and C. Schubert, Multiphoton amplitudes and generalized
landau-khalatnikov-fradkin transformation in scalar qed, Phys. Rev D93 (2016)
045023 [1511.05087].
[40] V.A. Fock, Proper time in classical and quantum field theory, Sow. Phys. 12 (937)
404.
[41] J. Schwinger, Particles, sources, and fields. Volume 1. Addison Wesley, 1970.
[42] T. Heinzl, B. Liesfeld, K.-U. Amthor, H. Schwoerer, R. Sauerbrey and A. Wipf, On
the observation of vacuum birefringence, Opt. Commun. 267 (2006) 318
[hep-ph/0601076].
[43] I. K. Affleck, O. Alvarez and N. S. Manton, Pair Production at Strong Coupling in
Weak External Fields, Nucl. Phys. B197 (1982) 509.
[44] V. I. Ritus, Method of eigenfunctions and mass operator in quantum electrodynamics
of a constant field, Sov. Phys. JETP 48 (1978) 788.
[45] M. Formanek, S. Evans, J. Rafelski, A. Steinmetz and C.-T. Yang, Strong fields and
neutral particle magnetic moment dynamics, Comments Plasma Phys. Contr. Fusion
60 (2018) 074006 [1712.07698].
[46] S. Meuren and A. Di Piazza, Quantum electron self-interaction in a strong laser
field, Phys. Rev. Lett. 107 (2011) 260401 [1107.4531].
[47] A. Ilderton and G. Torgrimsson, Radiation reaction from QED: lightfront
perturbation theory in a plane wave background, Phys. Rev. D88 (2013) 025021
[1304.6842].
[48] J. M. Cole et al., Experimental evidence of radiation reaction in the collision of a
high-intensity laser pulse with a laser-wakefield accelerated electron beam, Phys. Rev.
X8 (2018) 011020 [1707.06821].
[49] K. Poder et al., Experimental Signatures of the Quantum Nature of Radiation
Reaction in the Field of an Ultraintense Laser, Phys. Rev. X8 (2018) 031004
[1709.01861].
[50] M. J. Strassler, Field theory without Feynman diagrams: One loop effective actions,
Nucl. Phys. B385 (1992) 145 [hep-ph/9205205].
– 35 –
[51] C. Schubert, Perturbative quantum field theory in the string inspired formalism,
Phys. Rept. 355 (2001) 73 [hep-th/0101036].
[52] M. G. Schmidt and C. Schubert, On the calculation of effective actions by string
methods, Phys. Lett. B318 (1993) 438 [hep-th/9309055].
[53] J. P. Edwards and C. Schubert, Quantum mechanical path integrals in the first
quantised approach to quantum field theory, tech. rep., Annals of Physis, 2018.
[54] J. Schwinger, On gauge invariance and vacuum polarization, Physical Review 82
(1951) 664.
[55] M. Reuter, M. G. Schmidt and C. Schubert, Constant external fields in gauge theory
and the spin 0, 1/2, 1 path integrals, Annals Phys. 259 (1997) 313
[hep-th/9610191].
[56] W. Dittrich and R. Shaisultanov, Vacuum polarization in QED with worldline
methods, Phys. Rev. D62 (2000) 045024 [hep-th/0001171].
[57] R. Shaisultanov, On the string inspired approach to QED in external field, Phys.
Lett. B378 (1996) 354 [hep-th/9512142].
[58] N. Ahmadiniaz, V. M. B. Guzman, F. Bastianelli, O. Corradini, J. Edwards and
C. Schubert, Worldline master formulas for the dressed electron propagator, parts 1
and 2, in preparation .
[59] L. C. Hostler, Scalar formalism for quantum electrodynamics, J. Math. Phys. 26
(1985) 1348.
[60] A. G. Morgan, Second order fermions in gauge theories, Phys. Lett. B351 (1995)
249 [hep-ph/9502230].
[61] V. I. RitusZh. Eksp. Teor. Fiz 69 (1975) 1517.
[62] F. Karbstein, An all-loop result for the strong magnetic field limit of the
Heisenberg-Euler effective Lagrangian, 1903.06998.
[63] G. V. Dunne, Heisenberg-Euler effective Lagrangians: Basics and extensions, in
From fields to strings: Circumnavigating theoretical physics. Ian Kogan memorial
collection (3 volume set), M. Shifman, A. Vainshtein and J. Wheater, eds.,
pp. 445–522, (2004), hep-th/0406216, DOI.
[64] G. V. Dunne, H. Gies and C. Schubert, Zero modes, beta functions and IR / UV
interplay in higher loop QED, JHEP 11 (2002) 032 [hep-th/0210240].
[65] A. Ilderton and G. Torgrimsson, Worldline approach to helicity flip in plane waves,
Phys. Rev. D93 (2016) 085006 [1601.05021].
[66] V. Dinu, T. Heinzl and A. Ilderton, Infra-Red Divergences in Plane Wave
Backgrounds, Phys. Rev. D86 (2012) 085037 [1206.3957].
[67] A. Casher, Gauge Fields on the Null Plane, Phys. Rev. D14 (1976) 452.
[68] S. J. Brodsky, H.-C. Pauli and S. S. Pinsky, Quantum chromodynamics and other
field theories on the light cone, Phys. Rept. 301 (1998) 299 [hep-ph/9705477].
– 36 –
[69] R. P. Feynman, An Operator calculus having applications in quantum
electrodynamics, Phys. Rev. 84 (1951) 108.
[70] G. V. Dunne and C. Schubert, Worldline instantons and pair production in
inhomogeneous fields, Phys. Rev. D72 (2005) 105004 [hep-th/0507174].
[71] A. Ilderton, Localisation in worldline pair production and lightfront zero-modes,
JHEP 09 (2014) 166 [1406.1513].
[72] M. B. Halpern and P. Senjanovic, Functional Bridge Between Gauge Theory and
String in Two-Dimensions, Phys. Rev. D15 (1977) 1655.
[73] M. B. Halpern, A. Jevicki and P. Senjanovic, Field Theories in Terms of
Particle-String Variables: Spin, Internal Symmetries and Arbitrary Dimension,
Phys. Rev. D16 (1977) 2476.
[74] T. W. B. Kibble, A. Salam and J. A. Strathdee, Intensity Dependent Mass Shift and
Symmetry Breaking, Nucl. Phys. B96 (1975) 255.
[75] C. Harvey, T. Heinzl, A. Ilderton and M. Marklund, Intensity-Dependent Electron
Mass Shift in a Laser Field: Existence, Universality, and Detection, Phys. Rev. Lett.
109 (2012) 100402 [1203.6077].
[76] A. Ilderton and G. Torgrimsson, Radiation reaction in strong field QED, Phys. Lett.
B725 (2013) 481 [1301.6499].
[77] L. S. Brown and T. W. B. Kibble, Interaction of Intense Laser Beams with
Electrons, Phys. Rev. 133 (1964) A705.
[78] E. Lundstrom, G. Brodin, J. Lundin, M. Marklund, R. Bingham, J. Collier et al.,
Using high-power lasers for detection of elastic photon-photon scattering, Phys. Rev.
Lett. 96 (2006) 083602 [hep-ph/0510076].
[79] H. Gies, F. Karbstein and C. Kohlfu¨rst, All-optical signatures of Strong-Field QED
in the vacuum emission picture, Phys. Rev. D97 (2018) 036022 [1712.03232].
[80] E. S. Fradkin, D. M. Gitman and S. M. Shvartsman, Quantum electrodynamics with
unstable vacuum. 1991.
[81] R. P. Mignani, V. Testa, D. G. Caniulef, R. Taverna, R. Turolla, S. Zane et al.,
Evidence for vacuum birefringence from the first optical-polarimetry measurement of
the isolated neutron star RX J1856.5-3754, Mon. Not. Roy. Astron. Soc. 465 (2017)
492 [1610.08323].
[82] L. M. Capparelli, A. Damiano, L. Maiani and A. D. Polosa, A note on polarized light
from Magnetars, Eur. Phys. J. C77 (2017) 754 [1705.01540].
[83] R. Turolla, S. Zane, R. Taverna, D. G. Caniulef, R. P. Mignani, V. Testa et al., A
Comment on ”A note on polarized light from Magnetars: QED effects and axion-like
particles” by L.M. Capparelli, L. Maiani and A.D. Polosa, 1706.02505.
[84] I. Caiazzo and J. Heyl, Vacuum birefringence and the X-ray polarization from
black-hole accretion disks, Phys. Rev. D97 (2018) 083001 [1803.03798].
– 37 –
[85] R. Schu¨tzhold, H. Gies and G. Dunne, Dynamically assisted schwinger mechanism,
Physical review letters 101 (2008) 130404 [0807.0754].
[86] A. M. Polyakov, Gauge Fields and Strings, Contemp. Concepts Phys. 3 (1987) 1.
[87] P. Mansfield, String theory, Rept. Prog. Phys. 53 (1990) 1183.
– 38 –
