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The neutrally-charged silicon vacancy in diamond is a promising system for quantum technologies
that combines high-efficiency, broadband optical spin polarization with long spin lifetimes (T2 ≈
1 ms at 4 K) and up to 90 % of optical emission into its 946 nm zero-phonon line. However, the
electronic structure of SiV0 is poorly understood, making further exploitation difficult. Performing
photoluminescence spectroscopy of SiV0 under uniaxial stress, we find the previous excited electronic
structure of a single 3A1u state is incorrect, and identify instead a coupled
3Eu − 3A2u system, the
lower state of which has forbidden optical emission at zero stress and so efficiently decreases the
total emission of the defect: we propose a solution employing finite strain to form the basis of a
spin-photon interface. Isotopic enrichment definitively assigns the 976 nm transition associated with
the defect to a local mode of the silicon atom.
Optically-accessible solid state defects are promising
candidates for scalable quantum information processing
[1, 2]. Diamond is the host crystal for two of the most-
studied point defects: the negatively-charged nitrogen
vacancy (NV−) center [3], and the negatively-charged sil-
icon vacancy (SiV−) center [4]. NV− has been successful
in a broad range of fundamental [5, 6] and applied [7–9]
quantum experiments, with spin-photon [10] and spin-
spin [11] entanglement protocols well-established. The
superior photonic performance of SiV−, with >70 % of
photonic emission into its zero phonon line (ZPL), has
enabled it to make a rapid impact in photonic quan-
tum platforms [12, 13]. However, SiV− possesses poor
spin coherence lifetimes due to phononic interactions in
the ground state (GS) [14], requiring temperatures of
<100 mK to achieve T2 ≈ 400 µs without decoupling [15].
Recent work on SiV0, the neutrally-charged silicon va-
cancy in diamond, has demonstrated that it combines
high-efficiency optical spin polarization [16] with long
spin lifetimes (T2 ≈ 1 ms at 4 K [17]) and a high de-
gree of coherent emission: the defect potentially pos-
sesses the ideal combination of SiV− and NV− proper-
ties. Exploitation of these promising properties is hin-
dered by poor understanding of the defect’s electronic
structure. Electron paramagnetic measurements (EPR)
of SiV0 indicate it has a spin triplet 3A2g GS and D3d
symmetry [18], with the silicon atom residing on-axis in
a split-vacancy configuration [Fig 1, inset]. Optically-
excited EPR measurements directly relate the SiV0 spin
system to a zero phonon line (ZPL) at 946 nm [16]: opti-
cal absorption experiments and density functional theory
(DFT) calculations have assigned the ZPL excited state
(ES) to 3A1u symmetry [19, 20]. Temperature-dependent
PL measurements indicate the presence of an optically-
inactive state below the luminescent excited state [19].
The advances in exploitation of NV− and SiV− have
been driven by a concerted effort in the fundamental
understanding of the physics of the centers themselves.
In this Letter, we employ photoluminescence (PL) spec-
troscopy to study an ensemble of SiV0 under applied uni-
axial stress, and show that the previous assignment of a
single excited state 3A1u is incorrect. We find that the
946 nm excited state is 3Eu, with a
3A2u state approxi-
mately 6.8 meV below it. The latter transition is forbid-
den by symmetry at zero stress and therefore efficiently
reduces the emission intensity of unstrained SiV0 centers
at low temperature. However, under finite strain, the
proposed electronic structure enables the possibility of
resonantly exciting spin-selective optical transitions be-
tween the 3A2g GS and
3A2u ES. The latter state is shown
definitively to participate in the optical spin polarization
mechanism of SiV0. Finally, we demonstrate that the
976 nm transition associated with SiV0 [16], previously
hypothesised to be a strain-induced transition [20], is ac-
tually a pseudo-local vibrational model (LVM) of SiV0
primarily involving the silicon atom.
We apply uniaxial stress to a diamond crystal grown by
chemical vapour deposition: the crystal was doped with
silicon during growth to create SiV− and SiV0. Uniax-
ial stress was applied to the sample using a home-built
ram driven by pressurized nitrogen gas. PL measure-
ments were collected under excitation at 785 nm as a
function of applied stress in both the 〈1 1 1〉 and 〈1 1 0〉
directions (see [21] for detail). We measured spectra for
all four combinations of excitation and detection polar-
ization parallel (pi) and perpendicular (σ) to the stress
axis. We found that the spectra are essentially invari-
ant to excitation polarization [21]. This is likely due to
the excitation mechanism being polarization-insensitive
photoionization, as our 785 nm (1.58 eV) excitation laser
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FIG. 1. SiV0 photoluminescence spectra at 80 K as a function
of applied stress along 〈1 1 1〉 (top) and 〈1 1 0〉 (middle). In
each case, pi (σ) indicates detection polarization parallel (per-
pendicular) to the stress direction. The transition at 946 nm
splits into components 1–4 under 〈1 1 0〉 stress, with thermal-
isation between the components observed at high stress indi-
cating electronic degeneracy. A pair of stress-induced tran-
sitions (5,6) originate at approximately 951 nm. Inset, top:
the geometric form of SiV0, with the Si atom on-axis in the
split-vacancy configuration. Bottom: simulation of the 〈1 1 0〉
stress spectra using the model described in main text.
is above the 830 nm (1.50 eV) photoionization threshold
of SiV0 [22]. We can thus focus on analysing just the
spectra for the two detection polarizations (pi, σ) arising
from a single excitation polarization (pi).
The problem of uniaxial stress applied to a trigonal
defect in a cubic crystal has been described several times
[23–25], so we summarise the results for transitions to
an orbital singlet GS, as found in SiV0. In both 〈1 1 1〉
and 〈1 1 0〉 applied stress, the orientational degeneracy of
the defect is lifted into two classes of orientation, classi-
fied by the angle between their high-symmetry axis and
the uniaxial stress axis. For an orbital singlet-to-singlet
(A ↔ A) transition, only one transition per orientation
is possible: when taking into account both orientation
classes, we expect a maximum of two transitions per spec-
trum. In the orbital singlet-to-doublet (A ↔ E) case,
two transitions per orientation are possible, leading to a
maximum of four transitions per spectrum. 〈1 1 1〉 stress
does not remove the electronic degeneracy of the Ex, Ey
orbitals for the orientation parallel to the applied stress,
and hence a maximum of three transitions are expected.
For uniaxial stress applied along the 〈1 1 1〉 axis, the
946 nm ZPL splits into three transitions, two of which are
almost degenerate but which possess different emission
polarization [Fig. 1]. This is consistent with the A ↔ E
case described earlier. Under 〈1 1 0〉 uniaxial stress, we
identify four distinct components originating at the ZPL,
again consistent with an A ↔ E transition. The inten-
sities of the different components varies as a function of
applied stress, confirming the presence of electronic de-
generacy in the excited state. For both stress directions,
we observe additional lower-energy transitions originat-
ing at ≈ 951 nm: the transitions gain intensity as a func-
tion of stress [Fig. 1]. We measure only two components,
indicating the presence of an additional orbital singlet
state. At a constant applied stress of σ〈1 1 0〉 = 1.3 GPa,
decreasing the temperature increases the intensity of the
stress-induced transitions at the expense of the ZPL tran-
sitions. Therefore, we conclude the additional A state lies
below the excited E state, rather than above the ground
3A2g.
In order to construct a model of the excited state be-
havior, we must establish the origin of the lower-energy
A state. There are three possible origins: (1) spin-orbit
(SO) fine structure arising from the E level; (2) Jahn-
Teller (JT) vibronic structure arising from the E level;
and (3) a totally independent A level. An SO interac-
tion of 6.5 meV (≈ 1.57 THz) is inconsistent with the
magnitude of the SO interaction in SiV− (250 GHz [4])
and GeV− (1.06 THz [26]) and would yield additional A
and E states (as in NV− ES [27]) and hence we reject
this possibility. A JT distortion would place the A state
above the E and hence is inconsistent with experiment.
Additionally, the piezospectroscopic parameters describ-
ing the singlet and doublet states are significantly differ-
ent [21], as would be expected if they arise from distinct
electronic states [28]. We conclude that the singlet is an
additional electronic state and is not derived from the
doublet. Experimentally, we find the singlet transitions
are polarized in pure σ for 〈1 1 1〉 stress, and pure σ, pi
for 〈1 1 0〉 stress [Fig. 1]: this identifies the A level as
possessing Γ1 symmetry in the lowered Cs symmetry of
the defect under stress [21].
Building on previous numerical descriptions of a cou-
pled E − A system in trigonal symmetry [28], we con-
struct a full analytical treatment of this problem. For a
given SiV sub-ensemble under applied stress, the coupled
Hamiltonian is
H =
 W + α′ γc βcγc α+ β γ
βc γ α− β
 (1)
where α, β, γ (α′) describe the response to stress of the
E (A) state, βc and γc describe coupling between the
two states, and W is the energy difference between the
states at zero stress. α(′), β(c) and γ(c) are functions of
the state-dependent piezospectroscopic parameters and
are linear in applied stress. The eigenenergies of this
Hamiltonian can be parameterised as follows (see [21] for
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FIG. 2. Comparison of experimental data (dots) with the coupled E − A model (solid lines). Transitions are labelled with
the state (A and Γ1, Γ2 for the E state) and the angle between the symmetry axis of the sub-ensemble and the stress axis (in
degrees). (a) Transition energies as a function of applied stress in the 〈1 1 1〉 (left) and 〈1 1 0〉 (right) directions. Theoretical
intensity of the A(0) transition is 0, and the line was not observed in experiment. (b) Transition intensities at an applied 〈1 1 0〉
stress of 1.3 GPa as a function of sample temperature. Data are given in both pi (left) and σ (right) detection polarizations.
The data have been normalized to the most intense transition.
derivation)
E(A) =
1
2
(α+ ∆ +W + α′)
− 1
2
[
(α+ ∆−W − α′)2 + 4Ω2
]1/2
E(Γ1) =
1
2
(α+ ∆ +W + α′)
+
1
2
[
(α+ ∆−W − α′)2 + 4Ω2
]1/2 (2)
E(Γ2) =α−∆
where ∆ is the stress splitting of the E level in the ab-
sence of the coupling to the A level and Ω is the coupling
between the A level and the E state that also has Γ1
symmetry under Cs stress. The intensities of the corre-
sponding lines in detection polarization p are
Ip(A) = Z
−1e−E(A)/kB T I1p sin2
φ
2
Ip (Γ1) = Z
−1e−E(Γ1)/kBT I1p cos2
φ
2
(3)
Ip (Γ2) = Z
−1e−E(Γ2)/kBT I2p
where I1p and I2p are intensities of p-polarization com-
ponents of the Γ1 and Γ2 transitions (given in [21]),
φ = arctan 2Ωα+∆−W−α′ is the angle describing the cou-
pling between the A and the Γ1 substate of the E state,
and Z is the partition function.
The result of a least-squares fit of this model simul-
taneously to the experimental 〈1 1 0〉 and 〈1 1 1〉 spectra
as a function of stress is given in Fig. 2(a): piezospec-
troscopic parameters are detailed in the SI [21]). The
output of the model was tested by comparing it to the
transition intensities of spectra measured as a function of
temperature at a fixed σ〈1 1 0〉 = 1.3 GPa [Fig. 2(b)]. The
ordering and behavior of all transitions matches the ex-
periment and hence we accept the coupled E −A model
as a suitable description of the SiV0 excited state.
There are several reasons why the model fit is not per-
fect. Intrinsic inhomogeneous stress will introduce non-
linearities into the line-shifts at low stress; small mis-
alignments or non-uniaxial stress will modify the shift-
rates from those taken into account by the model, which
will be exacerbated if these effects are different in the
two stress directions. Finally, Jahn-Teller interactions
in the E state, and pseudo-Jahn Teller interactions be-
tween the E and A are not taken into account within
the model: high quality absorption data under stress are
required to confirm the presence of these interactions,
and the low concentration of SiV0 in the present sample
prohibits absorption measurements.
With the excited states’ orbital degeneracy and sym-
metry under stress confirmed, we now reconcile our ob-
servations with the electronic model of SiV0. The EPR-
active 3A2g GS arises from the molecular orbital (MO)
configuration a21ga
2
2ue
4
ue
2
g (≡ e2g in the hole picture, used
henceforth), along with 1Eg,
1A1g [20]. The previously-
assigned 3A1u ES arises from e
1
ue
1
g [19], in addition to
1A1u,
1A2u,
1Eu,
3A2u and
3Eu states. As e
2
g and e
1
ue
1
g are
the two lowest-energy one-electron configurations [20], we
identify the doubly-degenerate ES observed under stress
with the 3Eu (e
1
ue
1
g) state.
The requirement of applied stress for observation of
the singlet transitions [Fig. 1] indicates that the transi-
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FIG. 3. (a) Comparison of PL measurements of the 946 nm
and associated stress-induced transitions (solid lines) with
the 976 nm local mode (dots). Measurements collected at
σ〈1 1 0〉 = 2.1 GPa for both pi (left) and σ detection polariza-
tion. Individual transitions are labelled as in Fig. 2. (b) Effect
of isotopic enrichment on the 976 nm local vibrational mode.
The mode shifts from Ω0 = 39.2 meV in natural abundance
material (92 % 28Si) to Ω∗ = 38.6 meV in a sample enriched
with 90 % 29Si. Treating the mode as a simple harmonic os-
cillation of the silicon atom yields Ω∗ = 38.6 meV, matching
experiment. ZPLs have been fixed at zero for clarity.
tions are forbidden by orbital symmetry but not spin.
As the only S = 1 state arising from the e2g configu-
ration, we assume that the GS of this transition is the
EPR-active 3A2g: the singlet is then restricted by sym-
metry selection rules to 3A1g,
3A2g and
3A2u. The ob-
served Γ1 symmetry under stress may be derived from
both A1g and A2u in D3d; however, only the latter is
consistent with the electronic model and hence we assign
the symmetry 3A2u (e
1
ue
1
g). We identify this state with
the ≈5 meV state observed in temperature-dependent PL
measurements, where the intensity of the ZPL was shown
to decrease with decreasing temperature [19].
In addition to the purely electronic transitions dis-
cussed above, the PL spectrum of SiV0 also exhibits a
small feature at 976 nm [16]. In our measurements, we
find that the energy shift of the transition under stress is
essentially identical 946 and 951 nm transitions [Fig. 3(a)]
[21]. As the line is at lower energy than the associated
ZPLs we associate it with a pseudo-LVM in the com-
mon GS. This observation is incompatible with previous
density functional theory (DFT) calculations suggesting
that this transition is a stress-induced electronic transi-
tion between a 3Eg ES and the
3A2g GS [20].
To investigate the participation of Si in the pseudo-
LVM, PL measurements of a sample grown with iso-
topically enriched silicon dopant were performed: we
find that the vibration frequency drops from 39.2 meV
in a natural abundance sample (>90 % 28Si) to 38.6 meV
in a sample enriched with 90 % 29Si [Fig. 3(b)]. Mod-
elling the vibration as a simple harmonic oscillator, the
mode frequency under isotopic enrichment is given by
Ω∗ = Ω0
√
m∗/m0, where m∗ is the effective mass of the
isotopic enrichment, and Ω0, m0 are the mode frequency
and effective mass in a natural abundance sample, respec-
tively. Applying this model yields Ω∗model = 38.6 meV,
matching the experimental value. This confirms that
the LVM is primarily due to oscillation of the Si within
the vacancy ‘cage’, and is only weakly coupled to the
bulk. Finally, the symmetry of the LVM may be ad-
dressed. The similar polarization behavior of the 946
and 976 nm transitions [Fig 3(a)] indicates an a1g mode.
However, only eu or a2u silicon oscillations participate
in pseudo-LVM modes [29]: in both these cases, the
overall mode symmetry 3A2g ⊗ ΓLVM becomes unger-
ade and thus vibronic transitions from both 3Eu and
3A2u excited states are forbidden by parity. We may
reconcile the spectroscopic data with the model only by
considering symmetry-lowering distortions. For exam-
ple, under instantaneous symmetry-lowering distortions
from D3d → C3v due to (pseudo-)Jahn-Teller distortions
in the ES, the a2u mode becomes a1 and the vibronic
transition is no longer forbidden. We observe no sharp
mode related to the eu oscillation of the silicon. A sim-
ilarly complex situation is encountered in SiV−, where
two pseudo-LVMs have been identified at 40 and 64 meV
[4]. Studies of the latter indicate that its frequency is
well-approximated by a simple harmonic oscillator model
[30] and essentially involves only the silicon atom, as we
find for the 39 meV mode of SiV0. However, experimental
measurements assign the 64 meV mode to a2u symmetry
[30, 31] through polarized single-center studies, whereas
recent hybrid-DFT calculations assign the mode eu sym-
metry and argue that the 40 meV mode is not an LVM
[29]. Further work is required to definitively identify the
vibrational states of SiV in both charge states.
With knowledge of the excited state symmetries and
behavior under stress, we may re-analyse recent measure-
ments of the spin polarization behavior [16, 17]. The lat-
ter measurement identifies significant spin polarization
at approximately 951 nm (Fig. S9 [17]): in light of our
new results on the stress-induced optical transition at
951 nm, we understand that the measurement was per-
formed on a strained ensemble, and interpret its visibility
in an absorption spectrum as a direct transition from the
3A2g ground state to the
3A2u state [Fig. 4(a)]. As the
measurements were completed by reading out spin po-
larization from the 3A2g GS, this is direct evidence that
the 3A2u ES is involved in the spin polarization mech-
anism. At 4 K, kBT ≈ 0.3 meV and hence thermal ex-
citation from 3A2u to
3Eu is negligible. The spin polar-
ization mechanism must therefore either involve interac-
tions with both the 3Eu and
3A2u states, or via phonon
relaxation from the 3Eu state through
3A2u [Fig 4(a)].
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FIG. 4. (a) The electronic structure of SiV0 proposed as
a result of uniaxial stress measurements. The ordering and
relative energies of the spin singlets is not known. Elec-
tronic configurations are described in the hole picture i.e.
eueg ≡ a22ua21ge3ue3g. (b) Proposed scheme for spin-dependent
initialization and readout of the 951 nm transition under a
small applied strain. Dz is not known.
Information on the relative ordering of the singlet states
is required for a full description of the spin polarization
mechanism [21].
The thermal interaction of the 3Eu and
3A2u states
poses a problem for the use of SiV0 as a photonic re-
source, as the intensity of the 946 nm transition decreases
with decreasing temperature due to thermal depopula-
tion from 3Eu into
3A2u: typically, <20 K is required
to isolate spin-conserving optical transitions in diamond
[32, 33]. For small (. 0.3 GPa) stresses applied perpen-
dicular to the symmetry axis, the intensity and frequency
of the 951 nm transition is quadratic in stress: the stress
will also remove the ms = ±1 spin degeneracy in the spin
triplets. Under stress, the spin-conserving optical tran-
sitions between 3A2g GS and
3A2u ES are no longer for-
bidden [Fig. 4(b)], and in conjunction with the spin po-
larization mechanism in SiV0 may enable spin-dependent
optical initialization and readout at low magnetic field.
To resolve spin-dependent optical transitions, we require
the difference in the zero-field splitting of the GS and
ES to be larger than the inhomogeneous linewidth of the
transitions themselves. Implementation of this scheme
would form the foundation of an SiV0 spin-photon inter-
face [10]. Future work should include monitoring strained
SiV0 centers in both EPR and resonant PL to determine
the effect of strain on the spin-spin interactions in both
the orbital singlet states, and measurement of single cen-
ters under strain to identify spin-conserving optical tran-
sitions.
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Supplemental Material
EXPERIMENTAL DETAIL
We have measured SiV0 in a sample grown by chemical vapour deposition. The sample has faces 〈1 1 0〉, 〈1 1 1〉
and 〈1 1 2〉. Photoluminescence experiments were performed in backscatter geometry i.e. Z(ψeψd)Z¯ in Porto notation,
where ψe and ψd are the excitation and detection E vector, respectively [Fig. S1]. As discussed in the main text, we
find no dependence of the spectra on the input polarization ψe [Fig. S2], and so all spectra are presented for both
detection polarizations only.
σ
Excitation
& detection
1 2
3
X
Y
Z
pi
σ
FIG. S1. Geometry for stress experiments: the excitation / detection are backscattered for all measurements. Faces 1, 2, 3
are [1 1 1], [1 1 2], [1 1 0] ([1 1 2], [1 1 0], [1 1 1]) for 〈1 1 0〉 (〈1 1 1〉) stress, respectively. The electric field vector for excitation and
detection is either parallel (pi) or perpendicular (σ) to the stress axis.
935 940 945 950 955 960 965
Energy shift (meV)
935 940 945 950 955 960 965
Energy shift (meV)
(b) σ detection(a) pi detection
FIG. S2. Comparison of raw spectra collected at an applied 〈1 1 0〉 stress of 2.1 GPa. Spectra are given for (a) pi detection
polarization and (b) σ detection polarization: the two input polarizations are given in each case. No significant difference
between input polarizations is visible at this or any other stress value measured.
Uniaxial stress was applied to the sample using a home-built ram driven by high pressure nitrogen gas and controlled
by a Bronkhorst flow controller. The stress cell was mounted into an Oxford Instruments Optistat for low temperature
measurements. All measurements were performed using a 785 nm laser (1.58 eV). The parameters used to generate
the model in the main text are given in Table S1.
TABLE S1. Model parameter values used to generate the simulation given in the main text. All parameters are in meV GPa−1
except W , which is given in meV.
A1 A2 B C A
′
1 A
′
2 B C W
−0.077 0.93 −1.0 −0.24 0.97 1.1 −4.7 −1.1 −6.8
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DERIVATION OF THE STRESS HAMILTONIAN SOLUTIONS
Let the stress Hamiltonian of A and E states in the absence of coupling be
Huncoupled =
 W + α′ 0 00 α+ β γ
0 γ α− β
 . (S1)
The Hamiltonian describing the coupling interaction between the states is
Hcoupled =
 0 γc βcγc 0 0
βc 0 0
 (S2)
The eigenbasis of the coupling-free Huncoupled is 1 0 00 cos [ θ2] − sin [ θ2]
0 sin
[
θ
2
]
cos
[
θ
2
]
 (S3)
Transforming into this basis, the matrix representation of the total Hamiltonian H = Huncoupled +Hcoupled is
H =
 W + α
′ γc cos
[
θ
2
]
+ βc sin
[
θ
2
]
βc cos
[
θ
2
]− γc sin [ θ2]
γc cos
[
θ
2
]
+ βc sin
[
θ
2
]
α+ β cos[θ] + γ sin[θ] γ cos[θ]− β sin[θ]
βc cos
[
θ
2
]− γc sin [ θ2] γ cos[θ]− β sin[θ] α− β cos[θ]− γ sin[θ]
 (S4)
The expressions for α, β and γ are defined by the symmetry of the center (D3d), and are given below following [S1, S2]:
α = A1(σXX + σY Y + σZZ) + 2A2(σY Z + σZX + σXY )
β = B(2σZZ − σXX − σY Y ) + C (2σXY − σY Z − σZX) (S5)
γ =
√
3B(σXX − σY Y ) +
√
3C (σY Z − σZX)
Here, the σij refer to elements of the stress matrix expressed in the crystal axes. α
′ is defined as α but with A ′1 , A
′
2
to reflect the different piezospectroscopic response of the doublet and singlet states. Similarly, βc and γc are as β, γ
with Bc and C c. W is the difference in energy between the doublet and singlet excited states. The reduced matrix
elements A
(′)
1 , A
(′)
2 , B
(c), and C (c) have the same form as given by [S3].
We now construct the Hamiltonian for each sub-ensemble for each stress direction.
〈1 1 1〉 stress
The angle between the defect symmetry axis z and the applied stress axis σˆ is denoted θσ. For 〈1 1 1〉 stress applied
to a trigonal defect, we need only consider two cases: the ‘unique’ orientation with θσ = 0°; and the three equivalent
orientations with θσ = 109°.
The stress matrix is constructed as σij = σ(σˆ.i) × (σˆ.j), where i, j run over the crystal axes X,Y, Z, and is
subsequently rotated into each orientation frame. For the representative orientations 1 & 2 [see Table S2] with the
substitution θ = limx→β γβ , the Hamiltonian parameters are:
α β ≡ ∆ γ α′ βc ≡ Ω γc
0° sub-ensemble σ(A1 + 2A2) 0 0 σ(A ′1 + 2A ′2) 0 0
109° sub-ensemble σ(A1 − 23A2) 43Cσ 0 σ(A ′1 − 23A ′2) 43C cσ 0
Finally, the eigenvalues of the resulting Hamiltonian are as above with ∆ ≡ β and Ω ≡ βc:
α ∆ α′ Ω
0° sub-ensemble σ (A1 + 2A2) 0 σ (A ′1 + 2A ′2) 0
109° sub-ensemble σ
(
A ′1 − 23A ′2
)
4
3Cσ σ
(
A ′1 − 23A ′2
)
4
3C
cσ
S3
TABLE S2. The four possible orientations of a trigonal center in a Td lattice.
x y z
1 [1 1 0] [1 1 2] [1 1 1]
2 [1 1 0] [1 1 2] [1 1 1]
3 [1 1 0] [1 1 2] [1 1 1]
4 [1 1 0] [1 1 2] [1 1 1]
〈1 1 0〉 stress
For 〈1 1 0〉 applied stress, we need again only consider two cases: the pair of orientations with θσ = 35°; and the pair
of orientations with θσ = 90°. For the representative orientations 1 & 3 [see Table S2], the Hamiltonian parameters
are:
α β ≡ ∆ γ α′ βc ≡ Ω γc
35° sub-ensemble σ(A1 +A2) σ(−B + C ) 0 σ(A ′1 +A ′2) σ(−Bc + C c) 0
90° sub-ensemble σ(A1 −A2) σ(−B − C ) 0 σ(A ′1 −A ′2) σ(−Bc − C c) 0
As found in the 〈1 1 1〉 case, ∆ ≡ β and Ω ≡ βc.
INTENSITIES OF STRESS-SPLIT TRANSITIONS
As discussed above and in the main text, for photoluminescence stress measurements performed with an ionizing
input beam, the spectra are essentially invariant to input polarization and therefore the expected intensities therefore
reduce to the case encountered in absorption measurements.
The expressions for the intensities given in the main text require the intensities of each transition at zero stress
in the experimental geometry. The analytical values have been calculated in several places [S3, S4]. However, the
sample used in our experiment has {1 1 1}, {1 1 2} and {1 1 0} faces: the standard tables give intensities for 〈1 1 0〉 or
〈0 0 1〉 readout under 〈1 1 0〉 stress. In Table S3 we give the zero-stress intensities for both 〈1 1 1〉 and 〈1 1 0〉 stress,
including intensities of transitions when measured with detection polarization ψd‖〈1 1 2〉 under σ‖〈1 1 0〉, as found in
our experiment.
TABLE S3. Analytical intensities for different detection polarizations for an E ↔ A2 transition at a trigonal center, following
[S5]. For 〈1 1 0〉 stress, the σ polarization values are calculated for a perpendicular direction of 〈1 1 2〉, as employed in our
experiment.
Stress Orientation Sym. Energy pi σ
〈1 1 1〉
1 0° EX , EY A1 + 2A2 0 1
2 EX (Γ1) A1 − 23A2 + 43C 0 32
3 70° (XZ)
4 EY (Γ2) A1 − 23A2 − 43C 83 16
〈1 1 0〉
1
35° (XZ) EX (Γ1) A1 +A2 −B + C 0
2
3
2 EY (Γ2) A1 +A2 +B − C 23 89
3
90° (Y Z) EX (Γ1) A1 −A2 −B − C 2 0
4 EY (Γ2) A1 −A2 +B + C 0 109
976 NM TRANSITION
As described in the main text, the qualitative behavior of the 946 nm and 976 nm transitions is identical. However,
a small additional transition appears in certain excitation-detection combinations, namely pipi and σσ [Fig S3]. As
S4
no other features of the 946 nm system are sensitive to input polarization in these measurements, we attribute this
additional peak to an unrelated feature.
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FIG. S3. Comparison of 946 nm spectra (red) with 976 nm spectra under 2.1 GPa of applied 〈1 1 0〉 stress. The spectra are
labelled with excitation and detection polarization. In each case, spectra are essentially identical except for the feature marked
with an arrow in the pipi and σσ spectra. No other feature of the SiV0 system is sensitive to input polarization and therefore
we assign it to an unrelated defect emitting close to the 976 nm transition.
SPIN POLARIZATION MECHANISM
The electronic structure of SiV0 is complex, with three and six electronic states arising from the first two lowest-
energy electronic configurations e2g and eueg, respectively. Considering only symmetric A1g phonons, the first-order
intersystem crossings (ISC) from the triplet manifold to the singlet manifold are given in Fig. S4. In this picture,
there are no ISCs from the 3A2u to lower-energy singlet states, suggesting spin polarization should decrease at low
temperature, contrary to experiment. Additional information on the relative energy and ordering of the singlets is
required for further analysis.
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FIG. S4. First-order intersystem crossings involving only A1g phonons. The electronic symmetries are given on the far left
and right of the figure, with the spin-orbit symmetry given in the center. The states are ordered according to their Coulomb
repulsion energy.
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