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FOREWORD 
OUl.:LEY Kll~)X LfBRARY 
NAVAL POSTGRADUATE SCHOOL 
IIwNTEREY. CALIFORNIA 93943-500111 
Interest in Tactical Decision Aids is a healthy trend in the operations 
analysis profession, carrying us back toward our roots, which were the 
applIcation of scientific methods to improve the effectiveness of forces in 
combat. I mean here to emphasize the grounding of OA in field operations as it 
was documented by PhIlip Morse and George Kimball in Methods of 
Operations Research shortly after World War II. in contra-distinction from what 
in many minds later became its principal application, the selection and 
procurement of better weapon systems. exemplified by another fundamental 
work. Charles Hitch and R. N. McKean's The Economics of Defense in the 
Nuclear Age. The former is characterized by tactics for specific weapons in 
specific theaters against a comparatively well defined threat. The latter deals 
with new sensors and weapons designed on pa~r to operate against an ill-
defined threat in a problematic environment. The former has withstood the test 
of time; the latter has led to disappointment and skepticism. The former has 
been marked by close collaboration between the analyst-developer and the 
tactician-user. which was a basic premise of Morse and Kimball. The latter 
was and occasionally still is marked by decisions through analysis without the 
collaboration of the uniformed user of the new weapon system. The former 
dealt with tactical decisions in which every second counted. the latter with 
results so remote that its decisions were made months--or years--Iater. With 
the former the consequences of a decision were immedIate. obvious. and 
sometimes decisive; wIth the latter decisions were made, unmade. and remade 
until it was hard to trace the link between analysis and statecraft in the 
weapon's final characteristics. 
We may hope that this book will hasten the development of and 
peacetime practice with TDAs by illustrating in sufficient detail how they work. 
It will be clear that both the development and employment of TDAs are an art 
form, and their wise application is the result of line officers' thorough 
understanding of both TDAs and naval operations. 
The developer-user partnership is so basic that it requires illustration. 
Without defining the following two systems in or out of the TDA domain (the 
boundary is exceedingly fuzzy). let us look at aids to maneuver and navigation. 
because all line officers are intimately familiar with both. They are not only well 
understood. but more robust and thoroughly developed from constant peacetime 
use than any combat TDAs described herein. 
Throughout my seagoing career a maneuvering board was the simple. 
basic. but ingenious aid to maneuver. Its value was taken for wanted. so well 
appreciated that it was taught in school and every new line offIcer reporting to 
hIS ship or aircraft squadron was assumed to know its mechanics and be able to 
work out solutions in seconds that would take minutes (or forever) if he had to 
do the trigonometry. But a new officer was truly skilled only after several 
months of practice at sea. 
Take. for instance. the simplest of problems, maneuvering from one 
station to another with respect to the guide. The relative motion of the ship is 
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the input and its true course and speed to station the output. But a maneuverinl! 
board solution is based on instantaneous course and s~ changes. One won t 
end up on station without taking the motion of the guiae into account durin~ the 
final turn onto station. The need to sUQplement the mathematical (scientific) 
skill with the maneuvering board with the seaman's (artistic) skill of jud~ing 
motion in a turn is one of the frrst humbling experiences of a JOOD on the bndge. 
Without seamanship his ship will at best be embarrassingly off stationr at worst be in a collision. I am not the only officer to witness the latter. In the lflstance I 
observed, the maneuvering destroyer was darkened on an ink-black night off 
Korea and both she and the guide were changing course simultaneously. Radar 
and the maneuvering board were insufficient guioes-r 
The second example is position keeping out of sight of land. Having done 
more than the average line officer's share of celestial navigation, 1 was 
delighted to learn late in professional life that (a) I could throwaway those 
awkward chronometers and use any watch with a quartz crystal to keep 
accurate time, and (b) I could solve the mathematics of the celestial triangle by 
pressing a few keys on a hand held calculator. If I was going to repeat the 
operation very often I could also preprogram the computations involved. 
But I still had to shoot the stars (lots of them in my case) and carry the 
pubs (I used the Air Almanac and H. O. 249 on the basis that I couldn't shoot 
the altitude of a star closer than a 60th of a degree, so why compute to a 600th 
of a degree?). Now we have navigation systems that employ their own 
accurately placed stars called satellites, that imbed the clock, publications, and 
computatIOn in the system software, and that produce virtually instantaneously 
at the touch of a button a fix the accuracy of which was unimaginable by 
Columbus, Matthew F. Maury or me. 
Observe, however, that the perfect fix tells you only where you are, not 
where you want to go. With some more computation the nav aid can be made 
to tell you (within less stringent limits) where you are ~oing and how fast, but 
not where you want to be. We even have some new aids, some of which will 
be described herein, that will tell you (with still less accuracy) how to go 
somewhere to reduce hazards like the weather and the enemy, but no 
navigation aid purports to dictate your destination or purpose. Naive resistance 
to decision aids based on some presumed arrogation of the human decision 
process rests on ignorance of the aims, means, and ends of the aids and of the 
role of the decision maker. Because of great experience with them the 
resistance to the use of navigation aids is past, and all concerns are over 
backup systems in case our satellites are destroyed or the nav aid is otherwise 
compromised. 
I believe that TDAs for combat operations, many of which are described in 
this work by Daniel H. Wagner, would be farther advanced if their wartime 
utility was as obvious and appreciated as nav aids are now. Our operational 
skills are finely honed for thmgs we do every day at sea: launch and land 
aircraft, underway replenishment alongside, vertical replenishment and transfer, 
navigation, pilotmg and maneuver. Wagner's work shows much of what has 
been done and by implication what might have been done to hasten the 
development of aids for naval combat--the detection, identification by 
correlation, tracking, targeting, and delivery of ordnance on the enemy and the 
avoidance of the same by the enemy. It will take a change of emphasis, but not 
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a great one, to bring along these wartime aids with the energy that has gone 
into aids to safe operations in peacetime. 
Communicating the workings of a TDA takes a rare balance of verbal, 
mathematical, and computer skills. If I had thought about it, I'd probably have 
said this book could not be written. But if somebOdy had asked who could write 
it I'd have said fewer than 10 Americans. living or dead; that I only knew four 
or five of them all of whom worked or had worked lOr Daniel H. Wagner, 
Associates; and the best man to write about TDAs was Wagner himself. And so 
he has. This will be the seminal work in the field as basic as Morse and 
Kimball, Hitch and McKean, or B. O. Koopman's Search and Screening. It was 
assembled in the short space of a ,ear, and so it will not satisry anyone in every 
respect, including me, and least 0 all Dan himself. But the book shows what 
can be done--must be done--if TDAs are going to move ahead with the vigor that 
is possible. 
There are many references to Wagner Associates in this work. That is 
partly because an author writes best about what he knows best, but also 
because Wagner Associates have been so much in the maelstrom of IDA 
development. It is not, I'm sure, self-aggrandizement: I can think of two or 
three successes of great merit which go unmentioned because they did not 
strictIy speaking advance the science of TDAs--the Suez Canal ordnance 
clearance project being one. 
The historical track record herein is invaluable perspective, including the 
professional relationship between the civilian and uniformed analysts and their 
operator users. Its great virtue is, however, that it describes TDAs with the righJ 
amount of detail, so that the student (not the casual reader) can grasp how they 
are put together and what each aid does and does not do. The student by the 
end knows what aids are for and how future aids will probably work and the 
proper relationship between aid and user, much like the relationship between 
the maneuvering board's geometric contribution and the seaman's educated 
eye. 
iii 
Wayne P. Hughes 
Captain, USN (ret.) 
Adjunct Professor 
Naval Postgraduate School 
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PREFACE 
These lecture notes are intended as an instruction text for a course in 
development and evaluation of tactical decision aids (TO As) at the Naval 
Postgraduate School. I began their preparation during a student-faculty seminar 
course on the subject at the School III the Fall quarter 1988. 
While there has been considerable naval activity in development and use 
of TOAs on desk-top computers in the past decade, there does not appear to be a 
general text on the subject. There also does not appear to have bcim developed 
a general theory of TOAs, and that is not intended nere. What is done here IS a 
review of the models in and the functionality and inputs and outputs of several 
TOAs in some important areas of naval applications. These areas are search 
TOAs, target motion analysis TDAs, integrated TDAs for battle group command, and 
environment-dominated TOAs. It must be expected that many, perhaps most, of 
the TOAs reviewed here will be superceded III a few years or so, but I believe 
that lessons learned from such reviews will be instructively helpful to future 
developmental approaches. 
User-friendliness is fundamentally important to TOA success, and 
Appendix A by LCOR John Yurchak of the School's Computer Science faculty 
addresses that subject. Althou~h Appendix A is presented in terms of 
computer rather than tactical conSIderatIons, it is written from the background 
of LCOR Yurchak's Fleet experience, primarily as a tactical air controller in E-2 
carrier-based airborne early warning aircraft. Training and user's guides for 
TOAs and some mathematical topics that are relevant to TOAs are discussed in 
other appendices. 
Each chapter after the introduction contains a history of the subject of 
that chapter. I believe that historical perspectives and lessons learned from 
history can be useful when one is contempfating new TOA development. The 
histoncal discussions are also the means by which I attempt to credit numerous 
contributions to TOA development over the years. 
I hope I will be forgiven for rather frequent historical mention of the 
operations research consulting firm, Daniel H. Wagner, Associates (abbreviated 
as DHWA hereafter), with which I was rreviously associated for almost 25 years. 
The same remark applies to alumni 0 OHW A. The fact is that DHWA has been 
very active in naval TDA development primarily through its Fleet field 
representatives in past years, especially in computer-assisted search, and I must 
acknowledge the contributions of these former colleagues along with those of 
many others. I have earnestly endeavored to cover the more important 
contributions to naval TDA development by all individuals of whom I am aware. 
I have tried to prevent my pride in DHW A accomplishments from interfering with 
my objectivity, but it is possible that that attempt has not entirely succeeded. 
On the other hand, in reviewing models of former colleagues, in some ways I 
believe I have been harder on them than other reviewers would have been. It 
is easier to find reservations on even good OR models than it is to create such 
models. 
My DHWA experience is the main part of the TDA knowledge base from 
which I write. That base has been considerably enhanced by my experience at 
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the Naval Postgraduate SchooL Its earlier roots were, long before desk-top 
computers, in my experience as a Fleet field representative of the OPNAV 
Operations Evaluation Group (after which I tried to pattern DHW A field 
representation) and in consulting on naval problems in partnership with John 
Kettelle. 
Since the primary intended readership of this work is the students of the 
Naval Postgraduate School, I have tried to identify alumni of the School as such 
among the contributors to TDA development. It will come as no surprise that 
these Identifications are very numerous, and I am certain that there are many 
alumni and other naval and civilian contributors whom I have not identified. 
This alumni identification and my ho~ that reader interest will extend 
beyond the School give rise to another plea for forgiveness: I hope that the 
management of the School will pardon my use of "NPGS" as an abbreviation of 
the School, rather than the locally used "NPS." My reason is that outside of the 
Monterey Peninsula, this institutIon is known and highly, esteemed throughout 
the naval communit}:' as "the PG School," hence "NPGS ' has more immediate 
reader recognition. (Locally "PG" means Pacific Grove.) 
Throughout, all officers referred to are USN unless otherwise identified. 
I must make numerous grateful acknowledgements for support and 
assistance in the preparation of this text. 
First of all I feel highly privileged to be spending 15 months on the 
distinguished operations research faculty of the Naval Postgraduate School. I 
espeCIally appreciate the opportunity to spend a majority of this tour on the 
above-mentIOned TDA seminar course and this text. For arranging this 
opportunity, I particularly thank Professor Peter Purdue, Chairman, Department 
of Operations Research; Professor R. Neagle Forrest, Chairman, ASW Academic 
Group; and CAPT Gordon Nakagawa, Tactical Analysis Chair. For CAPT 
Nakagawa's support, I further thank CAPT Thomas Latendresse, OP-73, and his 
deputy, CAPT Thomas Ferguson. 
Needless to say, views eXfressed herein are my own and do not purport 
to reflect policy of the Nava Postgraduate School, the Chief of Naval 
Operations, or the Department of the Navy. 
The initial impetus for this text came from discussion with Dr. Stanley 
Benkoski, Vice President of DHW A and a prominent leader in TDA development. 
His seminar lecture at NPGS September 1988 on evaluation of search TDAs is my 
primary source on TDA evaluation. He has been a frequent source of useful 
mformation and critiques. 
I greatly appreciate the stimulus I have received from the interest and 
advice of various NPGS faculty colleagues and students through their 
participation in my TDA seminar and in other ways. Foremost among these has 
been Professor Alan Washburn, who is well-known as a researcher and author 
in search theory and other areas of naval OR. I am especially grateful to retired 
CAPT and Professor Wayne Hughes for his insightful and generous foreword and 
his extremely helpful critiques; his book Fleet Tactics: Theory and Practice 
exhibits a depth of naval knowledge, analytical perception of operations, and 
literacy that I have long admired and envied. Others Include Professor David 
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Schrady, former NPGS Provost, who is undertaking promising initiatives for an at-
sea logistics TDA linked to combat requirements; Professor Ferdinand Neider, 
whose OEG/CNA field experience, particularly with lOTS, was very helpful; and 
Professor James Eagle, whose prowess in operations research is ennched by 
his experience as a submariner. Among the more helPful students, I am 
pleased to cite LCDR Richard Chase, LT Carl Plumley, LT Craig Steffen, LT Fred 
Buoni, LT Craig Goodman, LT Roben Rubin, and CDR Bernabe Cuberos Carrero 
of the Venezuelan Navy. 
For discussions in depth of TDA models and historical questions and for 
critiques, I am very grateful to Drs. W. Reynolds Monach, Robert Lipshutz, 
Micliael Monticino, Walter Stromquist, Roben Ovenon, Robert Buemi, Bernard 
McCabe, David Kierstead, Barry Belkin, James Weisinger, and Jos~ph Discenza 
of DHWA; Drs. Lawrence Stone, Henry Richardson, Thomas Corwin, and 
William Stevens of Metron, Incorporated; Dr. David Bossard of DCBossard, 
Inc.; Dr. William Barker of Tiburon Systems; Richard Handford of Atlantic 
Analysis Coryoration; Vincent Aidala of the Naval Underwater Systems Center, 
Newport; MIchael Sierchio of the Naval Environmental Prediction Research 
Facility; and Lawrence Hermanson and Dr. Mark Shensa of the Naval Ocean 
Systems Center. 
The Naval Air Development Center provided me with valuable help from 
Walter Leyland and Patricia Beach by critigues of the Integrated Tactical 
Decision Aids (ITDA) discussions, and from Kathleen Stempeck by advice on 
operation of ITDA programs. Drs. David Engel and Frank Engel of the Inter-
National Research Institute were very helpful on the history of the Joint 
Operational Tactical System (JOTS). 
For the history of submarine target motion analysis I leaned heavily on 
Gerald Hill, and Dr. Adrianus Van Woerkom of the Naval Underwater Systems 
Center; David Ghen, Thomas Downie, A. Theodore Mollegen, and Harold 
Jarvis of Analysis and Technology, Incorporated; William Berry of Raytheon 
Corporation; Cort Devoe of Sonalysts Incorporated; Joseph Faulkner of 
Mandex Incorporated; Lyle Anderson of Mitre Corporation; RIchard Abate and 
James Herrin.& of the Electric Boat Division, General Dynamics Corporation and 
Dr. William (Jueen, formerly of that organization; Dr. Wouter VanderKulk, retired 
from IBM; and retired CAPTs John Fagan, Arthur Gilmore. Frank Andrews and 
Charles Woods. CAPTs Andrews and Woods were among the foremost leaders 
in naval tactical analysis in the 1960's, as Commander Submarine Development 
Group Two and in other capacities. Ronald Thuleen of the Naval Ocean 
Systems Center and LCDR John Oakes of the Surface Warfare Development 
Group were my principal sources on surface ship target motion analysis. 
Very helpful documents and review comments on submarine TDAs were 
received from LCDR Alan Richardson, LT Paul Ruud, and James Seaton of the 
staff of Commander Submarine Development Squadron Twelve. 
CPT Alan Womble. USMC, of the Naval Strike Warfare Center gave 
Professor Washburn and me a very instructive demonstration of the Tactical 
Aircraft Mission Planning System. 
Dr. Samson Brand. Lawrence Phe~ley, and others at the Naval 
Environmen-tal Prediction Research Facihty were excellent sources and 
reviewers on the Tactical Environmental Support System. AGC Daniel Boucher 
Vll 
of the Geographic Technical Readiness Laboratory helped by operating this 
system for my needs. 
Robert Miller, retired from the Office of Naval Research, and CAPT 
Andrews substantially expanded and corrected my recollections of the origins of 
the OPNA v Tactical DeveIopment and Evaluation Program. 
William Thompson of the NPGS War-Gamin~ Laboratory and its director, 
CDR Thomas Halwachs, were very helpful WIth hardware and software 
problems. 
The Research Reports ~rsonnel of the NPGS Library were very effective 
at unearthing aged documents from various naval archives. 
Hania La Born prepared the typescript and computer graphics with 
enormous dedication, patience, and expertise in desk-top publishing software. 
For all of this help, I am profoundly grateful. 
Daniel H. Wagner, 
Adjunct Professor 
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This text is intended to provide instruction in the development and 
evaluation of tactical decision aids (TDAs). The application areas that we 
consider are predominantly in naval combat operations. Many of the principles 
involved should have applIcations in other military operations. 
1.1. Background 
A TDA should assist a decision· maker by (1) assimilation and convenient 
presentation of data (on targets, own assets, and the environment) which of 
themselves are useful to the decision-maker, and/or (2) analysis of the tactical 
problem beyond what is feasible by humans in timely fashion. Needless to say, 
none of this obviates thought, insight, or judgment on the part of the decision-
maker, who by definition bears the responsibility for the course of action 
resulting from the decision. 
TDAs can have the form of various types of design products, including 
nomographs, manuals, etc. The noted naval author W. P. Hughes suggests that 
the most useful TDA is the maneuvering board. However, our main focus will be 
on TDA programs resident on desk-top calculators (DTC's). These started to have 
use in Fleet operations in the mid-1970's and have burgeoned in power and 
applicability in the 1980's. Adoption by the Navy of the HP 9020A in July 1984 as 
its standard DTC was an important advance in at-sea computer assistance to 
operations, particularly as a vehicle for TDAs. 
User-friendliness problems in TDAs quickly come to the fore. The power 
and broad scope of computer assistance may be accompanied by complexities 
and time demands on the user. These can burden the user's attention and time 
schedule in competition with various demands on the user from other duties and 
requirements for mastery of technotogy. Hopefully, (1) above will result in a net 
saving of staff time in TDA use. Wilen a TDA requires a net increase in staff 
effort, that should be weighed against increase in combat effectiveness as a 
result of (1) and (2) combined. 
Advice on user-friendliness in TDA design is offered in ARpendix A, by 
LCDR John Yurchak of the NPGS computer science faculty. User-friendliness in 
TDA user's guides and TDA training needs are addressed in Appendix E. 
TDAs are closely associated with the applied science operations research 
(OR), which is usually defined as providing a scientific basis for executive 
decision. While OR results do not need to be associated with computers, as 
applied to Fleet operations in the 1980's they usually have been. When the type 
of decision problem addressed recurs somewhat repetitively in form, TDA 
implementatIOn usually results. It was these observations that provided the 







Reference [a] is a justly acclaimed text on tactics at the level of a 
numbered fleet commander. It is highly readable and is particularly strong on 
historical themes in tactics at that level. The present work is generally on 
tactics at the unit level, Le., for a ship, an air squadron, or an aircraft. This is 
largely true even in our discussion of integrated TDAs for a battle group 
commander. The following remarks from reference [a] about the role of TDAs in 
C2 are very relevant to our present topic: 
"To develop a C2 system, including command responsibilities, staff 
activities, and hardware and software to support them, ilie tactical content 
of operations must be envisioned in more detail. From the outset the 
difficulty of agreeing on tactical goals and the style of effective command 
has plagued the necessarily detailed design of systems for a navy tactical 
flag center. Where there IS no agreement, the alternative is to design the 
command center and all other C2 support in the absence of tactical 
content; by default tactics will be dictated by C2 support-system designs 
and locations. [Emphasis added by the author of reference [a].] 
A commander and his staff synthesize information, using decision 
support systems when they will help do the job better. Today modern 
disElays, geographic and alphanumeric, assist in this process. So does 
artIfiCIal intelligence, which emulates the thinkin~ process and (when it 
surpasses that process) automatically makes deciSIons. I do not have an 
example of a military command decision aid that unequivocally decides 
better than the human mind. But there are many that do part of the job 
better. Some weapon fire-control systems assign priorities to threats, lay 
guns, and fire missiles without human modificatIOn, and they have existed 
since World War II. At least one AAW missile s¥stem, while still subject to 
human intervention and override, is deSIgned to operate on a 
preprogrammed tactical doctrine." 
Ensuing remarks in reference [a] discuss the importance of time-to-decision, 
which can be, but not always is, saved by TDAs and the importance of timing of 
decisions. 
Reference [b] addresses TDAs at the level considered here, but does so 
entirely with the objective of identifying needs for better mathematical methods 
as such. Its scope is less than originally intended. 
The approach taken here is to review the methodology underlying 
various naval TDAs and their functionality and to seek methods, preferably 
methodological themes, which potentially apply to future TDAs. Beyond finding 
techniques which apply to future development, we hope to enhance 
development capabilities by conveying ideas involved. 
1.2. Summary by Chapters and Appendices 
Chapter II addresses search TDAs, predominantly ASW computer-assisted 
search (CAS). This is a well-developed TDA area. Monte Carlo methods are 
extensively discussed, with emphasis on representing target motion as a bundle 
of samEle tracks, each with probability of occurrence. These probabilities may 
be easIly ufdated to reflect, e.g., unsuccessful search, thereby revisin& (by 
Bayes' rule one's earlier assumptions on target motion as well as pOSItion. 
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Analytic approaches are also discussed, mainly via a contemporary 
develo{>ment. Integration of search with tracking in TDAs via likelihood 
estimatIon from contact/no contact histories is described for both Monte Carlo 
and analytic CAS systems. We distinguish between CAS and SSN search TDAs in 
that the latter, although very well developed, do not produce probability maps of 
target position and updating of same. COMSUBDEVRON TWELVE is the long-
standing seat of SSN tactical development and evaluation and has put 
considerable emphasis on search and target motion analysis methods. 
Target motion analysis (TMA) TDAs are reviewed in Chapter III. The 
problem is to find target position, course, and s~ by passive means. Methods 
of doing this are vital to SSN missions, and accordingly this TDA area is also well 
developed. In fact. TMA is probably the TDA area of greatest Fleet acceptance 
and use. The main general approaches reviewed are bearings-only ranging 
with non-redundant bearings, adjustment of a trial solution to make its implied 
bearings match observed bearings, hyperbolic ranging with towed arrays, and, 
in over-the-horizon TMA against maneuvering targets, Kalman filtering based on 
target motion modeled as an IOU process. All four of these approaches have 
been used aboard SSNs both in DTC programs and/or embedded software. 
Integrated TDAs to serve a battle _group commander and his subordinate 
warfare commanders are taken up in Chapter IV. Here "integrated" refers to 
serving the separate warfare areas with a common data base, data 
management, and executive functions to call any of numerous special-purpose 
programs through a hierarchy of menus. The integrated TDAs of main interest 
are JOTS, developed at sea in initial prototype form September 1982, sponsored 
by COMNAVAIRLANT and later CINCLANTFLT, and the later ITDA sponsored by OP-73 
and NADC. Both JOTS and ITDA are on the HP 9020A DTC. 
JOTS has afforded major advances in C 3 by providing connectivity 
between shipboard DTC's and Fleet diJ!ital data links. This has given convenient 
access to link information by any ShIp with a Navy standard DTC. Use of JOTS 
for transmission of contact data. status boards, and other formatted 
communications has become widespread. These C 3 functions have 
overshadowed the warfare-specific TDAs in JOTS. in development and 
applications, but they have also made JOTS an excellent receptacle for such TDAs 
by affording data access, transmission of decided courses of action, and 
frequent attention by senior officers to JOTS oUt{>uts. lTD A is also very attractive 
as a receptacle for TDAs, having excellent envlfonmental data bases and well-
developed warfare-specific TDAs in place. Paradoxically, the C3 activity of JOTS 
has crowded the access to HP 9020s at sea by ITDA, which since 1985 has 
received much more warfare-specific TDA development than JOTS, and by other 
TDAs. Plausibly this will be overcome by adapting JOTS to UNIX in the prospective 
new Navy standard DTC, thereby affording user time-sharing, but space for 
terminals will still be a problem. 
Some environment-dominated TDAs are discussed in Chapter v. These 
are selected from TESS, the Tactical Environmental Support System. on the 
basis of involving tactical analysis along with the environmental inputs. TESS is 
sponsored by the Oceanographer of the Navy through CNOC, NAVOCEANO. 
NORDA, and NEPRF. 
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Appendix A addresses user-friendliness in TDA design. Appendix B 
reviews some fundamentals of stochastic processes that are relevant to TDAs. 
Appendix C presents (1..,0') approaches to modeling cumulative detection 
probability. A description of the IOU process and types of motion thus modeled 
IS given, without use of mathematical formulas, m Appendix 0, by W. R. 
Stromquist of DHW A. Appendix E addresses TDA training and user's guides. 
1.3. Some Observations on Modeling in TDAIi. 
We make some observations on modeling in TDAs which should be borne 
out as the reader goes through the remaining chapters. We want to stress the 
point that the mathematics in modeling in useful TDAs is sometimes elementary, 
sometimes rather deep, and often at various shades in between. (These relative 
terms are in the eye of the beholder.) We generally do not go much into 
mathematics in this text although we try to convey what is going on in the more 
important models. 
Indeed, a great deal of service to operational decisions can be rendered 
by convenient descriptive presentations based on straightforward calculations 
on deterministic kinematics and other familiar phenomena. This is particularly 
demonstrated in several of the warfare-specific TDAs and "support" functions in 
JOTS and ITDA. Considerable use is made in TDAs of elementary probability 
concepts, notably the probability maps of target position in computer-assisted 
search. Still other TDA modeling uses determmistic methods which are not so 
elementary, such as the orbital mechanics underlying the satellite vulnerabiHty 
program in JOTS and ITDA. 
Many tactical analysis problems and related TDAs involve target motion, 
which must be regarded as both uncertain and dynamic. The natural tool for 
treatment of dynamic uncertainty is a stochastic process. Here again the 
methods ran~e from elementary to deep. An easily understood representation 
of a stochastIC process is a bundle of sample tracks, each assigned a probability, 
noted above for Monte Carlo CAS and elaborated upon in Chapter II. Analytic 
methods tend to be more mathematical. For some useful tools, such as Poisson 
processes and Markov chains, the mathematics is relatively easy to explain. 
Probably the most mathematically challenging tool employed in TDAs is the IOU 
process (see next para~raph). However in 3.5 we present this tool in 
discretized form, as It is Implemented in computers, avoidmg the more difficult 
stochastic differential equation methods usually employed. In general, 
stochastic process methods are sufficiently useful in TDA develor.ment that we 
need to describe them, but we will try to avoid technical detaIls and to use 
intuitive descriptions as feasible. 
A common basis for a perhaps surprising amount of stochastic process 
methods in TDA modeling is the random tour, treated by A. R. Washburn tn 1969 
(see Appendix B and reference [cD. The IOU process in VPCAS and PACSEARCH 
historical analysis (Chapter II), in SALT buoy search optimization (Chapter II), in 
MTST tracking on maneuvering targets (Chapter III), and in ocean current 
modeling and chaff dispersion prediction (Chapter v) are all motivated as 
gaussian approximations to a random tour. Also, the Markov chain motion 
models in SALT target tracking (Chapter II) and in SCREEN EV AL in ITDA (Chapter 
IV) are discretizations of a random tour. The approximations lend themselves 
better to modeling and computation of desired outputs than does the random 
tour. The random tour basis is both easily described and physically realizable 
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by operating vehicles (an IOU process is neith~), and one can give o{!erational 
meaning to IOU model parameters by identifying them with ranuom tour 
parameters. 
These preliminary remarks about stochastic processes are made 
because of thelT frequent use in development of (very pragmatic) TOAs, and also 
to observe the degree of commonality exhibited by random tours. It is not 
suggested that mathematics per se should have primary emphasis in a student's 
approach to TOA development. 
The qualities that should be at the fore in the study of TDA methods are 
those needed for study of OR in tactical development and evaluation: tactical 
insight and a desire to bring disciplined quantitative methods, with user-friendly 
computer imrlementation, to bear on tactical decision problems, and thereby to 
assist tactica decision-makers to achieve more effective combat operations. 
1.4. Main Ideas in TDA Modeling 
We endeavor to summarize here in outline form several useful ideas 
found in past TDA development work that are contained in the remaining 
chapters and appendices. The attempt is to list these concepts in a logical 
sequence. not necessarily in order to importance: 
Probability map representation of target position (2.2.1); easily understood 
basis for search planning. 
Adaptive use of negative information, on target position and motion, from 
unsuccessful search (2.1.3, 2.2.3, others); valuable information that should 
not be ignored. 
Multi-scenario priors of tar&et initial position and motion (2.1.2, 2.4.3); 
well-tried means of utilizing mformation known before a search begins. 
Target motion models: 
probability-labeled alternative tracks (2.3.L 2.4.3, B.2); very 
flexible, facilitates Monte Carlo analysis, easily understood; 
information and motion updates via track probabilities; 
random tour and generalizations (B.5, 2.8.3, 2.4.3, 4.2.9); realizable 
by ship targets, computable by Markov chains; 
IOU; approximates generalized random tour (B.7, Appendix 0, 
3.5.2, 2.5, 2.8.4); unlike latter leads to gaussian posItions and 
velocities; robust re ship motion; facilitates capture of historical 
data base (2.5); has also modeled ocean drift (5.2) and 
atmospheric turbulence (5.5). 
Cumulative detection probability (cdp) models (Appendix C); needed, 
e.g., for negative information updatlOg; achieve sequential glimpse 
dependence via process representmg deviation of actual from causally 
predicted signal excess: 
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(A.,cr); useable analytically (unimodal formulas (C.4, C.5» and by 
Monte Carlo (2.4.5, 2.7); intuitively plausible, relatively simple 
model with sequential dependence; modest empirical basis; 
time-indePe.ndent contributions to deviation process; can enhance 
realism in (A.,cr); generally requires Monte Carlo; 
rand!ln:' ~earch formula (2.1.5, 4.2.3); simple; classic; generally 
pessmustlc; 
independence/dependence weig!lting; crude, apparently effective 
treatment of sensor group cdp (c'7, 2.4.5). 
Optimal search planning: 
optimal placement of uniform rectangular effort (2.4.6,2.8.4,5.2.4); 
exposure time maps to approximate optimality by stationary target 
allocations (2.4.7); 
Lagrange multipliers (reference [d] of Chapter II); 
transformation of target motion to relative motion space to 
facilitate stationary allocation (4.2.2, 2.8.4); 
evaluation of search effectiveness by acoustic sweep width (4.2.2, 
2.8.4); 
Brown/FAB recursive algorithm to allocate optimally in time and 
space (2.4.6); 
SSN search planning by sequential choice of sonar lineup, depth 
plan, speed plan, and track plan, according to anticipated target 
tactic (2.1.14). 
Integration of search with low-data-rate tracking: 
likelihood of target state from contact/no contact history via 
conditional independence, recursive computation (2.8.5), 
independent inter-jump intervals, tunnel method (2.7.1); 
Bayesian generalization of Dempster's rule heuristic (proposed, 
2.7.2); 
transitioning of course, speed, and scenario distributions during 
rescaling (2.6); 




by Kalman filtering against constant course and speed targets 
(3.1); 
by Kalman filtering against IOU model of maneuverinAl target 
motion, with forward-backward filtering, and extension Vla long-
term/short-term velocities (3.5, Appendix D); 
localization by maximization of Fisher information to minimize area 
of uncertainty (2.8.7). 
Target motion analysis (TMA): 
by adjusting trial solution to make implied bearings match 
observed bearings (3.3); 
time correction: estimate range as of best range time, controlled 
by choice of tactic, to minimize error from target speed in line of 
SIght (3.2); recognition of conflict between range accuracy and 
course/speed accuracy in four-bearing TMA (3.2); 
Ekelund ranging: ratio of difference between pre-turn and Eost-
tum own speeds to corresponding difference in bearing rates (3.2); 
ranging from towed array hyperbolic loci of position (3.4); 
wave front curvature (3.1). 
Centralized integration of TDAs (Chapters IV and v): 
common data bases for hostiles, friendlies, environment; 
executive programs to manage TDA integration; 
support. functions: maps, formation and track builds, status boards, 
navlgatIOn, etc; 
program organization per ewe organization. 
Serving decision-making by elementary models: 
deterministic kinematics (4.4.1,4.4.2, 4.4.4); 
convenient library retrieval and display (4.6); 
elementary simulation (4.2.3, 4.2.5, 4.2.8). 
ASW screen evaluation by simulation in depth (4.2.9). 
Modeling complex rapid sequences (notably in ASMD) via deferring 
service of events until service is available (4.3.5). 
Scheduling (of airborne refueling) by rule-based expert system (4.4.4). 
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Display of environmental constraints on ASM launch (5.3), 
Optimal route planning to minimize mUlti-type costs by dynamic 
programming (5.4). 
1.5. Lessons Learned in TDA Training 
We close this introduction with emphasis on needs for training in use of 
TOAs. This topic is discussed further in Appendix E, and is accompanied by 
discussion of needs in TOA user's guides. The lessons learned in TOA training, 
from E.1, are summarized as follows: 
(1) User communities must expect that TOA training needs will be 
commensurate with the depth of the TDA's functionality, which is 
the basis of the TDA's contribution to the mission. 
(2) The main key to good TDA training is for the importance of the IDA 
to mission success to be recognized by the leadership, instructors, 
and trainees in the user community. 
(3) Training in TO As can be greatly enhanced by knowledgeable 
training initiative inside the user community. 
(4) Training in TOAs, as all forms of combat readiness, must be 
maintained in the absence of immediate need for the TDA. 
(5) Training which is confined to TOA operators training their reliefs 
has inadequate durability. 
(6) A TDA which integrates subsidiary TOAs deserves separate training 
in those parts of the TDA that are of interest to a particular user 
commumty; training in support functions will be common to most 
user communities. 
Training in a TDA must be supported by a user's guide which (a) has 
physical attributes that enhance readabllity; (b) has good guideposts to help a 
user find particular desired content; and (c) has content which describes why 
various steps are taken by the user. 
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In this chapter we will review methods used in TDAs for search problems, 
which is a rather well-develoP.t!d TDA area. Most search TDA applications are in 
ASW. Applications to search and rescue (SAR), ocean bottom search, and 
search for orbiting objects are also noted. 
Most of this chapter will address computer-assisted search (CAS). As 
the term CAS is used here, it refers to a program that outputs a probability map 
of target position at any chosen time, suitably updated for unsuccessful search 
(negative information), target contacts of uncertain position and credibility 
(positive information), and target motion. The more advanced CAS programs 
also produce search plan recommendations. 
To convey some of the basic concepts, we begin in 2.1 with an 
elementary example of search for a stationary target. Construction of a prior 
distribution of target position, updating for negative information, and optimal 
allocation of search effort are illustrated. 
The main elements of a CAS system for a moving target are outlined in 
2.2: a prior probability map of target position; a model of target motion; updates 
of the probability map for target motion, negative information (requires a model 
of cumulative detectIOn probability), and positive information; and search plan 
recommendations. 
A target motion model must represent motion as a probabilistic process, 
i.e., "stochastic process" (see AppendIx B). In most CAS systems, this is done 
by Monte Carlo methods, as we will describe as part of a detailed review of the 
prominent CAS system VPCAS. Motion modeling can also be done by analytic 
methods, as we will see in discussing a new CAS development, SALT. Monte 
Carlo affords more flexibility in types of target motion, while analytic methods 
afford higher resolution in treatment of motion, which can be valuable in 
tracking. (This is not a full statement of relative merits.) 
In a Monte Carlo approach, target motion is usually modeled as a 
"bundle" of tracks, each labeled with probability of occurrence. Updating of 
geographic cell probabilities for negative and positive information is performed 
via updates of the track probabilities. Thus the new information is usea to revise 
our a priori assumption about target motion as well as initial position. This 
updating method is also very important to computational efficiency and to the 
power of Monte Carlo in CAS; it dates from 1972. 
This Monte Carlo approach to CAS is illustrated in 2.3 by an idealized 
elementary example in which probabilistic target motion is represented by a 
bundle of only 16 tracks. The probability of occurrence of each track is derived 
from simple assumed distributIons. The probabilistic behavior is quite visible, 
and the reader is urged to understand this example thoroughly as a prelude to 
2.4. 
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In 2.4 we describe extensively how the ideas in 2.3 are implemented in 
VPCAS and its successors the COMTHIRDFLT/COSP program PACSEARCH (also in 
ITDA 2.02--see Chapter IV) and the CAS system going into the P-3C Update IV. The 
target motion bundle has 500 tracks rather than 16. Building blocks are 
described which afford a substantial variety of prior distributions of target 
position and target motions, from which to choose. We further describe the 
methods of optimal allocation of search effort used in VPCAS. 
An historical analysis method usable with VPCAS to provide target motion 
assumptions is discussed in 2.5. This is illustrated in its PACSEARCH implementa-
tion. 
In 2.6 we describe how VPCAS was enlarged as PACSEARCH to apply to 
fixed and towed arrays. Importantly, this included conversion of VPCAS to the HP 
9020A, the Navy Standard Desktop Calculator. The long-term and short-term 
trackers in the P-3C Update IV search system are described in 2.7. The long-
term tracker resembles VPCAS. 
The recent CAS development SALT, using analytic rather than Monte 
Carlo methods, is described in 2.8. Differences are noted between SALT and 
VPCAS and successors, both inherent and as imJ?lemented. Estimates of target 
state likelihood are formed from complete histones of contactlno contact, by the 
Update IV short-term tracker using Monte Carlo and by SALT using analytic 
methods. SALT assumes conditional independence to permit recursive 
information updating. Neither Update IV nor SALT in general is able to retain all 
the information in tne "complete histories." 
CAS systems addressed to USCG SAR, ocean bottom search, and orbiting 
object search are noted in 2.9, 2.10, and 2.11. A CAS system for USN SAR will be 
reviewed in Chapter v. 
Evaluation of CAS is discussed in 2.12. The history of CAS dates from 
1972, in SAR and ASW. This is reviewed in 2.13. 
SSN ASW search methods are discussed in 2.14. These are important, al-
though they are not considered to be CAS, because they do not produce 
probability maps. They are concerned with sonar lineups, search depth 
schedules, speed schedules (constant or sprint-drift), and search track plans to 
oppose various target tactics. 
Reference [a] is an article on the principal methods used in Monte Carlo 
CAS. An excellent tutorial on CAS, with very modest math. ematical prerequisites, 
is given in reference [b]. References [cj, [d], and [e] are texts on general 
methods in search analysis. Reference [f] is an update of reference [c]. 
Reference [g] is a manual for analysis of deep ocean search. Reference [h] is a 
review of search planning methods. The doctrinal publication on SSN ASW 
search is reference [i], which is the basis of the Submarine Fleet Mission 
Program Library (SFMPL) search programs. 
2.1 Stationary Target 
In this section we treat an elementary example of search for a stationary 
target, to illustrate some basic concepts which are very useful in CAS, for 
moving as well as stationary targets. Multi-scenario const.ruction of a prior 
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distribution, i.e., prior probabilit)o' map, of target position; Bayesian updating for 
negative information; and optimal allocation of search effort are illustrated. Map 
discretization is discussed fIrst. 
2.1.1. Map discretization. In CAS application. s, geographic positions 
in a search region are always shown by dividing the region into a rectangular 
array of discrete cells. A simple example of a 3 x 3 array of such cells is shown 
in Figure II·I Here the cells are indexed 1, 2, 3 in latitude and the same in 
longitude. They could just as well be indexed by mid-latitudes and mid-
longitudes of the cells. 
FIGURE 11·1. MULTI"SCENARIO CONSTRUCTION OF PRIOR 
DISTRIBUTION OF TARGET POSITION (STATIONARY 
TARGET) 
(a) Scenario I 
Weight = .7 
Longitude Index 






Latitude Index 2 .3 .3 0 
3 0 0 0 
(b) Scenario II 
Weight = .3 
Longitude Index 






Latitude Index 2 0 .25 .25 




1 2 3 
1 .027 .21 0 
Latitude Index 2 21 .285 .275 
3 0 .075 .075 
A CAS program usually chooses cell size, but it is desirable also to let the 
user change this choice, as is done in VPCAS and successors. The main factors 
influencing this choice are accuracies in placement of search effort and in 




2.1.2. Multi-scenario construction of a prior. In Figure II-I, two 
scenarios, I and TI, are assumed. Each scenario is a postulation as to what caused 
the target to be wherever it is. Associated with each scenario is a distribution of 
target position which has been causally derived from that scenario. The 
distribution is given by assigning a number between 0 and 1 to each cell, with 
these numbers adding to 1. Each assigned number is the probability, before the 
search begins, that the target is in that cell, providing that scenario is valid. Also 
associated with each scenario is a number between 0 and 1 called the "scenario 
weight." The various weights (here two) also add to 1. Each weight is an 
estimate of the probability that that scenano is valid. It is usually arrived at by 
expert opinion and may be regarded as a "subjective probability." 
The composite distribution is obtained by combining the single-scenario 
cell probabilities according to the scenario weights. E.g., the composite 
probability for latitude index 2 and longitude index 2 is 
.3 x .7 + .25 x .3 :::: .285. 
The distribution is also called the "probability map of target position" or 
"probability map" for short. In particular, it is the "prior probability map," 
further abbreviated as the "prior." 
Figure II-2 presents a real-life prior. from the 1968 SCORPION search 
(reference [j]). It IS constructed as a weighted composite of nine single-scenario 
FIGURE 11·2. PRIOR DISTRIBUTION OF TARGET POSITION IN 
THESCORnONSEARCH 
This prior was formed as a weighted sum of nine single-scenario priors. each causally derived. and computed 
by Monte Carlo simulation. The computation (stateside) was performed about six weeks into the five-
month search. because of slow communications with the search scene. 
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priors, as above, and of course is much more complicated than Figure n-t. 
Among the scenarios were (I) SCORPION struck a sea mount and glided to the 
bottom, and (II) a torpe4o turned active in a tube and SCORPION was unsuccessful 
in her maneuver prescribed for that emergency. For each of these and various 
other scenarios, a position distribution on the ocean bottom was causally derived, 
and scenario weights were obtained by expert opinion. Figure 11-2 ensued. The 
remains were found within a submarine rength of the highest probability cell, 
after a five-month search. Also, a distribution of bottom time of search effort 
was derived from this prior, and the actual bottom time was within reasonable 
confidence limits of the mean of this distribution. 
2.1.3. Negative information update. We now illustrate an update 
for negative information. Suppose search effort is applied 8S in Figure I1-3 to the 
above 3 x 3 array of cells. Flgure 11-3 is indicative only of quality and amount of 
search effort, and tells nothing about target presence. The latter remains as in 
Figure II-l(C). 
Suppose this effort is unsuccessful. What is the new, i.e., posterior, 
probability map? We know that the target is now less likely to be in the cells 
searched than It was before, and consequently is more likely to be in the other 
cells. That is valuable information and should not be ignored. but how do we 
adjust the prior probability map accordingly? The answer, of course, is to apply 
Bayes'theorem. It is recommended that thIS be done and learned in spread sheet 































Column [4] is proportional to the I?osterior distribution. We normalize it by 
dividing it by its sum, S, resultlOg in the posterior, column [5], shown 
geographically in Figure 11-4. This completes the Bayesian update for negative 
lOforrnation. 
2.1.4. Optimal allocation of search effort. The probabilities in 
Figure 11-3 depend on the amount of search effort applied to the various cells. 
Usually a search planner can choose among various allocations of effort, cell by 
cell, and would prefer to so optimally. 
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FIGURE 11·3. APPLICATION OF SEARCH EFFORT (STATIONARY TARGET) 














FIGURE 11-4. PROBABILITY MAP UPDATED FOR NEGATIVE 
INFORMATION 















To illustrate this, suppose the search is by an aircraft looking for a liferaft 
regarded as stationary. Suppose the nature of the search is such that the 
cumulative detection probabIlIty through search time t, cdp(t), is given by the 
random search formula (see reference [cj): 
cdp(t) = 1 - exp(-wvt/A), 
where w is sweep width, v is search speed, and A is the area of the cell searched. 
Assume w = 30 nrn, v = 200 kts, and A = 20,000 sq nm. Then 
cdp(t) = 1 ~xp(-.3t). 
(It might be that w, and accordingly the coefficient .3 in cdp, change from cell 
to cell, but let us assume here that they do not.) 
Referring to Figure n-l(c), it is clear that initial effort should be applied to 
cell (2,2), since it has the highest probability of containing the target, .285. The 
question is how long should the search remain in (2,2) before putting effort into 
(1,2) and (2,1), which have the second highest prior probability of containing the 
target, .21? One might apply the Bayesian algorithm of 2.1.3 to find the value of 
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t which drops the posterior probability in (2,2) to .21. However, that would 
ignore the fact that as the posterior probability falls in (2,2), it rises in (1,2) and 
(2,1). The solution, of course, is to find the t where these falling and rising 
posterior probabilities meet. Noting further that cumulative failure probability is 
exp(-.3t), from the spread sheet algorithm of 2.1.3 we have 
.285 exp(-.3t)/S = .21/S, 
t = -.3 In(.21/.285) = 1.02 hrs. 
Thus after 1.02 hours the effort should be divided egually among (2,2), (1,2) and 
(2,1), since all three have the same probability (wliich we have not calculated) 
at that point. 
This p'rocedure can be continued until all cells which had initially non-
zero probabIlity of containing the target have equal probability, and accordingly 
subsequent search is divided equally among them. 
Note that we have proceeded "myopically," Le., we always search in the 
current highest probability cell. This optimizes the immediate effort without re-
gard to what happens thereafter. Suppose we were initiall}' allowed 4 hours of 
search effort and planned accordingly by the above method. Then suppose we 
are allowed an additional 3 hours of effort. Might we then wish we had used 
the first four hours differently in light of having a total of 7 hours available? The 
answer is no--myopic search is optimal. Moreover it is optimal both in the 
sense of minimizing mean time to detection and maximizing the probability of 
detection within an allowed time T. 
The statements in the precedin~ paragraph depend very much on the 
tar~et being stationary. If the target IS moving, myopic search need not be 
optImal and the two MOE's, mean time to detect and probability of detection in 
time T, may lead to different optimal plans. 
2.2. Principal Requirements for Moving Target CAS 
As a lead-in to CAS for moving targets, we note succinctly the require-
ments for such a system and means by which these requirements can be met. 
2.2.t. Prior map. A CAS analysis begins with a prior map (probability 
map of the target's pOSItion). This may be constructed as a weighted sum of 
single-scenario maps, each causally denved. Typically it begins with a single 
report of a target's approximate location. Alternatively it may be derived from 
historical analysis of past target habits. 
2.2.2. Target motion model. Target motion must be described in 
probabilistic terms. This inevitably means that it is given as a stochastic 
process--see Appendix B. Generally speaking, when tiiis is done by Monte 
Carlo means it need not be difficult to understand. An analytic model of motion 
might be fairly elementary, but some analytic motion models have considerable 
mathematical depth. 
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Most CAS systems have used Monte Carlo target motion models consisting 
of a bundle of (typically 5(0) target tracks, each labeled with the probability that 
it is (approximately) the actual track. A method is needed for the CAS user to 
construct this bundle and the associated probabilities from a menu of building 
blocks and the user's knowledge or assumptions of target behavior. Alterna-
tively, the bundle of tracks rna)' be constructed from historical analysis, and this 
may be done simultaneously WIth construction of the prior map. 
The track probabilities in a Monte Carlo model are converted at any time 
to geographic cell probabilities by adding for each cell the probabilities of the 
tracks with positions in that cell. 
2.2.3. Updated maps. The main object of CAS is to produce a proba-
bility map of target position at a user-chosen time and to do so from time to time. 
To do thIS updates are needed for target motion, negative information, and posi-
tive information. 
Target motion is updated in Monte Carlo modeling simply by moving the 
target deterministically arong each track in the bundle (speeds differ from track 
to track), without changing any probability labels. An analytic model update for 
motion follows the mechanism of the model. 
Updating for negative information is done by application of Bayes' theo-
rem, and updating for positive information is preferably also Bayesian. In 
Monte Carlo modeling this is best done by updatmg the track probabilities, and 
going from there to geographic cell probabilities. 
Negative information updating also requires an estimate of the effective-
ness of the (unsuccessful) search effort applied. This in turn requires a model of 
cumulative detection probability (cdp), i.e., the probability of at least one detec-
tion in an interval of opportunities, which might be a continuum of glimpses. 
The problem is to allow for statistical interdependence. A (A,a) approach may be 
taken--see Appendix C. 
2.2.4. Optimal search plans. For a CAS system to compute optimal 
search plans may be considered hIghly desirable rather than as requirement. If 
the user is provided with good probability maps, guidance to search planning is at 
hand--search in the cells of highest detection probability (myopic search). 
However, it may not be practical to place the next increment of search effort on just the high probability locations, so an optimal practical plan is desired also. It 
is also often possible to improve significantly on myopic approaches. More re-
cent CAS systems provide methods of doing both of these thmgs. These include 
selectively exhaustive examination of a reasonable set of alternatives, optimal 
placement of a rectangular application of search effort (references [m] of Chapter 
V and [aa]) and more sophistIcated algorithms to compute optimal allocation of 
effort in time as well as space (references [k], [1], [e], and [m]). Note that the the-
ory of optimal allocation of effort is much better developed than the theory of 
optimal choice of path by which to deliver that effort. References [nJ and[oj are 
progress in the latter problem. 
2.3. Simplified Illustration of Moving Target Monte Carlo CAS 
In this section we illustrate the principal method used in Monte Carlo CAS 
against moving targets. We do so by a simplified example of target motion, ap-
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plication of which appears to capture the main principles involved. From the 
standpoint of learnin~ from past TDA development to prepare for future devel-
opmental work, this sImplified case is an excellent exampfe in that the modeling 
ideas and computer implementation are intimately and effectively intertwined. 
This point applies in earticular to updating track weights rather than cell position 
probabilities, as descnbed below. 
2.3.1. ConstructltUl of target motion model. In Figure u-s we ~ive 
assumptions from which .. can quickly build a model of target motion tn a 
simplified search example. We suppose there are two scenarios, I and 
II,representing two principal courses of action by the target. These have 
respective probabilitIes of occurrence .6 and.4. For each scenario we make 
assumptions of tar~et initial position, course, and s~. For each of these there 
are four possibilities, but for each scenario and each of position, course, and 
speed, only two of these have non-zero probability. We assume here that course 
and speed remain fixed once chosen. Realistic implementations provide for 
FIGURE 11-5. INPUTS TO TARGET MOTION ILLUSTRATION 
Scenario Position at Time 0 Course Speed (kts) 
# Probability A B C 0 060T 075T 090T lOST 8 9 10 11 
I .6 .7 .3 0 0 0 .8 0 .2 .4 0 .6 0 
II .4 0 0 .6 .4 .5 0 .5 0 0 .7 0 .3 
Track Scenario Position afTime 0 Course Speed Initial Track 
Weight (Probability) 
1 I A 075T 8 kts .134 
2 I • 075 10 .202 3 I A 105 8 .034 
4 I A 105 10 .050 
5 I B 075 8 .058 
6 I B 075 10 .086 
7 I B 105 8 .014 
8 I B 105 10 .022 
9 II C 060 9 .084 
10 II C 060 11 .036 
11 II C 090 9 .084 
12 II C 090 11 .036 
13 II 0 060 9 .056 
14 II 0 060 11 .024 
15 II D 090 9 .056 
16 II D 090 11 .024 
1.000 
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course changes and much richer choices of sample values of initial course, 
speed, and position and of scenarios than the two-point distributions assumed 
here. 
Each choice of scenario, initial positiQn, course, and speed, all four being 
deemed independent, determines a sample target track. There are 16 such 
tracks, and they are tabulated in Figure II·5 along with probability of occurrence 
in the last column. For example, tlie probability that track 5 occurs is 
.6 x .3 x .8 x .4 = .058 i 
as seen from the four two-point distributions. 
A geographic plot of these 16 tracks is given in Figure II-6, which 
identifies the four possible initial positions A, B, C, and D. For each start point 
and course, there IS a track for each of two speeds, and these are plotted close 
to each other as dashed and solid lines. 
Each track is labeled with probability of occurrence. The 16 tracks 
together with the probability labels constitute a "stochastic process." 
Specifically the process definition is of type III as discussed in Appendix B. 
A CAS user would not see the bundle of tracks--in VPCAS the bundle 
would contain 500 tracks, possibly more in the successors to VPCAS at the user's 
choice, each generlijly havmg more complexity than the 16 illustrated here. 
What the user does see on request is a probability map pertaining to a 
given time, e.g., as in Figures II-7 and II-8, pertaining to times 0 and 3 hours. To 
find the probability that the target is in a ~iven cell of a map, the program 
determines which tracks have the target pOSition in the chosen cell at the map 
time and simply adds the probabilities of those tracks to obtain the cell 
probability. In Figure II-7 the prior distribution of the target is given, taken 
directly from the scenario weights and initial position distributions of Figure II-5. 
In Figure II-8 the map is derived from moving the target along each track at the 
speed of that track for 3 hours. 
In reference [b] a similar example is given using eight tracks instead of 
16, but showing only what the user would see and not the tracks themselves. 
2.3.2. Updates for new information. Now we illustrate updating 
for negative and positive information. We suppose that from time 3 hours to 
time 6 hours search effort is applied uniformly over the square shown in Figure 
11-9 as EFGH. Suppose that as of time 6 hours no detection has been made, and 
we wish to update the probability map to reflect this negative information. First 
we need an estimate of the effectiveness of the search effort cell by cell, and 
we must combine that with our assumptions of target motion track by track. 
I.e., we must find a curve of cumulative detection probability (cdp) jor each 
track. This is illustrated in Figure II-W. In VPCAS this is done by a (A.,a) model 
(Appendix C). 
The negative information update is now applied to the track probabilities 
as shown in Figure II-ll. This again ap'plies Bayes' theorem in analogy to 2.1.3, 
where the updating is on cell probabIlities. Column [2] is obtained from the 
3-hour track positions and track probabilities in Figure II-9 (needed previously to 
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FIGURE 11·6. ILLUSTRATIVE MONTE CARLO TARGET MOTION 
MODEL 
[NY] means track number Nand tracIc probabilHy P. 
The tracks from A and B are Scenario 1. 
The tracks from C and D are Scenario n. 






FIGURE 11·7. TARGET POSITION PROBABILITY MAP (TIME=O) 
Convention: A cell boundary point is considered in cell above or to right of boundary. Cells are 10 NM x 
lONM. 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
.42 0 0 0 0 0 0 0 
.18 0 0 0 0 0 0 0 
.29 0 0 .0 0 0 0 0 
0 .16 0 0 0 0 0 0 
D 
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FIGURE II-S. TARGET POSITION PROBABILITY MAP (TIME=3 HRS) 
Convention: A cell boundary point is considered in cell above or to righl of boundary. Cells are 10 NM x 
10NM. 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 .12 .336 0 0 0 0 0 
A 
0 0 .308 0 0 0 0 0 
B 
0 0 .120 .036 0 0 0 0 
C 
0 0 0 .056 .024 0 0 0 
D 
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FIGURE 11-9. APPLICATION OF SEARCH EFFORT 
FROM TIME 3 HRS TO 6 HRS SEARCH IS APPLIED UNIFORMLY TO SQUARE EFGH . 
• - - - - - - - - - - - - - - - - - - - - - -. Slower speed track; 
\ J \:;? F_ spoed track 
T~: 3bn ~:~bn 
[NY] means track nwnber N and track probability P. 
The traCks from A and B are Scenario 1. 
The traClcs from C and D are Scenario n. 
Cells are 10 NM x 10 NM. 
! 
I I [10, .036 
i ; 
I [15 •. 0561 
! ____ Jr _______ _ 
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[16,.024] 
FIGURE 11·10. CUMULATIVE DETECTION PROBABILITY 
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FIGURE 11-11. UPDATE FOR NEGATIVE INFORMATION 
Search effort is applied unifonnly over rectangle EFGH from time 3 hrs to time 6 hrs. No detection occurs. 
What are the inferred new (posterior) track weights? 
[1] [2] [3] [4] [5] 
Pre-Search (Prior) Search Failure [2] x [3]=Posterior Nonnalized 
Track Weight Probability if Track Weight Weight 
Track #, i (Nonnalized) Track i is Actual (Unnonnalized) [4]!S 
1 .134 .52 .070 .093 
2 .202 .50 .101 .134 
3 .034 1.00 .034 .045 
4 .050 1.00 .050 .066 
5 .058 .60 .035 .046 
6 .086 .67 .058 .077 
7 .014 1.00 .014 .019 
8 .022 1.00 .022 .029 
9 .084 1.00 .084 .112 
10 .036 1.00 .036 .048 
11 .084 1.00 .084 .112 
12 .036 1.00 .036 .048 
13 .056 .60 .034 .045 
14 .024 .64 .015 .020 
15 .056 1.00 .056 .074 
16 .024 1.00 .024 .032 
1.000 S=.753 1.000 
obtain Figure II-8), and column [3] is from complementing 6-hour probabilities in 
Figure 11-10. Column [4] is the product of columns [2] and [3] and is proportional 
to the posterior track probabihties at time 6 hours. The latter are obtained in 
column [5] by normalizing column 4 and reflect the 3 hours of unsuccessful 
search as desued. 
The posterior distribution over the tracks is translated into the posterior 
distribution over the cells by the method used to produce Figure II-8. ThIS results 
in Figure II-12 which is the probability map for time 6 hours, reflecting the 3 hours 
of unsuccessful search. 
Suppose a new contact report is received at time 6 hours, as the 
probability map in Figure II-B. Suppose also that this report is given credibility 
.6, meaning that it has .6 probability of being on the correct target. This report 
may be incorporated into the probability map by the method shown in Figure 
11-14. 
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The resulting probability map updated for this positive information is shown in 
Figure U-15. 
FIGURE 11-12. TARGET POSITION PROBABILITY MAP (TIME = 
6 HRS, AFTER NEGATIVE INFORMATION, BEFORE POSITIVE 
INFORMATION) 
Convention: A cell boundary point is considered in cell above or to right of boundary. Cells are 10 NM x 
10NM. 
0 0 0 .048 0 0 0 0 
0 0 .112 0 .020 0 0 0 
0 0 0 .045 .093 .134 0 0 
0 0 0 0 .046 .077 0 0 
A 
0 0 0 0 0 0 0 0 
B 
0 0 0 0 .045 .178 .048 0 
C 






FIGURE n·13. NEW CONTACT 
At time 6 hrs a contact report is received which says the distribution of target position is as below. It is 





FIGURE 11-14. UPDATE FOR POSITIVE INFORMATION 
This is the positive information algorithm used in VPCAS applied to the contact report with credibility .6 
at time 6 hrs. 
[1] [2] [3] [4] [5] 
Latest Track Weight NewTrackWt 
Track Track Weight Given by Contract (Nonnalized) 
#,i (Normalized) Distribution [2] x [3] [2JX(l-,6)+.6~~ 
1 .093 .2 .0186 .164 
2 .134 .3 .0402 .328 
3 .045 0 0 .018 
4 .066 0 0 .026 
5 .046 .3 .0138 .112 
6 .0077 .2 ,0154 ,136 
7 .019 0 0 .008 
8 .029 0 0 .012 
9 .112 0 0 ,045 
10 .048 0 0 .019 
11 .112 0 0 .045 
12 .048 0 0 .019 
13 .048 0 0 .018 
14 .020 0 0 .008 
15 .074 0 0 .030 
16 .032 0 0 .013 
1.000 1.0 S=.088 1.000 
M. G. Monticino and A. R. Washburn have inde~ndent1y Rointed out that 
this method of updating for positive information which IS in VPCAS and reference 
[a] is questionable, at any rate not Bayesian. This method follows "Dempster's rule" 
for combining information from separate sources, where one has no knowledge of 
statistical dependence between the sources. (Some versions of Dempster-Shafer 
belief functIOns are based on this rule.) The method in Figure 11-15 is indeed 
heuristic. However it can be argued that m the absence of knowled~e which relates 
the new information to the prior information it is as good an heunstic as another. 
There is the further problem that the new information is usually a distribution of 
measurement errors rather than a distribution of target position. We shall return to 
the problem of positive updating in 2.6. 
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FIGURE II·IS. TARGET POSITION PROBABILITY MAP (TIME = 
6 HRS, AFTER POSITIVE INFORMATION) 
Convention: A cell boundary point is considered in cell above or to right of boundary. Cells are 10 NM x 
IONM. 
0 0 0 .019 0 0 0 0 
0 0 .045 0 .008 0 0 0 
0 0 0 .018 .164 .328 0 0 
0 0 0 0 .112 .136 0 0 
A 
0 0 0 0 0 0 0 0 
B 
0 0 0 .0 .018 .071 .019 0 
C 
0 0 0 0 0 .012 .030 .013 
1) 
We again emphasize the power of updating for negative and positive 
infonnation via the track probabilities, to reVIse the prior assumption on motion 
as well as position and to make the computation more efficient. 
2.4. VPCAS 
In this section we show how the ideas of 2.3 are expanded upon and 
implemented in the important CAS system VPCAS. Further expansion will be seen 
in 2.5 and 2.6. 
VPCAS was developed in 1980-83 (see 2.13 for history) to assist mission 
planners in ASW OperatIons Centers (ASWOCs) in planning ASW search by VP 
aircraft, i.e., P-3s. It culminated a decade of CAS development and was a major 
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advance in user-friendliness and scope of methods. It was installed in all LANT 
and PAC ASWOCs. The modeling methods in VPCAS (other than historical analysis) 
are rather fully described in references [pl, [q], [r], andJs], The user's guide and 
program performance specification are references [t] an [u). 
The most important decisions served by VPCAS are listed as follows in the 
form of questions an ASWOC mission planner is called upon to answer: 
(1) Should P-3 assets by committed to a search? 
(2) How many P-3s should be committed? 
(3) What type of sonobuoy patterns should be used? 
(4) Where should these patterns be placed? 
(5) When should the search be stopped? 
The principal inputs to and outputs from VPCAS are shown as follows: 
Inputs to VPCAS: 
Acoustic data--propagation loss curves, FOM's 
Past contacts--ellipse, bearing box, LOB, omni-directional. AOP 
Target motion assumptions--fleeing datum, constrained random walk. 
front motion, historical habits 
l1nsuccessfulsearch 
New contact reports 
VPCAS outputs: 
Probability maps of target location 
Probability of detection, given search plan 
Recommended search patterns 
Updated distributions of target scenarios. course. and speed 
The most important outputs are the probability maps, which help to answer all of 
the preceding questions. The program generates search plan recommendations, 
which answer questions (3) and (4) directly. 
VPCAS uses the Monte Carlo methods of 2.3. with a bundle of 500 tracks 
instead of the 16 illustrated there. To describe it our rrincipal task is to describe 
the "building blocks" available for the user to mode probabilistically a target's 
initial position and subsequent motion, in place of the two-point distributions used 
in 2.3. 
2.4.1. GeOgrarhic grids. The probability maps produced by VPCAS 
are shown in a grid 0 rectan~ular cells of user-chosen size or program-chosen 
size by default. An example IS Figure 11-16, where the cells are 10 nm x 10 nm. 
Cell entries are single digits. The highest-probability cell is denoted by *. its 
probability is shown in the legend, and each single digit represents a fraction of 
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the highest probability as a multiple of .1. Successor CAS programs use color 
coding instead, which presents less conflict with informative background that 
may be on the screen. 
2.4.2. Initial target position. The initial probability map of target 
position may be chosen to be any of the various forms of distributlOns termed 
ellipse, bearing box, LOB (line of bearing), omni-directional, AOP (area of 
t>robability), rectangular, and convex region. See Figures 11-17 to II-23. (The 
ELLIPS" in the headers of these figures is an arbitrary name of a problem.) 
An ellipse is a bivariate normal distribution characterized by an ellipse 
with two-sigma semi-axes. 
A bearing box has a normal distribution in width and a uniform distribu-
tion in length, the two being independent. 
An LOB has a normal distribution in bearing and a uniform distribution in 
range, the two being independent. 
An omni-directional distribution is uniform in bearing over 360 degrees. 
Its (independent) distribution in range is derived from own sensor's capabilities. 
(PACSEARCH permits similar use of own sensors for an LOB distribution III range.) 
An AOP, a rectangle, or a convex region is a uniform distribution over the 
interior of a circle, a rectangle, or a convex polygonal region respectively. 
Note that the user is not given the option of forming a multi-scenario prior 
for targetfosition, which would parallel the method described for stationary tar-
gets in 2. .2 and the motion prior in VPCAS described below. ASW applications 
ordinarily begin with a target contact (~rhaps an assumed port defarture if an 
historical analysis approach is used). The above list of forms 0 distribution 
provide considerable flexibility for such a single-contact prior for the position. 
It should not be hard to program an extension of this (developmentally) to a 
weighted sum of such priors. 
2.4.3. Target motion models. We summarize the target motion 
model construction, given more fully in reference [q]. 
A target motion scenario indicates the target's general course of action. 
The user may build up to five scenarios and choose a scenario weight for each, 
indicating relative likelihood of occurrence. 
Of the 500 tracks, the numbers assigned to the respective scenarios are 
such that each has at least 100, and subject to that they are proportional to 
scenario weights. This is to provide appropriate richness of structure in the 
motion model for each scenano. Initial weights are assigned to the 500 tracks, 
uniformly for a given scenario and such that the scenario track weight totals are 
proportional to the scenario weights. 
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FIGURE 11-16. ILLUSTRATIVE PROBABILITY MAP, I.E., 
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FIGURE 11-17. ILLUSTRATIVE ELLIPTICAL INITIAL 
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FIGURE 11-18. ILLUSTRATIVE BEARING BOX INITIAL 
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Each scenario may be divided into up to five intervals. The motion model 
for a given interval either is based on historical analysis or is a destination-
constrained random tour (DCRT) as defined in B.5 of Appendix B. A destination 
distribution is chosen from the following alternatives: 
Motion type Destination Parameters 
for the interyal distribution ~pe,ined by Iller 
Constrained Ellipse or unifonn Position, size, and 
random walk: over a rectangle orientation of ellipse 
or rectangle 
Front motion Uniform over a Line segment end-points 
line segment 
Fleeing datum Uniform over a Nothing 
circle of very 
large radius 
The destination constraint in fleeting datum is negligible as a constraint; it is de-
scribed as above to include it in the DCRT descriptton. 
The start point distribution is as in 2.4.2 for the first interval, and for any 
subsequent interval it is the destination distribution of the preceding interval. 
Thus fleeting datum may be used only in the last interval of a scenario. 
The base speed for the interval is necessarily non-negative and drawn 
from a distribution chosen by the user to be uniform, triangular, or normal with 
user-chosen parameters. 
The interval is composed of legs, and time-on-Ieg is exponentially dis-
tributed with user-chosen mean. 
The course and speed variation distributions (e.g., Figures 11-24 and ll-25) 
are normal with mean zero and user-chosen standard deviations, except that each 
distribution is then truncated by the program. The speed variation distribution is 
truncated below at minus the drawn base speed. The course variation is truncated 
(for reasonableness) in a more complicated way described in reference [q]. 
These choices are combined as described in B.5. Base speed is added to 
the speed variation drawn for each leg and necessarily is non-negative. To the 
course variation drawn for a given leg is added the course from the start of the 
leg to the originally drawn destination for the interval. 
Once the various distribution parameters for track construction have been 
chosen, the 500 tracks are computed and stored. This burdens memory but 
greatly facilitates computation of the updates discussed below--the pro~ram has 
put Monte Carlo draws behind it, unless the user changes or adds to the mputs. 
Figure II-26 illustrates motion under two scenarios, showing two intervals 
for scenario 1 and one interval for scenario 2. Figure 11-27 illustrates the compo-
sition of SOA and base course plus variations of a track for a given interval, under 
constrained random walk, front motion, and fleeing datum assumptions. 
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2.4.4. Update for tar~et motion. When the user specifies a time for 
a probability map (map time), It is necessary to update each of the 500 tracks for 
target motion. This sImply requires computation of the position of each track at 
the map time according to the motion information stored for that track. 
2.4.5. Update for negative and jositive information. An 
increment of search effort, including start and en times, that has been entered in 
the status board is considered activated by designating it as "included." For each 
included search the cumulative detection probability (cdp) is computed for each 
track for the search duration and stored (see references [q] and [rl). Single-buoy 
cdp's are computed by the 0 .. ,0) unimodal formula (see Appendix C), WIth A. = 1 
per hour and 0 = 8 db. To compute the probability that at least one buoy of a 
pattern detects, the single-buoy cdp's are combined into a pattern cdp, first 
assuming buoy-to-buoy mdependence, call it PIND, and second assuming buoy-to-
buoy complete dependence, call it PDEP, and taking .45PIND + .55PDEP (this is 
from the CNA SPAM model) as an estimate of the pattern cdp. If the search 
produces no detection prior to a given map time, the probability map is updated 
for this negative information quite analogous to the method of 2.3. An example 
is Figure II-28--the initial distnbution is mdicated by the ellipse, from the target 
motion assumptions the distribution has moved eastward and spread out, and 
from unsuccessful search applied to the rectangle, the distribution has largely 
been suppressed in the rectangle and accordingly has increased in its exterior. 
Note that if a map time is chosen before completion of an included search, 
the map will still reflect negative information based on non-success in the entire 
search and thus will include negative information arising after the map time. If it 
is desired to include negative information arising only from search up to the map 
time, this is done by modifying the duration of the included search to terminate It 
FIGURE 11·24. ILLUSTRATIVE TRIANGULAR SOA 
DISTRIBUTION 
NOTE: This figure shows the distribuLion of possible SOAs for a triangular SOA distribution with low 
SOA 4 kts, high SOA 12 kts, best SOA 9 kts and ratio of best to low or high equal to 2. 
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FIGURE 11-25. ILLUSTRATIVE COURSE DISTRIBUTION 
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FIGURE 11·27. THREE TARGET MOTION MODELS: 
CONSTRAINED RANDOM WALK, FRONT MOTION AND 
FLEEING DATUM 
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at map time. Note that if this is done more than once, one should always go back 
to the beginning of the included search and update from the track weights at that 
time rather than from an intermediate time (if only motion updating were 
involved this remark would not apply). This is because combining negative 
updatings by time segments would treat the separate segments as independent and 
would lead to a different result, under 0 .. ,0) cdp, than if the updating were over 
the total of the time segments. VPCAS does treat separate included searches as 
independent, whether simultaneous or sequential. A recent feature of PACSEARCH 
senu-automates such modifications. 
Updating for positive information (a new contact report, partially credi-
ble) is also analogous to 2.3.2--note the caveat there and further dIscussion in 2.6 
and 2.7 below. The prior which begins this positive update is the negative update 
to the end of the included search during which the positive information is 
obtained, unless it is modified to an earlier time as above. Figures 11-29 and 11·30 
illustrate addition to an ellipse type distribution of a new contact report (positive 
information) in the fonn of an AOP, with credibilities .2 and .8 respectively. 
Note that with credibility .8, the new contact dominates the distribution. 
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FIGURE 11·29. THE EFFECT OF AN AOP DETECTION OF 
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FIGURE 11·30. THE EFFECT OF AN AOP DETECTION OF 
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2.4.6. Probability map. When a probability map is to be displayed, 
the probability of a given geographic cell is taken to be the sum of the 
probabilities (normalized weights) of the tracks whose map-time points are in 
that cell. However, frrst each point (i.e., track) weight is smoothed as follows 
with respect to location within Its cell. Let di be the distance from the point to 
the center of the cell, where i runs over the cell containing the ~int (call it cell 
1) and its eight neighboring cells. Let k be the (uniform) cell WIdth and w be the 
point weight being smoothed. Then the smoothed weight is 
wexp(-.l dl/k)/t exp(-.1 di/k). 
i=l 
The cell probabilities formed from the smoothed point weights are output as 
scaled single digits as in 2.4.1. 
2.4.7. Search plan recommendations. On user request, VPCAS 
computes recommended placement of search effort. A plan extending over up 
to five sorties may be requested. The MOE is probability that detection occurs 
at some point dunng the specified aggregate of sorties. 
For a single sortie, the program recommends (see reference [s]) a 
location of a buoy pattern. a pattern type, a pattern orientation. and buoy 
spacing. The pattern type and buoy spacing are from among user-entered 
options. Rather than rely on an instantaneous probability map, the program 
considers target behavior over the pattern's monitor period. specified in 
advance, and goes back to the 500 tracks. From these it constructs an 
"exposure time map." This map shows for each cell the mean time, reflecting 
track weights. that the target spends in that cell during the pattern's monitor 
time. For this calculation, each track is approximated by a track with course 
and speed constant at the track's average course and speed over the monitor 
period. Each cell is smoothed with its eight neighbors. as is done for probability 
maps. Based on the exposure time map, the program selects two pattern 
locations, each with a pattern orientation. Now the program tests all pattern 
types and buoy spacings for each of the two locations and thereby chooses the 
best among these combinations of location, orientation, type, and spacing for 
that sortie. 
For the 16-track example of 2.3, an exposure time map is illustrated in 
Figure TI-31 for monitor time 3 hours to 6 hours. 
For multiple sorties, the program iterates according to Brown's algorithm 
described in references [1], [k], le], and OJ]; the latter calls it the FAB algorithm. 
Each iteration goes through all sorties. For each sortie in each iteratton, the 
procedure is as above except for modification of the exposure time map. In the 
first iteration, after the first sortie each exposure time map is updated at the 
track weight level for non-success of the pnor sorties. A tentative plan is thus 
obtained for each sortie according to the frrst iteration. In subsequent iterations, 
the track weight updating is conditioned on non-success on sorties before the 
sortie of the exposure time map using the tentative plan of the current iteration 
and also is conditioned on non-success on sorties after the same sortie using the 
plan of the prior iteration. This is the essence of the BrownlFAB algorithm. 
The iterations usually converge rapidly--often two suffice. 
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FIGURE 11-31. ILLUSTRATIVE EXPOSURE TIME MAP 
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2.S. Historical Analysis Modeling of Target Motion 
Sometimes in applications the best available basis for modeling target 
motion is historical knowledge of tar~et habits rather than recent contact reports. 
For example it may be that a target IS believed to have left port in some time 
interval and no other information is available for a substantIal time thereafter. 
We now describe how VPCAS and successors apply historical analysis to deal with 
this situation. 
The principal idea in this historical analysis method is to capture the most 
useful information in a lar~e data base on target habits by a gradient field of 
stochastic differentials. It IS assumed that target motion can be given an IOU 
process with velocity drift--see Appendices Band D. This means that it can be 
characterized by assignin,g to each geographic cell a quadruple of numbers: 
average steady-state velOCIty in two components, the rate at which the actual 
velOCIty moves toward the average (a damping coefficient), and the standard 
deviation of speed. 
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For the LANT and PAC theaters, these quadruples were in fact estimated 
from a CINCLANTFL T data base. The estimation used Kalman filtering and 
smoothing in forward-backward fashion. Interpolative smoothing was important 
in part because the target tracks often had substantial data gaps. This 
combination of methods IS reminiscent of MTST (see Chapter III), but the drift 
tenn in the IOU process is an added complication. 
The estimated quadruples were then disc-stored for access by vpeAS, and 
machinery was added to VPCAS to afford such access. An historical motion model 
in LANT and PAC is thereby available for VPCAS calculations. In the PACSEARCH 
successor to VPCAS, parameter estimation is included in an historical subsystem of 
PACSEARCH which produces motion models. 
In Figure 11-32 we illustrate application of historical analrsis with a 
fictitious example taken from the PAC SEARCH user's guide, reference wJ. This is 
an exit from a fictitious North Cape port, transit to a North Atlantic patrol area, 
and return to port. 
FIGURE 11·32. ILLUSTRATION OF MOTION MODEL BY 
HISTORICAL ANALYSIS 
The upper track is scenario 6, intervals 1,2,3. 
The lower track is scenario 7, intervals 1, 2, 3. 
Motion in the rectangular patrol area is scenario 8, interval 1. 
The user enters latnong of the port, a radius (say, 20 nm) of an AOP 
centered on the port as an initial position, a distributIon of port exit time 
(nonnal, triangular, or uniform), exIt scenarios (here two standard exit lanes), 
and scenario weights (say, .5, .5). This initiates a target motion model which is 
carried forward according to the historical information as described above. The 
subsequent stages could be motion into the patrol area (the "BOX" motion model), 
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motion within the patrol area (the "PAT" motion model), motion out of the patrol 
area, inbound transit, and port arrival. This requires about 16 seconds of 
computing on the HP 9020 per day of motion. 
2.6. PACSEARCH 
PACSEARCH was developed at COMTHIRDFLT and cOSP for Pacific area ASW 
use and is addressed to best use of fixed and towed array assets in ASW search. It 
includes an HP 9020 version of VPCAS. This affords to begin with much better 
graphics, e.g., shaded-color-coded probability maps, and much better speed and 
memory than were available in the NOVA 820 version of VPCAS. Since PACSEARCH 
potentially offers a much improved CAS capability to the ASWOCs, it was provided 
by cosp to ASWOC Barber's Point, with a user's guide and minimal training. 
We illustrate in Figures 11-33 through 11-37 some key displays of PACSEARCH. 
The main differences between PACSEARCH displays and those of VPCAS are the 
fonn of the probability maps and references to arrays. 
The main menu structure consists of the Status Board menu, Figure II-33, 
and the Search Planning menu, Figure II-34. The fonner presents status and the 
latter is used to activate production of desired outputs. 
Figure II-33 shows the status, at some stage of a problem, of inputs per-
taining to detections, searches, target motion, and acouStiCS, and it offers options 
to select a menu to modify any of these. The sole "detection" listed, "REDl," is 
the initial distribution of target position. A search, "SRCHl," is listed for consid-
eration; it need not have been enacted and it would be reflected in a probability 
map only if the user so elects. A single target motion assumption is listed; more, 
with weIghts, could be added. Under acoustics, a proploss file, "ACOU," is listed. 
To remind oneself of details of any of these, one follows menus to modify, not 
necessarily carrying out a modification. The name of the status board, "EXAMPl," 
is the user-chosen name of the problem being worked. 
By choosing option 5 in Figure II-33, one comes to Search Planning, Figure 
II-34. The user has elected not to include a search plan from what was listed under 
search status. At this point one might choose to look at the probability map at a 
chosen time, without search effort. Instead, suppose the user asks the program 
for a sonobuoy search plan recommendation, option 5. After the user specifies 
number of sorties (assume it's one), number and type of buoys, the start and end 
of monitoring, and some alternatives as to types of pattern, buoy spacing, and 
row spacing, the pro~ram outputs the recommended plan shown in Figure II-35. 
If this 4-hour search IS enacted without a detection, the resulting probability map 
is as in Figure II-36; at the user's choice, the pattern location is also shown. Note 
the probability reduction in what was the high probability area, resulting from 
the negative information. 
If instead the user had requested a 3-sortie plan, the program would have 
worked for two minutes and produced, by the Brown/FAB algorithm, the plan in 
Figure II-37. Note that there is a difference, although not major, between the 
I-sortie plan and the plan for the first sortie of the 3-sortie plan (bearing out the 
last paragraph of 2.1). The patterns are 4 x 4 versus 5-6-5, the kingpins are 12 
nm apart, and the cdp's are .4 and .39 (quite close). 
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FIGURE 11·33. PACSEARCH 
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FIGURE 11·37. PACSEARCH RECOMMENDED PLAN FOR THREE· 
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Finally we note some advances in PACSEARCH over VPCAS. We have 
already noted that the historical analysis capability in PACSEARCH is more self-
contained than in VPCAS. Also, PACSEARCH can store 100-interval historical 
models versus five intervals in VPCAS. Other additions include fixed and towed 
arrays with beamformer characteristics; evaluation and optimization (largely by 
selective exhaustion) of array sensor detection capabilIties including optImal 
rectangles; range-dependent proploss curves (not included in the ITDA version 
discussed in Chapter IV); an addItional motion type called intercept, which has a 
moving destination; directional ambient noise; maps of area clearance (SEP as in 
2.13.1 below applied to moving targets for towed arrays); sensor coverage maps; 
and a tracker. 
The tracker works as follows: A new contact is obtained with credibility c 
(probability that the contact is on the correct target) and a geographic 
distribution Q which is treated as a distribution of target position even though it 
may be really the distribution of sensor measurement error. Let P be the 
contact-time prior distribution of target position. It is desired to create a new 
bundle of 500 tracks which appropriately combines Q, c, and P. 
Draw 500c position points from Q and 500(1- c) position points from P, 
the latter bein~ chosen as prior track points. The number of points from P that 
are in cell i wIll be proportional to the prior weight of cell i and the number in 
cell i from Q will be proportional to the probability of cell i under Q. All 500 
points have the same weIght. Also assigned to cell i is a distribution of target 
speed, which is the distribution of speeds of the prior tracks in cell i, smoothed 
by weighting with distributions in adjacent cells; a similar remark applies to 
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target course and, without need for smoothing, scenarios. By random draws 
from these distributions a track is generated emanating from each point. The 
new probability assigned to each cell is the same as would be assigned by the 
method used by VPCAS and, e.g., reference [al, for positive updating; this 
probability is dIvided uniformly over the tracks in the cell. The PACSEARCH 
tracker has the advantages over VPCAS of better map rescaling and a smooth 
transition in distributions of scenarios, course, and speed. These advantages 
entail the disadvantage that one cannot look back for revision of inputs any 
earlier than the last ~sitive update. This methodology and related topics are 
discussed in reference [xl. 
The map rescaling has this significance: When a probability map crowds 
the probability into a small re$ion, It is usually advisable to reassign tracks lest 
there not be enough probabibstic detail in the important part of the map. In 
VPCAS this can be done by restarting the problem. In PACSEARCH the tracker 
accomplishes this rescaling. 
Thus in PACSEARCH target tracking is integrated naturally with the time 
sequence of probability maps which form the basis for search planning. Positive 
updating is subsumed under tracking. These remarks apply also to the later P-3C 
Update IV search software and to SALT. Both the Update IV short-term tracker 
and SALT provide Bayesian updates. for negative and positive information alike, 
via likelihood estimates based on the observed sequence of detections and non-
detections. We will review these methods in the next two sections. 
We note a proposed TDA which could be an adjunct to PACSEARCH, or 
could operate (at a dIfferent level) without PACSEARCH. This is a TDA to help 
allocate resources of a NAVFAC, serving cOSP or COSL. It has been proposed by 
the NPGS thesis of LT R. L. Rubin (reference [yD with participation of his advisor, 
G. G. Brown. A decision is a zero-one vector of high dimension which indicates 
assignments of beams to processing stations and beam focusing. This is evaluated 
by a priority-weighted sum over various targets of mean signal excess received 
by a beam, multiplied by contribution of the processing stations assigned to the 
beam, and summed over the beams. Reasonable solutions to this large-scale 
mixed-integer linear programming problem have been obtained, and are believed 
computable on, e.g., a Sun Work Station. This addresses an important TDA need, 
which is especially difficult in terms of multiple targets, and appears to merit 
exploration. 
2.7. Track~rs in the P-3C Update IV 
The search software under development for the P-3C Update IV contains 
two trackers, one short-term (STT) and the other long-term (LTT). The LTT is a 
derivative of VPCAS in updating for target motion and negative and positive 
information. The SIT finds a likelihood estimate of the target track, at low data 
rates, based on all observed detections and non-detections during detection 
opportunities. When high quality tracking is achieved, a Kalman filter tracker 
takes over from the LIT and SIT. 
Both of these trackers merge search processing with tracking processing 
via positive information updating, which, at the same time, is treated in parallel 
with ne$ative information updating. This is also true of PACSEARCH (see 2.6) and 
SAL T (see 2.8) and is an important contemporary evolution in search and 
surveillance planning software. 
JI-39 
The search and tracking software in Update IV is in the Monte Carlo 
framework of a weighted bundle of 500 ( or more) sample target tracks discussed 
in much of this chapter. The target motion model in the LTT is the same as in 
VPCAS (see 2.4); the SIT uses a generalized random tour. Both use a (A,a) process 
to model deviation of actual signal excess from the mean signal excess which is 
predicted causally. The values of A and 0' are fixed in the program. In the LIT, 
cumulative detection probability is computed by the discrete-glimpse unimodal 
formula (see AppendIx C); in the STT, the Poisson part of the (A,cr) process is 
simulated and the gaussian part impacts without simulation. 
The LIT initiates with the first external contact report, presumably at the 
start of the ASW mission part of the flight. Upon first buoy contact, the SIT 
initiates and the display switches to its output. The L 1'1' continues to operate, 
invisible to the user. The STT operates and displays until the earliest of (1) 
mission completion, (2) tracking becomes good enough that it transitions to a 
Kalman filter tracker, and (3) contact is lost and the first reacquisition attempt 
thereafter is completed unsuccessfully. Upon (3), the LIT is again displayed 
instead of the STT. Meanwhile the LIT has included the ne~ative information but 
not the positive information used by the STf (the positive mformation is deemed 
false if the display reverts to the LIT). 
We review the STT and LIT in turn. The 500 or more sample target tracks 
are generated separately from what follows. 
2.7.1. Short-term tracker. First note that the target state is 4-dimen-
sional position-velocity. At an arbitrary time instant after SIT initiation, during 
search by a field of buoys, various buoys were in contact part of the time and not 
at others. We wish to make a new estimate of target state, which is based on our 
prior assumptions and the contact/no contact information. 
Pick a sample track. Take a sequence of independent draws from the ex-
ponential distribution whose mean is l/A. Each of these simulates the time be-
tween jumps of the (A,a) process for the chosen track, and applies to all buoys in 
the field. It is assumed that inter-buoy statistical correlation is complete. What 
we have done is to identify the inter-jump time intervals within which the signal 
excess deviation is constant (and is the same for all buoys). Note that we have not 
drawn these constant values, which would come from the normal distribution 
with mean zero and variance 0-2. 
We also specify that all buoys will be observed as to contact/no contact 
status at discrete times which are, with exceptions, one minute aparL However, 
whenever a buoy begins contact, that starts a new sequence of one-minute 
intervals between observations, for all buoys. (The buoys are monitored at times 
additional to the STT observation times.) Note that A is on the order of one per 
hour, so the observation times average about 60 per inter-jump interval. 
Pick one of these inter-jump intervals, and pick a buoy. For the chosen 
sample track and this buoy we have a history, over the interval, of range to target 
and accordingly of mean signal excess, both of which change from the motion of 
the track. 
Such a history of mean signal excess is illustrated in Figure Il-38. Also 
shown are the observation times, and these are annotated CorN accordin,g as the 
buoy is or is not in contact. Let mi be the mean signal excess at observatIOn time 
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i. Consider time 2. Since the buoy is in contact at time 2, its actual signal excess is 
positive. Hence the as yet unknown draw of the signal excess deviation, call it x 
(constant over the interval), must be at least -m2. providin$ our various other 
assumptions, notably the hypothesis that the chosen target track IS actual, are correct. 
Similarly, since the buoy is not in contact at time 5, actual signal excess of the buoy is 
negative at that time, so we must also have x < -IDS. We have shown -m2 ~ x < -
ms, i.e., ms < -x ~ m2. To narrow down further the ~ssible choices for x, we see 
that we need only consider the time of least mean signal excess among those when 
contact is held, t.e., time 3, and the time of greatest mean signal excess among those 
when contact is not held, i.e., time 8. Thus the set of values of x which are 
consistent with the observations on this buoy for this interval and track is given by 
h d" < . t e con luon -m3 _ x < -IDg. I.e., 
rug <-x ~m3. 
This set is shown as the shaded strip in Figure II-38, which is called the "tunnel" for 
this track, interval, and buoy. We care only about the projection of this tunnel on the 
vertical axis, and our interest is in the probability of thlS set. Hence it does not matter 
whether this is a condition on x or -x; they both have the same distribution. 
FIGURE 11-38. STT TUNNEL CONSTRUCTION 
NOTE: Buoy, target track, and inter-jump interval are fixed. tunnel is shaded. 
db 
c: Buoy is in contact at observation time 
N: Buoy is not in contact at observation time 
m I = mean signal excess at observation time i 
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Similarly, we find the tunnel for each buoy for this track and interval. The set 
of values of x which is consistent with the contact/no contact histories and mean sig-
nal excess histories of all of them, again with our other assumptions, is the inter-
section (because of inter-buoy complete dependence) of all the single-buoy tunnels. 
The probability that x (or -x) is in that intersection is taken as the likelihood of the 
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chosen track during the chosen interval. Again, the distribution of x is nonnal (0,02) 
so this probability IS easily found. 
Now suppose the inter-jump interval we chose contains the present time, so 
we can treat only part of the interval, from the start of the interval to the present. This 
is handled the same way. Previously we found and stored the likelihood of the track 
for the entirety of each of the previous inter-jump intervals. From the definition of 
the assumed (A,a) process, the statistics for separate inter-jump intervals are 
independent. Hence, the product over the inter-jump intervals, mciudin~ the partial 
current interval, of the single-interval likelihoods is taken to be the likelIhood of the 
chosen track; it is also the track weight. 
The same is done for each track. When track probabilities are needed, the 
track weights are normalized, as usual. To perform tins entire processing to update 
for a new observation time requires typically two seconds on a Sun 3/60 Work 
Station for about 20 buoys. 
Let's return to Figure II-38. Note that the likelihood for that buoy, interval, 
and track is governed by just two observations, at times 3 and 8. However, time 2, 
for example, has a higher mean signal excess than time 3, so it is less surprising that 
contact is held at time 2 than at time 3. A symmetric remark applies to no-contact 
times. Thus the main (but not all) infonnation content is in the observations at times 
3 and 8, the "most surprising" events, from which we have inferred likelihood in this 
part of the problem. 
Also, suppose a tunnel is vacuous, i.e., in Figure II·38, ms > m3. Then the 
chosen track is given likelihood, i.e., weight, zero. That is another way of saying 
there is no draw from the assumed normal distribution with which that track (out of 
the 500 or so) is consistent. 
If it should tum out that each track has at least one interval for which the 
numbers corresponding to m3 - mg are small compared to 0', the ratios of track 
weights would be rather sensitive to small errors in the numbers such as tn3 and mg. 
This kind of problem should be affected by the time between observations (one 
minute above). As designed that is adjustable pre-flight but not in-Hight. Simulation 
evaluation is under way (and the method was reported to MORS June 1989). It will 
be interesting to see if such a sensitivity problem arises, and more generally how well 
the SIT outputs realistic tracks. 
2.7.2 Long-term tracker. The LITis modeled much the same as YPCAS 
with a few differences. 
One significant difference is that the probability map is displayed continuously 
rather than upon user request. For that reason, the map is updated every 15 minutes, 
and accordingly buoy information is incorporated at dIscrete times 15 minutes apart. 
The discrete-glImpse (A,a) unimodal formula (Appendix C) is used for cdp; each cdp 
runs from search Inception but that is easily done by multiplicative adjustment to 1-
cdp from 15 minutes earlier. 
Another significant difference is that actual buoy positions are used as 
monitored in the aIrcraft. This obviates discrepancies between intended and actual 
positions at buoy launch and effect of drift after water entry. 
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Among planned improvements is inclusion of the PAC SEARCH intercept 
motion model. 
The L TT maps reflect all information received from external sources, 
negative information from buoys monitored by own aircraft (some or all of 
which could have been laid externally) and the contact from the latter which 
triggers hand over to the STT. Just prior to the handover, the LTT updates its 
track weishts and hence its map for the positive information of this contact. As 
it stands, It does so by the VPCAS (Dempster's rule) heuristic (also in PACSEARCH 
and reference [aD. The remainder of this section gives a Bayesian approach 
when one can relate the positive information to the prior, and WhICh also 
reduces to the heuristic method when one cannot do so. This approach is 
contemplated as a future improvement to the LTT. Through (II-2) it is Clue to M. 
G. Monticino, and the remaming derivation of (U-4) is due to W. R. Monach; A. 
R. Washburn provided a simplification. 
Suppose we have a target position distribution, i.e., probability map, P that 
has been updated for all known information except for a new contact report. 
This report states that contact has been gained oy one or more sensors, the 
contact credibility is c, Le., the probability that it is on the correct target (same 
meaning as in 2.3.2), and may mclude a position distribution Q. We wish to 
update the weight of each sample track to account for this information. 
Let D, DF, and DV be the events that, respectively, a detection (i.e., 
contact), a false detection, and a valid detection occur after the last update (the 
prior). Assume DF and DV cannot both occur and D is equivalent to the event: 
DF or DV. Let Ti be the event that the ith track correctly represents the target 
motion. Denote by prE] the probability of the event E (in the Appendices we 
use Pr{E}). Assume P[D] > 0 and for some j, P[TjIDl > O. Observe that by 
Bayes' rule the posterior probability of Ti, given that D is observed, is (we 
denote summation over all tracks with respect to j by Lj) 
P[Tj]P[D1Ti] P[Ti]P[D1Ti] 
P[TiID] = Lj P[Tj]P[DITj] = P[D] 
I 
= P[D] {P[Ti]P[DFITj] + P[DVITi]P[Ti]} 
1 
= P[D] {P[TilP[DF] + P[DVITi]P[Ti]}. 
The last step follows because Tj and DF are independent for all j. Also, 
c = P[DVID] = P[DV]IP[D], 
so 
P[DV] = cP[D] and P[DF] = (1~)P[Dl. 
Note further that for all j, 







P[TiID] = P[D] {P[DF]P[Ti] + P[TiIDV1P[DV]} by (IH) and (n-3) 
= (l-c)P[Til + cP[TiIDVl by (U-2) 
P[D VITilP[Ti] 
= (l-c)P[Ti] + c Lj P[DVITj]P[Tj] • (U-4) 
by Bayes rule applied to P[TiIDV]. Since the P[Tj]'s come from the known prior 
and we know c, to compute (II-I) we need only the P[DVITj]'s. 
In cases where the contact report is such that nothing is known about 
sensor effectiveness or any knowledge of target position which led to the con-
tact, one may take P[DVITj] to be the probability assigned to track j by the 
position distribution Q in the contact report. With that assumption, (II-4) 
becomes exactly the positive update formula used in VPCAS (Figure II-14), which 
goes back at least to reference [a]. In fact VPCAS and PACSEARCH use this same 
method for all positive updating. As noted in 2.3.2, this is a reasonable heuristic 
in the absence of a probabilistic relationship. 
Suppose on the other hand that a probabilistic relationship is known be-
tween the reported contact and the prior, as should be the case if the contact 
arises from search bein~ planned and monitored. Then one wishes to choose 
the P[DVITj]'s by relatmg the contact to the known detection processes and 
making (n-4) a Bayesian posterior. One method suggested is to let P[DVITj] be 
the cdp for the aggregate of buoys, conditioned on the event Tj, while also re-
moving from the prior the negative information from the search that led to this 
contact. 
Monach has recently proposed an aPfroach which utilizes (1) probabili-
ties that if a target is detected in cell j it wil be reported to be in cell I (which is 
what the distribution accompanyin~ a contact report usually means and (2) 
postulated false target probabilities m each cell. He shows that this leads to a 
natural definition of credibility q, of a report whose mean position is reported in 
cell i, as Vi I(fi+vi), where Vi and fi are the probabilities of obtaining a contact re-
port whose mean is in cell i and which is respectively valid or false. Such Ci 
could be used in (II-4). 
A motivation for including credibility in a positive updating model is that 
in operations contact reports are typically accompanied by a credibility. OUf 
belief is that it would be better to postulate false target behavior instead of 
credibility and to derive a Bayesian posterior from that. 
2.8. SALT 
The Search and Localization Tactical Decision Aid (s ALT) is a 
contemporary analytic approach to CAS by Metron in contrast to the Monte 
Carlo methods reviewed thus far. At present it exists in four versions as fol-
lows: 
(l)Air SALT is a prototype and the first version of SALT, developed on an 
Apollo DN-3000 under a Phase I contract with Lockheed for the P-3C 
Update IV. It is intended for inflight use in buoy search. Although it is 
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not goinS forward in P-3s, our review is primarily of this version 
because It has good technical documentation available, reference [z]. 
(2)Surface SALT is an advanced development model for NOSC on an HP 
9020 for search by surface ships using towed and hull-mounted arrays 
and buoys. It has been used at sea by COMDESRON THIRTY -ONE. 
(3 )Sea SALT is a prototype for tracking by SSNs, developed for NOSC on 
an HP 9020 and for NA VSEA on an Apollo DN 3000. 
(4)Parallel SALT is a multi-static application developed as a prototype for 
DARPA. 
Our subsequent reference to SALT will mean Air SALT, but most of what is said 
applies to all versions. 
For an arbitrary number of buoys SALT recommends a pattern customized 
to the problem at hand; prior to localtzation search, this is uniform over a rect-
angle or a line segment. Probability maps are displayed continually (color-
coded), and when positive information is added a new pattern recommendation 
may be generated. It has a natural transition to localization and tracking. The 
localizatIOn objective is minimization of area of uncertainty rather than maxi-
mization of detection probability. 
2.8.1. SALT inputs. Following are basic inputs to SALT: 
Theater--LANT, PAC, or Indian Ocean 
Target tactic--transitor (preferred course), patroller (no preferred 
course), or fleeing datum (constant course and speed once drawn) 
Two target depths and probability of each 
Course and speed distribution parameters 
Initial position as a bivariate nonnal distribution 
Two frequencies and target source levels for each 
Barrier parameters 
Chevron localization parameters 
Acoustic fluctuation parameters 
Numerous user-chosen proploss curves are in memory and depend on depth, 
frequency, and theater. The target course distribution is uniform or triangular, 
and the speed distribution is triangular. 
2.8.2. Operation of SALT. After the inputs are entered, the program 
recommends an initial search plan as in 2.8.4 below. A user-chosen plan may 
be substituted. When the first buoy enters the water, the Likelihood Ratio 
Tracker (LRT) is initiated and displays a probability map continually. Each buoy 
is plotted when dropped. The map is u{Xiated about every 20 seconds for mo-
tion and negative and positive informatIOn. When a buoy detects, it is high-
lighted. 
The search is replanned on user request, again as in 2.8.4, presumably 
when buoy detections indicate that the preVIOusly planned remaining effort is no 
longer optImal. 
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The LRT map is rescaled as the distribution contracts< Upon sufficient 
contraction, localization begins and a chevron pattern is recommende.{j. 
Some SALT displays in buoy search are shown in Figures n ·39, li-40, and H· 
41; color originals are more infonnative. Figure JI-39 shows an initial search DIan 
recommendation. An LRT map prior to buoy contact is shown in l:;'i ~n.:~ 11-40': A 
similar map after contact by two buoys (darkened) is shown int'igure H-41 < 














FIGURE 111-39. SALT INITIAL BUOY SEARCH PLA.N 
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2.8.3. SALT motion modeling overview. The appro ach to motion 
modeling in SALT is to regard as an "ideal" model a generalizat ion of Washburn 's 
random tour, reference [v]: Veloci ty changes occur as even ts ina Po; sson r,ro-
cess, and when a change occurs a new velocity is drawn from a fi xe(\ di stnbu -
tion independent of the previous velocity. (See B,S. ) To the horizontal rnot ion 
under thIS process, SALT adds a two-valued depth state. Transi licns between 
the two depths follow a separate Poisson process . Then the 5-vector state., 
(position, depth, velocit:y), is Markovian and remains so under discretization of 
tIme and state. ResolutIOn requirements govern the number of discrete cells in 
state space. At the I-dimensional level, SALT typically uses 21 cell s f i) f each of 
the two position coordinates, eight cells each for course and spec:d, and two 
depth cells. Thus there are 21 x 21 x 8 x 8 x 2 = 56448 5-dimen sional cell s in 
the state space. 
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FIGURE 11·40. SALT LRT MAP PRIOR TO FIRST BUOY 
CONTACT 
PATTEnu SUI1IIf1RY 
MOT IOU TYPE : PATROLlEn 
SPEED (kts) : 4 .00 
COURSE CHANGE (hrsl : 
3 .80 
HEADING (deg tl) : n/a 
DEPTH(fo/pnOB : 
90 .00/ . tO 300.00/.90 
START SEAnCIl DYG : 
tH 16002 Oct 66 
TIME LATE (hrs) : 4.06 
SERRC" DURATION (hrsl : 
4 .60 
nIRCflAFT SPEED (Us) 
308 .150 
NUI'1BER OF BUOYS : 32 
EtfU I ROtIllEtH : A TLmlT Ie 
cz nAUGE (nM il : 32.00 
tID RAtiGE (nn il : 2.77 
PRIMARY FREQ (hz) : 300.~O 
I'D : .67 
FOIl (db) : 74 . 00 
SECOND FRED (hz) : 1S0.0H 
PD : . t9 
FOM (db) : 67 .e0 
The distribution over the states is a 56488-vector of non-negative 
numbers totaling one. The transition matrix which maps this distribution at time 
n into the corresponding distribution at n+ 1 has 56448 x 56448 entries, mostly 
zeroes. At time zero, this matrix is constructed in effect from the motion model, 
and thereafter it is altered by new inferences of course and speed, associated 
with the various position and depth states, from the information updates. Of 
course these matrices aren't stored--computation focuses on keeping track of 
the non-zero entries. Nevertheless, this method is computation mtensive, but 
evidently contemporary chips make it feasible on, say, a Sun Work Station. 
In search planning, discussed next, an IOU process is used as an 
additional motion model. 
2.8.4. Search planning by SA LT. Calculation of a search plan 
recommendation by SALT always be~ins with a bivariate normal distribution of 
target position . If the position distnbution given by the information available, 
from the LRT or an initial external source, is not normal, it is approximated by 
the normal distribution with the same mean and covariance. 
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FIGURE 11·41. SALT LRT MAP AFTER CONTACT BY T WO 
BUOYS 
For patroller or transitor motion, the distribution is moved and expanded 
according to an IOU process throu$h the time late from initial datum to search stan 
plus half the planned search duratIon. (This has no effect on motion modeiing in the 
LRT or the LRT map.) The IOU preserves normality, but as reference [zJ notes this 
nonnality restricts the distributions of target velocity and initial position to hi variate 
nonnality, and in particular precludes a unifonn distribution of speed . SALT then 
finds an optimal rectangular placement of the available effort as a stationary search 
problem using the mid-search position distribution. This follows reference laa] (see 
also reference [m] of Chapter V which treats this problem for a sequence of 
rectangles). Search effectiveness is gauged by acoustic sweep width (reference 
[bb]). In the case of transitor motion the problem is transformed to relative motion 
space (an earlier idea of H. R. Richardson), where the optimization s performed, 
and then transformed back to geographic space. These usages of aco us tic sweep 
width and relative motion space bear resemblance to modeling in Buoy Search in 
ITDA and FASTAD (see 4.2.2). 
Buoy placement is planned in a sequence to approximate iHl iform search 
effectiveness over the chosen rectangle. 
In the case of a fleeing datum, target motion is modeled by the Mark ov cha in 
used in the LRT. This loses nonnality, as it should--the prohabil ity tend ency is 
annular rather than centralized. The start distribution is still bivariate normal and is 
updated to mid-search time. The updated distribution is obtained by fo ll owing a 
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classic result of Koopman's (reference [f]). Now a pair of rectangles, concen-
tric with the datum ellipse, is obtained to maximize detection probability via uni-
form search over the annulus between them. This is new to search theory. 
Search effectiveness is again gauged by acoustic sweep width. 
To place buoys for approximate uniform search over the rectangular an-
nulus, a rectangle is chosen with the same area as the annulus, a buof place-
ment sequence over this rectangle is chosen as for a patroller or transltor, the 
rectangle is mapped naturally onto the annulus, and the buoy positions are 
mapped accordingly. 
SALT also generates barrier search plans, in a fairly straightforward way. 
2.S.S. Likelihood Ratio Tracker. The LRT is used in the search, lo-
calization, and tracking phases of SALT operation. As with most trackers, it al-
ternates between motion and information updating. The entity being updated. 
typically every 20 seconds, is the distribution over the, say, 56448 5-vector 
states. 
At time n-l, which could be zero, calculations are made which have the 
effect of multiplying the state distribution at time n-l by the transition matrix at 
n-l to obtain the state distribution at n. Again. the full matrices themselves are 
not actually used or stored. This constitutes the motion update. 
Updating for negative and positive information is by Bayesian inference. 
We first review inference from observations on one buoy of those monitored. 
(We do not discuss SALT's treatment of external positive information, except for 
its initial bivariate normal position distribution.) 
At time i, denote the observation (contact or no contact) by Yi and the 5-
vector state by ai--for brevity we use the same symbol for a random variable 
and the event that it takes a particular value. (The methods could also apply to 
observations of amount of signal excess.) 
Here we treat only dependence of Yi on range from buoy to target, i.e., on 
position state. In practice, depth state affects proploss and a doppler sensor is 
affected by velocity; the methods adapt accordingly. 
Underlying the probability of contact is a (A.,o) model of deviation of ac-
tual signal excess from mean (causal) signal excess. 
We use shorthand Qi=P[Yi1Yi-ltai] and Ri=p[ai1ai-tl for i>l, QI=p[Yllatl, 
and RI=p[al]. Since (aI, a2 .... ) is a Markov chain, 
p(a}, ... , ei] = Rl ... Rit for i = 1,2, .... 
SALT also assumes conditional independence as follows: 
pry}' ... , Yi1el, ... , ai] = Ql ... Q" for i = 1,2, .... 
From (U-5) and (11-6), at time n (D and D' depend only on Yl, "', Yn), 
p[enlYh ... , Yn] = pry}, ''', Yn. en]ID 




= fQI"·QnRI· .. RndOI· .. dOn-llD 
= QnJRn {fQl,,·Qn-lRl···Rn-ld91···d9n-2 }d9n-IID 
= P[YnIYn-t,9nlfP[9nI9n-l] P [9n-lIYh ... , Yn-I] dOn-lID'. (II-7) 
Of course the integrals are treated as discrete sums. The integral in the last line 
of (II-7) is the probability of the state 9n motion-updated to time n; multiplication 
by the factor before the Integral accomplishes the information update at time n. 
This (II -7) result is multiplied by corresponding quantities for the other 
buoys, regarded as independent, for the same state, each buoy having its own 
0' (the same for all states). The product of the 0' values is the sum over the 
state values 9n of the products over the buoys of the numerators (normalization). 
We thus obtain for each state its £?sterior probability at time n given all obser-
vations on all buoys. Note that V~-7) uses only information known at times n 
and n-1. The sums (integrals) WIth respect to On-It being univariate, are man-
ageable. In the absence of either (11-5) or (11-6), the (n-I)-variate sums would 
be prohibitive to compute. 
Computation of P[YnIYn-lt9n] involves the current and immediate prede-
cessor observations jointly. From the current state one back-steps position to. 
the rredecessor state although for a 20-second increment that would not be a 
sigmficant change. 
This completes the information update. 
How valid is the conditional independence assumption which is necessary 
for recursive computability? It would hold if the contact/no contact process is 
Markovian. more precisely if conditioned on each particular state sequence (01 • 
...• On). the observation sequence (YI' ... , Yn) is a Markov process. Under the 
(A.,O') model that is not true in genera. (This is apart from the assumed Markov 
motion.) By examining various cases of contact/no contact under monotone in-
creasing and monotone decreasing contact thresholds, one can find consecutive 
time triples when the Markov property holds and others where it does not hold. 
Non-monotonicities further run counter to the Markov property. The degree to 
which departures from the Markov property disturb likelihood inferences evi-
dently is not known as such. Thus although the recursive computations at time 
n retain some, perhaps most, of the inference from observations earlier than n-
1. an unknown amount of this earlier inference is left behind. The SALT devel-
opers assert some degree of overall model validation from operational trials. 
The updates for positive and negative information are done at the times 
of motion uPdates, tYPIcally every 20 seconds. The sensor could be electro-
magnetic as well as acoustic. 
The issue of whether a given contact is on the correct target is treated in 
a later version of SALT. but not in Air SALT. The method assumes that a credi-
bility c. representing the probability that the contact is on the correct target, is 
obtained from a source external to SALT. as in VPCAS/PACSEARCH. The latter 
uses c to weight two probability maps under the alternate assumptions that (1) 
the prior is correct and the new contact is not or (2) the reverse is true. SALT 
instead uses c to weight two likelihood functions under the same alternatives. It 
then finds a Bayesian update of the combined likelihood function. 
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2.8.6. Localization in SALT. When the LRT map is essentially uni" 
modal with sufficiently small variance, localization planning is initiated. The ap-
proach is to minimize area of uncertainty rather than maximize detection proba-
bility. For this tactic, the program restricts to chevron patterns with 120 de-
grees apex angle. It chooses apex position, orientationt and buoy S}!acing by 
minimizing a measure which has the effect of maximizmg Fisher information 
(see reference [z]). 
2.8.7. Some comparisons between SALT and Monte Carlo CAS. 
We state some differences between SALT and Monte Carlo CAS as typified by 
VPCAS and its successors PACSEARCH and the Update IV CAS (under develop-
ment). A comparison by equivalent time era would be between Air SALT and 
CASPER, the prototype predecessor to the Update IV CAS. 
Some of the differences are inherent in analytic versus Monte Carlo ap-
proaches. Other differences pertain to development choices and could be 
p'lausibly el,iminated by redevelopment. We do not attempt an overall compara-
tIve evaluatIon. 
The principal inherent differences are that Monte Carlo has more 
flexibility in modeling target motion, and SALT has finer resolution (e.g., over 
50,000 target states and an astronomical number of tracks in SALT versus 500 
tracks in VPCAS and PACSEARCH) in motion modeling, within the family of motions 
considered. (The user can increase the number of tracks in PACSEARCH--
running time increases roughly proportionally.) The resolution comparison can 
be important in tracking. Also mherent is that the SOD-track representation and 
assocIated updating which are typical of Monte Carlo CAS are more readily 
explained to and understood by CAS operators than the Markov chain methods 
and associated updating used in SALT. The IOU process used in both SALT search 
planning and VPCAS historical analysis is more difficult to understand than either 
of these methods. 
A Monte Carlo approach generally has an advantage in that it can post-
pone smoothing until the final stage of processing, e.g., in converting the ouq>Ut 
to a probability map. An analytic approach generally involves smoothing in mi-
tial stages, and any errors thereby introduced propagate through the processing. 
Both the SALT LRT and the Update IV STT attempt inference from full ob-
servational histories, in quite different ways. Not surprisin~ly, both fall short of 
that ideal, and it appears to require substantial investigatlOn to discern which 
approach has greater inferential power. 
It is also hard to say which approaches produce better search plans, 
given an instantaneous rosittOn distributIon. Most CAS systems make heavy use 
of optimal placement 0 rectangles. The SALT search planning method requires 
a normally distributed initial position, whereas VPCAS has fairly general choices 
of initial distribution. VPCAS can accept a target motion based on historical anal-
ysis and optimizes over a sequence of sorties by Brown's algorithm, whereas 
SALT does not. Plausibly all of these disadvantages in SALT could be overcome 
with effort, e. g., later versions of SALT do accept historical motion models. 
SALT is currently unique in modeling target depth changes. 
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2.9. CASP 
CASP is the USCG search and rescue (SAR) program Computer-Assisted 
Search Planning, reported in reference [cc]. It is the frrst CAS program, having 
been operational SInce 1972 and updated in the 1980's. It is used by USCG 
Rescue Coordination Centers (RCC'S) in planning their more difficult S AR 
problems, especially bX the Miami RCC wl1ere proximity to the Gulf Stream 
makes prediction of drifting objects more difficult. It has been instrumental in 
saving numerous lives over the years since it was introduced. 
CASP is a Monte Carlo program and originated some of the more impor-
tant features of Monte Carlo ASW CAS discussed above: updating of weights on 
sample tracks, multiple-scenario priors (generalizing from stationary targets in 
the H-bomb and SCORPION searches to moving targets), and use of motion 
building blocks. The methodology in reference raj is illustrated by CASP. 
2.10. SMS 
SMS is the Search Management System to assist planning of search for 
stationary objects on the ocean bottom. A prototype version was used on the 
search for a Pershing missile lost off Cape Canaveral and, at sea, in the search 
for a Titan missile lost off Vandenberg AFB. A customized version is on board 
the NR-l deep ocean exploration nuclear submarine. 
SMS outputs probability maps with Bayesian updating, optimal allocation 
of search effort (WIthout re~ard to search track coherence), a search rectangle 
to best approximate the opttmal allocation, a track to search the best rectangle 
or any cnosen convex polygon, and cumulative detection probability. 
All single-scenario priors in SMS are bivariate normal. They are com-
bined in weighted fashion as usual. 
2.11. SPACECAS 
SPACECAS was developed to assist in planning search for lost satellites 
and other orbiting objects by the GEODSS electro-optical telescopes. It was 
installed at the Space Command in Cheyenne Mountain, Colorado. The 
telescopes are in White Sands, Hawaii, and South Korea. 
The MOE in SPACECAS is the probability that at least one telescope detects 
at least once in a given time window. An orbit is characterized by six elements. 
A prior distribution on this six-tuple is constructed by choosing for each element 
up~r and lower bounds and a nominal value and by choosing the distribution as 
umform, truncated normal, or a 50-50 combination of these. 
A search plan is chosen as a box spiral with zoom or no-zoom as a func-
tion of time. Opumization in time is myopic. 
2.12. Evaluation of CAS 
To illustrate how CAS systems can be usefully evaluated, in this section 
we describe some evaluation methods used on CAS in the past. This material is 
largely taken from a seminar talk at NPGS on CAS evaluation by S. 1. Benkoski. 
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The stron~ly preferred method of evaluating a CAS system, or any other TDA, 
is to conduct tnals in a realistic operational setting which reflect the mission 
effectiveness when using the TDA versus the absence of the TDA or versus some 
alternative IDA. An evaluation of this sort was conducted on the CAS program OASIS 
in 1978. 
OASIS was used often by Benkoski on assignment to CPWP to plan vp ASW 
search out of Moffett Field and Barber's Point from 1977 to 1979. During this 
~riod many missions were also planned by Naval personnel without using CAS. 
Questions were raised at CPWP as to degree of success with and without using OASIS 
and as to what MOE(s) should be used to measure this success. 
To answer these questions, Benkoski reviewed the detailed data that had been 
maintained on all operational flights over the period 1 January 1977 to 30 April 1978. 
The results were reported in reference [dd], the principal result of which is Figure II-
42. For each of seven MOE'S, success percentages are shown for use of CAS (OASIS) 
and non-use of CAS. This figure shows that by any of these MOE'S, use of CAS 
mission effectiveness was roughly doubled or more compared to non-use of CAS. 
The strength of this conclusion is mitigated by the fact that the use of CAS was by a 
civilian scientist developer, as was the case with numerous striking ASW CAS 
successes since 1972. 
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Partly as a result of reference [dd], use of OASIS became standard procedure, 
and was used by naval personnel, so in the subsequent experience one no longer had 
a data base of non-use of CAS to compare with use of CAS in the same operating 
environment. The next stage of progress was to develop a new CAS program, 
SEQUENCER, which gave the user search plan recommendations in addi tion to the 
probability maps previously provided. SEQUENCER replaced OASIS, but unfortunately 
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its host was the ASWOC mainframe, the aged NOVA 820, and its use was considerably 
hampered by hardware problems, including crowded access to the machines. Thus 
good data bases for comparisons parallel to reference [dd] were not at hand in the 
latter part of the OASIS era or the SEQUENCER era for different reasons. Possibly a 
parallel comparison of use of CAS versus non-use of CAS could have been done later 
III the first year or so of VPCAS use, but this was not done. 
Early use of VPCAS did produce examples of an easier but less convincing 
method of evaluating a TDA: Subjective evaluation of this sort was the following 
excerpt from an ASWOC Lajes message in June 1984 to CPWL: "ASWOC Lajes has 
extensivelr used VPCAS in all ASW planning and prosecutions with outstanding 
results. It IS a tremendous aid to the mission planner and ~rforms extremely well. 
In several cases, the target would not have been found WIthout the use of VPCAS. 
VPCAS is an extremelr efficient and easy-to-operate mission planning program and 
has contributed to a hIgh prosecution success rate in the Lajes ASW sector." Probably 
there were also some unfavorable subjective reactions, but records of such are not at 
hand. 
Subjective evaluations by fleet users of new TDAs (and other systems) are 
frequently employed. They have the advantages of being relatively easy and 
reflecting a realistic environment. Systems which are badly defiCIent can be 
eliminated reasonably by this means if the evaluation is made with a degree of 
receptiveness and training that a new system deserves by virtue of its newness. 
However, as a basis for a IDA acceptance decision which is to be durable, subjective 
evaluation leaves much to be desired compared to comparative operational tnals (as 
above with OASIS) or by simulation comparisons as illustrated next. 
A simulation of CAS was conducted by Boeing as part of its proposal effort for 
the P-3C Update IV. The CAS system was a prototype called CASPER, a modification 
of VPCAS for airborne use. Naval TACCO personnel (airborne search planners) were 
used in parallel with CASPER. See reference [eel for the comparisons. 
The approach was to feed scenarios and input data to both the TACCOs and 
CASPER and to evaluate the sonobuoy search plans separately produced by both. The 
T ACCOs were allowed to choose the number of patterns they employed. CASPER was 
instructed as to this number, which was one, two, or four in a gIVen instance. 
The initial MOE used to compare the T ACCO results with the CASPER results 
was probability of detection. Comparative results for each of four scenarios are 
shown in Figure II-43. The numerals in ( ) refer to the number of patterns CASPER 
was told to use. By this evaluation, CASPER showed clear superiority over the 
TACCOs unaided by CAS. 
The MOE was then changed to meet a Boeing requirement to make the 
comparisons in db terms. This was to fit CAS evaluation in with evaluation of other 
equipment and signal processing algorithms. To define db gain, first define peA,S) 
to be the probability that search plan A will detect the target providing the target 
source level is S. If A and B are search plans and peA,S) = P(B,S-D), then A 
provides a D db gain over B. In general D would depend on S--the S values used 
were accepted values for the targets in question. Comparisons by this MOE are 
shown in Figures 11-43 and U-44. 
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FIGURE 11·43. TACCO WITHOUT CAS VS CASPER (cdp 
COMPARISON) 
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FIGURE 11-45. TACCO WITHOUT CAS VS CASPER (DB 
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It must be noted that in the evaluative comparisons by both these MOE's, the 
evaluations of the detection probabilities were made by the CASPER program for both 
the CASPER plans and the TACCO plans. This may be deemed to have favored 
CASPER. Realizing this and the fact that the evaluations had been done for a 
marketing purpose, to obtain better credibility Boeing engaged a third party to repeat 
some of the evaluations and to use the Navy standard simulation program for air 
ASW, APAIR, to compute the detection probabilities. This was done and reportedly 
the results favored CASPER even more than the comparisons in Figures II-43 to II-45. 
In evaluating user-friendliness of a TDA, even more difficulties are present 
than in evaluating functional performance. One point is that comparative evaluations 
of user-friendliness should be made together with performance evaluation. The 
reason is that if one TDA has useful functions that another does not possess, these 
added functions may be expected to run counter to user-friendliness: They constitute 
additional concepts the user must learn, presumably usefully. 
An important related point is that training needs (see Appendix E) should be 
evaluated along with functional performance and user-friendliness. It may be 
expected that a IDA with useful functions will require training of prospective users, 
ano if the TDA is well-conceived, this trainin~ will include the learning of concepts 
which are useful to decision-making even If the TDA were not used. Another 
difficulty in evaluating user-friendliness is that each individual tends to be his own 
expert and judges ease of use by his own perception of the user interface. It is very 
difficult for TDA development personnel and those who make TDA acquisition or 
acceptance decisions to put themselves in the position of operating users. All of the 
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problems in this paragraph arose, for example, in comparative evaluations for the 
ASWTDA (intended for an ASWC) in early 1989 (see 2.13). 
2.13. History of CAS 
Search theory, as a well-developed body of knowledge, may be considered to 
have originated in WWII, predominantfy in the work of the USN Operations Research 
Group (ORO). The diverse search analyses of this group were organized into a text 
which has long been considered classic, reference [cl, by B. O. Koo~man. 
Koopman was also an important contributor to the theory, notably by his results on 
optimal allocation of search effort. Koopman credits O. E. Kimball, DejJuty Director 
of ORO, with being the principal pioneer in search theory. Reference [IJ is an update 
of reference [c]. 
From WWII to the mid-1960's, various somewhat scattered, theoretical 
contributions were made to search theory. E.g., S. M. Pollock and J. M. Dobbie 
found optimal allocations of search effort against moving targets under fairly simple 
target motion. O. Hellman and Finnish colleagues further advanced moving target 
search. 
An era of new advances in analysis, and later computer programs, in direct 
support of actual search operations began with the 1966 MedIterranean H-bomb 
search and the 1968 search off the Azores for the remains of the submarine 
SCORPION. The major part of the civilian scientist work on these advances in 
operational methods was by DHWA. This work served first ocean bottom search for 
the USN, then SAR for the USCG, and thereafter and most extensively ASW for the USN. 
It was generally in close association with and at the scene of the operations served. 
In ASW these developments were usually supported by the Tactical Development and 
Evaluation Program of the Office of the Chief of Naval O~rations (OP-953, now op-
73), via the Office of Naval Research, later via the Navy Tactical Support Agency 
(see 2.13.5). Alumni of the Operations Analysis and ASW curricula of the NPGS were 
prominent amon$ the Fleet tactical development officers who oversaw and 
participated in thIS work. The ocean bottom search work was sponsored by the 
Supervisor of Salvage and also in recent years by NAVSEA, PMS-395. 
To avoid repetitive identification, we note that, except where otherwise stated, 
the civilians cited m the rest of 2.13 were on the staff of DHW A. 
2.13.1. H~bomb search and SCORPION search. The H-bomb and 
SCORPION search operations did not involved CAS, but some important principles of 
CAS took root in those endeavors. 
In January 1966 an H-bomb was lost off the Mediterranean coast of Spain as 
a result of a B-52 collision. The stateside Technical Director of the ensuing search, 
was J. P. Craven, Chief Scientist at SSPO. At the outset, he formed a prior 
distribution of tar~et position as a weighted sum of single-scenario priors. Among 
the issues in fOrmlng the scenarios were whether or not the bomb's parachute opened 
and alternative assumptions as to winds aloft. This originated the concept of a multi-
scenario prior, which has been fundamental to use of CAS throughout its history. 
Retired CAPT F. A. Andrews (NPGS alumnus and Yale Ph.D. in Physics) was 
retained as a consultant to the search planning because of his experience as CSDG-2 in 
command of the successful 1963-64 THRESHER search. At Andrews' re-
commendation DHW A waS enlisted for operations research help. 
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A USN two-star command afloat off Spain was formed to conduct the search. 
H. R. Richardson was assigned on scene to render operations research assistance. 
Stateside he had been chartered by OP-33 and DoD to provide a statistical basis for 
certifying that the bomb could not be found, but on scene this charter became one of 
advismg on best ways to search. 
One of Richardson's contributions was to estimate daily the {Jrobability that 
the effort to date would have succeeded in detection, given that the pnor was correct. 
He termed this search effectiveness probability (SEP). This was of interest to the 
command as a measure of search J>I:ogress and an indication of effort remaining. To 
find SEP, Richardson updated the prior by hand computation usin~ Bayes' theorem to 
reflect non-success in the search, which he termed "negative mformation." The 
revisions to the prior were further used for search planning. 
About three weeks after the accident, high credibility was given to a 
fisherman's sighting of the bomb carried into the water by parachute. This was 
supported by the fisherman's ability to reproduce his position some five miles off 
shore by sighting on land features. This credence narrowed the search to something 
feasible, reflected in revised scenario weights, and some weeks later the bomb was 
found and recovered. 
In May 1968, SCORPION was lost in a westbound transatlantic transit. 
Classified information put the location some 400 miles west of the Azores in very 
deep water. A search operation was formed, drawing on the experience of the H-
bomb search. Craven, then Technical Director of the Bureau of Ships Deep 
Submergence Systems Project, was again Technical Director. Richardson went to 
the search scene for a week to form a plan for search analysis. Over the next five 
months, at the end of which SCORPION was found, L. D. Stone, S. G. Simpson, and 
J. R. Rosenberg were successively assigned to do on-scene analysis. 
Again the search analysis began with a multiple-scenario prior (some 
scenarios and uses of the prior are given in 2.1.2). SEP was computed frequently, 
being complicated by multiple sensors in simultaneous use. Probability maps 
updated for unsuccessful search were used irregularly, dependent on the approaches 
01 the different commodores and failures of positiomn~ transponders. An important 
analysis by Stone concluded that a three week investIgation of a particular contact 
should be terminated. Except for stateside computation of the prior, all computation 
was by hand. Reference [j] is a case history. 
Analysis experience in the SCORPION search showed a need for more 
theoretical research on search problems, which led to considerable basic research in 
the 1970's, sponsored principally by J. R. Simpson of the ONR Mathematical 
Sciences Division. 
2.13.2. CASP, the first operational CAS. During the latter 1960's, 
development of computer programs to assist search operations with Bayesian up-
dating for unsuccessful search were known to have been recommended in reports by 
the Planning Research Corporation and the Cornell Aeronautical Research 
Laboratory. Apparently these recommendations did not result in operational im-
plementation. 
The first operational CAS program was CASP (see 2.9). It was developed in 
1970-72 for the USCG to assist its Rescue Coordination Centers in SAR operations. 
The primary developer was Richardson; some modules were by Stone. Early in the 
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planning of what became CASP, at an ORSA meeting Richardson and Stone met LCPR 
J. H. Discenza, USCG, whose 1969 NPGS thesIs (under Pollock) developed a 
deterministic S AR program using set and drift data. Discenza then pursued 
incorporating Markov chain motion and Bayesian updating into his program, which 
helped to prepare him for an important role in CASP implementation. 
CASP went operational in 1972, initially at the RCC in Governor's Island, NYC, 
which had overseen the development. Prior to that {loint, Discenza had joined 
Governor's Island as Operations Analysis Branch ChIef. During and after the 
operational introduction, he was very instrumental as a knowledgeable inside person 
in overseeing the training and in making the software more user-friendly. The 
program resided on a CDC 3300 in Washington for remote call by RCC'S on either 
coast, which was a bit cumbersome. Its methods are described in reference [ccl. 
As noted in 2.9, the more important principles in Monte Carlo CAS originated 
in CASP. 
After CASP had been operational two or three years, USCG people estimated 
informally that it had made the difference between success and failure in saving about 
a dozen lives. This was true in some later publicized rescues: in fall 1974 a tuna boat 
sinking near Long Beach, CA and in fall 1976 a capsized trans-Pacific sailboat 
resulted in some survivors being found by chance, and by using CASP to work 
backward to the accident and then forward to current time, additional survivors were 
found. In fall 1984, the Miami RCC used CASP to vector a helo directly on top of 
three people adrift 24 hours in cold water in very poor visibility. That required good 
luck as well as an excellent environmental data base. The Miami RCC has made the 
most use of CAS, because of the drift effects of the Gulf Stream, and only on the 
more difficult SAR problems. 
In the 1980's, improvements were made to CASP, primarily by J. R. 
Weisinger and D. D. Engel. 
2.13.3. ASW CAS in the 1970's. The birth of ASW CAS was in a "real 
world" operation labeled an exercise, LANT 1-72, in summer 1972. The initiative came 
from M. L. Metersky of NADC, VAPM F. G. Bennett (NPGS alumnus), 
COMASWFORLANT (CAPT W. P. Hughes was his ACOS (Analysis)), was the sponsor, 
and LCDR F. H. Brown of NAPC headed the ensuing team. Richardson led the 
development of a CAS program, following CASP methods with addition of historical 
analYSIS and a Koopman optimal allocatton of effort. He was assisted by S. J. 
Bloom of Ketron Corp. and one or two other programmers. The program was 
applied at Bermuda, by calling a computer at NADC, and its advice to vp search 
resulted in an operational success. Ironically cognizant officers in Norfolk and 
Washington were so pleased that they directed that the methods be closely held. 
The first DTC CAS, and also the first sea-going CAS was developed by T. L 
Corwin on field assignment to COMSUBPAC in the first half of 1975. He worked 
under the direction of CDR O. G. Rutemiller (NPGS alumnus), and had programming 
assistance from R. Kidani of Pacific Analysis Corp. This program was on a Wang 
2200 and was named DENS, later ASP. It was the first CAS program to model target 
motion analytically (diffusion equation methods), which helped to fit it on a DTe of 
that era. 
Corwin used DENS/ASP with great success at sea in SSN direct support 
exercises and in operations controlled ashore. He also developed a Markov chain 
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CAS program, PACSAI, to assist a surveillance-aided intercept (SAl) operation, and the 
SAl CAS program SASP, using ASP methods. PACSAI was also used in a search for an 
F-14 crashed in shallow water. 
Efforts were made to apply ASP and SASP in the hands of Naval personnel, but 
these did not succeed. However, success of the program in the hands of the 
developer did much to elevate the attention CAS received in the Fleet and in 
Washington. For this work, Corwin was awarded the Navy's Distinguished Public 
Service Medal by VADM C. H. Griffiths, DCNO (Submanne Warfare), formerly 
COMSUBPAC. 
In fall 1975, B. J. McCabe developed a Monte Carlo SAl CAS program called 
MONJE on a DTC, an HP 9830, while on field assignment to COMSECONDFLT. It had 
notable descendants. 
In April 1976 an important ASW operation, UNION SURF, was directed out of 
Norfolk under CINCLANTFLT, ADM I. C. Kidd. CAPT R. C. Austin (NPGS alumnus 
and currently as RADM, Superintendent NPGs) as COMSUBDEVGRU TWO assigned the 
Director of his Tactical Analysis Group, LCDR W. J. Hayne, who had a Ph.D. in OA 
from the NPGS, to assist. Accompanying him were S. J. Benkoski, on field 
assignment to that command, and W. H. Barker, who had converted DENS to 
"HPDENS" on the HP 9830. After a few days, based on HPDENS work and their other 
analyses, this team recommended a shift III a VP barrier from what had been planned. 
This was implemented over some objections and resulted in a dnU11atic success. The 
CSDG-2 team was warmly commended in a message from v ADM J. Williams, 
COMSUBLANT. 
UNION SURF led to serious interest in CAS by CTF-24, the flag plot part of 
CINCLANTFLT, and to development over the next year, principally by Stone and S. J. 
Bloom, of the CAS program COMPASS as an enlargement of LANT-n. Its host was 
the, even then, antiquated WWMCCS computer. Training courses in COMPASS were 
given to CTF-24 officers and enlisted personnel by Stone and F. P. Engel, but the 
training was not durable. COMPASS was usefully applied by Engel on field 
assignment to COMSECONDFLT and COMSUBLANT and by D. Jordan and other 
Planning Research Corp. personnel on assignment to CTF-24. Other versions of 
COMPASS were developed, principally by Stone, Bloom, and J. R. Weisinger, for 
COMTHIRDFLT in 1978-79, for the ARPANET in 1977-78, and for use on CY NOVAs 
(intalled on SARATOOA) in 1977-78. 
During the year beg~nning ~ummer 1.976, Richardson developed the CAS 
program MEDSEARCH on fIeld assI~nment III Naples to CTF-66/69, RADM J. H. 
Nicholson. This assignment arose III part out of a CAS initiative of Metersky of 
NAOC. MEDSEARCH was somewhat in the spirit of LANT-72, but was specific to MED 
geography, with emphasis on historical analysis. Its host was another aged com-
puter, the NOVA 800. It was developed further by Richardson's successors, Barker, 
M. C. Brennan, S. S. Brown, and W. R. Monach through 1983, and all of them 
appl~ed the progra~s very successfl;llly to sensitive operations. Succe,ssive C~'F-69/66 
admIrals put consIderable emphaSIS on use of MEDSEARCH, but thIS pertamed to 
assistance to current operations rather than development of a turnkey tool usable after 
departure of the civilian developers. These analysts received informal flag 
commendations, and Monach received the Navy's Meritorious Public Service 
Citation. 
ll-60 
In 1976-77, Engel undertook further development of MONTE, evolving it into 
TARDIST, notable mainly for its descendants. 
Development of CAS intended primarily for ASWOC planning of VP ASW search 
began at COMPATWSINGSPAC (cPwP) in 1977 and at COMPATWINGSLANT (CPWL) in 
1978. Directors of this work through 1983 included CDRs P. M. Harvey, D. L. 
Stromberg, T, J. Sullivan (NPGS alumnus), and 1. Ta~gert (NPGS alumnus), of CPWP 
and CDRS G. T. Martinsen (NPGS alumnus), CDR 1. Hall, and LCDR W. W. Holland, 
and CDR R. Johns of CPWL. LT C. S. Gross and LCDR W. Snyder of the Moffett 
ASWOC were also instrumental. G. Marin of CNA filled the director role temporarily 
at CPWP early in this period. 
In 1977, T. McCoy of SCI at CPWP converted COMSUBPAC'S PACSAI to OASIS, 
further developed by Benkoski, with contributions by Marin. After the comparison 
of use of OASIS versus non-use of CAS discussed in 2.12, OASIS was much used by 
Naval personnel in the Moffett Field ASWOC, in contrast to prior CAS programs. 
There followed at CPWP development of SEQUENCER and SEQUENCER II mainly 
by Benkoski and J. A. Byrne. These were the first CAS programs to optimize over a 
sequence of VP sorties--Brown's algorithm (the FAB algorithm) was used. as it was 
later in VPCAS. 
On assignment to CPWL, R. P. Buemi developed ASWOCCAS, in part a 
descendant OfTARDIST, 1978-79. It outgrew the ability to fit on the available DTC. 
A project to standardize the input/output of the various CAS systems in use by 
CTF 66/69, COMSECONDFLT/COMSUBLANT, CPWL, CPWP, COMSUBPAC, and 
COMTHIRDFLT was carried out in 1979-80 by on-site work at these commands by 
Brennan, under direction of Corwin. 
2.13.4. VPCAS and later CAS. VPCAS was conceived by Benkoski and 
Buemi during a meeting February 1979. Their approach was to embody the best of 
SEQUENCER II and ASWOCCAS into a more user-friendly program. This was embraced 
by both CPWP and CPWL, who jointly sponsored and oversaw development of VPCAS 
tfirough its completion at the end of 1983. Additional contributors to VPCAS 
development included T. L. Richardson assigned to CPWL and K. E. Trummel and D. 
D. Engel assigned to CPWP. The oversight roles by Sullivan at CPWP and Holland at 
CPWL were especially important. 
The historical analysis adjunct to VPCAS was developed off-site. The 
approach using a ~radient field of stochastic differentials, noted in 2.5, was 
conceived by Corwm. Reference [ff] was a significant antecedent. D. P. Kierstead 
and G. P. Pei further contributed to this theory. Corwin and Buemi visited four 
LANT ASWOCS in March 1980 to gather scenario descriptions for development of an 
historical analysis module. Using an extensive classified data base obtained from 
CINCLANTFLT, parameter estimation ensued, principally by Buemi, M. C. Brennan, 
and R. H. Clark. At CPWL, T. L. Richardson wrote VPCAS software to Monte Carlo 
target tracks through the gradient field using these parameter values based on history. 
VPCAS was installed in most LANT and PAC ASWOCs in late 1983 and early 
1984. This was accomplished with brief training and delivery of the user's guide, 
reference [t], in visits of about two days each by T. L. Richardson, D. D. Engel, and 
Trummel. 
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With only this brief training, VPCAS use varied quite a bit among the AS-
WOcs from the start. Lajes was a particularly active user, and from there and 
some other ASWOC users very promising reports on VPCAS were fed back to 
CPWP and CPWL. However, despite later preparation of training videotapes by 
the developers under NA VOCEANO sponsorshIp, the only training subsequent to 
initial introduction has been from trainee to relief. That is not durable, and VP-
CAS use has waned accordingly. 
VPCAS was further handicapped by its hardware host, the NOV A 800, 
whose technology was of the 1960's and in 1989 is still the ASWOCs' main com-
puter. That has been overcome by conversion of VPCAS to the HP 9020, bv Anal-
ysis & Technology under NA VSEA sponsorship and separately as part of'the de-
velopment of PACSEARCH. The former conversion has been given to ASWOCs 
without training. 
PACSEARCH was developed at COMTHIRDFLT and COSP by Monach over 
three years beginning November 1984. Its expansion on VPCAS is described in 
2.6. The active interest of COSP commodores, CAPTs R. S. Fitch, I. H. Coen, and 
A. R. More (NPGS alumnus), was instrumental to this development. This can 
further be said of CDR P. J. Sedun, CDR W. W. Holland (formerly on VPCAS at 
CPWL), LCDR M. P. Mosier (her NPGS thesis on application of VPCAS to sosus 
contained ideas adopted by Monach), and CDR V, J. Nigro of the COSP staff and, 
two NPGS alumni, CAPT R. D. Reeves and CDR M. R. Etheridge of COMTHIRDFL T 
N-7. 
PACSEARCH is in active use by COSP. A civil servant maintains the data 
bases and performs most of the program operation, whose output is used by 
watch personnel. 
A further modernization of VPCAS, includin$ some PACSEARCH improve-
ments, is under development for use in th P-3C Update IV as embedded software, 
under a DHW A subcontract to Boeing Aircraft. 
The motion models algorithms in VPCAS were verified in the NPGS thesis, 
reference [gg], of LCDR R. E. Chase under R. N. Forrest. 
SMS (see 2.10) was developed as a prototype by Monach in 1984 and 
was developed further during at-sea application to the Titan search November 
1985 to February 1986 by Discenza, R. J. Lipshutz, and Monach. Its further 
development for the NR-l was principally by Discenza and T. L. Olaisen. 
SPACECAS was developed for Lincoln Laboratory in 1983 by H. R. 
Richardson, J. R. Weisinger, and R. H. Clark. An additional SAR CAS yrogram, 
NA VSAR, was developed by R. 1. Lipshutz and Trummel for NEPRF in 981 and 
will be reviewed in Chapter V. 
SALT (see 2.8) was developed in prototype form in 1986 by L. D. Stone, 
D. A. Trader, M. E. Davison, and T. L. Corwin of Metron Corp. for Lockheed 
under its Phase I contract for the P-3C Update IV. 
A very recent CAS program, CASE, was developed by Sonalysts for NUSC 
and is the basis for ASWTDA. The target motion is a Markov chain discretization 
of a random tour (as in SALT) in which one-step target movement is constrained 
to a nei~hboring cell (compared to a state dImension over 50,000 in SALT). 
Probabiltty maps are generated and updated for negative information, but not 
positive information. There is no updating of prior assumptions on motion. It 
appears to have roots in the SFMPL (see 2.14 and the introduction to Chapter IV). 
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2.13.S. Washington sponsorship of CAS and other TAC D&E. 
Most of the Washington sponsorship of ASW CAS came from the Tactical 
Development and Evaluation (TAC D&E) Program of the Tactical Readiness Division 
in OPNAV, OP-953 (now OP-73), as implemented at the time by ONR. This program 
sponsored considerable Fleet tactical development more broadly than CAS, much of it 
leading to IDAs. We will review some of the history of TAC D&E in this more general 
context and will conclude with a review of sponsorship of VPCAS after its initlal T AC 
D&E sponsorship. The principal IDA work under TAC D&E that is reviewed in other 
chapters, predominantly in the 1980's, was on MTST, OTH-T, most of SURTAC, 
Kalman filtering on a sphere, and ATTAC in Chapter 1lI, and IIDA, pre-IIDA SASHEM, 
pre-ITDA FASTAD, pre-JOTS TSS, and the 1982 inception of JOTS on AMERICA in 
Chapter IV. 
The origins of the formal T AC D&E Program in OPNA V may be traced to three 
activities in 1972-73, which be$an independently and later joined forces: (1) R. J. 
Miller, Director, Naval AnalysIs Programs, ONR, convened a working group May 
1972 to investi~ate making more effective use of naval analysis funds to support 
Fleet activities 10 tactical development; (2) retired CAPT F. A. Andrews (see 2.13.1) 
on sabbatical leave from Catholic University, assisted by CDR J. J. Kronzer (NPGS 
alumnus) formed a USNA research project in summer 1972 on ASW data collection and 
tactical development, sponsored by OP-095 and Manager, ASW Systems Project; and 
(3) CAPT W. S. Whaley (NPGS alumnus), OP-326E, undertook imtiatives in OPNAV to 
develop better organization of Fleet tactical development. At Miller's invitation, the 
USNA group joined the ONR group and Andrews chaired the combined team. Others 
working with this group of some 23, which met seven times, included E. Kapos of 
Ketron (former Director, 0 E G), CAPT W. P. Hughes, ACOS Analysis 
COMASWFORLANT, and H. R. Richardson, DHWA. The designation Tactical 
Development & Evaluation (TAC D&E) for what was sought was proposed by 
Andrews and in less than a year became part of the Navy lexicon. 
In latter 1972, the leadership of the ONR/USNA group began working with 
Whaley. On 16 January 1973, the CNO Executive Board, headed by ADM M. F. 
Weisner, VCNO, directed OP-03 to convene an OPNAV Steering Group on tactical 
development. On 20 February 1973, this group, headed by Whaley, submitted an 
influential memorandum to OP-03 with specific organizational recommendations to 
establish a TAC D&E program. The ONR/USNA group submitted its report to RADM W. 
N. Small, OP-9SB. Favorable action led to Small becoming the first flag officer in 
charge of TAC D&E. He delegated authority to OP-953, CAPT D. M. Simon (NPGS 
alumnus). The program was chartered to be ASW/AAW/ASMD and to be inter-type, 
principally because the submarine community perceived the prospect of interference 
with the excellent ongoin~ tactical development by CSDG-2. What ensued was 
predominantly in ASW and 10 due course included considerable intra-type as well as 
mter-type work. The Whaley group had recommended that implementation be 
through what became NTSA WIth contracting through NOL. However, these roles 
were filled by ONR, one reason being that Miller had funds available to support this 
work. These ONR funds continued to be a key factor during the 1970's. Kapos is 
credited with an influential role, along with Andrews and Miller, in selling this 
program to OPNAV and the Chief of Naval Research. OPNAV Instruction 5401.1 
formally initiated the program July 1973. 
Reference [hh) prepared by Andrews at the conclusion of his sabbatical, 
contains an excellent compilation of articles and other documents, with editorial 
comment, which record this evolution of the T AC D&E program. Included are various 
discussions of earlier history of tactical development and needs for what became the 
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T AC D&E program. In their history of the 1960's these discussions put particular 
favorable emphasis on the work of CSDG-2 and the COMASWFORPAC (later 
COMTHIRDFLT) VASSEL and UPTIDE exercise programs, the latter being primarily 
under VADM E. P. Aurand. These historical notes generally do not go back to the 
1950's. In that era COMOPDEVFOR was the lead Fleet activity in tactical development, 
before it was renamed COMOP1EVFOR and rechartered to do operational testin~ and 
evaluation of equipment rather than tactics. Prominent units were VX-3 (carner air 
group tactics) at NAS Atlantic City, VX-5 (tactical nuclear delivery) at NOTS China 
Lake, and VX-I (air ASW) at NAS Key West. The author was privileged to be OEG 
representative to VX-3 in the early 1950's during an especially productive period in 
tactical development under CDR N. A. M. Gayler (later. as V ADM, Director NSA and, 
as ADM, CINCPAC), his ftrst mentor in the subject. 
TAC D&E was headed by Miller until 1980. during which all the above-
mentioned CAS programs after LANT-72 into the beginnings of VPCAS were developed 
in the Fleet under this sponsorship. Miller's acting successor was his deputy, retlred 
CAPT A. E. White (NPGS alumnus), who was succeeded by R. Nagelhout until 1984. 
Others in ONR who had been prominent as scientific offtcers of TAC D&E projects 
included A. F. Andrus on leave from NPGS, J. B. Rimmingtoll, and three NPGS 
alumni: CDR S. J. Bailey, CDR B. D. Foster, and CDR R. E. Nelson. Research on 
search theory sponsored by J. R. Simpson was also important to CAS. In 1984, the 
ONR role in TAC D&E was transferred to NTSA under A. M. Letow, and to NSWC for 
contracting. Among the products under NTSA aegis and reviewed in later chapters 
were SASHEM, late stages of FASTAD and ATTAC, and reference [0] of Chapter IV (also 
reference [b] of Chapter I). 
Most of the technical work in this program was by civilian contractor 
personnel. including several Ph.D. scientists. on site for one to three years, often 
longer, at headquarters of various Fleet commands engaged in tactical development. 
These civilians worked closely with staff officers and often went to sea with them on 
exercises. The officer roles were essential of course to provide knowledge of 
operational needs and capabilities. to keep the analyses realistic, and to provide user 
VIewpoints to the input/output. especially in the TDA work. NPGS education in OR 
greatly enhanced these roles. Several such civilians and officers are cited earlier in 
2.13 and in histories in later chapters. 
Under these arrangements in the 1970's there was considerable productivity 
in tactical development, including CAS and other TDAs. On the other hand, I~'leet 
activities found ways to utilize some of this effort in modes outside the intents under 
which the effort had been assigned to them, i.e., to alleviate their perennial staff 
shortages. Apparently partly in reaction to the latter problem and partly out of a 
desire to attain a stronger institutionalization of T AC D&E, the T AC D&E Master Plan 
was put into effect about 1981. This was generated by CAPT R. E. Carlson (NPGS 
alumnus), OP-953C, who directed TAC D&E about 1979-82. This plan substantially 
tightened OP-953 control over establishment (not necessarily the conduct) of Fleet TAC 
D&E projects, and had the effect of greatly reducing contractor on-site support in 
favor of on-site support by naval laboratory personnel. CNA had always been, and 
under the Master Plan remained. in a favored position for tactical development in the 
Fleet. 
One of the stipulations of the Master Plan was that development of software 
for use in an opcon (ashore) was considered outside of TAC D&E. That excluded then 
current CAS development. notably VPC AS. However, Carlson found another 
sponsor, viz. OP-951. the ASW DiviSIOn in OP-095. RADM 1. V. Josephson, who was 
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then OP-951 (and formerly sponsored OASIS as cPwP) assigned development 
cognizance to PM-4(his other hat). CAPT J. Siembieda (NPGS alumnus), OP-951C, 
his successor CAPT W. L. Vincent (NPGS alumnus), their assistant CDR D. S. 
Weisbrod, CAPT D. J. Wolkensdorfer, Deputy PM-4 (and later a user of VPCAS as 
cPwP), and his successor, CAPT D. A. Cox, provided Washington oversight of 
VPCAS through its completion December 1983. Cognizance was then 
transferred to the NAVSEA Acoustic Perfonnance Prediction office under P. R. 
Tiedemann. It came under the ICAPS program, and NAVOCEANO (L. Webb 
cognizant), contracted DHWA to prepare videotapes for training. NAVSEA con-
tracted Analysis and Technology to convert VPCAS to the HP 9020. 
2.14. SSN Search. 
Tactical doctrine for SSN ASW search has evolved over some 25 years, 
primarily through extensive investigative and developmental work by COMSUB-
DEVRON TWELVE (fonnerly COMSUBDEVGRU TWO) assIsted by on-site representa-
tives from private industry and NUSC assigned to that command. A 1963 manual 
contained too much complication for at-sea use, primarily from treatment of 
diesel targets. Efforts at a new and more user-friendly manual in the early 
1970's were only partly successful. Present doctrine, reference [i], evolved 
from these efforts and has been simplified, in part by emphasis on presenting 
advisable courses of action without quantitative evaluations of these actions. 
Importantly, it is supported by an HP 9020 package, NWP-73 Assist, which helps in 
assembling inputs and in making needed calculations. Reference [UJ provides 
an overview. 
As noted earlier, although SSN search tactics are well developed, they do 
not include adaptive search in response to Bayesian updating, which is why they 
are reviewed here separately from CAS. 
Tactics are presented in reference [i] for area search, barrier search, 
sOA-constrained search (in transit and direct support), datum search (moving 
area and expanding datum), and search for a patrolling target. Tactics against 
diesel targets are generally given separately. 
Search planning begins by defining the problem. For each of the above 
tactical areas, the planner proceeds through the following stages. 
Data sheets are completed for needed own ship, target, and 
environmental inputs. NWP-73 Assist is used to compute sound velocity profiles 
(svPs) (possibly merging a shallow in situ SVP WIth an historical deep svp), 
proJ?loss versus range using the RA YMODE model for various frequency and 
envlfonmentaJ inputs, FOM and its components includin$ power summatIon of 
self noise and tn situ ambient noise, and sonar lIneups (a particularly 
complicated part of the problem) for various own speeds, search times, and 
sound channels. The program further assists the ensuing tactical choices. 
A depth plan, alternating or fixed, is chosen, beginning with svp identifi-
cation of layer depth. Further guidance depends on whether hull-mounted or 
towed hydrophone arrays or both are used, existence and location of sound 
channels, and frequencies. 
A speed plan is chosen as either constant-speed or sprint-drift, with pa-
rameters. This depends on kinematics, detection ranges, and counterdetectlOn 
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ranges. (In the early 1960's, detection and counterdetection were combined 
probabilistically into a single MOE, secure sweep width, but later practice has 
treated counter-detection separately and in conservative cookie-cutter fashion.) 
A track plan is chosen to accomplish the objectives, consistent with the 
depth and speed plans. Attention is drawn to efficiencies such as minimizing the 
overlap that occurs from making sharp turns. 
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CHAPTER III 
TARGET MOTION ANALYSIS (TMA) TDAS 
In this chapter we discuss TDAs which assist decision-making in ASW and 
ASUW approach and attack situations by performing target motion analysis, i.e., 
they output target range and, either dIrectly or mdirectly, target course and 
speed. We confine attention to passive inputs, primarily target bearings. This has 
long been vital to submarine ASW and has become important to surface ship ASW 
and to ASUW by all platforms. We describe several TMA methods that have been 
in operational use over the years, but we avoid identifying which methods are 
used in current submarine operations. 
Passive TMA began to be important to submarine operations in the early 
1950's. It was in this era that ASW began to evolve as an important submarine 
mission. To preserve the submarine's basic advantage, its stealth, required 
primary reliance on passive sensors. The primary information gained from 
passive sensors was target bearings. Methods were needed to deduce target 
position and target motion from bearings only. This was the basic TMA problem. 
Its solution was quite vital to the submarine ASW mission and accordmgly the 
problem received considerable attention. As time went on, other passive 
mformation, in addition to bearings, was also used. 
Submarine acoustic capabilities, in signal processing, hydrophone arrays, 
quieting, detection ranges, and bearings accuracies had a long way to go as of the 
early and mid 1950's. Great us progress in all of these areas over the years has 
been accompanied by great progress in TMA methods and by Soviet submarines. 
The TMA progress has been particularly important because as detection ranges 
and effectIve weapon ranges substantially increased, the TMA rroblem became 
inherently harder (range errors are proportional to the square 0 the range), As 
detection ranges have decreased more recently. as a result of Soviet quieting, the 
TMA problem becomes conceptually easier, but with increased needs for speed of 
solution. 
Computers have, of course, played important roles in TMA advances. For 
filtering methods using many bearings, computers are quite necessary. Other 
methods which can be done manually are &reatly facilitated by computerization. 
Embedded hardware/software systems servmg TMA needs are the FCSs Mk 113, Mk 
117, and Mk 118 on submarines and the PCS Mk 116 on surface ships. An SFMPL 
package of TMA programs resides on the Navy Standard DTC, the HP-9020A, as does 
the ATTAC TMA package on a few surface ships. Both the embedded and DTC pro-
grams include most of the TMA methods discussed herein. Also both submannes 
and surface ships have hand-held programmable calculator (HHPC) TMA packages. 
These compute Ekelund range, DIE range, and related quantities such as own 
speed in and across line of sight, target speed across line of sight, surface sound 
velocity, ping-steal range, etc. 
Most bearings-only TMA methods, possibly all of them up to the 1970's, 
confine attention to targets with constant course and speed (ccs). If both own 
ship and target are CCS, it is impossible to obtain target range, course, or speed 
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from bearings only. no matter how many and accurate they are, but a solution for the 
direction of relatIve motion is possible. Given an own ship course or speed change 
during the bearings. in theory three bearings suffice for target range and four suffice 
for a complete TMA. 
We begin with a lengthy history of passive TMA, 3.1. Four prominent SSN 
TMA TDA meiliods. time-corrected Ekelund ranging, MAlE, towed array rangin~, and 
MTST are discused in 3.2, 3.3.3.4, and 3.5 respectively. In 33, we further dISCUSS 
a generalization of MATE to automation of the recursive adjustment and to doppler 
ranging; this is reviewed in the context of the principal sUrface ship TMA program, 
that in the FCS Mk 116. Regarding surface ship TMA, we also note the surface version 
of PUFFS and the ATIAC system in the history given in 3.1. We do not go beyond 
those discussions in surface ship TMA, because except for the Mk 116 they appear to 
be contained within submarine methods. ASUW TMA is usually over-the-horizon 
targeting, and we simply note that that has been the principal application of MTST. 
3.1 History of TMA 
TMA history begins well before the 1950's, in early WWII, when the first 
bearings-only TMA method. the Lynch Plot* , was devised by LT F. C. Lynch. 
Lynch was serving in Panama as the third officer (of three) aboard the re-
commissioned WWI submarine R-l. The R-l 's fIrst sonar had just been installed and 
Lynch was assigned to find a method to conduct "sound-only" submerged 
approaches to torpedo firings (on surface ships). This was needed for some trials of 
the new sonar two days or so later. Apparently it was not known how this could be 
done without use of periscope. 
Through intense pre-sail effort and excellent geometric insi~ht, Lynch found a 
pivotal relationship among bearings, bearing rate, and target relative motion. In the 
ensuing weeks he perfected the Lynch Plot by working evenings plotting submarine 
attack geometries. He used this method throughout the war as XO HARDER, under 
Medal of Honor winner CDR S. D. Dealey, and as CO HADDO. After the war the 
Lynch Plot was introduced to the Submanne School curriculum where it was used 
well into the 1960's. It is mentioned in reference [a]. We recall that it was very 
elegant mathematically, and that our efforts to use it in a 1961 SS exercise floundered 
on a crowded plot, albeit this was on a much longer range problem than Lynch 
contemplated in WWII. 
During the 1950's, various human plot methods and nomographs were 
used for TMA. One of the oldest of these was the strip plot, later called geo-
graphic plot TMA. This utilized transparent strips scored wIth bearing lines and a 
template to be fitted to bearing line plots on a dead-reckoning tracer. Each strip was 
keyed to a target speed, and the speed indicated by a fit, when combined with the 
bearings and a course chan~e by own ship. yielded a TMA solution. This method has 
often been used to proVIde upper and lower bounds on target range, based 
on bounds on speed. An additional much used nomographic device has 
.. We are indebted for this account to D. C. Ghen of Analysis and Technology, who based it on 
conversations with the late retired CAPT Lynch and recently with his widow, and to retired CAPT F. A, 
Andrews. Andrews also observed that a creditable (non-original) command thesis on the bearing rate slide 
rule was written around 1950 by LT Jimmy Carter, Chief Engineer on the K-l, while Andrews was CO. 
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been the bearing rate slide rule. An early 1MA computer was the the Position Keeper, 
which was a carryover from WWII use as an aid to approach and attack against surface 
ships. 
In 1953, F. N. Spiess showed in reference [b] how to use four bearings on a 
ccs target with an own ship course change, to compute target course and s~ed as 
well as range. Thus this was a complete TMA. His method is known as the Spiess 
Plot and is thoroughly analyzed in reference [a]. It remains in use in surface ship 
TMA. "Unstable" solutions arise in some situations, as they will in any four-bearing 
TMA method--see the end of 3.2. Spiess is a distin~uished oceanographer and for 22 
years directed the Marine Physical Laboratory, Scnpps Institution of Oceanography. 
His TMA interest derived from his 13 combat patrols as a submarine officer in WWII. 
He is a CAPT USNR (ret.) and a pre-Monterey NPGS alumnus; his 1946 M.S. in 
ordnance engineering from Harvard was under the School's program and followed 
study at the School at Annapolis as was typical of the postgraduate program at the 
time. 
The excellent 1954 command thesis of LT J. F. Fagan (NPGS alumnus), 
reference [cl, derived a four-bearings TMA solution which was a transcendental 
system of three equations in three unknowns. To reduce this to computability by 
slide rule, he assumed that own ship motion during the first three bearings was 
approximately zero, which was probably satisfactory for diesel operations. Fagan 
later had more important influence on TMA progress as an analyst and as a 
commander. 
One of the most famous TMA methods, Ekelund ranging, was devised in 1958 
by LT J. J. Ekelund while an instructor at the Submarine School, New London. As 
RADM, he was Superintendent of the NPGS, 1980-83. The Ekelund method is to 
measure bearing rates before and after a tum and to divide their difference into the 
difference between own speeds across line of sight before and after the tum. This is 
exact if exact bearing rates are obtained immediately before and after an instantaneous 
turn. Obviously that ideal cannot be obtained. 
After deriving his method theoretically, Ekelund tested it by simulation on the 
school's attack teacher during lunch hours with the help of L T R. E. Goldman, a 
fellow instructor. Concluding that the method would be operationally useful, he 
endeavored to report it to COMSUBLANT through his chain. After hIS draft was 
returned some four times for revision, he submitted it directly to the COMSUBLANT 
Quarterly Information Bulletin, where it was published in 1958 as reference [d]. 
The amazing thing is that this dissemination was sufficient for Fleet personnel 
to pick it up and use it. Nowadays this would be unheard of--because of the heavy 
technolo,gicalload under which Fleet officers work, it is difficult to get their attention 
to new mnovations. Perhaps partly for this reason, this Bulletin is no longer 
published. 
Ekelund rangin~ has seen considerable use on us SSNs and surface ships and 
in various foreign naVIes. After 1970 or so its us use has been primarily in time-
corrected form, as discussed in 3.2. 
There were three particularly important centers of TMA activity in Groton and 
Newport in the 1960's and 1970's, mteracting with each other: COMSUBDEVGRU 1WO 
(CSDG-2. later COMSUBDEVRON TWELVE (CSDS-12», the Naval Underwater 
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Weapons Research and Engineering Station (NEWRES, later NUsc/Newport), and 
the Electric Boat Division, General Dynamics Corp. (GD/EB). The first two of 
these remain prominent in TMA. 
The era when TMA had its greatest emphasis at CSDG-2 was 1967-73 
under the successive commands of CAPT W. M. Pugh, CAPT C. W. Woods, and 
CAPT Fagan. These commodores were all NPGS alumni as were the following of 
their staff officers who were prominent in TMA: LCDR L. R. Magner, CDR A. H. 
Gilmore, CDR M. C. McFarland, and LCDR J. M. Conway. CDR D. R. Hinkle 
contributed to TMA as Weapons System Director, ENS L. A. Anderson played an 
important special role. Important civilian contributors to TMA on site at CSDG-2 
included D. C. Bossard of DHWA and M. M. Fox, founder of AnaJysis and 
Technology. Hinkle later founded Sonalysts, Inc. 
The NUWRES/NUSC TMA group was concerned primarily with development 
of the submarine fire control systems Mk 113, Mk 117, and Mk 118. The group was 
led by E. L. Messere (currently Technical Director, NUSC) and later G. M. Hill. 
Reference [e) is a bibliography of over 100 documents on TMA produced by this 
group through 1988. Among the major contributors have been, alphabetically, 
V. J. Aidala, J. S. Davis, J. J. DiRusso, K. F. Gong, B. W.Guimond, H. W. Headle, 
E. J. Hilliard, A. G. Lindgren (consultant), D. J. Murphy (consultant), and S.c. 
Nardone. 
The GD/EB TMA activity was within the R&D group headed by A. J. Van 
Woerkom, who was also its lead TMA contributor. It evolved from an earlier 
operations research group headed by Lynch after retirement and from GDIEB'S 
prime contract on the ONR project Submarine Integrated Control (SUBIC), 
sponsored initially by CDR C. C. Brock (NPGS alumnus). Its other contributors 
included, alphabetically, R. A. Abate, W. S. Berry, C. R. DeVoe, 1'. M. Downie, 
J. W. Herring, H. F. Jarvis, J. S. Krikorian, and W. C. Queen. c. H. Knapp of the 
University of Connecticut, Spiess, and W. Vanderkulk of IBM contributed as 
consultants. This group dispersed in the early 1970's. 
Another important center of TMA activity from the late] 950's to the early 
1980's was the Naval Ordnance Laboratory (NoL--now the Naval Surface 
Warfare Center) at White Oak. We cite a group under R. Kogge who worked 
on an early version of the FCS Mk 113; H. E. EllIngson, C. B. Brown, and 1. C. 
Munson, who originated and developed the theory of the PUFFS concept in a 
research group; A. T. Jaques in the latter group, who devised and effectively 
employed the SPAR system to gather bearing accuracy data at sea; and a ~roup 
under J. A. Faulkner, in which 1. B. McQuitty was prominent, which dId the 
engineering development on PUFFS and later conducted a wide aperture array 
(WAA) program. 
PUFFS did passive ranging by measuring the curvature of a wave front 
arriving from the target. This has the advantage of not requiring a (time-
consuming) maneuver. It was a precursor to the present next generation 
method noted at the end of the section. It was installed on several SSNs, SSs, and 
DDs. PUFFS was the centerpiece of the NOL TMA work, which, however, 
extended to a variety of TMA techniques. There exists a bibliography, 
unfortunately not referenceable, of some 150 NOL documents in the TMA area up 
to 1983. Reference [f] cites several of these items. 
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PUFFS went on surface ships as well as submarines. The production 
contractor for PUFFS, Sperry Gyroscope, desi~ned a micro version for foreign 
navies combining the sonar and fire control lOto one equipment. PUFFS later 
evolved into a WAA program of NUSC, contributed to initlally by Jarvis and 
Downie of GD/EB ana later of Analysis and Technology. It was part of the 
RAPLOC (~apid Localization) program on TMA techniques which do not require 
an own ShIP maneuver. 
It is natural to approach range estimation by regression methods using a 
lar~e number of bearing observations. CHURN was a least squares method of 
dolO~ so for CCS targets, developed in 1958-59 by Van Woerkom as a consultant 
to Llbrasco~ and later at GD/EB. It used the Spiess plot as a starting point 
(reference [g] appears relevant). CHURN influenced the advent of the Mk 113 FCS 
and went to sea with the first Mk 113 aboard THRESHER. CHURN had problems with 
delta bias (see below). 
In 1959, Vanderkulk (reference [h]) was the first of various people 
(notably Fagan, Bossard, and McCabe--see below) to conclude by analysis that 
for bearings-only ranging lead-lag is a preferred maneuver. He was addressing a 
CHURN estImation bias problem. He assumed that bearing rate is approximately 
constant but different on each of two legs. He showed that for a given total 
tracking time, standard deviation of range estimation error as a percentage of 
range is minimized by lead-lag perpendicular to line of sight. He had restrictions 
on the leg lengths which are satisfied if the second leg is about twice as long as 
the first. 
An analysis of choice of tactics to reduce errors in Ekelund rangin~ was 
given in 1967 in reference [iJ by Fagan. This included a recommendatIOn in 
favor of lead-lag as just noted and derivation of a ranging equation similar to 
what is called the passive rangin~ equation in reference raj and is given in 3.2 
below. Fagan's formulation had Important influence on Bossard's work leading 
to time correction, described next. 
A major CSDG-2 project on passive ranging was initiated by Pugh in 1967 
and continued by Woods and Fagan. Under this program, Bossard made a pene-
trating analysis of the fundamentals of bearings-only ranging and the effect of 
own ship maneuvers on rangin~ accuracy. Bossard s principal achievement in 
this work was development of tIme correction. This evolved from his examina-
tion of Fagan's formulation of a bearings-only ranging equation, in anticipation 
of testing Fagan's results in an exercise. Bossard observed that ranging errors 
from the principal source, target speed in line of sight, could be eliminated by 
judicious choice of the time for which the range was estimated. Also, by jUdI-
cious choice of ranging maneuvers, this best time could be controlled to be in the 
past, present, or future, e.g., at roughly the time of own weapon impact. He 
called this method "time correction" and applied it to various forms of bearings-
only ranging, notably Ekelund, Spiess, and CHURN--see reference [a]. He showed 
that CHURN ranging errors were greatly reduced by time correction, but CHURN 
was already superceded developmentally. As apphed to Ekelund ranging, time 
correction IS discussed in 3.2. 
Also under Pugh was possibly the most extensive TMA exercise ever held, 
LANTSUBASWEX 2-68 in August 1968. This was a thorough comparison of various 
methods of bearings-only ranging aboard PARGO, whose co was CDR S. A. White, 
later, as VADM, COMSUBLANT and, as ADM, Chief of Naval Materiel. At-sea 
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exercise direction was by Hinkle assisted by Magner. Fox was chief scientist 
on the exercise. Bossard did the principal at-sea analysis on non-automated 
methods, generally centered on time correction. DiRusso took MATE (see be-
low) to sea for the fIrst time, operating it on a GDIEB computer system. Downie 
and Ghen worked with automated systems, and GDIEB supplied special instru-
mentation and other support. Considerable data were taken on digital tape. 
which by later analysis showed, for example, the effect of delta bias on CHURN. 
The "qUlck look" report on this exercise, reference !j], was a compendium of 
most of the passive ranging knowledge up to that time. 
From this work there evolved under Woods the Passive Ranging Manual 
in three volumes, reference [a], later an NWP. Volume II, on ransing tactics was 
prepared by Magner and Bossard, and Volume IlIon theory, WIth emphasis on 
time correction applied to various ranging methods, was prepared by Bossard. 
Time correction IS also reforted in reference [k]. Some ranging tactics results 
of Bossard in reference [a are noted in 3.2. 
The TMA program that has probably seen the most active operational use 
is the Manual Adaptive TMA Evaluator (MATE), discussed in 3.3. MATE was 
developed at NUWRES around 1968 (see references fl] and r mD, principally by 
Headle and DiRusso. It was included in the FCS Mk 113 Mod 9 and successors. 
The possibility of improving on the CHURN least squares method by recur-
sive least squares in the form of Kalman filtering was explored in the 1960's by 
Van Woerkom, Jarvis, and Knapp at GDIEB (references In] and [0]), Davis and 
D. 1. Murphy at NEWRES (references [p] and [q]), and probably others. In par-
ticular, Van Woerkom sought smoother bearings for CHURN by such recursive 
methods, because the bias in CHURN was proportional to bearing variance. 
The first Kalman filtering TMA system to be implemented operationally 
was KAST, the Kalman Automatic Sequential TMA program, which was devel-
oped for the Mk 113 by Davis, based on Murphy's 1968 Ph.D. thesis, reference 
[q]. This implementation at times had a problem often incurred by extended 
Kalman filters (see 3.5.6), viz., "covariance collapse." Aidala found a cure for 
that problem, but the result was a biased estimator. These kinds of!roblems 
appeared to be prevalent in the 1977 TMA symposium at NPGS, reporte in refer-
ence [r]. Around 1978, G. W. Johnson of IBM observed that reformulation in 
polar coordinates was a key to solving the existing KAST bias problem--see ref-
erence [s]. This was facilitated by a further reformulation by Aidala--see refer-
ence [t]. 
KAST assumes a ccs target and gaussian bearing errors. It gives a good 
solution after one ranging maneuver, gIven high signal-to-noise ratio in broad-
band and moderate bearing rates. It does not adequately treat discontinuities in 
input data, or large bearing changes. 
One important source of TMA errors is delta bias, referring to a form of 
errors in relative bearing arising from the fact that the receiving hydrophones 
are an array rather than at a single point. Specifically, delta bias is the differ-
ence in bearing bias error from one leg to another of a TMA maneuver. Ekelund 
ranging is insensitive to delta bias, in that it primarily uses bearing rates. MATE is 
sensitive to this source, but operators can compensate for it. Delta bias is a ser-
ious problem in KAST and geographic (strip) plot TMA. Ekelund and other meth-
ods are sensitive to the standard deviation of random bearing errors, which 
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in turn is sensitive to signal-to-noise ratio. Delta bias is part of a larger class of 
errors discussed in reference [fl. 
From the early 1970's into the present era, RANOEX exercises at sea, with 
associated analysis and development ashore, have been periodically conducted by 
CSDO-2/CSDS-12 and NUWRES/NUSC. Starting about 1975, to a great extent these 
exercises were modeled after SUBASWEX 2-68. A key feature has been TMA data 
collection on magnetic tape. This has been a valuable program for TMA testing, in 
part by accuracy estimation, and for developing various TMA improvements. Among 
the methods involved were those which used depression/elevation (DIE) angles of 
arriving signals, ping stealing with comparison of arrival times by different paths, 
doppler effects, and wave front curvature, in addition to those discussed at greater 
length in this chapter. From the CSDS-12 findings in RANGEX and other work has 
evolved the SSN doctrinal TMA publication, reference [u]. 
We now describe the evolution of an important TMA method known as FLIT, 
although we cannot discuss the method itself because it is classified. 
In the late 1960's a new type of passive sonar information was becoming 
available. In 1969, Queen of GDIEB developed TMA algorithms to take advantage of 
this information along with bearings (see references lv], [wl, and [x]). He tested it 
preliminarily with modest at-sea data. A related development at GDIEB was a phase-
lock loop system, led by J. S. Krikorian. This was a generalization of the bearings-
only method of steering the sonar in an automatic target follower (AW) mode. These 
developments were under Herring, Abate, and, over all, Van Woerkom. 
In June 1970, Gilmore, CSDG-2 Weapons System Director under Woods, had 
available this new type of data from a recent exercise. He assigned Anderson to try 
to use these data in TMA. Anderson was a new surface EnSIgn with a B. A. in 
physics, temporarily at CSDG-2 awaiting nuclear power school. He succeeded in 
achieving a TMA in two weeks or so by combining these data with bearings data and 
using (non-recursive) regression. He used a USL computer and received experienced 
coaching on TMA from Magner. Gilmore was able to confirm that his solutIOns were 
good. These results evoked considerable CSDG-2 interest. 
In his initial analysis Anderson had not been aware of the GDfEB work. In 
comparing Queen's references [v], [w], and [xl with Anderson's reference [y] (the 
latter is more fully developed), one finds much in common, which is not surprising. 
There also appear to be significant differences, notably regression was important to 
Anderson's analysis but is at most implicit in Queen's documentation. On the other 
hand, in reference [y], Anderson cites reference [xJ and credits it with an alternative 
approach which Anderson expressed in regression terms and which used a line-of-
SIght (moving) coordinate system compared to his own north-east coordinates. 
Queen left GDIEB and the subject in August 1970. Conversations in 1989 (inhibited 
by security) with Anderson, Queen, and others involved in 1970 do not shed 
additional light on the origination of the FLIT concept. 
In summary, we credit (1) Queen with the first TMA algorithm using the sonar 
data central to FLIT, (2) Anderson with the first method of this sort to be implemented 
operationally, and (3) both Queen and Anderson with doing excellent analytical 
work on this problem. 
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Van Woerkom and some associates briefed Woods and others of CSOO-2 on 
the GD/EG work, notably the phase-lock loop, shortly after Anderson completed his 
initial TMA work. Thenceforth Anderson and GD/EB joined forces to develop a sea-
going prototype system using Anderson's TMA algorithm (related to Queen's), which 
at a later point Gilmore named FLIT, and GD/EB'S phase-lock 100I? system. Berry was 
GD/EB'S senior engineer on the project. (Woods had Anderson s orders changed to 
postpone his departure; that came SIX months later, three months after Fagan relieved 
Woods. Fagan steered Anderson toward submarine qualification.) 
The FLIT prototype went to sea with Berry, Anderson, Gilmore, and Woods 
in late July on STURGEON (CDR W. L. Bohannon was CO, later CO NUSC) to do TMA 
against SKATE. Late changes were made while underway, but successful results were 
obtained. For his work, Anderson received the Navy Commendation Medal. Berry 
received GD/EB'S Engineer of the Year award for his engineering leadership on this 
prototype. 
During the next year or so FLIT was combined with Kalman filtering, by an 
algorithm developed by Jarvis of GD/EB and modified by Aidala of NUSC, using 
methods developed in the evolution of KAST. A technical description of the FLIT 
method is given m reference [z]. For additional documentation see reference [y] and 
the introductory text of reference faa]. FLIT has seen considerable important 
operational use. 
Ranging and tracking at long range by Kalman filtering methods on a sphere 
were developed in the mid and latter 1970's, primarily for COMSECONDFL T, by 
Bossard, J. B. Oehrle, and L. K. Graves of DHW A. This was motivated by over-the-
horizon (OTH) targeting needs. 
Kalman filtering on a sphere was employed in 1978 by F. P. Engel of DHWA, 
on field assignment to COMSUBLANT, to develop the program OTH-T for OTH tracking 
on CCS tar~ets. OTH-T resided on the Tektromx 4051 DTC and was used by CSDS-12. 
In 1982 it mcorporated MTST (see reference [bb] and 3.5 below) to track maneuvering 
targets. In this form it was included among the SFMPL TMA programs on the HP 9020. 
It is also included in the NUsc/Sonalyst search program CASE and hence ASWTDA (see 
2.13 and the introduction to Chapter IV). 
In 1978-79, McCabe derived a formula in reference fcc] for the variance of a 
bearings-only range estimate and from this he derived useful tactical conclusions: The 
range estimate at the end of a lead-lag maneuver was much more accurate than that of 
a lag-lead maneuver. This preference is consistent with findings of other approaches 
from different viewpoints. McCabe's work was part of a study of short-range 
ranging sponsored Jointly by the UK and CSDS-12. In recent correspondence, 
Vanderkulk showed how McCabe's results could be strengthened by using four-
parameter likelihood instead of two parameters. His analysis reinforces a contention 
of A. R. Washburn's (reference fcc]). Vanderkulk, McCabe, and Washburn all 
reached the same tactical conclusion. 
A 1978 DTC Kalman filter TMA TDA was developed at COMSUBPAC on a Tek-
tronix 4051 by S. S. Brown of DHWA under CDR W. J. Hayne, an NPGS Ph.D, in OR. 
It assumed planar CCS motion and outputted an updated bearing accuracy estimate as 
well as pOSition. 
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Some important theoretical advances took place in 1978 at DHW A, which 
paved the way for TDAs to track maneuvering targets. A keystone was B. 
Belkin's introduction into ASW modeling of the integrated Ornstein-Uhlenbeck 
(IOU) process (reference [dd]). This has proved to be a robust model of motion 
by submarines and other vehicles which maneuver relatively slowly. It was 
chosen as the best gaussian approximation to the Washburn random tour 
(reference [eel). (It was named IOU by R. J. Miller of ONR out of impatience 
with the larger mouthful during a briefing.) For further discussion, see 3.5.2 and 
Appendices Band D. 
As a further theoretical advance, stochastic differential equations (SDE'S) 
were used to describe target motion updates in conjunction with measurement 
updates by Kalman filterin~; the princIpal motion process was IOU. This work 
was led by T. L. Corwin, wIth later contributions by D. P. Kierstead, G. P. Pei, J. 
W. Palmer, and M. E. Davison all of DHWA. Among the applications were sim-
ulation of submarine tracking as an estimation of Soviet potential against US SS-
BNs, prior to the development of an operational tracker by this means. Refer-
ence lff] is an excellent summary of the relevant mathematical properties of IOU, 
as given by stochastic differentials, and generalizations thereof. 
In 1980-81 at COMSUBPAC, W. H. Barker of DHWA employed IOU/SDE/ 
Kalman methods to develop the Maneuvering Target Statistical Tracker (MTST). 
This TDA was the first operational program to take this approach. Barker im-
proved the earlier algonthms and Importantly added a smoother by forward-
backward filtering to eliminate outliers. MTST has been extended further by 
Barker, Kierstead, W. R. Stromquist, N. L. Gerr, and others of DHWA. Its 
methodology, discussed in 3.5, is believed to be state-of-the-art in maneuvering 
target tracking. It has been incorporated in submarine combat control systems. 
It is also used in automated reconstruction by NTSA. 
The Generic Statistical Tracker (GST) was developed at DHWA as a PC 
version of MTST in 1985-87 by Stromquist, Kierstead, J. R. Weisinger, and others. 
It has been installed at NOSC, NADC, NUSC, CNA, and Boeing. 
Excellent expositions of the methodology in MTST and GST respectively 
are given in references [gg] (6.1 and 6.2, prepared by Barker at Tiburon Sys-
tems) and [hh] by Weisinger. Briefer discussion is in 3.5 and Appendix D. 
Concurrent with Barker's work on MTST, Engel, 1. W. Stopple, \V. R. 
Monach, and L. E. Hollowood of DHWA also developed for COMSECONDFLT (CDR 
R. L. Starck) and NUSC (M. J. Pastore) a Kalman/IOU ASUW tracker, known as 
SURTAC (reference [U]). SURTAC had (1) a ccs tracker taken from OTH-T, (2) a 
maneuvering target tracker using IOU and Kalman filtering (forward filtering 
only--see 3.5.4), (3) a tum-detector as a basis for choosing between (1) and (2), 
and (4) a Harpoon acquisition model (by MONACH). This program became the 
basis for the Tactical Surface Surveillance (TSS) program which in 1982 was the 
initial basis for JOTS--See 4.1.1. 
SURTAC had its strengths, but its tum-detector did not work very well and 
MTST was better developed as a maneuvering target tracker. In 1982, MTST was 
merged into OTH-T, as noted above, which is a better implementation of the dual 
ccs/maneuvering target approach and remains in being. 
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An advanced Kalman filter method using information domain processing (see 
3.5.6), multiple data sources such as bearings, doppler, and DIE angles, and ccs 
motion was developed by Bossard of DCBossard, Inc. in the early 1980's. Working 
in the information domam is advantageous until enough informatIOn is acquired for 
non-singular covariance. This work was for Applied Mathematics, Inc. under a 
US/UK contract and was accompanied by displays oeveloped by W. J. Browning of 
that firm. It has been used on UK submarines. A prior version had been developed 
for CPWL for VP TMA on hand-held calculators. 
Towed array ranging (reference Hi]) came into being at CSDG-2 in the early 
1970's. This centers on hyperbolic meiliods discussed in 3.4. The aids to hand-
computed hyperbolic ranging noted there were developed by A. T. Mollegen (current 
CEO of Analysis and Technology), while on the staff of CSDG-2, 1972-75. The french 
curve approach is due to W. Follette of CNA. 
Finding target depth is also part of the TMA problem. Little contribution to this 
problem has been made by TMA TDAs to date, but the NUSC MRADE system shows 
promise under some environmental conditions. Evidently multiple path methods 
must be used. 
The bibliography of reference [kk] contains references to several additional 
contributions to TMA and related physics, by industry and government. 
In reference [11] Van Woerkom discusses experience factors in TMA. He 
emphasizes the need to deal with multiple maneuvering SSN targets. 
The principal computerization of sutface ship TMA is that which is contained in 
the FCS Mk 116, which is a fairly comprehensive weapons control system. The heart 
of its TMA is a generalization of MATE, so we review it under the discussion of MATE 
in 3.2. The algorithms for this approach had their roots in mid 1970's work by W. 
B. Adams (reference [mm]) of General Electric and S. T. Chou (reference lnnJ) of 
NOSC and were developed further in 1979-80 by C. N. Burgis and P. B. Houser of 
Librascope and later by M. J. Shensa (reference rooD and J. D. Pack of Nose. The 
Mk 116 was developed by NOSC under R. D. Thuleen, Code 62. L. A. Hermanson 
has been responsible for most of the implementation of the TMA algorithms since 
about 1980. Evaluations at sea began 1982, and the production versions of the 
system began shipboard installation in 1985. It is operational on a few Aegis 
cruisers and DD 963s and is scheduled for all ships of these classes. 
In 1983-84, the Automated TMA Tactical Aid to Commanders (ATTAC) was 
developed for SWDG for surface ship use by DHWA, principally L. B. Whitt, and 
IDEAS Inc., principally C. Shortledge (reference [qqJ). This work was primarily 
under LCDR J. R. Oakes, an NPGS alumnus. ATTAC computerized various doctrinal 
methods (see reference [rr]) in a single program and is included in FFlSTS. (FFISTS is 
intended for non-NTDS DE 1052s. It contains JOTS and requires four HP 9020s and 
some HP 9836s.) These methods include MATE, geographic plot, Ekelund, KAST, and 
DIE, all adapted from SSN methods. 
There also exist various surface ship TMA programs on hand-held calculators. 
An SSN bearings-only TMA method has been recently proposed by LT P. K. 
Peppe on LA JOLLA, an NPGS alumnus. It is under evaluation as an NPGS thesis 
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project by CDR B. Carrero Cuberos of the Venezuelan Navy, under his advisor J. 
N. Eagle. The method is as follows: Take about 12 beanngs about 20 seconds 
apart on a lead leg followed by the same on a lag leg. Make a linear fit to each of 
these sequences of bearings versus time. Use these linear functions to extrapolate 
bearings forward in time from the first leg and backward from the second leg. 
Cross the forward extrapolations of the first leg with the actual bearings of the 
second leg to obtain an estimate of target track, call it Tl. A second estimate, T2, 
comes from crossing the backward extrapolations of the second leg with the 
actual bearings of the first leg. It is believed that this idea has been tried in the 
past with two bearings on each leg, but not with as many as 12. Preliminary 
simulation evaluations indicate the Tl is generally very good, and T2 is usually 
not a good estimate. Also, the conflict between range accuracy and course and 
speed accuracy, discussed at the end of 3.2, appears to be confirmed by these 
SImulations. 
A still more recent bearings-only TMA method has been proposed by CDR 
H. R. Bishop, PCO ALEXANDER HAMILTON (GOLD), an NPGS alumnus. He has 
derived an exact expression for range, involving first and second derivatives of 
bearings, in an effort to avoid the Ekelund idealizations. As yet his method has 
not been tested at sea or by simulation, 
Among the notable facts in this lengthy history of TMA is that on at least 
three occasions quite innovative methods were found by young officers and put to 
use in Fleet operations: the Lynch plot, Ekelund ranging, and FLIT. (Much of the 
theory of Anderson's innovatIOn on FLIT was done earlier by Queen.) The recent 
proposals by Peppe and Bishop indicate that Fleet interest in innovation in TMA 
remains alive. 
Probably the most important TMA TDA methods from past experience are 
MATE, FLIT, time-corrected Ekelund, hyperbolic towed array ranging, and MTST. 
Except for FLIT, these are reviewed in tum in the next four sections. Possibly the 
most important TMA method in the visible future is planned for the SEAWOLF and 
uses wave front curvature, taking advantage of longer base-lines afforded by 
towed arrays, in a system called TARP, and by wide aperture hull arrays. 
3.2. Time-Corrected Ekelund Ranging 
In this section, we describe the marriage of two important ranging con-
cepts discovered a decade apart, Ekelund ranging and time correction. At the 
end of the section we note the Spiess four-bearing TMA method and a TMA accu-
racy conflict disclosed by time correction theory. 
The tactical situation is shown in Figure III-l. Target course and speed are 
constant. Own ship records its position and bearing to target at times t} and tl' 
before a tum and at time t2 and t2' after the turn. The recorded beanngs are 
denoted by B with corresponding sUbscrifts and primes. The subscripts 0 and t 
refer to own ship and target, and A and refer to "across line of sight" and "in 
line of sight." The D's, with and without annotations, refer to certain distances 
moved by own ship as shown in Figure III-l. 
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FIGURE 111·1. GENERAL RANGING MANEUVER 
Referring to Figure III-I, as in reference [a] we make the following 
definitions: 
~I = sin~B 1 '-B II cos~B~'-B 1 'l (t1'-t1) cos(BZ-Bl) , 
~2 = sin(B,'-B,) t2'-t2 




The first two definitions are approximate bearing rates and the other two are 
approximate own ship speeds across line of sight. (These and other formulas can 
usually be simplified ~y the approximations sin x "" x and cos x=:: 1, for x in 
radians less than, say 1/3.) 
With these definitions, it is shown in reference [a] that the range at time t2 
is given exactly (providing measurements are exact) by 
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In reference [a] this is called the passive ranging equation. Its first right-hand tenu is 
the Ekelund estimate. It is simply the ratio of the difference between own s~s 
across line of sight before and after the tum to the corresponding difference in 
bearing rates. In the idealized situation where the tum is instantaneous and these 
speeds and bearing rates are exactly measured immediately before and after the turn, 
the Ekelund estimate would be exact. The remaining ri~ht-hand tenns represent the 
error in the Ekelund estimate in a non-idealized situation. apart from the effect of 
measurement errors. Fagan in reference [i] and others addressed some tactical 
choices which in effect reduce these error tenus. 
Reference [a] went further by observing that the two tenus containing target 
speeds in line of sight. the major contributors to error, can be eliminated by judicious 
choice of the time at which the range estimate is to apply. Defme 
- - t (t241)131 
t - 2- iil~2 
-
D = distance moved by own ship between t2 and t in the direction of 
bearing B2, 
~l 
t* = t2 - (t2 - tl) iL"l2 
D* = distance moved by own ship between 1" and t* in the direction of 
bearing B}'. 
It is shown in reference [a], with the help of Figure 1ll-2, that at time t*, called the 
"best range time,"the range is R * given by (B* is the bearing at time t*) 
Note that target speeds in line of si~ht have been eliminated, which has the effect of 
minimizing range error. All quantitles in the formula for R * can be measured on own 
ship. Finding t. and R * thus defined is the time correction method. 
When time correction was developed, desktop computers were unavailable, 
so the graphical method described next and simplified versions of the above 
equations were obtained using the small angle approximation, to facilitate hand 
computations. With desktop computers, these simplifications are largely unnec-
essary. 
We describe a neat graphical method taken from reference [a] for finding the 
best range time t* for an Ekelund range estimate. This is illustrated in Fi~ure III-3, 
which is based on a time-bearing RIot. Now strictly speaking for the first nght-hand 
term in the above formula for R * to represent an Ekelund estimate, 
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we should let t1' come close to tl and h' come close to h. Then in effect we are 
dealing with bearing rates at tl and t2. Let these bearing rates be estimated bY"the 
slopes of the straight lines fitted to the points near t} and t2 respectivel¥. Let t be 
the time coordinate of the intersection of the extensions of these two hnes. Now 
let Bi be the beari~ at time tl and draw a line through (t2, BI) parallel to the 
fitted line at t2; let t be the time at which this line intersects the lme fitted at tl. 
Then t~ is the time whose distance below r equals the distance by which T is 
below t. 
FIGURE 111-2. TIME CORRECTION OF THE RANGE 
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FIGURE III-3. TIME-BEARING PLOT CONSTRUCTION TO FIND 







An additional step by reference [a] was to observe that the occurrence of the 
best range time could be controlled by judicious choice of the ranging maneuver by 
own ship. As general guidance it states as follows: 
1t(1) The best range time usually lies on the same side of the tum as the leg 
with larger (magnitude) bearing rate. 
(2) If the bearing rates on both legs are in the same direction, then the best 
range time lies outside of the maneuver." 
If for example, the rangin, maneuver is a leg which points or leads the target 
followed by a lag leg. then t will usually be in the future which conftrms fmdings of 
others as to preference for lead-lag over lag-lead. Additional guidance of this nature 
is given in reference [a]. 
We close this section with a brief statement of the Spiess four-bearing TMA 
method and a discussion of an accuracy conflict inherent in four-bearing TMA. This 
conflict was revealed by the time correction analyses of reference [a]. 
The Spiess four-bearing method is based on the following fact cited in 
reference [a]: Given bearings on a ccs target at times lI. h. and t3. the locus of tar~et 
positions at a chosen time 4 is a computable straight line. Crossing that locus WIth 
the bearing at 4 yields target position, the mirror image of the procedure yields 
position at tJ, and these two pOSItions yield course and speed. 
If in the preceding construction it should happen that 4 is so chosen that it is 
close to the best range time t* corresponding to (a) t1. t2. t3, and 4, (b) the bearings at 
these times and (c) own ship's track, then we have a highly unstable situation. This 
is illustrated in Figure ITI-4. To explain Figure III-4, we fIrst note that for small bearing 
changes the small angle approximations are assumed. 
In Figure III-4, each of the family of lines shown converging at time t* is a 
locus of target positions at t* corresponding to bearings at times t1, t2. and t3 and own 
ship track. The approximate convergence is shown in reference raJ. The various 
converging lines correspond to small chan~es in one or more of the bearings at t1, 
t2, and t3. Now these small changes in beanngs introduce changes in t*. but not very 
much. Thus the substantial variation in direction of the converging lines illustrates 
the fact that small errors in bearings lead to very large errors in course/speed 
estimation, providing 4 =:; t*. We do not obtain relief from the mirror image of the 
procedure leading to a position estimate at t}, because that is well removed from the 
best range time and inherently entails a substantial error in range, so that the track 
between the positions at t1 and 4 remains sensitive to bearing errors. 
We thus have the following accuracy conflict in four-bearing TMA: If 
range estimation accuracy is paramount, then use lead-lag and choose the bearing 
observation times so that one of them is (1) at the estimation time desired and (2) 
at the best range time; this will entail a serious degradation of course/speed 
estimation accuracy. If the latter is important, then use lag-lead-lag and avoid the 
best range time, accepting a degradation of ranging accuracy for better accuracy 
of course and speed. We have presented these fIndings in the context of Spiess 
ranging. but they are inherent in any TMA method by four bearings only. These 
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findings in reference [a] also explained previously unpredictable instabilities in 
the SpIess plot. 
FIGURE 111·4. CONVERGENCE OF FOUR·BEARING TMA 
SOLUTIONS 
To overcome this accuracy conflict, use additional information beyond 
four bearings, e.g., additional bearings. 
3.3. MATE 
The Manual Adaptive TMA Estimator (MATE) is in effect a computerization 
of geographic (strip) plot TMA. MATE can be used to evaluate a TMA solution 
obtained by some other method or to generate a solution. In either case one 
begins by entering a TMA solution into the computer. 
In the evaluation mode, target bearing, range, course, and speed are en-
tered as of a given time. This ccs target track implies the bearing that should be 
observed by own ship at any given time, in particular at the actual times at which 
bearings were observed. Over a time interval on which it is presumed that the 
target IS CCS, MATE generates a plot, illustrated in Figure UI-5, of time vertically 
and as horizontal coordinate the difference, called the residual, between each ob-
served bearing and the implied bearing at that time. If (1) the displayed bearing 
differences are close to zero, i.e., if they are distributed roughly symmetrically 
as "white noise" about zero (known colloquiall¥ as "stacking the dots"), and if (2) 
own ship changes course or speed during the time sequence plotted, the trial so-
lution is a good one. 
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FIGURE 111-5. MATE DISPLAY 
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To generate a TMA, MATE employs this evaluation principle. If the solution 
is not a good one, i.e., if the dots are not stacked or are stacked at a value away 
from zero, then the solution is adjusted, the adjusted solution is evaluated, and the 
procedure repeats until a good solution is obtained or new data are observed. 
However, for solution generation, the input procedure is modified compared to 
the evaluation mode. 
The modification is called "end-point" MATE. A time interval of bearings 
is chosen as above (during which own ship changes course and sReed), and the 
observed bearings at the end-points (start and end) of the interval are entered. 
Additionally, estimated target course and speed are entered. These four values 
suffice to imply the bearing sequence as before, and the residuals are displayed. 
If the dots do not stack on zero, the course and speed are adjusted, while keeping 
the end-point bearings fixed. If repetition of thIS procedure does not produce a 
good solution, the end-point beanngs are adjusted and then held fixed while 
course and speed are adjusted, and the procedure reiterates. Thus the MATE 
operator ultimately has a four-parameter choice, but at a given stage he is 
adjusting only two parameters, which can be done more effectively than with 
four. Nevertheless, the adjustment methods are considered to be an art learned 
by operator experience. 
It is worth notin& that a key to the usefulness of MATE is the visual display 
of the residuals, as a gUIde to solution adjustment. 
Of course, if own ship maintains ccs as is assumed for the target, it will 
be impossible to estimate range from bearings only, by MATE or any other means. 
The geographic plot method illustrates that a given bearing sequence can be 
produced by a broad family of ccs target motions in that circumstance. 
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MA TE accuracy is enhanced by high bearing rates and large own ship 
maneuvers. Also, the MATE display clearly shows delta bias, so an alert operator can 
remove this effect, which is not possible with other statistical methods. 
A MA 1E solution will be disrupted if the target maneuvers, as also illustrated in 
Figure III-3. However if a good solution had been obtained before the target 
maneuver, the solution effort on the new target leg will be&in with a good estimate of 
range, so a good new solution should be obtained more qillckly. 
We now turn to the central TMA method in the surface shill Fes Mk 116, which 
generalizes MATE as described above, in two important directIOns: In addition to 
bearin~s it utilizes received frequencies to compute doppler ranges, and it automates 
the adjustment of trial solutions. This method is called "maximum likelihood 
estimation (MLE)," based on the fact that its recursive improvement is by reduction of 
mean squared error. As before, a ees target is assumed. The bearing and frequency 
histories are recorded at 32 second intervals and are smoothed. 
First let us describe the basic doppler ranging principle. Let fo be a "base" 
frequency emitted by a target under the assumption that it is motionless but creating 
its actual acoustic noise. This frequency is received by own ship as f and has 
undergone the doppler shift due to both own and target speed in line of sight, 
denoted Sol and StI as in 3.2. If refraction is ignored and sound travels at a constant 
speed c, then the relation among these quantities is 
f = fo + [Sol - StI]/c. 
If one has an estimate of the base frequency, fo, and has measured f, then this 
equation can be solved for StI, which WIth other information available is enough to 
obtain a TMA. However, since quality of the solution is heavily dependent on 
accuracy of the estimate of the base frequency, the latter is included as a trial solution 
component to be adjusted along with TMA. 
Thus a 5-dimensional target state is defined: two components each for position 
and velocity and a component for base frequency. An initial trial solution, i.e., state 
estimate, is formed by going out the latest and earliest observed bearings (on the 
tar~et's presumed ees track) to (arbitrarily) 20,000 yards, which gives two position 
pomts and hence a TMA. Base frequency is initially estimated from intelligence or as 
observed frequency (base fr~uency equals observed frequency is equivalent to zero 
relative motion in line of sight). 
This trial 5-vector implies the bearinS and frequency sequences that should be 
observed and, by solving the above equatton for fo• a new estimate of the base 
frequency. The bearing residuals, i.e., observed bearing minus implied bearing at 
vanous Urnes, are displayed as in Figure III-5. A similar procedure is separately 
followed with frequencies. 
We now outline how the recursive adjustment is automated. Form the sum S 
of the squares of the frequency residuals. To normalize this to a dimensionless 
quantity, find the least squares quadratic fit to these residuals, sum the squares of the 
deviations of the residuals from the quadratic fit, and divide S by this sum. Do the 
same for bearings. Let Q be the sum of these two normalized sums. Regard Q as the 
measure of badness, i.e., cost, of the triaI5-vector. If we can drive Q to zero, that is 
equivalent to stacking the dots perfectly in manual MATE. 
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To this end, it is noted that the dependency of Q on the trial 5-vector is a 
rational function and its partial derivatives can be found analytically. One at-
tempts to zero these derivatives, hoging that achieves a global minimum, in any 
event not accepting an increase in <2. The indicated direction of adjustment of 
the last trial solution is the negative gradient of Q at that point, which is analyti-
cally computable. The extent of the adjustment is to reach the nearest coordi-
nate hyperplane subject to certain reasonableness constraints. If this reduces 
Q, the adjustment is coml?lete and one proceeds to the next adjustment by the 
same method. If not, it IS assumed that the adjustment attempt overshot the 
mark and interpolation is used via a cubic approximation to Q, which can be 
minimized analytically. If that does not reduce Q, the adjustment is complete. 
Up to three such adjustments may be made, before reverting to processing new 
observations. 
Although this is called "maximum likelihood estimation (MLE)," this is a bit 
of a misnomer, as the developers realize. If minimization of Q could be 
achieved, and if the bearing and frequency distributions were fixed and known 
in advance, then this would be true MLE. 
Technical documentation of this algorithm is given in references [mm], 
[nnl, and [00] and, in programming language, in the program performance 
specification, reference lpp]. A technical evaluation was conducted at sea in 
1985-86. 
3.4. Towed Array Ranging 
The distinctive feature of towed array ranging is the fact that a target in-
dication received by a towed array merely indIcates that the target is some-
where on a circular cone which is coaxial with the array cable. This is illus-
trated in Figure IU-6. Note that coverage directly forward and aft is truncated by 
endfire and that a detection directly abeam can be anywhere on a vertical 
plane. 
The intersection of a circular cone with a plane parallel to its axis, e.g., a 
horizontal plane, is an hyperbola--see Figure III-7. Thus if approximate target 
depth is assumed, the target location ambiguity is reduced to an hyperbola, 
which in the case of a target directly abeam reduces to ambiguity between two 
bearings, the beam directions port and starboard. If source and receiver are at 
the same depth, the hyperbola becomes a pair of lines. 
To resolve the hy~rbolic ambiguity. an additional locus of target position 
is needed. One source of such is for own ship to tum as in Figure III-8 and ob-
tain a new hyperbola of position which may be intersected with the pre-turn 
hy~rbola. ThIS is known as hyperbolic cross-fixing. "Hybrid" hyperbolIc cross-
fixmg uses a direct path beanng instead of the second hyperbola. Hyperbolic 
methods have been programmed for FCS, PTC, and HHPC use. 
Aids to hand-computed towed array TMA have been developed as earlier 
TDAs. The hyperbolic slIde rule known as Towed Array DIE Range Finder com-
putes hyperbolic cross-fixes, and ordinary DIE ranges. Also, hyperbolic lines of 
position ("hyperbolic bearings") can be superimposed on a geographic plot for 
fitting by speed strips. Hyperbolic templates with holes have been developed for 
this purpose. A french curve approach has also been developed. It was first 
pointed out in reference [ss] that a full solution on a ccs target can be found 
from hyperbolic bearings only, except for right/left ambiguity, zero bearing rate, 
and certain special cases. 
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Ekelund, MATE, and geographic plot TMA methods can be applied with towed 
array bearings, but they ~enerally take longer than with hull array bearings, 
depending on signal-to-notse ratio. The longer time makes time correction in 
Ekelund more desirable than usual, because of greater departure from the in-
stantaneous tum assumption. 
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3.5. Maneuvering Target Statistical Tracker (MTST) 
MTST is an algorithmic method for automatic tracking of maneuvering tar~ets. 
In common with most contemporary automatic trackers, it employs Kalman filtenng. 
What principally distinguishes MTST from other Kalman trackers is use of an IOU 
target motion model--see Ap~ndices Band D. In this section we will describe the 
basics of the MTST method, under some simplifying assumptions and assuming some 
reader knowledge of Kalman filtering. Specifically, we will describe a simplified 
version of the forward filter part of MTST. Addition of backward filtering and other 
important extensions beyond this simplified case are summarized in 3.5.6. 
3.5.1. Example and background. First we will illustrate what MTST 
can do by giving a tracking example that would ordinarily be considered difficult. 
This example is given by Figures III-9 through m-l3 and was constructed in 1984 by 
W. R. Stromquist on a Tektronix 4052. MTST is now programmed on more modem 
DTC'S, in fact on Pc's. 
Figure III-9 shows a target's actual track over four hours. Rather radical 
changes in course and speed are made. Eleven observations on the tar~et, consisting 
of gaussian ellipses and lines of bearing are shown in Figure IU-W. (Bearing boxes 
could also be accommodated.) The track constructed by MTST from these 
observations is shown in Figure III-II. Note that the principal turns by 
the target are captured quite well, although there is not enough information to reveal 
the short maneuvers beginning at 1840. Figure III-12 shows the observations 
superimposed on the reconstructed track. The reader may want to renect on how the 
reconstruction could be achieved from the observations without computer assistance-
-it is possible but difficult. Finally, Figure III-13 shows the sequence of areas of 
uncertainty (AOU'S) given by MTST. These are 95% containment ellipses and form 
what is often called a "slinky" diagram. 
Kalman trackers of ship targets are usually based on CCS target motion. Such 
a tracker has difficulty maintaining a good track after a target turn. In fact the 
solution on the new leg cannot be expected to stabilize on the correct track unless the 
pre-turn observations are ignored, which can be done if the tum time can be 
recognized. Otherwise the best recovery that can be expected is a ccs approximation 
to the actual track, which might differ uncomfortably from the current track. It is 
principally in overcoming that problem that MTST has its greatest value. It does so via 
the IOU motion model. 
Excellent expositions of the MTST method are given in references [gg] and 
[hh]. They include stochastic differential equation characterizations of the IOU 
process, more so in [gg] than in [hh]. Even so a reader familiar with Kalman filter 
methods should find them readable. Note that in [hh], the treatment is in terms of a 
6-dimensional target state and motion on a spherical surface (both noted in 3.5.6 
below). To relate It to the treatment below, in lhh] drop the last two coordinates and 
let gamma be zero (spherical parameter). 
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An excellent primer on Kalman filtering is reference [ttl. Standard more 
advanced texts are references [uu] and [vv). For present purposes, an understanding 
of reference [ttl and Appendix B below should suffice. 
3.5.2. Target state and motion model. To begin our description of 
how MTST works, we define the target state at time t to be Set) = (x(t), y(t), u(t), 
v(t))T, a 4-vector (we denote a vector by a column matrix and the transpose of a 
matrix m by mT). Here (x(t), y(t))T is target position and u(t) and vet) are speed 
components in the x and y directions. We want the tracker to estimate speed as well 
as position to enable us to make predictions of near-term future target movement. 
We also want the tracker to indicate degree of uncertainty in these estimates. 
Each Set) is a random variable and S is a stochastic process (Appendix B). 
To employ the very effective method of linear Kalman filtering to update our 
estimation recursively, we need S to be a gaussian process. This is achieved by 
assuming that the initial state, S(O) = (x(O), yeO), u(O), v(O))T, is a gaussian random 
variable and the ensuing process follows an IOU mechanism. 
Although the stochastic differential equation characterization of IOU is 
succinct, it entails considerable underlying technology, so we will bypass it in favor 
of a difference equation, since we must discretize for computation anyway. We fix ~ 
~ 0 and 0' ~ 0 and assume that for small h ~ 0 
S(Hh) - Set) =: h[~~ml + a{h [~] , 
-{3v(t) q 
(III-I) 
where p and q are independent gaussian variables with zero mean and unit variance. 
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Formula (III-I) fully characterizes a 4-dimensional IOU process, given a 
gaussian initiation. We can give operational meaning to the parameters ~ and a by 
relating them to the parameters of a random tour. It is a striking fact that by suitable 
choice of ~ and a, the ftrst and second order moments of x(t) and y(t) tn an IOU 
process match the corres~nding moments of a random tour for all t (see references 
L dd] and [gg)). (From the further fact that a gaussian distribution is fully determined 
by its first and second order moments we infer that an IOU process is the best 
gaussian approximation to a random tour.) From this parameter identiftcation it is 
shown that 
(1) ~ is the effective average rate of target course changes per unit time, and 
(2) atJP (if ~ > 0) is the rms target speed in the water (think of it as average 
instantaneous speed), which we denote by V. 
Thus we can choose Band 0 as inputs to MTST based on our views of target course 
change rate and speed. In particular, we can reduce an IOU model to CCS by setting 13 
= 0 = 0 in (III-I). In Appendix D, it is shown how, in a version with a 6-dImensional 
state, various types of motion can be obtained by appropriate choices of values of 
parameters of that model. 
We now assume that our observations of the target occur at uniform time 
intervals of lensth ° and that.J3 > 0 and a > O. The target motion information that we 
need (in additIOn to initialIzation) to conduct MTST calculations (short of the 
extensions in 3.5.6) is given by the following matrices: 
~[ 1 0 bi 0 1 c=[ CI 0 C2 0 0 1 0 bl 0 ct 0 C2 ] 0 0 b2 0 C2 0 c3 o , (llI-2) 0 0 0 b2 0 C2 0 C3 
where 
bl = (1/13)[1 - exp(-{3o)], 
~ = exp(-J3o), 
Cl = ¥ 0/(3)2[20 - (1/~)[3 - 4 exp (-{30) + exp (-213o)]], (111-3) 
C2 = ¥(a/J3)(1 - exp(-{3o»]2, 
C3 = ¥021J3)[1 - exp(-2j30)]. 
The significance of <I> and C, beyond their algorithmic use below, is that by 
regarding them both in terms of their dependence on ° (which we would have to do 
anyway If we considered observations at non-uniform intervals), they can be used in 
a natural way to determine the mean and covariance functions of a gaussian process, 
and the process thus determined can be shown to be a solution to (III-l) as h 
approaches zero (uniquely so, given a gaussian initiation)--see references [gg] or 
[hhl. The further significance of <I> and C is the consequence that (since we have 
discretized time, we denote S(no) by Sn) 
Sn+l = <l>Sn + Wn, (111-4) 
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where the wn's are independent gaussian 4-vectors with mean zero and covariance 
matrix C. This is the type of motion description we want in order to do Kalman 
filtering. We further need a stochastic description of observations of the target. 
which we give next. 
3.5.3. The observation process. For Kalman filtering purposes. we 
postulate a sequence of observations of the target, given as a sequence of k-vectors 
Z}, Z2 ..... related linearly to the target states as follows: 
(111-5) 
where the Hn's are k x 4 matrices and the qn's are independent gaussian k-vectors 
with mean zero and k x k covariance denoted Rn. Thus qn is the measurement error 
in the nth observation. Also the qn's and wn's are independent of each other. 
For simplicity in our present description. we will confine attention to 
observations of position in (x,y) coordinates (so k = 2), each observation having a 
bivariate gaussian error distribution with mean zero and standard deviation r in all 
directions. I.e., the I-sigma error ellipses have both semi-axes equal to r. 
This further means that the Hn's and Rn's are independent of n, so we denote 
them Hand R, and that 
[ I 0 0 0 ] H= 0 1 0 0 
and R = r21, where I is the 2 x 2 identity matrix. 
3.5.4. Kalman filter update formulas and initialization. We now 
develop estimates of target state formed by a forward Kalman filter as used in MTST. 
i.e .• based on the above assumptions. The estimate prior to the first observation is 
taken to be an arbitrary 4-vector, tY{Jically the zero vector. As of time of each 
observation, we make a pre-observatIOn update of the state estimate to allow for 
target motion in accordance with our motion model; we then make a post-observation 
update to incorporate the information obtained in the observation. It suffices to 
perform these updates on the means and the covariance matrices of the estimates. 
since these determine the (gaussian) 4-variate distribution of the estimate at a given 
stage. 
We denote the pre-observation mean and covariance of the state estimate for 
the nth observation by J.!n(-) and Ln(-) respectively and the corresponding post-
observation objects by Iln(+) and .En(+). We initialize as follows: 
0 2000 0 0 0 
0 0 2000 0 0 
111(-) = 0 and Ll(-) = 0 0 Ly2 0 
(III-6) 
2 
0 ly2 0 0 0 2 
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The upper left 2 x 2 comer in :E1 (-) is our initial covariance of target (>osition; 
choosing 2000 nm2 as the initial variance of each position coordinate merely llldicates 
that we know very little about position prior to the first observation. The lower right 
2 x 2 can be shown to be the lImiting covariance of the velocity vector after a long 
time without observations and is a natural choice for this initial covariance. 
We now define the Kalman gain matrix Kn pertaining to observation n by (Kn 
is 4 x 2) 
(IU-7) 
This is instrumental in the post-observation update as follows, defining mn as the 
observed position 2-vector (and I as the 4 x 4 identity matrix): 
(+) (-) K [ H (-)] J!n = J!n + n mn - J!n • (III-g) 
The pre-observation motion update is done as follows: 
Jln+l(-) = 4>J!n(+) , (III-9) 
L.n+l H = 4>1:0 (+)<I>T + C. 
Kalman filtering theory has chosen (m.7), (III-8), and (III-~) so as to minimize, after 
observation n, the sum of the diagonal elements of :En + , which is the sum of the 
variances of Xno, YnO, Uno, and VnO. This estimate is also the Bayesian update, based 
on th~ pre-ob~ervation state distribution as the prior and the current observation as the 
new lllformatlOn. 
Formulas (III-7), (III-g), and (III-9) are standard in linear Kalman filtering, 
somewhat specialized in that under our simplified assumptions H, R, 4>, and C do 
not depend on n. Again, what makes this forward filter part of MTST different from 
other Kalman filtenng is thf-)particular formulations, which derive from the IOU 
assumption, of 4>, C, and :El - . 
3.5.5. Illustrative forward filter example. We illustrate this forward 
filter part of MTST by two examples in Figures III-14 through III-17. In these examples, 
we assume as inputs (not based on observations) that the target's effective course 
change rate,~, is 2 per hour, the target rms ("average instantaneous") speed, V, is 12 
knots, and the time between observations, 8, is 10 minutes. The four rows under 
each observation in Figures II1-14, III-IS, and III-16 pertain in order to x, y, u, and v. 
J;jgure III-14 shows the pre-observation and post-observation covariances, :En (-) 
and :En + , and the Kalman gain matrices, Kn. Iteration of these calculations through 
12 observations shows only slight changes in these matrices after observation o. 
Note that no observation data impact this figure. The entries to 4> and C are, using 
(III-3 ), 
bl=.l417, 
Cl = .3489, 
b2 = .7165, 
C2 = 2.8927, 
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C3 = 35.035. 
A reader who is inexperienced in Kalman ftlter calculations is encouraged to perfonn 
some of the calculatIOns in Figure III-14 by hand using (III-7), (III-8), and (I1I-9) and 
earlier fonnulas for their inputs. The matnx inversion in }III-7) is in this case simple, 
because the matrix bein£ inverted is a scalar multiple 0 the identity (because our 
observations are simply e first two coordinates of state and have a circular gaussian 
distribution ). 
FIGURE 111·14. COVARIANCE AND KALMAN GAIN MATRICES 
Assumed target effective course change rate = 2 per hour. 
Assumed target rms (average instantaneous) speed = 12 knots. 
Minutes between observations = 10. 
Standard deviation of observation measurement errors = 1.5 nm. 
Pre-observation Kalman Post-observation 
Covariance Gain Covariance 




2000 0 0 0 .99888 0 2.25 0 0 0 
0 2000 0 0 0 .99888 0 2.25 0 0 
0 0 72.00 0 0 0 0 0 72.00 0 
0 0 0 72.00 0 0 0 0 0 72.00 
Observation 2 
4.04 0.00 10.20 0.00 0.64 0.00 1.45 0.00 3.65 0.00 
0.00 4.04 0.00 10.20 0.00 0.64 0.00 1.45 0.00 3.65 
10.20 0.00 72.00 0.00 1.62 0.00 3.65 0.00 55.45 0.00 
0.00 10.20 0.00 72.00 0.00 1.62 0.00 3.65 0.00 55.45 
Observation 3 
3.94 0.00 11.14 0.00 0.64 0.00 1.43 0.00 4.05 0.00 
0.00 3.94 0.00 11.14 0.00 0.64 0.00 1.43 0.00 4.05 
11.14 0.00 63.50 0.00 1.80 0.00 4.05 0.00 43.47 0.00 
0.00 11.14 0.00 63.50 0.00 1.80 0.00 4.05 0.00 43.47 
Observation 4 
3.80 0.00 10.21 0.00 0.63 0.00 1.41 0.00 3.79 0.00 
0.00 3.80 0.00 10.21 0.00 0.63 0.00 1.41 0.00 3.79 
10.21 0.00 57.35 0.00 1.69 0.00 3.79 0.00 40.13 0.00 
0.00 10.21 0.00 57.35 0.00 1.69 0.00 3.79 0.00 40.13 
Observation 5 
3.64 0.00 9.69 0.00 0.62 0.00 1.39 0.00 3.70 0.00 
0.00 3.64 0.00 9.69 0.00 0.62 0.00 1.39 0.00 3.70 
9.69 0.00 55.64 0.00 1.64 0.00 3.70 0.00 39.72 0.00 
0.00 9.69 0.00 55.64 0.00 1.64 0.00 3.70 0.00 39.72 
Observation 6 
3.59 0.00 9.58 0.00 0.61 0.00 1.38 0.00 3.69 0.00 
0.00 3.59 0.00 9.58 0.00 0.61 0.00 1.38 0.00 3.69 
9.58 0.00 55.43 0.00 1.64 0.00 3.69 0.00 39.71 0.00 
0.00 9.58 0.00 55.43 0.00 1.64 0.00 3.69 0.00 39.71 
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FIGURE 111-15. TARGET STATE ESTIMATION 
Actual target speed = 12 knots. 
Actual minutes from 3rd observation to 45 degree tum = O. 
Observation Estimated POIiit est error Radius 
Actual error state post-obi l-sigma 
Posit Vector Distance Pre-Obs Post·Obi Vec:tor Distance AOU 
~n(-) ~Il( +) 
-- --
Observation 1 
0.00 0.28 1.9 0.00 0.28 0.28 1.9 3.0 




2.00 0.23 2.0 0.28 1.53 -0.47 2.0 2.4 




4.00 -0.54 0.9 1.98 2.92 -1.08 1.1 2.4 




5.41 -3.21 3.3 3.62 2.73 -2.68 2.9 2.4 




6.83 2.52 2.7 2.89 6.88 0.05 0.5 2.4 




8.24 -0.95 1.0 8.50 7.76 -0.49 0.7 2.4 
4.24 -0.07 3.03 3.73 -0.51 
8.19 6.20 
3.53 5.41 
In Figures III-IS and III-16 t the matrices of Figure III-14 are a'pplied to two 
examples of six observations each. In both cases the actual target motton is ccs for a 
few observation intervals followed by a 45 degree port tum and then the same speed 
on the new course. The units are nm and knots throughout these tables. The actual 
position at time of the first observation as taken as the origin, (0,0), of the position 
coordinate system (that the actual position isn't known to the tracker doesn't matter). 
In Figure III-IS the constant s~ed is taken to be 12 knots (same as assumed in Figure 
III-14) and in Figure III-16 it is 8 knots. In Figure III-IS the tum time coincides with an 
observation, the third of the six, and in the other case it is midway between the third 
and fourth observations. The tum is idealized to be instantaneous in both cases. 
The observation data in Figures III-15 and III-16 are presented as 2-vectors of 
errors in observed position; such a vector is added to actual position to obtain 
observed position. The 24 coordinates of these error vectors (two each in six 
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observations in each of two figures) are independent draws from a gaussian 
distribution with mean zero and standard deviation 1.5 nm. the assumed value of r. 
Each error distance is the length of its error vector. 
FIGURE 111·16. TARGET STATE ESTIMATION 
Actual target speed = S knots. 
Actual minutes from 3rd observation to 45 degree tum .. 5. 
Observation Estimated Posit est error Radius 
Actual error state post-obs 2-sigma 
Posit Vector Distance Pre-Obs Post-Obs Vector Distance AOU 
J.tn(.) J.tn(+) 
Observation 1 
0.00 -1.01 1.6 0.00 -1.01 -1.01 1.6 3.0 




1.33 1.65 1.7 -1.01 1.55 0.22 0.6 2.4 




2.67 1.41 1.4 2.47 3.49 0.83 O.S 2.4 




3.80 -0.05 2.0 4.56 4.05 0.25 1.4 2.4 




4.75 -1.43 1.5 4.62 3.82 -0.93 1.5 2.4 




5.69 0.81 1.4 3.92 5.50 -0.19 0.2 2.4 
2.36 1.09 0.62 2.35 -0.00 
0.53 4.76 
1.76 6.40 
The estimated state 4-vectors. J:.lnH and J:.ln(+), are shown as computed by 
(III-6), (III-S). and (III-9). Again the reader is encouraged to perform some of tpese 
calculations. Note from (m-8) that the nth post-0p-fervation state estimate, J.1n (+ , is a 
weighted sum of the pre-observation estimate, J..ln - , and the observation mn, with the 
Kalman gain matrix, Kn, providing the weights for each coordinate. 
Each 2-vector error in a post-observation position estimate is the position part 
of the state estimate vector less the actual position vector; the estimation error distance 
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is the length of the error vector. The radius of the 2~sigma area of uncertainty, AOU, 
is 21g, where ~ is the upper left comer entry of l:n(+), the variance of each position 
coordinate estImate. This AOU, centered on the position estimate, is an 86% 
containment region. 
FIGURE 111·17. GRAPHICAL DISPLAY OF MTST 
ILLUSTRATIONS 
a Actu 11 target positions at observation times connected by _ 
)C Observed target positionli, connected.by -
• MTST estimate ot target position, connected by -
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The purpose of these examples is to illustrate some of the main princi'ples 
and mechanisms of MTST. It is not their purpose to be evaluative. Evaluations 
should consider a much broader variety of target motions, assumed and actual, 
and should use more powerful extensIOns of the present case as discussed in 
3.5.6. However, it is of some interest to compare the MTST estimates with the 
observations and the actual target states in these examples. 
Position estimates may be compared with position observations via the 
error distances. In this respect MTST does at least as well as the direct 
observations in all of these cases except observation 3 of Figure 111-15. By this 
comparison the two figures are typical of several computed examples. 
To compare velocity estimates with veloc;ity "observations" would re-
quire some odier definition of velocity derived from the position observations, 
into which we will not delve. 
From velocity estimation vectors one can compute speed as vector 
length to compare with actual speed. Estimated speed is generally significantly 
lower than actual speed in both examples. This is explained by the fact that 
MTST has been led to expect a higher rate of turns (2 per hour) than is actual 
(one in one hour) in these examples. Note, however, that after observation 6 of 
Figure III-16, the estimated speed is (4.762 + 6.402)1/2= 7.98 compared to the ac-
tual speed of 8 knots. The course estimate from these components is arc-
tan(64/4.76) = 53 degrees which is 8 degrees off from the actual 45 degrees 
(referring to the original course as 0). 
A graphical display of the above position comparisons is given in Figure 
III-17; parts (a) and (b) show results from Figures IlI-I5 and IlI-16 respectively. 
3.5.6. MTST extensions of the simplified forward filter. We no\'v' 
consider various extensions of the above treatment. which give MTST more 
power than do the methods discussed thus far. These consist of non-uniformly 
spaced observations; observations in the form of elliptical SPA'S, bearing boxes, 
and lines of bearing (LOB'S) which may change in form from one to the next; 
backward filtering for smoothing and elimination of outliers; 6-dimensional target 
states; and treatment of motion on a spherical surface. 
Non-uniformly spaced observations are easy. Merely let <l> and C de-
pend on n and let the 8 m (III-3) be the time between observations n-l and n. 
The observation error distributions may be elliptical gaussian, e.g., an el-
liptical SPA, rather than restricted to circular. Then the covariance of observa-
tion measurement error, R (r21 above), becomes 
[ 
a2cos28 + b2sin28 1 R--
- 4 -a2cos8sin8 + b2cos8sin8 
-a2cosOsinO + b2cosOsinO ] . 
a2sin28 + b2cos28 
(IIJ-l 0) 
Here a and b are the semi-axes of the I-sigma ellipse and 0 is its orientation an-
gle. Also, a, b, and 8 and hence R may depend on n. 
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An LOB observation is harder. One method is to treat an LOB as an ellipse 
with one semi-axis infinite. The width perpendicular to the infinite semi-axis is 
constant throughout the length and is treated as the I-sigma limits of 
measurement error in that direction. Let r be half this width. How is r chosen? 
Generally, the advisable choice is to guess the target range (e.g., using previous 
tracking data) and let r be the width subtended at that range by the standard 
deviation (presumed known) of bearing measurement errors. Then let Rn == r2 
and 
Hn == [Cos Sn -!inS n o 0], 
where Sn is the bearing of the LOB observation in question. Note that having 
defined Hn in this way, we can no longer generate the Kalman gain and 
estimation covariance matrices inde~ndent of the observed data as we did in 
Figure III-12. More importantly, this also causes us to leave the realm of linear 
filtering and to enter extended Kalman filtering, because Rn depends on an 
estimate of target state. It means that we can no longer assert mean square 
minimization, Bayesian updating, or gaussian posterior distributions and that J.ln(+) 
and Ln(+) no longer have their meanmg as mean and covariance. However, the 
gaussian distribution determined by J.ln(+) and Ln(+) thus generated may be 
regarded as an approximation to the actual distribution and evidently errors 
ansing from this modeling approximation are generally smaller than those 
arising from measurement errors. Further discussion of extended filtering is 
beyond our intended scope. 
A bearing box observation is treated in a way similar to that of an LOB, 
except that the range which determines the cross-bearing standard deviation is 
taken from the range limits of the bearing box, rather than estimated externally 
as in the preceding paragraph. 
Backward filtering is employed for smoothing and importantly for 
elimination of outliers. Smoothing is a procedure for retrospective estimatlOn of 
a state vector at a time intermediate between the start and end of an 
observation interval. MTST does this by using forward filtering, as described 
above, from the start of observations up to and including the smoothing time, 
and using backward filtering from the end back to the smoothing time. The 
backward recursion is somewhat analogous to the forward recursion but is 
usually expressed more conveniently in terms of information matrices (inverse 
of covariance) and information vectors (estimation mean left-multiplied by the 
information matrix). See references [hh] or [gg]. Such smoothing methods are 
particularly useful in automated exercise reconstruction. 
The power of MTST may be enhanced by treating 6-dimensional states 
compared to 4 dimensions as above, particularly in tracking transitors. In this 
mode, velocity in the motion model IS the sum of a short-term velocity and a 
long-term velocity, both stochastic--see Appendix D. This model is a 
generalization of an IOU process, but it isn't a composite of two IOU'S, because 
both velocity components impact position. To reduce this model to an IOU, set 
the long-term velocity or the short-term velocity at zero. The description of this 
model in the first section of Appendix D is, at any rate, particularly 
recommended readin~ for its IOU flavor in that it conveys what is gomg on in an 
IOU without explicIt use of stochastic differentials. Appendix D is also 
recommended for its description of motion types obtained by parameter choices. 
Note that the 6-dimensional treatment in reference [hh] uses acceleration (in 
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two components) as the 5th and 6th state components--the two-velocity 
approach IS better. Reference [gg] is confined to 4 dImensions. 
The final extension is to spherical motion. This again entails non-linear 
filtering, i.e., extended Kalman filtering. The approach is to linearize the 
problem approximately by choosing a tangent point near each contact and doing 
the filtering in the corresponding tangent planes. One must project from the 
sphere to a plane and back to the sphere in a way which is reasonably faithful 
and which admits linear filtering m the plane. One clever point is that a 
covariance matrix is projected by projecting its eigenvectors. 
The example in Figures III-9 to III-13 uses elliptical SPAs, and LOBs at non-
uniform spacing and forward and backward filtering. E.g., if the first half of the 
track in Figure III-ll were based only on the first half of the observations, a 
different result would be obtained, perhaps not much different. The target state 
was 4-dimensional. Spherical methods were not used, and the distances were 
not great enough for that to matter. 
We have tried to convey the main concepts and algorithmic procedures 
in MTST, which is a state-of-the-art method for tracking maneuvering ship 
targets. We note briefly the associated problem of report-to-track correlation. 
In this problem, multiple contacts occur on multiple targets, in general by 
multiple sensors whose outputs are treated collectively. Tracks are maintained 
on the separate targets. When a new contact is reported, with which track 
should it be associated, i.e., correlated? In recent years considerable work has 
been done on algorithms to automate solutions to this problem. We will simply 
refer to NRL as a center of such activity and to reference [ww] as a 
contemporary text on the subject. 
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CHAPTER IV 
INTEGRATED TDAS FOR BATTLE GROUP COMMAND 
The prototype integrated TDA for battle group command is the Joint Oper-
ational Tactical System (JOTS). A derivative of JOTS which has developed in dif-
ferent ways is the Integrated Tactical Decision Aids (ITDA). Both JOTS and .TDA 
reside on the Navy Standard DTC, the HP 9020A. Both are organized according to 
the Composite Warfare Commander (cwc) concept, wherein the cwc commands 
the battle group and delegates authority in the warfare areas ASW, AAW, ASUW, 
EW, and strike to the respective subordinate warfare commanders, the ASWC, 
AAWC, ASUWC, EWC, and swc. 
As presently configured, neither JOTS nor ITDA has a strike warfare 
module. The principal TDA for carrier aircraft strike plannin~ is the Tactical 
Aircraft Mission Planning System (TAMPS). Although it is not mtegrated in the 
sense of JOTS and ITDA, it complements these two systems, so we discuss it at the 
end of the chapter. 
The reference to inte~ration in JOTS and ITDA pertains to use of data bases 
and executive programs WhICh are common over the separate warfare areas and 
the separate TDAs. The data bases are on targets, own forces, and the environ-
ment.· The executive programs manage the data bases, call particular warfare-
specific programs and displays for use by the CWC or a cogmzant warfare com-
mander, and call various support functions such as navigation computations, map 
displays, formation builds, track builds and analysis, status boards, etc. 
The TDA program menus in JOTS and ITDA are organized in hierarchical 
fashion. The major cate~orization is by warfare area. Each of these contains 
various TDAs, whIch are mtegrated in the sense described above, but not in the 
sense that outputs of one such TDA transfer to another. However outputs of 
various support functions, pertaining to the environment, dispositions, and 
kinematics, are stored for convenient access by TDAs. The menu organizations 
and the various TDAs and support functions of JOTS and ITDA are described in their 
user's guides, references raj and [b], which are supplanted by their training 
manuals, references [c] and [d). 
While JOTS was originally designed accordin~ to the TDA concepts 
described above, its great success has been through Its C2 communications 
functions. JOTS is connected to the principal Fleet data links, notably Link 11 and 
OTCIXS. This affords connectivity with these systems to any ship wIth an HP 9020. 
In particular, JOTS supports exchange among control centers, afloat and ashore, 
of status boards, contact data, and other formatted communications. ITDA does 
not have comparable data links and depends on JOTS or other systems to reach 
Link II or OTCIXS. On the other hand, ITDA has much better developed warfare-
specific TDAs. Post-I 984 JOTS TDA development has been subordinated to its C2 
communications development and implementation. ITDA TDA development has 
been on-going during thIS era. 
IV-l 
The hierarchical menu organizations of JOTS and ITOA are mainly 
described in Figure IV-I. Our main mterest here is in the functions and models of 
the warfare-specific TOAs shown for JOTS in the upper right comer of part (a) 
and for ITO A in the last two pages of part (b). However, the reader is 
encouraged to peruse the remainder of Figure IV-l to obtain a feel for the scope 
of these integrated TOAs and of the communications functions of JOTS. 
We remark that the principal difference between the user interfaces of 
these two systems in appearance to the user is that selection of menu items is 
made through special function keys in JOTS and through the main keyboard in 
ITO A (without Return in both cases). Both systems use the main keyboard to 
respond to prompts under a menu item (followed by Return), and both use the 
special function keys (without Return) for various support menus. 
We further remark that in JOTS and ITOA TOAs, the user is often asked to 
input an ellipse. That is always the 2-sigma ellipse of a bivariate normal 
distribution, and hence has 86% containment, except that for SASHEM (see 4.3.5) 
the ellipses have 90% containment. Also, a circle on the earth's surface has an 
elliptical appearance under great circle or Mercator projections as is evident on 
many JOTS and ITOA displays and in some figures in this chapter. 
JOTS is programmed in HP BASIC and lTOA is in UNIX/C. Conversion of JOTS 
to UNIX/C is underway in anticipation of use in the next generation Navy 
Standard OTC. This conversion has the important implication of affording user 
time-sharing on JOTS. (ITO A is designed as a multi-user system.) Hopefully, that 
will overcome alroblem ITOA and other at-sea HP 9020 programs have had in 
terms of limite machine access, because of heavy HP 9020 use by JOTS 
communications functions. Limited space for terminals will still be a problem 
and may well be a limiting factor in sea-going use of TDAs for the foreseeable 
future. 
Anticipating the conversion to UNIX/C, JOTS is a potentially excellent 
receptacle for TOAs, by war of affording access to real time data and a means of 
rapidly communicating decIded actions. Also important to TDA potentiality is the 
fact that JOTS terminals have frequent attention from commanders and their 
staffs, because new and useful information frequently appears on the displays. 
ITOA is also an excellent receptacle for new TDAs in that it affords excellent 
access to environmental data bases and integrated data management; 
moreover, TDAs are primary in ITDA, while secondary in JOTS. At the same time, 
addition of TDAs to an integrated TDA should be planned in an orderly fashion, 
else a confusing and redundant collection may evolve. 
Within the ASW sphere, development of a new integrated TOA, known as 
ASWTDA, is underway as of early 1989, sponsored by OP-71, RAOM J. R. Fitzgerald 
(NPGS alumnus). The lead laboratory is NOSC (Code 62) with NUSC performing 
software development and NADC providing technical support. The APP office of 
NA VSEA provides additional overSIght. The core of this system is the Composite 
Area Search Evaluation (CASE) methodology developed by Sonalysts for NUSC, 
with support from the Oceanographer of the Navy (OP-96), RADM R. F. Pittenger 
(NPGS alumnus). This software is bein~ converted from BASIC to UNIX/C. 
ASTWTDA/CASE at present has oceanographIC displays, the OTH-T tracker from the 
SFMPL (see 3.1), and a rather limited search plannmg capability (see the end of 
2.13.4). It has excellent graphics. Planned additions to the ASWTDA include 
lV-2 
FIGURE IV·1. MENU ORGANIZATION IN JOTS AND ITDA 
(a) JOTS Menu Organization 
I . INPUT POSIT 
2. INPUT RNG/BRG 
3. BEARING BOX 
• . INPUT BEARING 
5. INPUT LINK REPORT 
6. EDIT A ITRIBUTES 
7. (NOT AVAILABLE) 
8. EDIT REPORTS 
9. DELETE REPORTS 
10. CHANGE LOCAL CSElSPO 
n . PURGE 
12. MERGE 
13. BREAK LINK MERGE 
1 • . AMBIGUOUS REPORTS 
• WH iSKY 
SCREE.., KILO 
CHARL E ELEMEWS 
SCNOS ClOY FiELDS 
CTC HISTORY 
SPARS (COSP FORMAT 
I FOTC STATUS MSG 
: COMMS CHKS 
SATVUl WINDOWS 
15. HARDCOPY CONTACTS 
111 T1MELATE STATISTICS 
17. CROSS·FIX 
18. POSITION ANALYSIS 
19. LONG HISTORIES 
CORRELATION AND DISPLAY 
20. OUICK PLOT 
21 . INCOMING GEO-FILTERS 
22. GROUP 10 LIST 
23. NICKNAMES 
2 • . DUPLICATE PIFS 









FIGURE IV-I. (Continued) 
(b) ITDA Menu Organization 
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FIGURE IV ·1. (Continued) 
(b) ITDA Menu Organization (Continued) 
SPECIAL FUNCTION KEY TOP LEVEL HEIRARCHY 
(EDIT CNTRAOJ [CENTER ON] 
[ZOOM] 
[MAP OPTIONS]---+--[STORED MAPS] (MAP STATUS) 
[MAP ONLY] (REDRAW GEOPLOT] 
~[PLOT STATUS] (PLOT CONTACT] [PLOTS] ------+-[ PLOT OVERLAYS] (PLOT AIDS] [PLOT TRACKS] 
(4W BUILD] 
[TRACK DESIGN] (TRACK BUILD] ~(SECTOR BUILD] (2-TRACK ANALYSIS] [INTRCPT ANALYSIS] 
[TOP OF MENU) 
(HELP] 
(MAP TOGGLE] 









FIGURE IV -I. (Continued) 
(b) ITDA Menu Organization (Continued) 
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